Fluctuation limit for interacting diffusions with partial annihilations
  through membranes by Chen, Zhen-Qing & Fan, Wai-Tong Louis
Fluctuation limit for interacting diffusions
with partial annihilations through membranes∗
Zhen-Qing Chen and Wai-Tong (Louis) Fan
October 22, 2018
Abstract
We study fluctuations of the empirical processes of a non-equilibrium interacting particle system
consisting of two species over a domain that is recently introduced in [8] and establish its functional
central limit theorem. This fluctuation limit is a distribution-valued Gaussian Markov process which
can be represented as a mild solution of a stochastic partial differential equation. The drift of our
fluctuation limit involves a new partial differential equation with nonlinear coupled term on the
interface that characterized the hydrodynamic limit of the system. The covariance structure of the
Gaussian part consists two parts, one involving the spatial motion of the particles inside the domain
and other involving a boundary integral term that captures the boundary interactions between two
species. The key is to show that the Boltzman-Gibbs principle holds for our non-equilibrium system.
Our proof relies on generalizing the usual correlation functions to the join correlations at two different
times.
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1 Introduction
A new class of non-equilibrium particle systems of two species that interact with each other along a
hypersurface is recently introduced in [7] and [8]. The primary goal is to understand the connection
between the microscopic transports of positive and negative charges in solar cells and the electric current
generated. However, these models are flexible and general enough to provide insight to a variety of natural
phenomena, such as the population dynamics of two segregated species under competition.
Here is an informal description of the model introduced in [8]. A solar cell is modeled by a domain in
Rd that is divided into two adjacent sub-domains D+ and D− by an interface I, a (d − 1)-dimensional
Lipschitz hypersurface. Domains D+ and D− represent the hybrid medium that confine the positive
and the negative charges, respectively. An example to keep in mind is when D+ = (0, 1)
d and D− =
(0, 1)d−1 × (0,−1) are two adjacent unit cubes. The interface is then I = (0, 1)d−1 × {0}. The particle
system is indexed by N , the initial number of positive and negative charges in each of D+ and D−.
At microscopic level, the motion of positive and negative charges are modeled by independent reflected
diffusions (such as reflected Brownian motions) in D+ and D−, respectively. Besides, there is a harvest
region Λ± ⊂ ∂D± \ I that absorbs (harvests) ± charges, respectively, whenever it is being visited.
Furthermore, when two particles of different types are within a small distance δN , they disappear at a
certain rate1 rN . This annihilation models the trapping, recombination and separation phenomena of
the charges. We shall refer to the system just described as the annihilating diffusion model. See Figure
1 for an illustration.
Even though the boundary is fixed and there is no creation of particles, the interactions do affect the
correlations among the particles: Whether or not a positive particle disappears at a given time affects
the empirical distribution of the negative particles, which in term affects that of the positive particles.
This challenge is reflected by the non-linearity of the macroscopic limit. This challenge arises again in the
study of its fluctuation limit, and it is further reflected by the boundary integral term in the covariance
of the Gaussian process; see (5.3) of Theorem 5.1.
In [8], we established a functional law of large numbers for the time trajectory of the particle densities.
This is a first step in connecting the microscopic mechanism of the system with the macroscopic behaviors
that emerge. More precisely, let (XN,+t , X
N,−
t ) be the pair of empirical measure of positive and negative
charges at time t. We showed that, under a suitable scaling and appropriate conditions on the initial
configurations, the random pairs of measures (XN,+t , X
N,−
t ) converge in distribution, as N → ∞, to a
1We say an event happens at rate r if the time of occurrence is an exponential random variable of parameter r. In
particular, the probability of occurrence in a short amount of time t is rt + o(t), where o(t)/t→ 0 as t→ 0.
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Figure 1: Annihilating diffusion model, where I is the interface and Λ± are harvest sites
pair of deterministic measures which are absolutely continuous with respect to the Lebesgue measure.
Furthermore, the densities with respect to Lebesque measure satisfy a system of partial differential
equations (PDEs) that has coupled nonlinear boundary conditions on the interface; see Theorem 3.6. It
is this nonlinear coupling effect near the interface that distinguishes this model from previously studied
ones. The suitable scaling is of order (Nδd+1N )
−1 and is rigorously formulated via the annihilation potential
function in Assumption 3.4.
In the current work, we look at a finer scale of the annihilating diffusion model and establish the func-
tional central limit theorem in Theorem 5.1. To focus on the fluctuation effect caused by the interaction
on the interface I, we assume the harvest sites are empty in this paper. The fluctuations of the empirical
measures from their mean (the coupled PDEs) is quantified by
YN,±t (φ±) :=
√
N (〈XN,±t , φ±〉 − E〈XN,±t , φ±〉), (1.1)
where 〈XN,±t , φ±〉 is the integral of an observable (or test function) φ± ∈ L2(D±) with respect to the
measure XN,±t . Intuitively, if φ+ = 1K is an indicator function of a subset K ⊂ D+, then 〈XN,+t , φ+〉 is
the mass of particles in K (which is the number of particles in K divided by N). In this case, YN,+t (φ+)
is the fluctuation of the mass of particles in K at time t. Our main result in this paper, Theorem 5.1,
asserts that the fluctuation limit (as N →∞) is a continuous Gaussian Markov process whose covariance
structure is explicitly characterized. Roughly speaking, the limit solves a stochastic partial differential
equation (SPDE) which is a nonlinear version of the Langevin equation.
As a preliminary step to understand the fluctuation for the annihilating diffusion model, we consider in
[9] a simpler single species model. In that paper, the particles move as i.i.d. reflected Brownian motions
in a bounded domain D ⊂ Rd and are killed by a singular time-dependent potential which concentrates
on the boundary ∂D. This is motivated by observation that we can view the positive charges as reflected
diffusions in D+ subject to killings by a time-dependent random potential. The techniques developed
in [9] provides us with a functional analytic setting for our fluctuation processes YN,± and allow us to
overcome some (but not all) challenges for the study of the fluctuation of the annihilating diffusion model.
For the latter, we need two new ingredients, namely the asymptotic expansion of the correlation functions
and the Boltzman-Gibbs principle. More precisely, by generalizing the approach of P. Dittrich [13], we
show that the correlation functions have the decomposition
F
N,(n,m)
t (~x, ~y) =
n∏
i=1
u+(t, xi)
m∏
j=1
u−(t, yj) +
B
N,(n,m)
t (~x, ~y)
N
+
o(N)
N
,
where (u+, u−) is the hydrodynamic limit of the interacting diffusion system, B
N,(n,m)
t is an explicit
function and o(N) is a term converging to zero as N tends to infinity. See Theorem 6.15 for the precise
statement. This result implies propagation of chaos and allows explicit calculations of the covariance of
the fluctuation process. The proof of Theorem 6.15 is based on a comparison of the BBGKY 2 hierarchy
2BBGKY stands for N. N. Bogoliubov, Max Born, H. S. Green, J. G. Kirkwood, and J. Yvon, who derived this type of
hierarchy of equations in the 1930s and 1940s in a series of papers.
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satisfied by the correlation functions with two other approximating hierarchies. On the other hand, the
Boltzman-Gibbs principle, first formulated mathematically and proven for some zero range processes in
equilibrium in [5], says that the fluctuation fields of non-conserved quantities change on a time scale
much faster than the conserved ones, hence in a time integral only the component along those fields
of conserved quantities survives. Although this principle is proved to hold for a few non-equilibrium
situations (see [4] and the references therein), it is not known whether it holds in general. The validity of
the principle for our annihilating diffusion model is far from obvious, since there is no conserved quantity.
An intuitive explanation for the validity here is as follow: Assumption 4.2 guarantees that the interaction
near I changes the occupation number of the particles at a slower rate with respect to diffusion (which
conserves the particle number). In other words, the particle number is approximately conserved on the
time scale that is relevant for the principle. Hence we are not far away from equilibrium fluctuation.
One of the earliest rigorous results on fluctuation limit was proven by Itoˆ [20, 21], who considered a sys-
tem of independent and identically distributed (i.i.d.) Brownian motions in Rd and showed that the limit
is a S ′-valued Gaussian process solving a Langevin equation, where S ′ is the Schwartz space of tempered
distributions. Fluctuations for interacting diffusions in Rd are studied by various authors; see [29, 30] for
examples of Gaussian fluctuations and [24] for an example of non-Gaussian fluctuations. Sznitman [31]
studied the fluctuations of a conservative system of diffusions with normal reflected boundary conditions
on smooth domains.
It is well known that the correlation method works well for certain stochastic particle systems modeling
the reaction-diffusion equation
∂tu(t, x) =
1
2
∆u(t, x) +R(u(t, x)), (1.2)
where R(u) is the reaction term, such as a polynomial in u. See [13, 22, 23] for the continuous setting
in which particles are diffusions on the cube [0, 1]d with linear or quadratic reaction terms. See also
[11, 27, 4, 16, 12, 17] for the discrete setting in which particles move on a one-dimensional lattice and
correlations functions are called ν-functions. The key message of the fluctuation results for the reaction-
diffusion equation is that, roughly speaking, the fluctuation limit Y solves the following stochastic partial
differential equation in a distributional Hilbert space:
dYt =
(1
2
∆Yt +R′(u(t))Yt
)
dt+ dMt,
where u(t, x) solves equation (1.2), R′(u) is the derivative of R(u) (e.g. −2u when R(u) = −u2) and
is viewed as a multiplicative operator, M is a Gaussian martingale with independent increment and
covariance structure
E[(Mt(φ))2] =
∫ t
0
〈|∇φ|2, u(s)〉+ 〈φ2, |R(u(s))|〉 ds.
Here 〈· , ·〉 is the L2 inner product in the spatial variable and |R(u)| is the polynomial obtained by putting
an absolute sign to each coefficient in R(u). So the transportation component (or drift) 12∆Yt+R′(u(t))Yt
of the fluctuation limit involves the derivative of the reaction term.
For our annihilating diffusion model, it is not clear which function should one “differentiate” with
respect to for the nonlinear term in the hydrodynamic limit, since it involves two functions. It turns out
that the transportation component of our fluctuation limit Z in Theorem 5.1 is described by (5.1), which
is another coupled PDE which can be view as a ‘linearization’ of the hydrodynamic equation in Theorem
3.6. Our fluctuation results hold for all dimensions d ≥ 1. A distinct feature is that the covariance
structures of our fluctuation limits have boundary integral terms that capture the boundary interactions
at the fluctuation level, in addition to the usual energy terms that describe the spatial motion of the
particles.
2 Notations
For the convenience of the reader, we list our notations used in this paper.
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B(E) Borel measurable functions on E
Bb(E) bounded Borel measurable functions on E
B+(E) non-negative Borel measurable functions on E
C(E) continuous functions on E
Cb(E) bounded continuous functions on E
C+(E) non-negative continuous functions on E
Cc(E) continuous functions on E with compact support
W 1,2(E) {f ∈ L2(E; dx) : |∇f | ∈ L2(E; dx)} Sobolev space of order (1, 2)
D([0,∞), E) space of ca`dla`g paths from [0,∞) to E
equipped with the Skorokhod metric (see [2] or [14])
‖ · ‖ uniform norm (unless otherwise stated)
Hm m-dimensional Hausdorff measure
M+(E) (or M≥0(E)) space of finite non-negative Borel measures on E with the weak topology
{FXt : t ≥ 0} augmented filtration induced by the process (Xt)t≥0, i.e. FXt = σ(Xs, s ≤ t)
1x indicator function at x or the Dirac measure at x,
L−→ convergence in law of random variables (or processes)
L
= equal in law
:= is defined as
x ∨ y max{x, y}
x ∧ y min{x, y}
Iδ {(x, y) ∈ D+ ×D− : |x− z|2 + |y − z|2 < δ2 for some z ∈ I},
cd volume of the unit ball in Rd
`δ(x, y) annihilating potential function in Assumption 3.4
〈ϕ, µ+(dx)⊗ µ−(dy)〉 1N2
∑
i
∑
j ϕ(xi, yj), when µ = (
1
N
∑
i 1xi ,
1
N
∑
j 1yj )
ZN := YN,+ ⊕ YN,− fluctuation process defined in (4.1)
H−α the Hilbert space {µ+ ⊕ µ− : µ± ∈ H±−α} defined in (4.2)
{φ±k } complete orthonormal system of A± := 12 ρ± ∇ · (ρ± a±∇)
in L2(D±, ρ±) consisting of Neumann eigenfunctions
λ±k the eigenvalue corresponding to φ
±
k such that A±φ±k = −λ±k
〈φ, ψ〉ρ±
∫
D±
φ(x)ψ(x) ρ±(x)dx, the inner product of L2(D±, ρ±(x)dx)
F
(n,m)
t = F
N,(n,m)
t (n,m)-correlation function at time t in Definition 6.13
F
(n,m),(p,q)
s,t = F
N,(n,m),(p,q)
s,t generalized correlation function in Definition 6.20
E
(n,m),(p,q)
u,r F
(n,m),(p,q)
u,u+r − F (n,m)u · F (p,q)u+r defined in (6.37)
A constant C that depends only on D and T will sometimes be written as C(D,T ). The exact value
of the constant may vary from line to line. We also use the following abbreviations:
a.s. almost surely
ca`dla`g (or rcll) right continuous with left limits
LDCT Lebesque dominated convergence theorem
LHS left hand side
PDE partial differential equation
RBM reflected Brownian motion
RHS right hand side
SPDE stochastic partial differential equation
WLOG without loss of generality
w.r.t. with respect to
Definition 2.1. A Borel subset E of Rd is called Hm-rectifiable if E is a countable union of Lipschitz
images of bounded subsets of Rm with Hm(E) < ∞ (As usual, we ignore sets of Hm measure 0). Here
Hm denotes the m-dimensional Hausdorff measure.
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Definition 2.2. A bounded Lipschitz domain D ⊂ Rd is a bounded connected open set such that for
any ξ ∈ ∂D, there exits rξ > 0 such that B(ξ, rξ)∩D is represented by B(ξ, rξ)∩{(y′, yd) ∈ Rd : φξ(y′) <
yd} for some coordinate system centered at ξ and a Lipschitz function φξ with Lipschitz constant MD,
where MD > 0 does not depend on ξ.
3 Model description and assumptions
In this section, we recall the basic assumptions and the definition of the annihilating diffusion model
introduced in [8]. To focus on the fluctuation effect caused by the interaction on the interface I, we
assume the harvest sites are empty in this paper.
We first recall the basic notion and properties of reflected diffusions in a domain. Let D ⊂ Rd be a
bounded Lipschitz domain, and W 1,2(D) = {f ∈ L2(D; dx) : ∇f ∈ L2(D; dx)}. Consider the bilinear
form on W 1,2(D) defined by
E(f, g) := 1
2
∫
D
∇f(x) · a∇g(x) ρ(x) dx := 1
2
∫
D
d∑
i,j=1
aij(x)
∂f
∂xi
(x)
∂g
∂xi
(x) ρ(x) dx,
where ρ ∈ W 1,2(D) is a positive function on D which is bounded away from zero and infinity, a = (aij)
is a symmetric bounded uniformly elliptic d× d matrix-valued function such that aij ∈W 1,2(D) for each
i, j. Since D is Lipschitz boundary, (E ,W 1,2(D)) is a regular symmetric Dirichlet form on L2(D; ρ(x)dx)
and hence has a unique (in law) associated ρ-symmetric strong Markov process X (cf. [6]). Denote by ~n
the unit inward normal vector of D on ∂D. The Skorokhod representation of X (cf. [6]) tells us that X
behaves like a diffusion process associated to the elliptic operator
A := 1
2 ρ
∇ · (ρa∇) := 1
2 ρ
d∑
i,j=1
∂
∂xi
(
ρ aij
∂
∂xj
)
in the interior of D, and is instantaneously reflected at the boundary in the inward conormal direction
~ν := a~n.
Definition 3.1. Let (a, ρ) and X be as in the preceding paragraph. We call X an (a, ρ)-reflected
diffusion or an (A, ρ)-reflected diffusion. A special but important case is when a is the identity
matrix, in which X is called a reflected Brownian motion with drift 12 ∇(log ρ). If in addition ρ = 1, then
X is called a reflected Brownian motion (RBM).
Assumptions 3.2 to 3.5 below are in force throughout this paper.
Assumption 3.2. (Geometric setting) D± are given adjacent bounded Lipschitz domains in Rd such
that I := D+ ∩ D− = ∂D+ ∩ ∂D− is a finite union of disjoint connected Hd−1-rectifiable sets. ρ± ∈
W 1,2(D±) ∩ C(D±) are given strictly positive functions, a± = (aij±) are symmetric, bounded, uniformly
elliptic d× d matrix-valued functions such that aij± ∈W 1,2(D±) for each i, j.
We let X± be an (a±, ρ±)-reflected diffusion in D±. Under Assumption 3.2, X± is a continuous
strong Markov process with symmetrizing measure ρ± and has infinitesimal generator A± := 12 ρ± ∇ ·
(ρ± a±∇). An example to keep in mind is when D+ = (0, 1)d and D− = (0, 1)d−1 × (0,−1) are two
adjacent unit cubes, the functions ρ± = 1 are constants and a± are the identity matrices. The interface
is then I = (0, 1)d−1 × {0}, and we have A± = 12∆.
Assumption 3.3. (Parameter of annihilation) Suppose λ ∈ C+(I) is a given non-negative continuous
function on I. Let λ̂ ∈ C(D+ ×D−) be an arbitrary extension of λ in the sense that λ̂(z, z) = λ(z) for
all z ∈ I. Note that such λ̂ always exists.
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Assumption 3.4. (The annihilation potential) We choose {`δ : δ > 0} ⊂ C+(D+ ×D−) in such a way
that `δ(x, y) ≤ λ̂(x,y)cd+1 δd+1 1Iδ(x, y) on D+ ×D− and
lim
δ→0
∥∥∥`δ − λ̂
cd+1 δd+1
1Iδ
∥∥∥
L2(D+×D−)
= 0, (3.1)
where Iδ := {(x, y) ∈ D+ ×D− : |x− z|2 + |y − z|2 < δ2 for some z ∈ I} (see Figure 2) and cd+1 is the
volume of the unit ball in Rd+1.
The motivation for the definition of `δ is the fact (see [15, Theorem 3.2.39]) that
lim
δ→0
H2d(Iδ)
cd+1 δd+1
= Hd−1(I). (3.2)
In the proof of the main theorem, we will need a strengthened version of (3.2) which is stated in Lemma
6.1. Intuitively, if N is the initial number of particles, then δ = δN is the annihilation distance and I
δ
controls the frequency of interactions. As remarked in the Introduction of [8], we need to assume that
the annihilation distance δN does not shrink too fast. This is formulated in Assumptions 3.5 and 4.2.
Figure 2: A pair of points (x, y) ∈ IδN
Assumption 3.5. (Annihilation distance for functional LLN) {δN} ⊂ (0,∞) converges to 0 as N →∞
and lim infN→∞N δdN ∈ (0,∞].
Let (XN,+, XN,−) be the normalized empirical measures for the annihilating diffusion system described
in the Introduction and rigorously constructed in [8]. The main result of [9] implies the following.
Theorem 3.6. (Hydrodynamic Limit) Suppose Assumptions 3.2 to 3.5 in the above hold. If
(XN,+0 , X
N,−
0 )
L−→ (u+0 (x)ρ+(x)dx, u−0 (y)ρ−(y)dy) in M+(D+) × M+(D−) as N → ∞, where u±0 ∈
C(D±), then
(XN,+,XN,−) L−→ (u+(t, x)ρ+(x)dx, u−(t, y)ρ−(y)dy) in D([0, T ], M+(D+)×M+(D−))
for any T > 0, where (u+, u−) is the probabilistic solution (see Remark 3.7) of the following coupled heat
equations 
∂u+
∂t
= A+u+ on (0,∞)×D+
∂u+
∂ ~ν+
=
λ
ρ+
u+u− 1{I} on (0,∞)× ∂D+
(3.3)
and 
∂u−
∂t
= A−u− on (0,∞)×D−
∂u−
∂ ~ν−
=
λ
ρ−
u+u− 1{I} on (0,∞)× ∂D−,
(3.4)
with initial value (u+0 , u
−
0 ), where ~ν± := a±~n± is the inward conormal vector field of ∂D±.
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Remark 3.7. The notion of probabilistic solution in Theorem 3.6 follows that in [7, 8]. Precisely,
(u+, u−) is the unique element in C([0,∞)×D+)× C([0,∞)×D−) satisfying
u+(t, x) = Ex
[
u+0 (X
+
t ) exp
(
−
∫ t
0
(λu−)(t− s,X+s ) dL+s
) ]
u−(t, y) = Ey
[
u−0 (X
−
t ) exp
(
−
∫ t
0
(λu+)(t− s,X−s ) dL−s
) ]
,
(3.5)
where L± is the boundary local time of the reflected diffusion X± on the interface I. The validity of
the previous assertion can be verified by the same argument for Proposition 2.19 in [7]. In this chapter,
(u+, u−) always denote the probabilistic solution of the coupled PDEs (also known as hydrodynamic
limit) in Theorem 3.6.
4 Fluctuation process
Our object of study in this paper is the fluctuation process defined by
ZN := YN,+ ⊕ YN,− = (YN,+t ⊕ YN,−t )t≥0, (4.1)
where YN,+t ⊕YN,−t (φ+, φ−) := YN,+t (φ+)+YN,−t (φ−) and YN,± is the fluctuation field in D± as defined
in (1.1).
Functional analytic framework: As in [9], it is nontrivial to describe the state space of ZN in which
we have weak convergence. For this, we adopt the functional analytic setting developed in [9] to each of
D+ and D−. Let {φ±k } be a complete orthonormal system (CONS) of A± inH±0 := L2(D±, ρ±) consisting
of Neumann eigenfunctions, and −λ±k the eigenvalue corresponding to φ±k (i.e. A±φ±k = −λ±k φ±k ), with
0 < λ±1 < λ
±
2 ≤ λ±3 ≤ · · · . Moreover, for γ ∈ R, let H±γ be the separable Hilbert space with inner product
〈 , 〉±γ constructed as in [9], which has CONS {h(γ),±k := (1 + λ±k )−γ/2 φ±k ; k ≥ 1}. Now for α ≥ 0 and
(µ+, µ−) ∈ H+−α ×H−−α, we define µ+ ⊕ µ− by
µ+ ⊕ µ− (φ+, φ−) := 〈µ+, φ+〉+ + 〈µ−, φ−〉−,
where 〈 , 〉± is the dual paring extending 〈 , 〉±0 . Equip
H−α := {µ+ ⊕ µ− : µ± ∈ H±−α} (4.2)
with the inner product 〈µ+ ⊕ µ−, ν+ ⊕ ν−〉−α := 〈µ+, ν+〉+−α + 〈µ−, ν−〉−−α. Then H−α is a separable
Hilbert space which has CONS {(h(−α),+k , 0)} ∪ {(0, h(−α),−k )} and hence has norm given by
|µ+ ⊕ µ−|2−α :=
∑
k
(
1
(1 + λ+k )
α
〈µ+, φ+k 〉2+ +
1
(1 + λ−k )α
〈µ−, φ−k 〉2−
)
. (4.3)
Remark 4.1. (i) We do not lose any information (in terms of finite dimensional distributions) by
considering YN,+ ⊕ YN,− rather than (YN,+, YN,−). This is because the distribution of( (YN,+t1 (f1), YN,−t1 (g1)), · · · , (YN,+tk (fk), YN,−tk (gk)) ) ∈ (R2)k,
is determined by that of (
ZNt1 , ZNt2 , · · · , ZNtk
)
∈ (H−α)k,
where k ∈ N, {fi} ⊂ H+α and {gj} ⊂ H−α are arbitrary.
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(ii)As a matter of fact, H−α is equal to the set of continuous linear functionals on H+α × H−α , where
H+α ×H−α is equipped with the natural linear structure inherited from H±α .
For a general bounded Lipschitz domain D ⊂ Rd, the Weyl’s asymptotic law for the Neumann eigen-
values holds (see [28]). That is, the number of eigenvalues (counting their multiplicities) less than or
equal to x, denoted by ] {k : λk ≤ x}, satisfies
lim
x→∞
] {k : λk ≤ x}
xd/2
= C for some constant C = C(d,D) > 0. (4.4)
Moreover, we have the following bounds for the eigenfunctions proved in [9, Lemma 2.2]:
‖φk‖ ≤ C λd/4k and
∫
∂D
φ2k dσ ≤ C (λk + 1) (4.5)
for some C = C(d,D) > 0.
For our fluctuation result (Theorem 5.1) to hold, we need the following assumption on {δN} which is
stronger than Assumption 3.5. Roughly speaking, we require δ to decrease at a slower rate so that the
fluctuations in D+ propagate through D−. This is a high density assumption for the particles.
Assumption 4.2. (Annihilation distance for functional CLT) {δN} ⊂ (0,∞) converges to 0 as N →∞
and lim infN→∞N δ2dN ∈ (0,∞].
The following lemma tells us the space in which the fluctuation processes ZN live.
Lemma 4.3. Suppose that Assumption 4.2 holds and that the initial position of particles in each of D±
are i.i.d with distribution u±0 (x)dx, where u
±
0 ∈ C(D±). Then for any α > d, t ≥ 0 and N ≥ 1 we have
ZNt ∈ H−α.
Proof Fix any integer N ≥ 1 and t ≥ 0. We have, by definition,
E
[
YN,+t (φ))2
]
= N
(
E
[
〈φ,XN,+t 〉2
]
−
(
E
[
〈φ,XN,+t 〉
] )2)
≤ N ‖φ‖2.
Using the definition of the norm | · |−α is defined in (4.3), we have E[|ZNt |2−α] <∞ provided that∑
k≥1
( ‖φ+k ‖2
(1 + λ+k )
α
+
‖φ−k ‖2
(1 + λ−k )α
)
<∞,
which is true if α > d, using the Weyl’s law (4.4) and the bound (4.5).
Suppose the initial position of particles in each of D± are i.i.d with distribution u±0 ∈ C(D±). It is
easy to check that if α > d/2, then ZN0 ∈ H−α; furthermore,
ZN0 L−→Z0 := Y+0 ⊕ Y−0 in H−α, (4.6)
where Y±0 is the centered Gaussian random variable in H±−α with covariance
E˜
[Y±0 (φ)Y±0 (ψ)] = 〈φψ, u±0 〉ρ± − 〈φ, u±0 〉ρ± 〈ψ, u±0 〉ρ± .
Here 〈φ, ψ〉ρ± :=
∫
D±
φ(x)ψ(x) ρ±(x)dx is the inner product of L2(D±, ρ±(x)dx). The main goal of this
paper is to show that the sequence of processes {ZN} converges as N →∞, and to characterize the limit.
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5 Main results and key ideas
5.1 Main results
Before stating the fluctuation result, we first define an evolution operator (see [10]) {Qs,t}s≤t as fol-
lows: Fix any φ± ∈ C(D±) and t > 0. Consider the following system of backward heat equations for
(v+(s, x), v−(s, y)) for s ∈ (0, t) with terminal data v±(t) = φ± and with nonlinear and coupled boundary
conditions:
− ∂v
+(s, x)
∂s
= A+v+(s, x) on (0, t)×D+
∂v+(s, z)
∂~n+
= λ(z)
(
v+(s, z) + v−(s, z)
)
u−(s, z) ρ−(z) 1{I} on (0, t)× ∂D+
− ∂v
−(x, y)
∂s
= A−v−(s, y) on (0, t)×D−
∂v−(s, z)
∂~n−
= λ(z)
(
v+(s, z) + v−(s, z)
)
u+(s, z) ρ+(z) 1{I} on (0, t)× ∂D−,
(5.1)
where (u+, u−) is the hydrodynamic limit in Theorem 3.6, ~n± is the inward unit normal of D± and 1{I}
is the indicator function on the interface I. Let Qs,t(φ+, φ−) := (v+(s), v−(s)) be the solution3 for (5.1)
and define
(U(t,s)µ)(φ+, φ−) := µ
(
Qs,t(φ+, φ−)
)
for α ≥ 0, µ ∈ H−α and (φ+, φ−) whenever Qs,t(φ+, φ−) ∈ H+α × H−α . This equation is in a sense a
‘linearization’ of the hydrodynamic equation in Theorem 3.6. It is the transportation component of Z in
Theorem 5.1.
We are now in the position to state our main result in this chapter.
Theorem 5.1. (Fluctuation limit) Suppose that Assumptions 3.2 to 3.4 hold, and that Assumption
4.2 holds. Suppose the initial position of particles in D± are i.i.d with distribution u±0 (x)dx, where
u±0 ∈ C(D±). Then for any T > 0, there exists a constant C = C(D+, D−, T ) > 0 such that
ZN L−→Z in D([0, T0], H−α)
for α > d+ 2, where T0 := T ∧ (‖u+0 ‖ ∨ ‖u−0 ‖)−2 C and Z is the generalized Ornstein-Uhlenbeck process
given by
Zt L= U(t,0)Z0 +
∫ t
0
U(t,s) dMs in D([0, T0], H−α). (5.2)
In (5.2), M is a (unique in distribution) continuous, square integrable, H−α−valued Gaussian martingale
with independent increments and covariance functional characterized by
〈MN (φ+, φ−)〉t =
∫ t
0
(
〈a+∇φ+ · ∇φ+, u+(s)〉ρ+ + 〈a−∇φ− · ∇φ−, u−(s)〉ρ−
+
∫
I
λ (φ+ + φ−)2 u+(s)u−(s) ρ+ ρ− dσ
)
ds, (5.3)
where 〈M(φ+, φ−)〉t is the predictable quadratic variation of the real martingale Mt(φ+, φ−), the pair
(u+(s), u−(s)) is the hydrodynamic limit given by Theorem 3.6, and Z0 := Y+0 ⊕ Y−0 is the centered
Gaussian random variable in (4.6) defined on the same probability space (Ω˜, F˜ , F˜t, P˜) as M , with
{M, Y+0 , Y−0 } being independent.
3See Proposition 6.9 for the existence and uniqueness of solution for (5.1) in C([0, t]×D+)× C([0, t]×D−).
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Remark 5.2. Observe that the representation (5.2) of Z tells us that Z is the sum of two independent
Gaussian processes, hence is Gaussian. The covariance structure of Z is completely characterized; hence
the distribution of Z in D([0, T0], H−α) is uniquely determined. Moreover, the coupled PDE (5.1)
describes the ‘transportation’ for the fluctuation limit Z, and M defined above describes the ‘driving
noise’. Formally, (5.1) is obtained from (6.13), and (5.3) is obtained from (5.5), both by letting N →
∞.
As mentioned in Remark 5.2, the limiting process Z is a Gaussian. Moreover, we obtain the following
properties for the limiting process.
Theorem 5.3. (Properties of Z) The fluctuation limit Z in Theorem 5.1 is a continuous Gaussian
Markov process which is uniquely determined in distribution, and Z has a version in Cγ([0, T0], H−α)
(i.e. Ho¨lder continuous with exponent γ) for any γ ∈ (0, 1/2).
We omit the proof of Theorem 5.3, since it follows from that of Theorem 4.11 in [9] and the covariance
structure of Z given by Theorem 5.1. Roughly speaking, the Makov property follows from the evolution
property of U(t,s) and the independent increments of the differentials. In particular, the exponent of the
Ho¨lder continuity for Z follows from Lemma 6.26 and Theorem 6.28.
Remark 5.4. (i) Observe that the limiting process Z = Y+⊕Y− for some processes Y± taking values
in H±−α when α is large enough, since it has state space H−α. Theorem 5.1 implies that {Y+t (φ+)+
Y−t (φ−) : t ≥ 0, φ+ ∈ H+α , φ− ∈ H−α } is a Gaussian system. Since we can choose φ± to be
identically 0, we can strengthen the previous statement to be:(Y+s1(φ+1 ), · · · , Y+sk(φ+k ), Y−t1(φ−1 ), · · · , Y−t` (φ−` ) )
is a centered Gaussian vector in Rk+` for any k, ` ∈ N, {si}ki=1 ⊂ [0, T ], {tj}`j=1 ⊂ [0, T ], {φ+i }ki=1 ⊂
H+α and {φ−j }`j=1 ⊂ H−α .
(ii) Moreover, M can be decomposed as
M
L
=M+ ⊕M− inC([0, T0], H−α),
whereM± = (M±t )t≥0 is a continuousH±−α-valued Gaussian martingale with independent increment
and with covariance functionals
〈M+(φ)〉t =
∫ t
0
〈a+∇φ · ∇φ, u+(r)〉ρ+ +
∫
I
λφ2 u+(r)u−(r) ρ+ ρ− dσ dr,
〈M−(ψ)〉t =
∫ t
0
〈a−∇ψ · ∇ψ, u−(r)〉ρ− +
∫
I
λψ2 u+(r)u−(r) ρ+ ρ− dσ dr and
E[M+s (φ)M
−
t (ψ)] =
∫ s∧t
0
∫
I
λφψ u+(r)u−(r) ρ+ ρ− dσ dr.
5.2 Idea of proof
Our starting point for the study of fluctuation is the following result proved in [8]. Let us recall it here
for the convenience of the readers.
Lemma 5.5. For any φ± ∈ Dom(A±), we have
〈φ+,XN,+t 〉+ 〈φ−,XN,−t 〉 − 〈φ+,XN,+0 〉 − 〈φ−,XN,−0 〉
−
∫ t
0
〈A+φ+, XN,+s 〉+ 〈A−φ−, XN,−s 〉 − 〈`δN (φ+ + φ−), XN,+s ⊗ XN,−s 〉 ds
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is an F (XN,+,XN,−)t -martingale with predictable quadratic variation
1
N
∫ t
0
〈a+∇φ+ · ∇φ+, XN,+s 〉+ 〈a−∇φ− · ∇φ−, XN,−s 〉+ 〈`δN (φ+ + φ−)2, XN,+s ⊗ XN,−s 〉 ds.
Here 〈ϕ(x, y), µ+(dx)⊗ µ−(dy)〉 := 1N2
∑
i
∑
j ϕ(xi, yj) when µ = (
1
N
∑
i 1xi ,
1
N
∑
j 1yj ).
Recall that ZNt := YN,+t ⊕ YN,−t . Hence Lemma 5.5 reads as
ZNt −ZN0 =
∫ t
0
(
AZNs −KNs
)
ds+MNt , (5.4)
where
Aµ(φ+, φ−) := µ(A+φ+, A−φ−),
KNs (φ+, φ−) :=
√
N
(
〈`δN (φ+ + φ−), XN,+s ⊗ XN,−s 〉 − E[〈`δN (φ+ + φ−), XN,+s ⊗ XN,−s 〉]
)
.
and MNt (φ+, φ−) is a real valued F (X
N,+,XN,−)
t -martingale with predictable quadratic variation
〈MN (φ+, φ−)〉t =
∫ t
0
〈a+∇φ+ · ∇φ+, XN,+s 〉+ 〈a−∇φ− · ∇φ−, XN,−s 〉
+〈`δN (φ+ + φ−)2, XN,+s ⊗ XN,−s 〉 ds. (5.5)
The key idea is to rewrite (5.4) as
ZNt −ZN0 =
∫ t
0
(A−BNs )ZNs ds+
∫ t
0
(BNs ZNs −KNs ) ds+MNt , (5.6)
in which BNs µ(φ+, φ−) is defined as
〈`δN (φ+ + φ−), fN,+s 〉ρ+ µ
(〈`δN (φ+ + φ−), fN,+s 〉ρ− , 〈`δN (φ+ + φ−), fN,−s 〉ρ+). (5.7)
This expression is inserted to the right-hand side of (5.6) to, roughly speaking, project KNs onto the
image of ZNs . Here (f+, f−) := (fN,+, fN,−) is defined to be the unique element in C([0,∞) × D+) ×
C([0,∞)×D−) satisfying the coupled integral equations
f+t (x) = P
+
t u
+
0 (x)−
∫ t
0
P+t−r
(
f+r (·)
∫
D−
`δN (·, y)f−r (y)dy
)
(x) dr
f−t (y) = P
−
t u
−
0 (y)−
∫ t
0
P−t−r
(
f−r (·)
∫
D+
`δN (x, ·)f+r (x)dx
)
(y) dr,
(5.8)
where {P±t }t≥0 is the transition semi-group for X± and P±t−r acts on the dot variable. The existence
and uniqueness of (f+, f−) can be checked by the same fixed point argument as that for (u+, u−) in
Proposition 2.19 in [7]. We will show in Lemma 6.2 that (fN,+, fN,−) converges to (u+, u−) as N →∞.
Intuitively, both (fN,+, fN,−) and (u+, u−) are approximations to (XN,−, XN,−), but (fN,+, fN,−) is the
better one.
One of the most challenging task in the proof is to show that, in an appropriate sense,∫ t
0
(BNs ZNs −KNs ) ds→ 0 when N →∞;
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that is, we can replace
∫
KNs ds by
∫
BNs ZNs ds in (5.4). This is basically step 6 in the ‘Outline of proof’
below.
We discovered the formula (5.7) of BNs , roughly speaking, by projecting K
N
s onto the image of ZNs .
This inspiration comes from the well-known Boltzman-Gibbs principle in mathematical physics. The
principle says that the fluctuation fields of non-conserved quantities change on a time scale much faster
than the conserved ones, hence in a time integral only the component along those fields of conserved
quantities survive. This idea leads us to reasonably hope that
∫ t
0
(BNs ZNs − KNs ) ds → 0, which is
confirmed in Theorem 6.29. Analytically, the proof of
∫ t
0
(BNs ZNs −KNs ) ds → 0 stems from a ‘magical
cancelation’ (see (6.57) and (6.58) in the proof of Theorem 6.29) for the first two terms of the asymptotic
expansion of the correlation functions.
The rest part of the paper is devoted to the proof of Theorem 5.1.
Outline of proof: We prove Theorem 5.1 through the following six steps.
Step 1 ZN satisfies the following stochastic integral equation:
ZNt = UN(t,0)ZN0 +
∫ t
0
UN(t,s) dM
N
s +
∫ t
0
UN(t,s)(B
N
s ZNs −KNs ) ds a.s.,
where UN(t,s) is the evolution system generated by A−BNs ; see Theorem 6.25.
Step 2 ZN is tight in D([0, T0], H−α); see Theorem 6.24.
Step 3 MN
L−→M in D([0, T0], H−α); see Theorem 6.27.
Step 4 UN(t,0)ZN0
L−→U(t,0)Z0 in D([0, T0], H−α); see Lemma 6.26.
Step 5
∫ t
0
UN(t,s) dM
N
s
L−→ ∫ t
0
U(t,s) dMs in D([0, T0], H−α); see Theorem 6.28.
Step 6
∫ t
0
UN(t,s)(B
N
s ZNs −KNs ) ds → 0 in D([0, T0], H−α); see Theorem 6.29.
This rough outline is the same as that for the single species model in [9]. In fact, with all the preliminary
estimates in Section 2, and with the asymptotic expansion of the correlation functions (Theorem 6.15)
proved in Section 3, all the steps except Step 2 and Step 6 can be treated using the method in [9].
Some of the main efforts are directed toward Step 2 and Step 6 which require asymptotic analysis of the
correlation functions (section 6.2) and the generalized correlation functions (section 6.3) respectively.
6 Proofs
Convention: To avoid unnecessary complications, we assume, from now on, that λ = λ̂ = 1 and that
the underlying motion of the particles are reflected Brownian motions (i.e. ρ± = 1 and a± are identity
matrices). However, our arguments work for general symmetric reflected diffusions as in [9] and for any
continuous functions λ(z) ∈ C(I) as in [8]. When there is no danger of confusion, for each fixed N , we
write `(x, y) in place of `δN (x, y) for simplicity. The constant C0 is always equal to C0 := ‖u+0 ‖ ∨ ‖u−0 ‖.
The minimal augmented filtration F (XN,+,XN,−)t generated by the annihilating diffusion process will be
abbreviated as FNt . Assumptions 3.2 to 3.5 are in force throughout the rest of the paper, and we will
indicate explicitly whenever Assumption 4.2 is invoked.
6.1 Preliminaries
6.1.1 Transition densities of reflected diffusions
It is well known (cf. [1, 19]) that the (A, ρ)-reflected diffusion X in Definition 3.1 has a transition
density p(t, x, y) with respect to the symmetrizing measure ρ(x)dx (i.e., Px(Xt ∈ dy) = p(t, x, y) ρ(y)dy
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) satisfying p(t, x, y) = p(t, y, x), that p is locally Ho¨lder continuous and hence p ∈ C((0,∞) ×D ×D),
and that we have two-sided Gaussian bounds: for any T > 0, there are constants c1, c2 ≥ 1 such that
1
c1td/2
exp
(
−c2|y − x|
2
t
)
≤ p(t, x, y) ≤ c1
td/2
exp
(
−|y − x|
2
c2 t
)
(6.1)
for every (t, x, y) ∈ (0, T ]×D ×D. Using (6.1) and the Lipschitz assumption of D, we can check that
sup
x∈D
sup
0<δ≤δ0
1
δ
∫
Dδ
p(t, x, y) dy ≤ C√
t
for t ∈ (0, T ] and (6.2)
sup
x∈D
∫
∂D
p(t, x, y)σ(dy) ≤ C√
t
for t ∈ (0, T ], (6.3)
where C, δ0 > 0 are constants that depend only on d, T , the Lipschitz characteristics of D, the ellipticity
of a and the lower and upper bound of ρ. Here Dδ := {x ∈ D : dist(x, ∂D) < δ}. Therefore, under
Assumption 3.2, the transition density p±(t, x, y) of X± (with respect to ρ±) satisfies (6.1), (6.2) and
(6.3). Observe that∫
z∈D+
∫
y∈D−
`(z, y) p+(s, x, z) dy dz ≤ 1
δd+1
∫
Dδ−
∫
B(z,δ)∩D+
p+(s, x, z) dz dy,
where B(z, δ) is the ball of radius δ centered at z. Hence by (6.2), we have
sup
x∈D+
∫
z∈D+
∫
y∈D−
`(z, y) p+(s, x, z) dy dz ≤ C(d,D+, T )√
s
for s ∈ (0, T ], (6.4)
whenever N ≥ N0(d,D+). A similar inequality holds for p−.
6.1.2 Minkowski content
We will make extensive use of the following result about Minkowski content of the interface I. It is
established in [8] and restated here for the convenience of the reader.
Lemma 6.1. Suppose Assumptions 3.2, 3.3 and 3.4 hold. Suppose k ∈ N and F ⊂ C((D+ ×D−)k) is
an equi-continuous and uniformly bounded family of functions on (D+ ×D−)k. Then as δ → 0, we have∫
(x1,y1)∈D+×D−
· · ·
∫
(xk,yk)∈D+×D−
f(x1, y1, · · · , xk, yk)
k∏
i=1
`δ(xi, yi) d(x1, y1, · · · , xk, yk)
→
∫
z1∈I
· · ·
∫
zk∈I
f(z1, z1, · · · , zk, zk) )
k∏
i=1
λ(zi) dσ(z1) · · · dσ(zk)
uniformly for f ∈ F .
6.1.3 Three sets of coupled equations
Recall that (f+, f−) = (fN,+, fN,−) is the deterministic pair solving (5.8). In this subsection, we will
construct two more coupled integral equations that is the core in the study of fluctuations of the annihi-
lating diffusion system. For each N ∈ N, the solutions of them will be denoted by (GN , GN,+, GN,−) and
(gN,+, gN,−) respectively. We will suppress the notation N and write (g+, g−) in place of (gN,+, gN,−),
etc.
We first prove that (f+, f−) is a good approximation to (u+, u−).
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Lemma 6.2. |fN,±| is uniformly bounded above by ‖u±0 ‖. Moreover, For each t ≥ 0, we have fN,±t converges
uniformly on D± to u±(t), as N →∞.
Proof Clearly, sup(t,x) supN |fN,±(t, x)| ≤ ‖u±0 ‖. This can be seen, for example, by the probabilistic
representations of (f+t (x), f
−
t (y)) given by
f+t (x) = Ex
[
u+0 (X
+
t ) exp
(
−
∫ t
0
∫
D−
`(X+s , y) f
−
t−s(y) dy ds
) ]
f−t (y) = Ey
[
u−0 (X
−
t ) exp
(
−
∫ t
0
∫
D+
`(x,X−s ) f
+
t−s(x) dx ds
) ]
.
(6.5)
We now show that {(fN,+t , fN,−t )}N≥1 is an equi-continuous sequence in C(D+)× C(D−). This can be
achieved by using (6.4) and the Ho¨lder continuity of p± (cf. [19, Chapter 3]) as follows.
Fix  > 0. By (6.4), there exists t∗ ∈ (0, t) and N0(d,D+)such that
2 ‖u+0 ‖ ‖u−0 ‖
∫ t∗
0
(
sup
x∈D+
∫
z∈D+
∫
y∈D−
`(z, y) p+(t− r, x, z) dy dz
)
dr <

2
for N ≥ N0.
From (5.8), we have, for any x1, x2 ∈ D+,
|f+t (x1)− f+t (x2)|
=
∣∣∣∣ ∫ t
0
∫
D+
(
p+(t− r, x1, z)− p+(t− r, x2, z)
) (
f+r (x)
∫
D−
`(z, y)f−r (y) dy
)
dz dr
∣∣∣∣
≤ ‖u+0 ‖ ‖u−0 ‖
∫ t
0
∫
z∈D+
∫
y∈D−
`(z, y)
∣∣∣p+(t− r, x1, z)− p+(t− r, x2, z)∣∣∣ dy dz dr
≤ 
2
+ ‖u+0 ‖ ‖u−0 ‖
∫ t
t∗
∫
z∈D+
∫
y∈D−
`(z, y)
∣∣∣p+(t− r, x1, z)− p+(t− r, x2, z)∣∣∣ dy dz dr
≤ 
2
+ ‖u+0 ‖ ‖u−0 ‖
H2d(Iδ)
cd+1 δd+1
∫ t
t∗
|x1 − x2|α
(t− r)β dr for some α(d,D+, T ), β(d,D+, T ) > 0
≤ 
2
+ ‖u+0 ‖ ‖u−0 ‖ (σ(I) + 1)
∫ t
t∗
|x1 − x2|α
(t− r)β dr for N ≥ N1(d,D+), by (3.2).
We have used the Ho¨lder continuity of p+ (cf. [19, Chapter 3]) in the second to the last inequality. It is
now clear that {fN,+t }N≥1 ⊂ C(D+) is equi-continuous for any t > 0. A similar calculation applies to
f−t . Hence {(fN,+t , fN,−t )}N≥1 is equi-continuous for any t > 0. Finally, by comparing the probabilistic
representations of (u+(t, x), u−(t, y)) in (3.5) and that of (f+t (x), f
−
t (y)) in (6.5), we can check that any
subsequential limit of fN,+t is equal to u+(t) by using Lemma 6.1.
Next we define (G, G+, G−) = (GN , GN,+, GN,−) to be the unique solution in C([0,∞)×D+×D−)×
C([0,∞)×D+ ×D+)× C([0,∞)×D− ×D−) to the coupled integral equations.
Gt(x, y) = −
∫ t
0
P
(1,1)
t−r
{
Gr(x˜, y˜)
(∫
D−
`(x˜, w)f−r (w)dw +
∫
D+
`(z, y˜)f+r (z)dz
)
+
∫
D+
G+r (x˜, z)`(z, y˜)f
−
r (w) dz +
∫
D−
G−r (y˜, w)`(x˜, w)f
+
r (x˜) dw
−f+r (x˜)f−r (y˜)`(x˜, y˜)
}
(x, y) dr,
G+t (x1, x2) = −
∫ t
0
P
(2,0)
t−r
{
G+r (x˜1, x˜2)
∫
D−
[`(x˜1, w) + `(x˜2, w)]f
−
r (w)dw
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+∫
D−
f+r (x˜1)`(x˜1, w)Gr(x˜2, w) + f
+
r (x˜2)`(x˜2, w)Gr(x˜1, w) dw
}
(x, y) dr
and
G−t (y1, y2) = −
∫ t
0
P
(0,2)
t−r
{
G−r (y˜1, y˜2)
∫
D+
[`(z, y˜1) + `(z, y˜2)]f
+
r (z)dz
+
∫
D+
f−r (y˜1)`(z, y˜1)Gr(z, y˜2) + f
−
r (y˜2)`(z, y˜2)Gr(z, y˜1) dz
}
(x, y) dr,
where the semigroup P
(i,j)
t acts on the variables with a ‘tilde’.
Remark 6.3. It is clear from the definition that G± is symmetric; that is, G+(x1, x2) = G+(x2, x1) and
G−(y1, y2) = G−(y2, y1). The term f+r (x˜)f
−
r (y˜)`(x˜, y˜) in the equation for G guarantees that (G, G
+, G−)
cannot be constantly zero, even though they are zero when t = 0. This non-negative term contributes to
the creation of fluctuation near the I.
Finally, (g+, g−) = (gN,+, gN,−) is defined to be the unique solution in C([0,∞)×D+)×C([0,∞)×D−)
to the following coupled integral equations:
g+t (x) = −
∫ t
0
P+t−r
{∫
D−
`(x˜, w) [ g+r (x˜)f
−
r (w) + g
−
r (w)f
+
r (x˜) +Gr(x˜, w) ] dw
}
(x) dr
g−t (y) = −
∫ t
0
P−t−r
{∫
D+
`(z, y˜) [ g+r (z)f
−
r (y˜) + g
−
r (y˜)f
+
r (z) +Gr(z, y˜) ] dz
}
(y) dr,
where the semigroups P+t−r and P
−
t−r act on x˜ and y˜ respectively.
Remark 6.4. The functions (GN , GN,+, GN,−) and (gN,+, gN,−) appear in the second order term in
the asymptotic expansion of the correlation functions in Theorem 6.15. Their definitions are motivated
and justified by the hierarchy (6.30). It turns out that, as in Corollary 6.18, the covariance structure of
ZN involves (GN , GN,+, GN,−) but not (gN,+, gN,−).
Although for fixed N , the supremum norms for G and G± are finite, unlike the cases in [13, 22, 23],
these norms become unbounded as N →∞4. Fortunately, we still have the following bounds.
Lemma 6.5. For any T > 0, there exist C = C(D+, D−, T ) > 0 and an integer N0 = N0(D+, D−) such
that ∫
`(x˜, y)|Gt(x, y)| d(x, x˜, y) +
∫
`(x, y˜)|Gt(x, y)| d(x, y˜, y) ≤ (C0 C)2
√
t (6.6)∫
`(x1, y˜)|G+t (x1, x2)| d(x1, y˜, x2) ≤ (C0 C)3 t (6.7)∫
`(x˜, y1)|G−t (y1, y2)| d(y1, x˜, y2) ≤ (C0 C)3 t (6.8)∫
|Gt(x, y)| d(x, y) ≤ (C0 C)2 t (6.9)∫
|G+t (x1, x2)| d(x1, x2) ≤ (C0 C)3 t3/2 (6.10)∫
|G−t (y1, y2)| d(y1, y2) ≤ (C0 C)3 t3/2 (6.11)
for all t ∈ [0, T ∧ (C0 C)−2] and N ≥ N0.
4In fact, we can check, using the probabilistic representation of G (cf. the proof of the lemma below) and a simple exit
time estimate, that G→∞ as N →∞ on the set {(z, z) : z ∈ I}, provided inf u±0 > 0.
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Proof Since each of G, G+ and G− is the probabilistic solution of a heat equation, they have the following
probabilistic representations (see Proposition 2.19 of [7]):
Gt(x, y) =
∫ t
θ=0
E(x,y)
[(
f+t−θ(Xθ)f
−
t−θ(Yθ)`(Xθ, Yθ)−
∫
D+
G+t−θ(Xθ, z)`(z, Yθ)f
−
t−θ(Yθ)dz
−
∫
D−
G−t−θ(Yθ, w)`(Xθ, w)f
+
t−θ(Xθ)dw
)
· exp
(
−
∫ θ
s=0
∫
D−
`(Xs, w)f
−
t−s(w)dw +
∫
D+
`(z, Ys)f
+
t−s(z)dz ds
)]
dθ,
G+t (x1, x2) = −
∫ t
θ=0
E(x1,x2)
[(
f+t−θ(X
1
θ )
∫
D−
`(X1θ , w)Gt−θ(X
2
θ , w)dw
+f+t−θ(X
2
θ )
∫
D−
`(X2θ , w)Gt−θ(X
1
θ , w)dw
)
· exp
(
−
∫ θ
s=0
∫
D−
[`(X1s , w) + `(X
2
s , w)]f
−
t−s(w)dw ds
)]
dθ,
G−t (y1, y2) = −
∫ t
θ=0
E(y1,y2)
[(
f−t−θ(Y
1
θ )
∫
D+
`(z, Y 1θ )Gt−θ(z, Y
2
θ )dz
+f−t−θ(Y
2
θ )
∫
D+
`(z, Y 2θ )Gt−θ(z, Y
1
θ )dz
)
· exp
(
−
∫ θ
s=0
∫
D+
[`(z, Y 1s ) + `(z, Y
2
s )]f
+
t−s(z)dz ds
)]
dθ,
where {X, X1, X2} are independent RBMs on D+ and {Y, Y 1, Y 2} are independent RBMs on D− that
are also independent of {X, X1, X2}. Here E(x,y) denotes the expectation w.r.t. the law of (X,Y )
starting at (x, y), etc.
Since f± ≥ 0 and ‖f±‖ ≤ ‖u±0 ‖ ≤ C0, the three formulae above give rise to the following point-wise
bounds:
|Gt(x, y)| ≤ C0
∫ t
θ=0
E(x,y)
[
C0 `(Xθ, Yθ) +
∣∣∣ ∫
D+
G+t−θ(Xθ, z)`(z, Yθ)dz
∣∣∣
+
∣∣∣ ∫
D−
G−t−θ(Yθ, w)`(Xθ, w)dw
∣∣∣ ],
|G+t (x1, x2)| ≤ C0
∫ t
θ=0
E(x1,x2)
[ ∣∣∣ ∫
D−
Gt−θ(X2θ , w)`(X
1
θ , w)dw
∣∣∣+ ∣∣∣ ∫
D−
Gt−θ(X1θ , w)`(X
2
θ , w)dw
∣∣∣ ],
|G−t (y1, y2)| ≤ C0
∫ t
θ=0
E(y1,y2)
[ ∣∣∣ ∫
D+
Gt−θ(z, Y 2θ )`(z, Y
1
θ )dz
∣∣∣+ ∣∣∣ ∫
D+
Gt−θ(z, Y 1θ )`(z, Y
2
θ )dz
∣∣∣ ].
Plug in the bound for |G+| and |G−| into that of |G|, we have
|Gt(x, y)| ≤ C20 E(x,y)
∫ t
θ=0
`(Xθ, Yθ) + C
2
0 E(x,y)
∫ t
θ=0
∫ t−θ
α=0
∫
z∈D+
∫
w∈D−
{
(6.12)
`(z, Yθ)E(Xθ,z)
(∣∣∣Gt−θ−α(X2α, w)∣∣∣`(X1α, w) + ∣∣∣Gt−θ−α(X1α, w)∣∣∣`(X2α, w))
+`(Xθ, w)E(Yθ,w)
(∣∣∣Gt−θ−α(z, Y 2α )∣∣∣`(z, Y 1α ) + ∣∣∣Gt−θ−α(z, Y 1α )∣∣∣`(z, Y 2α ))}.
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Define
φ(t) := φ(N)(t) :=
∫
`(x˜, y)|Gt(x, y)| d(x, x˜, y) +
∫
`(x, y˜)|Gt(x, y)| d(x, y˜, y),
which serves as an approximation to∫
x∈D+
∫
y∈I
|Gt(x, y)| dx dσ(y) +
∫
x∈I
∫
y∈D−
|Gt(x, y)| dσ(x) dy.
Simplifying the RHS of (6.12) using Chapman Kolmogorov equation and then applying (6.2), we
obtain, for N ≥ N0(D±),
φ(t) ≤ (C0 C)2
( √
t+
∫ t
θ=0
∫ t−θ
α=0
( 1
θ α
+
1√
(θ + α)α
)
φ(t− θ − α)
)
= (C0 C)
2
( √
t+ (pi + 2)
∫ t
α=0
φ(t− α)
)
by Fubinni’s Theorem.
By Gronwall’s inequality,
φ(t) ≤ (C0 C)2
√
t exp ((C0 C)
2 t)
for all t ∈ [0, T ] and N ≥ N0. Hence the first inequality in Lemma 6.5 are established. The remaining
inequalities in the lemma then follow by the same argument, using point-wise upper bound for |G| and
|G±| we obtained.
Remark 6.6. It can be shown that (GN , GN,+, GN,−) converges uniformly on compact subsets of
[0,∞)× (D+ ×D− \ I), [0,∞)× (D+ ×D+ \ I × I) and [0,∞)× (D− ×D− \ I × I) respectively, where
I := {(z, z) ∈ D+ ×D− : z ∈ I}. Furthermore, the limit (G∞, G∞,+, G∞,−) is the unique continuous
solution to the following couple integral equations.
G∞t (x, y) = −
∫ t
0
∫
I
∫
D−
p(t− r, (x, y), (z, y˜)) (G∞r (z, y˜)f−r (z) +G∞,−r (y˜, z)f+r (z)) dy˜ dσ(z)
+
∫
I
∫
D+
p(t− r, (x, y), (x˜, z)) (G∞r (x˜, z)f+r (z) +G∞,+r (x˜, z)f−r (z)) dx˜ dσ(z)
−
∫
I
p(t− r, (x, y), (z, z))f+r (z)f−r (z) dσ(z) dr,
G∞,+t (x1, x2) = −
∫ t
0
∫
I
∫
D+
p(t− r, (x1, x2), (z, x˜)) (G∞,+r (z, x˜)f−r (z) +G∞r (x˜, z)f+r (z))
+ p(t− r, (x1, x2), (x˜, z)) (G∞,+r (x˜, z)f−r (z) +G∞r (x˜, z)f+r (z)) dx˜ dσ(z) dr,
G∞,−t (y1, y2) = −
∫ t
0
∫
I
∫
D−
p(t− r, (y1, y2), (z, y˜)) (G∞,−r (z, y˜)f+r (z) +G∞r (z, y˜)f−r (z))
+ p(t− r, (y1, y2), (y˜, z)) (G∞,−r (y˜, z)f+r (z) +G∞r (z, y˜)f−r (z)) dy˜ dσ(z) dr.
6.1.4 Evolution operators QNs,t and U
N
(t,s)
We fix N ∈ N and consider the following coupled backward PDE for (v+N , v−N ), with Neumann boundary
conditions and terminal data v±N (t) = φ± ∈ L2(D±):
− ∂v
+
N
∂s
=
1
2
∆v+N − 〈`(v+N + v−N ), f−〉− on (0, t)×D+
− ∂v
−
N
∂s
=
1
2
∆v−N − 〈`(v+N + v−N ), f+〉+ on (0, t)×D−,
(6.13)
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where (f+, f−) = (fN,+, fN,−) is defined in (5.8) and 〈φ, ψ〉± :=
∫
D±
φψ.
Note that each of the two equations in (6.13) is of the form −∂v∂s =
1
2∆v − kv − h where k(s, x) ≥ 0 is
a killing potential and h(s, x) (not necessarily non-negative) is an external perturbation. This is because
we can rewrite
〈`(v+ + v−), f−〉− as k+v+ + h+ := 〈`, f−〉− v+ + 〈`v−, f−〉− and (6.14)
〈`(v+ + v−), f+〉+ as k−v− + h− := 〈`, f+〉+ v− + 〈`v+, f+〉+ . (6.15)
By the same proof as that of Proposition 2.19 in [7], we have the following.
Proposition 6.7. For N ∈ N large enough, t > 0 and φ± ∈ C(D±). There is a unique element
(v+, v−) = (vN,+, vN,−) in C([0, t] ×D+) × C([0, t] ×D−) which satisfies the following coupled integral
equations:
v+(s, x) = P+t−sφ+(x)−
1
2
∫ t−s
0
P+θ
(
k+(s+ θ)v+(s+ θ) + h+(s+ θ)
)
(x) dθ
v−(s, y) = P−t−sφ−(y)−
1
2
∫ t−s
0
P−θ
(
k−(s+ θ)v−(s+ θ) + h−(s+ θ)
)
(y) dθ,
where k± and h± (which are functions indexed by N) are defined in (6.14) and (6.15). Moreover, (v+, v−)
has the following probabilistic representations:
v+(s, x) = E
[
φ+(X
+
t−s)e
− ∫ t−s
0
k+(s+r,X+r )dr −
∫ t−s
0
h+(s+ θ,X+θ )e
− ∫ θ
0
k+(s+r,X+r )dr dθ
∣∣∣X+0 = x]
v−(s, y) = E
[
φ−(X−t−s)e
− ∫ t−s
0
k−(s+r,X−r )dr −
∫ t−s
0
h−(s+ θ,X−θ )e
− ∫ θ
0
k−(s+r,X−r )dr dθ
∣∣∣X−0 = y] .
We call this (v+, v−) = (vN,+, vN,−) the probabilistic solution of the coupled PDE (6.13) with Neu-
mann boundary conditions and terminal data φ±.
Definition 6.8. For 0 ≤ s ≤ t and φ± ∈ C(D±), we define
QNs,t(φ+, φ−) := (v
N,+(s), vN,−(s))
to be the probabilistic solution given by Proposition 6.7. Clearly, QNs,t : C(D+) × C(D−) → C(D+) ×
C(D−) and QNs,u ◦ QNu,t = QNs,t for 0 ≤ s ≤ u ≤ t. Now we define
〈UN(t,s)µ, (φ+, φ−)〉 := 〈µ, QNs,t(φ+, φ−)〉 (6.16)
for α ≥ 0, µ ∈ H−α and (φ+, φ−) whenever QNs,t(φ+, φ−) ∈ H+α ×H−α .
6.1.5 Evolution operators Qs,t and U(t,s)
Formally, if we let N →∞ in (6.13), we obtain
− ∂v
+
∂s
=
1
2
∆v+ − (v+ + v−)u− dσ
∣∣
I
on (0, t)×D+
− ∂v
−
∂s
=
1
2
∆v− − (v+ + v−)u+ dσ
∣∣
I
on (0, t)×D−,
(6.17)
where (u+, u−) is the hydrodynamic limit of the interacting diffusion systems. Observe that this equation
is equivalent to (5.1) with λ = 1 and A± = 12∆. Note the difference between this coupled PDEs and that
for the hydrodynamic limit.
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Recall that k±, h±, f±, and v± are functions indexed by N . Heuristically, as N →∞, we have
P+θ
(
k+(s+ θ)v+(s+ θ) + h+(s+ θ)
)
(x)
=
∫
D+
p+(θ, x, z)
(〈`, f−〉−(s+ θ, z)v+(s+ θ, z) + 〈`v−, f−〉−(s+ θ, z)) dz
→
∫
I
p+(θ, x, z)
[
v+(s+ θ, z) + v−(s+ θ, z)
]
u−(s+ θ, z) dσ(z)
:= G+θ
(
[v+(s+ θ) + v−(s+ θ)]u−(s+ θ)
)
(x).
The abbreviation in the last term is based on the notation G±θ ϕ(x) :=
∫
I
p±(θ, x, z)ϕ(z) dσ(z). The
following result is analogous to Proposition 6.7 and can be proved as in the same way.
Proposition 6.9. Fix t > 0 and φ± ∈ C(D±). There is a unique element (v+, v−) in C([0, t]×D+)×
C([0, t]×D−) which satisfies the following coupled integral equations:
v+(s, x) = P+t−sφ+(x)−
1
2
∫ t−s
0
G+θ
(
[v+(s+ θ) + v−(s+ θ)]u−(s+ θ)
)
(x) dθ
v−(s, y) = P−t−sφ−(y)−
1
2
∫ t−s
0
G−θ
(
[v+(s+ θ) + v−(s+ θ)]u+(s+ θ)
)
(y) dθ,
where G±θ ϕ(x) :=
∫
I
p±(θ, x, z)ϕ(z) dσ(z). Moreover, (v+, v−) has the following probabilistic representa-
tions:
v+(s, x) = E
[
φ+(X
+
t−s)e
− ∫ t−s
0
u−(s+r,X+r )dL
+
r
−
∫ t−s
0
(v− · u−)(s+ θ,X+θ ) e−
∫ θ
0
u−(s+r,X+r )dL
+
r dL+θ
∣∣∣X+0 = x]
v−(s, y) = E
[
φ−(X−t−s)e
− ∫ t−s
0
u+(s+r,X
−
r )dL
−
r
−
∫ t−s
0
(v+ · u+)(s+ θ,X−θ ) e−
∫ θ
0
u+(s+r,X
−
r )dL
−
r dL−θ
∣∣∣X−0 = y],
where L±t is the boundary local time of the RBM X
± on I. We call this (v+, v−) the probabilistic
solution of the coupled PDE (6.17) with terminal data φ±.
We stress that the right hand side of the above formula is well-defined; for instance,
∫ t−s
0
u−(s +
r,X+r )dL
+
r is well-defined since the value of u− at (s+ r,X
+
r ) is picked up only when X
+ hits I (which
is a subset of D−).
Definition 6.10. For 0 ≤ s ≤ t and φ± ∈ C(D±), we define
Qs,t(φ+, φ−) := (v+(s), v−(s))
to be the probabilistic solution given by Proposition 6.9. Clearly, Qs,t : C(D+) × C(D−) → C(D+) ×
C(D−) and Qs,u ◦ Qu,t = Qs,t for 0 ≤ s ≤ u ≤ t. To stress the dependence in t, we sometimes write
Qs,t(φ+, φ−) as (v+t (s), v
−
t (s)) for (φ+, φ−) fixed. Now we define, for α > 0 and µ ∈ H+−α ⊕H−−α,
〈U(t,s)µ, (φ+, φ−)〉 := 〈µ, Qs,t(φ+, φ−)〉. (6.18)
6.1.6 Key estimates for evolution operators
On the space C(D+) × C(D−), we let (ψ+, ψ−) − (φ+, φ−) = (ψ+ − φ+, ψ− − φ−) and denote by
‖(ψ+, ψ−)‖ := ‖ψ+‖ + ‖ψ−‖ the sum of the sup-norm of its components. The following uniform bound
and uniform convergence are useful in many places in this paper.
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Lemma 6.11. For all φ± ∈ C(D±) and 0 ≤ s ≤ t ≤ T , we have
sup
0≤s≤t≤T
(
sup
N≥N0
‖QNs,t(φ+, φ−)‖ ∨ ‖Qs,t(φ+, φ−)‖
)
≤ ĉ ‖(φ+, φ−)‖ (6.19)
for some positive integer N0 = N0(D+, D−) and ĉ = ĉ(d,D+, D−, T ) > 0. Moreover,
lim
N→∞
∥∥∥QNs,t(φ+, φ−)−Qs,t(φ+, φ−)∥∥∥ = 0. (6.20)
Proof Recalling the probabilistic representations of QN and Q in Proposition 6.7 and Proposition 6.9
respectively, we see that (6.19) follows from the non-negativity of fN,± and u±. To prove (6.20), we fix
t < T and let (vN,+(s), vN,−) := QNs,t(φ+, φ−) and (v
+(s), v−) := Qs,t(φ+, φ−) for s ∈ [0, t]. We look
at the RHSs of the integral equations satisfied by vN,+(s) and v+(s), in Proposition 6.7 and Proposition
6.9, respectively. The proof is the same as that of Lemma 6.2, with the uniform bound for fN,± replaced
by the bound (6.19).
Lemma 6.12. There exists a constant c > 0 such that for any 0 ≤ s ≤ t ≤ T and k ∈ N, we have
sup
r∈[0,s]
∥∥Q(r,t)(φ+k , 0) − Q(r,s)(φ+k , 0)∥∥
≤ (ĉ ∨ 1) c ‖φ+k ‖
(
λ+k (t− s) + ĉ (c+ + c−) (‖u+0 ‖ ∨ ‖u−0 ‖) (t− s)1/2
)
and
sup
r∈[0,s]
∥∥Q(r,t)(0, φ−k ) − Q(r,s)(0, φ−k )∥∥
≤ (ĉ ∨ 1) c ‖φ−k ‖
(
λ−k (t− s) + ĉ (c+ + c−) (‖u+0 ‖ ∨ ‖u−0 ‖) (t− s)1/2
)
.
Here c± = C(d,D±, T ) is the constant in (6.3) applied to D± and ĉ = ĉ(d,D+, D−, T ) is the constant
in (6.19). Furthermore, there exists N0 = N0(D+, D−) such that for N ≥ N0, the above two inequalities
remain valid with {QNs,t} in replace of {Qs,t} and c± = C(d,D±, T ) being the constant in (6.2).
Proof We fix (φ+k , 0) and only prove the first inequality, since the second inequality follows from the
same argument. Recall the definition of Qr,t(φ
+
k , 0) ∈ C(D+) × C(D+) in Definition 6.10. Suppose
Qr,t(φ
+
k , 0) = (v
+
t (r), v
−
t (r)). Then
v+t (r, x) = P
+
t−sφ
+
k (x)−
1
2
∫ t−r
0
G+θ
(
[v+t (r + θ) + v
−
t (r + θ)]u−(r + θ)
)
(x) dθ,
v−t (r, y) = 0−
1
2
∫ t−r
0
G−θ
(
[v+t (r + θ) + v
−
t (r + θ)]u+(r + θ)
)
(y) dθ,
where G±θ ϕ(x) :=
∫
I
p±(θ, x, z)ϕ(z) dσ(z). Hence for any 0 ≤ r ≤ s ≤ t, we have
|v+t (r, x)− v+s (r, x)|
≤ ∣∣ (e−λ+k (t−r) − e−λ+k (s−r)) φ+k (x)∣∣
+
1
2
∣∣∣ ∫ t−r
s−r
G+θ
(
[v+t (r + θ) + v
−
t (r + θ)]u−(r + θ)
)
(x) dθ
∣∣∣
+
1
2
∣∣∣ ∫ s−r
0
G+θ
(
[(v+t − v+s )(r + θ) + (v−t − v−s )(r + θ)]u−(r + θ)
)
(x) dθ
∣∣∣.
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A similar inequality holds for |v−t (r, y) − v−s (r, y)|, which has 2 terms instead of 3 terms on the RHS.
View 0 ≤ s ≤ t as fixed and define, for r ∈ [0, s],
f(r) :=
∥∥Q(r,t)(φ+k , 0) − Q(r,s)(φ+k , 0)∥∥ = ‖(v+t − v+s )(r)‖+ ‖(v−t − v−s )(r)‖.
Then the above estimates, together with (6.3) and (6.19), implies that
f(r) ≤ A+B
∫ s−r
0
f(r + θ)√
θ
dθ for r ∈ [0, s], (6.21)
where B = (‖u+0 ‖ ∨ ‖u−0 ‖) (c+ + c−) and
A = λ+k ‖φ+k ‖ (t− s) + ĉ (c+ + c−) (‖u+0 ‖ ∨ ‖u−0 ‖) ‖φ+k ‖ (t− s)1/2.
Iterating (6.21), we have
f(r) ≤ A+AB
∫ s
w1=r
1√
w1 − r +AB
2
∫ s
w1=r
∫ s
w2=w1
1√
(w1 − r)(w2 − w1)
+AB3
∫ s
w1=r
∫ s
w2=w1
∫ s
w3=w2
1√
(w1 − r)(w2 − w1)(w3 − w2)
+ · · ·
= A
∞∑
k=0
Bk ak (s− r)k/2, where ak = pi
k/2
Γ((k + 2)/2)
≤ c
2
A
∞∑
k=0
Bk (s− r)k/2 for some absolute constant c > 0
≤ cA if |B√s− r| ≤ 1/2.
Hence,
sup
r∈[0∨s−1/(4B2), s]
f(r) ≤ cA. (6.22)
(The case B = 0 is trivial.) We can then extend (6.22) to take care of the case 0 ≤ r < s − 1/(4B2).
Namely, by the evolution property and (6.19), we have∥∥Q(r,t)(φ+k , 0) − Q(r,s)(φ+k , 0)∥∥
=
∥∥Q(r, s−1/(4B2)) (Q(s−1/(4B2), t)(φ+k , 0) − Q(s−1/(4B2), s)(φ+k , 0)) ∥∥
≤ ĉ∥∥Q(s−1/(4B2), t)(φ+k , 0) − Q(s−1/(4B2), s)(φ+k , 0)∥∥ ≤ cˆ c A.
The proof is complete.
Due to the annihilation between two kinds of particles, unlike the case considered in [9], we need to
analyze the correlation functions more deeply. This will be developed in the next two sections.
6.2 Asymptotic expansion for correlation functions F
N,(n,m)
t
Definition 6.13. Fix N ∈ N and consider the annihilating diffusion system. For n,m ∈ N and t ≥ 0,
we define the (n,m)-correlation function at time t, F
(n,m)
t = F
N,(n,m)
t , by∫
Dn+×Dm−
Φ(~x, ~y)F
(n,m)
t (~x, ~y) d(~x, ~y) = E
[
Φ(n,m)(t)
]
for all Φ ∈ C(Dn+ ×D
m
− ), where
Φ(n,m)(t) :=
1
N (n)N (m)
]t∑
i1,···in
distinct
]t∑
j1,···jm
distinct
Φ(Xi1t , · · · , Xint , Y j1t , · · · , Y jmt ), (6.23)
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]t is the number of particles alive at time t ∈ [0,∞) in each of D± and N (n) := N(N − 1) · · · (N −n+ 1)
is the number of permutations of n objects chosen from N objects with N (0) := 1.
Example 6.14. For example, we have
E[〈φ,XN,+t 〉] =
∫
D+
φ(x)F
(1,0)
t (x) and E[〈`, XN,+t ⊗ XN,−t 〉] =
∫
D+×D−
`(x, y)F
(1,1)
t (x, y).
Intuitively, if we randomly pick n and m indistinguishable living particles in D+ and D− respectively
at time t, then F
(n,m)
t (~x, ~y) is the probability joint density function for their positions. Note that F
(n,m)
t
is defined for almost all (~x, ~y) ∈ Dn+ ×Dm− , and that it depends on both N and the initial configurations
(XN,+0 , X
N,−
0 ). We will see, via the BBGKY hierarchy (6.27) which will be proved below, that F
(n,m)
t ∈
C(D
n
+ × D
m
− ) for t > 0. We can also replace N
(n) by Nn (cf. Dittrich [13] and Lang and Xanh [25]).
This is because we are interested in the behavior of Fn,m as N →∞, and for each fixed n,
N (n)
Nn
= (1− 1
N
)(1− 2
N
) · · · (1− n− 1
N
)↗ 1 as N →∞.
It is natural, base on the annihilating random walk model in [7], to expect that we have propagation
of chaos, which says that when the number of particles tends to infinity, the particles will appear to be
independent from each other. More precisely, we expect to have
lim
N→∞
F
(n,m)
t (~x, ~y) =
n∏
i=1
u+(t, xi)
m∏
j=1
u−(t, yj). (6.24)
This will be implied by a more exact asymptotic behavior of the F (n,m), namely Theorem 6.15, which is
a key ingredient for the study of fluctuation. Our method is motivated by the approach of [13].
Theorem 6.15. Suppose that F
(n,m)
0 (~x, ~y) =
∏n
i=1 u
+
0 (xi)
∏m
j=1 u
−
0 (yj) (this implies that the N particles
are initially independently distributed) and that C0 := ‖u+0 ‖ ∨ ‖u−0 ‖. Then for all T > 0, there exists
C = C(D+, D−, T ) > 0 and an integer N0 = N0(D+, D−) such that for 0 ≤ t ≤ T ∧ (C0 C)−2 and
N ≥ N0, the correlation function has decomposition
F
(n,m)
t = A
(n,m)
t +
1
N
B
(n,m)
t +
1
N
C
(n,m)
t (6.25)
with
‖A(n,m)t − F (n,m)t ‖(n,m) ≤
(C0 C)
n+m
√
t
N δdN
and ‖C(n,m)t ‖(n,m) ≤
(C0 C)
n+m t
N δ2dN
, (6.26)
where
A
(n,m)
t (~x, ~y) :=
n∏
i=1
f+t (xi)
m∏
j=1
f−t (yj) ,
B
(n,m)
t (~x, ~y) := −A(n,m)t (~x, ~y)
( n∑
i=1
g+t (xi)
f+t (xi)
+
m∑
j=1
g−t (yj)
f−t (yj)
+
n∑
i=1
m∑
j=1
Gt(xi, yj)
f+t (xi)f
−
t (yj)
+
n∑
i<p
G+t (xi, xp)
f+t (xi)f
+
t (xp)
+
m∑
j<q
G−t (yj , yq)
f−t (yj)f
−
t (yq)
)
.
Proof The key point of our method is to compare three hierarchies (6.27,) (6.29) and (6.30) in Step 1
below:
Step 1: BBGKY hierarchy for the correlation functions.
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Apply Dynkin’s formula to (see [8, Corollary 7.8]) the functional
(s, (XN,+s ,X
N,−
s )) 7→
1
N (n)N (m)
]s∑
distinct
i1,··· ,in=1
]s∑
distinct
j1,··· ,jm=1
Pt−sΦ(Xi1s , · · · , Xins , Y j1s , · · · , Y jms ) , s ∈ [0, t]
yields
F
(n,m)
t = P
(n,m)
t F
(n,m)
0 −
∫ t
0
P
(n,m)
t−s
(
V +F (n,m+1)s + V
−F (n+1,m)s +
Q
N
F (n,m)s
)
ds, (6.27)
where V + =
∑n
i=1 V+i , V
− =
∑m
j=1 V−j are operators, V+iF
(n,m+1), V−jF
(n+1,m) and QF (n,m) are
functions on D
n
+ ×D
m
− defined by
V+iF
(n,m+1)(~x, ~y) :=
∫
D−
`(xi, y)F
(n,m+1)(~x, (~y, y)) dy
V−jF
(n+1,m)(~x, ~y) :=
∫
D+
`(x, yj)F
(n+1,m)((~x, x), ~y) dx
QF (n,m)(~x, ~y) :=
 n∑
i=1
m∑
j=1
`(xi, yj)
 F (n,m)(~x, ~y).
Note that Q is a multiplication operator, so it is natural to denote Q(n,m) to be the function Q(n,m)(~x, ~y) =∑n
i=1
∑m
j=1 `(xi, yj). Note also that the above is a finite sum since F
(n,m) = 0 when n ∨m > N . The
system of equation (6.27) is usually called BBGKY hierarchy. 5
On the other hand, it can be easily verified that A
(n,m)
t solves
A
(n,m)
t = P
(n,m)
t A
(n,m)
0 −
∫ t
0
P
(n,m)
t−s
(
V +A(n,m+1)s + V
−A(n+1,m)s
)
ds, (6.29)
and that we have chosen B
(n,m)
t in such a way that α
(n,m)
t := A
(n,m)
t +
B
(n,m)
t
N
solves
α
(n,m)
t = P
(n,m)
t F
(n,m)
0 −
∫ t
0
P
(n,m)
t−s
(
V +α(n,m+1)s + V
−α(n+1,m)s +
Q
N
A(n,m)s
)
ds. (6.30)
Step 2: Duhamel expansion for N(A
(n,m)
t − F (n,m)t ) in terms of a tree.
Since F
(n,m)
0 = A
(n,m)
0 by assumption, by repeatedly iterating (6.27) and (6.29), we have
N(A
(n,m)
t − F (n,m)t )
= −
∫ t
t2=0
P
(n,m)
t−t2 QF
(n,m)
t2
+
∫ t
t2=0
∫ t2
t3=0
P
(n,m)
t−t2
 n∑
i=1
V+iP
(n,m+1)
t2−t3 QF
(n,m+1)
t3 +
m∑
j=1
V−jP
(n+1,m)
t2−t3 QF
(n+1,m)
t3

5We can also view (6.27) as the ‘variation of constant’ and F (n,m) as the probabilistic solution (cf. [7, Proposition 2.19])
for the following heat equation on Dn+ ×Dm− with Neumann boundary condition:
∂F
(n,m)
t
∂t
=
1
2
∆F
(n,m)
t −
(
V +F
(n,m+1)
t + V
−F (n+1,m)t +
Q
N
F
(n,m)
t
)
. (6.28)
24
− · · ·
+(−1)M
∫ t
t2=0
∫ t2
t3=0
· · ·
∫ tM
tM+1=0
∑
~θ∈T(n,m)M−1
P
(n,m)
t−t2 Vθ1 P
l1(~θ)
t2−t3 Vθ2 P
l2(~θ)
t3−t4 Vθ3 · · ·P
lM−1(~θ)
tM−tM+1 QF
lM−1(~θ)
tM+1
+ · · · ,
where T(n,m)M−1 and (l1(~θ), l2(~θ), · · · , lN (~θ)) are the tree and the labels defined in Subsection 3.5 in [7].
Replacing F
lM−1(~θ)
tM+1 by the constant function 1 in the M−th iterated integral above, we define the
following function on D
n
+ ×D
m
− :
Θ
(n,m)
M (t) :=
∫ t
t2=0
∫ t2
t3=0
· · ·
∫ tM
tM+1=0
∑
~θ∈T(n,m)M−1
P
(n,m)
t−t2 Vθ1 P
l1(~θ)
t2−t3 Vθ2 P
l2(~θ)
t3−t4 Vθ3 · · ·P
lM−1(~θ)
tM−tM+1 Q 1. (6.31)
Step 3: Bounding ‖Θ(n,m)M (t)‖(n,m).
We now bound ‖Θ(n,m)M (t)‖(n,m) by employing our method developed in Subsection 3.5 in [7]. For the
convenience of the reader, we summarize the key steps.
Note that Θ
(n,m)
M (t) is a sum of (n + m)(n + m + 1) · · · (n + m + M − 2) terms of multiple integrals.
Following Subsection 3.5, we simplify (or telescope) each integrand by Chapman-Kolmogorov equation,
and then apply (6.3) to obtain
‖Θ(n,m)M (t)‖(n,m) ≤
1
δdN
CM (n+m+M − 1)∫ t
t2=0
· · ·
∫ tM
tM+1=0
∑
~υ ∈S(n,m)M
1√
(tυ1 − t2) (tυ2 − t3) · · · (tυM − tM+1)
for all 0 ≤ t ≤ T and N ≥ N0(D+, D−), where C = C(D+, D−, T ) > 0 and S(n,m)M is a relabeled tree of
T(n,m)M defined in Subsection 3.5 of [7]. Lemma 3.9 and Lemma 3.10 in [7] give∫ t
t2=0
· · ·
∫ tM
tM+1=0
∑
~υ ∈S(n,m)M
1√
(tυ1 − t2) (tυ2 − t3) · · · (tυM − tM+1)
≤ (n+m)
(n+m)
(n+m)!
2M
∫ t
t2=0
· · ·
∫ tM
tM+1=0
M+1∏
i=2
( i−1∑
j=1
1√
tj − ti
)
≤ cn+m+M tM/2,
where c is an absolute constant. Therefore we have
‖Θ(n,m)M (t)‖(n,m) ≤
1
δdN
Cn+m+M tM/2 (6.32)
for all 0 ≤ t ≤ T and N ≥ N0(D+, D−), where C = C(D+, D−, T ) > 0.
Step 4: Upper bound for N ‖A(n,m)t − F (n,m)t ‖(n,m).
Since ‖F (p,q)‖(p,q) ≤ Cp+q0 , and since the sum of the two components in lM−1(~θ) is n+m+M − 1 for
any ~θ ∈ T(n,m)M−1 , Step 2 and Step 3 yields
N ‖A(n,m)t − F (n,m)t ‖(n,m) ≤
∞∑
M=1
Cn+m+M−10 ‖Θ(n,m)M (t)‖(n,m)
25
≤ 1
δdN
Cn+m0 C
n+m+1
√
t
1− C0 C
√
t
≤ 1
δdN
(C0 C)
n+m
√
t (6.33)
for all t ∈ [0, T ∧ (C0 C)−2) and N ≥ N0.
Step 5: Upper bound for C(n,m) := N
(
F
(n,m)
t −A(n,m)t − B
(n,m)
t
N
)
.
Iterating C
(n,m)
t := N
(
F
(n,m)
t −A(n,m)t −
B
(n,m)
t
N
)
as in Step 2, we have
C
(n,m)
t =
∫ t
t2=0
P
(n,m)
t−t2 Q(A
(n,m)
t2 − F (n,m)t2 )
+
∫ t
t2=0
∫ t2
t3=0
P
(n,m)
t−t2
( n∑
i=1
V+iP
(n,m+1)
t2−t3 Q(A
(n,m+1)
t3 − F (n,m+1)t3 )
+
m∑
j=1
V−jP
(n+1,m)
t2−t3 Q(A
(n+1,m)
t3 − F (n+1,m)t3 )
)
+ · · ·
=
∞∑
M=1
∫ t
t2=0
∫ t2
t3=0
· · ·
∫ tM
tM+1=0∑
~θ∈T(n,m)M−1
P
(n,m)
t−t2 Vθ1 P
l1(~θ)
t2−t3 Vθ2 P
l2(~θ)
t3−t4 Vθ3 · · ·P
lM−1(~θ)
tM−tM+1 Q (A
lM−1(~θ)
tM+1 − F
lM−1(~θ)
tM+1 ).
Hence
‖C(n,m)t ‖(n,m) ≤
∞∑
M=1
2Cn+m+M−10 C
n+m+M
1
√
t
N δdN
‖Θ(n,m)M (t)‖(n,m) by (6.33)
≤
∞∑
M=1
2Cn+m+M−10 C
n+m+M
1
√
t
N δdN
1
δdN
Cn+m+M1 t
M/2 by (6.32)
≤ (C0 C)
n+m t
N δ2dN
for all t ∈ [ 0, (C0 C)−2 ] and N ≥ N0(D±).
It follows from Theorem 6.15 that we have
Corollary 6.16. (i) (Propagation of chaos) Suppose Assumption 3.5 holds. Then for any T > 0
and any (n,m), we have
lim
N→∞
‖(A(n,m)t − F (n,m)t )‖(n,m) = 0
uniformly for t ∈ [0, T ].
(ii) Suppose, furthermore, that Assumption 4.2 holds. Then for any T > 0 and any (n,m), we have
lim
N→∞
‖C(n,m)t ‖(n,m) = 0
uniformly for t ∈ [0, T ∧ (C0 C)−2].
Proof Suppose lim infN→∞N δdN ∈ (0,∞]. We have shown that the following upper bound of the series
expansion of ‖(A(n,m)t − F (n,m)t )‖(n,m) (in Step 2 of the proof of Theorem 6.15) converges uniformly in
N .
‖A(n,m)t − F (n,m)t ‖
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≤
∫ t
t2=0
1
N
∥∥∥P (n,m)t−t2 QF (n,m)t2 ∥∥∥
+
∫ t
t2=0
∫ t2
t3=0
1
N
∥∥∥P (n,m)t−t2
 n∑
i=1
V+iP
(n,m+1)
t2−t3 QF
(n,m+1)
t3 +
m∑
j=1
V−jP
(n+1,m)
t2−t3 QF
(n+1,m)
t3
∥∥∥

+ · · ·
We can check that the integrand (w.r.t. dt2 dt3 · · · ) for each term converges to zero by Lemma 6.1. Hence
each term converges to zero as N → ∞. Therefore, the whole series converges to zero and we obtained
part (i).
The proof for part (ii) is the same, using the series expansion of C
(n,m)
t in Step 4 of the proof of
Theorem 6.15.
Remark 6.17. From Corollary 6.16(i), we have
F
(n,m)
t = A
(n,m)
t +
1
N
B
(n,m)
t +
o(N)
N
, (6.34)
where o(N) is a term which tends to zero uniformly for t ∈ [0, T ∧ (C0 C)−2].
The following corollary of Theorem 6.15 gives us a pointwise bound for the difference between F (n+p,m+q)
and F (n,m) · F (p,q).
Corollary 6.18. For any T > 0 and any non-negative integers n, m, p, q, we have
N
∣∣∣F (n+p,m+q)t (~x, ~z, ~y, ~w) − F (n,m)t (~x, ~y) · F (p,q)t (~z, ~w) ∣∣∣
≤ Cn+m+p+q−20
∣∣∣∑
i, l
Gt(xi, wl) +
∑
k, j
Gt(zk, yj) +
∑
i, k
G+t (xi, zk) +
∑
j, l
G−t (yj , wl)
∣∣∣
+
(C0 C)
n+m+p+q t
N δ2d
whenever 0 ≤ t ≤ T ∧ (C0 C)−2 and N ≥ N0(D+, D−).
Proof By Theorem 6.15 and the shorthand F (n,m) = F
(n,m)
t (~x, ~y), we have
N
[
F (n+p,m+q) − F (n,m) · F (p,q)
]
= N
[(
A+
B + C
N
)(n+p,m+q)
−
(
A+
B + C
N
)(n,m)
·
(
A+
B + C
N
)(p,q) ]
=
(
B(n+p,m+q) −A(n,m)B(p,q) −A(p,q)B(n,m)
)
+
(
C(n+p,m+q) −A(n,m)C(p,q) −A(p,q)C(n,m) − (B + C)
(n,m)(B + C)(p,q)
N
)
.
It is remarkable that all terms involving g+ and g− cancel out in B(n+p,m+q)−A(n,m)B(p,q)−A(p,q)B(n,m)
and we have control over all the remaining terms via the bounds (6.26) in Theorem 6.15. In fact,
B(n+p,m+q)(~x, ~z, ~y, ~w) − A(n,m)(~x, ~y)B(p,q)(~z, ~w)−A(p,q)(~z, ~w)B(n,m)(~x, ~y)
= −A(n+p,m+q)(~x, ~z, ~y, ~w)
( n∑
i=1
q∑
l=1
G(xi, wl)
f+(xi)f−(wl)
+
p∑
k=1
m∑
j=1
G(zk, yj)
f+(zk)f−(yj)
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+n∑
i=1
p∑
k=1
G+(xi, zk)
f+(xi)f+(zk)
+
m∑
j=1
q∑
l=1
G−(yj , wl)
f−(yj)f−(wl)
)
. (6.35)
The result now follows from the fact that ‖f±‖ ≤ ‖u±0 ‖ ≤ C0 and (6.26).
Remark 6.19. (Generalizing to the case ‖F (n,m)0 −A(n,m)0 ‖(n,m) 6= 0) In Theorem 6.15, we have assumed
the initial error e
(n,m)
N := ‖F (n,m)0 −A(n,m)0 ‖(n,m) to be zero for all n,m and N . In fact we can weaken this
condition by requiring e
(n,m)
N → 0 fast enough as N →∞. This can be quantified by taking into account
the contributions of the terms F
(n,m)
0 −A(n,m)0 in the difference between (6.27) and (6.29) in Step 2.
6.3 Generalized correlation functions F
N,(n,m),(p,q)
s,t
The proof for Step 2 (Tightness) and Step 6 (Boltzman-Gibbs Principle) for Theorem 5.1 require analysis
not only for the correlation function at a fixed time t, but also for the joint probability distributions of
the particles at two different times s < t.
Definition 6.20. For n,m, p, q ∈ N and 0 ≤ s ≤ t, we define the generalized correlation functions
F
(n,m),(p,q)
s,t = F
N,(n,m),(p,q)
s,t by∫
Φ(~x, ~y) Ψ(~z, ~w)F
(n,m),(p,q)
s,t (~x, ~y, ~z, ~w) d(~x, ~y, ~z, ~w) = E
[
Φ(n,m)(s) Ψ(p,q)(t)
]
(6.36)
for all Φ ∈ C(Dn+ ×D
m
− ) and Ψ ∈ C(D
p
+ ×D
q
−). Here Φ(n,m) is defined in (6.23) and Ψ(p,q) is defined
in the same way.
Example 6.21. For example, we have
E[〈φ,XN,+s 〉 〈ψ,XN,+t 〉] =
∫
D2+
φ(x)ψ(z)F
(1,0)(1,0)
s,t (x, z) d(x, z) and
E
[〈`, XN,+u ⊗ XN,−u 〉 〈`, XN,+v ⊗ XN,−v 〉] = ∫ `(x, y)`(z, w)F (1,1)(1,1)u,v (x, y, z, w) d(x, y, z, w)
To compare F
(n,m),(p,q)
u,u+r and F
(n,m)
u · F (p,q)u+r , we also define
E(n,m),(p,q)u,r (~x, ~y, ~z, ~w) := F
(n,m),(p,q)
u,u+r (~x, ~y, ~z, ~w)− F (n,m)u (~x, ~y) · F (p,q)u+r (~z, ~w) (6.37)
6.3.1 A technical lemma towards tightness
The following lemma is the key and hardest part towards the proof of the tightness result (Theorem 6.24)
for ZN .
Lemma 6.22. Suppose Assumption 4.2 holds. For any T > 0, there exists C = C(D+, D−, T ) > 0 and
N0 = N0(D+, D−) so that we have
E
(√N ∫ b
a
〈` ϕr, XN,+r ⊗ XN,−r 〉 − E[〈` ϕr, XN,+r ⊗ XN,−r 〉] dr
)2 ≤ C ‖ϕ‖2 (b− a)3/2
whenever 0 ≤ a ≤ b ≤ T0 := T ∧ (C0 C)−2, for any N > N0 and any bounded function ϕt(x, y) on
[0, T0]×D+ ×D− with uniform norm ‖ϕ‖.
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A direct calculation suggests that the L2(P) norm of
√
N
( 〈`, XN,+r ⊗ XN,−r 〉 − E[〈`, XN,+r ⊗ XN,−r 〉] )
blows up in the order of 1/δ (for r > 0), due to the fact that
∫
`(x, y1)`(x, y2) d(x, y1, y2) is of order 1/δ.
Hence we need to look into the generalized correlation functions.
Proof Step 1: Write LHS in terms of the generalized correlation functions.
Note that (
∫ b
a
f(r) dr)2 = 2
∫ b
u=a
∫ b
v=u
f(u)f(v) = 2
∫ b
u=a
∫ b−u
t=0
f(u)f(t) by Fubinni’s Theorem followed
by the change of variable t = v − u. Hence Lemma 6.22 is implied by∫ b
u=a
∫ b−u
t=0
∫
(x,y)∈D+×D−
(x˜,y˜)∈D+×D−
N `(x, y)`(x˜, y˜)E
(1,1)(1,1)
u,t (x, y, x˜, y˜) ≤ C (b− a)3/2, (6.38)
where E
(1,1)(1,1)
u,t is defined in (6.37). The ideas is to first obtain a ‘variation of constant’ formula for Eu,t
via the Dynkin’s formula; then iterate the formula to obtain a series expansion of Eu,t in terms of Eu,0;
and finally estimate Eu,0 and each term of the series.
Step 2: Estimate |E(1,1)t | in terms of {E(p,q)0 }.
Applying Dynkin’s formula as in (6.27) yields
F
(n,m),(p,q)
u,u+r = P
(p,q)
r F
(n,m),(p,q)
u,u (6.39)
−
∫ r
0
P
(p,q)
r−θ
(
V +F
(n,m),(p,q+1)
u,u+θ + V
−F (n,m),(p+1,q)u,u+θ +
Q
N
F
(n,m),(p,q)
u,u+θ
)
dθ,
where P
(p,q)
t , V
+, V − and Q are operators defined as before and act on the (~z, ~w) variables.
Fix u ≥ 0, (n,m) and (~x, ~y) ∈ Dn+ ×D
m
− , and write
E(p,q)r (~z, ~w) := E
(n,m),(p,q)
u,r (~x, ~y, ~z, ~w) for notational simplicity.
Then (6.39) yields
E(p,q)r = P
(p,q)
r E
(p,q)
0 −
∫ r
0
P
(p,q)
r−θ
(
V +E
(p,q+1)
θ + V
−E(p+1,q)θ +
Q
N
E
(p,q)
θ
)
dθ, (6.40)
where P
(p,q)
t , V
+, V − and Q are operators defined before, acting on the (~z, ~w) variables. In other words,
(t, (~z, ~w)) 7→ E(p,q)t (~z, ~w) is the probabilistic solution of
∂E
∂t
=
1
2
∆E − Q
N
E −
(
V +E(p,q+1) + V −E(p+1,q)
)
on (0,∞)×Dp+ ×Dq−,
∂E
∂~n
= 0 on (0,∞)× ∂(Dp+ ×Dq−),
E0(·) = F (n,m),(p,q)u,u (~x, ~y, · )− F (n,m)u (~x, ~y) · F (p,q)u (·) on Dp+ ×Dq−.
It can be shown (see Proposition 2.19 in [7] for a proof) that the following probabilistic representation
holds true for E = E(p,q):
Et(~z, ~w) = E~z,~w
[
E0(Xt)e
− ∫ t
0
k(Xs)ds −
∫ t
0
g(t− θ,Xθ)e−
∫ θ
0
k(Xs)ds dθ
]
, (6.41)
where k = Q
(p,q)
N , g(t) = V
+E
(p,q+1)
t + V
−E(p+1,q)t and Xt is the RBM in D
p
+ × Dq− starting at (~z, ~w).
From this, the triangle inequality and the non-negativity of k = Q
(p,q)
N , we have∣∣∣E(p,q)t ∣∣∣ ≤ P (p,q)t (|E(p,q)0 |) + ∫ t
0
P
(p,q)
t−t2
(∣∣∣V +E(p,q+1)t2 + V −E(p+1,q)t2 ∣∣∣) dt2.
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It then follows that almost everywhere in Dp+ ×Dq−, we have∣∣∣E(p,q)t ∣∣∣ ≤ P (p,q)t (|E(p,q)0 |) + ∫ t
0
P
(p,q)
t−t2
(
V +|E(p,q+1)t2 |+ V −|E(p+1,q)t2 |
)
dt2. (6.42)
Now we iterate (6.42) to obtain∣∣∣E(p,q)t ∣∣∣ ≤ P (p,q)t |E(p,q)0 |+ ∫ t
t2=0
P
(p,q)
t−t2
(
V +P
(p,q+1)
t2 |E(p,q+1)0 |+ V −P (p+1,q)t2 |E(p+1,q)0 |
)
+
∫ t
t2=0
∫ t2
t3=0
P
(p,q)
t−t2
(
V +P
(p,q+1)
t2−t3
(
V +P
(p,q+2)
t3 |E0|+ V −P (p+1,q+1)t3 |E0|
)
+V −P (p+1,q)t2−t3
(
V +P
(p+1,q+1)
t3 |E0|+ V −P (p+2,q)t3 |E0|
))
+ · · ·
=
∞∑
M=0
∫ t
t2=0
∫ t2
t3=0
· · ·
∫ tM
tM+1=0∑
~θ∈T(n,m)M
P
(n,m)
t−t2 Vθ1 P
l1(~θ)
t2−t3 Vθ2 P
l2(~θ)
t3−t4 Vθ3 · · ·P
lM−1(~θ)
tM−tM+1 VθN |E
lM (~θ)
0 |. (6.43)
From this inequality and the triangle inequality, we have, for any u ≥ 0, (n,m) = (1, 1) and (x, y) ∈
D+ ×D−, ∫
`
∣∣∣E(1,1)t ∣∣∣ := ∫
(z,w)∈D+×D−
`(z, w)
∣∣∣E(1,1)t (x, y, z, w)∣∣∣
≤
∫
Ψ(root)
∣∣∣E(1,1)0 ∣∣∣
+
∫ t
0
(∫
Ψ(+1)
∣∣∣E(1,2)0 ∣∣∣+ ∫ Ψ(−1)∣∣∣E(2,1)0 ∣∣∣) dt2
+
∫ t
0
∫ t2
0
(∫
Ψ(+1,+2)
∣∣∣E(1,3)0 ∣∣∣+ ∫ Ψ(+1,−1)∣∣∣E(2,2)0 ∣∣∣+ ∫ Ψ(+1,−2)∣∣∣E(2,2)0 ∣∣∣
+
∫
Ψ(−1,+1)
∣∣∣E(2,2)0 ∣∣∣+ ∫ Ψ(−1,+2)∣∣∣E(2,2)0 ∣∣∣+ ∫ Ψ(−1,−2)∣∣∣E(3,1)0 ∣∣∣) dt3 dt2
+ · · ·
=
∞∑
M=0
∫ t
t2=0
∫ t2
t3=0
· · ·
∫ tM
tM+1=0
 ∑
~θ∈T(1,1)M
∫
Ψ
~θ
∣∣∣ElM (~θ)0 ∣∣∣
 dtM+1 · · · dt3 dt2, (6.44)
where the integral sign for E
(p,q)
0 is on the set D
p
+ ×Dq−,
Ψ(root)(z, w) := P
(1,1)
t `(z, w)
Ψ(+1)(z, w1, w2) := P
(1,2)
t2
(
(P
(1,1)
t1−t2`)(a1, b1) · `(a1, b2)
)
(z, w1, w2)
Ψ(−1)(z1, z2, w) := P
(2,1)
t2
(
(P
(1,1)
t1−t2`)(a1, b1) · `(a2, b1)
)
(z1, z2, w).
Inductively, Ψ(
~θ,+i) ∈ C(Dp+ ×D
q+1
− ) and Ψ
(~θ,−j) ∈ C(Dp+1+ ×D
q
−) are obtained from Ψ
~θ as follows: if
Ψ
~θ(~z, ~w) = P
(p,q)
tM+1F (~z, ~w), then
Ψ(
~θ,+i)(~z, (~w,wq+1)) := P
(p,q+1)
tM+2
(
(P
(p,q)
tM+1−tM+2 F )(~a,
~b) `(ai, bq+1)
)
(~z, (~w,wq+1)) and
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Ψ(
~θ,−j)((~z, zp+1), ~w) := P
(p+1,q)
tM+2
(
(P
(p,q)
tM+1−tM+2 F )(~a,
~b) `(ap+1, bj)
)
((~z, zp+1), ~w).
Step 3: Estimate E
(p,q)
0 = F
(1,1),(p,q)
u,u − F (1,1)u · F (p,q)u .
For any Ψ ∈ C(Dp+ ×D
q
−), by Definition 6.20 we have∫
Dp+1+ ×Dq+1−
`(x, y) Ψ(~z, ~w)F (1,1),(p,q)u,u (x, y, ~z, ~w) d(x, y, ~z, ~w)
= E
( 1N2
]u∑
i
]u∑
j
`(Xiu, Y
j
u )
)(
1
N (p)N (q)
]u∑
distinct
k1,···kp=1
]u∑
distinct
l1,···lq=1
Ψ(Xk1u , · · · , Xkpu , Y l1u , · · · , Y lqu )
)
=
N (p+1)N (q+1)
N2N (p)N (q)
∫
Dp+1+ ×Dq+1−
`(x, y) Ψ(~z, ~w)F (p+1,q+1)u ((x, ~z), (y, ~w))
+
N (q+1)
N2N (q)
p∑
i=1
∫
Dp+×Dq+1−
`(zi, y) Ψ(~z, ~w)F
(p,q+1)
u (~z, (y, ~w))
+
N (p+1)
N2N (p)
q∑
j=1
∫
Dp+1+ ×Dq−
`(x,wj) Ψ(~z, ~w)F
(p+1,q)
u ((x, ~z), ~w)
+
1
N2
p∑
i=1
q∑
j=1
∫
Dp+×Dq−
`(zi, wj) Ψ(~z, ~w)F
(p,q)
u (~z, ~w). (6.45)
This connects F
(1,1),(p,q)
u,u to F
(p+1,q+1)
u and we know more about the latter (such as Theorem 6.15).
Furthermore, we use the simple fact that
∫
f |g| = ∫ f˜ g where f˜(x) = {f(x), if g(x) ≥ 0−f(x), if g(x) < 0. Therefore,
for any Ψ ∈ C+(Dp+ ×D
q
−), we have∫
Dp+1+ ×Dq+1−
`(x, y) Ψ(~z, ~w)
∣∣∣E(p,q)0 (x, y, ~z, ~w)∣∣∣ d(x, y, ~z, ~w)
≤ (N − p)(N − q)
N2
∫
Dp+1+ ×Dq+1−
`Ψ
∣∣∣F (p+1,q+1)u − F (1,1)u · F (p,q)u ∣∣∣
+
∣∣∣ (N − p)(N − q)
N2
− 1
∣∣∣ (∫
D+×D−
` F (1,1)u
) (∫
Dp+×Dq−
ΨF (p,q)u
)
+
N − q
N2
p∑
i=1
∫
Dp+×Dq+1−
`(zi, y) Ψ(~z, ~w)F
(p,q+1)
u (~z, (y, ~w))
+
N − p
N2
q∑
j=1
∫
Dp+1+ ×Dq−
`(x,wj) Ψ(~z, ~w)F
(p+1,q)
u ((x, ~z), ~w)
+
1
N2
p∑
i=1
q∑
j=1
∫
Dp+×Dq−
`(zi, wj) Ψ(~z, ~w)F
(p,q)
u (~z, ~w)
≤
∫
Dp+1+ ×Dq+1−
`Ψ
∣∣∣F (p+1,q+1)u − F (1,1)u · F (p,q)u ∣∣∣
+
p+ q
N
(∫
D+×D−
` F (1,1)u
) (∫
Dp+×Dq−
ΨF (p,q)u
)
+
1
N
p∑
i=1
∫
Dp+×Dq+1−
`(zi, y) Ψ(~z, ~w)F
(p,q+1)
u (~z, (y, ~w))
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+
1
N
q∑
j=1
∫
Dp+1+ ×Dq−
`(x,wj) Ψ(~z, ~w)F
(p+1,q)
u ((x, ~z), ~w)
+
1
N2
p∑
i=1
q∑
j=1
∫
Dp+×Dq−
`(zi, wj) Ψ(~z, ~w)F
(p,q)
u (~z, ~w).
On the other hand, by Corollary 6.18,
N
∣∣∣F (p+1,q+1)u (x, y, ~z, ~w)− F (1,1)u (x, y) · F (p,q)u (~z, ~w)∣∣∣ (6.46)
≤ Cp+q0
 p∑
i=1
Gu(zi, y) +
q∑
j=1
Gu(x,wj) +
p∑
i=1
G+u (x, zi) +
q∑
j=1
G−u (y, wj)
+ (C0 C)p+q+2 u
N δ2dN
.
Combining with the calculation just before the proceeding inequality, we obtain
N
∫
Dp+1+ ×Dq+1−
`(x, y) Ψ(~z, ~w)
∣∣∣E(p,q)0 (x, y, ~z, ~w)∣∣∣ d(x, y, ~z, ~w) (6.47)
≤ Cp+q0
∫
Dp+1+ ×Dq+1−
`(x, y) Ψ(~z, ~w)
( p∑
i=1
Gu(zi, y) +
q∑
j=1
Gu(x,wj) +
p∑
i=1
G+u (x, zi) +
q∑
j=1
G−u (y, wj)
)
+
(C0 C)
p+q+2 u
N δ2dN
∫
Dp+×Dq−
Ψ(~z, ~w) + Cp+q+10
∫
Dp+×Dq+1−
p∑
i=1
`(zi, y) Ψ(~z, ~w)
+Cp+q+10
∫
Dp+1+ ×Dq−
q∑
j=1
`(x,wj) Ψ(~z, ~w) +
Cp+q0
N
∫
Dp+×Dq−
p∑
i=1
q∑
j=1
`(zi, wj) Ψ(~z, ~w).
Step 4: Final estimates.
We now put Ψ = Ψ
~θ into inequality (6.47) for each Ψ
~θ that appears in (6.44) at the end of Step 2.
Specifically, by (6.44) and (6.47) respectively, we have
N
∫
(x,y)∈D+×D−
∫
(x˜,y˜)∈D+×D−
`(x, y) `(x˜, y˜)
∣∣∣E(1,1)t (x, y, x˜, y˜)∣∣∣
≤
∞∑
M=0
∫ t
t2=0
· · ·
∫ tM
tM+1=0
∑
~θ∈T(1,1)M
[
N
∫
(x,y)
`(x, y)
∫
(~z,~w)∈Dp+×Dq−
Ψ
~θ(~z, ~w)
∣∣∣E(1,1), lM (~θ)u,0 (x, y, ~z, ~w)∣∣∣ ]
≤
∞∑
M=0
∫ t
t2=0
· · ·
∫ tM
tM+1=0
∑
~θ∈T(1,1)M
[ 5∑
i=1
Θ
lM (~θ)
i
(
Ψ
~θ
)]
, (6.48)
where in the first inequality, the integration over the variables (~z, ~w) is on Dp+×Dq− where lM (~θ) = (p, q);
in the second inequality, Θ
lM (~θ)
i
(
Ψ
)
is the i-th term that appear on the RHS of (6.47).
We will estimate each of the five terms (i = 1, 2, 3, 4, 5) on the RHS of (6.48) separately. The arguments
are the same for all of them. We first consider the term for i = 2. This term is
∞∑
M=0
∫ t
t2=0
· · ·
∫ tM
tM+1=0
∑
~θ∈T(1,1)M
[
Θ
lM (~θ)
2
(
Ψ
~θ
)]
=
∞∑
M=0
∫ t
t2=0
· · ·
∫ tM
tM+1=0
∑
~θ∈T(1,1)M
[
(C0 C)
M+4 u
N δ2dN
∫
Dp+×Dq−
Ψ
~θ(~z, ~w)
]
, (6.49)
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where we have used the fact that the sum of the two components of lM (~θ) is M + 2 (i.e. p+ q = M + 2).
Using the same argument of Step 3 in the proof of Theorem 6.15, we have, for each M ≥ 1,∫ t
t2=0
· · ·
∫ tM
tM+1=0
∑
~θ∈T(1,1)M
∫
Dp+×Dq−
Ψ
~θ(~z, ~w)
≤
∫ t
t2=0
· · ·
∫ tM
tM+1=0
∑
~υ ∈S(1,1)M
CM√
(tυ1 − t2) (tυ2 − t3) · · · (tυM − tM+1)
≤ CM tM/2
for N ≥ N(D+, D−), where C = C(D+, D−, T ) > 0. This inequality implies that (6.49) is at most
u
N δ2dN
(C0 C)
4
∞∑
M=0
(C0 C)
M tM/2 ≤ C
4
0 C u
Nδ2dN
when 0 ≤ t ≤ (C0 C)−2 and N is large enough, where C = C(D+, D−, T ) > 0.
For i = 1, we only need to invoke Lemma 6.5 and then use the same argument for i = 2. The term on
the RHS of (6.48) for i = 1 is at most
C40 C
√
u√
t
+
C50 C u√
t
.
For i = 3, the term on the RHS of (6.48) is equal to
∞∑
M=0
∫ t
t2=0
· · ·
∫ tM
tM+1=0
∑
~θ∈T(1,1)M
[
CM+30
∫
Dp+×Dq+1−
p∑
i=1
`(zi, y) Ψ
~θ(~z, ~w)
]
. (6.50)
By the same argument as that for i = 2, we have, for each M ≥ 1,∫ t
t2=0
· · ·
∫ tM
tM+1=0
∑
~θ∈T(1,1)M
∫
Dp+×Dq+1−
p∑
i=1
`(zi, y) Ψ
~θ(~z, ~w)
≤ CM
∫ t
t2=0
· · ·
∫ tM−1
tM=0
∫ tM
tM+1=0
(M + 1√
tM+1
) ∑
~υ ∈S(1,1)M
1√
(tυ1 − t2) (tυ2 − t3) · · · (tυM − tM+1)
≤ CM
∫ t
t2=0
· · ·
∫ tM−1
tM=0
(M + 1)
∑
~υ ∈S(1,1)M−1
1√
(tυ1 − t2) (tυ2 − t3) · · · (tυM−1 − tM )
·
(∫ tM
tM+1=0
M + 1√
(tM − tM+1) tM+1
dtM+1
)
= CM (M + 1)2 pi
∫ t
t2=0
· · ·
∫ tM−1
tM=0
∑
~υ ∈S(1,1)M−1
1√
(tυ1 − t2) (tυ2 − t3) · · · (tυM−1 − tM )
≤ CM t(M−1)/2,
where we have used the facts that
∫ tM
0
1√
s(tM−s)
ds = pi and that υM ≤ M . The extra factor (M + 1)
in the second inequality comes from the number of children (in S(1,1)M ) for each leaf in S
(1,1)
M−1. Therefore,
(6.50) is at most
C30
∞∑
M=0
(C0 C)
M t(M−1)/2 ≤ C
3
0 C√
t
.
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The term for i = 4 is symmetric to that of i = 3, hence the upper bound is of the same form.
Finally, the term for i = 5 can be compared to the term for i = 2 directly, since sup(x,y)
`(x,y)
N ≤
δd−1 ≤ 1 under Assumption 4.2 and hence we can ignore the factor `(zi, wj). Therefore, the term for
i = 5 is at most C40 C.
From the above five estimates for the RHS of (6.48), it follows that
N
∫
(x,y)∈D+×D−
∫
(x˜,y˜)∈D+×D−
`(x, y) `(x˜, y˜)
∣∣∣E(1,1)t (x, y, x˜, y˜)∣∣∣
≤ C
(
C40
√
u√
t
+
C50 u√
t
+
C40 u
Nδ2dN
+
C30√
t
+ C40
)
for N ≥ N(D+, D−), where C = C(D+, D−, T ) > 0.
This proves (6.38) and hence the lemma.
6.3.2 A technical lemma towards Boltzman-Gibbs principle
The goal for this subsection is to prove the following lemma, which is an indicator of the validity of the
Boltzman-Gibbs principle for our annihilating diffusion model. It is instructive to compare the statement
of Lemma 6.23 below with that of Lemma 6.22.
Lemma 6.23. Suppose Assumption 4.2 holds. For any T > 0, there exists C = C(D+, D−, T ) > 0,
N0 = N0(D+, D−) and positive constants {CN} satisfying limN→∞ CN = 0 such that
E
[ ∣∣∣ ∫ t
0
ZNs
(
〈`ϕs, f−s 〉−, 〈`ϕs, f+s 〉+
)
−
√
N
(
〈`ϕs, ⊗s〉 − E[〈`ϕs, ⊗s〉]
)
ds
∣∣∣2 ] ≤ CN ‖ϕ‖2 t3/2
whenever 0 ≤ t ≤ T0 := T ∧ (C0 C)−2, for any N > N0 and any bounded function ϕt(x, y) on [0, T0] ×
D+ ×D− with uniform norm ‖ϕ‖. Here ⊗s := XN,+s ⊗ XN,−s in abbreviation.
Proof The proof follows from the same argument that we used for Lemma 6.22. Namely, we first write
the LHS in terms of the generalized correlation functions (more specifically in terms of Eu,r = E
(n,m),(p,q)
u,r
defined in (6.37)); we then bound Eu,r in terms of Eu,0 via (6.43); finally we estimate Eu,0. However,
unlike Lemma 6.22, the LHS here vanishes in the limit due to a ’magical cancelations’ of the first two
terms in the asymptotic expansion of the correlation functions. See (6.57) and (6.58) in the proof below.
Step 1: Abbreviations and notations.
To avoid unnecessary complications, we assume ϕs = 1 in the proof. The general case follows from
a routine modification. By the fact (which follows from Fubinni’s theorem and a change of variable
r = v − u) (∫ t
0
h(s) ds
)2
= 2
∫ t
u=0
∫ t
v=u
h(u)h(v) dv du = 2
∫ t
u=0
∫ t−u
r=0
h(u)h(r) dr du,
we have
E
[ ∣∣∣ ∫ t
0
ZNs
(
〈`, f−s 〉−, 〈`, f+s 〉+
)
−
√
N
(
〈`, ⊗s〉 − E[〈`, ⊗s〉]
)
ds
∣∣∣2 ]
= N E
[ ∣∣∣ ∫ t
0
〈αs, XN,+s 〉+ 〈βs, XN,−s 〉 − 〈`, ⊗s〉 − E[〈αs, XN,+s 〉+ 〈βs, XN,−s 〉 − 〈`, ⊗s〉] ds
∣∣∣2 ]
= N E
[ ∣∣∣ ∫ t
0
(ηs − ξs) − E[ηs − ξs] ds
∣∣∣2 ]
= 2N
∫ t
0
∫ t
u
E[(ηu − ξu)(ηv − ξv)] − E[ηu − ξu] · E[ηv − ξv] dv du, (6.51)
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where we have used the abbreviations
αs := 〈`, f−s 〉−, βs := 〈`, f+s 〉+, ηs := 〈αs, XN,+s 〉+ 〈βs, XN,−s 〉 and ξs := 〈`, ⊗s〉. (6.52)
Note that we have, for example,
E[ηs] =
∫
D+
αs(x)F
(1,0)
s (x) dx+
∫
D−
βs(y)F
(0,1)
s (y) dy
=
∫
D+×D−
`(x, y) f−s (y)F
(1,0)
s (x) + `(x, y) f
+
s (x)F
(0,1)
s (y) dx dy.
Step 2: Write LHS in terms of correlation functions.
Direct calculation yields
E[(ηu − ξu)(ηv − ξv)] = E[ηuηv − ηvξu − ηuξv + ξuξv]
=
∫
D2+
αu(x1)αv(x2)F
(10)(10)
u,v (x1, x2) +
∫
D+×D−
αu(x1)βv(y2)F
(10)(01)
u,v (x1, y2)
+
∫
D+×D−
αu(x2)βv(y1)F
(01)(10)
u,v (x2, y1) +
∫
D2−
βu(y1)βv(y2)F
(01)(01)
u,v (y1, y2)
−
∫
D2+×D−
αv(x2) `(x1, y1)F
(11)(10)
u,v ((x1, y1), x2)−
∫
D+×D2−
βv(y2) `(x1, y1)F
(11)(01)
u,v ((x1, y1), y2)
−
∫
D2+×D−
αu(x1) `(x2, y2)F
(10)(11)
u,v (x1, (x2, y2))−
∫
D+×D2−
βu(y1) `(x2, y2)F
(01)(11)
u,v (y1, (x2, y2))
+
∫
D2+×D2−
`(x1, y1) `(x2, y2)F
(11)(11)
u,v ((x1, y1), (x2, y2)).
Computing E[ηu − ξu] · E[ηv − ξv] in the same way, then using the definition of αs and βs in (6.52), we
can rewrite the integrand in (6.51) as follows.
E[(ηu − ξu)(ηv − ξv)]− E[ηu − ξu] · E[ηv − ξv] (6.53)
=
∫
D2+×D2−
`(x1, y1) `(x2, y2)
{
f−u (y1)f
−
v (y2)
[
F (10)(10)u,v (x1, x2)− F (10)u (x1)F (10)v (x2)
]
+f−u (y1)f
+
v (x2)
[
F (10)(01)u,v (x1, y2)− F (10)u (x1)F (01)v (y2)
]
+f+u (x1)f
−
v (y2)
[
F (01)(10)u,v (y1, x2)− F (01)u (y1)F (10)v (x2)
]
+f+u (x1)f
+
v (x2)
[
F (01)(01)u,v (y1, y2)− F (01)u (y1)F (01)v (y2)
]
−f−v (y2)
[
F (11)(10)u,v ((x1, y1), x2)− F (11)u (x1, y1)F (10)v (x2)
]
−f+v (x2)
[
F (11)(01)u,v ((x1, y1), y2)− F (11)u (x1, y1)F (01)v (y2)
]
−f−u (y1)
[
F (10)(11)u,v (x1, (x2, y2))− F (10)u (x1)F (11)v (x2, y2)
]
−f+u (x1)
[
F (01)(11)u,v (y1, (x2, y2))− F (01)u (y1)F (11)v (x2, y2)
]
+
[
F (11)(11)u,v ((x1, y1), (x2, y2))− F (11)u (x1, y1)F (11)v (x2, y2)
]}
.
Note that each of the nine terms can be written in terms of
E(n,m),(p,q)u,r (~x, ~y, ~z, ~w) := F
(n,m),(p,q)
u,u+r (~x, ~y, ~z, ~w)− F (n,m)u (~x, ~y) · F (p,q)u+r (~z, ~w)
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defined in (6.37), where r = v−u. We split these nine terms into three groups Λ1(u, v)+Λ2(u, v)+Λ3(u, v),
where Λ1(u, v) consists of the first, third and fifth terms; Λ2(u, v) consists of the second, forth and sixth
terms; and Λ3(u, v) consists of the last three terms. That is,
Λ1(u, v) :=
∫
D2+×D2−
`(x1, y1) `(x2, y2)
{
f−u (y1)f
−
v (y2)E
(10)(10)
u,r (x1, x2)
+f+u (x1)f
−
v (y2)E
(01)(10)
u,r (y1, x2)− f−v (y2)E(11)(10)u,r ((x1, y1), x2)
}
, (6.54)
Λ2(u, v) :=
∫
D2+×D2−
`(x1, y1) `(x2, y2)
{
f−u (y1)f
−
v (y2)E
(10)(10)
u,r (x1, x2)
+f−u (y1)f
+
v (x2)E
(10)(01)
u,r (x1, y2) + f
+
u (x1)f
+
v (x2)E
(01)(01)
u,r (y1, y2)
−f+v (x2)E(11)(01)u,r ((x1, y1), y2)
}
(6.55)
and
Λ3(u, v) :=
∫
D2+×D2−
`(x1, y1) `(x2, y2)
{
− f−u (y1)E(10)(11)u,r (x1, (x2, y2))
−f+u (x1)E(01)(11)u,r (y1, (x2, y2))
+E(11)(11)u,r ((x1, y1), (x2, y2))
}
. (6.56)
Step 3: Cancelations. To illustrate the ‘magical cancelations’ mentioned at the beginning of the
proof, we first provide details of these cancelations for Λ3.
Note that we can bound Eu,r in terms of Eu,0 via (6.43). Consider the first among the three terms in
Λ3 with Eu,r replaced Eu,0. We apply (6.45) to write F
(10)(11)
u,u in terms of F
(21)
u plus a lower order term.
This gives
−
∫
D2+×D2−
`(x1, y1) `(x2, y2) f
−
u (y1)E
(10)(11)
u,0 (x1, (x2, y2))
= −
∫
D2+×D2−
`(x1, y1) `(x2, y2) f
−
u (y1)
(
F (21)u (x1, x2, y2)− F (10)u (x1)F (11)u (x2, y2)
)
− 1
N
∫
D+×D2−
`(x, y1) `(x, y2) f
−
u (y1)F
(11)
u (x, y2).
Similarly, when r = 0, the second term and the third term in Λ2 are, respectively,
−
∫
D2+×D2−
`(x1, y1) `(x2, y2) f
+
u (x1)E
(01)(11)
u,0 (x2, (y1, y2))
= −
∫
D2+×D2−
`(x1, y1) `(x2, y2) f
+
u (x1)
(
F (12)u (x2, y1, y2)− F (01)u (y1)F (11)u (x2, y2)
)
− 1
N
∫
D2+×D−
`(x1, y) `(x2, y) f
+
u (x1)F
(11)
u (x2, y)
and ∫
D2+×D2−
`(x1, y1) `(x2, y2)E
(11)(11)
u,0 ((x1, y1), (x2, y2))
=
∫
D2+×D2−
`(x1, y1) `(x2, y2)
(
F (22)u (x1, x2, y1, y2)− F (11)u (x1, y1)F (11)u (x2, y2)
)
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+
1
N
∫
D+×D2−
`(x, y1) `(x, y2)F
(12)
u (x, y1, y2)
+
1
N
∫
D2+×D−
`(x1, y) `(x2, y)F
(21)
u (x1, x2, y)
+
1
N2
∫
D+×D−
`2(x, y)F (11)u (x, y).
Now we add up the three equations above. The sum of the lower order terms is, by Theorem 6.15 or
(6.34), of order o(N)/N (i.e. a term which tends to zero even if we multiply it by N) uniformly for
u ∈ [0, t]. On other hand, the sum of the leading terms is, by Theorem 6.15 again, equal to∫
D2+×D2−
`(x1, y1) `(x2, y2)
{
− f−u (y1)
(
F (21)u (x1, x2, y2)− F (10)u (x1)F (11)u (x2, y2)
)
− f+u (x1)
(
F (12)u (x2, y1, y2)− F (01)u (y1)F (11)u (x2, y2)
)
+F (22)u (x1, x2, y1, y2)− F (11)u (x1, y1)F (11)u (x2, y2)
}
=
1
N
∫
D2+×D2−
`(x1, y1) `(x2, y2)
{
− f−u (y1)
(
B(21)u (x1, x2, y2)−A(10)u (x1)B(11)u (x2, y2)−B(10)u (x1)A(11)u (x2, y2)
)
− f+u (x1)
(
B(12)u (x2, y1, y2)−A(01)u (y1)B(11)u (x2, y2)−B(01)u (y1)A(11)u (x2, y2)
)
+B(22)u (x1, x2, y1, y2)−A(11)u (x1, y1)B(11)u (x2, y2)−B(11)u (x1, y1)A(11)u (x2, y2)
}
+ o(N)/N
=
−1
N
∫
D2+×D2−
`(x1, y1) `(x2, y2)
{
− f−u (y1)
(
Gu(x1, y2)f
+
u (x2) +G
+
u (x1, x2)f
−
u (y2)
)
− f+u (x1)
(
Gu(x2, y1)f
+
u (x1) +G
−
u (y1, y2)f
+
u (x2)
)
+
(
Gu(x1, y2)f
+
u (x2)f
−
u (y1) +Gu(x2, y1)f
+
u (x1)f
−
u (y2)
)
+
(
G+u (x1, x2)f
−
u (y1)f
−
u (y2) +G
−
u (y1, y2)f
+
u (x1)f
+
u (x2)
) }
+ o(N)/N by (6.35)
= o(N)/N. (6.57)
The two o(N)/N terms are the same and can be kept track of via the computation in the proof of Corollary
6.18. Note that all terms involving G, G+, G− cancel out in the last equality. The cancelation in (6.57),
together with the cancelation for the lower order terms, are the ‘magical cancelations’ mentioned at the
beginning of the proof.
The same type of ‘magical cancelations’ occur for each of Λ1 and Λ2 by the same reasons. In short,
applying (6.45) and (6.35) to each of the six terms in Λ1 + Λ2, we see that the sum of these six terms
when r = 0 is, up to an additive error of order o(N)/N which is uniform for u ∈ [0, t], equal to
1
N
∫
D2+×D2−
`(x1, y1) `(x2, y2)
{
f−u (y1)f
−
v (y2)
(
B(20)u (x1, x2)−A(10)u (x1)B(10)u (x2)−B(10)u (x1)A(10)u (x2)
)
+ f−u (y1)f
+
v (x2)
(
B(11)u (x1, y2)−A(10)u (x1)B(01)u (y2)−B(10)u (x1)A(01)u (y2)
)
+ f+u (x1)f
−
v (y2)
(
B(11)u (x2, y1)−A(01)u (y1)B(10)u (x2)−B(01)u (y1)A(10)u (x2)
)
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+ f+u (x1)f
+
v (x2)
(
B(02)u (y1, y2)−A(01)u (y1)B(01)u (y2)−B(01)u (y1)A(01)u (y2)
)
− f−v (y2)
(
B(21)u (x1, x2, y1)−A(11)u (x1, y1)B(10)u (x2)−B(11)u (x1, y1)A(10)u (x2)
)
− f+v (x2)
(
B(12)u (x1, y1, y2)−A(11)u (x1, y1)B(01)u (y2)−B(11)u (x1, y1)A(01)u (y2)
) }
=
−1
N
∫
D2+×D2−
`(x1, y1) `(x2, y2)
{
f−u (y1)f
−
v (y2)G
+
u (x1, x2) + f
−
u (y1)f
+
v (x2)Gu(x1, y2)
+ f+u (x1)f
−
v (y2)Gu(x2, y1) + f
+
u (x1)f
+
v (x2)G
−
u (y1, y2)
− f−v (y2)
(
Gu(x2, y1)f
+
u (x1) +G
+
u (x1, x2)f
−
u (y1)
)
− f+v (x2)
(
Gu(x1, y2)f
−
u (y1) +G
−
u (y1, y2)f
+
u (x1)
) }
= 0. (6.58)
Observe that on the RHS of Λ3(u, v) in (6.56), if we view u and (x1, y1) as fixed variables, then
Υ(p,q)r (x2, y2) := −f−u (y1)E(10)(pq)u,r (x1, (x2, y2))− f+u (x1)E(01)(pq)u,r (y1, (x2, y2))
+E(11)(pq)u,r ((x1, y1), (x2, y2))
satisfies
Υ(p,q)r = P
(p,q)
r Υ
(p,q)
0 −
∫ r
0
P
(p,q)
r−θ
(
V +Υ
(p,q+1)
θ + V
−Υ(p+1,q)θ +
Q
N
E
(p,q)
θ
)
dθ (6.59)
since E
(p,q)
r satisfies (6.40). That is, {Υ(p,q)} and {E(p,q)} solve the same hierarchy of equations, but the
initial condition Υ
(p,q)
0 is of smaller order of magnitude o(N)/N , by the above cancelations. Following
the same argument that we used for Lemma 6.22, with Υ
(p,q)
r in place of E
(p,q)
r , while keeping track of
these o(N) terms, we obtain
N
∫ t
0
∫ t
u
Λ3(u, v) dv du ≤ o(N) t3/2 (6.60)
whenever 0 ≤ t ≤ T0 := T ∧(C0 C)−2 and N > N0. By the same argument, (6.60) holds with Λ3 replaced
by either Λ1 or Λ2.
Recall that the integrand of (6.51) is Λ1 + Λ2 + Λ3. The proof is complete.
6.4 Proof of main theorem
With all the results developed in the previous sections, the proof of Theorem 5.1 is ready to be presented
in this section. Recall Steps 1-6 in the outline of proof at the end of Section 5. We will establish tightness
of {ZN} (which is Step 2) and then identify any subsequential limit through Steps 1, 3, 4, 5 and 6. Note
that for Steps 1, 3, 4 and 5, we do not need to go into the analysis of correlation functions; the results
for these steps are for arbitrary time interval rather than for a short time interval as in Steps 2 and 6.
The following is Step 2 in the outline of proof for Theorem 5.1. Note that we do not need any estimate
about the evolution systems UN(t,s) and U(t,s) for this step. The key of the proof is Lemma 6.22.
Theorem 6.24. (Step 2: Tightness) Suppose Assumption 4.2 holds and α > d ∨ (d/2 + 2). For any
T > 0, there exists C = C(D+, D−, T ) > 0 such that {ZN} is tight in D([0, T0], H−α), where T0 :=
T ∧ (‖u+0 ‖ ∨ ‖u−0 ‖)−2 C. Moreover, any subsequential limit has a continuous version.
Proof We first prove the following one dimensional tightness result: For any φ± ∈ C(D±) fixed (such
as eigenfunctions), {(YN,+(φ+), YN,−(φ−))}N is tight in D([0, T0],R2). For this, it suffices to show
{ZN := YN,+(φ+) + YN,−(φ−)}N is tight in D([0, T ],R) for any fixed φ± ∈ H± (cf. Problem 22 in
Chapter 3 of [14]). By Prohorov’s Theorem. It suffices to show that
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(i) for all t ∈ [0, T0] and 0 > 0, there exists K ∈ (0,∞) s.t. limN→∞ P (|ZN (t)| > K) < 0; and that
(ii) for all 0 > 0, we have
lim
δ→0
lim
N→∞
P
 sup
|t−s|<δ
0≤s,t≤T
∣∣ZN (t)− ZN (s)∣∣ > 0
 = 0.
By (5.4) and (5.5), we have ZN := YN,+(φ+) + YN,−(φ−) satisfies
ZN (t)− ZN (s) =
∫ t
s
YN,+r (
1
2
∆φ+) + YN,−r (
1
2
∆φ−) dr
−
√
N
∫ t
s
〈`(φ+ + φ−), XN,+r ⊗ XN,−r 〉 − E[〈`(φ+ + φ−), XN,+r ⊗ XN,−r 〉] dr
+MN (t)−MN (s) (6.61)
for 0 ≤ s ≤ t, where MN (t) is a real valued F (X
N,+,XN,−)
t -martingale with quadratic variation∫ t
0
〈|∇φ+|2, XN,+s 〉+ 〈|∇φ−|2, XN,−s 〉+ 〈`(φ+ + φ−)2, XN,+s ⊗ XN,−s 〉 ds. (6.62)
(i) is implied by the fact that supN≥N0(D) E[(ZN (t))
2] <∞ for all t ∈ [0, T0] and α > d. This fact can
be proved as follows: By definition of the correlation functions, the covariance
E
[
YN,+t (φ)YN,+t (ψ)
]
(6.63)
= N
(
E[〈φ,XN,+t 〉〈ψ,XN,+t 〉]− E[〈φ,XN,+t 〉]E[〈ψ,XN,+t 〉]
)
= N
(∫
D2+
φ(x1)ψ(x2)F
(2,0)
t (x1, x2) dx1dx2 +
1
N
∫
D+
(φψ)(x)F
(1,0)
t (x)dx
−
∫
D+
φ(x1)F
(1,0)
t (x1)dx1 ·
∫
D+
ψ(x2)F
(1,0)
t (x2)dx2
)
=
∫
D+
(φψ)(x)f+t (x)dx+N
∫
D2+
φ(x1)ψ(x2)
(
F
(2,0)
t (x1, x2)− F (1,0)t (x1)F (1,0)t (x2)
)
dx1dx2.
By Theorem 6.15 and Lemma 6.5, the absolute value of the last quantity in (6.63) is bounded above by
C0
∫
D+
|(φψ)(x)|dx+ ‖φ‖ ‖ψ‖
(∫
D2+
|G+(x1, x2)| dx1dx2 + (C0 C)
2 t
N δ2d
)
≤ C ‖φ‖ ‖ψ‖
(
C0 + C
3
0 t
3/2 +
C20 t
N δ2d
)
≤ C ‖φ‖ ‖ψ‖ (C0 ∨ 1)
for all 0 ≤ t ≤ T ∧ (C0 C)−2 and N ≥ N0(D), where C0 := ‖u+0 ‖ ∨ ‖u−0 ‖ and C = C(D+, D−, T ). In
particular, E[(YN,+t (φ+k ))2] ≤ C ‖φ+k ‖2. Similarly, we have E[(YN,−t (φ−k ))2] ≤ C ‖φ−k ‖2. Therefore, when
α > d, we have E[(ZN (t))2] <∞ for all t ∈ [0, T0] and N ≥ N0(D) (as in the proof of Lemma 4.3). Hence
(i) is satisfied.
It remains to show that (ii) holds with ZN (t)−ZN (s) replaced by each of the three terms on the RHS
of (6.61). For the first term, (2) holds by Chebyshev’s inequality, Holder’s inequality and (6.63). For
the second term, (2) holds by Lemma 6.22. For the third term, namely MN (t) −MN (s), we have (ii)
holds upon applying Chebyshev’s inequality, Doob’s maximal inequality and the explicit expression for
the quadratic variation (6.62). Hence we have one dimensional tightness for fixed φ± ∈ C(D±).
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Following the same proof of [9, Theorem 4.7], we complete the proof by using the definition (4.3) of
the metric of H−α and the condition on α.
We identify any subsequential limit of {ZN} for the rest of this section. Steps 1, 3, 4 and 5 follow from
the method developed in [9], via the estimates for UN(t,s) and U(t,s) that we developed. We now present
the precise statements that we obtain.
Using Lemma 5.5, we can follow the proof of [9, Theorem 4.3] to obtain the following.
Theorem 6.25. (Step 1) Suppose α > d∨ (d/2+1). For all N large enough, there exists a ca`dla`g square
integrable H−α-valued FNt -martingale MN = (MNt )t≥0 such that
ZNt = UN(t,0)ZN0 +
∫ t
0
UN(t,s) dM
N
s +
∫ t
0
UN(t,s)(B
N
s ZNs −KNs ) ds for t ≥ 0, P− a.s, (6.64)
where UN(t,s) is defined in Definition 6.8 and FNt is the natural filtration of the annihilating diffusion
process. Moreover, MN has bounded jumps and predictable quadratic variation given by (5.5).
As a remark, equation (6.64) is equivalent to (5.4) by variation of constant (see Section 2.1.2 of [18]).
For Step 4, it can be checked that we have the following, as in [9, Theorem 4.8].
Lemma 6.26. (Step 4) For α > d+ 2 and T > 0, we have
UN(t,0)ZN0 L−→U(t,0)Z0 in D([0, T ],H−α).
Moreover, U(t,0)Z0 has a version in Cγ([0, T ], H−α) for any γ ∈ (0, 1/2).
By Theorem 3.6 and Lemma 6.1, we can check that the quadratic variation of MN converges in
probability to the deterministic quantity (5.3). Hence, by a standard functional central limit theorem for
semi-martingales (see, e.g., [26]), we have for any φ± ∈ DomFeller(A±) fixed, {MN (φ+, φ−)} converges
in distribution in D([0, T ],R) to a continuous Gaussian martingale with independent increments and
covariance functional (5.3). In fact, following the proof of [9, Theorem 4.6], we obtain Step 3.
Theorem 6.27. (Step 3) When α > d ∨ (d/2 + 1), the square-integrable martingale {MN} in Theorem
6.25 converges to M in distribution in D([0, T ],H−α) for any T > 0, where M is the (unique in distri-
bution) continuous square-integrable H−α-valued Gaussian martingale with independent increments and
covariance functional characterized by (5.3).
With Lemma 6.1, we can check, as in [9], that the expression
∫ t
0
U(t,s)dMs is well-defined. That is
U(t,s) (for s ∈ [0, t]) lies within the class of integrands with respect to M . Furthermore, following the
same proof for [9, Theorem 4.9], we obtain the following.
Theorem 6.28. (Step 5) For α > d+ 2 and T > 0, we have∫ t
0
UN(t,s)dM
N
s
L−→
∫ t
0
U(t,s)dMs in D([0, T ],H−α) (6.65)
Moreover,
∫ t
0
U(t,s)dMs has a version in C
γ([0, T ], H−α) for any γ ∈ (0, 1/2).
Finally, we complete Step 6 towards the proof of Theorem 5.1. The key is Lemma 6.23.
Theorem 6.29. (Step 6: Boltzman-Gibbs principle) Suppose α > d+ 2 and Assumption 4.2 holds. For
any T > 0, there exists C = C(D+, D−, T ) > 0 such that∫ t
0
UN(t,s)(B
N
s ZNs −KNs ) ds L−→ 0 in D([0, T0], H−α), (6.66)
where T0 := T ∧ (C0 C)−2, the operator UN(t,s) is defined in (6.8),
BNs µ(φ+, φ−) := µ
( 〈`(φ+ + φ−), f−s 〉−, 〈`(φ+ + φ−), f+s 〉+ ) and
KNs (φ+, φ−) :=
√
N
(
〈`δN (φ+ + φ−), XN,+s ⊗ XN,−s 〉 − E[〈`(φ+ + φ−), XN,+s ⊗ XN,−s 〉]
)
.
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Proof Observe that α > d (we will need α > d + 2 later in the proof) guarantees, base on Weyl’s law
(4.4) and (4.5), that ∑
k≥1
( ‖φ+k ‖2
(1 + λ+k )
α
+
‖φ−k ‖2
(1 + λ−k )α
)
<∞.
Using the definition of the norm | · |−α is defined in (4.3), the uniform bound (6.19) and Lemma 6.23,
we have the following: For any T > 0, there exists a constant C = C(D+, D−, T ) > 0, an integer
N0 = N0(D+, D−) and positive constants {CN} satisfying limN→∞ CN = 0 such that
E
[ ∣∣∣ ∫ t
0
UN(t,s)(B
N
s ZNs −KNs ) ds
∣∣∣2
−α
]
≤ CN t3/2 (6.67)
whenever 0 ≤ t ≤ T0 := T ∧ (C0 C)−2 and N > N0. In particular, we have, for α > d,
lim
N→∞
sup
t∈[0, T0]
E
[ ∣∣∣ ∫ t
0
UN(t,s)(B
N
s ZNs −KNs ) ds
∣∣∣2
−α
]
= 0. (6.68)
On other hand, the process eN (t) :=
∫ t
0
UN(t,s)(B
N
s ZNs −KNs ) ds is tight in D([0, T0], H−α). This can be
verified by the same argument that we used for Z in the proof of Theorem 6.24. Precisely, by (6.64), we
have almost surely,
eN (t) = ZNt −UN(t,0)ZN0 −
∫ t
0
UN(t,s) dM
N
s for t ≥ 0.
Each of the three terms on the RHS is C-tight (i.e. has only continuous limits) in D([0, T0], H−α) by
Theorem 6.24, Lemma 6.26 and Theorem 6.28 respectively, provided that α > d + 2. Hence eN is tight
in D([0, T0], H−α). Now Theorem 6.29 follows from (6.68).
This completes the proof of Theorem 5.1.
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