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a b s t r a c t
In recent years, both parameter estimation and fractional calculus have attracted a
considerable interest. Parameter estimation of the fractional dynamical models is a new
topic. In this paper, we consider novel techniques for parameter estimation of fractional
nonlinear dynamicalmodels in systemsbiology. First, a computationally effective fractional
Predictor–Corrector method is proposed for simulating fractional complex dynamical
models. Second, we convert the parameter estimation of fractional complex dynamical
models into a minimization problem of the unknown parameters. Third, a modified hybrid
simplex search (MHSS) and a particle swarm optimization (PSO) is proposed. Finally, these
techniques are applied to a dynamical model of competence induction in a cell with
measurement error and noisy data. Some numerical results are given that demonstrate
the effectiveness of the theoretical analysis.
Crown Copyright© 2011 Published by Elsevier Ltd. All rights reserved.
1. Introduction
In recent years, parameter estimation has attracted a considerable interest [1,2] both inmathematics and in applications,
particularly computational biology [3,4].
In computational biology, there are broad classes of parameter estimation problems that can be described as problems
that seek to go backwards from measurement data sets to estimated parameter values, such as, for example, specific rates
of reactions for compounds [5,6,1,7,8]. The parameter estimation literature features many papers by researchers seeking
the rates of some chemical reactions or to determine approximate values of the coefficients in the differential equations
governing a particular phenomenon [8,9]. The governing deterministic dynamics can be written as the following ordinary
differential equations [10]:
du(t)
dt
= f (t, u, λ1, λ2, . . . , λm), (1)
u(0) = u0, (2)
where λ1, λ2, . . . , λm are parameters, m is the number of reactions, n is the number of species, 0 ≤ t ≤ T , u =
(u1, u2, . . . , un) and f = (f1, f2, . . . , fn) are n-dimensional vector functions, fi, (i = 1, 2, . . . , n) may be nonlinear with
respect to the parameters.
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Eq. (1) can be rewritten in the following form:
du1(t)
dt
= f1(t, u, λ1, λ2, . . . , λm),
du2(t)
dt
= f2(t, u, λ1, λ2, . . . , λm),
...
dun(t)
dt
= fn(t, u, λ1, λ2, . . . , λm)
(3)
with initial condition (2):
u1(0) = u01,
u2(0) = u02,
...
un(0) = u0n.
(4)
In recent years, various fields of science and engineering deal with dynamical systems that can be described by fractional
differential equations [11,12], for example, computational biology [13,14], physics [15], chemistry and biochemistry [16],
and hydrological applications [17] due to anomalous diffusion effects in constrained environments.
Diffusive processes are crucial to biological interactions. However, the environments in which these processes take place
have high densities and viscosities due to molecular crowding. Biological media exhibit a large degree of complexity and
heterogeneity and often exhibits substantial compartmentalization [18].
According to the standard diffusion equation, the mean square deviation of a particle from its starting site on a two-
dimensionalmembrane grows linearlywith time, i.e.MSD ∝ t . However, in a spatially crowded environment, this parameter
is often found to vary with a positive fractional power of time, which is smaller than 1, i.e. MSD ∝ tα , where α is called
the anomalous exponent (which is equal to 1 for normal diffusion). This phenomenon is called anomalous diffusion or
subdiffusion. Biologically, anomalous diffusion may be a way to localize biomolecules and to control cellular signalling [19].
Kopelman [20,21] observed that, for crystalline alloys macromolecular crowding can affect the nature of chemical
reactions, and postulated a time-dependent behaviour for the rate constants. Following the work of Kopelman, there is
now a very strong experimental evidence of anomalous diffusive behaviour of proteins both on membranes and within
the cytosol. This anomalous behaviour can arise in many ways, such as through macromolecular crowding and cytoskeletal
corralling, whereby, proteins are corralled due to the interaction with the cytoskeleton beneath the membrane [22].
Anomalous diffusion has been found experimentally to take place in cells and on cell membranes by a number of inves-
tigators. Different methods have been used to study such processes, including, Single Particle Tracking (SPT) [23], Fluores-
cence Recovery after Photobleaching [24] and Fluorescence Correlation Spectroscopy [25]. Despite this, the quantification
of the degree and nature of the anomalous diffusion has been proven to be difficult [19] due to experimental limitations.
Nevertheless, some estimates of the anomalous exponent and other parameters have been reported. For example, Smith and
collaborators estimated α ≈ 0.49± 0.16 for diffusion of proteins on HeLa cell surfaces [23]. Shav-Tal et al. [26] developed a
system in which coloured fluorescent proteins allow both mRNA and translate proteins to be tracked inside the nucleus of
a living mammalian cell. They observed purely diffusive behaviour approximately 58% of the time and corralled behaviour
approximately 42% of the time. In different settings, Wachsmuth et al. [27] measured the diffusion behaviour of proteins
and estimated a value for the anomalous parameter α = 0.87. In three dimensions, the corresponding value for α at the
percolation threshold is approximately α = 0.54, and this suggests that the obstacle density in the nucleus is far from the
threshold. On the other hand, Schwille et al. [28] showed that diffusion on membranes is anomalous with α = 0.74 and
that value is close to the percolation threshold in two dimensions (which corresponds to α = 0.69).
It is possible to test some of these ideas by using careful detailed Monte Carlo simulations of protein motion on a
membrane or within a cell. For the Michaelis–Menten reactions with different obstacle densities, Berry [18], Schnell and
Turner [29] and Turner et al. [30] used Monte Carlo simulations to estimate the effective time rate constants that Kopelman
observed experimentally. Berry varied a two-dimensional simulation continuously from no obstacles to a percolation
threshold (corresponding to an obstacle density of approximately 40%) and showed that α decreases from one to a value
of approximately 0.69. Nicolau Jr. and Burrage [31] showed how to use Monte Carlo simulations to estimate an anomalous
diffusion parameter that encapsulates the crowdedness of the spatial environment. They then use this parameter to replace
the rate constants of bimolecular reactions by a time-dependent power law to produce an SSA, valid in cases where
anomalous diffusion occurs or the system is not well mixed (ASSA). Nicolau Jr. et al. [32] analysed the sources of anomalous
diffusion in a detailed simulation study. Three different interactions were considered: collisions with fixed obstacles, picket
fence compartmentalization leading to ‘‘hop’’ diffusion and capture by (or exclusion from) lipid rafts. In combination, these
mechanisms can explain the level of anomaly in experimentally observed membrane diffusion, suggesting that anomalous
diffusion is caused by multiple mechanisms whose effects are approximately additive.
In this paper, we consider the behaviour of a genetic regulatory feedback model in Bacillus subtilis. Bacillus subtilis, also
known as the hay Bacillus, is a bacterium found in soil. It has a tough predictive endospace allowing it to tolerate extreme
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environmental conditions. At the heart of this genetic circuit is ComK, the master transcription factor that can activate its
own expression as well as the ComS operon [9]. The ComS peptide competitively inhibits ComK degradation through the
MecA complex. The model developed in [9] is a highly nonlinear coupled ordinary differential equation. But, in fact, the
translocation of the associated proteins with ComK and ComS occurs in a crowded cell and in light of the above description,
it is important to consider their dynamics in amodelling setting that captures this spatially constrained environment. Hence
we will consider a fractional model that captures the anomalous diffusive behaviour.
A fractional dynamical system can be derived from a continuous time randomwalk model when the transport is disper-
sive [33] or a continuous time random walk model with temporal memory and sources [34]. The topic has received a great
deal of attention recently, for example, in systems biology [14], chemistry and biochemistry applications [16]. Fractional
kinetic equations have been proved to be particularly useful in the context of anomalous slow diffusion (subdiffusion) [15].
The governing deterministic dynamics can be written as the following fractional ordinary differential equation:
du(t)
dt
=0 D1−γt f (t, u, λ1, λ2, . . . , λm), t > a, (5)
where aD
1−γ
t u denotes the Riemann–Liouville fractional derivative of order 1− γ defined by [13,35]
aD
1−γ
t u(t) =

du
dt
, γ = 0;
1
Γ (γ )
d
dt
∫ t
a
u(τ )
(t − τ)1−γ dτ , 0 < γ < 1;
u, γ = 1.
(6)
This is a fractional system identification problem [36,37].
In this paper, we consider the following parameter estimation problem of fractional dynamical model.
du1(t)
dt
=a D1−γ1t f1(t, u1, . . . , un, λ1, . . . , λm),
du2(t)
dt
=a D1−γ2t f2(t, u1, . . . , un, λ1, . . . , λm),
...
dun(t)
dt
=a D1−γnt fn(t, u1, . . . , un, λ1, . . . , λm)
(7)
with initial condition (4).
2. Fractional Predictor–Corrector techniques
In this section, numerical techniques for simulating fractional-order nonlinear ordinary differential equations (8) are
presented.
First, we consider the following fractional-order nonlinear ordinary differential equation:
du(t)
dt
=a D1−γt f (t, u) (8)
with initial condition
u(0) = u0, (9)
where 0 < γ < 1.
It is well known that the initial-value problem (8) and (9) is equivalent to the Volterra integral equation
u(t) = u0 + 1
Γ (γ )
∫ t
0
(t − τ)γ−1 [f (τ , u(τ ))] dτ . (10)
For the sake of simplicity, we assume that we are working on a uniform grid tj = jτ , j = 0, 1, . . . ,Mτ = T .
The issue of stability is very important when implementing the method on a computer in finite-precision arith-
metic because we must take into account the effects introduced by rounding errors. It is known that the classical
Adams–Bashforth–Moultonmethod for first order ordinary differential equations is a reasonable and practically useful com-
promise in the sense that its stability properties allow for a safe application to mildly stiff equations without undue prop-
agation of rounding error, whereas the implementation does not require extremely time consuming elements [38]. Thus,
a fractional Adams–Bashforth method and a fractional Adams–Moulton method are chosen as our Predictor and Corrector
formulae.
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Thus, the Predictor uPk+1 is determined by the fractional Adams–Bashforth method [39,40]:
uPk+1 = u0 +
1
Γ (γ )
k−
j=0
bγj,k+1f (tj, uj), (11)
where
bγj,k+1 =
τ γ
γ
[(k+ 1− j)γ − (k− j)γ ]. (12)
The corrector formula is determined by the fractional Adams–Moulton method [39,40]:
uk+1 = u0 + 1
Γ (γ )

k−
j=0
aγj,k+1f (tj, uj)+ aγk+1,k+1f (tk+1, uPk+1)

, (13)
where
aγj,k+1 =
τ γ
γ (γ + 1)
k
γ+1 − (k− γ )(k+ 1)γ , j = 0,
(k− j+ 2)γ+1 + (k− j)γ+1 − 2(k− j+ 1)γ+1, 1 ≤ j ≤ k,
1, j = k+ 1.
(14)
Therefore, we obtain the following fractional Predictor–Corrector method for solving the fractional-order nonlinear
ordinary differential equations (4) and (7).
Fractional Predictor formulae:
uPi,k+1 = u(i)0 +
1
Γ (γi)
k−
j=0
bγij,k+1fi(tj, u1,j, . . . , un,j, λ1, . . . , λm), (i = 1, 2, . . . , n). (15)
Fractional Corrector formulae:
ui,k+1 = u(i)0 +
1
Γ (γi)

k−
j=0
aγij,k+1fi(tj, u1,j, . . . , un,j, λ1, . . . , λm)
+ aγik+1,k+1fn(tk+1, uP1,k+1, . . . , uPn,k+1, λ1, . . . , λm)

, (i = 1, 2, . . . , n). (16)
3. A modified hybrid Nelder–Mead simplex search and particle swarm optimization
The problem of estimating parameters, when the ranges of the parameters are unknown and the function f (λ1,
λ2, . . . , λm) is highly nonlinear with respect to the unknown parameters, is a difficult task.
In this section, we propose a novel technique for estimating parameters in a nonlinear fractional dynamical model. We
assume that (λ1, λ2, . . . , λm) ∈ R, where R is a bounded domain of the form:
R = [λ(min)1 , λ(max)1 ] × [λ(min)2 , λ(max)2 ] × · · · × [λ(min)m , λ(max)m ]. (17)
Let ui(tk) be given exact solutions of (1) and (2), ui,k are numerical solutions of (15) and (16) for given λ = (λ1,
λ2, . . . , λm) ∈ R. Using fractional Predictor–Corrector method, the approximate estimate of the unknown parameter vector
λ∗ = λ∗1, λ∗2, . . . , λ∗m ∈ R of (1) is determined by
g(λ∗) ≡ g
min
= min
λ∈R
g(λ)
= min
λ∈R

1
n
n−
i=0

 N∑k=0(ui(tk)− ui,k)2
N + 1

 . (18)
We focus on a modified hybrid Nelder–Mead simplex search, and a particle swarm optimization method that tries to find a
potential global minimum g(λ∗) of a multimodal, continuous-variable function in (18).
The novel MH-NMSS–PSO is based on the Nelder–Mead simplex search method (NMSS) [41] and the particle swarm
optimization (PSO) algorithm [42] for the optimization of multimodal functions. The NMSS focuses on ‘‘exploitation’’; the
PSO focuses on ‘‘exploration’’. The first major difference between NMSS and PSO is the choice of initial points. In the NMSS,
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the initial points are pre-determined, but they are a set of random points in PSO. The second difference is with the directions
and conditions of the preceding steps. The PSOproceeds bymoving towards those points that have better (objective) function
values, whereas the NMSS evolves by moving away from a point that has the worst performance [43].
Taking the better characteristics of eachmethod,we propose amodified hybrid Nelder–Mead simplex search and particle
swarm optimization method. We assume that (λ1, λ2, . . . , λm) ∈ R, with R as in Eq. (18). Let Pi = (λ1,i, λ2,i, . . . , λm,i) ∈ R
represent the current position of the particle i in solution time.
An initial population, 3m+ 1 particles, is constructed in two parts. First, the standard starting point used in the NMSS to
form an initial simplex ofm+1 particles, and additional 2m particles are randomly generated in the PSO part. The population
of 2m particles in the PSO part may be a worthy investment as they may possibly bring about an early convergence to the
vicinity of the global optimum.
A total of 3m+1 particles are sorted by their objective function value g(λ∗) in (18), and the bestm particles are saved for
subsequent use in the simplex search part of the hybrid method. Joined by the m best particles and the (m+ 1)th particle,
the last 2m particles are adjusted by the PSO method (i.e., selection and velocity update). The procedure for adjusting the
last 2m particles involves selection of the global best particle, selection of the neighbourhood best particles, and finally
velocity updates. The modified hybrid Nelder–Mead simplex search and particle swarm optimization method can be more
specifically described as follows.
(1) Initialization: Generate a population of size 3m+ 1.
For the minimization of the function g(λ) of m variables (unknown parameters), create m + 1 vertex points Pi =
(λ1,i, λ2,i, . . . , λm,i), (i = 1, 2, . . . ,m + 1) ∈ R to form an initial m-dimensional simplex. Evaluate the function value
at each extreme point (or vertex) of the simplex, that ism+ 1 particles are constructed via the standard starting point used
in the NMSS and a step size of (λ(max)j −λ(min)j )/(m+ 1) at each coordinate direction to form an initial simplex for the NMSS
part, i.e.,
λj,i = λ(min)j + (i− 1) ∗ (λ(max)j − λ(min)j )/(m+ 1), (j = 1, 2, . . . ,m; i = 1, . . . ,m+ 1). (19)
Two particles are randomly generated in each dimension for the PSO part:
Pi = (λ1,i, λ2,i, . . . , λm,i) ∈ R, (i = m+ 2, . . . , 3m+ 1), (20)
where λj,i = λ(min)j + Rand ∗ (λ(max)j − λ(min)j ), (j = 1, 2, . . . ,m; i = m+ 2, . . . , 3m+ 1), Rand is a Random number in the
range (0, 1). The particle’s initial velocities in each dimension are selected by
Vj,i = (V (max)j − V (min)j )/Lj, (j = 1, 2, . . . ,m; i = m+ 2, . . . , 3m+ 1),
where Lj, (j = 1, 2, . . . ,m) are selected integers.
Repeat
(2) Evaluation and ranking: Evaluate the objective function value g(λ) in (18) of each particle. Rank them based on the
objective function value,
g(P1) ≤ g(P2) ≤ · · · ≤ g(P3m+1).
(3) Nelder–Mead simplex search method: Apply an NMSS operator to the bestm+ 1 particles and replace the (m+ 1)th
particle with the update as follows:
(3.1) Calculate PO, the centre of gravity of all points except Pm+1, i.e.,
PO = (λ1,O, λ2,O, . . . , λm,O) ∈ R, (21)
where λj,O =
∑m
i=1 λj,i
m , (j = 1, 2, . . . ,m).
(3.2) Reflection: In each iteration, determine Pm+1, Pm, P1 vertices, indicating the highest, the second highest, and the
lowest function values that occur, respectively. Let (gPm+1), g(Pm), g(P1) represent the corresponding observed function
values. Compute the reflected point
Pr = (1+ α)PO − αPm+1, (22)
where α is the reflection coefficient (α > 0), Pr = (λ1,r , λ2,r , . . . , λm,r) ∈ R, λj,r = (1+α)λj,O−αλj,m+1, (j = 1, 2, . . . ,m).
Nelder and Mead [41] suggest using α = 1.
If g(P1) ≤ g(Pr) ≤ g(Pm),
then Pr replaces Pm+1.
else go to step (3.3).
(3.3) Expansion
If g(Pr) < g(P1)
then compute the expanded point
Pe = γ Pr + (1− γ )PO,
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where γ is the expansion coefficient (γ > 1), Pe = (λ1,e, λ2,e, . . . , λm,e), λj,e = γ λj,r + (1− γ )λj,O, (j = 1, 2, . . . ,m).
Nelder and Mead [41] suggest using γ = 2.
If g(Pe) < g(P1)
then Pe replaces Pm+1.
else Pr replaces Pm+1.
else continue at step (3.4).
(3.4) Contraction:
If g(Pr) > g(Pm)
then If g(Pr) ≤ g(P(m+1))
then Pr replaces P(m+1).
Compute the contracted point
Pc = βPm+1 + (1− β)Pc,
where β (0 < β < 1) is the expansion coefficient, Pc = (λ1,c, λ2,c, . . . , λm,c), λj,c = βλj,m+1 + (1 − β)λj,c, (j =
1, 2, . . . ,m). Nelder and Mead [41] suggest using β = 0.5.
If g(Pc) ≤ g(Pm+1)
then Pc replaces Pm+1.
else go to step (3.5).
(3.5) Shrink: For all but the best point, replace the point with
Pi = σPi + (1− σ)P1, (23)
where σ is the shrinkage coefficient (0 < σ < 1), and Pi denotes the vertex point for i = 2, 3, . . . ,m + 1. Nelder and
Mead [41] suggest using σ = 0.5.
(4) Particle swarm optimization: Apply the PSO operator for updating 2m particles with the worst objective function
value as follows.
When Iiter = 1, assign the best positions Pbi = Pi, (i = m+ 2, . . . , 3m) (initialize randomly all particles positions in (1))
and the global best location Pg = Pm+2.
While (Iiter ≤ Siter ).
(4.1) The particles velocity and position are updated by the following equations:
V newj,i = w × V oldj,i + C1 × Rand1 × (Pbj,i − Poldj,i )+ C2 × Rand2 × (Pgj − Poldj,i ),
Pnewj,i = Poldj,i + V newj,i , j = 1, 2, . . . ,m; i = m+ 2, . . . , 3m+ 1
where C1 and C2 are two pre-determined positive constants,w is an inertiaweight, Rand1 and Rand2 are randomnumbers
in the range (0, 1). Fan et al. [43] suggest using C1 = C2 = 2.0 andw = [0.5+ (Rand/2.0)].
(4.2) Evaluate the objective function value on each particle in the PSO part and rank them on objective function value,
g(Pm+2) < · · · < g(P3m+1).
(4.3) Update the particle best position:
If g(Pbi) > g(Pnewi )
then Pbi = Pnewi with g(Pbi) = g(Pnewi ).
(4.4) Find the global best location,
If g(Pg) > g(Pm+2)
then g(Pg) = g(Pm+2).
(4.5) Iiter = Iiter + 1.
end while
Until a termination criterion is met.
The stopping criterion is then defined by
SC =

m+1−
i=1
(g¯ −√gi)2
m+ 1
 1
2
< ϵ, (24)
where g∗i = g(Pi) =
√
gi =

gi(λ1,i, λ2,i, . . . , λm,i); g¯ = ∑m+1i=1 g∗im+1 and ϵ is a small error parameter. The algorithm will
stop when either Eq. (24) is satisfied or the number of iterations reaches Niter .
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4. Application to parameter estimation in a nonlinear fractional dynamical model of competence induction in cells
In this section, theMH-NMSS–PSO algorithm is employed to estimate the parameters for a nonlinear fractional dynamical
model of competence induction in B. Subtilis bacteria.
We begin by briefly describing competence induction in B. subtilis bacteria (see [9] for more details). When in a nutrient
limited environment, a minority of B. subtilis cells become competent for DNA uptake from their environment, while the
remainder commit to sporulation. The process of competence induction has been shown to be dependent and driven by the
concentration levels of two key proteins, ComK and ComS. In particular, ComK activates expression of a range of proteins
required for competence induction. In [9], Suel et al. describes a series of experiments to directly measure concentrations
of ComK and ComS, and propose an ODE system, the MeKS model, to describe their relations. This model can be reduced
to a system of two ordinary differential equations incorporating both the direct positive and the ComS mediated negative
feedback loops of ComK . A dimensionless nonlinear fractional dynamical model of competence induction in cells can be
written as a system of two nonlinear fractional ordinary differential equations:
dK
dt
=0 D1−γ1t
[
ak + bkK
n
kn0 + K n
− K
1+ K + S
]
, (25)
dS
dt
=0 D1−γ2t
[
bs
1+ (K/k1)p −
S
1+ K + S
]
. (26)
Here, 0 ≤ γ1 ≤ 1, 0 ≤ γ2 ≤ 1, K and S represent the concentration levels of the ComK and ComS proteins, respectively, ak
and bk represent the minimal and fully activated rate of ComK production, respectively, and k0 is the concentration of ComK
required for 50% activation. The cooperativities of ComK auto-activation and ComS repression are parameterized by the Hill
coefficients n and p, respectively.
The fractional Predictor–Corrector method in Section 2 can be used to solve the nonlinear fractional ordinary differential
equations (25) and (26).
Fractional Predictor formulae:
K Pk+1 = K0 +
1
Γ (γ1)
k−
j=0
bγ1j,k+1
[
ak +
bkK nj
kn0 + (Kj)n
− Kj
1+ Kj + Sj
]
, (27)
SPk+1 = S0 +
1
Γ (γ2)
k−
j=0
bγ2j,k+1
[
bs
1+ (Kj/k1)p −
Sj
1+ Kj + Sj
]
. (28)
Fractional Corrector formulae:
Kk+1 = K0 + 1
Γ (γ1)

k−
j=0
aγ1j,k+1
[
ak + bk(Kj)
n
kn0 + (Kj)n
− Kj
1+ Kj + Sj
]
+ aγ1k+1,k+1

ak + bk(K
P
k+1)n
kn0 + (K Pk+1)n
− K
P
k+1
1+ K Pk+1 + SPk+1

, (29)
Sk+1 = S0 + 1
Γ (γ2)

k−
j=0
aγ2j,k+1
[
bs
1+ (Kj/k1)p −
Sj
1+ Kj + Sj
]
+ aγik+1,k+1

bs
1+ (K Pk+1/k1)p
− S
P
k+1
1+ K Pk+1 + SPk+1

. (30)
The aim in the following example is to test the ability of the method to recover the fractional ODE constants when
experiment measurements contain noise.
Example 1. We consider the dynamical model of competence induction (25)–(26) with initial conditions (K(0), S(0)). Here
we test whether the parameter estimation method is tolerant to measurement error. We assume that there are some
perturbations in measurement, i.e., K(t) = K¯(t) + ξK (t) and S(t) = S¯(t) + ξS(t). Here K¯(t) and S¯(t) are solutions in
Eqs. (25) and (26) generated from given λ and the perturbations can be written in the following forms:
ξK (t) = CK ∗ (−0.5+ RandK ), ξS(t) = CS ∗ (−0.5+ RandS), (31)
where CK and CS are scale constants, RandK and RandS are random numbers in the range (0, 1).
The exact solutions K(t) and S(t) generated with γ1 = 0.9, γ2 = 0.9, λ1 = ak = 0.004, λ2 = bk = 0.07, λ3 = bs =
0.82, λ4 = n = 2, λ5 = p = 5, λ6 = k0 = 0.2, λ7 = k1 = 0.222, (K(0), S(0)) = (0.05, 6.0) and the different noise scale
constants CK = CS = 0.5 and CK = CS = 1.0 are shown in Figs. 1 and 2, respectively.
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Fig. 1. Comparison of the simulated results ComK (red continuous line) and ComS (block continuous line) with given data ComK (blue noise line) and ComS
(green line) with noise with scale constants CK = 0.5 and CS = 0.5 added. (For interpretation of the references to colour in this figure legend, the reader
is referred to the web version of this article.)
Fig. 2. Comparison of the simulated results ComK (red continuous line) and ComS (block continuous line) with given data ComK (blue noise line) and ComS
(green noise line) with noise with scale constants CK = 1.0 and CS = 1.0 added. (For interpretation of the references to colour in this figure legend, the
reader is referred to the web version of this article.)
Now the MH-NMSS–PSO algorithm is employed to investigate the inverse problem and to determine unknown param-
eters, i.e., for all given values of K(t), S(t) with perturbations (31) at t = tk, (k = 1, . . . ,N); (N = 600) and given initial
conditions K 0, S0.
We select some intervals to search for solution within the intervals and initial velocities Vj in the MH-NMSS–PSO
algorithm:
0.001 ≤ ak ≡ λ1 ≤ 0.009, −0.001 ≤ V1 ≤ 0.001;
0.01 ≤ bk ≡ λ2 ≤ 0.15, −0.01 ≤ V2 ≤ 0.01;
0.6 ≤ bs ≡ λ3 ≤ 1.0, −0.1 ≤ V3 ≤ 0.1;
1 ≤ n ≡ λ4 ≤ 4.0, −1.0 ≤ V4 ≤ 1.0;
2.0 ≤ p ≡ λ5 ≤ 8.0, −0.05 ≤ V6 ≤ 0.05;
0.09 ≤ k0 ≡ λ6 ≤ 0.31, −0.05 ≤ V6 ≤ 0.05;
0.1 ≤ k1 ≡ λ7 ≤ 0.334, −0.05 ≤ V7 ≤ 0.05
and Lj = 50.0, (j = 1, 2, . . . , 7).
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We use the MH-NMSS–PSO with ϵ = 10−4 and Niter = 1000. For the perturbed scale constants CK = 0.5 and CS = 0.5,
we obtain estimates of the unknown parameters: ak = 0.0046, bk = 0.0728, bs = 0.8185, n = 2.0264, p = 5.0703, k0 =
0.2101, k1 = 0.2322. The stopping criterion is satisfiedwith SC = 9.3736×10−5, Siter = 5. Here gmin = 0.0804. Comparison
of the simulated results ComK (red line) and ComS (yellow line)with given target solutions ComK (blue line) and ComS (green
line) as a function of time is shown in Fig. 1.
For the perturbed scale constants CK = 1.0 and CS = 1.0, we obtain estimates of the unknown parameters as
ak = 0.0029, bk = 0.0687, bs = 0.8224, n = 1.8978, p = 4.6580, k0 = 0.1928, k1 = 0.2113. The stopping criterion
is satisfied with SC = 8.5517 × 10−5, Siter = 5 and Niter = 25. Here gmin = 0.1593. Comparison of the simulated results
ComK (red line) and ComS (yellow line) with given target solutions 10∗ComK (blue line) and ComS (green line) as a function
of time is shown in Fig. 2.
By the comparison of the forgotten constants and constants recovered by the method, as well as from Figs. 1 and 2, it can
be seen that these methods are effective approximation methods of the unknown parameters for the fractional nonlinear
dynamical model of the competence induction with noise in the measurements.
Example 2. We consider a model described in [9] which extends that in Eqs. (25) and (26) by adding intrinsic stochastic
noise as follows:
dK
dt
=0 D1−γ1t
[
ak + bkK
n
kn0 + K n
− K
1+ K + S
]
, (32)
dS
dt
=0 D1−γ2t
[
bs
1+ (K/k1)p −
S
1+ K + S + ξ(t)
]
, (33)
where additive noise ξ(t) acts on ComS promoter activity.
A stochastic process {ξ(t) : t ≥ 0} is an Ornstein–Uhlenbeck process if it is stationary, Markovian, and continuous in
probability [44]. A fundamental theorem, due to Doob [45], ensures that {ξ(t) : t ≥ 0} necessarily satisfies the following
linear stochastic differential equation:
dξ(t) = 1
τc
(µ− ξ(t))dt +√DdW (t), (34)
where {W (t) : t ≥ 0} is a Wiener process and µ, τc > 0,D > 0 are constants, E(ξ(t)) = µ. dW (t) is a temporally
uncorrelated normal random variable with mean 0 and variance dt [46].
We employ an exact update formula for simulating an Ornstein–Uhlenbeck process [46], namely, for a time step1t
ξ(t +1t) = ξ(t)e−1tτc +

Dτc
2

1− e− 21tτc

N(0, 1), (35)
where N(m, σ 2) is the normal random variable with meanm and variance σ 2.
For a complete description, we also need to specify the initial condition, ξ(0), of the underlying OU process and this
influences the normalization procedure. Here the stationary distribution ξ(0) ≈ N 0, Dτc2  is selected.
The fractional Predictor–Corrector method in Section 2 can be used to solve the nonlinear fractional ordinary differential
equations (32) and (33).
Fractional Predictor formulae:
K Pk+1 = K0 +
1
Γ (γ1)
k−
j=0
bγ1j,k+1
[
ak +
bkK nj
kn0 + (Kj)n
− Kj
1+ Kj + Sj
]
, (36)
SPk+1 = S0 +
1
Γ (γ2)
k−
j=0
bγ2j,k+1
[
bs
1+ (Kj/k1)p −
Sj
1+ Kj + Sj + ξj
]
. (37)
Fractional Corrector formulae:
Kk+1 = K0 + 1
Γ (γ1)

k−
j=0
aγ1j,k+1
[
ak + bk(Kj)
n
kn0 + (Kj)n
− Kj
1+ Kj + Sj
]
+ aγ1k+1,k+1

ak + bk(K
P
k+1)n
kn0 + (K Pk+1)n
− K
P
k+1
1+ K Pk+1 + SPk+1
+ ξj

, (38)
Sk+1 = S0 + 1
Γ (γ2)

k−
j=0
aγ2j,k+1
[
bs
1+ (Kj/k1)p −
Sj
1+ Kj + Sj
]
+ aγik+1,k+1

bs
1+ (K Pk+1/k1)p
− S
P
k+1
1+ K Pk+1 + SPk+1
+ ξk+1

. (39)
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Fig. 3. Simulated concentration ComK with time scale index γ1 = 9.9, 9.5, 9.0, 8.5 in the total phase using fractional Predictor–Corrector method.
Fig. 4. Simulated concentration ComS with time scale index γ2 = 9.9, 9.5, 9.0, 8.5 in the total phase using fractional Predictor–Corrector method.
The exact solutions K(t) and S(t) generatedwith γ1 = γ2 = 0.99, 0.95, 0.9, 0.85 are shown in Figs. 3 and 4, respectively.
Here λ1 = ak = 0.004, λ2 = bk = 0.07, λ3 = bs = 0.82, λ4 = n = 2, λ5 = p = 5, λ6 = k0 = 0.2, λ7 = k1 = 0.222,
additive noise ξ(t) with (D = 4.0, τc = 0.09) in Eq. (35) and (K(0), S(0)) = (0.05, 6.0). From Figs. 3 and 4, it can be
seen that the order of the fractional time derivatives 1 − γi governs the concentration tails of the delay between jumps; it
describes solute transport through a strongly heterogeneous medium where the trapping times have a broad distribution.
Figs. 3 and 4 show that the system exhibits subdiffusive behaviours and that the solution continuously depends on the time
fractional derivative.
Nowwe canuse the target solutions forComK andComSwithγ1 = γ2 = 0.9 andλ1 = ak = 0.004, λ2 = bk = 0.07, λ3 =
bs = 0.82, λ4 = n = 2, λ5 = p = 5, λ6 = k0 = 0.2, λ7 = k1 = 0.222, additive noise ξ(t) with (D = 4.0, τc = 0.09) in
Eq. (35) and (K(0), S(0)) = (0.05, 6.0) are shown in Fig. 5 as given measurement data or experimental data. Then, we will
use the MH-NMSS–PSO to estimate the parameters of the fractional nonlinear dynamical model of competence induction
with additive noise acting on ComS promoter activity.
We test whether the method can find a good approximate solution when appropriate intervals including the exact
solution are selected. We select some appropriate intervals and initial velocities Vj in PSO:
0.001 ≤ ak ≡ λ1 ≤ 0.009, −0.001 ≤ V1 ≤ 0.001;
0.01 ≤ bk ≡ λ2 ≤ 0.15, −0.01 ≤ V2 ≤ 0.01;
0.6 ≤ bs ≡ λ3 ≤ 1.0, −0.1 ≤ V3 ≤ 0.1;
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Fig. 5. Comparison of the simulated results 10 ∗ ComK (magenta dashed line) and ComS (red dash-dot line) with given target solutions 10 ∗ ComK (blue
solid line) and ComS (black solid line) as a function of time. (For interpretation of the references to colour in this figure legend, the reader is referred to the
web version of this article.)
1 ≤ n ≡ λ4 ≤ 4.0, −1.0 ≤ V4 ≤ 1.0;
2.0 ≤ p ≡ λ5 ≤ 8.0, −1.0 ≤ V5 ≤ 1.0;
0.09 ≤ k0 ≡ λ6 ≤ 0.31, −0.05 ≤ V6 ≤ 0.05;
0.1 ≤ k1 ≡ λ7 ≤ 0.334, −0.05 ≤ V7 ≤ 0.05
and Lj = 50.0, (j = 1, 2, . . . , 7).
In this test, we use the MH-NMSS–PSO with ϵ = 10−5 and Niter = 1000. Using the potential global minimum of g(λ),
we obtain estimates of the unknown parameters: ak = 0.0046, bk = 0.0753, bs = 0.8199, n = 1.9741, p = 5.0353, k0 =
0.2178, k1 = 0.2377. The stopping criterion is satisfied with Niter = 90 and gmin = 0.0092. Comparison of the simulated
results ComK (blue Dashed line) and ComS (green Dotted line)with given target solutions ComK (yellow Solid line) and ComS
(red dash-dot line) as a function of time are shown in Fig. 5.
From the above results, it can be seen that the MH-NMSS–PSO technique is an effective approximation method of the
unknown parameters for the fractional nonlinear system using g(λ) in (18). Thesemethods and techniques can be extended
to other kinds of inverse problems of fractional linear or nonlinear dynamical systems, such as inverse problems of fractional
chaotic oscillator model, chaotic jerk model, Chen system and state feedback controller.
5. Conclusions
In this paper, we propose some novel techniques for inverse problems that correspond to biological systems of fractional
nonlinear dynamical models. We use the fractional Predictor–Corrector method to solve the fractional nonlinear dynamical
models. In particular, we consider a modification of a model given by [9]. We propose a modified hybrid Nelder–Mead sim-
plex search with particle swarm optimization (MH-NMSS–PSO) for the parameter estimation problems with measurement
error and noisy data. Numerical results demonstrate the effectiveness and generality of these methods. These methods and
techniques can also be extended to other kinds of parameter estimation problems of fractional linear or nonlinear dynamical
systems.
Acknowledgement
This research has been supported by the Australian Research Council grant entitled ‘‘A Grid based platform for multi-
scaled biological simulation’’ DP1094333.
References
[1] V. Isakov, Inverse Problems for Partial Differential Equations, Springer, 1997.
[2] J. Milstein, The inverse problem: estimation of kinetic parameters, in: K. Ebert, P. Deuflhard, W. Jäger (Eds.), Modeling of Chemical Reaction Systems,
Springer, Berlin, 1981, pp. 93–125.
[3] J. Alcock, K. Burrage, A genetic estimation algorithm for parameters of stochastic ordinary differential equations, Comput. Statist. Data Anal. 47 (2)
(2004) 255–275.
F. Liu, K. Burrage / Computers and Mathematics with Applications 62 (2011) 822–833 833
[4] H. Kunze, K. Heidler, The collage coding method and its application to an inverse problem for the Lorenz system, Appl. Math. Comput. 186 (2007)
124–129.
[5] M.F. Barnsley, V. Ervin, D. Hardin, J. Lancaster, Solution of an inverse problem for fractals and other sets, Proc. Natl. Acad. Sci. USA 83 (1985) 1975–1977.
[6] X. Deng, B. Wang, G. Long, The Picard contraction mapping method for the parameter inversion of reaction–diffusion systems, Comput. Math. Appl.
56 (9) (2008) 2347–2355.
[7] H.E. Kunze, E.R. Vrscay, Solving inverse problems for ordinary differential equations using the Picard contractionmapping, Inverse Problems 15 (1999)
745–770.
[8] H. Kunze, E. Vrscay, Inverse problems for ODEs using contraction maps: sub-optimality of the collage method, Inverse Problems 20 (2004) 977–991.
[9] G.M. Süel, J. Garcia-Ojalvo, L.M. Liberman, M.B. Elowitz, An excitable gene regulatory circuit induces transient cellular differentiation, Nat. Lett. 440
(2006) 545–550.
[10] C.P. Fall, E.S. Marland, J.M. Wagner, J.J. Tyson, Computational Cell Biology, Springer-Verlag, 2002.
[11] C. Chen, F. Liu, I. Turner, V. Anh, Fourier method for the fractional diffusion equation describing sub-diffusion, J. Comput. Phys. 227 (2007) 886–897.
[12] P. Zhuang, F. Liu, V. Anh, I. Turner, New solution and analytical techniques of the implicit numerical method for the anomalous subdiffusion equation,
SIAM J. Numer. Anal. 46 (2) (2008) 1079–1095.
[13] F. Liu, C. Yang, K. Burrage, Numerical method and analytical technique of themodified anomalous subdiffusion equationwith a nonlinear source term,
J. Comput. Appl. Math. 231 (2009) 160–176.
[14] S.B. Yuste, K. Lindenberg, Subdiffusion-limited A+ A reactions, Phys. Rev. Lett. 87 (11) (2001) 118301.
[15] R. Metzler, J. Klafter, The random walk’s guide to anomalous diffusion: a fractional dynamics approach, Phys. Rep. 339 (2000) 1–77.
[16] S.B. Yuste, L. Acedo, K. Lindenberg, Reaction front in an A+ B → C reaction–subdiffusion process, Phys. Rev. E 69 (2004) 036126.
[17] F. Liu, V. Anh, I. Turner, Numerical solution of the space fractional Fokker–Planck equation, J. Comput. Appl. Math. 166 (2004) 209–219.
[18] H. Berry,Monte Carlo simulations of enzyme reactions in two dimensions: fractal kinetics and spatial segregation, Biophys. J. 83 (4) (2002) 1891–1901.
[19] D.S. Martin, M.B. Forstner, J.A. Kas, Apparent subdiffusion inherent to single particle tracking, Biophys. J. 83 (4) (2002) 2109–2117.
[20] R. Kopelman, S. Parus, J. Prasad, Fractal-like exciton kinetics in porous glasses, organic membranes, and filter papers, Phys. Rev. Lett. 56 (1986)
1742–1745.
[21] R. Kopelman, Fractal reaction kinetics, Science 241 (1988) 1620–1626.
[22] M.J. Saxton, Anomalous diffusion due to obstacle: a Monte Carlo study, Biophys. J. 66 (1994) 394–401.
[23] P.R. Smith, I.E.G. Morrison, K.M.Wilson, N. Fernández, R.J. Cherry, Anomalous diffusion of major histocompatibility complex class I molecules on HeLa
cells determined by single particle tracking, Biophys. J. 76 (1999) 3331–3344.
[24] T. Jovin,W.L.C. Vaz, Rotational and translational diffusion inmembranesmeasured by fluorescence and phosphorescencemethods,Methods Enzymol.
172 (1989) 471–573.
[25] M. Weiss, M. Elsner, F. Kartberg, T. Nilsson, Anomalous subdiffusion is a measure for cytoplasmic crowding in living cells, Biophys. J. 87 (2004)
3518–3524.
[26] Y. Shav-Tal, X. Darzacq, S.M. Shenoy, D. Fusco, S.M. Janicki, D.L. Spector, R.H. Singer, Dynamics of single mRNPs in nuclei of living cells, Science 304
(5678) (2004) 1797–1800.
[27] M. Wachsmuth, W. Waldeck, J. Langowski, Amomalous diffusion of fluorescent probes inside living cell nuclei investigated by spatially resolved
fluorescence correlation spectroscopy, J. Mol. Biol. 298 (2000) 677–698.
[28] P. Schwile, J. Korlach, W.W. Webb, Fluorescence correlation spectroscopy with single-molecule sensitivity on cell and model membranes, Cytometry
36 (1999) 176–182.
[29] Schnell, T.E. Turner, Reaction kinetics intracellular environments withmacromolecular crowding: simulations and rate laws, Prog. Biophys. Mol. Biol.
85 (2004) 235–260.
[30] T.E. Turner, S. Schnell, K. Burrage, Stochastic approaches for modeling in vivo reactions, Comput. Biol. Chem. 28 (2004) 165–178.
[31] D.V. Nicolau Jr., K. Burrage, Stochastic simulation of chemical reactions in spatially complex media, Comput. Math. Appl. 55 (5) (2008) 1007–1018.
[32] D.V. Nicolau Jr., J.F. Hancock, K. Burrage, Sources of anomalous diffusion on cell membranes: a Monte Carlo study, Biophys. J. 92 (2007) 1975–1987.
[33] K. Seki, M. Wojcik, M. Tachiya, Fractional reaction–diffusion equation, J. Chem. Phys. 119 (2003) 2165–2174.
[34] B.I. Henry, S.L. Wearne, Fractional reaction–diffusion, Physica A 276 (2000) 448–455.
[35] I. Podlubny, Fractional Differential Equations, Academic Press, New York, 1999.
[36] R. Malti, S. Victor, A. Oustaloup, Advances in system identification using fractional models, J. Comput. Nonlinear Dyn. 3 (2) (2008) 021401.
[37] T. Point, J. Trigeassou, Identification of fractional systems using an output-error technique, Nonlinear Dynam. 38 (2004) 133–154.
[38] E. Hairer, G. Wanner, Solving Ordinary Differential Equations II: Stiff and Differential-Algebraic Problems, Springer, Berlin, 1991.
[39] K. Diethelm, N.J. Ford, D. Freed Alen, Detailed error analysis for a fractional Adams method, in: Numerical Algorithms, Kluwer Academic Publishers,
2004, pp. 31–52.
[40] C. Yang, F. Liu, A computationally effective predictor-corrector method for simulating fractional order dynamical control system, ANZIAM J. 47 (2006)
168–184.
[41] J.A. Nelder, R.A. Mead, Simplex method for function minimization, Comput. J. 7 (1965) 308–313.
[42] P.S. Shelokar, P. Siarry, V.K. Jayaraman, B.D. Kulkarni, Particle swarm and colony algorithms hybridized for improved continuous optimization, Appl.
Math. Comput. 188 (2007) 129–142.
[43] S. Fan, Y. Liang, E. Zahara, Hybrid simplex seaplex and particle swarm optimization for the global optimization of multimodal functions, Eng. Optim.
36 (4) (2004) 401–418.
[44] G.E. Uhlenbeck, L.S. Ornstein, On the theory of Brownian motion, Phys. Rev. 36 (1930) 823–841.
[45] J.L. Doob, The Brownian movement and stochastic equations, Ann. of Math. 43 (1942) 351–369.
[46] D.T. Gillespie, Exact numerical simulation of the Ornsein–Uhlenbeck process and its integral, Phys. Rev. E 54 (1996) 2084–2091.
