Abstract. We present a solution of the operator-valued Schur-function realization problem on the right-half plane by developing the corresponding de Branges-Rovnyak canonical conservative simple functional model. This model corresponds to the closely connected unitary model in the disk setting, but we work the theory out directly in the righthalf plane, which allows us to exhibit structure which is absent in the disk case. A main feature of the study is that the connecting operator is unbounded, and so we need to make use of the theory of well-posed continuous-time systems. In order to strengthen the classical uniqueness result (which states uniqueness up to unitary similarity), we introduce non-invertible intertwinements of system nodes.
Introduction
The classical unitary realization result of de Branges and Rovnyak for Schur functions on the complex unit disk is the following: Let U and Y be separable Hilbert spaces and let φ be an operator Schur function on D, i.e., φ is analytic with φ(z) ∈ L(U; Y) a contraction for all z ∈ D. Then the following kernel function on D × D, whose values are bounded linear operators on z 1 (µ) z 2 (µ * ) = µ x 1 (µ) −µ * x 2 (µ * ) + ϕ(µ) 1 u − 1 ϕ(µ * ) * y, µ, µ * ∈ C + , (1.5)
with domain consisting of all [ This paper is a direct continuation of [BKSZ15] published earlier in this journal. We refer to that paper as "Part I" and assume that the reader is familiar with it. In Part I, the research is placed in its context and detailed background on passive system nodes is presented. Results from Part I will be referenced using a capital 'I'; e.g. Thm. I.5.1.3 refers to item 3 of [BKSZ15, Thm. 5.1]. In a certain sense, the conservative model is a coupling of the two semi-conservative models in Part I, but working with the conservative model is easier than working with those in Part I. Indeed, the conservative model has the same structure as its adjoint, and hence it combines all the good properties of the semi-conservative realizations.
Investigations closely related to that reported here have been undertaken before, starting from the work [dBR66a, dBR66b] of de Branges and Rovnyak; see [Bro78] for a nice historic overview of work on the disk case up to that point. For a good monograph on the disk case, see [ADRdS97] . The first results in the right-half-plane setting are in [AN96] ; here Arov and Nudelman used a linear fractional transformation to reduce the half-plane case to the disk case. Most of the more recent publications on half-plane functional models also employ this so-called Cayley transformation, but in the present paper we work the details out directly in the half-plane setting, in order to expose detail that is invisible in the disk setting.
Adamjan and Arov [AA66] showed how to embed the Sz.-Nagy-Foiaş model into a suitably more general version of the Lax-Phillips scattering picture (for the discrete-time setting); much later Nikolski-Vasyunin [NV86, NV89, NV98] refined this analysis by doing such an embedding also for a Pavlov model and a suitably modified version of the de Branges-Rovnyak model. Continuous-time versions of this analysis are also of interest, and we plan to investigate this in a forthcoming publication.
In [BS06] an (implicit) "lurking isometry" argument and Cayley transformations were used to obtain the existence of a conservative realization for any operator Schur function on the disk or the right-half plane. The realization that we describe in the present paper is a more explicit alternative to the realization constructed in [BS06] . The results of [BS06] have been extended to a multi-variable case in [BKV15] , and we expect also the present results to have natural extensions to various multi-variable settings.
The continuous-time conservative realization has been studied in the state/signal framework developed by Arov and Staffans, too, in [AKS11] . Here the central idea is to consider in H 2 (C + ; W) the graph of the Toeplitz operator T ϕ with symbol ϕ, where W is a Kreȋn space, without assuming any particular partition W = U ∔ Y into an input space U and output space Y. In this setting, the action of the realization is a pure shift on the appropriate state space and projections onto input and output components are avoided, which leads to cleaner formulas and intuitively more transparent results; see [AKS11, AS09, AS10] for details. Again, in the present work the objective is to obtain as explicit formulas as possible for the input/state/output setting.
Finally, we mention that a closely related realization of a Nevanlinna family (corresponding to an impedance-passive setting rather than to the present scattering-passive setting) in terms of a boundary relation has been worked out in [BHdS08] (or see [BHdS09] for a more elaborate version).
The paper is laid out as follows: In §2 we briefly present some additional background on conservative and simple system nodes that is needed in the present paper, with the auxiliary proofs on non-invertible intertwinements postponed to Appendix A. The conservative model is introduced in §4 after its state space has been constructed in §3. In §5, we present an explicit identification of the extrapolation space and calculate the (unbounded) control operator of the conservative model. The paper is concluded in §6, where we exhibit the relationship with the classical de Branges-Rovnyak model (1.1)-(1.2).
More on passive system nodes
We sharpen the uniqueness results in Part I and also recall a few additional concepts from continuous-time systems theory that are needed in the present paper. The discussion that follows uses the definitions of a passive system node, its main operator A, control operator B, observation operator C, and transfer function given in §I.3.
We recall from Def. I.3.6 that A&B C&D : 
Comparing simplicity to the notions of controllability and observability in §I.3, one observes that every controllable and every observable passive system is simple; take either γ = 0 or ν = 0 in (2.1).
The equation (I.3.6), which is valid for every system node, plays an important role in the theory of de Branges-Rovnyak models on C + , e.g., in the proof of Thm. I. 
For every λ ∈ C + and γ ∈ y,
Sometimes we write (2.2) in the "time-flow inverse" form
Proof of lemma 2.3. The equality (2.2) holds by Thm. I.3.12. We have
and combining this with (2.4), we obtain (2.3). The following (passive frequency-domain) output map is a contraction from X into H o :
Moreover, the mapping
extends by linearity and operator closure to a contraction mapping H c into X .
The theorem can be seen as a consequence of [Sta05, Thm. 11.1.6], but the connection requires some explanations, and so we include a proof formulated in the present setup for reading convenience. At the end of the proof we need the following notation which is familiar from Part I:
Also, we introduce the notation T ϕ for the usual Toeplitz operator T ϕ with symbol ϕ ∈ L ∞ (iR; U, Y):
is the operator multiplying by ϕ and P + is the orthogonal projection of L 2 (iR; Y) onto H 2 (C + ; Y). In our case, we always have ϕ ∈ S( 
By Defs. I.3.6-7, we then have for all t ≥ 0 that
and integrating this from 0 to T ≥ 0, we obtain
Letting T → +∞, we obtain that y ∈ L 2 (R + ; Y) and
and so x(T ) 2 is bounded. Thus we may take Laplace transforms, obtaining that
Hence, y = Cx(0) + T ϕ u and the operator C T ϕ is a contraction from
(as a subset of 
, where
is the first order Sobolev space of Uvalued functions u with the additional restriction u(0) = 0, and
is dense in X H 2 (C + ;U ) because A generates a contraction semigroup on X and the Laplace transformation is unitary.
, where C ⋄ denotes the adjoint of C calculated with respect to the inner product in H 2 (C + ; Y) rather than with respect to the inner product in H o (in which case we would have written C * ). Thus CC ⋄ ≤ 1 − T ϕ T * ϕ and by Douglas' lemma there exists some contraction C :
This implies that C is a contraction from X into H o , because for every x ∈ X :
Consider now the output map C d of the passive system node A&B C&D * . From (I.1.17) it follows that H o constructed with ϕ is the same as H c constructed with ϕ. Thus C d = B * is a contraction from X into H c , and so B is a contraction from H c into X .
From now on we let B be the extension of (2.6) by linearity and continuity and we call it the (passive frequency-domain) input map. Please note that the input and output maps of the dual system A&B 
The adjoint of Γ has the following action on kernel functions:
Denoting the past/future map of ϕ by Γ ϕ : H c → H o , and similar for Γ ϕ :
As a consequence, all passive realizations of the same transfer function have the same past/future map.
Proof of Prop. 2.6. The equation (2.10) follows from the following computation:
(2.13) Then (2.11) follows from (valid for all λ * , λ ∈ C + , ν ∈ U, and γ ∈ Y):
(2.14)
Finally, by (2.10) and (2.11), Γ * ϕ e o (λ) * γ = Γ ϕ e o (λ) * γ for all λ ∈ C + and γ ∈ Y. Considering linear combinations of kernel functions and extending by continuity, we obtain (2.12).
Combining (2.11) with (I.4.50), we see that
This operator played a very important role in the more explicit representation of the energy-preserving controllable model A&B C&D c
and its extrapolation space in Part I. In the present paper, the operator Γ plays an even more crucial role, already in the proof that the reproducing kernel defining the state space of the simple conservative model is positive.
Example. From (2.15) and (2.5), we obtain that the controllable energypreserving model A&B Let e + (µ) and e − (µ * ) denote point-evaluation of functions in H 2 (C + ), at µ ∈ C + , and H 2 (C − ), at µ * ∈ C − , respectively. The right-hand side of (2.10) equals the action of the Hankel operator
Indeed, for all fixed parameters λ * ∈ C + , for all fixed vectors ν ∈ U, and for almost all values of the variable µ ∈ iR:
where the first term is in H 2 (C + ; Y) and the second term is in H 2 (C − ; Y); from here we deduce that
where
see Thm. I.2.4. Taking linear combinations and closing, we get
with the reflection being R : e + (λ * ) * ν → e − (−λ * ) * ν, λ * ∈ C + , ν ∈ U, extended by linearity and continuity to a unitary operator
factorizing the Hankel operator are also sometimes referred to as (frequencydomain) input and output maps, but here we refer to B and C by these names. From a systems-theory point of view, it would perhaps be more natural to take the state space H c of the controllable energy-preserving model to be a subspace of H 2 (C − ; U) rather than a subspace of H 2 (C + ; U), since one in time domain often considers input signals in past time R − rather than in future time R + . In particular, the reflection is then absent in (2.17).
A generalized uniqueness result
We see that B in the previous subsection is precisely the unitary similarity operator ∆ in Thm. I.4.3 and C is the adjoint of ∆ in Thm. I.5.2. We now proceed to obtain improvements on these uniqueness results in Part I. First we need to relax the notion of unitary similarity from Thm. I.4.3. Please note that this subsection first considers general system nodes, not only passive ones.
Definition 2.7. Let A&B C&D 0
and A&B C&D 1 be two system nodes with state spaces X 0 and X 1 , respectively, and the same input spaces U and output spaces Y. Let E map X 0 linearly and boundedly into X 1 .
We say that E intertwines A&B C&D 0 
Proof. We begin with statement one. In Thm. I.4.3, ∆ = B and the intertwinement part of the proof goes through even if this operator is only
is energy preserving is also the same as in Thm. I.4.3. The connection between controllability and dense range is immediate from (2.9). That A&B C&D is energy preserving in the unitary case follows from Thm. A.3.3.
We obtain statement two by duality: The input map of A&B C&D * is C * by (2.8), and this operator intertwines the energy-preserving model A&B C&D * o for ϕ(µ) = ϕ(µ) * contractively with A&B C&D * ; see the introduction to §I.5.
Using Lemma A.2, we obtain that C intertwines A&B C&D with A&B C&D o
. The rest of the claim is immediate from the definitions of co-isometry and coenergy-preserving system node.
By Ex. 2.1, B o = Γ, and then assertion one with Def. 2.7 gives
finally Thm. I.5.1.3 gives (2.20).
The state space of the conservative model
The first step in the development is to construct a positive 2 × 2-block kernel function using only ϕ, whose reproducing kernel Hilbert space will be the state space of the realization A&B C&D s
. As in [AS07, §8], we develop the theory using a four-variable kernel rather than the standard two-variable kernel, hoping to make visible how the observable co-energy-preserving and controllable energy-preserving functional models are combined into the conservative simple model.
We begin with a general result on how a RKHS can arise as the range of a multiplication operator: 
Then H H is a reproducing kernel Hilbert space with reproducing kernel
Proof. By Thm. I.1.1, K is the reproducing kernel of some uniquely determined Hilbert space of functions. Let H(·)x ∈ H H and let w ∈ Ω. For y ∈ Y we note that
Noting that ker (M H ) = {ξ ∈ X : H(z) ξ = 0 for all z ∈ Ω}, we get H(w) * y ∈ ker (M H ) ⊥ and x, H(w)
Hence the above calculation continues as
and we conclude that K(z, w) = H(z)H(w) * works as the RK of H H .
Taking Ω = C + and either If im C is equipped with the lifted norm Cx im C = P R † x X then C maps R † unitarily onto im C which is a RKHS H C with reproducing kernel
Similarly, B * is a unitary identification of R with H B * , where
is the RKHS with reproducing kernel
The following result which draws some inspiration from [ADRdS97, Thm. 2. 
and the output map C maps 
µ * , λ * ∈ C + , and the input map B maps H c unitarily onto R.
Clearly, H(µ) = e o (µ) C and G(µ * ) = e c (µ * ) B * . The previous result also extends (I.4.73) and the first formula in Prop. I.5.8, since the realization of ϕ is arbitrary -only suitable energy properties are assumed.
Assuming that ϕ ∈ S(C + ; U, Y), the kernel K s has removable singularities at µ * = λ and µ = λ * . When we remove these singularities by continuity, the kernel becomes holomorphic with its values being bounded operators on Y U . In the sequel we ignore removable singularities, assuming that they have been removed.
Proof. Let (U, X , Y) denote the input/state/output spaces of A&B C&D . We begin by proving (3.2). By (I.3.6), every system node satisfies
For A&B C&D energy preserving, (I.3.14) gives that for all λ * , µ * ∈ C + , ν, v ∈ U:
This implies that
i.e., that (3.2) holds. That (3.1) holds for a co-energy preservation system node follows by applying (3.2) to the energy-preserving system node A&B C&D * ;
recall that the transfer function of this dual system is ϕ and that ( ϕ) = ϕ. A conservative system is by definition both energy-preserving and coenergy preserving, and so (3.1) and (3.2) both hold. Moreover, by (2.13) every system node satisfies
and this implies
To establish the unitary of C from R † onto H o in assertion 1, we observe that K C = K o in the co-energy preserving case. This implies that H C = H o and then unitarity follows from Cor. 3.1. Analogously, B * maps R unitarily onto H c , which implies that B is an isometry into X with range R.
Alternatively, (3.1) can be inferred from Thm. I.5.2 and (3.2) can also be seen as a consequence of Thm. I.4.3. The existence of a conservative realization of an arbitrary operator Schur function on C + has been proved in, e.g., [AN96, BS06] . Formula (3.4) provides a Kolmogorov factorization of K s , which proves that K s is positive, hence the reproducing kernel of a Hilbert space. In order to keep the present article (together with Part I) selfcontained, we provide a short direct proof of the positivity in the style of Part I and [AS10, pp. 3321-3323].
Let Γ be the past/future map determined by ϕ in (2.10) and let e(µ, µ * ) = e+(µ) 0 0 e+(µ * ) be point-evaluation of functions in
. Then the kernel can be factorized as 
which proves (3.5). Furthermore, 1 Γ Γ * 1 is positive semidefinite on
Ho
Hc due to the contractivity of Γ. Now the positivity follows upon observing that
In order to fit into standard reproducing kernel Hilbert space (RKHS) theory, we can alternatively interpret K s (µ, µ * , λ, λ * ) as a kernel function of two variables µ := (µ, µ * ) and λ := (λ, λ * ), both in C + × C + . Then our positive kernel function has the special 2 × 2-block form
Elements of the corresponding RKHS, which we denote by H s , are densely spanned by the kernel functions K s (·, λ) [ 
where f and g are analytic on C + ; therefore this property continues to hold for all elements of H s . By standard RKHS theory, the reproducing property is
Taking ν = 0 and setting (the first column of K s (µ, λ))
Similarly, taking γ = 0 gives
and the general case (3.7) is the superposition of these two. 
5.
The following maps are co-isometries from H s onto H o and H c , respectively:
The 
The spaces U s and R s will turn out to be the unobservable and approximately reachable subspaces of the conservative simple model, respectively. 
Proof of
An analogous argument shows that R † s is closed and Π 1 H s = H o . The operator Π 2 Rs = π 2 : R s → H c is unitary by (3.12) and (3.14). Due to (3.11) and the isometricity of [ Γ 1 ], the space R s is the closed linear span of the kernel functions
(λ ∈ C + is insignificant) and this implies that ker (Π 2 ) = H s ⊖ R s :
(3.16)
, we thus obtain Π 2 = π 2 0 , and furthermore, by the unitarity of π 2 :
Hence, the operator Π 2 is a co-isometry with initial space R s (and final space H c ). The unitarity of π 2 implies that π * 2 = π 
The claims on Π 1 , π 1 , Γ * , P R † s , and P Us are proved in the same way.
We will need the following extension of Prop. I.2.6:
Proof. By Prop. I.2.6 and Thm. I.2.4.2, for all f ∈ H o and g ∈ H c :
Restricting to H s and combining this with (3.13) completes the argument for f , and g is handled the same way.
We end the section with an analogue of Thm. 2.4. It is needed for our uniqueness result for the conservative simple model, which is a variation on Thm. 2.8. Inspired by [AKS11, §10], we define the (frequency-domain) bilateral input map of a passive system A&B C&D with state space X as the mapping 
4. The operator C bil maps R + R † unitarily onto H C bil , the RKHS with reproducing kernel
We have the alternative characterization
5. Assume that A&B C&D is conservative. Then H C bil = H s and B bil maps H s isometrically into X , unitarily onto R + R † . Moreover, C * ΓB * R = P R † R Proof. For every h ∈ Ho Hc , we have (using (3.18), Γ = C B with C and B contractive, and (3.8)):
hence B bil is contractive on im
which is dense in H s . By (3.10) and (3.18) it holds that B bil ι * = C * B :
Ho Hc → X , and this implies that
From here it immediately follows that
Formula (3.20) is established via (3.18), (3.11), (2.6), and (2.5):
compare this to Def. 2.2 to obtain the characterizations of simplicity. Finally, (2.8) and (3.3) give (3.21); the factor ι −1 emphasizes the fact that C bil maps into H s rather than
Ho
Hc . This completes the proof of assertions one to three. Assertion four follows from Lem. 3.1 upon observing that (2.5), (2.8), and (3.3) imply that
and that by the above, ker (C bil ) ⊥ = R + R † . For the rest of the proof, we assume that A&B C&D is conservative. Then Prop. 3.3.3 gives that K C bil = K s and by assertion 4, C bil maps R + R † (which is isometrically contained in X ) unitarily onto H s ; then B bil = C * bil maps H s isometrically into X , with im B bil = R + R † by the above; now B bil has closed range because it is isometric with a closed domain. By Prop. 3.3, C * and B are both isometric into X ; hence C * C = P R † and BB * = P R . Combining this with the Def. 2.5 of Γ gives C * ΓB * R = P R † R .
We remark that C * ΓB * R = P R † R for a conservative system node means that Γ = P R † R if we make the unitary identification of y ∈ H o with C * y and, similarly, we identify x ∈ R with B * x.
The conservative simple functional model
We construct the conservative simple realization in the following way; cf. Lem. I.4.1:
Proposition 4.1. Let ϕ ∈ S(C + ; U, Y) and let H s be the Hilbert space with reproducing kernel (1.3) . The mapping 
i.e., for all ν, η ∈ U, γ, ξ ∈ Y, and µ, µ * , λ, λ * ∈ C + :
Proceeding along the lines of the proof of Lemma I.4.1, one obtains from (4.2) that the extension by linearity and operator closure of the mapping (4.1) is a scattering-isometric, well-defined single-valued operator; please note that [
for all λ, λ * ∈ C + , ξ ∈ Y, and η ∈ U, i.e., z 1 = 0 and z 2 = 0.
From now on A&B C&D s always denotes the extension of the mapping (4.1) by linearity and operator closure. 
Assertion three can be written more explicitly as (for
Proof of Thm. 4.2. We obtain that A&B C&D s is an energy-preserving system node by generalizing the proof of Thm. I.4.2: If
then in particular for all λ, λ * ∈ C + , γ ∈ Y, and ν ∈ U:
(4.6)
Restricting (4.6) to the case λ * = 1 and γ = 0, we obtain that u = 0. Keeping γ = 0 but taking λ * = 1, we get x 2 = 0. Finally, letting γ run over Y and λ over C + , we obtain that x 1 = 0. Combining this with Prop. 4.1 and the proof of Thm. I.4.2, we obtain that A&B C&D s is an energy-preserving system node.
In the same way we see that the range of
is dense in Hs U ; then A&B C&D s is a conservative system node by Thm. I.3.12. Claim two now follows immediately from (2.4).
Using Def. I.3.1 and (4.1), we calculate
(4.7) From (I.3.5) and (4.1) we then have (for λ * ∈ C + , ν ∈ U):
From (4.7) and (3.15) we have that B s = [ Γ 1 ] and by definition R s = ran (B s ). However, since B s : H c → H s is isometric by Thm. 3.5.2, im B s is closed. By (2.5) we have e o (λ) C = C (λ − A) −1 and carrying out the calculation (4.7) for A&B C&D * s in (4.3), we obtain C *
where we also used (3.11). Combining this and B s = [ Γ 1 ] with (3.18), we obtain for all
this shows that B s,f ull acts as the identity on the dense subspace im 1 Γ Γ Proof. The isometricity of B bil and the fact that im B bil is dense if and only of A&B C&D is simple were shown in Thm. 3.7. Using (3.20), Lemma 2.3, (I.3.6), and (4.1), for all λ, λ * ∈ C + , γ ∈ Y, and ν ∈ U: (equipped with the graph norm), we obtain both (2.18) and (2.19).
As an immediate consequence of the theorem, any two simple conservative realizations with the same transfer function are unitarily similar.
The above formulas (4.1) and (4.3) for A&B C&D s
and its adjoint only give the action on special, kernel-like elements. Using (2.4), we can obtain explicit formulas for the action of A&B C&D s on generic elements of its domain: , µ, µ * ∈ C + , γ ∈ Y, and ν ∈ U:
(4.10)
First assume that [ is contained in the set on the right-hand side of (1.6).
Now drop the assumption [ for all
By (I.3.7), a system node A&B C&D with state space X can be reconstructed from its component operators A, B, C, and its transfer function D(α), for an arbitrary α ∈ res (A). In the following result, we describe these operators for A&B C&D s
. In order to state the result, we define a linear operator R α , α ∈ C + , on the space of analytic functions 
holds (with y as above) that lim
Re η→+∞ η x 2 (η) + ϕ(η) y = 0. (4.14)
The resolvent of A s is 
Proof. The claims on A s and C s (including (4.14)) follow by comparing Defs. I.3.1 -2 to (1.4) -(1.6). For α ∈ C + and [
]. From (4.12)-(4.13) we see that
We conclude that C s [ w1 w2 ] = x 1 (α), which gives an alternative proof of (4.5), and solving for [ The following are easy to see (for all α ∈ C + ):
From the former of these formulas, it seems reasonable that A s,−1 [
−µ * x2(µ * ) while the latter hints that the control operator B s of
u. In order to properly decouple A s &B s into A s,−1 B s and prove these conjectures, we shall next interpret A s &B s as an operator that maps into the extrapolation space H s,−1 of H s .
The extrapolation space and its reproducing kernel
The formula (4.15) for the resolvent of A s suggests a way to concretely identify the (−1)-scaled rigged space H s,−1 defined abstractly as the completion of the space H s in the norm
where β is the fixed rigging parameter. Indeed, we should have [ 
in particular, R β Z s = {0} ⊂ H s . Hence, · Hs,−1 is a norm on the quotient space
The norm on H s,−1 , and the corresponding inner product, depend on the choice of β ∈ C + , but different choices of β give equivalent norms. 
is the unique extension of A s to a closed operator on H s,−1 . Moreover, 
Proof. The argument follows the proof of Thm. I.4.7, but we provide a more polished formulation. In order to establish that H s,−1 is complete, take a Cauchy sequence
Thus, H s,−1 is a Hilbert space and R β Hs,−1 clearly maps H s,−1 unitarily onto H s . We next prove assertion one. Combining (5.1) with (4.15), we see that ι is continuous: for all x ∈ H s it holds that
As R β Hs,−1 is unitary from H s,−1 onto H s and dom (A s ) = R β ι H s is dense in H s = R β H s,−1 , it follows that ι H s is dense in H s,−1 .
For all x ∈ H s and α ∈ C + , 
The condition x 1 (β) = 0 picks out a unique representative of every equivalence class in the extrapolation space. We call H given by
(6.5)
The operator (6.3) implements a unitary similarity between
As Bs
Cs Ds in (6.5) and
Proof. Eq. (I.6.1) gives D s,α = ϕ(α) and for As, α, the formula in (6.5) is immediate from Prop. 4.5. The formulas for B s,α and C s,α are (4.4) and (4.5) renormalized. For the intertwinement, we obtain:
where again z = m 
Appendix A. Non-invertible intertwinement
This section contains results on intertwinements, which are not part of the main story. In this section, no assumptions on passivity are made.
The standard transfer function of a system node A&B C&D with input space U, state space X , and output space Y only considers the input/output behavior of the system. We now extend the concept of transfer function in a way which also provides information on the state trajectory. Namely, we extend it into the mapping ; see p. 740 in Part I. In the present paper, the four component operators of S in fact play a more important role than the system-node components A, B, C themselves, and much of the theory could be written in terms of these operators. However, here we choose a more explicit exposition which is more in line with the notation in, e.g., [ADRdS97] . and E * in place of E, we obtain also that claim two implies claim one, since the (closed) system nodes and E are all equal to their double adjoints.
In order to prove that statement one implies statement four, fix λ ∈ res (A 0 ) ∩ res (A 1 ) arbitrarily and assume (2.18)-(2.19). Then it is easy to see that also the following two identities hold: , and using (A.5) and (A.6), we get (A.3) for every λ ∈ res (A 0 ) ∩ res (A 1 ).
Statement four implies statement five because res (A 0 ) ∩ res (A 1 ) is nonempty. In order to prove that statement five implies statement one, we assume that λ ∈ res (A 0 ) ∩ res (A 1 ) is such that (A.3) holds. Then we claim that and use (A.8), which gives us the bottom half of (2.19).
We have the following consequences: 
