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PREFACE 
In the present dissertation an attempt has been made to discuss some 
problems of Jacobi polynomials. This dissertation comprises of nine chapters. 
Each chapter is divided into a number of sections. Equations have been 
numbered chapter wise. The equations are numbered in such a way that, when 
read as decimals, they stand in their proper order. For example, the bracket 
(a.b.c) specified the result, in which the last decimal place represents the 
equation number, the middle one represents the section and the first indicates 
the chapters to which it belongs. 
Chapter 1 contains some preliminary concepts and important well 
known results needed in the subsequent text. The chapter also briefly 
introduces Biorthogonality and Generating function relations and its 
applications in different fields of science and technology. 
Chapter 2 concems itself with the study of linear and bilinear 
generating functions of Jacobi polynomials. Certain generating functions, some 
bilinear generating functions and a short proof of a generating function for 
Jacobi polynomials have been discussed. 
Chapter 3 deals with the study of an integral representations for the 
product of two Jacobi polynomials, studied by H. M. Srivastava and Rekha 
Panda [110]. They also proved how this formula can be extended to yield 
integral representations for the product of two generalized hypergeometric 
polynomials. 
Chapter 4 gives the detailed discussion of the generalizations of some 
remarkable product formulas of Harry Bateman (1882 - 1946) for the classical 
Jacobi polynomials, studied by Ming - Po Chen and H. M. Srivastava [41]. 
They also demonstrated how the results considered here would lead to various 
families of linear, bilinear, and bilateral generating functions for the Jacobi and 
related polynomials. 
Chapter 5 consists of the orthogonality conditions satisfied by Jacobi 
polynomials P^ "^'^ ^ when the parameters a and P are not necessarily > - 1 , 
studied by A. B. J. Kuijlaars, A. Martinez-Finkelshtein and R. Orive [71]. They 
established orthogonality on a generic closed contour on a Riemann surface. 
Depending on the parameters, this leads to either full orthogonality conditions 
on a single contour in the plane, or to multiple orthogonality conditions on a 
number of contours in the plane. In all cases they have shown that the 
orthogonality conditions characterize the Jacobi polynomial PJ""^ ^ of degree n 
up to a constant factor. 
In Chapter 6, a simple derivation rule for the Jacobi polynomials with 
respect to their parameters, i.e. for 5„P"'^ and p^P"'*^  is discussed. It is 
obtained via relations for the Gaussian hypergeometric function concerning 
parameter derivatives and integer shifts in the first two arguments. The study is 
motivated by a Galerkin method with moving weight, presents all proofs in 
detail and terminates in a brief discussion of the generated polynomials. 
Chapter 7 deals with the family of orthogonal polynomials 
corresponding to a generalized Jacobi weight function was considered by 
Wheeler and Gautschi who derived recurrence relations, both for the related 
Chebyshev moments and for the associated orthogonal polynomials. F. Locher 
[76] obtained an explicit representation of these polynomials, from which the 
recurrence relations can be derived. 
Chapter 8 deals with a pair of biorthogonal polynomials that are 
suggested by the classical Jacobi polynomials, introduced and studied by H. C. 
Madhekar and N. K. Thakare [78]. The chapter contains biorthogonality 
conditions, generating functions and recurrence relations. 
Chapter nine is divided into two distinct sections. The first section 
deals with some new relations for Jacobi polynomials arising from 
communication network theory and the second section with the Jacobi 
polynomials used to approximately invert the Laplace transform. 
In the end an exhaustive and upto date list of original papers related to 
the subject matters of this dissertation have been provided in the form of 
bibliography. 
CHAPTER -1 
INTRODUCTION 
CHAPTER - 1 
INTRODUCTION 
1.1 HISTORICAL BACKGROUND : 
Special functions have a wide application in the field of mathematics. 
Most of these applications lie in the field of Statistics, Physics, Engineering, 
Theory of elasticity, Quantum theory and Lie theory. 
Seventeenth century England was the birth place of special functions 
and considered as one of the oldest branch of analysis. The history of special 
functions is closely connected to the problems of terrestrial and celestial 
mechanics that were solved in eighteenth and nineteenth centuries, the 
boundary value problems of electromagnetism and heat in the nineteenth, the 
Lie group theory and the eigen value problems of quantum mechanics in the 
twentieth century. 
Special functions provide a unique tools for developing simplified yet 
realistic models of physical problems, thus allowing for analytic solutions and 
hence a deeper insight into the problem under study. It attracts a great deal of 
interest of several researcher, among them are the work of John Wallis, Euler, 
Gauss, Legendre, Laplace, Bessel, Jacobi, Hermite, Laguerre, secondly by 
Riemaim, Chebyshev, Whittaker, Watson, Ramanujan, Appell, Regab, Hardy, 
Lebder, Erdelyi, Bailey etc. and continuously refmed by new achievements and 
suggestion within the context of applied sciences. 
The aim of the present chapter is to introduce the several classes of 
special functions which occur rather more frequently in the study of Jacobi 
polynomial and needed for presentation of the subsequent chapters. First, we 
recall some definitions and important properties of such elementary functions 
as Gamma and Beta functions and related functions and then proceed to the 
hypergeometric functions. We present definitions of the classical orthogonal 
polynomials and some hypergeometric representations of polynomials. A 
1 
concept of generating function and their classification is also given in this 
chapter. 
1.2 DEFINITION, NOTATIONS AND RESULTS USED : 
Frequently occurring definitions, notations and results used in this dissertation 
are as given under. 
THE GAMMA FUNCTION: 
The Gamma function is defined as : 
r ( z ) = 
j " t""' e"' dt. Re (z) > 0 
r (z + 1) 
(1.2.1) 
Re (z) < 0, z ^ 0, -1,-2,. 
THE POCHHAMMER'S SYMBOL AND THE FACTORIAL 
FUNCTION: 
Pochhammer's symbol (X)n is defined by 
'X{X + l){X + 2) (X + n-1), i f n = 1,2,3, 
{XI =\ (1.2.2) 
1, ifn = 0 
Since (!)„ = n ! , (X)n may be looked upon as a generalization of the elementary 
factorial, hence the symbol (X)„ is also referred to as the factorial functions. 
In terms of Gamma function, we have 
W.=^f^.».'= 0,-1,-2 
The binomial coefficient may now be expressed as 
f^]_H^-l) jX-n + l) (-1)" i-Xi 
vny 
(1.2.3) 
n ! n 
(1.2.4) 
Also, we have 
(>•)-. = (-1)" n = I,2,3, ,X*0, +1, ±2, 
Equation (1.2.3) also yields 
(^)m+n = (^)m Q^ + ^)n 
which, in conjunction with (1.2.5), gives 
< ' > » - - ( l - X - n ) ' " ' k < n 
For A,= 1, we have 
(-n). = ( n - k ) ! ' 
0 
0 < k < n 
k > n 
(1.2.5) 
(1.2.6) 
(1.2.7) 
(1.2.8) 
LEGENDRE'S DUPLICATION FORMULA : 
In view of the definition (1.2.2), we have 
W2„=2 2n 
l \ rx+n 
Jn 
, n = 0,1,2, 
Jn 
(1.2.9) 
which follows also fi-om Legendre's duplication formula for the Gamma 
function, viz. 
V^  r(2z) = 2'^ -'r(z)r n 1 3 z + — , z ^ 0 , - — , - 1 , - — 
2 2 2 
(1.2.10) 
GAUSS'S MULTIPLICATION THEOREM: 
For every positive integer m, we have 
{^1.=^"^ n rx+ j -p 
j=i m 
n = 0,1,2,... 
/n 
which reduces to (1.2.9), when m = 2. 
(1.2.11) 
THE BETA FUNCTION: 
The Beta function B (a, P) is a function of two complex variables a and 
P, defined by the Eulerian integral of the first kind 
B(a,p)= j^ ' t"- ' ( l- tf- 'dt , Re(a)>0,Re(p)>0 (1.2.12) 
The Beta function is closely related the Gamma function; in fact, we 
have 
, , r(a)r(p) 
Ba,p = ; / ^ ; V ' a,P^ 0,-1,-2,... 
From the relations (1.2.12) and (1.2.13) it follows that 
\\ t*^ -' (1 - t f ' ' dt, Re(a) > 0,Re(p) > 0 
B(a,p) = 
r(«)r(P) 
r(a+p) , Re(a)<0, Re(p)<0,a,p;t 0,-1,-2, 
(1.2.13) 
(1.2.14) 
THE ERROR FUNCTION: 
The error function erf(z) is defined for any complex number z as 
2 
erf(z) = ^  Jo e^P(-t') dt 
and its complement by 
2 
erf c (z) = 1 - erf (z) = - ^ J" exp(-t^) dt 
(1.2.15) 
(1.2.16) 
1.3 GAUSSIAN HYPERGEOMETRIC FUNCTIONS AND 
ITS GENERALIZATIONS: 
HYPERGEOMETRIC FUNCTION: 
The term 'hypergeometric' was first used by Wallis in oxford as early as 
1655 in his work 'Arithmatrica infinitorum' when referring to any series which 
could be regarded as a generalization of ordinary geometric series. 
Y z"=l + z + z^+ ... (1.3.1) 
n=0 
But the main systematic development of what is now regarded as the 
hypergeometric function of one variable 
* (a) (h) 7" 
2F,(a,b;c;z) = X ^ 4 4 " ^ — , c;^ 0,-1,-2, ... (1.3.2) 
n=o (c)„ n! 
was undertaken by a German mathematician C.F. Gauss in 1812. 
In (1.3.2), (a)n denotes the Pochhammer symbol defined by (1.2.2), z is 
a real or complex variable, a, b and c are parameters which can take arbitrary 
real or complex values and c ^ ^ 0, - 1 , -2, .. . . If c is zero or negative integer the 
series (1.3.2) does not exist and hence the function 2F1 (a, b; c; z) is not defined 
unless one of the parameters a or b is also a negative integer such that - c < - a. 
If either of the parameters a or b is a negative integer say -m then in this case 
(1.3.2) reduces to the hypergeometric polynomial defined by 
, " (-m) (b) z" 
2F, -m,b;c;z) = £ ^ / ^ " ^ > -^<z«x^ (1.3.3) 
n=o (c)„ n! 
By d'Alembert's ratio test, it is easily seen that the hypergeometric 
series (1.3.2) converges absolutely within the unit circle, that is, when | z | < 1, 
provided that the denominator parameter c is neither zero nor a negative 
integer. Notice, however, that if either or both of the numerator parameters a 
and b in (1.3.2) is zero or a negative integer, the hypergeometric series 
terminates and the question of convergence does not enter the discussion. 
Further tests show that the hypergeometric series in (1.3.2), when | z | = 
1 (that is on the unit circle), is 
(i) absolutely convergent, if Re (c - a - b) > 0; 
(ii) conditionally convergent, if-1 < Re (c - a - b) < 0, z ?!: 1; 
(iii) divergent, if Re (c - a - b) < - 1 . 
GENERALIZED HYPERGEOMETRIC FUNCTION 
A natural generalization of the hypergeometric function 2F1 is the 
generalized hypergeometric function, so called pFq, which is defined as 
pF. 
tt] , 0 , 2 , ' • • CXp, 
= j ; ^ '-'" P-^n 1- (1.3.4) 
.PpPa^-P,; J to (P,)„•••(?<,)„ n! 
where 
PJ^0 , - l , -2 , ...; j = l , 2 , . . . ,z . 
An application of the elementary ratio test to the power series on the 
right in (1.3.4) shows at once that: 
(i) If p < q, the series converges for all finite z, that if for | z | < 00. 
(ii) If p = q + 1, the series converges for | z | < 1 and diverges for | z | >1. 
(iii) If p > q + 1, the series diverges for z ^ ^ 0. 
1.4 HYPERGEOMETRIC FUNCTIONS OF TWO VARIABLES: 
APPELL'S FUNCTIONS : 
In 1880, Appel [10] introduced four hypergeometric series which are 
generalization of Gauss hypergeometric function 2F1 and are given below : 
F,[a;b,b';c;x,y]= X ^ »;^  \ ^/^ "^ x" y" (1.4.1) 
n.k=o k!n!(c)„^^ 
max {I X I, I y I} < 1 
F2[a;b,b';c,c';x,y]= X , , ) \ , ) ^ ^' v" (1-4-2) 
„,k=o k!n!(cX(cX 
| x | + | y l < l 
F3[a,a';b,b';c;x,y]= I ; ^^^^'^^Y^'^r. ^. yn (^  4 3^  
n,k=o k! n! (cX^^ 
max {I X I, I y I} < 1 
(a) (h) 
F4a,b;c,c';x,y]= X \ , ) \ T\ ^ ' y " (^ •4-4) 
n,w=o k!n!(c)^(cX 
7M+N/M<I-
1.5 THE KAMPE DE FERIET FUNCTION : 
The four Appell series are unified and generalized by Kampe De Feriet 
(1921) who defined a general double hypergeometric series, [9, P. 150 (29)]. 
Kampe De Feriet's function, denoted by Vf'^-^ is defined as follows 
(^ \- (h V {n \- 1 oc 
pp:q;k 
V:m;n 
.(«<): (Pn,)^  (r.); 2-1 ( r! s! 
(1.5.1) 
where for convergence 
(i) p + q < / + m + l , p + k < / + n + l , | x | < o o , |y|<oo, 
(ii) Also when p + q = / + m + l , p + k = / + nH-l, and 
X + y < l if p>^ 
max { |x | , | y | } < 1, ifp < ^ 
1.6 GENERATING FUNCTIONS : 
The name 'generating ftinction' was introduced by Laplace in 1812. 
Since then, the theory of generating functions has been developed into various 
directions and found wide applications in various branches of science and 
technology. A generating function may be used to define a set of functions, to 
determine a differential recurrence relation or a pure recurrence relation, to 
evaluate certain integrals, etc. 
LINEAR GENERATING FUNCTIONS : 
Consider a two variable fimction F(x, t), which possesses a formal (not 
necessarily convergent for t ^  0) power series expansion in t, such that 
F(>^'t) = S f n ( x ) t " , (1.6.1) 
n=0 
where each member of the coefficient set [f^  (x)}°°_ is independent oft. Then 
the expansion (1.6.1) of F(x, t) is said to have generated the set (fn(x)l and 
F(x, t) is called linear generating function (or, simply generating function) for 
the set {f„ (x)}. 
This definition may be extended slightly to include a generating fUnction 
of the type 
G(x,t) = £ c „ g „ ( x ) t " (1.6.2) 
n=0 
where the sequence {Cn}"^ ^ may contain the parameters of the set gn(x), but is 
independent of x and t. 
A set of functions may have more than one generating function. 
00 
However, if G(x,t) = X n^ {^) t" then G(x, t) is the unique generator for the 
n=0 
set {hn(x)} as the coefficient set. 
We now, extend our definition of a generating function to include 
functions which possess Laurent series expansions. Thus, if the set {fn(x)l is 
defined for n = 0, ± 1, ± 2, ... the definition (1.6.2) may be extended in terms 
of Laurent series expansion 
F*('''0=£ ynfn(x)t" (1.6.3) 
n = - « j 
where the sequence (y^ )"__^  is independent of x and t. 
BILINEAR GENERATING FUNCTIONS : 
If a three-variable function F(x, y, t) possesses a formal power series 
expansions in t such that 
F(x,y,t) = | ; y„ f„ (x ) f „ (y ) t " (1.6.4) 
n=0 
where the sequence (yn) is independent of x, y and t, then F(x, y, t) is called a 
bilinear generating function for the set If,, (x)| . 
More generally, if F(x, y, t) can be expanded in powers oft in the form 
F(x,y,t) = |;Y„f„(„)(x)fp(„)(y)t" (1.6.5) 
n=0 
where a(n) and P(n) are functions of n which are not necessarily equal, we 
shall still call F(x, y, t) a bilinear generating function for the set |f„ (x)}. 
BILATERAL GENERATING FUNCTIONS ; 
Suppose that a three-variable tunction H(x, y, t) has a formal power 
series expansion in t such that 
H(x,y,t) = | ; h „ f „ ( x ) g „ ( y ) t " (1.6.6) 
n=0 
where the sequence {hn} is independent of x, y and t, and the sets of functions 
|f„(x)| and |g„(x)| _ are different. Then Hn(x, y, t) is called a bilateral 
generating function for the set |f„ (x)| or |g„ (x)| . 
The above definition of a bilateral generating functions may be extended 
to include bilateral generating functions of the type: 
H(x,y,t) = |;y„f„(„)(x)gp(„)(y)t" (1.6.7) 
n=0 
where the sequence (yn) is independent of x, y and t, the sets of functions 
|fn (x)| _ and |g„ (x)| _ are different and a(n) and |3(n) are functions of n 
which are not necessarily equal 
MULTIVARIABLE, MULTIPLE, MULTILINEAR AND MULTI-
LATERAL GENERATING FUNCTIONS : 
Let G(X|,X2,---,Xr;t) is a function of (r + 1) variables, which has a 
formal expansion in power oft such that 
G(x„X2,-,x,;t) = | ; C„ g„(x„X2,-,x,;t) t", (1.6.8) 
n=0 
where the sequence {Cn} is independent of the variables x^,X2,---,x^ andt. 
Then, we shall say that G(x,,X2,---,Xr;t) is a multivariable generating 
function for the set |g„(x,,X2,---,Xf)j corresponding to the non zero 
coefficients €„. 
A natural extension of the multivariable generating function (1.6.8) is a 
multiple generating function, which may be defined formally by 
00 
vi/(x,,X2,--,x,;t,,t2,---,t,)= 5] C(n,,"-,n^) (1.6.9) 
ni , - sn f=0 
where the multiple sequence |c(n|,n2,--,nr)| is independent of the variables 
x,,X2,"-,x, and t,,t2,---,t^. 
Further extension of the generating function (1.6.8) and (1.6.9) in terms 
of the Laurent series expansions are 
00 
G*(x„X2,--,x,;t)- ^ C„g„(x„X2,---,x,)t", (1.6.10) 
n=-oo 
and 
v|/*(x,,X2,---,x,;t,,t2,---,tJ 
00 
= S C(n,,n2,---,nJrn,,n2,---,n,(x,,X2,---,x,)t,''' t2"^  •••t^' 
n|,n2,--,n|.=-<» 
(1.6.11) 
respectively. 
A multivariable generating function G(x,,X2,---,x^;t) given by (1.6.8) 
is said to be multilinear generating function if 
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g„(x„X2,---,xJ = f„_(„)(xi)f„^(„)(x2)---f„^(„)(x,) (1.6.12) 
where ai(n), a2(n), ..., aXn) are functions of n, which are not necessarily 
equal. More generally, if the functions occurring on the right-hand side of 
(1.6.12) are all different, the multivariable generating function (1.6.8) will be 
called a multilateral generating function. 
1.7 ORTHOGONAL POLYNOMIALS : 
Orthogonal polynomials are of great importance in mathematical 
physics, approximation theory, the theory of mechanical quadratures, etc. This 
class contains many special functions commonly encountered in the 
application, e.g. Legendre, Hermite, Gegenbauer, Jacobi and Rice polynomials. 
Orthogonal polynomials are treated in many excellent books such as Rainville 
[96], Lebedev [74] and Prudnikov et al (see [91], [92] and [93]). Some of the 
orthogonal polynomials used in our work are given below. 
LEGENDRE POLYNOMIALS: 
Legendre Polynomials Pn(x) of order n are defined by means of 
generating relation: 
(l-2xt + t^)^ = | ; P„(x)t" (1.7.1) 
n=0 
fo r | x |< l a n d | t | < l , 
Pn(x) can also be defined in series from as 
,n-2k 
, , IJJ (-l)'(2n-2k)!x" 
where 
n 
n - l 
I 2 
if n is even 
if n is odd 
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Also, in the hypergeometric representation Pn(x) is given as 
-n,n + l; 1-x 
1; ~ 1 ~ PnW= 2F, (1.7.3) 
HERMITE POLYNOMIALS: 
The Hermite Polynomials Hn(x) are defined by means of generating 
relation 
00 
exp (2xt-t^) = 5] H„(x)f 
i t 
n=o n! 
valid for all finite x and t. 
H„(x) can also be defined in series form as 
H.(x). (-iyn!(2x)' 
.n-2k 
,-0 k! (n-2k)! 
In the hypergeometric representation Hn(x) is given as 
H„(x) = (2x)" ,F, 
-n -n 1 
^T'^r+i:' 1 2 2 2 ^ 
x 
(1.7.4) 
(1.7.5) 
(1.7.6) 
LAGUERRE POLYNOMIALS: 
The Laguerre polynomials Ln(x) of order n are defined by means of the 
generating relation 
1 
1-t exp 
^ - x t ^ 
v(l-Oy 
= l L n ( x ) t " (1.7.7) 
n=0 
Ln(x) can also be defined in series form as 
Ln(x) = Z (-1)^ n! x^  
^ {k\f (n-k)! (1.7.8) 
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ASSOCIATED LAGUERRE POLYNOMIALS : 
The associated Laguerre polynomials L„ (x) are defined by means of 
generating relation 
( 1 - . ) ' " exp 
^-x t^ 
1-t V i - t y n=0 
= ZL(n"Hx)t" (1.7.9) 
For a = 0, the above equation (1.7.9) gives (1.7.7). 
U^' (x), for a non negative integers n, can also be defined in series form as 
(- l) ' (n + a)!x' ' 
" ^ ^ to k! (n -k) ! (a + k)! 
In the hypergeometric representation I}^' (x) is given as 
n! 
-n ; 
1 + a; 
(1.7.10) 
(1.7.11) 
JOCOBI POLYNOMIALS: 
The Jacobi polynomial P„^ °'''^ (x) of order n is defined by 
pM)(x) = l i l ^ ^pT-n-l + a + P + n; 1-x' 
n! 
2 •'I (1.7.12) 1 + a ; 2 
Special Cases : 
(I) When a = p = 0, the polynomial in (1.7.12) becomes the Legendre 
polynomial. 
(II) If X = 1 in (1.7.12) then P^ "^'"^^ (l) = ^ "^"^". 
n! 
(HI) If p - a in (1.7.12) then Pf°'"^(x) is called the ultraspherical 
polynomial. 
^a, c -b ; -z 
Applying the transformation ( l - z ) ' F 
function 2F1 of (1.7.12), we write 
c ; l - z 
=F(,b;c;z), to the 
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,(a,P)/.^_(l + « i fx_+lY prw= 
n! 
.F, 
-n, -p-n; x-1 
1 + a ; x + 1 
(1.7.13) 
In the expansion form, (1.7.12) and (1.7.13), respectively, may be written as 
p M ) M = y (! + «)„ (l + a + P)„^, 
" ^ ^ h k ! ( n - k ) ! ( l + aX(l + a + p)^ 
/ 1 A'' 
' x - P 
\ ^ J 
e"w=s (1+«).(1+P). ' x - l i fx + P 
=^0 k! (n-k)! (l + aX(l + P t , 
(1.7.14) 
(1.7.15) 
\ ^ J 
GENERATING FUNCTIONS 
(i) A generating function for the Jacobi polynomials follows readily 
from (1.7.14) 
(1-t) -l-a-fl 2F, i ( l + a + p),l(2 + a + p); 2t(x-l) 
« (a + P + lXe^'Wt" 
n=o (1 + aX 
(1.7.16) 
(ii) Bateman's Generating Function : 
From (1.7.15), we obtain the Bateman's generating function 
oF, 
-; t ( x - l ) 
1 + a: 2 oF, 
-; t(x + l) 
= 1 Pi°''^^(x)t" 1 + P; 2 J „t-o (l + a X ( l + P)„ 
If we replace x by - x and t by - 1 in (1.7.17), we get 
e^)(-x)=(-irpr)(x) 
If we apply (1.7.18) to the defmition (1.7.12), we obtain 
pM)(,)J-0"O^P)„ 
2F, 
"-n, 1 + a + P + n; 1 + x 
1 + P; ~1~ 
(1.7.17) 
(1.7.18) 
(1.7.19) 
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In the expansion form, this may be written as 
vn-k 
C'^ ^(x) = Z ( - i r ( l + P)„ (l + a4-p)„^ ^ ^x + 0 (1.7.20) 
to k! (n-k)! (1 + pX (1 + a + PX V ^ J 
By reversing the order of summation in (1.7.14), (1.7.15) and (1.7.20) 
respectively, we obtain 
e^^(x)- o+«+p)2n rx-iY 
n! (l + a + p)„ V ^ y 2?, 
-n, - a - n ; 2 
-a-p-2n; 1-x 
pf«('=)=^f^r.p, 
n! 
"^^ ^ ^ n! (1 + a + p)^ 
From (1.7.18), we obtain that 
pM)(- l ) = ( - l )"p(M(l) 
(-1)" (1 + PX 
^x+r 
-n, - a - n ; x + 1 
1 + P; } c ^ 
-n, -p-n; 2 
2F, 
- a - p - 2 n ; x + 1 
p(a.P)(_l)^ 
(1.7.21) 
(1.7.22) 
(1.7.23) 
n! 
(1.7.24) 
THE RODRIGUES FORMULA: 
The Rodrigues formula for Jacobi polynomial is given by 
ORTHOGONALITY : 
The orthogonality of the Jacobi polynomial P„^ "'^ (^x) are given by 
|'_ ( l - x r ( l + xfp("'P)(x)P^P)(x)dx = 0, m ^ n (1.7.26) 
where Re(a) > - 1 and Re(p) > - 1 
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and 
J., (1 x M l + ^)L^n W J d x „, ( i ^ ^ ^ p + 2n)r( l4-a + p4-n) 
(1.7.27) 
RECURRENCE RELATIONS : 
DIFFERENTIAL RECURRENCE RELATIONS : 
The differential recurrence relations of the Jacoby polynomials P^ "^''^  are 
given by 
(x - l ) [ ( a + P + n)Dp("-«(x) + (a + n)DP„y>(x)] 
= (a + p + n)[nPi-« (x) - (a + n)P„y) (x)], D = j - . 
(x-i)Dp(°'^)rx)-np("-p)(x)= "(^^^)" y i^^^^^X 
(X 1)DP„ (X) nP„ (xj ^ j^^^p^^L (1^^)^ 
A 
(H-a + p)p("-P)(x) + 2(x-l)DP^P)(xy 
(x-l)DPi-«(x)-nPi-P)(x) 
vn-k (l + a)„ i^ ( - i r ( l + a + (3 + 2k)( l + a + PXp(°'P)(x) 
(l + a + pX,t-o (l + aV 
(a + p + 2n)(x^-l)DPi"''')(x) = n [ p - a + (a + p + 2n)x]pi"''^(x) 
-2(a + n)(p + n)p(-«(x) J 
(1.7.28) 
PURE RECURRENCE RELATION ; 
The Pure Recurrence Relation of the Jacoby polynomial P„^ °'^ ^ is given 
by 
2n(a + P + n)(a + p + 2n-2)P„("'P)(x) 
= (a + P + 2 n - l ) [ a ' - p ' + x ( a + P + 2n)(a + p + 2n-2)]P„(!,'P^(x) 
-2(a + n- l ) (p + n - l ) ( a + p + 2n)P<!f (x) (1.7.29) 
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MIXED RELATIONS : 
The mixed relation of the Jacobi polynomial P„^ "'^ ^ are is given by 
Dkp(a,p) (x) ^ 2-'^  (1 + a + p + n), ?iX''^''^ (x) ; D = 
dx 
A 
(x -H l)DPi-^> (x) = nPi-^) (x) + (P + n)Pi.r-P) (x) 
(x -1) DP("-P) (x) = np(-« (x) - (a + n)?^-^ (x) 
2DPi-P) (x) = (P + n)Pi_r •« (x) + (a + n)Pi_r ^  (x) 
(a + P + n)Pi"-'') (x) = (P + n)Pi-^-') (x) + (a + n)Pi"-'-« (x) 
i ( 2 + a + p + 2n)(x- l )Pr 'P)(x) = (n + l)p(:f)(x)-(l + a + n)Pi"'^Hx)y (1.7.30) 
l ( 2 + a + p + 2n)(x + l)p(-^^')(x) = (n + l)Pi:i«(x) + (l + P + n)Pi-^Hx) 
(a + P + 2n)p(-^'Hx) = (a + P + n)Pi"'^)(x) + (a + n)p(!,-P)(x) 
(a + p + 2 n ) P r « ( x ) = (a + P + n)Pi-^)(x)-(p + n)Pi!f>(x) 
(1 + x)Pi"'^^') (x) + (1 - x)Pi-'-^) (x) = 2Pi-« (x) 
THEOREM 1.1 : If neither a nor b is zero or a negative integer, 
-x -y 
F4 a,b;b,a;- = (l-xy)-(l-xy(l-y)^ 
• ( l - x ) ( l - y ) ' ( l - x ) ( l - y ) 
(1.7.31) 
T H E O R E M 1.2 : If neither c nor (1 - c + a + b) is zero or a negative 
integer, 
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a,b;c,l-c + a + b; - X -y ( l -x)( l -y) ' ( l -x)( l -y)J 
= 2F, 
a,b; -X 
c; 1-x 2F, 
a,b; -> 
1-c + a + b; 1-y 
(1.7.32) 
AN ELEMENTARY GENERATING FUNCTION : 
An elementary generating relation is 
I ; pi"'P>(x)t" =2""Pp-'(l + t + p) ' ' ' ( l - t + p r 
n=0 
where p = ( l -2xt + t^) 
(1.7.33) 
BRAFMAN'S GENERATING FUNCTIONS : 
The Brafinan's generating relation is 
f (Y)„(l + a + P-Y)„Pi°'^'(x)t" 
to (l + a ) ( l + p) 
= 2F, 
,(«>P) 
n 
y,l + a + p-y; 1 - t -p 
2F, 
1+a; 2 
where p = (l - 2xt +1^ Y and v is arbitrary 
y,l + a + p-y; 1 + t - p 
1+P; 2 
(1.7.34) 
1.8 BIORTHOGONAL POLYNOMIALS : 
In 1951, Spencer and Fano [100] introduced a pair of biorthogonal 
polynomial sets in carrying out calculation involving the penetration of gamma 
rays through matter. They utilized the biorthogonality of polynomials in x and 
polynomials in x^  with respect to the weight function x" e"", where a is a non-
negative integer, over the interval (0,00). 
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In 1958, S. Preiser [89] followed the work of Spencer and Fano, 
determined that apart from real linear transformations only one-third order 
differential equation of the type. 
A(x)y: + B(x)y:+C(x)y:=A.„y„ (1.8.1) 
exist, such that it has biorthogonal polynomial solutions of degree n in x*" and 
the reduced adjoint differential equation of (1.8.1), 
-(p(x)A(x)Z„)%(p(x)B(x)Z„)''-(p(x)C(x)Z„)'=X„p(x)Z„ 
(1.8.2) 
has biorthogonal polynomial solution of degree n in x, n = 0, 1, 2, ... . 
A slightly extended version of the work of Preiser [90] was published in 1962. 
Later, in 1967, Joseph D. E. Konhauser [70], has considered two classes 
of polynomials yn(x;k) and z"(x;k) where y"(x;k) is an polynomial in x, 
while z"(x;k) is a polynomial in x'', a > - 1 and k = 1, 2, 3, ..., for k = 1, 
these polynomial reduced to the Laguerre polynomials L" v^) ^ ^ ^^^^ 
special cases when k = 2 were encountered earlier by Spencer and Fano [100] 
and were subsequently discussed by Preiser [90]. 
Konhauser [69] describe biorthogonal polynomials in the definition and 
notation as given below. 
DEFINITION (I) : Let r(x) and s(x) be real polynomials in x of degree 
n > 0 and k > 0, respectively. Let R„(x) and Sm(x) denote the polynomials of 
degree m and n is r(x) and s(x), then Rm(x) and Sn(x) are polynomials of degree 
m and n in x. The polynomials r(x) and s(x) are called basic polynomials. 
NOTATION (I) : Let [Rn(x)] denote the set of polynomials Ro(x), R,(x), 
R2(x), ... of degree 0, 1, 2, .. in r(x). Let [Sn(x)] denote the set of polynomials 
So(x), S,(x), S2(x), ... of degree 0, 1, 2,.. in s(x). 
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DEFINITION (II) : The real valued function p(x) of the real variable x is 
an admissible weight function on the finite or infinite interval (a, b), if all 
moments 
I., = j ' p(x)[r(x)J[s(x)Jdx, i j = 0,1,2, ... (1.8.3) 
exist, with 
I„, = j ; p ( x ) d x ^ O (1.8.4) 
From (1.8.3) it follows that if the integral Ijj exist, i, j = 0, 1, 2, ...., then the 
integrals 
£' p(x)x'dx, i = 0,l ,2,-
exist. 
For orthogonal polynomials p(x) is required to be non-negative. This 
requirement is necessary for the establishment of certain properties of 
orthogonal polynomial. It is found necessary to require that p(x) be either 
negative or non-positive, with Io,o ^ 0, on the interval (a, b). 
DEFINITION (III) : the polynomials sets [R„(x)] and [Sn(x)] are 
biorthogonal over the interval (a, b) with respect to the admissible weight 
function p(x) and the basic polynomials r(x) and s(x) provided the 
orthogonality conditions 
c^ T./ \-r. / \o / \ , f=0 m,n = 0,l,2,"-, m^^n 
Jm.n = l P ( x ) R „ ( x ) S „ ( x ) d x (1.8.5) 
[?i u m = n 
are satisfied. 
DEFINITION (IV) : If the leading coefficient of a polynomial is unity, the 
polynomial is called monic. 
Finally, we introduce notation for a determinant which is important in 
the development of biorthogonal polynomial. 
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NOTATION (II) : Let A„ denote the determinant. 
^0,0 
^1,0 
0,1 
'u 
^0,n-I 
M,n-1 
^n-1,0 -^ n-1,1 I n-l.n-I 
If p(x) is an admissible weight function then A, = IQQ ?t 0. 
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CHAPTER - II 
LINEAR AND BILINEAR 
GENERATING FUNCTIONS OF 
J A COBI POL YNOMIALS 
CHAPTER - 2 
LINEAR AND BILINEAR GENERATING 
FUNCTIONS OF JACOBI POLYNOMIALS 
2.1 INTRODUCTION 
This chapter will give apparently new generating functions, for Jacobi 
polynomials and a few results which follow from these generating functions. 
Most of the generating functions to be obtained here involve an arbitrary 
parameters, so that a generating function is obtained for each choice of the 
parameter. 
Also in this chapter, applies some results which extend the well-known 
Hille-Hardy formula for the Laguerre polynomials to certain classes of 
generalized hypergeometric polynomials in order to derive various 
generalizations of a bilinear generating function for the Jacobi polynomials 
proved by Carlitz. The corresponding results for the polynomials of Legendre, 
Gegenbauer (or ultraspherical), Laguerre, etc., can be obtained fairly easily as 
the specialized or limiting cases of the generating functions presented here. It is 
also shown how the formula of carlitz follows rather rapidly from a result of 
weisner involving the Gaussian hypergeometric functions. 
Lastely in this chapter, a short proof is given for Bailey's bilinear 
generating function for Jacobi polynomials. It depends only upon the 
orthogonality relation- for Jacobi polynomials and a quadratic transformation 
for a hypergeometric series. 
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2.2. GENERATING FUNCTIONS 
In hypergeometric form, Jacobi polynomials may be defined by 
p ; - " ( x ) = (!+«)» 
n! 
2F, 
-n, 1 + a + (3+n; 1-x 
1+a; 2 
(2.2.1) 
Definition (2.2.1) for Jacobi polynomials can be transformed as in [112] 
pr"w= 
which expands to 
0+«)„ O+x^" 
n! V 2 , 
2F, 
-n, - n - P ; x -1 
1+a; x + 1 
pja. P) (^) = 0 ^ < 0 + P ) n f^ (^ - 1)' (X + 1) 
n-k 
2" , t-o(n-k)!k!(l+aX(l + pX. 
From (2.2.3.) it follows that 
^ ( a ) „ ( l + a + p-a)„ p(a,P)/ wn 
n = 0k=0 
(a)„(l+a+p-aX(x-inx + i r 
rfV 
\^j 
( n - k ) k ! ( l + a ) , (l+p)„. 
The right-hand side of (2.2.4) transforms to 
zi— 
k = 0n = 0 
^ ^ ^ n + k 
v^y 
n!k!( l + a U l + p ) „ 
(2.2.2) 
(2.2.3) 
(2.2.4) 
(2.2.5) 
which by definition [17] is one of Appell's hypergeometric functions of two 
arguments : 
t ( x - l ) t (x+l) 
a, 1 + a + P - a; 1+ a, 1+p; (2.2.6) 
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Thus the relation developed so far is 
a, 1 + a + p - a; 1+ a, 1+|3; t ( x - l ) (t{x+iy 
f (a)„ ( l+a + (3-a)„ p(a,p)^„ 
n = 0 (l + aX( l+pX 
(2.2.7) 
Bailey Showed in 1933 and 1934 that the above particular F4 could be 
written as a product of ordinary hypergeometric functions [19]. 
F4 [a, 1 + a + p - a ; 1 + a, 1+p; u ( l - v ) , v (l-u)] 
= 2F, (a, 1 + a + p - a; 1 + a ; u) 2F,(a, 1 + a + p - a; 1 + p; v). (2.2.8) 
This relation is valid for the region about u = 0, v = 0 for which 
|u (1 - v)|'^ + |v (l-u)l'^ < 1. Now let p = (l-2xt + t^)'^, using the branch for 
which p becomes 1 at t = 0, and make the change of variable 
(l + t - p ) „ _ 1 - t - p 
v -, u = (2.2.9) 
noting that for a given x, a neighborhood of t = 0 is included under the 
inequality restriction above. Equations (2.2.7) (2.2.8) and (2.2.9) now combine 
for the first result of this section. 
2F, 
a, 1 + a + p -a; 1 - t -p 
1 + a; 2 •2F, 
1,1+a + p - a ; l + t - p 
1 + P; 2 
- ^ ( a ) n ( l + a + P - a ) „ p ( a . P ) / W n 
- „ f o (l + aX(l+p)„ ^" ^"^' (2.2.10) 
with p = ( l -2x t + t^ ) 1/2 
Note that the parameter a is arbitrary in (2.2.10) except that if a or 
(1 + a + p - a) is a non positive integer, the series terminates so that only a 
finite set of the polynomials is involved. 
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Putting a = P == 0 in (2.2.10) gives a generating function for Legendre 
polynomials Pn(x): 
a, 1-a; 1 + t - p 
2F, 
a, 1-a; 1- t - p 
1; 2 
2F, 1; 2 
= I ; MLiLAp^(x)t", with p = (l-2xt + tY'' (2.2.11) 
n = 0 n! n! 
Now consider the terminating cases of (2.2.10). 
Put a equal to the negative integer - k to find : 
2F. 
-k, 1+ a+P + k; 1- t -p 
1 + a; 2 
2F, 
-k, 1+a+P + k; 1 + t - p 
1 + P; 2 
^ ( - k X ( l + a + P + kX p(a ,p) / w n 
- h ( l -aX(l + P)„ '" ^"^' (2.2.12) 
where p = (1 - 2xt + i^f\ 
Now either (2.2.1) or (2.2.2) may be converted in to 
?r(x)= k! 2^1 
-k, 1 + a + P + k; 1 + x 
1 + P; " ^ 
(2.2.13) 
Substituting (2.2.1) and (2.2.13) in (2.2.12) yields: 
P;"'^ Ht + p)P.^"'^Mt-p) = (a,P) {-If (1+aX (1+PX k!k! 
k ( - k ) (1 + a + p + k) /„R^, V „ / ,\i/2 
• S ^ ;" X . . " P„^  ^^x) t", p= 1- 2xt + t ' ) (2.2.14) 
n = o (l + a)„(l+PX " ^ ^ ' ^ ^ ^ ' 
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2.3 NEW GENERATING FUNCTIONS 
Let V be a function oft defined by 
v = t ( l + v ) ' ' ^ ' , v(0)=0. (2.3.1) 
Then it follows from Lagrange's expansion formula [86, Vol. I, P. 126 
Ex. 212] that 
(1 + v) a + l 
1-bv = Z 
'a + (b + l)n 
n = 0 n 
(2.3.2) 
Making use of the formula (2.16), Carlitz [36] has proved that the 
Laguerre polynomial Ln^ *^^ "^  (x), where 
L;"'(X)= i(-i)' 
k = 0 
k ( a + n 
n - k k! 
(2.3.3) 
Satisfies a generating relation in the form 
(l+v) a + l 
lL„<- '» ' (x ) t " = ^ — ^ e x p ( - x v ) , 
, = 0 1 - D V 
(2.3.4) 
n = 0 
Where v is given by (2.3.1) and a, b are arbitrary complex numbers. 
Note that the special case of (2.3.4) when b is an arbitrary integer was proved 
by Brown [30] 
n=0 
The generating relation (2.3.4) assiunes the form 
^a+(b + l)n' 
n 
.F, 
/ 
-n ; 
1 + a + bn; 
t " = - ^ ^ ^ ^ e x p ( - x v ) (2.3.5) 
In (2.3.5), if they replaced x by xz, multiply both sides by z^  ' and take 
their Laplace transforms with respect to the variable z. They obtained 
n = 0 
a + (b + l)n 
n 
^ 
2F, 
-n,X; 
1 + a + bn; 
va + l 
1-bv ^ ^ (2.3.6) 
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where the binomial (1 + x v) '^  may be written as an IFQ. 
For the Jacobi polynomial defined by 
x - 1 (a.P) w=i n, r a + n V B + n V x - i V ' fx+l^ 
k = 0 \ '^ J 
p   
vn -kj \ y ^ J 
(2.3.7) 
It is easy to show from the identity (4.22.1) of [112, P. 63] that 
(a-n, p-n) (x) = n - a - p - 1 
n I 2 
2F, 
-n, - a; 2 
-a-P; 1-x 
and therefore (2.3.6) gives them the elegant generating function 
(2.3.8) 
X PJ"-"-P-<''"')")(x)t" = (l+w)-"-^ (1 + pw)-
n = 0 
1 + 
2 w r 
l - x 
(2.3.9) 
where 
w = ^ ( l - x ) t ( l + w ) b + 1 
Evidently (2.3.9) reduces to the known formula [34, P. 88] 
(2.3.10) 
XpJ"-"''^-")(x)t" = 
n = 0 
l + l ( x + l ) t l+i-(x-l)t (2.3.11) 
when b = 0, and for b = - 1 it leads them to Feldheim's result [60, 
P. 120] 
| ; p„ ( " - " ' « (x ) t "=( i+ t r 
n = 0 
. - i ( x - l ) , 
- l -a -p - l 
(2.3.12) 
Now from the definition (2.3.7) they obtained [112, P 61]. 
(«.P) P;-^^(x) = ^a + n^ 
V n y 
2F, 
-n, 1+a + p+n; l - x 
1 + a; 2 
(2.3.13) 
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Whence it follows at once that 
(a+bn, 3-(b+l)n) w= 
a + (b +l)n 
n 
A 
2F, 
-n, 1+ a+P; 1- x 
1 + a + bn; 2 
(2.3.14) 
Consequently, (2.3.6) gives them another class of generating functions 
for the Jacobi polynomial in the form 
-a-p-I 
X p j « - b n , p - ( b . l ) n ) ^ ^ j ^ n ^ ( j + y ) " ^ ' ( l - b v ) " 
n = 0 
l - l ( x - l ) v 
(2.3.15) 
where v is defined by (2.3.1) and b, a, P are unrestricted, in general. 
For b = - 1 , (2.3.15) leads them again to Feldheim's formula (2.3.12); 
when b = 0, it reduces to the generating relation 
|;p„("-p-")(x)t" = ( i - t f 
n = 0 
l - l ( x + l)t 
-a -B-1 
(2.3.16) 
also due to Feldheim [60, P. 120]. 
1 
Finally, the special case b = — of formula (2.3.15) corresponds to 
n = 0 
( a - n / 2 , p - n / 2 ) / x . n _ (x)t"=[l + u(t)]- ' l+-u(t) 
2 ^ ' 
l - i (x- l )u( t ) 
-a-p-I 
Where u(t) = - t 
2 t + ¥^\ 
(2.3.17) 
(2.3.18) 
Carlitz [36], Srivastava [105], Zeitlin [126], Verma [117], Cohen [43], and 
others have subsequently extended (2.3.9) and (2.3.15) to other systems of 
polynomials. 
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T H E O R E M 2 . 1 ; For r, s, a and (3 any arbitrary complex numbers, 
^' Hn-y)'(«+'U(P-^'),.s> 
Ap^-o k!p!(a + 1), (P + 1), ( l - z p a - y r ' 
= ( l - z ) " ' ( l -y) '* ' /{ l - rSsyz) (2.3.19) 
Where 
(a)„ - r ( a + n ) / r ( a ) 
= (a)(a+l). . . .(a + n- l ) for n a positive integer 
= 1 for n = 0, 
and |y I < 1, |z I < l,and | r s y z | < 1. 
Proof: Consider the expression 
Z Z ^ ^ D " | x " " " ( l - x ^ f ) D ' " { x ' " ^ P ( l - x ^ ) " } . (2.3.20) 
n = om = o n! m! I J I ; 
Putting the operators in polynomials form, (2.3.20) reduces to 
n = 0 m = 0 n! m! 
n m (-n^ (-m)p r (n +a +1 +rp) T (m+ p +l+sk) 
k = op = o k! p! r ( a + 1 +rp) r(|3+l +sk) 
j^ a + p + T, + sk (2.3.21) 
Take (2.3.20) and (2.3.21) at x =1. In (2.3.20) only n - m contributes 
reducing it to 
00 
Z (rsyz)" = (1 - rsyz)"'. (2.3.22) 
n = 0 
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Applying the series transformation 
00 00 m n 
Z E I If(n,m,k,p) 
n = 0 m = 0 p = O k = 0 
00 00 00 00 
= Z Z S Z f(n+k,m + p,k, p) 
n = 0 m=0 p=0 k=0 
to (2.3.21), taken at x = 1, using 
00 
n = 0 
00 
V 
z" 
y-^  
(a + l + 
n! 
(P + 1 + 
k 
P 
+ ^)n 
+ sk) 
1 
(1-z) a+ l +k + rp ' 
1 
n=0 m! (i-y)' P+l +p+sk 
and algebraic manipulation proves (2.3.19) 
(2.3.23) 
(2.3.24) 
COROLLARY 2.2. : Taking r = 1 in Theorem 2.1, one has 
H H a + i), (a + l + k) rp + l+skX 
k t - o k l O - z / O - y f pt-o (a+l)pp! 
( l - z ) ( l - y ) A k!(l-z)''(l-yf' ' 
a+l+k, P+l+sk; 
a + l ; ( l - z ) ( l - y ) J 
= ( l - z r ( l - y r / ( l - s y z ) (2.3.25) 
Using Gauss's transformation for the hypergeometric function 
2F,[a, b; c; x] = ( l - x ) " ' " ' F^, [c-a, c-b; c;x], (3.3.26) 
Letting (- y / (1 - y)) = (1-z) (1-x) / 2, a = a, p = -1 - b, and using the Jacobi 
representation (2.2.1), gives 
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^ ' (l + x)'[2-(l-x)(l-z)(l-sz)] k=0 
where 
t = (-2z) [2-(l-x) (1-z)]^ / (1-z) (1+x) 
and s is an arbitrary complex number. 
Which is the special case of Theorem 1.1. 
S+I 
An elegant generalization of (2.3.27) was obtained by Srivastava [106]. 
These results extend Jacobi's generating function [113, P. 68] 
I ; t''pl^'^>(x) = 2 - V - ' ( l + t + p r ( l - t + p r (2.3.28) 
k=0 
where p = (1 - 2xt +1 )^ 1/2 
COROLLARY 2.3: Taking r = - 1, using transformation (2.3.26) and 
variable changes 
y' = y ( l - z ) / ( l - y ) , 
in theorem 2.1, one obtains 
f- («+')> ( - ^ ) ( i - ^ - y ' ) p 
.t-o k ! [ o - z ) 0 - y ) r * " 
-k, - a - p - 1 - k - s k ; 
a - k; 
va+p+2 / . ,^p+l 
= ( l - z H ^ ^ ( l - y r ' / ( l - z - y f ( l - z - y ' - s y z ) . 
which is equivalent to Srivastava's Equation 8 [103]. 
Note 
(2.3.29) 
k 
1 
n = 0 
k 
r 
n = 0 
Xf(n,k)=Xf(k-n,k) 
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Hence, the appropriate hypergeometric representations for the Jacobi 
polynomial and variable changes give (2.3.9) and (2.3.15). 
THEOREM 2.4: For s, a and P any arbitrary complex numbers, 
\p / „ \ ' ' ( -y ) ' ( -Z) ' ( a ) , , , fp+l), k+p 
P?.l. k!p!(a+lL(p+l) (l-yr"(l-z) p+Sk / . \k+p 
=(i-yr(i-zr.F, 
1, P+i; 
a z 
s+1 
(2.3.30) 
where I y | and | z | < 1. 
PROOF: Using (2.3.20) and (2.3.21), one has 
D"{x"^«(l-x^f }D"'{X'"^P(1-X)"} 
= y y (-")p (-"^ X r(n+a+sk 4-1) r(m + p +i+p) ^^ ^^ ^^ ^^ ^ 
k4-op = o k ! p ! r ( a + l + s k ) r ( p + l + p ) 
multiplying both sides of (2.3.31) by x~^' and integrating between 0 
and 1, M.E. Cohen [44] deduced, using integration by parts, the result 
y y (~")p (~"^ )k r(n+a+sk +i) r(m + p +i+p) ^ 
kt'opTo k!p! r ( a + l + s k ) r ( p + l + p ) r ( a + s k + p ) 
= n ! m ! ( p + l ) J ( a ) ( a / s + l ) ^ 
Multiplying both sides of (2.3.32) by y" z"' / n! m! and Summing over n 
and m from 0 to QO, one obtains, (2.3.30). 
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COROLLARY 2.5 : Express (2.3.30) as 
Ak!(a+l)3jl-yf(l-z)^ •^ 
= (l-yr(l-zr.F, 
a +sk,P+l + k; 
"1, P+1; 
a 
s + 1 ' 
z 
p+1; (i-y)(i-2) 
(2.3.33) 
Using the transformation (2.3.26) letting 
a = - b, p = a, y = (1 - X) (1-z) / ((1-x) (1-z) -2) , 
and the Jacobi representation (2.2.1), gives 
)(a,b-(s+l)k) 
y^o (1 -sk /b) ( X ) 
( l - z r [ 2 - ( l - x ) ( l - z ) y 
(l + x)^ 2F, 
a + 1, 1; 
-b /s+1; 
(2.3.34) 
where 
s+l t = ( - 2 z ) [ 2 - ( l - x ) ( l - z ) J / { l - z ) ( l + x) 
and s is an arbitrary complex number. 
Which is the special case of Theorem 2.4. 
(2.3.34) appears to be new. A special case of interest occurs when b = -as in 
(2.3.34), giving 
V p(a.-as-(s4-l)k)/ X 
= (l+xr(l-z)V[2-(l-x)(l-z)J (2.3.35) 
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For s = - 1, (2.3.34) and (2.3.35) reduce to the particular case of the 
known Brafman generating function [26] for the Jacobi and Gegenbauer 
polynomials, respectively, given by his equations (12) and (17). 
2.4 BILINEAR GENERATING FUNCTIONS 
Carlitz [34] has proved the bilinear generating function 
n! 2;y^(x-ir(y-l)>j"-—-") 
n = o(y)„ 
(x + l^ 
V^- ly 
(p-n.-P-y-n) fY + l\ 
y - l j 
=(i-tr^-(i-xtr(i-yt)^F. - a , - P ; ( x - l ) ( y - l ) t y; y ! ( l -x t ) ( l -y t ) (2.4.1) 
where 
aF, 
a, b: 
c; 
= 1 
n = 0 
(2.4.2) 
In particular, if y = - a -(3, (2. 4.1) would reduce to the elegant form 
[34, P. 89]. 
i ( i^(' '- ')"(y-'re-'(^ (p-n,a-n) y-ll 
= (l-xtr(l-yt)%F, -a,-P;(x-l)(y-l)t 
-a-P; (l-xt)(l-yt). (2.4.3) 
In the present section it may be of interest to first show how the formula 
(2.4.1) follows rather rapidly from a well-known generating function due to 
Weisner,viz.(121,P. 1037). 
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: *'!" F^, 
0 n! 
(l_t)"^P-^ 
-n, a; 
u 
L T, i 
7F, 
[l+(u-l)t]-" 
"-n(3; 
V 
L r, J 
[l+(v-
t" 
Otf 2^ 
'a, P; ' (2.4.4) 
where 
C = uvt [l+(u-l)t][l+(v-l)t] (2.4.5) 
H.M Srivastava [102] then apply certain very special cases of some of 
their results in references [101] and [104] to proved a generalization of carlitz's 
formula (2.4.1) in the from 
» n! 
X ^ r ^ ( x - l ) " ( y - i r P J " - - " - - " ^ ^X + P 
v x - l y 
(p-n,->.-n) fy+U 
v y - i y 
= ( l - t r ( l - y t / F , 
- a , -p , X;r, 
(x- l )yt (x - l ) t 
(1-yt) ' 1-t , (2.4.6) 
where Fj denotes the Appell function defined by [59 P. 224] 
« » (a) (B) (p') x"" v" F, [a, p, P'; y; X, y] = 2; ^ ^ ^-^; ^^^- ^^ n^ x y^ ^^^^^ 
-=o n=o ( Y L „ m! n! 
and also to indicate the possibility of obtaining a further generalization of the 
formula (2.4.1) 
(i) Proof of the equivalence of (2.4.1) and (2.4.4). Since [112, P. 63] 
p ; " ' ^ x ) = f 2 n + a + p 
n 
rx- iY 
V 2 , 
2F, 
-n,-a-n; 2 
-a-p-2n; 1-x 
(2.4.8) 
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It is readily seen that 
p (a-n,-a-r-n)/ \ _ 
and 
n! I 2 J 2F, 
-n, - a ; 2 
Y; l - x 
(2.4.9) 
p (p-n,-p-Y-n) / \ _ (yjn I ^ >" ^ 
^^^ n! 2F. \ ^ J 
- n , - p ; 2 
Y; 1-y 
(2.4.10) 
In view of (2.4.9) and (2.4.10), Carlitz's formula (2.4.1) follows at once 
from (2.4.4) when they set 
u = l - x = l-(x+l) /(x-l) v = l - y = i - ( y + i ) / ( y - i ) ' 
(2.4.11) 
and replace a, P by - a and - p, respectively. 
(ii) The derivation of (2.4.6): To prove the formula (2.4.6) they make used 
of a very special case of one of their earlier results involving certain classes of 
generalized hypergeometric polynomials. Indeed when p = q = r = s + 
1 = 1, their bilinear generating relation (3.3) on P. 309 in reference [101] yields 
the elegant formula. 
W. 
n = o n ! 
2F, 
-n, a; 
u 
L Y; J 
F^, 
- n , P; 
\-X-n; 
\-^ 
=(i-tr(i-vtrF, a, p, X; y; uvt ut 
v t -1 t - 1 
Where F, is defined by (2.4.7) 
From (2.3.7) it follows immediately that 
KP) (x) = fn + p^ l 
V n y 
^x-O 
zF, 
V ^ y 
- n , - a - n ; x+1 
P + 1; x - 1 
(2.4.12) 
(2.4.13) 
36 
whence 
^^^ n! 1^  2 ^ 2F, 
-n, -p ; y+1 
l - ? i -n ; y-1 
(2.4.14) 
In (2.4.12), let 
u = 1-x = l - (x + l ) / ( x - l ) ' v = y = 
(y+1)/(y-1)+1 
( y + l ) / ( y - l ) - l (2.4.15) 
replace a, p by - a and -p, respectively and then use the relationships (2.4.9) 
and (2.4.14). One thus arrive at the formula (2.4.6). 
It may be work observing that in the special case when A, = P + y, the 
Appell function occurring on the right-hand side of (2.4.6) reduces to Gauss's 
2F, since [59, P. 238]. 
F, [a,p,p ' ;p + P';x,y] = (l-y)""2F, a, P; x - y 
P + P'; 1 -y 
,(2.4.16) 
and, therefore Carlitz's formula (2.4.1) follows immediately from the bilinear 
generating function (2.4.6) on setting A, = P + y. 
(iii) A further Generalization- Finally they noted that by letting p = -
m and CT = - k, m and k being nonnegative integers, in the special case A = B = 
C = D= 1 of their formula [104, P. 71, equation (3.4), they once obtained 
in 
n = o n! 2^\ 
-m-n, a; 
y; 
2F, 
^ ^ n?on!(y) j5)„ '^ 
- n - k , p ; 
5; 
a + n, -m,A,+n; y+n; u, ut 
t - 1 
P + n, -k , A,+n;6 + n; v, vt 
t ^ 
uvt 
L(i-t)^ 
(2.4.17) 
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Also, with the aid of (2.4.8) it is not difficult to obtain the relationship 
pir;„"'"""-""^(x)=(-r (m+n)! 
2F, 
-m-n, - a -m; 
Y-2m; l-x_ 
(2.4.18) 
with a similar formula for p_jP;"-P-s-") (y). 
Therefore, if in (2.4.17) one makes the substitutions (2.4.11) replaced a, 
P, y, 5 by - a -m, -p - k, 7 -2m and 5 - 2k, respectively, and then employ 
(2.4.18), one may obtains a further generalization of Carlitz's formula (2.4.1) 
involving the bilinear series. 
(m+n)!(n+k)! (^)„ 
n = 0 n! (Y-m)„(5-k)„ 
(x-ir(y-l)", 
j ( a - n , - a - y - n ) fx+\^ 
x - l 
( P - n , - P - 6 - n ) r y + n 
[y-1 n + k (2.4.19) 
l = d. which evidently would correspond to (2.4.6) if m = k = 0 and 
and reduces to (2.4.1) when m = k = 0 and y = 8 = X. 
In general, is does not seem possible to express the sum (2.4.19) in a closed 
form. However, if they set A, = y -m = 8 -k and apply (2.4.16) the Fj Functions 
occurring on the right-hand side are reduced to ordinary hypergeometric 
functions, and on imposing the additional restriction k = 0, the formula 
(2.4.19) will finally yield the bilinear generating function 
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t j^ (x-ir(y-irpir;:'""-""^ fx+l^ \^-h (p-n, -p-y+m-n) i — t" 
= ( l - t ) -"-^-Hx-ir( l -xtn( l -yt / ( l -Y+mX 
-a -m, -P,-ni; Y-2m; 
(l-x)(l-y)t 1-x 
(l-xt)(l-yt)' 1-xt (2.4.20) 
whose limiting case when m -> 0 would obviously lead then to Carlitz's 
formula (2.4.1). 
2.5 JACOBI'S GENERATING FUNCTIONS 
Jacobi gave a generating function for a more general set of orthogonal 
polynomials P„ (x) These polynomials can be defined by 
(i-xr(i+x/pr«(x)=t!'""" 
2"n! dx" 
n+a / , \n+P ( l - x P O + x) (2.5.1) 
It is easy to use (2.5.1) and integration by parts to prove 
\l P„("''^(x) Pj""^(x) ( l - x f ( l + x /dx = 0, m ^  n, a, p > -1 (2.5.2) 
Jacobi's generating function is 
I ; P„("-« (x)r" = 2«^PR-' (1-r +R)-" (l4-r+ R)"'' (2.5.3) 
n = 0 
where R = (1 - 2xr + r^)'^ His original proof used Lagrange's extension 
of Taylor's Theorem. A second proof of this generating function was given a 
few years later by Tehebyehef [116]. Tchebychef s proof is a very complicated 
one which involves a number of changes of variables to reduce the integral. 
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l\ R- ' ( l - r + R)-"(l + r + R)~^- ' . ( l-s + S)'"(l + s + S)"^(l-x)"(l + xfdx 
(2.5.4) 
_2xl/2. 
to a function of (r.s). Here S = (1 - 2xs + s ) Once this has been done then 
the coefficient of r" in (2.5.3), which is clearly a polynomial of degree n, can be 
identified with P„^ "' ^' (x) as defined in (2.5.1) by observing that both take the 
value r (n + a+ l ) / [ r (a+ l )n ! ] atx=l. 
Consider a generating function 
f ( x , r ) = | ; P ^ ^ ) ( x ) r " 
n = 0 
and the integral 
h = J'^  x ' ' f(x,r)(l-x)«(l+x)Pdx. 
As above Richard Askey [14] wanted this to be a polynomial of degree k 
in the variable r. The change of variables used above gives 
'.=i: y+- : ( i -y ' ) f(x,r) 1-r+l-ry 1+r +l-ry 
(l-ry)(l-y)«(l+y/dy. 
This is clearly a polynomial of degree k if 
f (x , r ) = 2""P(l-r4-l-ry)""(l + r+l-ry)"^(l-ry)"' , 
where 
So if 
(l-2xr + r^)"^ = l - r y . 
f(x,r) = 2«^'^(l -r + R)"^(l+r+R)-'^R- (2.5.5) 
40 
then 
f ( x , r ) = l Q „ ( x ) r " , (2.5.6) 
n = 0 
Where Qn (x) is a polynomial of degree n in x which satisfies 
l\ x ' 'Q„(x) ( l -x)" ( l + x / d x = 0, n = k + l , k + 2,.... 
Thus 
Q„(x) = a„Pn^"'P>(x) 
for some constant a„, since there is only one set of polynomials that are 
orthogonal with respect to a given measure after they have been normalized 
when X = 1, (2.5.5) and (2.5.6) give 
| ; Q „ ( l ) r " = ( l - r ) -
So 
o h\- ( a + l ) n _ r ( n + a + l ) 
^ " ^ ^ " n! " r ( a + l ) n ! 
It is also easy to see from (2.5.1) that 
p„ ' -" ( i )= ^ ^ ^ ^ 
" ^' n! -
So 
Szego [115, §4.4] gives four proofs of this generating fimction. 
The first and second proofs use Cauchy's theorem in a standard way that 
is familiar from proofs of Lagrange's theorem and so are essentially equivalent 
to Jacobi's original proof The third proof is Tchebychef s proof and the fourth 
is Jacobi's. There are other proofs. Rainville [96, §140] gives one that relies on 
the reduction of an Appell function F4, and Carlitz [35] gives a simple proof 
which uses the method of proving that a special F4 can be reduced to a product 
without explicitly mentioning multiple hypergeometric series. This is 
analogous to what Szego did in his first poof, he gives a direct proof of this 
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generating function by a method that could be used to prove a general theorem 
that could then be used to obtain (2.5.3). 
2.6 A SHORT PROOF OF A GENERATING FUNCTION 
Bailey [18 equation (2.11)] found the following bilinear generating 
function for Jacobi polynomials: 
n = o (a+l) jp+l)^ 
= (l + t)'""''"'F4((a+p+l)/2,(a+p+2)/2;a+l,p+l;z,Z) 
= (H-tr-^-' I ; (^ +P+ )^^ ("'^ -') t (2.6.1) 
=0 n!m!(a+lX(p+lL[4(l+t)^ 
. ( l+x)" ' ( l+y) ' " ( l -x)"( l -y)" , 
where z = t (1+ x) (1 + y) / (1 + t)^ Z = t (1-x) (1-y) / (l+t)^ and (a)n = 
r(a + n) / r (a). He used Watson's transformation which expresses an F4 as the 
product of two zFi's. In this section we discuss a short proof of (2.6.1) which 
uses only the orthogonality of Jacobi polynomials and a quadratic 
transformation for a generalized hypergeometric series. 
00 
Let G (x, y, t) = J ] a„(x,y)t" be the right-hand side of (2.6.1). It is 
n = 0 
clear that an(x, y) is a polynomial of degree at most n in both x and y. For any 
polynomials of degree at most n in both x and y. For any polynomials qk(x) and 
r/(y) of degrees k and /, consider 
I(t)= J', !\ G(x ,y , t ) ( l -x r ( l+x f q , (x) ( l -y)" ( l+yf r,(y)dx dy. 
A necessary condition for an (x, y) = bn P^"'''^  (x)Pi"'^Hy)' n^ ^ 0, is 
that I (t) is a polynomial in t of degree min (k, /). This follows immediately 
from the orthogonality relation for Pf"''' . However this conditions is also 
sufficient. 
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Let 
a„(x,y)=i:K,p/»«(x)p/«»(y), 
i , j=0 
By successively choosing k, / = 0, l....n. Dennis Stanton [111] have that 
b": = 0 unless i = j = n. This proof works for any of orthogonal polynomials with a 
positive weight function da (x) which has an infinite number of points of increase. 
To prove (2.6.1), put qk(x) = (1 + x)*^  and r/(y) = (1 -y)'. The integrals are 
evaluated by beta functions to obtain 
I ( t ) = A ( l + t) -a-P-l («+P + 02(..n)(P+l^ + 0 . ( « + ^  + 0„ 
,t=o m!n!(a+p+k+2)^^„(a+p+^+2X (1 + tr 
(2.6.2) 
where A ?t 0 is independent of t. Putting n = N - m, and Summing the resulting m 
sum by Vandermonde's theorem [17, P. 3], They obtained 
i(t)=A(i+t)-"-p-'5: 
= A ( l + t)-"-P-3F, 
(a+p+l)^Ja+P+^+k+2)^ 
^0 N!(a+p+k+2)^(a+P+/+2)^ 
^(a + p + l)/2, (a + p + 2)/2, 
a+p+k+2 
- iN 
t 
(l+.f 
a+p+k+^+2 
a+p+f+2 
4t 
(1 + ty (2.6.3) 
However there is a quadratic transformation for well-poised 3F2 [17 P. 97] 
(i+trsF, a /2 , ( a+ l ) /2 , 1 + a - b - c 
1 + a - b , 1 + a - c 
4t 
(1-ftr 
= 3F2 
a b, c 
1 + a - b , 1 + a - c 
- t (2.6.4) 
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Thus they obtained for a = a + p + 1, b = -/, c = - k 
= l( t) = A3F, 
f 
-L a+(3+l 
a + p+2+k, a + p+2+^ - t 
which is clearly a polynomial in t of degree min (k, /). To evaluate the 
constants bn put x =1 and y = -1 to obtain, 
ib.p,<-»>(i) ?.'••«(-i)t"=(i+tr--' 
n = 0 
Since P/' ' '^Hl)= ( a + l ) „ / n ! a n d P/"'^^(-l) = ( |3+lX(- l )" /n! they 
obtained (2.6.1). 
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CHAPTER - III 
INTEGRAL REPRESENTATIONS 
FOR THE PRODUCT OF TWO 
J A COBI POL YNOMIALS 
CHAPTER - 3 
INTEGRAL REPRESENTATIONS FOR THE 
PRODUCT OF JACOBI POLYNOMIALS 
3.1 INTRODUCTION: 
The present chapter deals with the study of an integral representation for 
the product of two Jacobi polynomials studied by H. M. Srivastava and Rekha 
Panda [110]. They also shown how this formula can be extended to yield 
integral representations for the product of two generalized hypergeometric 
polynomials. 
As long ago as 1938, G. N. Watson [118; P. 207] gave an integral 
representation for the productL^°^(x) L^°^(x), where L\5'^ (x) denotes the 
general Laguerre polynomials of degree n, defined as 
ii:'(x)=i "^'"^ *"'''' 
k=0 n - k 
m = 0,l,2, ... (3.1.1) 
k! 
L. Carlitz [33] has generalized the result of Watson in the following form: 
L':)ML?>w= '^%7"7-)r(P;n..) 
7iT(a + p + m + n + l) 
^ n C ^i^fi^^'^) Ltl\n{x,yM}) dct)de,a + p > - l (3.1.2) 
where, for convenience, 
ft'\Q>^) = e^ <'"-")«'^ °-P)*'J cos-"(|, cos"^P0 (3.1.3) 
and 
n{x,y;G,(l,} = ^ r x e ( « - * ) ' +ye-(«-*>] (3.1.4) 
C0S(t) I- -I 
Srivastava and Joshi (cf [108; P. 923, Equation (1.3)]) gave a multiple integral 
representation for the polynomial product 
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O.[(a , ) ,a ; (bJ+l ;x]o„[(a ; ) ,a ' ; (b0+l ;y] 
where, for the sake of brevity (dp) denotes the sequence of p parameters 
ai,..., ap, with similar interpretations for (bq), etc., and 
( " ) . 
* » [ K ) . ^ b , ) ^ ' < ] = ^ P . 3 F , 
-n ,a + n,a,,---,a • 
sbc 
X (3.1.5) 
in terms of the generalized hypergeometric functions. 
The Jacobi polynomials P^ "'^ ^ (x) defmed by 
-n,a + P + n + l; 1-x 
>(".P) (x) = '^a + n^ 
V n J 
2F, (3.1.6) 
a + 1; 2 
and the Laguerre polynomials defmed by (3.1.1), since it is easily verified that 
lim P+2-^q 
-n ,a + n,(ap); x 
- p+lFq 
-n,(ap); (3.1.7) 
The object of the present chapter is first to derive an integral 
representation for the product of two Jacobi polynomials; this does not seem to 
be an easy consequence of the general integral representation given in the 
Srivastava - Joshi paper [108]. They then shown how this result can be 
extended to hold for the product of two generalized hypergeometric 
polynomials. A further generalization involving Kampe de Feriet's double 
hypergeometric functions [9; p. 150] is also indicated. 
3.2 DERIVATION OF PRELIJMINARY RESULTS : 
Making use of the definitions (3.1.1) and (3.1.6) in conjunction with the 
familiar representation of the F-fimction, viz [123, p. 243, Example 1] 
r(z)=J ( log-
vZ-1 
dt, Re(z)>0, (3.2.1) 
it is readily observed that 
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log- L W ' 
V ^ J 
- ( l -x) log- dt, 
(3.2.2) 
a + p > - l , Vne{0,l,2, •••}. 
This last result (3.2.2) is essentially equivalent to the known formula 
1 pM)(x) = - - - f t 
" ^ ^ r ( a + p + n + l)-'o 
a+p+n g-t j ja) i - ( l - x ) t d t , (3.2.3) 
a + p > - l , Vne{0,1,2, •••}, 
which is due to Feldheim [60, p. 124, Eq. (24)]. 
Now they turned to Carlitz's formula (3.1.2). In this equation (3.1.2) 
1/ they replaced P by y, and y by — (1-y) log n 
— , multiply throughout by 
( (1 ^  y^*" 
log - , and integrate each side with respect to t over the interval (0, 
1).. By an appeal to formula (3.2.2), they thus obtained 
" ' ^ ' " ^^' K"r(a + y + m + n + l ) r ( y + 6 + n + l) 
r l l>7t/2 fT 
Jo i-nl2 J-
•1 f7t/ i i /2 
nil 
/ . y+6+n 
log- ft;^He,(i,) 
X L' (a+y) 
( 1 Q]x,-(l-y)log (\ 
v t / 
•M\ d<|) de dt, (3.2.4) 
where fi"f^(e,(j)) and Q{---} are given by equations (3.1.3) and (3.1.4), 
respectively, a + y > - l , y + 8 > - l , and m, n are integers > 0. 
A further application of (3.2.2) to the last formula (3.2.4) would 
evidently yield the desired integral representation 
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pM)(^)pM(y) = 2°^^^'"^"r(a + m + l ) r ( y + n + l) 
7rT(a + p + m + l)r(Y + 6 + n + l) r ( a + y + m + n + l) 
Jo Jo J J-)t/2 J-
0 
I ,- .. Z' 1 NC+P+m^ . >^y+8+n 
•1 r i f r i / 2 rnl2 
-nil log-
V ^ J 
log— tH^^^) 
X L' (a+r) 
( fi ro 1 (i\ 1 
"|y(l-x)log[-J.-(l-y)log[-J;9,4 d()) d0 du dt, 
(3.2.5) 
Provided that a + p > - l , a + y > - l , y + 5 > - l , and m, n are non-negative 
integers. 
3.3 HYPERGEOMETRIC FORMS : 
The integral representation (3.2.4), which appears erroneously in a paper 
[99, p. 168, Eq. (7)], may be rewritten in its equivalent form 
" W ' ' " l > ' ^ - ^'(m + n V r t a + Y + ll 
X c c e"(9.*)*, - m - n , a + P + m + l;a + y + l; 
1 COS0 COS 9 
I COS<j) COSq) 
,-(6-*)i 
d{()d0. (3.3.1) 
where a + p > - 1, a + y > - 1, m, n e {0, 1, 2, . . . } , and O, denotes one of the 
(Humbert's) confluent hypergeometric functions of two variables defined by 
(cf., e.g., [9, p. 126]). 
0,M;y;x,y]=X W ^ - 4 | x | < l . 
r,s=0 (rX r! s! (3.3.2) 
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Similarly, (3.2.5) leads to the elegant formula 
i a^ i .^. . 2"*^^"'^ "r{a + m + l)r(Y + n + l) 
p(«.P) Cx^ P<^ '^ ^ (y) = ^  — 
fn, ixjr„ yy) n'(m + n)\T(a + y + \) 
r%/2 rnll ^ c c e(e.*)F, - m ~ n , a + p + m + l;Y + 5 + n + l;a + y + l; 
i(l_,)^e(-*)'i(l-y)^e-(-*)' 
2^ \os(l) 2^ ''cos{|) d(|) de, (3.3.3) 
which holds true for integers m, n > 0, provided that 
min{a + P,a + Y,Y + 6}>-l, (3.3.4) 
and where Fi is the first kind of Appell's double hypergeometric functions 
defined by [9, p. 14] 
F,[a,p,P';Y;x,y]=2; 
r,s=0 (vX r! s! , max{|x|,|y|}<l. (3.3.5) 
3.4 GENERALIZATIONS: 
In terms of the Gaussian hypergeometric function, involved in the 
definition (3.1.6), their formula (3.3.3) can be rewritten as 
2F,[-m,X + m;a + l;x] jF, [-n,)a + n;p + l;y] 
)t/2 )t/2 
-nil -Ttn 
xF,[-m-n,A. + m,^ + n;a + p + l;^(x;9,(j)),ri(y;6,(())] d^6B, 
?i>0,^i>0,a + p>-l,m,n€{0,l,2,---}, (3.4.1) 
where fi"f^(e,())) is given by (3.1.3), 
.(a,p) ^  2 - P - - m ! n ! r ( a + l ) r ( p + l) 
7i'(m + n ) ! r ( a + y + l) (3.4.2) 
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and 
COS0 
^(x;e,(|)) = x --e^'-'\^{y•,U) = y cos 9 -(8-*)i (3.4.3) 
COS(j) - - v - ' • / - ^.Qgjjj 
The form of this last result (3.4.1) would evidently suggest the existence 
of an interesting generalization given by 
p+2'q+l 
-m,>- + m,(ap); 
r+2-'s+l 
-n,(a + n,(c,); 
P+i.(ds); 
Jt/2 n/2 
'^l: q; s 
-jt /2 -7t/2 
- m - n : X + m,(ap);n + n,(c,); (^x;e,(t)),Ti(y;0,(t)) d(|)d0, 
a + p + 1: ( b j ; (d,); 
A, > 0,^> 0,a + p > -l,m,n e 0,l,2,---, (3.4.4) 
where F^ j^^ :!^  denotes Kampe de Feriet's double hypergeometric function [9, p. 
150] in the (modified) notation of Burchnall and Chaundy [31, p. 112]; in fact, 
they obtained 
^/:m;n 
K):(P™);(yn); x,y I si ''-' ^H.s uihl ^H " " 
(3.4.5) 
where, for convergence (i)p + q < / + m + l , p + k < / + n + l , | x | < o o , 
Iy I <00, or (ii)p + q = / + m + l , p + k = / + n+l ,and 
X I ' + I y r ' < 1, if p > ^ 
max 
(3.4.6) 
{ | x | , | y | } < 1, i f p ^ l 
In view of (3.4.1), which evidently corresponds to (3.4.4) with 
p = q = r = s = 0, formula (3.4.4) can be proved fairly easily by induction on the 
non-negative integers p, q, r and s. 
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Two confluent forms of their main result (3.4.4) are worthy of note. 
Indeed, by virtue of the familiar relationship (3.1.7), they observed that, for 
integers m, n > 0, 
-m,X + m,(ap); 
a + l,(bq); F r+rs+I 
-n,(c,); 
P+l(ds); 
- m - n : X + m,(ap); ( c j ; 
^ M: q;s 4(x;e,(|)),Ti(y;0,(|)) 
a + p + 1: ( b j ; ( d j ; 
which is valid when X>0 and a + p > - 1, and 
d(|) de, (3.4.7) 
p+l ' q + l 
-m,(ap); 
a + l,(bq); F 
• n , ( c , ) ; 
^m.n J_„;2 J-„/2 m.n I '^'V; 
XF;*^^ 
-m-n:(ap);(c,) ; 
^(x;e,(j)),Ti(y;e,(i») d<j) d0, (3.4.8) 
a + p + l : (bj ; (dj ; 
provided that a + P > - 1. 
Evidently this last result (3.4.8) would reduce, when p = q = r = s = 0, to 
Carlitz's formula (3.1.2). 
They concluded by recording an obvious further generalization of their 
formula (3.4.4) in the form 
(ttp): -m ,^ + m,(ap);-n,^ + n,(c,); 
x,y 
T;>p:p+2;r+2 
••^a^q+Us+l (PJ: a + 1, (bj; p + l,(dj; 
"^m.n J_^/2 }~K/2 •"•" ^ '^^ 
p.,:p,„,,r-m-n>(ap):^ + m,(ap);^ + n , (c j ; 
-^ ^^  l a + P + l,(Pj: (b )^; (dj; ^(x;e,(t)),Ti(y;e,(l)) d(|)de, 
(3.4.9) 
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where, as before X > 0, fi > 0, a + P > - 1, and m, n, p, q, r, s, p, a are non-
negative integers. 
Similar generalizations of their formulas (3.4.7) and (3.4.8) can be 
deduced, for instance, as confluent forms of (3.4.9), which obviously would 
yield (3.4.4) in the special case when p = CT = 0. 
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CHAPTER - IV 
SOME EXTENSIONS OF 
BA TEMAN*S PRODUCT 
FORMULAS FOR THE JACOBI 
POLYNOMIALS 
CHAPTER - 4 
SOME EXTENSIONS OF BATEMAN'S PRODUCT 
FORMULAS FOR THE JACOB! POLYNOMIALS 
4.1 INTRODUCTION: 
Ming-Po Chen and H. M. Srivastava [41] have derived generaUzations 
of some remarkable product formulas of Harry Bateman (1882-1946) for the 
classical Jacobi polynomials. They have also shown how the results considered 
here would lead to various families of linear, bilinear, and bilateral generating 
functions for the Jacobi and related polynomials. 
As long ago as 1905, Bateman [24] gave the remarkable product 
formula: 
)(°.P) ri + xy^  
U+yJ = 
r 2 ^ 
U+yJ 
" " (a + p + 2k + l ) k ! r ( a + P + k + l) 
S ( n - k ) ! r ( a + p + n + k + 2) 
r ( a ^ n ^ l ) r ( p - f n ^ l ) pM)(^)pM)(y) 
r ( a + k + i ) r ( p + k + i ) ' ^ ^ ^ ^^ (4.1.1) 
from which, by applying an elementary series inversion [115, p. 388, Problem 
74], it is not difficuh to deduce the following linearization formula for the 
classical Jacobi polynomials 
k=o n! (n -k ) ! { 2 J 
r(a-t-n + l ) r ( p + n + l) ( .^pjfl + xy^ 
r ( a + k + l ) r ( p + k + l) ' [x + y (4.1.2) 
which was indeed proved directly by Bateman [25, p. 392] by showing that 
both sides of (4.1.2) satisfy the same partial differential equation. Here, and in 
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what follows, (X) : = , , , in terms of Gamma functions, and P„ '^ ^ (x) 
denotes the Jacobi polynomial of degree n in x, defined by (cf, eg., Szego 
[115, Chapter 4] 
n + a 
k=o v n - K 
fn + p^ 
V ^ J 
x - n f x+P (4.1.3) 
Each of Bateman's formulas (4.1.1) and (4.1.2), has been applied in the 
literature in a number of different directions (see, for details, Askey [13, pp. 11 
and 33]). In addition, Bateman's formula (4.1.1) was applied by Al-Salam [5] 
in order to derive the following interesting result due to Feldheim [61]: 
F4 Y,5;a + l,p + l ; ^ ( l - x ) ( l - y ) t , i ( l + x)(l + y)t 
_ V n!(a + p + lX(YX(5)„ (g.p). . („,p). . 
- a (a + l)„(p + l)„(a + p + lX„ n U n W 
2F,(y + n,8 + n;a + |3 + 2n + 2;t)t" , (4.1.4) 
where 2F1 is the Gaussian hypergeometric function and F4 denotes one of 
Appell's double hypergeometric functions defined by 
p+q V /p+q X y - (a) (b) F, a,b;c,d;x,y : = ^ -f^ , , 
X |2 + | y |2 < 1 (4.1.5) 
It should be noticed in passing that, in the particular case when 
Y = - ( a + p + l) and6 = ^ ( a + p + 2) , 
2 ^ • ' 2 
Feldheim's formula (4.1.4) would reduce to Bailey's bilinear generating 
function for the Jacobi polynomials [18]: 
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,^ p-^ —;-^ ^ 
= (i + t) a-6-l - ( a + p + 1), - ( a + p + 2);a + l,p + l;X,Y 
( 
(4.1.6) 
In view, of course, of the familiar hypergeometric identity (cf, eg., Erdelyi et 
al. [59,p. 101]): 
2 ( 1 jF, a—,a;2a;z 
\ Z' -. N2a-1 
I 2- / 1 + VP; 
( |z |<l) , (4.1.7) 
Which is, in fact, a special case of the followmg quadratic transformation for 
the Gaussian hypergeometric function [59, p. 111, Equation 2.11 (10)]: 
jF, a,b;a + b + - ; z = 2F, 2a,2b;a + b +—; 
2 2 
(|z|<l) (4.1.8) 
when b = l — . For several further applications of (4.1.1) in the theory of 
generating functions, one may refer to a recent treatise on the subject by 
Srivastava and Manocha [109, chapter 2, Problem 14]. 
Motivated by the aforementioned potential for applications of 
Bateman's formulas (4.1.1) and (4.1.2), they intended here investigating some 
interesting generalizations of (4.1.1). They have also shown how these general 
results can be applied in the theory of generating functions. 
4.2 POLYNOMIAL EXPANSIONS IN SEVERAL VARIABLES: 
They began by introducing the class of multivariable polynomials 
(nr^ K ' •••'mr;zi, •••'Zj)_^ _ 
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defined by 
/ . ^ M<n 
n l ' ^ (m„ ...,m,; z„ ...,z,): = X ( - n ) J ^ + n)^ A(k„ ...,k,)zf. ... zf-
k,, . . . ,kr=0 
(4.2.1) 
( M : =m,k,+ ... + m,k,;mjeN:={l, 2,3,...}(j = l,...,r);X.€C\{0,-l,-2,...}) 
where {A(k,, ... k j j is a (suitable bounded) multiple complex sequence. 
[Here they have used the parameters 
X, and mi, ..., mr 
in order to identify the members of the class of the multivariable polynomials 
defined by (4.2.1) above.] In terms of these multivariable polynomials as the 
basis functions, Srivastava [107] gave three general families of polynomial 
expansions for a multivariable function 
<I>(z„..., z,): = I ; A(k„..., k,) Q^ zf'...z^ , (4.2.2) 
where M is given already with the definition (4.2.1) and {^}°°^ Q is a bounded 
sequence of essentially arbitrary complex numbers. Of their interest in the 
present paper constitute my chapter -4 and is only one of these families, which 
they recalled here in the form (cf Srivastava [107, p. 300, Equation (1.4)]): 
(w""z„...,w'"'z,) = | ; J l ^ E „ ( X ; w ) . n l ' ^ ( m „ . . . , m , ; z„...,zj, 
(4.2.3) 
where, for convenience. 
It is understood that the variables |w| and |zi|, ..., \L\ are so constrained that 
both sides of the polynomial expansion (4.2.3) exists. 
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Upon substituting from (4.1.7) into the left-hand side of (4.2.3), they 
readily obtained 
(D(W'"'Z„...,W'^'Z,) = | ; S„(m„...,m,; z„...,z,)Q„ w" , (4.2.5) 
n=0 
where 
S„(m,,...,m,; z,,...,zj: - J ] A(k„..., k,) z .^-zj^ ^ 
miki+... + mfkf=n 
(mjeN(j = l,...,r); neNo :=Nu{0}) . (4.2.6) 
On the other hand, the right-hand side of (4.2.3) can easily be rewritten as 
w 
n n 
In.^I(-i)' 
n=0 " • k=0 
^n^ ft + 2k)rft + k) j^ix) 
. Hk (m„...,m,; z„...,z,). 
r(X + n + k + l) 
Thus, upon equating the coefficients of w" from both sides of Srivastava's 
expansion (4.2.3) they found that 
^n^ {X + 2k)T{X + k) 
S„(m,,...,m,; z„...,z,): =^{~\) 
k=0 kJn!r(?L + n + k + l) 
r(^) 
•Rk K—m^; z,,...,z )^, 
where the multivariable polynomials 
S„(m„...,m,; z„...,z,) 
are defined by (4.2.6). 
In the two-variable case (r = 2), if they further set 
m, = 1, m2 = m, (m € N), z, = z, and Zj = C„ 
They found from (4.2.6) and (4.2.7) that 
(4.2.7) 
.krn^ 
r A(n-mk,k)z"- C = Z(-ir I : ) % ^ f f l ^ . nr^(l,m;z,;), 
=0 k=o i^kjn!r(?>. + n-i-k + l) -^ -^ '' ^ ^^ 
(4.2.8) 
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where n 
m 
n denotes, as usual, the greatest integer in — (nsNo; m € N), 
m 
and J][|^  (l,m;z,(!^) is a two-variable polynomial given, by analogy with 
(4.2.1), by 
/ , X p+mq<k 
p,q=0 
(4.2.9) 
For m = 1, the polynomials occurring on the left-hand side of (4.2.8) can be 
identified with the classical Jacobi polynomials if the double sequence 
|A(p,q)| ^^  is specialized by 
A(p,q) = {p! q! (a + l)p(P + l)J"' (p,qeNo) 
In this special case, the innermost double series on the right-hand side of 
(4.2.8) becomes an Appell function F4 defined by (4.1.5). Thus they obtained 
>(«.P) n! ^a + nYp + n^ 
(;0-z)" V n y V n y Z(-i) 
k n 
k=0 
{l + 2k)T{X + k) 
r(X + n + k + l) 
F4-k,X + k;a + l,p + l;z,;] (z^C,) . (4.2.10) 
This last consequence (4.2.10) of the general result (4.2.7) may be 
viewed as an extension of Bateman's formula (4.1.1). In fact, in view of the 
familiar F4 representations (cf, Watson [120]; see also Watson [119, p. 371]): 
V n y V n y 
-n,a + P + n + l;a + l,p + l ; ^ ( l -x ) ( l -y ) , ^ ( l + x)(l + y) (4.2.11) 
which follows fi-om a more general reduction formula for F4 given by Bailey 
[16] (see also [20 Section 9.6]), (4.2.10) in the special case when 
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>. = a + p + l,z = ^ ( l - x ) ( l - y ) , andC=^(l + x)(l + y) 
yields Bateman's formula (4.1.1). 
4.3 APPLICATIONS INVOLVING GENERATING FUNCTIONS: 
For suitable bounded coefficients Q„(n6NQ), if started from the 
definition (4.1.3) with a and P replaced by a + jon and P + vn, respectively, it 
is fairly straightforward to derive the following family of generating functions 
for the Jacobi polynomials: 
l ( x ) t " ^^n p ( a + f n, P+vn) , 
if^ o ( a + ion + l)^ (P + vn + 1)^  " 
which, for }4, = V = 0, was given by Rahman [95] (see also Srivastava and 
Manocha [109, p. 168, Problem 14(ii)]). 
By appropriately choosing the coefficients Q^ (n E N Q ) , and the fi-ee 
parameters [x and v, one can apply (4.3.1) to deduce various families of linear, 
bilinear, and bilateral generating functions for the Jacobi polynomials. 
Furthermore, if in the generating fimction (4.3.1) they set 
; + z 
x = ("?) C-2 
and apply the formula (4.2.10), one gets 
ntS n! ktS r(X + n + k + l) 
F4[-n,?i + n;a + ^ (n + k) + l,P + v(n + k) + l; z, C], (4.3.2) 
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which may be looked upon as a family of generating functions for the F4 
polynomials involved. 
In its special case when )a = v = 0, if they further set X = a + p + 1, 
^n=(y)„ (5)„ (n6No),z = l ( l - x ) ( l - y ) , a n d C = l ( l + x)(l + y ) , 
and using Watson's result (4.2.11), the generating function (4.3.2) would yield 
Feldheim's formula (4.1.4). 
The general results (4.2.7) and (4.2.8) can also be applied similarly with 
a view to obtaining various families of generating functions. 
60 
CHAPTER - V 
ORTHOGONALITY OF JACOBI 
POLYNOMIALS WITH GENERAL 
PARAMETERS 
CHAPTER - 5 
ORTHOGONALITY OF JACOBI POLYNOMIALS 
WITH GENERAL PARAMETERS 
5.1 INTRODUCTION: 
The present chapter deals with the orthogonality conditions satisfied by 
Jacobi polynomials P "^'''^  when the parameters a and p are not necessarily > 1, 
Studied by A.BJ. Kuijlaars, A. Martinez- Finkelshtein, and R. Orive [71]. 
They established orthogonality on a generic closed contour on a Riemann 
Surface. Depending on the parameters, this leads to either full orthogonality 
conditions on a Single contour in the plane, or to multiple orthogonality 
conditions on a number of contours in the plane. In all cases, they have shown 
that the orthogonalit>' conditions characterize the Jacobi pol ynomial Pp*"^  ^^ of 
degree n up to a constant factor. 
The Jacobi polynomials Pj|°''^ 'are given explicitly by 
'^n+a^ p<«»'(z)=2-"2:"7 "i" (z-i)'(z+ir 
n-k M k 
n+p 
or, equivalently, by the well-known Rodrigues formula 
Pi°"(z) = r^:(z-1)-°(z + irifih-0"*°(z + i r*] . (5.1.1) 
z n! \<izj 
These expressions show that P^ '" "^^  are analytic functions of the parameters a 
and p, and thus can be considered for general a, p e C. 
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The classical Jacobi polynomials correspond to parameters a, (3 > - 1 . 
For these parameters, the Jacobi polynomials are orthogonal on [-1, 1] with 
respect to the weight function (1 - z)" (1 + z)"^ . As a result, all their zeros are 
simple and belong to the interval (-1, 1). For general a, P, this is no longer 
valid. Indeed, the zeros can be non-real, and there can be muhiple zeros. In 
fact, P„^ "'''* may have a muhiple zero at z = 1 if a e {-1, . . . ,-n}, at z = - I if 
(3 e {-1, . . . ,-n} or, even, at z = «> (which means a degree reduction) if 
n + a + p G {-1,. . . ,-n}. 
More precisely, for k G {1, . . . , n}, they obtained (see [115, formula 
(4.22.2)]), 
r(n + p + l) ( n - k ) ' z - 1 ^  
" ^ ' r(n + p + l-k) n! I 2 j ""' ^ ^ 
This implies in particular that Pf"''''^^(z)=0 if additionally 
max{k, - P ) < n < k - p - l . Analogous relations hold for P]"''^^ when 
/e {l,....n}. Thus, when both k, / e N and k + / < n. they obtained 
P<-'-'»(z) = 2 - ' ( z - l ) ' ( z + l ) ' p ^ : ' ( - ) . (5.1.3) 
Furthermore. whenn + a + P = - k e {-1,.... -n), 
rrr RW ^ r (n + a + 1) (k- l ) ! , „, 
" ^^ r ( k + a ) n! -^' ^^^' ^^ -^ -^ ^ 
See [115, Eq.(4.22.3)]; see §4.22 of [115] for a more detailed discussion. 
Formulas (5.1.2) - (5.1.4) allow to exclude these special integer parameters 
from their analvsis. 
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In this chapter we will show that for general a, P e C, but excluding 
some special cases, the Jacobi polynomials P^ "^*^ ^ may still be characterized by 
orthogonality relations. The case a, [3 > -1 is classical and standard 
orthogonality on the interval [-1, 1] takes place, being the key for the study of 
many properties of Jacobi polynomials. Thus their goal is to establish 
orthogonality conditions for the remaining cases. They have shown that P^ "^'*^ ^ 
satisfies orthogonality conditions on certain curves in the complex plane. In 
some cases the orthogonality conditions on a single curve are enough to 
characterize the Jacobi polynomial, while in others a combination of 
orthogonality conditions on two or three curves is required. This last 
phenomenon is called multiple orthogonality see e.g. [11] In some particular 
cases this orthogonality has been established before (See e.g. [12], [15], [21], 
[22], [27], [40]) and used in the study of asymptotic behaviour of these 
polynomials [79]. Similar orthogonality conditions, but for Laguerre 
polynomials, have been applied in [80] in order to study the zero distribution in 
the case of varying parameters, and in [72]-[73] in order to establish the strong 
asymptotics by means of the Riemann-Hilbert techniques. A different kind of 
orthogonality involving derivatives has been found for negative integer values 
of the parameters of Pf"'''^ see [2] - [4]. 
They believed that these new orthogonality conditions can be useful in 
the study of the zeros of Jacobi polynomials. For general a, P e C the zeros are 
not confined to the interval [-1. 1] but they distribute themselves in the 
complex plane. K Driver. P. Duren and collaborators [48]-[58] noted that the 
behavior of these zeros is very well organized, see also [79]. They believed that 
the orthogonalit>' conditions they found and in particular the Riemann-Hilbert 
problem derived from that (see Section 5.3 below) can be used to establish 
asymptotic properties of Jacobi polynomials. In particular this could explain 
the observed behaviour of zeros. 
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5.2 ORTHOGONALITY ON A RIEMANN SURFACE 
Consider the path T encircUng the points + 1 and -1 first in a positive 
sense and then in a negative sense, as shown in Fig. 5.2.1 The point ^ e (-1, I) 
is the begin and endpoint of F. 
Fig. 5.2.1. Path r 
For a, P e C. denote 
w (z; a , p): = ( l - z)" {z + \f = exp [a l o g ( l - z ) + p log(z + l)} 
It is a multi-valued function with branch points at oo and ±1. However, if 
one starts with a value of w(z: a, P) at a particular point of F, and extend the 
definition of w(z; a, P) continuously along F then they obtained single-valued 
function w (z; a, P) on F if one views F as a contour on the Riemann surface 
for the function w(z; a, P). For definiteness, assume that the "starting poinf is 
t, e (-1, 1), and that the branch of w is such that w(^; a, P) > 0. 
In the sequel one prefer to view F as a subset of the complex plane. 
Then F has points of self-intersection, see Fig. 5.2.1. At points of self-
intersection the values of w(z; a, P) is not well-defined. 
The following is their main result. It shows that the Jacobi polynomials 
satisfy non-hermitian orthogonalit}' conditions on F. 
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THEOREM 5.1: Let a, p 6 C, and let F, w(z; a, (3) have the meaning as 
described above. Then for k e {0, I,..., n}. 
kn. 
_ _2 ' )n+a+p+3 Tri (a+p) 
1, t*^  Pl"PHt)w(t; a, p) dt = - ^ \ , w ^^ 
' " v/ V' '^ ^^ r(2n + a + p + 2 ) r ( - n - a ) r ( - n - p ) 
(5.2.1) 
Proof. In the proof one use f^^^ to denote the k-th derivative off 
By the Rodrigues formula (5.1.1), 
p(. .) ( t ) . ( z l£w(" ) ( t ;n + a n + p ) 
" ^^ 2"n! w( t ;a ,p) 
Integrating in (5.2.1) n times by parts and using (5.2.2), one gets 
J , t ^e«( t )w( t ; a ,P)d t = - ^ | ; ( - i y [ t ' ^ f w(--')(t;n + a,n + p)|^ 
/ n! j=o 
+ : ^ ^ l r [ t ' | "^w( t ;n+a , n + p)dt. (5.2.3) 
2 n! 
Since w(z; a, P) is single-valued on F, 
t^]^^^w*""-'"'\t;n + a,n + p)|j-=0, for 0 < j < n - l . 
Thus, if k < n - 1 , all the terms in the right-hand side of (5.2.3) vanish, 
which proves that the integral in (5.2.1) is 0 for k = 0. l,....,n-l. Furthermore, 
for k = n, one gets 
I„ (a,p):= I,t"PhP>{t)w(t;a, p)dt = 2"" 1,w(t;n+a,n + p)dt. 
Observe that !„ (a, P) is an analytic function of a and p, so that one may 
compute it for a certain range of parameters and then extend it analytically 
elsewhere. Following [124. §12.43]. They assumed Re a > 0, Re p > 0 and 
deform the path F, tautening it between -1 and + ]. Thus, F will become the 
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union of two small circles around ± 1 and two straight lines along [-1,1], each 
piece traversed twice, once in a positive direction and once in a negative 
direction. 
Since the integrand is bounded in the neighborhoods of ± 1, 
In(a, P) splits in the following 4 integrals: 
I„(a,p) = j ' , f(t)dt-e''''("^"^|;^ f(t)dt + e''^ '("^ P^ "^^  j ' , f(t)dt 
_^2.,(P-)J^^ f(t)dt, 
where 
f (t)= 2"" w(t;n + a,n + p)>0 fort e (-1, 1). 
Thus, 
I„(a,p) = (l-e^'''("^"')(l-e^''^(P^"))j;^ f(t)dt 
=-4e'''^""P)sin(7:a)sin(7rp)J^_ f(t)dt. 
Changing the variable, t = 2x - 1 , one gets immediately the integral 
defining the beta ftmction, and as a consequence 
I„ (a, p)=: -2—P-e"<-^ ' sin (rra)sin (;rp) ^ ^ ^ ^ ^ i l l l t t t i ^ 
r(2n + a + p+2) 
Using sin (TTX) r(x) r(l-x) = TT. They obtained (5.2.1) for k = n and for 
a and P with Re a and Re P positive. By analytic continuation the identity 
(5.2.1) holds for every a. P e C. 
Observe that the right hand side in (5.2.1) vanishes for k = n if and only 
if either -2n - a -p-2, orn - a or n + p is a non-negative integer. In some of 
these cases the zero comes from integrating a single-valued and analytic 
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function along a curve in the region of analyticity; other values of a and (3 
correspond to the special cases mentioned before when there is a zero at + 1. 
5.3 A RIEMANN-HILBERT PROBLEM FOR JACOBI 
POLYNOMIALS 
In this section one construct a Riemann-Hilbert problem whose solution 
is given in terms of the Jacobi polynomials p]"'P^ with parameters satisfying 
- n - a - p 0 N , and n + a g N, and n + p ^ N. (5.3.1) 
Consider F as a curve in C with three points of self-intersection. Let r ° 
be the curve without the points of self-intersection. The orientation of F, sec 
Fig. 5.2.1, induces a + and - side in a neighborhood of F. where the + side is 
on the left while traversing F according to its orientation and the - side is on 
the right. One says that a function Y on C \ F has a boundary' value Y+ (t) for t 
e F*^  if the limit of Y (z) as z -> t with z on the + side of F exist. Similarly for 
Y-(t). 
The Riemaim- Hilbert problem asks for a 2 x 2 matrix valued ftinction 
Y : C \ F -> C^ "^  ^ such that the following four conditions are satisfied. 
(a) Y is analytic on C \ F 
(b) Y has continuous boundary values on V'^, denoted by Y+ and Y_, 
such that 
Y j t ) = Y (t) ^ ' ^^ for t e r ° . 
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(c) As z - ^ 00, 
Y(z) = 
f f\\ 
I + O 
\T^)) ,0 z-V' 
(d) Y (z) remains bounded as z -> t e F \ P". 
This Riemann-Hilbert problem is similar to the Riemann-Hilbert 
problem for orthogonal polynomials due to Fokas, Its, and Kitaev [62], see also 
[46]. Also the solution is similar. It is built out of the Jacobi polynomials 
P^ "^-'^  and Pf!j''\ For parameters satisfying (5.3.1), the polynomial P^ "^'**^  has 
degree n; recall that there is a degree reduction if and only if -n -a -pe 
{l,....,n}. Therefore there is a constant Cn such that 
n^ Pn is a monic polynomial. (5.3.2) 
From Theorem 5.1 and the condition (5.3.1) on the parameters, it 
follows that PJ!;P^  satisfies 
I,_,(a,p) = l,t"-'Pi!,PHt)w(t;a,p)dt;^0. 
Thus one can define the constant dn-i = -27ri / In - i (a, P) such that 
d„_, Ipt"-' Pf!,P^ (t)w (t; a, P)dt = -27ii. (5.3.3) 
Then one can state the following results. 
PROPOSITION 5.2: The unique solution of the Riemann-Hilbert problem 
is given by 
Y(z) 27ti t - z 
2711 t - z 
(5.3.4) 
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Using the Riemann-Hilbert problem, one can easily prove that the 
orthogonality conditions in Theorem 5.1.1 
THEOREM 5.3: Assume that a, p e C satisfy (5.3.1) and that T, w (z; a,p) 
are as above. Then the monic Jacobi polynomial c„ p'^P^ is the only monic 
polynomial pn of degree n that satisfies 
i r t 'Pn(t)w(t ;a ,p)dt = 0, for k = 0,l, . . . ,n-l. (5.3.5) 
PROOF. The orthogonality conditions (5.3.5) are what is necessary to fill the 
first row of Y. That is, if pn is a monic polynomial of degree n, satisfying 
(5.3.5) then 
Pn(z) 1 j p„(t)w(t;a,p) 2ni t - z dt 
2711 t - z 
Satisfies all conditions in the Riemann-Hilbert problem for Y. Since the 
solution is imique and given by (5.3.4) is follows that 
p„(z) = Yn(z)=c„P^"'P'(z). 
5.4 NON-HERMITIAN QUASIORTHOGONALITY 
In the rest of this chapter one assume for simplicity that a and p are real, 
although extension to non-real parameters is possible. Also take a, p, a + p ^ 
Z. so that (5.3.1) is automatically guaranteed. 
Since in (5.2.1) we are integrating an analytic function, one may deform 
the universal path T freely within the region of anah'ticit>-. hi particular, if the 
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integrand is integrable in the neighborhood of a branch point (± 1 or GO), one 
may allow F to pass through this point, taking care of using the correct branch 
of the integrand. 
One define the following paths of integration (see Fig. 5.5.1): Fi will be 
an arbitrary curve oriented clockwise, connecting 1-iO with 1 + iO and lying 
entirely in C \ [-1, + co), except for its endpoints. 
Fig. 5.5.1. Paths of integration 
The circle {z € C: | z + ]| = 2}, oriented clockwise, is a good instance of 
a curve F_i. Analogously, F_i will be an arbitrary curve oriented clockwise, 
connecting -1 + iO with -1-iO and lying entirely in C \ (-QO. 1], except for its 
endpoints. Finally, r«, is a curve in C \ ((-co, -1] u [1, + w)), extending from 
+ ico to ioo (for example, the imaginar\' axis, oriented downward, might do as 
Foo). 
In what follows, they denoted by ?„ the set of all algebraic polynomials 
with complex coefficients of degree < n (for n < 0 they assumed P„ ^ 0), and by 
Pj = P„ \ P„_,, the subset of polynomials of degree exactly n. Also, for c e R, 
they used [c] to denote the largest integer < c, as usual. 
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The following theorem shows that for certain combinations of 
parameters a number of orthogonality relations are valid on F-i, F], or T^, 
These are called quasi-orthogonality relations, since in general there are less 
than n conditions on the polynomial P^  , so that these relations do not 
characterize the polynomial. When integrating over Fj. s e {-1.1, «}, one 
mean by w (t; a, (3) a branch of the weight function (1-t)" (t+l)*^ which is 
continuous on Fj / {s}. 
THEOREM 5.4: Assume that a, p, a + p e R \ Z. 
(i) If n+ p > - 1 , and k = max {0, [-P]}, then 
I q(t)Pi»'P)(t)w(t;a,k+p)dt = 0, V q e ?„.,., 
[;^0, Vq £?:_,. 
(5.4.1) 
(ii) If n + a > - 1 . and k = max {0, [-a]}, then 
I,, q(t)P^ ^^ ) (t)w (t; k-fa, p)dt H ' "^^  ^Y' ^'-'-'^ 
(iii) If n + a + p < - 1 and m = min {n - 1, [- (n + a + p + 1)]}, then 
L q(t)P*"'^'(t)w(t; a, P)dt = 0, VqeP^. (5.4.3) 
If additionally, n + a + p < - n - L then 
tq(t)Ph^)(t)w(t;a,p)dtf''^^"^":" 
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5.5 ORTHOGONALITY ON A SINGLE CONTOUR 
Sometimes it is possible to obtain a full set of orthogonality conditions 
onr_], F] or Fa,. 
THEOREM 5.5: (Non-Hermitian orthogonality). If for a, p, a +(3 e R \ Z, 
at least one of the following conditions is fulfilled: 
a > - l , P > - 1 , 2n + a + P < 0 , (5.5.1) 
then Jacobi polynomials P]"' ^ ' satisfy a full set of non-hermitian (complex) 
orthogonality conditions: 
U(t)Pi"' ' (t) w (t; a, p) dt 
= 0, qGP„_, 
^ 0 , q G P : 
(5.5.2) 
where 
F,, if a > -1, 
r_,, if p > - i , 
F ,^ if 2n + a + p < 0. 
(If-1 < 2n + a + P < 0 the integral in (5.5.2) diverges for y = F^o and 
q^Pn*)-
The conditions (5.5.2) characterize the Jacobi polynomial p]"'P' of 
degree n up to a constant factor. 
PROOF. This is an immediate consequence of Theorem 5.4 since under their 
assumptions, k = 0 in (5.4.1) - (5.4.2). It is straightforward to show that 
orthogonality conditions in (5.5.2) are equivalent to (5.3.5), and thus by 
Theorem 5.3 characterize the polynomial. 
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The following result, describing the real orthogonality of Jacobi 
polynomials, is classical, but one puts it within the general framework. 
COROLLARY 5.6 (Real orthogonality): If for a, p, a + p e R \ Z, 
two of the tliree conditions in (5.5.1) are fulfilled, then Jacobi polynomials 
P^ "^'*^ ^ satisfy a full set of orthogonality conditions on the real line: 
l,q(t)Pi-P>(t)w(t;a,p)dt = 0. q e p„_,, 
^ 0, q G P : 
(5.5.3) 
where 
f[-l,lj i f a ,p>- l , 
(-00, -1] , if 2n + a + p <0 and p > - l , (5.5.4) 
[1, + oo), if 2n + a +p<0 and a > - l , 
(lf-1 < 2n + a + P < 0 the integral in (5.5.3) diverges for q e P*). 
The conditions (5.5.3) characterize the Jacobi polynomial P^ "^*^ ^ of 
degree n up to a constant factor. 
PROOF. This is a consequence of Theorem 5.5. For instance, if 2n+a+P< 0, 
by (5.5.2) one has non-hermitian orthogonality on r„ ; if additionally a > - 1 , 
One can deform T^ into [!, + <») traversed twice, and the statement follows. 
5.6 MULTIPLE ORTHOGONALITY 
Theorem 5.5 provides orthogonality conditions, characterizing Jacobi 
polynomials when their parameters belong to the region in the (a. P)-
plane given by at least one of the conditions (5.5.1). 
For other combinations of parameters one still has some orthogonality 
relations according to Theorem 5.4 but each of the three orthogonality relations 
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(5.4.1) (5.4.2) (5.4.3) does not give enough conditions to determine P^ "^'*^ ^ by 
itself. However, the three relations taken together given n or more relations for 
p(a,p) jj^gy constitute what one call a set of multiple orthogonality conditions. 
In many cases there will be more than n conditions, so that the relations of 
Theorem 5.4 over- determine P]""'. 
We are going to discuss this in more detail now. 
5.6.1 Multiple Orthogonality as an Alternative to Orthogonality 
on a Single Contour: 
Consider the following subcases of the situation, described in Theorem 
5.5. 
THEOREM 5.7: Let a, p, a + p e R \ Z such that exactly one of the 
conditions (5.5.1) is satisfied and such that either - n < a < - 1 or 
-n < P < - ]. Then 
i, q(t) Pf"'' (t) w (t: a, p)dt = 0, q eP,_,, (5.6.1) 
and 
lq(t)Pi"-'*(t)w(t;a„p,)dt = 0' qePn~k-P 
^ 0, q ep;_,. 
(5.6.2) 
where the corresponding parameters are gathered in the following table: 
Cases 
a > - l , - n < p < - l 
P > - 1 , - n < a < - l 
2n + a + P<0, - n < P < - l 
2n + a + p<0 . - n < a < - l 
r 
r, 
r-i 
Too 
r. 
A 
[-1, 1] 
[ -M] 
(-«, -1] 
[l. + oo] 
ttl 
a 
a+ [-a] 
a 
a+ [-a] 
Pi 
P+[-P] 
P 
P+[-P] 
(3 
k 
[-P] 
[-a] 
[-P] 
[-a] 
1 
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(If-1 < 2n + a + (3 < 0 the integral in (5.6.2) diverges for q e ?^°" ^^). In each 
case, these multiple orthogonality conditions characterize the Jacobi 
polynomial Pn ^ "' ^^ of degree n up to a constant factor. 
THEOREM 5.8: Let a, p. o(4p e R \ Z be such that - n < a + P + n < - l 
and either a > -1 or P> - 1 . Then with m = [-(n + a + P + 1)], 
I q (t)P^' ^^ (t) w (t; a, p) dt = 0, qe P„„ (5.6.3) 
and 
=0, if k e N , m+1 < k < n - l , 
J,. 'pi««(t)w(t;a,p)d.,^^^ ifk = „. 
(5.6.4) 
where 
[ A = [1,+ oo),y = r,, i f a > - l , 
^A=C-c»,-ay = r p i fp>- i . 
(5.6.5) 
In each case, these multiple orthogonalit}' conditions characterize the 
Jacobi polynomial P„^ "' ^' of degree n up to a constant factor. 
5.6.2 Multiple Orthogonality when there is no Orthogonality on 
a Single Contour 
As they have seen, in the cases analyzed so far the muhiple 
orthogonality was in a certain sense "optional": whenever at least one of the 
conditions in (5.5.1) is satisfied. They can restrict themselves to orthogonality 
on a single contour F^,, F, or F^, as in Theorem 5.5. In the remaining cases 
there are quasi-orthogonality conditions on r_i Ti and Y^ as specified in 
Theorem 5.4, but they needed atleast two of these sets of quasi-orthogonaIit\' 
relations to characterize the Jacobi polynomial. 
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So assume that a < - 1 , p < - 1 and 2n + a + P > 0. In their next result 
they considered cases where the parameters are such that a combination of two 
of the cases in Theorem 5.4 give atleast n orthogonalit>' conditions. The 
theorem says how to obtain from that n conditions that characterize P^ "^' ^'. 
THEOREM 5.9: Let a, p, a + p e R \ Z such that a < - 1 , p < - 1 and 
2n + a+p> 0. 
(i) Ifa + p + n> -l.then 
ir., q(t)Pf"''^Ht)w(t;a,p+[-p])dt = 0, qePi.„]_, (5.6.6) 
k qW &'^(t)w(t;a + [- a l P) dt = 0, q GP[_pj., (5.6.7) 
and 
j : ,q ( t )pf '^Ht)w( t ;a + [ - a ] ,p+[ -p ] )d t = 0, q€Pn_[_^]_[_ji]_, 
^0, q eP„_[_„j_[_p] 
(5.6.8) 
(ii) If a < - n. then 
C q ( t ) P r ' % ) w ( t ; a , p + [-p])dt = 0, qeP[_„]_„_,, (5.6.9) 
ir„ q (t) Pi" 'UO w (t; a, P) dt = 0, qe P[_p^ , (5.6.10) 
and 
t , q(t)Pi"^Ht)t-"^'-" 'w(t;a,p + [-p])dt. - 0 ' qeP2n_[_„]_[_p]_, 
^ 0 , qeP2,_[_„]_[_p] 
(5.6.11) 
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(iii) Ifp<-n,then ^ ^ J . ^ h 
1,^  q(t)Pj"'^^ (t) w (t; a, P)dt = 0, q £ Pf.„^„ (5.6.13) 
and 
Lq(t)Pi-PUt)t-"^f-''Jw(t;a+[-4p)dt = 0, q £ ?2n-[-ah[-&}-\, 
^ ^ 0 , q£P2,_[.,H-p] 
(5.6.14) 
In all three cases, these orthogonality' conditions characterize the Jacobi 
polynomial P„^ "' ^' of degree n up to a constant factor. 
What remains is the case where the parameters are such that they needed 
all three cases of Theorem 5.4 in order to obtain at least n conditions on P^ *"' . 
THEOREM 5.10: Let a, p. a + p € R \ Z be such that a > - n, p > -n and 
a + P + n < - 1 . Then the following hold: 
k q(t) Pn*"' '^ (t) w (t; a, p +[- p])dt - 0, q £ P„_f.p^ , (5.6.15) 
Ir, q(t)Pi"'Ut)w(t;a + [-alp)dt = 0, qGP„_[_„j.p (5.6.16) 
and 
k q(t)Pl"'Ht)w (t; a,p)dt = 0, q £ P[_„],[_pj_„_,, (5.6.17) 
and these orthogonality conditions characterize the Jacobi polynomial P '^"' ^' of 
degree n up to a constant factor. 
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5.7. ZEROS 
Finally, it is interesting to discuss the implication of the orthogonality 
relations derived to the location of the zeros of the Jacobi polynomials. 
Standard (hermitian) orthogonality conditions with respect to a positive 
measure on the real line yield a lower bound (and in some situation, the exact 
number) of different zeros of the orthogonal polynomial on the convex hull of 
the support of the measure of orthogonality. For instance, by a classical 
argument, if two of the three conditions in (5.5.1) are fulfilled, orthogonality 
(5.5.3) ensures that P '^"' ^' has exactly n real and simple zeros, all located in the 
interval A given by (5.5.4). 
In the situation of Theorem 5.7 that is when (a, P) or ((3, a) 
e (-1. + oo) X (-n, -1), quasi-orthogonality (5.6.2) implies that P^ "^-"^ ^ has at 
least n -k different zeros on (-1, 1), where k = [-a] if - n < a < - 1 , and 
k = [-p]if - n <p<-l ,see[27] . 
Finally, in the situation of Theorem 5.9 a. P € (-n, -1) and 
a + p + n > -1 , they obtained that P^ "^- ^ ^ has at least n - [-a] - [-p] 
different zeros on (-1, 1). 
In the other situations they obtained no qusi-orthogonality on the real 
line, and the information on the real zeros is void. 
It is interesting to compare these values with the well-know Hilbert-
klein formulas [115. Theorem 6.72] that give them the exact number of zeros 
of P^^ °P' on the real line. It is sufficient to restrict their attention to [-1, 1], 
since the other tvvo intervals of R can be analyzed similarly. 
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Following [115], Let. 
E(u) 
0, if u < 0, 
u - 1 , if u € N, 
[u\ otherwise 
and let even (u) (resp., odd (u)) be the even (resp., odd) values from the set {u, 
u + 1}, when u e N. Then the by number of zeros of P^ "^' ^' in (-1, 1) is 
given by 
N = 
even 
odd 
2n + a + p + l | - | a | - | p i + n ^ 
f|2n + a + p + l | - | a | - | p | + l \ \ 
JJ 
, i f k „ ( a , p ) > 0 , 
, i f k„ (a ,p )<0 , 
(5.7.1) 
where k„ (a, p) = (-1)" (a + 1) (a + n) (P+ 1) .... (P + n). 
It is straightforward to check that N is positive only in one of the 
following cases: 
(i) a, p > - 1. Then N = n, as ensured by (5.5.3). 
(ii) (a, P) or (P, a) e (-1, + co) x (-n, -1). For instance, if P > -1 and -n < 
a < - 1 , then 
2 n + a + p + l | - | a | - | p | + l 
= [n + a + l] = n - [a\ 
since for a < 0, [a] + [-a] = - 1 . In other words, this value matches the lower 
bound on the number of zeros N. predicted by the quasi-orthogonality relation 
on [-1, 1] given in Theorem 5.7. 
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(iii) If a, p e (-n,-1) and a + p+ n > - L 
2n + a + p + l | - | a | - | P | + l'|_[[n + a + P + l] = n - [ - a -p ] , i f a + P^Z, 
2 j In + a + p, otherwise 
Observe that for a = a +[- a], p = P + [-( 
(-l)"-f-"H-PJk„(a,p) 
= ( - a - 1 ) . . . . ( - a ) ( a + l ) . . . . ( a+n) ( -p - l ) . . . ( -p ) (p+ l ) . . (p+n)>0 
Since n - [ - a - p ] < n - [ - a ] - [ - p ] < n - [ - a - p ] + l , They got 
from (5.7.1) that N = n - [-a] - [-p], which coincides again with the lower 
bound on the number of zeros, predicted by Theorem 5.9. Thus, quasi-
orthogonality sheds a new light on the Hilbert-Klein formulas, explaining the 
lower bound on the number of zeros on R. 
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CHAPTER - VI 
PARAMETER DERIVATIVES OF 
THE J A COBI POL YNOMIALS AND 
THE GAUSSIAN 
HYPERGEOMETRIC FUNCTION 
CHAPTER - 6 
PARAMETER DERIVATIVES OF THE JACOBI 
POLYNOMIALS AND THE GAUSSIAN 
HYPERGEOMETRIC FUNCTION 
6.1 INTRODUCTION: 
In this chapter we discussed a simple derivation rule for the Jacobi 
polynomials with respect to their parameters, i.e. for 9„P"'^  and d^?^'^. It is 
obtained via relations for the Gaussian hypergeometric function concerning 
parameter derivatives and integer shifts in the first two arguments. The study is 
motivated by a Galerkin method with moving weight, of the generated 
polynomials. 
Galerkin methods using orthogonal polynomials {bk} are based on a 
series representation 
u ^ ( x ) = X u ,b , (x ) (6.1.1) 
k=0 
where u'^  is an approximation to the exact solution u(x) of a differential 
equation. The basis {bk} is orthogonal with respect to a weight g(x), i.e. 
(b^,b,)^ = I b^(x)b,(x)g(x)dx = Y,5 ,^ Y, sR*' (6.1.2) 
The use in an evolutionary problem requires the expression 5ju(x,t) which, 
due to (6.1.1), is approximated by 
5tu'(x) = I d,u, b,(x) 
k=0 
Regardless of convergence properties one can use a different ansatz instead of 
(6.1.1) reading 
u''(>^) = g(>^)I Ukbk(x) (6.1.3) 
k=0 
which then requires the test functions < — > to obtain orthogonality with 
UJ 
respect to the scalar product (6.1.2). This "moving weight approach" was first 
introduced in [47] for b^  being the discrete Laguerre polynomials. The 
representation (6.1.3) is particularly advantageous if the weight function g(x) 
already is a good approximation to u(x). If b^ and hence g depend on one or 
more parameters, the approximation (6.1.3) may be supplemented with the an 
adoption of the parameters through additional requirements [47]. In the 
continuous case, using Jacobi polynomials, the solution of a space-time 
dependent problem would then be approximated by 
. " (x , . ) = w ° ' * « 0 ( , ) ^ a , ( t ) p - < « " ( x ) (6.1.4) 
N-1 
IE 
k=0 
aB where g = w"'*^  is the weight function for bk = P" in (6.1.2). It is now obvious 
that a Galerkin method based on (6.1.4) requires the knowledge of 5„P"''(x) 
and 5pP,"-P(x), or more precisely of (a„P;'''(x),P,"'P(x)}^„p and 
(a,p-P(x),p-P(x))^„,,. 
The Jacobi polynomials can be related to the Gauss hypergeometric 
function in different ways. The most useful equations for our purpose are [83] 
C»(x) = m i l P i l ) F f - n , n + a + P + l.p + l , i | i ] (6.1.5) 
n!r(p + l) V 
P«.P(x) = n ^ ^ i ^ ^ F f - n , n + a + P + l,a + l , — 1 (6.1.6) 
" ^ ^ n!r(a + l) [ "^ 1 ) 
with a, p > - 1, n € NQ and usually x € [-1, 1]. The reason is that a in (6.1.5) 
and P in (6.1.6) appear only in the second argument of F. Consequently, for the 
parameter derivatives of P"** they are led to compute 5bF(-n,b,c,z) with the 
appropriate substitutions. Let us take (6.1.5) and (6.1.6) as definitions of P""^  
here. It is observed immediately that 
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and 
F(0, b, c, z) = 1 =^ db F(0, b, c, z) = d, F(0, b, c, z) = 0 
6.2 THE DERIVATIVE OF F WITH RESPECT TO THE 
SECOND AND THIRD ARGUMENT : 
For the following Jochen Froehlich [63] assumed in view of the 
application that the first argument of F is a negative integer. Deriving F as 
given by (1.3.3) with respect to b results in 
f""' 1 5bF(-n,b,c,z)= X 
U=o b + m 
P(_„,b.c.z)-|; ^ s tM^,^ 
„=o b + mk=o (c)^ k! 
(6.2.1) 
Having in mind b = n + a + p + l with n > 1 from (6.1.5), (6.1.6) they assumed 
b > 0 for (6.2.1) and the sequel. The second term on the right hand side of 
(6.2.1) is a polynomial of degree n - 1 in z, so that it can be expressed as a 
linear combination of hypergeometric functions of degree 0, ..., n - 1: 
^0 b + m^^ {c\ k! ^0 
Equating coefficients for z leads to the relation 
n-l (-n). Z 1 n-l = Z A("-^F(-qX 
=k b + m n,=k 
which is equivalent to the recurrence 
k = 0,---,n-l (6.2.2) 
A (n,k) _ 
^n^ n-l 
K^J 
1 "-' r ^^"^ 
1 y (^n.q) % b + m q=k+i 
q 
Using the relation 
j -m 
I (-1)' 
p=0 
f \\ J 
vPA 
it can be shown that 
f\-J - p - 1 
m-1 (-1) 
j -m J€N,m = l,---,j 
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The identity 
n^^ lizlf . . . T n - k - l ^ 1 
vk;p=i I (-ly p - l j b + n - p (6.2.3) 
j=0 z - j ^ ^ ( z -n ) n+I 
neNo,zeR\{0,l,---,n} 
(6.2.4) 
which is verified apart finally leads to the 
THEOREM 6.1 : Forn e N, b e R^ -", c € R \ Z-", z € R the derivative of F 
with respect to the second argument is given by 
5bF(-n,b,c,z)= ^ 
/ n-l 1 A 
K=o b + k 
54 n! 
F(-n,b,c,z) 
1 
m=o m!(n-m)(b + m)^ _ -F(-m,b,c,z) (6.2.5) 
REMARK : The assumption on b can immediately be relaxed to 
b€R\{0,-l,---,-n + l}. For negative integers similar expressions can be 
developed considering F as a polynomial in z as above. For b = 0 this is 
impossible as F(-n, 0, c, z) = 0 whereas 5jjF(-n,b,c,z)j _ is not, in general. 
REMARK : Formula (6.2.5) is different with respect to what is found in 
literature. For 5|,LFpj, [94] give a relation which leads after the appropriate 
substitutions to 
a,F(-n,b,c,z) = X i^)ML{^{h + k)-w{h))z' 
k=0 Hk! 
This is merely a restatement of (6.2.1) since 
M;(b + k)-vv(b) = | ; ^ 
^ b + J 
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For the sake of completeness they now turned to the expression5^F(-n,b,c,z). 
The equahty 
can be established similarly to the pervious one by using the definition of F, 
equating coefficients, and applying (6.2.2), (6.2.3) and (6.2.4). This yields. 
THEOREM 6.2 : For n € N, b e M, c e K \ Z-°, z e M the derivative of F 
with respect to the second argument is given by 
a,F(-n,b,c,z)= - Z — T F(-n,b,c,z) 
Vk=0 C + KJ 
+ Z , " ' ,7 ^ F ( - m , b , c , z ) (6.2.7) 
^0 m!(n-m)(c + mX_^ 
The coefficients in (6.2.7) differ from (6.2.5) only by sign if c is 
substituted by b. 
REMARK : Let us indicate that (6.2.6) can also be obtained form the 
relation 
a^^ "" = Z - ^ C'^  (6.2.8) 
v=o n - v 
in [125], The function ^°*' are modified discrete Laguerre polynomials defined 
by 
n 
C ( s ) = ^ m - - ( s - l ) = ^ ( l - f a ) „ F -n , l - s , l + a,l — 
Pj 
(6.2.9) 
n e N o , s e N , 0 < p < l , a > - l 
where ml'^ are the Meixner polynomials. Inserting (6.2.9) in (6.2.8) yields 
(6.2.6) [68]. This connection illustrates the potential applications of the 
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parameter derivatives of F to an easier development of relations involving 
discrete orthogonal polynomials. 
6.3 APPLICATION TO JACOBI POLYNOMIALS: 
Let us now set b = n + B with B = a + P + 1 > - 1 and use (6.1.5) to 
determine 5„P„°''^ (x)from (6.2.5) with c = p + 1, z = (1 + x) / 2. It is obvious 
that in 
aP°-P(x)=^ O"r(" + 0 f f y 1 V( -n ,n + B,c,z) 
"^ ^ " ^ ^ nir c U=o B + n + k J ^ ' ' ' ^ vu o J 
U A("''")F(-m,n + B,c,z) 
m=0 
(6.3.1) 
J. Frohlich cannot convert F(-m, n + B, c, z) directly back to an expression in 
terms of P"'' by (6.1.5) in case of n 9^  m. For this purpose they proved an 
important relation treating integer shifts in the first two arguments of F : 
LEMMA 6.3 : For n € N, B > -l,c € M*\ z e R the coefficients 
Jn.J.P) _ / _ l V ~ P (-ir(n-jv, ^jMB + n)o(B + 2p) V) (B + p) (6.3.2) j+i 
allow the decomposition 
F(-j,n + B,c,z) = X P^"'^"M-P'P + B,c,z) j = 0 , - , n - l 
p=0 
(6.3.3) 
PROOF : Inserting (6.3.2) in (6.3.3), equating coefficients, and setting 
Q = J - m leads to 
i= ( - i r z : (k} Q^, ^ (B + Q + k) (B + 2q) (6.3.4) 
which can be proved by double induction. First, (6.3.4) is verified for k = 1 by 
induction on Q. Next, they assumed that (6.3.4) holds for k = 1, ..., K and 
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Q e NQ (since j = 0, ..., n - 1, m = 0, . . . J , but n e N ) . It has then to be shown 
that the same holds for k = K + 1 and all Q. The case Q = 0 being verified the 
step from Q to Q + 1 requires to show that 
(B + Q + K + 2)^^, 
1 = ( B + Q + 1)Q^, B + Q + K + 1 ^ ^ \ 4 - O q ^ ^^ 
(K + l L . (B + Q + K + 1) 
( Q - q ) ! (B + q) 
f K 
+ 1 
Q+i ; 
K 
B + Q + l + q + 1 Q + l - q 
(6.3.5) 
Application of the assumption for K + 1 and Q leads to the appearance of a 
similar sum as in (6.3.5), but with K replaced by K - 1. Repeating this K times 
yields with Z = B + Q + 1 e E^° and p = Q + 1 > 1 
K (Z + p + 1 + K - j ) 
(Z + K)(Z) - ( Z + K L , = - p ( Z ) y 
j=0 (z + K-j)^ 
This is true by the subsequent relation. 
For z e M " ° , k e N o , p e N 
1 1 
j=o (z + k - j ) p „ 
1 1 
H (^  + k + l) /p V /p y 
which is verified by induction on k. 
Relation (6.3.3) is now inserted into (6.3.1). After changing the order of 
summation they obtained a sum on A-"'""^  p(".fn,p) y^hj^ h can be simplified by the 
following statements. 
LEMMA 6.4 : 
n-l 
y A'"'"''P*"''"''^=(-!)""'''' n! 1 B + 2p 
m=p p! n - p B + n + p (B + p ^ 
n € N , p = 0,---,n-l,b€M^° (6.3.6) 
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PROOF : Straightforward simplifications lead, with J = n - 1 -p, to prove 
which is again done by induction. 
Applying the above relations to (6.3.1) using the same procedure for 5pP,f''^ (x) 
they are now in the position to state their main theorem. 
THEOREM 6.5 : For a, P > - 1, n e NQ and x € [-1, 1] 
a . C ' ( x ) = i d - n j ± l l ^ P ; . ' ( x ) (6.3.7) 
where 
I I 
^0 a + p + 1 + n + m 
1 a + p + l + 2k 
1 
n> l .k=n 
n>l,k = 0,---,n-l 
n - k a + (3 + l + k + n (a + P + l + k)^ _j. 
0 n = k = 0 
The abbreviation 
g:'^x) = apCP(x) 
will be used for convenience. 
(6.3.8) 
6.4 PROPERTIES OF THE GENERATED POLYNOMIALS: 
It has been stated before, and is obvious from (6.3.7) that f"'' and g"'^  
are polynomials of degree n in x. 
The symmetry of the Jacobi polynomials with respect to a and P [1] 
88 
c^(-x)=(-ire°(x) 
and the symmetry of the coefficients in (6.3.7) yield 
gn'^(x) = ( - l ) " f r ( - x ) (6.4.1) 
Hence, for the remainder we concentrate on the function f"*^  and g"''^ (x) 
behaves analogeusly. 
For illustration let us explicitly write down the expression for low 
degrees: 
C^x) = 0 
f«'P(x) = - X + -
„, , 2a + 2p + 7 , 2a + 3 2a-2(3-l 
f«-P(x) = x ' + — — x + - ^ 
8 8 
f3-^(x) = 
3a^ + 6ap + 30a + 3(3^  + 30(3 + 74 
48 -x 
+ 
3a^+2ap + 18a-p^+20 , 3a -2ap + 6 a - p ' - l O p - 1 0 
X + 16 16 
+-
3 a ' - 6 a p - 6 a + 3p--16 
48 
(6.4.2) 
From (6.3.7) the scalar products mentioned in the introduction can now be 
identified. 
COROLLARY 6.7: For f„"-P, g^P defined by (6.3.8) j , n e NQ. 
fr(x),pr'^x)w-p = 
2-' ' - ' r(a + l + n)r(p + l + n) -
(2n + a + p + l)n!r(a + p + l + n)^o a + p + 1+n+m 
2°-p-'r(a+i+j)r(p+i+n) 
j !(n-j)(a + P + l + j + n) r (a + P + l + n) 
n>l,j>n 
n>l,j = n 
n >l,j<n 
n = 0,j>0 
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and 
vn-k g:-''(x),p-'(x)L, = ( - i r fr(x).pf(x) ... (s-''-^ ) 
PROOF : Recall that the Jacob! polynomials are related to the weight 
w°'P(x) = ( l - x f ( l + x f 
leading to the constants yk = y^ '^  in the orthogonality relation (6.1.2) [1]. 
2"^ P '^ r (k + a + l)r(k + 6 + l) 
^ 2k + a + p + l k ! r (k + a + p + l) ° 
Equation (6.4.3) directly follows from (6.4.1). 
REMARK : It is also obvious that neither the scalar products nor the 
functions themselves exhibit a singularity for a = 0 or P = 0 as do 5„w°'^ and 
5pW°'^ , respectively. 
Let us now discuss the numerical evaluation of f„ at a given point x. 
Even if this can be accomplished by (6.3.7) it is often computationally more 
efficient to employ a recursion. In our case such a relation follows immediately 
from the recursion for the Jacobi polynomials, e.g. [1]. 
a,.k Pk.i (x) = (a2,, + xa3, )P, (x) - a^, P,_, (x) k e No (6.4.4) 
with P_i(x) = 0, Po(x) = 1 and 
a,k =2(k + l)(a + p + k + l)(a + p + 2k) (6.4.5) 
a2|,=(a + p + 2k + l)(a^-p2) 
^3,k =(a + p + 2k)(a + p + 2k + l)(a + p + 2k + 2) 
a^ ^^  =2(a + k)(p + k)(a + p + 2k + 2) 
Deriving (6.4.4) with respect to a yields 
a,,kfk., (X) = - (5aa , ,k )Pk.l (X) + {da^2M + ^^a^S.k )Pk {^) ' (Sa^4., )Pk-l {^) 
+{^2M + xa3,k )fk {>^) - a4,kfk-i (^) (6.4.6) 
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so that first Pk+i(x) is determined from (6.4.4), subsequently fk+i(x) from 
(6.4.6). 
As an application of the above we discuss the values of fn at the 
boundaries x = 1, x = - 1 . Let us first recall that 
„, , r (n + B + l ) , ,n 
P"-P -1) = ^ / / -1)" (6.4.7) 
" ^ ^ n!r(p + l) ^ ^ 
„, , r ( n + a + l) P«.P(1) = _A_^ 1 (6.4.8) 
" ^ ^ n ! r (a + l) 
which is nicely deduced from (6.1.5), and (6.1.6), respectively 
With the help of (6.4.6) this is readily verified by assuming that 
fk(-l) = fk-i(-l) = 0 (true for k = 1, 2, 3, see (6.4.2) and inserting (6.4.5) and 
(6.4.7). 
An interesting consequence for the coefficients in (6.3.7) 
to "•' r(p+i) k! to "•' r(a+i) k! 
Catching the value of fn(l) at the right boundary is less obvious. First of all 
gn(l) = 5p Pn(l) = 0 due to the symmetry (6.4.1), so that 
^a(5pPk(l)) = 5/„(l) = 0 
showing that fn(l) does not depend on |3. Inserting (6.4.8) and (6.4.5) into 
(6.4.6), they obtained a polynomial of second degree in (5. Because of the 
independency from P each of its coefficients has to equate to zero leading to 
three individual recurrence relations. The simplest one reads 
4 . , 0 ) = K + ( a + 2k + l ) f , ( l ) -k(a + k)f,_,(l) kEN 
with 4 = k! 4 being started with fj (l) = 0 and fo(l) = 1, (6.4.2). 
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CHAPTER - VII 
A FAMILY OF GENERALIZED 
J A COBI POL YNOMIALS 
CHAPTER - 7 
A FAMILY OF GENERALIZED JACOB! 
POLYNOMIALS 
7.1 INTRODUCTION: 
The family of orthogonal polynomials corresponding to a generalized 
Jacobi weight function was considered by Wheeler and Gautschi who derived 
recurrence relations, both for the related Chebyshev moments and for the 
associated orthogonal polynomials. F. Locher [76] obtained an explicit 
representation of these polynomials, from which the recurrence relation can be 
derived. 
The family of normalized orthogonal polynomials P i^(-;^ ) 
corresponding to the weight function 
P 
CO a.P.Y) (x;^):= |xr'(i-x^f(x^-;^^f, ;.<|x|<i, 
0, elsewhere, 
y e R, a > - 1 , (3 > - 1 , 0 < A. < 1, has been considered by Barkov [23] Gautschi 
[65] and in the special case y = 0, a = p = ± V2 by Wheeler [122]. This 
generalized Chebyshev case is of some interest in theoretical chemistry. 
Wheeler showed that the related Chebyshev moments of co*'""'^ ' ~'^ '^°^  (.;A,) as 
functions X^ may be computed recursively. F. Locher [76] pointed out that this 
recursion follows from the fact that these moments essentially are orthogonal 
polynomials up to a linear factor [75]. Wheeler and Gautschi were primarily 
interested in the recurrence relation of the orthogonal polynomials P^(;X). 
This recursion formula was derived in case y = 0 and for general Jacobi 
parameters a, P > - 1 ; special attention was given to the Chebyshev case 
a = P = ± 2^ [65]. Their aim is to derive an explicit representation of the 
orthogonal polynomials in the Jacobi case y = 0, a, P > - 1 and in some other 
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cases where y is an even integer. Finally, they obtained the coefficients of the 
recurrence relation by using the known coefficients of the Jacobi recursion. 
These coefficients were derived implicitly by Gautschi [65] who gave 
recursions for them. 
7.2 REDUCTION OF JACOBI-LIKE FORM: 
F. Locher [76] reduce some integrals with weight function o^"' '^ ^^  to a 
generalized Jacobi form. They set 
v:= \-l' 
X 
V 2 , 
or 
2 
x==K(v + p), K: = l : ^ , p := i±^ 
Then they obtained by substitution 
i;, f(x^)(o*-'^ '^ >(x;X)dx = 2 | ; f(x^)x^^^"(l-x^)"(x^-X^f dx 
= K"^P^^ '^J' f(K(v + p))(v + py( l -v)"( l + v /dv 
^K-P.y..|^^ f(K(v + p))^<«"'^^(v;p)dv , (7.2.1) 
where |i^"' ^'"^^ denotes the weight function 
^M,r)(,.p).. f ( l - v r ( l + vf (p + v)Mv|<l , ^^2.2) 
[O, elsewhere, 
7 e R, a > - 1, P > - 1 , p > 1. The case p < - 1 may be solved by replacing v 
by -V and interchanging a and p. They seen that the integrals (7.2.1) are of 
Jacobi type if y = 0. They reduced to another special case if y = s e Z. Then the 
weight function |a is the product of the Jacobi weight with a polynomial resp .a 
rational function with s-fold zero resp. pole at v = - p, p > 1. They have shown 
that in these cases the orthogonal polynomials may be represented in terms of 
Jacobi polynomials. 
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As the weight co "^''^ '^ \x;A,) is an even function of x, the associated 
orthogonal polynomials P„^"'''^ (^x;A,) of even and odd degree n are even and 
odd functions, respectively. So they obtained 
with polynomials cp^  and v|;^  of exact degree n. 
In the even degree case, the orthonormality relation becomes, in view of 
(7.2.1) 
5n. = |>.n(x)P..(x)co(-P'^)(x;A.)dx 
= |>„(x^)cp4x^)co(-P'^)(x;X)dx 
^K-P.n.J^_ (p„(K(v + p))(p,(K(v + p))^("-P-^)(v;p)dv. (7.2.3) 
In the odd degree case they obtained similarly 
S n . = j ' , P 2 n . , ( x ) P 2 . . , ( x ) c o ( - P ' ^ ) ( x ; X ) d x 
= j>n(x^)H/4x^)xy"'P'^)(x;^)dx (7.2.4) 
= K^^^^y^'\\ H/n(K(v + p))n/4K(v + p))^(-P-^^')(v;p)dv . 
Let in the usual notation of Jacobi polynomials [115] 
j^ (a,p) 2°-P-' r ( n + a + l ) r ( n + p + l) 
" • 2n + a + p + l n ! r ( n + a + P + l) 
Then the orthonormality relations (7.2.3) and (7.2.4) are fulfilled in case y = 0 
if 
9n(K(v + p)) = [K-P^' hl-P)pPi-P)(v) (7.2.5) 
and in case y = - 1 if 
H'n(K(v + p)) = [K-P^' h l -P)pPi-«(v) . (7.2.6) 
If they replaced K (v + p) by x^ there follows 
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PROPOSITION 7.1 : In case y = 0, the even-degree orthonormal 
polynomials have the form 
Pr«)(x;X) = 
f -i 1 2 \ "+P+' \-V ,(«.P) >(«.P) ^ 2 , 1 + X^^ X 
V 1-X' \-\f 
{12.1) 
and in case y = - 1 , the odd-degree orthonormal polynomials have the form 
PfirHx;X) = 
. 2 , V J 
,(«.P) 
xP. ".P) 
^ 2 , 1 + X^^ 
l - X ' ^ 1-X' 
V 
(7.2.8) 
7.3 SOME SPECIAL RESULTS : 
Y = s, s 6 N. If the parameter y is a natural number, the weight fimction 
j^ (a, p,y) jj^ g ^ j^ g special form 
(^"•P-^ )(v;p) = ( l - v r ( l + v f (p + v ) \ 
where p > 1, s e N, a, P > - 1 . Next to the Jacobi case y = s = 0. They now 
considerd the case s = 1; then other values of s € N can be treated by induction. 
According to an idea of Christoffel (cf Szego [15 p. 29 ff] they defined 
the sequence of monic polynomials 
1 e^^(a )P i . r (v ) -p ( -« (a )P i -« (v) 
Pr"(v;p):=T(^ 
Pi°'^<^)ki:f ( v - a ) 
(7.3.1) 
where a := -p, and in the usual notation 
(7.3.2) 
'2n + a + p^ 
. n J 
By direct inspection - numerator and denominator are both zero at v = a — or 
via the Christoffel-Darboux identity it is easy to see that p]""') is a monic 
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polynomial of degree n. For every polynomial qn-i of degree less than n they 
obtained 
i;, pr''Hv;p)qn-,(v)M*^'^''Hv;p)dv 
= _i-f' 
T,(«.P) J-
"n+1 
""' V^^ p(a,p)/ x'^ n V^; 
n 
j^(a,P) J-i pn+ l v v p ( a , P ) / ^ \ ' n (7.3.3) 
X -q„ , (v) ( l -v )" ( l + v / d v 
= 0 
because of the orthogonality of the Jacobi polynomials. Thus P^"''' ^(v;p) is a 
constant multiple of the orthonormal polynomial relative to the weight |a*"'^ ''l 
The normalization can be done with the help of the Christoffel-Darboux 
identity (Szego [115, p. 42 ff ]), from which it follows that 
p(a.p.') (^. \ .^ "bi y («.P)' -1 pKP)(^)pM)(^) . (7.3.4) 
By writing one factor pj"'P'^  in the fractional form (7.3.1) and the other in the 
Christoffel-Darboux sum form (7.4.3), they obtained 
J : [Pi"'^''^(v;p)]^ M("-'^-'^(v;p)dv 
(",P) 
k(«.P)l,(«.P) >(«.P) (") v=0 
,(».P) -1-1 )(".P) ( - ) 
X j " , Pf'^v)[pi-^)(a)Pi:;P)(v)-pM)(a)Pl-^)(v)] 
X ( l-v)"( l + vf dv 
_ hj-^ ) py(-p) hj-^ ) pi;f>(p) 
- ki:f)ki-«pi-«(-p)~ki:f)ki-«pr)(p)-
They thus obtained 
(7.3.5) 
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PROPOSITION 7.2 ; The polynomials 
Qn ^"''Hv-p):-
1 e"^(p)pi:i^^(v)+pi;fHp)pf"'^^(v) 
,(a.P.l) p + v 
h(;,P.O^.hl-«ki:f , ( « . « • -1 pr(p)pi:rHp) 
are orthonormal with respect to (1 - v)" (1 + v)"^  (p + v). An alternative 
representation is 
qi«*)(v;p):= i : j l^k<:f [ki««l-' i [hf-W]"' P<"-«(-p)P<-«(v) 
/u(".P.U L -I v=0 '- -' 
From (7.2.4) it follows that the polynomials ij/^  for the odd-degree 
orthogonal polynomials have the representation 
Thus one gets 
(7.3.6) 
PROPOSITION 7.3 : In case y - 0 the odd-degree orthonormal 
polynomials have the form 
(a+p+2) 
P£r(x;^) = ^1-X'^ 
\ J 
X -
l-X' 2 ' l-X' l-X' J 
lA THE RECURRENCE RELATION : 
In case y = 0 they now derived the recursion formula for the even and 
odd degree polynomials, respectively. They started with a known result from 
the theory of orthogonal polynomials (Chihara [42, p. 25]). 
LEMMA 7.4 : 
If the system {Pn}J^ Q of monic polynomials can be generated by the 
recurrence relation 
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Po(x)=l, P,(x) = (x-Po)Po(x), 
P„ ,^(x) = (x-P„)Pn(x)-ynPn-i(x), n = l , 2 , ... 
then for a, b € R a 9^  0, the system {Qn}"^ ^ of monic polynomials 
Qn(x); = a'"Pn(ax + b) 
can be generated by 
Qo(x)=l, Qi(x) = (x-P'o)Qo(x), 
Qn^,(x) = (x-P 'n)Qn(x)-y 'nQn-l (x) , n = 1,2, ... 
where 
P„-b 
(7.4.1) 
K-= n = 0,1,2,-
n = l,2,-
(7.4.2) 
(7.4.3) 
From (7.2.5) there follows the representation of the monic even-degree 
polynomials cpj^ "'''"': 
^ n 
(a.P.O) (v) = K" M)' («.P) 
K -P 
(7.4.4) 
They are interested in the coefficients h^, c^ of the recursion formula 
^i:f •°' ( v) = (V - b, Jcpl"'^ '"* (v) = - c , > l r ^ (v). (7.4.5) 
Now they used the recursion of the monic Jacobi polynomials (Chihara [42, 
p.220]) 
pKP) ^ 
Yn 
«.P) _ . 
(2n + a + p)(2n + a + p + 2) ' 
4n(n + a)(n + P)(n + a + p) 
(7.4.6) 
(2n + a + p-l)(2n + a + p) (2n + a + p + l) 
and take a = 1/K, b = -p, b/a =^  - (1 + X )^/2 in Lemma 7.4.1 to obtain 
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\+x' 
'2n + KP^n 
{«.P) 
1 + r 
^l-l'^' 
iflaUlBL n = 0,l,2,---, 
C2n = Yn 
r 1 i 2 \ 
a.P) 
(7.4.7) 
(7.4.8) 
l-X 1 ifa = p = ± - , 
2 
n = l,2,-
To get the recursion formula for the monic odd-degree polynomials in 
case y = 0 they started from Proposition 7.2 and use Lemma 7.4. They known 
that the monic polynomials 
,M,). ^ pi"-^^(-p)Pny(v)-py(-p)pi°'^^(v) (7.4.9) 
are orthogonal with respect to (1 - v)° (I + v)*^  (v + p). The coefficients Cn, !„ 
in the recursion formula 
ql:f')(v):= (v-o„)q(;-P'')(v)-T„ q[T(v) (7.4.10) 
result from 
= (V -CTJ 
PnVr(-p) 
)(°.p) (-P) 
= T. 
H-f\-p)pi''''\^)-pr\-pnf\-) 
PnT'(-p) 
(7.4.11) 
if they first multiplied by p + v. Applying to the terms involving the factor v 
the recurrence formula (7.4.6) (with x = v) results in a vanishing linear 
combination of Jacobi polynomials. Equating the coefficients to zero then 
given 
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<^ n - Pn+1 ^ ^(a,| 
- ^ n ^ 
Pir(-p) C'^H-p) 
e;^H-p)pf:.'*(-p) (a 
pi-^)(_p) 
2 ' n 
(7.4.12) 
(7.4.13) 
As the monic odd-degree polynomials \i/J^ "'P'°' has the representation (cf, 
(7.3.6)) 
^(a,P.o)(,)^K"q(:-P'') 
K - P 
(7.4.14) 
the coefficients b2n +1, C2n +1 in the formula 
<vi':r (v) = (v - b,„, ) « i ° « ( v ) - c , „ V ' l ° r (v) (7.4.15) 
can be derived from (7.4.12) and (7.4.13) using Lemma 7.4. thus they obtained 
^2n+l 
•'2n+l 
• + cr„ 
2 2 
f ^ ^ 2 A2 
1„ • 
(7.4.16) 
(7.4.17) 
1 
In the Chebyshev case a, p = ± — these formulas can be simplified. They set 
^ : = - P - V P ' - 1 ; (7.4.18) 
then the Chebyshev polynomial of the first kind can be represented in the form 
T„(-p)=-(c+r) (7.4.19) 
and therefore 
p(-l/2,-l/2) n+2 , r-n-l (-p) 1 r ' +c 
j(-I/2,-l/2) n+I . (--n-l 
•n+1 (-p) 2 ; - ' + 
(7.4.20) 
As in this case 
1 
Pn+1 = 0 , Y n + l ^ — , 
4 
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They obtained for a = p = --1 
1+r \-v C -^2 + c 
-"an+i 
^2n+l ~ 
2 + 4 '(;"-'+;-"-')(<;"+(;-") 
^\-l'^' ^'-2 + C 
(7.4.21) 
(7.4.22) 
They noted that in the Umit X, -> 0, i.e., C, -> 0 or p -> 1, these recursion 
coefficients agree with those of the polynomials P„^"" '^"'^ ^(2v-l) up to a 
scaling. 
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CHAPTER - VIII 
BIORTHOGONAL POLYNOMIALS 
SUGGESTED BY THE JACOBI 
POLYNOMIALS 
CHAPTER - 8 
BIORTHOGONAL POLYNOMIALS SUGGESTED 
BY THE JACOBI POLYNOMIALS 
8.1 INTRODUCTION: 
This chapter deals with a pair of biorthogonal polynomials that are 
suggested by the classical Jacobi polynomials, introduced and studied by H. C. 
Madhekar and N. K. Thakare [78]. Let a > - 1 , p > - 1 and !„ (a, (3, k; x) and 
Kn (a, p, k; x), n = 0, 1,2, ... be respectively the polynomials of degree n in x'' 
and X, where x is real, k is a positive integer such that these two polynomial 
sets satisfy biorthogonality conditions with respect to the weight function 
( l -x)"( l+x)P, namely 
j \ ( 1 - x f (1 + x / J,(a,p, k ;x)x 'dx is 
jo for i = 0, 1,..., n -1 ; 
[not 0 for i = n ; 
and 
j \ ( 1 - x f (1 + x f K„(a,p, k;x) ( l - x f dx is 
jo for i = 0, l , . . . ,n-l ; 
[not 0 for i = n ; 
It follows from (8.1.1) and (8.1.2) that 
I', i^-^Ti^ + ^f Jn(a,p, k ;x )Kja ,p , k;x)dx is 
(8.1.1) 
(8.1.2) 
fO for m,n = 0, 1, ...; m ? i n ; 
not 0 for m = n : (8.1.3) 
and conversely. 
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For k = 1 both these sets are reduced to the Jacobi polynomial sets. H. C. 
Madhekar and N. K. Thakare [78] have obtained generating functions, 
recurrence relations for both these sets and explicitly show that they satisfy 
biorthogonality conditions. 
The notion of orthogonal polynomials has been extended by Konhauser 
[69] to two sets of polynomials that satisfy the following biorthogonality 
relation which happens to be an extension of the usual orthogonality condition : 
fb , ^ / X / ^ fO for m,n = 0, 1,...; m 9t n; 
p(x)R x)S„(x)dx is (8.1.4) 
i, ^\ ; m\ J n\ J [ n o t O for m = n . 
Here p(x) is an admissible weight function over an interval (a, b) and Rm(x) and 
Sn(x) are polynomials of degree m and n respectively in the basic polynomials 
r(x) and s(x) both of which are polynomials in x. 
Above condition (8.1.4) is known to be equivalent to the following two 
conditions 
f^  ^ \r f M-c ^ \A • 1^ ^°^ i = 0, l , . . . ; n - l ; p ( x ) r ( x ) S„(x)dx IS < Ja >^V ^L V ; j n V ; [ not 0 for i = n ; 
and 
f'' / \ r / \TT> r \A • 1^ ^°^ i = 0, l , . . . ; m - l ; p ( x ) s (x ) R „ ( x ) d x is <^  Ja >^v ^L V yj mv ; [no t 0 for i = m . 
Using his basic results of the general theory of biorthogonal polynomials, 
Konhauser [70] introduced the following pair of biorthogonal polynomials 
Z" (x ;k ) and Y" (x ;k ) that are suggested by the Laguerre polynomials: 
n! j=o vJ, 
X kj 
r(kj + a + l) (8.1.5) 
see [70, p. 304] 
I ^ x' 4- . ,.sfr) fs + a + \' Y:(x:k)^-^I ^ I (-1) 
n: r=o r: s=o 
see [37, p. 427] 
vSy 
(8.1.6) 
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These two sets are biorthogonal with respect to the weight function 
x" e'", (a > -1) over the interval (0, oo) and have been extensively studied. 
There is a classical result due to Feldheim [60] which connects the 
classical Jacobi polynomials P„^ "''^ (^x) with the Laguerre polynomials L"(x) 
in the following manner. 
r ( l + a + P + n )P^P ' (x )= j J t « "P""e - 'L" f—t ld t . (8.1.7) 
This result has made it possible for them to introduced, the first set from the 
pair of biorthogonal polynomials !„ (a, (3, k; x) and Kn (a, p, k; x) that are 
suggested by the Jacobi polynomials. 
H. C. Madhekar and N. K. Thakare have defined the first set ]„ (a, P, k; x) by 
r ( l + a + p + n) J„(a,p,k;x) 
Jo 
ja+f3+n g-t 2 « 1-X t;k dt, a + p > - l , n = 0, 1,2,... .(8.1.8) 
Using (8.1.5) one obtains by routine calculations 
^ J„(a,p, k;x) = 0+«L^ 
n! -5 z (-ly 
An^ 
ij 
(1 + a + p + n) /i_xY^ 
0 + < j K ^ J 
In fact Jn (a, P, k; x) has the following hypergeometric form 
J„(a, p, k;x) 
0 + «)i 
n! 
k+rk 
-n, A(k,l + a + P + n) ; 
A(k,l + a) ; 
0-x^ 
\ ^ J 
where A(m,5) stands for the sequence of m parameters 
(8.1.9) 
(8.1.10) 
5 5 + 1 5 + m - l 
m m m 
,m > 1. 
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The polynomials |J„ (a, (3, k; x) | were first introduced by Chai [39] 
and Carlitz [38] published the proof of their biorthogonality to x' (i.e., of type 
(8.1.1)) with respect to x" (1 - x)^on (0, 1). Chai's proposal was on (0, 1) 
instead of their (-1, 1). This also reminds one of the transition of the classical 
Jacobi polynomials first denoted by Fn (a, P; x) and orthogonal with respect to 
the weight function x" (1 - x)'' on (0, 1) to that of Szego's standardized Jacobi 
polynomials F^""^' (x) which are orthogonal with respect to the weight function 
(1 - x)" (1 + x)*^  over the interval (-1, 1). 
They introduced the second set Kn (a, (3, k; x) in the form of the 
following explicit series representation 
K„(a,|3,k;x) 
= 1 E (-ly 
r=0 s=0 
rr\ 
vSy 
0+P)„ 
n!r! 0 + PU 
s + a + 1 x-nYx+o""^  (8.1.11) 
For k = 1, both K„(a,p,k;x) and J„(a,P,k;x^get reduced to the Jacobi 
polynomials P„^"''^ '(x). 
It is easy to observe that 
lim J„ 
P->00 
2x 
a,p ,k; l -— =Z^(x;k) 
2x 
(8.1.12) 
lim K la ,p ,k ; l - ^ = Y„"(x;k). 
For k = 1, each of (8.1.12) gives well known connection relation between the 
Jacobi polynomials and the Laguerre polynomials; see [114]. 
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8.2 BIORTHOGONALITY: 
Employing the explicit formulas (8.1.9) and (8.1.11) they will show that 
the pair of polynomials Kn(a,p,k;x) and J„(a,p,k;x) satisfies the 
biorthogonality condition (8.1.3). 
In fact, they proved 
I„,. = 1', (1 - x f (1 + 4 K (ex, (3, k; x)K, (a, P, k; x) dx 
_ r ( l + a + kn) r ( l + p + m)A . j[^n^r(l + a + p + n + kj) 
2" n! m ! r ( I + a+|5 + n) 3 ^ '(j) 2« r ( l + a + kj) 
-< I I (-1)" 
r=0 s=0 
r.\ 
.y 
s + a + n 
r ! r ( l + p + m - r ) 
xj^ , (i-xr-(i^xf dx 
_ .ua .p r ( l + a + kn ) r ( l + p + m ) ^ ^ . /n^ r ( l + a + P + n + kj) 
n!m!r(l + a + p + n) p "^  I , jJr(2 + a + p + m + kj) 
r=0 
^a + kj + r^l^ f-U''''"^ r l^s + a + l'^  
vSyv 
Recall the following result of Carlitz [37, p. 429]: 
x + a + 1 
n r=0 
r - x + r - l A s + a + 1 
Using this, they obtained 
In,. = 2 
!.a.p r ( l + a + kn ) r ( l + p + m) 
n! m! r ( l + a + P + n) 
^n^ 
X y (-1)^ (-j) 
m+kj+l 
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^ 2>-«-P r ( l + a + kn) r ( l + p + m) „ 
n!r( l + a + p + n) ^ ^ 
rn\ 
V^y 
I (-ly ^n-m^ 0 + a + P)„ 
j=m u-m; 
+kj 
(1 + a + p) 
m+kj+l 
_ -^  1+a+p r ( l + a + kn) r ( l + p + m) 
n-m 
n!r( l + a + p + n) 
^n-m^ (1 + a + P), 
^n^ 
ymy 
n+km+kj 
(1 + a + p) 
m+km+kj+l 
^ 2,,„,p r ( l + a + kn) r ( l + p + m)rn 
n!r( l + a + p + n) l,m 
X I (-1)' 
j=0 
•pjii-m-l a+p+n+km+kj 
x=l 
_..+a+pr(l + a + kn) r ( l + p + m)rnA 
n!r( l + a + p + n) ^m 
which is 0 for n ?i m and nonzero for n = m. In particular, 
I _2.+a+P r ( l + a + kn) r ( l + p + n) 
n!r( l + a + p + n) (1 + a + p + n + kn) 
8.3 GENERATING FUNCTIONS AND RECURRENCE 
RELATIONS: 
From the explicit representation (8.1.9) one can obtain by usual series 
techniques the following generating functions 
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" (1 + a + S) , , „ 
n-O ( l + ttJkn 
= ('-•) -1-a-p 
k+l^k 
A(k + l,l + a + p);|^(k + l ) ( l -x) 
A(k,l + a) ; 2k 
-(k + Qt 
( l - t f (8.3.1) 
« J„(a, P-n, k;x) „^ 
n=0 (l + a ) kn 
e \ F , A(k,l + a + p); r i - x ' 
A(k,l + a) ; [ 2 , (8.3.2) 
For k = 1, (8.3.2) reduces to a generating function for Jacobi polynomials 
which is due to Feldheim [60]. 
Differentiating (8.1.9) with respect to x, one can obtain the following 
recurrence relation. 
DJ„ (a, p, k; x) 
= k2-^(l-x) (l + a + p + n)|^J„_,(a + k, p + 1, k; x) . (8.3.3) 
By using the resuU (8.1.6) of Konhauser [70], the result on page 638 of 
Karande and Thakare [67] involving Z"(x;k) one can obtain in view of the 
definition (8.1.8) the following recurrence relations 
(x-l)DJ„(a, P, k;x) 
= nkJ„(a, p, k ;x ) -k (kn -k + a + l \ J„_,(a, p + 1, k; x), (8.3.4) 
(x-l)DJ„(a, p, k;x) 
(kn + a ) J „ ( a - l , p + 1, k ;x ) - aJ„(a, p, k; x). (8.3.5) 
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Alternatively the results (8.3.4) and (8.3.5) can be obtained by direct 
computation by adopting the technique given by Konhauser [70] for evaluating 
the recurrence relations for Z° (x;k). 
Since J„(a, p, k;x) are essentially |^ |^F|^ -type generalized 
hypergeometric polynomials, one can obtain the following differential equation 
r (x - l )D( (x - l )D + a - k + l ) ^ - 2 - ' ( l - x f ( (x - l )D-nk) 
X ( (x- l )D + a + p + n + l ) J J„(a, p, k;x) = 0 . 
From (8.1.11), they obtained after routine computation 
X K„(a,p-n,k;x)(2w)"/(x + l)" 
n=0 
= ((x + l)/2)-''(l-w)-^'^^^^^''' ( x - l ) / 2 + (l-wy"^ IP 
This readily yields the formula 
K„(a,p-n,k;x) = 
/' V- ^ 1 Y-^ I 5" 
n! 
x + 1 
V 2 J dw 
7(1 -w) -(l+a+(5)/k 
x-1 
+ ( l - w ) 
w=0 
(8.3.6) 
In (8.3.6) replace a by a + vn, p by p + n + 5n and apply to the resulting 
expression the Lagrange's expansion formula [87, p. 146] to obtain the 
generating fimction in the form 
2] K„(a + vn,p + 6n,k;x)u" =k 
n=0 
X + 1 (1-w) -(l+a+p)/k 
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x - 1 
+ ( l - w ) 1/k 
k ( l - w ) - v w (l + 5 )w(x- l ) /2 
1-w (1-w) x -1 + ( I -w j 
-1 
where 
u = w 
^x+^^ (1-w)' (l+6+v)/k X - 1 . . i/k + (l-w) 
-1-5 
With the substitution w = 1 - (1 +1) \ the above generating relation can be put 
in the form 
f x - 1 "^ 
X K„(a + vn,p + 5n,k;x)u"=k(t + l)" 1 + ^ 
n=0 ; 
X i 
k-v (t + l f - l ] (l-fS)(x-l)[(t + lf-l_ 
x + l + (x - l ) t t+1 
-(v+k) , -(1+5) Where u = 2(x + l)'[(t + l) - l j ( t + ip^"'''(x + l + x t - t p ' '. The special 
cases with v = 0, 5 = - 1 and v = - k, 5 = - 1 yield quite compact forms and 
they reduce for k = 1 to the generating functions for Jacobi polynomials due to 
Feldheim [60]; see also Carlitz [32]. 
8.4 CONCLUDING REMARKS: 
(i) Spencer and Fano [100] utilized biorthogonality of polynomials m A: and 
polynomials in x with respect to the weight function x" e'" (a, nonnegative 
integer) over the interval (0,co), in carrying out calculations involving the 
penetration of gamma rays through matter. They were also optimistic that the 
particular cases of pair of biorthogonal polynomials considered here would, 
certainly, be of use in physical problems. 
(ii) It is needless to say that these polynomials will yield for a = p =0, a pair of 
biorthogonal polynomials suggested by Legendre polynomials, for a = P =±1/2 
a pair of biorthogonal polynomials related to Chebychev polynomials of the 
second kind and first kind respectively and when a = P there would have a pair 
of biorthogonal polynomials suggested by ultraspherical polynomials, 
(iii) Prabhakar and Kashyap [88] have discussed the polynomials (which are 
just constant multiples of J„ (a, 0, k; x)), 
U^(x;k) = 
0/k)„ ^ j ! 
" (-n)jfl + a + j ^ r i - x ^ ^ 
V"(x;k) = - i i ^ ( i + a + kj)„ 
n! j=o j ! 
and showed that they form a pair of biorthogonal polynomials over (-1, 1) with 
respect to the weight function ((1 - x)/2)". It is to be noted that these two sets 
are related to each other by the following 
V"(x;k): ( k ) n ^(a+l-k)/k 
n! 
1-2 :l/k 
and as such are not independent of each other. 
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CHAPTER - 9 
ON SOME APPLICATIONS OF JACOBI 
POLYNOMIALS 
9.1 INTRODUCTION: 
In this chapter we discussed some appUcations of Jacobi polynomials. 
We divided this chapter into two sections. In the first section we discussed 
some new relations for Jacobi polynomials arising from communication 
Networks Theory and in the second section, we deals with the Jacobi 
polynomials used to approximately invert the Laplace transform. 
9.2 SOME NEW RELATIONS FOR JACOBI POLYNOMIALS 
ARISING FROM COMMUNICATION NETWORKS THEORY: 
The classical orthogonal polynomials are widely used in communication 
theory and particularly in the synthesis of electric filters. The classes of 
orthogonal polynomials such as Jacobi, Legendre, Gegenbauer, Laguerre, 
Hermite and Bessel polynomials have found many useful applications in the 
synthesis of electric filters. 
A special class of filter functions of odd order providing monotonic 
magnitude characteristic of the resulting filter has first been investigated by 
Papoulis [84] by means of Legendre polynomials. Subsequently these results 
have been extended so as to include filters of even degree [85], [64], and also 
some other functions leading to the same class of filtering networks whose 
magnitude response is bounded to be monotonic have been derived using a 
different approach based on the applications of Jacobi polynomials [66]. 
In the first part of this section a new summation formula for Jacobi 
polynomials is derived, the special case of which enable the solution for the 
transfer functions of low-pass filters with monotonic magnitude response to be 
12 
obtained in more compact form for both n even and n odd simultaneously. In 
the second part a general differential-difference property of the Jacobi 
polynomials is derived the special case of which stems from some properties of 
the aforementioned class of monotonic magnitude filters. 
(i) NEW SUMMATION FORMULA : 
D. Rakovic and Petar M. Vasic [97] started with the known relationship 
for the Jacobi polynomials [77; p. 276] 
(2n-2k + A,-l)Pi_V'«(x) 
= (n-k + X-l)Pi!f)(x)-(n-k + p)Pi_t)(x) (X = a + p + l) 
which is valid for a > 0, P > - 1, k < n- 1. 
Multiplying both sides by (^ )„_|^ _, (n - k + P +1)^  (^ 0) where 
H - a ( a - f l ) - . ( a + k- l ) (k>l ) , (a),=l, 
and summing with respect to k (k = 0, 1, ..., n - 1), they found 
S (2n-2k+X-l)(XX_^_,(n-k + p + l)^Pi_V'«(x) 
k=0 
n-1 
r=I 
where from follows 
= S Wn-.- ,(n-k+^-l)(n-k + p + lXPi!f)(x) 
- Z (H-,- ,(n-k + P)(n-k + p + lXPii)(x) 
k=0 
I (XX_^(n-r + p + lXPi!;P)(x) 
-t (Mn-.(n-r+P-MXPi!;«(x) 
n- l I 
k=0 
I (2n - 2k + X - 1)(XX_^ _, (n -k + p + IX PfV'^ (x) 
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=(^),pr>(x)-(pH-i).pr)(x). 
Now with the change of summation limits and with the summation performed 
with respect to k (k = 1,2, ..., n) they obtained 
t (2k + X-l)(XX_,(k + (3 + l U P r « ( x ) 
k=I 
= W„Pi" ' ^W-(P + lX, (9.2.1) 
where, as before, a > 0 , p>- l ,A, = a + P + l . 
Special Cases : For a = 1, p = q - 1 (q > 0), they obtained X = q + 1 and the 
summation formula (9.2.1) reduces to 
t (2k4-q)pf^-')(x) = (n + q)P^^-')(x)-q, 
k=l 
so that 
X (2k + q)pf''-')(x) = (n + q )P^ ' ) (x ) (q>0) . (9.2.2) 
k=0 
Using the relationship between Jacobi polynomials Pn'"''^ (^x) and the 
shifted Jacobi polynomials Gn(p, q, x) 
n ! r (n + p) " 
They easily deduce from (9.2.2) 
P,qr 
n r(2k + q + l ) ^ . ^ r(2n + q + l) ^ 
I .,, r^/., . _ ; Gn(q.q>x)= ; . ^ , / , _/G„(q-f l,q,x) (9.2.3) 
^0 k ! r (k + q) n! r (n + q) 
or, since, P„ ' (x) = 
(n!) 2 n I I 
1 + X 
= Pn(x) 
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0 A 
and P^ '"'^  (x) = P„+i (x) where Pn(x) is the Legendre polynomial of 
" n + 1 dx •" 
order n, they found by substituting p = q = 1 and p = q = 2 in (9.2.3) 
respectively 
(2n + l)! r 1_L^\ 
X(2k+i)p,(x)=Y;^^n 2,1,-
k=o (n!) V 
1 + x (9.2.4) 
and 
n (2k+ 1)! r 1 + x 
•6 1 ^ ° ^ 2 2 = ^ P „ , ( x ) (9.2.5) 
The last two formulas are directly involved in determining the transfer 
functions of monotonic magnitude fihers. 
Substituting in (9.2.1), a = ^ , p = -y ,X = l,Pi-''''-'''^(x) = i - i T „ ( x ) , 
where Tn(x) is the Chebyshev polynomial of the first kind, and collecting the 
product terms, they found 
Similarly, for a = p + 1, and, since pfP)(x)=^ ^^^| cf^"^\x) 
where c f """^^ (x) is the Gegenbauer polynomial, they obtained 
t (2k + 2p + l ) c r - ) ( x ) = i ^ t ^ p ( M , P ) ( ^ ^ (92.7) 
k=o (|3 + lj_^ 
1 ,,. 
Substitutmg p = — and using the relation C;^  (x) = U, (x), where Un(x) 
is the Chebyshev polynomial of the second kind, (9.2.7), reduces to 
± (k + l)U,(x) = i ;L:^Pr '^)(x) . (9.2.8) 
(ii) GENERAL DIFFERENTIAL-DIFFERENCE PROPERTY: 
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In this part the following formulae will be used (see [77], p. 276): 
(2n + X + l)(l + x)Pr^')(x) = 2(n + b + l ) P i ^ W + 2(n + l)Pi:fHx), 
(9.2.9) 
(2n + X-l)Pf-' ' ')(x) = (n + X-l)Pf'^)(x)-(n + b)Pi!f)(x), (9.2.10) 
Pi'-'"'\x)-?t'''\x)=^?tf\x), (9.2.11) 
2^?i'''\x) = {n + X)?tT-'^^x), (9.2.12) 
where X = a + b + 1. 
From (9.2.12) and (9.2.11) they obtained 
2(l + x ) - ^ P r ) ( x ) = (l + x)(n + a + (i + l)Pi!r'-'^')(x) 
= (l + x)(n + a + p + l)(pl"^''''^(x)-Pi"-P"'^(x)). (9.2.13) 
Substituting a = a + 1 and b = P - 1 in (9.2.9), they obtained 
(2n + a + p + 2)(l + x)Pi""''P)(x) = 2(n + p)P<""''''-'>(x) 
+ 2(n + l)Pir^-')(x), (9.2.14) 
while for a = a and b = p (9.2.9) becomes 
(2n + a + P + 2)(l + x)Pi"'P"'>(x) = 2(n + p + l)Pi"''^(x) 
+2(n + l)Pi:;P'(x). (9.2.15) 
By use of (9.2.9) and (9.2.11), the relation (9.2.13) can be written in the 
following form 
2(l + x)- ipi-^)(x)= " ^ ^ ^ P + ^ (2(n + P)Pr'^-')(x) 
^ ^dx " ^ ^ 2n + a + p + 2 ' ^ '^ ^ " ^ ^ 
-2(n + p + l)P^P^(x) + 2(n + l)P<""'«(x)). (9.2.16) 
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Now, substituting a = a + l , b = p i n (9.2.10) and taking into account 
(9.2.11), they found 
(n + a + p + l)Pi"^''P^(x) = (2n + a + p + l)Pi"'P)(x) 
+(n + p)(p^''P-')(x)-p("''')(x)). (9.2.17) 
Eliminating Pi"^''^^(x) from (9.2.16) and (9.2.17), and rearranging the 
terms one deduce 
(1 + x)-^Pi"''') (x) = (n + p)p(-'-P-') (x) - pPi"'P) (x). (9.2.18) 
The special case of (9.2.18), obtained for a = 0, P = 1, 
(1 + x)-^p(o.O (x) = (n + 1)P^°) (x) - ?r (x). (9-2.19) 
dx 
derives its origin from an interrelation between different subclasses of 
monotonic magnitude filters. 
9.3 JACOBI POLYNOMIALS USED TO APPROXIMATELY 
INVERT THE LAPLACE TRANSFORM: 
Al-Shuaibi [6] has developed a method to evaluate the coefficients of 
the classical Laguerre functions with the use of the Riemann zeta function. 
Dubner [56] has developed a very efficient and highly accurate technique to 
evaluate the coefficients of a power series represented by a given generating 
funcfion. Miller and Guy [82] have used the Jacobi polynomials with some 
recursive methods to evaluate the coefficient. Miller [81] has used the Jacobi 
polynomials in exponential formula to approximate the Laplace inverse by 
means of truncated series. 
In Abdulaziz Al-Shuaibi and Fatimah AI-Rawajih [8] work they 
reconsidered the work of Miller [81] and Miller and Guy [82] with the 
introduction of a new interval [a, b] instead of [-1, 1] and furthermore improve 
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the way of evaluating the coefficients of the desired expansion by direct 
calculation via the transform function F(s). 
(i) CHANGE OF VARIABLE : 
If F(s) is the Laplace transform of f(t), one writes 
F = Lf or f-L~'F 
where 
00 
F(s)= Je-^'f(t)dt, Re(s)>k>0. (9.3.1) 
0 
It will be assumed that the integral in (9.3.1) exists for Re (s) > 0. A 
suitable translation of the imaginary axis can be made if this is not the case and 
the theory developed here is still applicable. 
Now, consider the Laplace transform of f(t) defined by (9.3.1) and 
assume that F(s) is known or can be computed at discrete points along the real 
s-axis. 
The variable of integration may be changed by substitution [7]. 
DEFINITION 1: [7] For ^ - 0, Let x(t) maps the interval [0, oo) onto 
interval [-1, 1) 
x : [0,00] ^ [ - 1 , 1 ) 
x== 1-2e~^', 0<t<oo (9.3.2) 
where A. is a real positive number. It follows that 
-1 
t = — hi 
O - x ^ 
; 
(9.3.3) 
DEFINITION 2 [112, page 58] : For a, b real number, let y(x) maps the 
interval [-1, 1] onto the interval [a, b] 
y : [-1, 1] -> [a, b] 
18 
then 
y(x) = 
^(y)= 
x ( b - a ) + (b + a) 
2 y - b - a 
b - a 
- l < x < l (9.3.4) 
a < y < b (9.3.5) 
Now, from Definition 1, 2 the following change of variable will map the 
interval [0, oo] onto the interval [a, b] 
( l -2e- ' ' ) (b -a ) + (b + a) 
0 < t < o o (9.3.6) 
then 
1 fb-y'' 
t = - l n 
X yh-aj 
a < y < b . (9.3.7) 
(ii) OUTLINE OF THE METHOD : 
LEMMA 9.1. [3] Let ?!"•"'(x) be the Jacobi polynomial of degree n 
defined over L^  [-1, 1] and co(x) a weight function given by 
(o(x) = (l+xf(l-xf - l < x < l . (9.3.8) 
By mapping the interval [-1, 1] onto the interval [a, b] under the map given in 
(9.3.5) they obtained the new weight function ©(x) 
c5(x) = 2 _ oa+p rb-vrry-a^'^ 
b - a b - a 
(9.3.9) 
LEMMA 9.2. [3] The normalized Jacobi polynomials of degree 
P1°^X)CO(X) 
Pi-^)(x)co(x) 
forms an orthogonal set with norm 
n=0 
_ U(«.P) (9.3.10) 
where 
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h(-P) - 2^- - r [n + a + l]r[n + P + l] 
(2n + p + a + l)r[n + l]r[n + p + a + l] (9.3.11) 
Using (9.3.5), the set e^)(y)«(y) 
Pir'HyMy) =hi-^ ^ 
(a,p) _ ^ 
2 
b - a 
forms an orthogonal set with norm 
n=0 
(9.3.12) 
where 
p(a.P)(y)^pM) 2 y - b - a 
b - a 
(9.3.13) 
(iii) THEOREM 9.3. [3] : The inversion theorem by the use of 
the Jacobi polynomials 
If F(s) is the Laplace transform of f(t), where ¥{s)e!}{^, J{^ is the Hardy 
space [112], then f(t) can be expanded in a finite series of the Jacobi 
polynomials ^t'^\i) e L^[a,b) 
f(t)^fa(t) = I a„e«( t ) N L 
n=0 
where 
Pi"'^t) = e'^(y(t)) p>-l,a>l 
(9.3.14) 
(9.3.15) 
and 
y^  
( l -2e- ' ' ) (b-a) + (b + a) 
0 < t <oo 
and the coefficient ap 
a„=X2°"P"'X H(p,n,v,k)F[a + l ( l + a + k + v)] (9.3.16) 
0<k<p 
0<v<n 
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where 
H(|3,n,v,k) = V b ^ C(p,k)d(n,v) 
C((3,k)= I {-if 
and d(n, v) replaced by 
'^nVa + n + p + l)- . . .-(a + n + p + v)(a + v + l)- . . . -(a + n)(- l ) ' ' 
(9.3.17) 
(9.3.18) 
\^J n! 
for 0 < V < n -1 and 
(a + l ) (a + 2)-...-(a + n) 
- for V = 0 
( a + n + p + l)-. . .-(a + 2n + p ) ( - l ) ' 
for V = n 
n! 
(9.3.19) 
P R O O F : If F(s) is the Laplace transform of f(t), then 
CO 
F(s)= jf(t)e-^'dt, Re(s)>k>0 
0 
let 
h(t) = e-^ f(t) 
X = 1 - 2e'^' 
From Definition 2 
x ( b - a ) + (b + a) 
O < t < 0 0 
y(x) = . 
- l < x < l 
then 
y = 
( l -2e- ' ' ) (b-a) + (b + a) 
0 < t <oo 
and 
1 f b - y l 
t = In ~ 
X yb-a ^ 
a < y < b , 
(9.3.20) 
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I.e. 
-xt dy - A. (b - a) e"^ ' dt. 
Now, let 
g(y) = h(t) = h 1 -In fb -y^ 
b - a 
a <y <b 
by using the Jacobi polynomials P^  ^^  to approximate g(y) 
"=° u(«.P) 
M 
g(y)^Ia„pr'(t)- b - a 
(9.3.21) 
(9.3.22) 
From [112] and equation (9.3.5) 
v=o V ^ ~ a y 
e'Hy)^id(n,v) 
where d(n, v) is replaced by 
'^nVa + n + P + l)-. . .-(a + n + P + v)(a + v + l)- . . .-(a + n)(-l)^ 
v^y n! 
f o r O < v < n - l , 
(a + l ) (a + 2)- . . . - (a + n) 
n! 
for v = 0, 
(a + n + p + l)-. . .-(a + 2n + P)(-l)^ 
and tor v = n 
then 
a„=-
1 
k"^  j ; g(y)Pr'(y)2 ("•P) Ar^O«+P 
/ • K _ , , \ 
v b - a y 
^ y - a ^ 
v b - a y 
(9.2.23) 
b - a 
dy. 
(9.3.24) 
Now, by changing variables and integrating over [0, oo] 
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1 
an=-
K"'^ ^^  " 
i:^  (l-2e-)(b-a)-f(b + a ) U Y(l-2e-)(b-a) + (b + a) 
2a.p^j_g-XtjP.g-aM 
b - a 
(?L(b-a)e-^')dt (9.3.25) 
= 2"^P^';i-
hl-P) b-a 
rMOPi' (a.P) 
( l -2e -" ) (b -a ) + (b + a) 
g-(x.a.),£ c(p,k)e-''^' dt 
k=0 
= 2"^ P '^A.-
1 
/ h < - « ^ ° 
r f (t)e-°'e-<'™^'' X d(n,v)C(p,k)e^»V'>' dt 
0<k^|J 
0<v<n 
where 
± rp^  (l-e-f^S ^OrC-lfe 
k=0 \ k 
^P-k/ A ^ -X.tk 
K'^J 
(9.3.26) 
= 1 C(P,k)e-;vtk 
k=0 
where 
^P^ C(P,k)= " {-If , (9.3.27) 
Now, from (9.3.20), (9.3.23) 
a =2""P"'^ 
1 
,(«.P) b - a 
/ ; f(t)e-e-('-^-)' X H(p,n,v,k)e-('--^^^)'dt. 
0<k<p 
0<v<n 
where 
H (P, n V, k) = d (n, V) C (P, k) (9.3.28) 
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then 
a =2""P"'X-
1 
h(-«-^S 
X H(p,n,v,k)j^'" f (t)e-(''^'""'^'^"'')'dt. 
Finally 
a„=X2 a+p+l 
Jh; 0<v<n 
V " 2 
j ; H(p,n,v,k)F[a + X + aA. + Xv + Xk] 
(9.3.29) 
REMARK : It is now shown in equation (9.3.29) that the coefficients an are 
calculated directly from F(s) and the known functions hn and H. 
(iv) NUMERICAL EXAMPLES : 
A. Al-Shuaibi and F. Al-Rawajih have used the same way of measuring 
the error as adopted by [45, 82]. Let f(t) be the analytical solution and fa(t) be 
the numerical approximation. 
The two measures are 
^ r r : \ r : W\2 
s(f) = 
30 
i=l 
V2y 
- f 
v2y 
30 
^ /" r : \ / : \\^ i V2 
^e(f) = 
30 
s 
i= l v2y 
- f 
v2yy 
30 I 
1=1 
Note that the values oft considered are t = 0.5, 1, 1.5, ..., 15. 
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They constructed a computer program using the software 
"Mathematica". In all cases they used a = 2, b = 6, a=l ,p=^2. 
Example 1 : (Davies and Martin [45]) 
1 
(1 + s) 
f(t) = t e -
Table 1. 
X = 0.2, 0 = 0.21 
N 
8 
10 
15 
8 
1.1 X 10"^  
2.9 X 10"^  
6.2 X 10"^  
Ee 
1.8 X 10"^ 
4.6 X 10'* 
5.9 X 10^ 
Example 
F(s) 
f(t) 
2 : 
1 
5 + 4s + s^  
= e-' 's in(t) 
Table 2. 
X = 0.12, a = 0.15 
N 
5 
10 
15 
8 
3.7 X IQ-^  
6.8 X 10"^ 
8.7 X IQ-^  
8e 
7.1 X 10-^ 
1.1 X 10-3 
2.9 X 10"^  
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Example 3 : (Davies and Martin [45]) 
f ( t )= t 
Example 4 : 
F(s) = 
1 + s 
f(t): 
Table 3. 
X = 0.12, a = 0.15 
N 
5 
10 
15 
e 
3.0 X IQ-^  
1.1 X 10"^  
5.2 X 10'^ 
Ee 
3.9 X IQ-^  
5.6 X 10'^ 
1.8x10"^ 
Table 4. 
X = 0.16, a = 0.25 
N 
8 
10 
12 
e 
8.6 X 10"^  
1.8 x 10"^  
4.6 X 10^ 
Ee 
2.6 X IQ-^  
4.4 X 10"^  
4.5 X 10~^  
Example 
F/'q 
^V^ 
5 
) -
: [7, page 66] 
4 
3 + 8s + 4s^ 
1 3t 
f(t) = e ' ' -e" 
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Table 5. 
X = 0.16, a = 0.25 
N 
8 
10 
12 
8 
1.2 X IQ-^  
4.0 X 10'^  
1.7x10"^ 
Ee 
8.8 X IQ-^  
1.9 X 10"^  
4.8 X 10'^  
(v) CONCLUDING REMARK: 
The main result of this section is the development of a new method for 
direct evaluation of the expansions coefficients an's with simple arithmetical 
summation as in (9.3.29), using the Laplace transform function F(s) and 
avoiding the long and tedious work of solving large linear systems which may 
result in ill-conditioned matrices, or using recursive formula as done in [98, 
56]. Hence, they saved time and calculations, and improve accuracy. At the 
same time, they introduced the parameters a, b, a, P, >., a, which can play a 
major role in improving the error estimates if chosen optimally. 
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