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ON LINEAR STABILITY OF KAM TORI VIA THE CRAIG-WAYNE-BOURGAIN
METHOD
XIAOLONG HE, JIA SHI, YUNFENG SHI, AND XIAOPING YUAN
Abstract. In this paper, we prove the Melnikov’s persistency theorem by combining the tra-
ditional Kolmogorov-Arnold-Moser (KAM) technique and the Craig-Wayne-Bourgain (CWB)
method. The aim of this paper is twofold. One is to establish the linear stability of the perturbed
invariant tori by using the CWB method without the second Melnikov condition. The other one
is to illustrate the CWB method in detail and make the CWB method more accessible.
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1. Introduction
1.1. Background. The celebrated Kolmogorov-Arnold-Moser (KAM) theory concerns with
the stable motions in nearly integrable Hamiltonian system. For a smooth Hamiltonian of n-
degree
H = H0(I) + ǫR(θ, I)
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with the standard symplectic structure dθ ∧ dI on Tn × Rn and the angle-action variable (θ, I)
belongs to some domain in Tn × D ⊂ Tn × Rn. Assume the unperturbed Hamiltonian H0(I) is
independent of θ and satisfies the Kolmogorov non-degenerate condition
det(∂2H0/∂I
2) , 0, I ∈ D.
Then the invariant torus T0 = {ω(I0)t : t ∈ R} × {I0} with a prescribed Diophantine frequency
ω(I0) = ∂H(I0)/∂I for some I0 ∈ D persists under sufficient small perturbation ǫR(θ, I). This
is the well-known KAM theorem ([10, 1, 13]) for the finitely dimensional Hamiltonian system.
It is worthy mentioning that the dimension of the persisted torus equals to the degree of the
Hamiltonian system.
To explore the existence of those invariant tori whose dimensions are less than the degree of
the Hamiltonian, consider the following Hamiltonian
E = 〈ω, y〉 +
n∑
j=1
Ω jz jz¯ j
defined on the phase space (x, y, z, z¯) ∈ Td×Rd×Cn×Cn with the symplectic structure dx∧dy+√
−1dz∧dz¯. Obviously, one finds thatT d
0
= {ωt : t ∈ R}×{y = 0}×{z = 0}×{z¯ = 0} is an invariant
torus of the Hamiltonian vector field XE. Moreover, the dimension of T d0 is less than the degree
d+n of the Hamiltonian E. In 1965 , Melnikov [12] announced that, under suitable non-resonant
conditions, the lower dimensional invariant tori can persist under sufficiently small Hamiltonian
perturbation ǫR(x, y, z, z¯). In the late 1980’s, Eliasson [9], Po¨schel [14], Kuksin [11] provided a
complete proof of the problem, well-known nowadays as Melnikov’s persistency theorem.
We briefly explain the main idea of the proof in [9, 14, 11]. Roughly speaking, we expand
the perturbation R into Taylor series in (y, z, z¯)
(1.1)
R =Rx(x) + 〈Ry(x), y〉︸                ︷︷                ︸
(I)
+ 〈Rz(x), z〉 + 〈Rz¯(x), z¯〉︸                    ︷︷                    ︸
(II)
+ 〈Rzz(x)z, z〉 + 〈Rzz¯(x)z, z¯〉 + 〈Rz¯z¯(x)z¯, z¯〉︸                                           ︷︷                                           ︸
(III)
+ O(|y|2 + |y| · |z| + |z|3),
Then we apply the symplectic transformation to eliminate the items (I), (II) and (III) of lower
order. Consequently, T d
0
is an invariant torus of the Hamiltonian H = E +O(|y|2 + |y| · |z| + |z|3).
To eliminate the item (I), we need the usual Diophantine condition
〈k, ω〉 , 0 for all 0 , k ∈ Zd.
To eliminate the item (II), we need the first Melnikov condition
Ω j ± 〈k, ω〉 , 0, for all k ∈ Zd, 1 ≤ j ≤ n.
To eliminate the expressions 〈Rzz(x)z, z〉 and 〈Rz¯z¯(x)z¯, z¯〉 in (III), we need the second Melnikov
condition
(1.2) Ωi + Ω j ± 〈k, ω〉 , 0, for all k ∈ Zd, 1 ≤ i, j ≤ n.
To eliminate 〈Rzz¯z, z¯〉 in (III), we still need the second Melnikov condition but in the following
form
(1.3) Ωi − Ω j ± 〈k, ω〉 , 0, for all |i − j| + |k| , 0, k ∈ Zd, 1 ≤ i, j ≤ n.
We see from (1.3) that when k = 0 there is Ωi , Ω j for any i , j, i.e., the multiplicity of the
norm frequency should be one, which excludes lots of important applications.
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In 1997, Bourgain [4] improved Craig-Wayne’s method [8] to study the Melnikov’s prob-
lem, which is completely free from the second Melnikov condition and also applies to infinitely
dimensional Hamiltonian system [4, 5]. In his famous book [6] published in 2005, Bourgain de-
veloped further the method to prove the existence of invariant torus (or quasi-periodic solution)
for NLS and NLW of arbitrary dimension. This method now is known as the Craig-Wayne-
Bourgain (CWB) method. The CWB method is less dependent on the Hamiltonian structure.
It is essentially based on applying the Newton iteration to solve directly the differential equa-
tion for quasi-periodic solutions. However, one has to pay for the price that the homological
equation (or the linearized equation) not only has small divisor problem but also contains vari-
able coefficients. Moreover, we are not able to obtain a local norm form around the persisted
invariant torus.
Back to the Melnikov’s problem in [4], Bourgain combined the above CWB method with
the KAM technique. Taking Taylor expansion of the perturbation and applying the symplectic
transformation as before, Bourgain put (III) into unperturbed Hamiltonian E and eliminated
sorely (I) and (II), which results in a norm form around the invariant torus
H∞ = E∞ + O(|y|2 + |y| · |z| + |z|3)
with
E∞ = 〈ω, y〉 +
n∑
j=1
Ω jz jz¯ j + (III).
Obviously, T d
0
is still an invariant torus of H∞. The important thing is that since (III) has
been putted into E∞, it avoids completely the usage of the second Melnikov condition. How-
ever, to derive such a normal form H∞, we have to solve homological equations with variable
coefficients. Moreover, the linear stability of the persisted torus is unknown.
Note that we can actually divide the secondMelnikov conditions into two parts (1.2) and (1.3)
with (1.2) containing terms of the formΩi+Ω j. Apparently, part (1.2) has essentially the form of
the first Melnikov condition. The true difficulty arises from part (1.3) which involves the terms
Ωi − Ω j. Thus we can eliminate terms associated with part (1.2), and put terms corresponding
to part (1.3) into the new normal form. As a result, we may obtain a more precise normal form
H′∞ = E
′
∞ + O(|y|2 + |y||z| + |z|3)
with
E′∞ = 〈ω, y〉 +
∑
j
Ω jz jz¯ j + 〈Rzz¯(x)z, z¯〉.
In particular, T d
0
= {ωt : t ∈ R} × {0} × {0} × {0} is also an invariant torus of H′∞. Furthermore,
the corresponding linearized equation
√
−1z˙ = Λz + Rzz¯(x)z, Λ = diag(Ω j)
admits a L2-conservation law, which implies particularly the linear stability of persisted torus
(see Theorem 1.1 and Corollary 1.1 in the following for details).
The aim of this paper is twofold. One is to study the Melnikov’s problem by combining the
CWB method and the KAM technique. We show that the linear stability still holds without the
second Melnikov condition (1.3). The other one is to explain the CWB method in detail and to
make the CWB method more accessible.
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Remark 1.1. An alternative method is to put 〈[Rzz¯(x)]z, z¯〉 into E, where [Rzz¯(x)] =
∫
Rzz¯(x)dx.
This method has the advantage that the homological equations are of constant coefficients type.
The disadvantage is that the second Melnikov conditions are still employed, which seems not
applicable to higher spatial dimensional NLS and NLW in infinitely dimensional systems case.
This method can be found in an early monograph [2] published in 1969 in Russian. See also
[16].
1.2. Main result. Let us recall some basic concepts in the Hamiltonian dynamical systems.
Consider a Hamiltonian function H = H(x, y, z, z¯) defined on the phase space P = Td × Rd ×
C
n × Cn with Td = Rd/(2πZ)d. We endow the symplectic form
ω = dx ∧ dy +
√
−1dz ∧ dz¯ =
d∑
j=1
dx j ∧ dy j +
√
−1
n∑
k=1
dzk ∧ dz¯k.
Then the vector field XH given by XHy ω = −dH reads
XH = (∂yH,−∂xH,
√
−1∂z¯H,−
√
−1∂zH)T .
The associated Poisson bracket takes the form of
{F,G} = 〈Fx,Gy〉 − 〈Fy,Gx〉 +
√
−1〈Fz,Gz¯〉 −
√
−1〈Fz¯,Gz〉.
Given a function F, the time-1-map of the flow Xt
F
of the Hamiltonian vector field XF is sym-
plectic. Moreover,
d
dt
G ◦ XtF = {G, F} ◦ XtF .
In this paper, we consider small perturbation of a finite dimensional Hamiltonian in the pa-
rameter dependent normal form
E0 = 〈ω0(ξ), y〉 + 〈Ωz, z¯〉, (x, y, z, z¯) ∈ Td × Rd × Cn × Cn,
where Ω = diag(Ω j : 1 ≤ j ≤ n) with Ω j > 0. The tangent frequency ω0 depends on d
parameters ξ ∈ Π0 ⊂ Rd, where Π0 is a given open set. The associated Hamiltonian vector field
XE0 of the normal form E0 is given by
XE0 = (ω0(ξ), 0,
√
−1Ωz,−
√
−1Ωz¯)T ,
where (·)T represents the transpose of a matrix (or a vector). Obviously, for each ξ ∈ Π0, there
is a d-dimensional invariant torus
T d0 = Td × {y = 0} × {z = 0} × {z¯ = 0},
carrying a quasi-periodic flow x = ω0t + x0 with fixed torus frequency ω0 = ω0(ξ).
The Melnikov’s problem is to study the persistence of T d
0
under sufficiently small perturba-
tion of the Hamiltonian. We consider perturbation
H = E0 + P0
of E0 that are real analytic
∗ on some complex neighborhood
(1.4) D(s, r) : |Imx|∞ < s, |y| < r2, |z| < r, |z¯| < r
∗The real analyticity of H means that H is analytic on the complex domain D(s, r), and takes real value when
x, y are real and z, z¯ are complex conjugated.
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of T d
0
in the complex space PC = (Cd/2πZd)×Cd ×Cn ×Cn, where | · |∞ denotes the supremum
norm and | · | denotes the Euclidean norm. It should be pointed out that z and z¯ are independent
variables. We also introduce
DR(s, r) = {(x, y, z, z¯) ∈ D(s, r) : x, y ∈ Rd},
in which x, y are real but z and z¯ stay in the complex space and are complex conjugated.
For r > 0, we define the weighted phase norm
r|W| = |X| + 1
r2
|Y | + 1
r
|Z| + 1
r
|Z¯|, forW = (X, Y, Z, Z¯) ∈ PC.
For a map W : D(s, r) ×O → PC, define
r|W|D(s,r)×O = sup
(u,ξ)∈D(s,r)×O
r|W(u, ξ)|
and
r|W|LD(s,r)×O = sup
(u,ξ)∈D(s,r)×O
r|∂ξW(u, ξ)|,
where ∂ξ is the derivative with respect to ξ and O ⊂ Cd is an open set.
Now we state the basic assumptions on the Melnikov’s problem.
Assumption A (Analyticity w.r.t. parameters). Assume that ω0 is real analytic
† in ξ on O0 ⊂
C
d, where O0 = O(Π0, ρ0) = {z ∈ Cd : |z − ξ| < ρ0 for some ξ ∈ Π0} and Π0 ⊂ Rd is an
open interval. When saying an open interval in Rd, we always mean any open set of the form
{(ξ1, · · · , ξd) : a j < ξ j < b j, 1 ≤ j ≤ d)}.
Assumption B (Non-degeneracy). There is some absolute constant C > 0 such that
sup
ξ∈O0
|∂ξω| < C, sup
ξ∈O0
|∂ξω−1| < C.
Assumption C (Regularity). Let s0, r0 be positive constants. Assume the perturbation P0(x, y, z, z¯; ξ)
is real analytic in (x, y, z, z¯) on the domain D(s0, r0). For each ξ ∈ O0, the Hamiltonian vector
field
XP0 = (∂yP0,−∂xP0,
√
−1∂z¯P0,−
√
−1∂zP0)T
defines near T d
0
an analytic map
XP0 : D(s0, r0) ⊂ PC → PC.
Also assume that XP0 is real analytic in ξ ∈ O0.
Assumption D (Reality). For any (x, y, z, z¯, ξ) ∈ DR(s0, r0) × Π0, the perturbation P0 satisfies
the reality condition, i.e.,
P0(x, y, z, z¯, ξ) = P0(x, y, z, z¯, ξ),
where the overline denotes the complex conjugate.
† We say a function is real analytic on some domain in Cd when it is analytic on that domain and is real for real
arguments.
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Theorem 1.1. Suppose H = E0 + P0 satisfies Assumptions A-D and assume the smallness
condition
r0|XP0|D(s0 ,r0)×O0 < ǫ, r0|XP0|LD(s0 ,r0)×O0 < ǫ
1/3.
Then there is a sufficiently small ǫ∗ = ǫ∗(n, d, r0, s0, ρ0,Π0) > 0 such that for any 0 < ǫ < ǫ∗,
there is a subset Π∞ ⊂ Π0 with
mes (Π∞) ≥ (1 − O(ǫ1/2)) mes (Π0),
and there are a family of embedding Φ : Td × Π∞ → P, a map ω∗ : Π∞ → Rd and a matrix
function Bzz¯ : Td × Π∞ → Rn×n such that for each ξ ∈ Π∞, the transformationΦ and the matrix
Bzz¯ are real analytic on Td
s0/2
giving rise to
H ◦ Φ|Td×{ξ} = 〈ω∗(ξ), y〉 + 〈Ωz, z¯〉 + 〈Bzz¯(x; ξ)z, z¯〉 + O(|y| · |z| + |y|2 + |z|3).
From Theorem 1.1, one readily see that, for each ξ ∈ Π∞, the vector ΦTd×{ξ} is an analytic
embedding of rotational torus with frequency ω∗(ξ) for the Hamiltonian H at ξ. Moreover,
following the analysis of (1.5), we further obtain the linear stability of the invariant torus.
Corollary 1.1. Under the assumptions of Theorem 1.1, the perturbed invariant tori are linearly
stable in the sense that the associated Lyapunov exponent is zero.
Proof. For each ξ ∈ Π∞, we consider the Hamiltonian vector field induced by the Hamiltonian
H ◦Φ. We immediately find that
T d0 = Td × {y = 0} × {z = 0} × {z¯ = 0}
is a d-dimensional invariant torus of the vector field XH◦Φ. Then the linearized equation around
T d
0
is
(1.5)

x˙ =ω,
y˙ =0,
z˙ =
√
−1(Ω + Bzz¯(x)) z,
˙¯z = −
√
−1(Ω + Bzz¯(x)) z¯.
Along the trajectory z = z(t) of (1.5), we have the L2-conservation, i.e.,
d
dt
|z|2 = d
dt
〈z, z¯〉 = 0,
which implies (z, z¯) = 0 is a center equilibrium in (1.5). This proves the linear stability of the
perturbed invariant torus. 
2. The KAM Iterative Lemma
In this section, we establish the KAM Iterative Lemma, upon which our main Theorem 1.1
is an immediate result. To begin with, we summarize the notations and the iterative constants
in subsection 2.1 for reader’s quick reference. Next we present and prove the KAM Iterative
Lemma in subsection 2.2 and subsection 2.3, respectively. In subsection 2.4, we prove our main
Theorem 1.1.
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2.1. Notations and the iterative constants. We first introduce some general notations. For
two vectors a, b in Rd or Cn, we denote 〈a, b〉 = ∑ j a jb j. We use the notation A \ B for the set
theoretical difference. For k ∈ Zd and U ⊂ Zd, k + U denotes the set {k′ = k + p : p ∈ U}. The
symbols ∧ and ∨ describes the minimal and maximal operators, respectively. The measure of
a set V ⊂ Rd, denoted by mes(V ), always refers to the Lebesgue measure. By some abuse of
notation, we denote by |J | the diameter of a set J ⊂ Rd.
Following the notations in KAM theory, we denote in the sequel various constants by the
same letterC. Of course, these numbers depend only on the universal constants d, n, ρ0, r0, s0,Π0
and could be made explicit by the context where they arise, but need not be. For further simplic-
ity, we write a . b in estimates to suppress the multiplicative constant in Ca < b. The notation
a ≪ b indicates Ca < b for sufficiently large C > 0 and a ∼ b means both a ≪ b and b ≪ a
hold. Furthermore, ε1− means ε1−δ with some small δ > 0 ( the precise meaning of ”small” can
again be derived from the context), in which the exponent ”1−” might be different from line to
line.
If not specified, the norm for vectors in real or complex space refers to the Euclidean norm.
The norm of a matrix is the induced operator norm on the vectors. For a Fourier series q(x) =∑
k∈Zd q̂(k)e
√
−1〈k,x〉, we define the truncation operator ΓN by
(2.1) (ΓNq)(x) =
∑
k∈Zd ,|k|≤N
q̂(k)e
√
−1 〈k,x〉.
Next, we define the following iterative constants and domains:
• s0 > 0 and r0 > 0 are fixed and given in Assumption C;
• A = A(n, d) > 0 is sufficiently large;
• l ∈ N is the number of the KAM iterative steps;
• ǫl = A−( 43 )l measures the size of the perturbation at the lth step;
• el = 1−2+2−2+···+l−22(1−2+2−2+··· ) (so 0 < el < 12 for all l);
• sl = s0(1 − el) (so sl > 12 s0 for all l), which measures the width of the analyticity strip
for the angle variable x at the lth step;
• rl = r0(1 − el) (so rl > 12r0 for all l), which measure the analyticity radius for the action
variable y, as well as the normal coordinates z, z¯, at the lth step;
• s( j)
l
= (1 − j
100
)sl +
j
100
sl+1 ( j = 0, · · · , 100) are the intermediate points between sl and
sl+1 dividing [sl, sl+1] into 100 subintervals with the same length;
• r( j)
l
= (1 − j
100
)rl +
j
100
rl+1 ( j = 0, · · · , 100) are the intermediate points between rl and
rl+1 dividing [rl, rl+1] into 100 subintervals with the same length;
• D(sl, rl) = {(x, y, z, z¯) ∈ PC : |Imx|∞ < sl, |y| < r2l , |z| < rl, |z¯| < rl} denotes a neighbor-
hood of the torus
T d0 = Td × {y = 0} × {z = 0} × {z¯ = 0},
where | · |∞ denotes the supremum norm. Obviously,
D(sl, rl) ⊃ D(sl+1, rl+1) ⊃ · · · ⊃ D(
s0
2
,
r0
2
);
• Tdsl = {x ∈ Cd/(2πZ)d : |Imx|∞ < sl} denotes a neighborhood of Td with strip width sl
and obviously
T
d
sl
⊃ Tdsl+1 ⊃ · · · ⊃ Tds0/2;
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• Given a sequence of open sets Πl in Rd, we denote
Ol = O(Πl, A
−lC3 ) = {ξ ∈ Cd : |ξ − ξ′| < A−lC3 for some ξ′ ∈ Πl} ⊂ Cd.
Finally, we define some matrices depending on the iteration, which are used to solve the
homological equations. At the l-th KAM iterative step, we define the matrix
(2.2) Tl = Dl + S l
defined on {1, · · · , n} × Zd, where Dl is a diagonal matrix
(2.3) Dl( j, k) = Ω j + 〈k, ωl〉
and S l is a non-diagonal matrix
(2.4) S l(( j, k), ( j
′, k′)) = (Bl; j j′ + R
zz¯
l; j j′)
∧(k − k′),
with 1 ≤ j, j′ ≤ n and k, k′ ∈ Zd. The matrix-valued functions Bl and Rzz¯l are defined in the
following Iterative Lemma and the hat (̂·)(k) (or (·)∧(k)) denotes the k-th Fourier coefficient of
the associated function.
For U ⊂ Zd, we denote by Tl;U the restriction of the matrix Tl on {1, · · · , n} × U, i.e.,
Tl;U (( j, k), ( j
′, k′)) = Tl(( j, k), ( j
′, k′)),
when ( j, k), ( j′, k′) ∈ {1, · · · , n} × U. By some abuse of notation, we sometimes denote by Tl;M
the restriction of Tl on {1, · · · , n} × ([−M,M]d ∩ Zd) for any integer M > 0. The inverse matrix
of Tl;M (or Tl;Λ), if exists, is always denoted by Gl;M (or Gl;Λ).
In addition, we define another matrix Tl on {j = ( j1, j2) : 1 ≤ j1, j2 ≤ n} ×Zd by Tl = Dl +Sl.
The diagonal matrixDl is defined byDl(j, k) = Ωj+〈k, ωl〉 andΩj = Ω j1+Ω j2 . The nondiagonal
matrix Sl is defined in (2.47). As we shall see later, Tl and Tl have essentially the same structure
except the difference between the finite indices j and j. Similarly, Tl;M denotes the restriction of
Tl on {j = ( j1, j2) : 1 ≤ j1, j2 ≤ n} × ([−M,M]d ∩ Zd) and Gl;M is the inverse of Tl;M whenever
the matrix Tl;M is invertible.
2.2. The Iterative Lemma. Choose and fix the various constants C0,C1, · · · ,C7 such that
(2.5)
C1 > C0 ≫ 1, C2 > 2C1 + 10, C4 > C3 > C1,
C5 > C6 + 2, C6 > 2C4, C7 > (C4 + 10) ∨C5.
Unlike the usual KAM theorems, the following Iterative Lemma starts from l∗ with l∗ = l∗(ǫ)
large enough. To keep the consistency of the notations, we set
(2.6) Hl∗ = H0, Pl∗ = P0, Bl∗ = Bl∗−1 = 0, Πl∗−1 = Π0, sl∗ = s0, rl∗ = r0, ωl∗ = ωl∗−1 = ω0.
Lemma 2.1. Consider a family of Hamiltonian functions Hl (l∗ ≤ l ≤ m),
(2.7) Hl = El + Pl,
defined on D(sl, rl) × Ol with Ol = O(Πl, A−lC3 ), where
El = 〈ωl(ξ), y〉 + 〈Ωz, z¯〉 + 〈Bl(x)z, z¯〉
is a normal form and the perturbation
Pl = P
low
l + P
high
l
, P
high
l
= O(|y| · |z| + |y|2 + |z|3).
Assume the Hamiltonian Hl and the parameter set Πl satisfy the following properties.
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(l.1) The frequency ωl is real analytic on Ol and
sup
ξ∈Ol
{
|∂ξωl|, |∂ξω−1l |
}
. 1.
Furthermore, we have
sup
ξ∈Ol
|ωl − ωl−1| < ǫ1/10l .
(l.2) The matrix Bl is analytic in x ∈ Tdsl and real analytic in ξ ∈ Ol. For any fixed (x, ξ) ∈
T
d × Πl, the matrix Bl is real symmetry, i.e.,
Bl; jk(x, ξ) = Bl;k j(x, ξ), Bl; jk(x, ξ) = Bl; jk(x, ξ),
in which the indices j and k indicate the row or column. Furthermore, we have
sup
T
d
sl
×Ol
{
ǫ−1‖Bl(x, ξ)‖, ǫ−1/3‖∂ξBl(x, ξ)‖
}
. 1,
and
sup
T
d
sl
×Ol
|Bl − Bl−1| < ǫ1/10l .
(l.3) The perturbation Pl is analytic on D(sl, rl) ×Ol and satisfies the reality condition
Pl(x, y, z, z¯; ξ) = Pl(x, y, z, z¯; ξ), for (x, y, z, z¯, ξ) ∈ DR(sl, rl) × Πl.
The Hamiltonian vector field
XPl = (∂yPl,−∂xPl,
√
−1∂z¯Pl,−
√
−1∂zPl)T ,
defines an analytic map
XPl : D(sl, rl) ⊂ PC → PC.
and satisfies
rl|XPlow
l
|D(sl ,rl)×Ol < ǫl, rl|XPlow
l
|L
D(sl ,rl)×Ol < ǫ
1/3
l
,
rl|XPhigh
l
|D(sl ,rl)×Ol . ǫ, rl|XPhigh
l
|LD(sl ,rl)×Ol . ǫ
1/3.
(l.4) The parameter set Πl is the union of a collection Λl of disjoint intervals J ⊂ Rd of size
A−l
C3 , i.e., Πl = ∪J ∈ΛlJ with |J | = A−l
C3 . Moreover, the following properties hold.
(l.4.1) For any interval J ∈ Λl, there is a unique J ′ ∈ Λl−1 such that J ⊂ J ′.
(l.4.2) The parameter set Πl is contained in
{ξ ∈ Rd : |〈k, ωl−1(ξ)〉| >
√
ǫ (1 + 2−(l−1)) |k|−τ, 0 , |k| ≤ Al}
∩
{
ξ ∈ Rd : ‖Gl−1;Al‖ < A(l log A)
C1
and |Gl−1;Al(k, k′)| < exp{−(sl−1 − (l logA)−8)|k − k′|} for |k − k′| > (l logA)C2
}
∩ {ξ ∈ Rd : ‖Gl−1;Al‖ < A(l log A)C1
and |Gl−1;Al(k, k′)| < exp{−(sl−1 − (l logA)−8)|k − k′|} for |k − k′| > (l logA)C2
}
,
where Gl−1;Al and Gl−1;Al are defined at the beginning of this section.
(l.4.3) There is the measure estimate
mes (Πl−1 \ Πl) < A−(log l)C4 .
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Then there is an absolute positive constant ǫ∗ > 0 such that if 0 < ǫ < ǫ∗, there is a pa-
rameter set Πm+1 and a change of variables Φm+1 : D(sm+1, rm+1) × Om+1 → D(sm, rm) being
real analytic in space coordinates and also real analytic in ξ on the complex domain Om+1. The
transformation is close to the identity in the sense that
rm|Φm+1 − id |D(sm+1 ,rm+1)×Om+1 < ǫ1/3m , rm|Φm+1 − id |LD(sm+1,rm+1)×Om+1 < ǫ
1/4
m ,
where Om+1 = O(Πm+1, A
−(m+1)C3 ). Furthermore, the new Hamiltonian Hm+1 = Hm ◦ Φm+1 has
the form of (2.7), and the properties (l.1) − (l.4) hold with l being replaced by m + 1.
Remark 2.1. Let us briefly explain the property (l.4.2). The parameter set Πl is contained in
the intersection of three sets. The first one refers to the Diophantine conditions.
For the second set, we look at the definition of Tl−1;Al ,
Tl−1;Al = Tl−1|[−Al,Al]d = (Dl−1 + S l−1)|[−Al,Al]d ,
which originates from solving the homological equation of the following form
∂ωF
z +
√
−1 (Ω + B(x) + Rzz¯(x))Fz = E
by the Fourier expansion and the truncation of the Fourier modes. With sufficiently small pertur-
bation, for those initial KAM steps (l is close to l∗), the matrices Tl−1;Al is diagonally dominated
if
(2.8) |Dl−1( j, k)|−1 = |Ω j + 〈k, ωl−1〉|−1 . (1/ǫ)1−, for all 1 ≤ j ≤ n, |k| ≤ Al.
The condition (2.8) corresponds to the first Melnikov condition
|Ω j + 〈k, ωl−1〉| , 0.
For the third set in (l.4.2), the construction of Gl−1;Al originates from solving
∂ωF
zz +
√
−1 (Ω + B(x) + Rzz¯(x))Fzz + Fzz(Ω + B(x) + Rzz¯(x)) = S .
Similarly, for those initial KAM iterations, Gl−1;Al is also derived from the dominance of the
diagonal matrix Dl−1, which requires
(2.9) |Dl−1(j, k)|−1 = |Ω j1 + Ω j2 + 〈k, ωl−1〉|−1 . (1/ǫ)1−, for all 1 ≤ j1, j2 ≤ n, |k| ≤ Al.
The condition (2.9) corresponds to the second Melnikov condition
(2.10) |Ω j1 ±Ω j2 + 〈k, ωl−1〉| , 0.
However, only the plus sign in (2.10) occurs in our case, which can be essentially regarded as
the first Melnikov condition since Ω j1 + Ω j2 never vanishes.
2.3. Proof of the Iterative Lemma 2.1. In what follows, we drop the subscriptm for simplicity
and let
ε = ǫm = A
−( 4
3
)m , N = Am+1.
The intermediate points s
( j)
m between sm and sm+1 are also written by s
( j) for 0 ≤ j ≤ 100.
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2.3.1. Derivation of homological equations. Recall that Plow is a polynomial in y, z, z¯ of low
order and we write Plow = Plow♣ + 〈Rzz¯(x)z, z¯〉 with
Plow♣ = R
x(x) + 〈Ry(x), y〉 + 〈Rz(x), z〉 + 〈Rz¯(x), z¯〉 + 〈Rzz(x)z, z〉 + 〈Rz¯z¯(x)z¯, z¯〉.
We are looking for a symplectic transformation Φ = Xt
F
|t=1 to eliminate Plow♣ in the Hamiltonian
H. As a result, we take F in the form of
F(x, y, z, z¯) = F x(x) + 〈Fy(x), y〉 + 〈Fz(x), z〉 + 〈F z¯(x), z¯〉 + 〈Fzz(x)z, z〉 + 〈F z¯z¯(x)z¯, z¯〉.
Putting the unsolved term Rzz¯ into the normal form E, we get a corrected normal form
E = E + 〈Rzz¯z, z¯〉.
Then we have
H ◦Φ = E + 〈{E, F}zz¯z, z¯〉 + 〈{Phigh, F}zz¯z, z¯〉 + P` + Phigh + {Phigh, F}high
+ Plow♣ + {E, F}♣ + {Phigh, F}low♣ ,
where {E, F}♣ = {E, F} − {E, F}zz¯, {Phigh, F}low♣ = {Phigh, F}low − {Phigh, F}zz¯ and
P` =
∫ 1
0
{(1 − t){E, F} + Plow♣ , F} ◦ XtFdt +
∫ 1
0
(1 − t){{Phigh, F}, F} ◦ XtFdt,(2.11)
We aim at solving
(2.12) {F, E}♣ + {F, Phigh}low♣ = Plow♣ .
As usual, we shall employ the truncation technique. Recalling the truncation operator ΓN de-
fined in (2.1), we solve (2.12) up to a admissible error and get the following homological equa-
tions:
∂ωF
x = ΓNR
x,(2.13)
∂ωF
z +
√
−1 ΓN[(Ω + B(x) + Rzz¯(x))Fz] = ΓNE ,(2.14)
∂ωF
z¯ −
√
−1 ΓN[(Ω + B(x) + Rzz¯(x))F z¯] = ΓNE ′,(2.15)
∂ωF
y = ΓNR − R̂(0),(2.16)
∂ωF
zz +
√
−1 ΓN[(Ω + B + Rzz¯)Fzz + Fzz(Ω + B + Rzz¯)] = ΓNS ,(2.17)
∂ωF
z¯z¯ +
√
−1 ΓN[(Ω + B + Rzz¯)F z¯z¯ + F z¯z¯(Ω + B + Rzz¯)] = ΓNS ′,(2.18)
where
E = Rz − Pyz ∂xF x, E ′ = Rz¯ − Pyz¯ ∂xF x,(2.19)
R = Ry +
√
−1(PyzF z¯ − Pyz¯Fz) − Pyy∂xF x,(2.20)
S = Rzz + [
√
−1(PzzzF z¯ − Pzzz¯Fz) − Pyz∂xFz − Pyzz∂xF x],(2.21)
S ′ = Rz¯z¯ + [
√
−1(Pzz¯z¯F z¯ − Pz¯z¯z¯Fz) − Pyz¯∂xF z¯ − Pyz¯z¯∂xF x].(2.22)
Without loss of generality, we assume
R̂x(0) =
∫
Td
Rx(x)dx = 0,
since the dynamics of the Hamiltonian vector field are unaffected. The homological equations
to be solved are divided into four classes. The first one is (2.13), which is well known in the
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KAM theory. Upon solving (2.13), we turn to the second homological equations (2.14)-(2.15)
Observe that the two equations are complex conjugated if some symmetry is preserved (to be
specified later). Moreover, (2.14)-(2.15) contain the variable coefficients B(x) and Rzz¯(x). We
will employ the techniques developed in the Anderson localization theory to solve (2.14)-(2.15).
Then we come up with the third homological equation (2.16) in which R is known from (2.13)-
(2.15). The unsolved constant R̂(0) corresponds to the shift of the tangent frequency during the
iterations. The last homological equations are (2.17)-(2.18), which are essentially the same to
(2.14)-(2.15).
Once (2.13)-(2.18) are solved, we get
H+ = H ◦Φ = E+ + P+,
where
(2.23)
E+ =〈ω + R̂(0), y〉 + 〈Ωz, z¯〉 + 〈(B + Rzz¯ + {E, F}zz¯ + {Rhigh, F}zz¯)z, z¯〉
≡〈ω+, y〉 + 〈Ωz, z¯〉 + 〈B+z, z¯〉
and
P+ =P
high + {Phigh, F}high + P`(2.24)
+(1 − ΓN)Rx(2.25)
+〈(1 − ΓN)E , z〉 + 〈(1 − ΓN)E ′, z¯〉(2.26)
+
√
−1〈(1 − ΓN)[(B + Rzz¯)Fz], z〉 −
√
−1〈(1 − ΓN)[(B + Rzz¯)F z¯], z¯〉(2.27)
+〈(1 − ΓN)R, y〉(2.28)
+〈(1 − ΓN)S z, z〉 + 〈(1 − ΓN)S ′z¯, z¯〉(2.29)
−
√
−1〈((1 − ΓN)[(Bzz¯ + Rzz¯)Fzz + Fzz(Bzz¯ + Rzz¯)])z, z〉(2.30)
−
√
−1〈(1 − ΓN)[(Bzz¯ + Rzz¯)F z¯z¯ + F z¯z¯(Bzz¯ + Rzz¯)]z¯, z¯〉.(2.31)
2.3.2. Reality conditions. In this part, we establish the reality property of the transformation
function F and the new perturbation P+.
Lemma 2.2. Assume P satisfies the following reality condition
(2.32) P(x, y, z, z¯; ξ) = P(x, y, z, z¯; ξ), ∀ (x, y, z, z¯, ξ) ∈ DR(s, r) × Π.
Let Rzz
i j
,Rzz¯
i j
,Rz¯z¯
i j
be the elements of the matrices Rzz,Rzz¯,Rz¯z¯ respectively. Then we have that, for
real x,
Rx(x) = Rx(x), Ry(x) = Ry(x), Rz(x) = Rz¯(x),
Rzz
i j
(x) = Rzz
ji
(x), Rzz
i j
(x) = Rz¯z¯
i j
(x), Rzz¯
i j
(x) = Rzz¯
ji
(x), Rzz¯
i j
(x) = Rzz¯
ji
(x),
Pyz(x) = Pyz¯(x), Pyzz(x) = Pyz¯z¯(x), Pzzz(x) = Pz¯z¯z¯(x), Pzzz¯(x) = Pz¯z¯z(x)
Proof. Taking n = 1 for example, we write
P(x, y, z, z¯; ξ) =
∑
s,t≥0
ps,tz
sz¯t,
where ps,t = p(x, y; ξ). It follows from the reality condition of P that
ps,t(x, y; ξ) = pt,s(x, y; ξ), ∀x ∈ Td, y ∈ Rd, ξ ∈ Π.
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Then
Rx(x) = P(x, y, 0, 0) = p0,0(x, 0; ξ) = p0,0(x, 0; ξ) = R
x(x).
For Rzz¯(x), we see that
Rzz¯ = ∂z∂z¯P|y=z=z¯=0 =
∑
s,t
stpstz
s−1z¯t−1
 |y=z=z¯=0 = p11(x, 0; ξ)
and hence
Rzz¯(x) = p11(x, 0; ξ) = p11(x, 0; ξ) = R
zz¯(x).
The remaining relationships can be verified similarly and are omitted. 
By (m.2) in the Iterative Lemma and the above lemma 2.2, we know that E is real for x ∈ Td,
y ∈ Rd and z, z¯ ∈ Cn.
Lemma 2.3. Suppose P satisfies the reality condition (2.32). If F in some sub-domainD(s′, r′)×
Π′ of D(s, r) × Π is the unique solution of the homological equations (2.13)-(2.18), then F
satisfies the reality condition:
(2.33) F(x, y, z, z¯; ξ) = F(x, y, z, z¯; ξ), ∀ (x, y, z, z¯, ξ) ∈ DR(s′, r′) × Π′.
Proof. Taking complex conjugation on both sides of (2.13), we see from Rx = Rx that F x is
also a solution to (2.13), which, by the uniqueness of solution, implies that F x = F x. For (2.14)
and (2.15), it then follows that E ′ = E . As a result, if (Fz, F z¯) solves (2.14)-(2.15), so does
(F z¯, Fz). Also by using the uniqueness assumption, we have Fz = F z¯. Similarly, we can show
Fy = Fy, Fzz = F z¯z¯. Consequently, the reality condition (2.33) of F holds true. 
Proposition 2.1. Under the assumption of Lemma 2.3, we have that the matrix B+ is self-
adjoint, i.e.,
BT+(x; ξ) = B+(x; ξ), ∀ x ∈ Td, ξ ∈ Π′.
Moreover, the new perturbation P+ satisfies the reality condition (2.32) on DR(s
′, r′) × Π′.
Proof. This is an immediate result of the reality property of P and F. 
2.3.3. Solutions of the homological equations. In this part, we establish several propositions to
solve the homological equations (2.13)-(2.18) in order.
Firstly, we solve the homological equation (2.13), which is very standard in the classical
KAM theory.
Proposition 2.2. (Solution of (2.13)) Under the assumptions of Lemma 2.1, there is a param-
eter set V (1) with mes (V (1)) < A−mτ such that for all ξ ∈ Π \ V (1), the Diophantine condition
holds
(2.34) |〈k, ω(ξ)〉| >
√
ǫ(1 + 2−m)
|k|τ , 0 , |k| ≤ N, k ∈ Z
d.
Then equation (2.13) has an analytic solution F x defined on Td
s(1)
× O(Π \ V (1), 10A−(m+1)C3 ).
Moreover, we have
sup
(x,ξ)∈Td
s(2)
×O(Π\V (1),8A−(m+1)C3 )
{
|F x|, |∂xF x, |∂ξF x|, |∂ξ∂xF x|
}
< ε1−.
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Proof. Recall that R̂x(0) = 0. Moreover,
|Rx| ≤ 2
∣∣∣∣∣∂P(x, 0, 0, 0)∂x
∣∣∣∣∣ . |XPlow| . ε
and thus supx∈Tds |ΓKRx| . ε. From (m.4.2) in the iterative lemma, there is
|〈k, ωm−1〉| >
√
ǫ(1 + 2−(m−1))
|k|τ , 0 , |k| ≤ A
m.
Then by |ω − ωm−1| < ǫ1/10m−1 in (m.1), we have
|〈k, ωm〉| ≥
√
ǫ(1 + 2−(m−1))
|k|τ − A
mǫ1/10
m−1 >
√
ǫ(1 + 2−m)
|k|τ
for all 0 , |k| ≤ Am. It remains to exclude the parameter ξ in
V (1) =
⋃
Am≤|k|≤Am+1
{
ξ ∈ Πm : |〈k, ω(ξ)〉| <
√
ǫ(1 + 2−m)
|k|τ
}
,
where |∂ξω| and |∂ξω−1| are uniformly bounded along the iterations. As a result, the total ex-
cluded measure
mes V (1) .
√
ǫ
∑
Am≤|k|≤Am+1
1
|k|τ < A
−mτ ≪ A−(log(m+1))C4 ,
which is allowed in the measure estimate in the iterative lemma. Moreover, the Diophantine
condition (2.34) remains valid on an 10A−(m+1)
C3 -neighborhood of Πm \ V (1) due to the fact that
A−(m+1)
C3 ≪ A−100τ(m+1). Using the Diophantine condition, the existence of the solution F x of
(2.13), as well as its estimates on derivatives, is well known in KAM theory. We omit the proof
here. 
Secondly, we solve the homological equations (2.14)-(2.15), by using some techniques from
the Craig-Wayne-Bourgain method. From Lemma 2.3, it suffices to solve (2.14) since F z¯ = Fz.
Proposition 2.3. (Solution of (2.14)-(2.15)) Under the assumptions of Lemma 2.1, there exists
a parameter set Π
(1)
+ ⊂ Π \ V (1) such that for all ξ ∈ Π(1)+ , equations (2.14)-(2.15) have a unique
solution (Fz, F z¯) with F z¯ = Fz, which admits analytic extension to Td
s(3)
×O(Π(1)+ , 8A−(m+1)C3 ) and
satisfies
sup
T
d
s(4)
×O(Π(1)+ ,6A−(m+1)
C3 )
{
|Fz|, |∂xFz|, |∂ξFz|, |∂ξ∂xFz|
}
< ε1−.
Moreover, Π
(1)
+ is the union of a family of disjoint intervals J
′ with |J ′| = A−(m+1)C3 . For each
J ′, there is a unique J ∈ Λm such that J ′ ⊂ J . The total removed set satisfies
mes (Π \ Π(1)+ ) <
1
3
A−(log(m+1))
C4
.
Proof. Due to Lemma 2.3, we only solve the homological equation (2.14) with E given by
(2.19)
∂ωF
z +
√
−1 ΓN(Ω + ΓNB(x) + ΓNRzz¯(x))Fz = ΓNE ,
which, by matching the components of the vector-valued functions, turns out to be
−
√
−1∂ωFzj + ΓNΩ jFzj + ΓN
∑
1≤r≤n
(ΓNB jr(x))F
z
r(x)) +
∑
1≤r≤n
(ΓNR
zz¯
jr
(x))Fzr(x)
 = −√−1ΓNE j
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for 1 ≤ j ≤ n. We are looking for solution Fz(x) with compact support in the Fourier modes
Fz
j
(x) =
∑
|k|≤N,k∈Zd
F̂z
j
(k)e
√
−1〈k,x〉.
Passing to the Fourier transformation, we then get
(2.35) (〈k, ω〉 + Ω j)F̂zj(k) +
∑
1≤r≤n
∑
|p|≤N,|k−p|≤N
(B jr + R
zz¯
jr
)∧(k − p)F̂zr(p) = −
√
−1Ê j(k),
where 1 ≤ j ≤ n, |k| ≤ N, k ∈ Zd and (·)∧(k) stands for the k-th Fourier coefficient of the
indicated function.
Thinking of F̂ as a vector defined on {1, · · · , n} × Zd, we write (2.35) in a matrix form. To
this end, we let
(2.36) T = D + S
where D is a diagonal matrix
D( j, k) = Ω j + 〈k, ω〉
and S is a non-diagonal matrix
S (( j, k), (r, p)) = (B jr + R
zz¯
jr
)∧(k − p).
We denote by TN and ÊN the restriction of the matrix T and the restriction of the vector Ê on
{1, · · · , n}×{k ∈ Zd : |k| ≤ N} respectively. With the notations introduced above, equation (2.35)
is equivalent to
(2.37) TN F̂
z = −
√
−1ÊN .
Then our goal is to establish the existence and the decay property of the inverse matrix of TN
(see (3.29)), which is also called the Green’s function estimate. Indeed, we have the following
results, whose proof is delayed to the next section.
Lemma 2.4. Under the assumptions of Lemma 2.1, there exists a parameter set Π
(1)
+ ⊂ Π \V (1)
such that for any ξ ∈ O(Π(1)+ , 10A−(m+1)C3 ), the inverse matrix GN = T−1N exists and satisfies
(2.38)
‖GN‖ < A(log N)C1 ,
|GN(x, y)| < e−(s−(log N)−8) |x−y| for |x − y| > (logN)C2 .
Moreover, Π
(1)
+ is the union of a family of disjoint intervals J
′ with |J ′| = A−(m+1)C3 . For each
J ′, there is a unique J ∈ Λm such that J ′ ⊂ J . The total removed set satisfies
mes (Π \ Π(1)+ ) <
1
3
A−(log(m+1))
C4
.
Now we apply Lemma 2.4 to solve (2.37) and then to prove Proposition 2.3. Recall the
definition of E in (2.19). Observe that Rz = ∂zP(x, 0, 0, 0), and it follows from Cauchy’s estimate
that
sup
x∈Tds
|Rz(x)| < r|XPlow| · r . ε.
Moreover, Pyz = ∂y∂zP(x, 0, 0, 0) and then
(2.39) sup
x∈Tds
|Pyz| ≤ 1
r
sup |∂yP(x, 0, z, 0)| < r|XPhigh| · r . ǫ.
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Combining with Proposition 2.2, we obtain
(2.40) |Ê (k)| . ε1−e−s2 |k|
for any k ∈ Zd.
Back to (2.37), we have
F̂z = −
√
−1GNÊN ,
F̂z(k) = −
√
−1
∑
|p|≤N,p∈Zd
GN(k, p)ÊN(p).
It then follows that
(2.41)
|F̂z(k)| ≤ε1−
∑
|k−p|≤(log N)C2
A(log N)
C1
e−s
(2) |p| + ε1−
∑
|k−p|>(log N)C2
e−(s−(log N)
−8)|k−p|e−s
(2)|p|
<ε1−(logN)CA(log N)
C1
es
(2)(log N)C2 e−s
(2) |k| + Cε1−e−s
(2) |k|
<ε1−e−s
(2)|k|.
Passing to the function Fz, we then have, for any x ∈ Td
s(3)
,
|Fz(x)| ≤
∑
k∈Zd
|F̂z(k)| · |e
√
−1〈k,x〉| < ε1−.
The remaining estimates for ∂xF
z, ∂ξF
z and ∂ξ∂ξF
z follow from the Cauchy’s estimate by using
the fact that (m + 1)2 ≪ A(m+1)C3 ≪ (1/ε)0+. This completes the proof of Proposition 2.3. 
Thirdly, we solve the homological equation (2.16), which is similar to that of (2.13). To begin
with, we need to estimate R defined by (2.20). Observe that Ry = ∂yP(x, 0, 0, 0) and it follows
from Cauchy estimate that
sup
x∈Tds
|Ry(x)| < r|XPlow| · r < ε
Moreover, Pyy = ∂2yyP(x, 0, 0, 0) and
sup
x∈Tds
|Pyy(x)| ≤ 1
r2
sup |∂yP(x, 0, 0, 0)| ≤ r|XPhigh| ≤ ǫ.
Then we see from (2.39), Proposition 2.2 and Proposition 2.3 that
(2.42) sup
x∈Td
s(4)
|R | < ε1−.
Recalling the frequency shift induced by the unsolved term R̂(0), we have
(2.43) |ω+ − ω| = |R̂(0)| < ε1−.
Proposition 2.4. (Solution of (2.16)) Under the assumptions of Lemma 2.1, equation (2.16)
has an analytic solution Fy defined on Td
s(5)
×O(Π(1)+ , 6A−(m+1)C3 ) satisfying
sup
(x,ξ)∈Td
s(6)
×O(Π(1)+ ,4A−(m+1)
C3 )
{
|Fy|, |∂xFy, |∂ξFy|, |∂ξ∂xFy|
}
< ε1−.
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Finally, we solve the homological equations (2.17)-(2.18), which are essentially the same
to (2.14)-(2.15). To begin with, we need to estimate S and S ′ defined in (2.21) and (2.22)
respectively. From the estimates of F x, Fz, F z¯, it is easy to see
(2.44) sup
x∈Td
s(6)
{|S |, |S ′|} . ε1−.
Proposition 2.5. (Solution of (2.17)-(2.18)) Under the assumptions of Lemma 2.1, there exists
a parameter set Π
(2)
+ ⊂ Rd such that for all ξ ∈ Π+ = Π(1)+ ∩ Π(2)+ , equations (2.17)-(2.18)
have a unique solution (Fzz, F z¯z¯) with F z¯z¯ = Fzz, which admits analytic extension to Td
s(7)
×
O(Π+, 6A
−(m+1)C3 ) and satisfies
sup
T
d
s(8)
×O(Π+,4A−(m+1)C3 )
{
|Fzz|, |∂xFzz|, |∂ξFzz|, |∂ξ∂xFzz|
}
< ε1−.
Moreover, Π
(2)
+ is the union of a family of disjoint intervals J
′ with |J ′| = A−(m+1)C3 . For each
J ′, there is a unique J ∈ Λm such that J ′ ⊂ J . The total removed set satisfies
mes (Π \ Π(2)+ ) <
1
3
A−(log(m+1))
C4
.
Proof. Note that the unknown function Fzz is of matrix value, i.e., Fzz(x) = (Fzz
i j
(x))1≤i, j≤n.
Writing equation (2.17) into components yields
(2.45)
∂ωF
zz
i j
+
√
−1
ΓN(Ωi + Ω j)Fzzi j + ΓN
n∑
p=1
ΓN(B
zz¯
ip
+ Rzz¯
ip
)Fzz
p j
+ Fzz
ip
ΓN(B
zz¯
p j
+ Rzz¯
p j
)
 = ΓNSi j.
Let
j = (i, j), Ωj = Ωi + Ω j, 1 ≤ i, j ≤ n,
and hence j is an index taking n2 many values. Then (2.45) is equivalent to
(2.46) ∂ωF
zz
j
+
√
−1ΓNΩjFzzj +
√
−1
∑
j′
ΓN(B
zz¯
jj′ + R
zz¯
jj′)F
zz
j′ = ΓNSj,
where j′ = (i′, j′),
Bzz¯
jj′ =

Bzz¯
ii′ , for j
′ = j, i′ , i,
Bzz¯
j′ j, for j
′
, j, i′ = i,
Bzz¯
ii
+ Bzz¯
j j
, for j′ = j, i′ = i,
0, otherwise,
and Rzz¯
jj′ =

Rzz¯
ii′ , for j
′ = j, i′ , i,
Rzz¯
j′ j, for j
′
, j, i′ = i,
Rzz¯
ii
+ Rzz¯
j j
, for j′ = j, i′ = i,
0, otherwise.
We look for solution Fzz
j
(x) of (2.46) in the following form
Fzz
j
(x) =
∑
|k|≤N,k∈Zd
F̂zz
j
(k)e
√
−1〈k,x〉.
Expanding (2.46) into Fourier series and matching the coefficients yield
(2.47) (〈k, ω〉 + Ωj)F̂zzj (k) +
∑
j′
∑
k′∈Zd ,|k′ |≤N,
|k−k′ |≤N
(Bjj′ + R
zz¯
jj′)
∧(k − k′)F̂zz
j
(k′) = −
√
−1 Ŝj(k).
where k ∈ Zd and |k| ≤ N.
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Writing further (2.47) into a matrix equation like (2.37), we obtain an essentially same matrix
TN except the difference between the finite index j and j. Note also the fact that Ωj = Ωi + Ω j
with j = (i, j) andΩj never vanishes. Therefore, forGN defined on {j = (i, j) : 1 ≤ i, j ≤ n}×{k ∈
Z
d : |k| ≤ N}, we are also able to establish the Green’s function estimate like Proposition 2.3
and obtain the desired parameter set Π
(2)
+ .
The remaining estimate of Fzz is the same to that of Fz and we omit it here. 
Let Πm+1 = Π+ = Π
(1)
+ ∩Π(2)+ . One easily finds that Πm+1 satisfies ((m+ 1).4). See Remark 3.1
for more details.
2.3.4. The estimate of new error. Now we are at the stage of estimating the new terms after the
symplectic transformation, which are given in (2.23) and (2.25)-(2.30). The majority of them
arise from the remaining terms after the truncation.
For ω+, it follows from (2.43) that
|ω+ − ω| = |∆ω| < ε1−.
For B+, we have
B+ − B = Rzz¯ − {E, F}zz¯ − {Phigh, F}zz¯
in which, for |Imx|∞ ≤ s,
|Rzz¯(x)| = |∂zz¯P(x, 0, 0, 0)| ≤ 1
r
sup
D(s,r)
|∂z¯Plow(x, 0, z, 0)| . ε.
It then follows from Proposition 2.4 that
sup
|Imx|∞<s(6)
|{E, F}zz¯| ≤ sup
|Imx|∞<s(6)
|∂xB + ∂xRzz¯| · |Fy| . ε1−(m + 1)2 < ε1−.
Similarly, we obtain supx∈Td
s(4)
|{Phigh, F}zz¯| < ε1− and then we have
sup
|Imx|∞≤s(6)
|B+(x) − B(x)| < ε1−,
and
sup
|Imx|∞≤s(6)
|B+(x)| ≤ sup |Bl∗ | +
m+1∑
l=l∗
sup |Bl − Bl−1| . ǫ.
Next we estimate (2.25)-(2.30). Obviously, using [15, Lemma A.2], we have
sup
x∈Td
s(2)
,α∈{0,1}
∣∣∣∂αx [(1 − ΓN)Rx]∣∣∣ . Nd(s − s(2))C e−N(s−s(2)) sup
T
d
s
|Rx| < 1
100
A−(
4
3
)m+1 =
1
100
ε4/3
provided A ≫ 1. For P` defined in (2.11), we have
sup
D(s(10),r(10))
{
|P`|, |∇P`|
}
. ε2−(m + 1)C <
1
100
ε4/3.
where ∇P` = (∂xP`, ∂yP`, ∂zP`, ∂z¯P`). For (2.26), we see from (2.40) that
(2.48) sup
x∈Td
s(4)
,α∈{0,1}
∣∣∣∂αx [(1 − ΓN)E ]∣∣∣ . Nde−N(s(2)−s(4)) ε1−(s(2) − s(4))C < 1100ε4/3.
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Estimate (2.48) still holds when replacing E by E ′. By (2.42), (2.44) we get
sup
x∈Td
s(8)
,α∈{0,1}
{|∂αx [(1 − ΓN)R]|, |∂αx [(1 − ΓN)S ]|, |∂αx [(1 − ΓN)S ′]|} < 1100ε4/3,
which controls (2.28) and (2.29).
For (2.27), we see that
(1 − ΓN)((B + Rzz¯)Fz) =
∑
|k|≥N
((B + Rzz¯)Fz)∧(k)e
√
−1〈k,x〉.
Since Bl(x) and R
zz¯
l
(x) = ∂z¯∂zP
low
l
(x, 0, 0, 0) are analytic in x ∈ Tdsl , we have
(2.49) |B̂l(k)| . ǫe−sl |k|, |R̂zz¯(k)| <
1
rl
sup
D(sl ,rl)
|∂zPl|e−sl |k| < εle−sl |k|.
It follows from (2.49) and (2.41) that
|((B + Rzz¯)Fz)∧(k)| =|
∑
|p|≤N
(B + Rzz¯)∧(k − p)F̂z(p)|
.
∑
|p|≤N,p∈Zd
(ǫ + ε)e−s|k−p|ε1−e−s
(4) |p| < ε1−e−s
(4) |k|.
Then
sup
|Imx|∞≤s(6)
|(1 − ΓN)[(B + Rzz¯)Fz]| < ε1−
∑
|k|≥N
e−s
(4) |k|es
(6) |k|
. ε1−Nde−(s
(4)−s(6))N <
1
100
ε4/3.
With the margins in our estimate, we further have
sup
|Imx|≤s(6) ,α∈{0,1}
{
|∂αx [(1 − ΓN)((B + Rzz¯)Fz)]|, |∂αx [(1 − ΓN)((B + Rzz¯)F z¯)]|
}
<
1
100
ε4/3.
The estimate of (2.30)-(2.31) is the same to that of (2.27) and reads
sup
|Imx|≤s(10) ,α∈{0,1}
 |∂
α
x [(1 − ΓN)((Bzz¯ + Rzz¯)Fzz + Fzz(Bzz¯ + Rzz¯))]|,
|∂αx [(1 − ΓN)((Bzz¯ + Rzz¯)F z¯z¯ + F z¯z¯(Bzz¯ + Rzz¯))]|
 < 1100ε4/3.
Note that
Plow+ = P`
low + (2.25) + (2.26) + · · · + (2.31),
and
P
high
+ = P
high + P`high + {Phigh, F}high.
Take
ε+ = ε
4/3 = A−(
4
3
)m+1 , s+ = sm+1, r+ = rm+1, O+ = O(Π+, A
−(m+1)C3 ).
We obtain from the above analysis that
r+|XPlow+ |D(s+,r+)×O+ < ε+
and
r+|XPhigh+ |D(s+ ,r+)×O+ . ǫ.
The transformation Φ = Xt
F
|t=1 is also close to the identity in the sense that
r+|Φ − id|D(s+,r+) < ε1/3
since supD(s+,r+) |∇F | < ε1−.
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2.4. Proof of the main Theorem 1.1. Let the constant A be sufficiently large. In the proof of
the iterative lemma, we take extensively advantage of the largeness of the iteration step l. As a
result, it suffices to start the iteration from l = l∗, l∗ = l∗(ǫ) ≫ 1 (independent of the iterations)
instead of l = 0.
We then need to verify the induction statements at l = l∗. Recall our imposition (2.6) in the
first step
Hl∗ = H0, Pl∗−1 = Pl∗ = P0, Bl∗ = Bl∗−1 = 0, Πl∗−1 = Π0, sl∗ = s0, rl∗ = r0, ωl∗ = ωl∗−1 = ω0.
Obviously, the statements (l∗.1), (l∗.2) and (l∗.3) hold. It suffices to find the set Πl∗ such that the
statement (l∗.4) holds, which can essentially be described by the Diophantine condition and the
first Melnikov condition. The construction of the set Πl∗ is given below.
We first pave the set Πl∗−1 = Π0 into a Λ˜ family of disjoint intervals of diameter A
−lC3∗ , i.e.,
Π0 = ∪J ∈Λ˜J with |J | = A−l
C3∗ for each J ∈ Λ˜. If there exists some ξ0 ∈ J such that
(2.50) |〈k, ω0(ξ0)〉| >
√
ǫ(1 + 2−(l∗−1))|k|−τ
violates for some |k| ≤ Al∗ , then for any ξ ∈ J , there is
|〈k, ω0(ξ)〉| ≤
√
ǫ(1 + 2−(l∗−1))|k|−τ +CAl∗A−lC3∗ < 2√ǫ(1 + 2−(l∗−1))|k|−τ
Let
Λ
(1)
l∗
= {J ∈ Λ˜ : (2.50) holds for all ξ ∈ J and all 0 , |k| ≤ Al∗},
and one easily sees from the twist condition in Assumption B that
(2.51) mes

⋃
J ∈Λ˜\Λ(1)
l∗
J
 . √ǫ.
Next we consider the matrix Tl∗−1 = Dl∗−1 + S l∗−1 with
Dl∗−1( j, k) = Ω j + 〈k, ω0〉
and S l∗−1(( j, k), ( j
′, k′)) = P̂zz¯
0; j j′ (k − k′) since Bl∗−1 = 0 (see (2.2)-(2.4)). To describe the first
Melnikov’s condition, we take
Λ
(2)
l∗
= {J ∈ Λ˜ :|〈k, ω0(ξ)〉 + Ω j| >
√
ǫ|k|−τ
holds for all 1 ≤ j ≤ n, |k| ≤ Al∗ and all ξ ∈ J }.
For ξ ∈ ∪J ∈Λ(2)
l∗
J , there is
(2.52) |Dl∗−1( j, k)|−1 ≤ Aτl∗ǫ−1/2
and hence the diagonal matrix ‖D−1
l∗−1‖ ≤ Aτl∗ǫ−1/2. Observing that ‖S l∗−1‖ . ǫ, we obtain from
the Neumann series that the inverse matrix Gl∗−1;Al∗ of Tl∗−1;Al∗ satisfies
(2.53) ‖Gl∗−1;Al∗‖ ≤ 2Aτl∗ǫ−1/2 < Al
C1∗
if we take l∗ = l∗(ǫ) ∼ logA 1ǫ (more precisely, Aτl∗ = ǫ−1/3). Moreover, there is
(2.54) |Gl∗−1;Al∗ (k, k′)| < e−s0 |k−k
′ |, for |k|, |k′| ≤ Al∗ .
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Similarly, letting
Λ
(3)
l∗
= {J ∈ Λ˜ :|〈k, ω0(ξ)〉 + Ω j1 + Ω j2 | >
√
ǫ |k|−τ
holds for all 1 ≤ j1, j2 ≤ n, |k| ≤ Al∗ and for all ξ ∈ J },
we have (2.53) and (2.54) hold on ∪J ∈Λ(3)
l∗
J when replacing Gl∗−1;Al∗ by Gl∗−1;Al∗ . There is also
the measure estimate as that in (2.51) for Λ
(2)
l∗
and Λ
(3)
l∗
, which implies
mes

⋃
J ∈Λ˜\(Λ(1)
l∗ ∩Λ
(2)
l∗ ∩Λ
(3)
l∗ )
J
 . √ǫ < A−(log l∗)C4 .
Then, taking
Πl∗ =
⋃
J ∈Λ(1)
l∗ ∩Λ
(2)
l∗ ∩Λ
(3)
l∗
J ,
we obtain the desired parameter set in the statement (l∗.4). This verifies the first step of the
iteration in the Iterative Lemma.
Letting Π∞ = ∩l≥l∗Πl, the convergence of the iteration on the uniform domain D( s02 , r02 )×Π∞
is standard and we omit the details. 
3. Green’s function estimate
This section is devoted to the proof of Lemma 2.4. in which, for simplicity, we have dropped
the iterative subscript m for some expressions. For reader’s convenience, we recall and explain
some notations at the beginning.
Recall that
ε = A−(
4
3
)m , N = Am+1, Π = Πm =
⋃
J ∈Λm
J , (r, s) = (rm, sm), ω = ωm.
The matrix T = Tm in Lemma 2.4 (depending on the m-th iteration) is defined by
T = D + S , D = Dm, S = S m,
where the diagonal matrix
(3.1) Dm( j, k) = Ω j + 〈k, ωm〉
and non-diagonal matrix
(3.2) S m(( j, k), ( j
′, k′)) = (Bm; j j′ + R
zz¯
m; j j′)
∧(k − k′),
with (·)∧(k) being the k-th Fourier coefficient of the associated function. In what follows, we
shall also consider those matrices depending on the l-th iteration. To make a distinction, we
recall (2.2)-(2.4) that
(3.3) Tl = Dl + S l, l∗ ≤ l ≤ m,
where Dl and S l are defined by (3.1) and (3.2) upon replacing m by l, respectively.
For any set U ⊂ Zd, we denote by Tl;U the restriction of Tl on {1, · · · , n} ×U. For any integer
M > 0, we write Tl;M = Tl;[−M,M]d∩Zd by some abuse of notation. As a result, TN = Tm;N in
Lemma 2.4 denotes the restriction of Tm on {1, · · · , n} × ([−Am+1, Am+1]d ∩ Zd). Our goal in this
section is to construct and control the inverse of the matrix TN , i.e., to establish the Green’s
function estimate for TN .
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By the definition of S l in (3.2) (replacing m by any l∗ ≤ l ≤ m), one readily sees that S l is a
Toeplitz matrix with respect to the indices k, k′ in Zd, i.e.,
(3.4) S l(( j, k + p), ( j
′, k′ + p)) = S l(( j, k), ( j
′, k′))
for any p ∈ Zd. Moreover, since Bl(x) and Rzz¯l (x) = ∂z¯∂zPlowl (x, 0, 0, 0) are analytic in x ∈ Tdsl ,
we have
|B̂l(k)| . ǫe−sl |k|, |R̂zz¯(k)| < 1
rl
sup
D(sl ,rl)
|∂zPlowl |e−sl |k| < εle−sl |k|.
Consequently, the matrix S l enjoys the off-diagonal exponential decay
(3.5) |S l(( j, k), ( j′, k′))| . ǫe−sl |k−k′ |.
Throughout the proof of Lemma 2.4, one easily finds that the spatial indices j, j′ play seldom
role in establishing the Green’s function estimate, except those estimates involving absolute
constants depending only on n. For that reason, we omit the finite indices and write S (k, k′) =
S (( j, k), ( j′, k′)) for simplicity.
Now we give an outline of the construction and estimate of the Green’s function GN = T
−1
N
.
By the Iterative Lemma, we are able to obtain the Green’s function estimates for GK with
K ∼ (logN)C . Then we shall apply the large deviation estimate to establish the Green’s function
estimate for all Gk0+[−M0 ,M0]d with K/2 ≤ k0 ≤ N and M0 ∼ (logN)C , in which parameter
exclusion should be taken care of by the semialgebraic sets arguments. Finally, we employ a
coupling lemma with two scales (K and M0) to prove (3.29) for GN , in which one should be
careful on the loss of the decay rate.
Due to the rapid convergence of the Newton iteration, we can study those suitable matrices
Tl with l < m and work out the Green’s function estimate for them. Then GK and Gk0+[−M0 ,M0]d
can be derived directly from Gl;K and Gl′;k0+[−M0 ,M0]d by employing the Neumann series.
We organize this section as follows. In subsection 3.1, we give some auxiliary lemmas,
which are frequently used in this section. In subsection 3.2, we employ the large deviation
theorem and the multiscale analysis method to establish the estimate of the Green’s function
Gσ
M0
. In subsection 3.3, we employ the semialgebraic set method to give the measure estimate
and obtain the desired parameter Πm+1 in the Iterative Lemma. Finally, we apply the coupling
lemma to prove the estimate of the Green’s function GN , which completes the proof of Lemma
2.4.
3.1. Preliminary. We first give a quantitative lemma here based on the Neumann series, which
is frequently used throughout this section. It is worthy mentioning that the matrixT , the integer
N and ǫ in Lemma 3.1 are arbitrary and independent of the KAM iterations.
Lemma 3.1. Let U ⊂ Zd satisfy the diameter |U | = N > 0 and let T ,T ′ be two linear operators
on ℓ2(Zd). Denote TU = RUTRU with RU being the restriction operator on U. Let further α > 0,
ρ > 0 and 0 < b < θ < 1.
Assume the following properties hold.
(i) GU = T −1U admits the Green’s function estimate
‖GU‖ ≤ eNb ,
|GU(x, y)| ≤ e−α|x−y| for |x − y| > N θ.
(ii) For all x, y ∈ U,
|(T ′U − TU)(x, y)| ≤ ǫe−ρ|x−y|
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Then, if ǫ < e−4ρN
θ
, we have
‖G′U‖ ≤ 2‖GU‖,
|T ′U(x, y)| ≤ 2e−(α∧ρ)|x−y| , for |x − y| > N θ,
where α ∧ ρ = min{α, ρ}.
Proof. It is easy to see T ′U = TU(Id + GU(T ′U − TU)) and we write
∆ = GU(T ′U − TU).
Then by assumptions, ‖∆‖ ≤ 1/2, which together with Neumann series argument implies
‖G′
U
‖ ≤ 2‖GU‖. For any integer s ≥ 1, we compute
∆s(x, y) =
∑
k1,··· ,ks−1∈U
∆(k0, k1)∆(k1, k2) · · ·∆(ks−1, ks)
=
∑
k1,··· ,ks−1 ,l0,··· ,ls−1∈U
s−1∏
j=0
GU(k j, l j)(T ′ − T )(l j, k j+1),
where k0 = x and ks = y. If |k j − l j| > N θ, there is
|GU(k j, l j)| · |(T ′ − T )(l j, k j+1)| < ǫe−(α∧ρ)|k j−k j+1 |,
and if |k j − l j| ≤ N θ, there is
|GU(k j, l j)| · |(T ′ − T )(l j, k j+1)| < ǫeNb+ρNθ−ρ|k j−k j+1 |.
It follows from ǫ < e−4ρN
θ
that
|∆s(x, y)| < (CN)2dsǫ ses(Nb+ρNθ)e−ρ|x−y| < e−2ρNθ se−ρ|x−y|
and thus ∣∣∣∣∣∣∣
∞∑
s=1
∆s(x, y)
∣∣∣∣∣∣∣ < 2e−2ρNθe−ρ|x−y|.
Finally, for any x, y ∈ U we have
|G′U(x, y)| <|GU(x, y)| +
∑
l∈U
|
∞∑
s=1
∆s(x, l)| · |GU(l, y)|
<|GU(x, y)| +
∑
l∈U,|l−y|>Nθ
|
∞∑
s=1
∆s(x, l)| · |GU(l, y)|
+
∑
l∈U,|l−y|≤Nθ
|
∞∑
s=1
∆s(x, l)| · |GU(l, y)|
<|GU(x, y)| + (CN)de−2ρNθe−ρ|x−y| + (CN)de−2ρNθeNb+ρNθe−ρ|x−y|
<|GU(x, y)| + 1
10
e−ρ|x−y|.
As a result, whenever |x − y| > N θ,
|G′U(x, y)| < 2e−(α∧ρ)|x−y| .
This completes the proof. 
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Next we describe quantitatively the variation of Tl, which enables us to apply Lemma 3.1 in
what follows.
Lemma 3.2. Let l∗ ≤ l < l′ ≤ m and consider the linear operator Tl, Tl′ defined in (3.3). Let
further T = Tl;Al′ and T
′ = Tl′;Al′ be the restriction of Tl, Tl′ on [−Al′ , Al′]d. Then, we have
|(T ′ − T )(k, k′)| . Al′ · ǫ1/10
l
exp(−sl′ |k − k′|).
Proof. By definition we have
(Tl′ − Tl)(k, k′) = 〈ωl′ − ωl, k〉 · δkk′ + (Bl′ − Bl)∧(k − k′) + (Rzz¯l′ − Rzz¯l )∧(k − k′),
where δkk′ equals to one if k = k
′ and vanishes otherwise. By the Iterative Lemma, there is
|ωl′ − ωl| . ǫ1/10l .
Moreover,
Bl′ − Bl =
l′−1∑
r=l
Rzz¯r + {Nr, Fr}zz¯ + {Phighr , Fr}zz¯
and
Rzz¯
l′ − Rzz¯l = ∂zz¯Plowl′ (x, 0, 0, 0) − ∂zz¯Plowl (x, 0, 0, 0).
The property rl|XPlow
l
|D(sl ,rl) < ǫl ensures
sup
x∈Tdsl′
|Rzz¯
l′ (x) − Rzz¯l (x)| . ǫl.
Since Rzz¯
l
= ∂zz¯P
low
l
(x, 0, 0, 0), there is also
sup
x∈Tdsl
|Rzz¯
l
(x)| . ǫl.
and
sup
x∈Td
s
(1)
l
∣∣∣{El, Fl}zz¯(x) + {Rhighl , Fl}zz¯(x)∣∣∣ . ǫ1/3l (l + 1)C < ǫ1/4l .
Hence
sup
x∈Td
l′
|Bl′(x) − Bl(x)| < ǫ1/10l
and the conclusion follows. 
We finally cite here a decomposition lemma in [6, Lemma 9.9].
Lemma 3.3. Let S ⊂ [0, 1]2n be a semi-algebraic set of degree B and mes2n(S) < η, log B ≪
log 1
η
. We denote (ω, x) ∈ [0, 1]n × [0, 1]n the product variable. Fix ǫ > η 12n . Then there is a
decomposition
S = S1 ∪ S2,
S1 satisfying
|ProjωS1| < BCǫ
and S2 satisfying the transversality property
mesn(S2 ∩ L) < BCǫ−1η 12n
for any n-dimensional hyperplane L such thatmax0≤ j≤n−1 |ProjL(e j)| < 1100ǫ (we denote (e0, · · · , en−1)
the ω- coordinate vectors.)
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3.2. Estimate of Gσ
M0
. In this part, our goal is to establish the following type of Green’s func-
tion estimate
(3.6)
‖GU(k0)‖ < eM
b
0 ,
|GU(k0)(k, k′)| < e−α
′′ |k−k′ | for |k − k′| > Mθ0,
for all TU(k0) with K/2 ≤ |k0| ≤ N, where 0 < b < θ < 1, α′′ > 0 is to be specified, U(k0) =
k0 + [−M0,M0]d and
M0 = (logN)
C0 , logK = (logM0)
C7 .
As mentioned before, we shall work on some Tl0;U(k0) with l0 < m rather than on Tm;U(k0)
directly, due to the rapid convergence of the Newton iteration. This can be resolved by a simple
application of Neumann series (see Lemma 3.1). Indeed, choosing
(3.7) l0 = C8 logM0, with C8 >
1 + log 10
log 4
3
,
we see from Lemma 3.2 that
|TU(k0)(k, k′) − Tl0;U(k0)(k, k′)| . ǫ1/10l0 · N exp(−s|k − k
′|), s = sm.
Suppose (3.6) is valid for Gl0;U(k0), then, by verifying
ǫ1/10
l0
· N < ǫ1/20
l0
<
1
100
e−M
θ
0 ,
it follows from Lemma 3.1 that Green’s function estimate (3.16) also holds for GU(k0) up to a
constant multiplication. To this end, we shall establish (3.6) for Gl0;U(k0) in what follows.
Recalling the Toeplitz property (3.4) for Tl, l∗ ≤ l ≤ m, we denote
(3.8) Tσl = D
σ
l + S l,
where S l is defined in (3.2) (replacing m by l) and D
σ
l
takes the form of
Dσl ( j, k) = σ + 〈k, ωl〉 + Ω j, 1 ≤ j ≤ n, k ∈ Zd.
Observe by the Toeplitz property that
Tl0;U(k0) = T
σ=0
l0;U(k0)
= T
σ=〈k0 ,ωl0 〉
l0;M0
.
Then it suffices to establish the Green’s function estimate of Tσ
l0;M0
for
σ ∈ {〈k, ωl0〉 : K/2 ≤ k ≤ N}.
The lemma below is the core of our analysis in this part, which is independent of the Iterative
Lemma and whose proof is delayed to the appendix. To formulate it, we need to introduce the
elementary regions. An elementary region is defined to be a set U of the form
U = R \ (R + z)
where z ∈ Zd is arbitrary and R is a block in Zd, i.e.,
R = {y = (y1, · · · , yd) ∈ Zd : yi ∈ [xi − Mi, xi + Mi], i = 1 · · · , d}.
The diameter of an elementary region U is denoted by |U |. The set of all elementary regions of
diameter M is denoted by ER(M). The class of elementary regions consists of d-dimensional
rectangles, L-shaped regions and (d − 1) -dimensional rectangles with normal vector parallel to
the axis.
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Lemma 3.4. Consider the matrix T σ = Dσ + S, where σ ∈ R and Dσ is a diagonal matrix
with
Dσ( j, k) = 〈k,ω〉 + σ + Ω j, 1 ≤ j ≤ n, k ∈ Zd,
and we omit the finite index j for simplicity. Let N
0
,N0 = NC0 be sufficiently large and let the
various constants below satisfy
0 < β≪ 1, 1 − β
10
< b < θ < 1, α0 > 0, ρ > 0.
Assume the following properties hold.
(i) The matrix S satisfies the Toeplitz property with respect to the k-index and
|S(x, y)| < ǫe−ρ|x−y|, x , y.
(ii) The frequency ω satisfies Diophantine condition
|〈k,ω〉| > ν|k|τ , 0 , k ∈ Z
d, 0 < ν < 1, τ > d + 1.
(iii) For any N
0
< N0 < N0 and any elementary region U0 ∈ ER(N0), the Green’s function
estimate
(3.9)
‖GσU0‖ < eN
b
0 ,
|GσU0(x, y)| < e−α0 |x−y|, for |x − y| > N θ0 ,
holds for all σ except in a set E0(U0) of measure at most e
−Nβ3
0 .
Then for any large N > N0 and any elementary region U ∈ ER(N), the Green’s function
estimate
(3.10)
‖GσU‖ < eN
b
,
|GσU(x, y)| < e−α|x−y|, for |x − y| > N θ
holds for all σ ∈ R outside of a set E = E (U) with
mes (E ) < e−N
β3
,
where α > (α0 ∧ ρ) − (logN0)−8.
Now we apply Lemma 3.4 to prove the following induction statements.
Proposition 3.6. Under the assumptions of Lemma 2.1, we consider a family of matrices Tσ
l
defined by (3.8). Let q(l) =
log 4
3
2 log A
l. Then for all l∗ ≤ l ≤ m and any elementary region U ∈
ER(Aq(l)), there is
(3.11)
‖Gσl;U‖ < eA
q(l)b
,
|Gσl;U (k, k′)| < e−α
′(l)|k−k′ |, for |k − k′| > Aq(l)θ,
for all σ except in a set El = El(U) with mes (El) < e
−Aq(l)β3 , where α′(l) > sl+1.
Proof. We prove the proposition by the method of inductions on l. The initial steps (l∗ ≤ l ≤ lC∗ )
are essentially a direct application of the Neumann series provided the perturbation is small
enough and we omit it. See also the similar arguments in subsection 2.4.
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Assume by induction that the property (3.11) holds with l < m. We need to establish (3.11)
for l + 1 and any U ∈ ER(Aq(l+1)). Observe first by similar computations in Lemma 3.2 that, for
any V ∈ ER(Aq(l)), there is
|(Tσl+1;V − Tσl;V )(k, k′)| < ǫ1/20l exp(−sl+1|k − k′|).
Since ǫ1/20
l
= A−(
4
3 )
l 1
20 < e−A
bq(l)
holds with large A, it follows from Lemma 3.1 that
‖Gσl+1;V‖ < e−A
q(l)b
,
|Gσl+1;V (k, k′)| < e−sl+1 |k−k
′ | for |k − k′| > Aq(l)θ,
essentially holds for all σ except in a set El with mes (El) < e
−Aq(l)β3 . Now we apply Lemma 3.4
by taking
T σ = Tσl+1, N = Aq(l+1), N0 = Aq(l), ρ = sl+1, ω = ωl+1.
Then we obtain (3.11) for l + 1 with α′(l + 1) > sl+1 − (logAq(l))−8 > sl+2. This completes the
proof of the induction statements. 
Recall that l0 and M0 are fixed in (3.7) (depending on N). Back to T
σ
l0;M0
, we have
Proposition 3.7. Under the assumption of the Iterative Lemma 2.1, we have
(3.12)
‖Gσl0;M0‖ < eM
b
0 ,
|Gσl0;M0(k, k′)| < exp(−α′′|k − k′|) for |k − k′| > Mθ0.
except for all σ ∈ R outside of a set EM0 with mes (EM0) < e−M
β3
0 , where α′′ > s and 0 < β ≪ 1.
Proof. For fixed l0 = l0(N) ∼ log(m + 1), we define N0, l0′ and l0 in order as follows
(3.13) N0 = 2 exp(l1/40 ), N0 = Al0
′
, l0 =
2 logA
log 4
3
l′0 ∼ logN0.
By Proposition 3.6, for l0 ∼ (log(m + 1))1/4 and N0 satisfying (3.13), there is, for any U0 ∈
ER(N0), the estimate
(3.14)
|Gσl0;U0 | < eN
b
0 ,
|Gσl0;U0(k, k′)| < e−α
′(l0)|x−y|, for |k − k′| > N θ0
holds for all σ except in a set EN0 with mes (EN0) < e
−Nβ3
0 , where α′(l0) > sl0+1. It then follows
from Lemma 3.1 that the Green’s function estimate (3.14) essentially holds when replacing
Gσ
l0;U0
by Gσ
l0;U0
, since ǫl0e
Nθ
0 = A−(
4
3
)
l0 · eA
θl′
0
< 1. By (l0.4.2) in the Iterative Lemma, we have
(3.15) |〈k, ωl0(ξ)〉| >
ν
|k|τ , 0 , |k| ≤ M0, k ∈ Z
d,
where ν ∼ √ǫ and τ > d + 1. Taking
T σ = Tσl0 , N = M0, ρ = sl0 , ω = ωl0(ξ),
and applying Lemma 3.4, we have
(3.16)
‖Gσl0;M0‖ < eM
b
0 ,
|Gσl0;M0(k, k′)| < exp(−α′′|k − k′|) for |k − k′| > Mθ0,
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except for all σ ∈ R outside of a set EM0 with mes (EM0) < e−M
β3
0 , where
α′′ = (α′ ∧ sl0) − (logN0)−8 > sl0 − (logN0)−8 > sm1/10 > s = sm.
This completes the proof. 
3.3. Elimination of σ and measure estimate. In this part, we shall eliminate the additional
parameter σ and establish the Green’s function estimates for all Gl0;U(k0) with K/2 ≤ |k0| ≤ N
andU(k0) = (k0+[−M0,M0]d)∩Zd. This requires a further parameter exclusion, whose measure
is estimated by the decomposition theorem for semialgebraic sets. For that reason, we need to
give a semialgebraic description for the breakdown of the Green’s function estimate. The main
result in this part is presented below.
Lemma 3.5. Under the assumption of Lemma 2.1, there exists a measurable set Π
(1)
+ ⊂ Rd such
that for all ξ ∈ O(Π(1)+ , A−(m+1)C3 ) there is
(3.17)
‖Gl0;U(k0)‖ < eM
b
0 , 0 < b < 1,
|Gl0;U(k0)(k, k′)| < e−s|k−k
′ |, for |k − k′| > Mθ0,
for all K/2 ≤ |k0| ≤ N. Moreover, Π(1)+ is the union of a family of disjoint intervals J ′ with
|J ′| = A−(m+1)C3 . For each J ′, there is a unique J ∈ Λm such that J ′ ⊂ J . The total
removed set satisfies
mes (Π \ Π(1)+ ) <
1
3
A−(log(m+1))
C4
.
Remark 3.1. In the proof of Lemma 3.5, we shall pave Π into a collection of intervals of
diameter A−(m+1)
C3 , with the shrunken parameter set Π
(1)
+ ⊂ Π being a sub-collection. When
solving (2.17)-(2.18) by the same method, we would obtain another set Π
(2)
+ which is also a sub-
collection of the A−(m+1)
C3 -intervals paving Π. Then we obtain the desired set Π+ = Π
(1)
+ ∩ Π(2)+ ,
which satisfiesmes (Π\Π+) < A−(log(m+1))C4 . Moreover,Π+ is aΛ+ collection of disjoint A−(m+1)C3 -
intervals. For each J ′ ∈ Λ+, there is a unique J ∈ Λ such that J ′ ⊂ J .
Proof.We divide the proof into three steps. Step one is devoted to the truncation of parameters
in the Green’s function estimate, which enables us to make a semialgebraic description. Step
two is devoted to the elimination of the additional parameter σ. Step three is devoted to the
construction of the desired parameter set and establishing the associated measure estimate.
Step one. From the Iterative Lemma, we know that Tσ
l0
is analytic in ξ ∈ Ol0 = O(Πl0 , A−l
C3
0 )
with Πl0 = ∪J ∈Λl0J and |J | = A−l
C3
0 . Fix any J ∈ Λl0 and denote the center of J by ξ0.
Recall that Tσ
l0;M0
= Dσ
l0
+ S l0 with
Dσl0( j, k; ξ) = σ + 〈k, ωl0(ξ)〉 + Ω j,
and
S l0(k, k
′) = (Bl0(ξ) + R
zz¯
l0
(ξ))∧(k − k′).
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Let p = Al
C5
0 with C5 given by (2.5). By Taylor’s formula, we denote
ω≤
l0
(ξ) =
∑
i≤p
ω(i)
l0
(ξ0)
i!
(ξ − ξ0)i,
B≤l0(ξ) =
∑
i≤p
B
(i)
l0
(ξ0)
i!
(ξ − ξ0)i, Rzz¯;≤l0 (ξ) =
∑
i≤p
(Rzz¯
l0
)(i)(ξ0)
i!
(ξ − ξ0)i,
D
σ;≤
l0
( j, k; ξ) = σ + 〈k, ω≤
l0
(ξ)〉 + Ω j, S ≤l0(k, k′) = (B≤l0(ξ) + R
zz¯;≤
l0
(ξ))∧(k − k′),
T
σ;≤
l0
(k, k′) = Dσ;≤
l0
(x) + S ≤
l0
(k, k′).
As a result, Tσ;≤
l0
is a polynomial function in ξ, whose degree
degξ T
σ;≤
l0
(k, k′) ≤ p.
Obviously, the truncation error satisfies
|(Tσl0;M0 − Tσ;≤l0;M0 )(k, k
′)| ≤ [M0|ωl0 − ω≤l0 | + (Bl0 − B≤l0) + (Rzz¯l0 − R
zz¯;≤
l0
)] · exp(−sl0 |k − k′|).
For |ξ − ξ0| ≤ κ|J | = κA−l
C3
0 with κ ≈ 1 to be specified, we see from Cauchy’s estimate that
(3.18) |ωl0 − ω≤l0 | ≤ sup
ξ∈J
|ωl0 | ·
|ξ − ξ0|p+1
|J |p · (|J | − |ξ − ξ0|)
.
κp+1
1 − κ .
Since Bl0 and R
zz¯
l0
stay uniformly bounded in their analytical domain, there is also
sup
|ξ−ξ0 |≤κ|J |
{
|Bl0 − B≤l0 |, |Rzz¯l0 − R
zz¯;≤
l0
|
}
.
κp+1
1 − κ .
On the one hand, letting
V1 =
⋃
J ∈Λl0
{ξ ∈ J : κA−lC30 < |ξ − ξ0| ≤ A−l
C3
0 } ⊂ Rd,
we have
mes V1 .d
1
|J |d · (1 − κ)|J | . (1 − κ)A
(d−1)lC3
0 .
Taking
κ = 1 − A−(log(m+1))C6
with C6 given by (2.5), then
mes (V1) . A
−(log(m+1))C6A(d−1)(log(m+1))
C3
<
1
100
A−(log(m+1))
C4
provided m is large.
On the other hand, for |ξ − ξ0| < κ|J |, there is
|(Tσl0;M0 − Tσ;≤l0;M0)(k, k
′)| . M0 κ
p+1
1 − κ exp(−sl0(k − k
′)).
By noticing p = Al
C5
0 and C5 = C6 + 2, we get
M0
κp+1
1 − κ = M0(1 − A
−(log(m+1))C6 )p+1A(log(m+1))
C6
< e−M0 = e−C(m+1)
C0
.
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In conclusion, we have
(3.19) |(Tσl0;M0 − Tσ;≤l0;M0)(k, k
′)| < e−M0e−sl0 |k−k′ | for |k| ≤ M0, |k′| ≤ M0.
Step two. By Lemma 3.1 and Proposition 3.7, we also essentially have‡
(3.20)
‖Gσ;≤
l0;M0
‖ < eMb0 ,
|Gσ;≤
l0;M0
(k, k′)| < exp(−α′′|k − k′|) for |k − k′| > Mθ0,
except for all σ ∈ R outside of a set EM0 with mes EM0 < e−M
β3
0 . Using the formula
Gσ;≤
l0;M0
(k, k′) = (Tσ;≤
l0;M0
)∗(k, k′)/ detTσ;≤
l0;M0
with (·)∗ being the adjoint matrix, we consider the set S of the triplets (ξ, ω≤
l0
, σ) such that
|〈k, ω≤
l0
〉| > ν|k|τ , 0 , |k| ≤ M0, k ∈ Z
d
and (3.20) fails. Obviously, S ⊂ (J ∩ Rd) × Rd × R is a semi-algebraic set of degree at
most MC
0
p = MC
0
A(log(m+1))
C5 . Since T is restricted to [−M0,M0]d, we may restrict σ to be in
[−CM0,CM0]. Otherwise, T is diagonal dominated and it suffices to apply Neumnan series
to Tσ to get the desired estimate. We decompose [−CM0,CM0] into intervals of length 1 and
identify each of them with [0, 1]. Then S is divided into CM0 sub-intervals S
′.
Let ǫ (in Lemma 3.3) be ǫ = 2/K and
logK = (logM0)
C7 .
We apply the decomposition Lemma 3.3 to the semialgebraic setS′ by identifying the algebraic
curve (ξ, ω≤
l0
) with an interval. Then we obtain
S
′ = S′1 ∪S′2
with
Proj(ξ,ω
l≤
0
(ξ))S
′
2 < M
C
0 A
C(log(m+1))C5ǫ < AC(log(m+1))
C5
e−(log(m+1))
C7
< A−(log(m+1))
C4+6
,
since C7 > (C4 + 10) ∨ C5 in our choice (2.5) of constants.
Moreover, for any |k| > K/2 and the hyperplane Lk = {(ξ, ω≤l0, 〈k, ω≤l0〉)}, there is
mes (S′ ∩ Lk) <MC0 AC(log(m+1))
C5
ǫ−1e−M
β3
0
/(2d)
<AC(log(m+1))
C7
e−(m+1)
C0β
3
<e−(m+1)
β4C0
.
Therefore, taking into consideration of each S′, there is a set V2 ⊂ J satisfying
mes (V2) < CM0
(
A−(log(m+1))
C4+6
+ AC(m+1)e−(m+1)
β4C0
)
< A−(log(m+1))
C4+5
,
such that (3.20) holds for all σ = 〈k, ω≤
l0
〉 with K/2 ≤ |k| ≤ N.
Step three. We divide J into a sequence of disjoint sub-intervals with each interval of
diameter A−(m+1)
C3 , i.e., J = ∪J ′ with |J ′| = A−(m+1)C3 . Then for any ξ ∈ J but lying
outside the boundaries of the subintervals, there is a unique J ′ such that ξ ∈ J ′. Suppose
‡We omit the constant multiplier induced by Lemma 3.1, which finally can be absorbed by the margins in our
estimates. See Lemma 3.6 for example.
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ξ ∈ V2, i.e., (3.20) fails for ξ and for some σ = 〈k, ω≤l0〉,K/2 ≤ |k| ≤ N. We have that, for all
ξ′ ∈ J ′, (3.20) with the above σ also fails but with a smaller constant due to Neumann series
(actually, MC
0
A−(m+1)
C3 ≪ e−Mb0 ), i.e., for some σ = 〈k, ω≤
l0
〉, there is
(3.21)
‖Gσ;≤
l0;M0
(ξ′)‖ > 1
2
eM
b
0 ,
or |Gσ;≤
l0;M0
(k, k′; ξ′)| > 1
2
exp(−α′′|k − k′|) for some |k − k′| > Mθ0,
As before, (3.21) also has a semialgebraic description. Denoting by V ′
2
the set of all ξ ∈ J
such that (3.21) holds for some σ = 〈k, ω≤
l0
〉, we have mes(V ′
2
) < A−(log(m+1))
C4+5 . Moreover, we
have
∆J ≡
⋃{
ξ′ ∈ J ′ : ∃ ξ ∈ J ′ ⊂ J s.t. (3.20) fails for some σ = 〈k, ω≤
l0
〉
}
⊂ V ′2 .
As a result, J \ ∆J is the union of a sequence of intervals with each interval of diameter
A−(m+1)
C3 and mes (∆J ) < A−(log(m+1))
C4+5 .
Letting J range over Λl0 , the total measure of the set ∆J removed from Πl0 fulfills
mes (∪J ∈Λl0∆J ) < Al
C3
0 A−(log(m+1))
C4+5
<
1
100
A−(log(m+1))
C4
in view of C4 > C3 in (2.5).
Let Π+ = ∪J ∈Λ0Π ∩ (J \ ∆J ). Then Π+ is a collection Λ(1)+ of disjoint intervals with
diameter A−(m+1)
C3 . Since Π ⊂ Πl0 , for each interval J ′ ∈ Λ(1)+ , there is a unique I ∈ Λ such
that J ′ ⊂ I . On Π+, (3.20) essentially holds (up to a constant multiplication by applying the
Neumann series). From (3.19), we see that (3.17) essentially holds on Π+. Since C3 > C1 >
C0 in (2.5), it then follows from Lemma 3.1 that (3.17) remains valid on O(Π+, A
−(m+1)C3 ) by
verifying A−(m+1)
C3 < A−M
θ
0 .
This completes the proof of Lemma 3.5. 
3.4. Estimate of GN . In this part, we shall establish the Green’s function estimate for GN .
As we mentioned before, we shall apply a coupling lemma involving two scales, which is
independent of the KAM iteration.
Lemma 3.6. Let the matrix T = D + ǫS defined on [−N ,N]d ∩ Zd satisfy
|S(x, y)| < e−ρ|x−y|, x , y.
Let the integers 0 < 2M0 < K < N be sufficient large and the various constants below satisfy
C1 > C0 > 10, C2 > 2C1 + 10,
M0 ∼ (logN)C0 , log logK ∼ log logM0,
0 <
ρ0
2
< ρ < α˜, 0 <
ρ0
2
< α < α˜,
0 < b < θ < 1 − 8
C0
.
Assume
• there is Green’s function estimate on GK
‖GK‖ . A(logK)C1 ,
|GK (x, y)| . e−α|x−y|, for |x − y| > (logK)C2 .
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• for each |k0| > K/2, there is
‖Gk0+[−M0,M0]d‖ . eM
b
0 ,
|Gk0+[−M0,M0]d(x, y)| . e−α˜|x−y|, for |x − y| > Mθ0.
The we have the Green’s function estimate
‖GN‖ < A(logN)C1 ,
|GN (x, y)| < e−γ|x−y|, for |x − y| > (logN)C2 ,
where γ > (α ∧ ρ) − (logN)−8.
Remark 3.2. The above lemma also appeared in [6, Chapter 18] and [3, Lemma 5.1]. One
should be very careful to establish Lemma 3.6 when taking into account the loss of regularity
in the KAM iteration. In [6] and [3], the off-diagonal exponential decay for GM0(k, k
′) is valid
when |k − k′| > 1
100
M0, rather than |k − k′| > Mθ0 in our imposition. We remark that in [6],
this might lead to a great loss of regularity at each KAM step, which possibly impedes us to get
a uniform analyticity domain for the angle variable. In [3], there is no such trouble since the
matrix therein is of short range. This is the main reason why we establish the Green’s function
estimate for those |k − k′| > Mθ
0
.
Proof. The proof is based on the application of the resolvent identity. We divide the proof into
two parts which are on the norm control and the exponential decay estimate, respectively.
1. Estimate of the norm. For any fixed x ∈ [−N ,N]d, we define
U(x) =

[−K ,K]d, if |x| ≤ K
2
,
(x + [−M0,M0]d) ∩ [−N ,N]d, if |x| > K
2
.
For |x| ≤ K/2, we have
dist(x, [−N ,N]d \ U(x)) ≥ K
2
,
and for |x| > K/2, we have
dist(x, [−N ,N]d \ U(x)) > M0.
Compute by the resolvent identity
(3.22) |GN (x, y)| ≤ |GU(x)(x, y)| χU(x)(y) +
∑
w∈U(x),v<U(x)
|GU(x)(x,w)|e−ρ|w−v| |GN (v, y)|.
When |x| ≤ K/2, we have
(3.23) GN (x, y) ≤|GU(x)(x, y)| χU(x)(y) + ϕKe−(ρ∧α)|x−v| |GN (v, y)|
for some |v| > K , where
ϕK = 2KdNdA(logK)C1 eρ(logK)C2 < N2d.
Since |x − v| > K/2, there is
ϕKe
−(ρ∧α)|x−y| < N2de−ρ0K/4 < 1
10
.
When |x| > K/2, we have
(3.24) |GN (x, y)| ≤ |GU(x)(x, y)| χU(x)(y) + ϕM0e−ρ|x−v| |GN (v, y)|
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Table 1. Four cases
Case Condition Estimate of GN (x, y) |x − v|∗ Action†
A1 |x| ≤ K/2, |x − y| ≤ (logK)C2 apply (3.25) N/A‡ off
A2 |x| ≤ K/2, |x − y| > (logK)C2 apply (3.23) > K/2 on
A3 |x| > K/2, |x − y| ≤ Mθ
0
apply (3.25) N/A off
A4 |x| > K/2, |x − y| > Mθ
0
apply (3.24) > M0 on
∗ v originates from the application of (3.23) or (3.24).
† This indicates the iteration is going on or called off.
‡ N/A indicates not applied since the iteration terminates.
for some v satisfying |v − x| > M0, where
ϕM0 = 2Md0NdeM
b
0eρM
θ
0 < e2ρM
θ
0 .
Moreover,
ϕM0e
−ρ|x−v| < e2ρM
θ
0e−ρM0 <
1
10
.
In conclusion, we have
|GN(x, y)| < (A(logK)C1 + eMb0) + 1
4
max
v∈[−N ,N]d
|GN (v, y)|.
which further implies
max
x∈[−N ,N]d
|GN(x, y)| < 2(A(logK)C1 + eM1−0 )
for any y ∈ [−N ,N]d. By Schur’s criterion, we finally get
(3.25) ‖GN‖ < 2Nd(A(logK)C1 + eMb0) < A(logN)C1
by our assumptions on the constants.
2. Exponential decay estimate.
For any |x|, |y| ≤ N , we apply (3.23) and (3.24) to take iterations. At each step, there are four
cases. See table (1). When |x − y| > (logN)C2 , the iteration would start from A2 or A4. Note
also 10(logN)C2 < K and logK ∼ log logN .
A sequence of iterations should obey the following rule
· · · → (A2 → A4) → A4→ · · · ,
or · · · → (A2 → A4) → (A2 → A4) → · · · ,
or · · · → A4 → (A2 → A4) → · · · ,
or · · · → A4 → A4→ · · · .
The iteration would stop in the following way
· · ·A4 → A1 / A3,
or · · ·A2 → A3.
Assume we are able to iterate (A2→ A4) for p times and iterate A4 alone for q times. Then
we have
(3.26) |GN (x, y)| < (p + q − 1)ϕpKϕ
p+q−1
M0 e
−(α∧ρ)|x−y| + ϕpKϕ
p+q
M0 e
−(α∧ρ)|x−v2p+q | |GN (v2p+q, y)|
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and
|x − v2p+q| > p
K
2
+ qM0.
Let
p∗
K
2
+ q∗M0 = 10|x − y|
and thus p∗ ≤ 20|x − y|/K and p∗ + q∗ ≤ 10|x − y|/M0. Moreover, we have
(3.27) logϕ
p∗
K ≤ logN2dp
∗ ≤ 40d logNK |x − y| <
1
10(logN)8 |x − y|
and also
logϕ
p∗+q∗
M0 ≤
20ρ
M1−θ
0
|x − y| < 1
10(logN)8 |x − y|.
If (p, q) = (p∗, q∗), it follows from (3.26) that
|GN (x, y)| <
1
2
exp
(
−(α ∧ ρ − 1
5(logN)8 )|x − y|
)
+ exp
(
1
5(logN)8 )|x − y|
)
A(logN)
C1
e−10(α∧ρ)|x−y|
< exp
(
−(α ∧ ρ − 1
(logN)8 )|x − y|
)
since |x − y| > (logN)C2 and C2 > 2C1 + 10.
If we stop the iteration before (p, q) arriving at (p∗, q∗), then we have
ϕ
p
Kϕ
p+q
M0 e
−(α∧ρ)|x−v2p+q | |GN (v2p+q, y)| < exp
(
1
5(logN)8 )|x − y|
)
A(logN)
C1
e−(α∧ρ)|x−y|eρM
θ
0
<
1
2
exp
(
−(α ∧ ρ − 1
(logN)8 )|x − y|
)
,
which together with (3.26) implies
|GN(x, y)| < exp
(
−(α ∧ ρ − 1
(logN)8 )|x − y|
)
.
This completes the proof. 
Now we turn to establish the Green’s function estimates on GN . Recall the two scales 0 <
M0 < K satisfying
M0 = (logN)
C0 , logK = (logM0)
C7 .
Moreover, we take l0 and l1 such that
l0 = C8 logM0, K = A
l1 ,
with C8 > (1 + log 10)/(log
4
3
). By the Iterative Lemma 2.1, we have
‖Gl1;K‖ < Al
C1
1 < A(log K)
C1
,
|Gl1;K(k, k′)| < e−sl1 |k−k
′ | for |k − k′| > lC2
1
∼ (logK)C2 ,
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for any ξ ∈ Πl1 . Using (2.49), Lemma 3.2 and Lemma 3.1, we have
(3.28)
‖GK‖ < A(log K)C1 ,
|GK(k, k′)| < e−s|k−k′ |, for |k − k′| > (logK)C2 ,
since
ǫ1/10
l1
· N + ǫ1/10
l1
< ǫ1/20
l1
< A−l
C1
1 .
(Indeed, log log ǫ−1
l1
∼ l1 ∼ (log(m + 1))C7 ≫ log(m + 1) ∼ log logN.) Moreover, by ver-
ifying A−(m+1)
C3 < A−(log K)
C1 , it follows again from Lemma 3.1 that (3.28) remains valid on
O(Πl1 , A
−(m+1)C3 ) and hence on O(Π+, A−(m+1)
C3 ).
Then, using (3.28) on O(Π+, A
−(m+1)C3 ) and Lemma 3.5, we obtain from Lemma 3.6 that
(3.29)
‖GN‖ < A(log N)C1 ,
|GN(k, k′)| < e−(s−(log N)−8) |k−k′ |, for |k − k′| > (logN)C2
holds on O(Π+, A
−(m+1)C3 ). Note that s − (logN)−8 > s1 > s+ = sm+1. This completes the proof
of Lemma 2.4.
4. Appendix A: Large deviation theorem
The appendix is devoted to the proof of the large deviation theorem (Lemma 3.4), which can
be read independently. The proof follows exactly the same line in [7] and we prove it here for
completeness. It is worthy noticing that the notations below are also independent of the main
body of the paper. For that reason, we write simply T by T and so on.
4.1. Notations and phrases. We consider matrix defined on Zd. For m = (m1, · · · ,md), n =
(n1, · · · , nd) ∈ Zd, we define the distance by
|m − n| = max
1≤ j≤d
|m j − n j|.
For Λ ⊂ Zd, we denote the diameter of Λ by |Λ|. For a matrix A defined on Zd, we denote by
‖A‖ the the operator norm induced by the ℓ2 norm of a vector in Zd. The inverse of a matrix is
always denoted by G.
When applying in resolvent identity, we shall control the Green’s function GΛ with Λ being
the difference of two boxes in Zd. For that reason, as in [7], we introduce the elementary regions.
An elementary region is defined to be a set Λ of the form
Λ = R \ (R + z)
where z ∈ Zd is arbitrary and R is a block in Zd, i.e.,
R = {y = (y1, · · · , yd) ∈ Zd : yi ∈ [xi − ai, xi + ai], i = 1 · · · , d}.
The size of an elementary region Λ is simply its diameter. For any integer M > 0, the set of all
elementary regions of size M > 0 is denoted by ER(M) and are also referred as M-regions. The
class of elementary regions consists of d-dimensional rectangles, L-shaped regions and (d − 1)
-dimensional rectangles with normal vector parallel to the axis.
Note that these regions play only a role in the application of resolvent identity in the presence
of interior corners, but basically have no effect on the other parts of the argument.
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Given a elementary region Λ, we consider exhaustion {S j(m)}lj=0 of Λ of width 2M centered
at m ∈ Λ defined inductively by
(4.1)
S 0(m) = QM(m) ∩ Λ, QM(m) = {n ∈ Zd : |n − m| ≤ M},
S j(m) =
⋃
n∈S j−1(m)
(Q2M(n) ∩ Λ), for 1 ≤ j ≤ l,
where l is maximal such that S l , Λ. Define the annulus between the exhaustion by
(4.2) A j(m) = S j(m) \ S j−1(m), 0 ≤ j ≤ l
with S −1(m) = ∅. We have the following two simple observations:
• Except the possible exception of a single annulus, QM(n)∩A j(m) is an elementary region
for all n ∈ A j(m). The exceptional annulus is the one that contains the unique interior
corner of Λ (i.e., the corner lying in the interior of the hull of Λ).
• Any two cubes QM(n1) and QM(n2) with centers n1 and n2 lying in nonadjacent annuli
are disjoint.
4.2. Coupling Lemma for long range operators. We present and prove two kinds of coupling
lemmas.
Lemma 4.1. Let T be a matrix defined on a finite setΛ ⊂ Zd, |Λ| = N. Let the various constants
below satisfy
0 < θ < 1, 0 < b < 1, 0 < τ < 1, bτ < θ, α > 0, ρ > 0.
Further let
(logN)10/b < M < Nτ.
Assume the following properties hold.
(i) The matrix T exhibits the off diagonal exponential decay
(4.3) |T (x, y)| < e−ρ|x−y|, x , y, x, y ∈ Λ.
(ii) For every m ∈ Λ, there is a subinterval U(m) ⊂ Λ containing m with
(4.4) |U(m)| = M and dist (m,Λ \ U(m)) > M
2
such that
(4.5) ‖GU(m)‖ < eMb
and
(4.6) |GU(m)(x, y)| < e−α|x−y| for |x − y| > Nθ, x, y ∈ U(m).
Then, there is
‖GΛ‖ < 2NdeMb < eNb ,
|GΛ(x, y)| < e−α′ |x−y| for |x − y| > Nθ.
provided N is large enough, i.e., N ≥ N(α, b, d, ρ, θ, τ). Moreover, the decay rate α′ ≥ (α∧ ρ)−
(logN)−50.
The proof of Lemma 4.1 is similar to that of Lemma 3.6 and is much simpler. We omit it
here.
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Lemma 4.2. Let T be a matrix defined on Λ0 ∈ ER(N) ⊂ Zd. Let the various constants below
satisfy
(4.7) 0 < τ ≤ b ≤ θ < 1, θ ≥ 1 − 2τ
1 − τ ,
and let
Nτ < M0 < 2N
τ.
Assume the following properties hold.
(i) The matrix T exhibits the off-diagonal exponential decay
(4.8) |T (m, n)| < e−ρ|m−n|, m, n ∈ Λ0,m , n.
(ii) For any Λ ∈ ER(L), Λ ⊂ Λ0 with any Nτ < L < N, there is a bounded inverse
(4.9) ‖GΛ‖ < eLb .
We say an elementary region Λ ∈ ER(L),Λ ⊂ Λ0 is good if in addition to (4.9) the Green’s
function exhibits the off diagonal decay
(4.10) |GΛ(m, n)| < e−α(L)|m−n|, m, n ∈ Λ, |m − n| > Lθ.
Otherwise Λ is called bad.
(iii) For any family F of pairwise disjoint bad M′-regions in Λ0 with M0 + 1 ≤ M′ ≤ 2M0 + 1,
(4.11) #F < N
b
M0
.
Then, there is
|GΛ0(m, n)| < e−α
′ |m−n|, for all m, n ∈ Λ0, |m − n| > Nθ.
provided N is sufficiently large, i.e., N ≥ N(b, d, τ, θ). Moreover, α′ ≥ (α ∧ ρ) − N−δ for some
δ = δ(b, d, τ, θ) > 0 and α = α(M0).
Proof. The proof is based on an iteration procedure. In the first step, we give a detailed analysis
on the off diagonal decay of the Green’s function at small scale M1. Then we list an induction
statement, whose proof is basically same to that in the first step and hence is omitted. By the
finitely many iterations, we obtain the Green’s function estimate at large scale N.
The first step. Let M1 = [M
λ
0
] with λ > 1 and consider Λ1 ∈ ER(M1),Λ1 ⊂ Λ0. Fix any
m ∈ Λ1 and let {S j(m)}lj=0 be the exhaustion of Λ1 of width 2M0 and centered at m (see (4.1)
and the associated annuli in (4.2)).
We say an annulus A j(m) is good if for any n ∈ A j(m) both QM0(n) ∩ A j(m) and QM0(n) ∩ Λ1
are good regions in the sense of (4.9) and (4.10). Otherwise A j(m) is bad. Note that there is at
most one annulus A j0 (consisting the interior corner of Λ1) such that QM0(n) ∩ A j0(n) possibly
fails to be an elementary region. In this case , A j0 is counted among the bad annuli. Note also
that for good annuli, the diameter of those QM0 (n) ∩ A j(m) ranges from M0 + 1 to 2M0 + 1.
With the above definition of good and bad annuli, we say that an elementary region Λ1 ∈
ER(M1),Λ1 ⊂ Λ0 is ”GOOD”§ if, for any m ∈ Λ1, there are at most B1 = κM
θ
1
M0
many bad annuli
for the associated exhaustion centered at m, where κ will be determined below. Otherwise, the
M1-region Λ1 is called ”BAD”.
§We use ”GOOD” here to make a difference from the goodness of an elementary region as in (4.9) and (4.10)
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Let F1 be an arbitrary family of pairwise disjoint ”BAD” M1-regions contained in Λ0. If
Λ1 ∈ F1, we can find an exhaustion of Λ1 centered at some m ∈ Λ1 such that there are at least
1
2
B1 many nonadjacent annuli. Each bad annuli A j(m) contains a bad M
′-region (QM0 ∩ A j(m)
or QM0 ∩ Λ1) with M0 ≤ M′ ≤ 2M0 + 1, which does not intersect with that in the nonadjacent
bad annulus. As a result, we have
#F1 <
#F
B1/2
<
2Nb
κMθ
1
.
Consider a ”GOOD” region Λ1 ∈ ER(M1) and fix any pair m, n ∈ Λ1, |m − n| > Mθ1. Let
{S j(m)}lj=0 and {A j(m)}l0 be the associated exhaustion and annuli of Λ1 of width 2M0 centered at
m ∈ Λ1. Let A j, A j+1, · · · , A j+s be adjacent good annuli and denote
U =
j+s⋃
i= j
Ai.
Obviously, |U | ≥ 2M0(s + 1). We claim the following Green’s function estimate on GU
(4.12) |GU(x, y)| < eβ(2M0−|x−y|), for all x, y ∈ U,
where
β = α ∧ ρ = α(M0) ∧ ρ.
Usually U is no longer an elementary region and thus (4.9) is not applicable to get a norm
estimate onGU , Nevertheless, we can invoke Lemma 4.1 to estimate ‖GU‖. For any n ∈ Ai ⊂ U,
by definition both QM0(n) ∩ Λ1 and QM0(n) ∩ Ai are good. Following the notations in Lemma
4.1, we take U(n) = QM0 (n) ∩ Λ1 when QM0 (n) ⊂ U and take U(n) = QM0(n) ∩ A j when
QM0(n) \ U , ∅. Then we have
(4.13) ‖GU‖ < 2Md1e(2M0+1)
b
.
Next we repeat the same analysis as Lemma 4.1 and obtain
(4.14) |GU(x, y)| < eβM0e−β|x−y|, for |x − y| > M0
as long as
1 < λ < 2 − (b ∨ θ).
Then the claim (4.12) is an immediate result of (4.13) (4.14).
Now we are back to establish the off diagonal estimate for a good M1-region Λ1, i.e., to
establish
|GΛ1(m, n)| < e−(β−)|m−n| for |m − n| > Mθ1,m, n ∈ Λ1.
Recall the exhaustion of Λ1 of width 2M0 centered at m. Suppose S 0(m) is good and write an
exhaustion
S 0(m) ⊂ J0 ⊂ J1 ⊂ · · · ⊂ Jg = Λ1
satisfying
• Js+1 \ Js is the union of adjacent bad annuli (resp. union of adjacent good annuli) if s is
even (resp. if s is odd);
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• The exhaustion is maximal in the sense that if
Js+1 \ Js =
js+1⋃
j= js
A j, s ∈ 2N,
then A js−1, A js+1+1 are good and A j is bad for all js ≤ j ≤ js+1. The case of s being odd
is similar;
• Js is the elementary region in Λ1 for all 1 ≤ s ≤ g.
By the ”GOOD” property of Λ1, there is
(4.15)
∑
s even
( js+1 − js) < κ
Mθ
1
M0
,
and hence
(4.16) g < 2κ
Mθ
1
M0
.
To begin with, we see from (4.12) that
|GJ0(m, y)| < eβ(2M0−|m−y|) for y ∈ J0.
Take
(4.17) ϕ0 = e
2βM0
and we assume by induction that
(4.18) |GJs(m, y)| < ϕs e−β|m−y| for y ∈ Js.
If s + 1 is odd, Js+1 \ Js is made up of bad annuli. For any y ∈ Js+1, we apply the resolvent
identity
(4.19)
|GJs+1(m, y)| <|GJs(m, y)|χJs(y) +
∑
z∈Js ,z′∈Js+1\Js
|GJs(m, z)|e−ρ|z−z
′||GJs+1(z′, y)|
<ϕse
−β|m−y| + ϕs
∑
z∈Js,z′∈Js+1\Js
e−β|m−z|−ρ|z−z
′ ||GJs+1(z′, y)|
<ϕse
−β|m−y| + ϕsM
2d
1 e
Mb
1 max
z′∈Js+1\Js
e−β|m−z
′ |.
If y ∈ Js, then |m − z′| ≥ |m − y| and if y ∈ Js+1 \ Js there is
|m − z′| ≥ dist(m, ∂S js−1) ≥ |m − y| − 2M0( js+1 − js).
Consequently, we have
(4.20) |GJs+1(m, y)| < (1 + M2d1 eM
b
1e2βM0( js+1− js)) ϕse
−β|m−y|
If s + 1 is even, Js+1 \ Js is made up of good annuli. For any y ∈ Js, we repeat the resolvent
identity analysis in (4.19) and obtain from |m − z′| ≥ |m − y| that
(4.21) |GJs+1 (m, y)| < ϕse−β|m−y|(1 + M2d1 eM
b
1 ).
If y ∈ Js+1 \ Js, we have
|GJs+1 (m, y)| <
∑
z′∈Js ,z∈Js+1\Js
|GJs+1 (m, z′)| e−ρ|z
′−z| |GJs+1\Js(z, y)|.
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Applying (4.12) with U = Js+1 \ Js to GJs+1\Js (z, y) and applying (4.21) to GJs+1(m, z′) we have
(4.22) |GJs+1(m, y)| < M2d1 eM
b
1ϕs(1 + M
2d
1 e
Mb
1 )e2βM0e−β|m−y|.
In conclusion, we can take
(4.23) ϕs+1 =
 e
3βM0( js+1− js)ϕs, s is even;
e3βM0ϕs, s is odd.
By (4.15),(4.16) and (4.17), we get
(4.24) ϕg < e
6βM0g < e15βκM
θ
1 .
Suppose S 0(m) is bad, then ϕ0 < e
Mb
1eβκM
θ
1 and (4.24) is also valid by the same analysis. There-
fore, we prove the induction statement (4.18) and get
(4.25) |GΛ1(m, n)| < e15κβM
θ
1e−β|m−n|.
Since |m − n| > Mθ
1
, it follow that
|GΛ1(m, n)| < e−α1 |m−n|, α1 = β(1 − 15κ),
which establishes the off diagonal decay ofGΛ1 for a ”GOOD” elementary regionΛ1 ∈ ER(M1).
Induction statement. Let κ < 10−2 be specified later and let λ satisfy
1 < λ < 2 − (b ∨ θ) = 2 − θ, bλ < 1.
Indeed, due to our choice of b ≤ θ, we have 2 − θ < 1/b.
Define inductively Mt = [M
λ
t−1], t ≤ t∗ and t∗ is specified later. Consider Λt ∈ ER(Mt),Λt ⊂
Λ0. Fix any m ∈ Λt and let {S j(m)}lj=0 be the exhaustion of Λt of width 2Mt−1 and centered at
m. Let {A j}lj=0 be the associated annuli.
We say an annulus A j(m) is good if for any n ∈ A j(m) both QMt−1(n)∩A j(m) and QMt−1(n)∩Λt
are good regions in the sense of (4.9) and (4.10) but with the decay rate αt−1 = βt−1(1 − 15κ) =
β(1 − 15κ)t−1 and βt−1 = αt−2 ∧ ρ. Otherwise A j(m) is bad. We say that an elementary region
Λt ∈ ER(Mt),Λt ⊂ Λ0 is ”GOOD” if, for any m ∈ Λt, there are at most Bt = κ M
θ
t
Mt−1
many
bad annuli for the associated exhaustion centered at m. Otherwise, the Mt-region Λt is called
”BAD”. Let Ft−1 be the family of pairwise disjoint ”BAD” Mt−1-regions contained in Λ0.
Assume
#Ft−1 <
(
2
κ
)t−1
Nb
Mθ
t−1
(Mt−2Mt−3 · · ·M1)1−θ
and (4.9) holds for all Nτ < L ≤ N. Then for any ”GOOD” Mt-regionΛt ∈ ER(Mt), the Green’s
function GΛt exhibits off diagonal decay
|GΛt(m, n)| < e−αt |m−n|, |m − n| > Mθt ,m, n ∈ Λt
with αt = β(1 − 15κ)t. Moreover, denoting by Ft the family of pairwise disjoint ”BAD” Mt-
regions contained in Λ0, there is
#Ft <
(
2
κ
)t
Nb
Mθt
(Mt−1Mt−2 · · ·M1)1−θ.
The proof of the above statement is the same to that in the first step and is omitted.
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Off diagonal estimate of GN . In order to reach size N = Mt∗ , the number t∗ of steps should
satisfy
λt∗ logM = logN
hence λt∗ ∼ 1
τ
. It then suffices to show that [−N,N]d is a ”GOOD” Mt∗-region, which is of
course valid if
(4.26)
(
2
κ
)t∗−1 Nb
Mθ
t∗−1
(Mt∗−2 · · ·M1)1−θ < κ
Nθ
Mt∗−1
.
Obviously, (4.26) is equivalent to
κ > 2
(
1
2Nγ
)1/t∗
, γ = θ − b − λτ
λ − 1(λ
t∗−1 − 1)(1 − θ).
To keep γ > 0, it suffices to take
λ >
1 − b
θ(1 − τ) + τ − b
which is compatible with λ < 2 − θ according to our choice of θ ≥ (1 − 2τ)/(1 − τ).
Take
κ = κN = 4N
− γ log λ
log τ−1
and then
|GN(m, n)| < e−αt∗ |m−n|, |m − n| > Nθ.
The conclusion is valid with some choice of δ = δ(b, d, τ, θ, λ(b, τ, θ)) such that
α′ = αt∗ = β(1 − 15κ)t∗ > (α(M0) ∧ ρ) − N−δ.
This completes the proof. 
4.3. Matrix-valued Cartan’s theorem. The followingmatrix-valued Cartan’s theorem as well
as its proof is given in [6].
Lemma 4.3. Let A(σ) be a matrix valued function defined on σ ∈ [−δ, δ] with A(σ)(m, n) ∈ C
for m, n ∈ Λ0 ⊂ Zd, |Λ0| = N. Assume
(i) A(σ) is real analytic in σ, and there is a holomorphic extension to a strip
(4.27) |Re z| < δ, |Imz| < γ
satisfying
(4.28) ‖A(z)‖ < B1.
(ii) For each σ ∈ [−δ, δ], there is a subset Λ ⊂ Λ0 such that
(4.29) ♯Λc < M
and
(4.30) ‖(RΛA(σ)RΛ)−1‖ < B2.
(iii)
(4.31) mes
{
σ ∈ [−δ, δ] : ‖A(σ)−1‖ > B3
}
< 10−3γ(1 + B1)
−1(1 + B2)
−1.
42 X. HE, J. SHI, Y. SHI, AND X. YUAN
Then, letting
(4.32) κ < (1 + B1 + B2)
−10M ,
we have
(4.33) mes
{
σ ∈ [−δ
2
,
δ
2
] : ‖A(σ)−1‖ > 1
κ
}
< exp
{
− c log κ
−1
M log(M + B1 + B2 + B3)
}
.
Corollary 4.2. Let T (σ) be a matrix valued function defined on σ ∈ [−δ, δ] with T (σ)(m, n) ∈ C
for m, n ∈ Λ0 ⊂ [−N,N]d ⊂ Zd, |Λ0| = N. Let the various constants below satisfy
0 < α, b, β, ρ, θ < 1, 0 < τ <
9
10(1 + d)
β, C > 1
and further let
(logN)2 < M < Nτ.
Assume
(i) T (σ) is real analytic in σ, and exhibits the off diagonal decay
(4.34) |T (σ)(m, n)| < e−ρ|m−n|, m , n.
Moreover, there is a holomorphic extension to a strip
(4.35) |Re z| < δ, |Im z| < γ
satisfying
(4.36) ‖T (z)‖ < NC .
(ii) For each σ ∈ [−δ, δ], the set Ω(σ) of bad sites satisfies
(4.37) #Ω(σ) < N1−β.
Here we say m ∈ Λ0 is a good site if QM(m)∩Λ0 and the restriction of T (σ) on Q = QM(m)
is invertible. Also
(4.38) ‖(RQT (σ)RQ)−1‖ < eMb ,
and
(4.39) |(RQT (σ)RQ)−1(x, y)| < e−α|x−y|, x, y ∈ Qm(M), |x − y| > Mθ.
Otherwise m is called a bad site¶.
(iii)
mes
{
σ ∈ [−δ, δ] : ‖T (σ)−1‖ > eN
β
4
}
< e−10M .
Then, we have
(4.40) mes
{
σ ∈ [−δ
2
,
δ
2
] : ‖T (σ)−1‖ > eN1−
β
10
}
< e−N
β
20
.
¶Note that for those sites at the corner of Λ0, the size of QM ∩ Λ0 might have very small diameter. For that
reason, we think of all corners of Λ0 as bad sites.
LINEAR STABILITY OF KAM TORI 43
Proof. Fix σ ∈ [−δ, δ]. Consider a paving of Λ0 by QM(x) with x ∈ 2MZd. Let
Λ =
⋃
QM(x)∩Ω(σ)=∅
QM(x) ∩ Λ0.
From (4.37), we have
#Λc < 2dMdN1−β.
By Lemma 4.1, we get a norm control on GΛ = (RΛT (σ)RΛ)
−1
‖GΛ‖ < 2NdeMb .
Next we employ 4.3 to prove the corollary. Obviously, B1 = N
C . Then Lemma 4.3 (i) holds
with B2 = 2N
deM
b
. Letting B3 = e
N
β
4 , we have
e−10M < 10−3γB−11 B
−1
2 ∼ γN−Ce−M
b
and thus Lemma 4.3 (iii) holds. Noticing that
κ = e−N
1− β
10
< (B1 + B2)
−10·2dMdN1−β ∼ e−N(b+d)τ+1−β,
then the conclusion (4.40) is an immediate result of (4.33) as long as N is large enough. 
4.4. Multi-scale analysis.
Lemma 4.4. Let T (σ) be a matrix valued function defined on σ ∈ [−δ, δ] with T (σ)(m, n) ∈ C
for m, n ∈ Λ0,Λ0 ∈ ER(N). Let the various constants below satisfy
0 < β ≪ 1, α > 0, ρ > 0, 0 < 1 − β
10
< b ≤ θ < 1,
and further let
(4.41) M = [Nβ
6
], L0 = [N
β2
100 ].
Assume the following properties hold.
(i) T (σ) is real analytic in σ and satisfies (4.34),(4.35) and (4.36).
(ii) For any I ∈ ER(L0), except for σ in a set E (I) of measure at most e−L
β3
0 ,
(4.42) ‖(RIT (σ)RI)−1‖ < eLb0
and
(4.43) |(RIT (σ)RI)−1(m, n)| < e−α(L0) |m−n| for m, n ∈ I, |m − n| > Lθ0.
(iii) Define againΩ(σ) the set of bad sites inΛ0 by condition (4.38) and (4.39). Assume further
that for any J ∈ ER(L) such that
L > N
β
5 ,
we have
(4.44) #(J ∩Ω(σ)) < L1−β.
44 X. HE, J. SHI, Y. SHI, AND X. YUAN
Then we have
‖GΛ0‖ < eN
b
and
|GΛ0(m, n)| < e−α
′ |m−n|, for all m, n ∈ Λ0, |m − n| > Nθ
except for σ ∈ [− δ
2
, δ
2
] in a set of measure at most e−N
cβ2
, where 0 < c = c(d) < 1 is an absolute
constant. Moreover, the decay rate α′ > (α ∧ ρ) − (logN)−8.
Proof. Let
(4.45) E0 =
⋃
I∈ER(L0)
E (I).
It follows that
mes E0 < N
de−L
β3
0 .
For any σ ∈ [−δ, δ] \ E , all L0-regions in Λ0 are good in the sense of (4.42) and (4.43). Using
Lemma 4.1 and taking
M ≡ L0, N ≡ L, τ ≡ β
20
,
we obtain that for any J ∈ ER(L), J ⊂ Λ0 with L > N
β
5 , there is
‖GJ(σ)‖ < 2LdeLb0 < eL
β
4 .
In other words, for any such J, we have
mes {σ ∈ [−δ, δ] : ‖GJ(σ)‖ > eL
β
4 } < Nde−Lβ
3
0 < e−10M .
Combining (4.44) and taking
M ≡ M, N ≡ L, τ ≡ β4,
it follows from the Cartan’s estimate Corollary 4.2 that
mes {σ ∈ [−δ/2, δ/2] : ‖GJ(σ)‖ > eL
1− β
10 } < eL−
β
20
.
Denoting
(4.46) E =
⋃
J∈ER(L),L>Nα/5
{σ ∈ [−δ/2, δ/2] : ‖GJ(σ)‖ > eL
1− β
10 },
then E is the desired exceptional set satisfying
mes E < Nd+1eL
− β
20
< e−N
cβ2
with 0 < c < 1
100
depending on d.
Fix any σ ∈ E c = [−δ, δ] \E in what follows. We shall apply Lemma 4.2 to prove the results.
Observe first that, for Λ ∈ ER(L), L > N β5 with Λ ⊂ Λ0, it follows from (4.46) that
‖GΛ(σ)‖ < eL
1− β
10
< eL
b
.
Next, for I ∈ ER(N β5 ), I ⊂ Λ0 with I ∩Ω(σ) = ∅, applying Lemma 4.1 by taking
M ≡ M, N ≡ N β5 , τ = β4,
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we get
|GI(σ)(x, y)| < e−α˜|x−y|, for |x − y| > N
β
5
·θ, x, y ∈ I,
where
α˜ > (α ∧ ρ) − (logNβ/5)−50 > (α ∧ ρ) − (logN)−10.
As a result, we call the above region I is good and call a N
β
5 -region bad if it contains a bad site
in Ω(σ).
Finally recalling (4.44), there are at most N1−α bad M-sites in Λ0. The set F of disjoint bad
N
β
5 -region satisfies
#F < N1−β < N
b
N
β
5
since b > 1 − β
10
. Then the conclusion follows from Lemma 4.2 by taking
M0 ≡ N
β
5 , N ≡ N, τ ≡ β
5
.
The arithmetical condition (4.7) is valid since θ ≥ b > 1 − β
10
and β≪ 1.
The decay rate α′ satisfies
α′ > α˜ − N−δ > α ∧ ρ − (logN)−8.

4.5. Large deviation theorem. Consider the matrix
(4.47) Tσ = Dσ + εS
where Dσ is a diagonal matrix with
(4.48) Dσ±, j,k = ±(〈k, λ′〉 + σ) − µ j.
S satisfies the Toeplitz property and ‖S ‖ < 1. The one dimensional parameter σ is defined on
some open set J ⊂ R. Let 0 < β≪ 1 and 0 < 1 − β
10
< b < θ < 1.
Assume that
(4.49) |S (x, y)| < e−ρ|x−y|, for some ρ > 0.
Obviously, for any large N, Tσ
N
has a holomorphic extension of σ on J to the complex
domain
{σ ∈ C : dist(σ,J ) < 1}
such that
‖TσN‖ < NC .
Note that supσ∈J |σ| ∼ N. Otherwise, for |σ| > 100N, the matrix TσN is diagonal dominated and
a simple application of Neumann series yields a desired Green’s function estimate of Gσ
N
.
Assume N0 is sufficiently large and the property
(4.50) ”N0 − good” :
 ‖G
σ
N0
‖ < eNb0 ,
|GσN0(x, y)| < e−α0 |x−y|, for |x − y| > Nθ0 , |x| ≤ N0, |y| ≤ N0
holds for all σ except in a set E0 of measure at most e
−Nβ3
0 .
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Indeed, for low scale N0, the ”N0-good” property can be derived from a simple application of
Neumann series. We show some details here. Consider
|Dσ±, j,k| = |〈k, λ′〉 + σ ± µ j| < ε1,
which is valid for σ lying in an interval of size 2ε1. Then, denoting
E0 =
{
σ ∈ R : min
1≤ j≤d,|k|≤N0
|Dσ±, j,k | < ε1
}
,
there is
mes E0 < 8dN
d
0ε1.
For σ ∈ J \ E0,
‖(DσN0)−1‖ <
1
ε1
.
Assume
(4.51) 0 < ε < e−4ρN
θ
0 , ε1 ∼ e−Nb0 .
By Lemma 3.1, we obtain that
‖GσN0‖ = ‖(TσN0)−1‖ <
2
ε1
.
and
|GσN0(x, y)| < e−ρ|x−y|.
To ensure that
mes E0 < e
−Nγ
0
for some 0 < γ < 1, we take
1 − β
10
< γ < b.
Consequently, the ”N0-good” property holds (with α0 = ρ) for allσ except in a set E0 of measure
at most e−N
γ
0 < e−N
β3
0 . Observe also that the matrix element of Tσ is at most linear in σ. Hence
E0(N0) is a semi-algebraic set in σ of degree at most N
C(d)
0
.
Let N0 ≫ 1 and let
N
0
= N
100β4
0
, N
0
< N0 < N
C∗
0
where C∗ is to be determined later.
We apply Lemma 4.4 to get the Green’s function estimate at larger scales. Following the
notations in Lemma 4.4, we take
L0 ∈ [N0,N0]
and define
N ≡ [L100/β2
0
], M ≡ L100β4
0
(= Nβ
6
).
where 0 < β ≪ 1 is a fixed constant.
For any Λ0 ∈ ER(N), we establish the Green’s function estimate on GσΛ0 . For any I ∈ ER(L0)
and I ⊂ Λ0, it follows from the previous arguments that, if ε < e−4ρN
θ
0 , then Gσ
I
= G
σ+〈k∗ ,λ′〉
I′
satisfies the ”L0-good” property except σ + 〈k∗, λ′〉 ∈ E0, where k∗ + I′ = I, I′ ⊂ [−L0, L0]d and
I′ ∈ ER(L0). The exceptional set E (I) is characterized by
E (I) = E0(L0) − 〈k∗, λ′〉
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and thus
mes E (I) < e−L
γ
0 < e−L
β3
0 .
This verifies conditions (4.42) and (4.43).
For any J ∈ ER(L) and any N > L > Nβ/5, we compute #(J ∩Ω(σ)), where Ω(σ) is the set of
the M-bad sites in Λ0. Roughly speaking,
n ∈ Ω(σ) ⇔ (n + [−M,M]d) ∩ Λ0 is a M -bad region
⇔ σ + 〈n, λ′〉 ∈ E0(M),
and a site n ∈ Λ0 is taken as bad site whenever (n+ [−M,M]d)∩Λ0 is not an elementary region.
Recall that E0(M) is a semi-algebraic set of degree at most M
C(d). The number of connected
components of E0(M) does not exceed M
C . The constant C = C(d) might differ from line to
line. Moreover, the size of each component of E0(M) is less than η = e
−Mγ . Fix a component
[a − η
2
, a + η
2
] and consider the set
H = {n ∈ J : |σ + 〈n, λ′〉 − a| < η/2}.
For two different n, n′ ∈ H, we have
|〈n − n′, λ′〉| < η.
Assume λ′ is diophantine
|〈k, λ′〉| > ν|k|τ , 0 , k ∈ Z
d, 0 < ν < 1, τ > d + 1.
Then
|n − n′| > ν(1
η
)1/τ = νeM
γ/τ ≫ N = M1/β6 .
whenever N0 is large. As a result, we have
#(J ∩Ω(σ)) < MC = NCβ6 < (N β5 )5Cβ5 < L1−β.
and this verifies (4.44).
Let
N
1
= N
100/β2
0
, N1 = N
100/β2
0 .
By Lemma 4.4, we have that for any N
1
< N1 < N1 and any Λ0 ∈ ER(N1), the property
(4.52) ”N1 − good” :
 ‖G
σ
Λ0
‖ < eNb1 ,
|GσΛ0(x, y)| < e−α1 |x−y|, for |x − y| > Nθ1 , x, y ∈ Λ0
except for σ is a set E1 = E1(N1) of measure
E1(N1) < e
−Ncβ2
1 Nd1 < e
−Nβ3
1 ,
where α1 = (α0 ∧ ρ) − (logN1)−8.
To iterate on, we impose the condition that
N
1
< N0
which results in
100
β2
< C∗.
We only write out the iteration statement, whose proof is essential the same to that from the
scale N0 to N1. The following statement holds for all k ≥ 0.
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For any N
100/β2
k−1 = Nk < Nk < Nk = N
100/β2
k−1 and any Λ0 ∈ ER(Nk), the property
(4.53) ”Nk − good” :
 ‖G
σ
Λ0
‖ < eNbk ,
|GσΛ0(x, y)| < e−αk |x−y|, for |x − y| > Nθk , x, y ∈ Λ0
holds except for σ is a set Ek = Ek(Nk) of measure
Ek < e
−Nβ3
k ,
where αk = (α0 ∧ ρ) − (logN1)−8 − · · · − (logNk)−8 . One easily finds that
lim
k→∞
αk > ρ − (logN0)−8.
Since N
k+1
< Nk, we are able to iterate constantly and proves Lemma 3.4.
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