Abstract. This paper conrms a version of a conjecture by Fischer Black regarding consol rate models for the term structure of interest rates. A consol rate model is one in which the stochastic behavior of the short rate is inuenced by the consol rate. Since the consol rate is itself determined, via the usual discounted present v alue formula, by the short rate, such models have an inherent xed point aspect.
x1. Introduction
The main objective of this paper is to conrm and explore a conjecture by Fischer Black regarding consol rate models for the term structure of interest rates. A consol rate model is one in which the stochastic behavior of the short rate is inuenced by the consol rate. Since the consol rate is itself determined, via the usual discounted present v alue formula, by the short rate, such models have an inherent xed-point aspect.
Under purely technical conditions, we show whether or not a stochastic dierential equation dening the short rate and the consol rate is consistent with the denition of the consol rate as the yield on a perpetual annuity. The results are based on an extension of the theory for the forward-backward stochastic dierential equations to innite-horizon settings.
We x a ltered probability space (; F; P ; fF t g t0 ), satisfying the usual conditions.
(See, for example, Protter (1990) for background technical denitions.) A consol is a perpetual annuity, that is, a security p a ying dividends continually and in perpetuity a t a constant rate, which can be taken without loss of generality to be 1. A short rate process is a non-negative progressively measurable process. We are interested in models of a short rate process r and a price process Y for the consol that satisfy the expected discounted value formula where E denotes expectation under P. Without getting into the associated denitions and related notions of arbitrage, (1.1) is consistent with the role of P as an \equivalent martingale measure," in the sense of Harrison and Kreps (1979) , which can be consulted for the associated theory. It is not unusual in applications to work from the beginning under such a probability measure, and we do so. Since the yield on a consol is the reciprocal of its price, and since reciprocation is a smooth mapping from (0; 1) t o ( 0 ; 1 ) with a smooth inverse, it makes no dierence whether we w ork in terms of the price process Y or its yield process`= Y 1 , also known as the consol rate process.
Since the work of Brennan and Schwartz (1979) , there has been interest in termstructure models based on a stochastic dierential equation for the short rate r and the consol rate`. Since Y =` 1 , w e can equally well work in terms of a stochastic dierential equation for (r; Y ) of the form dr t =(r t ; Y t ) dt + (r t ; Y t ) dW t (1:2) dY t = ( r t Y t 1) dt + A(r t ; Y t ) dW t ; (1:3) where W is a standard Brownian motion in l R 2 , and where , , and A are measurable functions on (0; 1) (0; 1) i n to l R, l R 2 ; and l R 2 , respectively, satisfying technical conditions. The drift r t Y t 1 shown for Y is implied directly by (1.1) and Ito's formula, and is interpreted as a statement that the expected rate of return on the consol (under the measure P) is the short (riskless) rate r.
Our rst objective is to show h o w to determine whether the diusion function A on the consol price process is consistent with the characterization (1.1) of the consol price. It is clear that not any c hoice for A will work. For example, we cannot have a(r; y ) > A ( r ; y ) = 0 for all (r; y ), unless both a and A are identically zero, since the increments of r and Y must be correlated in a very particular fashion, given the denition (1.1) of Y . Indeed, we want to resolve whether any A can be chosen in a manner consistent with (1.1). Since Y t depends on the conditional distribution of fr s : s tg, which in turn depends at least on and (not to mention the dependence of r, through Y , o n A itself), we should expect that the diusion function A for Y depends in a particular way o n and .
In a private communication, Black has conjectured that, under at most technical conditions, for any ( ; ) there is always a choice for A that works. We conrm that conjecture. We also provide additional technical conditions under which (1.2)-(1.3) is consistent with (1.1) if and only if Y t = '(r t ) and (consequently) A(r t ; Y t ) = ' 0 ( r t ) ( r t ; ' ( r t )); where ' is a C 2 solution of the ordinary dierential equation
Under the same technical conditions, there is a unique solution to this ordinary dierential equation. This result, connecting the ODE (1.4) with solutions to the model (1.1){(1.3) of short rate and consol rate, is based on recent developments in the theory of forwardbackward stochastic dierential equations reported in and Ma, Protter, and Yong (1993) .
The conclusion that the consol price Y t is, under technical regularity conditions, necessarily of the form '(r t ) is somewhat suprising, in that one of the main objectives of the Brenann-Schwartz model is to provide two state variables for the term structure, the short rate r t and the consol rate`t. F rom the above, we h a v è t = 1 ='(r t ), and the single state variable r t is therefore sucient. It may be that the technical regularity conditions that we impose rules out some interesting cases.
An easy illustration is the following mild extension of an example due to Fischer Black, from a private communication: where k 1 and k 2 are constants, W is a standard Brownian in l R 2 and v 2 l R 2 . W e can think of the function A as unknown, and to be determined in terms of the other information.
With kvk 2 = k 1 + k 2 , w e conjecture that it is possible to take Y t = c=r t '(r t ), for some constant c. Plugging this conjecture for ' into (1.4) uniquely yields c = 1 and A(r; y ) = A ( r ; ' ( r )) = v=r. Is there some other choice for A that works, and which perhaps generates a model in which w e cannot treat Y t as '(r t ) for some function '? We do not know the answer to this question, since (1.5) does not satisfy the regularity conditions for uniquness of solutions that we provide in this paper. (For example, our regularity implies the property that the short rate r stays in some interval [r; r]; for positive constants r and r.)
More generally, w e replace the short rate r in (1.2) with a \state process" X in l R n , and assume that the short rate is given by r t = h(X t ) for some well behaved function h. We give conditions under which there is a solution for the consol price in the form Y t = (X t ), where solves a partial dierential equation analogous to (1.4). In this general case, however, the conditions ensuring the uniqueness of solutions for (X;Y ) are given implicitly (see x4). Hogan (1992) has shown that special cases of a stochastic dierential equation proposed by Brennan and Schwartz (1979) for (r; ) fail to have a nite-valued solution. Our results indicate caution in proposing any particular stochastic dierential equation for the short rate and consol rate, whether or not it has a nite solution, if the consol rate is intended to represent the yield on a consol in a manner consistent with the proposed model. The diusion of the consol must be chosen consistently with the solution of a non-trivial xed point problem involving the drift and diusion of the short rate.
One could also apply our results to a general class of nancial market valuation problems. Suppose, for instance, that one wants to develop a model in which the stochastic behavior of the state process is inuenced in a particular way b y certain asset prices, which are in turn determined by the usual discounted expected valuation approach, with future state prices given in terms of future state variables. We show h o w this can be done consistently, and give a dierential equation for the asset price in terms of the state variables. In the innite-horizon setting, uniqueness is shown under somewhat narrower sucient conditions. x2. Forward-Backward SDEs, Nodal Solutions, and Asset Valuation
We rst recall some results in and Ma, Protter, and Yong (1993) . Let (; F; P ; fF t g) be a xed ltered probability space satisfying the usual conditions. Let W be a d-dimensional Brownian motion dened on this space; and we further assume that We can think of X in (2.1) as a state variable for the problem, which has a given initial condition x, and whose dynamics are inuenced by a v ariable Y , which has a terminal value given in terms of X T . F or this reason, one can call X the \forward" variable and Y the \backward" variable; hence the term \forward-backward stochastic dierential equation." Provided Z satises the usual integrability condition E We use the term \nodal solution" because in some cases turns out to be the \nodal surface" of the viscosity solution to a certain Hamilton-Jacobi-Bellman equation (see for details). From Ma, Yong, and Protter (1993) , we know that under certain conditions, any adapted solution of (2.1) must be a nodal solution. Moreover, the nodal solution is unique. As a matter of fact, this nodal solution can be constructed by the following way: First, nd the unique classical solution of the parabolic system:
Second, solve the forward SDE: (2:6) ( dX t = b(X t ; ( X t ; t )) dt + (X t ; ( X t ; t )) dW t ; t 2 [0; T ] ; X 0 =x: Finally, set Y t and Z t as in (2.4). This will give the nodal solution of (2.1). Such a method was called a \Four Step Scheme" in [Ma, Protter and Yong (1993) ], where more general cases were studied.
In what follows, we restrict ourselves to the case m = 1 and
for some function h : l R n ! (0; 1). Then, (2.1) becomes
X 0 =x; Y T = g(X T ); By the usual variation of constant formula, we h a v e (2:9) g(X T ) = Y T = e In the problem FHVR (2.12), treating r t = h(X t ) as the short rate of interest in a nance setting, we m a y think of Y as the price of a security claiming a continual constant unit dividend until time T, at which time the security i s v alued at g(X T ). The unusual aspect of this formulation, relative to the typical model, is that the state process X has dynamics that depend on the price process Y , while Y t itself depends on the conditional distribution of X s for s t. I f w e take g 0, we h a v e a nite horizon annuity v aluation problem, in which the annuity price inuences the short rate. The consol rate problem is the innite-horizon version of this problem. We will show technical conditions (Proposition 3.1) under which Y t = (X t ; t ) for some unique function , so that there is no role for Y as a separate state variable. Later, under additional regularity, w e will show that this is also true in the innite-horizon setting (Section 4) for some time-independent , and that the nite-horizon solutions will converge to the innite-horizon solution as the horizon T ! 1 (Section 5 We note that in Denition 2.3, the function is time-independent because of the innite horizon. Formally, the forward-backward SDE associated with Problem IHCR is the following:
Y t is bounded a.s. ; uniformly in t 2 [0; 1):
We shall verify this in the next section. Also, we should note that, in general, the asymptotic behavior of Y t at t = 1 is not known, we therefore only impose the boundedness of Y instead. As before, we m a y i n troduce the following denition. 
Moreover, if there exists a bounded C 2 function with x being bounded, such that the adapted solution (X;Y;Z) has the following relations:
(2:18) Y t = (X t ); Z t = (X t ; ( X t )) > x (X t ); t 2 [0; 1); then, we call (X;Y;Z) a nodal solution of (2.16).
x3. Existence of Nodal Solutions
In this section we study the existence of nodal solutions to both Problem FHVR and Problem IHCR. We shall also establish the relationship between these problems and the associated forward-backward SDEs, and some properties of the nodal solutions. Let us rst make some Standing Assumptions. jb(x; y)j ( j y j ) ; ( x; y) 2 l R n l R;
(H2) The function g is bounded in C 2+ (l R n ); for some > 0.
Let us begin with the Problem FHVR.
Proposition 3.1. Let (H1){(H2) hold. Then, Problem FHVR admits a unique adapted solution (X;Y ). Moreover, it is in fact a nodal solution.
Proof. First, from the previous section, we see that if (X;Y;Z) is an adapted solution of (2.8), then (X;Y ) is an adapted solution of Problem FHVR. Conversely, let (X;Y) b e a n y adapted solution of Problem FHVR. We shall prove that there exists an adapted l R d -valued process Z such that (X;Y;Z) is an adapted solution to (2.8).
To this end, let us dene a measurable process Dellacherie and Meyer (1982) , VI).
On the other hand, for each xed ! 2 , one can check b y direct computation that U satises the ODE:
Taking conditional expectation on both sides of (3.6) and applying (3.5), we see that Y t satises In other words, (X;Y;Z) solves (2.8). (In some nance applications, the Brownian motion W does not generate the given ltration fF t g; as assumed in this paper, but rather is obtained as the martingale part of a Brownian motion under a dierent measure, via Girsanov's Theorem. Even in this more general setting, it can be seen that W generates all martingales as stochastic integrals in the above sense.) Finally, since the process Y is one dimensional, the results in Ma, Protter, and Yong (1993) show that (2.8) posseses a unique adapted solution which can be constructed via the Four Step Scheme; namely, a n y adapted solution of (2.8) must be the nodal solution, proving the proposition.
To study the Problem IHCR, we need the following lemma. The proof of the lemma is quite standard, but we nevertheless sketch it for the benet of the reader. Then, we can let R ! 1 along some sequence to get a limit function (x). By the standard diagonalization argument, we m a y assume that is dened in the whole of l R n . Clearly, 2 C 2+ (l R n ) and is a classical solution of (3.9). Finally, b y the maximum principle again, we obtain (3.10). Now, we come up with the following existence result for the Problem IHCR. Theorem 3.3. Let (H1) hold. Then, there exists at least one nodal solution (X;Y ) of Problem IHCR.
Proof. By Lemma 3.2, we can nd a classical solution 2 C 2+ (l R n ) of (3.9). Now, we consider the following (forward) SDE:
(3:14) ( dX t = b(X t ; ( X t )) dt + (X t ; ( X t )) dW t ; t > 0 ; X 0 = x: Since x is bounded and b and are uniformly Lipschitz, (3.14) admits a unique strong solution X t , t 2 [0; 1). Next This shows that (X;Y ) is an adapted solution of Problem IHCR. By (3.15), this solution is nodal. Next, we discuss the possibility of representing the solution of Problem IHCR as the adapted solution of forward-backward SDE (2.16). As was pointed out in the introduction, in the general innite-horizon case, we don't have the uniqueness of the forward-backward SDE if the value at innity cannot be specied. Nevertheless, we shall show below and in the next section that the uniqueness in the certain class of solutions will still hold, which will be sucient for our purpose.
To begin with, let us establish a result concerning the non-autonomous ODE with innite duration. Finally, the boundedness of Y follows easily from the denition of Y and the fact that U t 1 , 8t 0, P-a.s. ; proving the proposition.
It is worth noting that although the bounded solution U of the random ODE (3.23) over the innite-horizon is unique, the uniqueness of the adapted solution to the forwardbackward SDE (2.16) over an innite duration is still unknown. Theorem 3.3 and Proposition 3.5 suggested two w a ys to construct the adapted solutions to such forward-backward SDEs. In the next section we shall prove that if both X and Y are one-dimensional, then the adapted solution to the forward-backward SDE over an innite-horizon is unique, under some explicit compatibility conditions; and such adapted solutions must be nodal (see Theorem 4.1). In the higher dimensional case, such a result is also proved (Theorem 4.5), but the condition that we h a v e to pose is implicit; and the general uniqueness result is far from obvious. Nevertheless, one would expect that the uniqueness should hold at lease among the nodal solutions. The next result and the remark following it explore its possibility. Recall from Denition 2.4 that a nodal solution can be given by an arbitrary bounded C 2 function with bounded gradient. Proposition 3.6. Let (H1) hold. Suppose that forward-backward SDE (2.16) has a nodal solution (X;Y;Z); namely, (2.18) holds for some bounded C 2 function with bounded gradient. Then must satisfy the ODE (3.9).
Proof. Let (2.18) holds for some bounded C 2 function with bounded gradient. Since is C 2 , w e can apply Itô's formula to Y t = (X t ). This leads to that (3:39) dY t = h hb(X t ; ( X t )); x ( X t ) i + 1 2 tr xx (X t ) > (X t ; ( X t )) i dt + h x (X t ); ( X t ; ( X t ))dW t i :
Comparing (3.39) with (2.16) and noting that Y t = (X t ), we obtain that (3:40) h b(X t ; ( X t )); x ( X t ) i + 1 2 tr xx (X t ) > (X t ; ( X t )) = h(X t )(X t ) 1;
for all t 0, P-almost surely. Dene a continuous function F : l R n ! l R b y
W e shall prove that F 0. In fact, note that in this case, X actually satises the forward SDE (3:42)
dX t = e b(X t ) dt + e (X t ) dW t ; t 0;
where e b(x) = b(x; (x)); e (x) =(x; (x)). Therefore X is a time-homogeneous Markov process with some transition probability density p(t; x; y). Since both e b and e are bounded and satisfy a Lipschitz condition; and since > is uniformly positive denite, it is well known (see, for example, Friedman (1964 Friedman ( , 1975 ) that for each y 2 l R n , p(; ; y ) is the fundamental solution of the following parabolic PDE:
and it is positive e v erywhere. Now b y (3.40), we h a v e that F(X t ) = 0 for all t 0, P-a.s. , whence E 0;x [F 2 (X t )] = 0, for all t > 0. Since (3:44) E 0;x F 2 (X t ) = Z l R n p(t; x; y)F 2 (y) dy; t > 0 ;
and p(t; x; y) is positive e v erywhere, we h a v e F ( y ) = 0 almost everywhere under the Lebesgue measure in l R n . The result then follows from the continuity o f F .
Remark 3.7. The essence of Proposition 3.6 is that the only possible nodal solution for the innite horizon forward-backward SDE (2.16) is the one constructed using the solution of ODE (3.9). Therefore, if (3.9) has multiple solutions, we don't have uniqueness of the nodal solution; and the number of the nodal solutions will be exactly the same as that of the solutions to (3.9). However, if the solution of (3.9) is unique, then the nodal solution of (2.16) (or equivalently, Problem IHCR) will be unique as well.
x4. Uniqueness of the Nodal Solution
In this section we study the uniqueness of the nodal solution of Problem IHCR. We rst consider the one dimensional case, that is, when X and Y are both one-dimensional processes. For simplicity, w e denote lim
which contradicts (4.13). Hence, can not have a n y maximum points either. Consequently, is monotone on l R. Finally, since (4:15) ( 1) = 1 h ( 1) > 1 h(+1) = (+1); it is necessary that is monotone decreasing.
Next, let and b be two solutions of (4.6). Then Here, we used the fact that x (x) = j x (x)j (since is decreasing). By (H3), we see that c(x) > 0 for all x 2 l R (note that by (3.10), ; b 2 [ 1 ; 1 ]). From (H1), we also see that a andb are bounded. Thus, by the lemma that will be proved below, we obtain w = 0 , proving the uniqueness. This lemma is not new. Since the proof is simple, we h a v e provided it for completeness. Also, it is not hard to see that similar results hold for higher dimensional cases. Actually, much more general comparision results can be found in the literature (see Crandall, Ishii, and Lions (1992) Then Problem IHCR has a unique adapted solution. Moreover, this solution is nodal and is determined by the given solution .
Sketch of the proof. First of all, by an estimate similar to (4.16), we can prove that (3.9) has no other solution except (x). Then, by a proof similar to that of Theorem 4.1, we obtain the conclusion here.
Corollary 4.6. Let (H1) hold and both a and b be independent o f y . Then Problem IHCR has a unique adapted solution and it is nodal.
Proof. In the present case, condition (4.29) trivially holds. Thus, Thoerem 4.5 applies.
Remark 4.7. We note that for the case in which a and b are independent o f y , the forward equation for X is decoupled from Y . This special case has been studied by Due and Lions (1993) in the context of recursive utility models (under weaker regularity conditions). In other words, we can treat the innite-horizon recursive utility model as a special case. (r; y ) = h 0 ( h 1 ( r ))b(h 1 (r); y ) + 1 2 h 00 (h 1 (r))k(h 1 (r); y ) k 2 ; ( r ; y ) = h 0 ( h 1 ( r ))(h 1 (r); y ) : Indeed, this unique solution is obtained at Y = (h 1 (r)), where is the unique solution of (4.6). The use of X rather than r as the \forward" state variable for this problem is due simply to the fact that it is easier to state regularity conditions in terms of (b; ; h ) than directly in terms of (; ). dr t =(r t ; t ) dt + ( r t ; t ) dW t d`t = `2 t r t`t +`3 t 2 kA(r t ; t ) k 2 dt +Â(r t ; t ) dW t ; where (4:32)(r; ) = ( r ; 1 ) ; ( r ; ) = ( r ; 1 ) ;Â ( r ; ) = 2 A ( r ; 1 ) :
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Thus the same characterization given above can equally well be given in terms of (;;Â).
x5. The Limit of Problem FHVR
In x2 w e posed the consol rate problems in both nite and innite horizon cases.
Practically, i t w ould be nice to know whether the limit of the Problem FHVR is the
