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Abstract
The explosion in the number of cameras surveilling the envi-
ronment in recent years is generating a need for systems ca-
pable of analysing video streams for important events. This
paper outlines a system for detecting noteworthy behaviours
(from a security or surveillance perspective) which does not
involve the enumeration of the event sequences of all possible
activities of interest. Instead the focus is on calculating a
measure of the abnormality of the action taking place. This
raises the need for a low complexity tracking algorithm ro-
bust to the noise artefacts present in video surveillance sys-
tems. The tracking technique described herein achieves this
goal by using a future history buffer of images and so de-
laying the classification and tracking of objects by the time
quantum which is the buffer size. This allows disambigua-
tion of noise blobs and facilitates classification in the case
of occlusions and disappearance of people due to lighting,
failures in the background model etc.
Keywords: video processing, tracking, video surveillance
CR Categories:
I.4.8 [Image Processing and Computer Vision]: Scene
AnalysisTracking
1 Introduction
The use of video surveillance in public spaces is becoming
more widespread. For commercial interests, surveillance se-
cures environments near businesses to prevent espionage,
theft and damage. For public safety, video surveillance plays
a role in deterring criminal behaviour, the realtime detection
of malicious activity and analysis of crimes after-the-fact.
Besides being a means of deterring or detecting crimes and
protecting public spaces, the presence of cameras increases
perceptions of safety and public welfare.
Coupled with the ubiquity of video surveillance cameras
comes a demand for a large number of personnel to mon-
itor the footage for noteworthy activities; Troscianko et al
[Troscianko et al. 2004] reported operators monitoring up to
50 screens simultaneously. Such high camera-human ratios
are a clear indication that the video data from surveillance
cameras is starting to exceed the capacity to have them all
mindfully monitored by human operators. Such a lack of
attention has implications for how monitored environments
are perceived and the effectiveness of video surveillance as
a security solution. It is obvious that an unmonitored (or
poorly monitored) security camera can only provide informa-
tion of an attack or crime after the event and does nothing
to enable a realtime protective response. Additionally, the
limited resolution of many surveillance cameras severely hin-
ders the efficacy of the identifcation of perpetrators after the
fact.
Current technological solutions to the video surveillance
problem often focus on the detection of specific actions or
sequences of pre-defined events. For example, Oliver et al
[Oliver et al. 2000] trained recognition algorithms to dis-
criminate five meet-and-walk interactions. By itself, this
event-sequence approach is often limited by (1) the amount
of training data available to tune the detection algorithms,
and (2) the ability to enumerate all the possible interesting
or suspicious activities that are to be detected. An alternate
approach is to build patterns of the scene activity and use
violations of the scene patterns as evidence of misbehaviour
- Duong [Duong et al. 2005] used variations in activity dura-
tion as an indication of abnormality. This approach requires
a corpus of movement to be built over some significant time
period for the scene. Such a corpus hopefully captures the
action distribution within the scene, and then this data is
mined for organisation and structure. This approach often
pays little heed to the subtleties of human-motivated ac-
tion and instead tends towards a brute-force data-mining
methodology.
Due to the inherent difficulty in creating a computer
framework to recognise the fundamental action sequency for
every possible suspicious activities, our technique will be fo-
cussed on evaluating an importance measure. This impor-
tance measurement is analogous to a human operator's per-
ception on how interesting, unusual or special the activity
within a scene is. Such a measure need not be able to clas-
sify the nature of events which it flags as important; it only
needs to be able to output a relative measure of importance
for further discernment by human operators. This impor-
tance measure will be instrumental in directing the focus
of human surveillance monitors and thus enable more effi-
cient and effective surveillance. For example, for an operator
managing 50 video screens this system will be able to assist
in directing attention to the most relevant areas requiring
further scrutiny.
Since the behaviour model is expected to be computa-
tionally intensive, it is desirable to have a low complexity
tracking model. This paper proposes an approach to track-
ing that is tolerant of noise present in the video system whilst
still retaining low computational requirements.
The organisation of this paper is as follows: Section 2
outlines the surveillance system in which this tracking ap-
proach is to be used; Section 3 gives terms of reference and
outlines the proposed methodology for tracking; Section 4
details some of the results obtained and Section 5 details fu-
ture work for the tracking system and its part in the overall
surveillance system.
2 System Design
2.1 Overall System
An overview of the surveillance system currently under de-
velopment for this project is shown in Figure 1. The ap-
proach taken for this project is different from standard com-
puter surveillance analysis techniques as it is intended to
establish a measure of activity importance or level of inter-
est (from a security surveillance perspective), rather than a
specific classification of the event that is taking place.
Figure 1: Specific System Overview
From a security-related surveillance perspective the list
of possible actions that could be classified as interesting is
open-ended. Different realms within the surveillance field
also have differing requirements. It is inconceivable that ev-
ery suspicious or noteworthy action could be encapsulated
by recognition regimes which require training data. Besides
the Sisyphean task of enumerating each and every impor-
tant activity, the lack of sufficient training exemplars will
compound the futility of this approach. Instead of trying
to isolate every significant activity sequence, this work will
construct a framework for viewing the actions from a more
human perspective. When actions and events break the ex-
pectations of the human perspective, they can then be de-
fined as being worthy of further investigation. That is, what
is interesting are those things that do not fit our expecta-
tions of what should be happening and thus be labelled as
important activities.
Since a human operator must usually make the ultimate
decision upon whether or not a piece of surveillance footage
should be acted upon, computer analysis techniques can as-
sist here by helping to filter the avalanche of information
provided by multiple cameras. Hence, rather than having to
detect specific activities in a video, the computer need only
determine if there is some activity of importance of happen-
ing - regardless of the actual activity taking place. A human
operator can then use this measure to direct her attention
to the most important regions first.
Instead of trying to recognise a multitude of specific ac-
tions, this system will model human behaviour and use this
as a means of identifying behaviour not consistent with it.
The inconsistency or disparity between the model and the
witnessed behaviour, along with state information, will be
used to calculate a measure of the importance of particu-
lar actions. Such an importance measure will be a guide to
human personnel - drawing their focus and enabling more
efficient and effective surveillance of the environment.
Dee and Hogg's work on inexplicable behaviour [Dee and
Hogg 2004] indicates that the use of a goal-directed be-
haviour model can be successful in isolating noteworthy
events. Their work posited that normal members within
a foyer or carpark are headed for a goal e.g. an exit point,
piece of equipment, a car. When people fail to meet this
goal-directed expectation (as modelled by a state-machine
of paths in the environment) they were classed as being in-
teresting. That the inexplicability of behaviour in relation
to this model correlated with the activity classification by
human observers, implies that such a model-breaking view
can be a valid way to approach surveillance tasks.
Thus a human-oriented behaviour model will be used to
explain the actions of agents within a surveillance scene.
Such a model will output an assessment of the actions of
these agents as being important or not important, in re-
gards to the implications from a surveillance perspective.
The model will need to accumulate ongoing movement, in-
teraction and affective information for these agents. Using
information about human decision making (such as goal-
oriented behaviour) and contextual information gained from
the scene, this system will then compare the witnessed ac-
tions within the scene, with predictions and internal states
within the model to derive a measure of importance i.e. a
measure of whether the current actions warrant further in-
vestigation by a human operator.
The behaviour model that has been selected for our work
is that of Fishbein and Ajzen [Fishbein and Ajzen 1975].
This psychology-based model is a hierarchical construct of
beliefs, attitudes, intentions and behaviours with causal links
between these ideas. They propose a conceptual framework
for trying to understand the behaviour of rational human
beings. Their model draws upon many years of psycholog-
ical theory, with a strong emphasis on the precise meaning
of the concept of attitude. The model is based upon their
view of humans as rational entities that process informa-
tion and use it systematically, with the key elements being
beliefs, attitudes, intentions and behaviours. Inferences are
drawn systematically between one level and the next allow-
ing knowledge of one level to predict classes of events at the
next.
2.2 Tracking System
Computer-driven video surveillance systems consist of three
major logical components (refer Figure 1):
1. Video acquisition and pixel-level processing
2. Object detection and movement tracking
3. Action and event recognition
The tight interaction between these three components means
that the operation of each is critical to the overall effective-
ness of the system. This paper is concerned with a simple
yet effective movement tracking algorithm. The design of a
tracking algorithm should take into consideration the frail-
ties and deficiencies of any video processing steps and the
necessities of further processing for the required purpose of
the overall system outlined in Section 2.1.
In order to be effective, the system requires a stable and
robust tracking system capable of handling noise and re-
lated artefacts while delivering correct object positioning at
a low cost. There are many common problems with which
all tracking algorithms need to cope i.e. problems in video
acquisition and pixel-level processing.
Video acquisition, storage and transmission are all subject
to errors. Acquisition of video is subject to noise through
the thermal noise of CCD image collectors - stray firings
of electrons, dependent upon termperature which can lead
to image artefacts. Video storage and transmission through
coding and decoding images (such as MPEG and JPEG)
lead to artefacts associated with the quantisation of coding
parameters - manifesting as 'mosquito' noise and blocking
artefacts [Fenimore et al. 2000].
Pixel-level processing (i.e. background modelling and im-
age cleaning) can never be perfect. Background models are
susceptible to light changes, video noise and multi-modal
backgrounds. Advanced background models which factor in
many possible points of ambiguity are available e.g. Butler
[Butler et al. 2003], but such methods are still not perfect
and can be quite computationally expensive. Errors in the
background modelling phase will be evidenced as unwanted
foreground images and disjoint representations of objects
(such as in Figure 2) which ostensibly should be represented
in the scene by single connected components. While pro-
cessing to remove noise (for example, through morphological
operations such as erosion and dilation) assists in depressing
the effects of such background model errors, it can never be
perfect, leading to unwanted pixels in the foreground and
background of the processed images.
The type of approach to tracking must also consider the
subsequent processing steps in the system. For example, for
a very simple trespass detection there may be little need for
exact location data nor any need to have the full history of
a person's trajectory as they travel through the scene.
Many existing algorithms for tracking are quite expen-
sive computationally. Isard and Blake's [Isard and Blake
1998] condensation tracks hypotheses about multiple parti-
cles. Jorge et al [Jorge et al. 2004] use Bayesian networks to
model each event. Both of which are intensive in terms of
modelling and solving. Additionally, these algorithms ignore
the possibility of noise, assuming that pixel-level process-
ing and the background modelling have sufficiently removed
such artefacts
The aim of our system is to provide an activity importance
measure, therefore historical information will be important
as it impacts upon the context and interpretation of the
current scene. There is a desire for this system to be robust
to noise, but there is only limited need for pixel-accurate
position information.
3 Blobs, Tracked Objects and Buffers
Our solution for a low complexity tracking methodology with
robustness in the presence of noise is to use a buffer of frames
Figure 2: Background model noise resulting in a disjoint
object.
i.e. frames which exist in the future with respect to the frame
upon which tracking is currently being calculated.
In order to discuss the approach to tracking used here, it
is first necessary to define the terminology.
blob a connected component in the foreground of an image
i.e. a maximal region of connected pixels
tracked object an entity deemed to have enough value
that historical information about its position should be
kept e.g. a person or a car.
noise a blob that arises due to deficiencies in the video
acquisition, coding/decoding or background modelling
and does not represent a real entity within the video
frame. It is assumed that these types of noise are lo-
calised is space and time - appearing as blobs for only
a very limited number of frames.
Thus a blob in a particular video frame may be a tracked ob-
ject or may be noise. In order to determine correspondence
between blobs and tracked objects, distance and appearance
models are used to find close matches.
From a logical viewpoint, a tracking system updated
frame-by-frame is insufficient. This is due to the nature of
movement of a tracked object and the fact that finding the
correspondence with blobs in the current video frame can
often be ambiguous - Is this blob due to noise or an actual
object appearing here? Has the tracked object split into two
distinct objects or is it just the result of noise from a lower
processing layer?
In order to disambiguate situations of noise from legiti-
mate objects and events, the history buffer will be used to
provide the necessary context information. This buffer will
be used to peek into the future history of this blob or object
and thus more accurately determine its classification in the
current frame.
3.1 Blob Classification Types
When new blobs (connected components) are detected in a
video frame, there are a limited set of possible classifications
which meet the needs of security video surveillance. The hi-
erarchy of blob types is illustrated in Figure 3, and described
below.
Blob
New Tracked Object Pure Noise Existing Object
Simple Join Split
Faux Join Actual Join Faux Split Actual Split
Figure 3: Blob Classification
• Pure Noise: A blob which is not close spatially or in
appearance to any tracked object within the scene and
which soon disappears
• New Tracked Object: A blob which is not close spa-
tially or in appearance to any tracked object within the
scene and which appears in the scene for long enough
to no longer be considered noise.
• Belongs to Tracked Object: this blob is (in part or
in whole) the manifestation in the current frame of a
tracked object from a previous frame
 Simple: This blob is the one and only match (in
distance and appearance) for a tracked object
 Split: A tracked object may become disjoint into
two or more blobs in the following cases
∗ Faux Split: video noise or background mod-
elling has caused the tracked object's repre-
sentation to no longer be a single blob in this
frame e.g. a person's head becoming disjoint
from the body due to overzealous erosion or
lighting issues.
∗ Actual Split: two or more people who were
once represented by a single tracked object
have become disjoint.
 Join: This blob is the representation of two or
more tracked objects. These tracked objects were
distinct entities in the previous frame but are now
represented in the current frame as a single con-
nected component.
∗ Faux Join: video noise or background mod-
elling has caused the representation of two
separate objects to be represented by a sin-
gle blob in the current frame
∗ Actual Join: two or more tracked objects
have now moved into an overlapping position
such that they are combined into a single blob
in the current frame.
3.2 Object Tracking Approach
To illuminate the process of how tracking is effected through
the use of the future buffer, consider the example frame se-
quence shown in Figure 4. Tracking assumes that the previ-
ous frame has correctly labelled tracked objects (in this case
T1 and T2), and that all relevant blobs have been found in
current frame (Blobs B1.x) and future frames in the buffer
(Blobs B2.x). Considering the blobs in the current frame, a
number of future frames are examined to determine how the
blobs in the current frame are related to the tracked objects
from the previous frame. Only a single future frame is shown
here for reasons of clarity.
Figure 4: Example Frame Sequence 1
Blobs are referred to as Bm, Trobs as Tn. The distance
function is a function of both spatial distance and difference
in appearance and characteristics of the blobs and objects.
Pure Noise Pure noise (as described in Section 3.1) will
arise due to deficiencies in background modelling as well as
unavoidable artefacts due to lighting changes and video cod-
ing limitations. Table 1 outlines the method by which this
transitory type of noise is classified and expresses that ob-
jects which are not close to any of the current tracked objects
and do not appear for an extended period are just noise.
An example of this is blob B1.2 in the current frame which
has no tracked object antecedents nor does it exist in future
frames.
Algorithm 1 Algorithm for Pure Noise classification
for each blob Bm in the current frame
• if (distance(Bm, Tn) > threshold for all
T)
 if (Bmappears in very few of the
future frames in the buffer)
∗ then is PURE_NOISE
 if (Bm appears in most of the future
frames in the buffer)
∗ then is NEW_TRACKED_OBJECT
New Tracked Object New objects in the scene which are
worth tracking are similar to noise except that they persist
within the scene well into the future of the current frame.
i.e noise is only evident for a few frames into the future,
while a new tracked object will persist for at least seconds.
While this threshold between noise and object is arbitrary
it is failsafe in that it filters out the majority of unwanted
artefacts - but will track those that appear for extended
periods. From the point of view of security video surveillance
extended scene artefacts may be of importance (e.g. dropped
luggage etc).
An example of this is blob B1.5 in the current frame which
has no tracked object antecedents but exists in future frames
i.e. B2.3.
Simple Match A simple match occurs in the cases where
there is only one possible logical blob which belongs to the
given tracked object, and the distance separating them (both
spatially and in appearance) is less than a predefined thresh-
old.
An example of this is blob B1.1 in the current frame which
corresponds to tracked object T1.
Algorithm 2 Algorithm for simple match of blob to a
tracked object
for each tracked object Tm in the current frame
• if count( distance(Tm, Bn) < threshold ) ==
1
 tracked object Tm is matched to this
closest blob
Matching Multiple Blobs to a Single Tracked Object A sin-
gle tracked object may be matched with, or represented by
multiple blobs in the current frame in a number of situations:
1. Faux Split Lighting noise, background model etc have
made a tracked object's representation split into two
separate blobs, or a noise related blob appears in close
vicinity - a short term effect. An example of this is
tracked object T2 splitting into blobs B1.3 and B1.4 in
the current frame, but only a single blob B2.2 in the
future frame.
2. Actual Split By dropping an object, or because the
tracked object was actually a conjunction of two or
more objects, the object splits into two separate en-
tities, both of which are worth tracking as individual
objects.
Algorithm 3 Algorithm for simple match of blob to a
tracked object
• Let B∗be the set of blobs beneath a
threshold distance in relation to Tm
 For each Bn in B∗
∗ if (Bn appears in few of the future
frames in the buffer)
· Bnconstitutes a noise related
FAUX_SPLIT
∗ else Bnis an object worth tracking
i.e. ACTUAL_SPLIT
Matching a Single Blob to Multiple Tracked Objects A sin-
gle blob may represent multiple tracked objects in the cur-
rent frame in a number of situations:
1. Faux Join. If two tracked objects are close to one
another, and one of them disappears due to noise, the
two tracked objects would erroneously appear to have
merged into a single object.
2. Actual Join. Two tracked objects are close to each
other and their entities overlap on screen meaning that
they are now a single tracked object.
4 Results and Evaluation
The efficacy of our tracking solution was tested using ref-
erence videos available from the PETS2004 database which
include ground truth positional information for all objects
in the scene.
The video Browse2 was selected as it allowed testing of
the tracking in a simplistic scenario involving people walking
without environment or interpersonal interaction. The video
LeftBox was selected as it was a more complicated scenario
involving a box being placed in the scene and abandoned.
To illustrate the effectiveness of the proposed tracking
technique, object positions were plotted from both the
ground truth and from the tracking implementation. For
Browse2, the ground truth data is graphed in Figure 6 and
the subsequent tracking using the current algorithm is shown
in 7. Similarly for LeftBox, the plots are shown in Figure 8
(ground truth) and Figure 9 (tracking results).
While the graphs for Browse2 show good general corre-
spondence, the graphs for LeftBox diverge greatly at about
the 550th frame when the person places the box on the floor.
This is because the ground truth data considers the box to
be a separate entity as soon as the person removes their
hands from it. However, the person and the box continue to
be part of a single on-screen blob long after she has placed
the blob on the floor e.g. Frame 600. The current track-
ing technique considers the two to be a single entity for far
longer than the ground truth indicates leading to markedly
different graph in this region.
The noisiness in parts of the tracking results graphs is
due to background modelling inadequacies - the whole of the
body was not being correctly distinguished resulting in some
frames only detecting the torso, and other frames detecting
the legs as well. Thus, the centroid of the tracking area
oscillated as the legs appeared and disappeared from the
foreground.
Figure 5: Frame600 LeftBox
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Figure 6: Ground Truth for PETS2004 Browse2 Video
The evaluation metrics chosen to quantitatively charac-
terise the results are precision and recall as used in infor-
mation retrieval. Precision in information retrieval is the
percentage of documents returned that are relevant, and for
tracking it will be interpreted as the percentage of tracked
objects which are relevant i.e. correspond to ground truth
objects. Recall is the fraction of (all) relevant material that
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Figure 7: Tracking Results for PETS2004 Browse2 Video
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Figure 8: Ground Truth for PETS2004 LeftBox Video
is returned by the search, and is interpreted as the percent-
age of ground truth objects which are found. Precision and
recall are calculated over the entire frame sequence. Preci-
sion and recall results are shown in Table 1.
Video Sequence Precision Recall
Browse2 99.5% 92.3%
LeftBox 99.8% 86.4%
Table 1: Precision and Recall Metrics for Tracking
The lower results for recall for the LeftBox sequence are
attributable to ground truth data claiming the box and per-
son as separate entities whilst tracking would indicate that
they are still one contiguous region.
5 Conclusions and Future Work
This paper presents a system for long term tracking of people
for the purposes of video surveillance for security purposes.
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Figure 9: Tracking Results for PETS2004 LeftBox Video
The overall system has particular requirements in that its
purpose is to detect level of activity importance rather than
explicitly nominate what those activities are. Blobs (i.e.
connected components) in each new frame are classified ac-
cording to existing tracked objects (trobs) and the use of
future information to disambiguate special cases.
Tests with video sequences from the PETS2004 database
were carried out to assess the performance of the system.
The proposed tracking methods successfully disambiguated
situations of dropped objects, coped with regions of object
overlap, and correctly tracked objects through these events.
The current tracking system includes only a very naive
appearance matching algorithm. Further work in this area
will increase the validity of calculations of the similarity of
the blobs in the current frame with the appearance of the
tracked objects.
The buffer of future frames is currently static, but it is
envisaged that the number of buffered frames could be dy-
namic. This would allow optimal use of resources by en-
abling blob tracking to be carried out as quickly as practi-
cable whilst still allowing more frames to be gathered if the
decisions are still ambiguous with the smaller buffer size.
Noisiness in position data due to parts of the body appear-
ing and disappearing may be partly alleviated by a more ca-
pable background modelling technique. Alternatively, the
inclusion of a simple body model whilst doing matching
would help smooth out abrupt changes in position by not
allowing the temporary absence of body parts greatly im-
pact upon the body centroid.
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