




















With the popularization of animation and games, the number of digital illustrations have been created 
and it is growing on the web. This makes it difficult for users to find their favorite illustrations. If a machine 
learning system is trained to learn the preferences of the users, it would be easier for users to find their 
favorite illustrations from a great number of available illustrations. However, it a heavy burden would be 
place on users in order for the machine learning system to learn their preferences. This is because, in 
general, supervised learning, needs not only positive (favorite) but also negative (dislike) examples: there 
would be few people who would store disliked illustrations in their computers. In the present work, the 
positive examples correspond to the favorite illustrations of the users and the negative examples 
correspond to the disliked illustrations. Therefore, it is burdensome for users to gather disliked 
illustrations for the preparation of the negative examples. 
In this research, we propose a system that uses support vector machine (SVMs) and One-Class SVM(OC-
SVM) to reduce burden on users and to identify illustrations by user's preference. 











































































RGB の 3 次元特徴量として抽出する．目は多くの色で描
かれている場合が多いので，目領域で多く使用されている
上位４つの色を代表色として，左右の目から抽出する． 
以上より，本研究では，髪から 3 次元，肌から 3 次元











の位置(x, y)におけるピクセルの画素値をI(𝑥, 𝑦)とし 
𝑓𝑥(𝑥, 𝑦) = 𝐼(𝑥 + 1, 𝑦) − 𝐼(𝑥 − 1, 𝑦)  
𝑓𝑦(𝑥, 𝑦) = 𝐼(𝑥, 𝑦 + 1) − 𝐼(𝑥, 𝑦 − 1) 
から，エッジ方位θを 


























4. 基準 SVMによる識別 










4.  1. 実験 1a：著者が所有するイラストでの実験 
この実験で用いたデータは，著者の好きなイラスト 267
枚(正例)，著者の嫌いなイラスト 273枚とした．正例，負
例から，テストセット 200枚(正例 100枚，負例 100枚)，



















表 1. 実験 1aの著者データのよる識別結果の平均 
 
 















例 15 枚，負例 15 枚)，バリデーションセット 20 枚(正例
10枚，負例 10枚) ，訓練セット 150枚(正例 75枚，負例
75 枚)をランダムに選択した．この選択を 500 回行った．
SVM のパラメータは実験 1a と同様にチューニングを行
った．テストセットを与えた結果から，500回分の正解率，
適合率，検出率，F値の平均をまとめた． 
結果の平均を表 3 に示す．正解率を見るとユーザ ta，
shi，ni，fum，coで 60%を超えて，最高で shiの 64%で
あった．適合率と検出率の関係を見るとほとんどの場合で，
適合率が低く，検出率が高くなっていた．F 値を見ると，




表.3 実験 1bユーザごとの識別結果の平均 
 
 




































以上のデータセットを表 4 のように，軽減手法 1 と 2
に与えて結果をまとめた． 
正解率の平均を表 5に示す．訓練枚数 10枚では軽減手
法 1と 2が基準 SVMと同程度だった．訓練枚数 25～100





10 25 50 75 100
正解率 0.625 0.665 0.678 0.682 0.707
適合率 0.611 0.638 0.647 0.644 0.703
検出率 0.706 0.777 0.794 0.824 0.722
F値 0.641 0.697 0.710 0.721 0.711
訓練枚数
基準SVM
ta fuh shi no yo ni fum co ku
好み枚数 282 123 100 100 100 100 100 100 100
嫌い枚数 100 100 136 273 298 386 403 1237 2745
ta fuh shi no yo ni fum co ku
正解率 0.601 0.517 0.643 0.565 0.527 0.610 0.604 0.638 0.494
適合率 0.598 0.515 0.614 0.560 0.527 0.598 0.593 0.630 0.490
検出率 0.628 0.819 0.804 0.653 0.643 0.712 0.690 0.687 0.681
F値 0.607 0.620 0.692 0.597 0.567 0.643 0.632 0.652 0.535
基準SVM ユーザ名
練枚数が変わっても値が変わらなかった． 
検出率の平均を表 7 に示す．軽減手法 1 は訓練枚数が
増えるにつれて，大幅に上昇し，75 枚で基準 SVM を超
えた．軽減手法 2はすべてで基準 SVMを超えていた． 
F値の平均を表 8に示す．軽減手法 1は，訓練枚数が増
えるにつれて，基準 SVM に近づいた．訓練枚数が 10 枚
のときに軽減手法 2 が基準 SVM を超えており，25 枚以
上では同程度となっていた． 
 
表 5. 実験 2aの著者データによる正解率の平均 
 
 
表 6. 実験 2aの著者データによる適合率の平均 
 
 
表 7. 実験 2aの著者データによる検出率の平均 
 
 
表 8. 実験 2aの著者データによる F値の平均 
 
 




上から，バリデーションセット 20枚(正例 10枚，負例 10














適合率の平均(±1SD)を表 10 に示す．ユーザ fuh,  yo,  
ku で軽減手法が基準 SVMと同程度になっていた． 
検出率の平均(±1SD)を表 11 に示す．全てのユーザで，
軽減手法１と 2、基準 SVMを超えていた． 
F値の平均を表 12に示す．ほとんどのユーザで軽減手法
1の値が基準 SVMと同程度になっており，特にユーザ ta，
huf,  no,  yo,  fum,  kuで基準 SVMを超えていた．軽
減手法 2でも同様に基準 SVMと同程度になっており，ユ
ーザ ta,  no,  ni,  fum,  co,  kuで基準 SVMを超えて
いた． 
 
表 9. 実験 2bの一般ユーザごとの正解率の平均 
 
 
表 10. 実験 2bの一般ユーザごとの適合率の平均 
 
 
表 11. 実験 2bの一般ユーザごとの検出率の平均 
 
 

























10 25 50 75 100
基準SVM SVM 0.625 0.665 0.678 0.682 0.707
軽減手法1 OC-SVM 0.573 0.606 0.612 0.604 0.615




10 25 50 75 100
基準SVM SVM 0.611 0.638 0.647 0.692 0.703
軽減手法1 OC-SVM 0.656 0.605 0.587 0.574 0.584
軽減手法2 SVM 0.570 0.570 0.570 0.568 0.570
適合率 識別器
訓練枚数
10 25 50 75 100
基準SVM SVM 0.706 0.777 0.794 0.730 0.722
軽減手法1 OC-SVM 0.325 0.627 0.764 0.815 0.803
軽減手法2 SVM 0.857 0.865 0.876 0.882 0.886
検出率 識別器
訓練枚数
10 25 50 75 100
基準SVM SVM 0.641 0.697 0.710 0.721 0.711
軽減手法1 OC-SVM 0.417 0.610 0.662 0.673 0.675
軽減手法2 SVM 0.682 0.686 0.690 0.691 0.693
識別器F値
訓練枚数
ta fuh shi no yo ni fum co ku
基準SVM SVM 0.601 0.517 0.643 0.565 0.527 0.610 0.604 0.638 0.494
軽減手法1 OC-SVM 0.534 0.534 0.620 0.520 0.528 0.526 0.553 0.564 0.498
軽減手法2 SVM 0.558 0.521 0.581 0.537 0.520 0.590 0.594 0.590 0.509
正解率 ユーザ名識別器
ta fuh shi no yo ni fum co ku
基準SVM SVM 0.598 0.515 0.614 0.560 0.527 0.598 0.593 0.630 0.490
軽減手法1 OC-SVM 0.523 0.522 0.590 0.513 0.518 0.517 0.536 0.545 0.499
軽減手法2 SVM 0.546 0.519 0.554 0.530 0.518 0.566 0.573 0.567 0.509
適合率 識別器 ユーザ名
ta fuh shi no yo ni fum co ku
基準SVM SVM 0.601 0.517 0.643 0.565 0.527 0.610 0.604 0.638 0.494
軽減手法1 OC-SVM 0.810 0.794 0.805 0.846 0.820 0.816 0.811 0.808 0.828
軽減手法2 SVM 0.737 0.666 0.873 0.715 0.775 0.812 0.772 0.791 0.656
検出率 識別器 ユーザ名
ta fuh shi no yo ni fum co ku
基準SVM SVM 0.607 0.620 0.692 0.597 0.567 0.643 0.632 0.652 0.535
軽減手法1 OC-SVM 0.633 0.628 0.678 0.637 0.633 0.631 0.642 0.648 0.621

























































不十分であった可能性がある． 2 つ目は，  Imag-
er::AnimeFace の精度が十分に高くないことが考えられ



































で GAN を使用すれば，負担を軽減できる可能性がある． 
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