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A B S T R A C T
Fast-timing measurements at the focal plane of a separator can suffer from poor timing resolution. This isdue to the variations in time-of-flight (ToF) for photons travelling to a given detector, which arise from thechanges in the implantation positions of the recoil nuclei emitting the 𝛾 rays of interest. In order to minimisethese effects on timing measurements, a procedure is presented that improves fast-timing data by performingToF corrections on an event-by-event basis. This method was used to correct data collected with an array ofeight LaBr3 detectors, which detected 𝛾 rays from spatially distributed138Gd recoil-implants at the focal planeof the Recoil-Ion-Transport-Unit (RITU) spectrometer. The Generalised Centroid Difference (GCD) method wasused to extract a lifetime from data in conjunction with a new procedure to calibrate the time walk. Thelifetime of the first 2+ state in138Gd, populated by the decay of the 𝐾𝜋 = 8− isomeric state, was measuredto be 229(24) ps using the ToF-corrected data, which is consistent within three standard deviations to theliterature value. The results together with Monte-Carlo simulations show that the ToF correction procedurereduced the uncertainty in the measured lifetimes by 3 % in the case of the spatially distributed nuclei at thefocal plane of RITU. However, ∼12 % has been estimated for a similar experiment when using a larger focalplane i.e. the Super-FRS at the FAIR facility.
1. Motivation
The lifetime of a nuclear level is a sensitive observable, which isoften used to investigate structural features of the nuclear force. Theseinclude phenomena such as changes in conventional shell gaps [1],shape coexistence [2], isospin symmetry breaking [3], clustering [4]and particle tunnelling [5–8] in nuclei. In these studies, lifetime mea-surements have been used to evaluate the roles of different componentsof the underlying effective nucleon–nucleon interactions (effNNI) usedin calculations [3,9,10]. Nuclei at the extremes of nuclear existencewill soon become available at a few premier facilities around theworld. Lifetimes of excited states in these exotic nuclei are expected
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to be particularly sensitive to specific components of the effNNI. How-ever, the state-of-the-art production procedures and low-rates demandoptimisation of the experimental techniques used to perform preciselifetime measurements.Lifetimes of nuclear states are typically observed to be in therange extending from 10−15 s and longer. The specific method usedto populate the nuclear level of interest and the expected lifetimeimposes constraints on the applicability of the available measurementtechniques [11–14]. Of these techniques, both the Fast-Timing Method(FTM) and the Recoil Distance Method (RDM) can be employed tomeasure lifetimes in the range of 10−11 s to 10−9 s. In the FTM, timingsignals corresponding to the 𝛾 rays populating and depopulating a level
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Fig. 1. (left) A schematic top-view illustration of the experimental setup. The orange arrows between the Double-Sided Silicon Strip Detector (DSSSD) and two of the LaBr3detectors, show that the flight paths for photons can be different as they can originate from nuclei implanted over a large area. (right) Photograph of the eight-LaBr3 detectorarray together with the three clover detectors of GREAT. The identification numbers used in the text are also indicated. (For interpretation of the references to colour in this figurelegend, the reader is referred to the web version of this article.)
of interest are used to measure its lifetime [12]. As the FTM has norequirement on the velocity, 𝒗, of the nuclei under study, it can beemployed for online measurements both at the target position (|𝒗| > 0)and at the focal plane of a separator (|𝒗| = 0). In addition, it canalso be employed for off-line measurements of nuclear levels populatedby the decays of long-lived nuclear states. This is in contrast with theRDM, which requires the detection of 𝛾 rays emitted from nuclei withtwo different velocity regimes at the target position [5–8,15,16]. Whenusing the RDM without any 𝛾-ray coincidence condition, there is thepossibility of unobserved 𝛾 rays populating nuclear states (side-feeding)that can introduce systematic error into lifetime measurements [13].This systematic error can be avoided by using coincidentally observed
𝛾 rays which reduces the probability of side-feeding by ensuring a 𝛾ray is observed that is known to populate the nuclear state. As the FTMrequires at least two 𝛾 rays to be observed to calculate a time difference,side-feeding is not an issue.By positioning the LaBr3 detectors at the focal plane of a separator,the fast-timing technique can be used to measure lifetimes of short-lived states that are populated by 𝛽-decaying nuclei or by delayed 𝛾decays of longer-lived isomeric states [17]. In this paper, the FTMwas employed at the Recoil-Ion-Transport-Unit (RITU) focal plane inconjunction with the Recoil-Isomer-Tagging (RIT) technique [18–26],which utilises implanted recoils in an isomeric state. Such experimentsbenefit from a low background environment associated with recoilselection, and therefore can permit measurements of nuclear levelsproduced with small cross-sections (∼1 μb). However, the achievableprecision in focal-plane measurements can be affected by the spatialdistributions of nuclei of interest. Sources of 𝛾 rays, in which the FTM isused in conjunction with a detector array at the target position of a fo-cal plane spectrometer, often do not have large spatial spreads [27,28].Therefore, the source-to-detector distance remains constant throughoutan experimental measurement for each detector used. In the case ofmeasurements at the RITU focal plane, typically recoil-implants havespatial distributions of ∼120 mm × 40 mm, leading to a variation inimplantation position-to-detector distance. Therefore, 𝛾 rays emitted bysuch recoil-implants with varying spatial positions can suffer from vary-ing time-of-flight paths to a given detector. These geometry-dependentdifferences in the timing signals of 𝛾 rays need to be corrected on anevent-by-event basis before employing the FTM. In the present work,a ToF correction procedure is implemented in conjunction with theGeneralised Centroid Difference (GCD) method and applied to the datacollected for spatially-distributed 138Gd recoils.
2. Experimental setup
A fast-timing experiment was performed at the University ofJyväskylä. Fig. 1(left) shows the experimental setup, which consistedof the Jurogam II array of high purity germanium (HPGe) detectorsfor the observation of 𝛾 rays at the target position [29–31], the RITUgas-filled separator [32], and the Gamma-Recoil-Electron-Alpha-Timing(GREAT) spectrometer for the detection of the implantation and decayof recoils [33]. A 190 MeV 36Ar8+ beam with an average current of
∼50 enA from the K130 cyclotron was used to bombard a ∼1.1-mg/cm 2thick 106Cd target at the centre of Jurogam II for five days.138Gd nucleiwere thus produced by means of fusion-evaporation reactions, via the2p2n exit channel. RITU separated the reaction products from the beamand transported them to the focal plane. A Multi-Wire ProportionalCounter (MWPC) was positioned at the entrance of GREAT in order tomeasure the energy loss for the reaction products. The recoiling nucleiwere implanted into two side-by-side 60 mm × 40 mm Double-SidedSilicon Strip Detectors (DSSSD). The time-of-flight for recoils passingthrough RITU was determined from the MWPC and DSSSD detectors.Energy signals in each of the vertically-oriented (x) and horizontally-orientated (y) DSSSD strips were analysed. If the energy deposited ina given 1 mm × 1 mm pixel was found to be in the range expectedfor the reaction products, the pixel co-ordinates were used to providethe implantation position or the origin of a 𝛾 ray. Three HPGe cloverdetectors were placed surrounding the DSSSD to provide informationon the focal-plane 𝛾 rays. One of the HPGe clover detectors waspositioned above the DSSSD and the other two as shown in Fig. 1 (left).In addition to the standard experimental configuration at the focalplane, eight LaBr3 detectors of 1.5 inch diameter and 2 inch length wereplaced downstream of GREAT to measure energies and the associatedtiming of 𝛾-ray transitions following the decay of isomeric states inrecoil nuclei implanted into the DSSSD. Each of the LaBr3 detectorswas surrounded by 5 mm thick cylindrical lead shielding to reducethe probability of detecting 𝛾 rays that scattered in a nearby detector.Fig. 1(right) shows a photograph of the clover and LaBr3 detectorsalong with the numbering system used to identify individual detectorsin the present work. GREAT is usually operated with a planar detectorpositioned downstream of the DSSSD, i.e. between the DSSSD andwhere the LaBr3 detectors were placed in the present work. Simulationsshowed a factor of five increase in the efficiency of the LaBr3 arrayfor the detection of a 200 keV 𝛾 ray when the planar detector wasnot present [34]. The planar detector was therefore removed in thepresent work to minimise the attenuation of low-energy (<500 keV) 𝛾rays emitted from the recoils implanted into the DSSSD.
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The beam current was limited by the requirement that the timebetween any consecutive recoil-implants detected in the DSSSD shouldbe much longer than the half-life (𝑇1∕2) of the isomeric state in 138Gd of
∼6 μs [35]. During the experiment, the observed implantation rate was
∼6 kHz, therefore the average time between any two recoils arrivingat any of the pixels of the DSSSD was ∼170 μs. Consequently, theimplantation positions could be reliably determined, enabling the ToFcorrections to be performed.The LaBr3 detectors were coupled to fast R9779 photomultipliertubes (PMT), having two outputs: anode and last dynode [36]. The dyn-ode signal was processed using Ortec 474 timing filter amplifiers [37]in order to obtain the energy of a 𝛾 ray. The signal from the anode wasprocessed to obtain timing information of the 𝛾 ray through an Ortec935 constant fraction discriminator ( CFD) [38] and an Ortec 566 Time-to-Amplitude Converter ( TAC) [39]. Seven TACs were used to recordinformation from the 28 unique detector pairs using a multiplexed stopcircuit [12]. Lyrtech Analogue-to-Digital Converter (ADC) cards wereused to digitise signals recorded using the Total Data Readout methodand a 100-MHz clock [40]. Utilising the GRAIN software package [41],the 𝛾-𝛾 coincidence data were sorted into three dimensional 𝐸𝑖-𝐸𝑗 -TAC𝑖𝑗 histograms, containing energy signals from detectors 𝑖 and 𝑗and TAC signal started with a timing signal from the CFD connectedto detector 𝑖 and stopped with that connected to detector 𝑗. Sorteddata were subsequently exported from GRAIN and analysed using theRADWARE software suite [42] and kmpfit [43]. Kmpfit uses a least-squares minimisation procedure based on the Levenberg–Marquardtalgorithm [44,45].
3. Timing measurements and calibration
An analysis of data from fast-timing measurements with spatiallydistributed sources involves the minimisation of any errors originatingfrom the positioning and size of the detectors in the experimental setupas well as the processing of detector signals. In the case of a spatiallydistributed source, the path length between a 𝛾-ray emission pointand any given detector can vary between measurements. This leadsto differences in the flight paths of 𝛾 rays, resulting in a variationof the timing of each 𝛾 ray with the position of its emission point.Therefore, it was necessary to correct the recorded time values (TAC𝑖𝑗)for differences in time-of-flight for photons producing the start and stoptiming signals. This correction is subsequently referred to as the ToFcorrection. The time of the output signal from a CFD is known to vary asa function of incident 𝛾-ray energy. This systematic variation is knownas the time walk [46,47]. The procedures used to correct for both ToFdifferences and time walk are detailed in the following sub-sections.
3.1. Energy and time resolutions of the LaBr3 array
To measure the energy and time resolution of the LaBr3-detectorsystem, a 60Co source was placed at the centre of the array on theexterior of the vacuum chamber and data were recorded. The FWHM ofthe peak corresponding to the 1333 keV transition in the 60Co-sourcedecay was found to be 49 keV in the summed-energy spectrum of alleight LaBr3 detectors. The intrinsic photo-peak efficiency for this 𝛾 raywas measured to be 12.2(14) %. The timing resolution of the detectorsystem was measured using the 1173 keV 𝛾 ray emission from the decayof 60Co as a start signal to the TACs and the 1333 keV 𝛾 ray as thestop signal. These 𝛾 rays (de)populate the 2+ state in 60Ni, which hasa known half-life of 910(20) fs [48]. As the two 𝛾 rays are emittedwithin a time period that is much shorter than the timing resolutionof the detector pair, the corresponding time spectrum is expected toapproximate a Gaussian distribution and the observed standard devia-tion gives the time resolution. Therefore, 3D-histograms (𝐸𝑖, 𝐸𝑗 , TAC𝑖𝑗)were made using the 60Co source data set with a time coincidencewindow of 30 ns between 𝛾 rays. TAC𝑖𝑗 values were then projectedby placing energy gates according to the observed 𝛾-ray energies and
Fig. 2. A sum histogram of the timing response of all the 28 LaBr3 detector pairs inthe array. The events correspond to the time difference of the 𝛾 rays populating anddepopulating the 2+ state with a half-life of 910(20) fs in 60Ni, the daughter productof 60Co. The corresponding TACs were started with the timing signal of the 1173 keVtransition and stopped with that of the 1333 keV transition.
energy resolutions for 1173 keV (𝐸𝑖) and 1333 keV (𝐸𝑗). The centroidsof the TAC𝑖𝑗 values were calculated for each detector combination andsubtracted from each recorded time value in a subsequent re-sorting ofthe data. This ensured that the time spectrum for each detector pair wassynchronised to a common prompt time value of 0 ps. Fig. 2 shows thesummed time spectrum from which a FWHM of 305(1.4) ps (𝜎 ∼127 ps)was obtained. The observed individual FWHM values for the timespectra of the 28 unique detector-pairs ranged from 264.0(9) ps to413.1(12) ps.For the measurement of the lifetime of the 2+ state in 138Gd [35],the timing of 221 keV and 384 keV 𝛾 rays were required. At suchrelatively small energies, time resolutions are known to be worse thanthat obtained for 𝛾 rays with energies of 1173 keV and 1333 keV due toan increase in CFD time jitter [12,49]. For example, a similar procedurewas used to calculate the timing resolution of the detection systemusing the 340 keV and 245 keV 𝛾 rays, emitted during the decay ofa 152Eu source. The result was a FWHM of ∼570 ps (𝜎 ∼240 ps), whichbetter represents the expected resolution for the 138Gd 𝛾 rays used inthe present work.
3.2. ToF correction
Fig. 3 shows the DSSSD pixel map of the implanted recoil nucleifrom the present data. The RITU magnet settings were adjusted so as todistribute the recoil implants as homogeneously as possible over all ofthe pixels, minimising the implantation rate per pixel. Fig. 4 shows thearrangement of LaBr3 detectors, which were positioned approximately100 mm from the centre of the DSSSD. Therefore, the implant-to-detector distances were comparable to the total length (120 mm) andwidth (40 mm) of the DSSSD in this setup. With the specific geometryof the present experiment, it can be shown (cf. Section 5) that the flightpath for photons varied from ∼90 mm to ∼185 mm, resulting in the ToFdifferences as large as ∼330 ps for recoils distributed across the DSSSDas shown in Fig. 4.The distances between any given DSSSD pixel and any two of theLaBr3 detectors can be calculated by taking the centre of the DSSSDas the origin O of a coordinate system and using vector addition. Anexample is shown in Fig. 4 for the case where Detectors 2 and 4 providethe TAC-start and -stop signals, respectively. The difference in time-of-flights, 𝛥𝑡pos, between photons arriving at the start detector (2) and
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Fig. 3. Variation of implantations of recoils per pixel over the area of the two side-by-side DSSSDs in the present work. The x- and y-axes give x- and y-strip numbers, respectively.The coloured-axis gives the number of implantations for a given (x,y) pixel. The dark lines correspond to the strips that were not useable due to the presence of high electronicnoise. (For interpretation of the references to colour in this figure legend, the reader is referred to the web version of this article.)
Fig. 4. A top-view representation of the fast-timing setup with the LaBr3 detectorsat the focal plane of RITU. Photons emitted from a given DSSSD pixel position havedifferent flight times to each of the detectors used to measure the timing (in thisexample detectors 2 and 4). This is illustrated by the difference in magnitude of thedotted line (red) vectors. The solid (blue) vector shows the position of a pixel, whilstthe dashed (green) vectors show the positions of the two LaBr3 detectors relative tothe centre of the DSSSD. A resultant time offset is calculated as described in the text.The DSSSD is shown (not to scale) as a rectangle for illustration purposes.
the stop detector (4), each emitted from a DSSSD pixel with a positionvector d, is given by
𝛥𝑡pos =
|𝒑2 − 𝒅| − |𝒑4 − 𝒅|
𝑐
, (1)
where p2(4) denotes the position vector of Detector 2(4) and 𝑐 is thespeed of light. This can be visualised as the difference in magnitudesof the dotted line (red) vectors shown in Fig. 4.Fig. 5 demonstrates the effect of the 𝛥𝑡pos correction on the timing ofthe 779 keV (3−-state decay) and 344 keV (2+-state decay) 𝛾 rays from a152Eu source. In order to obtain a large value for 𝛥𝑡pos, the source wasintentionally placed at two positions close to the two extreme edgesof the exterior of the GREAT chamber (see the inset on the left ofFig. 5 (b)). The output from Detectors 1 and 8 served as the start andstop signals for the TAC, respectively. The half-life of the 4+ state in152Gd is known to be 32.0(27) ps [50], which is small compared to theintrinsic time resolution (𝜎 ∼127 ps) of the LaBr3-detector system usedin the present work. Therefore, the corresponding timing distributionis expected to be approximately Gaussian. The time spectrum shown inblue (thick line) in Fig. 5(a) was collected with the source positionedat the bottom-left of the exterior of the GREAT vacuum chamber whenviewed looking upstream of the recoil axis. The paths of photons forthis source position are shown in blue (thick line) in the left inset ofFig. 5(b). The time spectrum shown in red (thin line) was collectedby placing the source at the bottom-right of the vacuum chamber. Thecentroids of the two peaks in these two time spectra differ by 1017(8)
ps. Fig. 5(b) shows the same data as in Fig. 5(a), but with 𝛥𝑡pos, i.e.the ToF difference given by Eq. (1), added to the recorded TAC18value for the LaBr3-detector-pair (1, 8) on an event-by-event basis.The difference in the centroids of the two spectra shown in Fig. 5(b)was reduced to 2(10) ps, which is consistent with zero. The increasederror, compared to that for the uncorrected centroid difference, is dueto the uncertainty contributions (6 ps for this detector-pair) from thedetector and source positions. When considering multiple detector-paircombinations, discounting only those combinations with low statistics,the mean uncertainty was found to be ±3.3 ps. It is noted that themean value of the ToF-corrected centroid differences was 3(4) ps,suggesting no significant systematic error was introduced by the ToFcorrection. Despite being consistent within experimental uncertainty,one possibility for the corrected centroid difference having a non-zerovalue is that the timing of the detector signal may exhibit a dependenceon the incident 𝛾-ray angle. In the present work, any such effect wasless than the observed statistical deviation in the timing. As such,the position uncertainty is not included for the analysis performed inSection 4.This analysis, using data collected with a source placed at twoextreme positions, highlights the need for the ToF correction for themeasurements using spatially separated sources. It should be mentionedthat during an experiment, the nuclei emitting 𝛾 rays of interest aredistributed over the DSSSD (cf. Fig. 3), but not generally on the exteriorof the vacuum chamber. If uncorrected, a broadened time distributionwould be observed that would result in a lower uncertainty on thecentroid, thus affecting the accuracy of the lifetime determination. TheToF correction for this more realistic situation is discussed in detail inSection 5.
3.3. Walk correction
The CFD timing signals have a mean value, or centroid, that variesas a function of 𝛾-ray energy. This is known as the time-walk [46,47].The centroid, 𝐶, of a time (𝑡) distribution, 𝐷 (𝑡), is defined as
𝐶 =
∫ 𝑡max𝑡min 𝑡𝐷 (𝑡) d𝑡
∫ 𝑡max𝑡min 𝑡d𝑡
, (2)
where 𝑡min and 𝑡max are the limits that bound 𝑡, chosen experimentallyas the points where 𝐷 (𝑡) becomes indistinguishable from background.The time distribution of two 𝛾 rays (de)populating a nuclear statewith a lifetime much smaller than is measurable, given the resolutionof the detection system, is known as the prompt response function(PRF). The PRF depends on the energies of the observed 𝛾 rays andthus, the centroid of the PRF distribution is also function of the 𝛾-rayenergies. The prompt response difference (PRD) is calculated by taking
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Fig. 5. Time spectra for the 779 keV and 344 keV 𝛾 rays from the decay of 152Eu which were detected in LaBr3 Detectors 1 and 8, highlighting the effect of the source positionon 𝛥𝑡pos. The inset on the left of (b) shows the two positions of the source placed on the chamber. The red and blue colour coding of the arrows is used to identify the sourcepositions in this inset with the histograms in the main figure. Data without and with the ToF corrections are shown in (a) and (b), respectively. The intensities of the two peaksare not similar due to different counting times and solid angles at the two source positions. The black histograms in the insets on the right present the sum of the two (red andblue) histograms in the main panels. (For interpretation of the references to colour in this figure legend, the reader is referred to the web version of this article.)
the difference of two PRF-centroids, 𝐶, obtained from the inverting ofthe start- and stop-signal 𝛾-ray energies, i.e.
PRD(𝐸1, 𝐸2) = 𝐶 (𝐸1, 𝐸2) − 𝐶 (𝐸2, 𝐸1) , (3)where 𝐸1 and 𝐸2 are the 𝛾-ray energies and their order in the bracketsdenotes the corresponding signal pulses being used to start (first) orstop (second) a TAC. The walk can be corrected by using a source(e.g. 152Eu) to obtain a data set of PRDs for full-energy peak events asa function of 𝛾-ray energy. This energy dependence can be describedby the prompt response difference function (PRDF) [12] which has theform,
PRDF (𝐸) = 𝑎√
𝐸 + 𝑏
+ 𝑐𝐸 + 𝑑, (4)
where 𝑎, 𝑏, 𝑐 and 𝑑 are free parameters that are varied to obtain thebest fit to the source data. For convenience, these free parameters aresubsequently referred to by a single label, 𝑃 = [𝑎, 𝑏, 𝑐, 𝑑].In fast-timing measurements, time spectra are constructed for twodifferent 𝛾 rays. Therefore, the resulting PRD is constructed as the linearsuperposition of the walk contribution from each 𝛾 ray, i.e.
PRD(𝐸1, 𝐸2) = PRDF(𝐸1) − PRDF(𝐸2). (5)A measurement of PRD(𝐸𝑠1 , 𝐸𝑠2) may be made using a calibration source(e.g. 152Eu) which has a precisely known lifetime, 𝜏𝑠 (i.e. with un-certainty of order <1 ps). The superscript 𝑠 denotes that 𝐸𝑠1 and 𝐸𝑠2correspond to the populating and depopulating 𝛾 rays of a level in asource. The uncertainty in 𝜏𝑠 should be much smaller than the observedtiming resolution for LaBr3 detectors (typically >100 ps). The measuredPRD(𝐸𝑠1 , 𝐸𝑠2) values can then be obtained from
PRD(𝐸𝑠1 , 𝐸𝑠2) = 𝛥𝐶𝑠 − 2𝜏𝑠, (6)where
𝛥𝐶𝑠 = 𝐶𝑠delayed − 𝐶
𝑠anti-delayed. (7)
𝐶𝑠delayed is the centroid of the delayed time spectrum and 𝐶𝑠anti-delayed isthe centroid of the anti-delayed time spectrum of the source data asdefined in Ref. [12].The lifetime, 𝜏, of a level under study, which is populated anddepopulated by the 𝛾 rays with energies of 𝐸1 and 𝐸2, respectively,can then be deduced by using
𝜏 =
𝛥𝐶 − PRD(𝐸1, 𝐸2)
2
. (8)
In this case, 𝛥𝐶 corresponds to the nuclear level under study [51].
For a given array of LaBr3 detectors, the PRD(𝐸𝑠1 , 𝐸𝑠2) values areobtained for different combinations of 𝛾 rays using a calibration source.In the present work, a 152Eu-source was positioned at the centre ofthe vacuum chamber exterior. The selected 𝛾-ray pairs (𝐸𝑠1 , 𝐸𝑠2) (inkeV) were; (1086,444), (964,444), (245,867), (1213,245), (1299,344),(779,344), (411,344) and (40,1408). It should be noted that the lastpair had an additional condition that a coincident 122 keV 𝛾 ray wasdetected in a focal-plane clover HPGe detector. This condition avoidedselection of these 𝛾 rays in the energy range chosen for 40 keV due topartial energy detection e.g. from a Compton scatter. In addition, theconstraint that PRD(𝐸𝑠1 , 𝐸𝑠1) = 0 (cf. Eq. (5)) has been implemented byfixing the point (344, 344) to zero with a small uncertainty. The timespectra were synchronised to a common prompt-event time of 0 ps andsummed over each detector pair for a given pair of 𝛾-ray energies inaccordance with the GCD method [12]. The PRD was calculated foreach of these summed spectra (cf. Eq. (6)). Fig. 6 displays these PRDsas blue squares over a range of energies, 𝐸𝑠1, with labels showing both
𝐸𝑠1 and 𝐸𝑠2 (bold font). The circular data points were derived using aprocedure discussed below.If one of the energies is fixed to a reference energy 𝐸ref then thePRD can be treated as a function of a single energy, allowing more 𝛾-ray pairs to be plotted on the same axes as shown by light red circlesin Fig. 6. A reference energy of 344 keV, which corresponds to the 2+to 0+ 𝛾-ray transition in 152Gd, was used in the present analysis (cf.Fig. 6).By considering Eq. (5), the PRD(𝐸1, 𝐸2) for an arbitrary pair of 𝛾ray energies can be calculated from the parameters 𝑃 . Thus, Eq. (5)describes a surface function in which the 𝐸1-axis shows the averagetime walk contribution from the start signal. Similarly, the 𝐸2-axiscorresponds to the stop-signal time walk. To fit a single line to datapoints which are distributed across the surface PRD(𝐸1, 𝐸2), they aremodified such that they have no dependence on one of these axes.Choosing the fixed axis to be the second listed (i.e. 𝐸2 in PRD(𝐸1, 𝐸2)),the data are therefore modified by the addition of
𝑡𝑚(𝐸𝑠2 , 𝐸ref ) = PRDF(𝐸𝑠2) − PRDF(𝐸ref ), (9)where 𝐸ref is an arbitrary reference energy that need not correspond tothe source used. In the present work, however, an 𝐸ref of 344 keV waschosen, which does correspond to the source, such that the requiredmodifications to the overall data set was minimised. It can be seenthat the addition of 𝑡𝑚(𝐸𝑠2 , 𝐸ref ) to the data results in a PRD withno dependence on 𝐸2, but with an introduced dependence on 𝐸ref .Therefore, all data acquired with 𝐸𝑠2 = 𝐸ref remain unmodified. This
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Fig. 6. A plot of the prompt response difference function, PRDF. The square (blue)points show the prompt response differences (PRDs) obtained using a 152Eu-calibrationsource. The solid line represents a fit to the data points which were modified to have areference energy, 𝐸ref , of 344 keV, shown by circular data points (light red). The datalabels show the relevant plotted energy and reference energy (bold font), respectively,for the measured PRDs. See the text for details. The errors on the data points in somecases are smaller than the symbols with a typical range of ∼2 ps to 9 ps. The value at40 keV has a larger uncertainty due to lower statistics caused by the requirement ofan additional HPGe coincidence and the fixed point at 344 keV has an error definedas 10−6 ps.
can be seen in Fig. 6 for points where the circular corrected dataoverlaps the square uncorrected data (e.g. at 344 keV or 411 keV). It isnoted a slight shift is observed at 779 keV due to an asymmetric gatingcondition that favoured the low-energy side of the 344 keV peak, whichwas imposed to improve the peak-to-background ratio of the selectedevents. More generally, all data acquired with the same 𝐸𝑠2 are shiftedby the same amount (cf. data at 964 and 1086 keV in Fig. 6).The importance of the transformation described by Eq. (9) is that itis defined entirely by the parameters, 𝑃 , the stop-signal energy, 𝐸𝑠2, andan arbitrarily chosen reference energy. This feature allows for the mod-ification to be performed to the data as part of the least squares min-imisation procedure used to determine the parameters 𝑃 . To achievethis, a least squares minimisation program was used [43] that requiresthe definition of a residuals function. The residuals function, 𝑅𝑖, usedwas
𝑅𝑖 =
PRD𝑖 + 𝑡𝑚(𝐸𝑠2𝑖, 𝐸ref ) − PRDF(𝐸𝑠1𝑖)
𝜎𝑖
, (10)
where PRD𝑖 (𝜎𝑖) is the measured PRD value (uncertainty) of the 𝑖th datapoint and PRDF is defined in Eq. (4). It is noted that the uncertaintiesin the energies have been ignored as the error on the PRD valuesdominated. The least squares minimisation program subsequently min-imised the number given by ∑𝑖 𝑅𝑖2 by means of iterative modificationto the parameters 𝑃 using a modified Levenberg–Marquardt algo-rithm [43–45]. It is noted that, whilst discussed in the language of amodification to the data, Eq. (10) can also be considered equivalentlyas the weighted difference between a point, PRD𝑖, and the surfacefunction described by PRDF(𝐸𝑠1𝑖)−PRDF(𝐸𝑠2𝑖)+PRDF(𝐸ref ). This last termis arbitrary; defined only to represent the data on a single axis, andmay be dropped in favour of performing a fit of the data to the surfacefunction described by Eq. (5) alone.The procedure described above was applied to the present data,shown as square (blue) points in Fig. 6. The circular (light red) points,calculated by PRD𝑖 + 𝑡𝑚(𝐸𝑠2𝑖, 𝐸ref ), were the final corrected-data valueswhich correspond to a reference energy of 344 keV. The (light red) lineis the best estimate for Eq. (4) (PRDF(𝐸𝑠1)) given the PRD𝑖 data. Table 1gives the final converged set of parameter values 𝑃 and, together withEq. (5), PRD(𝐸1, 𝐸2) can be calculated for any pair of energies. For
Table 1Final values for parameters 𝑃 in the functional form given by Eq. (4) that were obtainedusing a fitting procedure. See the text for details.Parameter Value
𝑎 (ps keV 12 ) 9900(800)
𝑏 (keV) 45(10)
𝑐 (ps keV−1) 0.300(20)
𝑑 (ps) −600(40)
the case of the 4+ to 2+ and 2+ to 0+ 𝛾-ray transitions in 138Gd (withenergies 384 and 221 keV, respectively), the time-walk correction wasthus obtained to be −80.6(31) ps. The uncertainty was calculated usingthe variance–covariance matrix for 𝑃 , as provided by the least-squaresminimisation program, and a software package [52].It is noted that the fitting procedure for the PRD data presented inthis work differs from the currently accepted method [46]. The existingmethod can be summarised briefly as follows: Firstly, choose measuredPRDs that share a common reference energy and obtain a best fit line.Secondly, find a single shift parameter to be added to the data pointswith a different, but common, reference energy by means of least-squares optimisation. This second step is repeated for as many differentreference energies as exist in the measured PRDs. Lastly, with all datamodified to the same reference energy, redo the best line fit that wasconducted in the first step [46].The second step in the paragraph above shifts part of the recordeddata based on the values of those data used in the first step, and thusthe modified data points can no longer be considered to be independentof the unmodified data. This, in turn, makes the subsequent fittingof both modified and unmodified data together difficult without carebeing taken when implementing a fitting procedure to account for adependent data set. As the modified data points are shifted in parallel,i.e. the same shift parameter is added to each measurement, anotherform of correlation is introduced which needs to be accounted for.With the new method in the present work, these correlation issues areavoided as the PRD data are unmodified, i.e. they remain independentmeasurements. The shift, given by Eq. (9), is defined entirely in termsof the parameters of the walk equation (Eq. (4)) and thus is performedin each iteration of the final fitting procedure until a minimum summedsquare distance is obtained. This ensures that the change in ∑𝑖 𝑅𝑖2between iterations, as a function of each parameter in 𝑃 , providesa full description, including any correlation effects, of how well themodel fits the data. Hence, after conversion of the iterative procedure,a final set of parameters are obtained that best describe the data for thegiven model. The fitting procedure described in this work reduces thecomplexity of obtaining the time walk parameters, as there is no needto propagate the uncertainties (and covariances) between an initial setof parameters, the shift parameters, and a final set of parameters. Theparameter (co)variances are simply those reported after completion ofthe iterative procedure.It is also noted that the existing method [46] promotes the re-use of PRD data, owing to the fact that PRD(𝐸𝑠1 , 𝐸𝑠2) = −PRD(𝐸𝑠2 , 𝐸𝑠1).However, this also introduces a similar dependency issue when a bestfit procedure is performed due to half of the data points being exactlynegatively correlated with the other half from the same relation. In thepresent work, whether 𝐸𝑠1 corresponds to a populating or depopulating
𝛾 ray is chosen, rather than repeated, for each data point in a waythat best distributes the PRD data across the energy range of interest.For example, data were initially labelled such that the first energycorresponded to the populating 𝛾 ray of a specific state, and the secondenergy corresponded to the depopulating 𝛾 ray. Some of the data pointsused in Fig. 6, such as (245, 867), take the opposite convention. In thiscase, (867, 245) was not used, as it has equal magnitude and oppositesign to the point labelled (245, 867), and is therefore correlated. Thechoice of (245, 867) over (867, 245) was made because having a pointat 245 keV was deemed to be better as nearby points, at 779 and964 keV, already constrain the PRDF curve in the region of 867 keV.
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Fig. 7. Subtracted energy spectra collected with the LaBr3 array at the focal planeof RITU. The energy projection of the (𝐸𝑖, 𝐸𝑗 , TAC𝑖𝑗 ) 3D histogram with no energycondition (a). The time between recoil implantation and the subsequent detection ofa 𝛾 ray was used to subtract events from longer-lived states. The energy of 𝛾 raysdetected in coincidence with 384 keV (b) and 221 keV (c) 𝛾 rays from the decay ofthe 4+ and 2+ states in 138Gd, respectively. Both (b) and (c) implement energy-basedsubtraction in addition to the recoil-decay time subtraction. These spectra were notused in calculation of the lifetime.
Another benefit to the method presented in this work is that a singleenergy pair can be used with no other pair sharing a common energy,e.g. the point labelled (40, 1408) in Fig. 6. When shifting data onto acurve, at least two points are required as one point would shift exactlyonto the curve, adding no additional constraint to the data set. Whilstnot explored further in the present work, this consequence allows forgreater freedom in the selection of 𝛾-ray pairs using other sources,e.g. 60Co, to obtain more PRD data points.
4. Results
In the present fast-timing measurement, the first 2+ state in 138Gd[35] was populated by the decay of the corresponding 8− isomericstate with a half-life of 6.2(2) μs. In-beam data were sorted into a (𝐸𝑖,
𝐸𝑗 , TAC𝑖𝑗) 3D-histogram, containing events that were recorded within18 μs following a recoil implantations into the DSSSD. A 4 ns conditionwas placed on the time between the observed 𝛾 rays to discard thosedata corresponding to nuclear-state lifetimes much longer than thoseof interest. It is noted that the TAC𝑖𝑗 values were synchronised to acommon prompt-event time of 0 ps whilst sorting, allowing the data tobe summed in accordance with the GCD method [12]. In a previousexperimental work which identified the K𝜋 = 8− isomer in 138Gdusing a fusion evaporation reaction, an isomeric yield of ∼ 1.4% wasestimated [19]. Consequently, a small number of 𝛾 rays arising fromthe isomeric decay at the focal plane were observed. Fig. 7 showsan energy projection of the 3D-histogram which has been backgroundsubtracted with events that were detected between 27 μs and 45 μsfollowing a recoil implantation. The result of the subtraction is toremove longer-lived background events that were also present in therelatively short-lived data. It is noted that this background-subtracteddata set was not used in the analysis to determine the lifetime of thestates. It is only shown to illustrate the quality of these data. Fig. 8shows the energy projection of the (𝐸𝑖, 𝐸𝑗 , TAC𝑖𝑗) 3D histogram withno ToF correction performed when, (a), the start signal was chosen tohave an energy of 384 keV and (b), the stop signal was chosen to havean energy of 221 keV. These energies correspond to the 4+ → 2+ and
2+ → 0+ 𝛾 decays in 138Gd, respectively. Fig. 8 also shows peaks at347 keV and 521 keV corresponding to the 𝛾 decay of excited states in138Sm and 138Nd, respectively. These nuclei were produced as part of
Fig. 8. Energy spectra collected with the LaBr3 array at the focal plane of RITU. Theenergy of 𝛾 rays detected in coincidence with 384 keV (a) and 221 keV (b) 𝛾 rays fromthe decay of the 4+ and 2+ states in 138Gd, respectively. The peaks labelled as 347and 521 keV correspond to the decays of the first excited states in 138Sm and 138Nd,respectively, which are part of the 𝜖∕𝛽+-decay chain of nuclei originating with 138Gd.The 𝜖∕𝛽+-decay peaks are visible as no background subtraction was performed.
a chain of several 𝜖∕𝛽+ decays, starting with the decay of the 138Gd0+ ground state [53]. Using these spectra, the peak to backgroundratios corresponding to the 221 keV and 384 keV 𝛾 ray peaks can bedetermined.Fig. 9 shows the LaBr3-time spectra for the 𝛾 rays populating anddepopulating the 2+ state in 138Gd ((a) and (b)). The events in thesehistograms were gated by the corresponding 2+ → 0+ and 4+ → 2+
𝛾-ray peaks in the energy spectra (cf. Fig. 8) and correlated with recoil-implants within the time window of 18 μs. The spectra on the left(Figs. 9(a), (c) and (e)) and right (Figs. 9(b), (d) and (f)) show datawithout and with the ToF corrections, respectively. The difference incentroid values, 𝛥𝐶, between the delayed and anti-delayed [51] timedistributions, shown in blue and red lines, respectively, are plotted as(red) squares in (c) through (f). These measured centroid difference val-ues, denoted 𝛥𝐶𝑚, are given in Table 2. A reduction in the uncertaintyof 𝛥𝐶𝑚 is expected for the ToF correction to be considered effective. The(black) triangular and (blue) circular data points in (c) and (d) showthe centroid difference calculated from time spectra projected fromthe 3D histogram with the start signal energy selected to correspondto 384 keV as a function of the stop signal energy. The analogouspoints in ((e) and (f)) show the centroid differences acquired with thestop signal energy selected to be 221 keV as a function of the startsignal energy. The solid lines were derived by fitting a linear functionto the triangular points that correspond to the time response of theCompton scattered background. Several data points, shown as (blue)circles, were excluded from the background interpolation due to possi-ble contamination of non-Compton scattered (full-energy peak) events.These were considered to be unrepresentative of the background underthe peaks of interest, which was expected to consist mainly of Comptonscattered 𝛾 rays of higher initial energy. In ((c) and (d)), the datapoint at 260 keV was excluded as it corresponds to a 𝛾 ray emittedduring the decay of the 2+ state in 136Sm [54], which was producedalongside the main reactant in the fusion-evaporation reaction. Thepeak labelled 255 keV in Fig. 7(a) shows the presence of this isotope inthis work. The data points at 150 keV and 170 keV were also excludedto avoid systematically biasing the result as both are far from 221 keVand their values were such that the shape of the background responsewas difficult to determine. In ((e) and (f)), the two points with largestenergy ( 427 keV and 452 keV) were excluded due to a possibleoverlap with the 4+ → 2+ 𝛾 ray transition in 136Sm. The two pointsat 330 keV and 350 keV were excluded due to overlap with the 347
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Table 2Lifetime values, and intermediate parameters, obtained from the data shown in Fig. 9using the GCD method. The columns labelled as No ToF Correction and ToF-correctedrefer to the results without and with ToF corrections, while the 𝛥𝐶, 𝛼 and 𝜏 rows givethe centroid difference between the delayed and anti-delayed time spectra, the peak tobackground ratio and the lifetime of the nuclear level of interest, respectively. Suffixes
𝑚, 𝑏, and 𝑝 denote the measured, interpolated background and inferred full-energy peakcentroid difference values, respectively. The Gate row shows which 𝛾 ray energy wasselected in the data.No ToF correction ToF-corrected
Gate: 384 keV 221 keV 384 keV 221 keV
𝛥𝐶𝑚 (ps) 289(15) 290(15)
𝛥𝐶𝑏 (ps) 223(33) 210(90) 212(33) 230(100)
𝛼 0.85(6) 0.86(6) 0.87(6) 0.86(6)
𝛥𝐶𝑝 (ps) 370(50) 380(50)
𝜏 (ps) 225(25) 229(24)
keV 𝛾 ray of 138Sm, as shown in Fig. 8. The dashed lines show theone-standard-deviation intervals above and below the fitted lines andthe (red) crosses mark the interpolated values at which the backgroundtiming was inferred. These interpolated background-centroid differencevalues, denoted 𝛥𝐶𝑏, are given in Table 2.The contribution to the measured centroid difference due to the full-energy peak events, 𝛥𝐶𝑝, shown in Table 2, was calculated using theequation,
𝛥𝐶𝑝 = 𝛥𝐶𝑚 +
1
𝑉 −1𝑡𝑐(384) + 𝑉
−1
𝑡𝑐(221)
[ 𝑡𝑐(384)
𝑉𝑡𝑐(384)
+
𝑡𝑐(221)
𝑉𝑡𝑐(221)
]
,
where 𝑡𝑐(𝑖) =
𝛥𝐶𝑚 − 𝛥𝐶𝑏(𝑖)
𝛼(𝑖)
,
and 𝑉𝑡𝑐(𝑖) =
𝑉𝛥𝐶𝑚
𝛼2(𝑖)
+
𝑉𝛥𝐶𝑏(𝑖)
𝛼2(𝑖)
+
𝑉𝛼(𝑖)
(
𝛥𝐶𝑚 − 𝛥𝐶𝑏(𝑖)
)2
𝛼4(𝑖)
.
(11)
where 𝛼 is the full-energy peak to background ratio, calculated from theenergy projections of the 3D histograms (cf. Fig. 8) by interpolationof a linear background under the peaks of interest. A suffix of either
𝑖 = 384 or 𝑖 = 221 denotes the gate used as specified in Table 2 [55]and 𝑉 is used to denote the variance on the parameter in its suffix.It is noted that Eq. (11) differs from that given in Ref. [55] by takingthe weighted mean of the correction terms (𝑡𝑐) instead of the standardmean. This was required in the present work due to the significantdifference in precision on the centroid difference of the backgroundinterpolated under each peak. The variance on 𝛥𝐶𝑝, to first order, wastherefore
𝑉𝛥𝐶𝑝 =
(
𝑉 −1𝑡𝑐(384) + 𝑉
−1
𝑡𝑐(221)
)−2 ⎛⎜⎜⎝
[
𝑉 −1𝑡𝑐(384) + 𝑉
−1
𝑡𝑐(221) +
𝑉 −1𝑡𝑐(384)
𝛼(384)
+
𝑉 −1𝑡𝑐(221)
𝛼(221)
]2
𝑉𝛥𝐶𝑚 +
[
𝑉 −1𝑡𝑐(384)
𝛼(384)
]2
𝑉𝛥𝐶𝑏(384) +
[
𝑉 −1𝑡𝑐(221)
𝛼(221)
]2
𝑉𝛥𝐶𝑏(221)
+
[
𝛥𝐶𝑚 − 𝛥𝐶𝑏(384)
𝛼2(384)𝑉𝑡𝑐(384)
]2
𝑉𝛼(384) +
[
𝛥𝐶𝑚 − 𝛥𝐶𝑏(221)
𝛼2(221)𝑉𝑡𝑐(221)
]2
𝑉𝛼(221)
⎞⎟⎟⎠ ,
(12)
from which the lifetime uncertainty was derived given Eq. (8). ThePRD corresponding to the 384 keV and 221 keV 𝛾-ray peaks wascalculated using Eq. (5) to be −80.6(31) ps, and the resulting lifetimecalculations [12] are shown in Table 2.For the geometry of this particular experiment, it is noted that theeffect of the ToF correction is not significant as not only is the changein lifetime value smaller than the quoted uncertainty, the uncertaintyitself has not been reduced after the correction was performed. To-gether with a comparison with the known lifetime data for 138Gd,this observation is discussed in more detail in Section 5 by utilisingMonte-Carlo simulations.
5. Discussion
The primary goal of the present work was to validate the fast-timing method with spatially distributed nuclei at the focal plane ofa separator. The 2+ state in 138Gd was selected as a test case for thispurpose as the lifetime was known [35]. The ToF correction due tothe spatial distribution of recoils at the relatively small focal planeof the RITU spectrometer was found to have only a small effect onthe measured lifetime. This situation is further assessed using Monte-Carlo simulations in the following sections together with a comparisonbetween the present and available data. Using simulations, it is alsoshown that the ToF correction described in the present work willsignificantly reduce the uncertainties in the measured lifetimes forlarger setups such as those at the focal plane of the Super-FRS atFAIR [56,57].
5.1. Comparison with previous measurements
The lifetime of the 2+ state in 138Gd was measured to be 308(17) psin Ref. [35] using the RDM and two-fold 𝛾-ray coincidence data whichavoids the effect of side-feeding. This value is in agreement with305(30) ps from an earlier measurement [58]. The ToF-corrected resultof 229(24) ps from the present work is consistent with both publishedlifetime values within three standard deviations.The present result for 138Gd has a higher uncertainty than thatobtained from measurements using the RDM. This can be attributedto the poor full-energy peak to background ratio seen in the 𝛾-rayenergy spectra (cf. Fig. 8). Therefore, more statistics and future fast-timing measurements with an incorporation of Compton suppressionfor LaBr3 detectors could help to make reliable comparisons betweenthe results obtained from the two methods. It is noted that the standarddeviation of the spectra shown in Figs. 9(a) and (b) correspond to atiming resolution of 380 ps. This is larger than the measured valueof ∼240 ps for similar 𝛾 ray energies corresponding to a 152Eu source(cf. Section 3.1). This increase in standard deviation is likely due tothe larger background contribution present in the in-beam data. In thefollowing section, simulations were used to understand the observedprecision in these results and the effect of the ToF corrections.
5.2. Monte-Carlo simulations
Monte-Carlo simulations were performed for a generalised experi-mental configuration and were applied to understand the results ob-tained in the present work using the specific detector geometry. Therelevant details are presented in the following subsections. The influ-ence of spatial distribution of the implanted recoils on the observedresolutions of the LaBr3-time spectra, and thus on the achievable preci-sions of lifetime measurements, are particularly discussed. The effectsof 𝛾-ray background during the measurement and the PRD are notconsidered in these simulations.
5.2.1. The influence of the spatial distribution of nuclei on timing resolutionFor any given experimental setup, both the extent of the spatialdistribution of implanted recoils and the specific detector geometryaffect the magnitude and significance of the ToF correction givenby Eq. (1). A computer code was written to calculate the correction foran arbitrary experimental setup. A number of events, 𝑁0, representingtiming measurements for the coincident 𝛾 rays populating and depop-ulating the level of interest, were distributed uniformly across each ofthe 𝛾-ray detector pairs in the LaBr3 array. For each count in one of thepairs, a value, value 0, was calculated according to
value0 = 𝜎res rng.Gaus() + 𝛥𝑡pos, (13)and binned into a histogram. Here, 𝜎res is the timing resolution of aLaBr3 detector pair in the array. The random number generator, rng,
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Fig. 9. Time spectra for the 𝛾 rays populating and depopulating the 2+ state in 138Gd (i.e. for 384 keV and 221 keV 𝛾 rays, respectively) both with no ToF correction beingapplied to the data ((a), (c) and (e)) and with the ToF correction (see text) being applied ((b), (d), (f)). The blue lines in (a) and (b) correspond to the delayed time spectra whilstthe red lines correspond to the anti-delayed time spectra. The centroid difference of these spectra is shown as (red) square data points in (c) through (f). The background centroiddifference values are shown by (black) triangular data points as a function of energy around the 221 keV peak ((c) and (d)) and the 384 keV peak ((e) and (f)). The solid lineshows the best fit to selected background values, whilst the dashed line shows the one-standard-deviation intervals. The (red) cross is used to indicate the interpolated backgroundcentroid difference. The circular (blue) data points show background values that were not used in the interpolation due to possible contamination from other full-energy peakevents. (For interpretation of the references to colour in this figure legend, the reader is referred to the web version of this article.)
is provided by a python module [59] and is based on the Mersenne-Twister [60] algorithm. The function, rng.Gaus(), returned a randomnumber following a Gaussian distribution with a mean of zero and astandard deviation of one. The maximum magnitude of 𝛥𝑡pos across theDSSSD used in the present experiment was calculated to be ∼330 ps.This corresponded to the DSSSD pixel with a recoil-implant closest toDetector 1 (top-left pixel of DSSSD as viewed when looking upstreamof the recoil axis) acting as a source, with Detector 1 providing thestart signal and Detector 8 providing the stop signal. With the sourcepixel in the opposite corner (bottom-right pixel of DSSSD), i.e. closestto Detector 8, the calculated ToF correction had equal magnitude andopposite sign. The difference between these two extreme positions wasthus calculated to be ∼660 ps. Fig. 10 (top-left) shows a histogramof values, value 0, calculated using Eq. (13) for 𝜎res = 0 for thetwo extreme pixels and detector pair (1, 8) under consideration. Asexpected, the separation in time between the peak centroids is ∼660 ps.Fig. 10 (top-right) shows a histogram in red (blue) of value 0 with(without) 𝛥𝑡pos in Eq. (13) and using 𝜎res = 380 ps from the present data.These representative time spectra demonstrate that the time resolutionis worse if the ToF correction is not applied when considering theextreme positions.Figs. 3–5 show that there were several different source positionsacross the area of the DSSSD and the 28 LaBr3 detector-pair positionsin the present experiment. Assuming an homogeneous distribution forimplants across the DSSSD at the focal plane of RITU, histograms ofcalculated value 0 were prepared as shown in Fig. 10 (middle). Thestandard deviation of the time spectrum shown in Fig. 10 (middle-left), referred to as the distribution uncertainty, 𝜎dist , was found to be
∼117 ps for RITU. The time spectra in blue and in red shown in Fig. 10(middle-right) represent events with and without the ToF correctionand have resolutions of 380 ps and 396 ps, respectively. It is worthnoting that the observed non-homogeneous implantation distributions(cf. Fig. 3) result in a slightly different value of 𝜎dist ∼110 ps. In thiscase, each of the calculated 𝛥𝑡pos values for a given DSSSD pixel wasweighted with the observed probability for recoil implantation in thatpixel. In the present setup, the solid angle for different LaBr3 detector-DSSSD-pixel combinations ranged between ∼30 mSr and ∼140 mSr.Therefore, the 𝛥𝑡pos values should in principle be also weighted bythe product of the corresponding solid-angle coverage of each detectorin the pair. However, this consideration resulted in a small change of
∼20 ps that is insignificant compared to the detector timing resolutionof 380 ps. Fig. 10 (bottom) shows histogrammed 𝛥𝑡pos values, whichwere calculated for the fast-timing detector geometry of the FATIMAsetup, namely, a full array of 36 LaBr3 detectors surrounding a stackof ten DSSSDs with a separation of 1 cm between any two of themin a 24 cm × 8 cm focal-plane configuration [56,57]. In this case, thedistribution uncertainty was calculated to be 𝜎dist = 220 ps (Fig. 10(bottom-left)), which is closer to the detector time resolution of 380 ps.Therefore, it is more important to apply the ToF correction to improvethe time spectra. If uncorrected, a poorer resolution of ∼440 ps will beobserved (cf. Fig. 10 (bottom-right)).
5.2.2. The influence of distribution uncertainty on lifetime measurementsThe results and discussions presented in the previous section demon-strate that a large spatial distribution of recoil-implants at the focal
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Fig. 10. The histograms (left) show 𝛥𝑡pos, highlighting the spread of the prompt time events due to the geometry of the LaBr3 detectors and the DSSSD. The standard deviation ofthese spectra are referred to as the distribution uncertainty. The histograms on the right represent the time spectra with (blue) and without (red) the ToF correction having beenapplied. These were simulated by the calculation of 𝜎res rng.Gaus() and 𝜎res rng.Gaus() + 𝛥𝑡pos, for the blue and red spectra, respectively. The top panels show the extreme timevalues from the present experiment, corresponding to the LaBr3-detector-pair (1, 8) and pixels located in opposite corners of the DSSSD. The middle panels show 𝛥𝑡pos as calculatedfor every combination of DSSSD pixel and LaBr3-detector pair. The bottom panels show the 𝛥𝑡pos calculation corresponding to an experimental setup of FATIMA. See the text formore details. (For interpretation of the references to colour in this figure legend, the reader is referred to the web version of this article.)
plane of a separator can potentially worsen the timing resolutionsobserved in fast-timing measurements. In the fast-timing technique,it is of importance to understand how the poorer resolution affectsthe uncertainty, 𝜎𝜏 , in the measured lifetime, for example, using theGCD method. For this purpose, additional Monte-Carlo calculationswere performed under the following assumptions; the prompt-responsefunction followed a Gaussian distribution with a standard deviation of
𝜎res = 380 ps (based on the 138Gd data), the lifetime to be measuredwas 230 ps (of similar order to the lifetime of the 2+ state in 138Gdas measured in the present work) and the alignment of the prompt-points of the 28 detector-pair components was assumed to have noerror. This latter assumption is based on the observation that the 28prompt-time points could be synchronised within ∼1 ps in the presentwork. Additional contribution to the lifetime uncertainty exists dueto the prompt response difference correction, which was ∼3 ps inthe present work (cf. PRD in Section 4). This error depends on theexperimental setup and statistics in the source data and therefore needsto be optimised for a given setup. Lastly, background events, such asfrom Compton scatter, are completely ignored in these simulations. Thisideal case results in the best-possible expected values, i.e. if there is noimprovement observed in these simulations, there will almost certainlybe no improvement in a measurement subject to background events.A number of counts, 𝑁 , were assumed to be distributed uniformlyacross each of the 28 detector pairs. For each count, a value was
calculated according to
value = 𝜎res rng.Gaus() + 𝜎dist rng.Gaus() + 𝜏 rng.Exp(), (14)and binned into a histogram. Here, the function, rng.Exp(), returneda number following an exponential distribution with a characteristiclifetime of one. Therefore, the value was calculated by convoluting twoGaussian functions and an exponential with a prompt-point at 0 ps.After all 𝑁 values had been produced, the 28 resultant histogramswere summed to produce the delayed-decay distribution, or delayedtime spectrum. This was repeated, with a 𝜏 of equal magnitude and op-posite sign, to form the anti-delayed [12] time spectrum that representsthe reversing of the start and stop conditions in a TAC. Fig. 11 showsboth the delayed and anti-delayed distributions for 𝑁 = 1000. A valueof 𝜎dist = 110 ps (cf. Section 5.2.1), calculated for the recoil implanta-tion distribution shown in Fig. 3, was used in these simulations. Thelifetime was subsequently calculated from the distributions shown inFig. 11 using the GCD method [12]. This process was repeated 100 000times, and a histogram of the resultant lifetimes is shown in Fig. 12.This histogram has a standard deviation of 10.239(23) ps, which isrepresentative of the uncertainty of any given lifetime measurement.This is also close to the uncertainty of ∼11 ps in the fitted lifetime of228(11) ps shown in Fig. 11.The predicted uncertainty in the measured lifetime as a function of
𝜎dist is shown in Fig. 13. Each of these data points simulated using 𝑁 =
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Fig. 11. Simulated spectra showing the delayed (blue) and anti-delayed (red) timingdata, using 𝑁 = 1000 and 𝜎dist = 110 ps. The value of 𝜏 = 228(11) ps was calculatedfrom this data according to the GCD method. (For interpretation of the references tocolour in this figure legend, the reader is referred to the web version of this article.)
Fig. 12. A histogram of lifetimes obtained from 100 000 simulations such as the oneshown in Fig. 11 for 𝑁 = 1000, 𝜎dist = 110 ps. The standard deviation, 𝜎, of thedistribution gives the expected lifetime uncertainty from a single experiment.
Fig. 13. The evolution of lifetime uncertainty, 𝜎𝜏 , as a function of distributionuncertainty, 𝜎dist , for 𝑁 = 1000 and 𝜏 = 230 ps. The points corresponding to RITUand FATIMA are marked.
1000 for the underlying time spectra, close to the statistics observed inthe data for 138Gd. Different values of 𝑁 , 𝜎res and 𝜏 were also testedand the uncertainty in the lifetime was found to be well described by
𝜎𝜏 =
√
𝜎2res + 𝜏2 + 𝜎
2
dist
2𝑁
. (15)
Eq. (15) was derived by propagating the uncertainties of the convolutedspectra shown in Fig. 11, which each have a variance defined by thesum of the variances of the component distributions (i.e. 𝜎2res + 𝜏2 +
𝜎2dist) [61]. The point labelled as RITU in Fig. 13 with 𝜎dist = 110 pscorresponds to the present work on 138Gd. It shows that 𝜎𝜏 = 10.24 pswould decrease by 3 % to 9.95 ps (i.e. the value at 𝜎dist = 0 ps) when thedata were corrected for the ToF differences. This improvement is notsignificant, and therefore supports the result from Fig. 9 and Section 4that the ToF correction procedure did not significantly improve theprecision of measured lifetimes in the present work. In this particularcase, the observed uncertainties were larger, i.e. the measured 𝜏 =
229(24) ps (cf. Table 2) for the 2+ state in 138Gd has more than doublethe uncertainty compared to that calculated from simulations (∼10 ps).This difference between measurement and simulation mainly arisesfrom the inclusion of background events (e.g. from Compton scatter)observed in the 𝛾-ray energy spectra (cf. Fig. 8) and the propagatederror due to the background-correction procedure.
6. Future experiments
6.1. Fast-timing measurements at facilities with larger focal plane areas
Experiments will be carried out in the future at larger separatorfocal planes such as that of the Super-FRS at the Facility for Antiprotonand Ion Research (FAIR) [62]. Therefore, knowledge of the effect ofspatial distribution of nuclei at such focal planes on 𝜎𝜏 will be essential.In particular, recoil-implantation patterns such as those shown in Fig. 3can significantly differ between different types of nuclear species withvery large spatial distributions. Therefore, it will become increasinglyimportant to apply the ToF corrections to lifetime data. For example,a value of 𝜎dist = 220 ps was calculated for the FATIMA fast-timingsetup [56,57]. If no ToF correction is performed then an increase of
∼12 % in 𝜎𝜏 can be estimated utilising the point labelled as FATIMA inFig. 13.
6.2. Fast-timing measurements in exotic nuclei
The systematic errors in the measurements performed using theFTM and the RDM are independent and as such the two techniquescomplement each other. Nevertheless, the FTM has some advantages.Firstly, it can be employed both for the online (prompt or delayed) 𝛾-ray data and for the offline 𝛾-ray activity data as discussed in Section 1.Secondly, measurements can be performed by collecting data withlower statistics compared to that from the RDM. Therefore, the FTMmight well be preferable over the RDM to study exotic nuclei at thelimits of existence with low production cross sections. This can beillustrated through the previous RDM and the present FTM works on138Gd. Over the five-day experiment in the present work, ∼1000 countswere observed in the final TAC spectra for 138Gd that is estimatedto have a production cross section of 70 mb [63] and an isomericyield of ∼1.4 % [19]. This resulted in an error of ∼25 ps for themeasured lifetime, arising from statistics, the PRD uncertainty and theuncertainty of the background timing correction. The measurementusing the RDM [35] was carried out for approximately 5 days usingthe same reaction and resulted in a comparable uncertainty on thelifetime measurement of 17 ps. Therefore, a ∼10 % uncertainty on thelifetime measurement can be expected from a fast-timing experimentwith similar conditions and statistics. In the cases where the isomericyields are higher than that in the present work, the accuracies canbe further improved. For example, statistics would be doubled if the
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isomeric ratio were 3 %, resulting in a ∼7 % uncertainty on thelifetime. However, if higher-energy 𝛾 rays were to be considered, thetiming resolution would be improved and the ToF correction becomesincreasingly more important (cf. Eq. (15)). The same is true for themeasurement of shorter nuclear-state lifetimes, where the distributionuncertainty begins to dominate the overall variance of the convolutedtime spectra. For example, using the 130 ps resolution obtained for the60Co data (i.e. for ∼1 MeV 𝛾 rays) presented in Fig. 2 and a lifetimeof 100 ps, the lifetime uncertainty would increase by 20 % in the caseof the present experimental setup at RITU. The equivalent increase inlifetime uncertainty for the FATIMA setup would be 67 % if the ToFcorrection was not performed. Further improvement can be expectedfrom an incorporation of Compton suppression to improve full-energypeak to Compton-background ratio in the 𝛾-ray spectra collected withLaBr3 detectors.
7. Conclusion
In summary, a time-of-flight correction method for 𝛾 rays emittedfrom nuclei with large spatial distributions has been proposed andapplied to fast-timing data. In addition, a new procedure to calibratethe time walk has been introduced that transparently deals with notedcorrelation issues. An array of eight LaBr3 fast-timing detectors wasused to detect the 𝛾 rays from recoils of interest implanted across aDSSSD with an area of 120 mm × 40 mm. An implanted-recoil positionin the DSSSD was determined by measuring the energy deposition ina pixel and confirming that it corresponds to the expected energy ofthe recoils. This position information was then used to calculate thetime-of-flight, corresponding to the path length travelled by each of the
𝛾 rays before being detected by a LaBr3 detector. The ToF correctionsto the fast-timing 𝛾-ray data could thus be performed on an event-by-event basis. The effect of these ToF corrections on the uncertaintiesin the measured lifetimes were evaluated by comparing the resultsobtained using data with and without the corrections. For the detectorgeometry used and the spatial distribution of the implanted-recoilsobserved in the present work at the relatively small focal plane of RITU,this effect was found to be marginal. To understand this result, Monte-Carlo calculations were performed and the calculated path lengths forphotons between the implantation positions and the LaBr3 detectorsresulted in an additional geometry dependent timing uncertainty (orthe distribution uncertainty) of ∼110 ps. A convolution of this uncer-tainty increased the value of the effective timing resolution of the eightLaBr3 array from ∼380 ps to ∼396 ps for the low-energy (<500 keV)
𝛾 rays observed in the present work. Simulations showed that such anincrease of ∼4 % in timing resolution would result in a ∼3 % largeruncertainty in the measured lifetime. The reason for only a marginalimprovement in the time resolution upon the ToF correction in thepresent work is thus understood. Further simulations showed that theToF correction is more significant for higher-energy 𝛾 rays, i.e. withbetter timing resolution, and for smaller lifetimes being measured. It isalso shown that the lifetime measurements using recoil-implants withlarger spatial distributions, which are expected in some of the futuresetups for exotic nuclei, will significantly benefit from the proposed ToFcorrection method.
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