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Abstract
The severity of knee osteoarthritis is graded using
the 5-point Kellgren-Lawrence (KL) scale where
healthy knees are assigned grade 0, and the sub-
sequent grades 1-4 represent increasing severity
of the affliction. Although several methods have
been proposed in recent years to develop models
that can automatically predict the KL grade from
a given radiograph, most models have been devel-
oped and evaluated on datasets not sourced from
India. These models fail to perform well on the
radiographs of Indian patients. In this paper, we
propose a novel method using convolutional neural
networks to automatically grade knee radiographs
on the KL scale. Our method works in two con-
nected stages: in the first stage, an object detection
model segments individual knees from the rest of
the image; in the second stage, a regression model
automatically grades each knee separately on the
KL scale. We train our model using the publicly
available Osteoarthritis Initiative (OAI) dataset and
demonstrate that fine-tuning the model before eval-
uating it on a dataset from a private hospital signif-
icantly improves the mean absolute error from 1.09
(95% CI: 1.03-1.15) to 0.28 (95% CI: 0.25-0.32).
Additionally, we compare classification and regres-
sion models built for the same task and demonstrate
that regression outperforms classification.
1 Introduction
Knee osteoarthritis is a painful joint disorder that obstructs
the natural movement of the knee. Its major indications in-
clude joint space narrowing, osteophytes formation, and scle-
rosis [1]. It is most commonly observed in people who are
above the age of 45, suffer from obesity, or lead a seden-
tary lifestyle. Since no known cure exists for reversing knee
osteoarthritis, early diagnosis is crucially important for a pa-
tient to prevent its further progression by making behavioral
and lifestyle changes [2]. Despite the availability of ad-
vanced medical imaging techniques such as Magnetic Res-
onance Imaging (MRI) and Computed Tomography (CT), the
knee radiograph remains the most widely used modality for
the diagnosis of osteoarthritis. The severity of the disease is
graded on the Kellgren-Lawrence (KL) scale [1] where grade
0 suggests no radiographic features of OA are present; grade
1 suggests doubtful joint space narrowing (JSN) and possible
osteophytic lipping; grade 2 suggests definite osteophytes and
possible JSN on anteroposterior weight-bearing radiograph;
grade 3 suggests multiple osteophytes, definite JSN, sclero-
sis, possible bony deformity; and grade 4 suggests large os-
teophytes, marked JSN, severe sclerosis and definite bony de-
formity [3].
Although it is widely used, the KL grading system suffers
from reader subjectivity in evaluating radiographs [4][5][6].
Computer-aided diagnosis can mitigate this subjectivity by
providing an automated assessment to assist radiologists in
making the final decision. In this study, we propose a method
for building a convolutional neural network (CNN) system to
automatically grade a knee radiograph on the KL scale. We
first develop a preprocessing network that takes as input a
knee radiograph and outputs two images: one image contain-
ing only the left knee, and another image containing only the
right knee. The second network takes as input a single knee
image and outputs the predicted KL grade. For this second
network, we consider two options - classification and regres-
sion - and observe that regression performs better than classi-
fication.
Most prior work on automatically diagnosing knee os-
teoarthritis is based on datasets which have been collected
from patients not based in India, particularly the Osteoarthri-
tis Initiative (OAI) Dataset[7][8][9] containing 4447 images
and the Multicenter Osteoarthritis Study (MOST) Dataset
[8][9][10] with 3026 images. We demonstrate that the model
developed using OAI Dataset did not perform well on a
dataset sourced from a private hospital in India (hereafter re-
ferred to as Target Dataset). However, when the model was
fine-tuned on Target Dataset, the performance improved sig-
nificantly.
2 Related Work
Machine learning has been widely used to detect and grade
knee osteoarthritis. Kotti et al. [11] built a regression model
from data points such as mean value, push-off time, and slope
of vertical, anterior–posterior, and medio-lateral ground re-
action forces measured using force plates with piezoelectric
3-component force sensors. Bandyopadhyay et al. [12] ar-
gued that knee osteoarthritis should be diagnosed using fea-
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tures of the cartilage; they segmented the cartilage from the
knee x-ray image, extracted features like statistical moments,
texture, shape, etc., and used them to train a random forest
[13] classifier to predict knee osteoarthritis severity. Brahim
et al. [14] used images from OAI Dataset to predict knee
osteoarthritis severity using image preprocessing techniques
like circular Fourier filter and multivariate linear regression
and extracted important features using independent compo-
nent analysis; these extracted features were further used to
train naive Bayes [15] and random forest classifiers. Orlov
et al. proposed Wndchrm [16], an image classifier that uses
hand-crafted features based on polynomial decomposition,
contrast, pixel statistics, and textures in addition to features
obtained by performing image transformations [17][18][16].
Manually designing and selecting relevant features, how-
ever, require a significant degree of domain knowledge [19],
while image processing techniques such as those in [12] are
not robust and are prone to noise. Convolutional neural net-
works (CNN) [20], on the other hand, learn relevant features
automatically from the training images without human inter-
vention, and they have achieved state-of-art performance on
many image classification tasks in recent times [21]. Antony
et al. [7][8] investigated the use of well-known CNNs such as
the VGG 16-layer net [22], VGG-M-128 [23], and BVLC ref-
erence CaffeNet [24] to classify knee radiographs and demon-
strated that they performed better than the prevailing state-of-
art methods that used hand-crafted features. Tiulpin et al.
[9] used a deep Siamese convolutional neural network [25] to
classify knee radiographs into KL grades and presented atten-
tion maps highlighting the radiological features affecting the
network’s decisions.
Machine learning methods, in general, and neural net-
works, in particular, are known to face difficulties in gen-
eralizing to datasets other than the ones used to train them.
We show in this study that the model trained on OAI Dataset
performed poorly when used to evaluate images from Tar-
get Dataset. We further show that the performance increased
dramatically when the model was subsequently fine-tuned on
Target Dataset. Two approaches have been considered by
prior research work: the classification approach where the
different KL grades 0-4 are treated as discrete, unordered
classes; and the regression approach where the KL grade is
treated as a continuous response variable that takes a value
in the range [0, 4]. We contrast the performance of both ap-
proaches and conclude that regression performs better than
classification.
3 Data and Method
In this section we describe the datasets, the methods used to
build the models, and the results.
3.1 Data
We obtained a set of 4447 knee radiographs in DICOM for-
mat along with the KL grades for both left and right knees
from the Osteoarthritis Initiative (OAI). The dataset contained
images of males and females between 45 and 79 years of age.
From a well-known private hospital in India, we obtained
Target Dataset consisting of 1043 knee radiographs. Both
Figure 1: Knee radiograph sample provided as input to knee seg-
mentation model
datasets contained images in the anterior-posterior view. Ta-
ble 1 shows the distribution of samples in different KL grades
for the two datasets.
KL Grade 0 1 2 3 4 Total
OAI Dataset 3493 2319 1595 1177 310 8894
Target Dataset 335 150 199 194 297 1175
Table 1: Distribution of images into KL grades
3.2 Segmenting the Knee Joints from the
Radiographs
We randomly selected 1000 images from OAI Dataset. Using
the VGG Image Annotator (VIA) tool [26], we drew bound-
ing boxes around each knee joint in these images. These 1000
images containing 2000 annotated knee joints were used to
train a Mask R-CNN model [27] that could segment the two
knee joints from a given radiograph. In addition to segment-
ing the knees, the model was also trained to differentiate be-
tween the left and the right knee to aid the subsequent pro-
cess of report generation. The Mask R-CNN algorithm works
in two steps. In the first step, it generates region proposals
through a region proposal network (RPN) [28]. In the second
step, it predicts the class-label for each region and regresses
the coordinates of the bounding box that encloses the knee
joint. The model was tested on 100 randomly selected im-
ages from OAI Dataset. The mean squared error (MSE) for
bounding box regression was 0.0507, the DICE score for seg-
menting the knees was 0.93, and the accuracy for classifying
the segmented knee into left and right was 99%. Using this
model, we segmented the knee joints from the rest of the im-
ages in OAI dataset (see figure 1 and figure 2).
3.3 Predicting KL Grade from Segmented Knee
Images
The segmented knee images were normalized using min-
max normalization to ensure the pixel intensity values were
bounded in the range [0,255]. OAI Dataset was divided into
training, validation, and testing subsets in the ratios 70:10:20.
Grading on the KL scale is based on joint space narrowing,
and the differences between two consecutive grades are very
Figure 2: Left and right knees as segmented from image in figure 1
subtle in appearance. In a conventional convolutional neural
network (CNN), each layer is connected only to its adjacent
layer. In DenseNet [29], however, every layer is connected
to every other layer; this allows the network to learn better
features from lesser data. We used the DenseNet-121 archi-
tecture to train a classification model that classified each input
knee image into one class from the set of discrete, unordered
classes: {0, 1, 2, 3, 4}. Cross-entropy was used as the loss
function for training the model. We obtained a mean class-
wise precision of 0.55 and a mean class-wise recall of 0.57
(see table 2 for detailed results).
KL Grade Precision Recall F1-Score Kappa
0 0.67 0.88 0.76 0.57
1 0.57 0.01 0.02 0.02
2 0.63 0.47 0.54 0.41
3 0.68 0.54 0.60 0.55
4 0.18 0.95 0.31 0.27
Average 0.55 0.57 0.45 0.36
Table 2: Performance of classification model on OAI Dataset when
evaluated on OAI Dataset
The KL-grades present a natural ordering amongst them.
To take advantage of this ordering, we replaced the output
layer of the classification network with two fully connected
layers. The penultimate layer had 128 nodes with ReLU ac-
tivation, while the final output layer had a single node with
linear activation. This model was trained using mean squared
error as the loss function to predict the KL grade as a real
number. The model output was rounded off to the closest in-
teger in the range [0, 4] to obtain the final predicted grade.
The mean class-wise precision was 0.84 and the mean class-
wise recall was 0.82 (see table 3 for detailed results).
3.4 Fine-tuning Models for Target Dataset
When evaluated on Target Dataset, the regression model
trained on OAI Dataset yielded a mean class-wise precision
of 0.46 and a mean class-wise recall of 0.33 (see table 4 for
detailed results). Although analyzing the reasons for this drop
in performance is beyond the scope of the paper, we surmise
that the images from the two datasets differed owing to rea-
sons including, but not limited to, different image capture set-
tings, different imaging equipment, and perhaps different pa-
KL Grade Precision Recall F1-Score Kappa
0 0.93 0.91 0.92 0.86
1 0.71 0.74 0.73 0.66
2 0.85 0.87 0.86 0.80
3 0.85 0.85 0.85 0.83
4 0.84 0.76 0.80 0.79
Average 0.84 0.82 0.83 0.79
Table 3: Performance of regression model on OAI Dataset when
evaluated on OAI Dataset
Figure 3: (Left) Histogram of pixel intensities of images from OAI
Dataset; (Right) Histogram of pixel intensities of images from Tar-
get Dataset
tient population characteristics. The difference between OAI
Dataset and Target Dataset is visually represented in figure 3.
KL Grade Precision Recall F1-Score Kappa
0 1 0.02 0.04 0.03
1 0.17 0.09 0.12 0.03
2 0.22 0.43 0.29 0.09
3 0.22 0.53 0.31 0.10
4 0.70 0.57 0.63 0.52
Average 0.46 0.33 0.28 0.16
Table 4: Performance of regression model trained on OAI Dataset
when evaluated on Target Dataset
KL Grade Precision Recall F1-Score Kappa
0 0.90 0.79 0.84 0.79
1 0.52 0.70 0.59 0.52
2 0.63 0.68 0.65 0.58
3 0.67 0.64 0.65 0.59
4 0.91 0.86 0.88 0.85
Average 0.73 0.73 0.73 0.66
Table 5: Performance of regression model trained on OAI Dataset
and fine-tuned on OAI Dataset when evaluated on Target Dataset
We computed the mean absolute error (MAE) between the
predicted KL grade and the actual KL grade. The MAE for
the model trained on OAI Dataset when evaluated on Target
Dataset was 1.09 (95% CI: 1.03-1.15). The MAE for the fine-
tuned model when evaluated on Target Dataset was 0.28 (95%
CI: 0.25-0.32).
4 Discussion
Our experiments uncovered differences in image character-
istics between OAI Dataset and Target Dataset. The model
trained on OAI Dataset did not perform well on Target
Dataset. However, when we fine-tuned the model on Tar-
get Dataset, we observed a significant improvement in per-
formance.
Since the Kellgren-Lawrence system presupposes an im-
plicit ordering between its grades, we argue that the grade
should be treated as an ordinal variable rather than a nom-
inal variable. Training a classification model using cross-
entropy as the loss function imposes an equal penalty re-
gardless of whether the misclassification is between neigh-
bouring grades or far-away grades. However, defining this
as a regression problem and using mean squared error as the
loss function imposes lower penalties on misclassifications
between neighboring grades and progressively higher penal-
ties as the distance between the actual and predicted grades
increases. When evaluating the fine-tuned model on Target
Dataset, 68% of all misclassifications were amongst neigh-
bouring grades for the classification model, while 87% of all
misclassifications were amongst neighbouring grades for the
regression model.
Since different stages of knee osteoarthritis require differ-
ent interventions, it is important to identify the grade of os-
teoarthritis affecting a patient. By automatically and accu-
rately assigning KL grades to knee radiographs, the proposed
method can help (1) mitigate the effects of human subjectivity
in assessing radiographs; (2) reduce radiologist work burden;
(3) improve reporting times.
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