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TRANSLATE OF HOROSPHERES AND COUNTING PROBLEMS
AMIR MOHAMMADI AND ALIREZA SALEHI GOLSEFIDY
Abstract. Let G be a semisimple Lie group without compact factors, Γ be an irreducible
lattice in G. In the first part of the article we give the necessary and sufficient condition
under which a sequence of translates of probability “horospherical measures” is convergent.
And the limiting measure is also determined when it is convergent (see Theorems 1 and 2
for the precise statements). In the second part, two applications are presented. The first
one is of geometric nature and the second one gives an alternative way to count the number
of rational points on a flag variety.
1. Introduction.
The equidistribution properties of horospherical orbits have been studied extensively. Vari-
ous methods have been employed to study this kind of problem, Hedlund proved minimal-
ity and Furstenberg proved the unique ergodicity of horocycle flows on compact surfaces.
S. Dani [D79, D81] classified all ergodic invariant measures for the action of a maximal horo-
spherical subgroup of a semisimple Lie group. He also classified closure of the orbits of (not
necessarily maximal) horospherical subgroups in [D86]. His method, to classify measures,
relies ultimately on Furstenberg’s idea for the proof of the unique ergodicity of horocycle flow
on compact surfaces. Another possible approach to this problem would be to use represen-
tation theory, see the work of M. Burger in [Bu90] where these lines of ideas are utilized to
classify invariant Radon measures for horocycle flows on geometrically finite surfaces. Also
mixing properties of semisimple elements can be used to obtain measure classification for
the action of the corresponding horospherical subgroups. These lines of ideas go back to G.
A. Margulis’ PhD thesis [Mar04]. They have been extensively utilized by many others ever
since, see [R83] where similar ideas are present.
As we mentioned horocycle flows on the unit tangent bundle of a hyperbolic surface M
of finite volume was the starting point of the study of such dynamics. In fact, in this
case, Sarnak [Sa81] gave the precise asymptotic behavior of closed horocycle orbits using
Eisenstein series. If we do not ask for the best possible error rate, then (as we said earlier)
one can describe such an asymptotic behavior using the mixing property of the geodesic
flow. The latter has this advantage that it can be easily extended to any rank-1 finite
volume locally symmetric manifold. The main reason being that the entire horospherical
orbit gets expanded or contracted depending on the direction of the flow on an orthogonal
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geodesic. When G is a higher rank semisimple Lie group and Γ is a lattice in G, then for any
closed horospherical orbit pi(Ux0) in G/Γ there are geodesic flows which expand some part
of pi(Ux0) and contract some other parts. That is the main reason why most of previous
works only deal with translations in the expanding directions (the directions which expand
all the horospherical orbit.) [Sh96, KM96, KW08].1
In this work, we use soft methods to give the necessary and sufficient condition under which
a sequence of translations of a closed horospherical orbit is equidistributed in the limit in a
homogeneous closed subset2. Then using Ratner’s theorem we show that translations of a
measure which is absolutely continuous with respect to a horospherical measure have similar
properties. In the second part of the article, two applications are given. The first one is an
extension of [EM93, Theorem 7.1]. We start with a finite volume locally symmetric space
M = K\G/Γ and consider a closed horosphere U = K\Kg0UΓ/Γ in M. We count the
number of the lifts of U in the symmetric space K\G which intersect a ball of radius R.3 As
another application, we count number of rational points on a generalized flag variety with
respect to any line-bundle, generalizing [FMT89] (the case of the anti-canonical line-bundle),
and [BaT98] and [Pe95] (for the case of an arbitrary metrized line-bundle, with split and
quasi-split groups).4
Our strategy to handle the counting problems using dynamics is a well developed tech-
nique which originated in [DRS93], see also [EM93], and has been utilized by many authors,
see [Oh10] and references therein. The problems in hand, however, present one notably
different feature: in almost all previous works one deals with cases in which the possibility
of “intermediate subgroups” is eliminated by the nature of the problem, see e.g. the “non-
focusing” condition in [EMS96]. On the other hand, intermediate behaviors naturally occur
in problems we deal with. Thus, for the applications considered in this paper, a careful
analysis of this feature is needed which adds new difficulties in carrying out the proofs.
2. Statement of the results
We need to set a few notations before stating the main results of this work. Let G be a simply
connected almost simple Q-group with a fixed embedding in GLl. Our standing assumption
in this paper is that G is Q-isotropic; indeed the analysis carried out in this paper is only
non-trivial under this condition. Let Γ = G(Z) = G(Q) ∩ GLl(Z). Let S be a maximal
Q-split Q-torus. Let S ⊆ P be a minimal Q-parabolic subgroup and let ∆ and {λα}α∈∆
be the associated simple roots relative to S and the fundamental Q-weights (see [BoT65,
1The study of an arbitrary unipotent flow is much harder. In a series of seminal papers Ratner [R90, R91a,
R91b] gave a complete description of probability measures on a homogeneous space which are invariant under
an arbitrary unipotent flow and then showed the closure of any orbit of a unipotent flow is homogeneous.
2In a personal communication Peter Sarnak told us that this result can be also proved using Eisenstein
series.
3When G = PSL2(R), using mixing of geodesic flows, this result is proved in [EM93, Theorem 7.1] and
using the same idea one can easily get a similar result for any real rank-1 group. But this method is not
good enough in the higher rank case.
4Eisenstein series is the main ingredient in [FMT89, BaT98, Pe95].
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Section 12]), respectively. For any E ⊆ ∆, let PE be the associated standard Q-parabolic
subgroup, e.g. P∅ = P and P∆ = G, in particular, for every α /∈ E the fundamental weight
λα defines a character of PE.
Let G = G(R), A = S(R)◦, let QE = PE(R)+(Γ ∩ PE(R))◦, where PE(R)+ is the group
generated by R-unipotent subgroups of PE(R) and the closure is taken with respect to the
usual topology.
Alternatively QE maybe described as follows: let PE = LERu(PE), where LE is the standard
Levi factor. Let LE = Z(LE)[LE,LE]. Put M′E = [LE,LE]; this is a semisimple Q-group.
Let M′E = H1 · · ·Hk be almost direct product of Q-simple groups. Put
ME =
∏
i∈I Hj(R)◦, where I = {1 ≤ i ≤ k : Hi is R-isotropic}.
Then, QE = MERu(PE(R)). In particular, since G is simply connected, G is the product of
almost simple factors, and thanks to the fact that G is Q-isotopic Q∆ = G.
Let us mention some of the significant properties of this subgroup
(1) QE ∩ Γ is a lattice in QE.
(2) PE(R)+ acts ergodically on QE/QE ∩ Γ.
(3) For any E ⊆ ∆ let P+E ⊆ PE be the Q-subgroup generated by Q-unipotent subgroups.
Then, QE is the group generated by P+E(R) and Q∅, see the proof of Proposition 11.
For any topological space X, let P(X) be the space of probability measures on X equipped
with the weak* topology. If H is a closed subgroup of G such that H ∩ Γ is a lattice in H,
then µH ∈ P(G/Γ) denotes the H-invariant probability measure supported on HΓ/Γ. For
any probability measure µ ∈ P(X) and g ∈ G, gµ is a probability measure on X such that
(gµ)(E) := µ(g−1E); in particular supp(gµ) = g supp(µ).
Theorem 1. In the above notation, let {an} ⊆ A and E ⊆ ∆. Then
i) If λα(an) goes to zero for some α 6∈ E, then anµQE diverges in P(G/Γ).
ii) Let E ⊆ F ⊆ ∆. If λα(an) = 1 for any n and any α 6∈ F and λα(an) goes to infinity
for any α ∈ F \ E, then anµQE converges to µQF . In particular, when F = ∆, it
converges to the Haar measure on G/Γ.
In Section 4.4 we combine Theorem 1 and Ratner’s classification of measures invariant under
a unipotent subgroup to get a similar statement for translates of certain absolutely continuous
measures with respect to µQE . The following is a special case of what is proved there. See
Theorem 22 and the discussion proceeding that theorem for a general statement and a
discussion of extra conditions imposed in the absolutely continuous case.
Theorem 2. Let the notation and assumptions be as in Theorem 1 and let µ = fµQE ∈
P(G/Γ) where f is a non-negative continuous function on G/Γ. Then
i) If λα(an) goes to zero for some α 6∈ E, then anµ diverges in P(G/Γ).
ii) Let {an} ⊆ A be a sequence so that λα(an) goes to infinity for any α ∈ ∆ \ E. Then
anµ converges to the G-invariant Haar measure on G/Γ.
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Let us give a brief account on Theorem 1. In view of Theorem 1 the limiting behavior of
the translates of the measures in question is governed by the fundamental weights and not
the fundamental roots. For instance this means that, if pi(Q∅) is translated along a ray in
the interior of the dual cone of the positive Weyl chamber, it gets equidistributed in G/Γ
with respect to the Haar measure. This cone is larger than the positive Weyl in higher rank.
However, the dual of a one dimensional cone is in a finite Hausdorff distance of itself, that
is why the rank one case is much easier to handle.
To further put this in perspective let us consider the explicit example G = SL3. Then we
can and will assume that S is the Q-subgroup given by diagonal matrices with determinant
one. Then G = SL3(R), Γ = SL3(Z), and
A = {diag(a1, a2, a3)| a1, a2, a3 ∈ R+, a1a2a3 = 1}.
Then there are six roots: for any 1 ≤ i, j ≤ 3 and i 6= j,
φij(diag(a1, a2, a3)) = aia
−1
j .
We can assume that ∆ = {α1, α2}, where α1(diag(a1, a2, a3)) = a1a−12 and α2(diag(a1, a2, a3)) =
a2a
−1
3 . Then
(1) The coroots are α∨1 (a) := diag(a, a
−1, 1) and α∨2 (a) := diag(1, a, a
−1).
(2) The fundamental weights are λ1(diag(a1, a2, a3)) := a1 and λ2(diag(a1, a2, a3)) :=
a1a2 (note that λi ◦ α∨j (a) = aδij .).
(3) The corresponding proper parabolic subgroups are
P∅ =
 ∗ ∗ ∗0 ∗ ∗
0 0 ∗
 , Pα1 =
 ∗ ∗ ∗∗ ∗ ∗
0 0 ∗
 , Pα2 =
 ∗ ∗ ∗0 ∗ ∗
0 ∗ ∗
 .
(4) The corresponding Q subgroups are
Q∅ =
 1 ∗ ∗0 1 ∗
0 0 1
 , Q1 = ( SL2(R) ∗0 1
)
, Q2 =
(
1 ∗
0 SL2(R)
)
.
We view the group of characters X∗(S) and co-characters X∗(S) as additive groups. Note
that χ ◦ θ(x) = x〈χ,θ〉 gives us a non-degenerate bilinear form 〈, 〉 : X∗(S)×X∗(S)→ Z. The
Weyl group (which, in this case, is the group of permutations) acts linearly on X∗(S). We
take a Euclidean structure on E := X∗(S) ⊗Z R which is invariant under the Weyl group.
We can and will identify three Euclidean spaces: E, X∗(S)⊗ZR and a := Lie(A) (the Killing
form induces a Euclidean structure on a). In particular, for any χ ∈ X∗(S) and a ∈ A, we
have χ(a) = e(χ,log(a)), where χ and log(a) are realized as elements of E. In Figure 1, the
positive Weyl chamber (the blue shaded region) and the cone given by Theorem 1 (the red
shaded region) are given: in the sense that, if pi(Q∅) is translated along the exponent of a
ray in the interior of the red region, then it gets equidistributed in G/Γ with respect to the
Haar measure. And if pi(Q∅) is translated along the walls of the red region, then it gets
equidistributed with respect to the Haar measure of the corresponding QE group. Along a
ray in the interior of the complement of this cone, pi(Q∅) escapes to infinity.
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∆={α1,α2}  : Simple roots
{λ1,λ2}       : Fundamental weights
ρ                : Sum of the positive roots
red dots      : Characters that can define a metrized 
                   line bundle.
blue region: The positive Weyl chamber
red region  : The cone given by Theorem 1.
                      
Figure 1. The SL3 case.
So Theorem 1 implies that
(1) If either {a(1)n } or {a(1)n a(2)n } goes zero, then {diag(a(1)n , a(2)n , a(3)n )µQ∅} diverges.
(2) For i = 1 or 2, we have α∨i (a)µQ∅ → µQi as a goes to infinity.
(3) If a
(1)
n and a
(1)
n a
(2)
n go to infinity (as n goes to infinity), then diag(a
(1)
n , a
(2)
n , a
(3)
n )µQ∅ →
µG.
As one can see in Figure 1 there are rays {at} in A which are outside of the positive Weyl
chamber, but at the same time atµQ∅ converges to µG. Indeed if {at} is a ray in the
interior of the positive Weyl chamber, then using the mixing property of the action of A and
“thickening” of U = Q∅ one could easily deduce the desired result (this is called wavefront
phenomenon). In fact, if the rank is large enough, then there are co-characters θ ∈ X∗(S)
such that
(1) If P+(θ) is the associated parabolic subgroup, then Ru(P+(θ))∩ P∅ does not contain
Ru(PE) for any E ⊆ ∆.
(2) θ(t)µQ∅ → µG as t goes to infinity.
These examples show that one cannot use the wavefront phenomenon for unipotent radical
of larger parabolic subgroups to get the desired result. For instance, let G = SL5 and S be
the subgroup given by the diagonal matrices. Let
θ(t) := diag(t6, t7, t−12, t9, t−10).
Then here are the expansion and contraction directions as t goes to infinity (the ij component
is the sign of 〈φij, θ〉 for i 6= j): 
0 − + − +
+ 0 + − +
− − 0 − −
+ + + 0 +
− − + − 0
 .
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So clearly Ru(P+(θ)) ∩ P∅ does not contain Ru(PE) for any E ⊆ ∆. On the other hand, we
have
〈λ1, θ〉 = 6, 〈λ2, θ〉 = 13, 〈λ3, θ〉 = 1, 〈λ4, θ〉 = 10,
and so by Theorem 1 we have that θ(t)µQ∅ → µG as t goes to infinity (φij, αi and λi are
defined as in the case of G = SL3).
Though the above example shows that conjugating along a ray {at} in the correct cone does
not necessarily expand all the root directions of Ru(PE) for any E ⊆ ∆, but it does send the
volume form of Ru(PE) to infinity for any E ⊆ ∆.
A geometric application: as it is mentioned earlier, the first application of Theorem 1
is a generalization of [EM93, Theorem 7.1]. Let M be a finite volume locally symmetric
irreducible Riemannian orbifold. That is: there is a connected semisimple Lie group G and
an irreducible lattice Γ in G such that X ' K\G, where K is a maximal compact subgroup
of G and x0 is mapped to the identity coset in X. Moreover, pi : X → X/Γ ' M gives the
universal map. Suppose there exists a maximal unipotent subgroup U of G and some g0 ∈ G
such that U = pi(K\Kg0U) is closed in M. Put U = K\Kg0U.
We count the number of lifts of U to the universal cover X which intersect the ball B(x0, R)
centered at x0 and of radius R (goes to infinity). This in particular is interesting when
the (real) rank of G is at least 2 (also known as the higher rank case) as the method in
[EM93, Theorem 7.1] no longer works. Hence we will assume that we are in higher rank
case. Thus, by Margulis’ arithmeticity theorem [Mar91, Chapter IX], there is an absolutely
almost simple simply connected Q-group G such that
(1) There is a surjective homomorphism ι from G(R) to G with a finite central kernel.
(2) Γ is commensurable with ι(G(Z)).
(3) There is a minimal Q-parabolic P and g0 ∈ G such that U = pi(K\Kg0ι(U ′)), where
U ′ = Ru(P)(R).
Before stating our result, let us introduce a few other notation and refer the reader to
Section 3.4 for more details. As we explained earlier the Killing form induces a Euclidean
structure on a := Lie(A) and we identify it with E := X∗(S) ⊗Z R and X∗(S) ⊗Z R. And
we choose a Riemannian metric on X such that d(x0, ax0) = ‖ log(a)‖ for any a ∈ A. Let
ρ∆ ∈ X∗(S) be
ρ∆(a) := det(Ad(a)|Lie(Ru(P∅)(R))),
and realize it as a vector in E.
Theorem 3. As R goes to infinity,
#{γ ∈ Γ | Uγ ∩B(x0, R) 6= ∅} ∼ vol(U/U ∩ Γ)
vol(M) · ρ∆(a0) ·
(
2piR
‖ρ∆‖
) r−1
2
· e‖ρ∆‖R,
where vol are Riemannian volume forms, a0 ∈ A such that Kg0U = Ka0U and r is the
R-rank of G.
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It is worth mentioning that in the setting of Theorem 3 the Q-rank and the R-rank of G are
equal. This is due to the fact that U, the maximal unipotent subgroup of G, has a closed
orbit. Therefore, in this case the Iwasawa decomposition of G gives G = KAU .
Rational points on a flag variety: we also count the number of rational points on a flag
variety X with respect to an arbitrary metrized line bundle. Any (generalized) flag variety
is of the form G/PE for some E ⊆ ∆. Any Q-character χ of PE induces the following
line-bundle on X: Lχ := G × Ga/ ∼, where (g, x) ∼ (gp, χ(p)x) for any p ∈ PE. In fact,
since G is simply connected, any line-bundle is of this form [Pe95, Section 6.2.1]. Moreover,
when G is simply-connected, Lχ is a metrized line-bundle if and only if there are positive
integers nα such that the restriction of χ to S is equal to
∑
α 6∈E nαλα, we are viewing the
group of characters X∗(S) of S as an additive group, (see [Pe95, Section 6.2.1], Section 3.1
and Lemma 11). For any E ⊆ ∆, there is ρ′E ∈ X∗(PE) such that
(1) (∧dimRu(PE) Ad)(p)(u) = ρ′E(p)u,
for any u ∈ ∧dimRu(PE) LieRu(PE). It is well-known that the anti-canonical line-bundle of X
corresponds to ρ′E, see [FMT89, Page 426].
On the other hand, any χ =
∑
α 6∈E nαλα, where nα are positive integers, is the highest weight
of a unique irreducible representation ηχ : G → GL(V) which is strongly rational over Q,
[BoT65, Section 12]. So there is 0 6= v0 ∈ V(Q) such that
PE = {g ∈ G|ηχ(g)([v0]) = [v0]},
where [v0] is the corresponding point in the projective space P(V). Moreover, X is homeo-
morphic to the orbit ηχ(G)([v0]).
In the above setting, let C+E be the positive cone spanned by {λα| α ∈ E} in the vector space
X∗ ⊗ R, see Section 3.1 for the notation.
Let H : P(V)(Q) → R+ be the “usual” height function, i.e. H([v]) = ‖v‖, where v is a
primitive integral vector and ‖ · ‖ is the Euclidean norm. The height function Hχ : X→ R+
associated with the metrized line-bundle Lχ is equal to H(ηχ(g)([v0])). Let Nχ(T ) := #{x ∈
X(Q)|Hχ(x) ≤ T}. Franke, Manin and Tschinkel [FMT89, Corollary 5] gave the asymptotic
behavior ofNρ′E , Batyrev and Tschinkel [BaT98, Theorem 4.4] did it for an arbitrary metrized
line-bundle under the assumption that G is globally split, and L. Peyre [Pe95] gave the
asymptotic for the quasi split case5. In the last section, we generalize their results to the
case of an arbitrary almost simple Q-group G using an alternative approach.
Theorem 4. We have
Nχ(T ) ∼ CT aχ log(T )bχ−1,
where aχ := inf{a ∈ R|aχ−ρ′E ∈ C+E}, bχ is the codimension of the face of C+E which contains
aχχ− ρ′E and C is a positive real number.
5It is worth mentioning that [Pe95] gives a description of the constant C in Theorem 4 in terms of
Tamagawa numbers. Moreover, in [FMT89, BaT98, Pe95] the group G is defined over an arbitrary number
field. In our formulation this can be replace by Q using restriction of scalars.
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3. Preliminary and Notation
3.1. Since the relative fundamental weights are not very well-known, for the convenience of
the reader we review the following topics
(1) The index of G.
(2) The relation between the index of G and its relative root system.
(3) Classification of strongly Q-rational irreducible representation.
We refer the reader to [BoT65, Spr98] for the details and the proofs. Let G, S and ∆ be
as in the introduction. That is: G is a simply connected almost simple Q-group which is
Q-isotropic, S is a maximal Q-split Q-torus and ∆ is the associated simple roots relative to S.
Let T ⊇ S be a maximal Q-torus in G. Let Φ˜ ⊆ X∗ = X∗(T) (resp. Φ˜∨ ⊆ X∗ = X∗(T)) be
the (absolute) roots (resp. coroots) of G relative to T. The absolute Galois group Gal(Q/Q)
and (NG(T)/T)(Q) act linearly on X∗. If T is a k-split torus for a finite Galois extension k of
Q, then the absolute Galois group acts through H = Gal(k/Q) and W˜ = (NG(T)/T)(Q) =
(NG(T)/T)(k). Let (, ) be a positive definite bilinear form on E = X∗⊗R which is invariant
under the action of H n W˜ . Using this bilinear form, we identify X∗ as the dual of X∗ in
E. Let j : S → T be the injection map. It induces the surjection j∗ : X∗ → X∗(S) and the
injection j∗ : X∗(S)→ X∗. Via the above maps, X∗(S) gets identified with
Y∗ := {v ∈ X∗|H · v = v},
j∗ gets identified with the orthogonal projection pi onto
V = {v ∈ E|H · v = v},
and X∗(S) gets identified with Y ∗ := pi(X∗). The root system Φ of G relative to S is equal
to pi(Φ˜) \ {0} and ∆˜ can be chosen such that ∆ = pi(∆˜) \ {0}. For any Galois automorphism
h, there is a unique element wh in the (absolute) Weyl group such that wh(h(∆˜)) = ∆˜.
This induces a new linear action τ of the Galois group Gal(Q/Q) on X∗. Let φ˜ ∈ Φ˜ and
pi(φ˜) = φ ∈ Φ. Then pi−1(φ) = τ(H)(φ˜). The absolute root system of the anisotropic kernel
of G is given by Φ0 = ker(pi) ∩ Φ˜ and ∆0 = ∆˜ ∩ Φ0 is a set of simple roots in Φ0.
Under the above identifications, for any φ˜ ∈ Φ˜ (resp. φ ∈ Φ), we have that φ˜∨ = 2φ˜/(φ˜, φ˜)
is a coroot (resp. φ∨ = 2φ/(φ, φ) is a relative coroot). Let {λ˜α˜| α˜ ∈ ∆˜} be the (absolute)
fundamental weights of G, i.e. for any α˜, β˜ ∈ ∆˜ we have (λ˜α˜, β˜∨) = δα˜β˜. For any α ∈ ∆, let
λα := pi
 ∑
α˜∈pi−1(α)
λ˜α˜
 .
These are called the relative fundamental weights of G. A dominant weight χ˜ is the highest
weight of an irreducible representation ηχ˜ which is strongly rational over Q if and only if its
restriction χ = pi(χ˜) to S is a positive integral linear combination of the relative fundamental
weights. And the strongly rational representation ηχ˜ is uniquely determined by χ. So it will
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be denoted by ηχ. Note that
(2) (λα, β
∨) =
‖α˜‖
‖α‖δαβ,
where α˜ ∈ pi−1(α) ∩ ∆˜. We also know that λα is in the image of X∗(PF )→ X∗(S) if α 6∈ F ,
in which case its extension to PF is also denoted by λα.
3.2. In this note we will work with groups generated by unipotent subgroups both over
R and Q. We will use the following convention; if H is a group defined over Q, we let H+
denote the algebraic group generated Q-unipotent subgroups. If we let H = H(R) then
H+ = H(R)+ denotes the group generated by R-unipotent subgroups of H. Let us note that
H+(R) ⊆ H(R)+, and the inclusion maybe strict. It is clear that H+ (resp. H+) is a normal
Zariski connected (resp. connected) subgroup of H (resp. H(R)). Hence, if H is Q-isotropic
(resp. R-isotropic) and Q-almost simple group (resp. R-almost simple group), then H+ = H◦
(resp. H+ = H(R)◦).
3.3. Let G and P be as in Section 2 and denote the Lie algebra of G by g. Recall that
A = S(R)◦ where S is a maximal Q-split Q-torus of G. Let A′ be a maximal R-split torus
of G chosen so that A ⊆ A′ ⊆ P and let a′ be the Lie algebra of A′. Let θ be a Cartan
involution on g chosen such that if g = k + q is the corresponding Cartan decomposition
of g then a′ ⊆ q. Let now K be the analytic subgroup of G with Lie algebra k. Then K
is a maximal compact subgroup of G and one has G = KP (Iwasawa decomposition) and
G = KA′K (Cartan decomposition). In what follows ‖ · ‖ denotes a K-invariant Euclidean
norm on g. We extend this to a norm on the exterior algebra ∧g of g, which we also denote
by ‖ · ‖. With respect to the corresponding inner product, the A′-weight (as well as the
A-weight) spaces are orthogonal to each other.
3.4. Let B be the Killing form and define g0(X, Y ) = −B(X, θ(Y )) on Lie(G). This defines
a positive non-degenerate inner product on Lie(G) which induces a G-right invariant, K-bi
invariant Riemannian metric on G. We will refer to this metric as the Riemannian metric.
The negative of the Killing form turns a′ = Lie(A′) into a Euclidean space and moreover one
can choose the Riemannian metric on X such that d(x0, x0 exp(a)) = ‖a‖ for any a ∈ a′. On
the other hand, the Lie algebra a ⊆ a′ of A can be also viewed as X∗(S) ⊗ R (see Section
3.1).
For any F ⊆ ∆, let ρF be a vector in a such that
(3) ρ′F (a) = e
(ρF ,log a),
for any a ∈ A, where ρ′F is defined by (1).
Throughout the paper, for any (unimodular) Lie subgroup H ⊂ G we let νH denotes the
Haar measure on H which is obtained from the Riemannian metric. In case H = G, abusing
the notation, we denote by νG the push forward of νG on quotients of G as well.
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Let Γ = G(Z) (as in the introduction) and pi : G→ G/Γ be the natural projection. For any
compactly supported continuous function ψ function on G/Γ and any measurable function
φ on G/Γ we let
〈φ, ψ〉 =
∫
G/Γ
φ(gΓ)ψ(gΓ)dνG.
For any µ ∈ P(G/Γ) and a compactly supported continuous function ψ ∈ Cc(G/Γ), we let
µ(ψ) :=
∫
G/Γ
ψdµ.
3.5. Recall that by a theorem of Borel and Harish-Chandra for any Q-parabolic subgroup
P of G there exists a finite subset Ξ ⊆ G(Q) such that G(Q) = P(Q) · Ξ · Γ. As we do not
need the double coset representatives, by enlarging Ξ, if necessary, we can and will assume
that Ξ is symmetric, i.e. Ξ = Ξ−1. We also know that (G/P)(Q) = G(Q)/P(Q) [BoT65,
Lemma 2.6].
3.6. We now recall the definition of certain functions dα : G → R. These functions were
considered by Dani and Margulis in [DM91] in order to study the recurrence properties of
unipotent flows on homogeneous spaces. Let ∆ be as before. If F = ∆ \ {α} ⊂ ∆, PF
is a maximal Q-parabolic subgroup and it will be also denoted by Pα. Let Uα = Ru(Pα)
and let uα denote the Lie algebra of Uα. Let `α = dim uα and let ϑα = ∧`αAd denote the
`α-th exterior power of the adjoint representation. Note that ∧`αuα defines a Q-rational
one dimensional subspace of ∧`αg. Fix once and for all a unit vector vα ∈ ∧`αuα(Q). Note
that if g ∈ Pα then ϑα(g)vα = det(Ad(g)|uα)vα, and with the notation as in (1) we have
ρ′F (g) = det(Ad(g)|uα). Define dα : G→ R by
dα(g) = ‖ϑα(g)vα‖ for all g ∈ G.
We also recall the following definition from [EMS97]. For d,N ∈ N and Σ > 0 let P(N, d,Σ)
be the set of continuous maps Θ : Rd → G such that for all c, a ∈ Rd with ‖c‖ = 1 and any
X ∈ g the map
t 7→ Ad(Θ(tc + a))(X) ∈ g
has matrix coefficients of the form
∑N
j=1
∑n−1
l=0 bjlt
leσjt where bjl, σj ∈ C and |σj| ≤ Σ. Let
{X1, . . . , Xd} ⊂ g and define
Θ(t) = exp(t1X1) · · · exp(tdXd) for all t = (t1 . . . , td) ∈ Rd.
Then there exists some Σ > 0 and N ∈ N such that for any g ∈ G, the map t 7→ Θ(t)g
belongs to P(N, d,Σ).
We will use the following two theorems in the sequel. These two theorems provide us with
geometric and algebraic formulations of conditions which will guarantee a quantitative re-
currence property of “polynomial like” flows.
Theorem A. (Cf. [EMS97, Theorem 3.4]) Let G, Γ be as in Theorem 1, and as before let
pi : G → G/Γ be the natural projection. Then, given a compact set C ⊆ G/Γ, ,Σ > 0,
T > 0 and N, d ∈ N there exists a compact set L ⊆ G/Γ with the following property; for any
Θ ∈ P(N, d,Σ) and any open ball Ω in Rd with radius at most T, one of the following holds
TRANSLATE OF HOROSPHERES AND COUNTING PROBLEMS 11
1. 1
m(Ω)
m({t ∈ Ω | pi(Θ(t)) ∈ L}) > 1 − , where m denotes the Lebesgue measure on
Rd.
2. pi(Θ(Ω)) ∩ C = ∅
The second theorem gives an algebraic description as to why certain “polynomial like” orbit
stays outside a compact set for a long time.
Theorem B. (Cf. [EMS97, Theorem 3.5]) Let the notation be as in Theorem 1. Suppose
d,N ∈ N, β,Σ > 0, and T > 0 are given. Then, there exists a compact set C ⊆ G/Γ such
that for any Θ ∈ P(N, d,Σ), and any open ball Ω ⊆ Rd of radius at most T, one of the
following conditions is satisfied
(1) There exist f ∈ Ξ (see 3.5), γ ∈ Γ and α ∈ ∆ such that
sup
t∈Ω
dα(Θ(t)fγ) < β,
(2) pi(Θ(Ω)) ∩ C 6= ∅.
4. Translates of horospherical measures
In this section Theorem 1 is proved.
4.1. Let the notation be as in Sections 3.1 and 3.6. We start with a connection between dα
and the fundamental weights. By this connection, the first part of Theorem 1 is proved. Let
us recall that, for any F ⊆ ∆, ρ′F ∈ X∗(PF ) is a character such that for any p ∈ PF (R),
ρ′F (p) := det(Ad(p)|Lie(Ru(PF ))(R)).
Lemma 5. For any α ∈ ∆, the restriction of ρ′∆\{α} to S is equal to kαλα for some positive
integer kα.
Proof. Let F = ∆ \ {α} and F˜ = ∆˜ \ pi−1(α) (see Section 3.1). By the definition, the set of
positive (absolute) roots in uα is
Φ˜α := {φ˜ ∈ Φ˜| ∃ α˜ ∈ ∆˜ ∩ pi−1(α) : (λ˜α˜, φ˜) > 0}.
And the restriction of ρ′F to S is equal to pi(ρ˜α), where ρ˜α =
∑
φ˜∈Φ˜α φ˜. For any β˜ ∈ F˜ , let
σβ˜(w) := w − (w, β˜∨)β˜.
Now we have that σβ˜(Φ˜) = Φ˜ and for any α˜ ∈ ∆˜ ∩ pi−1(α)
(λ˜α˜, φ) = (σβ˜(λ˜α˜), σβ˜(φ)) = (λ˜α˜, σβ˜(φ)).
Hence σβ˜(Φ˜α) = Φ˜α and so σβ˜(ρ˜α) = ρ˜α for any β˜ ∈ F˜ . Thus ρ˜α =
∑
α˜∈∆˜∩pi−1(αα) kα˜λ˜α˜
where kα˜ is a positive integer. On the other hand, for any Galois automorphism h, we
have τ(h)(Φ˜α) = Φ˜α. Hence for any α˜, α˜
′ ∈ ∆˜ ∩ pi−1(α) we have kα˜ = kα˜′ . Therefore
ρ˜α = kα
∑
α˜∈∆˜∩pi−1(α) λ˜α˜ and the restriction of ρ
′
F to S is equal to kαλα. 
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Recall the notation from Section 3.6, in particular, for any α ∈ ∆, uα = Lie(Ru(Pα)), and
`α = dim(uα).
Lemma 6. For any compact subset C of G, if pi(aq) is in pi(C) for some a ∈ A and q ∈ QE,
then for any α /∈ E,
|λα(a)| ≥ inf{‖ϑα(c−1)‖−1/kα| c ∈ C},
where ϑα = ∧`α Ad : G→ GL(∧`αg), and kα is the constant in the Lemma 5.
Proof. If pi(aq) ∈ pi(C), then aq = cγ for some γ ∈ Γ and c ∈ C. Let vα be a non-zero vector
with the shortest length in ∧`αuα ∩ ∧`αglN(Z). By Lemma 5, the definition of ϑα, and since
α /∈ E we have
λα(a)
kα = ϑα(aq)vα = ϑα(cγ)vα.
Because of the arithmetic structure of Γ, ‖ϑα(cγ)(vα)‖ ≥ ‖ϑα(c−1)‖−1. Altogether |λα(a)|kα ≥
‖ϑα(c−1)‖−1. 
Proof of part (i) of Theorem 1. It is enough to show that, under the assumption on {an},
for any compact subset C¯ of G/Γ, (anµQE)(C¯) tends to zero as n goes to infinity. One can
consider C¯ as pi(C) where C is a compact subset of G. Since supp(anµQE) = anQE, to
complete the proof it is enough to note that pi(anQE) ∩ pi(C) is empty for large enough n
which is a consequence of our hypothesis and Lemma 6. 
4.2. In order to prove the second part of Theorem 1, first we prove the special case where
∅ = E ⊆ F ⊆ ∆. For simplicity in notation we let Q = Q∅.
Theorem 7. Let F ⊆ ∆. Let {an} be a sequence of elements in A such that
(1) for any α ∈ ∆ \ F and n ∈ N, λα(an) = 1,
(2) for any α ∈ F , limn→∞ λα(an) =∞.
Then anµQ converges to µQF . In particular, when F = ∆, it converges to the Haar measure
on G/Γ.
The proof of Theorem 7 is carried out in two steps. First in Section 4.2.1 using the recurrence
properties of certain flows, we show that under the given conditions anµQ does not escape
to infinity (see Proposition 8). Then we will complete the proof in Section 4.2.2.
4.2.1. The goal of this section is to use the recurrence properties of certain flows to prove
Proposition 8.
Proposition 8. Let X˜ be the one-point compactification of X = G/Γ and {an} be as in
Theorem 7. If µ is the limit of a subsequence of {anµQ} in P(X˜), then µ({∞}) = 0.
Remark 9. Proposition 8 is equivalent to saying that for any ε > 0 there is a compact subset
of C ′ ⊆ G, such that (anµQ)(pi(C ′)) > 1− ε.
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The proof is similar to the proof of [EMS97, Theorem 1.1]. The major difference is that
our subgroup Q is not reductive. What pays the price here is the stated conditions on the
translating sequence {an}. Let {X1, . . . , Xd} be a basis for the Lie algebra of Q and define
Θ : Rk → G by Θ(t) = exp(t1X1) · · · exp(tdXd).
Then there exists N,Σ such that for any g, g′ ∈ G the map t 7→ gΘ(t)g′ is in P(N, d,Σ).
Let B be a small ball in Rd such that exp is a diffeomorphism into G and [EMS96, Proposition
3.6] holds on B.6 Note that push forward of the Lebesgue measure on Θ(B) and the restriction
of νQ on Θ(B) are absolutely continuous with respect to each other. Moreover Θ is a
diffeomorphism whose derivative at the origin is the identity matrix. Hence taking B small
enough we may and will assume that the Radon-Nikodym derivative of the former with
respect to the latter is bounded above and below by 2 and 1/2.
For any α ∈ ∆, let Wα be the sum of the highest weight spaces in the representation
Vα = ∧`αg, where `α := dim uα. Recall that Q contains a maximal unipotent subgroup of
G. Thus qΘ(B)q−1, for any q ∈ Q, contains a neighborhood of the identity in this maximal
unipotent subgroup. This, thanks to [Sh96, Lemma 1.4], implies that for any q ∈ Q there is
a constant e, depending on q, such that:
(4) ‖v‖ ≤ e · sup
t∈O
‖prWα(ϑα(qΘ(t))v)‖.
We conclude from this the following
Lemma 10. Let O ⊆ B be any ball and Ξ ⊆ G(Q) and {q1, . . . , qm} ⊂ Q be finite sets.
Then there is some θ > 0 such that; if |λα(a)| ≥ 1 for all α, then
sup
t∈O
dα(aqiΘ(t)fγ) ≥ θ,
for all 1 ≤ i ≤ m, α ∈ ∆, γ ∈ Γ, and f ∈ Ξ.
Proof. By the definition of dα, we have:
dα(aqiΘ(t)fγ) = ‖ϑα(aqiΘ(t)fγ)vα‖.
It is clear that there is a constant e′ depending on the set Ξ (and independent of γ) such
that ‖ϑα(fγ)vα‖ ≥ e′. On the other hand, because the weight spaces are assumed to be
orthogonal to one another, we have
‖ϑα(aΘ(t)fγ)vα‖ ≥ ‖ϑα(a)(prWα(ϑα(qΘ(t)fγ)vα))‖.
Since any highest weight is a product of fundamental weights and the fundamental weights
at a are at least 1, by the definition of Wα, we have
‖ϑα(a)(prWα(ϑα(Θ(t)fγ)vα))‖ ≥ ‖prWα(ϑα(Θ(t)fγ)vα)‖.
So one can finish the argument using (4). 
6This choice is to guarantee the “polynomial like” behavior of Θ.
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Proof of Proposition 8. Since Q = Q∅ by the Godement compactness criterion Q ∩ Γ is a
uniform lattice in Q. Let ε > 0 be given. Let O ⊂ B be a small open ball such that for
all x ∈ QΓ/Γ, the map q 7→ qx is injective on Θ(O). Let Q ⊂ Q be a compact subset such
that QΓ/Γ = QΓ/Γ. Let {q1, . . . , qm} ⊂ Q be so that Q = ∪iqiΘ(O). Further assume that
the multiplicity of this covering is at most κ. Using Lemma 10 and Theorem B for each
1 ≤ i ≤ m, there exits some compact set Ci ⊂ G such that pi(anqiΘ(O))∩pi(Ci) is nonempty
for all n. Let C ′i be the compact set given by Theorem A applied to Ci and B, that is; we
have
(5) m({t ∈ O|pi(anqiΘ(t)) ∈ pi(C ′i)}) ≥ (1− ε)m(O),
where m is the Lebesgue measure on Rd. Let C ′ = ∪iC ′i, then (5) holds for any 1 ≤ i ≤ m
and C ′ in place of C ′i. This, in view of the choice of B, implies that
νQ({Θ(t)|pi(anqiΘ(t)) ∈ pi(C ′)}) ≥ (1− 4ε)νQ(Θ(O)).
Now the definition of µQ and the choice of O and qi’s imply that
(anµQ)(pi(C
′)) ≥ 1− 4κε,
and this finishes the proof by Remark 9. 
4.2.2. In this Section first we complete the proof of Theorem 7 by proving Proposition 11
and then we prove the second part of Theorem 1.
Proposition 11. Let {an} be as in Theorem 7. Assume {anµQ} converges to µ ∈ P(G/Γ).
Then µ = µQF .
To prove Proposition 11, the main results of Mozes and Shah [MS93], specially Theorem 1.1,
will be used. Before going into the proof of Proposition 11, let us briefly recall some of the
properties of parabolic Q-subgroups.
Lemma 12. Let the notation be as in Section 3.1 (recall that G is simply-connected). For
any F ⊆ ∆
Im(X∗(PF )Q → X∗(S)) =
⊕
α∈∆\F
Zλα,
where X∗(PF )Q is the set of characters which are defined over Q.
Proof. Since G is simply-connected, it is well-known (see Section 3.1 and [Spr98, Lemma
8.1.4]) that
(6) Im(X∗(PF )→ X∗(T)) =
⊕
α˜∈∆˜\(pi−1(F )∪∆0)
Zλ˜α˜.
Let λ ∈ Im(X∗(PF )Q → X∗(S)). So by Equation (6),
λ =
∑
α˜∈∆˜\(pi−1(F )∪∆0)
cα˜λ˜α˜.
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On the other hand, since λ is defined over Q, for any h ∈ Gal(Q/Q), we have τ(h)(λ) = λ.
Hence
(7) cα˜ = (α˜
∨, λ) = (τ(h)(α˜∨), λ) = (τ(h)(α˜)∨, λ) = cτ(h)(α˜).
Thus for any α˜ ∈ ∆˜ \ (pi−1(F )∪∆0), cα˜ only depends on α := pi(α˜) and so we will denote it
by cα. Therefore
λ = pi(λ) =
∑
α∈∆\F
cαλα,
which finishes the proof. 
By Lemma 12 we have that the restriction of ρ′F to S (which will be denoted by ρ′F again)
is in
∑
α∈∆\F Zλα. In the next lemma (for the future use) we recall that ρ′F is in fact in the
positive cone generated by {λα}α∈∆\F . Notice that it is a generalization of Lemma 5.
Lemma 13. Let G,S,∆ be as in Section 3.1. As before for any F ⊆ ∆, let ρ′F ∈ X∗(S) be
a character induced by
a 7→ det(Ad(a)|Lie(Ru(PF ))).
Then ρ′F ∈
∑
α∈∆\F Z+λα.
Proof. First let us assume that G splits over Q i.e. S is a maximal torus in G. Let ΨF be
the subset of the positive roots Φ+ which consists of integer combination of elements of F .
Let ΦF := Φ
+ \ΨF . Then (since G is Q-split) we have
(8) ρ′F =
∑
φ∈ΦF
φ.
Since any root φ can be written as either a positive or a negative linear combination of simple
roots, σα(Φ
+ \ {α}) = Φ+ \ {α} for any α ∈ ∆. By a similar logic, one can show that for
α ∈ ∆ \ F we have
(9) {φ ∈ ΨF | σα(φ) 6∈ ΨF} = {φ ∈ ΨF | (φ, α∨) 6= 0}.
Let us denote the set in Equation (9) by ΨF,α. Notice that as σα(φ) = φ − (φ, α∨)α ∈ Φ+
for any φ ∈ ΨF,α, we have that
(10) ∀ α ∈ ∆ \ F, ∀ φ ∈ ΨF,α, (φ, α∨) < 0.
For any α ∈ ∆\F , let ΦF,α := ΦF \ (σα(ΨF,α)∪{α}). Then by the above discussion we have
σα(ΦF,α) = ΦF,α. Therefore
(11) σα(ρ
′
F )− ρ′F = −2α +
∑
φ∈ΨF,α
(φ, α∨)α,
which implies that (ρ′F , α
∨) = 2 −∑φ∈ΨF,α(φ, α∨). Now, by (10), (2), and Lemma 12, we
have that ρ′F ∈ Z+λα.
Now we use the basics of the index and the relative root system of G as described in Sec-
tion 3.1 to get the general case. As in Section 3.1, the absolute roots, the coroots, etc will
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be denoted by an extra tilde and pi is the orthogonal projection from X∗(T) to X∗(S). Let
∆0 = ∆˜ ∩ ker(pi) and F˜ = pi−1(F ) ∩ ∆˜. By the definition of ρ′F we have
(12) ρ′F = pi
 ∑
φ˜∈Φ˜
F˜∪∆0
φ˜
 ,
where Φ˜F˜∪∆0 ⊆ Φ˜+ consists of those (absolute) roots that are not a linear combination of
elements of F˜ ∪∆0.
Now from the split case we know that there are c˜α˜ ∈ Z+ such that
(13)
∑
φ˜∈Φ˜
F˜∪∆0
φ˜ =
∑
α˜∈∆˜\(F˜∪∆0)
c˜α˜λ˜α˜.
Now by a similar argument as in the proof of Lemma 12 using the fact that ρ′F is invariant
under the Galois action one can deduce that c˜α˜ depends only on α := pi(α˜) and it will be
denoted by cα. And so
ρ′F = pi
 ∑
φ˜∈Φ˜
F˜∪∆0
φ˜
 = pi
 ∑
α˜∈∆˜\(F˜∪∆0)
c˜α˜λ˜α˜
 = pi
 ∑
α∈∆\F
cα
∑
α˜∈pi−1(α)∩∆˜
λ˜α˜
 = ∑
α∈∆\F
cαλα.

Lemma 14. Let H be a Zariski-connected reductive Q-group and S a maximal Q-split Q-
torus in H. If X∗(H)Q = {0}, then S ⊆ H+.
Proof. It is well-known that
(1) H = Z(H) · [H,H], where Z(H) is the center of H.
(2) [H,H] is a semisimple Q-group.
(3) [H,H] can be written as almost direct product H1H2 · · ·Hm of its almost Q-simple
Q-groups Hi.
(4) Any unipotent subgroup of H is a subset of [H,H]. In particular, H+ ⊆ [H,H].
On the other hand, by [Bo91, Paragraph 12.1], since X∗(H)Q = {0}, S ⊆ [H,H]. So without
loss of generality we can and will assume that H is the almost product of its almost Q-simple
factors Hi. Let us also assume that the first m′ factors are the Q-isotropic ones. Thus by
[BoT73, Corollaire 6.9]
(14) H+ = H1H2 · · ·Hm′ .
On the other hand, it is easy to see that S is almost product of the Zariski-connected
component of S ∩Hi. Hence
(15) S ⊆ H1H2 · · ·Hm′ .
Equations (14) and (15) give us the claim. 
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Lemma 15. Let the notation be as in Section 3.1. For any F ⊆ ∆, let P(1)F =
⋂
λ∈X∗(PF )Q ker(λ).
Then
S(1)F := (S ∩ P(1)F )◦ ⊆ P+F .
Proof. Let H := P(1)F /Ru(PF ). It is clear that H is a Q-subgroup of H, H+ = P
+
F/Ru(PF ),
and S(1)F injects into H. Now using Lemma 14 one can finish the proof. 
Lemma 16. In the setting of Theorem 7, assume {anµQ} converges to µ ∈ P(G/Γ). Then,
there are a Zariski-connected Q-subgroup H of G and g ∈ G with the following properties.
(1) pi(H) is a closed subset of pi(G) and µ = gµH , where H is the connected component
of H(R) (recall that pi : G→ G/Γ is the quotient map).
(2) Γ ∩H is a lattice in H and it is Zariski-dense in H.
(3) There is a sequence {gn} ⊆ G such that
(a) gn → e as n goes to infinity.
(b) For any n, pi(anQ) ⊆ pi(gngH).
(c) For any n, g−1n Qgn ⊆ gHg−1 ⊆ QF .
(4) For some E ⊆ F , P+E ⊆ gHg−1 ⊆ P(1)E .
Remark 17. When G is a Q-split simply connected Q-almost simple group, then P+E = P
(1)
E
for any E ⊆ ∆. In particular, in this case, gHg−1 = P+E and QE = P+E(R).
Proof. Recall that P∅(R)+ ⊆ Q and it acts topologically transitively on pi(Q). By the def-
inition P∅(R)+ is generated by one parameter R-unipotent subgroups. Let {u(i)(t)} be a
finite set of one-parameter unipotent subgroups of Q, such that µQ is u
(i)(t)-ergodic for any
i, and the group generated by them is P∅(R)+. Let Y be the subset of pi(Q) which consists
of u(i)(t)-generic points for all i. Hence Y is a µQ-co-null set and for any y ∈ Y
lim
T→∞
1
T
∫ T
0
f(u(i)(t)y)dt =
∫
pi(Q)
f dµQ,
for any (bounded) continuous function f on pi(Q).
For any n and i, µn = anµQ is u
(i)
n (t) = anu
(i)(t)a−1n -invariant and ergodic. Therefore by
[MS93, Corollary 1.1] and [D79, D81], µ is algebraic, i.e. there is a closed subgroup H of G
such that pi(H) is a closed subset of G/Γ, and g ∈ G such that µ = gµH . This shows half of
part 1.
By [MS93, Theorem 1.1 and Proposition 2.1], we have
(1) µ is gH◦g−1-ergodic where H◦ is the connected component of H.
(2) Γ ∩H is a lattice in H.
(3) Γ ∩H is Zariski-dense in H.
Hence H is connected and there is a Zariski-connected Q-subgroup H of G such that H(R)◦ =
H, which completes the proof of part 1 and also gives part 2.
Let {gn} be a sequence of elements of G such that
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i) gn → e, as n→∞.
ii) pi(gng) is a generic point for all the unipotent flows u
(i)
n (t) with respect to µn.
Then by [MS93, Theorem 1.1, Part 1 and 2.] and using the fact that u(i)(t) generate Q one
can finish the proof of part 3, except for the last inclusion in (c).
By [MS93, Theorem 1.1, part 1.] we also have
(16) gHg−1 = {g′ ∈ G| g′µ = µ}.
Since µn’s are Q-invariant so is µ, hence by Equation (16), Q ⊆ gHg−1. In particular we
have Ru(P∅) ⊆ gHg−1 and by [BoT65, Proposition 8.6] there is E ⊆ ∆ such that
(1) P+E ⊆ gHg−1 ⊆ PE,
(2) Ru(gHg−1) = Ru(PE).
It is worth mentioning that we have P+E ⊆ gHg−1 because of [BoT65, Proposition 8.6] and
the fact that P+E is the smallest normal subgroup of PE which contains Ru(P∅).
On the other hand, by Lemma 12 and our assumption on {an}, we have that an ∈ P(1)F for any
n. Hence by Lemma 15, an ∈ S(1)F ⊆ P+F for large enough n. Thus anQ ⊆ QF for large enough
n, by the definition of QF . Therefore anµQ can be also viewed as elements of P(pi(QF )).
Hence by [MS93, Corollary 1.1] µ is also in P(pi(QF )). Hence we get gHg−1 ⊂ QF which
completes part 3. We also get P+E ⊆ PF , which shows that E ⊆ F .
Let LE be the standard Levi factor of PE. It is clear that the intersection ZPE(Ru(gHg−1))∩
LE of the centralizer of Ru(gHg−1) = Ru(PE) in PE and LE is in the center of G. Hence by
a corollary of Auslander-Wang’s theorem [Rag72, Corollary 8.28] gΓg−1 ∩ R(gHg−1)(R) is
a lattice in R(gHg−1)(R), where R(gHg−1) is the radical of gHg−1. Therefore by a theorem
of Borel and Harish-Chandra we have X∗(gHg−1)Q = {1} and so gHg−1 ⊆ P(1)E , which
completes the proof of part 4. 
Lemma 18. Let U = Ru(P) be the unipotent radical of the standard minimal Q-parabolic
and let F ⊆ ∆. Then
T (U,PF ) := {q ∈ G| q−1Uq ⊆ PF} = PF .
Proof. After using Bruhat decomposition, without loss of generality, we can assume that
q ∈ NG(S). Therefore q−1Pq = q−1ZG(S)Uq ⊆ PF . So q ∈ T (P,PF ). However the later is
equal to PF (See [BoT65, Proposition 4.4]). 
Proof of Proposition 11. Let E ⊆ ∆ be as in Lemma 16. We first prove that E = F. Assume
to the contrary that α ∈ F \ E.
Since gHg−1 ⊆ PE, by Lemma 16, part 3(c), gn ∈ T (U,PE), for any n. Hence by Lemma 18,
gn ∈ PE. By Lemma 16, part 3(b), for any n, there are hn ∈ H and γn ∈ Γ such that
(17) an = gnghnγn = gn(ghng
−1)(gγn).
Since an, gn, ghng
−1’s are in PE, so are gγn’s and γ−11 γn.
TRANSLATE OF HOROSPHERES AND COUNTING PROBLEMS 19
We note that λα(ghng
−1) = 1 since gHg−1 ⊆ P(1)E . We also know that |λα(γ−11 γn)| = 1 as λα
is a Q-character and Γ preserves the Z-structure. Thus
|λα(gγn)| = |λα(gγ1)| · |λα(γ−11 γn)| = |λα(gγ1)|.
Altogether we have
|λα(an)| = |λα(gn)| · |λα(gγ1)|,
which is a contradiction since the left hand side tends to infinity and the right hand side
remains bounded as n goes to infinity.
Using (c) part 3 of Lemma 16, we have Q ⊆ gHg−1 ⊆ QE. Hence thanks to part 4 of
Lemma 16 the proof will be complete if we show PE(R)+ ⊆ 〈P+E(R), Q〉. Let PE = LERu(PE),
where LE is the standard Levi factor. Let LE = Z(LE)[LE,LE] and M = [LE,LE]. Then, M
is a semisimple Q-group and can be written as almost direct product M = H1 · · ·Hk of Q-
almost simple groups. In order to complete the proof we need to show M(R)+ ⊆ 〈P+E(R), Q〉.
Note that if H is a Q-isotropic Q-almost simple group, then H(R)+ = H+(R). Hence there is
nothing to prove if all Hi’s are Q-isotropic. Thus let us assume Hi is Q-anisotropic for some
i. Therefore, Ru(P∅) ∩Hi is trivial and so Hi centralizes Ru(P∅) ∩ LE. This implies that Hi
normalizes Ru(P∅) = (Ru(P∅) ∩ LE)Ru(PE). Hence Hi ⊆ NG(Ru(P∅)) = P∅. This implies
that Hi(R)+ ⊂ Q and finishes the proof. 
Let Ξ : S→ ∏α∈∆Gm, Ξ(s) := (λα(s))α∈∆. By the discussion in Section 3.1, it is clear that
Ξ is onto and ker(Ξ) is a finite Q-group (if G is Q-split, then it is well-known that Ξ is an
isomorphism of Q-algebraic groups). Hence it induces an isomorphism between A = S(R)◦
and
∏
α∈∆R+. Hence for any a ∈ A and F ⊆ ∆, there is a unique aF ∈ A such that
(18) λα(aF ) =
{
λα(a) if α ∈ F ,
1 if α ∈ ∆ \ F .
It will be called the F -projection of a. By the above definition, it is clear that for any F ⊆ ∆
and a ∈ A, we have
(19) a = aF · aF c ,
where F c = ∆ \ F . By Lemma 12 and Lemma 15, we have that
(20) aF ∈ QF ,
for any a ∈ A and F ⊆ ∆.
Corollary 19. For any compactly supported continuous function Ψ on G/Γ, and positive
real numbers M and ε′, there is (xΨ,ε′,F )F⊆∆ such that for any subset F of ∆ we have
(21) |
∫
G/Γ
Ψ d(aµQ)−
∫
G/Γ
Ψ d(aF cµQF )| < ε′
if λα(a) ≥ xΨ,ε′,F for any α ∈ F and e−M ≤ λα(a) ≤ max|F |<|F ′|(xΨ,ε′,F ′) for any α ∈ ∆ \F .
Proof. We are essentially dealing with a subset of A whose F c-projection is compact. So the
above claim is a direct corollary of Proposition 11 and a compactness argument. 
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Proof of Theorem 7. It is a consequence of Proposition 8 and Proposition 11. 
4.3. Retain the notation from Section 2. Here we complete the proof of the second part of
Theorem 1.
Proposition 20. Let {an} ⊆ A and E ⊆ F ⊆ ∆. If λα(an) = 1 for any α ∈ ∆ \ F and
limn→∞ λα(an) =∞ for any α ∈ F \ E, then anµQE converges to µQF in P(G/Γ).
Proof. Let an,E (resp. an,Ec) be the E-projection (resp. (∆ \ E)-projection) of an (see
Equation (18)). So we have that anµQE = an,EcµQE . Hence without loss of generality we
can and will assume that λα(an) = 1 for any α ∈ E ∪ F c. Now let ψ be a compactly
supported continuous function on G/Γ and let ε be a given positive real number. For any
n, by Corollary 19, one can find a′n ∈ A ∩QE such that
(22) |
∫
G/Γ
(a−1n ψ)d(a
′
nµQ)−
∫
G/Γ
(a−1n ψ)dµQE | < ε/2.
We can further assume that for large enough n, λα(ana
′
n) ≥ xψ,ε/2,F for any α ∈ F (notice
that ana
′
n ∈ QF ). Hence again by Corollary 19 we have that
(23) |
∫
G/Γ
ψd(ana
′
nµQ)−
∫
G/Γ
ψdµQF | < ε/2.
Therefore by (22) and (23), we have that
(24) |
∫
G/Γ
ψd(anµQE)−
∫
G/Γ
ψdµQF | < ε,
for large enough n, which completes the proof of the proposition. 
Corollary 21. For any compactly supported continuous function Ψ on G/Γ, and positive
real numbers M and ε′, there is (xΨ,ε′,F )E⊆F⊆∆ such that for any E ⊆ F ⊆ ∆ we have
(25) |
∫
G/Γ
Ψ d(aµQE)−
∫
G/Γ
Ψ d(aF cµQF )| < ε′
if λα(a) ≥ xΨ,ε′,F for any α ∈ F \ E and
e−M ≤ λα(a) ≤ max{xΨ,ε′,F ′| E ⊆ F ′ ⊆ ∆, |F | < |F ′|}
for any α ∈ ∆ \ F .
Proof. This is an easy consequence of Proposition 20 (similar to the proof of Corollary 19).

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4.4. Translates of absolutely continuous measures. As we mentioned, combining The-
orem 1 and Ratner’s measure classification theorem one can get a similar statement for
translates of certain absolutely continuous measures with respect to µQE .
Let us fix some notation first. For any F ⊆ ∆ let M′F = [LF ,LF ] where LF is the Levi
subgroup of PF . Let M′F =
∏kF
i=1Hi be the almost direct product decomposition of M′F into
Q-almost simple factors. We assume these factors are arranged so that H1, . . . ,HlF denote
all the Q-isotropic factors of M′F if there are any such factors, and lF = 0 otherwise. Then
(M′F )+ =
∏lF
i=1Hi if lF > 0 and (M′F )+ = {e} otherwise. Similarly let mF be so that
HlF+1, . . .HlF+mF are all Q-anisotropic factors of M′F which are R-isotropic if there are any
such factors, and mF = 0 otherwise.
With this notation and convention, recall from the introduction that QF = MFRu(PF (R))
where MF =
∏mF+lF
i=1 Hi(R)◦ if mF + lF ≥ 1 and MF = {e} otherwise.
We also note that arguing as in the proof of Proposition 11 we see that if E ⊆ F ⊆ ∆ then
any Q-almost simple Q-anisotropic factor of MF is a subset of Q∅ ⊆ QE.
Theorem 22. Let the notation and assumptions be as in Theorem 1. Let E ⊆ ∆ and let
µ = fµQE ∈ P(G/Γ) where f is a non-negative continuous function on G/Γ. Then
(1) If λα(an) goes to zero for some α 6∈ E, then anµ diverges in P(G/Γ).
(2) Let the notation be as above further assume that
(a) Let E ⊆ F ⊆ ∆ be so that if we write QF = MFRu(QF ), as above, then the
adjoint action of MF on Lie(Ru(QF )) has no fixed vector.
(b) With F as in (a), suppose µ is invariant under Hi(R)◦ for all lF+1 ≤ i ≤ lF+mF
if mF 6= 0.
(c) Let {an} ⊆ A be a sequence such that λα(an) = 1 for any n and any α 6∈ F and
λα(an) goes to infinity for any α ∈ F \ E,
(d) Suppose det(Ad(an)|Ru(Q∅)∩Hj)→∞ for all 1 ≤ j ≤ lF .
Then, anµ→ µQF .
Comparing Theorem 1 and Theorem 22: in what follows with an example we show that
already for the case of G = SL4 extra conditions are necessary. Similar examples maybe
constructed to show that all of these conditions are in some sense necessary. The issue maybe
explained as follows: in the case when one considers translates of µQE this measure is, by
definition, QE-invariant so one does not need to require any conditions on “dynamics of an
action on LieQE”. However, in the absolutely continuous case, one needs extra conditions
on the expansion factors of an along the leaves that are subsets of LieQE in order to get a
homogeneous measure. The condition on F is to guarantee the µQF is MF -ergodic.
Let G = SL4(R), Γ = SL4(Z), U the group of unipotent upper triangular matrices and
PF =

∗ ∗ ∗ ∗
∗ ∗ ∗ ∗
0 0 ∗ ∗
0 0 0 ∗
 ⊆ G.
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Take {an} to be a sequence of diagonal matrices so that
an := α
∨
1 (e
n) = diag(en, e−n, 1, 1).
Then anµU → µQF . This, however, is not true of anµ, where µ = fµU for an arbitrary
compactly supported function f ; indeed the limiting measure of anµ is not a homogeneous
measure.
First note that Theorem 2 is a special case of Theorem 22. Indeed the only part which requires
a remark is that under the assumption of Theorem 2 we have det(Ad(an|Ru(Q∅)))→∞ : this
follows from Lemma 13.
We now turn to the proof of Theorem 22. The divergence part is clear as under this condition
µQE diverges. So we will focus on part (2); for simplicity in notation put Q = QE.
Recall that QΓ/Γ is a closed orbit and fµQ is a probability measure on QΓ/Γ. Therefore:
for any ε > 0 there exists a compact subset Kε ⊆ G/Γ so that
∫
Kcε
f(x)dµQ(x) < ε. Given
ε > 0 choose Φε ∈ Cc(G/Γ) so that χKε ≤ Φε ≤ 1.
Let ε > 0 be arbitrary and put fε = fΦε. Let {an} be a sequence as in part (2) then for any
ψ ∈ Cc(G/Γ) we have∫
G/Γ
ψ(anx)fε(x)dµQ(x) ≤
∫
G/Γ
ψ(anx)dµ(x) =
∫
G/Γ
ψ(anx)f(x)dµQ(x)
=
∫
Kε
ψ(anx)f(x)dµQ(x) +
∫
Kcε
ψ(anx)f(x)dµQ(x)
≤
∫
G/Γ
ψ(anx)fε(x)dµQ(x) + ε‖ψ‖∞.
In view of this calculation we may and will assume from now that f is a continuous compactly
supported function on G/Γ. Using a partition of unity argument it suffices to show the
statement for a continuous approximation of characteristic function of small open balls. To
be more precise, let us fix q ∈ supp(µQ) and let B(q, r) = BQ(e, r)q where BQ(e, r) denotes
the ball of radius r around e in Q. Let δ be a positive number which is less than 1
10
-th the
injectivity radius at q and let f be a nonnegative continuous function bounded by 1 which
equals one on B(q, 4δ) and equals 0 on the complement of B(q, 5δ) in G/Γ.
Indeed the first part is a consequence of the first part of Theorem 1, so we will prove the
second part. Let X = G/Γ and X˜ be its one-point compactification. For any σ ∈ P(X), a
Borel probability measure, and any measurable function ϕ on X, let
σ(ϕ) :=
∫
X
ϕdσ.
Lemma 23. Let the notation and assumptions be as in Theorem 2. If µ∞ is a limit of a
subsequence of {anµ} in P(X˜), then µ∞({∞}) = 0.
Proof. Recall that µ = 1
µQ(f)
fdµQ where f is a nonnegative compactly supported continuous
function as above, in particular f is bounded by 1. Our assumption on {an}, thanks to
Theorem 1, implies that anµQ converges to µQF .
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Let ε > 0 be given and let ψ ∈ Cc(X) be such that 0 ≤ ψ ≤ 1 and µQF (ψ) > 1− ε2µQ(f)/4.
Suppose n is large enough so that µQ(a
−1
n ψ) > 1− ε2µQ(f)/2, we have
anµ(ψ) = µ(a
−1
n ψ) =
1
µQ(f)
∫
G/Γ
(a−1n ψ)fdµQ ≥
1− ε
µQ(f)
∫
{x:a−1n ψ(x)≥1−ε}
fdµQ ≥ 1− 2ε,
which completes the proof of the lemma. 
Let now {aniµ} be a subsequence converging to σ ∈ P(X).
Lemma 24. There is a unipotent subgroup V ⊆ Q such that σ is invariant under V and
µQF is V -ergodic.
Proof. Let {an} be as in the statement of Theorem 22. By assumption (c) we have
an ∈ ∩α∈∆\F kerλα.
Hence by Lemma 12, an ∈ P(1)F . Since an ∈ S(R)◦, by Lemma 15 we have that an ∈ P+F . This
implies that an ∈ (M′F )+, where M′F = [LF ,LF ] is as in the beginning of this section. Hence
for any n there are a
(j)
n ∈ A ∩Hi such that an = a(1)n · · · a(lF )n , in particular lF ≥ 1.
Now assumption (d), and the above decomposition imply
det(Ad(a(j)n )|Ru(Q∅)∩Hj)→∞ for all 1 ≤ j ≤ lF .
This, in particular, implies that for each 1 ≤ j ≤ lF there exists a nontrivial subgroup Vj of
Ru(Q∅) ∩Hj such that
(26) for all v ∈ Vj we have (a(j)n )−1va(j)n → e as n→∞.
Recall that MF = H1 · · ·HlF+mF . For 1 ≤ j ≤ lF let Vj ⊆ Hj be a nontrivial subgroup so
that (26) holds. If mF 6= 0, for every lF + 1 ≤ j ≤ lF + mF let Vj be a maximal unipotent
subgroup of Hj. Put V = V1 · · ·VlF+mF . We will show that V satisfies the claim.
First note that in view of our choice of F, see (a) in the statement, that Ru(QF ) is gener-
ated by {u ∈ Ru(QF ) : there exists a maximal torus of MF which expands or contracts u}.
Therefore, it follows from the generalized Mautner phenomena, [Mar91b, Lemma 3], that
µQF is V -ergodic.
We now show σ is V -invariant. As was mentioned, it was shown in the course of the proof
of Proposition 11 that if mF 6= 0, then for all lF + 1 ≤ j ≤ lF + mF we have Hj ⊆ Q∅.
Therefore for all such j the subgroup Hj centralizes A. This and assumption (b) imply that
σ is invariant under Vj for all lF + 1 ≤ j ≤ lF +mF .
In view of the above paragraph, let v ∈ V1 · · ·VlF and put vi = a−1ni vani . Recall that vi → e as
i tends to infinity and µQ is invariant under vi for all i. Let ψ ∈ Cc(X) be any nonnegative
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function. We have
|vaniµ(ψ)− aniµ(ψ)| =
1
µQ(f)
∣∣∣∣∫
X
ψ(vanix)f(x)dµQ −
∫
X
ψ(anix)f(x)dµQ
∣∣∣∣
≤ 1
µQ(f)
∫
X
ψ(anix)|f(v−1i x)− f(x)|dµQ,
which goes to zero as i→∞. This implies v · σ = σ, as we wanted. 
Let now V be any unipotent subgroup of G. Let H denote the collection of closed subgroups
H of G such that H ∩ Γ is a lattice in H and the subgroup generated by all one parameter
unipotent subgroups contained in H acts ergodically on H/H ∩ Γ. In the case in hand since
Γ ⊂ G(Z) it follows from the definition that H is a countable set. For any H ∈ H let
T (H, V ) = {g ∈ G | V g ⊂ gH}, and
S(H, V ) =
⋃
{T (H ′, V )|H ′ ∈ H, H ′ ⊂ H and dimH ′ < dimH}.
We have pi(T (H, V ) \ S(H, V )) = pi(T (H, V )) \ pi(S(H, V )). The following fundamental re-
sult of M. Ratner [R90] describes V -invariant probability measures on G/Γ. The following
formulation is taken from [EMS96].
Theorem. (Ratner) Let µ be a V -invariant probability measure on G/Γ. For any H ∈ H
let µH be the restriction of µ to pi(T (H, V ) \ S(H,V )). Then µH is V -invariant and any
V -ergodic component of µH is a gHg
−1-invariant measure on a closed orbit gpi(H) for some
g ∈ T (H, V ) \ S(H, V ). In particular for any Borel measurable set B ⊂ G/Γ we have
µ(B) =
∑
H∈H∗
µH(B),
where H∗ is a countable subset of H consisting of one representative for each Γ-conjugacy
class of elements in H.
We now continue the proof of Theorem 2. Let the notation be as before and note that
G ∈ H. Let us recall that aniµ → σ and σ is V -invariant. Thanks to the above seminal
theorem and the fact that µQF is V -ergodic we need to show µ(S(G, V )) = 0.
Let H ⊆ QF be in H with dimH < dimQF . Let ψ be a continuous compactly supported
function on T (H,V ) then
aniµ(ψ) = µ(a
−1
ni
ψ) ≤ 1
µQ(f)
µQ(a
−1
ni
ψ|B(q,5δ)) ≤ 1
µQ(f)
µQ(a
−1
ni
ψ).
Now aniµQ → µQF and µQF (ψ) = 0 imply that µQ(a−1ni ψ)→ 0. Thus we get σ(T (H, V )) = 0,
which finishes the proof.
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5. Counting horospheres.
Eskin and McMullen [EM93] considered the following counting problem, among others. Let
x0 be a fixed point in H2 the two dimensional hyperbolic space, c a horocycle, and Γ a lattice
in G = PSL2(R) such that C = pi(c) is a closed horocycle in Σ = H2/Γ. Then N(R) the
number of Γ translates of c which intersects the ball B(x0, R) of radius R centered at x0 is
asymptotically
1
pi
length(C)
area(Σ)
area(B(x0, R)).
They also remark that their method does not work for the maximal unipotent subgroups in
higher-rank groups. Indeed they used mixing and a key lemma called wavefront lemma which
can show a special case of Theorem 1. Namely, if an’s go to infinity in the positive Weyl
chamber (instead of the interior of the dual of the Weyl chamber), then {anµU} converge to
the Haar measure of G. In this section, we address the higher rank version of this problem
and prove Theorem 3. With the same notation as in Theorem 3, let
N(R) = #{γ ∈ Γ | Uγ ∩B(x0, R) 6= ∅}.
Using the Iwasawa decomposition we can find a0 ∈ A such that Ug0K = Ua0K.
Without loss of generality we can assume that G is the real points of a simply connected
algebraic R-group. Let B˜R = {g ∈ G | d(x0, x0g) ≤ R}. Put AR = A ∩ B˜R, and BR =
{gU | g ∈ B˜R}. Define FR as follows
FR(gΓ) := #{γ ∈ Γ : Uγ ∩B(x0, R)g 6= ∅};
then N(R) = FR(Γ). Since the stabilizer of U is U and in view of the fact that B˜R = B˜−1R
we have
FR(gΓ) =
∑
γ∈Γ/Γ∩U
1R(gγa0U),
where 1R is the characteristic function of BR. Let F˜R(gΓ) =
1
fa0 (R)
1R(gΓ), where fa0(R) =∫
A>Ra0
ρ′∆(a)da and A
>
Ra0 = {a ∈ ARa0 | λi(a) ≥ 1, ∀i}. We start by describing the asymp-
totic growth of fa0(R).
Lemma 25. Let v0 ∈ Rn and C ⊆ Rn be an open convex cone centered at the origin such
that v0 ∈ C. Then there is a constant c, such that for any x0 ∈ Rn∫
‖y‖ ≤ R
y − x0 ∈ C
e〈v0,y〉dy ∼
∫
‖y‖≤R
e〈v0,y〉dy ∼ cR(n−1)/2e‖v0‖R
Proof. See [GW07, Lemma 9.4]. 
Lemma 26. For any non-zero vector v0 ∈ Rn, we have∫
‖y‖≤R
e〈v0,y〉dy ∼
(
2piR
‖v0‖
)n−1
2
· e‖v0‖R,
as R goes to infinity.
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Proof. By Fubini’s theorem,
(27)
∫
‖y‖≤R
e〈v0,y〉dy =
∫ ‖v0‖R
−‖v0‖R
vol{y|‖y‖ ≤ R, 〈v0,y〉 = s} · esds.
On the other hand, intersection of the hyperplane 〈v0,y〉 = s and the ball of radius R
centered at the origin is a ball of dimension n − 1 and of radius
√
R2 − s2‖v0‖2 . Hence the
right hand side of Equation (27) is equal to
νn−1
∫ ‖v0‖R
−‖v0‖R
(R2 − s
2
‖v0‖2 )
n−1
2 · esds = νn−1‖v0‖Rn
∫ 1
−1
(1− s2)n−12 e‖v0‖Rsds,
where νn−1 is the volume of a ball of radius 1 in Rn−1. Let gm(x) =
∫ 1
−1(1−s2)
m
2 exsds. Using
integration by part, it is easy to see that
(28) x2gm(x) = −m(m− 1)gm−2(x) +m(m− 2)gm−4(x),
for m ≥ 3. Let gm(x) = xmgm(x)/$m, where $m =
∏
0≤k<m/2(m − 2k). So Equation (28)
gives us
(29) gm(x) = −(m− 1)gm−2(x) + x2gm−4(x).
By induction, it is clear that there are sequences of polynomials Pm and Qm which satisfy
similar recursive formulas as in equation 29, and
gm(x) =
 Pm(x)g2(x) +Qm(x)g0(x) if 2|m.Pm(x)g1(x) +Qm(x)g−1(x) if 2 6 |m.
We can further determine the leading terms of Pm and Qm.
leading terms of Pm&Qm =

−k(2k + 1)x2k−2, x2k if m = 4k.
x2k, −2k(k + 1)x2k if m = 4k + 1.
x2k, −k(2k + 3)x2k if m = 4k + 2.
−2(k + 1)2x2k, x2k+2 if m = 4k + 3.
One also can easily see that g0(x) ∼ exx and g2(x) ∼ ex. By the definition of modified
Bessel functions, one can see that g1(x) =
pi
x
I1(x) and g−1(x) = piI0(x), where I0 and I1 are
modified Bessel functions. Hence g1(x) ∼ pi ex√2pix and g−1(x) ∼ pix · e
x√
2pix
as x goes to infinity.
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Altogether
gm(x) ∼

x2k−1ex if m = 4k.√
pi
2
x2k−
1
2 ex if m = 4k + 1.
x2kex if m = 4k + 2.√
pi
2
x2k+
1
2 ex if m = 4k + 3.
Therefore combine it with the formula of νm one can finish the proof:
νn−1‖v0‖Rngn−1(‖v0‖R) ∼
(
2piR
‖v0‖
)n−1
2
· e‖v0‖R.

Let a be the Lie algebra of A. It can be also viewed as X∗(S) ⊗ R (see Section 3.1). The
negative of the Killing form turns a into a Euclidean space and moreover one can choose the
Riemannian metric on X such that d(x0, x0 exp(a)) = ‖a‖ for any a ∈ a. For any F ⊆ ∆,
let ρF be a vector in a such that
(30) ρ′F (exp(a)) = e
(ρF ,a),
for any a ∈ a.
Lemma 27. In the above setting, we have
fa0(R) ∼
(
2piR
‖ρ∆‖
)n−1
2
· e‖ρ∆‖R
for any a0 ∈ A.
Proof. This is a direct corollary of Lemmas 25, 26. 
Lemma 28. In the above setting, for any proper subset F of ∆, we have
lim
R→∞
∫
AF,R
ρ′∆(aF )daF
fa0(R)
= 0,
where AF,R := {a ∈ A| ∀ α ∈ ∆ \ F, λα(a) = 1, d(x0, x0a0a) ≤ R}.
Proof. It is a direct consequence of Lemmas 25, 26 and the fact that for any α ∈ ∆, 〈λα, ρ∆〉 6=
0. 
Next lemma gives a decomposition for BR.
Lemma 29. BR = KARU/U .
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Proof. Let gU ∈ BR. By Iwasawa decomposition, without loss of generality, we can and will
assume that g = ka, where k ∈ K and a ∈ A. Let u ∈ U such that d(x0, x0kau) ≤ R,
therefore d(x0, aux0) ≤ R.
Let atx0 be a geodesic in Ax0, and
dist(t) = d(x0at, x0atau) = d(x0, x0a(atua
−1
t )).
So choosing the contracting direction, we get limt→−∞ dist(t) = d(x0, x0a). On the other
hand, dist is a convex function [Bu48, Theorem 3.6] and so its value at each point is at least
the value of its limit in the infinity if finite. Therefore for any t, d(x0at, x0atau) ≥ d(x0, x0a).
In particular, d(x0, x0au) ≥ d(x0, x0a), and so d(x0, x0a) ≤ R, which finishes proof of the
lemma. 
For any subset F of ∆, and any a ∈ A, let a = aF · aF c be as in (19). Recall that λα(aF ) =
λα(a) for α ∈ F and is 1 for α 6∈ F and aF ∈ QF .
Lemma 30. For any compactly supported continuous function Ψ on G/Γ,
〈F˜R,Ψ〉 → vol(U/U ∩ Γ)
vol(M) 〈1,Ψ〉,
as R goes to infinity.
Proof. Without loss of generality we can assume that 〈1,Ψ〉 = 1. As before ν denotes
the measure coming from the Riemannian geometry and µ is a probability measure on the
corresponded space.
〈F˜R,Ψ〉 = 1fa0 (R)
∫
G/Γ
∑
γ∈Γ/Γ∩U 1R(gγa0U)Ψ(gΓ) dνG
= 1
fa0 (R)
∫
G/Γ∩U 1R(ga0U)Ψ(gΓ) dνG
= ν(pi(U))
fa0 (R)
∫
G/U
∫
U/Γ∩U 1R(gua0U)Ψ(guΓ) dµU(u)dνG(g)
= ν(pi(U))
fa0 (R)
∫
G/U
1R(ga0U)
∫
G/Γ
Ψ(g′Γ) d(gµU)(g′)dνG(g)
(Lemma 29) = ν(pi(U))
fa0 (R)
∫
K
∫
ARa0
∫
G/Γ
Ψ(g′Γ) d(kaµU)(g′)ρ′∆(a)da dk.
Let C be a compact subset of G such that pi(C) = supp(Ψ). If supp(kaµU) ∩ supp(Ψ) 6= ∅,
then kau = cγ for some c ∈ C and γ ∈ Γ, and by Lemma 6, there is a constant M depending
on Ψ such that for any α, |λα(a)| ≥ e−M . Now, by Corollary 19, we can approximate the
limiting measures with an error less than ε′ with respect to the test function Ψ (see Figure 2).
This gives us a partition {TΨ,ε′,F}F of {a ∈ A|λα(a) ≥ e−M} such that
(1) |(kaµU)(Ψ)− (kaF cµQF )(Ψ)| < ε′ for any k ∈ K and a ∈ TΨ,ε′,F .
(2) The F c-projection prF c(TΨ,ε′,F ) of TΨ,ε′,F is compact.
TRANSLATE OF HOROSPHERES AND COUNTING PROBLEMS 29
a1
a2
l1
l2
|aµQ(Ψ)−µG(Ψ)|<ε
|aµQ(Ψ)|<ε
|aµQ(Ψ)−a1µQ2(Ψ)|<ε
|aµQ(Ψ)−a2µQ1(Ψ)|<ε
'
'
'
'
Figure 2. The SL3 case
So by the above equations 〈F˜R,Ψ〉 is equal to
(31)
ν(pi(U))
fa0(R)
∫
K
∑
F⊆∆
∫
ARa0∩TΨ,ε′,F
∫
QFΓ/Γ
Ψ(kaF cqFΓ) dµQF ρ
′
∆(a)da dk
±ε
′ · ν(pi(U))
fa0(R)
· vol(K) ·
∫
{a∈ARa0|∀α,λα(a)≥e−M}
ρ′∆(a)da.
By Lemmas 25, 26, it is clear that the second term is of order O(ε′) for large enough R. In
particular, we can make it as small as we wish by decreasing ε′, and increasing R. So for a
given F , only the first part should be considered.
For any subset F of ∆ and any a ∈ ARa0 ∩ TΨ,ε′,F , let AR,F := ARa0 ∩ TΨ,ε′,F and
A(aF c) := {prF (a′) | prF c(a′) = aF c , a′ ∈ AR,F}.
So the F -summand of Equation (31) is equal to∫
K
∫
prFc (AR,F )
∫
QFΓ/Γ
Ψ(kexFcqFΓ)ρ
′
∆(aF c)dµQF daF c
∫
A(aFc )
ρ′∆(aF )daF dk.
By Lemma 28 and the fact that prF c(AR,F ) is compact, if F is a proper subset of ∆. So by
Lemma 28 the F -summand gets arbitrarily small as R goes to infinity. Overall we have
〈F˜R,Ψ〉 = ν(pi(U))fa0 (R)
∫
K
∫
ARa0∩TΨ,ε′,∆
∫
pi(Q∆)
Ψ(kaF q∆Γ) dµQ∆ρ
′
∆(a)da dk
+ε′′
∑
F 6=∆
∫
K
∫
prFc (aR,F )
∫
pi(QF )
Ψ(kexFcqFΓ) e
∑
α 6∈F mαxαdµQF dxF c dk
± O(ε′),
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for large enough R. In the second term, prF c(aR,F ) is a bounded region. Therefore the
integral is bounded by a function of a0, ε
′, and Ψ. So by fixing them and increasing R, we
can make the second term as small as we wish. Thus only the first term should be studied.
Since G is a semisimple Lie group without compact factors Q∆ = G. Hence the first term
equals to ν(pi(U))
vol(G/Γ)
vol(K) · 1
fa0 (R)
∫
ARa0∩TΨ,ε′,∅ ρ(a)
2da. We get the desired result by again using
Lemma 25. 
We now prove the pointwise convergence. Similar to [DRS93], it is enough to take Ψε an
approximation of the identity near pi(g), and then study what happens to F˜R(g) after a small
perturbation of g. Let Ψε be such that
supp(Ψε) ⊆ {pi(g′)|d(x0g, x0g′) ≤ ε & d(x0g−1, x0g′−1) ≤ ε}.
Then it is easy to see that
(32)
fa0(R− ε)
fa0(R)
· F˜R−ε(pi(g)) ≤ 〈F˜R,Ψε〉 ≤ fa0(R + ε)
fa0(R)
· F˜R+ε(pi(g)).
So the following lemma together with Lemma 30 and Equation (32) show that F˜R(pi(g))
tends to vol(U/U∩Γ)
vol(M) , as R goes to infinity, for any g ∈ G.
Lemma 31. We have
b(ε) = lim
R→∞
fa0(ε+R)
fa0(R)
,
with b(ε)→ 1 as ε→ 0.
Proof. This is a direct corollary of Lemmas 25 and 26. 
6. Batyrev-Tschinkel-Manin’s conjecture for flag variety.
In this section, we prove Theorem 4. To do so, first we prove it for the anti-canonical line-
bundle and then deal with the general case. Though the general approach is similar to the
previous section, there are several technical differences, specially for an arbitrary metrized
line-bundle.
As we mentioned in Section 3.5, by a theorem of Borel-Harish-Chandra, there is Ξ, a finite
subset of G(Q), such that G(Q) = P(Q) · Ξ · Γ, where Γ = G(Z). Also (G/PE)(Q) =
G(Q)/PE(Q), for any E ⊆ ∆, [BoT65, Lemma 2.6]. So it is enough to understand the
asymptotic behavior of
NT = #{γ ∈ Γ/Γ ∩ PE(R) | ‖ηχ(γ)v‖ ≤ T},
where χ is the highest weight of an irreducible representation ηχ : G → GL(V), ‖ ‖ is a
K-invariant norm on V(R) and ‖v‖ = 1.
Recall P(1)E = ∩λ∈X∗(PE)Q ker(λ), put P (1)E = P(1)E (R). We note that P (1)E ∩Γ is a lattice in P (1)E ,
we will denote by µ
P
(1)
E
the P
(1)
E -invariant probability measure on P
(1)
E /P
(1)
E ∩ Γ.
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Recall that we fixed a Q-torus A′ ⊆ P∅ so that A′(R)◦ = A′ is a maximal R-split torus. As
was noted before QE is a normal subgroup of P
(1)
E . We have P
(1)
E = YE(R)A′′E(R)QE where
• YE = (
∏
JE
Hj)DE where Hj is a Q-almost simple group which is a R-anisotropic and
DE is a Q-torus which is R-anisotropic, and
• A′′E ⊆ A′ is a Q-anisotropic torus which is R-split.
Moreover, the product is an almost direct product. In particular, YE(R) is a compact group.
Also note that YE and A′′ centralize A. Put YE = YE(R) and A′′E = A′′E(R).
Note that if E ⊆ F, then YFA′′F ⊆ YEA′′E. To see this first note that A′′F ⊆ A′′E, because
A′′F ⊆ PE and it is a central component of Levi subgroup of PF . Thus A′′F is a central
component of the Levi subgroup of PE; this implies A′′F ⊆ A′′E. To see the inclusion YF ⊆ YE
one argues as in the proof of Proposition 11. Note also that the above product decomposition
implies that YF is also a factor of YE; the same is true of A′′F and A′′E as they are tori.
Recall our notation QE = MERu(QE). Put BE = YEA
′′
EME and let
p : P
(1)
E → P (1)E /Ru(QE) = BE
be the natural projection. Abusing the notation let us also denote the induced fiberation
P
(1)
E /P
(1)
E ∩ Γ→ BE/BE ∩ Γ by p.
The group BE is an almost direct product of commuting factors YE, AE,ME which intersect
Γ in lattices, therefore, the BE invariant probability measure on BE/BE ∩ Γ has a product
decomposition into the corresponding probability measure. Altogether we get: for any ψ ∈
Cc(G/Γ) we have∫
G/Γ
ψdµ
P
(1)
E
=
∫
G/Γ
ψdµBEdµRu(QE)(33)
=
∫
G/Γ
ψdµYEdµA′′EdµMEdµRu(QE) =
∫
G/Γ
ψdµYEdµA′′EdµQE .
Let BT be the ball of radius T centered at the origin in V(R), and similar to the previous
section let B˜T be the pull back of BT in G, and BT be the image of B˜T in G/P
(1)
E . This
time, it is much simpler than the previous section to give a decomposition of BT . With the
notation as in (19) (where we defined the F -component aF of a ∈ A for F ⊆ ∆ and showed
that a = aF · aF c) we have the following.
Lemma 32. Let AEc,T = {a ∈ A | a = aEc , χ(a) ≤ T}. Then
BT = KAEc,TP
(1)
E /P
(1)
E .
Proof. Recall that ‖ ‖ is K-invariant, P (1)E is the stabilizer of the vector v and A acts by the
character χ on v which indeed factors through the Ec component. Now the lemma follows
from Langlands decomposition of PE(R), see for example [Kn96]. 
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Let 1T denote the characteristic function of BT and define
FT (gΓ) :=
∑
γ∈Γ/Γ∩PE(R)
1T (η(gγ)v).
Let F˜T (gΓ) =
1
f(T )
FT (gΓ), where
f(T ) =
∫
A+Ec,T
ρ′E(a)da and A
+
Ec,T = {a ∈ AEc,T | ∀α, λα(a) ≥ 1}.
We will prove that F˜T (e) tends to a constant as T goes to infinity. In the analogues case in the
previous section, we proved a much stronger statement. We proved both weak and pointwise
convergence of F˜R to a constant function. However in this section, we cannot prove such
statements. Instead we only prove what we need for the counting problem, namely pointwise
convergence at the identity.
Let χ =
∑
α∈Ec cαλα, let us emphasize again that we denote the logarithm of characters
of A with the same notation as the characters themselves. And by Lemma 13 we have
ρ′E =
∑
α∈Ecmαλα, where mα ∈ Z+. In particular, if G is Q-split and E = ∅, then mα = 2
for any α ∈ ∆.
We identify R|∆| with A (see (19)) via the isomorphism Θ : R|∆| → A such that
(34) (log(λα(Θ(x))))α∈∆ = x,
for any x ∈ R|∆|. Similarly using Θ we identify VF := {x = (xα)α∈∆| ∀ α ∈ ∆ \ F, xα = 0}
with AF , for any subset F of ∆.
We can and will assume that the Haar measure daF of AF is the push-forward Θ∗(dxF ) of
the Lebesgue measure of VF , i.e. for any integrable function g ∈ L1(AF ) we have∫
AF
g(aF )daF =
∫
VF
g(Θ(xF ))dxF .
In particular for any bounded set B ⊆ VEc we have
∫
Θ(B)
ρ′E(a)da =
∫
B
e
∑
α∈Ec mαxαdxEc . For
any F ⊆ ∆, let prF : R|∆| → VF be the (natural) projection onto VF .
Definition 33. (1) For F ⊆ ∆, let V+F := {x ∈ VF \ {0}| ∀ α ∈ F, xα ≥ 0}.
(2) A linear function l : VF → R is called a positive linear functional if l(V+F ) = R+.
(3) Let lF : VF → R be a positive linear functional such that ρ′F c(Θ(x)) = elF (x), where
(as before) F c := ∆ \ F . In particular, lEc(x) =
∑
α∈Ecmαxα.
(4) Let lχ : VEc → R be a positive linear functional such that χ(Θ(x)) = elχ(x). So in the
above notation we have lχ(x) =
∑
α∈Ec cαxα.
(5) In this Section (as we said earlier) E and χ are fixed. For T ∈ R≥1 and y ∈ VEc let
V+y,T := {x ∈ VEc | x− y ∈ V+Ec , lχ(x) ≤ log T}.
Notice that V+y,T = V+0,elχ(−y)T + y.
Lemma 34. For F ⊆ ∆, let l1 and l2 be two positive linear functional on VF , and let
P(V+F ) := {[v]| v ∈ V+F } where [v] := R+v. Then
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(1) The function g : P(V+F )→ R+, g([v]) := l1(v)/l2(v) is well-defined and continuous.
(2) We have
max
[v]∈P(V+F )
g([v]) = max
α∈F
g([eα]),
where {eα}α∈∆ is the standard basis of R|∆|, i.e. for any α′ ∈ ∆ \ {α} the α′-
component of eα is zero and the α-component is 1.
Proof. The first part is clear. Hence a := max[v]∈P(V+F ) g([v]) exists. Let v ∈ ker(l1−al2)∩V
+
F .
And assume that v =
∑
α∈F ′ vαeα for some vα ∈ R+ and ∅ ( F ′ ⊆ F . Then
l1(v) = l1(
∑
α∈F ′
vαeα) =
∑
α∈F ′
vαl1(eα)
≤ a
∑
α∈F ′
vαl2(eα) = al2(v)
= l1(v).
Therefore for any α ∈ F ′ we have that a = g([eα]). 
Definition 35. Let E and χ be as before, and let E ⊆ F ⊆ ∆. We set
aF := max
[v]∈P(VF\E)
lEc(v)
lχ(v)
,
and a := a∆. By Lemma 34, we have
aF = max
α∈F\E
mα
cα
.
We set also bF := dim ker(lEc − aF lχ)|VF\E and b := b∆. We set
Fχ := E ∪ {α ∈ Ec| a = mα/cα}
and call it the max-type of χ. In particular, by Lemma 34, we have a = aFχ and b = |Fχ\E|.
Lemma 36. Let E and χ be as before, and E ⊆ F ⊆ ∆. Then
(35)
∫
xF\E∈V+0,T∩VF\E
elEc (xF\E)dxF\E ∼ C T aF (log T )bF−1, as T goes to infinity,
where aF , bF are as in Definition 35 and C = C(χ, F ) is a positive number. In particular,
(1) if the max-type Fχ of χ is not a subset of F (see Definition 35), then
lim
T→∞
∫
xF\E∈V+0,T∩VF\E
elEc (xF\E)dxF\E
f(T )
= 0.
(2) if χ = ρ′E, then∫
x∈V+0,T
elEc (x)dx ∼ C T (log T )|Ec|−1, as T goes to infinity.
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Proof. For the proof of (35) see either [GW07] or [GOS10, Section 6]. If Fχ 6⊆ F , then either
aF < a or bF < b. So by (35), one gets the first part. The second part is clear. 
Corollary 37. Let E and χ be as before. Let y ∈ VEc. Then for any E ⊆ F ⊆ ∆ we have∫
x∈WT
elEc (x)dx ∼ CelEc (y)−aF lχ(y) T aF (log T )bF−1, as T goes to infinity,
where
WT := {x ∈ V| x− y ∈ V+F\E, lχ(x) ≤ log T}
and aF , bF are as in Definition 35 and C = C(χ,E) is as in Lemma 36.
Proof. Let x′ := x− y. Then∫
x∈WT
elEc (x)dx =
∫
x′∈V+
0,e−lχ(y)T
∩VF\E
elEc (x
′+y)dx′ = elEc (y)
∫
x′∈V+
0,e−lχ(y)T
∩VF\E
elEc (x
′)dx′.
Therefore by Lemma 36 we have∫
x∈WT
elEc (x)dx ∼ elEc (y) · C(e−lχ(y)T )aF (−lχ(y) + log T )bF−1
∼ CelEc (y)−aF lχ(y)T aF (log T )bF−1,
as T goes to infinity. 
Let {Ψε} be a family of continuous nonnegative functions on G/Γ which approximates the
Dirac function at pi(e) ∈ G/Γ, i.e. for any continuous function f ∈ C(G/Γ) we have
lim
ε→0
〈Ψε, f〉 = f(pi(e)).
Moreover assume that for every F ⊆ ∆ we have
(36) supp(Ψε) ⊆ pi({g ∈ G | ‖ϑ(g−1)‖ ≤ eε}) ∩ pi(KΘ(BF c,ε)QF ),
where ϑ = ⊕α∈∆ ∧dimRu(Pα) Ad, Θ is as in (34) and
BF c,ε := {x ∈ VF c | ∀ α ∈ ∆, |xα| ≤ ε}.
Unlike in the proof of the geometric example, 〈F˜T ,Ψε〉 does not converge to a constant
function as T goes to infinity. Nevertheless we can show that it does converge to a function
L of ε.
Proposition 38. There are a positive real number ε0 and a function L : (0, ε0) → R such
that
(1) limT→∞〈F˜T ,Ψε〉 = L(ε) for any 0 < ε < ε0.
(2) limε→0+ L(ε) exists.
Proposition 38 plays a central role in this section and we prove it in several steps. Before
doing so, let us prove Theorem 4 modulo Proposition 38.
TRANSLATE OF HOROSPHERES AND COUNTING PROBLEMS 35
Proof of Theorem 4 module Proposition 38. The proof is similar to the end of the proof in
Section 5. Let Ψε be as above then in view of (36) we have
(37)
f(e−εT )
f(T )
· F˜e−εT (pi(e)) ≤ 〈F˜T ,Ψε〉 ≤ f(e
εT )
f(T )
· F˜eεT (pi(e)).
Now since for a given ε we have limT→∞
f(e±εT )
f(T )
= e±O(ε), Theorem 4 follows from Proposi-
tion 38. 
Lemma 39. Let χ, E and {Ψε} be as before. Let ε be a (small) positive real number. For
any (small) ε′ > 0 there is a partition {RF}E⊆F⊆∆ of
∏
α∈E{0} ·
∏
α∈Ec [−ε,∞) with the
following properties (as before the implied constants depend only on G and χ).
(1) We have |(Θ(x)µQE)(Ψε)− (Θ(prF c(x))µQF )(Ψε)| ≤ ε′ if x ∈ RF .
(2) We have |(Θ(x)µ
P
(1)
E
)(Ψε)− (Θ(prF c(x))µP (1)F )(Ψε)| ≤ ε
′ if x ∈ RF .
(3) For any E ⊆ F ⊆ ∆, RF = (prF cR) ⊕ (yF + V+F\E) where yF = yF
∑
α∈F\E eα for
some positive number yF .
(4) For any E ⊆ F ⊆ ∆, prF c(RF ) is bounded.
Proof. Parts (1), (3) and (4) are just rewriting Corollary 21 in the new setting, we now show
part (2). Recall from the beginning of this section that P
(1)
• = Y•A′′•Q• where the product
is an almost direct product, Y• is a compact group and A′′• ⊆ A′. Moreover, both Y• and A′′•
centralize A. Also recall that if E ⊆ F, then YFA′′F ⊆ YEAE.
Now using (33) we have
|
∫
G/Γ
Ψεd(Θ(x)µP (1)E
)−
∫
G/Γ
Ψεd(Θ(prF c(x))µP (1)F
)| =
|
∫
G/Γ
ΨεdµYEdµA′′Ed(Θ(x)µQE)−
∫
G/Γ
ΨεdµYF dµA′′F d(Θ(prF c(x))µQF )|∫
G/Γ
∫
G/Γ
|(Θ(x)µQE)(Ψε)− (Θ(prF c(x))µQF )(Ψε)|dµYF dµA′′F dν.
Where dν is the probability measure on (YE/YE∩Γ)/(YF/YF ∩Γ)·(A′′E/A′′E∩Γ)/(A′′F/A′′F ∩Γ);
recall that YFA
′′
F ⊆ YEA′′E is a normal subgroup.
The conclusion in (2) now follows from (1). 
The next lemma helps us to see the importance of the max-type Fχ of χ.
Lemma 40. Let χ, E and {Ψε} be as before. Let ε, ε′ be (small) positive numbers. Let
{RF}E⊆F⊆∆ and {yF}E⊆F⊆∆ be as in Lemma 39 and further we can and will assume that
yF is large depending on ε and ε
′. Then there is a positive number T0 := T0(ε′, ε) such that
for any T ≥ T0 and any xF c ∈ prF c(RF ), where F 6= Fχ, we have
gT (xF c) :=
∫
RF,T (xFc ) e
lEc (xF )dx
f(T )
ε ε′
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−ε
z2 y1
−ε
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χ
ρ
Figure 3. Integration regions, SL3 case.
where RF,T (xF c) := {x ∈ (xF c + yF ) + V+F\E| lχ(x) ≤ log T} and as before
f(T ) =
∫
x∈V+0,T
elEc (x)dx,
(See Figure 3).
Proof. By the proof of Corollary 37, we have that∫
RF,T (xFc )
elEc (xF )dx ∼ CelEc (yF )−aF lχ(xFc+yF )T aF (log T )bF−1,
as T goes to infinity. Hence there is nothing to prove if either a > aF or b > bF . So without
loss of generality we can and will assume that Fχ ⊆ F , and so a = aF and b = bF . Now since
xF c ∈
∏
α∈F
{0} ·
∏
α∈∆\F
[−ε,∞),
and a > 0 we have that e−alχ(x) ε 1.
If Fχ ( F , then lEc(
∑
α∈F\E eα) − alχ(
∑
α∈F\E eα) ≤ maxα∈∆\Fχ lEc(eα) − alχ(eα) < 0. So
assuming yF is large enough, we have that
elEc (yF )−alχ(yF )  ε′.
Altogether we get the desired result. 
Remark 41. It is worth pointing out that
RF,T (xF c) = {x′ ∈ RF | prF c(x′) = xF c , lχ(x′) ≤ log T},
for large enough T (depending on ε, ε′ and the choice of {yF}F ).
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Lemma 42. Let χ, E and {Ψε} be as before. Let ε be a (small) positive real number. For
a given (small) ε′ > 0, let RF be as in Lemma 39. Then there is T1 = T1(ε, ε′) such that for
T ≥ T1 we have
〈F˜T ,Ψε〉 = C
∫
K
∫
x∈prFcχ (RFχ )
(kΘ(x)µQFχ )(Ψε)e
lEc (x)−alχ(x)dxdk +Oε(ε′),
where C is a positive number given in 36, Fχ is the max-type of χ (see Definition 35). We
use this convention that, if Fχ = ∆, then the inner integral is one, and so
〈F˜T ,Ψε〉 = C vol(K) +Oε(ε′).
Proof. First we notice that by Lemma 6, if λα(a) < e
−ε for some α, then
∫
G/Γ
Ψεd(aµQE) = 0.
For any real number r, let CT,r := {x ∈ r
∑
α∈Ec eα + V+| lχ(x) ≤ log T} and
RF,T := RF ∩ CT,−ε = {x ∈ RF | lχ(x) ≤ log T}.
Now using Lemma 32 and the decomposition of the Haar measure, e.g. [Kn96, Proposition
8.44], we have
〈F˜T ,Ψε〉 = 1
f(T )
∫
K
∫
x∈CT,−ε
∫
G/Γ
Ψε(g
′Γ)d(kΘ(x)µ
P
(1)
E
)(g′)elEc (x)dxdk(38)
(Lemma 39) =
∑
E⊆F⊆∆
1
f(T )
∫
K
∫
RF,T
(kΘ(x)µ
P
(1)
E
)(Ψε)e
lEc (x)dxdk
(Lemma 39) =
∑
E⊆F⊆∆
1
f(T )
∫
K
∫
RF,T
(kΘ(prF c(x))µP (1)F
)(Ψε)e
lEc (x)dxdk
+ ε′ vol(K)O
(∫
x∈CT,−ε e
lEc (x)dx
f(T )
)
Hence by Corollary 37 we have
〈F˜T ,Ψε〉 =
∑
E⊆F⊆∆
1
f(T )
∫
K
∫
RF,T
(kΘ(prF c(x))µP (1)F
)(Ψε)e
lEc (x)dxdk +Oε(ε
′)(39)
(Lemma 40, T ε,ε′ 1) =
∑
E⊆F⊆∆
∫
K
∫
prFc (RF )
(kΘ(xF c)µP (1)F
)(Ψε)e
lEc (xFc )gT (xF c)dxF cdk +Oε(ε
′)
(Lemma 40) = C
∫
K
∫
x∈prFcχ (RFχ )
(kΘ(x)µ
P
(1)
Fχ
)(Ψε)e
lEc (x)−alχ(x)dxdk
+Oε(ε
′)
∑
E⊆F⊆∆,F 6=Fχ
∫
K
∫
prFc (RF )
(kΘ(xF c)µP (1)F
)(Ψε)e
lEc (xFc )dxF cdk +Oε(ε
′)
= C
∫
K
∫
x∈prFcχ (RFχ )
(kΘ(x)µ
P
(1)
Fχ
)(Ψε)e
lEc (x)−alχ(x)dxdk +Oε(ε′).

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Corollary 43. In the anti-canonical line-bundle case, i.e. when χ = ρ′E, we have that
lim
T→∞
〈F˜T ,Ψε〉 = C vol(K),
where C is the constant given in Lemma 36.
In particular, this implies Proposition 38 and therefore Theorem 4 when χ = ρ′E.
Proof. In this case we have Fχ = ∆ and so by Lemma 42 and the fact that µG(Ψε) = 1 we
have that
〈F˜T ,Ψε〉 = C vol(K) +Oε(ε′),
for large enough T . 
The following Lemma is a well known fact and follows from reduction theory and results
from harmonic analysis on G, see [HC68, Lemma 23]. We give a self-contained treatment of
this convergence using a somewhat technique.
Let E and χ be as in the beginning of this section. Recall that for any E ⊆ F ⊆ ∆; we put
ρ′F =
∑
α 6∈F mαλα.
Let ηFχ = ∧dimRu(PFχ ) Ad and let vFχ a unit vector on the (rational) line
∧dimRu(PFχ ) Lie(Ru(PFχ)).
Note that for any p ∈ PFχ we have ηFχ(p)vFχ = ρ′Fχ(p)vFχ , in particular, StabG(vFχ) = P(1)Fχ .
Fix a bounded neighborhood of the identity O ⊂ G. By the Iwasawa decomposition any
g ∈ G can be decomposed as g = kgΘ(H(g))qg where kg ∈ K, qg ∈ P (1)F and H(g) ∈ VF cχ .
Lemma 44. The series
ξ(gΓ) =
∑
γ∈Γ/Γ∩P (1)Fχ
e−alχ(H(gγ))
is uniformly convergent on O, and in particular, it defines an analytic function on O.
Proof. We need to show that the above series is uniformly convergent. First note that from
the definition of H(g) it follows that lχ(H(g)) =
∑
α 6∈Fχ cαH(g)α.
Now, since ‖ ‖ is K-invariant and P (1)F fixes vFχ we have: 2n ≤ ‖ηFχ(gγ)vFχ‖ < 2n+1 implies
that
(40) n ≤O lF cχ(H(gγ)) =
∑
α6∈Fχ
mαH(gγ)α ≤O n+ 1,
where gγ = kgγΘ(H(gγ))qgγ as above.
We utilize the notation from Section 3.6. As was discussed in the proof of Lemma 6, see also
Lemma 5, there is a constant DO ≥ 0 so that note that for any α ∈ ∆ and every g ∈ O we
have λα(gγ) ≥ e−DO .
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We fix a positive number δ such that mα(1 + δ) < acα for any α 6∈ Fχ. Now for any g ∈ O
and γ ∈ Γ/Γ ∩ P (1)F so that en ≤ ‖ηFχ(gγ)vFχ‖ < en+1 we have
(acα) ·H(gγ) =
∑
−DO≤H(gγ)α<0
acαH(gγ)α +
∑
H(gγ)α≥0
acαH(gγ)α
≥ D′(O, χ) +
∑
H(gγ)α≥0
(1 + δ)(mα)H(gγ)α.
This, a similar calculation for (mα) · (H(gγ)) and (40) imply that for large enough n we have
e−alχ(H(gγ)) ≤O,χ e(−1−δ)n.
For any g ∈ O and any T ′ > 0, let Sg,T ′ = {γ(Γ ∩ P (1)F ) | ‖ηFχ(gγ)vFχ‖ ≤ T ′}. Using the
anticanonical case for the parabolic PFχ , see Corollary 43, we have
|Sg,T ′| ∼ T ′ log(T ′)|F cχ|−1, uniformly for g ∈ O.
Hence for large enough N ’s we have
∞∑
n=N
e(−1−δ)n|Sen+1 | ≤ 2
∞∑
n=N
e(−1−δ)nen+1(n+ 1)|F
c
χ|−1 <∞,
this finishes the proof. 
Proof of of Proposition 38. Let the notation be as above. Put
C−ε(Fχ) = {x ∈ R|F cχ| | − ε ≤ xα,∀α ∈ F cχ}.
Using the decomposition of the Haar measure we have∫
K
∫
C−ε(Fχ)
(kΘ(x)µ
P
(1)
Fχ
)(Ψε)e
lEc (x)−alχ(x)dxdk =
∫
G/P
(1)
Fχ
∫
P
(1)
Fχ
/P
(1)
Fχ
∩Γ
Ψε(g
′q)µ
P
(1)
Fχ
(q)e−alχ(H(g
′))dg′
=
∫
G/P
(1)
Fχ
∩Γ
Ψε(g
′)e−alχ(H(g
′))dg′
=
∫
G/Γ
Ψε(g
′)
∑
Γ/Γ∩P (1)Fχ
e−alχ(H(g
′))dg′ = 〈Ψε, ξ〉.
So by Lemma 44, we have L(ε) := 〈Ψε, ξ〉 is defined for ε < ε0 and limε→0 L(ε) exists.
Note that prF cχ(RFχ) is a bounded region independent of T. Moreover, as ε′ → 0 we have
prF cχ(RFχ) covers C−ε(Fχ) Therefore, by if we let T →∞ in Lemma 36, see in particular (39)
we get
lim
T→∞
〈F˜T ,Ψε〉 = C
∫
K
∫
C−ε(Fχ)
(kΘ(x)µ
P
(1)
Fχ
)(Ψε)e
lEc (x)elEc (x)−alχ(x)dxdk.
This and the above finish the proof. 
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