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Abstract. In this article we consider the Hamilton-Jacobi-Bellman (HJB) equation associated
to the optimization problem with monotone controls. The problem deals with the infinite horizon
case and costs with update coefficients.
We study the numerical solution through the discretization in time by finite differences. Without the
classical semiconcavity-like assumptions, we prove that the convergence in this problem is of order
hγ in contrast with the order h
γ
2 valid for general control problems. This difference arises from the
simple and precise way the monotone controls can be approximated. We illustrate the result on a
simple example.
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1. Introduction. Several important problems in economics can be formulated
as control problems with monotone controls. Among them we can distinguish produc-
tion inventory, cash management and adjustment theory of investment problems (see
[3]). A particular importance is given to economics systems wich involve the exploita-
tion of non renewable resources such as oil and minerals. Given the impossibility to
produce such resources it is easy to see how these problems fit the monotone optimal
control problems framework. Also, taking into account the big dificculty of replacing
such resources by naturally sustainable ones, being the oil the most famous example,
the analysis of these problems acquires critical importance.
In this work, we study a discrete time scheme for the numerical resolution of the
infinite horizon monotone optimal control problem, through the analysis of the finite
horizon problem, introducing two numerical schemes.
The considered system is governed by the following differential equation{
y˙(s) = g(y(s), α(s)), s > 0,
y(0) = x,
(1.1)
where α(·) is the control function, which throughout this article is restrained to be a
non-decreasing monotone function defined in the set [0,+∞), with values in [0, 1]. For
each a ∈ [0, 1] let A(a) be the set of these functions with initial values higher or equal
to a, i.e. α(0) ≥ a. At a point s > 0, the vector y(s) ∈ Rν is the state corresponding
to the control α(·) employed; x ∈ Ω is the initial state, with Ω ⊂ Rν an open set. We
assume that the evolution of the system always stays in Ω, no matter which control
is selected.
The performance of the employed control is measured through the functional J
J(x, α(·)) :=
∞∫
0
f(y(s), α(s))e−λsds,
where f : Ω × [0, 1] → R is the instantaneous cost and λ > 0 is the discount factor.
The problem consists in finding for each pair (x, a) ∈ Ω × [0, 1], a control α¯ ∈ A(a)
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2that attains the minimum of the functional J . Therefore, the value function u is
u(x, a) := inf
α∈A(a)
J(x, α(·)), (1.2)
which allows to construct optimal or suboptimal policies in feedback [1, 2].
We assume the following Lipschitzian and boundeness hypotheses on the functions g
and f : there exist positive constants Lg,Mg, Lf and Mf such that ∀x, x¯ ∈ Ω, ∀ a, a¯ ∈
[0, 1],
‖g(x, a)− g(x¯, a¯)‖ ≤ Lg (‖x− x¯‖+ |a− a¯|) , ‖g(x, a)‖ ≤Mg, (1.3)
|f(x, a)− f(x¯, a¯)| ≤ Lf (‖x− x¯‖+ |a− a¯|) , |f(x, a)| ≤Mf . (1.4)
Under these assumptions, using classic arguments it can be proven that the function
u is bounded and Ho¨lder continuous in both variables.
We consider the quasi-variational HJB inequality associated to the problem, given
by the equation
min
(
Lu(x, a),
∂u(x, a)
∂a
)
= 0, in Ω× (0, 1), (1.5)
where
Lu(x, a) =
∂u(x, a)
∂x
g(x, a) + f(x, a)− λu(x, a),
and the boundary condition
u(x, 1) =
∞∫
0
f(η(s), 1)e−λsds, (1.6)
where η(s) is the trajectory corresponding to the control α ≡ 1, and x is the initial
value.
In general, this equation does not admit a solution in C1(Ω× (0, 1)), so the notion of
viscosity solutions comes into play (see [7, 8, 4]). Specifically, u is the unique viscosity
solution of the HJB equation (1.5) with boundary conditions (1.6) (see [1, 9]).
We would like to obtain discretization schemes in order to numerically solve the
equation (1.5). For this aim, we introduce an auxiliary optimal control problem
where the policies have the additional restriction of being uniformly step functions
with values in a discrete, equi-spaced set. Specifically, the control variable a takes
values in the set
Ih :=
{
ih|i = 0 . . . 1
h
}
.
We also define Ih(a) = Ih ∩ [a, 1]. In the space C(Ω× Ih) we consider the operators(
Ahb (w)
)
(x, a) = (1− λh)w(x+ hg(x, a), b) + hf(x, a),(
Ah(w)
)
(x, a) = min
b∈Ih(a)
(
Ahb (w)
)
(x, a), (1.7)
3arising from the discretization of the HJB equation.
Having considered a discretization in time, we introduce the consistent problem
of finding in the functional space C(Ω× Ih)
Problem Ph : Find the fixed point uh of the operator Ah (1.8)
From (1.7) it turns out that Ah is a contractive operator if 0 < h < 1λ . From this
property it is straightforward to prove that (1.8) has an unique solution uh, which is
bounded and uniformly Ho¨lder continuous in the first variable (see [5]). If (1.3) and
(1.4) are satisfied, the same techniques give the Ho¨lder continuity in both variables.
Furthermore, ∀x ∈ Ω, a ∈ Ih (see [5] and [6]) it can be proven that
uh(x, a) = min
α∈Ah(a)
Jh(x, α), (1.9)
where Ah(a) is the subset of A(a) of the controls α(·) that have constant values (such
values belong to Ih) in the interval (ξh, (ξ + 1)h], ξ = 0, 1, . . . and α(0) = a; being
also
Jh(x, α) = h
∞∑
ξ=0
f(yh(ξ), α(ξh))(1− λh)ξ,
and the sequence yh(ξ) is given by the following recursive formula{
yh(ξ + 1) = yh(ξ) + hf(yh(ξ), α(ξh)), ξ = 0, 1, . . .
yh(0) = x.
The main result of this paper is the hγ-order convergence of the infinite horizon
problem discretization scheme, where γ is the Ho¨lder constant of the value function
u, and is state in Theorem 4.3.
The paper is organized as follows. In section 2 we introduce the associated finite
horizon problem and its discretization in time. In section 3 we state and prove some
useful properties of the discrete value functions and the convergence of the discretiza-
tion scheme of the finite horizon problem. In section 4 we prove the main result of
this paper, namely the convergence of the discretization scheme in the infinite horizon
case. In section 5 we present a numerical example. Finally in section 6 we state the
conclussions and discuss future work.
2. The associated finite horizon problem. With the purpose of obtaining
some technical results on convergence, we consider a similar problem whose main
difference is that it deals with finite horizon. The problem consists in finding the
value function uT , defined in the following way: ∀t ∈ [0, T ], ∀x ∈ Ω, ∀a ∈ [0, 1],
uT (t, x, a) := inf
a∈AT (a)
JT (t, x, α(·)), (2.1)
where AT (a) is the set of non-decreasing functions defined in [t, T ) with values in
[a, 1], and the functional JT is defined by
JT (t, x, α(·)) :=
T∫
t
f(y(s), α(s))e−λ(s−t)ds (2.2)
4with y(·) being the solution of (1.1) with initial condition y(t) = x.
If conditions (1.3) and (1.4) hold, then
|uT (t, x, a)| ≤ Mf
λ
(1− eλt)
and
|uT (t, x, a)− uT (t, x¯, a¯)| ≤ LT (‖x− x¯‖+ |a− a¯|)
where LT =
Lf
λ−Lg if λ > Lg, LT =
Lf
Lg−λe
(Lg−λ)T if λ < Lg, and LT = TLf if λ = Lg.
Also, there exists a positive constant MT such that
|uT (t, x, a)− uT (t¯, x, a)| ≤MT |t− t¯|.
The proof of these properties makes use of classic techniques.
For the finite horizon case, the associated HJB equation takes the form
min
(
LuT (t, x, a),
∂uT (t, x, a)
∂a
)
= 0 in (0, T )× Ω× (0, 1), (2.3)
where
LuT =
∂uT
∂t
+
∂uT
∂x
g + f − λuT ,
with final condition
uT (T, x, a) = 0, ∀(x, a) ∈ Ω× [0, 1],
and boundary condition
uT (t, x, 1) =
T∫
t
f(η(s), 1)e−λ(s−t)ds, (2.4)
where η(s) is the trajectory with initial value η(t) = x corresponding to the control
α ≡ 1.
The viscosity solution of the equation (2.3) is defined similarly to the infinite
horizon case (see [7] and [8]), proving that the value function uT is the unique viscosity
solution.
A different approach to the finite horizon problem with monotone controls has been
made in [10] establishing a Pontriagyn Maximum Principle.
In a similar way to the infinite horizon problem, we consider for the finite horizon
case a discretization in time. Let h > 0 and Ih, Ih(a) as in the infinite horizon case.
Remark 2.1. In what follows, we consider that h−1 is an integer and that the
horizon T = µh, with µ an integer. In order to find the solution of (2.3) we employ
recursive approximation schemes. A natural discretization (by finite differences) of
the HJB equation is given in the following recursive formulation.
Scheme 1.
uˆhT (µ, x, a) = 0, for x ∈ Ω, a ∈ Ih,
uˆhT (n− 1, x, a) = min
{
(1− λh)uˆhT (n, x+ hg(x, a), a) + hf(x, a); min
b∈Ih
uˆhT (n− 1, x, b)
}
,
for n = 1, . . . , µ, x ∈ Ω, a ∈ Ih ∩ (0, 1),
uˆhT (n− 1, x, 1) = (1− λh)uˆhT (n, x+ hg(x, 1), 1) + hf(x, 1), for n = 1, . . . , µ, x ∈ Ω.
5It can be proven that
uˆhT (n, x, a) = min
α∈AT ((a)
Jˆh(n, x, a),
where
Jˆh(n, x, a) = h
µ−1∑
ξ=n
f(yˆh(ξ), α((ξ + 1)h))(1− λh)ξ−n,
and the sequence yˆh(ξ) is given by{
yˆh(ξ + 1) = yˆh(ξ) + hg(yˆh(ξ), α((ξ + 1)h)), ξ = n, . . . , (µ− 1),
yˆh(n) = x.
Following [5, 6], we can define a simpler scheme as follows.
Scheme 2.
uhT (µ, x, a) = 0. ∀x ∈ Ω, ∀a ∈ Ih,
uhT (n− 1, x, a) = min
b∈Ih(a)
{
(1− λh)uhT (n, x+ hg(x, a), b) + hf(x, a)
}
,
for n = 1, . . . , µ.
(2.5)
It is clear that uhT is the solution of the following optimization problem
uhT (n, x, a) = min
α∈AhT (a)
JhT (n, x, α), (2.6)
where AhT (a) is the set of restrictions of the controls α(·) ∈ Ah(a) to the interval
[0, T ],
JhT (n, x, α) = h
µ−1∑
ξ=0
f(yh(ξ), α(ξh))(1− λh)ξ−n,
and the sequence yh(ξ) is given by the following recursive formula{
yh(ξ + 1) = yh(ξ) + hg(yh(ξ), α(ξh)), ξ = n, . . . , (µ− 1),
yh(n) = x.
(2.7)
Next theorem shows that both schemes are equivalent, in the sense that their
difference is of order h.
Theorem 2.2. The difference between the solutions of the two schemes can be
bounded in the following way∣∣uhT (n, x, a)− uˆhT (n, x, a)∣∣ ≤ LfeLg(T−nh)h
6Proof. Let α and αˆ the optimal controls for uhT and uˆ
h
T respectively, then (since
0 < h < 1λ ),
uhT (n, x, a) − uˆhT (n, x, a) ≤ Jh(n, x, αˆ)− Jˆh(n, x, αˆ)
= h
µ−1∑
ξ=n
(f(yh(ξ), αˆ(ξh))− f(yˆh(ξ), αˆ((ξ + 1)h))) (1− λh)ξ−n
≤ h
µ−1∑
ξ=n
|f(yh(ξ), αˆ(ξh))− f(yˆh(ξ), αˆ((ξ + 1)h))|
≤ h
µ−1∑
ξ=n
Lf (‖yh(ξ)− yˆh(ξ)‖+ |αˆ(ξh)− αˆ((ξ + 1)h)|)
≤ hLf
1 + µ−1∑
ξ=n
‖yh(ξ)− yˆh(ξ)‖
 . (2.8)
since, from the monotonicity assumption on the controls, it holds that
µ∑
ξ=n
|αˆ(ξh)− αˆ((ξ + 1)h)| ≤ 1.
We see now that
‖yh(ξ + 1) − yˆh(ξ + 1)‖
≤ ‖yh(ξ)− yˆh(ξ)‖+ h‖g(yh(ξ), αˆ(ξh))− g(yˆh(ξ), αˆ((ξ + 1)h))‖
≤ ‖yh(ξ)− yˆh(ξ)‖+ hLg (‖yh(ξ)− yˆh(ξ)‖+ |αˆ(ξh)− αˆ((ξ + 1)h)|) .
Therefore, if we write ∆ξ+1 = ‖yh(ξ+1)− yˆ(ξ+1)‖, we have ∆n = 0 and recursively:
∆ξ+1 ≤ ∆ξ(1 + Lgh) + hLg|αˆ(ξh)− αˆ((ξ + 1)h)|.
Hence,
∆ξ+1 ≤ hLg
ξ∑
j=n
(1 + Lgh)
ξ−j |αˆ(jh)− αˆ((j + 1)h)| ≤ hLg(1 + Lgh)ξ+1−n.
Replacing in (2.8), we obtain
uhT (n, x, a)− uˆhT (n, x, a) ≤ hLf
1 + µ−1∑
ξ=n
hLg(1 + Lgh)
ξ−n

= hLf (1 + Lgh)
µ−n ≤ hLfeLg(T−nh).
In an analogous way, taking the control α, we obtain
uˆhT (n, x, a)− uhT (n, x, a) ≤ hLfeLg(T−nh)
and the result follows.
73. Properties of the value functions and convergence in the finite hori-
zon case.
3.1. Properties of the function uhT . Proposition 3.1. u
h
T is bounded and
Lipschitz continuous. Specifically, there exist Lxn > 0, L
a
n > 0 such that, for h ∈ (0, 1λ ),
x, x¯ ∈ Ω, and a, a¯ ∈ [0, 1] ∩ Ih, the function uhT satisfies∣∣uhT (n, x, a)− uhT (n, x¯, a)∣∣ ≤ Lxn‖x− x¯‖,∣∣uhT (n, x, a)− uhT (n, x, a¯)∣∣ ≤ Lan|a− a¯|
and ∣∣uhT (n, x, a)∣∣ ≤Mf (1− (1− λh)µ−nλ
)
, (3.1)
where
Lxn ≤

Lf
1
Lg−λe
(Lg−λ)(T−nh) if Lg > λ,
Lf
1
λ−Lg if Lg < λ,
Lf (T − nh) if Lg = λ
and
Lan ≤
Lxn+1Lg + Lf
λ
.
Proof. The proof of these properties uses classic comparison techniques. Inequal-
ity (3.1) is straightforward from (1.4), (2.6) and (2.7). It is evident that for n = µ we
have Lµ = 0, since by definition u
h
T (µ, x, a) ≡ 0.
In order to complete the induction procedure, we consider the following inequality
uhT (n, x, a)− uhT (n, x¯, a) ≤ (1− λh)uhT (n+ 1, x+ hg(x, a), b) + hf(x, b)
− ((1− λh)uhT (n+ 1, x¯+ hg(x¯, b), b) + hf(x¯, b)) ,
where b makes the minimum in (2.5) for uhT (n, x¯, a). Then
uhT (n, x, a)− uhT (n, x¯, a) ≤
(
(1− λh)(1 + Lgh)Lxn+1 + Lfh
) ‖x− x¯‖.
In an analogous way we obtain an inequality for uhT (n, x¯, a)−uhT (n, x, a), consequently
Lxn ≤ (1− λh)(1 + Lgh)Lxn+1 + Lfh. (3.2)
Now, if Lg = λ, (1− λh)(1 + Lgh) = 1− (λh)2 ≤ 1, then
Lxn ≤ Lxn+1 + Lfh,
which implies
Lxn ≤ Lf (T − nh).
In the case that Lg < λ, from the formula (3.2) we have
Lxn ≤ (1− (λ− Lg)h)Lxn+1 + Lfh,
8then
Lxn ≤ Lfh
1− (1− (λ− Lg)h)µ−n
h(λ− Lg) ≤ Lf
1
λ− Lg .
Finally, if Lg > λ, the inequality (3.2) gives
Lxn ≤ Lfh
(1 + (Lg − λ)h)µ−n
h(Lg − λ) ,
therefore
Lxn ≤ Lf
1
Lg − λe
(Lg−λ)(T−nh).
We consider now a, a¯ ∈ [0, 1] ∩ Ih, a > a¯. Note that Ih(a) ⊂ Ih(a¯) and b ∈ Ih(a¯)
implies that max(a, b) ∈ Ih(a). Hence,
uhT (n, x, a¯)− uhT (n, x, a) ≤(1− λh)uhT (n+ 1, x+ hg(x, a¯), b) + hf(x, a¯)
− ((1− λh)uhT (n+ 1, x+ hg(x, a), b) + hf(x, a)) ,
where b makes the minimum for uhT (n, x, a), and
uhT (n, x, a)− uhT (n, x, a¯) ≤(1− λh)uhT (n+ 1, x+ hg(x, a),max(a, b¯)) + hf(x, a)
− ((1− λh)uhT (n+ 1, x+ hg(x, a¯), b¯) + hf(x, a¯)) ,
where b¯ makes the minimum for uhT (n, x, a¯). Then
|uhT (n, x, a)− uhT (n, x, a¯)| ≤
(
(1− λh) (Lxn+1Lgh+ Lαn+1)+ Lfh) |a− a¯|,
so
Lan ≤ (1− λh)
(
Lxn+1Lgh+ L
α
n+1
)
+ Lfh.
From the last statement we conclude that
Lan ≤
Lxn+1Lg + Lf
λ
.
3.2. The convergence in the case of finite horizon. Definition 3.2. Given
a control α(s) and a partition of the interval [0, T ] in µ subintervals of length h = Tµ ,
we define its discretization and we will call it αh ∈ AhT (a)
αh(s) :=
[
α([ sh ]h)
h
]
h,
where [·] represents the integer part.
Lemma 3.3. Let y(·) the trajectory associated to the control α(·). If αh is the
discretization of α and yh its response, then
‖y(t)− yh(t)‖ ≤ 2eLgth.
9Proof.
‖y(t)− yh(t)‖ ≤
t∫
0
‖g(y(s), α(s))− g(yh(s), αh(s))‖ds
≤ Lg
t∫
0
[‖y(s)− yh(s)‖+ |α(s)− αh(s)|]ds
≤ Lght+
t∫
0
Lg‖y(s)− yh(s)‖ds
Then, by the Gronwa¨ll inequality,
‖y(t)− yh(t)‖ ≤ Lght+
t∫
0
L2ghse
Lg(t−s)ds ≤ (Lgt+ eLgt)h ≤ 2eLgth.
Remark 3.4. In a similiar way, an application of the Gronwa¨ll inequality yields,
for some K > 0,
‖y(t)− yh([t/h])‖ ≤ KeLgth, (3.3)
where y is the response of a control α ∈ AhT (a) and yh is given by (2.7), with the same
control. The following theorem gives us a bound for the discretization in time of the
problem with finite horizon.
Theorem 3.5. ∣∣uT (nh, x, a)− uhT (n, x, a)∣∣ ≤ Cφ(n)h, (3.4)
where φ(n) is defined by
φ(n) =

e(Lg−λ)T+λnh if Lg > λ,
TeLgnh if Lg = λ,
eLgnh if Lg < λ
and C > 0 is a constant independent of h.
Proof. For JT defined in (2.2), let
ue(n, x, a) = min
αh∈AhT (a)
JT (nh, x, α
h)
In consequence, ue is the optimal cost for the original continuous problem when the
controls are restrained to be step functions (that is they belong to AhT (a)). By the
triangle inequality,∣∣uT (nh, x, a)− uhT (n, x, a)∣∣ ≤ |uT (nh, x, a)− ue(n, x, a)|+ ∣∣ue(n, x, a)− uhT (n, x, a)∣∣ .
(3.5)
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Observe that∣∣ue(n, x, a)− uhT (n, x, a)∣∣ =
∣∣∣∣∣ minα∈AhT (a) JT (nh, x, α)− minα∈AhT (a) JhT (n, x, α)
∣∣∣∣∣
≤ sup
α∈AhT (a)
∣∣JT (nh, x, α)− JhT (n, x, α)∣∣ . (3.6)
For any α ∈ AhT (a), definining ζ = −(λh)−1 log(1− λh), we obtain
|JT (nh, x, α) − JhT (n, x, α)| ≤
T∫
nh
∣∣∣f(y(s), α(s))e−λ(s−nh) − f(yh([ s
h
]), α([
s
h
]h))e−ζλh([
s
h ]−n)
∣∣∣ ds
≤ Lf
T∫
nh
∣∣∣y(s)− yh([ s
h
])
∣∣∣ e−λ(s−nh)ds+Mf T∫
nh
∣∣∣e−λ(s−nh) − e−ζλh([ sh ]−n)∣∣∣ ds. (3.7)
From (3.3),
Lf
T∫
nh
∣∣∣y(s)− yh([ s
h
])
∣∣∣ e−λ(s−nh)ds ≤ LfKh T∫
nh
e(Lg−λ)s+λnhds. (3.8)
Following [6], is not hard to prove that, for some K¯ > 0,
Mf
T∫
nh
∣∣∣e−λ(s−nh) − e−ζλh([ sh ]−n)∣∣∣ ds ≤ K¯h. (3.9)
On the other hand, in order to estimate the firs term in (3.5), let α be the optimal
control for uT and α
h its discretization. Since αh is a step control, we have
0 ≤ ue(n, x, a)− uT (nh, x, a) ≤ JT (n, x, αh)− JT (nh, x, α)
=
T∫
nh
f(yh(s), αh(s))e−λ(s−nh)ds−
T∫
nh
f(y(s), α(s))e−λ(s−nh)ds
≤
T∫
nh
∣∣f(yh(s), αh(s))− f(y(s), α(s))∣∣ e−λ(s−nh)ds
≤ Lf
T∫
nh
(|yh(s)− y(s)|+ |α(s)− αh(s)|) e−λ(s−nh)ds
≤ Lf
 T∫
nh
2he(Lg−λ)s+λnhds+
h
λ
 . (3.10)
Therefore, from (3.5), (3.7), (3.8), (3.9) and (3.10), defining K1 = Lf (K+ 2) and
K2 = K¯ + Lf/λ, we obtain
∣∣uT (nh, x, a)− uhT (n, x, a)∣∣ ≤
K1 T∫
nh
e(Lg−λ)s+λnhds+K2
h.
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Now we analize the different cases, where a large enough scalar C is considered.
For λ > Lg,K1 T∫
nh
2e(Lg−λ)s+λnhds+K2
h = (K1 eLgnh − e(Lg−λ)T+λnh
λ− Lg +K2
)
h
≤
(
K1
eLgnh
λ− Lg +K2
)
≤ CeLgnhh.
For λ < Lg,K1 T∫
nh
2e(Lg−λ)s+λnhds+K2
h ≤ (K1 e(Lg−λ)T+λnh − eLgnh
Lg − λ +K2
)
h
≤
(
K1
e(Lg−λ)T+λnh
Lg − λ +K2
)
h ≤ Ce(Lg−λ)T+λnhh.
For λ = Lg,K1 T∫
nh
2e(Lg−λ)s+λnhds+K2
h = (K1eλnh(T − nh) +K2)h ≤ CeλnhTh.
4. Convergence in the case of infinite horizon. The procedure to get a
bound in the convergence in this case is based mainly in the result obtained for the
case of finite horizon and in the following lemmas.
Lemma 4.1. Under the hypotheses (1.3) and (1.4), we have
|u(x, a)− uT (t, x, a)| ≤ Mf
λ
e−λ(T−t). (4.1)
Lemma 4.2. Under the hypotheses (1.3) y (1.4), we have
|uh(x, a)− uhT (n, x, a)| ≤
Mf
λ
e−λ(T−nh). (4.2)
The proofs are straightforward from definitions (1.2), (2.1), (1.9), (2.5). They are
essentially identical and employ simple analysis reasonings.
Theorem 4.3. The following estimate of the discretization error in time holds
|u(x, a)− uh(x, a)| ≤ Chγ , (4.3)
where
γ =

1 if λ > Lg
λ
Lg
if λ < Lg
∈ (0, 1) if λ = Lg.
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Proof. We make the following decomposition
|u(x, a)−uh(x, a)| ≤ |u(x, a)−uT (0, x, a)|+|uT (0, x, a)−uhT (0, x, a)|+|uhT (0, x, a)−uh(x, a)|.
By Lemma 4.1, we have
|u(x, a)− uT (0, x, a)| ≤ Mf
λ
e−λT
and by Theorem 3.5,
|uT (0, x, a)− uhT (0, x, a)| ≤ M¯φ(0)h.
Finally, since by Lemma 4.2 we have
|uhT (0, x, a)− uh(x, a)| ≤
Mf
λ
e−λT ,
we then obtain
|u(x, a)− uh(x, a)| ≤ M¯φ(0)h+ 2Mf
λ
e−λT . (4.4)
In order to prove (4.3), we study the different cases. If Lg > λ, by (4.4),
|u(x, a)− uh(x, a)| ≤M1
(
e−λT + he(Lg−λ)T
)
. (4.5)
The expression (4.5) has a minimum given by
T =
1
Lg
log
(
λ
Lg − λh
−1
)
,
then, replacing in (4.5) and calling γ = λLg , we obtain
|uh(x, a)− u(x, a)| ≤M1K1hγ +M1K1hhγ−1 = 2M1K1hγ , (4.6)
where
K1 = max
{
(
γ
1− γ )
1−γ , (
1− γ
γ
)γ
}
.
From (4.6) we have
|u(x, a)− uh(x, a)| ≤ Chγ .
In the case that Lg < λ, we have from (4.4)
|u(x, a)− uh(x, a)| ≤ 2Mf
λ
e−λT + M¯h
and passing to the limit it turns out that
|u(x, a)− uh(x, a)| ≤ M¯h.
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Finally, for Lg = λ, inequality (4.4) gives
|u(x, a)− uh(x, a)| ≤ M¯Th+ 2Mf
λ
e−λT ≤M2(e−λT + hT ). (4.7)
The minimum of the expression (4.7) is given by T = − 1λ log(hλ ), if h < λ, and then
(4.7) becomes
|u(x, a)− uh(x, a)| ≤ −M2 h
λ
log(
h
λ
) +M2
h
λ
,
that can be transformed into the form
|u(x, a)− uh(x, a)| ≤ Chγ
with γ ∈ (0, 1) and where C depends on γ (C → +∞ when γ → 1).
Remark 4.4. The estimate (4.3) has been reached in this problem with monotone
controls without having used semiconcavity-like hypotheses (see [6, Condition 4.9]).
5. Example. We consider the infinite horizon monotone optimal control prob-
lem. The controlled dynamic is:{
y˙(s) = g(y(s), α(s)), s > 0,
y(0) = x
(5.1)
where A(a) is defined as in the general case and Ω = (1,+∞). The cost to minimize
is given by
u(x, a) = inf
α∈A(a)
∫ ∞
0
f(y(s), α(s))e−3sds.
Here
g(x, a) = f(x, a) :=
{
xa x < e
ea x ≥ e
which clearly verify the general hypotheses. Here, the discount factor is λ = 3 > e
and the Lipschitz continuity constant of g is e.
Remark 5.1. Note that function g does not verify the sufficient condition for
[6, Condition 4.9] to be satisfied (see [6, Lemma 4.3]). Let us calculate the value
function. Let (x, a) ∈ Ω× [0, 1] and α ∈ A(a). We name ya the trajectory associated
to the constant control a. Since f and g are a non-negative increasing functions w.r.
to both variables we have∫ ∞
0
f(y(s), α(s))e−3sds ≥
∫ ∞
0
f(ya(s), a)e
−3sds,
since by direct comparison of its derivatives we conclude that y(s) ≥ ya(s) and by
monotonicity of the controls, α(s) ≥ a for all s > 0. Being the constant control a
admissible we conclude that
u(x, a) =
∫ ∞
0
f(ya(s), a)e
−3sds.
If a = 0, then u(x, a) = 0. If not, we will distinguish two cases.
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1. If x < e:
u(x, a) =
∫ ∞
0
f(ya(s), a)e
−3sds = a
[∫ β
0
ya(s)e
−3sds+
∫ ∞
β
ee−3sds
]
(5.2)
where β is such that ya(β) = e. We compute ya(s) and β. The solution to
the dynamic {
y˙(s) = ay(s), s ∈ [0, β],
y(0) = x,
is ya(s) = xe
as and so
ya(β) = xe
aβ = e⇒ β = 1− log x
a
.
The first addend of (5.2) is then∫ β
0
xease−3sds =
x
a− 3e
(a−3)s
∣∣∣∣β
0
=
x
a− 3(e
(a−3)β−1) = x
3− a−
e
3− a
( e
x
)− 3a
,
and thesecond addend becomes∫ ∞
β
ee−2sds = −e
3
e−3s
∣∣∣∞
β
=
e
3
e−3β =
e
3
( e
x
)− 3a
.
Therefore
u(x, a) =
ax
3− a + a
( e
x
)− 3a [3
e
− 3
3− a
]
=
ax
3− a −
a2e
3(3− a)
( e
x
)− 3a
2. If x ≥ e we have that
u(x, a) =
∫ ∞
0
aee−3sds =
ae
3
.
We conclude that
u(x, a) =

0 if a = 0,
ax
3− a −
a2e
3(3− a)
( e
x
)− 3a
if a > 0, x < e,
ea
3
if a > 0, x ≥ e.
The continuity of u(x, a) at a = 0 for any x and at x = e for any a > 0 is straightfor-
fard.
We consider now the time discretization. For h > 0, the discrete value function is
uh(x, a) = inf
α∈Ah(a)
h
∞∑
ξ=0
f(yh(ξ), α(ξh))(1− 3h)ξ,
where the discrete trajectory is given by{
yh(ξ + 1) = yh(ξ) + hg(yh(ξ), α(ξh)),
yh(0) = x.
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Let a ∈ Ih and α be a discrete control. We name yah the trajectory associated to the
constant discrete control a. We have
h
∞∑
ξ=0
f(yh(ξ), α(ξh))(1− 3h)ξ ≥ h
∞∑
ξ=0
f(yah(ξ), a)(1− 3h)ξ,
so
uh(x, a) = h
∞∑
ξ=0
f(yah(ξ), a)(1− 3h)ξ. (5.3)
We distinguish again two cases:
1. If x < e then
h
∞∑
ξ=0
f(yah(ξ), a)(1− 3h)ξ = h

ξˆ−1∑
ξ=0
yah(ξ)a(1− 3h)ξ +
∞∑
ξ=ξˆ
ea(1− 3h)ξ
 ,
(5.4)
where ξˆ is such that yah(ξˆ − 1) < e and yah(ξˆ) ≥ e. By induction, it is easy to
prove that
yah(ξ) = x(1 + ah)
ξ
for every 0 ≤ ξ ≤ ξˆ. Since the function x(1 + ah)ρ is continuous and strictly
increasing in ρ, there exists a unique ρ ∈ (ξˆ − 1, ξˆ] such that x(1 + ah)ρ = e,
so
ρ =
1− log(x)
log(1 + ah)
⇒ ξˆ =
⌈
1− log(x)
log(1 + ah)
⌉
,
where d·e stands for the upper integer part. Hence,
(1 + ah)ξˆ =
e
x
(1 + ah)ξˆ−ρ. (5.5)
The first addend of (5.4) is
ξˆ−1∑
ξ=0
yah(ξ)a(1− 3h)ξ =
ξˆ−1∑
ξ=0
xa(1 + ah)ξ(1− 3h)ξ = ax1− [(1 + ah)(1− 3h)]
ξˆ
1− (1 + ah)(1− 3h) ,
while the second is
∞∑
ξ=ξˆ
ea(1− 3h)ξ = ea
3h
(1− 3h)ξˆ,
so, from (5.3) and (5.5),
uh(x, a) =
ax
3− a+ 3ah −
ax(1 + ah)ξˆ(1− 3h)ξˆ
3− a+ 3ah +
ea
3
(1− 3h)ξˆ
=
ax
3− a+ 3ah +
3[1− (1 + ah)ξˆ−ρ]− a(1− 3h)
9− 3a+ 9ah ea(1− 3h)
ξˆ.(5.6)
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2. If x ≤ e, we have:
uh(x, a) = hea
∞∑
ξ=0
(1− 3h)ξ = hea 1
3h
=
ae
3
.
Therefore
uh(x, a) =

0 if a = 0,
ax
3− a+ 3ah −
3[(1 + ah)ξˆ−ρ − 1] + a(1− 3h)
9− 3a+ 9ah ea(1− 3h)
ξˆ if a > 0, x < e,
ea
3
if a > 0, x ≥ e.
It is clear that u = uh whenever a = 0 or a > 0 and x ≥ e. We consider then a > 0
and x < e. It is easy to prove the following facts: as h −→ 0+ we have, for a ∈ (0, 1],
0 ≤ ax
3− a− 3ah −
ax
3− a =
3a2x
(3− a)2 − (3− a)(3ah)h ≤
3x
4
h, (5.7)
0 ≤ (1 + ah)ξˆ−ρ − 1 ≤ ah ≤ h, 1− 3h ≤ (1− 3h)ξˆ−ρ ≤ 1, (5.8)
0 ≤ (1− 3h)ξˆ ≤ 1, 0 ≤ 1− (1− 3h)ξˆ−ρ+1 ≤ 6h, (5.9)
(1− 3h)ρ = (1− 3h) 1−log xlog(1+ah) =
( e
x
) log(1−3h)
log(1+ah) −→
( e
x
)− 3a
, (5.10)
where the expressions in (5.10) are bounded by 1 and vanish when a→ 0.
Now, from (5.7), (5.8), (5.9) and (5.10),
|u(x, a)− uh(x, a)| ≤ 3x
4
h+
(1 + ah)ξˆ−ρ − 1
3− a+ 3ah ea(1− 3h)
ξˆ
+
∣∣∣∣ a(1− 3h)9− 3a+ 9ahea(1− 3h)ξˆ − a2e3(3− a) ( ex)− 3a
∣∣∣∣
≤ 3x
4
h+
ea
3− ah+
ea2(1− 3h)ξˆ−ρ+1
9− 3a+ 9ah
∣∣∣∣(1− 3h)ρ − ( ex)− 3a
∣∣∣∣
+
ea2
(3− a)(9− 3a+ 3ah)
( e
x
)− 3a (
(3− a)
∣∣∣(1− 3h)ξˆ−ρ+1 − 1∣∣∣+ |3ah|)
≤ 3x
4
h+
e
2
h+
e
6
∣∣∣∣∣( ex)
log(1−3h)
log(1+ah) −
( e
x
)− 3a ∣∣∣∣∣+ eh+ e4h
=
(
3x
4
+
7e
4
)
h+
e
6
∣∣∣∣∣( ex)
log(1−3h)
log(1+ah) −
( e
x
)− 3a ∣∣∣∣∣ . (5.11)
By applying successively the L’Hopital rule, and using the fact that y < ey for
every y, we obtain
lim
h→0+
1
h
(( e
x
)− 3a − ( e
x
) log(1−3h)
log(1+ah)
)
=
3 + a
2
3
a
( e
x
)− 3a
<
2
1− log x,
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so (5.11) gives
|u(x, a)− uh(x, a)| ≤ Ch,
for C large enough, independent of a, as expected.
6. Conclussions. For the monotone optimal control problem with infinite hori-
zon, we considered a time discretization scheme. We defined two discrete time schemes
for the auxiliar finite horizon monotone control problem and proved some useful pro-
perties of their solutions and their h-equivalence. Without semiconcavity-like assump-
tions we improved the convergence rate of the classical control problem seizing the
good properties of monotone controls.
In the aim to obtain computational implementable algorithms, we shall consider
on future works a fully discrete monotone control problem concerning the space-state
variable discretization via finite element methods.
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