The exterior algebra E on a finite-rank free module V carries a Z{2-grading and an increasing filtration, and the Z{2-graded filtered deformations of E as an associative algebra are the familiar Clifford algebras, classified by quadratic forms on V . We extend this result to A8-algebra deformations, showing that they are classified by formal functions on V . The proof translates the problem into the language of matrix factorisations, using the localised mirror functor construction of Cho-Hong-Lau, and works over an arbitrary ground ring.
Introduction
1.1. Superfiltered deformations. Fix a ground ring R 0 (associative, commutative, unital) and a free R 0 -module V of rank n, and consider the exterior algebra E :" ΛV over R 0 with its standard Z-grading, in which Λ d V lies in degree d. There is an induced increasing filtration F p E :" E ďp , and our goal is to study filtered deformations of the algebra structure on E, meaning structures which respect the filtration and reduce to the standard structure on the associated graded object. If we required these deformations to respect the grading as well then they would necessarily be trivial, so instead we just ask them to respect the reduced grading modulo 2. This is a natural assumption in applications. We call these superfiltered deformations of E.
The exterior algebra arises as the cohomology algebra of a torus, or as the Ext-algebra of the skyscraper sheaf of a smooth point in an algebraic variety. In both cases it appears as the cohomology of a differential graded (dg-)algebra, namely the singular cochain algebra of the torus, or the endomorphism algebra of a projective resolution (e.g. the Koszul resolution) of the skyscraper sheaf, and there are geometrically meaningful ways to equip this algebra with a superfiltered deformation pA, dq; we'll see examples in Sections 1.2 and 1.3, coming from matrix factorisations and Lagrangian Floer theory. The cohomology HpAq is then a superfiltered deformation of E as an associative algebra, and these are well-known: they are the Clifford algebras CℓpQq :" T V {pv b v´Qpvqq associated to quadratic forms Q : V Ñ R 0 . Here T V is the tensor algebra on V , and we quotient by the two-sided ideal generated by all expressions of the form v b v´Qpvq for v P V . In particular they are classified by quadratic forms on V .
One can view HpAq as a dg-algebra with zero differential, but in general it will not be quasiisomorphic to A: some information is lost by passing to cohomology. This can be restored by equipping HpAq with higher degree 1 operations µ k : HpAqr1s bk Ñ HpAqr1s for k ě 3, in addition to the multiplication µ 2 pa 2 , a 1 q :" p´1q |a 1 | a 2 a 1 , which give it the structure of an A 8 -algebra in such a way that it becomes A 8 -quasi-isomorphic to A (our A 8 -conventions, including the sign p´1q |a 1 | in the previous formula, are given in Section 2.1). If we were to do this in our two geometric examples above, before introducing the deformation, then we could arrange that the A 8 -algebra HpAq was simply the exterior algebra E with its formal A 8 -structure, meaning the one in which all of the higher operations vanish (when we talk simply of E as an A 8 -algebra, this is the one we mean). By introducing the deformation we are thus naturally led to study superfiltered A 8 -deformations A " pE, pµ k q kě2 q of E. The goal of this paper is to classify these deformations, and use these ideas to prove a form of homological mirror symmetry. Remark 1.1. Strictly, if R 0 is not a field then one may encounter obstructions to transferring the A 8structure from a dg-algebra to its cohomology (a 'minimal model'), and likewise to the familiar (over a field) existence of A 8 -quasi-inverses to A 8 -quasi-isomorphisms. We shall not address these issues since they are really about the underlying chain complexes, independent of any algebra structure. Instead we work directly with E and view the above discussion of A as purely motivational.
{ { Remark 1.2. We do not consider deformations µ 1 or µ 0 of the differential or curvature. We shall also always assume that our A 8 -structures are stictly unital, but this is no real restriction-it merely simplifies the exposition-since any cohomologically unital A 8 -algebra can be made strictly unital by a formal diffeomorphism given by explicit formulae (which respect the grading and filtration), and so can any cohomologically unital A 8 -map between strictly unital algebras. See the discussion in Seidel's book [24, Section (2a) To a superfiltered A 8 -deformation A of E, one can associate an element of the ring R :" R 0 V of functions on a formal neighbourhood of 0 in V , as follows. Definition 1.3. Let m be the ideal of R defined as the kernel of the 'evaluate at the origin' map (this is the unique maximal ideal in R if R 0 is a field), and let v denote the canonical element of m b V corresponding to
The disc potential P P m 2 Ă R of A is defined by extending the µ k R-multilinearly and setting P " ÿ kě2 µ k pv, . . . , vq.
To see that this lies in R, rather than R b R 0 E (i.e. that the coefficients of this power series lie in R 0 " E 0 , not in higher degree parts of E), note that by grading and filtration considerations the kth term in the sum lies in S k V _ b R 0 pE 2 ' E 0 q. Moreover, the E 2 contribution is given by the undeformed part of µ k pv, . . . , vq, which is zero for k ě 3; for k " 2 it is given (up to sign) by v^v, which is also zero.
{ { Remark 1.4. We insert the word 'disc' into the name, following Sheridan [27] , to distinguish this from the plethora of other 'potentials' one may encounter.
{ {
Let Id E be the sequence pId k E : Er1s bk Ñ Er1sq kě1 given by Id 1 E " id E and Id k E " 0 for k ě 2. Definition 1.5. For d P t0, 1, 2, . . . , 8u we say that superfiltered deformations A 1 and A 2 of E are d-equivalent if there exists a strictly unital A 8 -algebra map Φ : A 1 Ñ A 2 with components pΦ k : A 1 r1s bk Ñ A 2 r1sq kě1 which respects the grading and filtration, such that Φ 1 is an isomorphism of R 0 -modules, and such that at the associated graded level we have gr Φ k " Id k E for all k ď d. This is straightforwardly checked to be an equivalence relation; the only non-trivial part is symmetry, but one can write down an explicit inductive construction of a two-sided inverse to any given equivalence. The condition that Φ 1 is an isomorphism follows automatically from gr Φ 1 " id E if d ě 1.
{ { Remark 1.6. A 0-equivalence is simply a Z{2-graded quasi-isomorphism respecting the filtration. It is not hard to see that a d-equivalence Φ : A 1 Ñ A 2 induces a d-equivalence P 1 " P 2˝f between the corresponding disc potentials: take f to be the formal change of variables f Φ given by
Thus (1) is well-defined, and the non-trivial task is to prove surjectivity and, more interestingly, injectivity.
Our proof is based on the localised mirror functor of Cho-Hong-Lau [8] , which converts the filtered A 8 -problem into a filtered dg-problem in a systematic way. Roughly, it repeatedly inserts v into the A 8 -operations, which pulls information from the higher operations down to the differential. This unlocks the standard technique for attacking filtered complexes-spectral sequences-and reduces everything to computations on the first page, which only involves the undeformed exterior algebra.
In the remainder of the introduction we sketch the argument, discuss the applications to mirror symmetry, and describe an alternative approach and some related results.
Matrix factorisations.
Recall that E is the Ext-algebra of the skyscraper sheaf O p of a point p in a smooth variety Y , or equivalently the algebra of morphisms from O p to its shifts in the derived category D b pY q. Given a function w on Y one can deform D b pY q to the (derived) category of matrix factorisations of w, where instead of complexes of coherent sheaves on Y one considers Z{2-graded 'complexes' in which d 2 " w id; see Section 2.2 for a precise definition in our context. This can also be interpreted as Orlov's derived category of singularities of w´1p0q [21] .
We'll mainly focus on the case where p is the origin in V and Y " Spec R is a formal neighbourhood, so that E " Ext R pR 0 , R 0 q, where R 0 is viewed as the R-module R{m. The Z{2-graded dg-category of matrix factorisations of w P R is then denoted by mfpR, wq. Assuming w is in m, the module R 0 can be 'stabilised' to give an object in mfpR, wq which we denote by E 0 ; again this is reviewed in Section 2.2. A priori the construction depends on certain choices, but different choices lead to isomorphic objects. The object E 0 is naturally filtered, and its endomorphism algebra, denoted B 0 , is then a superfiltered dg-deformation of the endomorphism algebra of the Koszul resolution. If w is in m 2 then gr HpB 0 q is naturally identified with E, and we can transfer the A 8 -structure to the cohomology to give a minimal model B min 0 which is a superfiltered A 8 -deformation of E. The algebras B 0 and B min 0 were studied by Dyckerhoff, who showed [10, Theorem 5.9] that the quadratic form defining the associated Clifford algebra HpB 0 q is the quadratic part of´w, and stated a formula relating the coefficients of the disc potential of B min 0 to the coefficients of w, up to sign. In Section 2.5 we spell out the details of this computation and deduce Theorem 2 (Theorem 2.14). The disc potential of B min 0 is w itself. This is essentially well-known-for example, it appears in [26, Proposition 7.1] in characteristic zero and under the assumption (irrelevant for our purposes) that the quadratic part of w vanishesbut we present it for completeness. when restricted to classes in V " E 1 Ă E, and he states that this information does not determine the complete A 8structure. This is of course true in the sense that it doesn't lead easily to formulae for all operations (such formulae are given, when R 0 is a field of characteristic 0, by Tu [32, Section 3.4] ), but one consequence of Theorem 1 is that it does determine the full 8-equivalence class of B min 0 , provided you also remember its filtration. From the perspective of understanding B min 0 , however, the description our result gives is rather circular: we'll show that any superfiltered A 8 -deformation of E whose operations on V satisfy Dyckerhoff's formulae (with signs) must be 8-equivalent to B min 0 . { { 1.3. Mirror symmetry. Our original motivation for studying superfiltered deformations of E, and their connection with matrix factorisations, came from mirror symmetry. Since this inspired our proof of injectivity, and gives our main application, we now briefly summarise the relevant ideas.
Recall that a symplectic manifold pX, ωq is a smooth manifold X equipped with a 2-form ω which is closed (dω " 0) and non-degenerate (the pairing it induces on tangent spaces is non-degenerate). Inside X the natural objects to study are Lagrangian submanifolds L, which are submanifolds on which the restriction of ω vanishes and of half the dimension of X.
Under technical hypotheses one can associate to a Lagrangian L, possibly equipped with a local system ρ P H 1 pL; R0 q, its Floer algebra CF˚ppL, ρq, pL, ρqq. This is a Z{2-graded A 8 -algebra, built from the singular cochain algebra C˚pLq by adding 'quantum corrections' from holomorphic discs in X with boundary on L. A particularly nice hypothesis to impose (which is sufficiently flexible to encompass many non-trivial examples) is that L is monotone. In this case all quantum corrections are degree-decreasing, so the Floer algebra becomes a superfiltered A 8 -deformation of C˚pLq. When L is a torus, C˚pLq is quasi-isomorphic to E " ΛV , where V " H 1 pL; R 0 q, so CF˚ppL, ρq, pL, ρqq can be transferred to a superfiltered A 8 -deformation A of E. This is well-defined up to 1-equivalence.
Remark 1.13. The geometric construction of the Floer algebra produces, in general, an A 8 -algebra that is not strictly unital (it's only cohomologically-or homotopy-unital). To fix this, and obtain a genuine superfiltered deformation of E (whose definition requires strict unitality), one can apply a formal diffeomorphism as mentioned in Remark 1.2. This can be chosen to respect the Z{2-grading and filtration.
{ { Remark 1.14. Associated to L is a geometrically-defined function W L on H 1 pL i ; R0 q, confusingly also called the (super)potential, and the above discussion is only valid for those ρ which are critical points of W L . For non-critical ρ the differential µ 1 on A is non-zero, and the Floer cohomology HpAq not E but rather a torsion module for R 0 .
{ {
The (monotone) Lagrangians in X, again decorated with local systems, can be assembled into the (monotone) Fukaya category FpX, ωq: a Z{2-graded A 8 -category over R 0 in which endomorphism algebra of pL, ρq is its Floer algebra. In certain cases we expect pX, ωq to have a mirror pY, wq, where Y is a variety over R 0 and w : Y Ñ R 0 is a regular function. One manifestation of the mirror relationship is a conjectural quasi-equivalence of Z{2-graded (pre-triangulated) A 8 -categories (2) FpX, ωq » mfpY, wq.
Really there is a family of Fukaya categories F λ pX, ωq for λ P R 0 , and the corresponding family on the right-hand side should be mfpY, w´λq.
Approximately, one expects that X contains a collection of Lagrangian tori L i which split-generate the Fukaya category, and that pY, wq is built by gluing together the pairs pH 1 pL i ; R0 q, W L i q; the reality is usually more complicated and, for example, one may have to glue in extra pieces. Each critical point ρ of W L i then gives rise to two superfiltered A 8 -deformations of E: the Floer algebra of pL i , ρq and the endomorphism algebra of the matrix factorisation of W L´WL pρq obtained by stabilising R 0 viewed as the skyscraper sheaf O ρ . To prove (2) 'locally about pL i , ρq', one needs to equate these two algebras. Theorem 5 (below) does just this, but from Theorems 1 and 2 we obtain Theorem 3 (Tautological local mirror symmetry). Let A denote the Floer A 8 -algebra of a monotone Lagrangian torus L, equipped with a local system ρ, and let P be its disc potential. Then A is quasi-isomorphic, as a cohomologically unital, Z{2-graded A 8 -algebra, to the endomorphism algebra of the matrix factorisation of P obtained by stabilising R 0 . Remark 1.15. Suppose that the ground ring R 0 is a field. Following [10] , we say that P has isolated singular locus if the quotient of R by the ideal generated by P and its first derivatives is finite-dimensional over R 0 . Assuming this holds, Dyckerhoff showed [10, Theorem 4.1] that the stabilisation of R 0 generates mf 8 pR, Pq, where the superscript 8 means that we remove the condition that our matrix factorisations have finite rank. By a technical result [4, Theorem 2.1.2], attributed variously to Neeman, Ravenel, and Thomason-Trobaugh, this means that in fact it split-generates mfpR, Pq. Seidel [25, Lemma 12.1] gave an alternative proof by translating the statement to the derived category of singularities. Using this result, Theorem 3 actually shows that the piece of the Fukaya category split-generated by pL, ρq is quasi-equivalent to mfpR, Pq.
{ { Remark 1.16. Our treatment of the Fukaya category and mirror symmetry has been necessarily sketchy. The interested reader is invited to consult the survey articles of Auroux [2] and Smith [28] , and to explore their extensive bibliographies, for a more detailed introduction. The monotone Fukaya category was constructed rigorously in the work of Sheridan [27] and Ritter-Smith [23] . { { 1.4. The localised mirror functor. Identifying split-generators and comparing their endomorphism A 8 -algebras is an effective technique for proving (2) , but is rather ungeometric. In [8] Cho, Hong and Lau introduced and developed an alternative, more conceptual, approach which they called the localised mirror functor. This takes an object L in the Fukaya category and directly-and purely algebraically-constructs from it an A 8 -functor LM L into a matrix factorisation category, using a variant of Fukaya's A 8 -Yoneda embedding [14, 15] (the introduction to [8] discusses some history and related constructions). The functor is faithful [8, Remark 7.20] if the differential on CF˚pL, Lq vanishes. In [6] they explained how the functors arising from different Lagrangians can be naturally glued together to create a global mirror pY, wq, in line with the expectation outlined above. The functor can also be used to construct non-commutative mirrors [7] .
Remark 1.17. When L is a Lagrangian torus L with local system ρ, they gave a different, more geometric, construction in [9] for which the target matrix factorisation category can be taken to be mfpH 1 pL; R0 q, W L´WL pρqq. We will return to this shortly, in Section 1.5.
By applying the algebraic localised mirror functor LM L to the object L itself, one obtains an A 8 -homomorphism from its Floer A 8 -algebra to the endomorphism dg-algebra of the matrix factorisation E :" LM L pLq. Returning to the case of a Lagrangian torus L " pL, ρq, but now assuming that L is a monotone toric fibre and ρ is a critical point of W L , Cho-Hong-Lau analysed E explicitly in [9, Sections 8 and 9] . Using a spectral sequence argument of Polishchuk-Vaintrob [22, Proposition 2.3.1] they showed that E , viewed as an object of D b sing pW´1 L pW L pρqqq, is isomorphic to the skyscraper sheaf O ρ of the critical point ρ.
Our idea is simply to apply the localised mirror machinery to an arbitrary superfiltered A 8deformation A of E, viewed as an A 8 -category with a single object. The output is a matrix factorisation E of the disc potential P over R, and an A 8 -algebra homomorphism Φ from A to B :" end mf pE q. By a morally analogous spectral sequence argument we show that E is isomorphic to the stabilisation E 0 of R 0 from Section 1.2, if we set w " P. This gives a dg-quasi-isomorphism B Ñ B 0 , and combining this with Φ and the projection quasi-isomorphism from B 0 to its minimal model B min 0 we arrive at an A 8 -algebra map A Ñ B min 0 . We show that in fact Theorem 4 (Proposition 3.8). This can be arranged to be an 8-equivalence A Ñ B min 0 . Since the dependence of B min 0 on A is only through the disc potential P, we conclude
The case of general d then follows by a simple argument with formal diffeomorphisms. Remark 1.19. We choose not to pass from the language of matrix factorisations to the the derived category of singularities since we wish to keep the argument as elementary as possible, and not worry about basic algebro-geometric issues which may arise when R 0 is not a field.
The intuition behind the crucial map Φ : A Ñ B is roughly as follows. For a dg-algebra A the multiplication action of A on itself gives a homomorphism A Ñ end Ch pAq to the dg-algebra of endomorphisms of the underlying chain complex. The A 8 -Yoneda embedding generalises this to the A 8 -setting, viewing A as an A 8 -module over itself, but in general it has no hope of being a quasi-isomorphism because end Ch pAq is far too large. The localised mirror construction provides a possible remedy by extending end Ch pAq to Rb R 0 end Ch pAq and adding extra terms to the differential which kill much of its cohomology. These extra terms, which vanish modulo m, correspond to doing a parametrised Yoneda embedding, where instead of considering the A-module A we consider a family A v of A-modules parametrised by v P V . These modules are themselves inspired by the Floertheoretic use of bounding cochains, pioneered by Fukaya-Oh-Ohta-Ono [16] , where A 8 -operations are deformed by summing over repeated insertions of an odd-degree class.
1.5. The geometric localised mirror functor. The geometric version of the localised mirror functor, introduced in [9] , uses a monotone Lagrangian torus L in X to construct an A 8 -functor
Zqs is the group algebra of H 1 pL; Zq (thought of, heuristically, as the coordinate ring of H 1 pL; R0 q) and W L is the superpotential of L.
Each critical point ρ of W L gives a non-zero object pL, ρq in the Fukaya category, with λ " W L pρq, and LM L geom sends this object to a matrix factorisation E 1 . We also have an algebraically defined matrix factorisation E 1 0 , obtained by stabilising R 0 viewed as the skyscraper sheaf O ρ . Cho-Hong-Lau [9, Theorems 9.1 and 9.4] showed (for R 0 " C) that if L is a monotone toric fibre then as ρ varies the objects E 1 split-generate the matrix factorisation category, and if also dim L ď 4 then E 1 is isomorphic to E 1 0 ; moreover this isomorphism is via a 'quantum change of variables'. They conjectured [9, Section 8] that such a quantum change of variables exists and provides an isomorphism between E 1 and E 1 0 for all monotone tori L. Using our technique-which basically boils down to keeping track of filtrations and then using a spectral sequence-we prove this and obtain Theorem 5 (Proposition 4.6 and Theorem 4.8; Geometric local mirror symmetry). The geometric localised mirror functor (3) sends pL, ρq to an object isomorphic to E 1 0 . Consequently Theorem 3 holds with the superpotential W L´λ (a geometrically-defined Laurent polynomial) in place of the disc potential P (a power series defined algebraically from the Floer algebra).
In general, computing the A 8 -structure on the Floer algebra is very difficult, and to the best of the author's knowledge the only previously known cases for monotone tori are the low-dimensional monotone toric fibres covered by Cho-Hong-Lau, and cases where the algebra is intrinsically formal (i.e. any A 8 -structure on the underlying Clifford algebra is formal). Using a generation result of Evans-Lekili [13, Corollary 1.3.1], Cho-Hong-Lau [9, Corollary 1.3] proved global mirror symmetry for all compact toric Fano manifolds, but this does not directly give the full A 8 -structure.
As a corollary of Theorem 5 we obtain the following folklore result Theorem 6 (Corollary 4.9). The disc potential P of CF˚ppL, ρq, pL, ρqq is 1-equivalent to the formal expansion of W L´λ about ρ, under the following identification between the domain H 1 pL; R 0 q of P and the domain H 1 pL; R0 q of W L . Pick a basis for H 1 pL; Zq, let x i and z i be the corresponding coordinates on H 1 pL; R 0 q and H 1 pL; R0 q respectively, and identify
Remark 1.20. This identification depends on the choice of basis of H 1 pL; Zq, but that choice doesn't affect the 1-equivalence class of the expansion. The only other 'obvious' identification would be [5] , when L is a toric fibre and the ground ring is a field of characteristic zero, and of Biran-Cornea [3, Section 3.3], who computed the quadratic part. It is interesting to note that our proof involves no Floer theory beyond the construction of the Fukaya category and the localised mirror functor.
In [29] we prove Theorem 6 by a direct Floer-theoretic calculation, based on a new transversality technique. This reduces the second part of Theorem 5 to Theorem 3 but requires significant technical work. Its advantage over the localised mirror method we employ here is that it gives an effective way to apply Abouzaid's criterion [1] (proved in the monotone case by Sheridan [27, Corollary 2.18] ) to understand what part of the Fukaya category L split-generates.
1.6. An alternative approach: obstruction theory. Given two superfiltered deformations A 1 and A 2 of E with the same (i.e. 8-equivalent) disc potentials P 1 " P 2 , our argument shows that they are 8-equivalent by proving that each of them is 8-equivalent to the matrix factorisation algebra B min 0 . We now outline another possible approach, where one starts with the identity isomorphism id E between the Clifford algebras HpA 1 q and HpA 2 q-this holds because the quadratic parts of P 1 and P 2 coincide-and tries to lift this step-by-step to an 8-equivalence Φ " pΦ k q. A similar problem was considered by Seidel in [24, Section (1g)], where he proved the following result Proposition 1.23 (Simplified version of [24, Lemma 1.9]). If Z-graded A 8 -algebras A 1 and A 2 have the same cohomology algebra A, and if the Hochschild cohomology groups HH 2 pA, Aq 2´r vanish for all r ě 3, then there exists an A 8 -map Φ : A 1 Ñ A 2 inducing the identity map on cohomology.
Sketch proof. Suppose we have constructed Φ 1 , . . . , Φ r´1 so that the A 8 -homomorphism equations are satisfied up to and including order r´1, for some r ě 3. Take an arbitrary Φ r and consider the difference between the two sides of the order-r A 8 -homomorphism equation
This descends to a cocycle in CC 2 pA, Aq 2´r , defined using the bar complex, and by assumption there exists a Hochschild cochain σ with d Hoch σ " (5). The latter says precisely that if Φ r´1 is replaced with Φ r´1´σ then (5) vanishes at cohomology level (the lower order equations are not affected). One can then modify Φ r to make (5) vanish at chain level, and proceed by induction.
In our case the A 8 -algebras A 1 and A 2 are only Z{2-graded, and hence so is the Hochschild cohomology. Moreover, the groups HH 2 pA, Aq 2´r are in general non-zero: assuming for now that the quadratic part of P 1 " P 2 vanishes, so that A is just E " ΛV , the Hochschild-Kostant-Rosenberg (HKR) theorem [17] tells us that
Here the subscript r denotes the homogeneous degree r part of the power series ring, and the s is in Z{2. (If one is worried about applying HKR over a ground ring that isn't a field, one can explicitly resolve A as an A-bimodule using the Koszul resolution and see the isomorphism (6) directly.) In terms of the bar complex, the HKR map is given [25, Equation (3.13) ] by
Now suppose we have constructed the first r´1 terms Φ 1 , . . . , Φ r´1 of an 8-equivalence A 1 Ñ A 2 , so that the A 8 -homomorphism equations A 1 Ñ A 2 are satisfied up to and including order r´1. The difference (5) again defines a Hochschild cocycle, and under (7) it is sent to the degree r part of P 2˝fΦ´P1 . By our inductive hypothesis, the Φ k coincide with Id k E at associated graded level so f Φ is the identity. Our assumption that P 1 " P 2 then ensures that the obstruction class P 2˝fΦ´P1 vanishes, so we can pick a σ which cobounds and replace Φ r´1 with Φ r´1´σ to make the order-r A 8 -homomorphism equation hold. There is no need to modify Φ r -which doesn't even appear in the equation, and which we may as well take to be zero-since µ 1 " 0. Then continue inductively.
To make this precise one needs to check that σ can be chosen to be strictly unital, and to respect the filtration and vanish at the associated graded level. The former can be achieved by working with the reduced bar complex, whilst for the latter one can introduce a formal variable T of degree 2 and insert appropriate powers of T into all formulae to restore Z-gradings. The expression (5) is then divisible by T , as well as being a cocycle, and one needs to show that it is of the form T d Hoch σ. In the present case (A " E) this is clear since no T 's appear in the product on A and hence the Hochschild complex splits as a direct sum over powers of T . To extend the whole argument to the general case, where the quadratic part of P 1 " P 2 is non-zero and so A is a non-trivial Clifford algebra, one would need to compute the Hochschild cohomology with T adjoined and check that (5) is of the required form.
We do not pursue this, but instead give the argument outlined earlier based on the localised mirror functor. This has the advantage of being more direct and geometric, realising our A 8algebra concretely in the dg-category of matrix factorisations (and in doing so providing a simple dg-model for it), as well as being more explicit. It is also more elementary-for example, it requires no mention of the word 'Hochschild'-and is better suited to our ultimate goal of proving homological mirror symmetry; in particular, it allows us to prove Theorem 5. However, the two approaches are actually more closely related than they may appear: Seidel describes his argument as a 'nonlinear analogue of a spectral sequence', and the localised mirror functor can be seen as linearising it to the (ordinary) spectral sequence we use to compare the dg-algebras B and B 0 . 1.7. Related results: deformation theory. A 8 -deformations of the exterior algebra have been studied before in the context of mirror symmetry, from the perspective of formal deformation theory and without the strong hypothesis of superfilteredness (i.e. without assuming that the A 8 -operations respect the obvious filtration and reduce to the standard operations on E at the associated graded level). The approach pioneered by Seidel [25, Sections 3-5] begins with the differential graded Lie algebra (dgla) of Hochschild cochains, which governs A 8 -deformations, and applies Kontsevich's formality theorem [18] and HKR to replace it with the dgla of polyvector fields. This is essentially the right-hand side of (6), equipped with the Schouten bracket and a grading shift, but there is also an extra formal deformation parameter , with respect to which one takes a completion. Any given deformation can then be described by a gauge-equivalence class of polyvector fields, and the goal is to identify this class from the computation of a finite number of A 8 -operations. That this is a reasonable task is a consequence of finite determinacy for singularities [31] : a formal function with an isolated critical point can be identified up to formal change of variables by a finite number of terms in its expansion.
This technique is very powerful, underpinning (amongst other applications) proofs of homological mirror symmetry by Seidel [25] , Efimov [11] and Sheridan [26, see in particular Theorem 2.91]. However, it requires significant ingenuity, and manipulations that are often specific to the situation at hand, exploiting additional constraints on the algebra that are known to exist for geometric reasons. It also relies heavily on working in characteristic zero, both for the framing of the deformation problem in terms of dgla's (or L 8 -algebras) and for the formality theorem to hold.
We end this dicsussion by mentioning the following theorem of Efimov The corresponding result in the superfiltered world is the easy observation that the map (1) is well-defined when d " 1 (plus Theorem 2). In contrast, Efimov's result is highly non-trivial.
1.8. Structure of the paper. Section 2 sets up the main algebraic objects-namely, filtered matrix factorisations-describes the factorisation E 0 , and then studies its endomorphism algebra B 0 . We construct the minimal model B min 0 and calculate its disc potential (Theorem 2). In Section 3 we study the localised mirror functor in this setting, show that gives us a description of an arbitrary superfiltered deformation A of E (Theorem 4), and deduce our main classification result (Theorem 1). Finally, in Section 4 we switch to the geometric localised mirror functor and prove our local mirror symmetry statements (Theorems 5 and 6). This assumes some familiarity with Floer theory, in contrast to Sections 2 and 3 which are purely algebraic.
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The matrix factorisation E 0
In this section we review matrix factorisations, construct the object E 0 from Section 1.2, and study its endomorphism algebra B 0 and the minimal model B min 0 . The section culminates with the computation of the disc potential of B min 0 , proving Theorem 2 and hence surjectivity of (1). Apart from our focus on filtrations, this is largely standard.
Algebraic setup.
A module X is superfiltered if it carries a Z{2-grading X " X 0 ' X 1 and an increasing Z-filtration F p X which is compatible with the grading in the sense that F p X " pF p X X X 0 q ' pF p X X X 1 q and F p`1 X X X p " F p X X X p for all p P Z. A Z-grading X pnq induces a superfiltration by setting
Given superfiltered X and Y , we say a module map f : X Ñ Y is superfiltered of degree r P Z if it has degree r mod 2 and sends F p X into F p`r Y . We call the induced degree r map gr X Ñ gr Y its leading term. There are natural notions of superfiltered dg-and A 8 -algebras. Our conventions on A 8 -algebras follow those of Seidel [24] . In particular, on a Z-graded A 8algebra A the A 8 -operation µ k : Ar1s bk Ñ Ar1s has degree 1 (in the superfiltered context this means it has degree 1 mod 2, and maps from filtration level p to p`1), and the A 8 -equations read ÿ i,j p´1q i µ k´j`1 pa k , . . . , a i`j`1 , µ j pa i`j , . . . , a i`1 q, a i , . . . , a 1 q " 0 for all k and all homogeneous a 1 , . . . , a k P A, where i " |x 1 |`¨¨¨`|x i |´i. As usual, r1s denotes shift by 1 (so Ar1s i " A i`1 ), and summations without explicitly specified ranges will be assumed to mean 'sum over all choices for which the expression makes sense'. Similarly, for an A 8 -homomorphism Φ : A 1 Ñ A 2 (of degree 0) the components Φ k : A 1 r1s bk Ñ A 2 r1s have degree 0 and satisfy ÿ i,j p´1q i Φ k´j`1 pa k , . . . , a i`j`1 , µ j A 1 pa i`j , . . . , a i`1 q, a i , . . . , a 1 q " ÿ r ÿ s 1 ,...,sr s 1`¨¨¨`sr "k µ r A 2 pΦ sr pa k , . . . , a k´sr`1 q, . . . , Φ s 1 pa s 1 , . . . , a 1 qq.
We view a dg-algebra (or category) as a formal A 8 -algebra (category) by setting (8) µ 1 paq " p´1q |a| da and µ 2 pa 2 , a 1 q " p´1q |a 1 | a 2 a 1 , with all higher operations zero.
Filtered matrix factorisations.
We begin by collecting the basic concepts of matrix factorisations; see Dyckerhoff [10] (whose treatment we follow), or the originating paper of Eisenbud [12] , for a much fuller discussion. We also introduce the obvious filtered modifications.
Definition 2.1. Given a ring R and an element w P R, a matrix factorisation of w over R comprises a Z{2-graded free R-module X " X 0 ' X 1 , of finite rank, and an R-linear endomorphism d of degree 1 such that d 2 " w id X . These form the objects of a Z{2-graded dg-category mfpR, wq over R, in which hom i pX, X 1 q comprises R-linear maps X Ñ X 1 of degree i, with differential
Composition is defined in the obvious way. { { Remark 2.2. Unfortunately there seems to be no standard name for the endomorphism d of X. We propose (without hope or expectation that it will catch on) the name squifferential, both because it is suggestive of 'a squiffy differential', and because it is the square of d which is equal to the element w that we're factorising.
{ {
Next we introduce the filtered versions we need.
Definition 2.3.
A filtered matrix factorisation is a matrix factorisation pX, dq such that X is superfiltered, and d is superfiltered of degree 1. These form a superfiltered dg-(or formal A 8 -)category over R, which we denote by mf filt pR, wq.
{ {
Now restrict to the case where R " R 0 V as in Section 1, and assume that w lies in the ideal m 2 . We define the filtered matrix factorisation E 0 as follows (this is simply the stabilisation of R 0 in the sense of [10, Section 2.3]). Take the underlying module to be E R :" R b E, where E " ΛV as usual and undecorated tensor products are taken over R 0 . We equip this with the standard superfiltration induced by its Z-grading. Since w is in
where v is as in Definition 1.3 and denotes (the R-bilinear extension of) contraction between V _ and ΛV . We then define the squifferential of E 0 to be d E 0 : a Þ Ñ´pv^a`q w aq.
This respects the filtration and squares to w id E R . The reason for the overall minus sign is to make the leading term agree with that of the matrix factorisation E that we define later.
Remark 2.4. Explicitly, if v 1 , . . . , v n is a basis for V , v _ 1 , . . . , v _ n is the dual basis for V _ , and x 1 , . . . , x n P R are the corresponding coordinate functions on V , then v " ř i x i v i and q w "
Endomorphisms of E 0 . Let B 0 denote the dg-algebra end mf filt pE 0 q, viewed as an A 8 -algebra via (8) . In this subsection we show that its cohomology HpB 0 q is isomorphic to the exterior algebra E as a superfiltered module (canonically at the associated graded level), and verify the hypotheses that allow us to transfer the dg-structure to an A 8 -structure on E to give our minimal model B min 0 . Remark 2.5. The dg-algebra B 0 is defined over R, and the isomorphism HpB 0 q -E holds as Rmodules. In order to transfer the A 8 -structure from B 0 to E we have to work over R 0 , but this is not a problem because ultimately it's A 8 -algebras over R 0 that we care about.
Take bases and coordinates as in Remark 2.4. Our first goal is to produce a collection of cocycles in B 0 which will descend to an R 0 -basis for F 1 H 1 pB 0 q. If q w were zero then we could just take the elements v i^‚ in B 0 , but in general we have to add a lower order correction to satisfy the cocycle condition, and in order to compute the disc potential of B min 0 later we will actually need an explicit expression for it. To write this correction, note that since each w i lies in the ideal m we have w i "´ÿ j λ ij x j for some λ ij in R 0 . The corrected cocycles are then given by Lemma 2.6. For each i, the map f i in B 0 " End R pE R q given by
Proof. We need to check that d E 0˝f i`fi˝dE 0 " 0. The wedge terms in d E 0 and f i graded-commute with each other, as do the contraction terms, so up to an overall minus sign we can express the left-hand side in terms of graded commutators (which here amount to anticommutators) as
Using rv l^‚ , v _ m ‚s " δ lm id E R , this becomes pw i`ř j λ ij x j q id E R , which is zero by construction. Next we compute HpB 0 q, so define an R 0 -linear map ι : E Ñ B 0 by sending the basis element v i 1^¨¨¨^v ir , with i 1 ă¨¨¨ă i r to the product f i 1˝¨¨¨˝f ir . Note this is superfiltered of degree 0, but is not in general an algebra map since the f i need not graded-commute.
Lemma 2.7. The map ι : pE, 0q Ñ pB 0 , µ 1 B 0 q is a quasi-isomorphism of chain complexes over R 0 . Proof. The fact that ι is a chain map follows from the Leibniz rule since the f i are cocycles. It remains to check that ι induces an isomorphism on cohomology. To do this, consider the spectral sequence computing HpB 0 q from its filtration. The associated (Z-)graded complex of the matrix factorisation E 0 is pE R ,´v^‚q, so the associated (Z-)graded dg-algebra of B 0 -which is the zeroth page of the spectral sequence-is the endomorphism dg-algebra of the latter complex. We denote this dg-algebra by E dg .
Since pE R ,´v^‚q is the Koszul resolution of E n R {m -Λ n V -R 0 r´ns as an R-module (here E n R denotes the degree n part of E R ), the cohomology HpE dg q-which is the first page of the spectral sequence-is the Ext-algebra of R 0 r´ns (equivalently R 0 ). By computing this as homomorphisms from pE R ,´v^‚q to R 0 r´ns, one sees that it is isomorphic to E itself as a Z-graded R-algebra, with e P E acting on pE R ,´v^‚q as x Þ Ñ e^x. In this sense E dg is a dg-model for E, hence the name.
We immediately see that the map ι induces an isomorphism Hpgr Eq Ñ Hpgr B 0 q on the first page. Since the image of ι comprises cocycles, everything must survive to the limit page, which shows that ι˚: gr HpEq Ñ gr HpB 0 q is also an isomorphism. This in turn implies the desired result, namely that ι˚: E " HpEq Ñ HpB 0 q is an isomorphism.
To transfer the dg-structure on B 0 to an A 8 -structure on E we use Markl's Christmas carp paper [20] ; for this we need to show that we are in his 'Situation 1'. Concretely this means we need a chain map π : B 0 Ñ E and a chain homotopy from id B 0 to ι˝π. Given f P B 0 , we define πpf q by viewing f as an endomorphism of E R , applying it to 1 P E R , then reducing modulo m to give an element of E R {m " E. This defines a superfiltered R-linear map, and is precisely the Ψ of [8, Lemma 7.19].
Lemma 2.8. π is a chain map, π˝ι " id E , and there exists an R 0 -linear chain homotopy η satisfying
Moreover η can be chosen to be superfiltered of degree´1 and to satisfy the side conditions η˝ι " 0, π˝η " 0, and η 2 " 0.
Proof. Being a chain map amounts to the vanishing of π˝µ 1 B 0 , and this holds since d E 0 , and hence µ 1 B 0 , is zero modulo m. The composition π˝ι " id E can be read straight off from the definitions.
To construct the homotopy η note that B 0 decomposes as the direct sum of the subcomplexes im ι and ker π over R 0 . Moreover this decomposition is compatible with the Z{2-grading and filtration, in that it induces a decomposition of each grading-and filtration-level. The map ι˝π coincides with id B 0 on im ι, since π˝ι " id E , so we define η to be 0 on im ι. It remains to define η on the superfiltered complex pker π, µ 1 B 0 q, which we denote by pC, dq.
To do this, note that C itself is Z-graded (inherited from B 0 " End R pE R q), and we can write d as d 1`d´1 where d i has degree i. We shall inductively construct R 0 -linear endomorphisms η´1, η´3, . . . of C, of degrees´1,´3, . . . , so that η :" η´1`η´3`. . . gives a homotopy, i.e. satisfies (10) 
We'll deal with the side conditions at the end. We claim first that pC, d 1 q is acyclic. Assuming this, the fact that C is free over R 0 and bounded above in degree then means that pC, d 1 q is nullhomotopic; i.e. there exists η´1 of degree´1 such that d 1 η´1`η´1d 1 "´id C . Now suppose that for some j ě 2 we have built η´1, . . . , η´2 j`1 , of the correct degrees, satisfying (10) for i " 1, . . . , j´1. Let θ " d´1η´2 j`1`η´2j`1 d´1 and define η´2 j´1 to be´θη´1. This has degree´2j´1, and the left-hand side of the i " j case of (10) iś d 1 θη´1´θη´1d 1`θ "´θpd 1 η´1`η´1d 1 q`θ " 0 (the first equality uses the fact that d 1 θ " θd 1 , obtained by taking the commutator of the i " j´1 case of (10) with d 1 ). Inductively we build the full map η.
Apart from the side conditions, it remains to prove the claim, namely that pC, d 1 q is acyclic. For this, note that pC, d 1 q is simply ker π viewed as a subcomplex of the associated graded gr B 0 (rather than of B 0 itself), which we called E dg in Lemma 2.7. Strictly the differentials d 1 and d E dg differ by a sign coming from (8), because d 1 is defined in terms of µ 1 B 0 , but this is irrelevant for our purposes. In Lemma 2.7 we saw that all of the cohomology of E dg comes from the complementary subcomplex given by the image of gr ι. This means that pC, d 1 q itself must be acyclic, proving the claim.
Finally we check the side conditions. By construction, η vanishes on im ι and lands in C " ker π, so the only non-obvious condition is η 2 " 0. This may not hold for η as defined, but we can remedy this by replacing η with η´dη 3 d. This doesn't affect any of the other properties.
Markl's construction in [20] then gives Remark 2.10. This construction did not completely originate with Markl, and in [20] he gives some history and alternative perspectives. The significance of [20] is that it provides explicit formulae which make it easy to check various properties of the objects involved.
{ {
2.4.
Properties of the minimal model. We need to establish some basic properties of the A 8algebra B min 0 and the A 8 -map Π. These are given by the following three lemmas. Here η˝p 1 is interpreted as id B 0 ; we don't need p 1 itself since µ 1 min is already chosen to be zero. Since we are using the ordering and sign conventions of Seidel for A 8 -algebras, the signs for the above formulae are given in [24, Proposition 1.12] .
The first important property to notice is that p k is (by induction) superfiltered of degree 1, so µ k min is too. It therefore defines a superfiltered A 8 -structure on E. We just need to check that it is strictly unital and that it reduces to the standard formal structure on the associated graded. For the latter, take homogeneous elements a 1 , . . . , a k in E. We want to show that the leading term of µ k min pa k , . . . , a 1 q is p´1q |a 1 | a 2^a1 if k " 2 (the sign comes from translating to the A 8 -world by (8) , as usual) and is 0 otherwise. Letting « denote equality of leading terms, for k " 2 we have µ 2 min pa 2 , a 1 q " π˝µ 2 B 0 pιpa 2 q, ιpa 1« π˝ιpp´1q |a 1 | a 2^a1 q " p´1q |a 1 | a 2^a1 , which is what we want. Here the « uses that fact that although ι is not an algebra homomorphism with respect to wedge product on E, it is to leading order (i.e. gr ι is an algebra homomorphism), whilst the final equality uses π˝ι " id E . For k ą 2 note that if we unwind the inductive definition of µ k min , or more easily if we look at the tree description of p k in [20, Section 4] , then each summand contains (possibly nested inside other applications of µ 2 B 0 and η) an expression of the form (11) η˝µ 2 B 0 pιpa i`1 q, ιpa i qq. Again using the fact that ι is an algebra homomorphism to leading order, and the fact that η is zero by definition on the image of ι, we see that the leading term of (11) is zero.
Finally we deal with strict unitality. Since ιp1 E q " 1 B 0 it is clear that 1 E is a unit for µ 2 min . We now just need to check that µ k min pa k , . . . , a 1 q vanishes if k ą 2 and some a i is equal to 1 E . To do this, note (e.g. by considering the tree description) that each term in the expansion of µ k min pa k , . . . , a 1 q contains an expression of one of the following forms: ..,srě1 s r`1 ě0,2´r s 1`¨¨¨`sr`1 "k˘p r r`s r`1 pa k , . . . , a k´s r`1`1 , η˝q sr pa k´s r`1 , . . . q, ιπ˝q s r´1 p. . . q, . . . , ιπ˝q s 1 p. . . , a 1 qq.
We have translated Markl's expressions to our ordering convention, and do not need the precise signs. The p i j themselves have an inductive definition, and since B 0 is formal this simplifies to (13) p i j pa j , . . . , a 1 q "
The map Π k then inherits superfilteredness of the correct degree from ι, π, η, and µ 2 B 0 . To prove the required vanishing property of Π k we shall show by induction on k that q k vanishes on pim ιq bk for k ě 2. To do this, focus on the term η˝q sr in (12) . Since s r is less than k, this term vanishes by induction if s r ě 2. We are left to deal with the case s r " 1, where the term is η˝q 1 pa k´sr`1 q " ηpa k´sr`1 q.
This vanishes since η˝ι " 0, completing the inductive step and proving the lemma.
Lemma 2.13. The map Π is strictly unital.
Proof. The unit 1 B 0 in B 0 is id E R , and Π 1 " π sends this to 1 E in B min 0 " E. We claim that q k pa k , . . . , a 1 q lands in the image of η whenever k ě 2 and some a i is equal to 1 B 0 . The lemma then follows from the definition of Π k as π˝q k , in conjunction with the side condition π˝η " 0.
To prove the claim, we begin by expanding out (12) using (13): (14) q k pa k , . . . , a 1 q "˘µ 2 B 0 pa k , η˝q k´1 pa k´1 , . . . , a 1k´1 ÿ j"1˘µ 2 B 0 pη˝q k´j pa k , . . . , a j`1 q, ιπ˝q j pa j , . . . , a 1ÿ s 1 ,s 2 ě1 s 1`s2 ďk´1˘µ 2 B 0 pa k , η˝p k´1 pa k´1 , . . . , a s 1`s2`1 , η˝q s 2 pa s 1`s2 , . . . , a s 1`1 q, ιπ˝q s 1 pa s 1 , . . . , a 1.
We now argue by induction on k, considering the possible positions where the 1 B 0 can occur in each term on the right-hand side of (14)-say we have a i " 1 B 0 . In the first term: if i " k then use unitality of µ 2 B 0 ; if i ă k and k " 2 then use the fact that q 1 " id B 0 and that ηp1 B 0 q " ηpιp1 E" 0; otherwise use the inductive hypothesis and the side condition η 2 " 0. In the second term: if i ě j`1 then similar arguments apply; otherwise use ιπ˝q 1 p1 B 0 q " 1 B 0 and unitality of µ 2 B 0 if j " 1, and the inductive hypothesis plus π˝η " 0 if j ą 1. For the third term: if i " k then use unitality of µ 2 B 0 ; if i " s 1`1 and s 2 " 1 then use ηp1 B 0 q " 0; and if i ď s 1`s2 and s 1 , s 2 ě 2 then use the inductive hypothesis and side conditions. This leaves the cases s 1`s2`1 ď i ď k´1 and i " s 1 " 1, and these follow from the fact that η˝p ě2 vanishes whenever some input is 1 B 0 (proved by a similar argument to the proof of strict unitality of B min 0 in Lemma 2.11).
2.5.
Computing the disc potential. The last thing we need to do whilst studying B min 0 is to calculate its disc potential. This computation was essentially done by Dyckerhoff (without signs or full proof) in [ Proof. Introduce formal variables t 1 , . . . , t n , and let v t denote ř i t i v i ; we will compute P 0 in terms of these new variables, rather than the x i , since the latter already denote the variables in the ring R. Similarly, let p v t denote ř i t i f i . Extending all operations multilinearly in the t i we obtain P 0 ptq "
Expanding out the p k on the right-hand side, the innermost nested term is
Plugging this into the expansion, and writing Λ for´p ř j,k t j t k λ jk q, we get P 0 ptq "
The sign arises, once again, from (8).
It's only the leading term of this expression that we need, so we may replace each p v t with v t^‚ . We may also replace η by η´1, and we can give an explicit formula for this on the m id E R summand of ker π as follows. Pick R 0 -linear maps m 1 , . . . , m n : m Ñ R such that for any r P R we have r " ř i x i m i prq. (We could have chosen these earlier and defined w i to be m i pwq and λ ij to bé m j pw i q.) Then set
Applying µ 1 B 0˝η´1`η´1˝µ 1 B 0 to r id E R , for r P m, the η´1˝µ 1 B 0 pr id E R q term vanishes and we get
so this η´1 is indeed a valid choice of homotopy (satisfying (9) to leading order) on m id E R . We extend it to all of R id E R by defining it to be zero on R 0 id E R .
A similar computation gives rv t^‚ , η´1pr id E R qs "´ÿ i t i m i prq id E R for all r in m. Inductively applying this to the right-hand side of
we see that the kth summand is ÿ
where Λ pkq is the part of Λ which is of degree k in the x i . The Λ pjq term in this summand, for j ă k, is killed by the pj`1qst application of η´1, which vanishes on R 0 id E R . The Λ pąkq terms, meanwhile, are killed by the application of π. Using the definition of the m i we conclude that
Substituting the t i back to x i , we get P 0 " w.
As an immediate consequence we deduce Corollary 2.15. The map (1) is surjective.
The matrix factorisation E
For Theorem 1 it remains to prove injectivity of (1), and for this recall the strategy outlined in Section 1.4. Given a superfiltered A 8 -deformation A " pE, pµ k q kě2 q of E with disc potential P P m 2 Ă R we shall build a matrix factorisation E of P, and an A 8 -homomorphism Φ from A to B " end mf filt pE q. Letting E 0 denote the matrix factorisation of w considered above, with w set to P, we shall then construct an A 8 -homomorphism Ψ from B to B 0 " end mf filt pE 0 q, and combine this with the projection Π from B 0 to its minimal model B min 0 to obtain an 8-equivalence A Π˝Ψ˝Φ Ý ÝÝÝÝÝ Ñ B min 0 . Finally we deal with d ă 8 by reducing to d " 8 using formal diffeomorphisms.
3.1. The localised mirror functor. Fix then for the rest of the section such a superfiltered deformation A. Let v P m b V be as in Definition 1.3, so its disc potential P is given by
after extending the µ k -operations R-multilinearly.
In this subsection we construct, following Cho-Hong-Lau [8, Section 2.3], the filtered matrix factorisation E P mf filt pR, Pq and a strictly unital superfiltered A 8 -homomorphism Φ : A Ñ B :" end mf filt pE q over R 0 , of degree 0. Note we use different A 8 -conventions from [8] so our formulae have different signs. Before getting into the construction we introduce modified degree 1 operations µ k v : Ar1s bk Ñ R b Ar1s, defined by extending the µ k R-multilinearly again and setting µ k v pa k , . . . , a 1 q " ÿ lě0 µ k`l pa k , . . . , a 1 , v, . . . , vq.
By applying the A 8 -relations to a k , . . . , a 1 , v, . . . , v, and using strict unitality, we obtain
. . , a i`j`1 , µ j pa i`j , . . . , a i`1 q, a i , . . . , a 1 q ÿ jě1 µ k´j`1 v pa k , . . . , a j`1 , µ j v pa j , . . . , a 1"
where i denotes |x 1 |`¨¨¨`|x i |´i as usual.
With this in hand, we define E to have underlying superfiltered module E R " R b E (as in Section 2.2), and squifferential d E given by d E a " p´1q |a| µ 1 v paq for all a. Lemma 3.1 ([8, Theorem 2.19] ). This E is indeed an object of mf filt pR, Pq.
Proof. The map d E is superfiltered of degree 1 because the operations µ k on A are superfiltered of degree 1. It remains to check that d 2 E " P, which amounts to´µ 1 v pµ 1 v paqq " Pa for all a, and this is just the k " 1 case of (15) .
The next task is to define the A 8 -algebra map Φ : A Ñ B " end mf filt pE q. For each k ě 1 we thus need to give a degree 0 map Φ k : Ar1s bk Ñ Br1s, and since B is the space of R-linear maps E R Ñ E R -or equivalently R 0 -linear maps A Ñ R b A-we may express Φ k as a degree 1 map
In this laguage, and still following [8, Section 2.3] (modulo the change of conventions), we define (16) Φ k pa k , . . . , a 1 qpa 0 q " p´1q |a 0 | µ k`1 v pa k , . . . , a 1 , a 0 q. Theorem 2.19] ). This Φ is indeed an A 8 -algebra map (over R 0 ), and is strictly unital and superfiltered of degree 0.
Proof. The fact that it is strictly unital and superfiltered of degree 0 follow from strict unitality and superfilteredness of the µ k . It remains to check the A 8 -homomorphism relations, namely that for all tuples a 1 , . . . , a k in A (with k ě 1) we have
. . , a i`j`1 , µ j pa i`j , . . . , a i`1 q, a i , . . . , a 1 q " ÿ r ÿ s 1 ,...,sr s 1`¨¨¨`sr "k µ r B pΦ sr pa k , . . . , a k´sr`1 q, . . . , Φ s 1 pa s 1 , . . . , a 1 qq.
Applying the left-hand side to a 0 P A gives ÿ iě0,j p´1q i`| a 0 | µ k´j`2 v pa k , . . . , a i`j`1 , µ j pa i`j , . . . , a i`1 q, a i , . . . , a 0 q, which by (15) we can rewrite as
The right-hand side of (17), meanwhile, only has terms with r " 1 or 2 (since B is formal), so applying it to a 0 we get
. . , a j`1 q˝Φ j pa j , . . . , a 1 qpa 0 q.
Plugging in the definitions of d E and Φ, this becomes
. . , a j`1 , µ j`1 v pa j , . . . , a 0 qq, which is exactly (18).
3.2.
Comparing E 0 and E . The above construction of E , and the construction of E 0 from Section 2.2 with w " P, provides us with two objects in the category mf filt pR, Pq, both with underlying module E R . The squifferential on E 0 is defined explicitly by d E 0 a "´pv^a`q w aq, whilst that on E depends on the A 8 -operations on our given deformed algebra A. Note that although d E is complicated, its leading term (in the sense of Section 2.1) is simply p´1q |‚| µ 2 p‚, vq. This is because the leading terms of µ 3 pa, v, vq, µ 4 pa, v, v, vq, . . . vanish, by our assumption that A deforms the formal A 8 -structure on E. Using (8) , the map p´1q |‚| µ 2 p‚, vq is seen to be´v^‚, so we deduce The endomorphism dg-algebras B and B 0 of E and E 0 both have the same underlying R-algebra, namely End R pE R q; it is only the differentials which are different, and we have just seen that even these agree to leading order. Inspired by [9, Theorem 9.1], our goal in this subsection is to prove Proposition 3.4. The obvious 'identity' map B Ñ B 0 can be corrected (by adding lower order terms) to a unital dg-algebra isomorphism ψ, which is superfiltered of degree 0. This ψ can thus be viewed as the first term in a strictly unital A 8 -homomorphism Ψ over R, with Ψ ą1 " 0.
The key ingredient is Lemma 3.5. The map id E R can be corrected to a cocycle i in hom 0 mf filt pB, B 0 q Proof of Proposition 3.4. Assuming Lemma 3.5, one can inductively write down the two-sided inverse to i, which is automatically of the form id E R`( lower order terms) and a cocycle. The required map ψ is then a Þ Ñ iai´1, where the multiplication takes place in the common underlying algebra.
It remains to prove Lemma 3.5, which we will do via a spectral sequence (compare [9, Theorem 9.1]). In preparation, note that by Lemma 3.3 the associated graded object of both E 0 and E is the chain complex pE R ,´v^‚q over R. This means that the associated graded algebras of B and B 0 are both equal to the dg-algebra E dg from the proof of Lemma 2.7. We are now ready for Proof of Lemma 3.5. Consider the superfiltered chain complex hom mf filt pE 0 , E q, and the spectral sequence built from its filtration. The first page is the cohomology of the associated (Z-)graded complex, which is simply HpE dg q, isomorphic to E. The map id E R corresponds to 1 in E 0 , and we just need to show that it survives the spectral sequence. But this holds for degree reasons: the differential out of E 0 on the rth page maps into a subquotient of E´r. (The graded pieces E i of E are not to be confused with the pages of the spectral sequence, which we have not named.)
Remark 3.6. To produce a spectral sequence with a standard page layout one can introduce a formal variable T of degree 2, as in Section 1.6, and insert powers of T to upgrade the Z{2-grading to a Z-grading. The first page of the spectral sequence is then R 0 rT˘1s b E, with the T p¨Er piece lying in the pth column and pp`rqth row.
{ { Remark 3.7. In principle the object E 0 depends on the choice of q w, but the argument used to prove Proposition 3.4 also shows that any two choices give rise to isomorphic objects in the category Z 0 mf filt pR, wq, whose morphisms are cocycles in mf filt pR, wq which are superfiltered of degree 0. Moreover, the isomorphism can be chosen to be the id End R pE R q to leading order. 
Here B is the endomorphism algebra of the matrix factorisation E and Φ is the map from the localised mirror functor; B 0 is the endomorphism algebra of the reference matrix factorisation E 0 and Ψ is the comparison isomorphism from Proposition 3.4; and Π is the projection from B to its minimal model B min 0 . Our first goal is to show that A is 8-equivalent to B min 0 , which depends on A only through its potential. Proof. Recall that an 8-equivalence is a strictly unital A 8 -homomorphism which is superfiltered of degree 0 and coincides with Id E (given by Id 1 E " id E and Id k E " 0 for k ě 2) at associated graded level. All but the last of the properties automatically hold for Π˝Ψ˝Φ since Φ, Ψ and Π are themselves strictly unital superfiltered A 8 -homomorphisms which are superfiltered of degree 0 (see Lemmas 2.12, 2.13 and 3.2 and Proposition 3.4). It therefore remains to compute the leading term.
From (16) we have Φ 1 pa 1 qpa 0 q " p´1q |a 0 | µ 2 v pa 1 , a 0 q for all a 0 and a 1 . Using the fact that the operations µ k on A agree with the formal exterior algebra structure on E to leading order, we have
where, as before, « denotes equality of leading terms. Similarly, for k ą 1 we have Φ k pa k , . . . , a 1 qpa 0 q " p´1q |a 0 | µ k`1 v pa k , . . . , a 0 q « 0. Next, recall from Section 3.2 that Ψ 1 is given by ψ, which is conjugation by the element i in the algebra End R pE R q that underlies both B and B 0 . This element is id E R to leading order, so combining this with the previous paragraph we obtain (19) pΨ˝Φq 1 paq « a^‚ for all a in A " E. Meanwhile, Ψ k is defined to be zero for k ą 1, so (again using the previous paragraph) we have pΨ˝Φq k « 0 for such k.
Turning now to Π, recall from Section 2.3 that Π 1 is given by π, which sends f P End R pE R q to the reduction of f p1q modulo m. Plugging this into (19) we obtain pΠ˝Ψ˝Φq 1 paq « a for all a. Finally consider the leading term of pΠ˝Ψ˝Φq k pa k , . . . , a 1 q for k ą 1. Since the leading terms of the pΨ˝Φq ą1 vanish, the only contribution we need consider is that from
where ι is the map E Ñ End R pE R q from Section 2.3. By Lemma 2.12 the right-hand side is zero.
We deduce Corollary 3.9. Any two superfiltered A 8 -deformations of E whose disc potentials are 8-equivalent are themselves 8-equivalent. Combined with Corollary 1.11, this proves Theorem 1 for d " 8.
Proof. Proposition 3.8 shows that both algebras are 8-equivalent to the same B min 0 . It is now a simple matter to complete the proof of Theorem 1. Proposition 3.10. Corollary 3.9 holds with 8 replaced by any d in t0, 1, 2, . . . , 8u.
Proof. Suppose A 1 and A 2 are superfiltered deformations and f : V Ñ V is a d-equivalence between their potentials, so P 1 " P 2˝f . The linear part of f defines a linear autmorphism of V , and thus induces a linear automorphism of E which we denote by ∆ 1 . For each k ě 2 the homogeneous degree k part of f gives a map V bk Ñ V , and we extend this to a degree 0 map ∆ k : Er1s bk Ñ Er1s using the projection-onto and inclusion-of the degree 1 part of E (with its Z-grading). We can view this ∆ as a formal diffeomorphism of A 1 ('∆' stands for 'diffeomorphism'), meaning a sequence of maps A 1 r1s bk Ñ A 1 r1s whose k " 1 component is a linear automorphism. There is then a unique A 8 -algebra structure on E, denoted by ∆˚A 1 , such that ∆ defines an A 8 -isomorphism A 1 Ñ ∆˚A 1 .
Since ∆ is strictly unital and superfiltered of degree 0 we have that ∆˚A 1 is a superfiltered deformation of E. Moreover, by construction ∆ gives a d-equivalence A 1 Ñ ∆˚A 1 , and the potential P 1,∆ of ∆˚A 1 satisfies P 1 " P 1,∆˝f∆ " P 1,∆˝f , where f ∆ is the change of variables as defined after Remark 1.9. Plugging in P 1 " P 2˝f , we see that P 2 " P 1,∆ and hence that A 2 is 8-equivalent to ∆˚A 1 by Corollary 3.9. Composing the d-equivalence ∆ : A 1 Ñ ∆˚A 1 with an 8-equivalence ∆˚A 1 Ñ A 2 , we obtain the desired d-equivalence A 1 Ñ A 2 .
Monotone Lagrangian tori
In this short final section we change direction slightly, and move from pure algebra into Floer theory (with which some familiarity is assumed), although the new contribution-Proposition 4.6is purely algebraic. We discuss the geometric version of the localised mirror functor for Lagrangian tori from Section 1.5, and apply the techniques from above to prove Theorems 5 and 6. 4.1. The geometric localised mirror functor. Recall from Section 1.5 that in [9] Cho-Hong-Lau constructed, starting from a montone Lagrangian torus L inside a symplectic manifold X, an A 8 -functor from the monotone Fukaya category of X to the category of matrix factorisations of W L . Here W L : H 1 pL; R0 q Ñ R 0 is the superpotential of L, which sends a local system ρ P H 1 pL; R0 q to a certain count of holomorphic discs bounded by L, weighted by the holonomy of ρ around their boundaries. A precise description is given in [9, Definition 2.2]; we set their variable T to be 1. Note that W L can equivalently be viewed as an element of the group algebra R 1 :" R 0 rH 1 pL; Zqs.
Remark 4.1. We should assume that X is either compact or tame (convex or geometrically bounded) at infinity, to ensure compactness of the relevant holomorphic curve moduli spaces.
{ { Remark 4.2.
The assumption of monotonicity can be weakened to 'positivity'-see [9, Assumption 2.1]-at the expense of working over a Novikov ring and (a priori at least) making the construction dependent on a specific choice of almost complex structure on X. As Cho-Hong-Lau remark, if one is happy to employ more sophisticated techniques then it should be possible in characteristic 0 to weaken the assumption further, to unobstructedness of L. In this case, however, one loses the filtration that is crucial to our arguments.
{ {
This functor, which we denote by LM L geom , is morally equivalent to the localised mirror functor described in Section 3.1, but replaces the algebraic description in terms of insertions of v into the A 8 -operations with a geometric description which takes the ordinary A 8 -operations on the Fukaya category and modifies the definition by incorporating additional weights in R 1 . One should think of the insertions of v as giving the formal expansions of these weights.
Stated precisely, the output of their construction is . For each λ P R 0 , LM L geom defines an A 8 -functor LM L geom : F λ pX, ωq Ñ mfpR 1 , W L´λ q, where F λ pX, ωq is the 'λ-summand' of the monotone Fukaya category, comprising those objects L with 'm 0 pLq " λ' (see [27, Section 1.1] for details, where m 0 is called w).
4.2.
The matrix factorisations. For each critical point ρ of W L with critical value λ, the object pL, ρq obtained by equipping L with the local system ρ is non-zero in F λ pX, ωq. Moreover, its endomorphism algebra CF˚ppL, ρq, pL, ρqq can be arranged (by suitable choice of perturbation data, in the sense of Seidel [24, Section (8e)]) to be a superfiltered deformation of E, where E " ΛV as usual, and V " H 1 pL; R 0 q.
Fix a basis of H 1 pL; Zq, let z 1 , . . . , z n be the corresponding monomials in R 1 , and let v 1 , . . . , v n be the dual basis for H 1 pL; Zq. Let pρ 1 , . . . , ρ n q be the components of ρ with respect to the coordinates z i , and let v 1 " ř i pz i {ρ i´1 qv i . Assuming that the auxiliary 'gauge hypertori' on L are chosen compatibly with the perturbation data, the functor LM L geom sends the object pL, ρq to a superfiltered matrix factorisation E 1 whose underlying module is R 1 b E, and whose squifferential has leading term´v 1^‚ .
Remark 4.4. Cho-Hong-Lau use 'leading order term' in [9] to mean the next term down in the filtration; what we call the leading term they call the classical part.
{ { Remark 4.5. Recall from Remark 1.13 that CF˚ppL, ρq, pL, ρqq must in general be modified by a formal diffeomorphism to make it strictly unital. It will actually be more convenient for us to leave it unmodified for now, so it is only cohomologically unital, and hence (for this reason only) not technically a superfiltered deformation of E.
{ {
The functor also gives a superfiltered A 8 -algebra map Φ 1 : CF˚ppL, ρq, pL, ρqq Ñ B 1 :" end mf filt pE 1 q.
One can choose the perturbation data and gauge hypertori so that the first component pΦ 1 q 1 sends the cohomological unit to the unit in B 1 , and so that for each i the leading term of pΦ 1 q 1 pv i q is v i^‚ . Let m 1 denote the ideal of R 1 generated by the z i {ρ i´1 . The fact that ρ is a critical point of W L means that W L´λ lies in pm 1 q 2 , and analogously to Section 2.2 we can pick q w 1 in m 1 b V _ such that q w 1 v 1 " W L´λ . We can then define another superfiltered object E 1 0 in mfpR 1 , W L´λ q to have underlying module R 1 b E and squifferential d E 1 0 : a Þ Ñ´pv 1^a`q w 1 aq. The same argument as for Proposition 3.4 and Lemma 3.5 shows Proposition 4.6. The 'identity map' on the underlying modules can be corrected with lower order terms to a cocycle in hom 0 mf filt pE 1 , E 1 0 q. Conjugation by this cocycle gives a superfiltered dg-algebra isomorphism Ψ 1 from B 1 to B 1 0 :" end mf filt pE 1 0 q. Remark 4.7. This conjugation provides the 'quantum change of coordinates' on R 1 b E predicted by Cho-Hong-Lau in [9, Section 8] , and which they constructed by hand for monotone toric fibres of dimension ď 4.
Composing Ψ 1 with Φ 1 , we obtain a cohomologically unital superfiltered A 8 -algebra map Ψ 1˝Φ1 : CF˚ppL, ρq, pL, ρqq Ñ B 1 0 such that the leading term of pΨ 1˝Φ1 q 1 pv i q is v i^‚ . The argument of Lemma 2.7 shows that HpB 1 0 q is isomorphic to E, with e acting as e^‚, so we deduce Theorem 4.8. The map Ψ 1˝Φ1 is a quasi-isomorphism. Hence CF˚ppL, ρq, pL, ρqq is quasiisomorphic, as a cohomologically unital superfiltered A 8 -algebra, to the dg-algebra B 1 0 . Corollary 4.9. The disc potential P of a strictly unital modification of CF˚ppL, ρq, pL, ρqq is 1equivalent to the formal expansion of W L´λ about ρ under the identification z i " ρ i p1`x i q. is also a minimal model for the completion of B 1 0 at m 1 . By Theorem 2 its disc potential is thus the expansion of W L´λ under the identification z i " ρ i p1`x i q. Now modify CF˚ppL, ρq, pL, ρqq to be strictly unital. This can be done in a way which respects the Z{2-grading and filtration, and since the leading term was already strictly unital (it was the formal A 8 -structure on E) we may also ensure the leading term is not affected. An explicit recipe is given by Seidel [24, Lemma 2.1]. The modified Floer algebra is now a genuine superfiltered A 8 -deformation of E. Similarly we can modify our cohomologically unital quasi-isomorphism to be strictly unital, respecting the Z{2-grading and filtration, and without changing its action on cohomology.
The result of this is a 1-equivalence of superfiltered A 8 -deformations from the modified Floer algebra to B 1 min 0 . Hence the disc potential P is 1-equivalent to the claimed expansion of W L´λ .
