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Abstract--The evolution of a cellular automata is modelled by a higher-dimensional point ransformation 
on configuration space. The transformation reflects he interaction fneighbours and has a probabilistic 
interpretation. For certain point transformations, the a ymptotic measure of s ts of configurations can 
be computed by using computer orbits. 
1. INTRODUCTION 
Pattern formation is an important phenomenon i the physical sciences. In two dimensions, for 
example, one is interested in the clustering of trees in a forest or in the spread of disease in a city. 
The three-dimensional problem is important in the context of lattice gases in statistical mechanics 
and the growth of crystals. The collections of papers [1, 2] are indications of the mathematician's 
blossoming interest in biological pattern formation. One such problem of great clinical significance 
is quantitating the ability of cancer cells to invade and aggregate in healthy tissue. Clustering and 
sorting-out of one cell type with respect o another is important in morphogenesis [3]. 
In this paper we shall present a model for interacting cellular systems which employs 
higher-dimensional point transformations on configuration space. The basic characteristics of our 
model are: 
(1) The cells are situated on a discrete set of sites which we call cells. The cells do 
not have to be identical or arranged in a regular array. 
(2) The value of each cell is described by a number in the continuum I = [0, 1]. 
(3) The state of each cell in the array is updated in discrete time steps. 
(4) The value of each cell at time n depends on its own value at time n - 1 and the 
states of health of the cells in a local neighborhood of the cell at time n - 1. 
We shall refer to our model as the point model because it is defined by a point transformation 
on the configuration space. The point model has a lot in common with cellular automata [5], but 
there are important differences: in the point model, the value of each cell ranges in a continuum, 
homogeneity is not required, and the rules for updating the values on the array can vary with 
location. This facilitates the consideration of boundary conditions, for example. The point 
transformation describes the deterministic rule for updating values of the cells, but it can be 
interpreted in a probabilistic way. Furthermore, for point transformations there is theoretical 
justification for using computer orbits on the configuration space to compute the asymptotic 
(invariant) measures for the transformation [6]. These measures are absolutely continuous with 
respect o the Lebesgue measure and are the very ones the computer "likes" to display. In their 
ability to reflect local interaction, these measures on configuration give meaningful prediction for 
the long term behaviour of interacting cellular systems. 
In Section 2, we start with a single cell and present a heuristic explanation of how to construct 
a point transformation on configuration space (in this case one-dimensional) which reflects the 
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dynamics of value change for the cells. These ideas are developed further for a 2-cell system, where 
configuration space is now two-dimensional. In Section 3, we present the general model for N cells 
on any array. 
What makes the implementation of this model useful is a well-developed ergodic theory for 
higher-dimensional transformations. The transformations that arise naturally in our setting are 
Jabtonski transformations [7]. They admit absolutely continuous invariant measures which can be 
approximated by computer generated orbits. 
In Section 4 we show that the point transformation model reduces to the local deterministic rules 
used in classical cellular automata studies [5]. It is also shown that various perturbations on the 
rules can be considered in a natural way in the point model. 
In Section 5, we show that Markov random fields can be modelled by point transformation a d 
we give computational results to display the comparison. 
In Section 6, we use the point model to study the invasion of healthy tissue by cancerous ceils. 
The measure of specific configurations, which can be interpreted as measures of prognosis, are 
found computationally. 
In Section 7, we briefly discuss how the framework of point transformations allows us to study 
a number of theoretical questions raised in Paper 1.5 of Ref. [5]. 
The Appendix displays histograms, representing the wide range of possible asymptotic behaviour 
possible for 1- and 2-cell systems. 
2. A POINT  TRANSFORMATION MODEL FOR 1- AND 2-CELL  SYSTEMS 
The value of a cell is described by a real variable x, taking values in the interval [0, 1]. For 
simplicity, we shall think of a cell as a biological cell whose value represents its state of health on 
a scale of 0-1. When x = 0, we think of the cell as being completely ill, while x = 1 means the cell 
is perfectly healthy. How a cell changes its value or health in a unit of time is represented by a 
transformation T: [0, 1] ~ [0, 1]. If the cell has value x initially, then its value after n units of time 
is T"(x), where T"= T o T . . . . .  T, n times. 
In order to define T, we choose a partition of the value (health) set [0, 1]. For example, [0, 1/3], 
[1/3, 2/3], [2/3, 1] is such a partition, although any finite partition will do. Here, [0, 1/3] denotes poor 
health, [2/3, 1] good health while the middle interval [1/2, 2/3] represents dubious health. Although 
we have chosen a partition of the value set, we shall continue to think of the value of each cell 
as being able to assume any value in the continuum of each partition element. We are now ready 
to define T. 
Let us label the value set [0, 1/3] by 0, [1/3, 2/3] by 1 and [2/3, 1] by 2. Consider now the 
transformation T shown in Fig. 1. Note that on each of the three value sets T is continuous. The 
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Fig. 1. A transformation in one-dimensional configuration Fig. 2. Partition of two-dimensional configuration space. 
space. 
Transformation and measures for cellular automata 15 
parameters P(0-1), P(1-.0), P0-.2), P(2-. t) are called transition probabilities. These parameters can be 
interpreted as the probabilities of going from one value set to another. For example, the probability 
of going from 0 to 1, i.e. from [0, 1/3] to [1/3, 2/3] is 
I[0, 1/3]n T-~[1/3, 2/311 
p01 = I[0, 1/3]1 ' 
where I I denotes length and P0~ is the fraction of [0, 1/3] which is transformed into [1/2, 2/3]. Thus, 
T reflects the probability of a cell changing its value from state 0 to state 1. Note that he same 
transition probabilities can be produced by different transformations. Figure 1 shows a transform- 
ation on the configuration space [0, 1]. What we are interested in is the transformation: T --. limiting 
behaviour on configuration space. In the Appendix, we present a variety of histograms of orbits 
of T for various choices of transition probabilities and transformations. If T is an expanding 
transformation, i.e. [ T'(x)t > 1, then the existence of an absolutely continuous invariant measure 
(acim)/~ is guaranteed. The existence of # reflects the fact that chaotic behaviour exists on the 
configuration space, and the support of f ,  where f is the density of # with respect o the Lebesgue 
measure, indicates that part of configuration space on which the chaos resides. From a general 
result [8], it is known that supp(f)  must contain a discontinuity point of T, i.e. the point 1/3 or 
2/3. If supp(f)  is very small, then we know it must be centred at one of the discontinuity points 
and the dynamics i virtually predictable. If, on the other hand, supp(f)  is broad, the chaotic region 
is large and good predictions are less likely. 
In order to facilitate the definition of the general point transformation i  the next section, we 
extend the foregoing 1-cell model to 2-cells, where each cell can influence the value of the other. 
Let the vector [x~, x2], x~, x2 e /, describe the values of the 2-cell system. The configuration space 
is f~ = 12. Analogous to the 1-cell system, we partition f~ into the following rectangular blocks, 
although, as before, any finite partition of I can be used: 
I i j={[X I ,X2] :X l  ~ Ii, x 2 E /)}, i , j=0 ,1 ,2 ,  
where I0 = [0, 1/3], II = [1/3, 2/3], and/3 = [2/3, 1]. There are 3 2 such blocks as shown in Fig. 2. As 
above, we continue to view the values of the cells as a continuum even though we have partitioned 
the configuration space into discrete blocks. 
We now define T: f~--.t). Since f~ is two-dimensional, T can be written as (T (~), T(:)). First we 
define T (~) on the set Sj = I0jw I~u I2j, j = 0, 1, 2. Let us fix j for the moment. Then T~)= T/~  is 
a two-dimensional surface on Sj. Note that TJ l) is a function of both x] and x:. However, we shall 
write TJ ~) as a function of only the first coordinate and discretize its dependence on the value of 
the second cell. Thus, for example, T~ ~) may look like the graph in Fig. 3, where the transition 
probabilities now depend on ~, the value set of cell 2. 
By P(a~b.j) we mean the transition probability in going from state a to b for the first cell when 
the second cell is in the value set ~. We define T (2) on the sets Vi = I~ u lit w I,:, i = 0, 1, 2, where 
T(I) 
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Table 1 
Parameters for cell 1 Siren Parameters for cell 2 given 
the value of  cell 2 the value of cell I 
P(o~t.o) P(o~, J) P(o~ 1,2) P(o,o-~) Po,o-o P(2,o.t) 
PO -o,o) Po -o, t) P(I -o, 2) P(o, I -o) P(t, I -o) P{2. I -o} 
P(, -2,0) PO-2.0 P0-2,2) P(O, I-2) P(I,t-2) P(2.1.2) 
P(2~I,0) P(2-t,I} P(2-1.2) P0.2~I) P(I.2~ l) P(2,2~ l) 
the corresponding transition probabilities p(~. ~b) mean the probability in going from state a to state 
b for the second cell when the first cell has a fixed value in the value interval I~. 
Note that there are four transition probabilities for each ~o,  i = 1, 2, j = 0, 1, 2. Thus there are 
24 transition probabilities altogether, which are listed in Table 1. 
3.  GENERAL POINT TRANSFORMATION MODEL 
In this section, we give a general definition of the point transformation on configuration space 
which describes the dynamics of the cellular automata. 
Let L denote a lattice of N cells having arbitrary shape and dimension. For any cell Ci, we fix 
a number of cells, which we refer to as the neighbours of Ci. For example, in a planar lattice, 
A, B, C, D are the natural neighbours of Cj as shown in Fig. 4. 
For a toroidal attice, the natural neighbours of Ci are as shown in Fig. 5. From a theoretical 
point of view, the choice of neighbours is completely arbitrary. 
The values of the N cells are described by N real variables: 
(Xl, x2 . . . . .  x~¢) ~ I u, 
the configuration space. The evolution of values of the N cell system is described by the point 
transformation T: IM-~ I N. To define 7", we consider a partition of I u into M N subsets: 
I , , ,x,r . . i  N = Ii, x 1,2 x I,, x " " x I,N, 
where each I~ is one of M intervals which part it ion/,  i.e. I = M-1 Ui=0Ii. Since T = (T o), .. T~m), 
it suffices to define T (°. We fix N - 1 indices: j~ . . . . .  J~ -~,  J~+), J~+2 . . . .  , iN ,  each taking a value in 
the set {0, 1 . . . . .  M - 1 }. On the set 
/j, x/j2 x • • • x/j,_, x [0, II x ~,+, x •. • x/j~, 
T (° depends only on x~ and for any fixed 
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Fig. 6. x~,x2 . . . . .  x~_~,x~+t . . . . .  x~ are fixed. 
is a point transformation, as shown, for example in Fig. 1. The four transition probabilities 
P(a-b) =P(J~ . . . . .  J~- l ,  a ~ b, j t+ l , . . .  , j s )  shown in Fig. 6 for a three interval partition of L depend 
on the values of A for the neighbours Ck of C~. In the special case where M = 2 and the transition 
probabilities depend only on the number of cells having value 1, we write P(o-.b.j) in place ofp(o~b). 
Although we have partitioned fl, we continue to think of the values of the cells as a continuum 
in each element of the partition. This allows us to define a transformation  all of f~ by defining 
a transformation on each flj. 
Consider the rectangular partition ~ = {DI ,D  2 . . . . .  Dp} of ~=I  N, where U~_tDj=f~, 
Djc~Dk = ~b, for j ~ k, and Dj = II~= l [au, b0), 
where 
(po:[ao., bo.) ~ [0, 1], 
J'[a o, bo), if b~: < 1 [a,j, b0) 
([a o, bu], if b U = 1. 
Definit ion 1 
We say T: ~--.f~ is a Jabionski transformation if, for (x~ . . . .  , xt) ~ Dj, j = 1 . . . . .  p, p < oo, 
T(x~ . . . . .  xt) = (tp~j(x~) . . . . .  q~,j(Xl)), where ~po:[au, b j] ~ [0, 1] are C 2 functions and 
inf~ inf I~0bl}> 1. 
~' J L [au' b~] 
The main result of Ref. [7] establishes the existence of an absolutely continuous invariant measure 
for the Jabtonski transformation T. In Ref. [6], we proved that if a transformation has a unique 
absolutely continuous invariant measure, then the histograms of sufficiently long computer orbits 
of the transformation approximate the histogram of the absolutely continuous invariant measure. 
This result justifies using the computer to predict long term behaviour of a system which has an 
absolutely continuous invariant measure. 
Although in Ref. [6], we restricted ourselves to one dimension, the results are valid in higher 
dimensions. In Ref. [9] it is shown that certain classes of higher-dimensional transformations have 
long periodic orbits. In fact, for these piecewise linear transformations, wecan derive lower bounds, 
l (x ) ,  on these periods, where x is the initial point of the orbit. As the accuracy of specifying x
increases, l (x  ) --* oo. 
As seen from the figures of the Appendix, transformations may have more than one absolutely 
continuous invariant measure, but the results of Ref. [6] apply also to this situation provided the 
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supports of the different absolutely continuous invariant measures are separated by a distance 
larger than the computer precision. Then the trajectory starting from a point in a support or in 
the basin of attraction of a particular absolutely continuous invariant measure displays the 
histogram of this particular measure. 
The problem of determining the number of independent absolutely continuous invariant 
measures i a difficult one in higher dimensions. This is due to the delicate question of the support 
of a function of bounded variation in higher dimensions. Whereas in the one-dimensional case, the 
supports of such functions are the finite unions of intervals, a function of bounded variation in 
higher dimension may have support with no interior. 
In the one-dimensional case, it can be shown in Ref. [8] that the number of monotonic segments 
of T is an upper bound for the number of absolutely continuous invariant measures, but in higher 
dimensions no analogous result is available. In two dimensions and under ather restrictive 
conditions (large slope) it is shown in Ref. [4] that T admits a unique absolutely continuous 
invariant measure which is equivalent to the Lebesgue measure. Such measures have support on 
the entire underlying space. In practice one is often more interested in localizing a chaotic effect in 
a certain region of configuration space. Thus, such strong expansive conditions eem inappropriate. 
More relevant o the applications we have in mind are higher-dimensional piecewise linear 
Markov transformations, T. By Markov we mean that there exists some partition .~ of the 
configuration space ~, usually finer than the partition defining the rectangular blocks of Il on which 
T operates, and such that T transforms elements of .~ into ,~. In this case, the Frobenius--Perron 
operator induced by T is a matrix M and the number of irreducible blocks of M yields the exact 
number of independent absolutely continuous invariant measures. Under the relatively mild 
condition of irreducibility on M, we obtain uniqueness. 
4. POINT TRANSFORMATIONS FOR MODELL ING RULES OF 
CELLULAR AUTOMATA 
We can use a point transformation to describe the rules for cellular automata. To do this let 
us define the one-dimensional transformations T as follows: 
{x ifO<~x <~ 1/2; 
To(x)= ' -0 .5 ,  if 1/2<x~<1; 
and 
J 'x+0.5,  i f0~<x~<l/2; 
Tl(x) = " t  
~x, if 1/2 <x  ~< 1; 
as shown in Fig. 7. This corresponds to p(o.~)=O= 1-P~l-o) and p(o~l)= 1 = 1-Po-0) ,  
respectively. 
To model N-cell cellular automata on a linear array with rule ~, we define the transformation 
T: I -~ I as follows: 
Let [x(1) . . . . .  x(i) . . . . .  x(N)] ~ I s. To this point we assign a configuration of the cellular 
automata E = [E~ . . . . .  E~ . . . . .  E~], where 
0, if 0 ~< x(i) <~ 1/2, 
Ej= 1, if 1 /2<x( i )<~l .  
The rule a gives the updated configuration which replaces E; let us denote it by 
~' = [E~ . . . . .  c; . . . . .  E~v]. We define 
T([x(1) . . . . .  x(i) . . . . .  x(N)]) = [T,i (x(1)) . . . . .  T,~ (x(i)) . . . . .  T,~, (x(N))]. 
The transformation T models the rule ~ precisely and all information which can be obtained from 
rule ~ can be obtained from T as well. Figure 8 shows rule 126 for two different initial 
configurations using a point transformation on a 400-cell array. 
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In the framework of point transformations the problem of small perturbations for the cellular 
automata can be handled naturally. The behaviour of perturbed cellular automata can be studied 
in our setting in a number of ways. We shall consider three cases. 
Case (1). The slopes of T are perturbed so that instead of having slope as hown in Fig. 7, the 
perturbed point transformation T~ has slope 1 + ~. Figure 10 shows an orbit for ~ = 0.01 on a 
400-cell array. 
Case (2). T is changed in such a way that To is replaced by T6 and T~ is replaced by T~_ 6 as 
shown in Fig. 9. Here T6 and T~_ ~ reflect the probability of changing value states. T~ is defined 
by P(0~l)= ~ = 1 -P0~0) and Tl_~ is defined by P(0-.i)= 1 -~ = 1 -Po~0). Figure 11 shows an 
orbit for ~ = 0.01. 
Case (3). T is perturbed by a small random variable W~ having support centred at 0 and radius 3. 
Thus xn = T(xn_ 1 ) + W~ describes the dynamics of the cellular automata. 
In each of the three foregoing cases, for any ~ > 0, there exists an acim, #6, for the perturbed 
cellular automata. It is easy to show that the weak limit of/z6, as ~ ~ 0, #, is an invariant measure 
under T. Since it is possible that # is a point measure, we require a convergence which s stronger 
than weak convergence in the space of measures. Let f~ denote the density of /z  6, which is 
approximated by the histogram of the perturbed cellular automata. If the set F = {f6}~>0 is 
uniformly bounded, then it follows from [10, Theorem 9 of Chap. IV. 8] that F is weakly 
sequentially compact, and hence that F has a limit point f which is the density of a measure/z 
.~:~ 
) 
) 
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invariant under T. Since/~ is absolutely continuous with respect o the Lebesgue measure, it is a 
nontrivial invariant measure. In Fig. 12, we consider case (3) and show the histograms of orbits 
of the cellular automata for 6 = 0.1, 6 = 0.01 and 6 = 0.005 in a 10-cell inear array. The histogram 
is on the collection of 1054 configurations as in Fig. 18 of Paper 1.1 of Ref. [5]. The configuration 
[el . . . . .  El0] for 10 cells, where E,-= 0 or 1, is represented on the interval [0, 1] as a number 
El 1/2 + E21/4 +" • • + El0 1/1024. 
Vertical lines in Fig. 12 show the relative frequencies of visits to these 1024 configurations for an 
orbit starting from a configuration where all cells have value 0 except cell number 5, which has 
value 1. The histograms appear to be uniformly bounded, lending some support o the conjecture 
that T admits an acim. 
In cases (1) and (2), for any 6 > 0, T~ is a piecewise xpanding Jablonski transformation which 
admits an acim. It is shown in Ref. [11] that the statistical behaviour of T6 is continuous in 6, 
for 6 > 0. For case (2), this explains the experimental results obtained in Fig. 18 of Paper 1.1 of 
Ref. [5]. 
5. POINT MODEL COMPARISON WITH THE MARKOV RANDOM 
FIELD MODEL 
One way to study the global patterns of interacting systems i by means of Markov random fields 
(MRF). For the two-state nearest neighbour system on a Euclidean lattice, Spitzer [12] and others 
established an explicit formula for the probability of global configurations on the lattice in terms 
of the local conditional probabilities. Although the Markov random field is a theoretically useful 
model, there are a number of difficulties in its practical implementation: (1) in practice, one can 
deal only with very small lattices; in lattices larger than 4 x 4, the calculations of the probabilities 
of configurations involves enormous numbers of computations. For a 5 x 5 lattice, there are 225 
configurations, and one must search among all these configurations for the number of configur- 
ations having the desired characteristics. (2) To make calculations tractable, the conditional 
probabilities are assumed to be position independent. This, for example, compels us to ignore 
boundary conditions which may play a vital role in certain interacting systems. 
In this section we show that an MRF can be modelled by a dynamical system defined by a point 
transformation i higher dimension. This will be done by choosing a special set of transition 
probabilities. The resulting dynamical system behaves like an MRF in the sense that the acim of 
T is close to the Gibbs measure for the MRF. 
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In the notation of Ref. [12], co denotes a configuration on a two-dimensional array, nd co(x) 
the value of the configuration at the state x. We assume translation and rotation invariance in the 
conditional probabilities defining the MRF. We define 
Pi = Prob{co(x)= 1 / (4 -  i) neighbours have value 1}, 
i = 0, 1, 2, 3, 4. Then, from condition (6) in Ref. [12], we obtain: 
P0 = 1/(1 + exp(u0/2 + 4ul)), p~ = 1/(1 + exp(u0/2 + 3Ul)), 1 
P2 = 1/(1 + exp(u0/2 + ul)), P3 1/(1 + exp(u0/2 + ul)), I (1) 
P4 = 1/(1 4-exp(u0/2)), 
where u0= U(x,x)  and us = U(x,y)  are the potential functions which appear in the 
Gibbs distribution. It is easy to see from P3 and P4 that Uo=21n(l/p4 - I) and u, = 
In(l/p3 - 1) - ln(1/p4 - 1). With this form of the potential, the Gibbs distribution # becomes 
1 1 
/~ (co) = ~ exp{ - 5(uonl (co) + 2u, m H (co)}, (2) 
where nl (co) is the number of ls in the configuration co and m,, (co) is the number of distinct 1-1 
bonds in co, and Z is a normalizing constant. From conditions (1), we can show: 
Prob{n, (o9) = n, rnll (co) = m } = -~ exp{ ½ ( - uon + 2u, m)}, (3) 
where W,.m is the number of configurations in fl having n ls and m 1-1 bonds. From equation (2), 
we can find 
Prob{nl(co) = n} = ~ -~--~ exp{-  ½(Uo n + 2u~m)}, 
m 
where we sum over all possible m s for configurations having n 1 s. For a 3 x 3 toroidal array, Wn, m 
is given in Ref. [13]. 
We shall now model the MRF by a nine-dimensional point transformation. Recall that the 
transition probability P~0~ l,j) means the probability of going from the value set 0 to the value set 
1 when j neighbours have the value 1. While the conditional probabilities of the MRF describe 
a static situation--the fixed Gibbs measure---the transition probabilities of the point model describe 
a dynamic process. The transition probability P~0~ .j) means the probability of transition of state 
x from value 0 to 1 in one unit of time. The MRF does not involve time. In order to model an 
MRF by a point model, we shall define transition probabilities to be independent of starting value, 
i.e. P(0-~.~)=P4-i, and P( l -0 , i )=  1 -P4- t ,  i = 0, 1, 2, 3, 4. Once any two of the p~s are known, all 
the transition probabilities are determined. 
Even with all the transition probabilities known, we still have some freedom in specifying the 
shape of the point transformation. To model the MRF we shall choose the point transformation 
T = (T °) . . . . .  T c~°) on configuration space to be defined in such a way so that T ~° maps each value 
interval onto all of [0, 1] as shown in Fig. 13. This ensures that T has a unique acim. Since the 
Gibbs measure # is unique, uniqueness of acim is necessary. Note that there could be other shapes 
of T with the same transition probabilities which will produce a unique acim close to #. In general 
there can be many point transformations modelling a given MRF. 
In Fig. 14, we present results for modelling 3 x 3 toroidal MRFs (specified by Po,P~) by 
nine-dimensional point transformations. In Fig. 14(a) most of the mass is concentrated on the 
configurations with 0 Is, while in Fig. 14(b) most of the mass is concentrated on configurations 
with 8 or 9 Is. Note that only a small change in p~ produces a "phase transition". As a function 
ofp~, this transition is very steep. Figure 14(c) shows a point transformation model of an MRF 
in this transition zone. The number of iterations necessary to exhibit the asymptotic measure is 
much more in this case than in the other two. This is in part due to the fact that we are working 
in a very high dimensional space and orbits stay a long time in one part of the configuration space 
before moving to the other end of the configuration space. 
T(1) 
1 
.5 
! 
P(o~l, j ) 
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A major advantage in using a point transformation model is computational. For large arrays, 
it would be virtually impossible to compute the Gibbs measure for specific configurations, while 
the orbit of a point transformation models is easily implementable--a few thousand iterations is 
usually enough to give an accurate stimate of the acim. 
Since we have shown that there is a close correspondence b tween the asymptotic behaviour for 
a MRF and the deterministic point transformation i duced by the MRF transition probabilities 
P0 and p~ on a 3 x 3 toroidal attice, we are encouraged to use the same parameters to compute 
orbits of point transformations on large lattices. In practice, one estimates u0 and ul as in Ref. [14], 
rather than P0 and Pl. Hence, we estimate the MRF transition probabilities, but since it is 
computationally infeasible to obtain the Gibbs measure on grids larger than 4 x 4, we apply the 
point transformation model derived from P0 and p, on large lattices. 
6. POINT TRANSFORMATION MODEL FOR CANCER CELL INVASION 
OF HEALTHY TISSUE 
In this section we use a higher-dimensional point transformation to model the interaction of 
cancer cells with healthy tissue. We choose sets of transition probabilities and display the resulting 
interaction. We shall assume that Po - 0,4) = 0.001, i.e. the probability of a healthy cell being replaced 
or displaced by a cancerous cell is very small given that all the neighbouring cells are completely 
healthy. If there is one bad cell in the neighbourhood, p¢~-~0, 3)  the probability of a healthy cell 
becoming cancerous is larger than Po-.,4), reflecting a sensitivity to a cancer cell in the 
neighbourhood. These two transition probabilities determine all the others as in Section 5. We use 
a 20 x 20 cell grid with an initial configuration consisting of healthy cells except for a cluster of 
four cancer cells in the centre of the grid as shown in Fig. 15(c), where the number at each site 
denotes the level of health on a scale from 0 to 1. 
Figure 15(a) shows the asymptotic measure for the point transformation determined by 
P(0-L4) = 0.001 and P(0-. ~, 3) = 0.025 on configurations having 0-10, 10-20 . . . . .  90-100% of its sites 
occupied by cancer cells. The Gibbs measure for these configurations where P0 =P(0-1,4) and 
Pl =P(0-L3) as in Section 5 is also shown. Figure 15(b) shows the results for P(0-.1,4) = 0.001 but 
P(0- i. 3) = 0.05. Although the magnitude of the change in P(0-. i, 3) is small, a phase transition appears 
to have occurred since now most of the mass of the asymptotic measure resides on the 
configurations which have 0-10% of its sites occupied by cancer cells. The degr~ of darkness on 
the grid sites indicates the degree of illness: completely black is completely ill. 
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pS= .99 
pl= .88 
p(8-1, 8 ]= .88297 
p[1-8, 8 ]= .99783 
p[8-1, I 1= .83868 
p[1-8, 1 1= .96132 
p[8-1, 2 ]= .35288 
p[1-8, 2 ]= .64888 
p(8-1, 3 ]= .88888 
p[1-8, 3 1= .12888 
p[8-1, 4 1= .99888 
p[1-8, 4 ]= .81888 
number of i te ra t ions  = 1788 
nsmptotie measure For point  t ransformat ion:  
8-18 18-28 28-38 38-48 48-58 58-68 68-78 78-88 80-98 98-188 
.9678 .8338 .8886 .8888 .8888 .8888 .8888 .8888 .8888 .8888 
Gibbs measure For 3x3 to ro ida l  MarEov Random Field: 
.9665 .8259 .8822 .8886 .8881 .8081 .8881 .8881 .8884 .8848 
Fig. 14(a) 
pS= .99 
p l :  .95 
p[8-1, 8 l= .11841 
p[1-8, 8 ]= .88159 
p[8-1, 1 ]= .41178 
p[1-8, I ]= .58830 
p[8-1, 2 1= .78478 
p[ I -8 ,  2 1= .21522 
p[8-1, 3 1= .95888 
p[1-8, 3 ]= .85888 
p[8-1, 4 ]= .99888 
p[1-8, 4 ]= .81888 
number Of i te ra t ions  : 1888 
Asmptotic measure for  point  t ransformat ion:  
8-18 18-29 28-38 38-48 48-58 58-68 68-78 78-88 88-98 98-188 
.8888 .8888 .8888 .8888 .8888 .8886 .8811 .8185 .8875 .9883 
Gibbs Measure For 3x3 to ro ida]  Markov Random Yield: 
.eeoc .eeee .eeee .eeee .8881 .8884 .8819 .8183 .8823 .9858 
Fig. 14(b) 
pS= .99 
pl= .988 
p[8-1, 8 l= .88968 
p[1-8, 8 l= .99832 
p[8-1, 1 1: .88933 
p[ I -8 ,  1 l= .91867 
p[8-1, 2 1= .49595 
p[ l -8 ,  2 l= .58485 
p[8-1, 3 ]= .98888 
p[ l -8 ,  3 )= ,69288 
p[8-1, 4 ]= .99866 
p[1-8, 4 ]= .81888 
number of i te ra t ions  = 438888 
Asgmptotic measure for  point  t ransfoz~at ion:  
8-18 18-28 28-38 38-48 48-58 58-68 68-78 78-88 88-98 98-188 
.4793 .8589 .8728 .8816 .8887 .8886 .8813 .8861 .8583 .3941 
Gibbs measure fo r  3x3 to ro ida l  Markov Random Field:  
.4774 .8428 .8891 .8845 .8822 .8821 .8843 .8884 .8375 .4126 
Fig. 14(c) 
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p[6--1, 
p(1-O, 
p[O-1, 
p[1-O, 
p[O.,-1, 
p[1-8, 
p[6--1, 
p[ 1-8,, 
p[ B.-1,, 
p[ 1-8, 
p8= .999 
pl= .975 
O ]= .60231 
6 ]= .99769 
1 1: .05510 
1 ]= .94390 
2 1: .58357 
2 )= .39643 
3 )= .97599 
3 ]= .02508 
4 )= .99900 
4 )= .00188 
25431 iterations 
As~swpto%ic neaaure for  point %rane£ormaiion: 
6-16 16-.-26 26-39 36-46 49-56 56-66 60-76 70.-80 66-96 96--161 
Gibbs measure £or 313 toro lda l  Markov Ra.dom Field: 
• 8zzo I.ooo  1.0ool I.ooo, I.ooool.ooool.oool I.ooo51.oo87 I.,6sl 
Fig. 15(a) 
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8-18 
.9884 
Gibbs measure For 3x3 ~oroidal  Marker Random Field: 
• 99871, 8exz I. 8eee I. eeee I. e888 I. 8888 I. eee8 I. 8888 I. 8eee I. 8001 
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7. SOME CELLULAR AUTOMATA QUEST IONS:  D ISCUSSION 
In paper 1.5 of  Ref. [5], 20 general problems on the theory of  cellular automatas were posed. 
Answers to some of  these problems eem possible in the framework of  the point model developed 
in this paper. We shall discuss these problems briefly here and leave a more detailed study for a 
future paper. 
Problems 2, 3, 5, 14, 15 
Since we are dealing with point transformations, the notions of  entropies and Lyapunov 
exponents are well-defined. But more important han these parameters i the ability to obtain the 
asymptotic measure which is the most natural way to describe the long term behaviour o f  the 
dynamical system. This measure is obtained as the fixed point o f  the Frobenius-Perron operator 
induced by the point transformation, and the computat ion of  this fixed point (the density of  the 
asymptotic measure on configuration space) can be justified rigorously. 
Problem 10 
The existence of  an absolutely continuous invariant measure on configuration space proves that 
the cellular automata behaves like a stochastic process. Furthermore, we can show that this cellular 
automata has strong mixing properties and obeys a central limit theorem. 
Problem 11 
There is a well-developed theory for perturbations o f  point transformations. Under general 
conditions [5, 11, 15, 16] it can be shown that the point model for cellular automata, when disturbed 
by noise, will have asymptotic measures close to the purely deterministic automata. We have 
stability in long term behaviour, not only for perturbations in initial conditions, but for small 
perturbations at each iteration. 
Problem 13 
In the point model for cellular automata,  the limit sets o f  the cellular automata re the supports 
o f  the density functions o f  the asymptotic absolutely continuous invariant measures. 
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APPENDIX  
Histograms of 1- and 2-Cell Systems 
For the one-dimensional configuration space considered in Section 1, we display some point transformations and the 
associated histograms orbits of these transformations produce. In Fig. A.I, we have two disjoint histograms: one has its 
support centres at the point 1/3 while the other has its support centred around the point 2/3. The histogram that appears 
is determined by the starting point. If there is much overlap, as in the middle value interval of Fig. A2, it is less likely to 
have two disjoint histograms, ince orbits will now be able to range through large parts of configuration space. In this case, 
all starting points will tend to the unique histogram. Figure A.3 shows a transformation which has a unique histogram 
and whose support is concentrated in a fairly narrow region in one side of configuration space. 
In applications, it may be important to consider transformations T which are not expanding everywhere on configuration 
space as for example in the case of biological cells; if a cell and all its neighbours are all in very good health, we would 
expect hem all to become completely healthy. Mathematically, this means that the orbit in configuration space should tend 
to be the fixed point 1. Thus, the point 1 is a local attractor, a condition which is guaranteed if the slope of T near 1 is 
less than 1. Figure A.4 shows the histogram of such a transformation; all the orbits are drawn into the attractor {1 }. The 
fixed points indicated in the figure limit the regions of attraction on both sides of configuration space. Clearly, the attractor 
on the right is the stronger of the two. 
In Fig. A.5, we have a transformation T whose unique histogram has the majority of its mass on the ill side of 
configuration space. Since it does have some positive mass on the right-hand side, we can interpret the histogram in the 
following biological sense: most of the time the cell's health is poor (recall, value 0 means bad health) but, once in awhile, 
the cell can go into remission as the orbit of T leaps to the healthy side of configuration space. 
Figure A.6(a) shows orbits of a two-dimensional system and Fig. A.6(b) displays a histogram of an orbit on a 
two-dimensional configuration space. 
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