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AVANT-PROPOSModélisation formelle avec SCADE
L’environnement de conception SCADE Suite® constitue un véritable écosystème logi-
ciel destiné au développement d’applications embarquées critiques, d’où l’acronyme
qui le désigne (Safety-Critical Application Development Environment). Il a été conçu et a été
utilisé dès l’origine dans ce contexte particulier d’applications industrielles, plus préci-
sément dans le développement de logiciel critique en avionique (Airbus, EADS), dans
le domaine de l’instrumentation et le contrôle de centrales nucléaires (Data Systems &
Solutions) ainsi que dans l’automotive (automobile), le transport et la signalisation ferro-
viaire (Ansaldo Signal).
La Suite logicielle SCADE est destinée en premier lieu au développement d’applications
qui induisent à la fois des algorithmes de décision complexes, le filtrage et la mise en
œuvre de lois de contrôle/commande en temps réel. Ces applications exhibent
notamment une caractéristique majeure constituée par des interactions, souvent étri-
quées, d’une part entre le système de contrôle et le monde extérieur (son environne-
ment) et d’autre part, par l’interaction entre les composants logiciels (internes) du
système. C’est la définition même des systèmes réactifs (D. Harel). Comme nous le ver-
rons, l’approche véhiculée par cet écosystème logiciel convient parfaitement au dévelop-
pement de ces systèmes, car elle permet d’assurer la fiabilité et la sûreté exigée,
laquelle est généralement cruciale.
Le langage de modélisation inhérent à l’environnement SCADE est le langage syn-
chrone Scade 6 [Col 05]. Ce langage possède une sémantique formelle. Il résulte de
l’unification en un seul et même formalisme de constructions que l’on trouve générale-
ment dans des langages distincts. Il s’agit d’une alternative à l’approche que constitue
la mixité de langages séparés, caractérisée par exemple par l’utilisation conjointe de
Simulink et de State flow. Le langage Scade 6 est de fait une extension du langage à flots
de données synchrone Lustre (acronyme de Lucid synchrone temps-réel) [Hal 93],
lequel possède également une représentation graphique sous la forme de réseaux
d’opérateurs ou diagrammes de blocs synchrones, avec des machines d’état puissantes
(SSM: Scade State Machines) et des spécificités inspirées des langages fonctionnels. Ces
machines d’état hiérarchiques dérivent des SyncCharts [And 96] et donc d'Esterel [Berix
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07]. Signalons aussi que de nombreuses caractéristiques du formalisme des Sync-
Charts sont héritées des Statecharts [Har 88b].
Par rapport à son prédécesseur, le langage Scade (Lustre et diagrammes de blocs
synchrones), le langage Scade 6 propose donc un style de modélisation unifié, tout
en conservant ses fondements: exécution formelle et synchrone, typage fort, initiali-
sation explicite des flots de données, gestion explicite du temps, expression simple
du parallélisme (concurrency). Il étend les capacités de modélisation, notamment
dans divers compartiments [Dor 08]:
• amélioration du contrôle des flots de données (restart, activate, merge);
• éléments de contrôle exprimés en termes de machines d’état;
• construction de boucles sûres, implémentées avec des itérateurs d’ordre supé-
rieur, dérivés des langages fonctionnels;
• fonctionnalités de modélisation améliorant la connectivité avec l’environne-
ment (sensors, capteurs);
• réutilisabilité par encapsulation (package) et polymorphisme.
Le langage Scade 6 s’apparente donc à du Lustre étendu, autorisant l’expression
des fonctions de commande et de contrôle de manière complètement intriquée, ce
qui en fait son originalité. L’approche unifiée permet ainsi de coupler deux points
de vues, à savoir le style machine d’états (automates) et le style flots de données
(data flow) synchrones, dans l’objectif de:
• modéliser l’aspect comportemental (contrôle), plus spécifiquement les parties
dites à contrôle dominant, à l’aide de SSM (Scade State Machines), sortes de
machines d’état hiérarchiques et naturellement sûres;
• spécifier la partie algorithmique d’une application (flots de données), par exemple
celle relative au contrôle et au filtrage, grâce à des constructions Lustre et aux
diagrammes de blocs ou réseaux d’opérateurs synchrones.
L’exemple des programmes de commandes électriques de vol est typique [Col 05].
Toute loi de contrôle est spécifiée dans le style à flots de données pour chaque
phase de vol (décollage, atterrissage, etc.), tandis que les transitions d’une loi à
l’autre sont spécifiées par le biais d’un automate.
Les bases mathématiquement fondées de Scade 6 permettent de garantir des solu-
tions à la fois déterministes et prédictibles du modèle de comportement programmé. Il
en découle également que le parallélisme (concurrency) est dans ce contexte assuré
d’une définition précise. Ces fondements autorisent la validation et la vérification for-
melle (model-checking, theorem prover et interprétation abstraite) des modèles, en
d’autres termes la preuve formelle de propriétés comportementales du modèle.
Grâce à aux propriétés et caractéristiques du langage Scade 6, SCADE supporte
l’approche de développement ou de conception basée sur le modèle (model based
development) et la correction du modèle par construction (correct-by-construction, § 1.4.5).
Le modèle est formalisé et validé au fur et à mesure de son développement ou de
sa conception. De plus, SCADE offre également la génération de code certifié C ou
Ada, conforme à la norme DO-178C (schéma, page xiii).
Les bénéfices de l’approche synchrone inhérente à SCADE sont nombreux:
• appréhension plus aisée de la complexité inhérente à la conception de systèmes de
contrôle complexes et critiques;
• conception du logiciel avant même celle du système physique;
• vérification du système avant son implémentation, permettant ainsi de détecter et
de corriger plus tôt les erreurs de spécification ou d’interprétation des exigences,
donc précocement dans le cycle de développement;
• établissement d’une structure profitable en vue de la réutilisation de composants
fiables et évolutifs.
C’est compte tenu de cette argumentation que découle le titre de modélisation for-
melle de systèmes réactifs critiques.
Programmation synchrone versus asynchrone
Avant de poursuivre, rappelons les principales approches de programmation.
• La programmation asynchrone est notamment représentée par l’utilisation de lan-
gages asynchrones, tels que: C/C++ Real-Time POSIX, RTS Java ou Ada 2012.
Elle se caractérise notamment par des traitements qui prennent du temps et un
facteur de non déterminisme induit notamment par les algorithmes d’ordonnance-
ment utilisés par les noyaux ou les exécutifs temps-réel, ainsi que par les méca-
nismes de communication/synchronisation.
• La programmation synchrone stricte permet, entre autres, de s’abstraire des
contraintes de l’architecture sur laquelle le système doit être exécuté. Elle est
caractérisée par une hypothèse de synchronisme ou d’instantanéité des traitements et
des communications (zero delay, temps de traitement nul). Il en résulte le détermi-
nisme comportemental du modèle, toute séquence d’événements ou tout choix
aboutira toujours à la même séquence d’actions ou de réactions. Cette approche
est représentée par divers langages: Esterel [Ber 87], Lustre [Hal 91], Signal [Leg
91], SyncCharts [And 96], Quartz [Sch 09] et naturellement Scade 6 [Col 05].
Il convient néanmoins de remarquer que l’approche de développement de systèmes
critiques embarqués avec des langages asynchrones est encore la plus répandue. La
programmation avec des langages synchrones s’appuie sur des travaux fondamentaux
de recherche relativement plus récents. Bien que les prémices du courant de
recherche spécifique de la programmation synchrone datent déjà de plus de 25 ans.
On ne peut que constater que l’approche synchrone est effectivement encore discrète
dans le monde industriel. Toutefois, les problématiques émergentes, comme par
exemple celles inhérentes à l’automotive (équipements et composants automobiles), les
déboires connus de quelques constructeurs ou équipementiers automobiles, induites
par un usage de plus en plus fréquent de l’informatique embarquée, devrait favoriserxi
Avant-Propos
xiison essor également dans ce domaine et ce faisant, probablement son extension à
bien d’autres domaines d’application.
Les deux approches, asynchrone et synchrone, ne sont cependant pas antagonistes.
Au contraire, on devrait plutôt assister à leur intégration, concrétisée par exemple
sous la forme de systèmes ayant des constituants synchrones dans une globalité
asynchrone (localement synchrone, globalement asynchrone).
Objectifs et contenus
Ce manuel constitue plutôt une introduction aux constructions et concepts du lan-
gage Scade 6 de la Suite logicielle SCADE. Pour des approfondissements séman-
tiques il convient de se reporter à la bibliographie et notamment à l’article intitulé:
A conservative extension of synchronous data-flow with state machines [Col 05].
Cette introduction a comme premier public cible les étudiants d’écoles d’ingé-
nieurs ou des universités et ce dès le niveau Bachelor. A priori, une formation préa-
lable en programmation ainsi que des connaissances de base en programmation
concurrente devraient suffire pour en aborder le contenu. Ce manuel peut aussi
être utilisé par les professionnels qui souhaitent se former à l’outil SCADE ou qui
souhaitent s’initier aux approches formelles de conception de systèmes réactifs cri-
tiques avec le langage synchrone Scade 6.
La présentation des concepts et notions du langage est particulièrement basée sur
une méthodologie d’enseignement axée sur l’étude d’exemples de complexité
croissante. Elle se décompose en chapitres spécifiques.
• Le premier chapitre introduit intuitivement l’approche de programmation syn-
chrone et ses avantages.
• Le chapitre 2 constitue une sorte de présentation synthétique des concepts fon-
damentaux du langage Scade 6, à savoir: équations de flots de données, réseaux
d’opérateurs (diagrammes de blocs) et automates (SSM: Scade State Machines).
Ce chapitre peut être considéré en isolation, si l’objectif consiste en une simple
sensibilisation à l’approche de programmation véhiculée par la Suite logicielle
SCADE ou plus simplement à la programmation synchrone à flots de données.
• Le chapitre 3 est essentiellement consacré aux types et à la hiérarchie de types
numériques, à la généricité (polymorphisme) ainsi qu’aux opérations bit à bit.
• Le chapitre 4 est consacré aux opérateurs d’activation et à des compléments
relatifs aux horloges. Il permet d’aller au delà des bases héritées du langage
Lustre, en introduisant notamment de nouveaux opérateurs temporels ainsi
que des opérateurs étendus de contrôle d’activation.
• Le chapitre 5 introduit les flots de données structurés et plus spécifiquement
les articles, les tableaux et les itérateurs.
• Le chapitre 6 est consacré aux SSM (Scade State Machines). Ces automates ou
machines d’état ont pour origine les Statecharts ou plus précisément les Sync-
Charts. Ces derniers bénéficiant d’une sémantique plus rigoureuse que les State-
charts. Les exemples introduits dans ce chapitre exhibent précisément des
caractéristiques de contrôle dominant ou prépondérant, domaine où ces machines
sont plus appropriées à l’expression efficace des solutions.
• Le chapitre 7 constitue une sensibilisation à la vérification formelle (model-checking)
des modèles en cours d’élaboration. Il n’aborde en effet pas les fondements des
techniques de preuve disponibles avec SCADE. Sur ce sujet important, il
convient de se reporter à la littérature propre au domaine du model-checking.
• Le chapitre 8 décrit l’implémentation (intégration) des modèles développés, sur des
plate-formes d’exécution cibles, que ce soit sur la base d’une mise en œuvre
cyclique simple, voire multitâche (multithreading).
• Le dernier chapitre propose des énoncés de travaux pratiques ou des mini-projets,
de complexité et de nature diverse. Ils permettront de mettre en œuvre les diffé-
rents aspects de SCADE et plus particulièrement du langage Scade 6. Les spécifi-
cations et exigences relatives à ces projets sont de nature informelle, il conviendra
parfois de les compléter ou de les adapter, notamment si des lacunes subsistent.
A l’exception du dernier, tous les chapitres comportent également des propositions
d’exercices. Ce manuel est complété par une bibliographie et un index.
Suite logicielle SCADE
Tous les aspects de conception et de validation/vérification de systèmes critiques
qu’autorise la Suite logicielle SCADE n’ont pu être abordés dans ce texte introductif. En
effet, comme le montre la figure qui suit, l’outil SCADE constitue un environnement
intégré important.xiii
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xivEn d’autres termes, il s’agit d’une sorte d’éco-système logiciel complet dédié à la
conception d’applications réactives de nature critique. Il couvre notamment la
conception basée sur le modèle, la simulation, la vérification, la génération de code
certifié, la traçabilité des exigences, de même que l'interopérabilité avec d'autres outils et
plates-formes de développement.
Pour de plus amples informations, il convient de se référer à la riche documenta-
tion et aux manuels fournis avec l’outil SCADE, voire aux rapports disponibles
sur le site de l’éditeur ANSYS - ESTEREL TECHNOLOGIES:
http://www.esterel-technologies.com/
La Suite logicielle SCADE peut également être utilisée dans un contexte didactique,
au travers du programme SCADE ACADEMIC, dont les modalités peuvent être
consultées sur le site de la société:
http://www.esterel-technologies.com/scade-academic-program/
Note relative à la version 6.5 du langage Scade
A l’instar de la plupart des langages informatiques, le langage Scade 6 a également
donné lieu à diverses versions, issues des améliorations et des corrections appor-
tées. Il convient de relever en particulier le passage de la version 6.4 à la version
6.5, sur laquelle est basé ce manuel. Car cette dernière est caractérisée par des
adjonctions notables.
Ainsi, des améliorations concernant les types (hiérarchie, contraintes, généricité)
sont depuis proposées. Par exemple, l'utilisateur a la possibilité de spécifier des
tailles d'entiers différentes, permettant ainsi de minimiser l'empreinte mémoire. De
même, qu’il dispose de types flottants en simple ou double précision. Avec pour
conséquence cependant, que les types int et real ne sont plus disponibles. Ils
peuvent cependant être redéfinis ou remplacés par de nouveaux types, tels que par
exemple int32 et respectivement float64, voire par des types numériques ayant
une représentation plus appropriée. Une migration automatique des modèles élabo-
rés avec la version 6.4 du langage est naturellement proposée.
Des opérations bit à bit, permettant de manipuler des données directement au
niveau de leur représentation interne et un nouvel itérateur ont également été intro-
duits. La conception des modèles s’avère ainsi plus adéquate et efficace.
Conventions typographiques
Pour faciliter la lecture et la compréhension de ce manuel nous avons adopté des
conventions et des styles typographiques appropriés. Ainsi, l’essentiel du texte a
été typographié avec la police Garamond. Les termes typographiés avec la police
Lucida Console renvoient le lecteur aux identificateurs ou bien aux mots réservés
des programmes ainsi qu’aux extraits de code et aux algorithmes (équations de
flots, réseaux d’opérateurs ou diagrammes de blocs et SSM du langage Scade 6).
Quant aux termes éventuellement typographiés avec la police Arial, ils désignent des
objets ou des étiquettes repris des schémas ou des figures. Les définitions sont en
caractères italiques, tout comme les termes anglais. Il en est de même des termes ou
des extraits sur lesquels on désire attirer l’attention particulière du lecteur.
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CHAPITRE 1 INTRODUCTION À LA 
PROGRAMMATION SYNCHRONE1.1 Systèmes réactifs
Les systèmes embarqués englobent un large spectre de domaines d’applications.
Parmi les plus répandus, rappelons (avant-propos): les processus ou procédés indus-
triels, l’avionique, l’automotive (informatique enfouie dans les véhicules automobiles), le
transport ferroviaire, la production énergétique et les centrales nucléaires, l’industrie
des équipements et l’industrie lourde, les systèmes de communication, mais également
les interfaces homme-machine ou les jeux vidéo. Les applications embarquées sont
principalement caractérisées par la nécessité d’un système de traitement interagissant
continuellement avec son environnement et ce au travers de capteurs et d’actionneurs.
Contrairement aux systèmes transformationnels (fig. 1.1), ces systèmes exhibent un
comportement réactif intrinsèque. En effet, les systèmes embarqués ne sont pas seulement
décrits par des relations de transformation et de traitement des données, définissant
des sorties O (outputs) à l’instant courant à partir d’entrées I (inputs) courantes et de
l’état interne du système (limité à un passé borné), mais également par des relations
parfois étriquées entre les entrées I et les sorties O et leurs combinaisons dans le temps.
FIGURE 1.1 Comportements de type transformationnel ou réactif
 a)   Système transformationnel b)   Système réactif
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Cet ensemble de relations, incluant notamment les descriptions de séquences d’évé-
nements complexes, actions (éventuellement différées), de flots de conditions et
d’informations, permet de synthétiser et définir le comportement global et continu
d'un système réactif [Har 85]. Selon les interactions avec leur environnement, les pro-
grammes ou systèmes informatiques peuvent être caractérisés en plusieurs catégo-
ries non distinctes (se recouvrant partiellement).
• Transformationnel, où les sorties d’un tel système sont déterminées à partir des
entrées, mais l’interaction avec l’environnement prend place au début pour
fournir les données et à la fin pour obtenir les résultats (systèmes de simulation,
prévisions météo, extraction et traitement de données). Les entrées peuvent
aussi être fournies successivement et les résultats calculés dans le même ordre.
Le comportement du programme reste néanmoins caractérisé par un schéma
d’exécution séquentiel, avec un début et une fin (fig. 1.1). Programme et envi-
ronnement peuvent donc être considérés comme faiblement couplés.
• Interactif, suggère que le comportement de ce genre de système est continu et
réactif. Les programmes exhibent en effet des échanges avec leur environne-
ment (utilisateurs ou applications), toutefois avec une vitesse qui leur est
propre. Les systèmes d’exploitation des stations de travail, des ordinateurs por-
tables ou des smartphones constituent des exemples classiques de cette catégorie.
• Réactif, ce genre de système exhibe usuellement un comportement visant essen-
tiellement à contrôler son environnement et pour lequel il est essentiel non seu-
lement de lui faire respecter les contraintes de temps, mais aussi de vérifier des
propriétés comportementales, ce qui constitue une qualité essentielle des sys-
tèmes critiques. Les interactions entre un programme réactif et son environne-
ment est continu, mais à une vitesse déterminée par cet environnement et non
par le programme ou le système d’exploitation. Généralement les systèmes
réactifs ne traitent pas des données ou des algorithmes complexes, mais ils
impliquent plutôt une interaction plutôt étroite avec leur environnement ou
entre les composants du système lui-même. La spécificité de ces systèmes
induit fréquemment des bogues critiques et souvent difficiles à diagnostiquer.
• Temps réel, à l’instar des programmes réactifs ces systèmes sont de nature tem-
porelle déterministe. Étroitement couplés avec leur environnement, ils peuvent
aussi être composés de tâches qui peuvent ne pas satisfaire systématiquement
leurs échéances temporelles. Autrement dit, certaines tâches peuvent ne pas
être critiques ou bien sont de type temps réel souple (soft real-time). En fait, les
systèmes ou applications temps réel sont caractérisées par une propriété dite de
stabilité où, même dans une situation de surcharge et peut-être au prix d’une
perte d'équité ou de famine pour certaines tâches non critiques, le système
satisfait aux exigences temps réel critiques de certaines tâches (hard real-time).
Notons que les systèmes réactifs peuvent constituer tout ou partie d’un système
ou d’un programme temps réel.
Exemples de systèmes réactifsFIGURE 1.2 IHM de système réactif simple (§ 1.2.1)
Les grands systèmes informatisés, comme par exemple la distribution énergétique, la
téléphonie mobile, etc., comportent fréquemment des composants système caracté-
ristiques des différents catégories: transformationnel, interactif, réactif et temps réel.
1.2 Exemples de systèmes réactifs
1.2.1 Modélisation d’un système d’acquittement simple
Afin d’illustrer la nature d’un système réactif, considérons un exemple simple consti-
tué par un contrôleur de requêtes, dont l’IHM (interface homme-machine) est illustré
par la figure 1.2. La spécification originale de son comportement est triviale [Est 02].
Si aucun signal de requête (Req) n’est reçu entre deux occurrences du signal Top, un
signal d’alarme Alr est émis. Sinon, entre deux signaux Top, une première occurrence
du signal Req est acquittée (Acq), tandis que les suivantes sont signalées à chaque fois
par un signal Occ (occupé). Le comportement général peut aussi être décrit par un
scénario tel que celui illustré par la figure 1.3.
Dans cette version originale les signaux Top et Req sont incompatibles. En d’autres
termes, on considère qu’ils ne sont jamais présents ou reçus simultanément ou alors,
si c’est le cas, l’occurrence du signal Req doit simplement être ignorée (assertion).
1.2.2 Extension des contraintes ou exigences initiales
La spécification originale du système d’acquittement simple (§ 1.2.1) peut être éten-
due par deux nouvelles exigences.
• Premièrement, nous pouvons considérer que les événements ou signaux Top et Req
peuvent être simultanés. Ils ne sont donc plus incompatibles et, s’ils sont présents
ou reçus simultanément, une action appropriée est effectuée.3
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FIGURE 1.3 Scénario (original)
Afin d’éviter toute équivoque, il est également établi que tout signal Req dont
l’occurrence courante correspond à celle d’un Top fait partie de la phase courante,
débutant avec ce même Top et se terminant avec l’occurrence suivante du signal
Top, comme illustré par la figure 1.4. Par contre, le signal Req est ignoré dans la
phase courante s’il s’est produit avant ou bien simultanément avec le tout pre-
mier Top. Le scénario (fig. 1.4) complète la spécification.
• Secondement, nous considérons deux nouveaux signaux, un signal d’entrée Bou-
ton (bouton pressé) qui, s’il est perçu, provoquera l’émission continue (sustai-
ned) d’un signal de sortie Lampe et ce jusqu’à la troisième occurrence du signal
Top, comptabilisée depuis la pression du bouton.
Ces adaptations de la spécification originale sont intentionnelles. Car, elles per-
mettent de mettre en évidence les problèmes, voire les déficiences, inhérentes à
une large catégorie de formalismes de programmation ou alors désignent des diffi-
cultés que l’on peut rencontrer dans l’adaptation d’un modèle, faisant suite à toute
évolution induite par de nouvelles exigences.
1.2.3 Exemple de système réactif courant
Le mécanisme d’asservissement ou de régulation de la vitesse d’un véhicule auto-
mobile, connu également sous le nom de Tempomat ou Cruise controller [And 96],
constitue un exemple à la fois plus concret et réaliste.
FIGURE 1.4 Scénario (première extension)
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Langages pour la programmation de systèmes temps réel embarquésFIGURE 1.5 Régulateur de vitesse (IHM)
L’IHM de la figure 1.5 correspond à celui d’un simulateur de régulateur de vitesse de
croisière d’un véhicule automobile [Est 08] [Dio 10]. Il permet de tester le comporte-
ment du régulateur, lequel constitue un système temps réel embarqué et critique. En
effet, le conducteur doit être assuré qu’en cas de problème il peut aisément désactiver
le fonctionnement du régulateur et retrouver la maîtrise complète du véhicule. Ou
bien, en cas de freinage, le véhicule doit effectivement ralentir. Les formalismes
expressifs de la Suite logicielle SCADE permettent de formuler les divers modes de
fonctionnement du régulateur et d’assurer que celui-ci opérera avec sûreté et fiabilité.
1.3 Langages pour la programmation de systèmes 
temps réel embarqués
1.3.1 Concepts requis
Les langages de programmation ou les formalismes dédiés à la conception et à
l’implémentation de systèmes réactifs et temps réel requièrent usuellement des pro-
priétés et des concepts spécifiques.
• Parallélisme et concurrence (concurrency): permettent de capturer le non déterminisme
des événements ou le parallélisme inhérent à l’environnement des systèmes
embarqués. Le parallélisme permet de décrire le comportement des composants
du système faiblement couplés.5
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Ce concept réduit la complexité globale par une décomposition fonctionnelle
orthogonale [Har 88b]. La décomposition en entités logiques parallèles pro-
meut l’extensibilité (scalability) et la réutilisation des composants de l’applica-
tion. Dans les langages concurrents asynchrones, le parallélisme est
implémenté par le biais de processus légers/threads (C/Real-Time POSIX ou
RTS Java) ou de tâches (Ada).
• Communication: les parties d’un système implémentées par des activités concur-
rentes ou parallèles, que ce soient des threads ou des tâches, doivent nécessaire-
ment coopérer ou peuvent se concurrencer, ce qui requiert des mécanismes de
synchronisation et de communication adéquats.
• Hiérarchie: l’analyse d’un système nécessite des mécanismes de structuration
permettant à la fois l’abstraction et le raffinement. Ainsi les parties d’un sys-
tème peuvent être considérées au bon niveau d’analyse ou de conception.
• Préemption: pour terminer de manière abrupte ou non un traitement et pour pas-
ser d’un mode opératoire à un autre, il doit être possible de quitter ou terminer
un état. Il en est de même de tous ses sous-états et ce par le biais d’une transi-
tion de préemption. Cette opération correspond à un abandon ou échec, à
l’instar de l’instruction abort du langage Esterel [Ber 00b] [Ber 08]. Mais, il
doit aussi être possible de retrouver un état donné, préalablement préempté (à
l’instar d’une préemption en programmation concurrente), au moyen d’un
connecteur historique.
Si l’on considère par exemple les machines ou automates de Mealy ou de Moore (§
6.2.1), ils sont dénués des trois premiers concepts. Il en résulte que la complexité
d’un système réactif pouvant être modélisée avec ces formalismes est très rapide-
ment limitée. Paradoxalement, ces machines à états et transitions sont encore lar-
gement en vogue dans la conception matérielle (hardware, VHDL et Verilog).
Les formalismes et langages de programmation qui intrinsèquement supportent
ces quatre concepts peuvent être classifiés en deux approches distinctes [Edw 02].
La première est concrétisée par la programmation asynchrone, traditionnelle et
encore dominante. L’autre est l’approche synchrone, plus récente, voire confiden-
tielle. Mais elle s’avère fondamentale. 
1.3.2 Approche asynchrone
Cette approche est historique, mais elle reste malgré tout encore la plus répandue
dans l’industrie. Pour faire court, elle peut être représentée par quelques exemples
de langages communément admis (liste non exhaustive).
• Les propositions basées sur C/C++ Real-Time POSIX sont associés à un RTOS
(Real-Time Operating System). Car, les tâches ou threads ne sont pas intrinsèques
aux langages de programmation C/C++, lesquels sont purement séquentiels
[Nic 98] [Bur 09]. De très nombreuses applications temps réel embarquées sont
néanmoins programmées avec ces langages, qui sont également connus pour
Langages pour la programmation de systèmes temps réel embarquésne pas être fiables ou que bien qu'ils permettent ce qu'ils prétendent faire, ils sont
difficiles à maîtriser et les applications développées difficiles à valider et à mainte-
nir. Pour preuve, l’existence de guides d’écriture ou de sous-ensembles de ces lan-
gages, afin d’être plus à même de satisfaire les exigences des systèmes critiques,
notamment dans le domaine de l’automotive (composants pour l’automobile).
• Les propositions RTS Java sont expressément destinées au développement de sys-
tèmes embarqués temps réel. Compte tenu de la large diffusion du langage Java,
diverses propositions ont été élaborées pour compléter, sans modifications de la
syntaxe originale, le langage concurrent Java et ce avec des spécifications temps
réel (Real Time Specification Java). Notons qu’il existe d’autres propositions d’envi-
ronnements de développement Java, également destinées à la programmation
d’applications embarquées [Bru 09] [Dib 08]. Il est à relever que la machine vir-
tuelle est adaptée aux besoins du temps réel (real-time garbage collector).
• Le langage Ada est probablement le meilleur compromis asynchrone (normalisé
ISO, concurrent, temps réel et orienté objet) pour le développement de systèmes
critiques et à long cycle d’existence. Malheureusement, il est injustement confiné à
des domaines de niche, bien qu’importants (avionique, espace, militaire, finance et
transports). Ce qui le dessert au niveau de l’attention et de sa diffusion [Bur 07].
• Le formalisme SDL_RT est notamment graphique [Bel 91] [SDL 13]. Il permet
de décrire des éléments clef du logiciel embarqué, tels que: tâches, messages,
minuteries et sémaphores, ainsi que leurs interactions. Les comportements dyna-
miques peuvent aussi être représentés par des diagrammes d’échange de messages
(MSC). Il existe encore d’autres outils ou plate-formes de développement impor-
tantes, telles que Rhapsody (basée sur les Statecharts), qui permettent également la
génération complète de code source (C/C++, Java et Ada) et son intégration avec
des RTOS (systèmes d’exploitation temps réel).
Le défaut qui caractérise la programmation asynchrone et le multitâche (multithreading) est
le fait d’introduire diverses sources de non déterminisme, dont notamment les délais
induits par l’ordonnancement des processus/threads par le noyau du RTOS ou l’exécutif
sous-jacent et d’autres délais imprévus. Mais, plus important encore, la communica-
tion entre activités concurrentes est affectée d’un coût temporel arbitraire entre la
demande de communication ou de rendez-vous (Occam 2, Ada) et sa terminaison. 
Afin d’illustrer l’approche asynchrone considérons deux sortes d’implémentations
possibles du système d’acquittement simple original (§ 1.2.1). Une première ébauche
de solution asynchrone est décrite par un code source Ada (progr. 1.1). Une instruc-
tion non déterministe select est utilisée pour exprimer le choix arbitraire entre les
occurrences de signaux Req et Top. Naturellement, si un seul choix est possible il est
sélectionné, sinon la tâche Top_Req attend au niveau de l’instruction select et ce
jusqu’à la prochaine occurrence ou événement de signalisation. Notons, dans cette
implémentation, que le signal Req est produit par l’environnement de la tâche
Top_Req. Tandis que Top est produit en interne, périodiquement, avec un délai absolu.7
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PROGRAMME 1.1 Extrait Ada de la solution au premier scénario (fig. 1.3)
   task Top_Req is           -- Spécification
      entry Req;
   end Top_Req;
   task body Top_Req is      -- Implémentation
      PERIOD: constant Time_Span := Milliseconds(1000);
      Top: Time := Clock+PERIOD;
      type Signal is (Receiv_Req, Receiv_Top);
      Prev_Signal: Signal := Receiv_Top;
   begin
      delay until Top;       -- Premier top
      loop
         select
            accept Req;
            if Prev_Signal=Receiv_Req then
               Emit.Occ;
            else
               Emit.Acq;
               Prev_Signal := Receiv_Req;
            end if;
         or
            delay until Top; -- délai absolu, mais éveil >= Top
            Top := Top+PERIOD;
            if Prev_Signal=Receiv_Top then
               Emit.Alr;
            else
               Prev_Signal := Receiv_Top;
            end if;
         end select;
      end loop;
   end Top_Req;
A présent, si nous considérons la première extension proposée (§ 1.2.2 et fig. 1.3),
la solution Ada (comme la solution RTS Java, progr. 1.2) exige une adaptation
complexe, compte tenu notamment de la simultanéité éventuelle des deux événe-
ments Top et Req, lorsque ces deux signaux sont effectivement présents en même
temps. De plus, comment rendre prioritaire un événement ou une modalité au
détriment d’une autre, comment supprimer le non déterminisme et générer les
actions pertinentes attendues?
La solution temps réel Java décrit la seconde modélisation asynchrone de l’énoncé
original. Elle est intentionnellement différente. En effet, elle est basée sur la mise
en œuvre d’un gestionnaire d’événements asynchrones (progr. 1.2). Il s’agit d’un
mécanisme proposé par la norme RTSJ. Cependant, elle souffre également de pro-
blèmes analogues. La gestion des événements doit être assurée par un thread ser-
veur temps réel, lequel doit aussi être ordonné (scheduled) avec les autres threads
asynchrones Java [Kim 07].
Langages pour la programmation de systèmes temps réel embarquésPROGRAMME 1.2 Ébauche RTS Java de la solution au premier scénario (fig. 1.3)
public class TopReq extends AsyncEventHandler {
   static Output emit = new Output();
   static private Buffer buffer = new Buffer(16);
   static private AsyncEventData 
      top = new AsyncEventData(buffer),
      req = new AsyncEventData(buffer),
   private PeriodicTimer clk;
   public TopReq() { top.setHandler(this);
                     req.addHandler(this);
                     clk = new PeriodicTimer(null, 
                              new RelativeTime(100, 0),
                              periodicAction);
                     clk.start(); };
   private AsyncEventHandler 
      periodicAction = new AsyncEventHandler() {
         public void handleAsyncEvent() { top.fire(top); }
   };
   private boolean Prev_Top_Or_Req = false,        // false -> Top
                   firstTop = true;
   public void handleAsyncEvent() {
      AsyncEvent ae = (AsyncEvent) buffer.get();
         if (ae==top && firstTop) { firstTop = false; return; }
         if (ae==req && firstTop) return;          // Ignoré
         if (ae==top)
            if (!Prev_Top_Or_Req)
               emit.alr();
            else {
               Prev_Top_Or_Req = false;
            }
         else if (ae==req) 
                 if (Prev_Top_Or_Req)
                    emit.occ();
                 else {
                    emit.Acq();
                    Prev_Top_Or_Req = true;
                 }
         else
            System.err.println("Top_Req ?");
   } ...
}
Bien évidemment, il est toujours envisageable d’élaborer une solution pragmatique
déterministe, mais au prix d’un effort et d’une lourdeur importants (exercice, § 1.6.4).
Plus généralement, la question est comment réaliser une solution à la fois élégante et
complète, concise, déterministe, prédictible, sûre, efficace et qui puisse être éventuel-
lement étendue? Heureusement, un autre style de programmation s’est peu à peu
imposé en vue de répondre aux contraintes des systèmes à contrôle dominant et à flots
de données (data flow, chap. 2). Ce qui est proposé par le biais de cette présentation,
c’est donc d’adopter une nouvelle approche, concrétisée par les langages synchrones.9
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101.3.3 Approche synchrone
Une nouvelle approche, utilisée essentiellement dans des secteurs industriels de
niche, est représentée par les langages ou formalismes synchrones [Cas 08a] [Ben
03] [Shy 10]. Elle satisfait aux besoins spécifiques de la programmation d’applica-
tions réactives, en appliquant un schéma d’exécution synchrone. Dans ce schéma, les
programmes sont caractérisés par des réactions instantanées aux stimulis (signaux,
événements) d’entrée (inputs), voire à leur absence. Autrement dit, ils produisent
les sorties (outputs) attendues avec un délai nul (zero delay).
En pratique, le délai nul n’est bien évidemment pas réalisable (sect. 1.4). Cepen-
dant, l’hypothèse théorique d’un calcul ou d’un traitement informatique infiniment
rapide peut être mise en œuvre par le biais d’un procédé basé sur un cycle d’activa-
tion/exécution, à l’instar des langages de description et de synthèse matérielle
(Verilog, VHDL). En résumé, l’approche synchrone est basée sur l’hypothèse que
la réaction du système est synchrone avec l’événement qui la déclenche (trigger,
déclencheur), c’est-à-dire que la réaction prend place atomiquement au sein du cycle.
On relève diverses propositions de langages ou formalismes, avec des caractéris-
tiques éventuellement distinctes.
• Les Statecharts sont une forme étendue du formalisme des machines à états finis
déterministes (exemple, fig. 1.6). Ils intègrent les quatre concepts fondamen-
taux préalablement présentés, soit (§ 1.3.1): hiérarchie (profondeur, états imbri-
qués), concurrence (parallélisme, états orthogonaux), communication (diffusion
instantanée de signaux ou d’événements) et transitions d’avortement (avec
notamment des gardes constituées d’événements et/ou conditions) [Har 88a]
[Har 98]. Il est à relever que la sémantique des Statecharts est considérée comme
pseudo-synchrone et qu’il existe par ailleurs de nombreux dialectes, ayant malheu-
reusement des sémantiques pouvant différer.
• Esterel est un langage impératif strictement synchrone. Il intègre également les
quatre concepts fondamentaux, mais sous une forme purement textuelle. Il est
bien adapté au développement d’applications à contrôle dominant [Ber 00b].
Basé sur Esterel, le langage Quartz est également dédié à la spécification, véri-
fication et implémentation de systèmes réactifs [Sch 09]. Les deux formalismes
ciblent indistinctement les applications logicielles et matérielles (fig. 1.16).
Dans ses dernières versions (7), le langage Esterel a été adapté pour répondre
aux exigences de la conception de systèmes numériques de haut niveau (Electro-
nic Design Applications), en intégrant notamment ce qui est nécessaire à la gestion
du chemin des données (datapath). Basé sur une sémantique précise et non
ambiguë, il satisfait à la fois aux besoins de la simulation interactive graphique,
des tests de validation, de la vérification formelle (model-checking) et de la syn-
thèse de circuits [Ber 03]. Actuellement propriété de la société Synopsys, la der-
nière version de la Suite logicielle Esterel Studio n’est semble-t-il plus disponible, ce
qui est fort regrettable.
Langages pour la programmation de systèmes temps réel embarquésFIGURE 1.6 Statechart relatif au second scénario (fig. 1.4)
• Le langage Lustre est un langage textuel de programmation synchrone, déclaratif et
caractérisé par une approche à flots de données [Hal 93] [Hal 98]. Le dialecte Lustre
de l’outil SCADE (version 5) est concrétisé par une représentation graphique
équivalente, sous la forme de diagrammes de blocs ou réseaux d’opérateurs syn-
chrones. Ce formalisme graphique, appelé Scade, est à certains égards plus lisible et
compréhensif que la formulation textuelle Lustre.
Lustre et plus spécifiquement Scade, ont été conçus pour être aisément utilisables
par des ingénieurs spécialisés dans le domaine du contrôle/commande et accou-
tumés aux systèmes d’équations (différentielles, différences finies, booléennes),
aux réseaux et flots de données (diagrammes de blocs, circuits logiques, fig. 1.14).
• Les SyncCharts constituent une variante strictement synchrone des Statecharts. Ils
disposent des constructions additionnelles nécessaires pour une sémantique syn-
chrone complète [And 03]. Par ailleurs, tout syncChart peut être traduit en un pro-
gramme Esterel.
• Le langage Scade 6 s’apparente plus à du Lustre étendu qu’à de l’Esterel, avec des
constructions inspirées des SynCharts (donc d'Esterel) et des nouveautés spéci-
fiques inspirées des langages fonctionnels, comme les itérateurs [Col 05]. Scade 6
inclut donc aussi les automates. La principale originalité de Scade 6 est de propo-
ser une utilisation unifiée d'automates et de diagrammes de flots de données. Il
offre ainsi au développeur/programmeur une approche permettant une complète
interchangeabilité des concepts. Par exemple, un bloc peut être défini par une
machine d’états ou bien un état d’une machine d’états peut contenir un autre état
ou bien un diagramme de blocs (fig. 6.19). Deux diagrammes de blocs ou réseaux
d’opérateurs inclus dans deux états exclusifs peuvent aussi référencer le même flot
de données, rendant possible l’implémentation d’automates de modes [Mar 03].
Par ce biais, il est permis de passer aisément d’un mode de contrôle continu à un
autre et ce, sous le contrôle de conditions booléennes par exemple (Tempomat, §
7.14.16). Précisons enfin que Scade 6 constitue une extension conservative de Scade.
Les programmes Scade sont donc valides en Scade 6 et leur sens est préservé.
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Cette énumération de langages et de formalismes synchrones n’est bien entendu
pas exhaustive. A cet égard, le lecteur peut se référer à la littérature (bibliographie).
La majorité des langages synchrones disposent d’une sémantique formelle, bien
formulée et mathématiquement fondée. Contrairement à l’approche asynchrone
les programmes synchrones sont caractérisés par un déterminisme total. Intuitive-
ment, pour des séquences identiques d’entrées, les sorties produites sont toujours
les mêmes. Le comportement des programmes est donc non seulement prédictible
mais aussi déterministe. Il en découle que la mise au point (debugging) en est gran-
dement facilitée.
Les langages synchrones sont fréquemment traduits en code objet, dans des lan-
gages hôtes tels que C/C++ ou Ada, voire en code de description matérielle
(Hardware Description Language) tels que Verilog ou VHDL. Il existe aussi des exten-
sions synchrones de langages usuels, comme par exemple pour C ou Java [Mal 10].
A l’instar d’autres suites logicielles, SCADE Suite® est un environnement de déve-
loppement basé sur la modélisation (Model Based Development). Elle peut être consi-
dérée comme un eco-système logiciel destiné à la conception de systèmes
embarqués. Elle intègre dans une approche unifiée de programmation synchrone les
réseaux d’opérateurs synchrones, des constructions Lustre (textuel) et des SSM
(Scade State Machines). Rappelons qu’il s'agit d'une extension conservative [Col 05] des
flots de données synchrones avec des machines d'états [And 03], qualifiée et respec-
tant les normes usuelles attendues en sécurité des systèmes embarqués critiques.
Voyons à présent les solutions aux exigences de la première extension des spécifi-
cations (§ 1.2.2). Élaborée avec Statemate [Har 88a] [Har 98], la première solution
est basée sur le formalisme des Statecharts (pseudo-synchrone, fig. 1.6). Alors que la
seconde est une SSM (strictement synchrone, fig. 1.7), modélisée avec SCADE.
<Ctrl_Top_Req>
ActifInactif
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1
Top
2
Top Alr = true;
1
Req Acq = true;
1
Top
1
Req Occ = true;
2
true
2
Req Occ = true;
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Ces deux solutions sont similaires, elles sont basées sur le même genre d’automates à
états finis étendus (machine de Mealy étendue). Le modèle et donc le système, évolue
pas à pas, depuis un état stable vers un autre. Chaque transition entre états est provo-
quée par un déclencheur (trigger), constitué par exemple par un événement, un signal ou une
condition, voire par toute combinaison de ces derniers et produit (/) instantanément
des (ré-)actions synchrones. Les états (représentés par des blobs) peuvent être imbriqués
(hiérarchie). L’emboîtement d’états (exemples, fig. 1.6 et 1.8) permet également de
décider quelle transition (flèche, arc orienté) est prioritaire en cas de simultanéité et
contribue à rendre le comportement du modèle déterministe et prédictible. Notons au pas-
sage, qu’un langage indéterministe (Ada, PROMELA) permet aussi de prédire le compor-
tement, mais celui-ci n'est pas unique, on a alors un ensemble d'exécutions possibles.
FIGURE 1.9 Chronogramme de simulation du statechart concurrent TOP_REQ
TOP_REQ
INITIAL EMISSION>
BOUTON
INITIAL
INACTIF
ATTENTE
ACTIF
TOP / ALR REQ / OCC;
TOP
not REQ
REQ / OCC
REQ / ACQ
TOP
ATTENTE
[TOPS==3] / TOPS:=0;
CTRL_TOP_REQ CTRL_BOUTON
TOP
REQ
ACQ
OCC
ALR
BOUTON
LAMPE
TOPS13
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14FIGURE 1.10 Concurrence d’états ET (SSM avec spécifications étendues)
Avec des SSM (Scade State Machines, de même avec des SyncCharts), le déterminisme
peut être résolu par l’association explicite de priorités aux transitions. Par exemple
(fig. 1.7), depuis l’état Inactif la transition Req (1) est prioritaire sur la transition
Top (2). A noter également que les flots de sortie (Acq, Occ et Alr) valent false par
defaut. Tout comme dans le modèle SSM de la figure 1.10, Lampe et les autres flots
de sortie sont définis comme valant false par défaut. Des informations et appro-
fondissements relatifs aux SSM sont fournis dans les chapitres suivants et plus en
détail dans le chapitre 6.
Le parallélisme (concurrency) est visible sur le statechart de la figure 1.8 et sur la SSM
de la figure 1.10. Le parallélisme est utilisé pour modéliser la seconde extension
des spécifications et ce sans modification de la première*. Les sous-états
CTRL_TOP_REQ et CTRL_BOUTON sont en effet orthogonaux. Ce sont des états ET. Le
système TOP_REQ peut donc être dans n’importe quel (sous-)état de l’état
CTRL_TOP_REQ et simultanément dans n’importe quel (sous-)état de l’état
CTRL_BOUTON. A relever, la présence de réactions statiques (>) spécifiées dans l’état
d’EMISSION, mais non visibles (représentées) directement sur le statechart. Ces réac-
tions sont constituées par l’émission continue de LAMPE et des incrémentations suc-
cessives de la variable TOPS (à chaque occurrence de l’événement TOP).
L’orthogonalité d’états ET (parallélisme) constitue un outil puissant de réduction de
la complexité et, d’un point de vue méthodologique, un moyen pour capturer
l’asynchronisme, en référence au problème d’intégration du modèle synchrone avec
son environnement physique. Par ailleurs, on désigne par états OU les états d’un
(sous-)système qui s’excluent mutuellement. Dans les exemples illustrés (fig. 1.7 et
1.8), le système peut se trouver dans l’état INITIAL ou bien dans l’état ACTIF ou
encore dans INACTIF, mais pas dans plusieurs de ces trois états simultanément.
<Ctrl_Top_Req>
ActifInactif
Initial
<Ctrl_Bouton>
Emission
true Lampe
Initial
1Top
2
Top Alr = true;
1
Req Acq = true; 2
Req Occ = true;
1
Top
1
Req Occ = true;
2
true
1
Bouton
1
3 times Top
Programmation réactive synchroneFIGURE 1.11 Méthodes ou schémas d’exécution synchrone (sect. 8.1)
Ces modélisations (Statecharts et SSM) illustrent la simplicité avec laquelle on peut
capturer les occurrences non déterministes de l’événement Bouton. Sans ce concept
fondamental d’orthogonalité, toutes les transitions et tous les états possibles
devraient être modélisés ou représentés. Ce qui générerait une complexité non maîtri-
sable. Par exemple, si l’on considère 3 macro-états ET, ayant respectivement 18, 15 et
12 états OU (chaque macro-état étant isolément gérable), une modélisation avec une
machine de Mealy décrivant le même comportement pourrait contenir jusqu’à 3240
états distincts (produit cartésien)!
La notation plate d’une FSM (Finite State Machine) ou une machine de Mealy ne sup-
portent pas le principe d’écrire les choses une seule fois* et la complexité résultante
(nombre d’états et de transitions) devient également ingérable.
1.4 Programmation réactive synchrone
1.4.1 Modèle synchrone du temps
Comme suggéré préalablement, le modèle de programmation réactive synchrone est
basé sur une abstraction qui assure que la tâche de contrôle a une durée d’exécution
logiquement nulle (logically zero execution time) [Kir 06]. Reconsidérons à cet effet le scéna-
rio de la figure 1.4. Il décrit le comportement d’une sorte d’activité ou tâche syn-
chrone ainsi que sa sémantique, basée sur une évolution logique du temps (logical
time). A chaque occurrence d’un événement ou signal, la tâche lit ses entrées (consti-
tuées éventuellement de plusieurs occurrences simultanées d’événements distincts),
détermine (calcule) un nouvel état résultant et produit éventuellement un ou plu-
sieurs signaux ou actions de sortie, tout cela en un temps nul.
En d’autres termes, chaque instant d’activation de la tâche de contrôle est complété
instantanément, avant toute nouvelle occurrence ou arrivée d’événement ou signal.
L’événement de déclenchement (trigger) peut être provoqué par tout signal ou événe-
ment d’entrée ou bien par une horloge de base (clock). Ce qui permet d’envisager
deux formes ou schémas possibles d’exécution synchrone, à savoir (fig. 1.11): event
triggered (événement déclencheur) ou time triggered (temps déclencheur).
Initialisation mémoire; Initialisation mémoire;
every Entree’event do every Clock’event do
   Calcul de la reaction et    Lecture des entrées;
   Mise à jour de la mémoire;    Calcul de la reaction et
   Production des sorties;    Mise à jour de la mémoire;
   Production des sorties;
end every end every
      a) event triggered       b) time trigerred15
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En termes d’implémentation ou de mise en œuvre réelle du temps et de son évolu-
tion, l’exécution d’une tâche réalise la sémantique logique dans le sens où toutes les
sorties sont déterminées par les entrées. L’instant auquel la tâche de contrôle pro-
duit les sorties est toujours borné par la durée séparant deux événements d’entrée
distincts et non simultanés, comme illustré par la figure 1.12.
FIGURE 1.13 Implémentation du modèle synchrone SCADE (chap. 8)
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Programmation réactive synchroneDans l’approche synchrone on comptabilise le temps logique uniquement en termes
de cycles d’entrée/sortie. Le synchronisme établit que les occurrences des événements
sont perçues comme logiquement instantanées si et seulement si elles ont lieu au
cours du même cycle de traitement (calcul). La distinction est effectuée uniquement
entre les calculs réalisés au cours du même cycle et les calculs qui sont réalisés durant
les cycles successifs.
A l’instar des circuits numériques (VHDL) où la stabilisation doit être atteinte pen-
dant le cycle d’horloge, on doit assurer que durant un cycle de calcul il y ait une alter-
nance stricte entre les traitements et l’interaction avec l’environnement de la fonction de
réaction, c’est-à-dire de la tâche cyclique. Ce qui induit notamment le modèle SCADE,
issu de la compilation de tout programme d’application (fig. 1.13). En aucun cas, des
actions ou des modifications induites par le contrôle de l'environnement ne doivent
être entreprises pendant le traitement. Ce qui revient à empêcher toute ingérence.
L'atomicité de l’exécution de la fonction cyclique SCADE (appelée fonction de réac-
tion en Esterel) doit impérativement être garantie.
Ainsi, moments discrets et réactions atomiques définissent causalement un instant. Les
valeurs sont produites avant leur consommation, la réaction même en absence d’évé-
nements ou de signaux et les priorités permettent de définir une sémantique formelle et
mathématiquement fondée [Ber 00a].
1.4.2 Analogie RTL
Le modèle d’exécution synchrone est similaire à l’implémentation du modèle clas-
sique d’échantillonnage-commande connu, avec diverses formes mathématiques,
dans les domaines des systèmes dynamiques basés sur le temps discret de même
qu’en électronique numérique (RTL: Register Transfer Level). Considérons dans ce
contexte un nouvel exemple. Il s’agit d’une analogie avec la logique numérique d’une
cellule (cell, fig. 1.14) constitutive d’un mécanisme simplifié d’arbitrage de bus maté-
riel [Bou 92]. Le bus est un anneau sur lequel plusieurs cellules identiques sont accro-
chées (fig. 1.15).
FIGURE 1.14 Cellule d’un mécanisme simplifié d’arbitrage de bus
Requete Accord
1
1
Jeton
2
PassePre_Passe
FBY1
1 false
1
Passe_Jeton
Loc17
Introduction à la programmation synchrone
18À tout instant, un circuit utilisateur du bus peut effectuer une requête (Requete) à
l’arbitre et obtenir (Accord) ou non l’exclusivité de l’accès au bus. Un mécanisme
de priorité, basé sur un jeton (Jeton), permet d’arbitrer les demandes simultanées.
A tout moment, la ressource bus est accordée à la première cellule qui en fait la
demande, en partant de la première et dans le sens horaire. Pour satisfaire le prin-
cipe d’équité (fairness), à chaque instant un jeton est déplacé en quelque sorte de
cellule en cellule. Ce faisant, chaque cellule devient la première à son tour.
La version logicielle de cet exemple de cellule, originellement décrite en Esterel
[Ber 00b], peut naturellement être modélisée ou formellement spécifiée par un
premier modèle équivalent, basé sur un réseau d’opérateurs synchrones (fig. 1.14).
Mais avant cela, il peut l’être avec un circuit numérique usuel, formalisé avec un
ensemble d’équations logiques simples:
Loc    = Pre_Passe or Jeton;
Passe  = Loc and not Requete;
Accord = Requete and Loc;
Passe_Jeton = reg(Jeton);   -- fby <=> reg_istre
La clôture ou fermeture temporelle usuelle (timing closure ou room size closure) peut être
interprétée comme étant le temps nécessaire pour évaluer cet ensemble d’équa-
tions. Cette interprétation définit également le chemin critique ou bien la fré-
quence maximale pour une technologie donnée (hardware synthesis). Pour une mise
en œuvre logicielle elle définit une sorte de WCET (Worst Case Execution Time),
autrement dit le temps d’exécution le plus long (pire cas).
Les équations de ce système peuvent ensuite être traduites aisément en un pro-
gramme à flots de données Lustre (progr. 1.3), plus précisément dans son dialecte
Scade 6 ou bien en un réseau d’opérateurs synchrones (fig. 1.14). Le registre reg
étant implémenté avec un opérateur fby (followed by) ayant un retard de 1 cycle. Ce
registre pourrait aussi être exprimé par une définition moins concise, basée sur les
opérateurs de retard pre et d’initialisation -> et ce, de la façon qui suit:
Passe_Jeton = false -> pre(Jeton);
PROGRAMME 1.3 Cellule d’arbitre
node Cellule(Requete, Pre_Passe, Jeton: bool)
     returns(Accord, Passe, Passe_Jeton: bool)
var
   Loc: bool;
let
   Loc    = Pre_Passe or Jeton;
   Passe  = Loc and not Requete;
   Accord = Requete and Loc;
   Passe_Jeton = fby(Jeton; 1; false);      -- reg
tel
Programmation réactive synchroneFIGURE 1.15 Mécanisme d’arbitrage de bus symétrique
Le flot Passe_Jeton est défini à false initialement, alors qu’aux instants suivants (tics,
ticks, cycles) il est défini par la valeur précédente (à l’instant précédent, soit 1 cycle de
retard) du flot Jeton, en d’autres termes par la valeur ou la présence du jeton (Jeton)
à l’instant ou cycle immédiatement précédent.
1.4.3 Communications synchrones
Si le traitement basé sur la méthode du cycle de calcul est aisément compréhensible
pour un modèle de machine basée sur des états exclusifs OU et des états concurrents
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2Requete_2
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1
1
3
2
4
2
5
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FBY1
1 true
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1 false
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3 6
3
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chaîne de causalité
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20ET, qu’en est-il de la communication synchrone entre composants parallèles de celle-ci?
Il convient de signaler voire de rappeler que dans l’approche synchrone toute
information émise par un composant est instantanément diffusée à tous les com-
posants qui, en mesure de le faire, souhaitent effectivement la recevoir ou la lire.
Comme suggéré ou induit par le modèle d’exécution cyclique, la communication
doit aussi prendre place durant le cycle. En termes d’implémentation, la communi-
cation est réalisée par le biais d’une chaîne de réactions synchrones, établie durant
le même cycle. Ce qui est réalisable par une sorte de fusion de cycles, où les cycles
inhérents aux divers composants concurrents (parallèles) sont fusionnés au sein
d’un cycle global unique [Ber 07]. La fusion est automatique. Toutes les instruc-
tions générées à partir des composants concurrents sont fusionnées pour former
une séquence constituant le cycle unique et la communication peut ainsi être exécu-
tée implicitement par un entrelacement adéquat respectant les dépendances inter-
cycles préalables.
Cette approche d’implémentation simple est naturellement basée sur un accès
contrôlé (protégé) à des variables partagées (shared variables), mais il est dénué
d’autoconsommation (overhead) et de changements de contexte (context switching).
D’un point de vue temporel, il est alors possible de déterminer le plus mauvais cas
de durée d’exécution (WCET) et donc obtenir la garantie de non chevauchement
(pas d’interférences). Naturellement, si l’on fait abstraction des accès aux caches et
de l’exécution spéculative inhérente aux processeurs modernes.
1.4.4 Causalité
La simultanéité inhérente à l’approche synchrone peut soulever des problèmes de
causalité. Comme on peut le constater dans le diagramme complet du mécanisme
d’arbitrage (fig. 1.15). Compte tenu de la topologie, il existe effectivement une
chaîne causale appelée également cycle causal induit par le circuit composé de portes
logiques and et or et illustré par la ligne en traits tillés sur le diagramme.
FIGURE 1.16 Correct par construction [Ber 07]
Spécification formelle
Vérification formelle Simulation interactive graphique
Co-simulation
Modèles et circuits équivalents
Animation de prototypes virtuels
Documentation rigoureuse
générée automatiquement
model-checking
modélisation
hardware - software
génération de code C ou Ada
Programmation réactive synchroneCe genre de problème de causalité est correctement reporté par le générateur de code
de la Suite logicielle SCADE. Il peut être résolu par la simple insertion d’un registre
(comme dans les circuits numériques), en l’occurrence par un opérateur de retard pre
ou fby (sect. 2.7), comme illustré par la figure 1.15. En résumé, tout cycle dans le cir-
cuit doit passer par au moins un retard. Notons enfin, sur la partie haute du dia-
gramme Scade 6 (fig. 1.15), l’injection initiale du jeton, favorisant arbitrairement (au
début seulement) la première cellule: fby(Jeton; 1; true). D’autres exemples (fig.
2.40) et problématiques causales seront abordées dans les chapitres suivants.
1.4.5 Bénéfices de la programmation synchrone
Les bénéfices découlant du synchronisme et en particulier l’ensemble des concepts
inhérents à l’approche synchrone SCADE et au langage Scade 6 en particulier, sont
multiples [Ber 07] [Cas 08a].
• Le principe de compositionalité (compositionality) désigne le fait que le sens d’une
expression complexe est réellement dérivé de la signification de chacune des
expressions qui la constitue ainsi que des règles utilisées pour les combiner.
• L’isolation des problématiques (basic separation of concerns) permet se concentrer fonda-
mentalement sur les spécifications de haut niveau, sans pour cela se préoccuper
des problèmes de performances. Dans cet esprit, la durée des opérations non évé-
nementielles ou temporelles, telles que les opérations usuelles (addition, division,
etc.) peut être ignorée.
• La fidélité et le respect des exigences par le modèle constituent un résultat fonda-
mental de l’approche synchrone, selon G. Berry:
modélisez
Ce que vous simulez c’est ce que vous implémentez
prouvez exécutez
En résumé, cette approche synchrone constitue une méthode formelle de spécifica-
tion et de développement de logiciel (ou de matériel) permettant d’obtenir un modèle
correct et ce au fur et à mesure de sa conception. Le logiciel qui en résulte peut exhi-
ber des propriétés d’intégrité, de sûreté et de fiabilité usuellement attendues pour des
applications critiques (fig. 1.16).
Ainsi, les concepts du langage Scade 6 et sa sémantique rigoureuse [Col 05] per-
mettent de modéliser formellement un système, de le simuler et de le vérifier (model-
checking). Son comportement peut donc être analysé et modifié très tôt dans le pro-
cessus de conception. De plus, le code généré est produit directement à partir du
même modèle, en respectant le principe correct par construction (correct-by-construc-
tion). Car, le code synthétisé (produit) satisfait à ses spécifications formelles (élabo-
rées avec Scade 6), compte tenu de certaines hypothèse relatives à l’environnement
physique du système modélisé. A cet effet, un outil permet de générer automatique-
ment du code C intégrable, correct et certifiable (KCG).21
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Elle permet de satisfaire plus rapidement les directives DO-178B et DO-178C en
vigueur en avionique. Le bénéfice étant de rendre notamment inutiles les tests de
bas niveau du code source C ou Ada, langage qui peut aussi être généré automati-
quement (§ 1.3.2) à partir des mêmes modèles SCADE. Les tests fonctionnels
pouvant dès lors être réalisés dès la spécification graphique et textuelle avec
SCADE, c’est-à-dire avec le langage synchrone Scade 6.
1.5 Commentaire
Pour clore ce premier chapitre, signalons l’approche conjointe de Simulink avec
Stateflow, évoquée dans l’avant-propos. Cette approche de modélisation est devenue
une sorte de standard dans l’industrie. Simulink est une plate-forme d’édition et de
simulation de schémas-blocs riche et étendue, comportant de nombreuses biblio-
thèques, alors que Stateflow est un éditeur d’automates hiérarchiques et parallèles
dérivés des Statecharts. La plate-forme de développement comporte également des
générateurs de code et des outils de test.
Cependant, il faut relever que si l’activité de modélisation est semblable à celle de
SCADE, la sémantique de Simulink et Stateflow n’est que partiellement spécifiée ou
informelle [Cas 06], si ce n’est celle que constitue en quelque sorte le simulateur et
ses options multiples. Or, l’absence de sémantique formelle unifiée limite grande-
ment la vérification et l’obtention de code certifié. On relève également des risques
liés aux erreurs d’interprétation ou aux erreurs à l’exécution [Cas 03], comme la
non terminaison (boucle infinie), le débordement de pile, etc. Car, initialement
créés par des numériciens et des automaticiens, ces deux formalismes s’accom-
pagnent de lacunes originelles dans les qualités informatiques, notamment celles
requises par les systèmes embarqués critiques.
1.6 Exercices
1.6.1 Identifier et analyser les critères de sélection d’un langage de programma-
tion destiné au développement d’applications de contrôle en temps réel.
1.6.2 Fournir quelques exemples pertinents d’applications temps réel avec en
parallèle des valeurs estimées des contraintes de temps qui les caracté-
risent.
1.6.3 Considérer les mots et acronymes énumérés ci-après. Analyser le contexte
industriel dans lequel ils sont employés et commenter leurs aspects réac-
tifs et temps réel intrinsèques:
• Airbag;
• Cruise Control;
Exercices• Sportronic;
• ICS (Integrated Control System);
• GPS (Global Positioning System);
• STR (Sport Throttle Response);
• EBD (Electronic Brakeforce Distribution);
• ABS (Antilock Braking System);
• ASR (Anti Slip Regulation);
• TCS (Traction Control System).
Éventuellement compléter la liste.
1.6.4 Élaborer une solution complète et déterministe qui satisfasse les exigences
étendues du système d’acquittement simple (§ 1.2.2) et ce en Ada, avec RTS
Java, en C/Real-Time POSIX et en C sous µC/OS-II.
1.6.5 Concevoir une machine de Mealy aussi complète que possible afin de satis-
faire aux contraintes étendues exprimées dans le paragraphe 1.2.2.
1.6.6 Modéliser avec le langage VHDL et/ou Verilog le mécanisme symétrique
d’arbitrage de bus décrit par la figure 1.15 (§ 1.4.2), puis analyser et comparer
les solutions.
1.6.7 Modéliser avec le langage Quartz [Sch 09] (basé sur Esterel) le mécanisme
symétrique d’arbitrage de bus décrit par la figure 1.15 (§ 1.4.2) et vérifier for-
mellement le modèle. Puis, générer le code Verilog et le comparer avec un
modèle Verilog programmé manuellement (exercice, § 1.6.6).23
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CHAPITRE 2 CONCEPTS DE BASE DU 
LANGAGE SCADE 62.1 Préambule
Ce chapitre introduit les concepts de base de la programmation synchrone à flots de
données. L’essentiel du propos concernera le langage Lustre ou plus précisément son
extension, le langage Scade 6 utilisé avec la Suite logicielle SCADE. Pour plus de conci-
sion nous utiliserons parfois le terme Lustre pour désigner une définition purement
textuelle des équations de flots de données et Scade pour une formulation en dia-
grammes de blocs ou réseaux d’opérateurs synchrones. Nous ferons aussi allusion aux
Scade State Machines (SSM), sortes de SyncCharts [And 03], qui étendent le langage
Lustre. Les aspects syntaxiques et sémantiques inhérents aux constructions et
concepts du langage Scade 6 seront ensuite approfondis dans des chapitres dédiés.
2.2 Flots de données
A l’origine, la conception et le développement des systèmes réactifs embarqués étaient
fondamentalement basés sur les contributions de disciplines telles que l’automatique,
l’électronique et la conception de circuits. L’informatique ne s’est introduite et impo-
sée que progressivement. C’est notamment en considérant cet aspect originel et en
fonction des compétences des développeurs, que des outils informatiques proches de
ces disciplines de base ont été successivement proposés. Que ce soit à un niveau
d’abstraction élevé, en faisant appel à des formalismes de nature équationnelle (équa-
tions différentielles, différences finies, équations booléennes) ou alors à un niveau
plus bas, en proposant des sortes de réseaux d’opérateurs (exemples, fig. 2.1 ou 2.37).
FIGURE 2.1 Réseau d’opérateurs prédéfinis (addition, multiplication et division entière)
E1
1
E2
2
S
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26Ces formalismes sont dérivés du modèle à flots ou flux de données [Kah 74] [Cas 87]
[Edw 02]. Un système à flots ou flux de données est constitué d’un réseau d’opéra-
teurs opérant en parallèle et ceci, continuellement, au rythme de leurs entrées. Par
exemple, si nous considérons le réseau d’opérateurs synchrones (Scade) illustré par
la figure 2.1 ou bien l’équation suivante:
S = ((E1 + 1) * E2) div 2;            -- division entre entiers
à chaque variation des entrées E1 et/ou E2, une nouvelle valeur de la sortie S est
aussitôt produite.
2.3 Flots de données synchrones
Afin de prendre en considération les aspects temporels inhérents aux systèmes réactifs,
l’approche de solution consiste à mettre en relation le temps et le rythme des don-
nées dans les flots [Hal 91]. De cette façon les variables sont interprétées en fonc-
tion du temps. Si l’on reprend par exemple le réseau d’opérateurs illustré par la
figure 2.1, on obtient la relation qui suit:
Cependant, une telle interprétation n’est pas immédiatement implémentable dans
une proposition de langage ou un formalisme informatique. En effet, un réseau de
flots (flux) de données doit pouvoir être réalisé ou implémenté par un automate
fini à mémoire finie. Le temps de réaction, autrement dit le temps nécessaire à la
production des sorties doit aussi pouvoir être déterminé et borné. Ces restrictions
ont notamment conduit à des contraintes d’horloges dans le langage synchrone Lustre
[Hal 91], tout comme dans le langage Scade 6 de la Suite logicielle SCADE.
Il résulte de ce qui précède une approche synchrone qui consiste à faire en sorte que
toutes les variables du système évoluent simultanément, si elles évoluent. C’est-à-
dire que le système complet est synchronisé sur une sorte d’horloge globale ou horloge
de base, autrement dit sur l’horloge du programme. Cette horloge correspond au
cycle d’activation externe. Ce faisant, chaque variable ou expression dénote une
fonction dépendante du temps, discret, en fournissant une valeur à chaque instant.
2.4 Flots de données et variables
Un programme à flots de données Scade 6 est essentiellement constitué de défini-
tions d’équations, d’automates (automaton, § 6.2.3) et d’assertions (sect. 2.16), qu’il ne
faut pas confondre avec des affectations (=, assignments), usuelles dans les langages
impératifs asynchrones (Java, Ada)! Les équations comportent des constantes, des
variables typées et des expressions. Il convient toutefois de prendre garde au fait
que le terme de variable ne doit pas être considéré comme usuellement, en pro-
 t ,   S t  E1 t  1+  E2 t   2=
Équations et principes associésgrammation impérative (C, Ada), mais plutôt comme identificateur ou nom de flot.
Considérons l’équation ci-après, issue de la conversion textuelle de notre premier
réseau d’opérateurs Scade (fig. 2.1):
S = ((E1 + 1) * E2) div 2;
Toute variable ou (sous-)expression formant l’opérande de droite de l’équation définis-
sant S désigne en fait un flot (flux), constitué de deux éléments:
• une suite de valeurs (données) typées, laquelle peut être infinie;
• une horloge associée, représentant une séquence d’instants.
Il en découle qu’un flot de données dispose de la nième valeur de sa suite au nième ins-
tant (tic, tick) de son horloge, comme décrit par le tableau de la figure 2.2.
Tout programme possède un comportement cyclique qui induit une horloge de base
et à partir de laquelle toutes les autres horloges sont dérivées. Au nième cycle d’exécu-
tion d’un programme, les flots impliqués prennent leur nième valeur. Ce qui n’interdit
d’ailleurs pas, pour un flot de données, pour une variable voire une (sous-)expression,
d’avoir comme horloge associée, l’horloge de base, que l’on peut désigner comme
étant l’horloge la plus rapide, celle à partir de laquelle les autres sont dérivées par
ralentissement ou raréfaction des instants d’activité (sect. 2.14).
2.5 Équations et principes associés
Considérons un deuxième exemple d’équation, où les flots X et Y de l’expression sont
tous deux également cadencés par une horloge (en fonction de leur contexte):
Y = if X>0 then 1 else if X<0 then -1 else 0;
Cette équation produira un flot de données Y ayant la même horloge, plus précisément
une séquence résultante composée des valeurs -1, 0 ou +1. En d’autres termes, cette
équation réalise la fonction signum. Comme l’illustrent les exemples numériques de
suites de données composant les deux flots X et Y (fig. 2.3).
FIGURE 2.2 Exemple d’évolution des flots E1, E2 et S
Cycle 1 2 3 4 5 6 7 8 9 10 11 12
E1 0 1 1 4 4 4 4 4 3 3 1 4
E2 0 0 1 1 2 2 2 2 8 8 1 4
S 0 0 1 2 5 5 5 5 16 16 1 1027
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Il est à relever qu’une équation doit être effectivement considérée dans son sens
mathématique. Elle définit une synonymie complète entre la variable Y et l’expres-
sion qui la définit [Hal 93]. Par conséquent, les deux flots (Y et sa définition) auront
la même séquence de valeurs et la même horloge. Toute variable qui n’est pas une
variable d’entrée sera définie par une seule et unique équation.
Cette approche équationnelle permet d’introduire deux principes. 
• Le principe de définition, propre au langage et selon lequel toute variable est com-
plètement définie par sa déclaration (ainsi que son type) et par l’équation où elle
apparaît comme membre de gauche de la définition. Par ailleurs, aucune infor-
mation ne sera inférée sur la façon où la variable sera par la suite utilisée dans
d’autres équations. 
• Le principe de substitution ensuite. Par exemple, si nous considérons les définitions
d’équations suivantes:
Y = E;
E = if X>0 then 1 else if X<0 then -1 else 0;
Elles sont toutes deux conformes à la définition d’une équation introduite préa-
lablement. Mais, d’après le principe de substitution, Y pourra remplacer
l’expression E partout dans le programme et inversement. Il en est de même en
ce qui concerne la variable E pour l’expression qui la définit.
Il résulte de ce qui précède qu’un système d’équations du langage Scade 6 est comme
une définition mathématique, où l’ordre des équations n’a pas d’importance. Et,
comme suggéré par l’exemple ci-dessus, l’introduction de nouvelles variables (E)
ou de variables locales est possible et sans effets de bord.
PROGRAMME 2.1 Fonction signum
type int = int32;          -- définition de type, sect. 3.2
function Signum(X: int)    -- X: flot de communication entrant
        returns(Y: int)    -- Y: flot de communication résultant
let
   Y = if X>0 then 1 else if X<0 then -1 else 0;
tel
Cycle 1 2 3 4 5 6 7 8 9 10 11 12 13 14
X 1 2 3 4 5 1 -3 -2 0 0 -2 7 8 -9
Y 1 1 1 1 1 1 -1 -1 0 0 -1 1 1 -1
Opérateurs de données et types de baseFIGURE 2.4 Application point à point
2.6 Opérateurs de données et types de base
Les expressions formant le membre de droite d’une équation sont constituées de
diverses sortes d’éléments:
• constantes: de type de base prédéfini (numeric, bool, char, etc., chap. 3) ou structuré
(sect. 2.18, chap. 5), voire de type importé du langage hôte (C, Ada); ces
constantes représentent des flots de valeurs constantes sur l’horloge de base;
• identificateurs: qui désignent les variables de flots de données;
• fonctions: éventuellement importées d’un langage hôte (C, Ada); 
• opérateurs combinatoires: lesquels permettent d’opérer sur les types de base (arithmé-
tiques, comparaisons, combinatoires, conversions), ces opérateurs ne peuvent être
appliqués que sur des opérandes de même type et horloge et sur les valeurs des-
quelles ils opèrent point à point (point-wise application on flows, fig. 2.4), comme par
exemple l’opérateur arithmétique * (multiplication) appliqué aux flots 2, Pi et R.
S’ajoutent à ces opérateurs combinatoires des opérateurs temporels (sect. 2.7 et 2.14) qui
agissent aussi sur les flots et sont fondamentaux pour la programmation synchrone.
En plus de ces opérateurs plus ou moins traditionnels, nous disposons d’une sorte
d’opérateur if. Il convient toutefois de préciser qu’il ne faut pas le confondre avec
l’instruction de contrôle d’exécution if, usuelle dans les langages de programmation
impératifs asynchrones (voir également, § 2.17.1). En effet, dans l’équation suivante:
Alarme = if Niveau_Liquide>Consigne_Max then true else false;
l’expression (opérateur) if est appliquée continuellement au flot défini par l’expression
booléenne Niveau_Liquide>Consigne_Max et produit de façon synchrone un flux
booléen résultant Alarme valant true ou false. Le déterminisme de l’opérateur if est
par ailleurs garanti par la présence systématique des deux branches (then et else). La
valeur du flot Alarme doit être définie pour tous les cas possibles et à chaque cycle.
Cycle 1 2 3 4 5
Cond false true true false true
not Cond true false false true true
Count 0 1 2 3 4
Pi 3.14 3.14 3.14 3.14 3.14
R 0.0 17.0 19.5 18.9 21.7
2*Pi*R 0.0 106.81 122.52 118.75 136.3529
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Observons toutefois, que si ce n’était pas pour une illustration simple de l’opéra-
teur if, la définition d’Alarme peut évidemment être simplifiée, comme ci-après:
Alarme = Niveau_Liquide>Consigne_Max;
Affinons à présent la compréhension de cet opérateur if avec un autre exemple,
où l’on instancie deux compteurs (ré-)initialisables (progr. 2.8):
Sortie = if Condition then Compteur_Reinitialisable(0, Reinit_1)
                      else Compteur_Reinitialisable(1, Reinit_2);
cycle i
cycle i+1
cycle i+2
cycle i+3
Opérateurs temporelsSi le flot de Sortie est défini pour la Condition valant true, il doit l’être nécessaire-
ment aussi pour la valeur false. Dès lors, et telle que l’équation est définie, à chaque
cycle (instant de l’horloge de base) les flots respectifs des arguments des nœuds (§
2.8.2) compteurs (Compteur_Reinitialisable, progr. 2.8) sont activés. Les deux
compteurs sont donc continuellement mis à jour (activés, autrement voir § 4.7.1). Le
flot résultant de Sortie est par contre déterminé continuellement en fonction (if) de
la valeur de la Condition. L’extrait de la séquence de simulation interactive graphique
avec l’outil SCADE (fig. 2.5, à noter le symbole Scade 6 correspondant à l’opérateur
if) confirme, si besoin était, ce comportement.
2.7 Opérateurs temporels
2.7.1 Opérateur de retard
Comme évoqué précédemment, s’ajoutent aux opérateurs de base des opérateurs tem-
porels qui agissent aussi sur les flots de données. Ainsi, l’opérateur de retard pre (previous)
permet de mémoriser la valeur d’une variable ou d’une expression à l’instant (tic) immé-
diatement précédent de son horloge. Il implémente en quelque sorte un délai d’un
pas (step delay). Cet opérateur permet également de décrire des fonctions séquentielles.
Tout naturellement, le résultat de l’application de l’opérateur pre est aussi un flot. Par
exemple, si (e1, e2, e3, e4, ..., en, ...) est la suite des valeurs de l’expression E, alors
pre(E) est une expression sur la même horloge que E mais dont la suite de valeurs est
(nil, e1, e2, e3, e4, ..., en-1, ...). Notons au passage que nil représente une valeur indéfi-
nie, autrement dit une valeur qui correspond à l’absence d’initialisation. La raison utile
étant que l’on ne peut pas déterminer la valeur qui précède la toute première valeur
d’un flot.
Il convient de relever que l'existence de nil introduit de l'indéterminisme dans le
comportement des programmes. Mais Scade 6 définit une analyse d'initialisation
(implémentée dans le compilateur) qui permet de caractériser un sous ensemble (en
pratique suffisant) des programmes déterministes [Col 04].
2.7.2 Opérateur d’initialisation
L’opérateur d’initialisation, noté -> permet de définir des valeurs initiales. Ainsi, si E et F
sont deux flots ou variables de même type de données, constitués respectivement des
suites de valeurs (e1, e2, e3, e4, ..., en, ...) et (f1, f2, f3, f4, ..., fn, ...), alors l’expression
E->F constituera un flot de données dont la valeur sera celle de E au premier instant
(tic), puis celle de F, c’est-à-dire la suite résultante (e1, f2, f3, f4, ..., fn, ...).
L’expression E->F vaut donc toujours F, sauf à l’instant initial de son horloge (associée
à l’expression). Notons que l’opérateur que nous désignons opérateur d’initialisation
était originellement nommé suivi de (followed by, attribué depuis à l’opérateur fby, décrit
dans le paragraphe 2.7.3).31
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Afin d’illustrer l’utilisation de ces deux premiers opérateurs temporels, considé-
rons l’exemple classique qui consiste à déterminer un flux résultant Y, correspon-
dant au flanc montant du flux entrant X [Hal 02]:
Y = false -> X and not pre X;
Le flot résultant Y peut être décrit informellement (fig. 2.6), comme suit: initialement
le résultat est faux (false), puis le résultat est vrai (flanc montant) à l’instant cou-
rant si X est vrai (true) au même instant et conjointement faux (false) à l’instant
immédiatement précédent (pre). Il est faux autrement.
PROGRAMME 2.2 Flanc montant
node Flanc_Montant(X: bool) returns(Y: bool)
let
   Y = false -> X and not pre X;
tel
Cette solution peut encore être déclarée par un nœud (unité de structuration, §
2.8.2) Flanc_Montant (progr. 2.2) afin de définir ultérieurement le flanc descendant.
En appliquant le principe de substitution énoncé préalablement (sect. 2.5), toute
variable ou expression peut être réutilisée dans une nouvelle expression. Il en est
naturellement de même pour un nœud (§ 2.8.2) ou pour une fonction (§ 2.8.3). Il
est ainsi possible de déclarer un nouveau nœud appelé Flanc_Descendant, défini à
partir de la déclaration du nœud Flanc_Montant (progr. 2.3 et exemple, fig. 2.7).
Dans le langage synchrone Esterel v7 on aurait pu déclarer cette équation sous une
forme proche: sustain Y <= X and not pre(X) [Zaf 05].
PROGRAMME 2.3 Flanc descendant
node Flanc_Descendant(X: bool) returns(Y: bool)
let
   Y = Flanc_Montant(not X);
tel
Cycle 1 2 3 4 5 6 7 8 9 10 11 12 13 14
X F F F F T T T T F F F T T F
pre(X) nil F F F F T T T T F F F T T
not pre(X) nil T T T T F F F F T T T F F
Y F F F F T F F F F F F T F F
Opérateurs temporelsFIGURE 2.7 Flots de données (flanc descendant)
2.7.3 Opérateur de décalage initialisé
La combinaison de délais (pre) et d’initialisations permet de définir des flots retardés
avec une valeur au premier instant (c’est-à-dire des flots retardés sans nil), à l’instar
de l’exemple d’équation E = 1 -> pre E+1, laquelle définit les valeurs croissantes 1, 2, 3,
4, etc. Cette forme d’expression est très courante. Mais il peut également s’avérer
nécessaire qu’elle soit réitérée un certain nombre de fois, afin de spécifier la valeur
aux n premiers instants d’un flot (une valeur identique, celle du premier instant du
flot d'initialisation):
A -> pre (A -> pre (... pre (A -> pre B) ... ))
Cette formalisation étant peu lisible, Scade 6 offre un opérateur de flot de données
plus expressif et concis nommé fby (followed by, suivi de). Il permet d’implémenter la
forme d’expression introduite préalablement, qui devient fby(B; N; A), où B est le
flot d’entrée, N est une valeur entière statique, déterminant en quelque sorte la durée
du retard (délai, décalage), tandis que la valeur initiale du flot A est utilisée pour initia-
liser les N premiers instants du flot de sortie. Le flot de Sortie étant ainsi constitué
par l’initialisation suivi du flot d’entrée (appliqué avec un retard de N instants, fig. 2.9).
Si nous considérons les deux équations suivantes:
R = 1 -> pre(1 -> pre(1 -> pre R + 1));
S = fby(S+1; 3; 1);
Elles sont effectivement équivalentes.
FIGURE 2.8 Exemple fictif de temporisation
Cycle 1 2 3 4 5 6 7 8 9 10 11 12 13 14
X F F F F T T T T F F F T T F
not X T T T T F F F F T T T F F T
Y F F F F F F F F T F F F F T
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Les flots de données R et S génèrent bien le même flux de valeurs. Pour l’illustra-
tion, les deux réseaux d’opérateurs Scade 6 de la figure 2.8 ont naturellement le
même comportement. Quant au tout premier exemple: E = 1 -> pre E+1, il peut
être remplacé, tout simplement par l’expression fby(E+1; 1; 1).
2.8 Unités de structuration
2.8.1 Présentation
Les programmes sont décrits par des relations de flots de données entre sorties et
entrées. Ces relations sont exprimées à l’aide d’opérateurs, de variables locales et
de constantes. Les opérateurs peuvent être temporels ou bien des primitives éten-
dues applicables point à point, voire des opérateurs définis par l’utilisateur, tels que
des fonctions ou des nœuds.
Ces deux dernières formes d’opérateurs constituent de fait les unités de structuration
de base des programmes Scade 6. Fonctions et nœuds sont définis par un nom
(identificateur), une interface constituée par la liste des flots d’entrée (inputs) et la
liste des flots de sortie (outputs). Chacun des flots étant associé à un type respectif
et naturellement, toujours avec une définition de chacun des flots de sortie.
2.8.2 Nœud
Un programme ou sous-programme est notamment constitué de nœuds, lesquels
s’exécutent parallèlement et de façon synchrone. Le (sous-)programme est lui-même
un nœud (node), comme par exemple Flanc_Montant (progr. 2.2). Tout nœud com-
porte une interface constituée d’un ou de plusieurs paramètres de sortie (outputs),
comme fonction de zéro, d’un ou de plusieurs paramètres d’entrée (inputs), d’éven-
tuelles variables auxiliaires ou flots locaux, ainsi que d’un système d’équations.
Paramètres et variables dénotent naturellement et toujours des séquences de
valeurs (synchronous data-flow, flots de données synchrones).
Cycle 1 2 3 4 5 6 7 8 9 10 11 12
B 0 1 2 3 4 5 0 1 2 3 4 5
A 1 2 3 4 5 6 7 8 9 10 11 12
Sortie 1 1 1 0 1 2 3 4 5 0 1 2
Unités de structurationFIGURE 2.10 Flanc montant (réseau d’opérateurs)
Il est à relever qu’un flot de sortie peut être défini indistinctement au moyen d’un sys-
tème d’équations Lustre, d’un réseaux d’opérateurs Scade (fig. 2.10 et 2.11), voire par
une machine à états dénotée Scade State Machine (SSM, chap. 6). De plus, en cohérence
avec le synchronisme du modèle à flots de données inhérent à l’approche SCADE,
chaque opérateur du programme répond à ses entrées durant le laps de temps global
alloué (autorisé) et ce pour chaque occurrence de ces entrées.
Plus précisément, la sémantique compositionnelle et unifiée des constructions syn-
chrones de la Suite logicielle SCADE, c’est-à-dire du langage Scade 6 [Col 05], fait que
la définition du nœud Flanc_Descendant (progr. 2.3 et fig. 2.11) peut être basée indis-
tinctement sur une instance (réalisation) Lustre (progr. 2.2), Scade (progr. 2.10) ou
SSM, du nœud Flanc_Montant.
L’opération d’instanciation ou d’expansion peut être vue comme un macro-développement.
Il suffit de remplacer l’identifiant Flanc_Montant par sa propre définition et les argu-
ments des opérateurs formels par les expressions passées en arguments, dans notre
exemple il s’agit d’un seul argument: not X (progr. 2.4).
2.8.3 Nœud ou fonction
Les nœuds diffèrent des fonctions de par le simple fait que ces dernières ne mémo-
risent pas d’états internes entre deux activations. Autrement dit, une fonction doit
être combinatoire alors qu'un nœud peut être séquentiel. Nœuds et fonctions corres-
pondent également à la définition classique des fonctions mathématiques, à la diffé-
rence près que les nœuds sont des fonctions qui s’appliquent à des suites.
Contrairement à la fonction signum (progr. 2.1) ou bien à la fonction Mod_Div (progr.
2.5), la détermination du flanc montant (progr. 2.2) implique le choix d’une structure de
nœud (node). Il est en effet nécessaire de mémoriser l’état courant pour pouvoir
ensuite déterminer si la variable de flot X, à l’instar d’un signal électrique, a changé
d’état ou pas.
FIGURE 2.11 Flanc descendant (réseau d’opérateurs)
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node Flanc_Descendant(X: bool) 
              returns(Y: bool)
let
-- Y = Flanc_Montant(not X) <=>
   Y = false -> not X and not pre not X;
tel
Les opérateurs temporels pre et fby nécessitent en effet une mémorisation (un
registre). Il en est de même pour l’unité Flanc_Descendant (progr. 2.3), laquelle est
déclarée par le biais d’une instance de nœud. Car, si sa définition ne comporte pas
explicitement l’utilisation directe de tels opérateurs temporels, elle est définie en
utilisant le nœud Flanc_Montant, qui lui en fait usage. Une mémorisation et par
voie de conséquence une déclaration de nœud, s’avèrent donc nécessaires.
2.9 Tuples
Le programme 2.5 décrit l’invocation depuis un nœud (Test_Mod_Div) d’une fonc-
tion (Mod_Div) qui retourne un tuple, constitué respectivement des flots modulo
(mod) et division entière (div). Observons la syntaxe, de même que l’application
non ambiguë de l’opérateur pre à la variable locale I et ce sans l’usage de paren-
thèses. Bien que, par exemple, l’expression 1->pre((I))+1 soit tout aussi valide.
Des parenthèses s’imposent notamment pour définir la valeur initiale d’un tuple,
comme par exemple dans le programme 2.6, lequel décrit une variante (moins
lisible toutefois) de modélisation du système (protocole) d’acquittement simple
introduit dans la section 1.2 (exercices complémentaires, § 2.19.10 et § 2.19.11).
PROGRAMME 2.5 Nœud et fonction
type int = int16;                    -- déf. de type, sect. 3.2
function Mod_Div(Opa, Opb: int)      -- définition spécialisée,
         returns(M, D: int)          -- § 3.5.4
let
   M = Opa mod Opb;  D = Opa div Opb;
tel
node Test_Mod_Div(X: int) returns(Mod, Div: int)
var I: int; -- variable de flot locale
let
   I = 1 -> pre I+1; 
   Mod, Div = Mod_Div(I, X);
tel
CompteursPROGRAMME 2.6 Protocole d’acquittement simple
type Etats_SSM = enum {Initial, Inactif, Actif};
node Protocole_Acquittement_Tuple(Top, Req : bool) 
                          returns(Alr, Acq, Occ: bool)
var
   Etat_Courant: Etats_SSM;
let
   Alr, Acq, Occ, Etat_Courant = (false, false, false, Initial)->
      (pre(Etat_Courant)=Inactif and Top and not Req, 
       pre(Etat_Courant)=Inactif and Req,
       pre(Etat_Courant)=Actif and Req,
       if Top and pre(Etat_Courant)=Initial then Inactif
       else
          if Req and pre(Etat_Courant)=Inactif then Actif
          else
             if Top and pre(Etat_Courant)=Actif then Inactif
             else
                pre(Etat_Courant));
tel
2.10 Compteurs
Considérons un premier exemple de compteur modulo (progr. 2.7). A chaque instant
l’entrée Reinit est testée. Si sa valeur courante est true la sortie Val_Courante est
définie (réinitialisée) avec la valeur initiale (Val_Initiale). Sinon, la valeur du flot de
sortie Val_Courante est définie par la valeur Modulo de sa valeur précédente (pre)
incrémentée de 1. Toutefois, ce compteur s’avère quelque peu spécialisé (modulo). Il
est possible de procéder autrement, en considérant un compteur réinitialisable plus
simple (progr. 2.8).
Ce nouveau nœud Compteur_Reinitialisable (progr. 2.8 ou fig. 2.12) peut être ins-
tancié dans toute expression définissant un flot de données et notamment pour géné-
rer des flots de nombres modulo n (fig. 2.14) et ce, de la façon qui suit:
Mod_7  = Compteur_Reinitialisable(Val_Initiale, pre(Mod_7) =6);
Mod_10 = Compteur_Reinitialisable(Val_Initiale, pre(Mod_10)=9);
ou bien avec un réseau d’opérateurs (diagrammes de blocs, fig. 2.12, 2.13 et 2.32).
On peut observer que les définitions de flots ressemblent un peu à des définitions
récursives. C’est le cas par exemple de la variable de flot Val_Courante. Elle apparaît à
la fois à gauche du symbole de définition d’équation (=) et à sa droite, dans l’expres-
sion qui la définit (progr. 2.7 et 2.8). Mais il ne faut pas s’y méprendre, il ne s’agit pas
de récursion à proprement parler. Une variable de flot de données ne peut dépendre
que de ses valeurs passées (pre, fby) et le nombre de cycles écoulés doit être borné.37
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node Compteur_Modulo_Reinitialisable(Val_Initiale,
                                     Modulo: int;
                                     Reinit: bool)
   returns(Val_Courante: int)
let
   Val_Courante = Val_Initiale -> 
                      if Reinit then Val_Initiale
                      else (pre(Val_Courante)+1) mod Modulo;
tel
Elle ne peut donc jamais dépendre instantanément de sa propre valeur. En effet, si
on remplace l’expression suivante du flot de droite:
Val_Courante = Val_Initiale -> pre Val_Courante+1;
par l’expression de droite qui suit:
Val_Courante = Val_Initiale -> Val_Courante+1;
L’analyse du modèle (checking) générera une erreur de causalité (rappel: hypothèse de
synchronisme):
Causality error at Compteur_Reinitialisable/Val_Courante = 
   the definition of flow Val_Courante depends on flow
   Val_Courante;
Cette erreur causale est typique de la programmation strictement synchrone. Consi-
dérant cette problématique, qu’en est-il des algorithmes récursifs, usuels en program-
mation impérative asynchrone? Comment peut-on les mettre en œuvre dans une
approche synchrone, plus précisément avec Scade 6? Une réponse partielle est
fournie dans la section 2.11.
PROGRAMME 2.8 Compteur réinitialisable
type int = int32;            -- définition de type, sect. 3.2
node Compteur_Reinitialisable(Val_Initiale: int; Reinit: bool) 
                      returns(Val_Courante: int)
let
   Val_Courante = Val_Initiale -> if Reinit then 
                                       Val_Initiale
                                    else 
                                       1 + pre Val_Courante;
tel
RécursionFIGURE 2.12  Compteur réinitialisable (version Scade du nœud Lustre, progr. 2.8)
FIGURE 2.13 Tests du compteur réinitialisable (modulo 5)
FIGURE 2.14 Simulation du compteur réinitialisable (fig. 2.13)
2.11 Récursion
Les formulations Scade 6 permettent de définir des suites mutuellement récursives.
Mais les valeurs de ces flots ne peuvent pas être définies récursivement. En d’autres
termes, si l’on peut définir la suite factorielle xN=N! récursivement, par x0=1 et
xN+1=(n+1)*xn, on ne peut pas définir la fonction combinatoire factorielle. Ce qui signi-
fie que la récursion instantanée est interdite. Les schémas d’exécution itératifs et récursifs
usuels des langages de programmation impérative asynchrone ne sont effectivement
pas compatibles avec l’approche synchrone de SCADE (hypothèse temps de traite-
ment nul, implémentation statique et bornée).
Cycle 1 2 3 4 5 6 7 8 9 10 11 12 13 14
Val_Initiale 0 0 0 0 0 0 0 0 0 0 0 0 0 0
pre(Mod5) 0 0 1 2 3 4 0 1 2 3 4 0 1 2
pre(Mod5)=4 F F F F F T F F F F T F F F
Mod5 0 1 2 3 4 0 1 2 3 4 0 1 2 3
Mod5Mod 0 1 2 3 4 0 1 2 3 4 0 1 2 3
1
PRE
1
1
Reinit
Val_Initiale 1
Val_Courante
1
1
Compteur_Reinitialisable Mod5
PRE
1
1
MOD
1
0
4
5
Mod5Mod39
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node Factorielle() returns(Fact: int)
var N: int; -- variable de flot locale
let
   Fact = 1 -> pre(Fact)*N;  -- 1, 2, 6, 24, 120, ...
      N = 1 -> pre(N)+1;     -- 1, 2, 3,  4,   5, ...
tel
Cependant, on peut définir une sorte de récursion temporelle, avec une fonction
séquentielle. L’équivalent d’un pas d’itération peut être exécuté à chaque cycle d’hor-
loge (tic, tick), permettant ainsi de définir les termes successifs de la suite facto-
rielle. De cette façon, par l’introduction de l'opérateur pre dans la boucle, il est
possible de réaliser des fonctions séquentielles, plus précisément des nœuds (mémo-
risation), fournissant une valeur de la suite factorielle à chaque instant ou cycle de
l’horloge de base.
Le nœud Factorielle décrit par le programme 2.9 calcule ainsi la séquence des
nombres factoriels (1, 2, 6, 24, 120, ...). A chaque cycle d’horloge, un terme de la
suite est produit en sortie. Notons au passage, dans la définition Lustre du nœud,
la déclaration d’une variable de flot locale (N).
La figure 2.15 décrit une version du générateur de la suite factorielle basée sur un
réseau d’opérateurs synchrones Scade. Ce réseau exhibe par ailleurs le remplace-
ment fréquent de l’expression de définition usuelle Val_Initiale->pre(S) par
l’opérateur de flot fby(S, delai, Val_Initiale), où delai et Val_Initiale valent
dans cet exemple tous deux 1.
Cette même approche peut être utilisée pour générer la séquence des nombres de
Fibonacci, dont la définition est donnée par la relation de récurrence qui suit:
ainsi que par ses valeurs initiales:
FIGURE 2.15 Factorielle synchrone
Fibo n 1+  Fibo n  Fibo n 1–  pour n>0+=
Fibo 1  1 Fibo 0 , 0= =
FBY1
1 1
FBY2
1 1
1
1
1
Fact
Filtre de lissageFIGURE 2.16 Génerateur des nombres de Fibonacci (exercice 2.19.13)
Le générateur des nombres de Fibonacci peut aussi être implémenté en utilisant deux
opérateurs temporels prédéfinis de type fby, disponibles dans le langage Scade 6 et
dûment initialisés (fig. 2.16).
2.12 Filtre de lissage
Considérons l’exemple d’un filtre qui consiste à lisser une séquence d’entrée de bits
valant 0 (false) ou 1 (true). Il est utilisé en traitement du signal pour éliminer des
imperfections ou des bruits constitués par des 0 isolés dans des séquences de 1, en les
remplaçant par des 1. Respectivement, en remplaçant les 1 isolés dans les séquences
de 0 par des 0, comme illustré par l’exemple qui suit:
chaîne d’entrée: 1 1 1 0 1 1 0 1 0 0 1 1 0 0 1 0
chaîne de sortie: 0 1 1 1 1 1 1 1 1 0 0 1 1 0 0 0
Le comportement de ce filtre de lissage, appelé parfois filtre à rebonds [Aho 92],
peut être décrit par un automate fini déterministe (AFD) tel que celui illustré par la figure
2.17. Les états a et b sont dits non acceptants, car ils génèrent (en sortie) des 0, tandis
que les états c et d sont acceptants, car ils génèrent des 1.
FIGURE 2.17 Automate fini déterministe [Aho 92]
FBY1
1 0
FBY2
1 1
Fibo
1
0 1
0110
01b d
ca41
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42FIGURE 2.18 Filtre de lissage (SSM, machine de Mealy)
Cet automate peut à son tour être modélisé à l’aide d’une machine de Mealy com-
portant 3 états (R, S et T, fig. 2.18), implémentée avec une SSM (Scade State Machine) et
des flots booléens. Rappelons que cette machine à états (SSM) est une forme
d’automate descendant des Statecharts [Har 88b], plus précisément des SyncCharts
[And 03]. A noter au passage, que les conditions not Entree ne sont pas cou-
vrables (au sens de la couverture de décisions). Ces conditions peuvent être rem-
placées par true, en respectant les priorités (variantes de modélisation, sect. 6.2).
La première modélisation Lustre en découle (progr. 2.10). Son élaboration est ins-
pirée par l’approche classique, usuelle en conception de circuits numériques. Elle
est strictement équivalente à la version SSM (fig. 2.18). Les comportements sont
identiques. Mais, cette première modélisation (progr. 2.10) s’avère plutôt désuète,
car elle simule la machine d’état (fig. 2.18). Elle permet au moins d’illustrer la syn-
taxe de l’instruction case.
Par contre, la seconde définition, proposée avec le programme 2.11, décrit une
modélisation tout à fait équivalente du point de vue du comportement (sect. 7.11),
mais bien plus concise.
PROGRAMME 2.10 Filtre de lissage (première modélisation)
type Etat_SSM = enum {R, S, T};
node Filtre_De_Lissage(Entree: bool) returns(Sortie: bool)
var
   Etat_Courant: Etat_SSM;
let
   Etat_Courant = (if Entree then S else R) -> 
                  -- initialisation et parenthèses nécessaires!
      (case pre(Etat_Courant) of
         | R : if Entree then S else R
         | S : if Entree then T else R
         | T : if Entree then T else S);
   Sortie = false -> pre(Etat_Courant)=S and Entree or 
                     pre(Etat_Courant)=T;
tel
<Filtre_De_Lissage>
S TR
1
Entree
1
Entree Sortie = true;
1
Entree Sortie = true;
2
 not Entree Sortie = true;
2
 not Entree
Modélisation correcte par constructionPROGRAMME 2.11 Filtre de lissage (corps de la deuxième modélisation)
Sortie = false -> if Entree and (pre(Entree) or pre(Sortie)) then
                     true
                  else 
                     pre(Sortie) and pre(Entree);
Il est donc possible de proposer des définitions plus simples avec SCADE et plus
généralement avec les langages synchrones, notamment grâce à la disponibilité de
formalismes plus expressifs, dont les SSM du langage Scade 6 (chap. 6).
2.13 Modélisation correcte par construction
2.13.1 Exemple
L’hypothèse de synchronisme propre à l’approche rigoureuse de SCADE permet la
compositionalité (§ 1.4.5), signifiant à la fois développement incrémental et support pour
le concept de modélisation correcte par construction (correct-by-construction, § 1.4.5). Ce
concept a été préalablement suggéré par le biais de quelques exemples simples, tels
que la modélisation du flanc descendant (fig. 2.11) ou bien celle des flots modulo (fig.
2.13). Considérons à présent un nouvel exemple illustratif de ce concept.
Le comportement final de ce nouveau modèle, en l’occurrence un compteur de tics,
consiste à comptabiliser le nombre de tics (Tics) de l’horloge (clock) observés entre
deux pressions successives d’un bouton. En d’autres termes, le système développé
doit mesurer le temps écoulé entre deux occurrences d’un même événement (event,
signal) constitué par la pression du Bouton. De plus, la valeur courante mesurée doit à
chaque fois être maintenue jusqu’à la mesure suivante. Un exemple de scénario perti-
nent est illustré par la figure 2.19. Il complète en quelque sorte la spécification.
2.13.2 Opérateur de mémorisation
Une première approche de solution consiste à définir une sorte d’état appelé Actif
(fig. 2.19) et à compter les tics d’horloge uniquement dans cet état. Puis, à maintenir
la valeur de comptage atteinte et ce jusqu’au prochain état actif de comptage.
FIGURE 2.19 Exemple de scénario
Bouton
Tics
1 2 3 13 13 13 1 2 7 7 7 713
Actif Actif
(ticks)43
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44FIGURE 2.20 Opérateur de mémorisation (SSM)
A cet effet, un premier opérateur de mémorisation (registre ou bascule) est néces-
saire. Il permet de définir l’état Actif, c’est-à-dire un état établi en quelque sorte
entre la première pression (flanc montant) et la seconde pression du bouton,
considérée dans ce contexte comme le flanc descendant de l’état actif. L’élément de
mémorisation de ce statut ou état particulier est ensuite englobé dans une sorte
d’opérateur registre de statut (fig. 2.22), réutilisable à souhait pour des flots compa-
tibles.
Le comportement de ce registre peut être défini de diverses façons. D’abord avec
une machine de Moore (actions effectuées au sein des états), réalisée à l’aide d’une
SSM (Scade State Machine, fig. 2.20). Son comportement est le suivant. Si le flot
d’entrée I (input) vaut true, alors l’état Actif est aussitôt entré et simultanément le
flot de sortie O (output) vaut la valeur true et continue de valoir true dans cet état.
Pour retourner dans l’état initial, c’est-à-dire l’état Inactif (contour en gras, fig.
2.20), le flot d’entrée I doit à nouveau valoir true. L’état Actif est alors quitté et le
flot de sortie O vaut false et continue de valoir false, tant que l’on reste dans cet
état résultant Inactif.
PROGRAMME 2.12 Opérateur de mémorisation (Lustre)
node Registre_Statut(I: bool) 
             returns(O: bool)
let
   O = I -> if I then 
               not pre O    -- if pre O then false else true
            else 
               pre O;
tel
<Registre_Statut_SSM>
Actif
true O
Inactif
f alse O 1
I
1
I
Modélisation correcte par constructionFIGURE 2.21 Opérateur de mémorisation (Scade, exercice 2.19.5)
Cette machine à états (SSM, fig. 2.20) peut ensuite être convertie facilement en un
comportement identique, formulé textuellement avec un nœud Lustre (progr. 2.12).
Il en découle que les opérateurs temporels pre et -> sont requis pour la mémorisation
et l’initialisation de l’état (inactif-actif).
La figure 2.21 décrit le même comportement de mémorisation d’un état. Mais cette fois
modélisé avec un réseau d’opérateurs synchrones. Les trois modèles sont strictement
identiques et cette équivalence de modèles peut être facilement vérifiée avec le prouveur
(plugin, module d’extension) de l’outil SCADE. Autrement dit, l’équivalence compor-
tementale de ces modèles peut être formellement prouvée (chap. 7).
A ce stade de la présentation il est permis de suggérer, qu’en fonction de la nature de
l’application ou de sa spécification informelle, un formalisme plutôt qu’un autre peut
faciliter l’activité de modélisation ou de conception. Par ailleurs, étant donné que tous
les modèles sont équivalents du point de vue comportemental, chacun peut indiffé-
remment être utilisé (instancié) pour définir un nouveau nœud.
2.13.3 Intégration
Une fois qu’un opérateur de mémorisation est formellement modélisé, simulé et véri-
fié, il peut être réutilisé (intégré) indistinctement dans la définition d’un nouveau flot
de données, dans un réseau d’opérateurs ou dans une SSM. Dans notre exemple de
compteur, l’opérateur de mémorisation est utilisé conjointement avec un compteur
réinitialisable, également et préalablement défini par le programme 2.8.
FIGURE 2.22 Intégration finale du compteur de tics (Scade)
I
O
1
PRE
1
1
f alse
1
1
Registre_Statut
1
Compteur_Reinitialisable
1
FBY1
1 0
Bouton
1
Tics
0
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-- version générée automatiquement depuis le modèle Scade de la
-- figure 2.22, les variables locales (internes) Li 
-- correspondent aux fils reliant les opérateurs du réseau Scade:
L1 = Compteur_Reinitialisable(L5, L4);
L2 = Registre_Statut(L7);
L3 = fby(L6; 1; 0);
Tics = L6;
L4 = not L2;
L5 = 0;
L6 = if L2 then (L1) else (L3);
L7 = Bouton;
-- ---------------------------------------------------------
-- version manuelle, avec deux instances de Registre_Statut:
--
Tics = if Registre_Statut(Bouton) then 
          Compteur_Reinitialisable(0, 
                                   not Registre_Statut(Bouton))
       else 
          fby(Tics; 1; 0);
-- ---------------------------------------------------------
-- version manuelle, avec une seule instance et un flot Local:
--
Local = Registre_Statut(Bouton);
Tics = if Local then 
          Compteur_Reinitialisable(0, not Local)
       else 
          fby(Tics; 1; 0);
FIGURE 2.23 Chronogramme de simulation du compteurs de tics
Bouton
Tics
13
7
10
HorlogesLeur intégration permet de définir l'opérateur final compteur de tics (fig. 2.22 ou progr.
2.13). Ainsi, tant que le statut est Actif, le flot résultant Tics est incrémenté (non réi-
nitialisé). Alors que si le statut est Inactif le compteur est réinitialisé, mais le flot de
sortie Tics est maintenu à sa dernière valeur atteinte. Notons, toujours sur le réseau
de la figure 2.22, l’utilisation à cet effet d’un opérateur fby, avec comme valeur initiale
0 et un délai d’une (1) unité, à la place des opérateurs classiques -> et pre.
Concernant le programme 2.13, il définit trois versions distinctes d’intégration. La
première des trois est obtenue simplement, par textualisation automatique du réseau
Scade de la figure 2.22. Les deux autres sont des modélisations manuelles.
Le chronogramme de simulation est illustré par la figure 2.23. Il correspond au com-
portement attendu du compteur de tics de la figure 2.22 et correspond en tout point à la
spécification informelle du scénario de la figure 2.19. En résumé, si d’après la séman-
tique compositionnelle (synchrone) de Scade 6, toute modélisation d’un nœud de base
constitue une spécification formelle, alors le nœud résultant de l’intégration peut également
être considéré comme le résultat d’une spécification formelle.
2.13.4 Commentaire
Ce simple de compteur de tics a permis de décrire une approche de modélisation for-
melle basée sur une conception ascendante (bottom-up). De simples opérateurs de base ont
été formellement spécifiés et successivement validés pour être ensuite utilisés comme
briques dans la construction d’opérateurs ou de modèles de plus haut niveau.
Cette approche constitue un principe de conception par niveaux d’abstraction, par-
tant des couches basses (détails), constituées d’opérateurs basiques, et allant successi-
vement vers des niveaux d’abstraction de plus en plus élevés, constitués d’opérateurs
complexes. Ainsi faisant, les constituants sont au fur et à mesure validés pour aboutir
via leur intégration à un modèle final correct par construction.
Inversement, il est possible de procéder autrement, selon une approche de modélisa-
tion descendante (top-down), en partant des couches hautes (exigences, plus abs-
traites). Puis, par raffinements successifs, en complétant au fur et à mesure les
définitions par des opérateurs de plus en plus basiques ou de bibliothèque.
2.14 Horloges
2.14.1 Introduction
Les opérateurs temporels -> et pre (sect. 2.7) ont la particularité de préserver la lon-
gueur des flots de valeurs. Mais il est possible d'extraire des sous-flots plus rares, en
termes de valeurs disponibles ou pertinentes et ce par un échantillonnage (when, §
2.14.2) approprié. À l'inverse, par une opération de fusion (merge, § 2.14.3) il est pos-
sible de compléter un flot (flux), en le synchronisant sur une horloge plus rapide.47
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node Echantillonnages() 
              returns(Cpt1, Cpt2: int32 when C; clock C: bool)
var Reinit: bool; 
    I, J: int32; 
    O, P, Q, R: int32 when C;
let
   Cpt1 = Compteur_Reinitialisable((10, Reinit) when C);
   Cpt2 = Compteur_Reinitialisable(10, Reinit) when C;
   Reinit = true -> false;
   C = fby(not C; 1; false);
   O = I when C;
   I = 1 -> pre I + 1;
   J = fby((J + 1) mod 5; 1; 0);
   P = J when C;
   Q = (I + J) when C;
   R = I when C + J when C;
tel
node Test_Echantillonnages() returns()
var clock Clk: bool;
    C1, C2: int32 when Clk;
let
   C1, C2, Clk = Echantillonnages();
tel
Échantillonnage et filtrage permettent de ne pas produire de valeurs à certains ins-
tants. Par exemple, en échantillonnant à une fréquence inférieure à celle de l’hor-
loge de base (c’est-à-dire pas à chaque instant de celle-ci), laquelle reste la plus
rapide. Rappelons par ailleurs, que dans l’approche synchrone à flots de données,
tout opérateur ou nœud d’un réseau n'est exécuté que lorsque toutes ses entrées
sont disponibles. Notons aussi que l'horloge de base peut être considérées comme
un flot booléen toujours vrai (true).
2.14.2 Échantillonnage
Il est donc possible de filtrer une expression de flots de données sur une horloge
plus lente, par exemple sur un flot d’événements ayant une fréquence plus faible,
au lieu de l'activation permanente (toujours vraie). Plus généralement, si I (input)
est une expression de flot et C une expression booléenne sur la même horloge que
celle de I, alors l'expression I when C définissant un flot résultant O (output) est une
expression sur l'horloge définie par le flot C.
Les valeurs du flot de sortie O sont extraites du flot I en ne conservant que celles
dont l'indice correspond aux valeurs vraies (true) du flot C. En résumé, le flot
résultant est celui de I quand C est vrai (true). Mais il est non accessible (na) pour
les valeurs false de C.
HorlogesFIGURE 2.24 Exemples d’échantillonnages
Le nœud Echantillonnages (progr. 2.14) et la figure 2.24 décrivent des déclarations
d'horloge et divers exemples d'échantillonnages. La notion d'horloge Scade 6 force
(par typage) n'importe quelle combinaison de flots à partager la même horloge. C'est le
cas pour les flots O, P, Q et R, lesquels sont compatibles avec la même horloge C. Cette
discipline assure le fait qu’aucune composition de flots ne peut implicitement ignorer
des valeurs et prévient toute mémorisation inutile (buffering) de données.
L’échantillonnage d’un flot de données est une opération explicite qui inclut l’opéra-
teur when (lorsque, quand) et constitue une contrainte essentielle pour exécuter des
programmes synchrones Scade 6 avec des ressources mémoire limitées (bornées)
[Est 15b]. Il doit être noté que la variable de flot de données O, par exemple, doit
nécessairement être déclarée de type compatible avec l’horloge C (progr. 2.14),
laquelle doit être déclarée de type clock. La compatibilité d’horloge est stricte. Ainsi,
pour que l’équation suivante soit correcte, l’utilisation des parenthèses est imposée:
O = (0 -> I) when C;
Attention toutefois, la formulation qui suit n’est pas équivalente à la précédente:
O = 0 when C -> I when C;
Il s’agit d’une erreur commune, comme le montrent les exemples d’échantillonnages
(fig. 2.25), contrairement à la suivante qui est équivalente:
O = (0->I) when C -> I when C;
Le comportement des mémoires n'est pas le même. Tout comme pre((0->I) when C)
ne définit pas la même suite que (pre (0->I)) when C.
Cycle 1 2 3 4 5 6 7 8 9 10 11 12
C F T F T F T F T F T F T
I 1 2 3 4 5 6 7 8 9 10 11 12
J 0 1 2 3 4 0 1 2 3 4 0 1
I when C na 2 na 4 na 6 na 8 na 10 na 12
J when C na 1 na 3 na 0 na 2 na 4 na 1
(I+J) when C na 3 na 7 na 6 na 10 na 14 na 13
(I when C)+(J when C) na 3 na 7 na 6 na 10 na 14 na 13
Cpt1 na 10 na 11 na 12 na 13 na 14 na 15
Cpt2 na 11 na 13 na 15 na 17 na 19 na 2149
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L’horloge de base d’un nœud est définie à partir de l’horloge de ses arguments. Par
exemple, si l’on considère l’invocation suivante:
Cpt1 = Compteur_Reinitialisable((10, Reinit) when C);
le comptage est effectué seulement si l’horloge C est active, c’est-à-dire lorsque C
est à true. A ce stade de la présentation (compléments, chap. 4) nous considérons
que les données sont accessibles au nœud Compteur_Reinitialisable (progr. 2.8).
Quant à l’expression suivante:
Cpt2 = Compteur_Reinitialisable(10, Reinit) when C;
elle consiste simplement à échantillonner le flot résultant produit par le compteur
et non pas ses entrées (fig. 2.24). Notons également que les variables de flots Cpt1
et Cpt2 (progr. 2.14) sont temporellement compatibles avec la variable de flot C,
déclarée de type clock.
2.14.3 Fusion
En cohérence avec le principe de compatibilité d’horloge, un flot synchronisé sur une
horloge plus lente doit aussi pouvoir être converti ou prolongé (merge) sur une
horloge plus rapide (progr. 2.15).
PROGRAMME 2.15 Exemple de fusion (Lustre)
node Fusion() returns(O: uint32)   --  type uint32, sect. 3.2
var 
   Loc: uint32; clock C: bool;
let
   Loc = 1 -> pre Loc+1;
   C = fby(Loc mod 3 = 0; 1; false);
   O = merge(C; Loc when C; (1 -> pre O) when not C);
tel
Cycle 1 2 3 4 5 6 7 8 9 10
C F T F T F T F T F T
I 1 2 3 4 5 6 7 8 9 10
(0->I) when C na 2 na 4 na 6 na 8 na 10
0 when C -> I when C na 0 na 4 na 6 na 8 na 10
(0->I) when C -> I when C na 2 na 4 na 6 na 8 na 10
HorlogesFIGURE 2.26 Exemple de fusion spécifiée avec Scade (progr. 2.15)
La conversion est réalisée avec l’opérateur merge (fusion, completion). Celui-ci nécessite
trois arguments: l’identificateur de l’horloge lente, un flot sur l'horloge C et un flot sur
l'horloge complémentaire not C.
FIGURE 2.27 Chronogramme de simulation du nœud fusion (progr. 2.15)
Loc Loc
FBY1
1 1
C
FBY2
1 false
Loc MOD
1
3
1
0
O
Loc
1
1
PRE
1
WHEN
1
C
WHEN
2
C
3
C
1
1
L1
L2
O
C
Loc51
Concepts de base du langage Scade 6
52PROGRAMME 2.16 Minuterie
node Minuterie(Act, RaZ:bool; Nbre_Tics_Clk: uint16)
       returns(Alarme: bool)
let -- exercice, § 2.19.27 tel
node Utilise_Minuterie(Armer, Desarmer: bool) 
               returns(Alarme: bool)
   var clock C: bool;
       Cpt: uint32;
let
   Cpt = (0 -> pre Cpt+1) mod PERIODE;
   C = true -> Cpt = 0;
   Alarme = merge(C; 
                  Minuterie((Armer and not Desarmer, 
                  Desarmer and not Armer, DUREE) when C); 
                  false when not C);
tel
Ainsi, un flot résultant unique est correctement défini à tout instant de l’horloge
plus rapide. A chaque cycle de l’horloge C (progr. 2.15, fig. 2.27), un et un seul des
deux flots lents possède une valeur bien définie et pertinente. Cette approche dif-
fère du langage Lustre original (opérateur current), laquelle consiste simplement à
étendre le flot échantillonné avec sa dernière valeur pour définir le flot résultant,
mais qui comporte aussi le défaut de ne pas pouvoir être correctement initialisable.
La figure 2.26 décrit une adaptation, sous la forme d’un le réseau d’opérateurs
Scade, du nœud Fusion (progr. 2.15), on y distingue notamment les opérateurs
(graphiques) merge, when et en particulier when ¬C (not C).
PROGRAMME 2.17 Exemples fictifs (exercice, § 2.19.33)
node Exemples_De_Flots(clock Clk: bool) 
               returns(Nat1: uint32; Nat2: uint32 when Clk)
let
   Nat1 = 0 -> (1+pre Nat1) mod 5;
   Nat2 = 0 when Clk -> 
      (pre Nat2 + (0 -> 1+pre Nat1) when Clk) mod (10 when Clk);
tel
node Test_Exemples_De_Flots() returns(N4: uint32)
   var 
      N1: uint32; N2: uint32 when C; N3: uint32 when not C;
      clock C: bool;
let
   C = fby(not C; 1; false);
   N1, N2 = Exemples_De_Flots(C);
   N3 = N1 when not C;
   N4 = merge(C; N2; N3);
tel
HorlogesFIGURE 2.28 Exemples d’échantillonnages et fusion
Le programme 2.16 décrit une minuterie, active uniquement lorsque l’horloge C est
définie à true. La minuterie (exercice, § 2.19.27) active une Alarme à l’échéance d’un
délai de DUREE programmée. Les variables de flots Armer et Desarmer, permettant
d’activer et de désactiver la minuterie, sont incompatibles. L’activation peut avoir lieu
dès l’instant initial. D’autres exemples fictifs d’échantillonnages et fusion (merge) sont
décrits par le programme 2.17 et le tableau de la figure 2.28 (compléments, sect. 4.4).
2.14.4 Compteur cadencé par une horloge
Considérons à présent un scénario d’exécution relatif à un autre genre de compteur.
Comme le montre le scénario de la figure 2.29, ce compteur comptabilise le nombre
d’occurrences du flot Sec pendant qu’il est dans l’état Actif, soit entre deux pressions
d’un bouton. Il maintient ensuite la valeur cumulée jusqu’à l’état Actif suivant. A
noter que Bouton et Sec ne valent pas simultanément true à l’instant initial (exercice,
§ 2.19.20). Cet exemple s’apparente à celui abordé dans la section 2.13 (fig. 2.22), à la
différence près qu’il ne compte pas les tics écoulés mais les occurrences (true) de Sec.
Pour l’illustration, une première ébauche de solution, sans horloge, est décrite par le
réseau Scade de la figure 2.30. A noter que le nœud de comptage qui est utilisé n’est
pas le compteur réinitialisable original (progr. 2.8), mais une adaptation de celui-ci com-
portant trois flots d’entrée. Il est décrit par le réseau Scade de la figure 2.31. Une
autre approche, mais non la seule (sect. 4.6 et 4.7), permettant par contre d’utiliser le
compteur réinitialisable original (fig. 2.12 et progr. 2.8) consiste, à ce stade de la pré-
sentation, à déclarer un flot local Loc_Sec, défini comme horloge (clock) plus lente.
FIGURE 2.29 Exemple de comportement d’un compteur
Cycle 1 2 3 4 5 6 7 8 9 10 11 12
C F T F T F T F T F T F T
N1 0 1 2 3 4 0 1 2 3 4 0 1
N2 na 0 na 3 na 8 na 0 na 4 na 5
N3 0 na 2 na 4 na 1 na 3 na 0 na
N4 0 0 2 3 4 8 1 0 3 4 0 5
Bouton
ticks
1 2 3 1 24
Actif Actif
Sec
1 1 2 2 4 4 4 4 4 4 4 4 4 4 0 1 2 3 3 3 3 3 Tics53
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54FIGURE 2.30 Ébauche de solution (Compteur_Activ_Reinit, fig. 2.31)
Cette seconde ébauche, intégrant le compteur réinitialisable original (fig. 2.12 et progr.
2.8), est décrite par le réseau d’opérateurs de la figure 2.32. On note, la définition
de l’horloge locale Loc_Sec, plusieurs variables locales de flots définies relative-
ment à cette horloge (Li, i=1,2,3,4) et la variable locale de flot Actif. L’horloge
est élaborée à partir des flots d’entrée Sec et accessoirement Bouton, pour pouvoir
réinitialiser le compteur en l’absence d’occurrences de Sec. Car, les opérations de
comptage et de réinitialisation ne sont effectuées que si l’horloge est active (true).
FIGURE 2.31 Compteur activable et réinitialisable (fig. 2.30)
FIGURE 2.32 Réutilisation du compteur réinitialisable original (progr. 2.8)
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Bandit manchotFIGURE 2.33 Chronogramme de simulation du réseau Scade de la figure 2.32
La discipline imposée par l’utilisation d’horloges peut parfois s’avérer ardue à mettre en
œuvre (proposition d’exercice, § 2.19.26). Cependant, d’autres approches peuvent
être considérées (chap. 4).
2.15 Bandit manchot
Pour illustrer une autre utilisation des horloges, considérons l’exemple d’une machine
à sous, analogue aux automates ou bandits manchots (slot machines) que l’on trouve
généralement dans les casinos ou les salons de jeux (fig. 2.34).
FIGURE 2.34 Bandit manchot (slot machine)
Actif
Tics
3
Bouton
Sec
4
55
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56FIGURE 2.35 IHM (provisoire)
Le terme de bandit manchot dérive du fait qu’originellement un levier mécanique
placé sur un des côtés de l’appareil permettait ou permet encore de lancer ou de
stopper la rotation des rouleaux (fig. 2.34). La machine à sous proposée comporte
notamment trois rouleaux (roues) qui tournent dès qu’une pièce (coin) ou un jeton
sont introduits dans la machine (fig. 2.35). Ce genre de machine comporte donc un
détecteur de monnaie qui valide la pièce et l’entité de l'argent inséré pour jouer.
PROGRAMME 2.18 Modélisation du comportement d’un rouleau 
(exercice, § 2.19.23)
type int = int32;    -- rappel, définition de type, sect. 3.2
node Rouleau(Val_Initiale: int;         -- par exemple: 3,1,4
             Pre_Stop, 
             Stop: bool; 
             clock tick: bool) 
     returns(Valeur: int; Stoppe: bool)
var
   Actif: bool;
let
   Valeur = Val_Initiale -> 
               if Actif then 
                  merge(tick; 
                        Compteur_Reinitialisable(
                           (Val_Initiale -> 0, pre(Valeur)=9)
                           when tick);
                        (Val_Initiale -> pre Valeur) 
                           when not tick)
               else
                  pre Valeur;
   Stoppe, Actif = (false, true) -> 
                       if pre Pre_Stop and Stop then
                          (true, false)
                       else 
                          (pre Stoppe, pre Actif);
tel
Bandit manchotFIGURE 2.36 Chronogramme de simulation du bandit manchot
Les gains obtenus sont déterminés en fonction de la coïncidence des symboles visibles
sur l'avant des rouleaux lorsqu’ils sont tous arrêtés. Toutefois, dans la modélisation
SCADE proposée ici nous utilisons plutôt des chiffres au lieu des symboles et un bou-
ton STOP placé sur le panneau frontal au lieu d’un levier (IHM, fig. 2.35). De plus,
dans cette première modélisation nous ne considérons qu’un sous-ensemble de la
spécification complète. En effet, l’insertion de la pièce de monnaie (coin), le gain et le
traitement du jackpot ne sont pas traités. Seules les rotations des rouleaux (roues) et
leurs arrêts (stops) successifs sont modélisées.
PROGRAMME 2.19 Bandit_Manchot (intégration)
node Bandit_Manchot(Stop: bool) 
            returns(Valeur_Courante_1, 
                    Valeur_Courante_2, 
                    Valeur_Courante_3: int)
var I: int; Stoppe_1, 
    Stoppe_2, Fige: bool; -- dernier rouleau stoppé, non utilisé
    clock Clk1, clock Clk2, clock Clk3: bool;
let
   I = 0 -> (pre(I)+1) mod 15;  -- valeurs arbitraires
   Clk1, Clk2, Clk3 = (I mod 5 = 0, I mod 3 = 0, I mod 5 = 0);
   Valeur_Courante_1, Stoppe_1 = 
      Rouleau_Scade(3,true,Stop, Clk1);
   Valeur_Courante_2, Stoppe_2 =
      Rouleau(1, Stoppe_1, Stop, Clk2);
   Valeur_Courante_3, Fige     =
      Rouleau(4, Stoppe_2, Stop, Clk3);
tel
Valeur_Courante_1
Valeur_Courante_2
Valeur_Courante_3
Stop57
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58FIGURE 2.37 Modèle Scade du comportement d’un rouleau (exercice, § 2.19.24)
L’utilisation de l’opérateur pre permet en effet de résoudre le problème, lequel
consiste à éviter que la commande stop ne bloque simultanément tous les rouleaux.
Les rotations sont en fait simulées par l’incrémentation modulo de trois compteurs
associés, du type déjà présenté Compteur_Reinitialisable (progr. 2.8) et ce à des
fréquences distinctes (chronogramme de simulation, fig. 2.36), plus précisément au
moyen d’horloges ayant des périodes différentes (progr. 2.18 et 2.19). Les comp-
teurs correspondants aux rouleaux sont donc incrémentés uniquement lorsque
leur horloge associée est active (true). Il en résulte l’illusion de l’imprédictibilité com-
portementale, caractéristique du bandit manchot (slot machine).
Concernant la commande stop, signalons qu’elle ne s’applique qu’à un rouleau à la
fois. Plus précisément, l’arrêt d’un rouleau ne peut être réalisé que si le rouleau pré-
cédent est stoppé, à l’exception du premier rouleau (progr. 2.18). Le traitement de ce
particularisme est intéressant dans le contexte de la programmation synchrone.
La figure 2.37 décrit le même comportement de rouleau, mais avec un réseau
d’opérateurs synchrones Scade (Rouleau_Scade). Équivalent à la version Lustre du
nœud Rouleau (progr. 2.18), il peut donc être utilisé indistinctement pour être ins-
tancié dans la définition du nœud principal Bandit_Manchot, par exemple comme
suit (progr. 2.19):
Valeur_Courante_1, Stoppe_1 = Rouleau_Scade(3, true, Stop, Clk1);
Valeur_Courante_2, Stoppe_2 = Rouleau(1, Stoppe_1,   Stop, Clk2);
Valeur_Courante_3, Fige     = Rouleau(4, Stoppe_2,   Stop, Clk3);
1
Valeur_Initiale
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1
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2
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1
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f alse
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0
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1
9
1
Actif
2
tick
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4
tick
L3
L4
L2
L1
Valeur
AssertionsFIGURE 2.38 Bandit_Manchot (intégration Scade)
voire dans un réseau d’opérateurs Scade, tel que celui illustré par la figure 2.38. Il est
à noter que les définitions et les exemples ici décrits sont spécifiques. Il s'agit d'illus-
trations des concepts de Scade 6, de leur syntaxe et de leur sémantique. D'autres
aspects inhérents aux horloges sont présentés dans les chapitres suivants.
2.16 Assertions
Outre les équations de définition de flots de données, une modélisation peut com-
porter des assertions. Ces dernières permettent de définir des propriétés ou des
contraintes comportementales du modèle. Propriétés que l’on suppose vraies ou res-
pectées à tout instant.
Stop
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Valeur_Courante_2
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L259
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node Assertion_Garantie(Actif: bool; 
                        clock Sec: bool) 
                returns(Nbr_Occurrences: int32)
let
   assume Init_Clk_False: Sec = false -> not(Sec and pre Sec);
   guarantee Positif: not (Nbr_Occurrences<0);
   Nbr_Occurrences = 0 -> 
      if Actif then 
         merge(Sec; 
               Compteur((Actif) when Sec);
               (0 -> if Flanc_Montant(Actif) then 
                        0 
                     else  
                        pre Nbr_Occurrences) when not Sec)
      else 
         pre Nbr_Occurrences;
tel
Les assertions jouent un rôle fondamental, notamment dans le processus de vérifi-
cation des modèles. Mais pas uniquement, elles pourraient avoir un impact sur la
complexité du code objet résultant. Par exemple, une couronne de montre ne peut
pas être à la fois pressée et tirée. Cette propriété étant en l’occurrence, usuellement
garantie par une construction mécanique qu’il convient de signaler. Le code objet
produit par le compilateur pourrait avoir une complexité moindre si certaines inte-
ractions ou stimulations ne peuvent pas se produire simultanément.
Le langage Scade 6 s’inscrit également dans une approche de conception par contrat.
Un contrat précise les exigences à satisfaire avant d'appliquer une fonction ou un
nœud et, en supposant qu’elle soient vérifiées, les propriétés garanties des résultats.
Dans le modèle synchrone SCADE un contrat peut être concrétisé sous la forme
d’une paire d'observateurs (lesquels remplacent l’opérateur d’assertion assert en
Lustre (original) ainsi que dans la version 5 de SCADE):
• le premier opérateur correspond aux exigences, il assume l’observation des
entrées et du passé de sorties (pre);
• un second opérateur est dédié aux propriétés garanties (guarantee), il observe
les entrées de même que les sorties.
L’exemple décrit par le programme 2.20 assume en quelque sorte que l’horloge Sec
est absente initialement, puis ne prend pas deux valeurs true consécutivement
(exercice, § 2.19.28). Il est aussi garanti que le flot résultant (Positif) ne sera pas
négatif. L’expression d’un observateur (assume ou guarantee) doit toujours être
définie, y compris à l’instant initial. En d’autres termes l’observateur ne doit pas
comporter de valeur nil dans son flot booléen.
Problématiques induites par l’approche synchroneFIGURE 2.39 Division entière et division polymorphe (§ 3.5.2) par 0
2.17 Problématiques induites par l’approche synchrone
2.17.1 Simultanéité
A l’exécution, les exemples d’équations suivantes comportent un problème de divi-
sion par 0 (version réseaux d’opérateurs, fig. 2.39):
Z = if X=0 then Y else Y div X;    -- division entière;
Z = if X=0 then Y else Y/X;        -- division polymorphe (X et Y
                                   -- sont des entiers, § 3.5.2)
En effet, il convient de rappeler que les flots sont évalués simultanément (sect. 2.6),
en parallèle (réseaux d’opérateurs synchrones). Les expressions X div Y et respective-
ment X/Y, sont donc évaluées en même temps que le test if correspondant. Pour pal-
lier à ce problème une solution consiste à construire un flot local non nul (Loc), par
exemple comme suit:
Loc = if X=0 then 1 else X;
Z = Y div Loc;                     -- division entière
La valeur de la variable de flot locale Loc est définie par une équation afin de diviser Y
par X ou bien par 1 si X est nul. Puis, en substituant Loc par sa définition, on peut ulté-
rieurement améliorer la solution:
Z = Y div (if X=0 then 1 else X);  -- division entière
Une autre solution, intéressante, consiste à ne considérer la variable X qu’aux instants
où elle n’est pas nulle, c’est-à-dire au tic d’une horloge plus lente déterminée à partir
de la valeur du flot X [Mar 03], comme suit (sect. 2.14):
Z = merge(Clk; (Y div X) when Clk; Y when not Clk);
Clk = X<>0;
Z
1Y
X 1
0
1
1
1
2
0
X
Y
Z
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62FIGURE 2.40 Cycles de causalité
2.17.2 Causalité
Une définition d’équation synchrone, telle que X=1-X est fausse, car le flot X ne
peut pas dépendre instantanément de lui-même. Les flots de ce genre (récursif)
doivent être définis à partir de valeurs moins récentes (pre). Mais, il est des situa-
tions bien plus complexes, qui peuvent aussi induire des cycles de causalité. Il s’agit de
dépendances, à l’instar de celles exhibées par l’exemple fictif de la figure 2.40.
Afin de détecter ce genre d’erreur, il est possible de ne passer que les analyses sta-
tiques (typage, horloges, causalité, initialisation) sans pour autant générer du code.
Ajoutons, qu’il convient de maîtriser assez tôt cette problématique dans le proces-
sus de modélisation. Car, bien que relevée, une erreur de nature causale, peut
s’avérer parfois longue à corriger si le modèle est testé trop tard, c’est-à-dire
lorsque les dépendances s’avèrent complexes.
Le modèle de mécanisme d’arbitrage de bus symétrique (fig. 1.15) décrit à la fois
un cycle causal et sa solution (§ 1.4.4). D’autres problématiques liées à la causalité
peuvent également apparaître avec les SSM (Scade State Machines). Elles concernent
notamment des transitions de préemption d’état causées notamment, par des évé-
nements produits dans l’état lui-même (chap. 6).
2.17.3 Causalité et expansion
La gestion des problèmes de causalité par SCADE est rigoureuse. Considérons
pour l’illustration une sorte de commutateur comportant trois flots d’entrée: Ini-
tial, Declenche et Enclenche, tandis que la sortie est constituée par la variable de
flot Sortie. De plus, les variables de flot Declenche et Enclenche ne sont jamais à
true simultanément. Tous ces flots sont de type booléen.
W
0
Y
X
X
Y
Z
X
Y
R
Problématiques induites par l’approche synchroneFIGURE 2.41 Chronogrammes de simulation du commutateur
Le comportement peut être décrit par les chronogrammes de simulation de la figure
2.41 et défini par le réseau d’opérateurs de la figure 2.42. L’utilisation d’un opérateur
de retard pre (registre), évite tout risque de cycle de causalité.
FIGURE 2.42 Commutateur
Si l’on remplace la définition du Commutateur (fig. 2.42) par celle décrite avec la figure
2.44 et que l’on instancie cette dernière (fig. 2.44), l’analyse du modèle (checking) révé-
lera une erreur de causalité, constituée par un cycle établi entre la sortie du nœud Com-
mutateur et son entrée (Etat_Courant), alors qu’a priori il n’y en a pas (pre).
FIGURE 2.43 Commutateur (modifié)
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64FIGURE 2.44 Instanciations du commutateur modifié (fig. 2.43)
En effet, SCADE exige l’introduction d’un opérateur de retard pre ou fby [Ben
03]. A moins que la génération de code ne soit de type expansé, auquel cas il n’y
aura pas de signalement d’erreur. Si la génération de code est expansée, cela signi-
fie que le code des opérateurs est inséré (inline) dans le nœud où ils sont instanciés.
2.18 Commentaires
Une des propriétés majeures de l’approche synchrone est le déterminisme. Cette pro-
priété est garantie quelques soit le nombre de blocs (nœuds). Toute application est
ainsi décrite en termes d’activités parallèles logiques (concurrentes) et communi-
cantes. Le parallélisme fonctionnel qui est exhibé peut se distinguer du parallélisme
physique. Il permet notamment au programmeur de concevoir et décomposer son
application avec plus de facilité.
La méthodologie et les paradigmes introduits par Scade 6 garantissent conjointe-
ment une propriété remarquable, le code est correct par construction. Pour ne citer
qu’un aspect, les variables de flots doivent toujours être définies, avant toute utili-
sation en lecture. De plus, le compilateur est effectivement en mesure de signaler
de façon précoce d’éventuelles erreurs. Si l’on ajoute la simulation graphique inte-
ractive du modèle et la vérification formelle de certaines de ses propriétés (dispo-
nibles avec la Suite logicielle SCADE), le comportement déterministe et prédictible du
code produit par un générateur de code certifié (KCG) est assuré.
Les exemples et exercices proposés dans ce chapitre sont relativement simples et
sont basés sur des flots d’entiers (usuellement int32). Or, depuis la version 6.5 du
langage, les flots numériques ont été étendus avec de nouveaux types, permettant
notamment de limiter l’empreinte mémoire, comme par exemple des entiers non
signés codés sur 8 bits. Il est dès lors suggéré de revoir ces exemples et exercices
afin de les adapter au besoin, voire d’en donner des définitions génériques (chap. 3).
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Exercices2.19 Exercices
2.19.1 L’expression suivante est-elle erronée ou pas (sect. 2.6)? Commenter la
réponse.
if Niveau_Liquide>Consigne_Max then
   Alarme = true 
else 
   Alarme = false;
2.19.2 Soit l’équation suivante:
R = 0.0 -> 1.0 -> 2.0;
Quelle sera la valeur du flot résultant R au premier, au deuxième, puis au troi-
sième instant? 
2.19.3 Quelles seront les suites de valeurs produites par le nœud Mod_Div (progr.
2.5) avec la valeur 3 comme argument d’entrée, si l’on utilise l’opérateur
d’initialisation dans la définition des flots de sortie:
Mod, Div = (0, 0) -> Mod_Div(I, X);
2.19.4 Compléter le tableau qui suit, puis adapter le nœud Compteur_Impulsions
sans pour autant en modifier le comportement, afin de supprimer la variable
locale Etat_Courant.
node Compteur_Impulsions(Canal_Entree: bool)
                 returns(Cpt_Impuls: int)
var 
   Etat_Courant: int;
let
   Etat_Courant = Compteur(Canal_Entree, 0);
   Cpt_Impuls   = Compteur(Etat_Courant=3, pre Cpt_Impuls);
tel
node Compteur(Actif: bool; Val_Initiale: int)
      returns(Val_Courante: int)
let
   Val_Courante = 0 -> if Actif then pre Val_Courante+1
                       else Val_Initiale;
tel
2.19.5 Modéliser une variante de l’opérateur de mémorisation Scade (fig. 2.21) en
s’inspirant pour cela du programme 2.12.
Canal_Entree f f t t t t f t t t f f t t f t t t t
Etat_Courant
Cpt_Impuls65
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662.19.6 Considérer les deux opérateurs suivants. Le nœud N instancie la fonction F.
Donner le résultat de l’expansion (sect. 2.8) dérivant de l’instanciation de la
fonction F [Est 15b].
function F(X,Y: float64) returns(Sum, Prod: float64)
let
   Sum  = X+Y; Prod = X*Y;
tel
node N(R: float64) returns(S, T: float64)
let
   S, T = F(R, R -> pre R); 
tel
2.19.7 Modéliser avec des équations de flots de données (Lustre, textuel), puis
avec un réseau d’opérateurs Scade, le système dynamique défini par les
équations suivantes:
où X est un flot d’entrée valant 0 initialement (X0) et W un flot local valant
1 à l’initialisation (W0).
2.19.8 Soit une fonction f réelle et dépendante du temps. Il s’agit d’implémenter
l’algorithme d’intégration (Integrateur) basé sur la méthode du trapèze
[Hal 02], où F et Pas correspondent respectivement à des flots de valeurs
réelles fournies en entrée du nœud Integrateur:
lequel déterminera un flux résultant Y, tel que:
Compléter le nœud Integrateur ci-après:
type  real = float64;          -- définition de type, sect. 3.2
node Integrateur(F, Pas: real) returns(Y: real)
let
   ...
tel
Élaborer également une solution basée sur un réseau d’opérateurs.
2.19.9 Utiliser le nœud Integrateur (§ 2.19.8) pour définir un nœud Sin_Cos,
permettant de déterminer les fonctions sin(wt) et cos(wt) [Hal 02]:
node Sin_Cos(w: real) 
     returns(Sin, Cos: real)
let    
   Sin, Cos = ...
tel
Yt 1+ Xt 1+ Yt Wt 1+ W– t+ sin=
Wt 1+ Wt Xt 1++ cos=
Fn f xn  et  xn 1+ xn Pasn 1++= =
yn 1+ yn Fn Fn 1++  Pasn 1+ 2+=
Exercices2.19.10 Compléter la modélisation qui suit (variante case) du système d’acquittement
simple, dont la spécification est fournie dans la section 1.2:
type Etats_SSM = enum {Initial, Inactif, Actif};
node Protocole_Acquittement(Top, Req: bool)
                    returns(Alr, Acq, Occ: bool)
var 
   Etat_Courant: Etats_SSM;
let
   Alr, Acq, Occ, Etat_Courant = (false, false, false, Initial) ->
      (case pre(Etat_Courant) of
       | Initial : if Top then
                      -- suite à compléter ...
tel
2.19.11 Le réseau d’opérateurs Scade qui suit comporte un opérateur d’initialisation
(->) d’arité 2. Il est en effet possible d’ajouter des entrées à des opérateurs
prédéfinis. Formuler textuellement (Lustre) ce réseau (rappel tuples, sect. 2.9).
2.19.12 Quelle erreur exhibe l’énoncé suivant?
node Factorielle(N: int) returns(Fact: int)
let
   Fact = Factorielle(N-1)*N;
tel
2.19.13 Traduire la suite de Fibonacci en Lustre (fig. 2.16).
node Fibonacci() returns(Fibo: int) 
let
    ... 
tel
2.19.14 Modéliser un réseau d’opérateurs (diagrammes de blocs) générant la suite des
nombres de Fibonacci, mais sans pour cela utiliser l’opérateur fby (fig. 2.16).
2.19.15 Déclarer un nœud Lustre (équations de flots de données) ayant un compor-
tement respectant les exigences suivantes:
• valider le flot R si S etait valide (true) à l'instant précédent;
• valider le flot S si R n'etait pas valide à l'instant précédent;
• valider le flot T avec la conjonction des flots R et S.
Dessiner un exemple de chronogramme de simulation plausible.
2.19.16 Considérer les définitions suivantes:
Tic
Tac
1
false false
Entree
PRE
1
1
1
2
67
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68Val_Courante = 0 -> if Start or pre(Val_Courante)>0 then
                       if Decompter then 
                          pre Val_Courante-1
                       else 
                          pre Val_Courante+1
                    else
                       pre Val_Courante;
Decompter = false -> if (not pre(RaZ) and RaZ) or 
                        (pre(Decompter) and pre(Val_Courante)>0)
                     then 
                        true 
                     else 
                        false;
Quel est le comportement résultant de cette modélisation. Dessiner un
scénario possible au moyen d’un chronogramme de simulation. Par ail-
leurs, ce modèle peut être simplifié. Traduire le modèle simplifié égale-
ment en un réseau d’opérateurs et vérifier l’équivalence comportementale
entre les divers modèles (sect. 7.11).
2.19.17 Considérons le module Esterel qui suit [Ber 00b]. Il s’agit de modéliser
son comportement avec des équations de flots de données (Lustre), puis
en un réseau d’opérateurs synchrones Scade et vérifier leur équivalence
(pas de SSM, chap. 6).
module Tic_Tac:  % Esterel
input I;
output Tic, Tac;
loop
   await I;
   if pre(Tic) then
      emit Tac
   else
      emit Tic
   end if
end loop
end module
2.19.18 Analyser le réseau d’opérateurs Scade suivant. Il définit un commutateur
simple [Hal 02]:
Actif
1
2
Reinit
Non_Enf once Etat_Bouton
PRE
1
Initial
1
Enf once
ExercicesTraduire ce réseau en un modèle purement textuel et comparer leur compor-
tement respectif, afin de s’assurer qu’ils sont bien identiques.Puis, modifier
ce simple commutateur de façon à obtenir un nouveau comportement, tel
que celui décrit par le chronogramme de simulation qui suit, plus précisé-
ment par celui correspondant à Etat_Corrige.
L’objectif étant en fait d’obtenir le comportement d’un simple bouton pous-
soir (Commutateur_Corrige).
Etat_Lustre  = Commutateur_Lustre (Bouton, Bouton, Non_Enfonce);
Etat_Scade   = Commutateur_Scade  (Bouton, Bouton, Non_Enfonce);
Etat_Corrige = Commutateur_Corrige(Bouton, Bouton, Non_Enfonce);
2.19.19 Modéliser le comportement d’un compteur consistant à déterminer le
nombre d’occurrences où des variables de flot Sec et tick (implicite, horloge
de base), pouvant être associées à des événements ou à des signaux, sont à true
et ce pendant que la variable de flot Top, autre genre de signal (explicite) est à
false. L’exemple de scénario qui suit complète la spécification:
Les premières modélisations, avec un réseau d’opérateurs synchrones et en
Lustre (textuel) seront définies avec des variables ayant toutes la même hor-
loge (compatibilité d’horloge). Il s’agira ensuite d’analyser la problématique
issue de l’introduction d’une horloge plus lente, par exemple en considérant
pour cela la variable de flot Sec.
Bouton
Etat_Lustre
Etat_Scade
Etat_Corrige
Top
ticks
Sec
Compteur = 5 Compteur = 3
Compteur = 13 Compteur = 769
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702.19.20 Adapter les compteurs décrits par les réseaux d’opérateurs Scade des
figures 2.30 et 2.32 afin de prendre en considération la simultanéité de
Bouton et Sec à l’instant initial (§ 2.14.4).
2.19.21 Analyser les équations suivantes [Dor 08]:
O1 = Somme(I);
O2 = merge(Clk; Somme(I when Clk); (0->pre O2) when not Clk);
Le nœud Somme étant défini comme suit:
Puis, compléter le tableau ci-après
2.19.22 Modéliser un contrôleur de température. Le but de ce contrôleur est de
maintenir la température d’un réacteur chimique à une valeur de consigne
(T) de 250 degrés. Deux chaudières (C1 et C2) sont disponibles. La tempé-
rature du réacteur est disponible à intervalles réguliers de N secondes. Dès
que la température du réacteur descend au dessous de T la chaudière C1 est
enclenchée, à moins qu’elle ne le soit pas déjà. Si cette chaudière n’arrive
pas à rétablir la température en moins d’une minute, la chaudière C2 est à
son tour activée. Dès que la température atteint à nouveau T, les deux
chaudières sont désactivées.
2.19.23 Considérer l’extrait suivant du nœud Rouleau (progr. 2.18):
merge(tick; 
      Compteur_Reinitialisable(
         (Val_Initiale -> 0,pre(Valeur)=9) when tick);
      (Val_Initiale -> pre Valeur) when not tick)
Comparer les comportements résultants du nœud Bandit_Manchot avec
l’original (progr. 2.19), ceci après les modifications respectives du flot
argument des instances suivantes du nœud Compteur_Reinitialisable:
Cycle 1 2 3 4 5 6 7 8 9
I 1 2 3 4 5 6 7 8 9
Clk F T F F T T F T F
I when Clk F F F F F T F F F
Somme(I when Clk) 0 1 2 3 4 0 1 2 3
O1
O2 = merge(Clk; ...; ...)
FBY
1 0 I
O
ExercicesCompteur_Reinitialisable(
   (Val_Initiale, pre(Valeur)=9) when tick);
et
Compteur_Reinitialisable((0, pre(Valeur)=9) when tick);
Si possible, comparer et analyser les chronogrammes de simulation (wave-
forms) avec celui de la figure 2.36.
2.19.24 Modéliser le comportement du nœud Stop_Activ instancié dans le nœud
Rouleau décrit par le réseau d’opérateurs Scade de la figure 2.37.
2.19.25 Compléter la modélisation du bandit manchot (sect. 2.15), en gérant notam-
ment les actions d’insertion des pièces de monnaie (coins), le vandalisme et la
maintenance (réactivation de l’automate après vandalisme). Par ailleurs, la
touche STOP permet aussi de recommencer une partie après que les trois rou-
leaux aient été successivement stoppés. Enfin, gérer également le jackpot (affi-
chage à compléter, fig. 2.35).
2.19.26 Considérons une évolution d’un compteur décroissant classique, un nœud
minuterie en quelque sorte. La solution proposée consiste à retourner l’état
de la minuterie, c’est-à-dire true si elle est encore en cours de décomptage,
false autrement:
node Minuterie_Active(Delai_Initial: uint32; -- entier non signé
                      Activation: bool) 
              returns(Active: bool)
var 
   Compteur: uint32;                         -- sect. 3.3
let
   Active = Compteur>0;
   Compteur = 0 -> if Activation then Delai_Initial
                   else 
                      if false -> pre(Active) then 
                         pre(Compteur)-1
                      else 0 -> pre(Compteur);
tel
Ce nœud retourne donc le flot Active (état) de la minuterie, de même qu’il
effectue le décomptage à chaque instant (tic) de l’horloge de base. Cependant,
il pourrait s’avérer utile d’effectuer le décomptage non pas à chaque instant
mais à chaque seconde, en d’autres termes de décrémenter le compteur avec
une fréquence différente et moins élevée. Ce qui nécessite un flot d’entrée
Sec supplémentaire, comme déclaré dans le nœud suivant:
node Minuterie_Sec(Delai_Initial: uint32; Sec: bool;
                   Activation: bool) 
           returns(Active: bool)
var 
   Compteur: uint32; 
let -- A compléter tel71
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72Une alternative consiste à utiliser des opérateurs temporels dédiés à la ges-
tion des horloges (sect. 2.14). Modéliser ces deux propositions d’exercice.
2.19.27 Compléter le programme 2.16 et plus précisément la définition du nœud
Minuterie.
2.19.28 Modifier l’assertion assume du programme 2.20, afin de vérifier que l’hor-
loge Sec prend successivement la valeur false puis true et ainsi de suite.
2.19.29 Simplifier l’équation qui suit et indiquer ce qu’elle permet-elle de faire?
Sortie = false ->if Entree and (pre(Entree) or pre(Sortie)) then
                    true
                  else
                    if pre(Sortie) and pre(Entree) then 
                       true
                    else 
                       false;
2.19.30 Formuler avec des équations de flots de données (Lustre) le réseau d’opé-
rateurs Scade décrit par la figure 2.32.
2.19.31 Quelle problématique (erreur) suggère le réseau illustré ci-après?
2.19.32 Modéliser un automate qui signalera toutes les occurrences de P pressions
distinctes sur un bouton qui se sont succédé en moins de T secondes.
Modéliser les variantes relatives au recouvrement (avec ou sans).
2.19.33 Analyser le nœud Gilbreath défini comme suit [Col 14]:
node Gilbreath(clock C: bool) 
       returns(O, Propriete: bool)
   var
      S1: bool when C;
      S2: bool when not C;
      Moitie: bool;
let
   S1 = (false when C) -> not(pre S1);
   S2 = (true when not C) -> not(pre S2);
   O = merge(C; S1; S2);
   Moitie = false -> (not pre Moitie);
   Propriete = true -> not(Moitie and (O = pre O));
tel
Quel est l’objet de cette modélisation? Vérifier aussi que la Propriete est
toujours vérifiée (true, chap. 7).
0
X
Y
Z
CHAPITRE 3 TYPES ET GÉNÉRICITÉ3.1 Introduction
A l’instar d’autres langages de programmation, tels que le langage Ada, Scade 6 est
également fortement typé. Tout objet est associé à un type, lequel détermine notam-
ment le domaine de valeurs que l’objet peut prendre et définit les opérateurs pouvant
lui être appliqués. Il permet aussi de détecter des erreurs de compatibilité, mais pas
des erreurs telles que des divisions par 0 ou bien des dépassements de capacité. Le
système de typage est construit à partir de types de données atomiques, de tableaux, de
structures et de groupes. Des exemples complets, corrects ou erronés, ainsi que des
limitations et des définitions précises peuvent être consultés dans les manuels de réfé-
rence [Est 15a] [Est 15b] [Est 15c].
3.2 Définitions de types et constantes
Le programmeur peut notamment définir de nouveaux types de données, des
constantes et des capteurs (sensors).
• Types scalaires de taille diverse, tels que des entiers signés ou non signés, codés sur
8, 16, 32 et 64 bits, de même que des flottants codés sur 32 et 64 bits (fig. 3.1 et sect.
3.3). La manipulation d’instances de ces types se faisant avec des opérateurs poly-
morphes, comprenant notamment des opérateurs de conversion de types (casting).
Il est à relever que les types int et real, présents dans la version 6.4 et les versions
précédentes du langage Scade 6, ne sont plus disponibles depuis la version 6.5.
Cependant, le modèles élaborés avec ces précédentes versions peuvent faire l’objet
d’une migration automatique ou non. Ils peuvent aussi être redéfinis, par le biais
d’une déclaration de types, comme par exemple ci-après:
type int = int32;
    real = float64;
• Hiérarchie de types permettant de définir des contraintes de type sur les opéra-
teurs et les types importés (sect. 3.5).
• Types importés depuis un langage hôte (host language):73
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74type imported Entier_Hote is integer;
• Énumérations:
type Couleurs = enum {ROUGE, VERT, BLEU};
type Etat_SSM = enum {R, S, T};             -- progr. 2.10
A noter qu’un identificateur de type énuméré est unique, il ne peut être utilisé
pour identifier une constante ou comme un objet d’une autre énumération.
• Structures (records, chap. 5):
type Capteur_Temp = {valide: bool, valeur: int32};
type Struct_Type = {C1: {SC11: float32, SC12: bool}, C2: int64};
• Tableaux (chap. 5):
const ETAGES: uint8 = 012;                 -- 10 (octal)
type Tab_Reels = float32^5;
type Tab_Reals = real^2;                   -- float64^2
type Boutons_Monte_Charge = int^(ETAGES);  -- int32^ETAGES
• Flots constants:
const   -- constantes nommées
   TAILLE: uint8 = 0b10000000;          -- 128 (binaire)
   TAILLE_TOTALE: int = 2*TAILLE+2;
   PI: float64 = 355/113;               -- division polymorphe
   INIT_STRUCT: Struct_Type = {C1: {SC11: 0.0, SC12: false}, 
                               C2: 0};
   E: float32 = INIT_STRUCT.C1.SC11;
   INDICES: uint8^3 = [4, 2, 6]; 
   CHAINE:  char^7 = ['s','c','a','d','e', ' ', '6'];
   ELEMENT: char = CHAINE[INDICES[1]];  -- -> 'a'
   imported C_Hote: Entier_Hote;
et divers exemples de définitions et expressions:
var
   I: Entier_Hote; 
   ...
let -- exemples:
   Res  = INIT_STRUCT -> {C1: {SC11: 10.0, SC12: true}, 
                          C2: 100};  
          -- ((0.0, false), 0) -> ((10.0, true), 100)
   Comp = Res.C1.SC12;                  -- false -> true
   Elem = CHAINE[INDICES[2]];           -- ’6’
   I = 0 -> if Comp then C_Hote else C_Hote+(pre(I) mod 3);
Types numériquesFIGURE 3.1 Hiérarchie de types numériques
Les constantes sont déclarées en majuscules, mais il ne s’agit que d’une conven-
tion personnelle.
• Signalons encore les capteurs (sensors), lesquels sont des entrées accessibles globa-
lement et uniquement en lecture (read-only inputs) et dont les valeurs sont définies
par l’environnement:
sensor
   Temp: Capteur_Temp;
   Pression: float32;
   Donnees_Comm: Struct_Type^TAILLE;
3.3 Types numériques
A partir de la version 6.5 du langage, Scade 6 supporte des types scalaires (numé-
riques) de taille variable (fig. 3.1):
• nombres entiers signés ou non signés de 8, 16, 32 et 64 bits, permettant ainsi de
minimiser l'empreinte mémoire;
• nombres flottants, représentés avec 32 ou 64 bits, autrement dit en simple ou
double précision.
Considérons les paramètres de la fonction Signum (progr. 2.1) qui suit. Ils sont de
type int16, autrement dit la fonction est appliquée à des entiers signés ayant une
valeur comprise entre -2N-1 et 2N-1-1, où N=16:
function Signum(X: int16) returns(Y: int16)
let
   Y = if X>0 then 1 else if X<0 then -1 else 0;
tel
numeric
float integer
signed unsigned
float32
float64
int8
int16
int32
int64
size
uint8
unit16
uint32
uint6475
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76PROGRAMME 3.1 Fonction Signum générique
function Signum_Generique(X: 'T) 
                  returns(Y: 'T) where 'T numeric
let
   Y = if X>0 then 1 else if X<0 then -1 else 0;
tel
Mais, il est possible de faire mieux, en rendant la fonction Signum indépendante du
type de ses arguments (sect. 3.4), plus précisément en la déclarant de type géné-
rique numérique (sect. 3.4, progr. 3.1).
3.4 Polymorphisme
Dans de nombreuses situations il peut s’avérer fort utile de définir un nœud ou
une fonction, indépendamment du type de leurs arguments. Par exemple, la fonction
générique de sélection simple qui suit peut être appliquée à des flots de valeurs de
type quelconque (bool, char, numérique, structuré):
function Selection_Simple(A, B: 'T; Cond: bool)
                  returns(C: 'T)
let
   C = if Cond then A else B;
tel
En effet, sa définition ne dépend pas du type de ses arguments. La sélection ne
dépend que du flot booléen Cond. Selon la valeur de ce dernier, la fonction
Selection_Simple retournera la valeur du flot A ou celle du flot B. Il n’est donc pas
nécessaire de définir une fonction distincte pour des flots d’entrée entiers, flottants
ou booléens (progr. 3.2).
Grâce à la généricité, la fonction Signum peut également être redéfinie, afin d’être
valide pour tout type numérique (progr. 3.1). La généricité s’exprime en utilisant des
identificateurs de variables de type formulés avec le symbole ' (apostrophe droite) et
préférablement avec une majuscule, comme par exemple 'T et ce afin de les distin-
guer des identificateurs de signaux (sect. 6.9). Les variables de type sont quantifiées
universellement [Est 15a]. Le type de la fonction générique (polymorphe) peut être
interprété comme suit: pour tout type T, le nœud prend deux flots de type T et
retourne un flot de type T.
Tous les arguments déclarés de type générique ’T doivent naturellement être de
même type. Mais, plusieurs variables de type peuvent être déclarées dans le profil
d’une fonction ou d’un nœud, comme par exemple ’T et ’S, dans la déclaration du
nœud générique Selection (progr. 3.2). Ce nœud peut être appliqué à tout type de
flot (par exemple, bool, uint8, float64, etc.).
PolymorphismePROGRAMME 3.2 Nœud polymorphe (générique)
node Selection(A, B: 'T; Div: 'S)
       returns(C: 'T) where 'S unsigned
var
   Compt: 'S;
let
   Compt = 0 -> (pre Compt+1) mod Div;
   C = if Compt=0 then A else B;
tel
node Test_Selection_Int(R, S: int32; Div: uint8)
                returns(Flot_Resultant: int32)
let
   Flot_Resultant = Selection(R, S, Div);
tel
node Test_Selection_Bool(R, S: bool; Div: uint8)
                 returns(Flot_Resultant: bool)
let
   Flot_Resultant = Selection(R, S, Div);
tel
On note toutefois que la variable de type ’S restreint la nature du type aux seuls
entiers non signés (where 'S unsigned, progr. 3.2). En effet, la définition du flot
Compt comporte l’utilisation de l’opérateur arithmétique modulo (mod), dont le poly-
morphisme est limité aux opérandes de valeur entière (integer, fig. 3.1).
En résumé, la généricité permet d’élever le niveau d’abstraction des modèles. En Scade
6 elle peut être obtenue par le biais du polymorphisme paramétrique (sect. 3.4) et de la
hiérarchie de types (sect. 3.5). En effet, les termes numeric, float, integer, signed et
unsigned (fig. 3.1), qui sont également des mots réservés, permettent notamment de
définir des contraintes sur les types, comme par exemple where 'S unsigned, déclaré
dans le programme 3.2.
Signalons toutefois quelques règles qui doivent être respectées:
• les variables de type apparaissant dans la partie droite (returns) de la signature
(interface) d’une fonction ou d’un nœud doivent également apparaître dans la par-
tie gauche (entrées) de la signature;
• les variables de type apparaissant dans les types de variables locales doivent aussi
apparaître dans la partie gauche de la signature;
ainsi que quelques restrictions:
• une déclaration de type ne doit pas faire référence à une variable de type géné-
rique, la déclaration type Err_Typ = ’T est donc interdite;
• les capteurs (sensors), de même les constantes importées, ne peuvent pas être décla-
rées de type générique;
• enfin, le profil d’un nœud racine (principal) ne doit pas comporter de déclaration
de variable de type.77
Types et généricité
783.5 Hiérarchie de types et sous-types
3.5.1 Hiérarchie de types numériques
Comme le suggère la figure 3.1, les types de données numériques sont organisés
selon une hiérarchie. Il en découle que le genre d’une variable de type permet de res-
treindre le polymorphisme à la hiérarchie de type spécifiée. Considérons par
exemple la fonction Signum_Generique (progr. 3.1) ou bien le nœud Compt_Acc
(progr. 3.3). Si ces deux opérateurs sont effectivement polymorphes, ils sont néan-
moins restreints à la hiérarchie de types numeric.
3.5.2 Opérateurs polymorphes
Les opérateurs arithmétiques ont un type numérique polymorphe prédéfini qui
dépend de la signature de l’opération. Par exemple, si les deux opérandes d’une
multiplication sont de type float32, le résultat sera de type float32. Notons la
particularité de la division polymorphe, dont on dispose en fait de deux opéra-
teurs, l’un (div) pour des opérandes de type entier et l’autre (/), applicable à tous
les opérandes numériques, autant alors utiliser l’opérateur polymorphe.
Précisons enfin, que les tests de compatibilité de type n’effectuent pas de vérifica-
tion de dépassement de capacité, ni de division par 0.
3.5.3 Littéraux polymorphes
Les littéraux formulés avec des entiers sont de type polymorphe numérique
(numeric, fig. 3.1). Mais, s’ils sont formulés avec les symboles . ou e (nombres flot-
tants, par exemple 1.0e-2), alors ils sont de type polymorphe flottant (float). La
nature polymorphe d’un littéral numérique introduit un sorte de variable de type libre.
De manière générale, cette variable est liée en quelque sorte aux types des argu-
ments du nœud contenant le littéral. C’est le cas du test du nœud compteur-accumula-
teur (Compt_Acc) décrit par le programme 3.3. Lequel permet d’implémenter
(instancier) à la fois un compteur d’entiers et un simple accumulateur. Si la valeur
du compteur Compt modulo 10 vaut 0, l’accumulateur Acc est réinitialisé.
Dans cet exemple, la première constante 10 est donc considérée de type ’T. Tandis
que la seconde constante valant 10 est de type entier, en l’occurrence dans
l’exemple d’instanciation, elle est de type uint8 alors que la première est de type
float32. On relève par ailleurs que la variable de type ’T est contrainte aux seuls
types numériques, de par la nature des opérations définies par le nœud Compt_Acc.
Afin d’éviter toutes sortes d’ambiguïtés, le langage Scade 6 offre la possibilité syn-
taxique de préciser le type d’une donnée et notamment que la première constante
est une valeur de type float32, par exemple en remplaçant la définition de Acc par
la suivante:
Acc = Compt_Acc((10: float32), 1, true, (Compt mod 10)=0);
Hiérarchie de types et sous-typesPROGRAMME 3.3 Compteur-accumulateur
node Compt_Acc(Val_Initiale, Incr: 'T; Actif, Reinit: bool)
       returns(Valeur: 'T) where 'T numeric
let
   Valeur = Val_Initiale -> if Reinit then
      Val_Initiale
   else
      if Actif then pre Valeur+Incr else pre Valeur;
tel
node Test_Accumulateur() returns(Acc: float32; Compt: uint8)
let
   Acc   = Compt_Acc(10, 1, true, (Compt mod 10)=0);
   Compt = Compt_Acc(0, 1, true, false);
tel
Ou alors, si la variable de type (’T) est dans le domaine de visibilité, de spécifier cette
dernière, comme dans l’exemple ci-après:
Y = if X>(0:'T) then 1 else if X<(0:'T) then -1 else 0;
Il est ainsi possible d’effectuer des conversions (opérateur CAST) entre types (numé-
riques), comme par exemple l’opération (A+B: uint16), qui convertit le résultat de
l’addition en un entier non signé, codé sur 16 bits.
3.5.4 Surcharge avec spécialisation
Le programme 3.4 décrit deux fonctions: Mod_Div_Uint et Mod_Div_Float, qui spécia-
lisent la fonction importée Mod_Div, lorsque les arguments sont de type uint16, respec-
tivement float32. Ainsi, les appels de la fonction Mod_Div aboutissent à l’invocation
respective de l’une de ces deux fonctions, si les arguments sont de ces types. Sinon,
pour les types d’arguments autres que uint16 et float32, c’est la fonction Mod_Div
qui est invoquée.
PROGRAMME 3.4 Spécialisation de fonction
function imported Mod_Div(Opa, Opb: 'T) 
                  returns(M, D: 'T) where 'T numeric; 
function Mod_Div_Uint(Opa, Opb: uint16) 
              returns(M, D: uint16) specialize Mod_Div
   M, D = (Opa mod Opb, Opa div Opb);
function Mod_Div_Float(Opa, Opb: float32) 
               returns(M, D: float32) specialize Mod_Div
   M, D = ((((Opa: int32) mod (Opb: int32)): float32), Opa/Opb);
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80FIGURE 3.2 Intégrale (Méthode des trapèzes)
A noter que les fonctions ou les nœuds spécialisés doivent être importés. Alors
que les fonctions et nœuds spécialisants doivent être monomorphes, leur signature ne
doit pas comporter de variable de type [Est 15a].
3.6 Intégration numérique
La détermination de l’intégrale numérique d’une fonction par la méthode des tra-
pèzes (fig. 3.2) constitue un exemple classique où il s’avère pertinent de mettre en
œuvre la généricité. Considérons le réseau d’opérateurs décrit par la figure 3.3 ainsi
que le programme 3.5, ils décrivent deux versions équivalentes comportant des
arguments de type float64. Mais, comme suggéré, il est préférable de modifier la
signature du nœud Integrale afin de le rendre générique (progr. 3.5):
node Integrale_Generique(f, Pas: 'T) returns(F: 'T) where 'T float
A noter au passage également la simplification.
FIGURE 3.3 Intégrale par la méthode des trapèzes (réseau d’opérateurs)
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Intégration numériquePROGRAMME 3.5 Intégrale par la méthode des trapèzes
node Integrale(f, Pas: float64) returns(F: float64)
var
   Trapeze: float64;
let
   F = 0.0 -> pre(F) + Trapeze;
   Trapeze = Pas*(f+pre(f))/2.0;
tel
node Integrale_Generique(f, Pas: 'T) returns(F: 'T) where 'T float
let
   F = 0.0 -> pre(F) + Pas*(f+pre(f))/2;
tel
FIGURE 3.4 Intégrale du sinus (fig. 3.5)
FIGURE 3.5 Graphe de simulation de l’intégrale du sinus (fig. 3.4)
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node Integrale_Sinus(Pas: 'T) 
             returns(Integrale: 'T) where 'T float
var
   X: 'T;
let
   X = fby(Pas+X; 1; (0: 'T));
   Integrale = Integrale_Generique(mathext::SinR(X), Pas);
tel
node Test_Integrale_Sinus() returns(I: float32)
let
   I = Integrale_Sinus(1.0e-2);
tel
Le réseau d’opérateurs synchrones de la figure 3.4 montre que le paramètre f
(fonction à intégrer) est instancié avec la fonction de bibliothèque sinus appliquée à
la valeur courante de l’abscisse (x). Le graphe de simulation (fig. 3.5) illustre parfai-
tement l’évolution de la fonction sinus et de son intégrale (cosinus).
Pour l’illustration, le nœud Integrale_Sinus (progr. 3.6) comporte une déclaration
de variable locale ainsi qu’un littéral (0: 'T) de type ’T. Ce nœud peut aussi être
simplifié (exercice 3.8.1), mais au détriment de la lisibilité.
3.7 Opérations bit à bit
3.7.1 Opérateurs
Il est des domaines (compression de données, cryptographie) où il s’avère très utile
de disposer d’opérateurs appliqués bit à bit. Il s’agit usuellement de fonctions pré-
définies, applicables à des flots d’entiers non signés (unsigned), telles que: land
(conjonction logique), lor (disjonction), lxor (disjonction exclusive logique), lnot
(négation logique), lsl (décalage logique à gauche) et lsr (décalage logique à
droite). Ces opérateurs permettent notamment de modifier et de tester un ou plu-
sieurs bits de la valeur d’un flot.
Le réseau de la figure 3.6 permet de tester le nième bit de la valeur courante du flot
d’entrée E, déclaré de type uint32. Il est notamment constitué d’un opérateur de
décalage à gauche de N positions (déclaré de type uint32), appliqué à la constante
UN (0x00000001, 0x1, 0b1, 01 ou 1, de type uint32) et d’un opérateur de conjonction
logique. La sortie S, de type bool, est obtenue par comparaison avec la constante
ZERO (0x00000000, 0x0, 0). Quant à la présence des opérateurs de bibliothèque
Int2BoolVect<<32>>, elle permet d’expliciter avec le simulateur graphique la valeur
courante des divers flots sous la forme lisible de vecteurs de booléens. Une version
textuelle de ce réseau est décrite par le programme 3.7.
Opérations bit à bitFIGURE 3.6 Test du bit N
3.7.2 Registre à décalage à rétroaction linéaire
Cet exemple décrit deux implémentations équivalentes d’un registre à décalage à
rétroaction linéaire (RDRL, fig. 3.8 et progr. 3.9). Il s’agit en fait d’un générateur
pseudo-aléatoire d’une séquence de bits, dont la période avant de se régénérer est de
, où N est la dimension du registre (tableau) qui modélise le registre (fig. 3.7).
A chaque instant (pas, tick), un nouveau Bit_Alea est produit.
On peut observer [Sch 97], qu’au lieu de combiner des bits du registre à décalage (Reg)
entre eux par une opération de type ou exclusif (xor), à l’instar du registre RDRL de la
figure 5.9, il est possible de les combiner individuellement avec le Bit_Alea de sortie
du générateur, toujours par une opération de type ou exclusif (^), comme indiqué sur
la figure 3.7. Cette méthode, connue sous le nom de configuration de Galois, a notam-
ment pour avantage de simplifier l’algorithme écrit avec le langage C (progr. 3.8). En
effet, tous les ou exclusifs peuvent être effectués en une seule opération.
PROGRAMME 3.7 Test du bit N
Loc = UN lsl (N : uint32);
S = Loc land E > ZERO;
S_Loc = (digital::Int2BoolVect<<32>>)(Loc land E);
E_Loc = (digital::Int2BoolVect<<32>>)(E);
Decalage_Loc = (digital::Int2BoolVect<<32>>)(Loc);
1
S
UN
0 l
2
E
1
digital::Int2BoolVect<<32>> S_Loc
3
digital::Int2BoolVect<<32>>
4
digital::Int2BoolVect<<32>> E_Loc
Decalage_Loc
1
ZERO
(N : uint32)
2N 1–83
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Grâce aux opérations bit à bit de Scade 6, il est aisé de traduire cette fonction sous
la forme d’un réseau d’opérateurs synchrones (fig. 3.8) ou bien sous une forme
textuelle équivalente (progr. 3.9).
PROGRAMME 3.8 RDRL (configuration de Galois en C)
#define GERME  17
#define masque 0x80000057
int rdrl() {
   static unsigned int reg = GERME;
   if (reg & 0x00000001) { 
      reg = ((reg ^ masque)>>1) | 0x80000000;
      return 1;
   }
   reg = reg>>1;
   return 0;
}
A noter que la variable Reg qui modélise le registre est de type uint32. Il en est de
même des constantes. Mais on peut aussi définir une nœud RDRL générique, per-
mettant d’instancier des registres de 8, 16, 32 ou 64 bits (progr. 3.10), voire
d’implémenter des registres de plus grande taille.
FIGURE 3.8 RDRL (configuration de Galois, modélisée avec un réseau 
d’opérateurs synchrones)
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ExercicesPROGRAMME 3.9 RDRL (configuration de Galois)
node RDRL_Conf_Galois() returns(Bit_Alea: bool)
var 
   Loc_Cond: bool;
   Reg: uint32 last = GERME;
let
   Loc_Cond = 0x00000001 land last 'Reg = 1;
   Reg = if Loc_Cond then 
            (((last 'Reg lxor 0x80000057) lsr 1) lor 0x80000000)
         else
            (last 'Reg lsr 1);
   Bit_Alea = Loc_Cond;
tel
Le programme 3.10 décrit justement un définition plus concise et générique du géné-
rateur RDRL. Précisons que la déclaration du type (uint16) de la constante littérale
0x8057 est nécessaire, sinon celui-ci ne peut être inféré à partir du contexte.
PROGRAMME 3.10 RDRL générique (configuration de Galois)
node RDRL_Conf_Galois_Generique(Masque, Decalage: 'T)
                        returns(Bit_Alea: bool) where 'T unsigned
var 
   Reg: 'T last = (GERME: 'T);
let
   Bit_Alea = 1 land last 'Reg = 1;
   Reg = if Bit_Alea then 
            (((last 'Reg lxor Masque) lsr 1) lor Decalage) 
         else (last 'Reg lsr 1);
tel
node Test_RDRL_Generique() returns(Bit_Alea: bool)
let
   Bit_Alea = RDRL_Conf_Galois_Generique((0x8057: uint16), 0x8000);
tel
3.8 Exercices
3.8.1 Simplifier le nœud Integrale_Sinus (progr. 3.6).
3.8.2 Compléter le nœud Min_Max, lequel doit déterminer le minimum et le maxi-
mum des flots arguments X et Y:
node Min_Max(X, Y: ’T) 
     returns(Min, Max: ’T) where 'T numeric
let
   Min, Max = ...;
tel85
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863.8.3 Modéliser l’exemple du bandit manchot (sect. 2.15) pour des entiers de type
uint8, en définissant à cet effet des nœuds polymorphes (génériques).
3.8.4 Définir une fonction qui renvoie le nième bit de la valeur courante d’un flot
en partant de la droite, respectivement de la gauche, n étant passé en argu-
ment).
3.8.5 Écrire une fonction qui retourne le bit de parité d’un nombre.
3.8.6 Simplifier la fonction RDRL_Conf_Galois et remplacer les constantes par
des constantes symboliques (UN, MASQUE, MSB).
3.8.7 Modéliser avec Scade 6 le registre à décalage à rétroaction linéaire (§ 3.7.2)
déclaré en C ci-après [Sch 97].
int rdrl() {
   static unsigned long reg = GERME;
   reg = ((((reg >> 31) 
          ^ (reg >> 6) 
          ^ (reg >> 4) 
          ^ (reg >> 2)
          ^ (reg >> 1)
          ^ reg) 
          & 0x00000001) << 31) | (reg >>1);
   return reg & 0x00000001;
}
3.8.8 Adapter et tester le registre à décalage à rétroaction linéaire déclaré en C
ci-après.
unsigned char xor, reg0, reg1, reg2, reg31;
unsigned long long reg  = 17, 
                   un   = 0,
                   zero = 0, 
                   periode = 0;
do {
   periode++;
   reg0  = reg & 0x01;
   reg1  = (reg & 0x02)>>1;
   reg2  = (reg & 0x04)>>2;
   reg31 = (reg & 0x80000000)>>31;
   xor   = ((reg0^reg1)^reg2)^reg31;
   if (reg0)   // <=> bit de sortie
      un++;
   else
      zero++;
   reg = reg >> 1;
   if (xor) reg = reg | 0x80000000;
}
while (reg!=17);
3.8.9 Améliorer éventuellement le nœud RDRL générique (§ 3.7.2).
Exercices3.8.10 Soit l’automate de reconnaissance (sect. 5.6) décrit par la figure suivante:
Il permet de reconnaître des multiples de 3 exprimés sous forme binaire.
Ainsi, les séquences de bits suivantes: 011, 110, 1001 ou encore 10101, sont
traitées et reconnues, car elles correspondent à autant de multiples de 3. De
l’analyse de cet automate on en déduit que la chaîne courante de bits est ana-
lysée de gauche à droite, en partant du bit le plus significatif, et que l’état ini-
tial correspond également à l’état résultant (q0).
Le programme C qui suit implémente cet automate de reconnaissance:
int afd3(unsigned int val) {
   static int etats_trans[3][2] = {{0,1}, {2,0}, {1,2}};
   int etat_courant = 0, i = 0;
   for (i=7; i>=0; i--)
      etat_courant = etats_trans[etat_courant][(val>>i) & 0x01];
   return etat_courant;
}
void main(void) {
   unsigned int i, binaire[8];
   for (i=1; i<100; i++) // Etat resultant == acceptant (0) :
      if (!afd3(i)) 
         printf("Le nombre %4d est un multiple de 3.\n", i);
}
Élaborer une solution séquentielle avec Scade 6, qui soit basée sur des opéra-
tions bit à bit.
3.8.11 Traduire le statechart illustré dans la proposition d’exercice du paragraphe
6.17.14 en un nœud Scade.87
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CHAPITRE 4 HORLOGES ET OPÉRATEURS 
D’ACTIVATION 4.1 Présentation
La notion fondamentale d’horloge et les opérations associées, de même que divers
opérateurs temporels, ont été présentés dans le chapitre d’introduction aux concepts
de base du langage Scade 6, plus précisément dans la section 2.14. Le présent chapitre
permet d’aller au delà des bases héritées du langage Lustre, en introduisant notam-
ment de nouvelles structures de contrôle (sect. 4.7).
Mais, avant de poursuivre, rappelons que l’opérateur de décalage initialisé fby (§ 2.7.3)
permet de différer un flot et implémenter des sortes de registres à décalage ou retar-
dateurs, classiquement constitués d’opérateurs pre (sect. 2.7). Quant à l’opérateur
times, dérivé des SSM (chap. 6), il permet de réaliser des retardateurs et des minute-
ries (sect. 4.8). Mais, contrairement à l’opérateur fby, l’opérateur times n’est actif
qu’une seule fois. Si nécessaire, il est cependant possible de le réactiver (progr. 4.13).
D’autres opérateurs permettent d’agir à la fois sur les nœuds et sur la mémorisation. Il
est ainsi possible de les activer périodiquement (activate, § 4.5.1), voire de les réinitia-
liser (restart, sect. 4.2). Divers opérateurs introduits dans ce chapitre ont par ailleurs
été utilisés pour réaliser un exemple de contrôle complet. Il s’agit de la gestion d’un
simulateur de toboggan de tri (sect. 4.9).
4.2 Instance réinitialisable
Reconsidérons le compteur réinitialisable décrit par le programme 2.8. Il peut être redé-
fini avec la déclaration suivante et équivalente de corps de nœud:
Val_Courante = if Reinit then Val_Initiale
               else
                  Val_Initiale -> pre Val_Courante+1;
On peut noter que la clause else correspond au comportement d’un autre nœud comp-
teur (progr. 4.1), nœud que nous pouvons instancier de la façon qui suit:
Val_Courante = if Reinit then Val_Initiale
               else
                  Compteur(Val_Initiale);89
Horloges et opérateurs d’activation
90Le langage Scade 6 offre un autre moyen, plus expressif, permettant de réinitialiser
ou redémarrer (restart) l’instance du nœud Compteur. Cette construction permet
en fait de rendre réinitialisable une instance de nœud qui n'aurait pas été dotée de
reset dans sa spécification. A relever au passage, la syntaxe ainsi que le placement
des arguments [Est 15b]:
Val_Courante = (restart Compteur every Reinit) (Val_Initiale);
L’opérateur restart définit les initialisations de flots dans le nœud instancié (Comp-
teur) et ce de façon à ce qu’ils retournent leur premier argument comme s’il s’agis-
sait du premier cycle. Quant aux arguments de l’instruction restart, ils peuvent
être constitués d’expressions de flots, comme illustré par l’exemple qui suit:
S = (restart Sigma every (pre I > Max)) (Compteur());
Au premier instant un nœud se comporte toujours comme si une réinitialisation
(Reinit, reset) avait eu lieu. La valeur passée comme condition de réinitialisation n’a
aucune importance. Dans leur premier cycle les équations de nœuds prennent tou-
jours la valeur du premier paramètre de l’opérateur d’initialisation ->.
PROGRAMME 4.1 Compteurs et nouveau compteur réinitialisable (progr. 2.8)
type int = uint8;                 -- autre exemple, sect. 3.2
node Compteur_Simple() 
             returns(Val_Courante: int)
let
   Val_Courante = 0 -> pre Val_Courante+1;
tel
-- -----------------------------------------------------------
node Compteur(Val_Initiale: int) 
      returns(Val_Courante: int)
let
   Val_Courante = Val_Initiale -> pre Val_Courante+1;
tel
-- -----------------------------------------------------------
node Compteur_Double(Val_Initiale: int) 
             returns(Val_Courante: int)
let
   Val_Courante = 2*Compteur(Val_Initiale);
tel
-- -----------------------------------------------------------
node Compteur_Reinitialisable(Val_Initiale: int; Reinit: bool) 
                      returns(Val_Courante: int) -- progr. 2.8
let
   Val_Courante = (restart Compteur every Reinit) (Val_Initiale);
tel
Hiérarchie d’instancesPROGRAMME 4.2 Réinitialisation d’instances
node Reinitialisation_Hierarchique(Val_Initiale: int; 
                                   Reinit: bool) 
                           returns(Val_Courante_1, 
                                   Val_Courante_2: int)
let
   Val_Courante_1 = (restart Compteur every Reinit)
                        (Val_Initiale);
   Val_Courante_2 = (restart Compteur_Double every Reinit)
                        (Val_Initiale);
tel
L’opérateur restart n’a clairement d’effet qu’avec les nœuds et non avec les fonc-
tions (§ 2.8.3), lesquelles n’autorisent (rappel) pas l’utilisation d’opérateurs d’initialisa-
tion ni de mémorisation (pre, fby).
4.3 Hiérarchie d’instances
Le nœud Reinitialisation_Hierarchique décrit par le programme 4.2 constitue un
exemple comportant deux opérations simultanées de réinitialisation (restart). Elles
sont appliquées respectivement aux nœuds Compteur et Compteur_Double. Cependant,
le nœud Compteur_Double instancie à son tour un nœud Compteur. Il en résulte qu’il y
a deux instances de Compteur dans ce modèle.
La réinitialisation d’une instance du nœud Compteur_Double provoque aussi la réini-
tialisation des deux instances du nœud Compteur qu'il contient. En résumé, quand une
instance de nœud est réinitialisée (restart), ce sont toutes les instances de nœuds pré-
sentes dans la définition du nœud qui sont également réinitialisées [Est 15b].
4.4 Compléments aux horloges et aux instances de 
nœuds
Une déclaration de variable de flot Lustre peut également comporter l’association
d’une horloge (sect. 2.14):
clock C: bool;
Ent: int32; Pos: bool when C;
Ce genre de déclaration implique un usage conforme ou compatible avec l’horloge,
en l’occurrence C. Ainsi, le flot Pos = (Ent>0) when C constitue une définition légale.
Pour déclarer une horloge dans une signature (interface) de nœud, certaines
contraintes doivent cependant être respectées:
• l'horloge d'un flot d'entrée ne peut être ni un flot de sortie ni un flot local;
• l'horloge d'un flot de sortie ne peut pas être un flot local.91
Horloges et opérateurs d’activation
92En accord avec le paradigme synchrone de flots de données inhérent à Scade 6,
une instance de nœud n'est exécutée que lorsque ses entrées sont disponibles (sect.
2.14) et, conformément à la discipline stricte d’horloges [Est 15c], Scade 6 impose
aussi que toute combinaison de flots partage la même horloge [Est 15b]. Compte
tenu de ce qui précède, l'horloge d'une instance de nœud, laquelle détermine le
débit d'exécution, est l'horloge d'entrée la plus rapide [Est 15b]. Si nous considé-
rons la signature (en-tête, interface) du nœud Rouleau (progr. 2.18), reprise ci-après:
node Rouleau(Val_Initiale: int; Pre_Stop, Stop: bool; 
             clock tick: bool) 
     returns(Valeur: int; Stoppe: bool)
Bien qu’aucune horloge ne leur soit explicitement associée, les flots résultants Val-
eur et Stoppe sont néanmoins synchronisés sur la même horloge, distincte toute-
fois de tick. Il en découle que la définition du nœud Rouleau doit effectivement
comporter un opérateur merge de fusion ou de prolongement (variante). Car, la sor-
tie du flot Val_Initiale when tick est synchronisée sur l’horloge tick:
Valeur = Val_Initiale -> if Actif then
            merge(tick;
                  Compteur(Val_Initiale when tick);
                  (Val_Initiale -> pre Valeur) when not tick)
               mod 10
         else
            pre Valeur;
Si un nœud est dénué de flots d’entrée, comme l’est par exemple le nœud
Compteur_Simple (progr. 4.1), il est néanmoins possible de le synchroniser du
point de vue de la discipline des horloges. Chaque instance étant déclarée avec la
syntaxe qui suit, où () est le flot ne transportant aucune valeur au tic d'horloge, à
l’instar de la définition équivalente suivante:
merge(tick;
      Compteur_Simple(() when tick);
      (Val_Initiale -> pre Valeur) when not tick) mod 10
Cette variante du Rouleau (extraits) diffère légèrement de l’originale (progr. 2.18).
4.5 Activation de nœud
4.5.1 Activation de nœud avec mémorisation du flot de sortie
En pratique, les horloges et la discipline qui leur est associée peuvent parfois s’avé-
rer difficiles à appréhender et à maîtriser (§ 2.14.4). Dans des situations appro-
priées, le contrôle d’exécution d’une instance peut s’avérer constituer un mécanisme
plus explicite et intuitif, tout en restant naturellement sûr (safe). 
Activation de nœudPROGRAMME 4.3 Activation de nœud avec mémorisation du flot de sortie (nouvelle 
version du rouleau, progr. 2.18)
node Rouleau(Val_Initiale: int; Pre_Stop, Stop: bool; 
             clock tick: bool)         -- ou alors: tick: bool
     returns(Valeur: int; Stoppe: bool)
var 
   Actif: bool;
let
   Valeur = (activate Compteur_Reinitialisable every tick and Actif
               initial default Val_Initiale)
            (Val_Initiale -> 0, pre(Valeur)=9);
   Stoppe, Actif = (false, true) -> 
      if pre Pre_Stop and Stop then 
         (true, false)
      else 
         (pre Stoppe, pre Actif);
tel
Pour ce genre de situations une nouvelle construction est proposée, plus précisément
un opérateur d’activation (activate) de nœud, avec quelques variantes et cela indistinc-
tement, que ce soit pour une formulation purement textuelle (Lustre) ou graphique
(réseau d’opérateurs Scade, SSM). Les paramètres de ce nouvel énoncé d’activation
sont le nom du nœud instancié (ici le Compteur_Reinitialisable original, progr. 2.8),
le booléen définissant la condition d’activation (tick) ou bien l’instance d’horloge, les
entrées de l’instance ou flot d’entrée (Val_Initiale -> 0, pre(Value)=9) et les valeurs
retournées, ainsi que les valeurs retournées pour les cycles jusqu'à ce que la condition
d'activation soit vraie (true) pour la première fois. Ce qui est spécifié par le biais du
paramètre initial par défaut (initial default Val_Initiale):
Valeur = if Actif then
           (activate Compteur_Reinitialisable every tick 
            initial default Val_Initiale)
           (Val_Initiale -> 0, pre(Valeur)=9);
        else
           pre Valeur;
Cet opérateur d’activation peut être employé pour exprimer une nouvelle définition
du nœud Rouleau (progr. 4.3), lequel peut à son tour être instancié dans le nœud
d’intégration Bandit_Manchot (progr. 2.19), à la place de la version basée sur l’opéra-
teur merge du programme 2.18. Une version équivalente, modélisée avec un réseau
d’opérateurs Scade est décrite par la figure 4.1. Elle confirme, si besoin était, la sim-
plification par rapport à la modélisation basée sur une horloge (fig. 2.37).
4.5.2 Activation de nœud avec flots par défaut
L’activation de nœud avec valeurs initiales et par défaut (initial default) permet de
mémoriser les sorties afin de maintenir leur valeur lorsque le nœud n’est pas actif
(progr. 4.3). La variante par défaut (default) offre une alternative.93
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initial et par défaut, note: les flots Stoppe et Actif ne sont pas définis 
dans ce modèle, fig. 2.37)
Dans cette variante, les sorties sont connectées à un flot par défaut, lequel fournit
une valeur à chaque fois que la condition d’activation est fausse (non valide), y
compris à l’instant initial. Ce faisant, pour obtenir un modèle au comportement
équivalent à celui de la version originale de l’exemple considéré (nœud Rouleau,
progr. 4.3), l’argument par défaut doit être défini par le flot Val_Initiale -> pre
Valeur. Comme on peut le relever dans le programme 4.4 ainsi que sur le réseau
d’opérateurs Scade correspondant, illustré par la figure 4.2.
PROGRAMME 4.4 Activation de nœud avec flots par défaut
node Rouleau(Val_Initiale: int; 
          Pre_Stop, Stop: bool; 
          clock tick: bool)  -- ou alors: tick: bool
  returns(Valeur: int; Stoppe: bool)
var
   Actif: bool;
let
   Valeur = (activate Compteur_Reinitialisable 
               every tick and Actif
               default Val_Initiale -> pre Valeur)
            (Val_Initiale -> 0, pre(Valeur)=9);
   Stoppe, Actif = (false, true) -> 
      if pre Pre_Stop and Stop then 
         (true, false)
      else 
         (pre Stoppe, pre Actif);
tel
Actif
tick
1
Valeur
1
Val_Initiale
0
PRE
1
1
9
1
Compteur_Reinitialisable
Val_Initiale
Activation de nœudFIGURE 4.2 Activation de nœud avec flot par défaut (note: les flots Stoppe et Actif ne 
sont pas définis dans ce modèle, fig. 2.37)
4.5.3 Activation simple de nœud
Les activations d’opérateurs avec des flots mémorisés (initial default) ou par défaut
(default) n'introduisent pas de contraintes entre l'opérateur booléen provoquant l'acti-
vation et la disponibilité du flot de sortie. Cependant, Scade 6 introduit un opérateur
d’activation simple dans le cas où une contrainte de disponibilité (une horloge de flot)
serait préférable à une mémorisation inutile [Est 15b].
PROGRAMME 4.5 Activation simple de nœud
node Rouleau(Val_Initiale: int; 
             Pre_Stop, Stop: bool; 
             clock tick: bool)
     returns(Valeur: int; Stoppe: bool)
var 
   Actif: bool;
let
   Valeur = if Actif then 
               merge(tick; 
                       (activate Compteur_Reinitialisable every tick)
                        (Val_Initiale -> 0, pre(Valeur)=9);
                     (Val_Initiale -> pre Valeur) when not tick)
            else 
               Val_Initiale -> pre Valeur;
   Stoppe, Actif = (false, true) -> 
      if pre Pre_Stop and Stop then 
         (true, false) 
      else 
         (pre Stoppe, pre Actif);
tel
Actif
tick
1
Valeur
1
Val_Initiale
0
PRE
1
1
9
1
Compteur_Reinitialisable
(Val_Initiale) -> (pre Valeur)95
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Il convient cependant de prendre garde, car ce genre d’activation ne produit une
valeur que lorsque l’instance est active. L’horloge des sorties est le booléen qui
conditionne l’activation. Ce qui peut soulever un problème sémantique. Pour obte-
nir un modèle correct, cohérent avec la discipline d’horloge, il est nécessaire (rap-
pel) de définir les sorties également lorsque la condition d’activation est fausse. En
utilisant à cet effet l’opérateur de prolongement ou fusion merge, comme illustré
dans le programme 4.5. Notons encore qu’il existe encore d’autres solutions [Est
15b]. Par exemple, il est possible de fusionner (merge) en un unique flot l’instancia-
tion de deux nœuds activés alternativement.
4.6 Horloges et réinitialisations
Afin d’illustrer un exemple complet de réinitialisation ou de remise en marche (reset,
restart), reconsidérons le compteur introduit dans le paragraphe 2.14.4. Pour rap-
pel, le comportement est analogue à celui décrit par le scénario de la figure 4.3.
PROGRAMME 4.6 Réinitialisation d’un compteur (fig. 4.3)
node Compteur(Sec: bool) returns(Occurrences: int)
let
   Occurrences = if Sec then 1 -> pre Occurrences+1 
                 else 0        -> pre Occurrences;
tel
node Compteur_Reinitialisable(Bouton, Sec: bool)
                      returns(Occurrences: int)
var
   clock Actif: bool;
let
   Actif = Registre_Statut(Bouton);
   Occurrences = 
      merge(Actif;
            ((restart Compteur every Flanc_Montant(Actif))(Sec))
               when Actif;
            (0 -> pre Occurrences) when not Actif);
tel
Bouton
ticks
1 2 3 1 24
Actif Actif
Sec
1 1 2 2 4 4 4 4 4 4 4 4 4 4 0 1 2 3 3 3 3 3 Occurrences
Horloges et réinitialisationsFIGURE 4.4 Chronogramme de simulation (progr. 4.6)
Pour simplifier la description, cette version de compteur est basée sur une définition
distincte du nœud compteur (progr. 4.6). Ce dernier exécute une incrémentation si le
flot d’entrée Sec est couramment à true (présent). En outre, il doit être remis à zéro
au début de chaque nouvelle phase active (Actif), toujours définie par une pression
du bouton. Enfin, l’initialisation à 1 au lieu de 0 est prévue si le flot Sec s’avère pré-
sent (true, vrai) en même temps que l'activation du nœud Compteur, comme par
exemple au tout début du scénario de spécification décrit par la figure 4.3. Le com-
portement attendu est confirmé (validé) par le chronogramme de simulation (fig. 4.4)
du nœud Compteur_Reinitialisable (progr. 4.6).
PROGRAMME 4.7 Exemples de réinitialisations asynchrones
node Naturels() returns(N: uint32) 
let 
   N = 0 -> 1+pre N; 
tel
node Sigma(Val: uint32) returns(Somme: uint32)
let 
   Somme = 0 -> Val+pre Somme;
tel
node Example(clock Clk: bool) returns(Sig1: uint32; 
                                      Sig2: uint32 when Clk)
   var Reinit: bool;
let
   Reinit = (0 -> pre Sig1)>=MAX_SIG;
   Sig1 = (restart Sigma every Reinit)
             (Naturels());
   Sig2 = (restart Sigma every Reinit)
             (Naturels() when Clk);
tel
Actif
Occurrences
Sec
Bouton
4
3
false
true
1
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function Bool2Int(B: bool) returns(I: int)  -- type int = ...
let
   I = if B then 1 else 0;
tel
node Compteur_Reinitialisable_Pre(Bouton, Sec: bool)
                          returns(Occurrences: int)
var
   Actif, Reinit: bool; Dernier_Nbr_Occurrences: int;
let
   Actif  = Registre_Statut(Bouton);
   Reinit = Flanc_Montant(Actif);
   Dernier_Nbr_Occurrences = 0 -> pre Occurrences;     -- pre
   activate Bloc_Comptage if Actif then
      Occurrences = if Reinit then Bool2Int(Sec)
                    else
                       Bool2Int(Sec) -> if Sec then
                               1 -> pre Occurrences+1
                            else
                               pre Occurrences;
   else
      Occurrences = Dernier_Nbr_Occurrences;
   returns Occurrences;
tel
Il est à relever que la réactivation (restart) n’introduit pas de contraintes entre les
horloges des conditions de réinitialisation et les horloges des instances de nœuds réi-
nitialisables. En synthèse, la réactivation est en quelque sorte asynchrone. Par ailleurs,
la réactivation s’applique à toute la hiérarchie de nœuds d’une instance [Est 15b].
Dans les exemples de réinitialisations asynchrones (progr. 4.7), le flot de sortie
Sig2 (défini uniquement lorsque Clk est valide), résultant du reset causé par le flot
(0 -> pre Sig1)>=MAX_SIG, est visible uniquement lorsque l’horloge est active (asyn-
chronisme). À moins que la réinitialisation ne soit synchrone avec le cycle d'horloge
de Sig2, auquel cas l'effet serait immédiat.
4.7 Blocs conditionnels
4.7.1 Choix booléen
Le langage Scade 6 permet également d'activer des blocs de traitement, que ce soit
par le biais d’une condition booléenne (distincte du if, sect. 2.6) ou bien d’une énuméra-
tion, c'est-à-dire un choix (§ 4.7.3). Ainsi, des mécanismes conditionnels ou blocs
conditionnels, semblables à ceux que l'on trouve dans les langages impératifs, faci-
litent l'expression des décisions de contrôle d'activation et ce en fonction de condi-
tions évaluées au cours du cycle courant.
Blocs conditionnelsPROGRAMME 4.9 Last versus pre (fig. 4.5)
node Test(Condition: bool) 
  returns(R: int; S: int last = 0) -- S doit aussi être défini à
let                                -- l’instant initial
   activate Bloc_Courant if Condition then 
      let
         R = fby(R;1;0)+1;         -- équivalent à (0->pre R)+1
         S = last'S+1;
      tel
   else 
      let
          R = (0 -> pre R)-1;      -- équivalent à fby(R;1;0)-1
          S = last'S-1;
      tel
   returns R, S;
tel
Bien que analogue au concept de mécanisme d'activation de nœud, le mécanisme de
bloc conditionnel est plutôt proche de celui de machine d'état, mais sans l’état. Il est
combinatoire, il n’introduit pas de mémoire. Le programme 4.8 décrit une nouvelle
modélisation de compteur réinitialisable (fig. 4.3, sect. 4.6). Cette version est effecti-
vement basée sur l’activation conditionnelle de bloc. Comparé à l’approche conventionnelle
de flots de données (progr. 4.6), le comportement résultant est identique. Il s’agit
bien d’une équivalence sémantique des deux modèles de spécification.
Notons qu’il est probablement préférable d'utiliser des modèles de blocs condition-
nels lorsque le contrôle est dominant et que les équations partagent un grand nombre
de variables (mémoires). Ce mécanisme s’accompagne justement d’un moyen per-
mettant de disposer de mémorisations partagées (shared memories, chap. 6). Il permet
en effet un accès à la mémoire partagée via l’attribut last (§ 4.7.2).
4.7.2 Dernier ou précédent
Comme suggéré, il est parfois nécessaire d’avoir une forme de continuité entre
chaque ensemble d’équations, en d’autres termes un moyen pour accéder à une
mémoire commune (shared memory). Le nœud Test (progr. 4.9) décrit un exemple
simple. Un flot commun détermine la dernière valeur (last) du flot S, lequel peut être par-
tagé entre états. Mais alors quelle est la différence sémantique entre les opérateurs pre et
last? La réponse est illustrée par le biais de la figure 4.5, conjointement à ce qui suit:
• la première différence est que pre s'applique à une expression tandis que last
s'applique à un identifiant de flot (cet état de fait est manifeste dans la syntaxe);
last n'est pas un opérateur sur les flots, il permet d'accéder directement à la
valeur précédente de la variable dans la portée (scope) de sa déclaration, autrement
dit il définit la dernière valeur prise, pas forcément à l’instant actif précédent du
scope qui la contient (last est commun au nœud, à l’automate, SSM, sect. 6.11);99
Horloges et opérateurs d’activation
100FIGURE 4.5 Exemple d’évolution des flots R et S (progr. 4.9) 
• l’opérateur pre définit la valeur à l’instant précédent de l’horloge associée au
domaine de visibilité où le flot opérande est considéré (pre est local à l’état, à la
branche).
Le programme 4.10 décrit une autre version du compteur réinitialisable (fig. 4.3).
Cette modélisation est effectivement basée sur l’emploi de l’attribut last, au lieu
de l’opérateur pre pour définir la variable de flot Dernier_Nbr_Occurrences.
4.7.3 Choix énuméré
L’exécution d’un bloc de traitement peut également être conditionnée par un choix
basé sur un flot de type énuméré (scalaire, enum), comme par exemple celui réalisé
par le programme 4.11 ou bien par le bloc équivalent de la figure 4.6. Ces deux
variantes de modélisation implémentent un protocole d’acquittement simple basé sur
le scénario original de la figure 1.3, c’est-à-dire celui où les variables de flots
d’entrée Top et Req ne coïncident jamais.
PROGRAMME 4.10 Activation conditionnelle d’un bloc compteur (fig. 4.3, version last)
node Compteur_Reinitialisable_Last(Bouton, Sec: bool)
                returns(Occurrences: int)
var Actif, Reinit: bool; Dernier_Nbr_Occurrences: int;
let
   Actif  = Registre_Statut(Bouton);
   Reinit = Flanc_Montant(Actif);
   Dernier_Nbr_Occurrences = 0 -> last'Occurrences;   -- last
   activate Bloc_Comptage if Actif then
      Occurrences = if Reinit then Bool2Int(Sec)
                    else
                       Bool2Int(Sec) -> 
                           if Sec then
                              1 -> pre Occurrences+1
                           else 
                              pre Occurrences;
   else
      Occurrences = Dernier_Nbr_Occurrences
   returns Occurrences;
tel
Cycle 1 2 3 4 5 6 7 8 9
Condition T T F T F F F F T
R 1 2 -1 3 -2 -3 -4 -5  4
S 1 2  1 2  1  0 -1 -2 -1
Blocs conditionnelsFIGURE 4.6 Protocole d’acquittement simple (spécification: fig. 1.3)
Ce protocole a par ailleurs été agrémenté d’un compteur d’occurrences d’émissions
d’alarmes (Nb_Alr) de même que du statut d’absence de stimuli d’entrée (NoT). En
vertu du principe d’orthogonalité (combinaison de constructions du langage),
l’emboîtement de blocs d’activation est permise et, par cohérence avec les principes
de sûreté, tous les choix doivent être définis. De même que les flots doivent aussi être
définis par défaut. Rappelons que la valeur par défaut est prise lorsqu’un flot n’est pas
défini durant le cycle courant. Ce protocole d’acquittement peut aussi être implé-
menté avec une SSM (Scade State Machine, chap. 6).
<AFD>
 last 'Etat <> Initial
Inactif
 last 'Etat
1
1
Top
Transition
Etat
<Automate>
Transition
NoT
0 Nb_Alr
Raz
6
Occ
Acq
Alr
f alse
true
f alse
5
4
3
Inactif
 last 'Etat
Actif Etat
Req
8
Etat
1
 last 'Nb_Alr
1
8
Nb_Alr
Inactif
Alr
 last 'Etat
7true
f alse
Inactif
Top101
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type Transitions = enum {NoT, Top, Req, Raz};
type Etats = enum {Initial, Inactif, Actif};
node Protocole_Acquittement(Transition: Transitions)
                    returns(Alr, Acq, Occ: bool default = false;
                            Etat: Etats last = Initial; 
                            Nb_Alr: int last = 0)
let
   activate AFD if last'Etat<>Initial then
      activate Automate when Transition match
         | Top: let Etat = Inactif; 
                    Alr, Nb_Alr = if last'Etat=Inactif then
                                     (true, last'Nb_Alr+1) 
                                  else 
                                     (false, last'Nb_Alr);
                tel
         | Req: let Etat = Actif;
                    Alr, Acq, Occ = if last'Etat=Inactif then
                                       (false, true, false)
                                    else
                                       (false, false, true);
                tel
         | Raz: Nb_Alr = 0;
         | NoT: -- nothing
      returns Alr, Acq, Occ, Etat, Nb_Alr;
   else
      Etat = if Transition=Top then 
                Inactif 
             else 
                last'Etat;
   returns Alr, Acq, Occ, Etat, Nb_Alr;
tel
4.8 Minuteries
4.8.1 Présentation
Il est parfois nécessaire de différer une condition ou tout autre changement d’état à
l’échéance d’une forme de durée déterminée, exprimée en termes d’occurrences
(true). Par exemple, la définition d’équation suivante:
Actif = false -> if Latence times Msec then
                           true
                        else 
                           pre Actif;
permet de reporter d’une durée équivalente à Latence millisecondes (Msec) la transition
false (valeur de pre Actif) à true (flanc montant) de la variable de flot Actif.
MinuteriesPROGRAMME 4.12 Minuterie (Lustre)
type Etats = enum {Initial, Courant, Inter};
node Latence_Initiale(Msec: bool) returns(Etat: Etats)
let
   Etat = if LATENCE_INITIALE times Msec then
             Courant
          else
             Initial -> pre Etat;
tel
Après ce délai, la valeur de Actif restant à true. Il est à noter qu’un délai nul (0
times) ne modifie pas la valeur du flot Actif. Le délai doit donc être positif (>0).
De manière analogue, le programme 4.12 permet de retarder de LATENCE_INITIALE
occurrences à true de la variable de flot Msec, le passage de l’état Initial à l’état Cou-
rant de la variable de flot Etat. L’opérateur times existe naturellement aussi en qua-
lité de symbole de réseau d’opérateurs synchrones, comme illustré sur la figure 4.7,
plus précisément sous la forme d’une clepsydre. Cette modélisation comporte une
différence (simplification) par rapport au nœud Latence_Initiale (progr. 4.12),
l’expression de flot Initial -> pre Etat a été substituée par fby(Etat, 1, Initial).
4.8.2 Exemple de variateur de tension
On peut remarque que l’opérateur de temporisation times est plus fréquemment uti-
lisé dans les Scade State Machines (SSM, chap. 6), lesquelles sont plus adaptées à la
modélisation d’applications à contrôle prépondérant et ce sous la forme de facteurs
dans les gardes des transitions de préemption. Un exemple simple est illustré par la
SSM de la figure 4.8. On relève sur cette dernière deux préemptions impliquant cha-
cune une minuterie (times), plus précisément des temporisations avec des gardes de
facteurs distinctes. La première transition (LATENCE_INITIALE times Msec) allant de
l’état Initial vers l’état Courant, la seconde transition ayant comme origine l’état
Courant et destination l’état Inter.
FIGURE 4.7 Minuterie (Scade)
1LATENCE_INITIALE
Msec
1
FBY 1
1Initial
EtatCourant103
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Concernant le comportement de cet automate (fig. 4.8), précisons que l’incrémen-
tation de la tension n’a lieu qu’à intervalles réguliers et uniquement si cette dernière
est inférieure à MAX et si le bouton moins (-) n’est pas pressé.
Une minuterie (temporisateur, timer) n’est a priori utilisée qu'une seule fois. Elle
s’avère effectivement inactive une fois le délai (delay) échu, à moins qu’elle ne soit
réactivée avec un opérateur approprié, applicable à tout nœud (exercice, § 4.11.9).
Ou alors, s’il s’agit d’une SSM (Scade State Machine), la minuterie est réactivée
lorsque l’état est réentré, à l’instar de la réactivation de la minuterie, faisant suite à la
transition true ayant comme origine l’état Inter et destination l’état Courant.
Le programme 4.13 décrit justement un exemple de modélisation d’un comporte-
ment proche de celui décrit par la SSM de la figure 4.8 (latence initiale, suivie de
latences répétitives). La mise en œuvre textuelle (progr. 4.12 et 4.13) est également
basée sur une approche d’automate à états-transitions. On distingue dans le nœud
Latence_Initiale (progr. 4.12) la temporisation initiale amenant l’automate dans
l’état Courant. Puis, grâce à l’utilisation de l’instruction restart, laquelle permet de
réinitialiser la minuterie (times) correspondante, l’incrémentation peut avoir lieu
de manière répétitive, comme défini ci-après (corps du nœud Plus, progr. 4.13):
Tension, Etat_Incr = (restart Incrementation every true -> 
                           (pre Latence_Initiale(Msec)<>Courant) or
                            pre Etat_Incr=Inter) 
                        (Moins, Msec, 0.1 -> pre Tension);
On peut également relever que le changement d’état est aussi contrôlé par le nœud
Incrementation de la tension. Mais ce dernier est constamment réactivé durant
toute la durée de latence initiale, sinon il serait actif à l’instant initial (sect. 4.2).
<Ebauche_Incrementation>
InterCourant
Initial
1
LATENCE_INITIALE times Msec
1
LATENCE times (Msec and  last 'Tension < 
MAX and  not Bouton_Moins)
Tension =  last 'Tension + DELTA;
Etat = Inter;
1
true
Tension =  last 'Tension;
Etat = Courant;
MinuteriesPROGRAMME 4.13 Minuterie et réactivation
node Incrementation(Bouton_Moins, Msec: bool; 
                    Tens_Init: float64)
            returns(Tension: float64; Etat: Etats)
let
   Tension, Etat = (Tens_Init, Courant) -> 
      if LATENCE times (Msec and (Tens_Init -> pre Tension)<MAX
                        and not Bouton_Moins) 
      then
         (pre Tension+DELTA, Inter)
      else
         (pre Tension, Courant);
tel
node Plus(Bouton_Moins, Msec: bool) 
  returns(Tension: float64)
var
   Etat_Incr: Etats;
let
   Tension, Etat_Incr = 
      (restart Incrementation every true -> 
         (pre Latence_Initiale(Msec)<>Courant) or
          pre Etat_Incr=Inter) 
      (Bouton_Moins, Msec, 0.1 -> pre Tension);
tel
Après la phase initiale, la minuterie est donc réactivée (restart) à chaque fois que le
délai de LATENCE usuel est échu (pre Etat_Incr=Inter).
Les figures 4.9 et 4.10 décrivent une modélisation équivalente basée sur des réseaux
d’opérateurs synchrones des nœuds Incrementation et Plus (progr. 4.13). A noter,
pour l’illustration, l’arité (2) des opérateurs d’initialisation -> et choix if (nœud
Incrementation, fig. 4.10).
FIGURE 4.9 Nœud Plus
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106FIGURE 4.10 Nœud Incrementation
4.8.3 Variante du variateur de tension
Le réseau de la figure 4.11 décrit un exemple différent de modélisation du variateur
de tension fictif (extrait). Comme suggéré préalablement, l’usager dispose de deux
boutons (+, Plus) et (-, Moins). Avec le plus, la tension de sortie augmente d’un
intervalle de DELTA volts. Inversement, en appuyant sur le moins, la tension dimi-
nue de la même quantité. Mais, si les deux boutons sont appuyés en même temps,
la tension de sortie n’est pas modifiée. A chaque fois que la condition exprimée par
l’expression de flot Msec and Actif vaut true l’instance du nœud Inc_Dec est acti-
vée (exécutée) avec comme argument le flot d’entrée (Plus, Moins).
Grâce à la minuterie, ce comportement ne débute qu’après une période transitoire
concrétisée par un temps de LATENCE donné.
FIGURE 4.11 Contrôle d’activation de nœud
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1
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Exemple completIl convient de rappeler que la valeur initiale par défaut (initial default, § 4.5.1) précise
quelle valeur prendra la variable de flot Tension à chaque fois que la condition d’acti-
vation sera absente (false) au premier cycle (premier instant). Dans l’exemple illustré
elle aura la valeur 0.1 (fig. 4.11). Sinon, la valeur prise serait celle qui aurait été mémo-
risée jusqu’alors.
4.8.4 Horloge versus activation
Les modélisations basées sur une horloge (Clk) ou bien sur un opérateur d’activation
(fig. 4.11) sont équivalentes. Par exemple, les deux flots de sortie suivants (Tension)
génèrent effectivement la même séquence de valeurs pour des flots d’entrée iden-
tiques (exercice, § 4.11.8):
Tension = merge(Clk; 
                Inc_Dec((Plus, Moins) when Clk); 
                (0.1 -> pre Tension) when not Clk);
Actif = if LATENCE times Msec then true else (false -> pre Actif);
Clk = Actif and Msec;
équivaut à (extrait de la conversion textuelle du modèle décrit par la figure 4.11):
Tension = (activate Inc_Dec every Msec and Actif
              initial default 0.1) (Plus, Moins);
Cependant, on peut observer que l’usage d’opérateurs d’activation (activate) dans
des modélisations complexes semble s’avérer plus aisé que celui des horloges, les-
quelles induisent une discipline de cohérence d’horloges stricte.
4.9 Exemple complet
4.9.1 Contrôle d’un simulateur de toboggan de tri 
Considérons un simulateur de toboggan de tri, un trieur en quelque sorte [Wel 97]. Celui
dont nous présentons une modélisation du contrôleur est écrit en Ada 95 et utilise
pour l’aspect graphisme (IHM, fig. 4.12) la bibliothèque graphique OpenGL [Ban 01]
[Zaf 05]. En résumé, seul le contrôleur est modélisé avec la Suite logicielle SCADE. Cet
exemple sert également de prétexte en vue de décrire l’interfaçage avec du code
source Ada (sect. 8.7). 
Le toboggan permet de trier des boules de matière différente. Les boules sont en
effet de deux sortes: métalliques ou non métalliques (par exemple du marbre). Le
programme de contrôle doit à la fois libérer des boules en haut du toboggan et pro-
voquer leur tri une fois arrivées en bas de ce même toboggan. Le tri à proprement
parler étant effectué à l’aide d’un séparateur approprié (fig. 4.12).107
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108FIGURE 4.12 Simulateur de toboggan de tri de boules (IHM)
Le toboggan dispose d’un conteneur de boules équipé d’une trappe. Ce compo-
sant est placé à proximité du sommet du toboggan. Une paire de solénoïdes
contrôlables par programme permet d’actionner la trappe afin de charger une
boule à la fois (Charge_Trappe) et pour pouvoir ensuite la lâcher (Relache_Trappe).
Après cette opération, la boule descend le long du toboggan sous le seul effet de la
gravité. En bas du toboggan, un bras de tri peut être orienté à l’aide d’une autre
paire de solénoïdes, soit vers la gauche (Gauche_Droite=false) ou bien vers la
droite (Gauche_Droite=true), permettant ainsi de diriger les boules vers leur réser-
voir de récolte respectif.
En haut de la pente se trouve un système de détection. Il comprend un détecteur
de métal et un détecteur de faisceau lumineux. Le passage des boules métalliques
est donc décelé par le premier détecteur, mais toutes les boules sont détectées par
le second. Ainsi, au passage d’une boule, le système de détection émet une sorte de
signal valué de type structuré appelé Detection, comprenant un premier champ boo-
léen (true si une boule est effectivement présente) et un second (Boule_Typ) indi-
quant la nature effective de la boule détectée: Metal ou bien Marbre.
Exemple completFIGURE 4.13 Structure générale du modèle contrôleur de toboggan
Le problème à résoudre est notamment que les boules peuvent être relâchées à des
intervalles de temps inférieurs à la durée de descente le long du toboggan. Il peut
donc y avoir plusieurs boules qui, ayant passé le système de détection sont en cours
de descente et ce avant même que la première boule atteigne le bras de séparation. Le
programme de contrôle doit donc implémenter un délai précis entre chaque détec-
tion d’une boule et l’action de séparation qui lui est associée. Ceci peut être réalisé en
modélisant en quelque sorte une queue des délais, en d’autres termes en mémorisant
les boules et leur nature, en mouvement entre le détecteur et le bras de tri. 
Pour simplifier et pour respecter certaines contraintes, quelques hypothèses opéra-
toires ont été adoptées. Chargements et libérations de la trappe sont exécutés au
cours d’un cycle défini (CYCLE), tenant compte du temps (simulé) de réaction des paires
de solénoïdes. La durée de descente, comprise entre le point de détection et le bas du
toboggan, est de Temps_Descente secondes et ce naturellement, quelle que soit la
nature (matière) de la boule. L’horloge de base et la variable de flot d’entrée Sec
(seconde) coïncident (proposition de simplification).
4.9.2 Structure générale
La structure du contrôleur Scade (fig. 4.13) découle de la décomposition fonction-
nelle résultante de l’analyse des spécifications informelles du toboggan de tri (§ 4.9.1).
Elle est constituée d’un composant principal de gestion globale du tri, comportant: le
choix de séparation (Metal_Ou_Marbre), le gestionnaire de trappe (Ctrl_Trappe, fig.
4.14) et le gestionnaire de terminaison de la simulation (Ctrl_Fin_Simul, fig. 4.15).
Charge_Trappe
Libere_Trappe
Activ e_Desact_Separateur
1
Ctrl_Trappe
f alse
0
Detection
f alse
0
1
Sec
CYCLE
Impression_Statut_Tri
Nb_Boules
Nb_Boules
Activ e_Desact_Trappe
 last 'Activ e_Desact_Trappe
1
Ctrl_Fin_Simul
Metal_Ou_Marbre
FBY
DUREE_DESCENTE 
- CYCLE MarbreDetection_Typ
1
Metal
1
Compteur_Modulo109
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110FIGURE 4.14 Contrôleur de trappe
La structure résultante et ses constituants est parfaitement discernable (top-down)
sur le réseau d’opérateurs Scade de la figure 4.13.
• Le contrôleur du toboggan est en charge de la détection ainsi que de l’action sur
le séparateur (Metal_Ou_Marbre). Cette composante (située en haut du réseau
Scade de la figure 4.13) est toujours active (par hypothèse, à chaque seconde de
l’horloge d’activation du système). Il est intéressant de constater que l’informa-
tion relative à la nature des boules en mouvement est maintenue grâce à un
opérateur de décalage initialisé fby, avec un délai de DUREE_DESCENTE-CYCLE. Il
se comporte en effet comme un registre à décalage. Initialement, le séparateur
est positionné sur Marbre et si la boule courante est en Metal il est modifié.
• L’opérateur Ctrl_Trappe (fig. 4.14) est activé (boolean activate, fig. 4.13) par la
condition last'Active_Desactiv_Trappe. Celle-ci reste valide (true) tant que le
nombres de boules relâchées est inférieur à MAX_BOULES.
• La gestion de la fin de la simulation est réalisée par le biais du réseau Scade
Ctrl_Fin_Simul (fig. 4.15). Elle dépend du nombre de boules relâchées, mais
aussi du temps de descente de la dernière boule relâchée. Une fois déterminée,
elle provoque successivement la désactivation de la trappe, puis celle du sépara-
teur et génère enfin l’ordre d’impression ou d’affichage du statut final du tri
(Affiche_Statut_Tri). Cet ordre provoque également la fin d’exécution du
simulateur écrit en Ada (sect. 8.7).
4.9.3 Contrôleur de terminaison
L’activité de contrôle de fin de simulation (fig. 4.15) consiste à comparer le
nombre de boules chargées et consécutivement relâchées. Une fois le maximum
atteint (MAX_BOULES), la trappe est désactivée.
DELAI_REL div  2
2
1
true
f alse
Charge_Trappe
5
0
PRE
4
2
2
1
Sec_Mod
Nb_Boules
5
DELAI_REL
6
Libere_Trappe
 last 'Libere_Trappe
RemarquesFIGURE 4.15 Contrôleur de fin de simulation
Ce n’est qu’après l’échéance d’un délai équivalent à DUREE_DESCENTE+DELAI_FINAL
secondes (opérateur times, sect. 4.8), autrement dit après que le toboggan se soit
vidé, que le séparateur est à son tour désactivé et que la fin de simulation est effecti-
vement propagée au simulateur graphique (Ada/OpenGL).
4.10 Remarques
Comme on a pu le constater dans ce chapitre, diverses approches de formalisation ou
modélisation d’un même système sont possibles [Est 15a]. Il est à noter aussi que si
les contrôles d’activation suffisent pour modéliser des cas simples, les blocs condi-
tionnels sont plus appropriés lorsque le contrôle s’avère plus compliqué et que des
informations doivent en quelque sorte être partagées (shared). Cependant, si le
domaine d’application est à contrôle dominant et qu’il induit des temporisations mul-
tiples, alors des solutions de modélisation basées sur des SSM (Scade State Machines,
chap. 6) seront probablement plus expressives, voire plus aisées à mettre en œuvre.
Au vu de certains exemples, il faut toujours prendre garde à l’instant initial d’un pro-
gramme ou d’un système. Quelles actions faut-il effectivement adopter et ce en
conformité avec les spécifications ou les exigences de l’application. Par exemple, un
simple compteur doit-il être effectif dès le premier instant, en d’autres termes doit-il
commencer par 1 ou bien par 0? Le comportement à l’état initial d’un système cri-
tique doit donc être correctement défini. Fort heureusement, la sémantique rigou-
reuse des langages synchrones et de Scade 6 en particulier le permet. C’est une des
propriétés fondamentales de l’approche synchrone.
4.11 Exercices
4.11.1 Simplifier le nœud Compteur_Modulo qui suit, en utilisant pour cela l’opéra-
teur restart:
MAX_BOULES
Impression_Statut_Tri
Activ e_Desact_Separateur
Nb_Boules
Activ e_Desact_Trappe
7
DUREE_DESCENTE + DELAI_FINAL
7
1
Memorisation
2
Memorisation
8
3
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             returns(Valeur: int)
let
   Val = if Reinit then 
            0
         else 
            0 -> (pre Valeur+Incr) mod Mod_Cst;
tel
4.11.2 Remplacer la définition originale du flot Valeur défini dans la déclaration
du nœud Rouleau (progr. 2.18) par celle qui suit:
Valeur = Val_Initiale -> 
   if Actif then
      merge(tick;
            Compteur(Val_Initiale when tick);
            (Val_Initiale -> pre Valeur) when not tick) mod 10
   else 
      pre Valeur;
Puis, la comparer avec la suivante, où le nœud instancié Compteur_Simple
est dépourvu d’argument d’entrée (progr. 4.1):
Valeur = Val_Initiale -> 
   if Actif then
      merge(tick; 
            Compteur_Simple(() when tick);
            (Val_Initiale -> pre Valeur) when not tick) mod 10
   else 
      pre Valeur;
Pour quelle raison les comportements s’avèrent-ils très légèrement diffé-
rents et en quoi consiste cette différence?
4.11.3 Analyser les définitions suivantes:
node Compteur(Sec: bool) returns(Nb_Occ: int)
let
   Nb_Occ = (if Sec then 1 else 0) -> 
               if Sec then 
                  1 -> pre Nb_Occ+1
               else 
                  pre Nb_Occ;  
tel
...
   Nb_Occ = (activate Compteur every Bascule(Bouton) 
             default (0-> if Flanc_Montant(Bascule(Bouton)) then
                             0
                          else 
                             pre Nb_Occ)) 
             (Sec);
Pour quelle raison le nombre d’occurrences n’est pas réinitialisé au début
de chaque phase active: Flanc_Montant(Bascule(Bouton))?
Exercices4.11.4 Analyser les définitions de nœuds suivantes [Est 15a]:
node Positif(Val: int) returns(S: int)
let
   S = 1 -> (Val + pre S);
tel
node Raz_Horloge(RaZ: bool; clock Clk: bool) 
         returns(A: int; B: int when Clk)
let
   A = (restart Positif every RaZ) (1);
   B = (restart Positif every RaZ) ((1) when Clk);
tel
Déterminer les flots de sortie A et B et ce en fonction de divers scénarios de
flots d’entrée RaZ et Clk.
4.11.5 Analyser le comportement du bloc conditionnel (If) qui suit:
et le comparer ensuite à une adaptation où l’opérateur pre remplacerait last.
Quelle modification préalable s’avère-t-elle nécessaire afin de conserver le
même comportement?
4.11.6 Est-ce que le nœud Times déclaré ci-après correspond à la sémantique de
l’opérateur times? Autrement dit, sont-ils du point de comportemental stric-
tement équivalents?
node Times(Nb: int; Tic: bool) 
   returns(Top: bool)
var Local: int;
let
   Local = (if Tic then Nb-1 else Nb) ->
              if Tic and pre Local>-1 then 
                 pre Local-1 
              else
                 pre Local;
   Top = Tic and Nb=1 -> Local=0 and Tic;
tel
4.11.7 Donner une nouvelle définition du nœud Times ayant le même comporte-
ment que celui de l’opérateur times (sect. 4.8) et si possible plus simple.
node Times(Nb: int; Tic: bool) returns(Top: bool)
let 
-- à définir 
tel
<If >
Condition
Z = Y +  last 'Z;
Z = (0) -> (X +  last 'Z);113
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1144.11.8 Considérer la définition suivante du flot de sortie Tension (§ 4.8.4):
Tension = merge(Clk; 
                Inc_Dec((Plus, Moins) when Clk); 
                (0.1 -> pre Tension) when not Clk);
Quelle serait la conséquence de son remplacement par la définition qui
suit?
Tension = merge(Clk; 
                Inc_Dec(Plus, Moins) when Clk; 
                (0.1 -> pre Tension) when not Clk);
4.11.9 Modéliser un système anti-rebonds simple. Considérons par exemple des
contacts de type reed-relay. Ces contacts sont constitués de lames métal-
liques qui, placées dans un tube rempli de gaz inerte, se touchent lorsque
l’on approche d’elles un aimant. Ces contacts peuvent donc servir de cap-
teurs signalant la présence ou le passage d’un objet également muni d’un
aimant. Cependant, ces lames peuvent se toucher et s’éloigner (rebondir) à
plusieurs reprises. Ainsi faisant, plusieurs occurrences d’une seule pré-
sence peuvent être générées.
Il s’agit donc d’implémenter une solution permettant d’inhiber, si besoin
était, ce genre de rebonds, du moins pendant un certain laps de temps.
L’interface du nœud principal Filtre_Anti_Rebonds est la suivante:
node Filtre_Anti_Rebonds(Entree, Activation, Msec: bool) 
                 returns(Sortie: bool)
Le modèle comporte donc un flot d’Entree et produit un flot de Sortie,
en éliminant les rebonds uniquement si le flot d’Activation est actif
(true). Toutefois, les rebonds ne sont filtrés que pendant une durée pro-
grammée de n Msec. A cet effet, le nœud Filtre_Anti_Rebonds devra ins-
tancier une minuterie (times) définie comme suit:
Delai_Echu = DELAI times Msec;
Ce qui signifie qu’il faudra la redémarrer (restart) à chaque activation.
4.11.10 Élaborer une solution entièrement textuelle du problème de contrôle d’un
toboggan de tri (sect. 4.9), en prenant garde à ce qu’elle soit illustrative des
opérateurs introduits dans ce chapitre.
Génération avec rebonds Génération sans rebond
CHAPITRE 5 FLOTS STRUCTURÉS ET 
SCHÉMAS ITÉRATIFS5.1 Préambule
L’histoire du langage Lustre original exhibe une constante évolution. Par exemple, les
structures de tableaux (progr. 5.2) et les nœuds récursifs [Hal 02] n’ont été que progressi-
vement introduits dans la version 4 de Lustre, utilisé dans le contexte de la recherche
et l’enseignement. Bien qu’apportant une augmentation sensible à l’expressivité du
langage, ces structures engendrent cependant une compilation basée sur une expan-
sion des tableaux en autant de variables locales que d’éléments nécessaires. Ce qui
implique que les dimensions des tableaux soient connues dès la compilation (compile
time). Quant aux nœuds récursifs, ils sont traduits en instanciations contrôlées de nœuds
réguliers. A noter que SCADE à été conçu sur la base de la version 3 de Lustre et que
les tableaux de Scade 6 (sect. 5.2) sont différents de ceux de Lustre version 4.
Ces problèmes d’expansion ayant notamment un impact défavorable sur l’optimisation
du code impératif généré (C), l’occupation mémoire et la vérification des modèles, de
nouveaux opérateurs ont été proposés (industrialisation) et inclus dans les versions
courantes de Scade 6 [Col 99] [Mor 07] [Col 05].
PROGRAMME 5.1 Additionneur simple
function Add(A, B, Ce: bool) returns(S, Cs: bool)
var Local: bool;
let
   Local = (A xor B); S = Local xor Ce;
   Cs    = (A and B) or (Local and Ce);
tel
function Add_Lourde(A0, A1, A2, A3: bool; B0, B1, B2, B3: bool) 
            returns(S0, S1, S2, S3: bool; Retenue: bool)
var C0, C1, C2: bool;
let
   S0, C0 = Add(A0, B0, false);
   S1, C1 = Add(A1, B1, C0);
   S2, C2 = Add(A2, B2, C1);
   S3, Retenue = Add(A3, B3, C2);
tel115
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116FIGURE 5.1 Cellule additive binaire
Considérons pour ce préambule, l’exemple classique de l’additionneur binaire [Mul
89]. Il peut être spécifié en Lustre de manière lourde, comme celle illustrée par le
programme 5.1. Où, chaque structure Add ou plus précisément fonction, étant
donné qu’elle ne comporte pas d’opérateur de mémorisation, réalise la fonctionna-
lité d’une cellule additive binaire (progr. 5.1 et fig. 5.1).
Ce programme 5.1 peut être amélioré, en utilisant pour cela des tableaux de boo-
léens et en explicitant statiquement chaque composante des tableaux concernés
(énumération explicite, fig. 5.16). Mais on imagine alors aisément la complexité
croissante, lorsque la taille, voire la dimension des tableaux impliqués augmente, de
même que l’impact sur l’expansion, par analogie avec le programme 5.12.
Par contre, si nous considérons la solution historique en Lustre (classique, progr.
5.2), basée sur des tableaux [Hal 02], le modèle peut effectivement être allégé et
généralisé à N composantes (N étant une expression constante évaluable à la compi-
lation). Il est intéressant d’observer au passage la nature polymorphique des opéra-
teurs, lesquels peuvent aussi être appliqués aux tableaux.
PROGRAMME 5.2 Tableaux (langage Lustre V4, non compilable avec SCADE)
node AddN(const N: int; A, B: bool^N) 
 returns(S: bool^N, Retenue: bool);
var 
   C: bool^N;
let
   (S[0], C[0])           = Add(A[0], B[0], false);
   (S[1..N-1], C[1..N-1]) = Add(A[1..N-1], B[1..N-1], 
                                 C[0..N-2]);
   Retenue                = C[N-1];
tel
node Principal(A, B: bool^4) returns(S: bool^4);
var Retenue: bool;
let
   (S, Retenue) = AddN(4, A, B);
tel
A
B
Ce S
Cs
TableauxCette approche syntaxique, possible dans le langage Lustre d’origine (progr. 5.2),
n’élude cependant pas (rappel) les problèmes inhérents à l’expansion des nœuds et des
fonctions en de nombreuses variables indépendantes et conséquemment l’impact sur
l’optimisation du code et sa vérification. Raison pour laquelle de nouveaux opéra-
teurs ont été définis. Inspirés des itérateurs (sect. 5.7) présents dans les langages fonc-
tionnels, ils ont été successivement validés et introduits dans le contexte industriel du
langage Scade 6 de la Suite logicielle SCADE [Col 99] [Mor 07].
5.2 Tableaux
5.2.1 Présentation
A l’instar de la plupart des langages de programmation, Scade 6 comporte des struc-
tures de données de type tableau (array). Mais il convient de relever qu’il ne s’agit pas
de blocs de mémoire, usuels en programmation impérative. Il s’agit encore et tou-
jours de flots de données. Il n’y a donc pas de gestion de mémoire avec des opéra-
tions associées d’allocation et de libération, comme par exemple en C. La taille des
tableaux doit être connue à la compilation. Toutes les manipulations sont statiquement
vérifiées. Il n'est pas possible d'accéder à un tableau en dehors de ses bornes. Il s’en
suit que la mémoire utilisée lors de l’exécution du programme reste constante. Ce qui
a un impact positif sur la vérifiabilité et sur la sûreté des programmes.
5.2.2 Déclaration et construction de tableaux
Un tableau (array) est constitué d’un nombre fixe de composantes, toutes de même
type. Leur nombre est un entier positif, déterminé statiquement, à la compilation. Par
exemple, un type vecteur de 8 composantes réelles (float64) ou bien un type mot de 16
bits (booléens), peuvent être déclarés de la façon suivante (textuellement):
const OCTET: uint8 = 8;
type Vecteur_Float = float32^8;
     Mot = bool^OCTET*2;
     Registres = Mot^4;
     Tab_Racines = float64^2;
En Scade 6 les types tableaux sont unidimensionnels, il n’est pas possible de définir
des tableaux multidimensionnels. Mais on peut déclarer des tableaux de tableaux, par
exemple comme ci-dessous:
type Matrice_Int = int32^8^4;
const
   ENTIERS: Matrice_Int = [[-1,  2,  3,  4,  5,  6, -7,  8],
                           [ 1, -1,  1,  1,  1, -1,  1, -1],
                           [ 2,  2, -2,  2, -2,  2,  2,  2],
                           [ 3,  3,  3, -3,  4,  5, -6,  7]];117
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tués chacun de 8 composantes de type int32. A noter que l’ordre de déclaration
des indices est inversé par rapport à celui utilisé pour la sélection. Par exemple, la
composante ENTIERS[3][6] vaut -6.
La construction d’un tableau, soit élaboration de son contenu, peut être réalisée de
diverses façons et notamment à l’aide d’une énumération (extension) de valeurs, c’est-
à-dire un agrégat, à l’instar des exemples suivants:
const VECT_FLOAT: Vecteur_Float = [1.e5, 2.0, 355/113, 4.0,
                                   5.0, 6.0, 7.0, 8.0e-2];
      REG_A: Mot = [false, false, false, false, false, false,
                    false, false, true,  false, false, false,
                    true,  true,  true,  true];
      VECT_INT: int32^8 = [1, 2, 3, 4, 5, 6, 7, 8];
      SCADE: char^9 = ['s','y','n','c','h','r','o','n','e'];
      S: char = SCADE[UINTS[1][0]];  -- ’s’
      UINTS: uint8^4^4 = [[1, 1, 1, 1], [0, 1, 1, 1],
                          [1, 1, 1, 1], [1, 1, 1, 1]];
   -- ... compléments [Est 15a] ...
   Racines = [if X>0.0 then mathext::SqrtR(X) else 0.0,
              if X>=0.0 then 0.0 else mathext::SqrtR(-X)];
Les éléments d’un tableau peuvent aussi être de type structuré (§ 5.8.3):
type Loc_Mutex_Typ = {Loc: bool, Mutex: bool};
     Tableau_Mutexes = Loc_Mutex_Typ^10^2;
Les éléments d’un tableau peuvent aussi être de type énuméré:
type Etats_AFD         = enum {Q0, Q1, Q2, Q3};
type Etats_Transitions = Etats_AFD^4^2;
const AFD_101: Etats_Transitions = [[Q0, Q2, Q0, Q2], 
                                    [Q1, Q1, Q3, Q1]];
Cependant, il n’est pas permis d’utiliser explicitement un indice de type énuméré,
contrairement à un langage tel que Ada [Bre 03]. Ce qui a notamment pour consé-
quence de limiter quelque peu l’expressivité de certains programmes (fig. 5.11,
progr. 5.5 et 5.6). Une autre façon d’initialiser un tableau est celle basée sur la répli-
cation ou duplication. Autrement dit, il s’agit d’une méthode consistant à donner la
même valeur à chaque composante ou élément du tableau désigné:
type int = int32; Matrice =int^8^4;
const
   VECT_UN: Vecteur_Float = 1.0^8;
   MAT1: Matrice = [[0, 0, 0, 0, 0, 0, 0, 0], 1^8, 0^8, 1^8];
   MAT2: Matrice_Int = -1^8^4;
   REG_B: Mot = false^OCTET*2;
   REG_C: bool^N = false^N;
   CHAINE: char^8 = '-'^8;
TableauxDe plus, la construction d’un tableau peut être réalisée par le biais d’une concaténation
(concatenation: @). Par exemple, pour obtenir des tableaux de taille plus grande:
type 
   Vect4_Uint8 = uint8^4;
   Vect8_Uint8 = uint8^8;
const
   V4I: Vect4_Uint8      = 1^4; 
   V4J: Vect4_Uint8      = 2^4;
   VECTEUR8: Vect8_Uint8 = [1, 2, 3, 4, 5, 6, 7, 8];
   V8:  Vect8_Uint8      = V4I @ V4J;  -- peut induire une >>>
var
   Gauche, Droite, Oui1, Oui2, Non: Vect8_Uint8;
let
   Gauche = VECTEUR8[1 .. 7] @ VECTEUR8[0 .. 0];
   Droite = VECTEUR8[7 .. 7] @ VECTEUR8[0 .. 6];
   Oui1   = VECTEUR8[0 .. 7];
   Non    = V8;                  -- >>> erreur! V8 doit être
                                 -- une expression statique !!!
   Oui2   = VECTEUR8;
Parmi ces exemples, les tableaux résultants Gauche et Droite sont respectivement éla-
borés par le biais de décalages à gauche et à droite du tableau opérande VECTEUR8. Il
est ainsi possible d’extraire des tranches (slices), autrement dit des sous-tableaux déter-
minés statiquement, à partir de tableaux plus étendus, afin de constituer de nouveaux
tableaux. Notons que les blancs sont significatifs ( .. ) et, encore une fois, les indices
de tableaux doivent être constitués d’entiers naturels.
5.2.3 Accès statique et dynamique aux tableaux
Deux sortes d’accès (projection) aux tableaux et à leurs composantes sont admises. La
première est constituée par l’indexation statique. Elle consiste à désigner tout élément
spécifique d’un tableau avec un indice déterminé de façon statique, comme ci-après:
function Produit_Scalaire(A, B: Vect4_Int) returns(S: int)
let
   S = A[0]*B[0]+A[1]*B[1]+A[2]*B[2]+A[3]*B[3];
tel
function Transf_Vect(A, B: Vect4_Int) returns(V: Vect4_Int)
let
   V = [if A[0]<B[0] then B[0] else A[0],
        if A[1]<B[1] then B[1] else A[1],
        if A[2]<B[2] then B[2] else A[2],
        if A[3]<B[3] then B[3] else A[3]
       ];
tel
Ces expressions sont encore inutilement lourdes. Mais des opérateurs plus appropriés
pour ce genre de traitements sont disponibles (sect. 5.7).119
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effet possible de relâcher la contrainte d’évaluation statique, en donnant la possibilité
d’accéder de façon adéquate, mais néanmoins sûre, aux éléments ou composantes
d’un tableau et ce à l’aide d’expressions évaluables dynamiquement.
Nonobstant, en vue d’empêcher toute erreur lors de l’exécution d’un programme
(indice hors des bornes du tableau), une valeur par défaut (default) de la compo-
sante du tableau doit être fournie lors de la spécification de l’accès, comme illustré
dans l’exemple fictif qui suit:
if A[0]<(B.[Ind] default 0) then 
   (B.[Ind] default 0) 
else
   A[0]
L’accès dynamique aux composantes de tableaux est également autorisé avec des
tableaux de tableaux:
I = (Matrice_Entiers_Signés.[Ind1][Ind2] default -1)
L’usage des parenthèses () ainsi que l’insertion d’un point . sont nécessaires pour
déclarer un tel accès.
Dans l’extrait qui suit, si la valeur de last ’Ind s’avère être hors des bornes
d’indices, c’est donc la valeur 0 qui prise comme indice du tableau Clavier (extrait
d’automate, analogue à la SSM décrite par la figure 6.28):
Ind = last 'Ind+1;
if not (Clavier.[(Code.[last'Ind] default 0)] default false) do 
   Err = last'Err+1;
      restart Attente
elsif true
   restart Attente
end;
5.2.4 Opérations simples sur les tableaux
D’autres opérations sont disponibles afin de manipuler des valeurs de compo-
santes d’un tableau (autres exemples, sect. 7.7 et § 7.12.3). Comme déjà décrit, il
est notamment possible d’extraire (slicing) une partie de tableau (§ 5.2.2):
V3i16: Vect3_Int16;  -- int16: entier     signé codé sur 16 bits
V3u8:  Vect3_Uint8;  -- uint8: entier non signé codé sur  8 bits
V5i16: Vect5_Int16;  -- int16: entier     signé codé sur 16 bits
V5i16 = [1, 2, 3, 4, 5];
V3i16 = V5i16[1 .. 3];                           -- = [2, 3, 4]
V3u8  = [(V3i16[0]:uint8), (V3i16[1]:uint8), (V3i16[2]:uint8)];
L’inversion ou permutation (reverse) des valeurs des composantes d’un tableau est
possible, grâce à l’opérateur d’inversion reverse:
Produits de convolutionsFIGURE 5.2 Quelques étapes d’un calcul de convolution (sect. 5.3)
   V, W: Vect4_Int; -- type int = int32
   W = reverse V;
Il est aussi permis de construire un tableau à partir d’un tableau existant en spécifiant
un indice, éventuellement dynamiquement et pour lequel la valeur de la composante
peut différer. On désignera cette opération copie de tableau avec modification:
   W = reverse (V with [Ind] = Expr);
Si durant l’exécution l’indice s’avère hors des bornes, alors cet opérateur se comporte
comme l’identité. Il n’y aura pas de modification. Cet opérateur s’applique également
aux tableaux de tableaux. Si nécessaire, les opérateurs précités peuvent être combinés,
comme justement ci-dessus.
5.3 Produits de convolutions
5.3.1 Convolution non récursive
Afin d’aborder un premier exemple en rapport avec le domaine flots de données
structurées (en particulier un tableau constant), considérons le produit de convolution non
récursif, connu en théorie du filtrage numérique [Qui 89]. Soit une suite de coefficients
 fixés et une suite infinie , il s’agit de calculer la suite des convolu-
tions:
p1x5
p1x4 p2x2 p1x3+
x2x4
p2x3 p3x1
p1x5 p2x3 p1x4+
x3x5
p1x6 p2x4 p3x2
p1x7
p1x6 p2x4 p1x5+
x4x6
p2x5 p3x3
y3
y4
y5
pj j 1..k=
xn 
yi pjxi j– 1+
j 1=
k
=     i, 1..n k 1–+=121
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122FIGURE 5.3 Cellule j du pipeline (au pas i)
ou bien, énoncé autrement:
En développant quelque peu, nous obtenons pour k=3 les valeurs successives sui-
vantes:
...
On peut observer que les deux premiers termes du produit de convolution ne sont
pas utiles au traitement du signal (régime transitoire). Mais ils sont utiles à l’élabo-
ration et à la compréhension de la modélisation. Fait plus important, on relève
aussi que certains des opérandes interviennent dans le calcul de plusieurs convolu-
tions. Par exemple,  est nécessaire au calcul de , mais il intervient également
dans le calcul de  et de :
Dans la mesure où l’on disposerait d’un parallélisme à grain fin, cet aspect nous
permettrait de paralléliser les traitements. En effet, pendant le calcul de  on
pourrait déjà calculer des termes de  et de  et ainsi de suite, comme
l’illustrent les trois étapes de calculs simultanés décrites par la figure 5.2. Ainsi, du
développement de quelques étapes de calcul on en déduit une architecture de type
pipeline de processus [Ban 91]. Chacun d’eux étant désigné avec le terme de cellule,
selon la terminologie des systèmes systoliques [Kun 82] [Kun 84].
Chaque cellule réalise une multiplication et une addition (fig. 5.3 et 5.4). A cette
fin, chaque cellule reçoit successivement de sa voisine de gauche les  (X_Courant) en
même temps que les résultats intermédiaires accumulés (Somme_Courante).
pjxi
xi
pj 1– xi 1+
xi 1+
SommeSomme_Courante
X_Courant X
pjxi
yi p1xi p2xi 1– p3xi 2– ...+pkxi k– 1++ + +=
y1 p1x1=
y2 p1x2 p2x1+=
y3 p1x3 p2x2 p3x1+ +=
y4 p1x4 p2x3 p3x2+ +=
y5 p1x5 p2x4 p3x3+ +=
y6 p1x6 p2x5 p3x4+ +=
x3 y3
y4 y5
y3
y4 y5
xi
Produits de convolutionsFIGURE 5.4 Cellule du produit de convolution non récursif (fig. 5.5)
Ensuite, les termes  (X) ainsi que tout nouveau terme  (Somme) que la cellule
détermine sont transférés à leur tour, afin d’être récupérés par la cellule voisine respec-
tive de droite (fig. 5.3).
FIGURE 5.5 Produit de convolution non récursif (cellule, fig. 5.4)
Cette architecture en pipeline peut à son tour être source d’inspiration pour l’élabora-
tion d’une modélisation synchrone basée sur un réseau d’opérateurs Scade (fig. 5.5).
Chaque opérateur étant constitué d’une instance de cellule (fig. 5.4). Cette dernière
est déclarée comme étant une fonction, car elle ne comporte pas d’éléments de
mémorisation. Par contre, entre les cellules, des éléments de mémorisation sont
nécessaires. En effet, à l’instar d’un modèle systolique (fig. 5.2) la modélisation avec
Scade 6 (fig. 5.5) fait apparaître les cellules (fig. 5.4) et entre les cellules on observe
également l’insertion d’opérateurs de mémorisation pre et d’initialisation ->.
La mémorisation s’impose pour en quelque sorte véhiculer la suite de valeurs du flot
d’entrée X de cellule en cellule et ce d’un cycle à l’autre. Quant à l’initialisation, elle est
indispensable, car la valeur du flot pre est initialement indéfinie. Signalons que ces
opérateurs intercalés auraient tout aussi bien pu être intégrés au comportement de
chaque cellule (exercice, § 5.11.1).
Les coefficients , c’est-à-dire P[0], P[1] et P[2], visibles sur la figure 5.5,
sont naturellement stockés dans une structure constante P de type tableau (array).
FIGURE 5.6 Produit de convolution récursif
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node Convolution_Recursive() 
                   returns(Y: float64)
let
   Y = Yi[0] -> P[0]*(Yi[0] -> pre(Y)) + 
                P[1]*(pre(Yi[1] -> pre(Y))) + 
                P[2]*(pre(Yi[2] -> pre(Yi[1] -> (pre(Y)))));
tel
5.3.2 Convolution récursive
Analysons à présent le problème de la convolution récursive. Si l’on n’y prend pas
garde, l’élaboration d’une solution de type synchrone à ce genre de problème peut
soulever des erreurs de causalité, car les calculs courants dépendent aussi des résul-
tats précédents. A l’instar des systèmes systoliques, qui intercalent des registres,
l’insertion d’opérateurs de retard pre résout ici également la problématique (fig.
5.6), plus précisément pour mémoriser et pour faire circuler la valeurs de y préala-
blement calculées.
Considérons donc l’expression récurrente suivante:
, pour 
où  sont les valeurs initiales fournies.
Il est possible de déterminer la valeur de la suite des  avec un réseau d’opéra-
teurs Scade, tel que celui illustré par la figure 5.6, ou alors avec un nœud (progr.
5.3) et ce pour k=3. Les valeurs initiales et les coefficients  étant stoc-
kés dans des structures de type tableau.
Particularisme de cette solution récursive (fig. 5.6), le réseau boucle pour que la
valeur courante du flot résultant Y puisse être injectée dans le pipeline afin d’effec-
tuer les calculs suivants. Concernant la cellule (proposition d’exercice, § 5.11.2), il
s’agit effectivement d’un nœud, car elle contient aussi un élément de mémorisation,
constitué par la valeur initiale. Le programme 5.3 décrit une autre version (équation-
nelle) du produit de convolution récursif.
5.4 Registre à décalage à rétroaction linéaire 
Le programme 5.4 décrit un exemple différent d’implémentation d’un registre à
décalage à rétroaction linéaire (RDRL, § 3.7.2). Rappelons, qu’il s’agit d’un généra-
teur pseudo-aléatoire d’une séquence de bits, dont la période avant de se régénérer
est de , où N est la dimension du tableau qui modélise le registre [Sch 97]. A
chaque instant (pas), un nouveau Bit_Alea est produit (fig. 5.7).
yi p1yi 1– p2yi 2– p3yi 3–  ...  p+ kyi k–+ + += i k 1+
y1 y2 ... yk  
yi
pj j 1..k=
2N 1–
Registre à décalage à rétroaction linéaireFIGURE 5.7 Registre à décalage à rétroaction linéaire
Cet exemple d’implémentation (progr. 5.4) est basé sur des tableaux et leurs opéra-
teurs associés. A chaque instant (pas), une nouvelle valeur du registre Reg est produite
à partir de sa valeur à l’instant précédent (pre Reg). Le tableau RegS retourné est
constitué de la concaténation du résultat de l’opération ou exclusif (xor) entre des bits
déterminés (en grisé sur la figure 5.7) du registre d’entrée RegE et les n-1 premiers bits
de ce même registre d’entrée (0..N-2), de façon à obtenir un décalage vers la droite
(shift right). Le bit résultant étant issu du bit de droite du registre résultant (Reg[N-1]).
Une variante en Scade de ce générateur pseudo-aléatoire est décrite par la figure 5.9
(exercices, § 5.11.8 et 5.11.9). Elle permet de visualiser les opérateurs graphiques
Scade correspondants aux opérations et opérateurs utilisées dans le programme 5.4,
lesquels sont associés aux structures de type tableau. Notons encore, dans ces deux
modélisations du registre RDRL, la nature polymorphe des opérateurs -> et pre, portant
justement sur des tableaux (dans cet exemple, le tableau Reg).
PROGRAMME 5.4 Registre à décalage à rétroaction linéaire
const N: uint8 = 32;
type Reg_Array_N = bool^N;
function RDRL(RegE: Reg_Array_N) 
      returns(Bit_Alea: bool; RegS: Reg_Array_N)
var 
   Loc: bool;
let
   Loc = RegE[N-1] xor RegE[N-2] xor RegE[N-3] xor 
         RegE[N-5] xor RegE[N-7] xor RegE[0];
   RegS = [Loc] @ RegE[0 .. N-2];                -- concaténation
   Bit_Alea  = RegS[N-1];
tel
node Test_RDRL(Germe: Reg_Array_N)
       returns(Bit_Alea: bool)
var
   Reg: Reg_Array_N;
let
   Bit_Alea, Reg = RDRL(Germe) -> RDRL(pre Reg); -- Germe=graine
tel
Bit_Alea
Reg[N-1]Reg[0]
^
Reg[N-7] Reg[N-5]125
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126FIGURE 5.8 Nœud de test du générateur RDRL (variante, fig. 5.9)
5.5 Génération d’un délai
L’exemple de modélisation illustré par la figure 5.10 est aussi basé sur une struc-
ture de type tableau. Il décrit un opérateur de génération de délais [Hal 02]. Cet
opérateur produit effectivement une sortie S à partir d’une entrée E avec un déca-
lage ou échéance de D unités.
FIGURE 5.9 Registre à décalage à rétroaction linéaire (variante Scade)
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Automate de reconnaissanceFIGURE 5.10 Opérateur de délais (sect. 5.9)
A noter, le tableau local B est de dimension D+1. Uniquement une version Scade est
illustrée. Elle contribue à l’illustration de l’utilisation d’opérateurs appropriés pour la
manipulation de tableaux [Est 15a]. La version textuelle (équations de flots de don-
nées de cet opérateur de délai est proposée sous la forme d’exercice, § 5.11.6).
5.6 Automate de reconnaissance
Cette illustration décrit une manipulation de tableau de tableau. A cet effet, nous
considérons un automate de reconnaissance d’une chaîne de bits (101) dans un flot.
Analysons par exemple, la chaîne suivante (exercice, § 6.17.4):
Comme on peut l’observer, la chaîne 101 doit y être décelée à 7 reprises. Les recou-
vrements sont donc comptabilisés. Ce que confirme l’analyse du comportement du
modèle, décrit par la machine de Moore correspondante, illustrée par la figure 5.12.
Notons que l’automate générera un 1 en cas de succès, un 0 autrement.
FIGURE 5.11 Automate de reconnaissance (tableau des états et des transitions)
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128FIGURE 5.12 Automate de reconnaissance (machine de Moore)
Cet automate de reconnaissance peut également être décrit (en ce qui concerne la
structure de données) par un tableau de tableau (fig. 5.11), afin de représenter les
états (q0..q3) et les transitions (0, 1).
L’automate de reconnaissance, dont le comportement est modélisé par le pro-
gramme 5.5, évolue d’état en état, en fonction de l’état courant à l’instant immédia-
tement précédent et de la transition courante (exercice, § 5.11.5). Si l’automate
atteint l’état q3 (représenté par la constante Q3 dans le programme 5.5 ou 3 dans le
programme 5.6), alors le flot Reconnue est défini à 1 (true).
Cette approche de solution (progr. 5.5) se distingue des réalisations usuelles des
machines d’état avec des langage de description du matériel (HDL), basées essen-
tiellement sur l’utilisation d’instructions de contrôle de choix de type if et case.
PROGRAMME 5.5 Automate de reconnaissance (ébauche)
type Etats_AFD         = enum {Q0, Q1, Q2, Q3};
type Etats_Transitions = Etats_AFD^4^2;
const
   AFD_101: Etats_Transitions = [[Q0, Q2, Q0, Q2], 
                                 [Q1, Q1, Q3, Q1]];
node AFD(Transition: bool) returns(Reconnue: bool)
var 
   Courant: Etats_AFD last = Q0;
let
   Courant = 
      (AFD_101.[(if Transition then 1 else 0)]
               [(case last'Courant of |Q0:0|Q1:1|Q2:2|Q3:3)]
               default Q0);
   Reconnue = false -> Courant=Q3;   -- if Courant=Q3 then 
                                     --    true 
                                     -- else 
                                     --    false;
tel
Automate de reconnaissancePROGRAMME 5.6 Automate de reconnaissance
type Etats_Transitions = uint8^4^2;
const 
   AFD_101: Etats_Transitions = [[0, 2, 0, 2], 
                                 [1, 1, 3, 1]];
node AFD(Transition: uint8) returns(Reconnue: bool)
var
   Courant: uint8 last = 0;
let
   Courant = (AFD_101.[Transition][last'Courant] default 0);
   Reconnue = false -> Courant=3;
tel
La limitation du type des indices d’un tableau aux nombres naturels, rend toutefois
l’accès aux composantes des tableaux quelque peu lourd, bien que sûr. Une solution
plus concise peut être obtenue en modélisant les états et les transitions avec des
entiers non signés (progr. 5.6):
Courant = (AFD_101.[Transition][last'Courant] default 0);
FIGURE 5.13 Vecteur résultant du maximum des composantes de deux vecteurs
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function Max_Lustre(A,B:'T)
            returns(C:'T) where 'T numeric
let
   C = if A>B then A else B;
tel
function Max_A_B(A, B: int^N) 
         returns(C: Vect4_Int)
let
   C = (map Max<<N>>) (A, B);
tel
Rappelons encore, la syntaxe particulière de l’accès dynamique aux composantes
du tableau AFD_101 (§ 5.2.3), laquelle impose de définir une valeur par défaut (Q0 et
respectivement 0), afin d’éviter toute erreur induite par un dépassement du
domaine de valeurs des indices du tableau lors de l’exécution.
5.7 Itérateurs
5.7.1 Opérateur map
Le premier itérateur que nous décrivons est l’opérateur map. Il permet d’appliquer
par itération, autrement dit par pas successifs, tout nœud à des arguments apparte-
nant à des structures telles que des vecteurs (tableaux) ou des tableaux de tableaux
et ce en vue d’obtenir un nouveau vecteur ou un tableau de tableau.
Considérons pour l’illustration un exemple trivial. Il consiste à définir toutes les
composantes d’un vecteur résultant C à partir des composantes respectives de deux
vecteurs arguments, à savoir les vecteurs opérandes A et B. Plus précisément, le vec-
teur résultant C est défini en prenant à chaque fois le maximum des valeurs des
couples de composantes respectives de A et B, à savoir ci=max(ai, bi).
Le réseau Scade de la figure 5.13 a constitue une ébauche de solution. Elle est à la
fois simpliste et limitative, étant donné qu’elle consiste à énumérer en quelque
sorte chaque composante des vecteurs. Contrairement à la version b de la figure
5.13, laquelle illustre l’utilisation de l’itérateur map. Cette version est du point de
vue du comportement équivalente, mais elle s’avère effectivement plus concise et
générale (N). De plus, le code généré comportera une boucle for. On préserve ainsi
cette concision dans le code.
Le programme 5.7 décrit l’utilisation de l’itérateur map dans une équation de défini-
tion de flot de données. A noter l’équivalence des types Vect4_Int et int^N,
sachant que N est une constante (4) utilisée simultanément pour les deux déclara-
tions.
ItérateursFIGURE 5.14 Max _ABC (exercice, § 5.11.13)
5.7.2 Opérateur fold
L’opérateur ou itérateur fold permet d’obtenir un scalaire à partir de flots structurés
(voire un seul flot structuré, fig. 7.44).
FIGURE 5.15 Scalaire résultant du maximum des composantes de deux vecteurs
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function Add(Ce, A, B: bool) 
     returns(Cs, S: bool)
var
   Local: bool;
let
   Local = (A xor B);
   S     = Local xor Ce;
   Cs    = (A and B) or (Local and Ce);
tel
Par rapport à l’exemple précédent (§ 5.7.1), l’exemple présenté dans ce paragraphe
extrait, depuis deux vecteurs d’entiers fournis en entrée, la valeur de la composante
la plus élevée de toutes les composantes des deux vecteurs. A cet effet, la valeur
maximale courante est propagée, à l’instar d’une retenue d’addition binaire (sect.
5.1 et § 5.7.3), de cellule de test en cellule de test (Max_ABC, fig. 5.14) et ce, en par-
courant toutes les composantes des deux vecteurs. L’usage de l’itérateur fold per-
met ainsi de simplifier et de généraliser à N (constante) la solution (fig. 5.15).
5.7.3 Opérateur mapfold
L’opérateur mapfold est constitué par la combinaison des itérateurs map et fold. Il
permet de définir à la fois une structure de données et un scalaire.
Afin d’illustrer l’usage de l’opérateur mapfold, il est intéressant de reconsidérer
l’exemple classique de l’addition binaire [Mul 89]. La cellule d’addition à 1 bit (boo-
léen) peut être décrite sous la forme usuelle d’un réseau d’opérateurs booléens (fig.
5.1) ou bien par une fonction (Add, progr. 5.8), étant donné que sa définition ne
comporte pas de mémorisation. Cette fonction ou cellule élémentaire peut à son
tour être utilisée pour élaborer un additionneur simple de 4 bits (fig. 5.16 a). On y
distingue (analogie) notamment le schéma électronique usuel (partie centrale) avec
la propagation de la Retenue (carry).
Dans cette application également, la solution a peut être simplifiée et généralisée.
Comme on peut le constater sur la figure 5.16 b, ainsi que sur la version correspon-
dante formulée avec des équations de définition de flots de données (progr. 5.9).
Le réseau peut effectivement être généralisé à N en utilisant pour cela l’itérateur
mapfold. Si l’on considère ensuite les deux solutions sous l’angle de la probléma-
tique du code généré (chap. 8), on peut constater le schéma d’exécution séquentiel
(fonction AddN, progr. 5.10) obtenu à partir de la version explicite, c’est-à-dire énu-
mérée (a). Tandis que le schéma de boucle for, optimisé (progr. 5.11), n’est effecti-
vement produit qu’à partir de la version itérée (mapfold, b).
A titre illustratif, nous donnons également le code issu de la conversion textuelle
des fonctions Scade (fig. 5.16) d’addition binaire (progr. 5.12).
ItérateursFIGURE 5.16 Additionneurs binaires (N=4 bits) 
PROGRAMME 5.9 Additionneur binaire (N=4 bits)
function Add(Ce, A, B: bool)
     returns(Cs, S: bool)  -- L1: Correct
     returns(S, Cs: bool)  -- L2: Erreur, § 5.7.4 !!! 
var Local: bool;
let
   Local = (A xor B);
   S     = Local xor Ce;
   Cs    = (A and B) or (Local and Ce);
tel
const N: uint8 = 4;
function AddN(A, B: BoolN)            -- type BoolN = bool^N
      returns(Retenue: bool; S: BoolN)
let
   Retenue, S = (mapfold Add<<N>>)(false, A, B);
tel
a) énumération explicite
b) itération mapfold
1
Add
2
Add
3
Add
4
Add
A
B
Retenue
S
1
BoolN
2
BoolN
f alse
1
1
Add
mapfold 1 <<N>>
a
A
B
Retenue
S
f alse133
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134PROGRAMME 5.10 Extraits épurés du code C généré par le générateur de 
code KCG, de la version a de la solution (fig. 5.16)
typedef struct {  /* Flots d’entrée:                        */
   BoolN /* AddN::A */ A;
   BoolN /* AddN::B */ B;
} inC_AddN;
typedef struct {  /* Flots de sortie:                       */
   kcg_bool /* AddN::Retenue */ Retenue;
   BoolN    /* AddN::S       */ S;
} outC_AddN;
void AddN(inC_AddN *inC, outC_AddN *outC) {
   kcg_bool _L3;
   kcg_bool _L5;
   Add(kcg_false, inC->A[0], inC->B[0], &_L5, &outC->S[0]);
   Add(_L5, inC->A[1], inC->B[1], &_L3, &outC->S[1]);
   Add(_L3, inC->A[2], inC->B[2], &_L5, &outC->S[2]);
   Add(_L5, inC->A[3], inC->B[3], &outC->Retenue, &outC->S[3]);
}
5.7.4 Remarques
L’opérateur mapfold comporte un accumulateur reliant en quelque sorte les ins-
tances du nœud/fonction sur lequel est appliqué l’opérateur. Et, c’est au travers de
ce mécanisme que la Retenue est véhiculée et déterminée. On note par ailleurs, que
la constante d’initialisation (false) de celle-ci est bien connectée à l’entrée corres-
pondante à cet accumulateur (a, fig. 5.16).
PROGRAMME 5.11 Extraits épurés du code C généré par le générateur de 
code KCG de la version b de la solution (fig. 5.16)
typedef struct {  /* Flots d’entrée:                        */
  BoolN /* AddN::A */ A;
  BoolN /* AddN::B */ B;
} inC_AddN;
typedef struct {  /* Flots de sortie:                       */
  kcg_bool /* AddN::Retenue */ Retenue;
  BoolN    /* AddN::S       */ S;
} outC_AddN;
void AddN(inC_AddN *inC, outC_AddN *outC) {
   kcg_bool acc;
   kcg_size i;
   outC->Retenue = kcg_false;
   for (i = 0; i < 4; i++) {
      acc = outC->Retenue;
      Add(acc,inC->A[i],inC->B[i],&outC->Retenue,&outC->S[i]);
  }
}
ItérateursPROGRAMME 5.12 Conversions textuelles (fig. 5.16)
-- Additionneur, version a
L2, L1 = Add(L19, L11, L15);
L4, L3 = Add(L2, L12, L16);
L6, L5 = Add(L4, L13, L17);
L8, L7 = Add(L6, L14, L18);
L9 = A;
L10 = B;
Retenue = L8;
S = L20;
L11, L12, L13, L14 = (flatten BoolN)(L9);
L15, L16, L17, L18 = (flatten BoolN)(L10);
L19 = false;
L20 = [L1, L3, L5, L7];
-- Additionneur, version b
L1, L2 = (mapfold 1 Add <<N>>)(L5, L3, L4);
L3 = A;
L4 = B;
Retenue = L1;
S = L2;
L5 = false;
Il convient de prêter attention à la cohérence des arguments formels et effectifs. Par
exemple, l’ordre d’énumération des composantes du tuple (Retenue, S) doit être res-
pecté (progr. 5.9). Il correspond à celui spécifié par la signature de retour de la fonc-
tion AddN, à savoir: bool, BoolN (bool^N). Plus généralement, le respect de l’ordre de
passage de paramètres, lorsque ceux-ci sont du même type de base, est très important. En
effet, bien que l’inversion des paramètres de retour S, Cs (comme déclaré à la ligne L2
du programme 5.9) ne soit aucunement signalée, il en résultera néanmoins une erreur,
le résultat de l’exécution sera faux. Une déclaration conjointe des paramètres formels
et des paramètres effectifs, comme c’est le cas dans le langage Ada ou avec les spéci-
fications du langage SPARK [Dro 14], permettrait de limiter ce genre d’erreur.
FIGURE 5.17 Additionneur série
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136PROGRAMME 5.13 Détermination de l’exclusion mutuelle (langage Lustre V4)
function Exclusion_Mutuelle(X: BoolN) returns(Excl: bool)
var EX, OR: BoolN;
let
   Excl = EX[N-1];
   EX = [true] @ (EX[0..N-2] and      -- @ <=> |, concaténation
                  not (OR[0..N-2] and X[1..N-1]));
   OR = [X[0]] @ (OR[0..N-2] or X[1..N-1]);
tel
5.7.5 Additionneur série
Bien que cet exemple s’éloigne un peu du propos de ce chapitre, nous le donnons
néanmoins à titre illustratif du paradigme synchrone. Il s’agit de l’additionneur série.
A chaque instant (tick d’horloge) il produit un bit de la somme des flots booléens A
et B. On notera aussi la présence de l’opérateur de retard pre qui, à l’instar d’une
bascule D, permet de mémoriser la retenue pour le cycle suivant (fig. 5.17).
5.8 Exclusion mutuelle
5.8.1 Vérification de l’exclusion mutuelle
La fonction Exclusion_Mutuelle décrite par le programme 5.13 [And 07] permet
de déterminer si la propriété (privilège) d’exclusion mutuelle déterminée par un
algorithme est effectivement garantie (sect. 7.8). Si c’est le cas, la fonction retourne
via le paramètre de retour Excl la valeur true, sinon false. Par exemple, si nous
considérons le paramètre d’entrée X (tableau de N booléens), cela signifie qu’une
seule de ses composantes est à true. Au contraire, si plus d’une composante de X
est à true, alors la fonction retourne false, indiquant que l’algorithme est erroné.
Cette fonction d’Exclusion_Mutuelle écrite avec le langage Lustre (progr. 5.13)
n’est cependant pas compatible avec la sémantique du langage Scade 6. On y relève
notamment des définitions récursives des flots EX et OR. Une première adaptation
de la fonction proposée est décrite par la figure 5.18. Elle est basée sur un réseau
d’opérateurs synchrones Scade et fait appel à des itérateurs de type map.
Pour résoudre le problème de la causalité cyclique, cette première ébauche de solu-
tion (fig. 5.18) est basée sur l’utilisation d’opérateurs de retard (pre ou fby en
l’occurrence). Pour plus de concision il est aussi permis d’utiliser l’attribut last,
bien qu’il n’y ait pas de nécessité, puisqu’il n’y a ici qu’un seul domaine de visibilité
(scope). Il faut aussi initialiser correctement (dans l’environnement SCADE) la
variable de flot, OR dans notre exemple (last ’OR = false ^ N). Mais, du retard
découle aussi le fait que, contrairement à la fonction Exclusion_Mutuelle origi-
nale, ce nœud détermine un résultat en N tics. Une autre solution s’impose (§ 5.8.2).
Exclusion mutuelleFIGURE 5.18 Détermination de l’exclusion mutuelle (ébauche)
5.8.2 Solution
Le réseau Exclusion_Mutuelle (fig. 5.19) reprend d’une certaine façon le principe de
propagation suggéré par la fonction Exclusion_Mutuelle d’origine (progr. 5.13).
PROGRAMME 5.14 Élément d’évaluation
function Cellule_Mutex(pre_Loc, pre_Mutex, Accorde: bool)
               returns(Loc, Mutex: bool)
let
   Loc, Mutex = if Accorde and not pre_Loc then
                   (true, pre_Mutex)
                else if Accorde and pre_Loc then
                        (true, false)
                     else 
                        (pre_Loc, pre_Mutex);
tel
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138FIGURE 5.19 Détermination de l’exclusion mutuelle (ébauche)
Il définit un flot résultant en un seul pas de calcul, car il ne comporte pas d’élé-
ments de mémorisation. Le tableau Accorde (privilège accordé ou pas par l’algo-
rithme) remplace le tableau X de la fonction d’origine. Chacune de ses
composantes nécessite l’instanciation d’une fonction Cellule_Mutex (progr. 5.14).
5.8.3 Type structuré
La solution proposée (fig. 5.19) peut encore être améliorée, car sa structure (fig.
5.19) évoque une itération de type fold (§ 5.7.2, exercice d’amélioration § 5.11.18).
Toutefois, sa mise en oeuvre nécessite une adaptation de la fonction Exclusive,
concrétisée par la fonction Cellule_Mutex_Struct (progr. 5.15). Ainsi déclarée, elle
peut être instanciée N fois (fig. 5.20). Cette proposition illustre également la décla-
ration d’un type structuré de type enregistrement (article) Loc_Mutex_Typ:
type Loc_Mutex_Typ = {Loc: bool, Mutex: bool};
FIGURE 5.20 Détermination de l’exclusion mutuelle
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Modélisation d’une montre chronographePROGRAMME 5.15 Type structuré
function Cellule_Mutex_Struct(pre_Loc_Mutex: Loc_Mutex_Typ; 
                              Accorde: bool)
                      returns(Loc_Mutex: Loc_Mutex_Typ)
let
   Loc_Mutex = if Accorde and not pre_Loc_Mutex.Loc then
                  {Loc: true, Mutex: pre_Loc_Mutex.Mutex}
               else
                  if Accorde and pre_Loc_Mutex.Loc then
                     {Loc: true, Mutex: false}
                  else
                     {Loc: pre_Loc_Mutex.Loc,
                      Mutex: pre_Loc_Mutex.Mutex};
tel
Bien que ses composantes soient, dans cet exemple, de même type. Plus générale-
ment, les types structurés permettent de déclarer et d’utiliser des structures de don-
nées hiérarchiques [Est 15b].
5.9 Modélisation d’une montre chronographe
5.9.1 Spécifications informelles
Considérons comme exemple concret la modélisation d’un prototype de simulateur
d’une montre chronographe simple [Sch 90].
FIGURE 5.21 AFD (montre chronographe)
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140• La montre doit afficher l’heure courante, laquelle comprend les heures, les
minutes et les secondes.
• Le chronographe doit afficher le temps écoulé (mesuré) en minutes, secondes et
dixièmes de seconde.
Un certain nombre de commandes permettent de simuler la couronne et les bou-
tons poussoirs afin d’agir sur la montre.
• La commande ARRET provoque l’arrêt de la montre.
• Une fois la montre arrêtée, les commandes HEURES, MINUTES et SECONDES
permettent de mettre la montre à l’heure. La commande HEURES incrémente
l’heure d’une unité, modulo 24. La commande MINUTES incrémente les
minutes d’une unité, modulo 60 et ce sans agir sur les heures. La commande
SECONDES incrémente les secondes d’une unité modulo 60, également sans
effet sur les autres unités.
• La commande DEMARRAGE permet d’activer la montre.
Au début de la simulation la montre est arrêtée et affiche respectivement 0 heures,
0 minutes et 0 secondes.
Tout comme la montre, le chronographe peut être arrêté ou activé. Lorsqu’il est
arrêté, le chronographe affiche 0 minutes, 0 secondes et 0 dixièmes de seconde. Le
chronographe peut être actionné grâce aux commandes CHRONO, INTER et FINAL.
• La commande CHRONO (chronomètre ou chronographe, sect. 9.7) permet de
faire démarrer le chronographe.
• Lorsque le chronographe fonctionne, la commande INTER (intermédiaire) per-
met d’afficher le temps intermédiaire. Le temps intermédiaire doit rester affi-
ché (figé) pendant 3 secondes, après quoi l’affichage normal peut reprendre,
avec rattrapage du temps écoulé pendant l’affichage du temps intermédiaire.
• La commande FINAL permet d’afficher le temps final, au dixième de seconde
près. Le temps final doit rester affiché pendant 5 secondes. Puis, le chrono-
graphe reprend son état initial (affichage de 0 minutes, 0 secondes et 0
dixièmes de seconde) en attente d’une nouvelle action de mesure.
La montre et le chronographe peuvent chacun être dans deux états, soit (fig. 5.21):
• arrêté(e);
• en fonctionnement (marche).
5.9.2 Approche de modélisation
Les spécifications de cette montre chronographe sont telles qu’elles induisent
immédiatement deux fonctionnalités distinctes et pratiquement dissociées. La pre-
mière est la montre. La seconde est constituée par le chronographe. Ces deux
fonctionnalités ou comportements sont en effet suffisamment autonomes pour
être réalisés par deux réseaux d’opérateurs distincts et donc parallèles. 
Modélisation d’une montre chronographeFIGURE 5.22 AFD basé sur l’utilisation d’un opérateur de choix (§ 5.11.15)
Ils n’ont pas d’interactions entre eux, si ce n’est une base de temps commune. En
conséquence, ils peuvent être élaborés et testés en isolation, l’un séparément de
l’autre. Nous verrons aussi que la réutilisation de certains opérateurs (fig. 5.22) ne
peut être envisagée que par abstractions successives. De par notre objectif didactique,
l’approche de conception adoptée pour cet exemple a plutôt privilégié le genre ascen-
dant (bottom-up). L’approche descendante (top-down) n’étant pas écartée pour autant.
5.9.3 Modélisation de la montre
La détermination des modes opératoires ou états de la montre (fig. 5.24) est assurée
par une sorte d’automate fini déterministe (fig. 5.21) élaboré avec un réseau d’opéra-
teurs (fig. 5.22), probablement moins explicite qu’une machine d’états (SSM, chap. 6).
FIGURE 5.23 Compteur modulo (adaptation)
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142FIGURE 5.24 Mode montre
Cet automate (Afd) est donc modélisé à l’aide d’un réseau d’opérateurs synchrones,
parmi lesquels figure naturellement un opérateur de retard (pre) nécessaire à la
mémorisation de l’état courant (fig. 5.22). Ce opérateur Afd peut être réutilisé et ce
sans adaptation, également dans la gestion des modes opératoires ou des états in-
hérents au mode chronographe (fig. 5.26).
La montre est conçue pour fournir l’heure courante en termes de nombre de se-
condes, de minutes et d’heures, écoulées depuis son initialisation ou ajustement
(mise à l’heure). La mise à jour continue nécessite deux compteurs arithmétiques
modulo 60, pour la détermination des secondes et des minutes ainsi qu’un compteur
modulo 24 pour celui des heures. Ce genre de compteur modulo est analogue à ce-
lui d’un modèle de montre décrit dans la documentation fournie avec la Suite logi-
cielle SCADE [Est 15b]. Il a simplement été adapté (fig. 5.23) afin de pouvoir
notamment effectuer des ajustements de l’heure (initialisation et mise à l’heure)
sans propagation de retenue. Cette adaptation comprend aussi la réinitialisation, la-
quelle n’est nécessaire que dans le mode chronographe.
Il est intéressant d’observer dans cette modélisation (fig. 5.23), la possibilité de
mixer des expressions de flots de données avec des opérateurs, constituées notam-
ment par l’énoncé Cpt<>Cpt_Loc ou encore par l’opérateur fby(Cpt; 1; 0). L’opé-
rateur fby constitue en outre l’élément de mémorisation du compteur (§ 2.7.3).
Les opérateurs Afd et Compteur_Modulo sont ensuite intégrés dans le réseau Scade
décrit par la figure 5.24. On note, plus particulièrement, que le compteur modulo y
est itéré/instancié 3 fois, grâce à l’opérateur d’itération mapfold (§ 5.7.3). L’accumula-
teur de cet opérateur véhicule la retenue éventuelle (Avancement) utilisée seulement
en fonctionnement normal de la montre. Le vecteur Heure produit est constitué
des secondes, minutes et heures. Le compteur n’est opérationnel (Incr_Val) que si
la montre est en marche (Etat_Montre=Marche) et si le réseau Montre est effective-
ment actif. Ce qui est le cas à chaque occurrence de Seconde (fig. 5.27).
Etat_Montre
1
Compteur_Modulo
mapfold<<3>>a
[60, 60, 24]
[false, false, false]
Marche
Etat_Montre
Secondes
Minutes
Heures
Demarrage
Arret
Heure
1
Afd
[false, false, false]
Modélisation d’une montre chronographeFIGURE 5.25 Temporisateur d’affichage (ébauche, § 5.11.16)
L’opérateur mapfold prend en entrée un certain nombre d’arguments, à savoir: les
composantes du vecteur Heure élaboré avec les constantes modulo usuelles ([60, 60,
24]), l’état des commandes éventuelles de mise à l’heure, soit [Secondes, Minutes,
Heures], si la montre est dans l’état arrêtée ou alors [false, false, false] si elle est
en marche et enfin, l’inhibition de la réinitialisation ([false, false, false]), laquelle
ne concerne que la fonctionnalité chronographe ([true, true, true], fig. 5.26 i).
5.9.4 Modélisation du chronographe
L’implémentation de la fonctionnalité chronographe (fig. 5.26) diffère sensiblement de
celle de la montre, essentiellement par l’adjonction d’un temporisateur (fig. 5.25). Ce
temporisateur sert à figer pendant un laps de temps suffisant la valeur courante (affi-
chée) du temps mesuré (dixièmes, secondes et minutes), faisant suite aux commandes
Inter (temps intermédiaire, TEMPO_INTER) ou Final (temps final, TEMPO_FINAL) avant
réinitialisation. La complexité relative du réseau de temporisation (fig. 5.25) découle
notamment du fait que la transition finale entraîne aussi l’arrêt du chronométrage.
Au flanc montant, la bascule SR du Temporisateur active la temporisation d’affichage
(S). Celle-ci cessera (R) au passage par 0 de la décrémentation (Decr). Le lecteur avisé
notera aussi que la presque simultanéité des commandes Inter et Final (à l’instant
près) les annule aussitôt. On pourrait imaginer que cette situation soit impossible de
par la nature de l’appareillage, c’est-à-dire par une contrainte d’environnement liée à
la disposition matérielle ou mécanique des boutons, empêchant par exemple la simul-
tanéité de ces commandes. Une autre solution serait de favoriser une des commandes
au détriment de l’autre (exercice, § 5.11.16).
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144FIGURE 5.26 Mode chronographe
5.9.5 Intégration de la montre et du chronographe
Une fois les fonctionnalités montre et chronomètre élaborées et validées séparé-
ment, il est possible de les intégrer sous la forme de deux opérateurs Scade paral-
lèles. Dans l’intégration proposée (fig. 5.27), ces opérateurs sont activés
conditionnellement avec mémorisation (sect. 4.5), sur la base du flot d’entrée Dixieme et
respectivement du flot local Seconde. Ce dernier étant produit de façon synchrone
à partir du flot d’entrée Dixieme.
Cette solution comporte cependant une contrainte, les événements associées aux
fonctionnalités de la montre doivent être présents (perçus) pendant son activation.
En d’autres termes, cela signifie qu’il faut appuyer suffisamment (1 dixième) sur les
commandes du chronographe et respectivement 1 seconde sur les boutons d’ajus-
tement de la montre. Ou alors, il faudrait mémoriser ces actions externes, voire de
procéder autrement (exercice, § 5.11.17).
Signalons enfin, que compte tenu de la nature des spécifications fournies, ce para-
digme de la montre chronographe (§ 5.9.1) s’apparente plutôt à une application de
type contrôle dominant (chap. 6). La solution basée sur des réseaux d’opérateurs syn-
chrone Scade montre en effet que la modélisation peut s’avérer complexe. 
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Fonctions d’ordre supérieurFIGURE 5.27 Montre chronographe (intégration)
Cela est confirmé notamment par la définition des opérateurs de temporisation et de
gestion d’états. Il est indubitablement plus aisé et plus efficace de modéliser plus rapi-
dement une solution en utilisant des SSM (Scade State Machines, sect. 6.15).
5.10 Fonctions d’ordre supérieur
Les itérateurs utilisés dans les exemples vus jusqu’ici, c’est-à-dire map, fold ou mapfold,
constituent des fonctions d’ordre supérieur. Ces opérateurs comportent également
des variantes pouvant être combinées au besoin:
• itérateurs avec accès à l’indice (i), où l’opérateur itéré prend en considération
l’indice d’itération;
• itérateurs partiels (w), où l’itération est restreinte aux items jusqu’à ce qu’une condi-
tion soit satisfaite (à l’instar d’une sortie contrôlée de boucle);
• itérateurs partiels avec accès à l’indice (wi), où les variantes précédentes sont
conjuguées.
La figure 5.28 décrit un opérateur de recherche dans un tableau mémorisant les
appels pendants (ascenseur), du prochain arrêt (Indice_Arret), si effectivement au
moins un appel est en attente (Trouve). L’itérateur étant dans cet exemple foldwi. 
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146FIGURE 5.28 Gestion des appels
L’ensemble de ces fonctions d’ordre supérieur, de même que les fonctions de réac-
tivation et d’activation, que ce soit sur une condition booléenne ou sur une hor-
loge (chap. 4), sont applicables à tout opérateur prédéfini ou défini par l’utilisateur.
Pour des compléments d’information, il convient de se reporter aux manuels de
référence du langage Scade 6 [Est 15a] [Est 15b].
5.11 Exercices
5.11.1 Le produit de convolution non récursif décrit par la figure 5.5 comporte des
opérateurs de mémorisation (pre) et d’initialisation (->) intercalés entre les
cellules. Modifier la définition des cellules afin de les y intégrer.
5.11.2 Traduire sous la forme équationnelle d’un nœud textuel l’opérateur Cel-
lule instancié dans le réseau d’opérateurs synchrones Scade définissant le
produit de convolution récursif (fig. 5.6).
5.11.3 Cet exercice est inspiré d’une activité d’introduction aux fondements de
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Exercicesl’informatique [Cor 15]. Il s’agit de considérer les deux configurations qui
suivent. Elles sont générées pseudo-aléatoirement et ne diffèrent l’une de
l’autre qu’au niveau d’un élément, choisi également pseudo-aléatoirement.
Élaborer un algorithme permettant de déterminer efficacement quel est cet
élément. A noter, la 8e colonne et la 8e ligne constituent le contrôlé de parité.
5.11.4 Comme énoncé, il n'y a pas de tableaux de type multidimensionnel en Scade
6, mais seulement des tableaux de tableaux. Quelle est la différence?
5.11.5 Adapter la modélisation de l’automate de reconnaissance (sect. 5.6, progr.
5.6) et ce de façon à utiliser l’opérateur pre au lieu de l’attribut last.
5.11.6 Les équations suivantes sont le résultat de la conversion textuelle de l’opéra-
teur Scade de génération de délais décrit dans la section 5.5 (fig. 5.10):
L1 = E;
B  = L2;
L2 = L7 @ L9;
L3 = B;
L4 = L5 ^ D;
L5 = false;
L6 = L3[0 .. (D - 1)];
S  = L10;
L7 = L1 ^ 1;
L8 = pre L6;
L9 = (L4) -> (L8);
L10 = L11[D];
L11 = B;
Élaborer une définition plus concise de ce même nœud Delai.
5.11.7 Modéliser avec un réseau d’opérateurs Scade et respectivement par des équa-
tions, un nœud permettant de créer un vecteur C de N composantes boo-
léennes à partir du ou exclusif (xor) de deux vecteurs d’entrée A et B (bit à bit)
de même dimension. Déterminer en même temps, par le biais du même
nœud, la parité (paire ou impaire) du vecteur C résultant.
5.11.8 Adapter les modèles Lustre et Scade du registre RDRL (sect. 5.4) de façon à
fournir un bit pseudo-aléatoire à la demande et non pas à chaque instant.147
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1485.11.9 Au lieu de combiner des bits du registre à décalage entre eux par une opé-
ration de type ou exclusif (xor), il est possible de les combiner (également
avec une opération de type ou exclusif) avec le bit de sortie du générateur,
comme indiqué par la figure 3.7. Cette méthode, connue sous le nom de
configuration de Galois [Sch 97], a notamment pour avantage de simplifier
l’algorithme écrit en C (progr. 3.8). Modéliser cette méthode, mais en utili-
sant pour représenter le registre (RDRL) une structure de type tableau.
5.11.10 Modéliser avec un réseau d’opérateurs synchrones Scade un automate per-
mettant de déterminer le nombre d’occurrences (non recouvrantes) d’une
séquence donnée de bits, extraite depuis une chaîne d’entrée quelconque
de bits. L’automate de reconnaissance est décrit par le graphe d’états et
transitions suivants:
La chaîne d’entrée peut être produite par un générateur pseudo-aléatoire
de type RDRL (registre à décalage à rétroaction linéaire, § 3.7.2 et sect.
5.4). Par exemple, si nous considérons la chaîne de bits d’entrée suivante:
10100100100110001001001100
La chaîne de bits recherchée 10010011 y est effectivement décelable à deux
reprises (occurrences):
10100100100110001001001100
5.11.11 Modéliser l’automate de reconnaissance des multiples de 3, décrit dans
l’exercice 3.8.10, mais en utilisant pour cela une structure de type tableau.
Exercices5.11.12 Reprendre le modèle de simulateur de toboggan de tri (sect. 4.9) et plus par-
ticulièrement le nœud Separateur_Boules. Proposer de nouvelles solutions
basées sur les structures de type tableau et les itérateurs.
5.11.13 Modifier l’exemple proposé dans le paragraphe 5.7.2, en relation avec l’opé-
rateur fold, en substituant notamment l’opérateur Max_ABC (fig. 5.14) par une
combinaison d’opérateurs Max à deux flots d’entrée.
5.11.14 Traduire en un réseau d’opérateurs Scade ainsi que sous forme équationnelle,
l’adaptation écrite en Ada qui suit, élaborée à partir de la version C du géné-
rateur pseudo-aléatoire de nombres entiers de Knuth [Sed 83]:
package Random is
   type Int32 is range -2_147_483_648..2_147_483_647;
   procedure Random_Init(Germe: Integer);
   function  Random_Int (Plage: Integer) return Integer;
end Random;
package body Random is
   type Int8 is range 0..255;
   M: constant := 100000000; M1: constant := 10000;
   B: constant := 31415821;
   C: constant := 55; C_1: constant := C-1; 
   D: constant := 23;
   A: array (Int8 range 0..C_1) of Integer; 
   J: Int8;
   function Mult(P,Q: Integer) return Integer is
      P1,P0,Q1,Q0: Integer;
   begin
      P1 := P / M1;
      P0 := P mod M1;
      Q1 := Q / M1;
      Q0 := Q mod M1;
      return (((P0*Q1+P1*Q0) mod M1)*M1+P0*Q0) mod M;
   end Mult;
   procedure Random_Init(Germe: Integer) is
   begin
      A(0) := Germe;
      J := 0;
      while  J<C_1 loop
         J := J+1;
         A(J) := (Mult(B,A(J-1))+1) mod M;
      end loop;
   end Random_Init;
   function Random_Int(Plage: Integer) return Integer is
   begin
      J := (J+1) mod C;
      A(J) := (A((J+D) mod C)+A((J+C_1) mod C)) mod M;
      return ((A(J) / M1)*Plage) / M1;
   end Random_Int;
begin
   Random_Init(23);  -- Par défaut, si néccessaire.
end Random;149
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1505.11.15 Élaborer d’autres modélisations de l’automate décrit par la figure 5.22,
permettant de gérer les modes opératoires de la montre et respectivement
du chronographe (§ 5.9.1).
5.11.16 Améliorer le temporisateur d’affichage du temps intermédiaire et final du
chronographe (fig. 5.25), notamment en favorisant la transition Final au
détriment de Inter en cas de simultanéité des deux événements. En
d’autres termes introduire une sorte de priorité.
5.11.17 Améliorer sensiblement le modèle montre chronographe (§ 5.9.5), en res-
pectant naturellement les exigences initiales (§ 5.9.1).
5.11.18 La fonction de vérification de la propriété d’exclusion mutuelle proposée
dans le paragraphe 5.8.3 (fig. 5.20) est basée sur la fonction d’ordre supé-
rieur fold. Mais, une solution plus efficace est naturellement possible
(sect. 5.10). Pour quelle raison et quelle fonction d’ordre supérieur faut-il
utiliser? Élaborer une nouvelle modélisation de cette fonction.
CHAPITRE 6 MACHINES À ÉTATS ET 
AUTOMATES6.1 Introduction
Si nombre d’applications exhibent des traitements appliqués à des flots de données,
celles-ci peuvent se composer d’opérations de contrôle dominant, que ce soit partielle-
ment ou globalement. L’aspect contrôle se manifeste lorsque le système réagit conti-
nuellement par des (ré-)actions discrètes à des événements ponctuels issus de son
environnement, tout comme lorsqu’il réagit en interne. En effet, il comporte usuelle-
ment des composants qui induisent aussi des interactions imbriquées et complexes.
Les interfaces homme-machine, les écrans de contrôle des cabines de pilotage (cockpit)
et leurs commandes associées, les automates distributeurs de billets, les appareillages
de monitorage médical, les applications du domaine automotive (automobile) ou la
signalisation ferroviaire constituent autant de domaines d’application connus compor-
tant une grande part de contrôle (chap. 1). Du comportement de ces systèmes découle
d’ailleurs le concept de système réactif (sect. 1.1) et de programmation réactive [Har 85].
Comme suggéré, la complexité des systèmes réactifs dérive de la nature généralement
étriquée des réactions conséquentes à des occurrences d’événements discrets. Or, la fiabilité
et la sûreté des systèmes réactifs est évidemment cruciale. La modélisation de sys-
tèmes réactifs à contrôle dominant s’avère donc être une activité ardue et non dépour-
vue de risques d’erreurs par les méthodes usuelles de programmation (sect. 1.3). Pour
faciliter la tâche de modélisation du comportement de ce genre de systèmes com-
plexes (§ 1.3.3), des formalismes appropriés ont été progressivement proposés.
Parmi les formalismes et langages basés sur l’approche synchrone, on relèvera par
exemple: les Statecharts [Har 87] [Har 96], les SyncCharts [And 96] et plus récemment
les Scade State Machines (SSM) [And 98][Col 05]. Il s’agit en majorité de formalismes
graphiques, basés sur des diagrammes de type états-transitions, particulièrement inté-
ressants pour leur expressivité dans le contexte du contrôle dominant. Les Scade State
Machines, qui découlent notamment des SyncCharts, constituent le sujet de ce chapitre.
Depuis leur intégration dans le langage Scade 6 elles autorisent une modélisation uni-
fiant flots de données et contrôle. Ce qui présente l’avantage de conserver la séman-
tique du modèle à flots de données synchrones [Col 05] [Ber 07]. Les propriétés
inhérentes à cette dernière sont donc parfaitement conservées. Les aspects SSM étant
effectivement traduits dans un flot de données ordonnancé (basic clocked data flow).151
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152FIGURE 6.1 Machine de Mealy
Par rapport aux automates à états finis déterministes (AFD), les SSM constituent
une extension notable. Ces automates intègrent en effet les concepts fondamen-
taux suivants: hiérarchie, parallélisme, communication par diffusion instantanée et préemption.
La préemption (sect. 6.4) correspond à l’action d’avortement d’état, bien connue
en Esterel et Quartz. Parmi ces concepts, notons l’importance du parallélisme
(concurrency), car il permet d’exprimer un comportement global comme étant la com-
position des comportements de processus distincts. La gestion de leur coordination et
de leurs interactions respectives nécessite des mécanismes de synchronisation et de
communication appropriés, concrétisés notamment par les signaux (sect. 6.9).
Ces concepts fondamentaux peuvent tout naturellement être mis en œuvre de
façon orthogonale. La puissance d’expression s’en trouve ainsi grandement augmen-
tée. Les modèles illustrés par figures 1.7 et 1.10 ont permis d’entrevoir intuitive-
ment la spécificité des machines à états et transitions (SSM). Nous allons donc
approfondir ces spécificités, propriétés et fonctionnalités, en définissant préalable-
ment (rappel) les machines de Moore et de Mealy, puis un premier exemple simple
constitué par le filtre de lissage (sect. 2.12). Des exemples de complexité croissante
seront ensuite décrits.
FIGURE 6.2 Machine de Moore
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Machines à états et automates6.2 Machines à états et automates
6.2.1 Machines et automates d’état
Les machines à nombre d’états fini ou automates à états fini [Per 95] peuvent être
représentées avec des graphes (diagrammes) d’états et des transitions, à l’instar des
exemples illustrés respectivement par les figures 6.1 (Mealy) et 6.2 (Moore). On dis-
tingue sur la machine ou automate de Mealy que les sorties sont associées aux transi-
tions. Tandis que sur celle de Moore les sorties sont associées aux états. Plus
précisément, les valeurs de sortie d’un automate de Mealy dépendent à la fois de l'état
courant et des entrées alors que les valeurs de sortie d’un automate de Moore ne
dépendent que de l'état courant. Ajoutons, qu’il existe pour chaque machine de
Mealy, une machine de Moore équivalente et réciproquement.
On note également, que les automates de Mealy comportent moins d’états que les
automates de Moore, ils sont plus concis [Pou 13]. Ces deux automates de reconnais-
sance de la chaîne 101 (fig. 6.1 et 6.2) peuvent être modélisés de façon similaire (exer-
cice, § 6.17.2) avec des SSM (Scade State Machines), que l’on peut définir comme des
machines d’état déterministes, synchrones, hiérarchiques et concurrentes.
6.2.2 Introduction aux machines d’état Scade 6
Considérons comme exemple introductif le filtre de lissage, dont la spécification infor-
melle a été fournie dans la section 2.12. Il permet de lisser une séquence d’entrée
constituée de 0 et de 1 [Aho 92]. Une première modélisation basée sur les SSM est
décrite par la figure 6.3. Les états sont représentés par des sortes de blobs (en référence
aux Statecharts). Tandis que les transitions entre états sont représentées par des arcs
orientés et étiquetés (trigger/actions), reliant un état d’origine à un état de destination.
FIGURE 6.3 Filtre de lissage (première modélisation)
<Filtre_De_Lissage>
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L’état de destination pouvant d’ailleurs être l’état d’origine, comme le montre la
transition d’Entree de la SSM de la figure 6.5, qui relie l’état C à lui-même.
Les transitions ne sont exécutées que si leur déclencheur (trigger) respectif est
valide (true). Lorsqu’une transition est exécutée, l’état d’origine est préempté
(quitté), l’activité dont il est le siège est stoppée, interrompue, et l’état de destina-
tion est entré. Ainsi formalisé, le système ne peut se trouver à un instant donné
que dans un seul état à la fois (état OU, exclusif) et une seule transition à la fois peut
être exécutée. A noter, en gras, la désignation de l’état initial, A en l’occurrence (fig.
6.3 et 6.4). A ce stade, cette modélisation n’est somme toute qu’une variante de
l’automate à états et transitions (AFD) de la figure 2.17. Elle représente une sorte de
machine de Moore. Les actions (définition de Sortie) étant réalisées dans les états.
Le flot de Sortie n’est défini à vrai (true) que dans les états C et D (fig. 6.3), préala-
blement désignés comme acceptants (fig. 2.17). Alors que par défaut (D), le flot de
Sortie vaut toujours false (Default false). Contrairement à la variante au compor-
tement équivalent, décrite par la figure 6.4, où le flot de Sortie est défini à false
dans l’état A et à true dans l’état C. Entre ces états, le flot de Sortie est défini (DL)
par défaut avec la dernière (last) valeur prise (mémorisée, Default last'Sortie).
FIGURE 6.5 Filtre de lissage (Mealy)
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Machines à états et automatesFIGURE 6.6 Filtre de lissage (Mealy, variante)
Il est possible de diminuer le nombre d’états de ce modèle de filtre de lissage, en le
modélisant sous la forme d’une machine de Mealy. La SSM de la figure 6.5 comporte
effectivement trois états au lieu de quatre. Pour cela, les états B et D de la solution de
Moore sont fusionnés. La variable de flot Sortie est définie à false par défaut, alors
que les définitions à true sont réalisées sous la forme d’actions instantanées effectuées
lors de l’exécution des transitions correspondantes. Des actions instantanées et
simultanées aux transitions peuvent effectivement être associées à ces dernières, en
respectant la syntaxe usuelle: déclencheur/action.
Ces actions ou réactions peuvent être constituées de définitions de flots ou d’émissions
de signaux de synchronisation (sect. 6.9), voire de leurs combinaisons. La figure 6.6
décrit une variante du modèle Filtre_De_Lissage, également modélisée sous la
forme d’une machine de Mealy. Certaines transitions y sont étiquetées par true en
lieu et place de not Entree. Ce genre de simplification à cependant un impact sur la
définition des priorités des transitions. En effet, pour assurer le déterminisme du com-
portement du modèle les transitions sont étiquetées par une priorité distincte.
Grâce à cette notion de priorité, si plusieurs transitions sont possibles simultanément,
ce qui peut être le cas avec cette modélisation, comme par exemple depuis l’état C de
la SSM décrite par la figure 6.6, c’est uniquement la transition de plus haute priorité
qui sera exécutée. C’est-à-dire celle qui est déclarée avec le poids le plus faible ( ).
Dans cet exemple il s’agit de la transition étiquetée Entree (à true), reliant l’état C à
lui-même ou encore de la transition allant de l’état BD à C, toujours si la valeur du flot
d’Entree vaut true. Par contre, si dans ces états: C ou BD, le flot d’Entree vaut false,
alors la transition correspondante et de moindre priorité, étiquetée true, sera effec-
tuée vers l’état de destination, soit respectivement: BD ou l’état initial A.
Dans le cas de la SSM de la figure 6.5 les priorités sont aussi spécifiées, car c’est obli-
gatoire. Mais elles n’ont pas d’importance, car il n’y a pas dans cette modélisation par-
ticulière d'ambiguïtés ou de non déterminisme Les transitions étiquetées Entree et
not Entree s’excluent mutuellement.
Rappelons encore que toute modélisation nécessite toujours de désigner quel est
l’état dans lequel se trouvera le système ou le modèle lors de l’initialisation ou bien l’état
initial par défaut lorsque l’on entre dans la SSM (sect. 6.3).
<Filtre_De_Lissage>
BD CA
1
Entree
1
Entree Sortie = true;
1
Entree Sortie = true;
2
true Sortie = true;
2
true
1
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156Dans ces premiers exemples il s’agit tout naturellement de l’état A. Ainsi spécifié en
gras et dûment étiqueté d’un logo, il constitue l’état initial. Il existe aussi un logo per-
mettant de désigner un état final (sect. 6.6). Par ailleurs, tout flot de sortie (output),
comme par exemple Sortie, doit toujours être défini, à moins qu’il ne le soit par
défaut. Ainsi, si le flot Sortie n’est pas explicitement défini à true sa valeur cou-
rante sera false (si telle est sa valeur définie par défaut). Ce qui allège les SSM.
6.2.3 Formalisation textuelle des automates 
à états et transitions
Une machine à états et transitions ou SSM (Scade State Machine) peut être exprimée
sous une forme graphique (§ 6.2.2) ou bien sous la forme textuelle d’un automate
(automaton) Scade 6. Elle peut être définie en lieu et place d’une équation et peut
être identifiée par un identificateur (nom). Chaque état est constitué d’un ensemble
d’équations exécutées lorsque cet état est actif, permettant ainsi de définir un ou
plusieurs flots de sortie qu’elle peut expliciter par le biais de sa déclaration de
retour (returns) ou bien implicitement en utilisant la notation .. (deux points).
Un nœud Scade 6 peut donc contenir la spécification d’un automate sous une forme
textuelle, de même que des définitions de flots de données peuvent être intégrés
dans les machines d’état:
let
   -– équations de définition de flots de données
   x = X0 -> f(y);
   automaton Machine_D_Etats
      -– définitions des états de la machine
      -– et définition par exemple
      -- des flots R et S
      state A
      -– ...
      state B
      -- ...
   returns R, S;
   -– autres équations ou 
   --autres machines d’état parallèles
tel
La priorité des transitions, qui garantit le déterminisme du modèle, est notamment
assurée par l’ordre d’énonciation des instructions (progr. 6.1 et § 6.3.3). Les transi-
tions sont inspectées dans l'ordre avec lequel elles sont déclarées dans le texte.
Une machine à états et transitions ou un automate Scade 6 peuvent ainsi être
considérés comme une machine modale [Mar 03]. Chaque état définissant un
mode où tout flot de données défini par la machine possède une définition spéci-
fique. Les règles permettant de déterminer quel mode est applicable sont définies
par le biais des transitions entre les états. L’unification des concepts (exemple, fig.
6.19) étant admise, tout en conservant les principes de base de l’approche à flots
de données synchrones [Col 05].
Machines à états et automatesPROGRAMME 6.1 Filtre de lissage (Moore, fig. 6.3)
node Filtre_De_Lissage_Moore(Entree: bool) 
                     returns(Sortie: bool default = false)
let
   automaton Filtre_De_Lissage
      initial state A
      unless -- définit une transition forte (faible, progr. 6.5)
         if Entree restart B;
      state B
      unless
         if not Entree restart A;
         if Entree restart C;
      state C
      unless
         if not Entree do restart D;
            Sortie = true;
      state D
      unless
         if Entree restart C;
         if not Entree do restart A;
            Sortie = true;
   returns Sortie;
tel
Les automates peuvent ainsi être composés en parallèle avec des équations ou avec
d’autres automates et peuvent être arbitrairement emboîtés (sect. 6.3, progr. 6.7).
PROGRAMME 6.2 Filtre de lissage (Mealy, fig. 6.5)
node Filtre_De_Lissage_Mealy(Entree: bool) 
                     returns(Sortie: bool default = false)
let
   automaton Filtre_De_Lissage
   initial state A
   unless
      if Entree restart BD;
   state BD
   unless
      if Entree do 
         Sortie = true; restart C;
      if not Entree restart A;
   state C
   unless
      if Entree do 
         Sortie = true; restart C;
      if not Entree do 
         Sortie = true; restart BD;
   returns Sortie;
tel157
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6.2.4 Automates de Moore et Mealy
Le programme 6.1 décrit une autre version du filtre de lissage (§ 6.2.2), mais repré-
sentée justement sous la forme d’un automate de Moore (§ 6.2.1). Nonobstant, son
comportement est naturellement équivalent à celui de la SSM de la figure 6.3. De
fait, toutes les versions présentées ont des comportements résultants équivalents.
On peut relever la différence de modélisation avec la version correspondante de
Mealy (progr. 6.2). La définition du flot de Sortie étant élaborée avant la réinitiali-
sation ou redémarrage (restart) de l’état argument et non dans l’état.
D’autres modélisations équivalentes du filtre de lissage, mais dans le pur style à flots
de données ont été décrites dans la section 2.12, dont une version concise (progr.
2.11). A titre d’exemple complémentaire, la figure 6.7 décrit une implémentation à
flots de donnée basée sur un réseau d’opérateurs synchrones Scade. On imagine
cependant aisément que, selon la nature du système et de ses spécifications ou si la
complexité augmente sensiblement, la modélisation dans le style équationnel à
flots de données ou réseau d’opérateurs peut s’avérer plus ardue qu’avec un auto-
mate ou une SSM. Il n’en reste pas moins, que le concepteur dispose à sa guise de
plusieurs paradigmes. A lui de choisir le plus approprié ou le plus expressif.
6.3 Hiérarchie
6.3.1 Présentation
La première extension par rapport aux automates à états finis usuels est la hié-
rarchie. Elle constitue à la fois un outil d’abstraction et de raffinement. Elle permet
de structurer des états en sous-états (raffinement) et inversement de regrouper des
sous-états ou des états basiques en des macro-états (abstraction). Ainsi faisant, le
concepteur peut se déplacer en quelque sorte de niveau en niveau, en ignorant à
chaque fois des détails de niveau sous-jacent. La hiérarchie permet notamment de
factoriser les transitions, en diminuant leur nombre de façon drastique, réduisant
ainsi la complexité du graphe ou de l’automate.
Entree
Sortie
1
f alse
PRE
1
1
1
PRE
2
1
true
2
HiérarchieFIGURE 6.8 Compteur de pressions (ébauche basée sur des préemptions fortes)
A l’instar des priorités associées à des transitions, la hiérarchie permet également de
préciser des priorités et ce par niveau d’abstraction distinct (statechart fig. 1.6, SSM fig. 6.8)
et de prendre ainsi en considération des classes d’événements prioritaires (§ 6.3.2).
Couplée avec le parallélisme (sect. 6.8) et les préemptions (sect. 6.4) elle constitue un
outil de modélisation à la fois expressif et puissant.
6.3.2 Premier exemple
Considérons une première ébauche de modélisation impliquant le concept de hiérarchie.
Le comportement que décrit le modèle qui suit est très simple. Il consiste à détermi-
ner le nombre de fois qu’un bouton est pressé en moins de 10 secondes.
Selon une première modélisation (ébauche, fig. 6.8), les pressions sont mémorisées
localement (Macro_Etat). A la première occurrence de Bouton (pressé) le système
passe de l’état initial d’Attente (par défaut), qui est ainsi préempté, à l’état Actif.
Puis, à chaque fois que le Bouton est pressé, la valeur du flot local Pressions est incré-
mentée. Au bout de 10 secondes (10 times Sec) et ce quel que soit le sous-état cou-
rant (Attente ou Actif) dans lequel se trouve le système, la transition associée est
exécutée, préemptant ainsi le sous-état courant et le Macro_Etat. Le nombre de Pres-
sions effectuées durant ce laps de temps définit alors la variable de flot de sortie
Pressions_Mesurees (définie par défaut à 0). Suite à cette transition, le système est
ramené instantanément dans le même Macro_Etat et plus précisément, dans le sous-
état initial d’Attente. Un nouveau comptage peut alors débuter.
<Hierarchie_D_Etats>
Macro_Etat
<Etats_OU>
Actif
Attente 1
Bouton Pressions = 1;
1
Bouton Pressions =  last 'Pressions + 1;
2
10 times Sec Pressions_Mesurees = Pressions;
1
RaZ159
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automaton Hierarchie_D_Etats
   initial state Macro_Etat
   unless
      if RaZ do restart Macro_Etat;
      if 10 times Sec do 
         Pressions_Mesurees = last 'Pressions;
         restart Macro_Etat;
   let
      automaton Etats_OU
         initial state Attente
         unless
            if Bouton do 
               Pressions = 1;
               restart Actif;
         state Actif
         unless
            if Bouton do 
               Pressions = last 'Pressions + 1;
               restart Actif;
      returns .. ;
   tel
returns .. ;
Le système est aussi réinitialisé si la variable de flot RaZ passe à true. L’état initial
d’Attente est réentré. En cas de simultanéité, la transition étiquetées RaZ est priori-
taire. Les chronogrammes de la figure 6.9 décrivent deux scénarios de simulation
interactive graphique (fig. 6.8 et 6.10). Notons que les flots d’entrée Bouton et Sec
sont continuellement à true alors que RaZ est à false, y compris à l’instant initial. Une
amélioration comportementale est décrite dans le paragraphe 6.4.4 (fig. 6.16).
FIGURE 6.9 Chronogrammes de simulation du compteur de pressions (fig. 6.8 et 
6.10)
Pressions_Mesurees (fig. 6.8)
Pressions
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Pressions_Mesurees (fig. 6.6) 1 1
HiérarchieFIGURE 6.10 Extrait de simulation interactive graphique
6.3.3 Compléments sémantiques
L’analyse de cette ébauche de modélisation d’un compteur de pressions (fig. 6.8) et des
chronogrammes de simulation (fig. 6.9) induit diverses considérations.
• Les transitions sont toutes explicitement spécifiées avec des priorités. Mais, comme
évoqué préalablement, le niveau d’abstraction (hiérarchie) constitue aussi une
forme d’expression de la priorité. En d’autres termes, la transition déclenchée par
RaZ est prioritaire sur toutes les autres. D’une part sur les transitions de niveau
inférieur (Bouton) et d’autre part, sur celle de même niveau (étiquetée 10 times
Sec). Car, la transition RaZ est de priorité plus élevée (1).
• Dans la version automate de ce même modèle (progr. 6.3), les priorités sont
concrétisées par le biais de l’ordre d’évaluation des instructions ainsi que par
l’emboîtement des automates (automaton).
• Lorsqu’un état comportant une transition de préemption est réentré (Macro_Etat), la
transition redevient à nouveau potentiellement exécutable. Si elle comporte un
compteur associé (times), implémentant une sorte de minuterie (timeout), pro-
grammée par exemple avec l’expression 10 times Sec, le compteur d’occurrences
de Sec à true est alors réinitialisé. Il en est de même, si l’état est réentré suite à
l’exécution d’une autre transition, telle que celle de réinitialisation (RaZ).
<Hierarchie_D_Etats>
RaZ Pressions_Mesurees = 0;
1
<Etats_OU>
Macro_Etat
Attente
2
10 times Sec Pressions_Mesurees =  last 'Pressions;
Bouton Pressions =  last 'Pressions + 1;
Actif
1
1
Bouton Pressions = 1;161
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last, § 4.7.2 et sect. 6.11) permet d’obtenir la dernière valeur d’un flot et d’évi-
ter notamment tout problème de causalité inhérent à l’approche synchrone. On ne
peut en effet pas définir une variable directement à partir d’elle même et ce au
cours du même instant. Dans l’approche synchrone l’équation suivante: Pres-
sions = Pressions+1, est naturellement incorrecte.
• La variable partagée Pressions_Mesurees doit être définie dans chaque état
accessible et notamment au premier cycle. Elle est donc déclarée par défaut à 0.
Si elle était déclarée uniquement avec last, elle conserverait sa dernière valeur
prise. 
• Ce qui est le cas par contre de la variable locale de flot Pressions. Elle n’est pas
déclarée par défaut à 0. Car, si cela était le cas, en situation de non pression du
Bouton, la variable de flot Pressions serait aussitôt définie avec la valeur par
défaut (0). Elle est donc déclarée avec la dernière valeur prise (last).
6.3.4 Transitions simultanées
Concernant l’action associée à la transition d’échéance du délai de 10 secondes (fig.
6.10), à savoir: Pressions_Mesurees = last 'Pressions, l’attribut last s’impose.
Sans cette définition (ce qui est le cas de l’ébauche de modélisation, fig. 6.8), en cas
d’occurrence de l’événement de fin d’échéance (10 times Sec) simultanément à
celui de pression du Bouton (true), le flot de sortie Pressions_Mesurees prendrait
la valeur 1 (fig. 6.9). Ce comportement de simultanéité est visible sur la figure 6.10,
où les deux transitions indiquées sont simultanées. Cette problématique liée à la
transition initiale (de l’état d’Attente à l’état Actif) est plus amplement décrite dans
la section 6.5.
6.3.5 Définitions multiples
Le lecteur attentif aura probablement relevé dans la modélisation du compteur de
pressions (fig. 6.8 ou bien 6.10), une définition multiple de la variable locale de flot
Pressions. Il ne s’agit toutefois pas d’une atteinte au principe de définition inhérent
au langage Scade 6 (sect. 2.5), lequel interdit les définitions multiples de flots. Bien
au contraire, il convient d’interpréter ces définitions autrement, comme si elle
étaient regroupées dans une définition de la forme suivante (pseudo-code):
Pressions = if Bouton and Macro_Etat.Actif then
               last ’Pressions+1
            else
               if Bouton and Macro_Etat.Attente then 1 
               else 0;
Ainsi, à chaque instant la variable locale de flot Pressions est effectivement définie
de façon unique. Et, si elle ne l’est pas explicitement, elle est définie par une valeur
ou bien par une expression par défaut.
HiérarchieFIGURE 6.11 Essai erroné de simplification
L’association de l’action de définition Pressions_Mesurees = 0 à la transition de réini-
tialisation RaZ est également correcte, comme spécifié sur l’extrait de simulation de la
figure 6.10. Par contre, il n’est pas possible d’ajouter une action de définition, en paral-
lèle, associée à une transition de niveau distinct, comme par exemple Pressions = 0
associée à la transition RaZ ou à la transition étiquetée par le déclencheur 10 times
Sec. Car la variable de flot Pressions est déjà définie au niveau inférieur, par l’action
associée à toute occurrence de Bouton (true). En effet, il s’agit là de situations poten-
tielles de définition multiple, car il se pourrait que les événements, ici associés aux boo-
léens (représentés par) Bouton et Sec puissent s’avérer simultanés. Étant donné que le
macro-état est réentré, les deux transitions/actions seraient dès lors possibles (complé-
ments, sect. 6.5). Un tel modèle serait alors justement rejeté après analyse avec l’outil
SCADE (Check: Flow Pressions is defined more than once).
6.3.6 Simplification erronée du modèle
L’analyse du comportement du modèle illustré par la figure 6.8 ou par la figure 6.10
suggère tout naturellement l’idée d’une simplification. Une tentative louable est illus-
trée par la SSM de la figure 6.11. Cette simplification s’avère cependant erronée. Plu-
sieurs différences comportementales entre les modélisations le démontrent.
Différences que l’on peut aisément exhiber. En effet (fig. 6.11), lors d’occurrences
simultanées de préemptions prioritaires dues à la réinitialisation (RaZ) ou à l’échéance
de délais, que le Bouton soit appuyé ou pas, la variable de flot locale Pressions n’est
tout simplement pas redéfinie à 0 lors de chaque transition prioritaire (problématique
de la transition initiale, sect. 6.5). Si on déclare la variable de flot Pressions par défaut
à 0, alors elle sera réinitialisée à chaque fois que le Bouton n’est pas pressé (false). Ou
encore, si on la réinitialise suite à une transition prioritaire, on retrouve alors le pro-
blème de la définition multiple préalablement évoqué (exercice, § 6.17.15).
<Hierarchie_D_Etats>
Macro_Etat
<Etat_Basique>
Actif
1
Bouton Pressions =  last 'Pressions + 1;
2
10 times Sec Pressions_Mesurees =  last 'Pressions;
1
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1646.4 Préemptions ou transitions
6.4.1 Préemption versus avortement
Dans les exemples précédents nous avons utilisé à la fois les termes de transition et
de préemption. Il s’agit en fait de la même chose. Une transition correspond à
l’action de préemption du contrôle de flots d’un état. Elle est provoquée par un
déclencheur (trigger) constitué par un événement (signal), une condition ou une
combinaison de ceux-ci. La préemption ou transition fait passer le système d’un
état courant (origine) vers un nouvel état (destination), à l’instar de l’action d’avorte-
ment en Esterel ou en Quartz [Sch 09]. Mais, le terme d’avortement est rude, il sug-
gère l’échec ou l’avortement de tâches Ada (abort), raison pour laquelle celui de
préemption lui est préféré.
Historiquement, le terme de préemption s’adresse plutôt aux processus ou threads
(approche asynchrone) subissant une transition à leur insu. Qu’il s’agisse d’un sys-
tème d’exploitation ou d’un exécutif temps réel (real-time kernel), suite à une pré-
emption due à une interruption prioritaire, ayant par exemple pour origine
l’échéance du quantum de temps (time slice), une interruption matérielle ou
l’échéance d’un délai (delay) prioritaires, le processus actif peut être (re-)placé en
attente dans un état éligible, pour être réactivé plus tard. Son état courant, ses
variables locales, en d’autres termes son contexte d’exécution, sont sauvés pour être
restaurés par la suite. Ce qui n’est a priori pas le cas lors d’une transition de pré-
emption usuelle (forte ou faible) relative à un automate ou une SSM Scade 6. A
moins de lui associer un connecteur historique de profondeur (sect. 6.10). Ce qui per-
met de retrouver ou replacer (resume) le (sous-)système dans l’état où il se trouvait
au moment de la préemption.
Une des principales caractéristiques des automates et des SSM décrits jusqu’ici est
qu’ils exhibent tous des transitions ou préemptions fortes (§ 6.4.2). Mais il existe
d’autres genres de transitions, dont les préemptions faibles (§ 6.4.3) ainsi que les
transitions de synchronisation (sect. 6.6). Graphiquement, les transitions ou préemp-
tions se distinguent. Les transitions fortes comportent un petit rond (rouge) à l’origine
de l’arc orienté (flèche) représentant la transition (fig. 6.12). Au contraire, les transi-
tions faibles sont caractérisées par un petit rond (bleu) placé au bout de l’arc, c’est-à-
dire au point d’arrivée de la flèche (fig. 6.13). Alors que les transitions de synchroni-
sation sont représentées par un arc orienté, avec à son origine un petit triangle (vert)
et à son extrémité un petit rond (bleu). Du point de vue sémantique, les différences
sont importantes.
6.4.2 Préemption forte
Considérons la SSM de la figure 6.12 et sa traduction textuelle (extrait, progr. 6.4).
Préemptions ou transitionsFIGURE 6.12 Simulation d’une transition forte
Cette SSM comporte une préemption forte (transition forte). Si le Declencheur est valide
(true) au premier instant, la transition est immédiatement exécutée sans que la défi-
nition à true du flot de Sortie ait pu avoir lieu. Il en résulte que le flot de sortie Sor-
tie prendra la valeur false à l’instant initial (par défaut), puis false à l’instant
suivant. En résumé, une transition forte préempte immédiatement (durant le cycle où
elle est exécutée) tout état d’origine, empêchant ainsi que des actions définies dans
son corps ne puissent encore être réalisées. Mais elle autorise immédiatement celles
de l’état de destination, comme illustré sur l’exemple de la figure 6.12.
6.4.3 Préemption faible
Le modèle de SSM de la figure 6.13 décrit une préemption faible (transition faible).
PROGRAMME 6.4 Transition forte (conversion textuelle automatique, fig. 6.12)
automaton Exemple_Fictif_Transition_Forte
   initial state Origine
   unless  -- définit une transition forte
      if Declencheur do 
         Action = true;
         restart Destination;
   var
      L1: bool;
   let
      Sortie = L1;
      L1 = true;
   tel
   state Destination
   var
      L2: bool;
   let
      Sortie = L2;
      L2 = false;
   tel
returns .. ;
<Exemple_Fictif _Transition_Forte>
Declencheur Action = true;
Origine Destination
1
true
n/a Sortie f alse
f alse Sortie165
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Si le Declencheur est à true au premier instant, cette transition faible est bien exé-
cutée, mais en autorisant au passage la réalisation des actions instantanées définies
dans le corps de l’état d’origine (autre exemple, fig. 6.26). La définition à true du
flot de Sortie peut ainsi être effectuée. Il en résulte que le flot de sortie Sortie
prendra la valeur true à l’instant initial, puis false à l’instant suivant.
L’état de destination n’est donc pas activé dans le cycle courant. Il ne le sera qu’à
l’instant suivant. Ce qui se comprend aisément. On évite ainsi une double défini-
tion du flot de Sortie. Ce genre de transition est également désignée comme faible
et différée (weak delayed) d’un cycle. A noter aussi, sur ces SSM de simulation, l’indi-
cation n/a (not available), indiquant que les valeurs des variables de flots observables
ne sont pas disponibles durant un cycle donné.
PROGRAMME 6.5 Transition faible (conversion textuelle automatique, fig. 6.13)
automaton Exemple_Fictif_Transition_Faible
   initial state Origine
   var
      L1: bool;
   let
      Sortie = L1;
      L1 = true;
   tel
   until  -- définit une transition faible
      if Declencheur do 
         Action = true;
         restart Destination;
   state Destination
   var
      L2: bool;
   let
      Sortie = L2;
      L2 = false;
   tel
returns .. ;
<Exemple_Fictif _Transition_Faible>
Declencheur Action = true;
Origine Destination
1
true
true
Sortie f alse
n/a Sortie
Préemptions ou transitionsFIGURE 6.14 Compteur de pression d’un bouton (transitions fortes)
FIGURE 6.15 Compteur de pression d’un bouton (transitions fortes et faible)
<Hierarchie_D_Etats>
Macro_Etat
<Etats_OU>
Actif
Attente 1
Bouton Pressions = 1;
1
Bouton Pressions =  last 'Pressions + 1;
2
10 times Sec Pressions_Mesurees = Pressions;
1
RaZ
<Hierarchie_D_Etats>
Macro_Etat
<Etats_OU>
Actif
Attente 1
Bouton Pressions = 1;
1
Bouton Pressions =  last 'Pressions + 1;
2
10 times Sec Pressions_Mesurees = Pressions;
1
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168FIGURE 6.16 Chronogrammes de simulation
6.4.4 Application à l’exemple du compteur de pressions
Les chronogrammes de simulation de la figure 6.9 décrivent des comportement
possibles de compteurs de pressions sur un Bouton (fig. 6.8 et 6.10). Les SSM de la
figure 6.14 et respectivement de la figure 6.15, sont dérivées de ces modèles afin de
décrire une démarche permettant d’obtenir un comportement spécifique attendu.
Plus particulièrement, celui décrit par le chronogramme de simulation de la figure
6.16, correspondant au comportement induit par la transition faible (fig. 6.15). Grâce
à l’utilisation de ce type de transition, pour des flots d’entrée Bouton et Sec tou-
jours à true, on génère un flot de sortie Pressions_Mesurees défini avec la valeur
10 à intervalles réguliers de 10 pas (Sec). En résumé, la préemption ou transition
faible permet l’expression d’un dernier traitement instantané. La richesse d’expres-
sion des transitions fortes et faibles permet de définir avec rigueur un comporte-
ment attendu et notamment en présence de situations particulières de simultanéité.
Pressions_Mesurees
Pressions
1
9
1 1
10
11
1 2 5 10 15 19 20 219 11
Transition forte
0
Pressions_Mesurees
Pressions
1
10
1 1
10
1010
1 2 5 10 15 19 20 219 11
Transition faible
0
Transition initiale6.4.5 Compléments sémantiques et rappels
Afin de préserver l’unicité de la définition d’un flot durant un cycle, toute machine
d’état (non parallèle) comporte un seul état actif par cycle. Un état peut avoir plu-
sieurs transitions de type fort ou faible. Mais une seule transition à la fois peut être
exécutée. Si plusieurs transitions sont exécutables, alors la transition de plus haute
priorité est exécutée. A cette fin, les priorités sont déclarées en respectant un ordre
total. Les transitions fortes ayant naturellement des priorités plus élevées que les tran-
sitions faibles.
Les transitions fortes (unless) autorisent l’activation de l’état (origine) seulement si le
déclencheur de la préemption n’est pas valide (false). Autrement dit, la transition
forte peut changer d’état actif avant même que des calculs définis dans l’état d’origine
aient eu lieu. Il n’est donc pas possible de spécifier des déclencheurs de transitions
fortes dépendant de traitements définis dans l’état préempté. Il en découlerait un
problème de causalité. Le déclencheur de la transition ne doit pas dépendre d’une
valeur définie par une action que la préemption empêcherait (interromprait avant
même qu’elle ne débute). Dans l’exemple de la figure 6.12, si Declencheur était rem-
placé par Sortie on aurait effectivement une telle erreur. Par ailleurs, la variable de
flot Sortie ne peut pas valoir true et false en même temps.
Au contraire, avec les transitions faibles (until), l’état actif (origine) n’est préempté
qu’à la fin du cycle courant et si le déclencheur est valide. Il est donc possible que les
déclencheurs dépendent d’informations ou de valeurs définies dans l’état source de la
transition. L’erreur de causalité peut ainsi être évité. De la combinaison de transitions
fortes et faibles il résulte qu’un état entré par une transition faible et quitté par une
transition forte ne soit pas activé (Temporisation, fig. 6.18).
Tout état d’un automate ou SSM définit une portée de visibilité. Il est ainsi possible de
spécifier des variables locales à un état, à l’instar des variables locales de nœuds. Tex-
tuellement, elles doivent être déclarées après le bloc de transitions fortes (unless) et
avant le bloc d’équations. Elles peuvent donc être définies et utilisées dans les équa-
tions d’état et dans l’expression de déclencheurs de transitions faibles, mais évidem-
ment pas dans des déclencheurs de transitions fortes (causalité).
Précisons enfin, qu’une préemption spécifiée avec le mot clef resume (progr. 6.8, H*
fig. 6.23) signifie que l’état de destination retrouve (recouvre) son état interne, s’il en
possède un. Tandis qu’une préemption spécifiée avec le mot clef restart indique que
le contenu de l’état de destination (expressions de flots de données et machine d’état)
est réinitialisé (reset) [Est 15a].
6.5 Transition initiale
Contrairement aux Statecharts ou aux SyncCharts, l’intégration des machines d’état
SSM (Scade State Machines) dans le langage Scade 6 n’a pas été accompagnée d’un
connecteur initial (pseudo-état) ni de transitions initiales explicites.169
Machines à états et automates
170FIGURE 6.17 Transition initiale
Néanmoins, il faut pouvoir désigner l’état initial par défaut. Ce qui est fait graphi-
quement en trait gras (figure 6.14 et 6.15) ou explicitement dans le code d’un auto-
mate (initial state, progr. 6.6). Il faut aussi relever que si une transition forte le
désigne comme état origine, alors la transition sera immédiatement exécutée à l’ins-
tant initial si son déclencheur (trigger) s’avère effectivement valide (true, s’il s’agit
d’un flot booléen), à cet instant précis. Comme le montre la SSM de simulation
interactive graphique (fig. 6.17). Cette transition dite initiale peut aussi être simulta-
née à une transition réentrante de plus haut niveau (RaZ). Cette dernière provoquant
immédiatement (dans le même instant/au cours du même pas) la transition initiale.
6.6 Transition de synchronisation
Il existe un autre genre de transitions distinctes des transitions fortes ou faibles, il
s’agit des transitions de synchronisation. Par exemple, si un macro-état n’évolue plus, si
le système arrive dans un état final ou si toutes les composantes parallèles d’un sys-
tème ou macro-état parallèle (états ET) se retrouvent dans un état final (fig. 6.18),
alors une transition de synchronisation vers un autre état, si ce n’est lui-même, est exé-
cutée. Dans le cas de constituants parallèles (fig. 6.18 et sect. 6.8), la transition agit
comme une barrière de synchronisation. Par analogie avec les SyncCharts, on peut la
désigner aussi comme une transition de terminaison. Elle ne comporte effectivement
pas de déclencheur (trigger), mais une action instantanée peut lui être associée.
<Hierarchie_D_Etats>
Macro_Etat
Attente
Actif
<Etats_OU>
1
1
Bouton Pressions = 1;
Bouton Pressions =  last 'Pressions + 1;
10 times Sec Pressions_Mesurees = Pressions;
2
1
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Unification des formalismesFIGURE 6.18 Modèle hiérarchique et parallèle
Graphiquement (fig. 6.18) ou textuellement (progr. 6.7), le(s) (sous-)état(s) doi(ven)t
être marqué(s) comme finalisé(s). Quant à la transition elle-même, elle est représentée
par un arc orienté avec à son origine un petit triangle (vert) et à son extrémité un petit
rond (bleu). Elle est donc aussi de type faible. En effet, elle peut être remplacée par une
transition de ce type. Il suffit d’ajouter des flots ou des signaux locaux (sect. 6.9) pour
tester la terminaison et déclencher la transition faible (exercice, § 6.17.7). Raison pour
laquelle elle ne peut pas être remplacée par une transition de type fort et que sa prio-
rité est également moindre. Nonobstant, il est préférable d’utiliser une transition de
synchronisation, car plus expressive et comportant moins de risques d’erreur de spé-
cification. La figure 6.18 décrit une transition de synchronisation, amenant le système
de l’état Etats_ET, plus précisément des sous-états parallèles et finaux Synchro à l’état
de Temporisation.
6.7 Unification des formalismes
La SSM en simulation de la figure 6.19 décrit un exemple concrétisant l’unification
inhérente au langage Scade 6 (SSM et réseau d’opérateurs synchrones). Tant que le
système est dans le Macro_Etat, le réseau Scade qui y est défini est exécuté (actif).
<Antiv ol>
Temporisation
Etats_ET
<Clef >
Sy nchro
Att_Clef
<Radio>
Sy nchro
Att_Radio
1
Radio
1
Clef
2
.. Lampe = true;
1
Demi_Minute Alarme = true;
1
true171
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Le comportement résultant correspond à celui du compteur de pressions sur un
bouton effectuées en un temps donné (10 times Sec), défini avec une transition de
type faible (fig. 6.15 et 6.17, ainsi que § 6.4.4). Quant au programme 6.6, il décrit un
exemple d’unification combinant en quelque sorte le formalisme d’automates
(automaton) avec des équations de flots de données. Il correspond également au
comportement de la SSM de la figure 6.19. A noter aussi, la présence de paren-
thèses, autrement la signification ou le comportement du système serait tout autre.
PROGRAMME 6.6 Automate (fig. 6.19)
automaton Mixite
   initial state Macro_Etat
   unless
      if RaZ
         restart Macro_Etat;
   let
      Pressions = (if Bouton then 1 else 0) -> 
                      (if Bouton then 1 else 0)+last 'Pressions;
   tel
   until
      if 10 times Sec do 
         Pressions_Mesurees = Pressions;
         restart Macro_Etat;
returns .. ;
<Mixite>
Macro_Etat
RaZ
1
2
10 times Sec Pressions_Mesurees = Pressions;
Bouton
true
1
0
2
1
1
1 101
1
1
1
0
0
 last 'Pressions
9
10
Pressions
Parallélisme6.8 Parallélisme
6.8.1 Introduction
La modélisation d’un système caractérisé notamment par du contrôle dominant à
l’aide d’un formalisme de type états-transitions, à l’instar d’une machine de Mealy ou
de Moore, voire d’un formalisme augmenté par la propriété de hiérarchie, débouche
immanquablement sur une description comportementale de complexité rapidement
non maîtrisable. Or, il reste fondamental de limiter à la fois le nombre de transitions
ainsi que celui des états. La hiérarchie seule n’est donc pas suffisante.
Le concept fondamental de parallélisme logique s’impose assez rapidement. Car il per-
met de réduire drastiquement non seulement le nombre des transitions mais surtout
celui des états du modèle. Le parallélisme est par ailleurs bien connu, notamment en
programmation parallèle et en programmation concurrente (asynchrone), mais aussi
dans le domaine de la conception des circuits numériques (HDL, concurrency). Il pos-
sède deux propriétés majeures.
• Le parallélisme intrinsèque à l’environnement du système peut en effet être capturé
et donner lieu à une décomposition du système en sous-systèmes ou composants au
comportement parallèle ou concurrent aussi autonomes que possible. Il permet
donc de capturer aisément l’asynchronisme des événements inhérents à cet environ-
nement.
• La seconde propriété est celle d’indépendance [Har 88a], laquelle permet d’éviter
que l’état d’un composant ne soit modifié par ce qui pourrait se passer dans un
état concurrent (orthogonal). Bien que les composants puissent néanmoins com-
muniquer ou interagir entre eux, notamment par le biais de signaux (par exemple),
et qu’ils puissent aussi s’influencer mutuellement (sect. 6.9). Ce qui peut induire
des changements simultanés ou synchronisés, d’états respectifs des composants
(parallèles) du système.
6.8.2 Exemple
A titre d’exemple, considérons un modèle fictif d’antivol, décrit par la figure 6.18 et le
programme 6.7, semblable (exercice, § 6.17.6) à l’exemple classique ABRO [Ber 00]. On
peut y relever qu’un macro-état tel que Etats_ET peut être constitué de (sous-)états
placés (graphiquement) en parallèle, à savoir les (sous-)états Radio et Clef.
Par rapport à un macro-état de type OU, où justement le système ne peut se trouver
(être actif) que dans un seul de ses sous-états à la fois, un système parallèle peut se
trouver simultanément dans plusieurs (sous-)états parallèles (concurrents). Cela signi-
fie que le système Antivol pourra se trouver simultanément dans un des sous- états
de l’état Radio et, en même temps, dans un des sous-états de l’état Clef. On désignera
donc par état ET un (macro-)état constitué de (sous-)états parallèles.173
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automaton Antivol
   initial state Etats_ET
   unless
      if Demi_Minute do 
         Alarme = true; restart Temporisation;
   let
      automaton Radio
         initial state Att_Radio
         unless
            if Radio restart Synchro;
         final state Synchro
      returns .. ;
      automaton Clef
         initial state Att_Clef
         unless
            if Clef restart Synchro;
         final state Synchro
      returns .. ;
   tel
   until
   synchro
      do Lampe = true;
         restart Temporisation;
   state Temporisation
   unless
      if true
         restart Etats_ET;
returns .. ;
Cette forme de décomposition constitue la propriété d’orthogonalité. Selon la modé-
lisation de cet antivol, le système peut donc se trouver, par exemple, dans l’état
Att_Radio et simultanément dans l’état Synchro, déclaré dans l’état Clef. Inverse-
ment, le système peut se trouver dans l’état Att_Clef et simultanément dans l’état
Synchro, défini dans Radio. En énumérant les cas possibles on arrive à 4 situations.
Pour résumer le bienfait de cette propriété, il suffit de savoir qu’un état (ou macro-
état) de type ET peut être converti en un état OU au comportement strictement
équivalent. Mais, ce macro-état OU devrait contenir un nombre d’états distincts
suffisant pour représenter toutes les états possibles du système modélisé.
Ce nombre d’états potentiels pourrait égaler le produit cartésien du nombre des
sous-états constitutifs des composants parallèles d’un état ET. Pour chiffrer un
exemple, si nous considérons un système constitué de 3 macro-états ET, compor-
tant respectivement 20, 12 et enfin 10, sous-états chacun, la modélisation, équiva-
lente du point de vue comportemental, en (sous-)états OU (à l’instar d’une
machine de Mealy) pourrait nécessiter jusqu’à 3600 états distincts. On imagine
bien l’impact sur sa représentation, sous quelle forme d’ailleurs et conséquem-
ment, sur la maîtrise de sa complexité.
Synchronisation par signauxFIGURE 6.20 Synchronisation
Comme suggéré par cette modélisation d’antivol simple, le parallélisme permet égale-
ment de définir un ordre partiel d’exécution. Ainsi, si l’on considère Radio et Clef
comme des sortes d’événements (ou signaux, représentés par des flots booléens), la
modélisation parallèle autorise divers comportements et ce sans devoir les énumérer
explicitement. Ainsi, la transition Radio peut précéder Clef et inversement ou bien,
les deux événements peuvent se produire simultanément. Mais, c’est uniquement
lorsque les deux états finaux Synchro (représentés graphiquement avec un double
trait) sont atteints que la transition de synchronisation (terminaison) est exécutée et qu’un
ordre prend place dans l’exécution, afin de ramener le système dans l’état de Tempo-
risation d’abord, puis à nouveau dans l’état initial Etats_ET, plus précisément dans
Att_Radio et respectivement Att_Clef.
La transition de synchronisation s’accompagne d’une action qui consiste à allumer
une Lampe (true). Mais, le macro-état Etats_ET peut aussi être préempté si la radio et
la clef n’ont pu être activés dans un délai d’une demi-minute (fig. 6.18). Quant à la
temporisation, elle ne dure qu’un instant de l’horloge de base. Il est à noter que l’état
de Temporisation n’est pas activé (§ 6.4.5) suite à la transition de synchronisation
(faible) et ce à cause de la transition sortante (true) de type fort.
6.9 Synchronisation par signaux
Les signaux constituent de facto le mécanisme privilégié pour la synchronisation et la
communication locale entre automates ou SSM. Toutefois, par rapport au forma-
lisme des SyncCharts et au langage synchrone impératif Esterel, l’approche Scade 6 ne
prévoit qu’un ensemble de signaux réduit aux seuls signaux purs, c’est-à-dire aux
signaux ne véhiculant pas de valeur [Ber 08] [Zaf 05].
<Ctrl_Top_Req>
Actif
Activ able
Inactif
Initial
<Ctrl_Bouton>
Emission
true Lampe
Initial
1Top
2
Top Alr = true;
1
Req Acq = true; 2
Req Occ = true;
1
Top
1
Req Occ = true;
2
true
1
Bouton and  'Activ able
1
(3 times Bouton) 
or  not  'Activ able175
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176FIGURE 6.21 Exemple d’acquittement simple (émission de signaux)
Un signal pur S véhicule uniquement son statut, soit: présent s’il est émis (emit ’S) ou
absent dans le cas contraire. Il n’existe donc pas en Scade 6 de signaux valués qui
outre leur statut pourraient véhiculer une information typée, qu’elle soit simple ou
structurée. Le statut d’un signal S peut être perçu (émis) ou non (si non émis),
directement via son identificateur (’S) et ce dans le domaine de visibilité respectif
(nœud ou macro-état) et ce durant le même cycle que celui pendant lequel il est
émis ou pas (synchronisme). Comme avec les signaux purs d’Esterel [Ber 00], les
signaux peuvent être émis simultanément par plusieurs sources, depuis plusieurs
sous-états ET. Une seule présence ne sera cependant perçue. Et, à la manière
d’Esterel, le système peut aussi réagir à l’absence d’un signal (par exemple, not ’S).
Le choix de se limiter aux signaux purs permet d’éviter le recours à des composi-
tions implicites des valeurs des signaux valués avec des fonctions dont il faudrait
démontrer qu'elles sont associatives et commutatives (nécessaire au détermi-
nisme). Si effectivement l'expressivité est plus limitée, on évite ainsi le problème de
signaux valués émis de multiple fois. L'unicité ne peut être démontrée que par
preuve, ce qui n'est pas toujours faisable. Le langage Scade 6 ayant été conçu pour
les applications critiques, les constructions potentiellement dangereuses ont été
supprimées après analyse.
La figure 6.20 décrit une adaptation du protocole d’acquittement simple (fig. 1.10),
afin de satisfaire une nouvelle exigence. L’activation de la lampe par le biais du
Bouton n’est permise que si la branche parallèle Ctrl_Top_Req se trouve dans l’état
Actif. Pour implémenter cette nouvelle spécificité, un signal Activable est émis
continuellement (sustained) depuis cet état. Dès lors, ce n’est qu’avec l’occurrence
simultanée du Bouton et la présence (émission) du signal Activable que la transi-
tion vers l’état d’Emission depuis l’état Initial de Ctrl_Bouton est possible. La
préemption de l’état d’Emission n’ayant lieu qu’après trois pressions du bouton ou
en l’absence du signal Activable, faisant suite à la préemption (Top) de l’état Actif.
<Protocole_Acquittement>
ActifInactif
Initial
Sig_Acq
Sig_Occ
Sig_Alr Alr
1
Top
2
Top emit 'Sig_Alr;
1
Req emit 'Sig_Acq; 2
Req emit 'Sig_Occ;
1
Top
1
Req emit 'Sig_Occ;
2
true
Acq
Occ
Synchronisation par signauxFIGURE 6.22 Variateur (avec connecteur historique)
Les signaux peuvent néanmoins être considérés comme des sortes de flots de boo-
léens définis constamment à false, à l’exception des instants au cours desquels ils
sont émis au moins une fois (true). Ils peuvent ainsi être convertis en flots de boo-
léens. Comme dans le modèle illustré par la figure 6.21, où l’on note (en bas à droite
de la figure) la transmission des statuts respectifs des signaux locaux purs aux flots
booléens de sortie, soit respectivement: Acq, Occ et Alr.
A l’instar des mémoires partagées (§ 4.7.2 et sect. 6.11), le statut à l’instant précédent
d’un signal S est accessible (last ’S), à l’exception naturellement de l’instant initial.
L’émission d’un signal peut tout aussi bien prendre place dans un ensemble d’équa-
tions, au sein d’un (sous-)état (fig. 6.30) ou bien au cours d’actions associées aux tran-
sitions, comme illustré dans la modélisation basée sur des signaux (fig. 6.21), relative
au protocole d’acquittement simple (fig. 1.7). Rappelons enfin, qu’étant purs, les
signaux peuvent aussi être émis simultanément depuis des états parallèles.
<Variateur>
Attente_Secteur
Tension0.0
Inactif
true Tempo
Actif
<Etats_OU>
Plus
<OU>
InterCourant
Initial
Moins
<OU>
InterCourant
Initial
Attente
2
Bouton_Moins
1
Bouton_Plus
1
 not Bouton_Moins
1
LATENCE times Msec
1
 not Bouton_Plus
1
LATENCE times Msec
1
 not Secteur
1
true Tension =  last 'Tension - DELTA;
1
LATENCE times (Msec and Tension > 
MIN and  not Bouton_Plus)
1
LATENCE times (Msec and Tension < 
MAX and  not Bouton_Moins)
1
true Tension =  last 'Tension + DELTA;
n/a
*
1
Secteur
2
DELAI times Tempo
1
Secteur
n/a177
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Une préemption, au sens classique du terme (systèmes d’exploitation), conserve
(mémorise) l’état (contexte d’exécution) du (sous-)système (thread) préempté. En
Scade 6, un connecteur historique permet de modéliser en quelque sorte une forme de
préemption classique, en mémorisant justement l’état de l’automate ou de la SSM à
laquelle il est associé, au moment de la préemption. Lors d’une transition (faible,
forte ou de synchronisation) aboutissant sur le connecteur historique d’une SSM
(fig. 6.22 et 6.23) ou d’un automate (resume, progr. 6.8), le ou les états de ceux-ci,
préalablement mémorisés, sont rétablis (réactivés).
Afin d’illustrer les spécificités de ce mécanisme de mémorisation, considérons un
exemple décrivant le comportement d’un variateur de tension fictif. L’usager dis-
pose de deux boutons (+) et (-). Le variateur n’est actif que s’il y a du courant de
Secteur. En appuyant suffisamment longtemps sur le plus, la tension de sortie
augmente continuellement d’un intervalle de DELTA volts. Inversement, en
appuyant sur le moins, la tension diminue de la même entité. Mais, si les deux bou-
tons sont pressés en même temps, la tension de sortie n’est pas modifiée. En cas
de coupure du Secteur, l’état du système doit être sauvé (mémorisé) par un moyen
approprié, afin d’être restauré dès que le courant de secteur est rétabli.
Ainsi, grâce au connecteur historique (H*), si le système se trouve dans l’état
basique Courant du macro-état Plus lors de la préemption causée par l’absence de
courant de secteur, il retrouvera ce même état lors du rétablissement de celui-ci. A
moins que la transition faible déclenchée par la minuterie de valeur (expression)
DELAI times Tempo ne soit exécutée auparavant. Ce qui signifie que le courant a
manqué pendant une durée sensiblement trop longue pour que l’état du système
puisse être conservé. Dans ce cas, l’état Initial est réentré et la tension est réini-
tialisée à 0.0. Il est ainsi permis d’associer un connecteur historique à une ou plu-
sieurs transitions entrantes dans un macro-état d’une SSM (fig. 6.22, 6.23 et 6.24).
En fait de connecteur historique, précisons qu’il s’agit plutôt d’une sorte de connec-
teur historique de profondeur (H*), semblable à celui des Statecharts [Zaf 05]. Car, il
ramène le système dans tous les sous-états (ET) préalablement préemptés, comme
illustré par l’exemple fictif de la figure 6.23 et non au seul premier niveau. Les Sta-
techarts [Har 98] disposent effectivement de deux sortes de connecteurs historiques
(H et H*). Mais, à l’instar de la décision relative à la restriction aux seuls signaux purs
(sect. 6.9), le choix de ne garder que le connecteur historique de profondeur (H*)
est lié à la compréhension finale du modèle. Le connecteur historique (H) n'est en
fait pas clair.
Le mécanisme de connecteur historique permet de réduire sensiblement la com-
plexité des SSM. Car, dans l’indisponibilité d’un tel mécanisme, il faudrait procéder
explicitement aux mémorisations nécessaires des états et des flots de données. Il
est de plus compatible avec l’unification des deux paradigmes (flots de données et
machines d’état hiérarchiques).
Connecteur historiqueFIGURE 6.23 Simulation interactive graphique (exemple fictif)
FIGURE 6.24 Variateur de tension (variante)
<Connecteur_Historique>
INTER
Etats_ET
<Etats_OU_D>
S
<Etats_OU_S>
S3
S2
S1
R
<Etats_OU_G>
C
B
A
1
INT
*
1
 not INT
1
Z
1
X
1
Y
2
..
1
true
1
true
1 true
<Variateur>
Attente_Secteur
Tension0.0
Inactif
Tempo
Actif
Tension
3
Inc_Dec
Bouton_Plus
Bouton_Moins
Msec
1
 not Secteur
*
1
Secteur
2
DELAI times  'Tempo
1
Secteur179
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décrite par la figure 6.23)
automaton Connecteur_Historique
   state Etats_ET
   unless
      if INT restart INTER;
   let
      automaton Etats_OU_G
         initial state A
         unless if X restart B;
         state B
         unless if Y restart C;
         final state C
      returns .. ;
      automaton Etats_ET_D
         initial state R
         unless if Z restart S;
         final state S
         let
            automaton Etats_OU
               initial state S1
               unless if true restart S2;
               state S2
               unless if true restart S3;
               state S3
               unless if true restart S1;
            returns .. ;
         tel
      returns .. ;
   tel
   until
      synchro  -- transition de synchronisation
   do 
      restart INTER;
   initial state INTER
   unless
      if not INT resume Etats_ET; -- connecteur historique
returns .. ;
Par exemple, si la modélisation de l’état Actif sous la forme d’un automate peut
être considérée compliquée (fig. 6.22), il est possible de la simplifier, voire de la
remplacer par un opérateur à flots de données ou un réseau approprié (Inc_Dec),
comme illustré par la figure 6.24. Quant au programme 6.8, il décrit un version
textuelle (automaton) de la modélisation du variateur basé sur une SSM. Il s’agit en
fait de la traduction automatique obtenue par conversion graphique-texte dispo-
nible avec l’outil SCADE.
Connecteur historiqueFIGURE 6.25 Dernier ou précédent
PROGRAMME 6.9 Dernier ou précédent (SSM, figure 6.25)
automaton Last_Vs_Pre
   initial state T
   unless
      if not Condition do
         resume F;
   let
      R = fby(R; 1; 0)+1;
      S = last'S+1;
   tel
   state F
   unless
      if Condition do 
         resume T;
   let
      R = fby(R; 1; 0)-1;
      S = last'S-1;
   tel
returns S, R;
<Last_Vs_Pre>
F
2
R
 last 'S
S
FBY
4
1 0
3
1
T
 last 'S
1
2
1
FBY
1
1 0
S
R
*
1
 not Condition
*
1
Condition181
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1826.11 Dernier versus précédent
Nous avons observé que les automates ou les SSM comportent des (sous-)états et
des états parallèles sources potentielles de calculs. Ces états peuvent notamment
être mixés ou comporter des équations de flots de données ou des réseau d’opéra-
teurs synchrones (fig. 6.25). Par ailleurs, le style automate nécessite fréquemment
d’accéder depuis un état à des valeurs déterminées dans un autre état. Or, les
mémoires de type pre sont locales aux états (§ 4.7.2, exercice § 6.17.19). Pour accé-
der à des variables ou des mémoires partagées l’usage de la primitive last
s’impose. 
La figure 6.25 et le programme 6.9 sont équivalents. Ils illustrent justement la dif-
férence d’évolution des valeurs pre et last, décrite également par le scénario de la
figure 4.5. A noter qu’en l’absence de connecteur historique de profondeur
(resume) dans ces deux exemples, l’évolution aurait été différente. Car, à l’entrée
d’un état, le flot considéré est réinitialisé (restart). Rappelons également, que la
primitive last ne s’applique pas aux expressions de flots, mais uniquement aux
flots identifiés (§ 4.7.2).
6.12 Minuterie de cuisine
Considérons l’exemple d’une minuterie de cuisine simple. Celle-ci comporte un
écran d’affichage (Aff_Sec) ainsi qu’un seul Bouton de commande. L’affichage ne
fournit que les secondes restantes avant l’échéance du délai programmé. Pour pro-
grammer ce délai il faut presser le bouton de commande. A chaque pression de ce
bouton la durée du délai programmé est incrémentée de 1 minute. Mais, si le
temps écoulé depuis la dernière pression du bouton est dépassé de 3 secondes,
alors la minuterie est aussitôt activée et le décomptage du temps ainsi programmé
commence.
Par ailleurs, en pressant sur le bouton durant toute la phase de décomptage, il est
possible d’afficher (figer) pendant au plus 5 secondes le temps intermédiaire (res-
tant). Mais, si l’on presse une seconde fois sur le bouton avant la fin de ce même
laps de temps, la minuterie est alors réinitialisée. Naturellement et pendant toute la
durée de l’affichage intermédiaire, le décomptage du temps restant se poursuit en
arrière fond.
La modélisation de cette minuterie est basée sur une SSM (fig. 6.26). On retiendra
surtout l’utilisation de deux signaux (locaux): Activation et Reinitialisation. Le
premier, utilisé pour la phase de programmation, est émis au bout d’un délai de 3
secondes d’inactivité (action: emit ’Activation). Son émission (présence) pro-
voque la préemption faible de l’état de Programmation (trigger: ’Activation) et simulta-
nément l’activation du macro-état de Decomptage_Affichage et conséquemment
de l’état Initial de chacun de ses deux sous-états ET, à savoir: Decomptage et
Affichage.
Minuterie de cuisineFIGURE 6.26 Minuterie de cuisine
Ce macro-état Decomptage_Affichage peut à son tour être préempté par la présence
du signal de Reinitialisation. Mais, l’émission de ce dernier peut être d’origine mul-
tiple, soit provoquée par le passage par 0 de la variable de flot Secondes ou bien
induite par deux pressions consécutives du Bouton pendant la durée de l’affichage
intermédiaire (5 secondes), voire simultanément, par les deux causes.
Rappelons que le test de présence des signaux Activation et Reinitialisation doit
être associé à des transitions faibles. Car, l’émission même de ces signaux (purs) pro-
voque la préemption des sous-états respectifs, lesquels sont justement le siège de leur
propre émission. En d’autres termes, la préemption faible (§ 6.4.3) autorise leur émis-
sion, comme dernière action instantanée avant la préemption même.
<Minuterie_De_Cuisine>
Decomptage_Af f ichage
<Af f ichage>
Af f ichage
Initial
<Decomptage>
Initial
Dec
Programmation
<Inc>
Inc
Initial
1
Bouton Minutes = 1;
13 times Sec emit 'Activ ation;
1
 'Activ ation
2
Bouton Minutes =  last 'Minutes + 1;
2
Sec Secondes =  last 'Secondes - 1;
1
Bouton Af f _Sec =  last 'Secondes;
1
5 times Sec
1
 'Reinitialisation
2
Bouton emit 'Reinitialisation;
1
true Secondes = Minutes * 60;
1
 last 'Secondes = 0 emit 'Reinitialisation;183
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184FIGURE 6.27 IHM (digicode)
On notera dans cet exemple, encore deux autres aspects intéressants (fig. 6.26):
• la communication par accès à des variables partagées (parallélisme, § 4.7.2), par
exemple pour afficher l’état intermédiaire de la minuterie, avec la définition
Aff_Sec = last 'Secondes;
• la transition ayant pour déclencheur last ’Secondes = 0, (état Dec), spécifiée
avec une plus haute priorité (1), afin d’empêcher que le processus de décomp-
tage ne se poursuive dans le domaine des valeurs négatives.
Les exemples décrits dans les sections qui suivent illustrent pour la plupart des
situations de synchronisation traitées avec des signaux.
6.13 Digicode
6.13.1 Spécifications
Cet exemple décrit la modélisation d’une sorte de contrôleur de carte d’accès sécu-
risé. Elle est basée essentiellement sur le formalisme des SSM. L’interface utilisa-
teur est constituée d’un pavé numérique, d’un écran alphanumérique et d’une fente
(simulée) pour l’introduction de la carte (fig. 6.27). On suppose qu’à l’insertion de
la Carte un code d’accès est lu. Ce code est modélisé à l’aide d’un tableau entier de
4 chiffres. Après lecture de la carte (1 seconde), l’utilisateur est donc invité à com-
poser ce code. Il ne dispose alors que de 4 secondes pour composer chacun des 4
chiffres, mais pas plus de 14 secondes au total pour composer le code complet. S’il
ne respecte pas l’un de ces délais ou bien en cas d’erreur de frappe (option), le
code est considéré comme erroné. L’usager est alors invité à recomposer son code,
en confirmant préalablement la sollicitation par une pression sur la touche OK.
DigicodeFIGURE 6.28 Digicode (SSM)
Pour d’évidentes raisons de sécurité la signalisation d’un code erroné n’est effectuée
qu’après l’introduction du dernier chiffre. Un message d’erreur précoce indique uni-
quement une erreur de frappe (OK, Help) ou un dépassement d’échéance, mais en tout
cas pas une erreur de code. A la 4ème tentative infructueuse, l’usager est prié de
contacter l’opérateur de maintenance et de sécurité en pressant sur la touche Help.
<Digicode>
Attente_Aide
Attente_Ok
Initial
Attente_Oper
Erreur
Aide
Verif ication_Du_Code
<Verif ication>
Initial
Attente
Lecture
Attente_Carte
1
Carte
1
 'Sec Msg = Enter_Card_Code;
1
true
Tentativ es = 0;
Msg = Insert_Card;
1
DELAI times  'Sec
2
Operateur
1
Ok Tentativ es =  last 'Tentativ es + 1;2
 'Correct Msg = Correct_Code;
1
14 times  'Sec Msg = Delay _Expired;
2Tentativ es = MAX_ERR Msg = Card_Blocked;
1
 'Sec Msg = Press_Help;
2
4 times  'Sec emit 'Erreur;
1
 last 'Ind = 4
1
 last 'Err > 0 emit 'Erreur;
2 true emit 'Correct;
3
 'Erreur Msg = Wrong_Operation;
1
true
Err = 0;
Ind = 0;
3
Touche_Pressee Ind =  last 'Ind + 1;
1
 not (Touche_Clav ier.[(Code_D_Acces.[ last 'Ind] def ault 0)] 
def ault f alse)
Err =  last 'Err + 1;
2
true
1
true Msg = ['I', 'n', 's', 'e', 'r', 't', '_', 'c', 'a', 'r', 'd', ' ', ' ', ' ', ' ', ' '];
1
 'Sec Msg = Ok_Then_Code;
1
Aide185
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186FIGURE 6.29 Base de temps
L’usager doit ensuite attendre à nouveau la sollicitation du contrôleur avant
d’introduire à nouveau une carte et de presser sur une touche quelconque.
6.13.2 Modélisation SSM
L’exemple du Digicode exhibe un comportement à contrôle dominant (prépondé-
rant). Sa modélisation avec un automate ou bien une SSM est donc pertinente et,
en ce sens, le résultat de la modélisation est suffisamment explicite (fig. 6.28). Ana-
lysons néanmoins quelques éléments qui pourraient s’avérer obscurs (structures de
tableaux, § 5.2.3). La vérification du code d’accès de la carte par exemple. Elle est
réalisée lorsqu’une touche est pressée (Touche_Pressee = true). Dans ce cas, la
touche du clavier effectivement pressée peut être comparée avec le chiffre courant
(attendu) du Code_D_Acces. Effectivement, seule la composante du tableau
Touche_Clavier, correspondante à la touche pressée est définie à true (exercice, §
6.17.22):
not (Touche_Clavier.[(Code_D_Acces.[last 'Ind] default 0)]
     default false)
Si l’expression booléenne entre parenthèses externes () s’avère fausse alors la tran-
sition est exécutée avec comme action la mémorisation (comptabilisation) de
l’erreur (Err=last 'Err+1). Sinon (correct), la transition true est effectuée et ce
sans action associée. Cette transition ayant naturellement une priorité moindre (2)
afin de ne pas être systématiquement effectuée. La syntaxe un peu lourde de
l’accès dynamique aux tableaux découle de la spécificité de sûreté adoptée pour le
langage Scade 6.
Rappelons encore, que les priorités permettent de décider quelle transition effec-
tuer dans le cas où plusieurs d'entre-elles auraient leur garde (déclencheur) vraie,
c’est-à-dire en situation de simultanéité induisant des choix. Dans l’exemple du
Digicode, une 4ème touche (priorité 3) ne sera pas considérée si pressée à
l’échéance stricte du délai de 4 secondes (priorité 2). Le programmeur pourrait
toutefois en décider autrement et ce aisément, en inversant les priorités. Il en
résulte toujours un comportement absolument déterministe et prédictible.
<Horloge>
Base_De_Temps
Quartz
1
DIV_FREQ times  'Quartz emit 'Sec;
DigicodeFIGURE 6.30 Signaux et synchronisation (bandit manchot)
<Genre_Bandit_Manchot>
Inactif
Actif
Actif
<Led3>
Clignotement
Clignote
<En_Cours>
Actif
Actif
Inactif
Figee3
<Led4>
Clignotement
CLignote
<En_Cours>
Actif
Actif
Inactif
<Led1>
Clignotement
Clignote
<En_Cours>
Actif
Actif
Inactif
Figee1
<Led2>
Clignotement
Clignote
<En_Cours>
Actif
Actif
Inactif
Figee2
1 Start_Stop and  
last 'Figee1
2DELAI_LOC times ( 
'Clignote and  'Figee1)
1
2 times  'Actif Led2 =  not  last 'Led2;
1
Start_Stop
2
DELAI_LOC times  'Clignote
1
3 times  'Actif Led1 =  not  last 'Led1;
1
Start_Stop and  
last 'Figee3
2
DELAI_LOC times ( 
'CLignote and  'Figee3)
1
 
'Actif
Led4 =  not  last 'Led4;
1
Start_Stop and  
last 'Figee2
2
DELAI_LOC times ( 
'Clignote and  'Figee2)
1
2 times  'Actif Led3 =  not  last 'Led3;
1 Start_Stop
1
DELAI_GLOB times  'Actif
2
..187
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188Les messages à afficher (en anglais) sont modélisés avec des constantes de type
tableau de caractères, à l’exception de la première transition (fig. 6.28). Celle-ci,
uniquement pour illustrer la syntaxe d’un agrégat dans une action associée. Enfin, le
modèle Digicode est synchronisé avec une Horloge, par le biais du signal Sec. Ces
deux états sont parallèles (concurrents). Le second ne modélise qu’un simple divi-
seur de fréquence (fig. 6.29). Toutes les DIV_FREQ occurrences d’émission de la
base de temps représentée par le signal Quartz, le signal Sec est émis. Le domaine
de visibilité de Sec est donc constitué par les deux états parallèles, contrairement à
Quartz, qui est local.
6.14 Bandit manchot
6.14.1 Solution uniforme
La figure 6.30 décrit la modélisation d’une sorte de bandit manchot, dont les spéci-
fications sont très proches de celles du modèle décrit dans la section 2.15. La prin-
cipale différence réside dans le fait que les trois roues ou cylindres sont remplacées
par quatre leds (diodes électroluminescentes), clignotant à des fréquences variables.
A l’instar de la rotation des cylindres ou des roues, le clignotement des quatre leds
est successivement stoppé, leur état respectif pouvant être figé par une commande
explicite Start_Stop ou bien suite à l’échéance d’un délai local et ce, encore une
fois, une led après l’autre. De même que les leds encore dans l’état normal de cligno-
tement peuvent être figées simultanément, à la suite de l’expiration d’un délai glo-
bal dont la durée est inférieure à la durée cumulée des délais locaux.
On peut imaginer que le joueur gagne la partie si finalement toutes les leds sont
dans l’état éteintes ou bien si elles sont toutes allumées. Une nouvelle partie pou-
vant débuter après une nouvelle commande Start_Stop.
La première modélisation proposée révèle un usage intensif de la synchronisation
par signaux (fig. 6.30). Elle met également en exergue quelques détails d’implé-
mentation et des aspects intéressants.
• Le macro-état Actif comporte quatre sous-états ET (parallèles) correspon-
dants au comportement respectif des quatre leds. 
• A l’exception de la première led, les préemptions permettant de stopper le cli-
gnotement d’une led (transition Start_Stop) ne peuvent avoir lieu que si l’état
de la led précédente est déjà figé. Les transitions sont donc gardées par un test de
présence ou d’état à l’instant précédent (last, pour éviter les problèmes de cau-
salité) d’un signal émis continuellement depuis l’état correspondant (Inactif). Par
exemple, pour la led 2 il s’agit de tester l’état de la led 1: last ’Figee1.
• D’autres transitions faibles, associées aux échéances locales, sont aussi gardées
par un test d’état (Figeei). Toujours à l’exception de la première led naturelle-
ment, car elle ne comporte pas de led précédente.
Bandit manchotFIGURE 6.31 Comportement distinct d’une led
FIGURE 6.32 Modélisation de 4 leds (Led, fig. 6.31)
<Led>
Inactif
Figee = true;
Clignotement
<Courant>
Actif
Actif
Clignote
1
Stop and  last 'Pre_Figee
2
DELAI_LOC times ( 'Clignote and  last 'Pre_Figee)
1
FREQ times  'Actif Led =  not  last 'Led;
1
Led
2
Led
3
Led
4
Led
true
Stop
Fige
Freq
Freq_Typ
Tab_Led189
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190• Certaines transitions ou préemptions sont nécessairement déclarées de type
faible. C’est le cas par exemple des transitions déclenchées par des signaux
(Actif) émis depuis l’état cible de la préemption. Rappelons qu’une transition
forte empêcherait en effet la préemption, puisque le signal ne pourrait pas être
émis (causalité).
• Bien qu’ayant le même nom, les signaux nommés Actif, émis continuellement
depuis tout état Actif interne de chaque état de Clignotement, ainsi que le
signal Actif émis depuis l’état englobant Actif, se distinguent néanmoins tous
par leur domaine ou portée de visibilité (scope of visibility). Bien qu’ayant le même
nom ou identificateur, ils sont effectivement distincts.
• Si tous les états finaux sont atteints, le macro-état (Actif) les contenant est
quitté, par le biais de la transition de synchronisation (transition de terminaison) et
l’état global Inactif est entré. Rappelons encore, que la priorité de ce type de
transition est toujours la plus faible.
6.14.2 Solution mixte au problème du bandit manchot
La modélisation décrite respectivement par les figures 6.31, 6.32 et 6.33, constitue
à la fois une première variante ainsi qu’une amélioration. Notamment parce qu’elle
facilite la généralisation à n leds. Cette adaptation conjugue une modélisation uni-
fiée mélangeant le graphisme des SSM au formalisme des flots de données. Sa par-
ticularité est d’être la concrétisation d’une approche ascendante (bottom-up), partant
de l’élément de base, c’est-à-dire la led, pour aboutir à son intégration (fig. 6.35). A
noter, que l’état Inactif (fig. 6.31) est défini par l’équation Figee = true, illustrant
un autre exemple d’unification des concepts Scade 6 (sect. 6.7).
• La modélisation débute en effet par le comportement générique d’une led (fig.
6.31). On y relève la scrutation de l’état de clignotement stoppé ou non de la led
précédente (Pre_Figee), plus précisément avec l’attribut last (last ’Pre_Figee,
fig. 6.31). Les leds étant ensuite instanciées parallèlement dans un réseau d’opé-
rateurs Scade (fig. 6.32).
En procédant de la sorte on évite de stopper toutes les leds simultanément. En
effet, il faut éviter que l’occurrence d’un stop (commande Start_Stop) ne puisse
entraîner l’arrêt instantané du clignotement de toutes les leds. Au passage, on
pourrait croire avec cette variante de la modélisation à une autre différence,
impliquant les flots d’événements Stop et Start_Stop distincts. En réalité il
n’en est rien, car le flot Stop est simplement local (fig. 6.31), il est instancié avec
le flot global Start_Stop.
• Une fois le comportement d’une led validé (fig. 6.31), par exemple par simula-
tion interactive graphique, il donne lieu à quatre instanciations distinctes, cha-
cune avec une fréquence de clignotement propre et ce sous une première
forme constituée par le réseau d’opérateurs Scade de la figure 6.32.
Bandit manchotFIGURE 6.33 Intégration des quatre leds (ébauche)
• A noter, l’utilisation de flots structurés (array). Le flot d’entrée local Freq, de
même que la constante globale FREQ (fig. 6.32), sont déclarés comme des struc-
tures de type tableau de 4 composantes entières (int32). Tandis que Tab_Led est
un tableau de 4 booléens (bool). Leur usage respectif nécessite également des
opérateurs Scade appropriés.
• Une première intégration est réalisée par le biais d’une SSM, décrite par la figure
6.33. La préemption est programmée en cas d’échéance temporelle globale
(DELAI_GLOB times 'Actif) ou bien lorsque la quatrième led ne clignote plus
(Figee). Les fréquences de clignotement étant fournies par le biais de la constante
tableau FREQ de type Freq_Typ.
FIGURE 6.34 Généralisation du réseau à n=4 leds (Led, fig. 6.31)
<Genre_Bandit_Manchot>
Inactif
Actif
Start_Stop
Figee
FREQ
Led
3
Leds
Actif
1Figee2
DELAI_GLOB times  'Actif
1 Start_Stop
1
Led
mapfold<<4>>a
Tab_Led
Figee
Freq
true
[Stop, Stop, Stop, Stop]191
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192FIGURE 6.35 Intégration finale des quatre leds (Leds_Map_Fold, fig. 6.34)
• Pour diversifier l’illustration, dans cette première variante la transition déclen-
chée par l’état figé de la dernière led et donc de toutes les leds est prioritaire par
rapport à la transition déclenchée par l’échéance (timeout) globale, contraire-
ment à la solution purement SSM (transition finale, fig. 6.30).
• La variable structurée de flot Led n’est pas définie lorsque le système est dans
l’état Inactif du macro-état Genre_Bandit_Manchot, en attente de la com-
mande Start_Stop (fig. 6.33). Elle peut prendre alors des valeurs de flots décla-
rées par défaut, comme par exemple le choix arbitraire de déclaration suivant:
[false, true, false, false].
Il en est de même pour le comportement individuel de chaque composante
Led, lorsqu’elle est figée, c’est-à-dire dans l’état du même nom Inactif (fig.
6.31). La valeur locale prise par défaut (default: valeur prise lorsque le flot
n’est pas défini) pourrait être last ’Led (last: dernière valeur prise).
Le réseau de la figure 6.32 (instanciation explicite des 4 leds) peut être simplifié. En
appliquant l’itérateur mapfold, on obtient une variante généralisable aisément à n
leds. Elle est illustrée par les figures 6.31 (modélisation inchangée), 6.34 et 6.35.
6.15 Modélisation d’une montre chronographe
6.15.1 Montre
Les spécifications fonctionnelles de ce genre de montre chronographe ont déjà été
présentées dans la section 5.9. Cette même section décrit en effet une modélisation
<Genre_Bandit_Manchot>
Inactif
Actif
FREQ
1
Leds_Map_Fold
Start_Stop
Figee
Led
Actif
1Figee2
DELAI_GLOB times  'Actif
1 Start_Stop
Modélisation d’une montre chronographebasée sur un réseau à flots de données Scade. Nonobstant, il faut rappeler que ce
genre d’application exhibe divers éléments fonctionnels qui plaident plutôt en faveur
d’une approche basée sur une modélisation à contrôle prépondérant. Ces éléments
découlent en effet des diverses commandes possibles, de leurs implications, des inte-
ractions et des états du système qu’elles induisent.
Nous allons donc illustrer une ébauche de modélisation essentiellement basée sur des
SSM. Ce qui devrait permettre de conclure si effectivement l’approche basée sur des
machines à états s’avère effectivement la plus appropriée. Par rapport à la modélisa-
tion présentée dans la section 5.9 on relèvera quelques différences mineures.
Le nœud compteur modulo a été très légèrement adapté, en vue de sa réutilisation. Car
il faut pouvoir initialiser l’instance du compteur modulo de la montre à la valeur d’ajus-
tement définie lors de sa mise à l’heure. Cette valeur (last ’Heure_Loc) doit être défi-
nie avant la transition de Demarrage, laquelle fait passer la montre de l’état de
Mise_A_L_Heure à celui de Mise_A_Jour. Sans cet accès à la mémoire commune, réa-
lisé par le biais de l’attribut last, les compteurs de la montre seraient réinitialisés à
[0, 0, 0] et ce dès l’entrée dans l’état de mise à jour (fig. 6.36).
FIGURE 6.36 Montre
<Montre>
Mise_A_Jour
Heure_LocHeure_Loc
1
Compteur_Modulo
mapfold<<3>>a
[f alse, f alse, f alse]
[60, 60, 24]
Seconde
Mise_A_L_Heure
Heure_Loc[0, 0, 0]
3
Compteur_Modulo
mapfold<<3>>a
13
[60, 60, 24]
[f alse, f alse, f alse]Heures
Minutes
Secondes
f alse
Heure_Loc Heure
1
Demarrage1 Arret193
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194FIGURE 6.37 Chrono
6.15.2 Chronographe
La modélisation du chronographe avec une SSM s’avère également aisée. Comme
l’illustre la figure 6.37, les états et les temporisations éventuelles (timeout, times)
sont aisément spécifiés et identifiables. Le comportement du chronographe (chro-
nomètre, sect. 9.7), tout comme celui de la montre, s’avèrent donc plus explicites.
<Chronometre>
Temps_Final
TempsTemps_LocInactif
Actif
<Af f ichage>
Temps_Intermediaire
Temps_Courant
Temps_Loc Temps
<Mesure>
Mesure
[0, 0, 0]
1
Compteur_Modulo
mapfold<<3>>a
Temps_Loc
[f alse, f alse, f alse]
[f alse, f alse, f alse]
[10, 60, 60]
Dixieme
1
Chrono
1
Final
2
Chrono
1
5 times Seconde
1 Inter
1
3 times Seconde
RemarquesFIGURE 6.38 Montre chronographe
6.15.3 Intégration
Une fois leur comportement testé séparément avec succès, les opérateurs Montre et
Chrono sont mis en œuvre parallèlement (fig. 6.38). On notera simplement que dans
cette proposition de modélisation avec des SSM, les événements d’entrée sont direc-
tement représentés par des flots booléens d’entrée. Mais, on aurait tout aussi bien pu
ne traiter que les flancs montants de ces derniers (exercice, § 6.17.27).
Le nœud compteur modulo comporte plusieurs arguments d’entrée. Parmi ces derniers,
plusieurs sont configurés à [false, false, false], voire à [0, 0, 0], cela selon les
fonctionnalités de l’instance courante du compteur qui doivent effectivement être
inhibées. Cette relative augmentation de complexité constitue cependant le prix à
payer pour obtenir une forme de généralisation.
6.16 Remarques
Les SSM (Scade State Machines) disponibles dans le langage Scade 6 découlent des Sync-
Charts [And 03] et sont également présentes dans le langage Esterel de la suite Esterel
Studio. Cependant, toutes les possibilités de préemption ne figurent pas dans le langage
Scade 6. On aura également constaté l’unification entre SSM et réseaux d’opérateurs,
sans que la sémantique en soit en quelque manière que ce soit modifiée, voire affectée
(compositionalité et approche conservative).
Les concepts se marient bien et permettent ainsi de capturer avec efficacité les
aspects liés au contrôle dominant, inhérents aux systèmes réactifs. Parmi tous les
2
Montre
1
Chronographe
Heure
Demarrage
Arret
Seconde
Secondes
Minutes
Heures
Chrono
Inter
Final
Dixieme
Seconde
Seconde
1
Div iseur10
Temps195
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196exemples présentés, celui de la montre chronographe illustre particulièrement bien
l’efficacité de la modélisation, faisant intervenir notamment des SSM et des opéra-
teurs de plus haut niveau, tels que l’opérateur mapfold (§ 5.7.3).
6.17 Exercices
6.17.1 Dessiner un exemple de chronogramme de simulation du nœud Mem défini
ci-après. Modéliser ensuite ce nœud avec une SSM.
node Mem(B, C, X: bool) returns(A: bool)
let
   A = false -> if B and C then X else pre A;
tel
6.17.2 Modéliser les deux automates (fig. 6.1 et 6.2) de reconnaissance de la
chaîne 101 (true, false, true) de façon similaire avec des SSM (Scade State
Machines), en considérant les associations suivantes:
• 1, si le flot booléen d’Entree   vaut true, false autrement;
• 1, si le flot booléen de Sortie vaut true, false autrement.
6.17.3 Modéliser avec une SSM la machine de Mealy décrite ci-dessous. Elle per-
met de reconnaître la chaîne aabab dans un texte ayant comme vocabulaire
les symboles a et b. A chaque fois que la séquence aabab est reconnue,
l’automate génère un 1, autrement un 0.
Exercices6.17.4 Considérons l’exemple de chaîne suivant (sect. 5.6):
Comme on peut l’observer, la sous-chaîne 101 est décelée à 7 reprises, donc y
compris les recouvrements. Modéliser avec une SSM la machine de Moore
illustrée ci-après (l’automate générera un 1, un 0 autrement).
6.17.5 Modéliser avec une SSM les manipulations inhérentes à l’usage d’un télé-
phone fixe. Les flots booléens représentant des événements à prendre en consi-
dération sont: Decrocher, Raccrocher, Sonne, Tonalite, Valider, Occupe,
Inoccupe. Tandis que les états possibles sont les suivants: Inactif, Sonnerie,
Conversation, Attente, Numerotation, Appel, Occupation. Il est par ailleurs
impératif de minimiser le nombre des transitions (préemptions).
6.17.6 Comparer le modèle d’antivol, décrit par la figure 6.18, avec l’exemple clas-
sique ABRO [Ber 00]. Au delà des identificateurs, quelles sont les différences
fondamentales? Définir le modèle ABRO avec une SSM.
6.17.7 Adapter la SSM Antivol décrite par la figure 6.18, afin de remplacer la transi-
tion de synchronisation par une transition de type faible, tout en assurant
l’équivalence comportementale du modèle avec le modèle original.
6.17.8 Considérons le statechart qui suit. L’événement prédéfini tm(E, N) constitue
tout ou partie d’un déclencheur (trigger) de transition. Une telle transition,
ainsi que les actions qui lui sont associées, n’est exécutée que si N unités de
temps se sont écoulées depuis la dernière occurrence de l’événement E. Il
s’agit donc d’une sorte de minuterie qui, lorsqu’elle est échue, génère à son
tour un événement déclencheur.
0001101010010010101010000101001010
B/CPT:=CPT+1;
S
tm(en(S), N)
A/CPT:=0;
T
197
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198Dans notre exemple l’événement peut être constitué par l’entrée (entering)
dans l’état S, soit en(S). Cette entrée peut résulter de l’événement A ou de
l’événement B. A chaque occurrence de B l’état S est réentré, provoquant
ainsi la réinitialisation de la minuterie (timer). Il s’agit de convertir ce state-
chart en un modèle SSM et en un automate (automaton, textuel), en assu-
rant en plus que l’état T est atteint exactement N unités de temps après
l’occurrence de l’événement A.
6.17.9 Traduire le statechart qui suit en une SSM au comportement équivalent
(résoudre avec pertinence les problèmes de non déterminisme).
6.17.10 Considérons le SyncState (UML) illustré par la figure qui suit:
Un état de synchronisation permet de réaliser (tirer) une transition unique-
ment si une région orthogonale a visité un de ses sous-états. Par exemple, V
permet la transition déclenchée par l’événement f1 si et seulement si la tran-
DISTRIBUTEUR_BOISSON
RESERVOIR
NON_VIDE
VIDE
[not RESERVOIR_VIDE
 and not GACHETTE] / 
[RESERVOIR_VIDE] /
tr!(LAMPE)
/fs!(LAMPE)
H
AUTOMATE
INACTIF
SELECTIONNE
EN_DEBIT
 RESERVOIR_VIDE]
[GACHETTE]
ATTENTE_EVACUATION
INITIAL
X
tm(en(VIDE),DEMI_SECONDE) /
LAMPE:=not LAMPE;
[not GACHETTE or
TOUCHE and 
tm(en(INITIAL), DEMI_SECONDE / LAMPE:=not LAMPE;
[not TROP_PLEIN
 and not GACHETTE]
[TROP_PLEIN]
/ fs!(LAMPE);
H
 and not GACHETTE]
 and not TROP_PLEIN
[not RESERVOIR_VIDE
[not RESERVOIR_VIDE]
   fs!(LAMPE);
ACTIVATION
S1
S3
FICTIF
S2
1
E3
t1
t2
t3 f2
f3
f1
S E
V
E2
E1
Exercicessition déclenchée par l’occurrence de l’événement t1 a préalablement eu lieu.
Dès l’occurrence de l’événement f1 acceptée/validée, V annule l’information
relative à l’occurrence de t1. Élaborer une SSM ayant un comportement cor-
respondant au SyncState décrit ci-dessus.
6.17.11 Modéliser en Scade 6 une sorte de convertisseur série-parallèle. L’interface avec
l’environnement comporte un flot d’entrée Serie et un flot de sortie Paral-
lele, de type tableau de 8 booléens, ainsi qu’un flot de sortie booléen Valide.
Ce dernier est défini à true dès que le tableau Parallele est prêt (complet).
Le modèle statechart (en grisé, les réactions statiques) qui suit décrit également
le comportement souhaité.
6.17.12 Il s’agit de modéliser un convertisseur parallèle-série. Lors de l’occurrence du
flot d’entrée booléen Parallele, l’état des 8 composantes booléennes du flot
d’entrée Par_Data doit être en quelque sorte mémorisé afin de valider ou non
le flot de sortie Serie correspondant. Durant toute la durée d’émission
(sérialisation), le flot de sortie Valide est maintenu (true). Toutefois, si au
cours de la phase de sérialisation, le flot d’entrée Parallele est à nouveau pré-
sent, signalant ainsi qu’une nouvelle configuration Par_Data est présente, le
processus de sérialisation est réinitialisé avec les nouvelles valeurs du flot
d’entrée Par_Data.
6.17.13 Considérons un système de fenêtrage [And 03]. Une zone sensible devient
active lorsque la souris passe dessus (Entree) et redevient normale lorsque la
souris la quitte (Sortie). Si pendant que la zone est active le bouton de la
souris est pressé (Pressee), le relief de la zone devient sombre. Ce dernier est
restauré lorsque le bouton est relâché (Relachee). S’il y a relâchement sans que
la souris ait quitté la zone sensible, l’action associée à la zone sensible est invo-
quée (Invocation). Modéliser ce système avec une SSM. Il est à relever que si
le bouton de la souris est maintenu pressé dans une trajectoire menant de
l’extérieur de la zone sensible vers l’intérieur, puis est relâché à l’intérieur de
celle-ci, l’action d’Invocation n’est pas exécutée. Il en est de même, si le relâ-
chement a lieu à l’extérieur de la zone sensible.
SERIE_PAR>
PARALLELISATION>
not SERIE SERIE/tr!(PARALLELE(INDICE));
/ INDICE:=1;
[INDICE==NB_BITS]/VALIDE;
                                for $IND in 1 to NB_BITS loop
                                    if PARALLELE($IND) then
                                       PAR($IND);
                                    end if;
                                end loop;
   exiting/INDICE:=INDICE+1;
entering / for $INDICE in 1 to NB_BITS loop
                   fs!(PARALLELE($INDICE));
                end loop;199
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2006.17.14 Comme on peut le constater sur le statechart qui suit, la variable B est de
type tableau. Elle est affectée ou comparée avec des constantes littérales,
soit: décimales (B:=0), binaires (B:=0b0) ou octales (B=0o3). Traduire ce sta-
techart en une SSM au comportement équivalent. De plus, si nous considé-
rons la séquence d’entrée suivante de X: 1, 0, 0, 1, 1, 1, qu’elle sera la
séquence de sortie Y. En résumé que fait cet automate [San 98]?
6.17.15 Donner une définition basée sur les SSM et aussi simple que possible du
module de comptage du nombre de pressions d’un Bouton (sect. 6.3).
6.17.16 Élaborer une SSM de type ET (parallèle) dont le comportement est celui
d’un compteur d’événements (Evnmt) modulo 8 (Mod8). En d’autres
termes, toutes les 8 occurrences où le flot Evnmt est à true, la variable de
flot Mod8 est définie à true, sinon elle vaut false (par défaut). Il est à noter
que les opérateurs arithmétiques ne sont pas autorisées dans cette modéli-
sation. Seules des variables de flots et des signaux sont autorisés.
6.17.17 Élaborer une SSM permettant de déterminer la similitude de deux flots de
données booléennes A et B. Les signatures de deux flots sont considérées
comme similaires lorsqu’elles ont une forme de signal analogue, se tradui-
sant en quelque sorte par une fréquence identique, comme illustré par
l’exemple de chronogramme de simulation qui suit, où à chaque fois que
la similitude n’est pas respectée, un flot d’erreur E est défini à true.
6.17.18 Considérer le réseau Scade qui suit. Du point de vue du comportement
M
[B=0 or B=3] / Y:=1;
[B=0x0 or B=0o3] / Y:=0
[B=1 or B=2] / Y:=1;
[X=0] / B:=0;
[X=0] / B:=0; [X=0] / B:=0;
[X=0] / B:=0b0
[X=1] / B(1):=1;B(0):=0
[X=1] / B(1):=0; B(0):=1;
[X=1] / B(1):=1;B(0):=0
[X=1] / B(1):=0;B(0):=1
M2M1
[B=1 or B=2] / Y:=0;
A
B
E
Exercicesrésultant, il correspond à un automate de reconnaissance de chaînes de boo-
léens. Pour quelle chaîne d’Entree la Sortie vaut-elle true? En d’autre
termes quelle chaîne cet automate de reconnaissance est-il sensé reconnaître?
Traduire ce réseau en une SSM.
6.17.19 Analyser la SSM illustrée par la figure 6.25. Déterminer l’évolution des flots
de sortie R et S, en fonction des valeurs du flot Condition du scénario décrit
par la figure 4.5 et ce après suppression des connecteurs historiques.
6.17.20 Adapter la minuterie décrite par la figure 6.26 de façon à ce que la durée de
programmation de celle-ci soit bornée à 6 secondes. Autrement dit, l’utilisa-
teur dispose au total de 6 secondes pour l’armer et ce, à partir de la première
pression sur le bouton. De plus, si cette échéance est simultanée avec la pres-
sion du bouton, cette dernière pression est également comptabilisée.
6.17.21 Modéliser le fonctionnement d'une sorte de four à micro-ondes, en respectant
toutefois la décomposition fonctionnelle proposée avec le réseau suivant:
L’activation de la cuisson ne peut avoir lieu que si sa durée a été préalable-
ment programmée (Temps_Programme), que sa valeur est positive (>0) et que la
porte (Porte) du four est fermée. L’enclenchement lui-même n’est effectif
qu’après la pression de la touche Marche_Arret. Une deuxième pression en
moins de trois secondes entraîne cependant la réinitialisation du four. Mais,
une deuxième pression, normale au delà de ce délai, de la touche
Marche_Arret entraîne tout simplement l’arrêt temporaire de la cuisson. Sa
reprise se faisant par une pression sur cette même touche.
L’ouverture de la Porte pendant la cuisson entraîne naturellement la suspen-
Entree
1true
f alse
2f alse 3FBY1
1 false
FBY2
1 false f alse
Sortie
1
Minuterie
Marche_Arret
Porte
Temps_Programme
1
Lampe
Temps_Residuel
1
Superv iseurSec
FBY1
1 false201
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202sion (arrêt temporaire) de celle-ci ainsi que l’interruption du décomptage
de la durée de cuisson (Temps_Residuel). La reprise de la cuisson et du
décomptage ne seront effectifs que si la porte du four est fermée lorsque
la touche Marche_Arret est pressée. Toutefois, si la porte reste ouverte
pendant plus de 20 secondes le four également réinitialisé. Pendant le
fonctionnement normal, la lumière interne du four reste allumée, mais
uniquement si la porte est fermée. La base de temps est fournie par un
flot d’entrée Sec (seconde).
6.17.22 Analyser la modélisation du système Digicode (SSM, fig. 6.28), en relation
notamment avec l’expression permettant de tester la validité du code
d’accès:
not (Touche_Clavier.[(Code_D_Acces.[last 'Ind] default 0)]
     default false)
Est-ce que des erreurs, de quelque nature que ce soit, peuvent néanmoins
aboutir à l’acceptation de l’opération d’accès (emit ’Correct)?
6.17.23 Dans la variante de modélisation du bandit manchot (fig. 6.33), la transi-
tion déclenchée par l’état figé de toutes les leds est prioritaire par rapport à
l’échéance (timeout) globale, contrairement à la solution purement SSM
(transition finale, fig. 6.30). Cette différence de modélisation s’accom-
pagne-t-elle d’effets distincts?
6.17.24 Adapter la solution mixte au problème du bandit manchot basé sur des
leds, afin d’intégrer la notification du gain de la partie (§ 6.14.2). Si toutes
les leds sont éteintes à la fin d’une partie, l’annonce consiste à faire cligno-
ter de façon synchronisée les leds pendant 5 secondes. Alors que si elles
sont toutes allumées le clignotement ne durera que 3 secondes. Pendant ce
temps là, la commande Start_Stop est ignorée.
6.17.25 Il s’agit de réaliser un système de gestion de feux de contrôle d’accès à une
portion de route à voie unique.
La circulation alternée d’une portion de route en travaux est fréquemment
gérée à l’aide de sémaphores placés aux deux extrémités. Des versions
sophistiquées comportent en plus des détecteurs qui signalent tout véhi-
Exercicescule en approche. La sortie ou l’éloignement du tronçon par un véhicule
n’est cependant pas signalée (proposition d’extension). Par ailleurs, tant
qu’un véhicule reste dans la zone de détection, le détecteur demeure actif.
La présence de détecteurs aux extrémités a pour but d’améliorer sensible-
ment la fluidité du trafic. En résumé, il s’agit de spécifier avec une SSM le
comportement du contrôleur de feux de signalisation, en considérant les
contraintes qui suivent.
• En l’absence de tout véhicule, la direction courante est inversée toutes les
120 secondes. Dès qu’un premier véhicule est détecté, la direction cou-
rante est réglée de façon à favoriser le passage de ce dernier. La direction
courante est alors maintenue durant 40 secondes au moins.
• Pendant le parcours de la portion de route par un ou plusieurs véhicules,
pour tout nouveau véhicule se présentant dans la même direction, la
durée de maintient de la direction courante est incrémentée de 10
secondes. Cette opération n’est cependant possible qu’en l’absence de
véhicules en attente dans l’autre direction.
• A l’écoulement de la durée de maintien de 40 secondes, la direction cou-
rante est inversée après un délai de 20 secondes (durée estimée du par-
cours sur voie unique) pendant lequel les feux de signalisation sont au
rouge dans les deux directions. Il est à noter que les signaux, doivent être
maintenus pour qu’ils soient visibles (lumineux).
6.17.26 Modéliser avec des équations (Lustre) et respectivement avec un réseau
d’opérateurs, l’opérateur Compteur_Modulo utilisé dans la dernière adaptation
de la montre chronographe (sect. 6.15).
6.17.27 Améliorer la modélisation de la montre chronographe (sect. 6.15), en asso-
ciant les événements d’entrée aux flancs montants des flots booléens (condi-
tions) correspondants. Par exemple, on peut imaginer que la pression sur un
bouton ne soit pas instantanée, mais ait une certaine durée. Dans ce cas on
peut considérer le flanc montant comme l’événement à prendre en considé-
ration, comme illustré sur le schéma suivant:
Analyser également les cas de simultanéité des commandes de la montre
chronographe et implémenter les choix éventuels dans le modèle final.
6.17.28 Modéliser le comportement d’une montre chronographe et minuterie inspiré
de la minimalité de la montre StopWatch (sect. 9.7).
Bouton événement
Bouton condition203
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CHAPITRE 7 VÉRIFICATION FORMELLE7.1 Validation versus vérification
Le développement des techniques de model-checking et leur utilisation dans un contexte
industriel induisent une distinction entre la vérification d’un modèle et sa validation.
• La validation constitue une phase importante dans la réalisation d’un système. Elle
comporte généralement des procédures impliquant la simulation, à la fois interac-
tive et graphique, ainsi que tout naturellement l’utilisation de suites ou de bancs de
tests. Cependant, il n’est pas aisé, voire plutôt ardu, d’élaborer des séquences
d’événements permettant de stimuler suffisamment un modèle en développement.
En d’autres termes il est difficile de créer des suites (bancs de tests) qui soient suf-
fisamment complètes pour mettre en évidence l’adéquation du modèle aux exi-
gences et au comportement attendus ou tout au moins à même d’exhiber des
erreurs qui, bien que peu probables, sont néanmoins possibles.
Les bancs de tests notamment, ne sont en effet pas exhaustifs. Les combinaisons
d’événements devant être soumis à des systèmes réactifs débouchent généralement
sur des explosions combinatoires. Le concepteur de bancs de tests doit donc éla-
borer des stratégies pour limiter au maximum le nombre de cas ou de scénarios.
Qui plus est, ces stratégies sont plutôt orientées vers le fonctionnement normal
d’un système et dans une mesure moindre pour la mise en évidence d’erreurs
(bugs). Et encore, si ce n’est les erreurs majeures à éviter, en tout cas pas les erreurs
inconnues, c’est-à-dire celles non envisagées ou tout simplement ignorées.
• Au contraire, la vérification formelle d’un système est complète (completness). Elle est
basée sur un modèle mathématique approprié qui permet de représenter tous les
comportements possibles d’un modèle. La recherche ou la vérification d’une pro-
priété est exhaustive dans l’espace d’exécution, plus précisément dans tout l’espace
des états possibles du modèle. La vérification formelle permet de mettre en évi-
dence des propriétés attendues du modèle en développement et notamment des
propriétés de sûreté, en relation avec les exigences exprimées.
La vérification formelle peut être appliquée à un modèle complet ou à un simple
opérateur. Elle a l’avantage de permettre la détection précoce d’erreurs, c’est-à-dire
très tôt dans le cycle de développement. Elle permet aussi de déceler des erreurs205
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206introuvables par des tests usuels et d’effectuer des preuves qui pourraient s’avé-
rer extrêmement difficiles à réaliser manuellement [Ber 10].
A titre d’exemple, si nous considérons un régulateur de vitesse de croisière d’un
véhicule automobile (exercice, § 7.14.16), une propriété de sécurité vérifiable
pourrait être énoncée comme suit: à aucun moment le système de régulation
est actif en dehors du domaine des vitesses de consigne, délimité par les
vitesses de régulation minimale et maximale. Ce qui suppose aussi, que s’il n’est
pas actif, le contrôle du véhicule dépend uniquement des actions du conduc-
teur, que ce soit sur l’accélérateur ou les freins. On pourrait encore ajouter, la
vitesse de consigne doit être adaptée à la vitesse maximale autorisée sur le tron-
çon de route (autre propriété de sûreté devant être assurée), fournie par
exemple par le navigateur GPS. A moins que cette fonctionnalité n’ait été préa-
lablement désactivée, auquel cas toute irrégularité ne serait que préventivement
signalée par un signal sonore approprié (bip).
Naturellement, les deux activités, à savoir validation et vérification, se complètent
et s’ajoutent à l’ensemble des techniques permettant de délivrer un système satis-
faisant pleinement aux contraintes et exigences exprimées par les spécifications.
7.2 Avantages de la preuve formelle
La preuve formelle et les techniques de model-checking comportent des avantages
indéniables, comme la complétude et l'automatisation. A l'instar des tests usuels, la
preuve formelle avec SCADE peut être mise en oeuvre très tôt dans le processus
de conception. Il n'est pas nécessaire que le système soit complété. La vérification
peut donc être réalisée précocement, opérateur par opérateur, en élaborant si
nécessaire des hypothèses simplificatrices sur les entrées (sect. 2.16), exprimées
notamment à l'aide d'assertions, lesquelles peuvent aussi faire l'objet de tests.
Le vérifieur (model-checker) permet de prouver des propriétés exprimées comme des
formules booléennes, contenant également des conditions sur les variables boo-
léennes,  des variables de données et des délais de cycles temporels, comme par
exemple: la barrière doit être fermée lors du passage d’un train  ou bien lorsque le
pilote automatique est actif, une alarme doit être émise si  la vitesse de l’avion est
supérieure à la vitesse de consigne pendant une durée déterminée. Notons que si la
formalisation des propriétés de sûreté est une bonne pratique, ces même proprié-
tés peuvent être à la fois testées et vérifiées.
7.3 Vérification formelle avec SCADE
7.3.1 Activités de vérification
La vérification sous SCADE est basée sur un ensemble d’activités qui permettent
Vérification formelle avec SCADEde raisonner sur le comportement et les propriétés du système ou du modèle en
développement [Est 13].
• Modélisation du système avec le langage Scade 6. Comme ce langage possède une
sémantique formelle, le modèle est également formel et peut donc être vérifié.
• Définition d’un ensemble de propriétés à vérifier (§ 7.3.4). Elle correspondent
généralement aux exigences et aux contraintes attendues du système, notamment
en termes de sûreté (sûreté vs vivacité: § 7.7.4 et sect. 7.9). Leur expression est
facilitée par la disponibilité d’une bibliothèque d’opérateurs de vérification appro-
priés (sect. 7.4) et par le fait que leur expression est également basée sur les
concepts de Scade 6 (équations de flots de données, SSM et réseaux d’opérateurs
synchrones). On relève toutefois, que la vérification de propriétés de nature tem-
porelle peut exiger une certaine expertise.
Contrairement à d’autres approches, aucune formalisation complémentaire n’est
donc nécessaire. En effet, de nombreux vérifieurs (model-checkers) usuels (SPIN,
UPPAAL, “Bibliographie”,  page 331) nécessitent généralement la formalisation
d’une abstraction du modèle et de la preuve à vérifier. Toutefois, si le système
s’avère trop complexe, on peut aussi être amené à effectuer des abstractions, y
compris quand il est modélisé avec le langage Scade 6.
• Détermination automatique de la validité des propriétés par l’exploration exhaustive
des états du modèle et analyse des résultats. Dans le cas où une propriété ne serait
point respectée, l’outil de vérification fournit un contre-exemple, sous la forme d’un
scénario permettant notamment de simuler graphiquement le comportement du
modèle avec la séquence amenant le système au non respect de la propriété,
comme par exemple le non respect d’une contrainte de sûreté.
7.3.2 Stratégies
L’exécution du vérifieur (ProverTM Plug-in) de la Suite logicielle SCADE dépend égale-
ment des diverses stratégies de base proposées [Est 15d].
• Avec la stratégie de preuve (prove) le vérifieur tente de prouver la validité des pro-
priétés exprimées et ce jusqu’au succès ou bien propose un contre-exemple.
Cependant, dans certains cas, une propriété peut rester indéterminée. Ce qui
signifie que la stratégie n'a pas permis de conclure (profondeur d'induction trop
petite). Ce cas est inhérent à la technologie utilisée par le prouveur qui ne construit
pas explicitement l'espace d'état mais raisonne par induction.
Cette stratégie convient lorsque le modèle en développement est stable.
• La stratégie de mise au point (debug) apporte des contre-exemples, mais ne prouve
jamais la validité d’une propriété. Les contre-exemples sont déterminés plus rapi-
dement qu’avec la stratégie de preuve. Il est intéressant d’utiliser cette stratégie
lorsque l’on suspecte que le modèle ne satisfait pas la propriété attendue et que
l’on souhaite une confirmation en disposant rapidement d’un contre-exemple.207
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Cette stratégie doit donc être considérée plutôt en phase de développement.
• L’induction est une stratégie par le biais de laquelle on tente de prouver la validité
de propriétés pour des cas de base et d'établir si la satisfaction de la propriété
sur quelques cycles consécutifs implique sa satisfaction au cycle suivant. Le
nombre de cas précédents ou le nombre de cas de base sont désignés comme la
profondeur d'induction. Dans la mesure ou l'on connaît une estimation de la pro-
fondeur d'induction nécessaire.
Cette stratégie spécifie au vérifieur l'intervalle de profondeur d’induction. La
stratégie d’induction est en particulier utile pour tester la non régression en
connaissance de la profondeur d’induction.
Une fois la stratégie définie, il est encore possible de configurer le processus de
vérification avec diverses options standard ou avec des options spécifiques [Est
15d]. Par exemple, il est possible de borner la durée (timeout) de la vérification,
pour le cas où le vérifieur ne trouverait pas de contre-exemple dans le temps
imparti ou bien si la preuve s'avérerait incomplète et le résultat indéterminé.
D’autres options spécifiques telles que par exemple Start depth ou Stop depth per-
mettent de contrôler le nombre de cycles d’exécution que le vérifieur peut effec-
tuer afin de trouver un contre exemple.
7.3.3 Expression des propriétés vérifiables
Les propriétés vérifiables doivent être exprimées sous la forme de formules boo-
léennes. Le vérifieur supporte toute expression contenant des conditions appli-
quées respectivement à des variables booléennes, des variables de données ou des
signaux. Il existe cependant des limitations.
Modèle_A_Vérifier
Sorties
Entrées
Propriété_N
Propriété_2
Propriété_1
Hypothèses sur l’environnement
Assertions
Observateur_2
Observateur_1
Observateur_N
Vérification formelle avec SCADEFIGURE 7.2 Modèle à vérifier (Chauffe_Eau) et observateur (Obs_Vanne_Ouverte)
• L’arithmétique non linéaire ne peut pas être analysée avec des entiers non bornés
(utiliser l’option int-size).
• Les types importés ne peuvent pas être analysés.
• Les nombres réels peuvent générer des résultats hasardeux [Est 15d]. Ceci pro-
viendrait du fait que le vérifieur ne connaît pas les nombres flottants hors de la
simulation où le code embarqué va utiliser cette représentation. Il effectue toutes
ses preuves en utilisant des nombres rationnels, donc ce qu'il trouve est correct si
le type real est interprété comme des rationnels (au sens mathématique), ce qui
ne correspond pas à la réalité du code généré.
L’exécution d’un modèle peut lever des exceptions telles que des dépassements de
capacité ou des divisions par 0 (zéro). La recherche de telles exceptions peut égale-
ment être effectuée par le vérifieur, en fonction des stratégies définies.
7.3.4 Vérification par observateur synchrone
La vérification avec SCADE nécessite l’élaboration d’un observateur, lequel n’est autre
qu’un nœud qui observe en quelque sorte le module à vérifier et qui retourne un flot
booléen true tant que la propriété à vérifier est respectée (satisfaite) et false autre-
ment. La mise en œuvre d’un ou de plusieurs observateurs en parallèle (fig. 7.1) per-
met de vérifier certains comportements du modèle en développement (nœud racine)
plus efficacement et ce par une exploration en parallèle des états.
Pour mettre en évidence une violation de propriété avec SCADE, le comportement
respectif d’un observateur doit être spécifié par le développeur/concepteur ou par le
vérifieur (humain). En effet, dans un processus industriel sérieux il est exigé que la
vérification soit effectuée par des équipes indépendantes des équipes de développe-
ment. Par ailleurs, sachant que l’expression des propriétés requiert parfois des
connaissances de logique en relation avec le temps (notions temporelles), SCADE
comporte également une bibliothèque d’opérateurs de vérification de base (sect. 7.4).
Elle permet de faciliter l’élaboration de ces observateurs ou plus généralement des
opérateurs d’observation [Est 15d]. Ces opérateurs sont connectés avec les entrées et les
sorties utiles de l’opérateur que constitue le modèle Scade 6 du système à vérifier
(exemple Chauffe_Eau, fig. 7.2) et produisent un flot booléen de sortie (sect. 7.4).
1
Obs_Vanne_Ouv erte Vanne_Conf orme
1
Chauf f e_EauBouton_Principal209
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Imaginons par exemple que l’on souhaite vérifier une propriété de sûreté relative à
un modèle de chauffe eau (sect. 9.4, fig. 9.7). Laquelle établit que la vanne de
vidange de la cuve contenant l’eau n’est jamais ouverte (ce qui équivaudrait à un
état de drainage) si le niveau de l’eau contenue dans la cuve s’avère être inférieur au
niveau minimal de consigne (MIN_LEVEL).
Cette propriété peut être formalisée simplement, sous la forme d’un nœud observa-
teur (Obs_Vanne_Ouverte, fig. 7.3) du comportement du nœud Chauffe_Eau et
dûment connecté à celui-ci (fig. 7.2). La propriété à vérifier (Vanne_Conforme) est
élaborée notamment avec une combinaison d’opérateurs relationnels (>=, <>)
appliqués aux sorties pertinentes du modèle Chauffe_Eau, à savoir Niveau et Etat,
tandis que MIN_LEVEL et Drainage sont des constantes. S’il s’avère que le niveau
d’eau peut effectivement être inférieur à la valeur de consigne MIN_LEVEL tandis
que l’état du chauffe eau est Drainage, alors la variable de flot Vanne_Conforme
prendra la valeur false.
Dans cette éventualité (false) le vérifieur de SCADE indiquera après analyse, que la
propriété n’est effectivement pas vérifiée, plus précisément qu’elle est falsifiable. En
conséquence de cela, le vérifieur proposera également un contre-exemple ou scénario
montrant que la propriété représentée par le booléen de sortie Vanne_Conforme
s’avère fausse (false) ou falsifiable. Ce même scénario pourra être utilisé en simu-
lation interactive graphique. A noter que dans cet exemple simple seules certaines
sorties du nœud principal Chauffe_Eau (fig. 7.2) sont utilisées pour la vérification.
Il pourrait s'avérer utile de stabiliser (mémoriser) la sortie d’un observateur, par
exemple pour en utiliser l’information afin de vérifier une propriété de sûreté com-
plémentaire. A cet effet, il existe un opérateur de bibliothèque approprié, en
l’occurrence l’opérateur HasNeverBeenTrue (fig. 7.4 et 7.5).
FIGURE 7.4 Observateur stabilisé de la propriété à vérifier
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Bibliothèque d’opérateurs de vérificationFIGURE 7.5 Modélisation de l’opérateur prédéfini HasNeverBeenTrue
Avec un tel opérateur (fig. 7.5), tant que l’entrée de l’opérateur HasNeverBeenTrue (n’a
jamais été vraie) reste à false, la sortie est définie à true (le comportement de la vanne
est conforme, fig. 7.4). Mais, si l’entrée de cet opérateur de vérification passe ne serait-
ce qu’une seule fois à true, sa sortie passera à false et le restera. D’autres opérateurs de
bibliothèque sont énumérés dans la section 7.4.
7.3.5 Contraintes d’environnement
Dans un système réactif, le nombre de combinaisons d’événements possibles et des
réactions qui en découlent peut devenir énorme. En fait, tous ne se produiront pas. Il
est dès lors possible de définir des contraintes ou des restrictions d’environnement
afin de préciser la réalité expérimentale et réduire ainsi le nombre de ces combinai-
sons. Par exemple, il n’est pas possible de presser et de tirer simultanément sur une
couronne de montre ou de presser simultanément sur deux boutons physiquement
trop distants (inatteignables en même temps).
Pour définir des propriétés ou des contraintes comportementales du modèle il faut
agrémenter le modèle et son observateur d’hypothèses sur l’environnement (fig. 7.1),
notamment à l’aide d’assertions (exemples, fig. 7.14 et 7.33). Il convient cependant de
prendre garde au fait que l’excès d’assertions complexifie également la vérification.
Une fois les contraintes d’environnement spécifiées, le nombre des états atteignables
sera considérablement réduit. Le comportement du modèle à vérifier sera ainsi limité
aux conditions réelles et le modèle sera de moindre complexité. Notons néanmoins
que si dans le cas général, diminuer l'espace d'états aide le vérifieur, vu que celui de
SCADE n'explore pas l'espace d'états mais cherche à prouver une induction, ce n'est
pas nécessairement le cas.
7.4 Bibliothèque d’opérateurs de vérification
La bibliothèque d’opérateurs de la Suite logicielle SCADE dispose de fait de plusieurs
opérateurs de vérification (libverif, fig. 7.6).
• AfterNthTick: la sortie (output) de cet opérateur vaut true durant les N premiers
cycles. Ensuite, la sortie équivaut à l’entrée (input).
1
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1
1
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1
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• AlwaysAfterFirstCond: la sortie est définie par sa première entrée dès que sa
seconde entrée passe à true. Avant cet instant et depuis le cycle initial, la sortie
vaut true.
• AtLeastNTicks: la sortie est définie par son entrée dès que celle-ci est restée à
true durant N tics. Avant cela la sortie vaut false.
• HasNeverBeenTrue: la sortie est définie à true tant que son entrée reste à false. Si
celle-ci passe à false, la sortie passe également à false et le reste (fig. 7.3).
• Implies: ce nœud implémente l’opérateur logique d’implication (not A or B), où
A et B sont les entrées de l’opérateur.
• ImpliesWithinNTick: définit sa sortie équivalente à l’expression première entrée
implique seconde entrée dès que la première entrée a été à true durant N tics. Avant
cela la sortie vaut true (fig. 7.15 et 7.32).
Tous ces opérateurs de vérification permettent de mettre en évidence des proprié-
tés de sûreté (§ 7.7.4), comme illustré par les exemples qui suivent.
7.5 Antivol
7.5.1 Spécifications
Considérons un premier exemple simple (fig. 7.7). Il s’agit d’une sorte d’abstrac-
tion de système antivol. Cet antivol peut être actif ou inactif. Il est activé par une
télécommande à radio-fréquence incorporée à une clef, mais uniquement si cette
clef est retirée de la position Stop_Clef ou Park_Clef (conditions).
Pour activer le système d’alarme il faut presser sur le Bouton (événement) de la clef.
L’activation est confirmée par un éclairage intermittent (1 herz) des Clignotants
(condition) et ce pendant au moins 3 secondes (Sec).
AntivolFIGURE 7.7 Système antivol (ébauche)
Pour désactiver le système d’alarme il faut à nouveau appuyer sur le Bouton de la clef.
L’opération de désactivation du système antivol est confirmée par un allumage des
Clignotants (condition) durant 1 seconde.
FIGURE 7.8 Opérateur de vérification
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Le système comporte naturellement une Sirene (condition) qui est enclenchée seule-
ment si le l’événement Volumetrique est perçu et que l’antivol est actif. Elle peut
naturellement être inhibée, sans pour autant provoquer la désactivation du système
antivol. Pour cela il faut appuyer 2 fois sur le Bouton en moins de 2 secondes.
La figure 7.7 décrit une ébauche de modélisation de ce système. A noter, la syn-
chronisation, réalisée par le biais du signal Ctrl_Alarm_Actif, lequel est émis
continuellement tant que le système antivol se trouve dans l’état Actif.
7.5.2 Vérification
Le but de la vérification (stratégie debug) de cette ébauche de modélisation (fig. 7.7,
exercice § 7.14.3) est de montrer que le désamorçage de la sirène peut entraîner la
désactivation du système antivol. Pour vérifier cela, deux signaux ont été provisoi-
rement introduits dans les états respectifs: Desactivation et Desamorcage.
L’observateur décrit par la figure 7.8 a donc pour tâche de déterminer si ces deux
signaux peuvent être émis simultanément.
<Ctrl_Alarme>
Desactiv ation
Actif
Ctrl_Alarm_Actif
Activ ation
Inactif
<Ctrl_Volumetrique>
Desamorcage
Inactif
Ctrl_Volum_Inactif
1
Bouton and  
not (Stop_Clef  
or Park_Clef )
Clignotants = true;
1
 last 'Cpt = 3
Clignotants = f alse;
Cpt = 0;
1
Bouton and  
'Ctrl_Volum_Inactif
Clignotants = 
true;
1
 last 'Cpt = 3 Cpt = 0;
1
Volumetrique and  
'Ctrl_Alarm_Actif  and  
not Bouton
Sirene = true;
1
2 times Sec
2
Sec
Clignotants =  not  last 'Clignotants;
Cpt =  last 'Cpt + 1;
2
Sec
Clignotants = f alse;
Cpt =  last 'Cpt + 1;
2
2 times Bouton Sirene = f alse;
AntivolFIGURE 7.10 Simulateur de pompe de puisard (Rapid Prototyper Panel)
Plus précisément, si les deux variables de flot associées: En_Desactivation et
En_Desamorcage, peuvent valoir true simultanément (and). Ce qui s’avère être réelle-
ment le cas. En effet, la propriété de Non_Simultaneite est signalée par le vérifieur
comme étant falsifiable. La cause de la simultanéité est triviale. Elle a pour origine le
bouton qui est utilisé indistinctement et sans condition pour les deux opérations.
Pour corriger ce défaut il suffit de distinguer les situations et n’autoriser la désactiva-
tion de l’antivol que si le contrôleur volumétrique est effectivement dans l’état Inac-
tif. L’adjonction d’un signal Ctrl_Volum_Inactif (fig. 7.9), dont la présence peut
être testée (Bouton and ’Ctrl_Volum_Inactif), empêchera toute désactivation non
souhaitée du système antivol. Le vérifieur confirmera alors que la propriété n’est alors
plus falsifiable.
Certes, cette lacune est évidente. Mais elle est plus courante que l’on ne l’imagine.
Elle résulte d’une interprétation isolée ou incomplète des spécifications. Elle peut
aussi être diagnostiquée lors de la simulation interactive graphique. Mais on imagine
aisément des situations où le scénario peut s’avérer plus complexe. La vérification
permet de prouver plus aisément une propriété attendue de sécurité.215
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7.6 Pompe de puisard
7.6.1 Spécification informelle
Considérons une adaptation de l’exemple classique [Mat 96] [Bur 95] de contrôleur
de pompe de puisard devant fonctionner dans un contexte minier (fig. 7.10). Cet
exemple est intéressant, car il a été l’objet de diverses publications et peut donc
faire l’objet d’analyses et de comparaisons diverses.
Le système comprend une pompe de drainage utilisée pour pomper l’eau en excès
dans la mine (fig. 7.10). Cette eau est collectée dans une fosse de récupération
située en bas du puits afin d’être aspirée vers la surface. Le contrôleur doit activer
la pompe dès que le niveau d’eau atteint la limite de consigne haute (NIVEAU_MAX) et
la stopper dès que le niveau d’eau atteint la limite de consigne basse (NIVEAU_MIN).
Car, en dessous du niveau bas, la pompe ne peut plus opérer efficacement et sans
risquer des dommages matériels. Le pompage ne reprend que lorsque la consigne
haute est à nouveau atteinte.
Comme c’est fréquemment le cas dans une mine, il peut également y avoir accu-
mulation de gaz résiduels dangereux, tels que du méthane (CH4) ou du monoxyde
de carbone (CO). Si le méthane est à une concentration trop élevée, il devient
explosif. Il faut alors empêcher la pompe de fonctionner. Quant au monoxyde de
carbone, il s’avère létal à des concentrations élevées. Le contrôleur doit donc moni-
torer en permanence ces deux gaz et signaler aussitôt le dépassement des concen-
trations autorisées.
1
Modes
Niv eau_Danger_Potentiel
Alarme_CH4
Alarme_CO
Niv eau_CH4
Niv eau_CO
1
Simul_Niv eau_Eau
PRE
1
Niv eau_Eau
Pompage
2
Alertes
Debit_Eau
Op_On
Op_Of f
Spv _On
Spv _Of f
Alarme_Inondation
Panne_Pompe
Pompe de puisardFIGURE 7.12 Gestion des alertes
Si la situation d’émergence se poursuit au delà d’une certaine durée, l’alarme doit être
donnée afin que la mine soit immédiatement évacuée. Il en est de même en cas
d’inondation de la mine.
La pompe fonctionne en mode automatique, mais peut aussi être l’objet de com-
mandes manuelles émanant de l’opérateur ou du superviseur de ce dernier. Ces com-
mandes sont respectivement On et Off. L’opérateur ne peut agir que si la quantité
d’eau du puisard est inférieure à NIVEAU_MAX, tandis que cette restriction ne concerne
pas le superviseur. Cependant, ces commandes n’ont d’effet que si le niveau de
méthane est inférieur au seuil critique.
La figure 7.10 décrit une interface homme-machine du simulateur de pompe de pui-
sard. Elle a été élaborée avec le Rapid Prototyper de la Suite logicielle SCADE. On dis-
tingue sur cette IHM les divers composants, ainsi que des capteurs, des commandes
On/Off et des leds signalant si des niveaux critiques sont atteints (bleu: inondation,
orange: niveau de CO letal et rouge: niveau de CH4 explosif), comme par exemple le
niveau critique de CO affiché sur la figure 7.10. Une led de plus grand diamètre
signale, avec la couleur correspondante à la nature de l’alerte, si l’évacuation de la
mine s’avère nécessaire. Toutefois, l’alerte d’évacuation n’est activée que si le niveau
critique correspondant est observé sans interruption au delà de la durée tolérable
admise (consigne temporelle).
Niv eau_Eau 2
NIVEAU_INONDATION
CO
CH4
1
3
Niv eau_CH4
Niv eau_CO
Alr_Methane
Alr_Monoxy de_Carbone
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Outre les commandes On/Off on distingue des commandes permettant de varier le
débit d’eau d’infiltration, les niveaux de CH4 et de CO, ainsi qu’une touche per-
mettant de simuler la panne de la pompe de drainage (exercice, § 7.14.7).
7.6.2 Spécification formelle avec SCADE
La structure générale du simulateur-contrôleur comporte trois nœuds (fig. 7.11).
• Le nœud Simul_Niveau_Eau détermine en continu le niveau de l’eau contenue
dans le puisard (Niveau_Eau) et ce en fonction du débit de l’eau d’infiltration et
de celui de la pompe.
<Pompe_De_Puisard>
Normal
<Superv iseur>
Ctrl
<Operateur>
Ctrl
<Pompe>
Activ e
Pompage =  not Panne_Pompe;
Inactiv e
Pompage = f alse;
<Eau>
Ctrl
Alerte_CH4
Pompage = f alse;
1
Niv eau_Haut emit 'Demarre_Pompe;
2
Niv eau_Bas emit 'Arrete_Pompe;
1
 'Demarre_Pompe 
and  not  
'Arrete_Pompe
1
 'Arrete_Pompe
1
Op_On and  
not 
Niv eau_Haut
emit 'Demarre_Pompe;
2
Op_Of f  and 
 not Spv _On
emit 'Arrete_Pompe;
1
Spv _On emit 'Demarre_Pompe;
2
Spv _Of f emit 'Arrete_Pompe;
1
Niv eau_CH4 >= CH4
1
Niv eau_CH4 < CH4
Pompe de puisardFIGURE 7.14 Vérification de propriétés de sûreté
Il définit aussi deux conditions: Niveau_Bas si l’eau contenue a atteint le niveau de
consigne bas du puisard et Niveau_Haut, si la limite maximale est atteinte.
• La gestion des alarmes ou des alertes est assurée par le nœud Alertes (fig. 7.12).
Si un ou plusieurs seuils critiques sont atteints et sont maintenus durant un laps de
temps donné, l’ordre d’évacuation de la mine est transmis et ce avec le niveau de
danger potentiel correspondant (couleur) à l’élément à considérer en priorité.
• La gestion des divers états de la pompe est assurée par le nœud Modes (fig. 7.13).
Les divers comportements décrits informellement dans le paragraphe 7.6.1: auto-
matique, opérateur, superviseur et contrôle du niveau d’eau, ont été tour à tour
modélisés avec leurs contraintes respectives et ce avec des SSM parallèles. Le
superviseur est prioritaire sur l’opérateur. Bien qu’avec le simulateur proposé (fig.
7.10), par exemple, il ne soit pas possible de presser avec la souris simultanément
sur les touches Spv_Off et Op_On. La pompe est activée et désactivée par le biais
des signaux Demarre_Pompe et Arrete_Pompe. Quant à la variable de flot Pompage,
elle véhicule l’état de la pompe: true en fonctionnement, false autrement.
Il est à noter que le démarrage de la pompe ne peut pas avoir lieu si un ordre
d’arrêt est donné en même temps. En cas d’alerte due au méthane, le pompage est
immédiatement stoppé. A relever aussi que certains états sont de type textuel
(états définis avec une équation). La panne de la pompe (Panne_Pompe) est res-
treinte à son simple arrêt (exercice, § 7.14.7).
7.6.3 Vérification de propriétés de sûreté
Une fois le contrôleur élaboré et validé par simulation interactive graphique avec
l’IHM de la figure 7.10, il est possible de vérifier l’absence de danger potentiel.
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Op_Of f
Niv eau_CO
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Debit_Eau
Niv eau_CH4
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A1:  not (Op_On and Op_Of f ) and  not (Spv _On and Spv _Of f )
1
P_Eau_Residuelle Eau_Residuelle
1
P_Ev acuation Ev acuation
1
P_Non_Explosion Non_Explosion219
Vérification formelle
220FIGURE 7.15 Propriétés vérifiées (observateurs)
Cette vérification peut aussi avoir lieu individuellement, pour chaque nœud. Parmi
les propriétés de sûreté, on peut vérifier par exemple celles qui suivent.
• Absence de pompage en présence de méthane, autrement dit il s’agit de vérifier
la propriété de sûreté suivante (Non_Explosion): la pompe ne fonctionne jamais
en présence de méthane à une concentration plus élevée ou égale à la valeur de
consigne maximale.
• Assurance d’un niveau d’eau résiduelle dans le puisard (Eau_Residuelle), afin
de préserver l’état de marche de la pompe.
• Garantie que l’ordre d’évacuation de la mine est donné dans la situation où un
niveau de criticité est observé suffisamment longtemps.
Toutes ces propriétés sont résumées dans un modèle de preuve illustré respective-
ment par les figures 7.14 et 7.15. Le prouveur ou vérifieur de la Suite logicielle SCADE
indique qu’aucune de ces propriétés n’est falsifiable. Les diverses assertions (sect.
2.16) ou hypothèses sur l’environnement permettent par ailleurs de limiter la com-
plexité de la vérification. Elles sont indiquées à titre d’exemple, car elles n’ont pas
d’impact direct sur la validité des propriétés de sûreté.
7.7 Philosophes
7.7.1 Spécification informelle
Ce problème a été énoncé et résolu par E.W. Dijkstra (1971). Il s’agit d’un exemple
de synchronisation devenu depuis un classique. Surtout parce qu’il constitue un
paradigme intéressant pour une large gamme de problèmes de contrôle de l’accès
aux ressources, que ce soit dans un contexte centralisé (communication par accès à
une mémoire commune) ou bien en distribué (communication par échange de
messages). Il est par ailleurs l’objet d’une littérature foisonnante.
4
1
v erif ::ImpliesWithinNTick
T_CH42
Ev acuation
Alarme_CH4
Niv eau_Danger_Potentiel
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PhilosophesFIGURE 7.16 Placement et statut des philosophes (exercice, § 7.14.8)
Notons préalablement, que dans les propositions récentes de solutions, les philo-
sophes mangent des nouilles avec des baguettes. Ce qui est plus pertinent que de
manger des spaghettis avec deux fourchettes [Dij 71].
Les philosophes représentent des processus au comportement autonome, tandis que les
baguettes représentent les ressources. Tout philosophe qui mange doit obligatoire-
ment utiliser simultanément la baguette qui se trouve à sa gauche et la baguette qui se
trouve à sa droite. Il ne peut en aucun cas en emprunter d’autres (les baguettes ne
peuvent pas être déplacées). Par conséquent, tout couple de philosophes voisins est
en compétition. Ils ne peuvent pas manger en même temps.
On imagine donc des philosophes assis à des emplacements fixes autour d’une table.
La figure 7.16 décrit une disposition de 5 philosophes et plus précisément la situation
courante suivante: les philosophes 2 et 4 mangent, le philosophe 5 est en attente de
pouvoir manger. C’est-à-dire qu’il a décidé de manger, mais il attend de disposer des
deux baguettes/ressources nécessaires. Tandis que les philosophes 1 et 3 pensent et
ne souhaitent momentanément pas manger.
A tout instant, chaque philosophe se trouve donc dans l’un des états correspondant
aux situations suivantes (fig. 7.17):
• il mange (état Manger);
• il a décidé de manger, mais il ne dispose pas des deux baguettes (état
Souhaite_Manger), il attend alors jusqu’à ce que les deux baguettes dont il a impé-
rativement besoin soient libres;
• ou alors, il pense et il a donc la politesse de n’utiliser aucune baguette (état
Penser).221
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Par ailleurs, tout philosophe qui mange cesse de manger au bout d’un temps fini,
pour penser avant de se remettre à manger à nouveau. Initialement tous les philo-
sophes pensent. A cela, s’ajoutent quelques hypothèses opératoires:
• les activités des philosophes, à savoir: Manger et Penser, sont strictement
séquentielles et n’ont des interactions avec les activités des autres philosophes
qu’au début et à la fin de leur exécution;
• les actions se déroulent à des vitesses quelconques, variables et non nulles;
• le comportement de chaque convive (philosophe) peut donc être assimilé à une
tâche ou un processus au comportement cyclique.
Il est à relever que dans la modélisation Scade 6 proposée (figures 7.17, 7.18, 7.20,
7.21 et fig. 7.22), les actions correspondantes à la demande de baguettes et respec-
tivement leur (re-)mise à disposition (restitution) sont concrétisées par les flancs
montants et descendants de la variable de flot locale Souhaite_Manger (bool), c’est-
à-dire de la variable de flot globale Philosophe_i. Compte tenu de l’ensemble des
spécifications, il est possible de présenter une solution permettant aux philosophes
de manger sans interblocage (étreinte fatale).
<Philosophe>
Manger
Manger
Souhaite_Manger
Attendre
Penser
Attendre
Manger
Demande_Baguettes
Mange
1Souhaite_Manger
1
Autorise_A_Manger
1
 not Souhaite_Manger
PhilosophesFIGURE 7.18 Table des philosophes
7.7.2 Table des philosophes
Les cinq philosophes ayant tous le même comportement, ils sont donc instanciés à
partir de la même SSM (Scade State Machine) qui décrit leur comportement respectif
(fig. 7.17). Comme on le constate sur le réseau d’opérateurs qui implémente la table
des philosophes (fig. 7.18).
Le mécanisme d’arbitrage des demandes de baguettes (synchronisation) a pour rôle
de gérer l’allocation équitable des baguettes. Dans notre illustration il est implémenté
par le nœud Arbitre_Optimise (fig. 7.20). Il est en quelque sorte utilisé par tous les
philosophes. La solution est donc la même pour tous.
Outre les instances de philosophes et le mécanisme d’arbitrage, le réseau comporte
également des opérateurs de projection (structures de type tableau) et des opérateurs
fby (opérateur de décalage initialisé, § 2.7.3). Ces derniers permettent de résoudre les
problèmes de causalité (cycles existant entre l’opérateur d’arbitrage et chaque philo-
sophe, § 2.17.3).
7.7.3 Mécanisme d’arbitrage
L’algorithme de gestion de l’allocation des ressources baguettes présenté est de type
non symétrique et à contrôle centralisé.
1
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Philosophe
3
Philosophe
4
Philosophe
5
Philosophe
1
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Philosophe_1
1
Philosophe_2
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Philosophe_5
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[0]
3
[1]
4
[2]
5
[3]
6
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FBY1
1 false
FBY2
1 false
FBY3
1 false
FBY4
1 false
FBY5
1 false
Manger
3
Mangent
5
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L3 = Etat_Demandes;
L2 = Etat_Philosophes;
L1 = L4 and  not (L5 or L6);
Autorisation_De_Manger = L1;
L4 = (L3.[Indice] default false);
L5 = (L2.[(if (Indice = 0) then (N - 1) else (Indice - 1))] 
        default false);
L6 = (L2.[((Indice + 1) mod N)] default false);
Les cinq philosophes sont en concurrence et adressent en quelque sorte leurs
requêtes à un processus arbitre. Que ce soit pour lui signaler leur souhait de man-
ger, qui peut être satisfait si les deux baguettes/ressources désirées sont libres ou
bien leur décision de penser, en rendant disponibles les baguettes déposées.
L’ébauche de modélisation (fig. 7.19) montre que l’arbitre scrute en quelque sorte
continuellement le statut de tous les philosophes et de leur demande respective. Il
effectue à chaque pas (état/étape) un test de disponibilité (progr. 7.1) et autorise, si
possible, le philosophe correspondant à manger, si tel était son souhait. L’amélio-
ration proposée avec la SSM de la figure 7.20 montre que la scrutation ne débute
qu’en cas de requête ou de restitution de ressources (baguettes).
De plus, pour éviter d’éventuels cas de famine, la scrutation cyclique ne débute pas
systématiquement avec le même philosophe, mais avec celui désigné avec la
variable de flot Tour, définissant ainsi un ordre de scrutation cyclique. Le test de
disponibilité (progr. 7.1) effectué à chaque étape reste lui inchangé.
7.7.4 Vérifications
Les vérifications usuellement envisagées pour une modélisation du problème des
philosophes sont relatives à deux propriétés fondamentales.
• Sûreté (safety property): quelque chose de grave ne se produira jamais, éventuelle-
ment sous certaines conditions. Par exemple, le train d’atterrissage ne peut a
priori pas être rétracté au sol ou pendant la phase finale du vol. Dans cette
modélisation, deux philosophes voisins (contigus) ne pourront jamais manger
en même temps.
• Vivacité (liveness): quelque chose finira par se produire, sous certaines condi-
tions. Par exemple, la cabine d’ascenseur finira toujours par arriver à l’étage
souhaité ou telle requête sera toujours satisfaite. Dans notre exemple, tout phi-
losophe qui le souhaite pourra finalement manger.
La propriété de sûreté (fig. 7.24) ne pose pas de problème, hormis la complexité
du modèle à vérifier. Car le vérifieur de la Suite logicielle SCADE est orienté vers la
recherche d’erreurs de sûreté et à la démonstration de propriétés de sûreté.
PhilosophesFIGURE 7.19 Arbitre (ébauche de gestion des baguettes)
Mais, il ne permet pas de démontrer la vivacité (selon la logique temporelle) comporte-
mentale d’un modèle. Néanmoins, on peut démontrer que quelque chose de souhaité
peut se produire, en démontrant la falsifiabilité du contraire. Autrement dit on peut
montrer qu’un philosophe donné ou tous les philosophes pourraient manger en
essayant de démontrer la falsifiabilité de la propriété de famine (fig. 7.23). Cependant,
cela ne signifie pas pour autant prouver que le ou les philosophes finiront toujours
par manger.
<Arbitre>
Philo_5
Autorise_Philo_5
4
Etat_Demandes
Etat_Philosophes 6
Test__N_Lustre
Philo_4
Autorise_Philo_4
3
Etat_Demandes
Etat_Philosophes 4
Test__N_Lustre
Philo_3
Autorise_Philo_3
2
Etat_Demandes
Etat_Philosophes 3
Test__N_Lustre
Philo_2
Autorise_Philo_2
1
Etat_Demandes
Etat_Philosophes 2
Test__N_Lustre
Initial
Philo_1
Autorise_Philo_1
0
Etat_Demandes
Etat_Philosophes 1
Test__N_Lustre
1
true
1
true
1
true
1 true
1
true
1 true225
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Par exemple, la propriété de Famine vérifiée grâce à l’observateur Pseudo_Vivacite
est en effet falsifiable (fig. 7.25). Lors de l’analyse, un contre-exemple est généré,
indiquant que le nombre de mangeurs peut effectivement dépasser 1. Par contre, si
on remplace la constante 1 par 2, aucun contre-exemple n’est généré. La propriété
n’est plus falsifiable, ce qui signifie que le nombre de mangeurs simultanés est tou-
jours inférieur à 3 avec 5 philosophes autour de la table (propriété de sûreté).
<Arbitre_Optimise>
Tests
<Tests>
Philo_1
Autorise_Philo_1
0
Etat_Demandes
Etat_Philosophes 31
Test__N_Lustre
Attente
Philo_2
Autorise_Philo_2
1
Etat_Demandes
Etat_Philosophes 32
Test__N_Lustre
Philo_3
Autorise_Philo_3
2
Etat_Demandes
Etat_Philosophes 33
Test__N_Lustre
Philo_4
Autorise_Philo_4
3
Etat_Demandes
Etat_Philosophes 34
Test__N_Lustre
Philo_5
Autorise_Philo_5
4
Etat_Demandes
Etat_Philosophes 35
Test__N_Lustre
1
true Nb_Tests =  last 'Nb_Tests + 1;
1
true Nb_Tests =  last 'Nb_Tests + 1;
1
true Nb_Tests =  last 'Nb_Tests + 1;
1
true Nb_Tests =  last 'Nb_Tests + 1;
1
Req_Ou_Lib
1
Tour = 1
2
Tour = 2
3
Tour = 3
4
Tour = 4
5
Tour = 5
1
true Nb_Tests =  last 'Nb_Tests + 1;
1
 last 'Nb_Tests = N Tour =  last 'Tour mod N + 1;
PhilosophesFIGURE 7.21 État d’attente (arbitre optimisé, fig. 7.20)
FIGURE 7.22 Requête ou libération de baguette
FIGURE 7.23 Observateurs de propriétés (exercice, § 7.14.10)
Avec l’assertion suivante: Action_Philosophe_1 = false and Action_Philosophe_4 =
false, c’est-à-dire ses philosophes voisins n’expriment jamais le souhait de manger
(hypothèse sur l’environnement), on peut démontrer que la famine du philosophe 5,
placé entre eux, est falsifiable. C’est-à-dire qu’il pourrait manger. Mais, encore une
fois, il ne s’agit pas d’une preuve de vivacité (liveness) telle que l’on pourrait la prouver,
notamment avec un outil tel que SPIN (logique temporelle linéaire). D’où la dénomi-
nation de pseudo-vivacité, utilisée uniquement dans le contexte présent.
<Attente>
Attente
Etat_Demandes Req_Ou_Lib2
Requete_Ou_Liberation
fold<<N>>af alse
Etat_Philosophes
Requete
FBY1
1 false
1
1
Requete_Liberation_Courante
2
2
1Restitution
FBY2
1 false pre_Req_Lib
1
Table_Philosophes
Action_Philosophe_1
Action_Philosophe_2
Action_Philosophe_3
Action_Philosophe_4
1
Verif ications::Surete Surete
1
Pseudo_Viv acite Famine
1
Pseudo_Viv acite_Philo5 Famine_Philo_5
Action_Philosophe_5
A1: Action_Philosophe_1 = true227
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Le comportement des philosophes n’est cependant pas aussi têtu que ne le laisse
supposer l’assertion précédente. Il est permis de définir un comportement plus
réaliste, autrement dit en relâchant les contraintes sur l’environnement. Ce qui
peut être exprimé avec des assertions moins triviales, voire à l’aide d’une SSM
(exemple, fig. 7.26).
FIGURE 7.25 Pseudo-vivacité
Mangent
1
[0]
2
[1]
3
[2]
4
[3]
5
[4]
1
2
3
4
5
1
Surete1
5
[2]
4
[4]
3
[3]
2
[1]
1
[0]
1
1
1
1
t = 1
f  = 0
2
t = 1
f  = 0
3
t = 1
f  = 0
4
t = 1
f  = 0
5
t = 1
f  = 0
Mangent
Famine
PhilosophesFIGURE 7.26 Ébauche de spécification de contraintes sur l’environnement
FIGURE 7.27 Cellule d’algorithme d’exclusion mutuelle (fig. 7.28)
1
Table_Philosophes
Action_Philosophe_1
Action_Philosophe_2
Action_Philosophe_3
Surete
1
Pseudo_Viv acite Famine
Famine_Philo_5
Action_Philosophe_5
2
Pseudo_Viv acite_Philo5A1: Action_Philosophe_1 = f alse and Sec = true
<Philo_4>
Mange
Desir
Desir
Pense
Desir
1
[3]
Philo_4_Mange
1
Verif ications::Surete
1
CTE_1 times Sec
1
CTE_2 times Sec
1
 last 'Philo_4_Mange
<Cellule>
Attente_Liberation
Attente_Requete
1
Jeton and Requete Accorde = true;
2
Jeton Passe_Jeton = true;
1
Liberation Passe_Jeton = true;229
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7.8 Exclusion mutuelle
Le problème de l’exclusion mutuelle est un classique en programmation concur-
rente et en programmation répartie [Ray 84]. L’exclusion mutuelle est nécessaire,
notamment pour garantir l’intégrité des informations contre des accès concurrents
à des variables d’état ou bien pour attribuer un privilège d’accès à des ressources
critiques.
Dans l’exemple des philosophes, l’accès exclusif aux ressources baguettes ou à leur
état est garanti par l’utilisation d’un arbitre approprié (§ 7.7.3). Plus généralement,
on peut imaginer diverses solutions, autres que celle centrale de l’arbitre des philo-
sophes, comme par exemple un algorithme basé sur la circulation d’un jeton dans
un anneau logique de processus, à l’instar de l’algorithme d’arbitrage de bus pré-
senté dans le paragraphe 1.4.2.
Par exemple, la SSM de la figure 7.27 décrit le comportement d’un nœud Cellule
d’un algorithme d’exclusion mutuelle (fig. 7.28). Le comportement de chaque cellule
est simple. Si une requête est émise par le processus qui lui est associé, la ressource
ou le privilège d’accès lui est accordé, à condition toutefois qu’elle dispose du
jeton. Une fois que le processus restitue la ressource, le jeton est passé à la cellule
suivante. Si la cellule reçoit le jeton, mais qu’aucune requête de son processus asso-
cié n’est pendante, la cellule passe également le jeton à la cellule suivante.
Les cellules sont à leur tour organisées selon une topologie d’anneau logique (token
ring). La modélisation de cet anneau logique (fig. 7.28) est ici résumée à l’aide d’un
itérateur mapfold (fonction d’ordre supérieur).
FIGURE 7.29 Vérification de l’algorithme d’exclusion mutuelle (fig. 7.28 et 5.20)
1
Cellule
mapfold<<N>>
a
Requete
Liberation
Accorde
FBY1
1 true
1
Algorithme_Map_Fold
Requete
Liberation
Mutex
1
Exclusion_Mutuelle
Sûreté versus vivacitéFIGURE 7.30 Mouchard
Les variables de flot Requete, Liberation et Accorde (fig. 7.28) sont des tableaux de
type bool^N, où la constante N définit le nombre de processus (cellules) concernés.
La vérification de la propriété de sûreté de l’exclusion mutuelle (Mutex, fig. 7.29) peut
être réalisée aisément, avec une instance de la fonction Exclusion_Mutuelle, décrite
dans la section 5.8 (fig. 5.20, sect. 5.8).
7.9 Sûreté versus vivacité
Reconsidérons la problématique posée par la propriété de vivacité (liveness, § 7.7.4),
laquelle signifie que quelque chose se produira obligatoirement dans le futur. Par
exemple, une alarme sera toujours déclenchée suite à des conditions ou des événe-
ments non souhaités. C’est une propriété fondamentale d’un système. Mais, dans le
domaine des systèmes embarqués temps réel critiques, il est plutôt impératif de savoir
avec précision quand et de vérifier a priori si cela sera effectivement le cas [Les 09]. Ce
que permet d’un certaine manière le prouveur de Suite logicielle SCADE.
<Conducteur>
Inactif
<Mouchard>
Stop
Alarme
Alrm
Attente
<Conducteur_Assistant>
Alarme
Ecoute
AlarmeAlrm
1
Action_Qcq emit 'Reinit;
2
N times Sec1
 'Reinit emit 'Acq;
1
20 times Sec Stop = true;
2
 'Acq
1
 'Alrm
1
Acquitte emit 'Acq;231
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Considérons un exemple simple, une sorte de mouchard dont l’activité consiste à
contrôler l’état du conducteur. Si celui-ci est inactif durant au moins N=30 secondes
une alarme est continuellement émise. Le conducteur dispose alors de 20 secondes
pour acquitter cette alarme, sinon le véhicule s’arrête (Stop). Une modélisation de
ce contrôleur est décrite par la SSM de la figure 7.30.
Bien que l’exemple soit trivial, il est intéressant de vérifier que l’alarme est effecti-
vement émise après N=30 secondes d’inactivité (assertion sur l’environnement, fig.
7.31). Mais aussi, que cette alarme ne soit pas émise avant, par exemple après N=29
secondes. Ce qui constitue une propriété de sûreté.
Or, il s’avère que la propriété observée (fig. 7.32) est falsifiable dans les deux cas.
• Toutefois, dans le cas où N=29, la variable de flot Alarme vaut false après 29
secondes (ImpliesWithinNTick: true=>false, sect. 7.4), ce qui signifie que
l’alarme n’est pas émise avant l’échéance de 30 secondes. Ce qui était attendu.
• Tandis que dans le cas où N=30, la propriété est aussi falsifiable, mais seulement
après 30+20 secondes, comme le démontre la simulation du contre-exemple
généré. En effet, dans l’état Stop (fig. 7.30) l’alarme n’est pas émise. Une simple
modification de cet état, en y ajoutant l’émission de l’alarme, à l’instar de l’état
Alarme du Mouchard, aboutit à ce que la propriété ne soit plus falsifiable. Mais
cette adaptation ne s’impose même pas, puisque le système est alors stoppé.
En résumé, la vérification formelle nous permet d’affirmer que l’alarme est tou-
jours émise après 30 secondes d’inactivité, mais pas avant. Observons encore la
figure 7.33, laquelle définit une contrainte d’environnement (assertion) permettant
de prouver que l’alarme n’est jamais émise si le temps séparant deux actions quel-
conques (Action_Qcq) du conducteur est toujours inférieur à N secondes.
Action_Qcq
Sec
Acquitte
Stop_Conf orme
1
Mouchard
A1: Sec = true
1
Verif ications::Stop_Conf orme
1
Alrm Pas_D_Alarme
1
Activ e_Alrm Alarme_Conf orme
A2: Cpt_Act_Qcq < N
Motifs de vérificationFIGURE 7.32 Observateur de l’alarme
FIGURE 7.33 Expression d’une contrainte d’environnement
7.10 Motifs de vérification
7.10.1 Expression de scénarios temporels
Les exemples présentés jusqu’ici confirment que toute propriété de sûreté, y compris
temporelle, peut être exprimée par le biais d’une spécification Scade 6. Observateurs
et contraintes sur l’environnement sont en effet exprimées avec les mêmes concepts
(équations de flots, SSM et réseaux d’opérateurs synchrones) que ceux utilisés pour
modéliser le système à vérifier. Rappelons encore, que pour faciliter la tâche de vérifi-
cation la Suite logicielle SCADE dispose également d’une bibliothèque d’opérateurs de
vérification (sect. 7.4). Nonobstant cela, il est possible de développer des sortes de
motifs de vérification appropriés (patterns), réutilisables au besoin. La figure 7.34
décrit divers motifs ayant été proposés avec le Training Course d’Esterel Studio. Cette
suite logicielle n’étant malheureusement plus disponible [Est 02].
Les scénarios temporels peuvent notamment décrire des relations temporelles entre acti-
vités, telles que: avant, pendant ou après. Par exemple, l’action non instantanée de
déploiement de la marche escamotable d’un wagon devrait entièrement précéder
celle d’ouverture à proprement parler de la porte coulissante correspondante.
Une activité décrit une action d’une certaine durée, c’est-à-dire déterminée par un
intervalle compris entre deux événements, à savoir les instants de début (flanc mon-
tant) et de fin (flanc descendant) de l’action considérée (activité).
1
v erif ::ImpliesWithinNTick
N
Action_Qcq
Acquitte
1
Alarme
Alarme_Conf orme
2
A1: Sec = true
A2: Cpt_Act_Qcq < N
<Env >
Obs_Env
1
Sec Cpt_Act_Qcq =  last 'Cpt_Act_Qcq + 1;
2
Action_Qcq Cpt_Act_Qcq = 0;233
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Par exemple, si nous considérons le motif X précède Y (fig. 7.34), on considère qu’il
y a notamment violation de la propriété de sûreté si le flanc montant de l’activité Y
(Deb_Y) précède le flanc descendant de X (Fin_X).
FIGURE 7.35 Observateur de la propriété X précède Y
X Y
X Y
X
Y
X
Y
X
Y
X
Y
X
Y
X précède Y
X est immédiatement suivie de Y
X et Y se recouvrent complètement
X chevauche Y
X recouvre Y
X débute en même temps que Y
X se termine en même temps que Y
t
2
2
Non_Violation
Y
X
1
1
X_Precede_Y
1
1
Motifs de vérificationFIGURE 7.36 Motif X précède Y
Cette violation de propriété peut être formalisée par le biais d’une SSM (fig. 7.36). La
variable de flot Violation prend la valeur true si l’on peut observer le flanc montant
de l’activité Y tandis que X est encore active. Par défaut, le flot de sortie Violation
prend la valeur false.
L’observateur de la propriété de sûreté (Non_Violation, fig. 7.35) a donc comme flots
d’entrée X et Y, auxquels sont appliqués les opérateurs de détection des flancs mon-
tants et descendants, une instance du nœud X_Precede_Y et respectivement, l’opéra-
teur de négation. Les figures 7.37 et 7.38 décrivent deux autres motifs (fig. 7.34).
7.10.2 Exemple et commentaire
La SSM de la figure 6.30 décrit le comportement d’une sorte de bandit manchot
(sect. 6.14). Ce modèle est repris à titre d’exemple, afin de vérifier si l’inactivité de la
led 2 chevauche (motif, fig. 7.38) effectivement celle de la led 3.
<X_Precede_Y>
Courante Inactiv e
Activ ite_X
<Statut_X>
Inactiv e
Courante
ViolationDeb_Y
Terminee
1Fin_X
1
Deb_X
1
Deb_Y
1 Fin_Y 1
..
... X Y235
Vérification formelle
236FIGURE 7.37 Motif X immédiatement suivi de Y
A cette fin, deux flots de sortie ont été ajoutés (Inactive2 et Inactive3), afin de
récupérer le statut des signaux correspondants (Figee2 et Figee3). Lors de la véri-
fication de la propriété de chevauchement, il s’avère cependant que celle-ci est fal-
sifiable (Violation=true). Le contre-exemple nous amène à analyser l’instant
initial. En effet, si la variable de flot Start_Stop est à true à l’instant initial, on ne
peut pas observer le flanc montant du flot Inactive2.
L’ajout de l’assertion A1 (fig. 7.39) fixe une contrainte d’environnement excluant
cette situation (assume). La propriété est alors vérifiée (non falsifiable). Cet exemple
simple suggère ainsi des précautions d’usage, notamment avec des motifs réutili-
sables. Des adaptations s’avèrent parfois nécessaires (exercice, § 7.14.12).
Notons en corollaire, que la vérification exige usuellement une attention d’autant
plus importante lorsque le vérifieur fournit un diagnostic de non falsifiabilité.
<X_Immediatement_Suiv i_De_Y>
Courante
Erreur
true Violation
Activ ite_X
<Statut_X>
Non_Initiee
Courante
Terminee
1
Fin_X
1
Deb_X
1
Fin_Y 2 ..
1
Deb_Y
1
Fin_X
2
true
...
X Y
Motifs de vérificationFIGURE 7.38 Motif X chevauche Y
FIGURE 7.39 Inactivité Led2 chevauche Led3
<X_Chev auche_Y>
Inter
Chev auchement
<Activ ite_Y>
Erreur
Err
Terminee
Courante
Non_Initiee
Y_Inactiv e
<Activ ite_X>
Erreur
Err
Terminee
Courante
X_Activ e
Non_Initiee
X_Inactiv e
ViolationErr
1..
1
true
1
Deb_X
2
Fin_X
1
Fin_X and  last 'Y_Inactiv e
2
Deb_Y
2
Fin_Y
1
Fin_Y and  last 'X_Activ e
1
Deb_Y and ( 'X_Inactiv e or  
not  last 'X_Activ e and  
'X_Activ e)
X
Y
1
X_Chev auche_Y
1
Leds_SSM_VerifStart_Stop
1
1
2
2
Chev auchement
A1: (Start_Stop = f alse) -> (Start_Stop)
1
237
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7.11 Équivalence de modèles
7.11.1 Filtres de lissage
La vérification d’équivalence de modèles permet notamment de s’assurer que les
fonctionnalités et les comportements successifs induits par un développement ité-
ratif (raffinement) sont préservés. Dans l’élaboration d’un modèle optimal, l’équi-
valence des modèles permet de prouver la non régression. Contrairement aux tests
classiques, cette approche est bien plus rapide et qui plus est, elle est exhaustive.
Considérons par exemple le filtre de lissage. Plusieurs modélisations de ce filtre ont
été décrites dans la section 2.12. Bien que la simulation interactive graphique appli-
quée à des scénarios identiques ait à chaque fois fourni des flots de sortie équiva-
lents pour les trois modélisations, on peut ultérieurement se convaincre de
l’équivalence comportementale par une vérification formelle (fig. 7.40).
7.11.2 Protocole du bit alterné
Un autre exemple de vérification d’équivalence de modèles est illustré par le biais
de son application au protocole du bit alterné [Bar 69]. Ce paradigme classique des
systèmes distribués permet de décrire relativement simplement la spécification
d’un protocole de communication.
Pour simplifier la modélisation du protocole, nous considérons un système com-
posé de deux activités (Emetteur_SSM et Recepteur, fig. 7.42), lesquelles échangent
des messages au travers d’un réseau de communication non fiable (fig. 7.41). On
considère en effet que diverses pannes peuvent survenir aléatoirement au niveau du
réseau de communication, à savoir: pertes de messages (cas considéré), corruption,
duplication, voire déséquencement.
1
Filtre_De_Lissage
1
Filtre_Lissage_lus
1
Filtre_Lissage_scade
Entree
1
2
1 Equiv alence
Équivalence de modèlesFIGURE 7.41 Communications via un réseau non fiable
En résumé, des messages émis par l’activité émettrice peuvent être perdus par le
reseau. Mais, cela signifie aussi que des messages d’acquittement, émis par l’activité
réceptrice et destinés à l’activité émettrice peuvent également être perdus.
Le réseau reçoit de manière non déterministe, des messages à destination du Recepteur
ou bien des messages d’acquittement émis par ce dernier et destinés à l’émetteur. Les
erreurs induites par le réseau de communication, en l’occurrence la perte de mes-
sages, sont simulées par le biais d’une variable de flot d’entrée Perte_Msg (localement
Perdu). Il est à noter que le réseau est aussi modélisé par deux activités distinctes (ins-
tances du nœud Canal_Comm, fig. 7.42). Dans le cas où aucun message n’est émis, le
réseau reste tout simplement en attente.
FIGURE 7.42 Protocole du bit alterné
réseau
émetteur récepteur
 (non fiable)
1
Canal_Comm
1
Recepteur
Msg
Msec
Perte_Msg
3
Canal_Comm
0
1 2
3 4
2
Emetteur_SSM
Err
FBY2
1 false
FBY3
1 false
FBY4
1 false
FBY5
1 false
FBY6
1 false239
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Lorsqu’il y a perte d’un message, il faut répéter son émission. Mais la perte du
message n’est pas forcément signalée explicitement par un message de contrôle de
la part du réseau. Pour résoudre ce problème on peut néanmoins décider que si le
message d’acquittement n’est pas arrivé à l’activité émettrice avant l’échéance d’un
délai donné, alors le message émis peut effectivement être considéré comme étant
perdu. Comme préalablement énoncé, le problème de la perte du message
d’acquittement se pose aussi. Il en résulte que le message initialement émis pour-
rait être réémis, bien qu’en fait il ait été correctement reçu par l’activité réceptrice.
Pour reconnaître la réception de la copie d’un message original, la solution
consiste à ajouter un bit d’information à tout message. Ce bit changera alternative-
ment d’état à chaque transmission émetteur-récepteur correcte. A cet effet, l’émet-
teur et le récepteur disposent chacun d’un bit de contrôle ayant la même valeur
initiale. Lorsque l’émetteur envoie son message au récepteur, la trame est complé-
tée du bit de contrôle de l’émetteur. Ce dernier attend ensuite la réception d’un
accusé de réception. Après quoi l’émetteur inverse l’état de son bit de contrôle.
Mais, si l’attente se prolonge au delà du délai de garde, alors il réémet la même
trame (message).
De son côté, le récepteur qui reçoit un message compare le bit de contrôle de la
trame reçue avec son propre bit de contrôle. S’ils correspondent, il retourne à
l’émetteur un message d’acquittement positif (pouvant comporter le bit de
contrôle). Il inverse ensuite son propre bit de contrôle et se met en attente d’une
<Emetteur>
Attente_Acq
true Rx_Pret
Pret_Emission
Tx_Prettrue
1
Canal_Emission_Pret Bit_Alt_Emis =  last 'Bit_Loc;
1
DELAI_RETRANSM times Msec
2
Canal_Reception_Pret
Bit_Loc =  not  last 'Bit_Loc;
Msg =  last 'Msg + 1;
1
Bit_Alt_Emis <> Bit_Acq Duplication = true;
2
true
Équivalence de modèlesnouvelle trame. Sinon (dans tous les autres cas), il renvoie un accusé de réception
négatif (éventuellement avec le bit de contrôle inversé).
La figure 7.42 décrit une modélisation de ce protocole simplifié. Mais, en l’occur-
rence, ce qui nous intéresse plus particulièrement c’est de savoir si l’on peut rempla-
cer le modèle d’émetteur formulé avec une SSM (Emetteur_SSM, fig. 7.43) par une
modélisation différente, décrite par le nœud Emetteur_Lustre (progr. 7.2).
PROGRAMME 7.2 Émetteur_Lustre (ébauche, exercice § 7.14.5)
node Minuterie(Msec, Attente_Acq: bool) 
       returns(Echu: bool)
let
   Echu = DELAI_RETRANSM times (Msec and Attente_Acq); 
tel
node Emetteur_Lustre(Canal_Emission_Pret, 
                     Canal_Reception_Pret,
                     Msec, Bit_Acq: bool)
             returns(Rx_Pret, Tx_Pret, Bit_Alt_Emis,
                     Duplication: bool; Msg: int)
var
   Pret_Emission, Attente_Acq: bool; 
   Bit_Loc: bool last = false;
   Delai_Echu: bool;
let
   Pret_Emission = (not Canal_Emission_Pret) ->
                      (not Canal_Emission_Pret  and
                       pre(Pret_Emission)) or
                      (Canal_Reception_Pret and 
                       pre(Attente_Acq)) or Delai_Echu;
   Attente_Acq   = not Pret_Emission and not Delai_Echu;
   Delai_Echu = false -> (restart Minuterie every (false -> 
                            pre Pret_Emission and
                            Canal_Emission_Pret))
                         (Msec, false -> pre Attente_Acq);
   Tx_Pret, Rx_Pret = (Pret_Emission, not Tx_Pret);
   Bit_Loc, Msg = (false, 0) -> if Canal_Reception_Pret and 
                                   pre(Attente_Acq) 
                                   and not Delai_Echu then
                                   (not pre Bit_Loc, pre Msg+1)
                                else
                                   (pre Bit_Loc, pre Msg);
   Bit_Alt_Emis = false -> if Canal_Emission_Pret and
                              pre(Pret_Emission) then
                              pre Bit_Loc
                           else
                              pre Bit_Alt_Emis;
   Duplication = false -> (Canal_Reception_Pret and not
                          Delai_Echu) and not pre(Pret_Emission)
                          and (Bit_Alt_Emis<>Bit_Acq);
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242FIGURE 7.44 Preuve d’équivalence des deux modèles d’émetteurs
Dans l’optique de la substitution de la modélisation SSM (fig. 7.43) par le nœud
Emetteur_Lustre, le prouveur de SCADE permet de vérifier l’équivalence compor-
tementale des deux modèles et donc de leur interchangeabilité, qui est dès lors
garantie. Notons, l’utilisation d’opérateurs de type map et fold (chap. 5) dans l’ana-
lyse (observateur) de l’équivalence des deux modèles (fig. 7.44).
7.12 Problème des grenouilles
7.12.1 Présentation
Si le prouveur de SCADE est essentiellement dédié à la vérification de propriétés de
sûreté, on ne peut s’empêcher d’en illustrer également les capacités dans la
recherche de solutions à des problèmes, tels que des casse-têtes. Des solutions à
ces derniers peuvent être exprimées avec des algorithmes non-déterministes [Flo
67], à l’instar d’algorithmes écrits en PROMELA (progr. 7.3), lesquels permettent
notamment de trouver des solutions en utilisant le mécanisme de retour arrière
(backtracking), effectué durant une vérification avec SPIN [Hol 04].
Considérons donc le prouveur de SCADE pour résoudre ce genre de probléma-
tique, avec comme exemple le casse-tête des grenouilles [Ben 06] [Ben 08]. Les gre-
nouilles appartiennent à deux catégories distinctes. Les grenouilles femelles se
déplacent (choix arbitraire) vers la gauche. Tandis que les grenouilles mâles se
déplacent vers la droite. Elle ne peuvent donc pas revenir en arrière.
Toute grenouille peut se déplacer de la pierre où elle se trouve vers une pierre adja-
cente libre ou bien sauter par dessus une autre grenouille pour atterrir sur une
pierre également libre.
1
Emetteur_SSM
Canal_Emission_Pret
Canal_Reception_Pret
Msec
Bit_Acq
1
map<<N>>
1
Equiv
1
Emetteur_Lustre
4
1
fold<<N>>
f alse
1
Problème des grenouillesFIGURE 7.45 Placement initial et final des grenouilles
Ainsi, partant de la configuration initiale, l’objectif est de déterminer la séquence de
mouvements permettant d’atteindre la configuration finale, autrement dit à inverser
de place les deux genres de grenouilles, comme illustré par la figure 7.45.
PROGRAMME 7.3 Algorithme PROMELA (optimisable)
#define MAX 11
mtype = {libre, male, femelle, herbe};
mtype pierres[MAX];
active proctype grenouilles() {
   int pos;  /* Configuration initiale: */
   pierres[0] = herbe; pierres[1] = herbe;   
   pierres[2] = male; pierres[3] = male; pierres[4] = male;
   pierres[5] = libre; 
   pierres[6] = femelle; pierres[7] = femelle; pierres[8] = femelle;
   pierres[9] = herbe; pierres[10] = herbe;
   /* Contraintes de déplacement:       */
   do :: select(pos: 2..8); /* sélection aléatoire d’une pierre      */
         if :: pierres[pos]==male -> /* instr. if potent. bloquantes */
                  if :: pierres[pos+1]==libre -> pierres[pos+1] = male;
                     :: pierres[pos+2]==libre -> pierres[pos+2] = male
                  fi
            :: pierres[pos]==femelle ->
                  if :: pierres[pos-1]==libre -> pierres[pos-1] = femelle;
                     :: pierres[pos-2]==libre -> pierres[pos-2] = femelle
                  fi
         fi;
         pierres[pos] = libre; 
         /* Configuration finale:        */
         assert(!(pierres[2]==femelle && pierres[3]==femelle && 
                  pierres[4]==femelle && pierres[6]==male && 
                  pierres[7]==male    && pierres[8]==male));
   od;
}
Configuration initiale
Configuration finale243
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Le programme 7.3 illustre un algorithme non déterministe écrit avec le langage PRO-
MELA [Hol 04]. Plus précisément, le programme spécifie les contraintes associées au
déplacement des grenouilles ainsi qu’une assertion, constituée par la négation de la
configuration finale. Soumis au vérifieur SPIN [Ben 08], il permet de déterminer
des solutions (contre-exemples) au casse-tête.
En effet, le vérifieur SPIN signalera l’erreur d’assertion (assert). Car il existe effecti-
vement des exécutions (séquences de déplacements) permettant d’atteindre la
configuration souhaitée et qui par conséquent invalident l’assertion. Qui plus est,
le vérifieur SPIN propose des contre-exemples. Ces derniers constituent en fait des
séquences de déplacements valides des grenouilles, permettant d’aboutir à la confi-
guration finale.
7.12.3 Solution SCADE
Le recherche d’une solution avec SCADE est basée sur le même principe que celui
adopté pour la modélisation PROMELA/SPIN. Ainsi, le modèle spécifie les
contraintes de déplacement des grenouilles, à l’instar de celles déclarées dans le
programme PROMELA (progr. 7.3). Les deux formulations sont pratiquement équi-
valentes (constantes -1 -2 et respectivement +1 +2, à l’instar de la solution PRO-
MELA).
Par rapport à l’algorithme PROMELA, le modèle élaboré avec Scade 6 (fig. 7.46) est
constitué d’un nœud principal Prob_Grenouilles, lequel instancie deux nœuds,
respectivement Grenouille_Femelle, spécifié avec une équation de flots (progr.
7.4) et Grenouille_Male (fig. 7.47), formulé avec un réseau d’opérateurs syn-
chrones.
FIGURE 7.46 Casse-tête des grenouilles (Prob_Grenouilles)
1
Grenouille_Femelle
1
Grenouille_Male
Pos_Alea
1
[Pos_Alea] Libre
1
Male
1
Loc
Pierres
Loc
FBY 1
1 Config_Initiale
Problème des grenouillesPROGRAMME 7.4 Grenouille femelle
Pierres_Out = if (Pierres_In.[(Pos_Alea-1)] default Libre)=Libre
              then
                 (Pierres_In with [Pos_Alea-1]=Femelle) with
                    [Pos_Alea] = Libre
              else 
                 if (Pierres_In.[(Pos_Alea-2)] default Libre)=Libre
                 then (Pierres_In with [Pos_Alea-2]=Femelle) with
                         [Pos_Alea] = Libre
                 else 
                    Pierres_In;
En l’occurrence, la différence de spécification entre les genres de grenouilles a sim-
plement pour but d’illustrer des accès à des structures de type tableau et plus précisé-
ment, des projections dynamiques, comme par exemple (progr. 7.4):
Pierres_In.[(Pos_Alea-1)] default Libre
ou l’assignations d’un élément structuré, comme ci-après:
Pierres_In with [Pos_Alea-1] = Femelle
A noter également, la formulation de la définition de deux éléments du tableau de
sortie Pierres_Out de type tableau (Etat_Pierre ^N, fig. 7.48). Ce qui permet d’éviter
une définition multiple:
(Pierres_In with [Pos_Alea-1] = Femelle) with
   [Pos_Alea] = Libre
FIGURE 7.47 Grenouille mâle
1
1
[(Pos_Alea + 1)] Libre
2
[(Pos_Alea + 2)] Libre
Libre
1
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1
[Pos_Alea + 1]
Pierres_In
2
3
[Pos_Alea + 2]
2
4
[Pos_Alea]
5
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Pierres_Out245
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246FIGURE 7.48 Configurations initiale et finale
La variable de flot Pos_Alea, en référence au modèle PROMELA, constitue l’indice
de la pierre courante à considérer. Notons encore que la solution SCADE propo-
sée comporte du parallélisme d’exécution inutile. Les nœuds Grenouille_Femelle
et Grenouille_Male sont évalués continuellement (sémantique de l’instruction if,
sect. 2.6). Il est naturellement possible de procéder autrement, par exemple avec
des blocs d’activation (exercice, § 7.14.19).
Pour générer une solution (contre-exemple), l’élaboration d’un observateur au
comportement très simple suffit. En effet, il est constitué uniquement de l’opéra-
teur de comparaison (<>, fig. 7.49). Il permet de comparer la configuration (valeur)
courante de la variable de flot de sortie Pierres, du nœud Prob_Grenouilles (fig.
7.48), avec la configuration finale (Config_Finale) et si elles ne diffèrent pas (=),
alors un contre-exemple est généré.
FIGURE 7.49 Vérification
1
Prob_GrenouillesPos_Alea
Conf ig_Finale
A1: Pos_Alea >= 2 and Pos_Alea <= 8
1
Solution
Remarques et commentairesFIGURE 7.50 Contre-exemples générés par le vérifieur SCADE (extraits)
SSM::set Verif/Pos_Alea 6 4
SSM::set Verif/Pos_Alea 4 6
SSM::set Verif/Pos_Alea 3 7
SSM::set Verif/Pos_Alea 5 5
SSM::set Verif/Pos_Alea 7 3
SSM::set Verif/Pos_Alea 8 2
SSM::set Verif/Pos_Alea 6 4
SSM::set Verif/Pos_Alea 4 6
SSM::set Verif/Pos_Alea 2 8
SSM::set Verif/Pos_Alea 3 7
SSM::set Verif/Pos_Alea 5 5
SSM::set Verif/Pos_Alea 7 3
SSM::set Verif/Pos_Alea 6 4
SSM::set Verif/Pos_Alea 4 6
SSM::set Verif/Pos_Alea 5 5
Un contre-exemple produit par le prouveur de SCADE est illustré par la figure 7.50.
Cette dernière regroupe en fait deux contre-exemples, c’est-à-dire deux séquences
distinctes de valeurs prises par la variable de flot d’entrée Pos_Alea, à partir des-
quelles on déduit les déplacements valides des grenouilles.
La première (colonne), en gras, correspond au modèle préalablement décrit (fig.
7.46). La seconde, en italiques, peut être obtenue par le biais d’une modélisation
Scade 6 différente (exercice, § 7.14.19).
7.13  Remarques et commentaires
Au travers de quelques exemples nous avons pu entrevoir diverses possibilités de
prouver des propriétés de sûreté d’un modèle et ce, que ce soit en relation avec des
états ou des événements. Par exemple, tel état ne sera jamais atteint, telle situation ne
se produira pas, un événement A peut précéder un événement B, suite à un événement
une alarme sera activée au bout d’un laps de temps déterminé, mais pas avant, etc. Il
est en outre possible de prendre en considération des actions ayant une durée ou bien
des activités délimitées par des événements, comme l’action X est simultanée à celle
de Y, la précède ou la suit. La mise en évidence de propriétés attendues du système en
développement n’est toutefois pas une activité aisée. Elle exige de la rigueur, une
méthodologie et l’élaboration de scénarios et modèles appropriés.
La pratique de la vérification formelle nous permet de se rendre compte que l’on
ignore fréquemment des erreurs. Le modèle en développement nous apparaît sou-
vent correct, alors qu’il ne l’est pas. Accessoirement, nous avons vu que l’on peut
résoudre des casse-tête avec le prouveur de la Suite logicielle SCADE. Rappelons encore,
que dans ce chapitre les fondements théoriques du model-checking n’ont pas été abor-
dés et en particulier ceux du vérifieur/prouveur utilisé avec SCADE. Pour des appro-
fondissements, il convient de se reporter à la littérature (bibliographie).247
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248Accordons nous enfin un commentaire d’actualité. Il est relatif au domaine de
l’automotive (automobile). En effet, il constitue un ensemble intéressant de problé-
matiques, car il comporte de nombreuses exigences de sûreté. A ce jour, en cas
d’accident, la responsabilité incombe généralement au(x) conducteur(s), ce qui est
fort pratique. A moins que l’on puisse démontrer le contraire (constructeur), ce
qui est bien plus rare. Dès lors, qu’en sera-t-il avec les voitures sans conducteur ou
simplement fortement assistées, tant vantées par les medias et les constructeurs?
Par exemple, comment désigner les responsabilités, comment les démontrer, etc.
Actuellement, des essais de véhicules autonomes sont en cours. Mais, dans certains
cas, les assurances exigent encore la présence d’une personne à bord, habilitée à
stopper le véhicule (généralement lent et évoluant dans de bonnes conditions) en
cas de problème ou de collision imminente. Or, divers problèmes ont déjà été
signalés, jusqu’à il y a peu de temps, à propos de véhicules automobiles commer-
cialisés courants, mais de plus en plus informatisés et sans toutefois que les causes
aient toujours été officiellement admises. Pour confirmation, on évoque de pos-
sibles problèmes dans [Wik 09], ainsi que d’autres dans [Lem 14]:
... explique que ce problème provient du logiciel du module de contrôle de l'inverseur du système
hybride. Lorsqu'il est fortement sollicité, le logiciel peut faire entrer le véhicule en mode de sécu-
rité, limitant la puissance disponible pour la conduite. Dans de rares cas le module de contrôle
pourrait se réinitialiser, mettant hors service le système hybride et entraînant l'arrêt du véhi-
cule...
ou [Cha 14]:
... un problème de logiciel pourrait retarder le déploiement d’un air bag dans certaines circons-
tances de roulage, augmentant potentiellement le risque de blessure ...
... erreur du logiciel de contrôle de la transmission, le véhicule risquerait de s'engager «à
rebours» pour un peu plus de 1 seconde tandis que le conducteur croit qu'il est en train de pas-
ser du mode parking à celui de conduite ...
Dans d’autres commentaires ou blogs, on préconise de façon péremptoire des
approches adéquates de certification [Geo 10]:
... le problème d'accélération soudaine présente tous les symptômes d’un bogue informatique
subtil, difficile à reproduire, car il est probablement induit par une séquence d’événements très
peu probable. Ce n’est donc que le début de ce qui deviendra un réel problème de sûreté avec les
futurs dispositifs basés sur des systèmes logiciels. Les constructeurs automobiles devraient être
tenus de mettre en œuvre les mêmes types de contrôle de processus et de certification que la
NASA utilise pour qualifier les logiciels de vol critiques ...
Ces divers commentaires confortent notre opinion. La vérification formelle et plus
globalement la certification, à l’instar de ce qui se fait en avionique, s’imposent
aussi dans le domaine des véhicules automobiles, y compris avec conducteur!
Néanmoins, la voiture sans conducteur comporte incontestablement des défis très
intéressants et stimulants. Elle est source de recherches appliquées et de dévelop-
pements. Elle suscite de nombreuses réflexions et ce dans de vastes domaines.
ExercicesAinsi, parmi les très nombreuses problématiques qu’elle soulève, sera-t-on réellement
capables d’atteindre les même performances (vitesses des véhicules, fluidité du trafic,
sûreté, etc., qu’actuellement avec des conducteurs? Ou plutôt, verrons nous d’abord
émerger de nouveaux paradigmes de transport assisté, (semi-)automatisé ou autre,
mais tous aussi exigeants en processus de vérification? Ce que confirme également
un article de vulgarisation récent [Shl 16]:
L'industrie automobile et la presse ont fortement plébiscité la voiture sans conducteur. Mais les
conditions routières usuelles posent d'énormes défis au développement de tels systèmes. Les voitures
entièrement automatiques (niveau 5) ne sont pas envisageables avant de nombreuses années
(décennies ?). Néanmoins, dans la prochaine décennie, nous verrons apparaître des systèmes limi-
tés à des conditions particulières et des applications spécifiques: automatisation du parking,
navettes de campus à basse vitesse, pelotons rapprochés de camions et systèmes automatiques de
contrôle d’autoroutes pour une utilisation dans des voies réservées. De tels systèmes sont effective-
ment réalisables et peut-être inévitables.
En l’état, une question demeure pour le lecteur, à savoir: monter dans un véhicule qui
pourrait prendre des décisions à l’encontre des passagers, voire vous mettre en dan-
ger et dont le système de conduite ne serait pas certifié sans bugs?
7.14 Exercices
7.14.1 La SSM qui suit (Filtre_Anti_Rebonds) décrit une variante de la modélisa-
tion du système antirebond (exercice, § 4.11.9). Il s’agit d’élaborer une nouvelle
modélisation basée sur des équations de flots, ainsi qu’une autre définie avec
un réseau d’opérateurs, puis de prouver l’équivalence des divers modèles.
<Filtre_Anti_Rebonds>
Actif
<Actif >
AttenteInitial
Inactif
Entree Sortie
1
Activ ation and  not  
last 'Activ ation
1
true
1
 not Activ ation
2
DELAI times Msec
1
Entree Sortie = true;249
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2507.14.2 Le chapitre 2 comporte divers énoncés d’exercices où il s’agit d’élaborer
des modélisations au comportement résultant identique. Vérifier leur
équivalence à l’aide du prouveur SCADE.
7.14.3 La modélisation d’une sorte de système antivol simple, décrite dans la
sect. 7.5, exhibe deux macro-états parallèles (fig. 7.9). Or, la branche paral-
lèle de droite Ctrl_Volumetrique ne concerne que la situation où l’antivol
est actif. Elle peut donc être intégrée dans l’état Actif correspondant, du
macro-état Ctrl_Alarme, réduisant ainsi d’autant la complexité du modèle.
Plus précisément, il faut compléter le sous-état Actif qui suit. Vérifier
ensuite l’équivalence des deux modèles.
7.14.4 Vérifier l’équivalence entre le modèle d’émetteur (protocole du bit alterné,
§ 7.11.2) formulé avec une SSM (fig. 7.43) et la traduction automatique de
celle-ci en un automate textuel (automaton).
<Ctrl_Alarme>
Desactiv ation
Actif
<Ctrl_Volumetrique>
Activ ation
Inactif
1
Bouton and  
not (Stop_Clef  
or Park_Clef )
Clignotants = true;
1
 last 'Cpt = 3
Clignotants = f alse;
Cpt = 0;
1
Bouton and  
'Ctrl_Volum_Inactif
Clignotants = true;
1
 last 'Cpt = 3 Cpt = 0;
2
Sec
Clignotants =  not  last 'Clignotants;
Cpt =  last 'Cpt + 1;
2
Sec
Clignotants = f alse;
Cpt =  last 'Cpt + 1;
Exercices7.14.5 Améliorer l’ébauche d’émetteur du protocole du bit alterné, formulée avec
des équations de flots de données (progr. 7.2) et vérifier l’équivalence de son
comportement avec celui du modèle élaboré avec une SSM (fig. 7.43).
7.14.6 Compléter les nœuds non décrits du modèle de simulation du protocole du
bit alterné (§ 7.11.2) et vérifier des propriétés attendues du modèle.
7.14.7 La modélisation proposée pour la pompe de puisard (sect. 7.6) comporte la
possibilité de planifier une panne simple de la pompe (pompage stoppé).
Adapter la modélisation afin de considérer la panne sous divers angles. Par
exemple, les ordres On/Off pourraient ne pas être suivis d’effet. La pompe
pourrait ainsi fonctionner, même en cas de présence critique de méthane. Ou
bien la pompe pourrait avoir des comportements erratiques. Analyser divers
cas et solutions, éventuellement tolérantes à certaines pannes et vérifier des
propriétés de sûreté.
7.14.8 La figure 7.16 décrit une disposition de 5 philosophes. On y distingue le sta-
tut des philosophes (pense, mange ou attend pour manger). Cependant, les
ressources baguettes n’y sont pas représentées. Compléter l’IHM de façon à
décrire également le statut des baguettes, par exemple: en rouge si utilisée, en
vert si disponible. Adapter de façon optimale le modèle et vérifier si néces-
saire les propriétés de sûreté usuellement attendues.
7.14.9 Considérer à nouveau le problème des philosophes (sect. 7.7) et montrer
qu’il n’y a pas d’interblocage. Autrement dit, les 5 philosophes ne peuvent
pas rester bloqués simultanément et indéfiniment en attente de baguettes.
7.14.10 Pour quelle raison la propriété de famine du philosophe 5 n’est-elle pas falsi-
fiable (fig. 7.23, avec l’assertion Action_Philosophe_1 = true)?
7.14.11 La figure 7.34 décrit divers motifs d’activités temporelles sujettes à des vérifi-
cations. Certains ont été modélisés avec des SSM (fig. 7.36, 7.37 et 7.38).
Compléter la modélisation des motifs manquants, voire avec des réseaux
d’opérateurs synchrones ou des équations de flots.
7.14.12 La vérification de la propriété de chevauchement d’inactivités (§ 7.10.2) est
falsifiable à l’instant initial. Cela est dû à l’opérateur de détection du flanc
montant. Il s’agit d’analyser cette problématique et de proposer des solutions
appropriées.
7.14.13 Soit une platine d’expérimentation animale, construite en plexiglas. Elle est
constituée de deux pièces séparées par une sorte de tunnel qui les relie. Dans
ces trois parties peuvent circuler librement des chats et des souris. Toutefois,
on relève quelques règles qui doivent être satisfaites pour autoriser les ani-
maux à accéder au tunnel de communication.251
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252• Les souris ne peuvent s’engager dans le tunnel que si le nombre de
chats qui s’y trouvent déjà est inférieur à 3.
• Les chats s’arrangent pour que le tunnel soit toujours occupé par au
moins l’un d’entre eux. Par ailleurs, compte tenu des dimensions du
tunnel, les chats ne peuvent s’y tenir à plus de 5 à la fois.
Modéliser avec Scade 6 les requêtes d’accès au tunnel et vérifier le respect
des contraintes.
7.14.14 Le syncChart qui suit décrit l’ébauche de modélisation d’un processus en
relation avec la problématique de l’exclusion mutuelle entre deux proces-
sus ayant le même genre de comportement. Est-elle erronée? Donner une
solution exprimée essentiellement avec une SSM et qui évite que les deux
processus ne puissent se trouver simultanément dans l’état En correspon-
dant.
7.14.15 Vérifier la modélisation d’un système de gestion de feux de contrôle
d’accès à une portion de route à voie unique, proposé en exercice (§
6.17.25). La vérification de la solution doit permettre de s’assurer que ce
système n’engendrera pas d’accidents et ne se bloquera point.
7.14.16 Afin de rendre plus confortables les voyages, notamment sur autoroute,
de nombreux véhicules automobiles sont équipés d’un dispositif appelé
Cruise Speed Control ou Tempomat [And 96] [Req 08]. Il s’agit d’un appareil-
lage de régulation de la vitesse de croisière du véhicule qui, lorsqu’il est
activé, maintient la vitesse courante à une valeur de consigne définie par le
conducteur et ce sans qu’il soit nécessaire de garder le pied appuyé sur
l’accélérateur, d’où une fatigue de conduite moindre.
Modéliser ce genre de dispositif, éventuellement en complétant et corri-
geant la SSM Tempomat qui suit [Est 08] et vérifier quelques propriétés de
sûreté, telles que les suivantes:
• si le frein est pressé, le régulateur est, soit interrompu soit Off;
I
<1>
<2>
Att
EnHors C
Sortir / ’Etat_B := false’
Entrer /
[not Etat_A] / ’Etat_B := true’
Exercices• si la vitesse du véhicule est hors de l’intervalle de consigne autorisé, le
régulateur ne doit pas être On;
• si la vitesse du véhicule est hors de l’intervalle de consigne autorisé, le
niveau des gaz doit correspondre à celui indiqué par l’accélérateur;
• si le régulateur n’est pas On, le niveau des gaz doit aussi correspondre à
celui défini par l’accélérateur;
• enfin, si le bouton de désactivation du régulateur est pressé, ce dernier
doit être effectivement Off.
7.14.17 Le système de contrôle d’un passage à niveau constitue un problème clas-
sique du model-checking [Nis 97] [Sch 99]. Le contrôle est basé sur des infor-
mations fournies par des capteurs (sensors) détectant l’arrivée (Approche) et
l’éloignement (Eloignement) des trains. Le passage à niveau comporte une
barrière de chaque côté des voies de chemin de fer, afin de prévenir l’accès
aux voies par des véhicules automobiles, lorsque celles-ci sont occupées par
un train ou lorsqu’un train est en instance de survenir. Le système doit égale-
Enclenche
Vitesse_Croisiere_Loc
Pt_Decel
1
Gestion_Vitesse_Croisiere
Pt_Accel
Vitesse_Croisiere
Set
Vitesse
<Enclenche>
Interrompu
Statut_RegulateurINT
Actif
Condition_D_AttenteVitesse < V_Min
Acceleration > Min_Pedales 1
Vitesse > V_Max
<Actif >
En_Attente
Statut_RegulateurSTDBY
On
Vitesse_Croisiere_Loc
Statut_RegulateurON
Cmd_Gaz
Vitesse
2
Regulation
Of f
1
Condition_D_Attente
1
 not Condition_D_Attente
1
Freinage > Min_Pedales
1
Retablissement and  not 
(Freinage > Min_Pedales)
1
On
1
Of f
<Tempomat>253
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254ment contrôler un ensemble de feux équipés d’un avertisseur sonore indi-
quant l’état courant ou imminent des voies, à la fois à l’intention des
piétons et des véhicules.
Plusieurs trains peuvent se suivre sur une voie. A chaque fois, le signal
d’approche est émis. A noter que les voies n’ont pas de sens privilégié. Par
ailleurs, les capteurs sont des dispositifs capables de signaler si le train
s’approche ou bien s’il s’éloigne du passage à niveau.
Considérons quelques caractéristiques du système à modéliser.
• Les avertisseurs lumineux et sonores sont activés T_ACT_AVERTISSEURS
udt (unités de temps) après émission d’un signal d’Approche. Pendant
toute la durée de leur activation, les feux clignotent alternativement
avec une période de T_ALTERNANCE udt (unités de temps).
• Initialement les barrières sont levées. Leur abaissement débute
T_ACT_ABAISSEMENT udt après signalement de l’approche d’un train. Le
temps mis par ce dernier pour parvenir au passage à niveau est arbi-
traire. Les barrières sont complètement abaissées (fermées) avant que
le train ne soit parvenu au passage à niveau. La durée d’abaissement et
respectivement de relèvement, est de T_BARRIERES udt.
• Les avertisseurs lumineux et sonores sont désactivés
T_DESACT_AVERTISSEURS udt après le début de levée des barrières,
laquelle débute T_ACT_LEVEE udt après réception du signal
d’Eloignement. A moins naturellement, qu’un autre signal d’approche
n’ait été perçu entre-temps. On peut noter que les avertisseurs lumi-
neux clignotent avant l’abaissement et après la levée des barrières.
Modéliser ce contrôleur en Scade 6, en complétant si nécessaire les spéci-
fications et exigences. Puis, vérifier différentes propriétés attendues du
modèle développé, dont les suivantes:
• les barrières ne restent pas abaissées en l’absence de train;
Approche
Eloignement
Approche
Eloignement
Exercices• au contraire, elles ne restent pas levées en cas d’approche d’un train.
Quelles autres propriétés de sûreté peut-on mettre en évidence?
7.14.18 Pour gérer la problématique de l’élection ou de l’exclusion mutuelle dans un
circuit matériel on peut utiliser un algorithme (arbitre) dont le rôle est de gérer
l’attribution équitable d’un jeton (token) unique aux processus. Ce jeton
représente une sorte de privilège.
Une solution différente de celle concrétisée par un anneau logique (sect. 7.8)
est suggérée par le schéma qui suit. Elle consiste à créer une arborescence de
processus (nœuds et feuilles).
L’arbitre peut être réalisé sous la forme d’un arbre binaire où le jeton circule
en quelque sorte de et vers les processus feuilles. Initialement, le jeton se
trouve à la racine. Ainsi, tout nœud peut dialoguer avec son parent et respec-
tivement avec ses fils.
Il s’agit de modéliser cette spécification avec Scade 6 et vérifier ensuite la
propriété d’accès exclusif à la ressource critique.
7.14.19 Spécifier une solution différente au casse-tête des grenouilles, un modèle
ayant par exemple un degré moindre de parallélisme et générant un contre-
exemple correspondant aux valeurs de la variable Pos_Alea indiquées en ita-
liques dans le tableau de la figure 7.50.
7.14.20 Considérons un autre casse-tête amusant et bien connu, celui du fermier, de
la chèvre, du choux et du loup. Il s’agit pour le fermier de faire traverser une
rivière qui sépare le champ de sa ferme et ce aux trois éléments susmention-
nés. Toutefois, sa barque ne dispose que de la place pour lui-même et un seul
de ces trois éléments à la fois. Modéliser une solution afin de déterminer avec
le vérifieur de SCADE une séquence de mouvements lui permettant de fran-
chir la rivière en toute sécurité, sachant que:255
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256• si la chèvre et le loup se retrouvent sans surveillance, alors le loup mange
la chèvre;
• si la chèvre reste seule face au chou, elle mange le choux.
7.14.21 Soit une colonie de caméléons comportant 54 individus, initialement de
couleur distincte: 20 rouges, 18 bleus et 16 verts. A chaque fois que deux
caméléons de couleur différente se rencontrent, leur couleur respective
passe à la troisième couleur. La question qui se pose est, se peut-il que l’une
des couleurs disparaisse momentanément ou définitivement, voire que
tous les caméléons aient finalement la même couleur? Analyser également
d’autres configurations initiales, dont la suivante: 13 rouges, 15 bleus et 17
verts.
7.14.22 Traduire le nœud Gilbreath (exercice, § 2.19.33) en un réseau d’opéra-
teurs Scade et vérifier l’équivalence entre les deux formulations.
7.14.23 La plupart des énoncés de travaux pratiques proposés dans le chapitre 9
peuvent donner lieu à des vérifications de propriétés de sûreté. Il s’agit de
définir quelles propriétés et de les vérifier ensuite.
CHAPITRE 8 MISE EN ŒUVRE CYCLIQUE 
DU MODÈLE 8.1 Implémentation de l’approche synchrone
8.1.1 Présentation
L’hypothèse de synchronisme propre à Scade 6 est établie sur la définition d’un
modèle d’exécution où le temps physique est défini de façon externe au programme et
sur le fait que les réactions et traitements du programme sont effectués avec un délai
considéré comme nul (zero delay) par rapport aux unités temporelles externes. Pour
clarifier, on peut énoncer que réactions et traitements doivent durer moins de temps
que la résolution de l’horloge de base (1 tic de l’horloge d’activation). Il est dès lors
possible de prolonger la définition de ce mode opératoire par une abstraction du temps
définie comme suit [Cam 08]:
• le temps abstrait est constitué d’une suite d’instants discrets;
• l’exécution est restreinte à une séquence de réactions atomiques, déclenchées par des
événements ou par une source temporelle (horloge) externe.
FIGURE 8.1 Modèle général d’exécution de la fonction cyclique [Dor 08]
FONCTION CYCLIQUE
EMISSION DE SORTIES
ECHANTILLONNAGE ET
ACQUISITION DES
 ENTRÉES
Inactif
Actif
Start_Stop Fige
FREQ Led
3
Leds
Actif
1
Fige
2
DELAI_GLOB times  'Actif 1 Start_Stop
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258FIGURE 8.2 Schémas d’exécution usuels (rappel, fig. 1.11)
Il en découle que la mise en œuvre de l’approche synchrone peut être basée sur un
premier modèle d’exécution cyclique d’une fonction de réaction, appelée fonction cyclique
dans le contexte de SCADE. Cette fonction est issue de la compilation (génération
de code source C ou Ada, KCG Kernel Code Generator) du modèle SCADE (décrit
avec Scade 6). Cette approche est analogue à celle implémentant le modèle clas-
sique d’échantillonnage-commande, employé sous diverses formes en mathéma-
tique, dans le domaine des systèmes dynamiques basés sur le temps discret ainsi
qu’en logique numérique (RTL: Register Transfer Level).
Pour des raisons de sûreté évidentes, il faut garantir que durant chaque cycle il y ait
une alternance stricte entre les actions de l’environnement et l’exécution de la fonction
cyclique (fig. 8.1), laquelle résulte de la compilation du programme d’application,
c’est-à-dire du modèle élaboré avec Scade 6. En aucun cas des actions ou des
modifications ayant pour origine l’environnement à contrôler ne devront être
prises en considération durant l’exécution de la fonction cyclique (indépendance
vis à vis des interférences). L’exécution atomique de la fonction cyclique, à l’instar de
la fonction de réaction ou automate interne en Esterel [Ber 00c], doit être garantie.
8.1.2 Schémas usuels d’exécution synchrone
En ce qui concerne la mise en œuvre de l’exécution de la fonction cyclique, il
existe plusieurs schémas possibles (fig. 8.2).
• Le premier schéma est conduit par les événements: event driven (a). A chaque
fois qu’un événement ou un signal d’entrée (modélisés sous SCADE par un
flot d’entrée), est présent (émis, true), la fonction cyclique est invoquée afin de
déterminer les réactions à effectuer. Encore une fois, il est essentiel que la condition
d’atomicité soit vérifiée.
• Le second schéma est basé sur un cycle (périodique) de traitements: clock driven
ou sample driven, voire time triggered (b). Ce schéma est analogue au modèle syn-
chrone inhérent à la spécification comportementale des circuits numériques
(VHDL), où à chaque cycle (flanc montant) d’horloge (clk) le programme
redémarre, lit ses entrées (signaux) appartenant à la liste de sensibilité et détermine
enfin ses réactions.
Initialisation de la Mémoire; Initialisation de la Mémoire;
répéter répéter
   attendre Evénement d’Entrée    attendre Tic d’Horloge 
   Détermination des Sorties;    Lecture des Entrées;
   Mise à jour de la Mémoire;    Détermination des Sorties;
   Mise à jour de la Mémoire;
fin répéter fin répéter
      a) événementiel       b) périodique
Schéma d’exécution périodiqueFIGURE 8.3 Cycle périodique résultant
• Un troisième schéma, non explicité sur la figure 8.2 est encore possible. Il est basé
sur une forme de scrutation (polling) qui consiste à répéter le cycle continuellement
et ce sans attendre de stimulations externes. 
Notons, qu’à moins de ne pas disposer d’une source régulière d’événements telle
qu’une horloge, le second schéma (b) apparaît néanmoins comme le plus fréquem-
ment adopté, notamment par le fait de sa nature périodique régulière (sect. 8.2).
8.2 Schéma d’exécution périodique
Affinons à présent le modèle d’exécution cyclique en introduisant une période d’échan-
tillonnage (clock driven). La durée de cette période doit être telle que toutes les (ré-)
actions à entreprendre ainsi que les divers traitements pourront à chaque fois être
complétés avant l’échéance de cette même période. Ce faisant, l’hypothèse de syn-
chronisme est respectée. Comme nous pouvons le constater avec le schéma de la figure
8.3, plusieurs phases relativement distinctes se succèdent au cours de chaque période.
• La période ou cycle courant commence par le traitement des entrées (complément
d’information, § 8.8.2). Elles entraînent, selon leur présence ou états respectifs
collectés, l’invocation des fonctions d’entrée correspondantes, en d’autres termes
la mise à jour des flots d’entrée.
t
Période d’échantillonnage            =       1 cycle d’horloge d’activation 
Attente (variable)
de l’échéance de la 
FCT_init();
FCT()
Mise à jour de
l’échéance de fin 
de période courante (prochaine échéance)
Réaction courante, 
Traitement
des entrées période courante 
FCT_init();  FCT_reset(); -- Initialisations
loop
Prochaine_Echeance := Prochaine_Echeance+Periode;
delay until Prochaine Echeance;      -- Attente sur un délai absolu
Traitement des entrées;
FCT();  --  Invocation de la fonction cyclique (automate)
end loop; 
Réaction courante (traitement des sorties);
                                        -- Réaction initiale;
traitement des 
FCT_reset();
Attente (variable)
de l’échéance de la 
période courante 
-- Exemple de mise en oeuvre du schéma d’exécution périodique (voir également progr. 7.16):
Réaction courante, 
traitement des sorties
Attente ...
sorties259
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provoque des (ré-)actions (traitement des sorties) et la mise à jour des variables
de flots de données (mémorisation).
• La période ou cycle courant se poursuit par le calcul de l’échéance de la période
courante (Prochaine_Echeance). Elle est égale à la date d’échéance précédente
(début de la période courante) à laquelle on somme la durée de la période
d’échantillonnage.
• Il s’en suit une phase d’attente (variable) jusqu’à la fin de la période (cycle) cou-
rante. Sa durée peut donc évoluer, selon l’ampleur des actions préalablement
entreprises, mais de façon à toujours garantir la régularité du cycle.
Par exemple, dans le cas d’une mise en œuvre d’applications sur des robots
Lego RCX, cette phase d’attente peut être réalisée par l’exécution de la fonc-
tion système brickOS msleep() [Nog 98], avec comme argument le temps res-
tant (en millisecondes) avant le début de la prochaine période:
msleep(Prochaine_Echeance-sys_time);
La fonction msleep() permet une mise en attente sur un délai relatif (durée) et
son argument ne doit pas être négatif. Cette manière de procéder est classique,
elle évite en principe toute dérive cumulative. Seule une dérive locale est possible.
Cette dernière découle notamment, de la détermination de la valeur de l’argu-
ment de la fonction msleep(), voire induite par l’ordonnancement du système
d’exploitation hôte (asynchronisme). C’est pourquoi une meilleure solution
consiste à utiliser, si disponible, une fonction de mise en attente sur un délai
absolu (date), comme par exemple la fonction clock_nanosleep() avec l’argu-
ment TIMER_ABSTIME, en C/Real-Time POSIX (sect. 8.11 et progr. 8.16):
FCT_init(); FCT_reset();
clock_gettime(CLOCK_REALTIME, &Prochaine_Echeance);
while (1) {
   timespec_add_us(&Prochaine_Echeance, PERIODE);
   clock_nanosleep(CLOCK_REALTIME, TIMER_ABSTIME,
                   &Prochaine_Echeance, NULL);
   // Scrutation des entrees
   FCT();
   // Réaction de l’automate, traitement des sorties
}
ou bien delay until Prochaine_Echeance en Ada (progr. 8.12 et 8.13). En effet,
l’évaluation de l’expression Prochaine_Echeance-sys_time n’est pas atomique.
Avec un délai absolu, on garantit au mieux la régularité du cycle, c’est-à-dire
l’éveil aux échéances programmées. Une autre approche, équivalente, consiste à
utiliser un ordonnanceur temps réel de tâches périodiques (sect. 8.4 et 8.5).
Les cycles d’exécution sont naturellement précédés par une phase (code) d’initiali-
sation, comportant notamment l’invocation des fonctions d’initialisation et de reset.
A noter que dans les versions antérieures à KCG 6.4, seule l’invocation de la fonc-
tion FCT_reset() était nécessaire (sect. 8.9).
Approche d’intégration SCADEFIGURE 8.4 Architecture logicielle SCADE
8.3 Approche d’intégration SCADE
Bien que le développement de composants applicatifs logiciels de systèmes critiques
soit prépondérant, l’approche SCADE n’exclut pas la génération de descriptions
comportementales matérielles (HDL), à l’instar d’Esterel [Ber 00c] [Zaf 05].
La figure 8.4 décrit l’architecture fonctionnelle dans laquelle s’inscrit une application
logicielle SCADE. Comme pour Esterel, on note la présence d’une partie qui doit
être élaborée manuellement dans le processus de développement de l’application, c’est
le code d’intégration. Il correspond au code qui n’est pas généré automatiquement et qui
concerne l’intégration (incorporation) de l’interface du modèle sur une cible matérielle-
logicielle: acquisition des entrées, production des sorties et implémentation éventuelle
d’une horloge de base. Il est donc nécessaire d’interfacer le code source C ou Ada
(sect. 8.7 et 8.8) généré automatiquement à partir du modèle comportemental forma-
lisé avec Scade 6, en d’autres termes la fonction cyclique, avec le logiciel système
sous-jacent. Il est à noter que la Suite logicielle SCADE permet de réduire notablement
l’effort, notamment en reconnaissant plusieurs exécutifs temps réel, certifiés par ail-
leurs pour les applications critiques.
8.4 Mise en œuvre avec YottaOS
8.4.1 Cible Mesh
Afin d’illustrer un premier exemple d’intégration, nous allons décrire tout le processus
d’implémentation d’une application simple de filtrage (sect. 2.12), en utilisant pour
cela une cible matérielle-logicielle d’accueil.
E/S et ordonnancement
Système d’exploitation Pilote Pilote
Cible matérielle (processeur)
MODÈLE SCADE
Code
d’intégration
Code objet généré
automatiquement261
Mise en œuvre cyclique du modèle
262FIGURE 8.5 Cible MESH (version plate-forme de développement)
Cette cible (MESH, fig. 8.5) est basée sur une architecture matérielle constituée d’un
composant de réseau ad hoc de senseurs sans fils. Elle est issue de deux projets de
développement (RASMAS-MESH) ayant notamment eu comme contrainte, la minimi-
sation du poids et de la consommation d’énergie [Sag 08]. Pour information, ce
type de réseau ad hoc devait permettre:
• d’élaborer une topologie arbitraire et dynamique de nœuds, un nœud pouvant
également fonctionner comme routeur;
• de supporter la mobilité effective des nœuds;
• de transmettre des événements exceptionnels;
• de transmettre des données en mode continu ou discontinu;
• de s’interfacer avec un système d’information basé web, que ce soit directement
ou indirectement;
• de se situer dans un environnement changeant, impliquant également la locali-
sation, voire dans certains cas carrément un environnement hostile.
La portée radio des nœuds pouvant varier entre quelques cm et quelques dizaines
de mètres dans un environnement confiné (bâtiment), mais pouvant atteindre plu-
sieurs kilomètres en espace libre.
8.4.2 Exécutif YottaOS
Toute cible MESH permet d’embarquer des noyaux temps réel, comme par exemple:
µC/OS-II [Lab 02] ou bien YottaOS [Evé 07], ce dernier également développé
dans le cadre du projet RASMAS. De par sa simplicité, nous allons décrire l’intégra-
tion de modèles SCADE en utilisant d’abord l’exécutif YottaOS. Il s’agit d’un exé-
cutif temps réel à faible empreinte mémoire et faible consommation, destiné à
l’ordonnancement de tâches périodiques et indépendantes, exécutées sur des pro-
cesseurs ou nœuds de réseaux ad hoc tels que MESH (architecture ARM7 LXP).
Mise en œuvre avec YottaOSFIGURE 8.6 Cible MESH (recto)
Toute tâche YottaOS est une sorte de processus de type léger, ayant un comporte-
ment périodique indépendant. Elle est caractérisée par 4 paramètres fournis lors de sa
création (OSCreateTask, progr. 8.1):
• l’identificateur de la fonction décrivant l’algorithme ou comportement de la tâche;
• l’échéance périodique D, c’est-à-dire la date à laquelle la tâche doit impérativement
avoir terminé son traitement périodique, cette échéance pouvant naturellement
correspondre à la fin de la période (Prochaine_Echeance, fig. 8.3);
• la période T de la tâche, une instance de la tâche sera créée à chaque période;
• et enfin, un paramètre discriminant permettant, si nécessaire, de passer une infor-
mation ou donnée à la tâche créée, il peut s’agir par exemple d’une valeur que la
tâche pourra récupérer à chaque exécution d’instance et ce via une requête appro-
priée (non illustrée toutefois dans notre exemple simple, progr. 8.1).
L’exécutif temps réel YottaOS autorise par ailleurs deux politiques d’ordonnance-
ment [Evé 07] [But 05] [Zaf 13], à savoir: DM (Deadline Monotonic) et EDF (Earliest
Deadline First). Il permet ainsi de mettre en œuvre aisément un schéma d’exécution
périodique de la fonction cyclique et ce même avec une seule tâche (§ 8.4.5).
A chaque activation ou instance d’une tâche périodique YottaOS son code est exécuté
jusqu’à l’exécution de la requête OSEndTask(). A moins, qu’entre temps, la tâche n’ait
été préemptée par le noyau (selon la politique choisie: ordonnancement préemptif à
priorité fixes ou dynamiques), pour reprendre l’exécution d’une tâche prête et dont
l’échéance s’avérerait imminente. L’exécution de la tâche préemptée reprendra dès que
possible, afin qu’elle puisse respecter aussi sa propre échéance.
Il est à relever que le temps d’exécution du traitement périodique C (calcul) d’une
tâche dans le plus mauvais cas ou WCET (Worst Case Execution Time), doit être connu
afin de permettre l’analyse de faisabilité d’ordonnancement [But 05].
bouton
leds
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264PROGRAMME 8.1 Exemple d’ordonnancement périodique de trois tâches (YottaOS)
void Tache_Clignotement(void) {
   blinkCfg(1); 
   OSEndTask();
}
int flc_mnt_memorise = false;
void Tache_Echo_Bouton(void) {
   if (flc_mnt_memorise) 
      setLed(4);
   else 
      clrLed(4);
   OSEndTask();
}
void Tache_Scrutation_Bouton(void) {
   if (!flc_mnt_memorise && buttonPressed()) 
      flc_mnt_memorise = true;
   else
      if (flc_mnt_memorise && !buttonPressed()) 
         flc_mnt_memorise = false;
   OSEndTask();
}
int main(void) {
   init_cible();
   /* Création de tâches périodiques:
   OSCreateTask(Ident,                 T,      D,      Discriminant); */
   OSCreateTask(Tache_Clignotement,    10000u, 10000u, NULL);
   OSCreateTask(Tache_Scrutation_Bouton, 100u,   100u, NULL);
   OSCreateTask(Tache_Echo_Bouton,       100u,   100u, NULL);
   // Activation de YottaOS, lequel
   // active à son tour l’ordonnancement des tâches:
   return OSStartMultitasking();
}
En d’autres termes, l’analyse de faisabilité permet de répondre à la question sui-
vante: est-ce que l’ordonnancement DM, respectivement EDF, est possible,
compte tenu des caractéristiques respectives des tâches [Zaf 13] [Cot 02] [But 05]?
A noter que concernant le WCET, la Suite logicielle SCADE permet également de le
déterminer et ce pour des architectures matérielles supportées. Fonctionnalité
assez rare pour que l’on le signale.
Le programme 8.1 décrit un premier exemple simple d’ordonnancement DM (Dea-
dline Monotonic) de 3 tâches périodiques (paramétrage par défaut), responsables res-
pectivement du clignotement de la led 1, de la scrutation du bouton (2) et, si ce
dernier est effectivement pressé, de l’activation de la led 4 de la cible MESH (fig. 8.6).
A noter que les tâches suivantes: Tache_Scrutation_Bouton et Tache_Echo_Bouton,
communiquent via la variable partagée flc_mnt_memorise.
Mise en œuvre avec YottaOSFIGURE 8.7 Fichiers générés
8.4.3 Modélisation avec Scade 6 d’un filtre de lissage
Pour illustrer un premier exemple de prototypage et d’intégration nous considérons
la modélisation d’un exemple suffisamment simple. Il est constitué par un filtre de lis-
sage modélisé avec un réseau d’opérateurs synchrones (fig. 6.7). Rappelons (sect.
2.12), que ce genre de filtre peut être utilisé en traitement du signal pour éliminer des
imperfections ou des bruits constitués par des 0 isolés dans des séquences de 1, en les
remplaçant par des 1. Respectivement, en remplaçant les 1 isolés dans les séquences
de 0 par des 0, comme le montre l’exemple de scénario de la figure 8.8.
Une fois le modèle validé par simulation interactive, voire vérifié formellement, il est
possible de l’intégrer pour une plate-forme matérielle et logicielle cible. Cette der-
nière peut être une plate-forme native de développement, en vue de tests complé-
mentaires. Dans cet exemple, l’intégration est prévue pour un système embarqué.
8.4.4 Code généré automatiquement
La compilation (KCG: Kernel Code Generator) d’un modèle formalisé avec Scade 6 en
un code source C génère une structure relativement simple de fichiers parfaitement
lisibles (fig. 8.7, sect. 8.14). Certains fichiers définissent des constantes, des types prédé-
finis, afin d’éviter tout conflit de types, ainsi que diverses directives d’inclusion
d’autres fichiers qui, selon la structure hiérarchique du modèle, contiennent les codes
sources C correspondants aux nœuds (opérateurs) constitutifs du modèle.
Pour l’intégration de l’exemple de filtre de lissage, deux fichiers principaux sont à
considérer, à savoir les fichiers de code source C Filtre_De_Lissage.h et
Filtre_De_Lissage.c. A noter que la modélisation Scade 6 de l’exemple (fig. 6.7)
exhibe un flot d’Entree et un flot de Sortie, qu’il faudra naturellement interfacer.265
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Debut du test
001011011100110010001111010000
000011111100110000001111110000
Fin de test
• Le fichier Filtre_De_Lissage.h (progr. 8.2) décrit essentiellement les types
nécessaires, ainsi que les signatures (prototypes, profils) de la fonction de (ré-)
initialisation Filtre_De_Lissage_reset() et respectivement (sect. 8.9), de la
fonction cyclique Filtre_De_Lissage(). A noter l’absence de la fonction d’ini-
tialisation, qui a depuis été introduite avec la version 6.4 de KCG (sect. 8.9).
• Le fichier Filtre_De_Lissage.c (progr. 8.3) contient le code exécutable des
deux fonctions précitées, autrement dit l’algorithme ou fonction cyclique (de
réaction), que nous pouvons aussi désigner comme étant l’automate interne (§
8.4.5), par analogie avec la fonction de réaction Esterel [Zaf 05].
PROGRAMME 8.2 Filtre_De_Lissage.h (fichier généré automatiquement, KCG 6.3)
#ifndef _Filtre_De_Lissage_H_
#define _Filtre_De_Lissage_H_
#include "kcg_types.h"
/* ========================  input structure  ====================== */
typedef struct {
  kcg_bool /* Filtre_De_Lissage::Entree */ Entree;
} inC_Filtre_De_Lissage;
/* ========================  context type  ========================= */
typedef struct {
  /* ---------------------------  outputs  --------------------------- */
  kcg_bool /* Filtre_De_Lissage::Sortie */ Sortie;
  /* -----------------------  no local probes  ----------------------- */
  /* -------------------- initialization variables  ------------------ */
  kcg_bool init;
  /* ----------------------- local memories  ------------------------- */
  kcg_bool /* Filtre_De_Lissage::Entree */ rem_Entree;
  /* -------------------- no sub nodes' contexts  -------------------- */
  /* ----------------- no clocks of observable data ------------------ */
} outC_Filtre_De_Lissage;
/* ===========  node initialization and cycle functions  =========== */
/* Filtre_De_Lissage */
extern void Filtre_De_Lissage(
  inC_ Filtre_De_Lissage *inC,
  outC_Filtre_De_Lissage *outC);
extern void Filtre_De_Lissage_reset(outC_Filtre_De_Lissage *outC);
#endif /* _Filtre_De_Lissage_H_ */
Intégration avec µC/OS-IIPROGRAMME 8.3 Filtre_De_Lissage.c (fichier généré automatiquement, KCG 6.3)
#include "kcg_consts.h"
#include "kcg_sensors.h"
#include "Filtre_De_Lissage.h"
void Filtre_De_Lissage_reset(outC_Filtre_De_Lissage *outC)
{ outC->init = kcg_true; }
/* Filtre_De_Lissage */
void Filtre_De_Lissage(inC_Filtre_De_Lissage *inC, 
                       outC_Filtre_De_Lissage *outC) {
  if (outC->init) {
    outC->init = kcg_false;
    outC->Sortie = kcg_false;
  }
  else if (inC->Entree & (outC->rem_Entree | outC->Sortie)) {
    outC->Sortie = kcg_true;
  }
  else {
    outC->Sortie = outC->rem_Entree & outC->Sortie;
  }
  outC->rem_Entree = inC->Entree;
}
Ces deux fichiers ne nécessitent à priori aucune modification ultérieure. A noter
(progr. 8.2), le type et la déclaration des variables d’entrée et de sortie du modèle, à
savoir: inC et outC (progr. 8.4) et encore une fois, la lisibilité des fichiers sources.
8.4.5 Intégration
L’intégration consiste essentiellement à mettre en œuvre l’exécution de la fonction
cyclique (de réaction) et à réaliser l’interfaçage avec l’environnement et ce, dans un
programme que l’on nommera automate ou interface externe [Ber 00c] [Zaf 05]. Le résul-
tat de ce processus d’implémentation est aisément identifiable sur le programme 8.4.
Ainsi incorporée (progr. 8.4), la fonction cyclique Filtre_De_Lissage() est exécutée
périodiquement, tous les dixièmes de seconde, par une seule tâche YottaOS. Cette fré-
quence s’avérant correspondre à l’horloge de base ou horloge d’activation du système.
Tous les composants logiciels étant ici exécutés par une tâche unique (Single Tasking
Scheme), les spécificités sémantiques du modèle, son déterminisme et sa prédictibilité
sont ainsi parfaitement conservés [Cam 08].
8.5 Intégration avec µC/OS-II
8.5.1 Exécutif µC/OS-II
L'exécutif µC/OS-II (microC/OS-II) est un noyau multitâche, préemptif et temps réel,
optimisé pour des cibles embarquées (ROMable).267
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#include "kcg_consts.h"
#include "kcg_sensors.h"
#include "Filtre_De_Lissage.h"
#define MAX_EVNMT 30
static int scenario[MAX_EVNMT] =  /* exemple */
  {0,0,1,0,1,1,0,1,1,1,0,0,1,1,0,0,1,0,0,0,1,1,1,1,0,1,0,0,0,0};
// ---------------------------------------------------------------
static inC_Filtre_De_Lissage  inC; // Variables d’entrée-sortie
static outC_Filtre_De_Lissage outC; // du modèle/automate
// ---------------------------------------------------------------
void Tache_Filtrage(void) {
   static int indice = 0;
   indice++;
   // ---------------------------------------------------------------
   inC.Entree = scenario[indice]; // Lecture-scrutation                    
   Filtre_De_Lissage(&inC, &outC); // Activation de l’automate interne
   iprintf("%d", outC.Sortie); // (Ré)action               
   // ---------------------------------------------------------------
   fflush(stdout);
   if (indice==MAX_EVNMT) { // Fin du scénario?
      iprintf("\r\n"); iprintf("Fin de test \r\n");
      exit(0);
   }
   OSEndTask();
}
int main(void) {
   init_cible(); // Leds, bouton, horloge, etc.
   iprintf("Debut du test \r\n");
   int i;
   for (i=0; i<30; i++)
      iprintf("%d", scenario[i]); // Echo du scénario d’entrée
   iprintf("\r\n");
   // ---------------------------------------------------------------
   Filtre_De_Lissage_reset(&outC); // Initialisation de l’automate
   // ---------------------------------------------------------------
   // Creation de la tâche périodique:
   OSCreateTask(Tache_Filtrage, 1000u, 1000u, NULL);  // 0.1 seconde
   // Activation de l’executif YottaOS:
   return OSStartMultitasking();
}
Cet exécutif est relativement portable et disponible pour plus de 100 microproces-
seurs ou microcontrôleurs. Il supporte une large palette d’architectures, allant de 8
à 64 bits. Autre particularité, le temps d'exécution de la plupart de ses services est
déterministe et constant, à l’exception toutefois de quelques routines du service des
événements combinés et naturellement des routines de gestion des délais.
Intégration avec µC/OS-IIPROGRAMME 8.5 Exemple d’ordonnancement de tâches périodiques (µC/OS-II)
/* Version uC/OS-II pour LPC210x */
#include "ucos_ii.h"
#include "frame.h"
#include "console.h"
#include "bsp.h"
#define TASK_STACK_SIZE 512
#define NB_TASKS          5
OS_STK TaskStk[NB_TASKS][TASK_STACK_SIZE];
INT8U  TaskData[NB_TASKS] = {1, 2, 3, 4};     // numéros des leds
void leds(void* pdata) {
   while (1) {             // boucle sans fin ...
      LED_Toggle(*(int *)(pdata+1));        
      OSTimeDlyHMSM(0, 0, *(int *)pdata, 0);  // délai dépendant de pdata
   }
}
void console(void* pdata) {
   INT32U i = 0;
   frame_start_tick();     /* start the ticker AFTER multi-tasking run */
   while (1) {             // boucle sans fin ...
      INT32U cpu_sr;       // doit être déclarée
      OS_ENTER_CRITICAL()  // macro: (cpu_sr = OSGetSR()),
                           // désactive les interruptions
         console_putstr("gcc-");
         console_puthex(i++); console_putstr(" ");
      OS_EXIT_CRITICAL()   // macro: (OSPutSR(cpu_sr)),
                           // réactive les interruptions
      OSTimeDlyHMSM(0, 0, 2, 0);
   }
}
void main(void) {
   OSInit(); BSP_Init();
   for (INT8U i=0; i<4; i++)
      OSTaskCreate(leds, (void *)&TaskData[i], 
                   &TaskStk[i][TASK_STACK_SIZE-1], 10+i);
   OSTaskCreate(console, (void *)0, &TaskStk[4][TASK_STACK_SIZE-1], 5);
   OSStart();
}
Cet exécutif fournit notamment les mécanismes et services suivants [Lab 02]:
• gestion de tâches (création, destruction, modification de priorité, suspension et
réveil, etc.);
• sémaphores classiques et sémaphores d’exclusion mutuelle (binaires), possédant
en plus la propriété importante de ne pas induire d’inversion de priorité [But 05];
• événements (event flags);
• boîtes aux lettres (message mailbox);269
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/*$************** SCADE MicroC/OS-II wrapper *******************
** Begin of file Filtre_De_Lissage_MicroC.h
*******************************************************$*/
/*---------------------------------------------------------------------
  Init & Create Function
  ---------------------
  Initialize the SCADE model and create the MicroC/OS-II task
  according the settings.
  Must be called by the main user application
  --------------------------------------------------------------------*/
extern void CreateFiltre_De_Lissage_MicroC();
/*---------------------------------------------------------------------
  Activation task Function
 ---------------------------------------------------------------------*/
extern void ActivateFiltre_De_Lissage_MicroC();
/*$************** SCADE MicroC/OS-II wrapper *******************
** End of file Filtre_De_Lissage_MicroC.h
*******************************************************$*/
• queues de messages (message queues);
• gestion de blocs mémoire de taille fixe;
• gestion du temps ainsi que des minuteries.
La plupart des fonctionnalités de ce noyau sont prédictibles. Il est donc bien adapté
aux applications temps réel, y compris les systèmes de nature critique (avionique,
médical, transport et nucléaire). Il est d’ailleurs certifié pour de tels systèmes (DO-
178B Level A, Class III medical devices, and SIL3/SIL4 IEC-certified systems). Notons,
pour information, également la disponibilité d’un µC/GUI (Graphical user Interface)
et d’un µC/FS (File Systems).
Afin d’introduire quelques aspects et fonctionnalités du noyau µC/OS-II (en parti-
culier en relation avec le portage pour l’architecture ARM LPC210x), analysons
une application simple (progr. 8.5). Elle consiste à créer et à exécuter plusieurs
tâches périodiques. Les 4 premières tâches ont toutes le même comportement,
l’algorithme est défini par la fonction leds(). Leur but est de faire clignoter les leds
correspondantes de la cible MESH (fig. 8.6). Alors que la tâche définie par la fonc-
tion console() a pour seul objectif d’afficher des messages. Plusieurs requêtes de
l’exécutif ou noyau µC/OS-II sont invoquées par cette application.
• OSInit(): cette fonction doit être appelée en premier, car elle permet d’initiali-
ser le noyau µC/OS-II. Elle crée également deux tâches de basse priorité, une
tâche idle (bidon), qui n’est exécutée que lorsque il n’y a plus d’autre tâche éli-
gible et une deuxième tâche chargée de récolter des statistiques d’utilisation.
• OSTaskCreate(...): plusieurs tâches de priorité distincte (une seule par priorité)
peuvent être créées avec cette fonction du noyau. 
Intégration avec µC/OS-IIPROGRAMME 8.7 Filtre_De_Lissage_MicroC.c (tâche µC/OS-II)
#include "includes.h"
#include "Filtre_De_Lissage_macro.h"
#define TASK_STK_SIZE 400   /* Taille de la pile, dépend de la cible...*/
#define TASK_PRIORITY 1     /* Task priority setting   */
/*                VARIABLES                            */
OS_STK Filtre_De_Lissage_MicroCStk[TASK_STK_SIZE];
/*                SCADE node context                   */
DECLARE_EXT_CTXT_Filtre_De_Lissage(static);
/* SCADE inputs */
extern T_Entree I_Entree;
/* SCADE outputs */
extern T_Sortie O_Sortie;
/* Task activation */
OS_EVENT *Filtre_De_Lissage_MicroCMbox;
void ActivateFiltre_De_Lissage_MicroC() {
    char txmsg = 0;
    OSMboxPost(Filtre_De_Lissage_MicroCMbox, (void*)&txmsg);
}
void Filtre_De_Lissage_MicroC(void *pdata) { /* Task                   */
#if OS_CRITICAL_METHOD == 3 /* [Lab 02]                                */
    OS_CPU_SR  cpu_sr;      /* Allocate storage for CPU status register*/
#endif
    INT8U err;
    pdata = pdata;          /* Prevent compiler warning                */
    for (;;) {
        OSMboxPend(Filtre_De_Lissage_MicroCMbox, 0, &err);
        CPY_Entree(VAR_Filtre_De_Lissage_Entree, I_Entree);
        PERFORM_Filtre_De_Lissage();
        CPY_Sortie(O_Sortie, VAR_Filtre_De_Lissage_Sortie);
    }
}
void CreateFiltre_De_Lissage_MicroC() {/* Task creation                */
    INIT_Filtre_De_Lissage();      /* Appel de Filtre_De_Lissage_reset */
    Filtre_De_Lissage_MicroCMbox = OSMboxCreate((void*)0);
    OSTaskCreate(Filtre_De_Lissage_MicroC, (void*)0,
                 &Filtre_De_Lissage_MicroCStk[TASK_STK_SIZE-1],
                 TASK_PRIORITY);
}
Les arguments de cette requête permettent d’expliciter, dans l’ordre: l’identité de
la tâche (fonction qui décrit son code), d’éventuelles données (discriminant) trans-
mises à la tâche créée (pdata), le pointeur sur le sommet de la pile associée à la
tâche créée et enfin sa priorité (une valeur élevée signifiant une faible priorité).271
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8.2). Et, à moins d’être préemptée, la tâche s’exécute sans fin. Le changement
de contexte en faveur d’une autre tâche doit donc être explicitement pro-
grammé, par le biais d’un appel de fonction potentiellement bloquante ou bien
en cédant des ticks d’horloge en invoquant la fonction OSTimeDly().
• OSStart(): le noyau est exécuté suite à cet appel et la tâche éligible de plus
haute priorité est alors activée. Si aucune tâche est prête, par exemple si toutes
sont en attente d’un événement, alors c’est la tâche idle, de plus basse priorité,
qui est exécutée.
• OSTimeDlyHMSM(...): cette fonction permet de placer la tâche appelante en
attente sur un délai relatif. Elle provoquera également un changement de
contexte au profit de la tâche éligible (prête) de plus haute priorité.
• OS_ENTER_CRITICAL() et OS_EXIT_CRITICAL(): ces deux macros permettent res-
pectivement d’inhiber et de réactiver les interruptions. Elles permettent de
créer une section critique, tout en inhibant le noyau.
8.5.2 Génération de code pour le noyau µC/OS-II
La Suite logicielle SCADE permet également de faciliter l’activité d’intégration des
modèles SCADE pour des exécutifs reconnus ou certifiés, comme par exemple:
OSEK® (standard ouvert), µC/OS-II, INTEGRITY®-178B, PikeOS ou encore
VxWorks® 653, en prévoyant pour cela des adaptateurs appropriés, minimisant
ainsi le travail d’élaboration de l’interface (automate) externe (§ 8.5.3). Pour illus-
trer cette approche reconsidérons le modèle simple du filtre de lissage (fig. 6.7).
En sus des fichiers usuellement générés par SCADE, comme par exemple ceux
contenant les types et la fonction cyclique Filtre_De_Lissage() (progr. 8.2 et 8.3),
la chaîne de compilation SCADE générera pour l’exécutif µC/OS-II trois fichiers
supplémentaires compatibles, à savoir: Filtre_De_Lissage_MicroC.h (progr. 8.6),
Filtre_De_Lissage_MicroC.c (progr. 8.7) et Filtre_De_Lissage_macro.h.
• Le fichier Filtre_De_Lissage_MicroC.h contient uniquement les accès néces-
saires à la création de la tâche µC/OS-II et à l’activation de cette dernière par le
programme principal d’intégration (main ou automate externe, progr. 8.8).
• Le fichier Filtre_De_Lissage_MicroC.c contient le code de la tâche générée
automatiquement et sa création ainsi que celui de la fonction d’activation pério-
dique. A noter que le code est interfacé avec celui d’intégration (progr. 8.8), au
travers de variables globales externes (extern).
• Enfin, le fichier Filtre_De_Lissage_macro.h., lequel référençe toutes les macros
utilisées par la tâche µC/OS-II.
A relever enfin, pour l’exécutif µC/OS-II, la possibilité de générer également des
tâches étendues (extended task) et pour chaque exécutif supporté par SCADE,
diverses options de paramétrisation.
Intégration avec µC/OS-IIPROGRAMME 8.8 Automate externe (intégration manuelle élaborée pour µC/OS-II)
#include "ucos_ii.h"
#include "frame.h"
#include "console.h"
#include "bsp.h"
#include "Filtre_De_Lissage_macro.h"
#define TASK_STACK_SIZE 512
OS_STK  TaskStk[TASK_STACK_SIZE];
// Variables SCADE:
T_Entree I_Entree;
T_Sortie O_Sortie;
#define MAX_EVNMT 30
static kcg_bool scenario[MAX_EVNMT] =  /* exemple */
  {0,0,1,0,1,1,0,1,1,1,0,0,1,1,0,0,1,0,0,0,1,1,1,1,0,1,0,0,0,0};
// 0 0 0 0 1 1 1 1 1 1 0 0 1 1 0 0 0 0 0 0 1 1 1 1 1 1 0 0 0 0   Console
void console_et_activation(void* pdata) {
   INT32U cpu_sr;
   frame_start_tick();
   int indice = 0;
   indice++;
   OS_ENTER_CRITICAL();
      console_putstr("Activation du modele SCADE  ... \n\r");
   OS_EXIT_CRITICAL();
   for (;;) { // Cycle
      OSTimeDlyHMSM(0, 0, 1, 0);
      I_Entree = scenario[indice++];
      ActivateFiltre_De_Lissage_MicroC();
      OS_ENTER_CRITICAL();
         if (O_Sortie) 
            console_putstr("1");
         else 
            console_putstr("0");
      OS_EXIT_CRITICAL();
      if (indice>MAX_EVNMT) { // Fin du scénario?
         OS_ENTER_CRITICAL();
            console_putstr(" \n\rFin de test");
         OS_EXIT_CRITICAL();
         OSTaskDel(OS_PRIO_SELF);
      }
   }
}
void main(void) {
   OSInit();
   BSP_Init();
   CreateFiltre_De_Lissage_MicroC();
   OSTaskCreate(console_et_activation, (void *)0, 
                &TaskStk[TASK_STACK_SIZE-1], 5);
   OSStart();
}
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274PROGRAMME 8.9 Intégration du bandit manchot (basé sur des leds, § 6.14.2)
#include "kcg_consts.h"
#include "kcg_sensors.h"
#include "Leds_Scade_Array.h"  //qui inclut Leds.h, lequel inclut Led.h
static inC_Leds_Scade_Array  inC;
static outC_Leds_Scade_Array outC;
static kcg_bool flc_mnt_memorise, Start_Stop = kcg_false;
void Fonction_Cyclique(void) {
   int indice;
   inC.Start_Stop = Start_Stop; Start_Stop = kcg_false;
   Leds_Scade_Array(&inC, &outC); // Fonction cyclique
   for (indice=0; indice<4; indice++) {
      if (outC.Led[indice])
         setLed(indice+1);        // +1: leds numérotées 1..4
      else
         clrLed(indice+1);
   }
   OSEndTask();
}
void Tache_Scrutation_Bouton(void) {
   if (!Start_Stop) {
      if (!flc_mnt_memorise && buttonPressed()) {
         flc_mnt_memorise = kcg_true;
         Start_Stop       = kcg_true;
      }
      else
         if (flc_mnt_memorise && !buttonPressed())
            flc_mnt_memorise = kcg_false;
   }
   OSEndTask();
}
int main(void) {
   init_cible();
   Leds_Scade_Array_reset(&outC);
   OSCreateTask(Fonction_Cyclique,       1000u, 1000u, NULL);
   OSCreateTask(Tache_Scrutation_Bouton, 1000u, 1000u, NULL);
   return OSStartMultitasking();
}
8.5.3 Intégration dans l’interface externe
Le programme 8.8 décrit l’intégration manuelle du modèle Filtre_De_Lissage pour
l’exécutif/noyau µC/OS-II supporté par SCADE (§ 8.5.2). On y repère les invoca-
tions de création   CreateFiltre_De_Lissage_MicroC() et respectivement d’activa-
tion périodique de la tâche de filtrage ActivateFiltre_De_Lissage_MicroC(),
générées automatiquement par SCADE, de même que l’accès aux variables parta-
gées I_Entree et O_Sortie. Pour l’activation périodique de la fonction cyclique,
une tâche a donc été expressément créée (console_et_activation).
Exemple d’intégration du modèle du bandit manchot pour cible MESH sous YottaOSPROGRAMME 8.10 Simplification du programme 8.9
static kcg_bool flc_mnt_memorise, 
                Start_Stop = kcg_false;
void Fonction_Cyclique(void) {
   int indice;
   if (!Start_Stop) {
      if (!flc_mnt_memorise && buttonPressed()) {
         flc_mnt_memorise = kcg_true;
         Start_Stop       = kcg_true;
      }
      else
         if (flc_mnt_memorise && !buttonPressed())
            flc_mnt_memorise = kcg_false;
   }
   inC.Start_Stop = Start_Stop;
   Start_Stop     = kcg_false;
   Leds_Scade_Array(&inC, &outC);
   for (indice=0; indice<4; indice++) {
      if (outC.Led[indice])
         setLed(indice+1);
      else
         clrLed(indice+1);
   }
   OSEndTask();
}
En respectant les contraintes temporelles, il est possible de faire cohabiter la fonction
cyclique avec d’autres tâches µC/OS-II (exercice, § 8.15.1). Par ailleurs, il est aussi
possible d’utiliser directement le noyau µC/OS-II, comme tout autre exécutif temps
réel, sans utiliser les adaptateurs fournis avec la Suite logicielle SCADE, à l’instar de
l’approche adoptée avec le noyau YottaOS (progr. 8.4) ou avec C/Real-Time POSIX
(sect. 8.11). Tout comme il est possible d’intégrer la fonction cyclique sans exécutif
ou noyau. Bien qu’une base de temps interne ou externe soit nécessaire pour les
applications de nature temporelle, c’est-à-dire en lien avec le temps physique.
8.6 Exemple d’intégration du modèle du bandit manchot 
pour cible MESH sous YottaOS
Le programme 8.9 décrit l’intégration de la fonction cyclique générée automatique-
ment à partir d’un modèle Scade 6, plus conséquent (bandit manchot, § 6.14.2) que
les exemples précédents. Il s’agit d’une variante du bandit manchot qui utilise des leds
clignotantes de la cible MESH (fig. 8.6) au lieu des traditionnelles roues ou de leur
émulation numérique. Le nom de la fonction cyclique dérive de celui du modèle
SCADE, c’est-à-dire du nœud Leds_Scade_Array (array, pour indiquer la version
tableau de leds). On relève encore une fois la simplicité de l’intégration du modèle.275
Mise en œuvre cyclique du modèle
276La tâche de scrutation du bouton (progr. 8.9) peut encore être réduite à une acti-
vité effectuée directement au sein de la tâche Fonction_Cyclique, simplifiant
encore plus la solution (progr. 8.10). L’utilisation d’une tâche YottaOS dédiée spé-
cifiquement à la scrutation de l’état du bouton n’étant proposée dans le pro-
gramme 8.9 que pour illustrer ou suggérer les diverses possibilités d’intégration et
d’interfaçage de la fonction cyclique.
8.7 Intégration de modèles avec C et Ada
8.7.1 Présentation
La Suite logicielle SCADE permet de générer à choix du code source C [Ker 97]
[Koe 91] [Sea 09] [Pri 02] ou bien du code source Ada [Taf 97] [Bur 07]. Mais il est
également envisageable de générer du code C et de l’associer avec du code source
Ada. Il est en effet possible d’interfacer le code source C de la fonction cyclique
(générée automatiquement) avec un automate externe (§ 8.4.5) écrit en Ada.
Le langage Ada comporte à cet effet des possibilités d’interfaçage bien établies et
normalisées (ISO). Cette possibilité est intéressante, notamment si l’on ne dispose
pas du générateur de code source Ada (ce qui était le cas avec certaines versions de
la Suite logicielle SCADE) ou pour tout autre raison. Afin d’illustrer notre propos
nous avons choisi d’implémenter un modèle de contrôle décrit dans la section 4.9,
plus précisément celui du contrôleur d’un simulateur de toboggan de tri. Ce dernier
étant justement écrit en Ada et basé sur la bibliothèque graphique OpenGL.
8.7.2 Interfaçage C Ada
Une première solution d’interfaçage (exercice, § 8.15.4) est inspirée par l’approche
d’intégration adoptée pour des modèles Esterel [Zaf 05]. Elle consiste à écrire une
interface en code source C (Toboggan_c_ada.c), intercalée en quelque sorte entre
le code source Ada Tri (Tri.adb, programme principal et interface avec le simula-
teur graphique, progr. 8.12) et la fonction cyclique, constituée par le sous-programme
C Toboggan() (progr. 8.11 et fig. 8.9), lequel inclut à son tour tous les fichiers cor-
respondants aux opérateurs qu’il utilise (Trappe, Separateur_Boules, etc.) et ainsi
de suite. Cette approche permet notamment d’éviter d’implémenter les variables
d’entrée (inC) et de sortie (outC) dans le programme Ada.
L’approche décrite ici nécessite aussi que des routines en entrée (_I_) soient implé-
mentées (import) pour accéder aux champs des variables d’entrée-sortie. Seules les
routines correspondantes aux (ré-)actions en sortie (_O_) sont directement expor-
tées (export) depuis le programme principal écrit en Ada (Tri.adb, progr. 8.12). A
relever encore, le modèle cyclique d’exécution du programme Ada (delay until) et
l’ajout d’une tâche de détection (Detecteur). Car l’invocation de la procédure du
simulateur Detecte_Boule(Boule, Heure) est de nature potentiellement bloquante.
Intégration de modèles avec C et AdaPROGRAMME 8.11 Interface C-Ada 95 (Toboggan_c_ada.c)
#include "Toboggan.h"
static inC_Toboggan  inC;
static outC_Toboggan outC;
void Toboggan_I_Detection(int Boule) {
   inC.Detection.Present = kcg_true;
   if (Boule) 
      { inC.Detection.Boule = Marbre; }
   else       
      { inC.Detection.Boule = Metal; }
}
int Sec;
void Toboggan_I_Second() { Sec = 1; }
extern void Toboggan_O_Act_Trappe();
extern void Toboggan_O_Desact_Trappe();
extern void Toboggan_O_Charge_Trappe(); 
extern void Toboggan_O_Relache_Trappe();
extern void Toboggan_O_Gauche();
extern void Toboggan_O_Droite();
extern void Toboggan_O_Act_Separateur();
extern void Toboggan_O_Desact_Separateur();
extern void Toboggan_O_Impr_Statut();
void Toboggan_I_reset() {
   inC.Detection.Present = kcg_false;
   Toboggan_reset(&outC);
}
int Trappe_In_Active = 1; Separateur_In_Actif = 1;
void Toboggan_I() {
   if (Sec)
      inC.Seconde = kcg_true;
   Toboggan(&inC, &outC);
   // Actions:
   if (outC.Act_Desact_Trappe) {
      if (Trappe_In_Active)    { Toboggan_O_Act_Trappe();
                                 Trappe_In_Active = 0; }
   }
   else { Toboggan_O_Desact_Trappe(); }
   if (outC.Charge_Trappe)     { Toboggan_O_Charge_Trappe(); }
   if (outC.Relache_Trappe)    { Toboggan_O_Relache_Trappe(); }
   if (outC.Gauche_Droite)     { Toboggan_O_Gauche(); }
   else                        { Toboggan_O_Droite(); }
   if (outC.Act_Desact_Separateur) {
      if (Separateur_In_Actif) { Toboggan_O_Act_Separateur();
                                 Separateur_In_Actif = 0; }
   }
   else                        { Toboggan_O_Desact_Separateur(); }
   if (outC.Impr_Statut)       { Toboggan_O_Impr_Statut();
   }  // ... Reinitialisations éventuelles ...
}
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8.8 Intégration de modèles avec Ada
8.8.1 Exemple introductif
Si l’automate (interface) externe est écrit en Ada [Bre 03] [Zaf 03] et que l’on dis-
pose effectivement du générateur de code Ada et d’un compilateur pour ce lan-
gage, alors la solution d’intégration de la fonction de cyclique (réaction) s’avère
plus commode. Considérons pour l’illustration un modèle simple, une sorte d’anti-
vol (Antivol_SSM, fig. 8.10). L’usager dispose de 2 secondes (20 times Dixieme)
pour signaler la présence de la Clef et du signal Radio, auquel cas la Lampe est allu-
mée. Sinon (timeout), une alarme est émise (Alr). Suite à ces deux transitions (syn-
chronisation ou préemption forte), l’état Par est réentré pour une nouvelle session.
La compilation (KCG Ada 6.3) du modèle Antivol_SSM génère trois fichiers dis-
tincts: kcg_types.ads, kcg_top.ads et kcg_top.adb. 
void Toboggan_I_reset() {
  Toboggan_reset(&outC)
}
void Toboggan_I() {
  Toboggan(&inC, &outC)
}
inC_Toboggan  inC;
outC_Toboggan outC;typedef struct {
 
Toboggan.h
extern void Toboggan(
 inC_Toboggan  *inC, 
 outC_Toboggan *outC)
Tri.adb
extern void Toboggan_reset( 
  outC_Toboggan *outC)  
  
Toboggan_c_ada.c
Toboggan.c
#include "Toboggan.h" 
void Toboggan_reset(
  outC_Toboggan *outC)
{...}
void Toboggan(
  inC_Toboggan  *inC,
  outC_Toboggan *outC)
void Toboggan_I_Second() {...}
extern void 
  Toboggan_O_Act_Trappe(); 
extern void 
  Toboggan_O_Charge_Trappe();
  if (outC.Gauche_Droite) {
     Toboggan_O_Gauche();
  ...
} inC_Toboggan;
typedef struct {
 
  ...
} outC_Toboggan;
void Toboggan_I_Detection
     inC.Detection.Present =
   (int Boule) {
extern void 
  Toboggan_O_Gauche();
     kcg_true; ...
{...}
}
#include "kcg_types.h" 
#include "Trappe.h" 
#include ...
Fonction cyclique
 fonct. cyclique
progr. 8.12
Intégration de modèles avec AdaPROGRAMME 8.12 Interface simulateur de toboggan en Ada (ébauche)
procedure Tri is
   Periode: Positive := 1000;
   procedure Proc_Charge_Trappe;
   pragma Export(C, Proc_Charge_Trappe, "Toboggan_O_Charge_Trappe");
   procedure Proc_Charge_Trappe is
   begin Charge_Trappe; end Proc_Charge_Trappe; 
   procedure Impr_Statut;
   Stop_Simulation: Boolean := False;
   pragma Export(C, Impr_Statut, "Toboggan_O_Impr_Statut");
   procedure Impr_Statut is
   begin Stop_Simulation := True; end Impr_Statut;
   procedure Gauche;
   pragma Export(C, Gauche, "Toboggan_O_Gauche"); 
   procedure Gauche is
   begin Separateur_Gauche; end Gauche;
   ...
   procedure Toboggan_Second;
   pragma Import(C, Toboggan_Second, "Toboggan_I_Second");
   procedure Toboggan_Detection(Boule: Natural);
   pragma Import(C, Toboggan_Detection, "Toboggan_I_Detection");
   task Detecteur;
   task body Detecteur is
      Boule: Sorte_De_Boule;    -- is (Marbre, Metal);
      Heure: Ada.Calendar.Time; -- pas utilisé dans ce contexte
   begin
      loop
         Detecte_Boule(Boule, Heure);
         Toboggan_Detection(Sorte_De_Boule'Pos(Boule));
         exit when Stop_Simulation;
      end loop;
   end Detecteur;
   procedure Toboggan;
   pragma Import(C, Toboggan, "Toboggan_I");
   procedure Toboggan_Reset;
   pragma Import(C, Toboggan_Reset, "Toboggan_I_reset");
   Prochaine_Echeance: Ada.Real_Time.Time := clock;
begin
   Toboggan_Reset;   -- Reinit. du modèle.
   loop              -- cycle périodique, variante (fig. 8.3):
      Prochaine_Echeance := Prochaine_Echeance+Milliseconds(Periode);
      delay until Prochaine_Echeance;
      Toboggan_Second;
      Toboggan;      -- Invocation de la fonction cyclique (de reaction).
      exit when Stop_Simulation;
   end loop; 
   Imprime_Etat_Separation;
end Tri;279
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Ces fichiers contiennent notamment les types, constantes et variables nécessaires,
ainsi que les fonctions de (ré-)initialisation et la fonction cyclique (sect. 8.9). Quant
au paquetage KCG_Config, il établit la correspondance entre les types de base et les
types Ada spécifiques. Le programme 8.13 illustre une ébauche d’intégration dans le
code hôte (automate externe) de la fonction cyclique (automate interne), générée
automatiquement et dont le profil est le suivant:
procedure Antivol_SSM(-- Antivol_SSM::Radio
                      Radio: in Boolean;
                      -- Antivol_SSM::Clef
                      Clef: in Boolean;
                      -- Antivol_SSM::Dixieme
                      Dixieme: in Boolean;
                      -- Antivol_SSM::Lampe
                      Lampe: out Boolean;
                      -- Antivol_SSM::Alr
                      Alr: out Boolean;
                      Ctx: in out Context_Antivol_SSM);
L’intégration est basée sur un schéma d’exécution périodique (100 msec), exempt de
dérive cumulative (sect. 8.2), car l’instruction Ada delay until constitue une mise
en attente absolue (date: Prochaine_Echeance) et non une mise en attente relative
(durée). L’exécution du corps de la boucle principale (progr. 8.13) doit donc tou-
jours s’exécuter en moins de 100 msec (hypothèse de synchronisme).
<Antiv ol>
Par
<Clef >
Sy nchro
Att_Clef
<Radio>
Sy nchro
Att_Radio
1
20 times  'Sec Alr = true;
2
..Lampe = true;
1
Radio
1
Clef
Intégration de modèles avec AdaPROGRAMME 8.13 Code d’intégration (ébauche d’automate externe)
with Kcg_Top;                        -- fichiers générés 
with Kcg_Config;                     --
with Ada.Real_Time;                  -- paquetages de bibliothèque Ada
use Ada.Real_Time;                   --
with Ada.Text_Io;                    --
use Ada.Text_Io;                     --
procedure Integration is
   Periode: constant Time_Span := Milliseconds (100);
   Prochaine_Echeance : Time := Clock;
   Ctx: Kcg_Top.Context_Antivol_SSM; -- contexte pour la procédure générée
   Radio, Clef, Lampe, Alr: Boolean := False;
   task Asynchrone;
   task body Asynchrone is
      Car: Character; 
   begin
      loop
         Get_Immediate(Car);
         case Car is
            when 'R'|'r' => Radio := True;  -- traitement des entrées ...
            when 'C'|'c' => Clef  := True;
            when others => null;
         end case;
      end loop;
   end Asynchrone;
begin
   Kcg_Top.Antivol_SSM_Init(Ctx);     -- initialisation (sect. 8.9) et
   Kcg_Top.Antivol_SSM_Reset(Ctx);    -- réinitialisation (reset) 
   loop -- principale
      Prochaine_Echeance := Prochaine_Echeance+Periode;
      delay until Prochaine_Echeance; -- attente de la fin de période
                                      -- courante
      -- invocation de la fonction cyclique (ou fonction de réaction):
      Kcg_Top.Antivol_SSM(Radio, Clef, True, Lampe, Alr, Ctx);
   Radio := False;                 -- ... traitement des entrées
      Clef  := False;
      -- traitement des sorties
      Ada.Text_IO.Put("Lampe = "&Kcg_Config.Kcg_Assume'Image(Lampe)&
                      "  Alr = " &Kcg_Config.Kcg_Assume'Image(Alr));
      Ada.Text_IO.New_Line;
   end loop;
end Integration;
A noter qu’à chaque appel de la fonction cyclique, le paramètre formel Dixieme est
effectivement affecté à True.281
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8.8.2 Traitement des entrées
Le lecteur avisé pourra remarquer que le traitement des entrées comporte des
accès concurrents (progr. 8.13). Ils sont relatifs aux définitions des variables cor-
respondantes aux flots d’entrée Radio et Clef. Suite à une exécution concurrente
( : changement de contexte), des événements pourraient être perdus. Diverses
approches permettent cependant d’éviter ce genre d’inconvénient. Il suffit par
exemple de garantir une exécution prioritaire de la boucle principale, tout comme
l’atomicité de l’exécution de la fonction cyclique d’ailleurs (§ 8.1.1), ou bien d’amé-
liorer le traitement de l’acquisition des événements d’entrée (modèle producteur-
consommateur approprié), en veillant toutefois à ne pas cumuler plusieurs occur-
rences d’événements identiques au cours d’un même cycle (exercice, § 8.15.5). 
8.8.3 Résolution de la période d’échantillonnage
L’exemple Antivol_SSM permet d’aborder un autre aspect de l’intégration, qu’il
convient de considérer également. Imaginons par exemple de remplacer la variable
de flot Dixieme (fig. 8.10), laquelle concrétise en quelque sorte la base de temps,
par une autre variable désignant la seconde (2 times Sec). Si cette dernière était
produite de la même façon que Dixieme, mais avec une période de 1000 msec
(progr. 8.13), alors la fonction cyclique ne serait invoquée que toutes les secondes
et la résolution avec laquelle les événements d’entrée seraient notifiés résulterait
sensiblement moindre. Si l’un des événements Radio ou Clef ou les deux se pro-
<Antiv ol>
Par
<Clef >
Sy nchro
Att_Clef
<Radio>
Sy nchro
Att_Radio
<Base_De_Temps>
Quartz
Clk
1
2 times  'Sec Alr = true;
2
..Lampe = true;
1
Radio
1
Clef
1
10 times  'Clk emit 'Sec;
Intégration de modèles avec Adaduisaient seulement au cours de la deuxième seconde, ils seraient alors considérés
comme simultanés avec l’événement temporel 2 times Sec et comme cette transition
est prioritaire (préemption forte), elle serait alors exécutée, au détriment de la transi-
tion de synchronisation (Lampe=true). En conclusion, la période d’échantillonnage
doit être choisie avec précaution, c’est-à-dire avec une résolution appropriée, tout en
préservant l’hypothèse de synchronisme. Dans cet ordre des choses, il convient aussi
de ne pas échantillonner à une fréquence inutilement trop élevée (exercice, § 8.15.6).
La variante d’antivol illustrée par la figure 8.11 suggère une solution où Sec est un
signal interne produit au niveau du modèle Scade 6. Le signal Clk est émis à chaque
instant (activation) de l’horloge de base, c’est-à-dire à chaque invocation de la fonc-
tion cyclique, soit tous les 100 msec si l’on considère l’implémentation décrite par le
programme 8.13, afin de générer la seconde (10 times ’Clk/emit ’Sec). Dans cette
variante la signature de la fonction cyclique est en conséquence modifiée comme suit:
procedure Antivol_SSM_Variante(
   Radio: in     Boolean;
   Clef:  in     Boolean;
   Lampe:    out Boolean;
   Alr:      out Boolean;
   Ctx:   in out Context_Antivol_SSM_Variante);
L’argument formel Dixieme (respectivement le flot Sec) peut être supprimé.
8.8.4 Exemple du toboggan de tri
Considérons encore une fois l’exemple du simulateur de toboggan de tri, dont la
modélisation Scade 6 (Toboggan_Fby, fig. 4.13) est décrite dans la section 4.9. La géné-
ration de code Ada produit notamment (§ 8.8.1) une fonction cyclique, dont la signa-
ture est la suivante:
procedure Toboggan_Fby(
   Sec:                      in     Boolean;
   Detection:                in     Detection_Typ;
   Active_Desact_Trappe:        out Boolean;
   Charge_Trappe:               out Boolean;
   Libere_Trappe:               out Boolean;
   Metal_Ou_Marbre :            out Boolean;
   Active_Desact_Separateur:    out Boolean;
   Impression_Statut_Tri:       out Boolean;
   Ctx:                      in out Context_Toboggan_Fby);
Par rapport à l’intégration avec du code C et Ada (sect. 8.7), l’intégration directe avec
du code Ada existant est notablement simplifiée, comme le montre notamment la
structure du programme 8.14. La fonction cyclique Toboggan_Fby est invoquée pério-
diquement par la tâche Principale qui, en fonction de la réaction, va appeler les
fonctions correspondantes du simulateur de Toboggan. A noter que l’usage du préfixe
Toboggan n’est pas toujours nécessaire (car use Toboggan) à moins qu’il n’y ait ambi-
guïté. Concernant les entrées, en d’autres termes la nature de chaque boule détectée
(métal ou marbre), c’est le rôle de la tâche Detecteur de les fournir.283
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with Kcg_Top;   use Kcg_Top;
with Kcg_Types; use Kcg_Types;
with Toboggan;  use Toboggan;
with Interface_Graphique; with Ada.Calendar;
with Ada.Real_Time; use Ada.Real_Time;
procedure Integration is
   Periode: constant Time_Span := Milliseconds(1150);
   Prochaine_Echeance : Time := Clock;
   Ctx: Context_Toboggan_Fby;
   Detection : Detection_Typ;  Active_Desact_Trappe: Boolean; 
   Charge_Trappe: Boolean;     Libere_Trappe: Boolean;       
   Metal_Ou_Marbre: Boolean;   Active_Desact_Separateur: Boolean; 
   Impression_Statut_Tri: Boolean;
   task Detecteur;
   task body Detecteur is
      Boule: Sorte_De_Boule;  Heure: Ada.Calendar.Time;
   begin
      loop
         Detecte_Boule(Boule, Heure);
         Detection.Boule:=Boules_Typ_40'Val(Sorte_De_Boule'Pos(Boule));
      end loop;
   end Detecteur;
   task Principale;
   task body Principale is
   begin
      Toboggan_Fby_Init(Ctx); Toboggan_Fby_Reset(Ctx);
      loop
         Prochaine_Echeance := Prochaine_Echeance+Periode;
         delay until Prochaine_Echeance;
         Toboggan_Fby(true, Detection, Active_Desact_Trappe,
                      Charge_Trappe, Libere_Trappe, Metal_Ou_Marbre,
                      Active_Desact_Separateur, Impression_Statut_Tri,
                      Ctx);
         if Active_Desact_Separateur then Active_Separateur; 
            else Desactive_Separateur; end if;
         if Active_Desact_Trappe then Active_Trappe; 
            else Desactive_Trappe; end if;
         if Libere_Trappe then Toboggan.Libere_Trappe; end if;
         if Charge_Trappe then Toboggan.Charge_Trappe; end if;
         if Metal_Ou_Marbre then Separateur_Droite; 
            else Separateur_Gauche; end if;
         if Impression_Statut_Tri then 
            Imprime_Etat_Separation; exit; 
         end if;
      end loop;
      abort Detecteur;
   end Principale;
begin
   Interface_Graphique.Init;
end Integration;
Contexte d’opérateur et fonctions associées8.9 Contexte d’opérateur et fonctions associées
A ce stade de la présentation il convient de préciser que le contexte d’un opérateur Scade
6 [Est 15e], suggéré au travers des exemples et notamment par la présence et l’utilisa-
tion de la variable Ctx (exemple, progr. 8.13), résume l’ensemble des variables consti-
tuées de toutes ses mémoires, variables d’initialisation et, récursivement, le contexte de
chaque instance de (sous-)opérateur. 
Selon les options de génération de code, le contexte peut contenir toutes les sorties,
les sondes (probes), des variables locales, toutes les assertions, voire les variables avec
la valeur d’horloge des variables observables.
Une mémoire est une variable utilisée pour encoder la valeur d’un flot aux instants
précédents (pre, fby, last et times). Elle peut être relative à un flot de sortie, l’état
d’un automate ou d’une sonde mémorisée.
Le contexte d’un opérateur constitue notamment l’argument de trois fonctions dis-
tinctes et générées automatiquement (exemple simple, progr. 8.15).
• La fonction d’initialisation (init, _init) du contexte d’un opérateur prend un poin-
teur comme paramètre unique et affecte la valeur pointée à une valeur d’initialisa-
tion valide du domaine de valeurs de son type.
• La fonction de réinitialisation (reset, _reset) réinitialise les mémoires d’instances au
tic (instant) initial en prenant le contexte d'un opérateur en tant que paramètre
d’entrée unique.
• La fonction cyclique (fig. 8.1), désignée parfois comme fonction de réaction, déter-
mine les sorties et les nouvelles mémorisations d’une instance d’opérateur à partir
d’un ensemble d’entrées et de la valeur précédente des mémoires codifiant son
état. A noter que tout opérateur requiert toujours au moins une fonction cyclique.
Il est à relever qu’avec les versions antérieures à la version KCG 6.4 la fonction reset
permettait d’initialiser partiellement quelques champs des contextes. Depuis la ver-
sion 6.4 les champs des contextes sont initialisés avec la fonction dédiée init.
8.10 Nœuds et fonctions hôtes
Conjointement à la génération de code C ou Ada, SCADE accepte aussi que du code
source écrit dans ces langages soit importé dans un modèle. Cependant certaines
contraintes doivent être respectées. Afin de préserver la sémantique du langage Scade
6 (déterminisme et synchronisme), deux types d’opérateurs sont autorisés.
• Un opérateur combinatoire (fonction) importé retourne des valeurs qui dépendent
uniquement de ses entrées. Une fonction sans effets de bord, ne comportant pas
d’accès à des variables globales ou statiques en est l’exemple, à l’instar d’une fonc-
tion calculant le produit scalaire de deux vecteurs d’entrée.285
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manière à ce que pour un état initial de sa mémoire et une séquence d’entrée
donnée, sa sortie soit toujours la même et ce pour toutes ses instances. Cela
signifie aussi qu’il doit être réinitialisable.
L’exemple fictif d’antivol illustré par la figure 8.12 comporte une adjonction. Il
s’agit en effet d’une fonction importée de nature séquentielle, plus précisément un
nœud. A chaque fois que la lampe est activée (true), la fonction importée Decr()
est invoquée (§ 4.5.1), depuis la fonction cyclique Antivol_SSM_Node_Import(), du
nom du nœud principal. A chaque appel de la fonction Decr(), le Delai de garde
courant est donc décrémenté de PAS unités.
Afin de faciliter l’incorporation d’un nœud importé, SCADE génère trois patrons
(templates) des fonctions init, reset et cyclique (sect. 8.9), dans notre exemple (progr.
8.15): Decr_init(), Decr_reset() et Decr(), qu’il faut donc compléter de façon
appropriée, à l’instar des trois fonctions usuelles (C ou Ada) que nécessite la mani-
pulation du contexte (sect. 8.9), qui elles sont générées automatiquement et com-
plètement à partir de tout opérateur Scade 6. Notons que des types et des
constantes peuvent aussi être importés. Et, si les types ne sont pas de nature sca-
laire, des fonctions de copie et de comparaison doivent également être fournis.
8.11 Implémentation sous C/Real Time POSIX
Afin de décrire une intégration de code dans un contexte C/Real-Time POSIX,
reconsidérons l’exemple d’antivol comportant un nœud importé écrit en C (fig.
8.12). L’intégration est basée sur l’ordonnancement SCHED-FIFO de deux threads
périodiques et indépendants (progr. 8.16). Le thread principal a la charge d’invo-
quer à intervalles réguliers la fonction cyclique Antivol_SSM_Node_Import(), alors
que le second thread (trait_entrees) fournit les valeurs du flot d’entrée. Le pre-
mier thread est par ailleurs prioritaire par rapport au second. Concernant les données
d’entrée, elles sont générées (pseudo-)aléatoirement pour les besoins de la mise au
point de l’illustration.
Le placement des deux threads (processus légers) en attente sur un délai absolu est
assuré par deux primitives distinctes et ce aussi dans un but d’illustration:
clock_nanosleep(CLOCK_REALTIME, TIMER_ABSTIME, 
                &prochaine_echeance, NULL);
qui n’est disponible qu’avec le profil temps réel de la norme POSIX et
pthread_mutex_timedlock(&mutex, &prochaine_echeance);
L’exécution de cette fonction POSIX provoque une attente temporisée de déverrouil-
lage sur un verrou d’exclusion mutuelle (mutex), initialement verrouillé dans notre
exemple (progr. 8.16). Si aucun déverrouillage n’intervient, ce qui est supposé, le
thread est réveillé à l’échéance du délai absolu (prochaine_echeance). On aurait tout
aussi bien pu effectuer cette attente temporisée avec une variable condition [Zaf 13].
Implémentation sous C/Real Time POSIXFIGURE 8.12 Antivol_SSM_Node_Import (exemple de nœud importé, last ’Delai vaut 
initialement MAX)
PROGRAMME 8.15 Implémentation d’un nœud importé (sect. 8.9 et 8.10)
#include "kcg_consts.h"
#include "kcg_sensors.h"
#include "Decr.h"
void Decr_init(outC_Decr *outC) {
  /* The body of this function must be provided */
  outC->Val = MAX;
}
void Decr_reset(outC_Decr *outC) {
  /* The body of this function must be provided */
  Decr_init(outC);
}
/* Decr */
void Decr(/* Decr::Pas */ kcg_int32 Pas, outC_Decr *outC) { 
  /* The body of this function must be provided */
  outC->Val = outC->Val-Pas;
}
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pthread_mutex_t mutex;
typedef struct {
   void *thread; pthread_t tid; pthread_attr_t attr; 
   struct sched_param sched_par; 
   int wcet, periode, priorite, ident;
} p_threads_t;
struct timespec top_ordonnancement;
inC_Antivol_SSM_Node_Import inC;
void *trait_entrees(void *args) {
   int periode;
   p_threads_t *descript_th = (p_threads_t*) args;
   struct sched_param sched;
   struct timespec prochaine_echeance;
   prochaine_echeance.tv_sec  = top_ordonnancement.tv_sec;
   prochaine_echeance.tv_nsec = top_ordonnancement.tv_nsec;
   while (1) {
      timespec_add_us(&prochaine_echeance, descript_th->periode*1000);
      clock_nanosleep(CLOCK_REALTIME, TIMER_ABSTIME, 
                      &prochaine_echeance, NULL);
      if (alea_int(2)) inC.Radio = kcg_true; else inC.Radio = kcg_false;
      if (alea_int(2)) inC.Clef = kcg_true;  else inC.Clef = kcg_false;
      printf("Radio: %d ; Clef: %d \n", inC.Radio, inC.Clef);
   }
}
outC_Antivol_SSM_Node_Import outC;
void *principal(void *args) {
   int periode;
   p_threads_t *descript_th = (p_threads_t*) args;
   struct sched_param sched;
   struct timespec prochaine_echeance;
   prochaine_echeance.tv_sec  = top_ordonnancement.tv_sec;
   prochaine_echeance.tv_nsec = top_ordonnancement.tv_nsec;
   Antivol_SSM_Node_Import_init(&outC);
   Antivol_SSM_Node_Import_reset(&outC);
   while (1) {
      timespec_add_us(&prochaine_echeance, descript_th->periode*1000);
      pthread_mutex_timedlock(&mutexmutex, &prochaine_echeance);
      inC.Dixieme = kcg_true;
      Antivol_SSM_Node_Import(&inC, &outC);
      printf("Reaction Lampe = %d ; Alr = %d \n", outC.Lampe, outC.Alr);
   }
}
int main(void) {
   int i; p_threads_t pt[MAX_PROCS];
   init_alea(91);
   pthread_mutex_init(&mutex, NULL);
   pthread_mutex_lock(&mutex);
   pt[0].periode = 100; pt[0].priorite = 20; pt[0].thread = principal;
   pt[1].periode = 100; pt[1].priorite = 15; pt[1].thread = trait_entrees;
   top_ordonnancement.tv_sec = 0; top_ordonnancement.tv_nsec = 0;
   clock_gettime(CLOCK_REALTIME, &top_ordonnancement); 
Parallélisme et communication   for (i=0; i<MAX_PROCS; i++) {
      pthread_attr_init(&pt[i].attr); pt[i].ident = i;
      pt[i].sched_par.sched_priority = pt[i].priorite;
      pthread_attr_setschedparam(&pt[i].attr, &pt[i].sched_par);
      pthread_attr_setschedpolicy(&pt[i].attr, SCHED_FIFO);
      pthread_create(&pt[i].tid, &pt[i].attr, pt[i].thread, &pt[i]); }
   pthread_exit(NULL);
}
8.12 Parallélisme et communication
8.12.1 Fusion de cycles
Un modèle Scade 6 comporte usuellement plusieurs composants (nœuds) parallèles
distincts ainsi que des dépendances entre composants (exemple, fig. 8.13). La ques-
tion cruciale, classique dans le domaine du parallélisme et qui se pose naturellement
aussi dans le domaine synchrone est celle de la communication entre les composants.
Dans les approches asynchrones on dispose généralement de mécanismes appro-
priés, tels que: sémaphores, variables conditions ou canaux, pour n’en citer que
quelques uns. Dans l’approche synchrone et plus particulièrement dans la solution
inhérente au modèle d’exécution cyclique des programmes synchrones, les communica-
tions ou échanges entre composants ont lieu durant le cycle (instant). Ainsi toute
information émise (sortie) par un composant est instantanément diffusée à l’ensemble
des composants parallèles qui souhaitent l’obtenir (entrée). Et, si des communica-
tions doivent être différées, il suffit d’insérer des opérateurs de retard (délais).
En termes d’implémentation, la communication est réalisée par une réaction en chaîne
synchrone établie au sein d’un instant (cycle). Et, pour que cela soit effectivement réali-
sable, les cycles relatifs à chaque nœud sont fusionnés en un cycle global unique, au cours
duquel les communications peuvent avoir lieu [Ber 07]. La fusion est réalisée automati-
quement. Elle consiste à intégrer les instructions générées par les divers blocs ou
composants en une suite (séquentielle) d’instructions, lesquelles vont constituer le
cycle global. Les communications peuvent dès lors être réalisées implicitement, grâce à
un entrelacement adéquat des instructions et en respectant naturellement les dépen-
dances inter-cycles. Elles sont ainsi implémentées simplement par le biais d’accès
contrôlés à des variables partagées. Il en découle que la communication n’induit pas
d’autoconsommation ni de changements de contexte (context switching) coûteux.
Le déterminisme est respecté par construction [Ber 07]. Un autre bénéfice majeur de
la fusion de cycles est constitué par la prédictibilité des performances. Le code généré
étant strictement séquentiel et dénué d’entrelacements d’exécution. D’un point de
vue temporel pareillement, il est possible de déterminer le WCET. Naturellement, si
l’on fait notamment abstraction d’éventuels accès au cache et de l’exécution spécula-
tive, inhérents aux processeurs modernes.289
Mise en œuvre cyclique du modèle
290FIGURE 8.13 Parallélisme et dépendances
Ce schéma de cycle global d’exécution implémenté avec une seule tâche (single pro-
cess) peut comporter des limites lorsque le modèle Scade 6 s’avère trop important.
Il est cependant possible de modifier le modèle afin de supporter une exécution
multitâche (sect. 8.13), voire une répartition physique sur un système multiproces-
seurs [Cam 08] [Gir 05]. Attention cependant, toutes les solutions de partition ne
garantissent pas pour autant une définition formelle du comportement global
résultant. En effet, par rapport à des comportements locaux pouvant être vérifiés,
le comportement global (GALS: globalement asynchrone, localement synchrone)
peut, selon l’approche choisie, s’avérer non déterministe.
PROGRAMME 8.17 AFD.c
void AFD_init(outC_AFD *outC) {
  outC->Reconnue = kcg_true;
  outC->init = kcg_true;
  outC->Courant = kcg_lit_uint8(0);
}
void AFD_reset(outC_AFD *outC) {
  outC->init = kcg_true;
  outC->Courant = kcg_lit_uint8(0);
}
void AFD(/* AFD::Transition */ kcg_uint8 Transition, outC_AFD *outC) {
  /* AFD::Courant */ static kcg_uint8 last_Courant;
  last_Courant = outC->Courant;
  if (((kcg_size) Transition < 2) & ((kcg_size) last_Courant < 4)) {
    outC->Courant = 
       AFD_101[(kcg_size) Transition][(kcg_size) last_Courant];
  }
  else { outC->Courant = kcg_lit_uint8(0); }
  if (outC->init) {
    outC->init = kcg_false;
    outC->Reconnue = kcg_false;
  }
  else { outC->Reconnue = outC->Courant == kcg_lit_uint8(3); }
}
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void Fusion_init(outC_Fusion *outC) {
  outC->Sortie = kcg_true;
  outC->Reconnu = kcg_true;
  outC->Conforme = kcg_true;
  /* 1 */ AFD_init(&outC->_1_Context_1);
  /* 2 */ AFD_init(&outC->Context_2);
  /* 1 */ Filtre_De_Lissage_init(&outC->Context_1);
}
void Fusion_reset(outC_Fusion *outC) {
  /* 1 */ AFD_reset(&outC->_1_Context_1);
  /* 2 */ AFD_reset(&outC->Context_2);
  /* 1 */ Filtre_De_Lissage_reset(&outC->Context_1);
}
void Fusion(inC_Fusion *inC, outC_Fusion *outC) {
  /* Fusion */ static kcg_uint8 tmp;
  /* 1 */ Filtre_De_Lissage(inC->Entree, &outC->Context_1);
  outC->Sortie = outC->Context_1.Sortie;
  /* 1 */ if (outC->Sortie) { tmp = kcg_lit_uint8(1); }
  else { tmp = kcg_lit_uint8(0); }
  /* 2 */ AFD(tmp, &outC->Context_2);
  outC->Conforme = !outC->Context_2.Reconnue;
  /* 1 */ if (inC->Entree) { tmp = kcg_lit_uint8(1); }
  else { tmp = kcg_lit_uint8(0); }
  /* 1 */ AFD(tmp, &outC->_1_Context_1);
  outC->Reconnu = outC->_1_Context_1.Reconnue;
}
8.12.2 Exemple
Afin d’illustrer notre propos relatif à la fusion de cycles, considérons le diagramme de
blocs Scade 6 de la figure 8.13. Ce modèle réutilise le nœud Filtre_De_Lissage (fig.
6.7), deux instances du nœud AFD (automate fini déterministe, progr. 5.6) et deux
convertisseurs de type (bool->uint8). Concernant l’automate AFD, il permet de recon-
naître la séquence 101 dans une chaîne quelconque de 0 et de 1.
L’objectif de cet exemple est de déterminer si une telle chaîne peut encore être déce-
lée après lissage. Ce qui n’est évidemment pas le cas. Il s’agit naturellement d’un
exemple simple, mais qui exhibe à la fois parallélisme et dépendance. La variable de
Sortie étant utilisée par la seconde instance du nœud AFD.
Dans l’optique de l’analyse du processus de fusion il n’est pas nécessaire de décrire le
code objet du nœud Filtre_De_Lissage. Il ne dépend que de la variable de flot
Entree et correspond pratiquement au code de Filtre_De_Lissage.c (progr. 8.3).
Le code source C issu de la compilation de l’AFD (progr. 8.17) ainsi que le code source
C issu de la compilation du nœud racine Fusion (progr. 8.18), permettent de complé-
ter intuitivement la compréhension du processus de fusion.291
Mise en œuvre cyclique du modèle
292PROGRAMME 8.19 Fusion_Activation.c (nœud racine)
void Fusion_Activation_init(outC_Fusion_Activation *outC) {
  outC->Conforme = kcg_false;
  outC->Sortie = kcg_true;
  outC->Reconnu = kcg_true;
  outC->_L3 = kcg_true;
  outC->_L8 = kcg_true;
  outC->init = kcg_true;
  /* 2 */ AFD_init(&outC->Context_2);
  /* 1 */ Filtre_De_Lissage_init(&outC->_1_Context_1);
  /* 1 */ AFD_init(&outC->Context_1);
}
void Fusion_Activation_reset(outC_Fusion_Activation *outC) {
  outC->Conforme = kcg_false;
  outC->init = kcg_true;
  /* 2 */ AFD_reset(&outC->Context_2);
  /* 1 */ Filtre_De_Lissage_reset(&outC->_1_Context_1);
  /* 1 */ AFD_reset(&outC->Context_1);
}
void Fusion_Activation(inC_Fusion_Activation  *inC,
                       outC_Fusion_Activation *outC) {
  /* Fusion_Activation */ static kcg_uint8 tmp;
  /* 1 */ if (inC->Entree) { tmp = kcg_lit_uint8(1); }
  else { tmp = kcg_lit_uint8(0); }
  /* 1 */ AFD(tmp, &outC->Context_1);
  outC->Reconnu = outC->Context_1.Reconnue;
  /* 1_1 */ if (outC->init) { outC->_L8 = kcg_false; }
  else { outC->_L8 = outC->Reconnu | outC->_L8; }
  /* 1 */ Filtre_De_Lissage(inC->Entree, &outC->_1_Context_1);
  outC->Sortie = outC->_1_Context_1.Sortie;
  /* ck__L8 */ if (outC->_L8) {
    /* 1 */ if (outC->Sortie) {
      tmp = kcg_lit_uint8(1);
    }
    else {
      tmp = kcg_lit_uint8(0);
    }
    /* 2 */ AFD(tmp, &outC->Context_2);
    outC->_L3 = outC->Context_2.Reconnue;
  }
  else if (outC->init) {
    outC->_L3 = outC->Conforme;
  }
  outC->init = kcg_false;
  outC->Conforme = !outC->_L3;
}
Au travers de ces fichiers de programmes nous pouvons en effet analyser le résul-
tat de la fusion des cycles respectifs des nœuds: Filtre_De_Lissage et AFD. Pour
leur intégration il ne reste qu’à procéder à la réalisation de l’interface externe
(main), à l’instar de l’exemple simple (§ 8.4.5).
MultipériodicitéFIGURE 8.14 Fusion et activation
8.12.3 Intégration d’un nœud activable
La figure 8.14 décrit une variante où la seconde instance du nœud AFD n’est activée (et
maintenue) que si une séquence 101 est détectée dans le flot d’Entree. Cet exemple
simple permet également d’analyser l’impact de l’opérateur d’activation sur le code
généré (progr. 8.19).
8.13 Multipériodicité
8.13.1 Schéma d’exécution monotâche
Considérons le réseau d’opérateurs (diagramme de blocs) de la figure 8.15. L’opéra-
teur Rapide est cadencé par l’horloge de base, tandis que l’opérateur Lent est activé à
une fréquence 4 fois plus lente, produite par l’opérateur Horloge_4 [Cam 08]. Usuel-
lement, la mise en oeuvre de ce système est monotâche. C’est-à-dire que tous les
composants du système sont invoqués indirectement depuis une seule tâche (proces-
sus), via l’appel de la fonction cyclique Bi_Periode(), du nom du module principal.
FIGURE 8.15 Système Bi_Periode
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void Bi_Periode(inC_Bi_Periode  *inC, 
                outC_Bi_Periode *outC) {
  /* 1 */ Horloge_4(&outC->Context_1);
  outC->Sortie_R = /* 1 */ Rapide(inC->Entree_R);
  if (outC->Context_1.Clk4) {
    outC->Sortie_L = /* 1 */ Lent(outC->Sortie_R, inC->Entree_L);
  }
  else if (outC->init) { outC->Sortie_L = kcg_false; }
  outC->init = kcg_false;
}
Le code de l’application est exécuté à la fréquence la plus élevée (horloge d’activa-
tion de base), comme l’illustre le diagramme temporel d’ordonnancement (schéma
bi-période, fig. 8.16). Si le WCET (temps d’exécution dans le plus mauvais cas)
cumulé des deux composants est inférieur à la période alors l’hypothèse de syn-
chronisme est satisfaite. Mais, si la durée d’exécution de l’opérateur Lent augmente
sensiblement (x) cela risque de n’être plus le cas et entraîner un état inconsistant.
FIGURE 8.16 Ordonnancement d’exécution (bi-période)
Divers travaux analysent cette problématique et proposent des approches à même
de préserver la sémantique synchrone [Cam 08] [Cas 08b] [Bon 09]. Une solution
consiste à décomposer la partie lente du système en plusieurs composants plus
petits de façon à les distribuer et assurer leur exécution sur des périodes plus
courtes, selon un schéma multicycle bi-période, illustré par la figure 8.17.
FIGURE 8.17 Ordonnancement d’exécution (multicycle bi-période)
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MultipériodicitéFIGURE 8.18 Modèle bi-période synchrone, adaptation [Cam 08]
Il est à relever que les échanges de données entre sous-systèmes sont autorisés dans
la mesure où la causalité est respectée. Les avantages usuels inhérents à l’approche
synchrone SCADE sont ainsi conservés. La simulation et la preuve du modèle adapté
en conséquence (les composants lents doivent être activés au bon cycle) garantissent
la validité du code généré automatiquement. L’ordonnancement reste statique, déter-
ministe et dénué de tout interblocage. Néanmoins des exigences sont à satisfaire. Il
faut que le modèle original puisse être décomposé en parties respectant à leur tour les
contraintes temporelles. Nonobstant, toute évolution des spécifications du modèle
peut entraîner des modifications et des calculs du WCET substantiels.
8.13.2 Schéma d’exécution multitâche
Si le découpage d’un composant lent en sous composants s’avère problématique,
d’autres approches sont envisageables. Par exemple, celle basée sur un ordonnance-
ment DM (Deadline Monotonic Scheduling), où des threads (tâches) en charge d’exécuter le
code de composants du modèle sont exécutés de façon préemptible, avec des priori-
tés statiques basées sur des échéances fixes [But 05] [Zaf 07]. Les priorités des threads
étant inversement proportionnelles à leur échéance respective et non à leur période.
Nous en résumons ici le principe [Cam 08], lequel nécessite de modéliser en Scade 6 à
la fois l’ordonnancement et la communication. Pour une modélisation à deux compo-
sants, le nœud racine comprend les sous-nœuds suivants (fig. 8.18):
• Mineur (rapide) contient tous les nœuds exécutés à la fréquence la plus élevée;
• Majeur (lent) contient tous les nœuds exécutés avec la plus grande période.
La période du nœud majeur étant un multiple de celle du nœud mineur (dans cet
exemple elle vaut 2 (fig. 8.19). Des règles de modélisation et d’implémentation
doivent cependant être respectées afin de garantir les propriétés usuelles de la séman-
tique synchrone inhérente à l’approche SCADE.
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Si d’un point de vue de l’approche synchrone les traitements sont instantanés, il
n’en est rien en réalité (implémentation). En effet, l’exécution du nœud Majeur
peut être suspendue (préemptée) par celle du nœud Mineur (fig. 8.19). Il en résulte
également un impact important sur les communications entre nœuds.
• La communication Mineur->Majeur peut intervenir instantanément à la fin d’un
cycle mineur, mais pas pendant l’exécution du cycle majeur, sous peine d’abou-
tir à un état inconsistant.
• La communication Majeur->Mineur requiert une gestion appropriée. Il se pour-
rait par exemple, que le Majeur se termine trop tôt, bien avant la fin de son
cycle. Il ne faudrait donc pas qu’il communique trop tôt avec le Mineur. A cet
effet, le nœud de synchronisation Sync_Comm permet d’assurer la communica-
tion entre nœuds Majeur et Mineur (fig. 8.18).
Si seul le code des nœuds distincts peut être généré automatiquement, d’autres
aspects doivent cependant être réalisés manuellement (ordonnancement, transfert
des données), en ignorant l’opérateur fby (exercice § 8.15.8), introduit temporaire-
ment pour résoudre le problème de causalité du modèle racine Scade 6.
Ce principe peut également être étendu (généralisation) à un ordonnancement mul-
tipériode (multirate). Cette approche de solution nécessite naturellement une analyse
appropriée et des approfondissements, qui sont toutefois disponibles dans la litté-
rature (bibliographie). Notons encore, qu’une optimisation de la modélisation et
pourquoi pas le choix d’une cible matérielle-logicielle performante, pourrait per-
mettre de revenir au schéma d’exécution monotâche.
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Qualités du code généré automatiquement8.14 Qualités du code généré automatiquement
Le générateur de code certifié (qualifié) SCADE KCG, de génération automatique et
déterministe de code source C ou Ada, à partir d’un modèle Scade 6 formel valide,
satisfait les propriétés usuellement requises pour les logiciels embarqués critiques:
• portabilité (cible et exécutif temps réel);
• code optimisé pour toutes les constructions Scade 6;
• allocation de mémoire statique et accès dynamiques testés;
• absence d’arithmétique pointeurs;
• absence de récursion, uniquement des boucles bornées;
• traçabilité arrière vers le modèle d’entrée.
La génération de code et son intégration comportent de nombreuses options (opti-
misation, configuration, importations, structure, traçabilité, intégration avec des exé-
cutifs certifiés). Les possibilités sont multiples et débordent le cadre de ce texte. Pour
plus d’information, il convient de se reporter à la documentation technique [Est 15e].
A l’instar de tout logiciel de développement, des mises à jour sont fournies périodi-
quement. Des corrections et des améliorations peuvent être proposées. Les exemples
de code source illustrés dans ce chapitre ont ainsi été générés avec des versions suc-
cessives du générateur de code. Des différences peuvent donc être observées, selon
les versions utilisées. Toutefois, elles sont mineures et n’entravent point la compré-
hension du processus d’intégration du code, qui fait l’objet de ce chapitre. Néanmoins,
si cela s’avérerait nécessaire et compte tenu de l’évolution conservative du langage
Scade 6, il suffit de recompiler les modèles concernés pour bénéficier des améliora-
tions inhérentes au code généré, apportées par de nouvelles versions de KCG. 
8.15 Exercices
8.15.1 Telle qu’elle est réalisée dans le programme 8.8, l’activation périodique de la
tâche de filtrage génère une dérive temporelle cumulative. Analyser et déter-
miner qu’elle en est la raison, puis proposer une solution qui ne puisse être
susceptible que d’une dérive locale.
8.15.2 La section 6.12 présente une sorte de minuterie de cuisine. Il s’agit de réaliser
un prototype d’implémentation (intégration) en langage C de cette minuterie,
plus précisément de la version SSM décrite par le modèle de la figure 6.26.
Puis, comparer ce prototype avec celui correspondant à une version élaborée
en appliquant une approche classique asynchrone, autrement dit écrite direc-
tement en C/Real-Time POSIX à partir des mêmes spécifications.
8.15.3 Le modèle qui suit comporte un nœud Filtre_De_Lissage (fig. 6.7) et un
nœud Observateur. Il exhibe à la fois parallélisme et dépendance. En effet, la
variable de Sortie ou plus précisément sa valeur à l’instant immédiatement297
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Si l’observateur est actif, il vérifie simplement que le filtre de lissage a
effectivement le comportement attendu lors du lissage des 0 (false) dans
des séquences de 1 (true). Auquel cas, la lampe est allumée durant un
cycle (tic), comme illustré par le chronogramme de simulation qui suit.
Il s’agit d’abord, de compléter le nœud Observateur qui suit:
type Luminosite = enum {Eteinte, Allumee};
node Observateur(Actif, Entree, Sortie: bool)
         returns(Lampe: Luminosite) let ... tel
Puis, de procéder à l’intégration du modèle (filtre de lissage et observa-
teur) sur des cibles logicielles, à choix: YottaOS, µC/OS-II ou autre.
node Test_Modele(clock Actif: bool; Entree: bool)
         returns(Lampe: Luminosite; Sortie: bool)
let
   Lampe  = merge(Actif; 
                  Observateur((Entree, Sortie) when Actif); 
                  Eteinte when not Actif);
   Sortie = Filtre_De_Lissage(Entree);
tel
1
Observ ateur
1
Filtre_De_Lissage
Actif
Entree
Sortie
Lampe
Actif
Entree
Sortie
Lampe
2 tics
1 tic
Exercices8.15.4 Analyser et proposer d’autres approches d’intégration ou d’interfaçage de la
fonction cyclique écrite en C avec le code source d’un automate externe écrit
en Ada. Appliquer une solution pertinente à l’exemple du toboggan de tri décrit
dans le paragraphe 8.7.2.
8.15.5 Améliorer le traitement des entrées dans l’ébauche d’intégration décrite par
le programme 8.13, afin notamment de supprimer tout risque de perte d’évé-
nements (§ 8.8.2).
8.15.6 Considérons l’intégration d’un modèle de montre multifonction. Quelle est
la fréquence d’échantillonnage appropriée (§ 8.8.3)?
8.15.7 L’ordonnancement temps réel englobe des tâches périodiques et apério-
diques. Les tâches périodiques sont des tâches caractérisées par des
contraintes temporelles fortes, tandis que les tâches apériodiques s'exécutent
en réponse à des événements logiciels et matériels, notamment externes, et
de nature non prédictible. Un serveur sporadique permet d’améliorer les temps
de réponse des tâches apériodiques, sans affecter les tâches périodiques [But
05]. Analyser puis adapter, si cela s’avère pertinent, le programme 8.16, afin
que le traitement des entrées soit réalisé par le biais d’un serveur sporadique.
8.15.8 Analyser l’impact de l’opérateur fby dans la modélisation de l’opérateur
racine de la figure 8.18 et proposer des solutions possibles dans le contexte
de l’ordonnancement bi-période.
8.15.9 Le chapitre 9 présente plusieurs énoncés de travaux pratiques qui peuvent
également donner lieu à des intégrations diverses, sur des systèmes logiciels
et matériels cibles à choix.299
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CHAPITRE 9 ÉNONCES DE TRAVAUX 
PRATIQUES9.1 Contrôle d’un carrefour routier
9.1.1 Première spécification
Il s’agit de modéliser et valider un contrôleur de carrefour routier constitué d’une
route principale, a priori à fort trafic, et d’une route secondaire (fig. 9.1). Contraire-
ment à la route principale, la route secondaire est à sens unique. Des feux ont été ins-
tallés, notamment pour permettre aux véhicules de la route secondaire de s’engager
sur la route principale. Leur comportement est influencé par des capteurs (sensors) de
présence enfouis sous le manteau routier. La modélisation du contrôleur, dont une
proposition de structure est illustrée par la figure 9.2, doit naturellement être basée sur
le paradigme de programmation synchrone SCADE, c’est-à-dire sur des équations de
flots de données, des réseaux d’opérateurs synchrones (diagrammes de blocs) ou des
SSM (Scade State Machines).
FIGURE 9.1 Carrefour routier
Principale
Secondaire301
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Plusieurs aspects sont à considérer dans la modélisation de ce contrôleur.
• A l’initialisation et en absence de tout véhicule tous les feux pertinents cli-
gnotent à l’orange (période = TC msec).
• Dès qu’un capteur d’approche du carrefour est activé, la séquence de passage
au vert peut commencer. Le feu de la route concernée passe d’abord à l’orange
(non clignotant) et en même temps l’autre feu passe au rouge. Le véhicule dont
le feu est à l’orange peut dès cet instant s’engager dans le croisement. Au bout
de quelques secondes le feu passe au vert. Il reste au vert durant TP secondes
pour la route principale et TS (<TP) secondes pour la route secondaire. A
l’échéance de ce délai le feu repasse à l’orange et ce pendant quelques secondes
avant de passer au rouge.
• Au cas où les deux capteurs sont actifs, voire activés simultanément, la priorité
est donnée à la route principale. A moins que l’on ne vienne de clore une phase
correspondant justement à cette dernière, auquel cas on privilégiera la route
secondaire. L’alternance doit en effet être garantie.
• A la fin d’une phase, si les deux feux sont au rouge, en d’autres termes si aucun
capteur est actif, au bout de quelques secondes les feux passent à nouveau à
l’orange clignotant.
• Dans toute la mesure du possible, pour éviter des accidents, les feux ne doivent
pas être simultanément à l’orange, à l’exception de la phase clignotante (rappel:
en absence de véhicules).
Capteur_Principal
Capteur_Secondaire
Vert_Primaire
Vert_Secondaire
1
Gestion_Phases
1
Base_De_Temps
Ambulance
Orange_Primaire
Rouge_Secondaire
Orange_Secondaire
2
Feu_Route
1
Feu_Route
Rouge_Primaire
FBY4
1 false
FBY5
1 false
DUREE_VERT_SECONDAIRE
DUREE_VERT_PRINCIPAL
Contrôleur de trois feux de circulationFIGURE 9.3 Carrefour routier
9.1.2 Variante
Dans cette variante, illustrée par la figure 9.3, les deux routes sont bi-directionnelles.
De plus, la modélisation devra prendre en considération une commande externe per-
mettant de faire passer tous les feux directement au rouge, afin de favoriser le passage
d’un véhicule prioritaire (pompiers, ambulance, police).
9.2 Contrôleur de trois feux de circulation
Il s’agit de modéliser un contrôleur des trois feux du carrefour décrit par la figure 9.4,
puis de vérifier formellement certaines propriétés de sécurité du modèle (à détermi-
ner). Le contrôleur est basé sur des exigences originales de commande de feux [SBA
09], qui sont énumérées ci-dessous:
• à chaque instant, il ne peut y avoir qu’un seul feu au vert ou à l’orange dans le car-
refour;
• une phase verte dure au moins 20 secondes; lorsqu’elle se termine, le feu passe à
l’orange pendant 3 secondes, avant de passer au rouge;
• la transition rouge-vert s’effectue sans passer par une phase orange;
• lorsqu’il y a un trafic continu dans toutes les directions, chaque feu passe au vert
pendant 20 secondes, dans l’ordre A-B-C, cycliquement;
• si, lorsque ce serait le tour du feu B de passer au vert, il n’y a aucun véhicule acti-
vant le capteur B, le tour du feu B est sauté, de même pour le feu C;
• à la fin des 20 secondes d’une phase verte du feu A, tant qu’il n’y a pas de voitures
sur les capteurs B et C, le feu A reste au vert et les deux autres au rouge.
Principale
Secondaire303
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Précisions complémentaires:
• si le feu A est au vert, parce que les routes sont désertes et qu’un capteur est
activé par l’arrivée d’une voiture, la phase verte n’est pas avortée pour autant;
• concernant une généralisation, l’ordre cyclique suggéré avec les trois directions
doit naturellement être garanti pour les n routes/directions;
• de plus, dans cette généralisation la route principale pourra être choisie arbitrai-
rement parmi l’une quelconque des routes du carrefour;
• la modélisation doit respecter l’API proposée (si disponible), notamment afin
d’être conforme à la console de simulation, sinon il faut réaliser un simulateur
graphique pour ce genre de carrefour.
Comparer, si possible, le résultat de la modélisation SCADE et son processus avec
une modélisation basée uniquement sur VHDL.
9.3 Contrôleur de feux de carrefour
Cette autre variante de gestionnaire de feux de circulation placés à un croisement
entre deux routes est intéressante de par la diversité des problématiques qu’elle
comporte. Elle est basée sur une spécification ayant servi de prétexte à une modé-
lisation basée sur les Statecharts [Dru 89]. Elle peut donc aussi faire l’objet d’une
comparaison avec l’approche SCADE.
Le modèle à formaliser est notamment constitué d’un contrôleur de feux de croi-
sement comportant un groupe de feux: rouge, vert et orange, pour la route princi-
pale et un groupe identique pour la route secondaire (fig. 9.5). La figure 9.6 illustre
l’Activity-Chart décrivant les fonctionnalités du contrôleur de feux [Zaf 02].
Capt_A
A
C
B
Capt_B
Capt_C
Contrôleur de feux de carrefourFIGURE 9.5 Contrôleur de feux de carrefour (capteurs et signaux Esterel) [Zaf 05]
Les feux peuvent être allumés ou éteints. Durant la journée le contrôleur de feux du
carrefour opère selon un des deux programmes de fonctionnement distincts. Ces
deux modes sont déterminés par l’état du capteur Programme (fig. 9.5), à savoir:
• programme A: il fournit alternativement 2 minutes aux véhicules de la route princi-
pale et 30 secondes aux véhicules de la route secondaire;
• programme B: qui fournit 30 secondes aux véhicules de la route secondaire, dès le
constat d’une présence sur la route secondaire (Sec_Occupee).
Pendant la nuit, le contrôleur donne la priorité aux véhicules de la route principale et
ce, jusqu'à ce que l'une des situations suivantes se présente:
• deux minutes ont passé depuis que le feux de la route principale est passé au vert
et un Pieton souhaite traverser la route;
• ou bien un nouveau véhicule est apparu sur la route secondaire (Sec_Occupee);
• ou alors, trois véhicules sont déjà apparus (Voiture_Sec) sur cette même route
secondaire.
Dès l'occurrence de l'une de deux dernières conditions, les véhicules de la route
secondaire obtiennent le droit de passage durant 30 secondes. Le contrôleur peut
aussi être manipulé manuellement (Manuel_Auto). Dans ce mode, si un policier presse
sur un Bouton approprié, une transition de la route principale vers la route secondaire,
respectivement de la route secondaire vers la route principale, a lieu.
Bouton
Voiture_Sec
Jour_Nuit
Pieton
Manuel_Auto
Ambulance
Erreur_En
RaZ
Rouge_Pri
Vert_Pri
Orange_Pri
Camera_Pri
Programme
Sec_Occupee
Entree_Sec
Entree_Pri
Entree_Ambulance
Rouge_Sec
Vert_Sec
Orange_Sec
Camera_Sec
Erreur
CONTROLEUR
Capteurs (sensors)
Signaux purs
Dir_Ambulance305
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Il est à relever que le passage au mode manuel (Manuel_Auto) et inversement, ainsi
que la transition Jour_Nuit et vice versa, sont suivis par le clignotement d’une durée
de 5 secondes de tous les feux de croisement orange (Orange_Pri et Orange_Sec
sont présents). Suite au changement jour-nuit et vice versa, le clignotement est
suivi du passage au vert du feux principal (Vert_Pri est présent).
Une caméra cachée est aussi sous contrôle, mais dans le mode automatique. Elle
prend des photos uniquement si un véhicule s'engage dans le carrefour (Entree_Pri
ou Entree_Sec est présent) pendant que le feux correspondant est au rouge.
Le module contrôleur peut également recevoir un signal indiquant qu’une Ambu-
lance est en approche du croisement, que ce soit venant de la route principale ou
de la route secondaire (Dir_Ambulance). Quelle que soit la direction d’origine, le
contrôleur affecte les feux de croisement en conséquence, en ignorant tout autre
signal ou événement. Dès l'entrée de l'ambulance dans le carrefour, le contrôleur
en est avisé (Entree_Ambulance) et retourne aussitôt dans le mode dans lequel il se
trouvait auparavant. Notons encore l’existence d’une condition d'erreur
(Erreur_En). Si elle est valide (true), les feux de croisement se mettent à clignoter à
l'orange. Une autre possibilité d'Erreur est celle provoquée par un usage manuel
durant 15 minutes sans que le policier n'intervienne en pressant sur le Bouton. 
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PRINCIPALE
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Chauffe-eauFIGURE 9.7 Chauffe-eau (schéma synoptique)
Enfin, un signal de réinitialisation (RaZ) permet de replacer le contrôleur dans le
mode automatique.
9.4 Chauffe-eau
Il s’agit de modéliser un simulateur de chauffe-eau à vapeur [Krä 97]. Le contrôleur
de ce simulateur est interfacé avec un bouton principal (Marche_Arret, fig. 9.8) qui, s’il
est pressé (enfoncé), permet d’activer et de maintenir un cycle de chauffage.
Le cycle de chauffage de l’eau par le biais de la vapeur débute par l’ouverture de la
vanne de remplissage d’eau (fig. 9.7). Toutefois, il ne peut débuter que si la tempéra-
ture de l’eau contenue dans la cuve est inférieure à 40 oC. Dès que la température de
l’eau atteint 90 oC, la vanne d’amenée de vapeur est fermée. Lorsque la quantité d’eau
contenue dans la cuve atteint 90% de sa capacité maximale et au moins 90 oC de tem-
pérature, la vanne de vidange d’eau chaude est ouverte. En même temps, celles
d’amenée de vapeur et de remplissage d’eau doivent être fermées.
La vanne de vidange reste ouverte jusqu’à ce que le contenu atteigne les 5% de la
capacité de la cuve ou que l’opérateur décide de la fermer, en tirant cette fois sur le
bouton principal. Un nouveau cycle peut alors commencer, dans la mesure où les
conditions préalablement énoncées sont satisfaites (température). Usuellement, le
bouton principal reste pressé durant tout le cycle de chauffage-remplissage-vidange.
Vanne de remplissage
Vanne de chauffage
Eau condensée
Vanne de vidange
Vapeur
Eau
Eau chaude307
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Pour la simulation, le débit d’amenée du liquide est constant. Il en est de même
pour le débit de vidange. L’évolution de la température de l’eau de la cuve sera
notamment fonction de la quantité d’eau présente dans celle-ci. Elle sera plus
rapide si la quantité d’eau contenue dans la cuve est faible, respectivement plus
lente lorsqu’elle augmentera. Le refroidissement suivra une règle d’évolution sem-
blable, mais il sera plus lent à cause de la paroi isolante de la cuve.
Il est à noter que les vannes réagissent avec un certain délai (d’origine mécanique)
de CTE_ON_OFF secondes. Ce temps est nécessaire pour ouvrir et respectivement
pour fermer complètement les vannes après que l’ordre en ait été donné.
Pendant l’ouverture et la fermeture d’une vanne, l’augmentation, respectivement la
diminution, du flux de liquide est linéaire (simplification). A cela s’ajoute un court
délai supplémentaire avant que l’ordre ne soit effectif. Le comportement des cap-
teurs de mesure devra être simulé en tenant compte du fait que la quantité cou-
rante d’eau présente dans la cuve ou la température de l’eau ne peuvent être lues
qu’à une certaine fréquence.
9.5 Jeu de réflexes
Il s’agit de développer un système réactif dont la modélisation doit privilégier
l’usage des SSM (Scade State Machines). Ce jeu est une adaptation d’un exercice pro-
posé avec le langage Esterel [Ber 87]. Il consiste à mesurer le temps de réaction
moyen à des sollicitations. En d’autres termes, ce système permet de déterminer
les réflexes d’un joueur.
Contrairement à l’énoncé original, on dispose en fait de 4 lampes (leds) clignotant à
des fréquences distinctes et prédéterminées. Comme on peut le constater sur
l’interface homme-machine avec laquelle le joueur peut interagir (fig. 9.9).
Jeu de réflexesFIGURE 9.9 IHM jeu de réflexes
La durée de clignotement des lampes est aléatoire. Elle est comprise entre MIN et MAX
secondes. Au bout de ce délai une seule lampe (Li) reste allumée ou bien une seule
reste éteinte (choix aléatoire). Le joueur doit alors presser sur le bouton (Pi) corres-
pondant à la lampe ainsi désignée. Le temps de réaction compris entre la fin de cli-
gnotement et la pression de la touche correspondante est alors affiché. Ce temps sera
également comptabilisé pour déterminer les réflexes du joueur. 
Toutefois, si le joueur se trompe de bouton ou presse sur l’un quelconque de ces bou-
tons avant la fin du clignotement, alors la lampe TILT est allumée. Elle s’éteindra dès
que le joueur annoncera qu’il est à nouveau PRET pour une autre mesure. En effet,
avant toute mesure, le joueur doit annoncer qu’il est PRET, en appuyant sur la touche
correspondante.
Si le joueur ne répond pas à la sollicitation courante au bout d’une durée équivalente
à DELAI_LOC secondes, mais inférieure à DELAI_GLOBAL secondes, alors la lampe TILT
se met à clignoter au moins jusqu’à une nouvelle pression sur la touche PRET.
Si au cours d’une session le joueur attend au delà d’une durée de DELAI_GLOBAL
secondes, la session de mesures est terminée et la lampe TILT est également allumée
conjointement aux autres lampes. Si le joueur répond à une sollicitation ou bien s’il
annonce qu’il est prêt pour une nouvelle mesure, le délai global est réinitialisé.
Une session de mesures se termine normalement après MAX mesures ou bien si le joueur
appuie sur la touche STOP. La temps de réaction moyen est alors affiché. La lampe
TILT ne reste donc allumée qu’en cas de fin anormale.309
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9.6 Simulation d’une station service
9.6.1 Spécifications informelles
Il s’agit de modéliser avec les constructions du langage Scade 6 un simulateur de
station service. On suppose que la station simulée comporte plusieurs pompes à
carburant, par exemple: deux pour l’essence sans plomb 95 octanes, une pour
l’essence sans plomb 98 octanes et une pour le carburant diesel. Cette dernière
pompe ayant un débit légèrement moindre que celui des trois autres.
Pour interagir avec le simulateur il faudra élaborer une interface homme-machine
appropriée, semblable à celle illustrée par la figure 9.10 (pour une pompe). Cette
IHM doit donc permettre d’afficher sur des fenêtres distinctes l’état de chaque
pompe et notamment les informations suivantes:
• débit en consommation (litres) et prix (francs);
• état (raccroché, décroché) du pistolet;
• réserves disponibles pour chaque type de carburant et chiffre d’affaires global.
Les commandes des diverses opérations étant simulées par le biais de la souris,
deux sortes d’opérations sont possibles, selon qu’elles sont du ressort du gérant de
la station ou d’un automobiliste.
Simulation d’une station serviceAinsi, pour le gérant, les opérations qui lui sont inhérentes sont les suivantes (fig. 9.8):
• Initialiser ou réinitialiser la station;
• Bloquer ou débloquer une pompe.
En ce qui concerne tout automobiliste, les opérations de remplissage sont définies
selon la séquence suivante:
• sélection du pistolet (Decrocher);
• introduction du pistolet dans le réservoir du véhicule (Introduire);
• activation du débit d’essence; une fois activé par une pression sur la poignée du
pistolet (Presser) le flot s’écoulera jusqu’à la pression suivante;
• extraction du pistolet du réservoir (Enlever);
• enfin, remise en place du pistolet sur son support (Accrocher), dès lors la pompe
est bloquée.
Bien entendu, il est possible d’extraire puis de réintroduire le pistolet dans le réser-
voir et cela à souhait, sans pour autant bloquer la pompe.
Étant donné que la contenance du réservoir d’un véhicule n’est pas connue à priori,
on supposera que le plein pourra être effectué avec une quantité d’essence comprise
entre MIN_PLEIN et MAX_PLEIN litres, déterminée de façon pseudo-aléatoire à chaque
remplissage. Le débit s’arrêtera automatiquement lorsqu’il ne manquera que DIFF
litres pour faire le plein. Pour compléter le remplissage (effectuer le plein), il suffira
de presser successivement sur la touche correspondante. A chaque pression seront
débités DELTA litres d’essence.
Il découle des spécifications énoncées ci-dessus plusieurs cas ou situations qui
engendrent une signalisation spécifique, selon le genre auquel appartient le cas, ainsi:
• une led sera allumée pendant SG_S secondes de durée pour toutes les erreurs de
simulation, comme par exemple: une commande d’extraction du pistolet du réser-
voir alors que celui-ci est en fait encore accroché à la pompe, etc.;
• une led sera allumée pendant SG_M secondes de durée pour toutes les erreurs de
manipulation à proprement parler, par exemple lorsque le réservoir déborde ou
que l’on répand plus de MAX_Q litres d’essence dans la nature;
• une led sera allumée pendant SG_D secondes de durée lorsque dans une phase de
remplissage aucune opération est effectuée avant l’expiration d’un délai de MAX_T
secondes; c’est le cas, par exemple, si après avoir décroché le pistolet d’une
pompe, on ne fait aucune manipulation avec ce dernier, pendant le délai spécifié;
• un triple clignotement est effectué lorsque dans un des réservoirs de la station il
ne reste plus que RESERVE litres d’essence;
• tandis qu’un seul clignotement est effectué pour accompagner toutes les opéra-
tions du gérant.
A ce qui précède, il faut encore ajouter les conditions qui entraîneront l’arrêt de la
simulation, à savoir:311
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• lorsqu’au début de la simulation, la station n’est toujours pas initialisée avant
l’expiration d’un délai de MAX_DELAI secondes;
• lorsque toutes les pompes sont dans l’état bloqué et qu’aucune opération n’est
entreprise pendant un laps de temps de MAX_DELAI secondes également.
Notons enfin, que pour pouvoir réinitialiser la station d’essence, il faut que les
quatre pompes soient dans l’état bloqué.
INITIAL
MAX_Q
MAX_T
Bloquer
Introduire
Presser
Enlever
Accrocher
MAX_DELAI
MAX_DELAI Initialiser
Initialiser
Bloquer
DecrocherPresser
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BLOQUE
DEBLOQUE
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Montre chronographe analogiqueFIGURE 9.12 IHM montre chronographe [Mar 06]
Il convient de remarquer enfin, que certaines pompes partagent la même ressource
critique citerne de carburant. Il faudra en conséquence en gérer correctement le débit
respectif de celle-ci. 
9.6.2 Graphe des états et des transitions
A partir de la description informelle du problème nous pouvons établir un graphe
des états et des transitions (automate fini déterministe, fig. 9.11) du fonctionnement
de chaque pompe et partiellement de la station service. Il est à noter que dans l’état
de REMPLISSAGE, la transition MAX_T ne peut avoir lieu que si le flot d’essence res-
pectif est stoppé. De plus, les transitions MAX_Q et MAX_T, lesquelles sont accompa-
gnées d’une signalisation spécifique, ramènent l’automate et en conséquence la
pompe, dans l’état BLOQUE.
9.7 Montre chronographe analogique
9.7.1 Présentation
Il s’agit de simuler une montre chronographe (IHM, fig. 9.12). Cette montre s’inspire
de la minimalité de la StopWatch, laquelle est un modèle déposé de la firme SWATCH
S.A. Cette nouvelle spécification comporte aussi deux modes de fonctionnement: le
premier est le mode usuel montre, qui indique l’heure, le second est le mode chrono-
graphe, qui permet la mesure du temps écoulé.313
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Pour ce qui concerne les commandes disponibles, cette montre ne comporte que
la couronne (fig. 9.12). Les actions possibles sur cette dernière sont donc limitées:
pression, traction, rotation horologique et rotation anti-horologique.
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Traction
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Montre chronographe analogiqueDans le mode montre l’affichage indique respectivement les heures et les minutes.
Tandis que dans le mode chronographe (mesure du temps), l’affichage indique les
minutes et les secondes écoulées.
Précisons au passage, que l’on distingue usuellement un chronomètre d’un chronographe.
En effet, un chronomètre est une montre extrêmement précise capable d'indiquer les
secondes et pour qu'une montre puisse être appelée chronomètre, elle doit obtenir
une certification, par exemple auprès du Contrôle Officiel Suisse des Chronomètres
(COSC). Tandis qu’un chronographe permet de mesurer le temps écoulés entre deux
événements. A noter qu’une montre chronographe peut, si elle satisfait aux tests, être
également certifiée chronomètre.
9.7.2 Mode montre
Dans le mode montre l’affichage de l’heure est réalisé par les deux aiguilles (fig. 9.12),
la petite dédiée aux heures et la grande indiquant minutes. A l’état initial (NORMAL),
la montre affiche les heures et les minutes. Des rotations de la couronne permettent
de modifier l’heure, uniquement pour une fonction de fuseau horaire (graphe des
états et des transitions, fig. 9.13).
Après une traction de la couronne il est possible de mettre la montre à l’heure, en
tournant la couronne. Ainsi, une rotation de la couronne met à jour les minutes en
entraînant les heures (AJUSTEMENT). 
9.7.3 Mode chronographe
Pour atteindre le mode chronographe il suffit d’effectuer deux pressions sur la couronne
en moins d’une seconde (fig. 9.13). Les deux aiguilles sont alors positionnées sur midi
pour afficher le temps chronométré, c’est-à-dire pour indiquer ensuite les minutes et
les secondes écoulées. A noter, depuis l’état INITIAL (fig. 9.13), qu’une traction de la
couronne permet de réinitialiser la montre (aiguilles positionnées sur midi), puis
d’effectuer une mise à l’heure (MISE_A_HEURE), par des rotations de la couronne
(selon le graphe des états et des transitions).
Dans le mode chronographe, une pression sur la couronne permet de démarrer le chro-
nographe (MESURE) et par une pression successive, de le stopper (STOP). Une autre
pression de la couronne permet ensuite de réinitialiser le chronographe (REINITIALI-
SATION). Une nouvelle pression (immédiate) ramène le chronographe dans l’état de
mesure (MESURE), alors qu’une pression après deux secondes ramène la montre
dans le mode montre (NORMAL), qui n’a pendant ce temps pas cessé de fonctionner.
9.7.4 Objectifs
Modéliser le comportement de cette montre chronographe. L’interface peut être réa-
lisée avec l’outil de prototypage rapide (Rapid Prototyper Panel), disponible avec la Suite
logicielle SCADE.315
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un automate (interface) externe comportant une IHM à choix (éventuellement à
réaliser). A noter que la roulette de la souris permet de simuler les rotations de la
couronne.
Le graphe des états et des transitions (fig. 9.13) complète le cahier des charges.
9.8 Montre chronographe numérique
Cette variante, également inspirée par la StopWatch, est basée sur un affichage
numérique (digital). Elle comporte également deux modes de fonctionnement, le
mode usuel montre et le mode chronographe.
Dans le mode montre, l’affichage numérique disponible indique respectivement les
heures, les minutes et les secondes. tandis que dans le mode chronographe
(mesure), l’affichage numérique indique les heures, minutes, secondes et dixièmes
écoulés. Le réglage de l’heure est possible en tirant sur la couronne, puis en la tour-
nant dans le sens horologique pour avancer l’heure ou dans le sens anti-horolo-
gique pour reculer l’heure. A noter, que l’ajustage s’effectue à la minute près.
Le passage du mode montre (par défaut) au mode chronographe se fait par une pres-
sion unique de la couronne. L’affichage indique immédiatement 00:00:00:0 et
automatiquement la mesure du temps qui s’écoule commence. Pendant ce temps
là, l’heure continue d’être mise à jour. Après un délai de trois minutes et demie le
mode montre est à nouveau affiché. Mais, le chronométrage n’est pas arrêté pour
autant, il continue toujours en arrière fond. Une simple pression sur la couronne
suffit pour revenir à l’affichage du mode chronographe. Un délai de trois minutes
et demie et alors réinitialisé. Toutefois, le chronométrage est désactivé après un
temps total de 6 heures et l’affichage repasse alors implicitement dans le mode
montre.
Dans le mode chronographe, l’arrêt du comptage peut être obtenu par une seule
pression sur la couronne. L’affichage indique alors le temps écoulé. Pour repasser
dans le mode montre il faut presser à nouveau sur la couronne. L’affichage est réi-
nitialisé (00:00:00:0) et à moins que l’on ne presse à nouveau sur la couronne
pour recommencer un chronométrage, au bout de cinq secondes l’affichage est
configuré de façon à indiquer à nouveau l’heure courante (mode montre, par
exemple: 21:14:36). En cas d’ajustement de l’heure (traction de la couronne) pen-
dant que la montre est dans le mode chronographe, ce mode est immédiatement
désactivé au profit du mode montre.
Une fois validé, adapter si possible le modèle par l’adjonction d’une minuterie avec
un signal sonore (ou visuelle) beep, pour indiquer l’échéance du délai programmé.
Modéliser le comportement de cette variante de montre chronographe. L’interface
homme-machine pouvant être réalisée avec l’outil de prototypage rapide (Rapid
Prototyper Panel), disponible avec la Suite logicielle SCADE.
Minuterie programmableFIGURE 9.14 Interface homme-machine (console de commande)
9.9 Minuterie programmable
Modéliser une minuterie programmable comportant diverses fonctions, à l’instar des
minuteries que l’on peut trouver dans un local de chaufferie d’immeuble ou de mai-
son individuelle [Lan 71].
La minuterie programmable comporte les fonctions suivantes (fig. 9.14):
• horloge, durée maximale de 60 minutes et comptage ascendant;
• affichage à chaque seconde de l’heure courante (actuelle) en minutes et secondes;
• deux programmes de séquences non modifiables (une version ultérieure devrait
permettre d’augmenter facilement ce nombre); ces séquences sont exécutées indé-
pendamment l’une de l’autre et mises en marche (activées) et arrêtées sur com-
mande;
• à l’initialisation de l’appareil l’horloge affiche 00:00; à noter que si la valeur 59:59
est atteinte, l’horloge recommence à 00:00;
• l’heure peut-être mise à jour par l’utilisateur.
L’interface homme-machine comporte plusieurs constituants (fig. 9.14):
• affichage 7 segments (simulé), chiffres 0..9; ces chiffres peuvent être dans des états
distincts: non affiché, affiché et clignotant;
• touches: Haut (Up), Bas (Down), Entree (Enter), Sortie (Exit);
• diodes électro-luminescentes (led): deux rangées de 8 chacune.
Les instructions relatives aux programmes de séquence (exemple, fig. 9.15) per-
mettent de réaliser les effets suivants:
:1 2 2 71
COMMANDE MINUTES SECONDES PROGRAMME
Up
Enter
Down
Haut
Entree
Bas
Exit
Sortie
1
2
3
4
5
6
7
8
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318FIGURE 9.15 Exemple d’un programme de séquence
turn_off(Led1..Led8, Left);
turn_on(Led1, Left);
delay_until(01’,00’’);
turn_on(Led4, Left);
delay(59’’);
turn_off(Led1..Led8, Left);
halt;
• allumer (turn_on) ou éteindre (turn_off) des leds (lesquelles représentent des
relais) dans une des deux rangées;
• attendre sur un délai relatif (delay);
• attendre sur un délai absolu (delay until);
• arrêter le programme de séquence (halt).
La séquence des instructions d’un programme doit être stockée dans une structure
de données appropriée.
L’interface homme-machine est constituée d’un panneau comportant plusieurs
fenêtres (fig. 9.14). La fenêtre active, c’est-à-dire la fenêtre sur laquelle les touches
ont un effet, clignote. Par exemple, si la fenêtre COMMANDE clignote, il sera pos-
sible d’en modifier la valeur correspondante.
L’effet des touches (simulées) est le suivant:
• Up: augmente la valeur clignotante;
• Down: diminue la valeur clignotante;
• Enter: exécute l’action et change l’état;
• Exit: retourne à l’état initial sans entreprendre d’action.
Les commandes sont au nombre de 3.
• La commande 1 permet l’activation d’un programme de séquence:
Enter sur la commande 1, la fenêtre programme clignote;
avec Up ou Down on sélectionne le programme;
Enter active le programme choisi.
• La commande 2 permet d’arrêter un programme de séquence:
Enter sur la commande 2, la fenêtre programme clignote;
avec Up ou Down on sélectionne le programme;
Enter stoppe le programme choisi.
• La commande 3 est dédiée à la mise à l’heure:
Enter sur la commande 3, la fenêtre minutes clignote;
avec Up ou Down on change les minutes;
Distributeur de boissonsEnter fait clignoter la fenêtre secondes;
avec Up ou Down on change les secondes;
Enter introduit (confirme) l’heure choisie.
L’état de départ ou état initial comporte l’affichage et les modalités suivantes:
• fenêtre commande: valeur 1, clignotante;
• fenêtre minutes et secondes: affiche l’heure courante;
• fenêtre programme: non affichée.
9.10 Distributeur de boissons
Il s’agit de simuler un automate distributeur de boissons (IHM, fig. 9.16). Le distribu-
teur décrit ci-après fournit 4 genres de boissons typiquement helvétiques: Sinalco,
Walser, Rivella rouge et Rivella vert. Il accepte des pièces de 5 francs, 2 francs, 1 franc,
50 centimes, 20 et 10 centimes. Il rend la monnaie lorsque la somme introduite
dépasse le prix de la boisson, lequel est respectivement de: 3 francs 20 pour les bois-
sons Rivella et 2 francs70 pour les autres. Le distributeur comporte 5 boutons: 4 pour
le choix de la boisson et 1 pour Annuler la commande et restituer la monnaie. A
chaque bouton comporte une lampe indiquant l’état du réservoir de boisson corres-
pondant. Si l’utilisateur presse sur un bouton clignotant, indiquant l’indisponibilité de
la boisson correspondante, la commande est simplement ignorée.
Le débit d’une boisson (à la fois) ne peut débuter que si la somme demandée a été
payée et le bouton correspondant à la boisson choisie pressé (dans cet ordre). Il faut
ensuite que la gâchette soit appuyée (figure 9.16). Le débit est arrêté automatique-
ment dès que l’on cesse d’appuyer sur la gâchette. L’automate passe alors dans l’état
de repos. Pour reprendre le débit, il suffira d’appuyer à nouveau sur le même bouton
et sur la gâchette. Le débit est aussi stoppé si le réservoir correspondant à la boisson
choisie est vide. Parallèlement et durant toute la période où cet état subsistera, la
lampe associée clignotera avec une période d’une demi-seconde, indiquant ainsi la
nécessité de remplir le réservoir.
Chaque réservoir dispose donc d’une sonde signalant si celui-ci est vide ou pas, tout
comme le bac de rétention, plein ou pas. En effet, le distributeur comporte un bac.
En cas de trop-plein, il faut vider le bac de rétention. Sinon, plus rien ne fonctionne
et tous les boutons clignotent. Pour ôter le bac il faut que la gâchette soit appuyée,
sinon elle empêche le dégagement de celui-ci (contrainte purement mécanique).
Lorsque le bac est vidé l’automate reprend son état normal. A noter (pour la simula-
tion logicielle), que chaque réservoir a une capacité de MAX litres et que son débit est
de DEBIT litres/seconde. Initialement, pour que l’automate passe dans l’état (de
repos) prêt à débiter, il faut que la condition suivante soit satisfaite:
not Reservoir_Vide and
not Trop_Plein     and
not Gachette_Appuyee319
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Si l’utilisateur annule (A) sa commande ou bien si la somme est supérieure au mon-
tant exigé, l’automate restitue la monnaie. A cet effet, l’automate comporte 4 réser-
voirs distincts de pièces. Toutefois, s’il n’arrive pas à rendre la monnaie exacte, la
commande est annulée et l’argent introduit entièrement restitué. De plus, si l’auto-
mate ne dispose plus de monnaie suffisante, tous les boutons se mettent égale-
ment à clignoter, mais à une fréquence différente.
Le trop-plein peut se produire dans n’importe quel état du distributeur. Par
exemple, on peut imaginer une faible secousse au repos, conditionnant l’état du
capteur du bac de rétention; idem pour les capteurs associés aux réservoirs. L’état
du capteur peut donc fluctuer (suite à une secousse), lorsque la surface du liquide
est suffisamment proche. Le remplissage du réservoir se traduit uniquement par
un changement d’état du capteur associé.
Il s’agit de modéliser ce distributeur, en considérant les différents aspects de
conception, vérification et validation. Il s’agira ensuite de réaliser un prototype (sur
une plate-forme cible) comportant une interface homme-machine.
9.11 Modélisation d’un simulateur d’ascenseur
9.11.1 Simulateur
Réaliser un simulateur pour un ascenseur fictif ainsi qu’un exemple de contrôleur
de celui-ci. L’ascenseur est constitué de n étages. A chaque étage (fig. 9.17) sont
placés deux boutons lumineux, pour monter et pour descendre, à l’exception natu-
rellement des étages 0 et n-1, qui n’en disposent que d’un. La cabine d’ascenseur
est équipée de boutons d’étages, auxquels s’ajoutent des boutons d’ouverture et de
fermeture des portes ainsi qu’un bouton d’alarme.
Gâchette
Grille de
récupération
S R
et bac de rétention
W V
A
Modélisation d’un simulateur d’ascenseurFIGURE 9.17 Schéma simplifié d’ascenseur
La cabine comporte également une lampe d’éclairage. L’interface de l’ascenseur est
complétée par un panneau des sources d’interruption, des registres de statut et des
registres de contrôle (fig. 9.18).
Les sources d’interruptions sont diverses.
• Alarme: a pour origine la pression sur le bouton de cabine ou bien par une condi-
tion anormale de fonctionnement.
• Surcharge: cette interruption est générée lorsque la charge utile est dépassée.
• Bouton: la pression d’un bouton quelconque, autre que celui d’alarme (déjà consi-
déré), provoque la génération d’une interruption.
• Approche: une interruption est générée lorsque la cabine s’approche d’un étage,
quel qu’il soit et ce quelle que soit la direction.
• Porte: sa fermeture complète génère aussi une interruption.
Lorsqu’un bouton est pressé, le bit correspondant du registre de statut est mis à 1. La
mise à 1 du registre de contrôle a comme conséquence d’éclairer le bouton correspon-
dant. Tandis que la mise à 0 non seulement l’éteint, mais provoque également la mise
à 0 du bit du registre de statut correspondant.
Le registre de contrôle d’ascenseur permet de programmer la vitesse de la cabine, de
la vitesse nulle (arrêt: 0) à la vitesse la plus rapide (3) de même que sa direction de
déplacement, soit vers le bas (0) ou vers le haut (1). L’ouverture de la porte peut être
complètement ouverte (0) ou (exclusif) complètement fermée (3). Lorsqu’elle atteint
cet état, une interruption (porte) est générée. L’éclairage de la cabine est aussi pro-
grammable.
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Le registre de statut de l’ascenseur permet de connaître la position exacte de la
cabine (un étage toutes les 50 unités) et le niveau de charge de la cabine, de vide (0)
à plein (3). Le passage du niveau 2 au niveau 3 génère une interruption (surcharge).
Par ailleurs, la mise à jour de ce niveau nécessite de simuler par le biais de l’IHM la
montée et la descente de passagers ou de charges.
9.11.2 Spécifications comportementales
Chaque bouton comporte, comme ceux d’étage, une lampe. Cette dernière ne
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Modélisation d’un simulateur d’ascenseurs’allume que si l’on appuie sur le bouton correspondant et ne s’éteint que si la
demande a été satisfaite. Cependant, si on presse sur le bouton correspondant à
l’étage courant et que la cabine est arrêtée, alors les portes de la cabine s’ouvriront
mais la lampe ne s’allumera pas pour autant.
Concernant la lampe du bouton d’alarme, cette dernière s’allume également si on
presse le bouton. Le fait d’appuyer sur la touche d’alarme aura aussi pour consé-
quence d’activer une sonnerie, pendant au moins ALARME_DELAI secondes. Parallèle-
ment, l’ascenseur s’arrête à l’étage le plus proche et les portes sont ouvertes. Après
quoi l’ascenseur doit être réinitialisé.
Lorsque la cabine arrive à un étage, les portes s’ouvrent et ne se referment qu’au bout
d’un délai de MAX_DELAI secondes. Après la fermeture des portes, plusieurs situations
sont envisageables:
• la cabine n’est pas vide et d’autres étages doivent être desservis (par exemple suite
à une pression sur un bouton de cabine);
• la cabine est vide ou occupée par des passagers n’ayant pas émis d’intention de
destination, notamment pendant le délai imparti (MAX_DELAI+PRIO_DELAI) pour
favoriser les passagers de cabine par rapport aux demandes d’étages, ces dernières
ne sont donc servies que s’il y a lieu se l’être.
A noter, que si aucune demande est pendante et que la cabine est vide, l’ascenseur
reste immobile et l’éclairage intérieur s’éteint avec la fermeture des portes. Si la cabine
n’est pas vide, la lampe d’éclairage reste allumée et il suffira aux éventuels passagers
d’appuyer sur un bouton d’étage courant pour rouvrir les portes de la cabine ou sur
un bouton destination pour remettre en mouvement la cabine. Par contre, si la cabine
est vide, alors la pression d’une touche d’étage entraînera soit la mise en mouvement
de la cabine, soit la réouverture des portes (boutons d’étage courant). Les portes res-
teront ouvertes au plus MAX_DELAI secondes. Enfin, un test de surcharge est effectué à
chaque fois qu’un passager entre dans la cabine. Si la charge maximale MAX_CHARGE est
atteinte ou dépassée, les portes de la cabine restent ouvertes.
Plusieurs stratégies ou politiques de service des demandes sont envisageables.
• Une première stratégie peut consister à servir les demandes une à la fois, sans res-
pecter d’ordre particulier. A l’exception toutefois, des demandes effectuées depuis
la cabine, qui sont prioritaires. En effet, un certain délai de PRIO_DELAI secondes
doit être prévu avant de servir une demande émanant depuis un étage, afin de per-
mettre à un passager de presser sur une touche après être entré dans la cabine.
• Une approche plus équitable consiste à servir les demandes dans leur ordre d’arri-
vée, en les mémorisant au fur et à mesure. Mais, comme ci-dessus, en favorisant
toujours les demandes émanant de la cabine.
• Une méthode plus élaborée consiste à prendre en considération toutes les
demandes, à tout instant et cela sans distinguer les demandes d’étages des
demandes provenant de la cabine, puis à les servir de façon optimale.323
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• D’autres politiques de service peuvent naturellement être abordées.
Concernant la réinitialisation, si la cabine est en mouvement, elle doit être placée
(arrêtée) à l’étage le plus proche autre que celui qu’elle vient de passer ou alors elle
doit être amenée au rez-de-chaussée. Alors qu’à l’initialisation la cabine doit être
amenée au rez-de-chaussée depuis un étage choisi arbitrairement.
Outre la modélisation, il s’agit de développer un panneau d’interface adéquat, dans
le but de visualiser au mieux la simulation de l’ascenseur et son contrôle.
9.12 Modélisation d’une variante d’ascenseur
Il s’agit de développer une application de contrôle d’un simulateur d’ascenseur
comportant 10 étages (fig. 9.19). A chaque étage sont placés deux boutons lumi-
neux, un pour monter et un pour descendre, à l’exception des étages 0 et 9, qui
n’en disposent que d’un. La cabine d’ascenseur est naturellement équipée de bou-
tons d’étages, auxquels s’ajoutent des boutons d’ouverture et de fermeture des
portes ainsi qu’un bouton d’alarme. La figure 9.19 décrit une situation d’arrivée de
la cabine au 8ème étage, les portes sont pratiquement ouvertes et deux appels sont
encore pendants.
Le déplacement de la cabine est simulé par le défilement des numéros d’étage dans
la fenêtre centrale (verte) de l’IHM (fig. 9.19), à l’instar d’un affichage numérique
qui équipe parfois les cabines d’ascenseurs.
Gestion de parcours sur un simulateur de maquettes de trains miniaturesPROGRAMME 9.1 Exemple de paquetage de spécification des commandes d’ascenseur 
(simulateur Ada)
package Simulateur is
   MAX: constant := 10;
   type Etage is mod MAX;
   type Vitesse is (Nulle, Lente, Rapide, Ignorer_V);
   type Direction is (Bas, Haut);
   type Position is mod 101;
   type Bouton_Type is (Cabine, O_Porte, F_Porte, Alarme, 
                        Monter, Descendre, Ignorer_B);
   type Commandes_Porte is (Ouvrir, Fermer, Ignorer_P);
   -- Opération non bloquante:
   procedure Position_Courante(P: out Position);
   -- Opération bloquante, en attente de fin d'action:
   procedure Cmd(Cmd: in Commandes_Porte);
   -- Opération bloquante, en attente d'événement:
   procedure Boutons(B: out Bouton_Type; No: out Etage);
   -- Opération non bloquante:
   procedure Moteur(Vit: in Vitesse; Dir: in Direction);
   -- Opération non bloquante:
   procedure Msg(S: in String); 
end Simulateur;
L’usager peut interagir avec le simulateur graphique par le biais d’une interface alpha-
numérique relativement simple. Le programme 9.1 décrit un exemple de paquetage
de spécification Ada du simulateur.
Si le simulateur n’est pas disponible, il faut en élaborer un. Naturellement, il est pos-
sible de le réaliser avec tout autre environnement logiciel, en fonction du langage et
de la librairie graphique disponible.
9.13 Gestion de parcours sur un simulateur de 
maquettes de trains miniatures
Le contrôle du déplacement de locomotives sur un simulateur de maquettes (fig.
9.20) ou sur une maquette réelle, fonctionnellement équivalente, constitue un
exemple de système réactif intéressant [Bre 99]. En effet, des ordres en termes
d’actions doivent être donnés au simulateur (maquette) afin de provoquer le déplace-
ment des locomotives (avance, vitesse, arrêt, etc.) ainsi que le positionnement préa-
lable ou continu des aiguillages (progr. 9.2) et ce de façon à garantir l’absence de
collisions ou de déraillements des locomotives. De son côté, le simulateur doit four-
nir des informations au contrôleur afin de lui permettre d’établir en tout temps un
nouvel état courant du système et générer en retour les commandes qui s’imposent.325
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Les informations fournies (émises) par le simulateur ou la maquette réelle sont
essentiellement constituées d’événements induits par le passage des locomotives
sur des capteurs (contacts) appropriés. Un exemple d’interface avec le simulateur
écrit en C est décrit par le programme 9.2 [Tho 12]. Cette interface peut aussi ser-
vir à l’élaboration d’un nouveau simulateur graphique
Le but de cet énoncé est de réaliser un contrôleur avec SCADE. Puis de comparer
l’approche utilisée avec une approche asynchrone, basée sur un contrôleur écrit en
Ada ou en C/Real-Time POSIX. L’objectif premier pourrait-être (par exemple) le
contrôle simultané du déplacement de plusieurs locomotives ayant des parcours
partiellement communs sur le simulateur de maquettes de trains miniatures.
• Les parcours sont élaborés sous la forme de boucles et de façon à ce que les
locomotives, ne se retrouvent pas face à face, autrement dit sans une solution
d’issue simple. Une des locomotives devra circuler uniquement sur la boucle la
plus externe de la topologie choisie (fig. 9.20). Tandis qu’au moins deux autres
locomotives devront emprunter partiellement cette même boucle, sans toute-
fois y faire de tour complet. Par ailleurs, au moins une des locomotives devra
effectuer une inversion de marche une fois atteint le contact (vert, en bas à
droite de la figure 9.20) de la voie sans issue.
• Toute boucle de parcours se décompose en segments de voie délimités par des
contacts. Ces segments constituent des ressources critiques.
Train
Contact
Aiguillage
Commandes d’affichage
Gestion de parcours sur un simulateur de maquettes de trains miniaturesPROGRAMME 9.2 Interface du simulateur (exemple ctrain_handler.h)
void init_maquette(void); 
   /* Initialise la communication avec le simulateur de maquettes; 
      cette fonction est à appeler au début du programme "main"       */
void mettre_maquette_hors_service(void);
   /* Met fin à la simulation; à appeler en fin d’exécution
      du programme "main"                                             */
void mettre_maquette_en_service(void);
   /* Réactive la maquette; mais est inutile apres "init_maquette"    */
void ajouter_loco(int no_loco);
   /* Ajoute une locomotive dans la session courante de simulation
      Remarque 1: n'a pas d'effet sur une maquette réelle
      Remarque 2: cette fonction est appelée automatiquement lors de
                  l'appel de la fonction "assigner_loco(...)"
      \param no_loco numéro de la locomotive                           */
void diriger_aiguillage(int no_aiguillage, 
                int direction, 
                        int temps_alim);
   /* Change la direction d'un aiguillage 
      \param no_aiguillage  numéro de l'aiguillage à diriger
      \param direction      nouvelle direction (DEVIE ou TOUT_DROIT)
      \param temps_alim     temps d'alimentation minimal du bobinage de
                            l'aiguillage
      Remarque: "temps_alim" n'a pas d'effet dans le simulateur       */
void attendre_contact(int no_contact);
   /* Méthode bloquante, elle permet d'attendre l'activation du contact
                         spécifié en argument
      Attention: le contact peut être activé par n'importe quelle autre
                 locomotive
      \param no_contact  numéro du contact dont on attend l'activation */
void arreter_loco(int no_loco);
   /* Arrête une locomotive, met sa vitesse à VITESSE_NULLE
      \param no_loco  numéro de la locomotive à stopper                */
void mettre_vitesse_progressive(int no_loco, int vitesse_future);
   /* Modifie progressivement la vitesse d'une locomotive (par palier)
      \param no_loco         numéro de la locomotive à stopper
      \param vitesse_future  vitesse après changement
      Remarque: dans le simulateur cette procédure agit comme la
                fonction "Mettre_Vitesse_Loco"; le comportement
                dépend de l'option "Inertie" 
                dans le menu ad-hoc de l’IHM                          */
void mettre_fonction_loco(int no_loco, char etat);
   /* Permet d'allumer ou d'éteindre les phares d’une locomotive
      \param no_loco  numéro de la locomotive à contrôler
      \param etat     nouvel état des phares (ETEINT ou ALLUME)
      Remarque: dans le simulateur, les phares sont toujours allumés;
                cette méthode n'a donc pas d'effet sur celui-ci       */
void mettre_vitesse_loco(int no_loco, int vitesse);
   /* Modifie la vitesse d'une locomotive
      \param no_loco  numéro de la locomotive à contrôler
      \param vitesse  nouvelle vitesse                                */327
Énonces de travaux pratiques
328void inverser_sens_loco(int no_loco);
   /* Inverse le sens d'une locomotive, en gardant la vitesse originale
      \param no_loco  numéro de la locomotive à inverser
      Remarque: le comportement de la locomotive dépend du paramètre
                "Inertie" dans le menu ad-hoc de l’IHM                */
void demander_loco(int contact_a, int contact_b, 
                   int *no_loco,  int *vitesse);
   /* Indique au simulateur de demander une locomotive à l'utilisateur,
      l'utilisateur entre le numéro et la vitesse de la locomotive;
      qui est placée entre les contacts "contact_a" et "contact_b"
      \param contact_a   contact vers lequel la locomotive va se diriger
      \param contact_b   contact à l'arrière de la locomotive
      \param numero_loco numéro de locomotive choisi par l'utilisateur
      \param vitesse     vitesse choisie par l'utilisateur
      Remarque: cette méthode n'est pas implémentée dans le simulateur; 
                dès lors, il est préférable d’utiliser la méthode
                "assigner_loco(...)"                                  */
void assigner_loco(int contact_a,int contact_b,int no_loco,int vitesse);
   /* Indique au simulateur que la locomotive d'identifiant no_loco
      doit être utilisée; la méthode indique également entre quels 
      contacts elle se trouve, ainsi que sa vitesse
      \param contact_a  identifiant du contact vers lequel la  
                        locomotive va se diriger
      \param contact_b  identifiant du contact à l'arrière de la 
                        locomotive
      \param no_loco    numéro de la locomotive choisie
      \param vitesse    vitesse à laquelle la locomotive devra se
                        déplacer                                        */
void selection_maquette(QString maquette);
   /* Sélectionne la maquette à utiliser; cette fonction termine 
      l'application si la maquette n'est pas trouvée
      \param maquette  nom de la maquette                               */
• Pour des raisons de sécurité, l'utilisateur doit pouvoir stopper brutalement
(arrêt d'urgence) les quatre locomotives ou bien une locomotive (arrêt sélectif)
et ceci, à tout moment, dès l’initialisation terminée. En cas d’arrêt sélectif d’une
seule locomotive, cette dernière pourra naturellement être redémarrée.
• Les vitesses respectives des quatre locomotives peuvent aussi être modifiées
sélectivement, à l’exécution, avec comme contrainte de ne pas aboutir à l’arrêt
des locomotives. Une vitesse de consigne plancher peut donc être envisagée.
• Lors de la demande d’allocation d’une ressource segment de la part d’une loco-
motive, cette dernière ne devrait pas être stoppée, sauf si la ressource est déjà
allouée; ceci, afin d’éviter l’arrêt et le redémarrage successif à chaque activation
de capteur (contact).
• Il conviendra enfin de prendre en considération les rebonds des capteurs
(contacts). A cet effet le simulateur peut être configuré initialement avec ou
sans rebonds.
Chaudière à vapeurFIGURE 9.21 IHM chaudière à vapeur [Lac 00]
• D’autres exigences peuvent naturellement être proposées, comme par exemple
des priorités associées aux locomotives, de façon à favoriser certaines d’entre elles
lorsque la situation l’autorise.
9.14 Chaudière à vapeur
Le système chaudière à vapeur constitue un sujet intéressant, de par les diverses problé-
matiques qu’il soulève, mais aussi parce qu’il a fait l’objet de nombreuses études.
Ce système comprend notamment les unités physiques qui suivent (fig. 9.21):
• la chaudière à vapeur à proprement parler;
• un dispositif qui mesure la quantité d'eau dans la chaudière à vapeur;
• quatre pompes qui alimentent la chaudière en eau;
• quatre dispositifs qui supervisent les pompes (un contrôleur par pompe);
• un dispositif qui mesure la quantité de vapeur sortante de la chaudière;329
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• un système de transmission de messages.
Les spécifications et les exigences relatives à ce projet sont entièrement décrites
dans l’ouvrage suivant [Abr 96]:
J.-R. Abrial, E. Börger, H. Langmaack. Formal Methods for Industrial Applica-
tions: Specifying and Programming the Steam Boiler Control. LNCS 1165, Springer-
Verlag, October 1996.
Par ailleurs, diverses solutions, élaborées avec des formalismes proches ou dis-
tincts, peuvent être consultées depuis le site suivant:
http://www.informatik.uni-kiel.de/~procos/dag9523/steam-boiler-solu-
tions.html
A l’instar d’autres propositions, ce projet peut nécessiter la réalisation préalable
d’un simulateur approprié, à l’instar de celui illustré par la figure 9.21.
9.15 Remarques
Les spécifications informelles relatives à chaque sujet proposé dans ce chapitre
peuvent comporter des lacunes, qu’il faudra éventuellement combler et ce de
façon pertinente. Mais, d’autres spécifications, exigences ou finalités, distinctes des
originales, peuvent également être énoncées, donnant ainsi lieu à de nouveaux
sujets ou variantes de travaux pratiques. Tout comme il existe dans la littérature
relative à l’approche synchrone et plus généralement aux systèmes réactifs, des
exemples (Esterel, Quartz, etc., voir bibliographie) qui peuvent aussi faire l’objet
de sujets de modélisations avec SCADE.
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http://sitehepia.hesge.ch/iii/Progr_Synchrone.html
Liens utiles, relatifs à la programmation réactive synchrone:
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SCADE Suite®. 
• http://www-verimag.imag.fr//SYNCHRONE
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KIELER Project.
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• http://www-03.ibm.com/ibm/university/academic/pub/page/
academic_initiative
Statemate MAGNUM (Statecharts, pseudo-synchrone).
Liens relatifs aux systèmes réactifs et aux prouveurs (non triés):
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• http://www1.cs.columbia.edu/~sedwards/software.html
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• http://research.microsoft.com/en-us/um/people/lamport/tla/toolbox.html
• http://www.atelierb.eu/ 
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• http://www-2.cs.cmu.edu/~modelcheck/
• http://www.cs.indiana.edu/formal-methods-education339
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