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Avertissement - Version 3.
Dans cette Version 3 ( Version Augmente´e) du pre´sent ouvrage, deux
Chapitres et une Annexe ont e´te´ ajoute´s aux versions pre´ce´dentes.
Le Chapitre 11 est consacre´ a` la Factorisation en matrices non-ne´gatives
(NMF), et plus particulie`rement a` l’introduction des contraintes de somme
des colonnes des matrices inconnues.
En ce qui concerne cette contrainte particulie`re, dans le cas ou` la divergence
utilise´e ne posse`de pas de proprie´te´ d’invariance, on proce`de par changement
de variables.
En revanche si la divergence conside´re´e est invariante par changement d’e´chelle,
on montre que les proprie´te´s spe´cifiques de ces divergences conduisent a` de
nouveaux algorithmes particulie`rement inte´ressants.
L’annexe 9 concerne le proble`me de re´gularisation dans la NMF et apporte
quelques e´claircissements et certaines corrections par rapport aux techniques
classiques.
Le Chapitre 12 porte sur la De´convolution Aveugle.
On montre dans ce chapitre que l’utilisation des divergences invariantes
prend tout son inte´reˆt dans la mesure ou` la commutativite´ du produit
de convolution permet d’exploiter pleinement les proprie´te´s de telles diver-
gences dans la prise en compte des contraintes de somme sur les images
solutions.
A titre de comparaison, l’utilisation des divergences non-invariantes est aussi
conside´re´.
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Re´sume´.
Cet ouvrage traite des fonctions permettant d’exprimer l’e´cart entre deux
champs de donne´es ou ”Divergences”, en vue d’applications aux proble`mes
inverses line´aires.
La plupart des divergences trouve´es dans la litte´rature sont utilise´es dans le
cadre de la the´orie de l’information afin de chiffrer l’e´cart entre deux den-
site´s de probabilite´s, c’est a` dire des grandeurs positives et de somme e´gale
a` 1. Dans ce contexte, elles prennent des formes simplifie´es qui les rend in-
adapte´es aux proble`mes conside´re´s ici, dans lesquels les champs de donne´es
ont des valeurs positives quelconques.
De fac¸on syste´matique, on re´examine les divergences classiques et on en
donne des formes utilisables pour les proble`mes inverses conside´re´s ici.
Ceci nous conduit a` pre´ciser les me´thodes de construction des divergences
et a` proposer un certain nombre de ge´ne´ralisations.
La re´solution des proble`mes inverses implique syste´matiquement la minimi-
sation d’une divergence entre des mesures physiques et un mode`le de´pendant
de parame`tres inconnus. Dans le cadre de la reconstruction d’images, le
mode`le est ge´ne´ralement line´aire et il s’agit d’un proble`me de minimisation
sous contrainte de non-ne´gativite´ et (e´ventuellement) de somme constante
des parame`tres inconnus.
Afin de prendre en compte de fac¸on simple la contrainte de somme, on in-
troduit la classe des divergence invariantes par changement d’e´chelle sur les
parame`tres du mode`le (divergences affine invariantes) et on montre des pro-
prie´te´s inte´ressantes de telles divergences.
Une extension de ces divergences permet d’obtenir l’invariance par change-
ment d’e´chelle par rapport aux deux arguments intervenant dans les diver-
gences ; ceci autorise l’utilisation de telles divergences dans la re´gularisation
des proble`mes inverses par contrainte de douceur.
On de´veloppe les me´thodes algorithmiques de minimisation des divergences,
sous contrainte de non-ne´gativite´ et de somme des composantes de la so-
lution. Les me´thodes pre´sente´es s’appuient sur les conditions de Karush-
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Kuhn-Tucker qui doivent eˆtre satisfaites a` l’optimum. La re´gularisation au
sens de Tikhonov est conside´re´e dans ces me´thodes.
Le Chapitre 11 associe´ a` l’Annexe 9 porte sur les applications a` la NMF,
alors que le Chapitres 12 est consacre´ a` la De´convolution Aveugle.
Dans ces deux chapitres, on insiste particulie`rement sur l’inte´reˆt des diver-
gences invariantes.
Abstract.
This book deals with functions allowing to express the dissimilarity bet-
ween two data fields or ”divergence functions” with the aim of applications
to linear inverse problems.
Most of the divergences found in the litterature are used in the field of in-
formation theory to quantify the difference between two probability density
functions, that is between positive data whose sum is equal to one. In such
context, they take a simplified form that is not adapted to the problems
considered here, in which the data fields are non-negative but with a sum
not necessarily equal to one.
In a systematic way, we reconsider the classical divergences and we give their
forms adapted to inverse problems.
To this end, we will recall the methods allowing to build such divergences,
and propose some gene´ralizations.
The resolution of inverse problems implies systematically the minimisation
of a divergence between physical measurements and a model depending of
the unknown parameters.
In the context image reconstruction, the model is generally linear and the
constraints that must be taken into account are the non-negativity as well
as (if necessary) the sum constraint of the unknown parameters.
To take into account in a simple way the sum constraint, we introduce the
class of scale invariant or affine invariant divergences. Such divergences re-
mains unchanged when the model parameters are multiplied by a constant
positive factor. We show the general properties of the invariance factors, and
we give some interesting characteristics of such divergences.
An extension of such divergences allows to obtain the property of invariance
with respect to both the arguments of the divergences ; this characteristic
can be used to introduce the smoothness regularization of inverse problems,
that is a regularisation in the sense of Tikhonov.
We then develop in a last step, minimisation methods of the divergences
subject to non-negativity and sum constraints on the solution components.
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These methods are founded on the Karush-Kuhn-Tucker conditions that
must be fulfilled at the optimum. The Tikhonov regularization is considered
in these methods.
Chapter 11 associated with Appendix 9 deal with the application to the
NMF, while Chapter 12 is dedicated to the Blind Deconvolution problem.
In these two chapters, the interest of the scale invariant divergences is high-
lighted.
Pre´face - Plan de l’ouvrage.
La re´solution des proble`mes inverses implique ge´ne´ralement la minimi-
sation par rapport aux parame`tres inconnus, d’une fonction d’e´cart ou di-
vergence entre des mesures et un mode`le de´crivant le phe´nome`ne physique
conside´re´. Les divergences trouve´es dans la litte´rature sont pour la plu-
part de´die´es a` des proble`mes portant sur la the´orie de l’information et sont
inadapte´es a` la re´solution des proble`mes inverses. Afin de disposer de di-
vergences adapte´es a` ces proble`mes, on proce`de donc a` un re´examen des
divergences classiques, on pre´cise leurs modes de construction, on en donne
quelques ge´ne´ralisations et on pre´sente les formes invariantes de ces diver-
gences. Quelques me´thodes algorithmiques de minimisation sous contraintes
sont propose´es.
Le chapitre 1 porte sur quelques conside´rations ge´ne´rales sur les proble`mes
inverses et sur les fonctions d’e´cart ou divergences. En particulier, on pre´cise
les proble`mes concernant l’influence du bruit ine´vitablement pre´sent sur les
mesures. On pre´cise les types de divergences qui seront examine´es.
Dans la mesure ou` ces divergences sont essentiellement fonde´es sur les pro-
prie´te´s des fonctions convexes diffe´rentiables, on rappelle dans le Chapitre
2, quelques proprie´te´s de base des fonctions convexes et on de´finit a` cette
occasion les ”fonctions convexes standard”, par opposition aux ”fonctions
convexes simples”.
On indique ensuite les re`gles de construction des divergences de Csiszaˆr,
Bregman et Jensen s’appuyant sur de telles fonctions, puis on analyse la
convexite´ des divergences ”se´parables” ainsi obtenues et on donne quelques
relations entre les diffe´rents types de divergence.
Dans le Chapitre 3, on introduit les ”divergences invariantes par change-
ment d’e´chelle” ; on analyse en de´tails les me´thodes permettant d’obtenir
les facteurs d’invariance et on indique quelques proprie´te´s remarquables des
divergences invariantes ainsi obtenues.
Le Chapitre 4 est consacre´ aux divergences s’appuyant sur les fonctions
d’Entropie classiques et a` quelques extensions de ces divergences.
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Dans le Chapitre 5 on de´veloppe les ”Alpha et les Beta divergences” et on
analyse leurs modes de construction ; on donne ensuite les formes invariantes
par changement d’e´chelle de ces divergences, ce qui conduit a` la ”Gamma
divergence” et a` quelques divergences analogues a` celle ci.
Dans le Chapitre 6, on regroupe un certain nombre de divergences clas-
siques et on propose des extensions de ces divergences au cas ou` les champs
de donne´es conside´re´s ne sont pas des densite´s de probabilite´s.
Le Chapitre 7 porte sur les divergences fonde´es sur les ine´galite´s entre
moyennes ge´ne´ralise´es ponde´re´es ou non, et on donne des extensions aux
formes logarithmiques de ces divergences.
Le Chapitre 8 est consacre´ aux divergences entre l’un des deux champs de
donne´es et des me´langes ponde´re´s des deux champs. On analyse par ailleurs
des ge´ne´ralisations de ces divergences.
Dans le Chapitre 9, on e´tudie l’application des divergences invariantes par
changement d’e´chelle au proble`me de re´gularisation des proble`mes inverses
par contrainte de douceur et on montre l’inte´reˆt des divergences invariantes
par changement d’e´chelle sur les 2 arguments pour certaines formes de
re´gularisation de ce type.
Enfin, dans le Chapitre 10, on traite des me´thodes algorithmiques.
Apre`s avoir rappelle´ la me´thode S.G.M., on de´veloppe des extensions de
cette me´thodes afin de prendre en compte simultane´ment des contraintes de
positivite´ et de somme des parame`tres inconnus. On de´veloppe en particu-
lier le cas des divergences invariantes par changement d’e´chelle et on montre
l’inte´ret de leurs proprie´te´s spe´cifiques pour prendre en compte la contrainte
de somme.
Le Chapitre 11 et l’annexe 9 sont consacre´s a` l’application des me´thodes
de´crites dans le Chapitre 10 a` la NMF, alors que le Chapitre 12 traite de la
De´convolution Aveugle.
Dans ces deux chapitres, l’inte´reˆt des divergences invariantes est clairement
mis en e´vidence dans la mesure ou elles permettent de prendre en compte
les contraintes de somme, en particulier en ce qui concerne la De´convolution
Aveugle.
chapitre 1- Introduction
1.1 Quelques conside´rations pre´liminaires.
Le but de cet ouvrage est d’analyser les fonctions permettant d’exprimer
l’e´cart entre 2 champs de donne´es et quelques me´thodes de minimisation de
ces fonctions en vue de leur application aux proble`mes inverses (line´aires)
[16].
Deux aspects seront donc examine´s successivement : d’une part l’aspect
proble`mes inverses sur lesquels nous ne ferons que quelques brefs rappels,
d’autre part l’aspect ”fonctions d’e´cart”, c’est a` dire les ”divergences” sur
lequel nous nous e´tendrons beaucoup plus longuement et qui constitue l’es-
sentiel de ce travail.
1.1.1 Brefs rappels sur les proble`mes inverses et l’utilisation
des fonctions d’e´cart.
Dans le cas ge´ne´ral, on dispose de mesures expe´rimentales d’une gran-
deur physique de´pendant d’une variable temporelle, spatiale ou autre, soit
y (t) (”t” n’e´tant pas ne´cessairement le temps) et d’un mode`le m (t, x) per-
mettant de de´crire cette grandeur ; ce mode`le de´pend d’un certain nombre
de parame`tres x = (x1, x2, ...xn) dont les valeurs sont inconnues.
On se placera dans le cas particulier ou` le mode`le est line´aire par rapport
aux parame`tres.
On suppose par ailleurs que les mesures et le mode`le sont e´chantillonne´s
avec un pas ∆t de sorte que ti = i ∆t ; on dispose donc d’un ensemble de
mesures yi = y (ti) et les valeurs correspondantes du mode`le sont note´es
mi (x) = m (ti, x).
Pour fixer les ide´es, on conside`re le proble`me de la restauration (recons-
truction) d’images, et c’est plus pre´cise´ment le proble`me de la de´convolution
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d’image qui sera conside´re´ tout au long de cet ouvrage.
Dans ce cas, l’e´chantillonnage est implicitement lie´ aux pixels de l’image
observe´e (convolue´e), les mesures sont les intensite´s dans les pixels de cette
image, le mode`le (line´aire) traduit la convolution de l’image originale in-
connue par une re´ponse impulsionnelle que nous supposerons connue ; les
parame`tres inconnus sont les intensite´s des pixels de l’image originale.
Dans le cadre des proble`mes inverses, l’objectif est de de´terminer les va-
leurs optimales des parame`tres inconnus du mode`le, c’est a` dire celles qui
permettront de rapprocher le plus possible le mode`le physique des mesures
expe´rimentales ; on est donc conduit a` comparer les mesures au mode`le.
Pour ce faire, on a besoin d’une fonction permettant de chiffrer un e´cart
entre ces deux grandeurs (les mesures et le mode`le) .
En termes de proble`mes inverses, la fonction d’e´cart telle qu’on
vient de la de´finir, traduit ”l’attache aux donne´es”.
Il est bien e´vident que dans cet exercice, les mesures sont des grandeurs
fixe´es et qu’on fait varier les valeurs des parame`tres du mode`le jusqu’a` ce
que l’e´cart entre mesures et mode`le soit minimal.
C’est un proble`me inverse avec toutes les difficulte´s qui peuvent eˆtre inhe´rentes
a` ce type de proble`me [16] [48].
Sous l’hypothe`se que le mode`le fonde´ sur des conside´rations physiques est
connu, deux e´tapes interviennent successivement :
– le choix d’une fonction d’e´cart
– le choix d’une me´thode permettant de minimiser cette fonction par
rapport aux parame`tres du mode`le.
1.1.2 La fonction d’e´cart F(p,q) et ses arguments ”p” et ”q”.
Un point important est a` souligner imme´diatement : sauf dans certains
cas particuliers, les variables ”p” et ”q” conside´re´s dans cet ouvrage sont
implicitement des quantite´s non-ne´gatives.
Les mesures ”p”.
Le premier des arguments intervenant dans la fonction d’e´cart concerne
les mesures. Afin d’adopter des notations classiques dans ce domaine, on les
de´signe par pi, (ce sont les ”yi” de la section pre´ce´dente).
Sauf a` de rares exceptions pre`s, ces mesures seront entache´es d’erreur qu’on
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attribue a` du bruit dont la nature est suppose´e connue, ce qui n’est pas
toujours vrai.
Une premie`re question vient imme´diatement a` l’esprit : compte tenu de la
pre´sence de bruit, les mesures ont elles les proprie´te´s de la grandeur phy-
sique e´tudie´e ?
En particulier, si la grandeur physique conside´re´e est non-ne´gatives, ”les
mesures sont elles non-ne´gatives ?”.
Si c¸a n’est pas le cas, il faudra que la fonction d’e´cart puisse prendre en
compte les valeurs ne´gatives des mesures ; en effet, si la fonction d’e´cart
conside´re´e ne peut prendre en compte que des quantite´s non-ne´gatives, on
doit modifier les mesures soit en mettant a` ze´ro les valeurs ne´gatives soit en
de´calant toutes les mesures pour qu’elles deviennent non-ne´gatives, mais ce
faisant, on modifie les proprie´te´s statistiques du bruit.
Cette remarque peut s’e´tendre a` toute ope´ration de pre´-traitement des donne´es ;
par exemple, en l’imagerie astronomique, des corrections lie´es aux pixels
”morts” du capteur, ou des corrections lie´es aux diffe´rences de gain des
e´le´ments d’une matrice de de´tecteurs CCD modifient la nature du bruit
pre´sent dans les mesures brutes.
De fac¸on ge´ne´rale, le domaine de de´finition de la fonction d’e´cart doit inclure
le domaine de valeurs des mesures.
Il est bien clair que le proble`me de la non-ne´gativite´ des mesures constitue
un point crucial.
Le mode`le ”q”.
Le second argument qui intervient dans la fonction d’e´cart est le mode`le,
de´signons le par qi (ce sont les ”mi(x)”) ; ces valeurs de´pendent des pa-
rame`tres inconnus, qu’on note xl.
La question qui se pose est la suivante : que dit la physique sur les valeurs
possibles des qi et des xl ?
On peut penser que le mode`le est tel que, si les valeurs des xl sont choisies
dans un domaine physiquement acceptable, alors les valeurs des qi seront
acceptables, c’est a` dire en particulier qu’elles seront non-ne´gatives.
Quoiqu’il en soit, cela implique de ne pas proposer n’importe quelles valeurs
pour les inconnues xl, il sera impe´ratif d’introduire des contraintes sur ces
valeurs.
Il est bien e´vident par ailleurs, qu’un choix des parame`tres ”xl” qui satis-
fait aux contraintes, doit conduire a` une valeur ”qi” du mode`le appartenant
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au domaine de de´finition de la fonction d’e´cart.
Par exemple, en reconstruction d’image, les inconnues ”xl” doivent eˆtre
positives ou nulles, et l’ope´ration de transformation (convolution) doit conduire
a` des images non-ne´gatives.
1.1.3 Fonctions d’e´cart - Divergences.
La plupart des fonctions d’e´cart ou ”divergences” qui apparaissent dans
la litte´rature sont soit des divergences de Csisza¨r [27] [26], Ali-Silvey[1], soit
des divergences de Bregman [20], soit des divergences de Jensen [53] et, de
fac¸on ge´ne´rale, lorsqu’elles n’appartiennent pas strictement a` l’une de ces
cate´gories (c’est le cas lorsqu’on conside`re les ge´ne´ralisations de ces diver-
gences), elles sont fonde´es sur l’utilisation de fonctions de base strictement
convexes diffe´rentiables, et s’appuient sur les proprie´te´s de ces fonctions.
Ce classement en diffe´rentes cate´gories est purement formel, et on pourra
observer qu’une divergence peut appartenir simultane´ment a` plusieurs des
cate´gories pre´-cite´es.
Par ailleurs, les divergences non diffe´rentiables telles que la distance varia-
tionnelle (par exemple) ne seront pas conside´re´es dans cet ouvrage.
La difficulte´ majeure avec les divergences trouve´es dans la litte´rature
tient au fait que de nombreux travaux ont e´te´ de´veloppe´s dans le cadre de
la the´orie de l’information [8, 10, 78, 91, 87]. Dans ce cas, les champs de
donne´es ”p” et ”q” sont des densite´s de probabilite´, ce qui implique que les
grandeurs conside´re´es sont toutes les deux non-ne´gatives et de somme e´gale
a` 1.
Ainsi, de tre`s nombreuses divergences utilise´es dans ce contexte sont construites
spe´cifiquement pour de telles applications, ou bien comportent des simplifi-
cations lie´es a` ce cas particulier.
En revanche, pour les applications conside´re´es dans cet ouvrage, deux points
important doivent eˆtre pris en compte : d’une part les champs de donne´es
mis en jeu ne sont pratiquement jamais des densite´s de probabilite´, de sorte
que les simplifications portant sur la somme des arguments n’ont pas lieu
d’eˆtre, d’autre part, il ne s’agit pas simplement de chiffer un e´cart entre les
deux champs de donne´es, mais de minimiser un e´cart entre ”p” et ”q” par
rapport aux parame`tres inconnus intervenant dans l’un des deux champs
conside´re´s : le mode`le ”q”.
Par ailleurs, on doit envisager des situations ou les mesures ”p” peuvent eˆtre
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ponctuellement ne´gatives du fait du bruit, principalement dans le cas d’un
bruit additif Gaussien ; si tel est le cas, il importe que les divergences utilise´es
ainsi que les fonctions convexes de base sur lesquelles elles sont construites
soient de´finies pour les valeurs ne´gatives de la variable.
Si tel n’est pas le cas, l’alternative consiste a` effectuer un pre´traitement des
donne´es afin de les rendre non-ne´gatives.
Ces remarques impliquent d’analyser pre´cise´ment les divergences trouve´es
dans la litte´rature et de s’assurer qu’elles sont bien adapte´es au proble`me
conside´re´.
Divergences de Csisza¨r.
Les remarques pre´ce´dentes s’appliquent plus particulie`rement aux diver-
gences de Csisza¨r dont l’utilisation demande quelques pre´cautions. En effet,
leur mode de construction implique l’utilisation d’une fonction de base stric-
tement convexe f (x), mais de plus, pour des applications lie´es a` la the´orie de
l’information (et plus pre´cise´ment si on traite de densite´s de probabilite´), on
impose a` la fonction de base d’avoir la proprie´te´ f (1) = 0 (cela correspondra
a` des fonctions convexes particulie`res que nous de´signerons par ”fonctions
convexe simples”).
Au contraire, dans les proble`mes qui nous concernent, les champs ”p” et ”q”
ne sont pratiquement jamais spontane´ment de sommes e´gales, (c¸a sera l’une
des contraintes du proble`me), encore moins de somme e´gale a` ”1”. Alors, afin
de construire des divergences de Csisza¨r utilisables pour nos applications, les
fonctions de base, en plus des proprie´te´s pre´ce´dentes, devront eˆtre telles que
f ′ (1) = 0 (cela correspondra a` des fonctions convexes que nous de´signerons
par ”fonctions convexes standard”) ; nous reviendrons sur ce point dans les
sections suivantes.
Divergences de Bregman et de Jensen.
Contrairement aux divergences de Csisza¨r, les divergences de Bregman
et de Jensen qui sont ce qu’on pourrait appeler des ”mesures de convexite´”,
impliquent seulement l’utilisation d’une fonction de base f (x) strictement
convexe. Sauf dans le cas particulier ou des simplifications ont e´te´ introduites
apre`s construction de la divergence, leur utilisation ne pose pas de proble`me
pour nos applications, pour autant que la divergence particulie`re conside´re´e
soit convexe par rapport aux ve´ritables inconnues du proble`me. En effet,
ainsi qu’on le verra dans les sections suivantes, le fait qu’une divergence de
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Bregman ou de Jensen soit construite sur une fonction de base strictement
convexe n’implique pas ne´cessairement sa convexite´.
Proprie´te´s ge´ne´rales des divergences.
Sous re´serve de diffe´rentiabilite´, les divergences conside´re´es devront avoir
les proprie´te´s suivantes :
– Elle devront eˆtre positives.
– Elle devront eˆtre nulles lorsque pi = qi ∀i.
Ces deux conditions suffisent s’il s’agit de comparer 2 densite´s de proba-
bilite´s.
En revanche pour les applications aux proble`mes inverses qui impliquent une
minimisation des divergences par rapport aux parame`tres du mode`le ”q”,
des proprie´te´s supple´mentaires sont ne´cessaires :
– Leur gradient par rapport a` ”q” doit eˆtre nul pour pi = qi ∀i
– Elle devront eˆtre convexe par rapport aux ve´ritables inconnues ”x”
(en passant ge´ne´ralement par la convexite´ par rapport a` ”q”).
De fac¸on ge´ne´rale :
– Elle ne sont pas ne´cessairement syme´trique ; si le besoin de cette pro-
prie´te´ se fait sentir pour un proble`me particulier, on pourra toujours
construire une divergence ”ad hoc”.
– Elle ne respectent pas ne´cessairement l’ine´galite´ triangulaire, donc ce
ne sont pas ne´cessairement des distance (mais ce n’est pas interdit).
La conse´quence de ces remarques est que quelques ve´rifications s’imposent
avant d’utiliser une divergence et ceci explique en partie les analyses qui
sont faites dans chaque cas.
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1.1.4 Choix de la divergence - Aspects algorithmiques.
D’un point de vue physique, lorsqu’on conside`re le terme d’attache aux
donne´es, le choix de la fonction d’e´cart peut eˆtre dicte´ par les proprie´te´s
statistiques du bruit de mesure, c’est le cas des me´thodes de maximisation
de la vraisemblance [48].
Lorsque, les mesures sont simule´es, ce point ne pre´sente pas de difficulte´ car
la statistique du bruit est parfaitement connue, en revanche, dans le cas de
mesures re´elles et en particulier lorsqu’un pre´-traitement a e´te´ effectue´, il
est ne´cessaire de proce´der a` une estimation de la densite´ de probabilite´ du
bruit re´siduel avant utilisation.
Dans le cadre Bayesien [48], compte tenu du manque d’information sur la
nature re´elle du bruit, il est ge´ne´ralement propose´ de mode´liser la densite´
de probabilite´ du bruit par une loi Gaussienne. Ceci est justifie´ par le fait
que c’est le choix ”le moins compromettant” compte tenu du manque d’in-
formation sur la nature exacte du bruit de mesure ; on est ainsi conduit a`
minimiser une divergence qui est l’e´cart quadratique moyen.
Cependant, dans certains cas comme l’imagerie a` faible taux de comptage
de photons, l’utilisation d’une distribution binomiale ou d’une loi de Pois-
son semble plus approprie´e, ce qui conduit a` la minimisation d’une diver-
gence de Kullback-Leibler. De meˆme, dans [35], il est propose´ d’utiliser la
”β” divergence ; un cas particulier de cette divergence est la divergence de
Itakura-Saito qui semble mieux adapte´e au proble`me de traitement des si-
gnaux musicaux.
De fac¸on ge´ne´rale, selon le proble`me conside´re´, on peut envisager d’utiliser
l’une quelconque des tre`s nombreuses divergences examine´es dans cet ou-
vrage pour exprimer le terme d’attache aux donne´es.
En ce qui concerne le proble`me de la minimisation, le choix de la me´thode
de´pend des proprie´te´s de la divergence utilise´e, et la question est la` encore :
quelle divergence choisir ?
Si on se place du strict point de vue de l’optimisation la re´ponse la
plus simple consiste a` choisir une fonction d’e´cart strictement convexe et
diffe´rentiable, ainsi les me´thodes de descente de type gradient sont utili-
sables ; encore faut-il que pour la fonction choisie, il y ait un minimum
correspondant a` pi = qi ∀i, obtenu en annulant le gradient de la fonction
d’e´cart (dans le cas le plus simple, i.e. sans contraintes), ce qui n’est par
toujours le cas, ainsi qu’on le verra dans la suite.
Par ailleurs, au cours du processus de minimisation, on devra prendre en
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compte des contraintes sur les proprie´te´s de la solution.
Dans ce cadre, les proprie´te´s traduisant des contraintes strictes, telles que
la non ne´gativite´ des composantes de la solution, ou une contrainte sur la
somme de ces composantes seront facilement prises en compte par des tech-
niques Lagrangiennes classiques de minimisation sous contrainte.
Toutefois, dans le cas des proble`mes mal pose´s [16] [48], les solutions ob-
tenues par estimation du maximum de vraisemblance sous contraintes, par
des me´thodes ite´ratives (ge´ne´ralement), montrent des instabilite´s lorsque le
nombre d’ite´rations augmente ; une solution acceptable ne peut eˆtre obte-
nue qu’en limitant de fac¸on empirique le nombre d’ite´rations. Ce faisant, on
effectue implicitement une re´gularisation du proble`me.
L’alternative classique pour re´soudre ce proble`me d’instabilite´ consiste a` ef-
fectuer une re´gularisation explicite.
La caracte´ristique de ces me´thodes de re´gularisation consiste a` demander a`
la solution de re´aliser un compromis entre la fide´lite´ aux donne´es mesure´es
et une fide´lite´ a` une information ”a priori” [94]. Dans ce but, on cherche a`
minimiser un crite`re composite construit en introduisant, a` cote´ du terme
d’attache aux donne´es, un terme de pe´nalisation permettant de renforcer cer-
taines proprie´te´s souhaitables de la solution et qui re´sument notre connais-
sance ”a priori” ; l’importance relative des deux termes du crite`re composite
ainsi constitue´ e´tant ajuste´e par un ”coefficient de re´gularisation”.
Ce point de vue ”e´nerge´tique” est celui que nous adopterons ; le terme d’at-
tache aux donne´es et le terme de pe´nalite´ seront exprime´s par 2 divergences
du type de celles e´tudie´es dans cet ouvrage, le terme de pe´nalite´ exprimant
un ”e´cart” entre la solution courante et une solution ”par de´faut” traduisant
la ou les proprie´te´s souhaitables de la solution.
Cette re´gularisation peut s’interpre´ter dans un cadre Bayesien [48] dans
lequel on doit mode´liser une loi de probabilite´ ”a priori” de la solution,
qui devrait permettre de prendre en compte les proprie´te´s souhaitables et
connues de la solution.
L’application du theore`me de Bayes permet d’obtenir la distribution ”a pos-
teriori”.
L’estimation du maximum de la loi ”a posteriori” est e´quivalente a` la re-
cherche du minimum du crite`re composite.
1.1.5 Quelques remarques sur les divergences en ge´ne´ral.
A la base, une divergence permet d’exprimer l’e´cart entre 2 champs de
donne´es : le Champ 1 (C1) et le Champ 2 (C2), et la divergence s’e´crit
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D (C1‖C2). Avec les notations indique´es pre´ce´demment, les champs de base
(si on peut dire) sont ”p” et ”q”, mais de nombreux auteurs ont intro-
duit un 3˚ champ qui est la somme ponde´re´e des champs de base, soit
αp + (1− α) q 0 ≤ α ≤ 1 ; ainsi, 3 champs diffe´rents sont mis en jeu,
et on imagine sans peine les variantes des divergences lie´es a` l’affectation de
ces 3 champs sur les 2 champs apparaissant dans la divergence.
On doit ajouter a` cela le fait qu’en ge´ne´ral les divergences ne sont pas
syme´triques (D (C1‖C2) 6= D (C2‖C1)), ce qui ajoute encore au nombre
des divergences possibles.
En tout e´tat de cause,toutes ces divergences exprimeront toujours un e´cart
entre les deux champs de base ”p” et ”q”.
Enfin, pour ajouter encore a` la varie´te´ des divergences, on s’appuiera sur le
fait que, si une divergenceD (p‖q) est exprime´e sous la forme d’une diffe´rence
de 2 termes positifs D (p‖q) = A (p, q) − B (p, q), on peut introduire une
ge´ne´ralisation en appliquant sur chacun des termes A (p, q) et B (p, q) une
fonction croissante (par exemple le logarithme ge´ne´ralise´ ou le logarithme)
sans changer le signe (positif) de la divergence.
On conc¸oit a` partir de ces quelques remarques la tre`s grande varie´te´ des
divergences qu’on peut faire apparaˆıtre.
Ceci e´tant, le proble`me important lors de la minimisation d’une divergence
reste celui de la convexite´ de la divergence conside´re´e par rapport aux
ve´ritables inconnues du proble`me.
1.2 Application a` la re´gularisation.
La re´solution du proble`me inverse tel que nous l’avons pre´sente´, implique
la minimisation (sous contraintes) par rapport a` ”x”, d’une divergence entre
les mesures et le mode`le physique correspondant D1 (y‖m (x)).
Cette divergence traduit ”l’attache aux donne´es”.
Cependant, en raison du caracte`re mal pose´ des proble`mes inverses, on est
conduit a` effectuer une re´gularisation du proble`me [16, 48, 94] en introdui-
sant, a` coˆte´ du terme d’attache aux donne´es un terme de ”pe´nalite´” ou
”de re´gularisation” qui permet de donner des proprie´te´s particulie`res a` la
solution. Dans le cas le plus classique, ou` on impose (par exemple) une
certaine ”douceur” a` la solution, ce terme s’exprime sous forme d’une di-
vergence D2 (x‖xd) entre la solution courante et une ”solution par de´faut
xd” posse´dant les proprie´te´s requises (en l’occurence une version lisse´e de la
solution) ; par ailleurs, il est logique de penser que cette solution par de´faut
doit aussi respecter les contraintes impose´es a` la solution.
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On est donc amene´ a` minimiser par rapport a` ”x”, sous contraintes, une
expression de la forme :
J (x) = D1 (y‖m (x)) + γD2 (x‖xd) (1.1)
Dans cette expression, ”γ” est le facteur de re´gularisation.
Les contraintes conside´re´es dans cet ouvrage sont la contrainte de non ne´gativite´
et la contrainte de somme des composantes de la solution :
xi ≥ 0 ∀i ;
∑
i
xi = C (1.2)
Les termes D1 et D2 sont des divergences qui seront analyse´es dans ce tra-
vail.
Apre`s avoir analyse´ un certain nombre de divergences classiques, et afin de
prendre en compte simplement la contrainte de somme, on introduira les
divergences invariantes par changement d’echelle, et on montrera les avan-
tages de ces dernie`res pour satisfaire cette contrainte. En particulier, on
montrera que des divergences invariantes par changement d’e´chelle par rap-
port aux deux arguments sont particulie`rement adapte´es au proble`me de la
re´gularisation par contrainte de douceur au sens de Tikhonov [93], et, plus
spe´cifiquement lorsque la solution par de´faut ”xd” de´pend de la variable ”x”.
chapitre 2
Fonctions convexes et
divergences.
Dans ce chapitre, on rappelle quelques proprie´te´s des fonctions convexes
[17, 19, 46, 84] qui seront utiles pour construire les divergences.
On s’inte´resse ensuite aux modes constructifs de diffe´rents types de diver-
gences classiques ; on e´tudie leur convexite´ et on donne quelques relations
qui les relient.
2.1 Fonctions convexes - Quelques proprie´te´s.
2.1.1 Ge´ne´ralite´s.
A partir d’une fonction strictement convexe f (x), on de´finit la ”fonction
miroir” (Basseville [8, 10]) ou ”fonction duale” ou ”fonction *conjugue´e”
(Osterreicher [75]) par :
f˘ (x) = xf
(
1
x
)
(2.1)
Cette fonction permettra de construire les divergences de Csisza¨r duales.
Les proprie´tes de la fonction duale seront :
* si f (x) est convexe f˘ (x) est convexe .
* si f (1) = 0, on a f˘ (1) = 0.
Une fonction convexe posse´dant cette proprie´te´ sera de´signe´e par ”fonction
convexe simple”.
* si f (1) = 0, on a : f˘ ′ (1) = −f ′ (1), ce qui laisse la possibilite´ d’avoir
f˘ ′ (1) = −f ′ (1) = 0 dans le cas des fonctions ”auto-miroir”.
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A partir des fonctions f (x) etf˘ (x), on de´finit la fonction :
fˆ (x) =
f (x) + f˘ (x)
2
(2.2)
Cette fonction permettra de construire des divergences de Csisza¨r syme´triques.
Pour cette fonction on a les proprie´te´s suivantes :
* si f (1) = 0, on a fˆ (1) = 0
* si f (1) = 0, on a fˆ
′
(1) = 0
Cette dernie`re proprie´te´ sera fondamentale pour notre usage.
Ceci nous conduit, a` partir d’une fonction f (x) sans autre proprie´te´
que la stricte convexite´, a` de´finir la fonction fc (x) qu’on peut de´signer par
”fonction convexe standard” :
fc (x) = f (x)− f (1)− (x− 1) f ′ (1) (2.3)
Cette fonction sera strictement convexe, avec fc (1) = 0 et f
′
c (1) = 0 (elle
sera donc positive ou nulle).
Si on divise le membre de droite de (2.3) par f ′′ (1), alors on aura en plus
f ′′c (1) = 1 ; cette dernie`re proprie´te´ n’est pas indispensable pour notre usage.
Contrairement aux ”fonctions convexes simples”, les ”fonctions convexes
standard” permettront de construire des divergences de Csisza¨r utilisables
avec des champs de donne´es qui ne sont pas des densite´s de probabilite´s, ce
que Zhang [98] appelle ”measure invariant divergences” ou bien ”measures
extended to allow denormalized densities”.
Remarques :
– une fonction de type fˆ (x) est une ”fonction convexe standard”
– la re´ciproque n’est pas vraie.
– pour les fonctions ”auto-miroir”, on a f (x) = f˘ (x) = fˆ (x) = fc (x).
2.1.2 Quelques proprie´te´s des fonctions convexes.
Pour une fonction f (x) convexe, sous re´serve qu’on reste dans son do-
maine de de´finition, que sa de´rive´e soit de´finie et continue sur le meˆme
domaine, on a les proprie´te´s suivantes :
(q − p) f ′ (p) ≤ f (q)− f (p) (2.4)
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f (q)− f (p) ≤ (q − p) f ′ (q) (2.5)
On a par ailleurs l’ine´galite´ de Jensen [53] : pour αi > 0 ∀i et
∑
i αi = 1∑
i
αif (xi) ≥ f
(∑
i
αixi
)
(2.6)
Ce qui s’e´crit avec 2 points (v. figure (2.1) :
αf (p) + (1− α) f (q) ≥ f [αp+ (1− α) q] (2.7)
Figure 2.1 – Divergence de Jensen
Dans le cas e´le´mentaire, α = 1/2, il vient :
f (p) + f (q)
2
≥ f
(
p+ q
2
)
(2.8)
Par ailleurs, a` partir de (2.5), on peut e´crire :
f (p)− f (q)− (p− q) f ′ (q) ≥ 0 (2.9)
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Figure 2.2 – Divergence de Bregman
Cette ine´galite´ sera a` la base des divergences de Bregman [20], v.figure(2.2).
De meˆme, a` partir de (2.4), on a :
f (q)− f (p)− (q − p) f ′ (p) ≥ 0 (2.10)
Ce qui permettra de construire une divergence de Bregman duale de la
pre´ce´dente.
Enfin, en sommant (2.10) et (2.9), on a :
(q − p) [f ′ (q)− f ′ (p)] ≥ 0 (2.11)
Cette ine´galite´ interviendra dans les divergences de Burbea-Rao [21].
On peut noter que Burbea et Rao de´finissent une expression plus ge´ne´rale
qui s’e´crit :
(q − p)
[
φ (q)
q
− φ (p)
p
]
≥ 0 (2.12)
Ou φ(x)x est une fonction croissante, ce qui coincide avec (2.11) si f (x) est
convexe.
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De fac¸on plus ge´ne´rale, on peut conside´rer que toute ine´galite´,
peut donner naissance a` une divergence.
La question du domaine de de´finition est essentielle, car comme on le
verra, c’est ce qui souvent restreindra le domaine d’utilisation des diver-
gences aux variables non-ne´gatives (par exemple).
Dans le cas ge´ne´ral qui sera le notre, les variables ”p” et ”q” sont discre´tise´es
(avec le meˆme pas) ; elles sont conside´re´es comme des vecteurs de compo-
santes ”pi” et ”qi”.
Une divergence entre ”p” et ”q” s’e´crira dans le cas ge´ne´ral sous la forme
se´parable :
D (p‖q) =
∑
i
d (pi‖qi) (2.13)
Et, de temps en temps, sous la forme non-se´parable, plus de´licate a` analyser :
D (p‖q) = h
[∑
i
d (pi‖qi)
]
(2.14)
Si on s’en tient pour l’instant a` la forme se´parable (2.13), la convexite´ de
cette divergence passe par la convexite´ de l’un des termes de la somme :
d (pi‖qi). On s’appuie sur la de´finition suivante :
De´finition : Le terme d (pi‖qi) est conjointement convexe par rapport
a` ”pi” et ”qi” si son Hessien H est de´fini positif ; il est convexe par rapport
a` ”pi” si h11 est positif et convexe par rapport a` ”qi” si h22 est positif.
2.2 Divergences de Csisza¨r - f (ou I) divergences.
Ces divergences ont e´te´ introduites par Csisza¨r [27] et simultane´ment par
Ali et Silvey [1].
Conside´rons une fonction f (x) strictement convexe, une divergence de Csisza¨r
entre deux champs de donne´es ”p” et ”q” construite sur la fonction f (x)
s’e´crit :
Cf (p‖q) =
∑
i
cf (pi‖qi) =
∑
i
qif
(
pi
qi
)
(2.15)
Pour les applications en the´orie de l’information, les champs ”p” et ”q” sont
des densite´s de probabilite´, ce sont des quantite´s positives et de sommes
e´gales (a` 1 qui plus est) ; dans ce contexte, on impose simplement sur la
fonction de base, la proprie´te´ : f (1) = 0 [78] [75].
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Comme nous l’avons de´ja` indique´, une fonction convexe posse´dant seulement
cette proprie´te´ sera de´signe´e par : ”fonction convexe simple”.
Des divergences construites sur ce type de fonction ne sont pas utilisables
hors de ce contexte sans quelques pre´cautions.
On notera de plus, que si dans une divergence de Csiszaˆr, on introduit expli-
citement le fait que les variables sont spe´cifiquement de somme e´gale a` ”1”,
la divergence simplifie´e ainsi obtenue n’est plus une divergence de Csiszaˆr
au sens strict, dans la mesure ou il n’y a pas de fonction convexe permettant
de la construire suivant la relation (2.15).
Une divergence de Csisza¨r syme´trique peut toujours eˆtre obtenue au sens
de Jeffreys [52] par le proce´de´ constructif (2.15) en utilisant la fonction de
base fˆ (x) (2.2).
Dans nos proble`mes, comme on l’a de´ja` indique´, les ”fonctions convexes
standard” permettront de construire des divergences de Csisza¨r utilisables
avec des champs de donne´es qui ne sont pas des densite´s de probabilite´s, ce
que Zhang [98] appelle ”measure invariant divergences” ou bien ”measures
extended to allow denormalized densities”.
Pour montrer la ne´cessite´ d’utiliser des fonctions convexes standard, conside´rons
des divergences de Csisza¨r construites d’une part sur une fonction convexe
simple f (x), d’autre part sur la fonction convexe standard fc (x) qui lui est
associe´e.
Dans le premier cas, le gradient par rapport a` qj s’e´crit :
∂Cf (p‖q)
∂qj
= f
(
pj
qj
)
− pj
qj
f
′
(
pj
qj
)
(2.16)
Si on veut que ce gradient soit nul pour pj = qj ∀j, il faut que f (1) = f ′ (1).
Compte tenu de la proprie´te´ f (1) = 0, cela induit qu’il faut avoir : f
′
(1) = 0.
Cette observation conduit de fac¸on e´vidente a` la fonction convexe standard
de´duite de f (x) :
fc (x) = f (x)− f (1)− (x− 1) f ′ (1) (2.17)
Le gradient par rapport a` qj de la divergence de Csisza¨r construite sur fc (x)
s’e´crira :
∂Cfc (p‖q)
∂qj
= f
(
pj
qj
)
− pj
qj
f
′
(
pj
qj
)
− f (1) + f ′ (1) (2.18)
Il sera spontane´ment nul pour pj = qj ∀j.
On donne dans la section suivante deux exemple pour illustrer ce propos.
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Notons que dans le cadre des proble`mes inverses, en toute ge´ne´ralite´, si
on veut malgre´ tout utiliser des divergences simplifie´es, il faut prendre en
compte les simplifications qui ont e´te´ introduites, par exemple par un chan-
gement de variables, c’est a` dire en introduisant des variables normalise´es.
2.2.1 Quelques exemples pour illustrer ces difficulte´s.
Exemple 1.
On conside`re le fonction convexe standard :
fc (x) = (x− 1)2 (2.19)
La divergence de Csisza¨r correspondante est le Chi2 de Neyman :
χ2N (p‖q) =
∑
i
(pi − qi)2
qi
(2.20)
Son gradient par rapport a` ”q” s’e´crira :
∂χ2N (p‖q)
∂qj
= 1− p
2
j
q2j
(2.21)
Les composantes du gradient pourront s’annuler pour pj = qj .
Passons maintenant a` la forme simplifie´e dans laquelle, on a introduit :∑
i pi =
∑
i qi ; la divergence devient :
χ2N (p‖q) =
∑
i
p2i
qi
− pi (2.22)
Cette divergence est construite au sens de Csisza¨r sur la fonction convexe
simple f (x), associe´e a` fc (x) qui s’e´crit :
f (x) = x2 − x (2.23)
Le gradient correspondant sera :
∂χ2N (p‖q)
∂qj
= −p
2
j
q2j
(2.24)
On remarque que maintenant, le gradient ne s’annule plus pour pj = qj , il
ne s’annule meˆme plus du tout sauf si qj →∞, d’ou un proble`me.
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On peut associer a` la meˆme fonction convexe standard, une autre fonction
convexe simple qui s’e´crit :
f (x) = x2 − 1 (2.25)
La divergence de Csisza¨r correspondante s’e´crit :
χ2N (p‖q) =
∑
i
p2i
qi
− qi (2.26)
Le gradient correspondant sera :
∂χ2N (p‖q)
∂qj
= −p
2
j
q2j
− 1 (2.27)
Comme dans l’exemple pre´ce´dent, il ne s’annule jamais.
Allons plus loin encore et fixons en plus la somme des variables a` ”1” :∑
i pi =
∑
i qi = 1 ; alors, la divergence devient :
χ2N (p‖q) =
[∑
i
p2i
qi
]
− 1 (2.28)
Cette fonction prise telle quelle n’est plus une divergence de Csisza¨r, il n’y
a pas de fonction convexe de base permettant de l’obtenir selon la relation
(2.15), son gradient par rapport a` ”q” est donne´ par (2.24).
Exemple 2.
Conside´rons la fonction convexe standard :
fc (x) = x log x+ x− 1 (2.29)
La divergence de Csisza¨r construite sur cette fonction est la divergence de
Kullback-Leibler [57].
KL (p‖q) =
∑
i
pi log
pi
qi
+ qi − pi (2.30)
Son gradient par rapport a` ”q” s’e´crira :
∂KL (p‖q)
∂qj
= 1− pj
qj
(2.31)
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Il sera e´gal a` ”0” pour pj = qj .
En revanche, si on introduit dans l’expression (2.30), la simplification
∑
i pi =∑
i qi, on obtient ”l’information de Kullback” [10] :
IKL (p‖q) =
∑
i
pi log
pi
qi
(2.32)
Cette expression est une divergence de Csisza¨r construite sur la fonction
convexe simple :
f (x) = x log x (2.33)
Le gradient par rapport a` ”q” s’e´crira :
∂IKL (p‖q)
∂qj
= −pj
qj
(2.34)
Il ne sera jamais e´gal a` ”0”.
On pourra noter qu’ici, la simplification extre`me
∑
i pi =
∑
i qi = 1 n’ap-
porte rien de plus.
2.2.2 Conse´quences de ces exemples.
Dans notre proble`me, il s’agit de faire e´voluer l’un des deux champs
(celui qui repre´sente le mode`le) a` travers les variations des parame`tres du
mode`le (les ve´ritables inconnues), et ce, jusqu’a` ce que le mode`le soit le plus
proche possible des mesures, au sens de la divergence conside´re´e.
Les divergences utilise´es e´tant convexes par rapport aux parame`tres in-
connus, les me´thodes classiques d’optimisation impliquent toujours de cher-
cher l’ensemble des parame`tres inconnus qui correspond a` ”gradient nul”,
(meˆme dans les proble`mes contraints, c¸a fournit une partie de la solution).
Il est bien e´vident que compte tenu des remarques et des exemples
pre´ce´dents, si la divergence a` minimiser, bien que convexe ne posse`de pas
de minimum fini, ou bien si le minimum obtenu par cette me´thode n’a pas
de sens physique convenable, elle est inapproprie´e pour notre proble`me.
En conse´quence, dans nos proble`mes, si la divergence utilise´e est une
divergence de Csisza¨r il est impe´ratif de ne conside´rer que celles qui sont
construites sur la base d’une fonction convexe standard.
Par ailleurs, les divergences, quel que soit leur mode de construction ne
doivent avoir subi aucune simplification lie´e a` une application particulie`re.
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2.2.3 Convexite´ des divergences de Csisza¨r.
Compte tenu de (2.13) et de (2.15), il faut calculer le Hessien d’un terme
de la forme :
cf (p‖q) = qf
(
p
q
)
(2.35)
On conside`re de fac¸on classique que ”p” et ”q” sont positifs, et on a :
∂2cf (p‖q)
∂p2
=
1
q
f”
(
p
q
)
> 0 (2.36)
∂2cf (p‖q)
∂q2
=
p2
q3
f”
(
p
q
)
> 0 (2.37)
∂2cf (p‖q)
∂q∂p
=
∂2cf (p‖q)
∂p∂q
=
p
q2
f”
(
p
q
)
> 0 (2.38)
La convexite´ se´pare´e est claire a` partir de (2.36) et (2.37) ;
La convexite´ conjointe s’analyse en conside´rant le de´terminant du Hessien
qui s’e´crit :
p2
q4
[
f”
(
p
q
)]2
−
[
p
q2
f”
(
p
q
)]2
= 0 (2.39)
L’une des valeurs propres est nulle, l’autre est e´gale a` la Trace, donc positive ;
l’expression (2.35) est donc conjointement convexe.
La divergence de Csisza¨r est donc conjointement convexe comme somme de
termes conjointement convexes.
2.3 Divergences de Bregman .
Ces divergences sont typiquement des mesures de convexite´.
Elles sont fonde´es sur une proprie´te´ des fonctions convexes ; elles impliquent
donc l’utilisation d’une fonction convexe de base. De cette fonction, on
n’exige rien d’autre que la stricte convexite´.
La proprie´te´ utilise´e pour construire ces divergences s’exprime par :
– une courbe convexe est toujours situe´e au dessus d’une tangente quel-
conque a` cette courbe ; la divergence de Bregman [20],[22] est la diffe´rence
entre la courbe et la tangente (prises dans cet ordre).
– on peut aussi dire que pour une fonction f (x) strictement convexe, la
divergence de Bregman est l’e´cart entre la fonction et son de´veloppement
limite´ a` l’ordre 1.
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Bf (p‖q) =
∑
i
bf (pi‖qi) =
∑
i
[
f (pi)− f (qi)− (pi − qi) f ′ (qi)
]
(2.40)
Bien entendu, dans la mesure ou il s’agit d’une proprie´te de convexite´, une
fonction convexe simple et la fonction convexe standard correspondante, qui
ont meˆme de´rive´e seconde, conduisent a` la meˆme divergence de Bregman, en
d’autres termes, 2 fonctions qui diffe`rent entre elles d’une fonction line´aire
conduisent a` la meˆme divergence de Bregman.
En conse´quence, comme on peut s’y attendre, que la divergence soit construite
sur la fonction convexe simple ou sur la fonction convexe standard associe´e,
les gradients par rapport a` ”q” conduisent a` la meˆme expression qui s’e´crit :
∂Bf (p‖q)
∂qj
=
∂Bfc (p‖q)
∂qj
= (qj − pj) f ′′ (qj) = (qj − pj) f ′′c (qj) (2.41)
Cette expression est bien sur nulle pour pj = qj ∀j.
La convexite´ des divergences de Bregman s’e´tudie a` partir du Hessien de
l’un des termes de la somme.
Proprie´te´ : Si f (x) est convexe, Bf (p‖q) est toujours convexe par rapport
au premier argument ”p”, mais peut ne pas eˆtre convexe par rapport au
second argument ”q”.
De´monstration : A partir de l’un des termes de la somme apparaissant
dans (2.40), on calcule les e´le´ments du Hessien.
∂2bf (p‖q)
∂p2
= f
′′
(p) ≥ 0 (2.42)
∂2bf (p‖q)
∂q2
= f
′′
(q) + (q − p) f ′′′ (q) (2.43)
∂2bf (p‖q)
∂p∂q
=
∂2bf (p‖q)
∂q∂p
= −f ′′ (q) (2.44)
Ainsi, (2.42) implique la convexite´ par rapport a` p.
Le signe de (2.43) de´pend bien sur de f (x), donc la convexite´ par rapport
a` ”q” de´pend de f (x).
En ce qui concerne la convexite´ conjointe, on exprime le de´terminant du
Hessien :
DetH (p, q) = −
[
f
′′
(q)
]2
+ f
′′
(p) f
′′
(q)− (p− q) f ′′ (p) f ′′′ (q) (2.45)
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En divisant par f
′′
(p)
[
f
′′
(q)
]2
> 0, il vient :
DetH (p, q)
f ′′ (p) [f ′′ (q)]
2 = −
1
f ′′ (p)
+
1
f ′′ (q)
− (p− q)
[
− 1
f ′′ (q)
]′
(2.46)
Cette quantite´ est une divergence de Bregman construite sur la fonction[
− 1
f ′′ (x)
]
, elle sera positive si
[
− 1
f ′′ (x)
]
est convexe, c’est a` dire si
[
1
f ′′ (x)
]
est concave.
Si tel est le cas, le de´terminant du Hessien est positif, le Hessien sera de´fini
positif et la divergence de Bregman correspondante sera ”conjointement
convexe”.
Proprie´te´ : Pour une fonction f (x) strictement convexe, la divergence
de Bregman est conjointement convexe par rapport a` ”p” et ”q” si et seule-
ment si 1/f
′′
(x) est concave.
On obtiendra une proprie´te´ analogue pour les divergences de Jensen.
A partir de l’expression (2.4), on obtient la forme adjointe (duale) de la
divergence de Bregman :
Bf (q‖p) =
∑
i
bf (qi‖pi) =
∑
i
[
f (qi)− f (pi)− (qi − pi) f ′ (pi)
]
(2.47)
En suivant le meˆme raisonnement que pour Bf (p‖q) on montre sans diffi-
culte´ que Bf (q‖p) est conjointement convexe par rapport a` ”p” et ”q” si et
seulement si 1/f
′′
(x) est concave.
De meˆme, a` partir de l’expression (2.11), on peut de´duire une forme de
divergence propose´e par Burbea et Rao [21] qui s’e´crit :
Af (p, q) =
∑
i
af (pi, qi) =
∑
i
[
(pi − qi)
(
f
′
(pi)− f ′ (qi)
)]
(2.48)
Cette divergence est relie´e aux divergences de Bregman Bf (p‖q) et Bf (q‖p)
par la relation :
Af (p, q) = Bf (p‖q) +Bf (q‖p) (2.49)
En s’appuyant sur la convexite´ des divergences de Bregman, Af (p, q) est
conjointement convexe par rapport a` ”p” et ”q” si et seulement si 1/f
′′
(x)
est concave.
Il faut cependant noter que Af (p, q) n’est pas une divergence de Bregman
dans la mesure ou il n’y a pas de fonction convexe permettant de la construire
directement.
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2.3.1 Exemple.
On conside`re les fonctions f1 (x) = x
2 − 1 , f2 (x) = x2 − x et fc (x) =
(x− 1)2 ; ces fonctions convexes de´finies pour tout x, diffe`rent les une des
autres d’une fonction line´aire ; seule fc (x) est une fonction standard, mais
toutes conduisent a` la meˆme divergence de Bregman qui est l’e´cart quadra-
tique moyen (qui par ailleurs est syme´trique et respecte l’ine´galite´ triangu-
laire ; c’est donc une distance).
2.3.2 Quelques variantes envisageables.
En conside´rant l’e´cart au sens de Bregman, fonde´ sur une fonction convexe
”f”, entre une combinaison convexe des variables ”αp+ (1− α) q” (0 ≤ α ≤
1) et ”p” ou ”q”, et en tenant compte du fait qu’on peut intervertir l’ordre
des arguments, on peut envisager la divergence :
Bαf (p‖q) = Bf [αp+ (1− α) q‖q] (2.50)
qui s’e´crit de fac¸on de´taille´e :
Bαf (p‖q) =
∑
i
f [αpi + (1− α) qi]− f (qi)− α (pi − qi)∇f (qi) (2.51)
Mais on peut aussi envisager les divergences :
* Bf [αp+ (1− α) q‖p]
* Bf [p‖αp+ (1− α) q]
* Bf [q‖αp+ (1− α) q]
Ceci e´tant, on peut se demander si c¸a pre´sente beaucoup d’inte´reˆt....
2.4 Divergences de Jensen.
Ces divergences sont des applications de l’ine´galite´ de Jensen [53] (2.6),
(2.7) ou (2.8), aux fonctions convexes standard ou non.
Puisqu’il s’agit, comme pour les divergences de Bregman, d’une mesure de
convexite´, deux fonctions convexes ayant meˆme de´rive´e seconde (i.e. qui
diffe`rent entre elles d’une fonction line´aire) conduiront a` la meˆme divergence
de Jensen.
Pour une fonction de base f (x) strictement convexe et pour 0 ≤ α ≤ 1, on
de´finit :
Jαf (p‖q) =
∑
i
{αf (pi) + (1− α) f (qi)− f [αpi + (1− α) qi]} =
∑
i
jαf (pi‖qi)
(2.52)
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En conse´quence, comme on peut s’y attendre, que la divergence soit construite
sur la fonction convexe simple ou sur la fonction convexe standard associe´e,
les gradients par rapport a` ”q” conduisent a` la meˆme expression qui s’e´crit :
∂Jαf (p‖q)
∂qj
=
∂Jαfc (p‖q)
∂qj
= (1− α)
[
f
′
(qj)− f ′ (αpj + (1− α) qj)
]
(2.53)
Cette expression est bien sur nulle pour pj = qj ∀j.
La divergence de Jensen 1/2 s’e´crira donc :
J
1
2
f (p‖q) =
∑
i
{
1
2
f (pi) +
1
2
f (qi)− f
[
pi + qi
2
]}
(2.54)
Cette dernie`re divergence est syme´trique.
Sa convexite´ est re´gie par la re`gle suivante :
Re`gle : Pour une fonction f (x) strictement convexe, la divergence de
Jensen ”α” est conjointement convexe par rapport a` ”p” et ”q” si et seule-
ment si 1/f
′′
(x) est concave.(v. Burbea-Rao [21])
De´monstration : A partir de l’expression (2.52), on calcule les e´le´ments
du Hessien de l’un des termes de la somme :
∂2jαf (p, q)
∂p2
= αf
′′
(p)− α2f ′′ [αp+ (1− α) q] (2.55)
∂2jαf (p, q)
∂q2
= (1− α) f ′′ (q)− (1− α)2 f ′′ [αp+ (1− α) q] (2.56)
∂2jαf (p, q)
∂p∂q
=
∂2jαf (p, q)
∂q∂p
= −α (1− α) f ′′ [αp+ (1− α) q] (2.57)
Le Hessien sera de´fini positif si son de´terminant est positif, c’est a` dire si :{
f
′′
(p)− αf ′′ [αp+ (1− α) q]
}{
f
′′
(q)− (1− α) f ′′ [αp+ (1− α) q]
}
−α (1− α)
{
f
′′
[αp+ (1− α) q]
}2
> 0
(2.58)
Ce qui donne imme´diatement :
f
′′
(p) f
′′
(q)−
[
(1− α) f ′′ (p) + αf ′′ (q)
]
f
′′
[αp+ (1− α) q] > 0 (2.59)
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Et finalement :
α
f ′′ (p)
+
1− α
f ′′ (q)
− 1
f ′′ [αp+ (1− α) q] < 0 (2.60)
Ce qui traduit la concavite´ de 1
f ′′ (x)
.
Ce re´sultat est identique a` ce qu’on a trouve´ pour les divergences de Breg-
man.
2.5 Relations entre ces divergences.
2.5.1 Entre Csisza¨r et Bregman.
Dans Censor et Zenios [22], on trouve la relation :
Cf (p‖q) =
∑
i
qi f
(
pi
qi
)
=
∑
i
qi bf
(
pi
qi
‖1
)
(2.61)
Ou, de fac¸on e´quivalente :
f
(
pi
qi
)
= bf
(
pi
qi
‖1
)
(2.62)
On peut montrer c¸a facilement, en explicitant bf
(
pi
qi
‖1
)
et en conside´rant
que f (1) = f
′
(1) = 0, ce qui est le cas pour les ”fonctions convexes stan-
dard”, en revanche, les relation (2.61) et (2.62) ne sont pas valables pour les
”fonctions convexes simples”.
2.5.2 Entre Jensen et Bregman.
Dans le sens : Bregman→ Jensen.
Une premie`re relation est donne´e par Basseville [8], [10] :
Jαf (p‖q) = αBf [p‖αp+ (1− α) q] + (1− α)Bf [q‖αp+ (1− α) q] (2.63)
Mais, on peut aussi e´tablir une autre relation qui s’e´crit :
Jαf (p‖q) = αBf (p‖q)−Bf [αp+ (1− α) q‖q] (2.64)
Dans le sens : Jensen→ Bregman.
Basseville [8] donne la proprie´te´ suivante :
Bf (p‖q) = lim
α→0
Jαf (p‖q) (2.65)
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Mais, on peut aussi e´tablir la relation :
Bf (p‖q) =
∞∑
n=1
1
αn
Jαf
[
αn−1p+
(
1− αn−1) q‖q] (2.66)
Pour obtenir cette relation, on part de la relation (2.64) qu’on e´crit :
Bf (p‖q) = 1
α
Jαf (p‖q) +
1
α
Bf [αp+ (1− α) q‖q] (2.67)
Puis on remplaceBf [αp+ (1− α) q‖q] ≡ Bf [z‖q] par son expression de´duite
de (2.67), c’est a` dire :
Bf (z‖q) = 1
α
Jαf (z‖q) +
1
α
Bf [αz + (1− α) q‖q] (2.68)
d’ou, en remplac¸ant ”z” par son expression :
Bf (αp+ (1− α)q‖q) = 1
α
Jαf (αp+ (1− α)q‖q) +
1
α
Bf
[
α2p+
(
1− α2) q‖q]
(2.69)
On reporte cette expression dans (2.67), ce qui donne :
Bf (p‖q) = 1
α
Jαf (p‖q)+
1
α2
Jαf (αp+ (1− α)q‖q)+
1
α2
Bf
[
α2p+
(
1− α2) q‖q]
(2.70)
et ainsi de suite, de fac¸on re´cursive.
2.5.3 Entre Jensen et Csisza¨r.
Partant des re´sultats pre´ce´dentes, on peut e´tablir la relation qui permet
d’obtenir les divergences de Csisza¨r lorsqu’on connait les divergences de
Jensen.
A partir de (2.66), on a :
bf
(
pi
qi
‖1
)
=
∞∑
n=1
1
αn
Jαf
[
αn−1
pi
qi
+
(
1− αn−1) .1‖1] (2.71)
Ou encore :
bf
(
pi
qi
‖1
)
=
∞∑
n=1
1
αn
Jαf
[
αn−1pi +
(
1− αn−1) qi
qi
‖1
]
(2.72)
D’ou, avec (2.61) :
Cf (p‖q) =
∑
i
qi
∞∑
n=1
1
αn
Jαf
[
αn−1pi +
(
1− αn−1) qi
qi
‖1
]
(2.73)
chapitre 3
Invariance par changement
d’e´chelle.
Dans ce chapitre, on s’inte´resse aux divergences invariantes par chan-
gement d’e´chelle et on indique leur mode de construction ; on pre´cise par
ailleurs pour ce type de divergence, quelques proprie´te´s utiles pour construire
des algorithmes de minimisation sous contrainte de somme et de non ne´gativite´.
Dans ce chapitre, on conside`rera que les variables ”p” et ”q” intervenant dans
les expressions des divergences sont non-ne´gatives.
3.1 Introduction.
Dans le contexte des proble`mes inverses line´aires, on est ge´ne´ralement
conduit a` minimiser par rapport a` la ve´ritable inconnue ”x”, un e´cart entre
des mesures y ≡ p et un mode`le line´aire Hx ≡ q ; cette minimisation est
fre´quemment associe´e a` une contrainte de non-ne´gativite´ xi ≥ 0 ∀i et a` une
contrainte de somme du type
∑
i xi = Cte.
Afin de prendre en compte simplement cette dernie`re contrainte, on de´veloppe
une classe de divergences invariantes par changement d’e´chelle sur ”q”, c’est
a` dire telles que :
DI (p‖q) = DI (p‖aq) (3.1)
ou ”DI” de´signe une divergence invariante et ”a” est un scalaire positif.
L’ide´e sous jacente e´tant que au cours du processus ite´ratif de minimisation,
apre`s chaque ite´ration, on pourra renormaliser ”x” et respecter la contrainte
de somme, sans changer la valeur de la divergence a` minimiser ; en effet,
d’apre`s (3.1) on aura de fac¸on e´vidente :
DI (y‖Hx) = DI (y‖a (Hx)) = D (y‖H (ax)) (3.2)
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Ceci e´tant, on montrera que les divergences invariantes par changement
d’e´chelle posse`dent une proprie´te´ qui s’ave`rera particulie`rement inte´ressante
lorsque la contrainte de non ne´gativite´ est associe´e a` la contrainte de somme
dans un proble`me de minimisation tel qu’il a e´te´ e´voque´ pre´ce´demment.
Quelques exemples d’applications des divergences invariantes sont propose´es
dans [63],[65], [64] .
3.2 Facteur d’invariance K - Proprie´te´s ge´ne´rales.
L’ide´e ge´ne´rale est la suivante : en partant d’une divergence quelconque
D (p‖q) on va la transformer pour obtenir une divergence DI (p‖q) (relie´e a`
D (p‖q)), invariante par rapport a` la variable ”q” .
Plus pre´cise´ment, afin de rendre une divergence invariante par changement
d’e´chelle sur ”q”, on cherche l’expression d’un facteur scalaire positif
K (p, q) tel que la divergence D (p‖Kq) = DI (p‖q) reste inchange´e lorsque
les composantes de ”q” sont multiplie´es par un scalaire positif.
La solution de ce proble`me n’est pas unique, en effet toutes les
expressions de K (p, q) posse´dant les proprie´te´s suivantes sont des
solutions possibles de ce proble`me :
1 - K (p, q) doit eˆtre scalaire et positif,
2 - Afin d’obtenir une divergence invariante par changement
d’e´chelle sur ”q”, le vecteur ”[K (p, q) . q]” doit eˆtre invariant lors
de la multiplication de ”q” par une constante.
Enfin, de fac¸on ge´ne´rale :
* Si p→ q, on doit avoir K (p, q)→ 1.
en conse´quence :
* Si p → q, D (p‖Kq) → D (p‖q) → 0.
On notera que ces contraintes impose´es au facteur K (p, q) ne le relient
pas ne´cessairement a` une divergence donne´e.
Ces observations conduisent a` la remarque importante sui-
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vante : un facteur d’invariance posse´dant les proprie´te´s e´nume´re´es
ci-dessus rendra invariante par rapport a` ”q” n’importe quelle di-
vergence.
3.2.1 Calcul du facteur d’invariance nominal.
Afin de calculer une expression de K (p, q), la me´thode de´finie dans [34],
consiste a` calculer le facteur d’invariance :
K0 (p, q) = arg min
K>0
D (p‖Kq) (3.3)
Dans ce mode de calcul, le facteur d’invariance K0 (p, q), qu’on de´signera
par ”facteur d’invariance nominal” est spe´cifiquement associe´ a` la di-
vergence D (p‖q) et donc implicitement a` une fonction convexe de base et a`
un mode constructif de la divergence.
On doit donc re´soudre en K (positif), l’e´quation :
∂D (p‖Kq)
∂K
= 0 (3.4)
En reportant l’expression de ”K” obtenue, soit K0 (p, q), dans la divergence
D (p‖q), on obtient la divergence invariante DI (p‖q) = D (p‖K0q).
Au cours ce calcul, K est conside´re´ comme une grandeur scalaire.
Cependant, il faut noter que (3.4) ne posse`de pas ne´cessairement une
solution explicite.
Proprie´te´.
En tenant compte de la de´finition (3.3), la divergence invariante obtenue
D (p‖K0q) est infe´rieure ou e´gale a` toute autre divergence invariante de´duite
de D (p‖q) par utilisation d’un facteur d’invariance K1 (p, q) diffe´rent de
K0 (p, q).
D (p‖K0q) ≤ D (p‖K1q) (3.5)
Avec e´galite´ si pi = qi ∀i.
Par ailleurs, lorsque q → p, on a :
K0 (p, q) → K1 (p, q)→ 1
donc
40 CHAPITRE 3 INVARIANCE PAR CHANGEMENT D’E´CHELLE.
D (p‖K0q) → D (p‖K1q) → D (p‖q)→ 0.
Des exemples permettant de montrer cela plus pre´cise´ment
sont donne´ en Annexe 7
3.3 Quelques pre´cisions concernant le facteur K.
Pour les divergences invariantes par changement d’e´chelle, quelle que soit
leur forme, on note :
D (p‖Kq) =
∑
i
d (pi‖Kqi) (3.6)
3.3.1 Proprie´te´ fondamentale.
Nous allons d’abord e´tablir une proprie´te´ fondamentale des divergences
invariantes par changement d’e´chelle sur ”q” qui s’e´crit :∑
j
qj
∂D (p‖Kq)
∂qj
= 0 (3.7)
Dans une premie`re e´tape, on montre que cette relation est ve´rifie´e lorsque le
facteur d’invariance est un facteur nominal, c’est a` dire lorsque il est calcule´
explicitement par re´solution de (3.4) ; ce facteur d’invariance K0 (p, q) est
donc directement lie´ a` la divergence D (p‖q) conside´re´e.
De´monstration.
Sachant que K est fonction de ”p” et ”q”, le gradient de D (p‖Kq) par
rapport a` ”qj” s’e´crit :
∂D (p‖Kq)
∂qj
=
∑
i
∂d (pi‖Kqi)
∂ (Kqi)
∂ (Kqi)
∂qj
(3.8)
Mais, on a :
∂ (Kqi)
∂qj
=
∂ (Kqi)
∂K
∂K
∂qj
+
∂ (Kqi)
∂qi
∂qi
∂qj
= qi
∂K
∂qj
+Kδij (3.9)
ce qui conduit a` :
∂D (p‖Kq)
∂qj
=
∑
i
∂d (pi‖Kqi)
∂ (Kqi)
∂K
∂qj
qi +K
∂d (pj‖Kqj)
∂ (Kqj)
(3.10)
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D’ou on peut de´duire :
∑
j
qj
∂D (p‖Kq)
∂qj
=
[∑
i
∂d (pi‖Kqi)
∂ (Kqi)
qi
]∑
j
qj
∂K
∂qj
+K
 (3.11)
Avec :
qi =
∂ (Kqi)
∂K
(3.12)
on peut aussi e´crire (3.11) sous la forme :
∑
j
qj
∂D (p‖Kq)
∂qj
=
[∑
i
∂d (pi‖Kqi)
∂K
]∑
j
qj
∂K
∂qj
+K
 (3.13)
La relation fondamentale (3.7) s’explicite donc sous la forme :[∑
i
∂d (pi‖Kqi)
∂K
]∑
j
qj
∂K
∂qj
+K
 = 0 (3.14)
Ou encore : [∑
i
∂d (pi‖Kqi)
∂ (Kqi)
qi
]K +∑
j
qj
∂K
∂qj
 = 0 (3.15)
Elle est donc ve´rifie´e si l’un des 2 termes du produit (3.14) est nul.
On examine successivement chacun de ces deux termes.
Premier terme du produit.
Le facteur d’invariance nominal ”K0” est calcule´ en re´solvant par rapport
a` ”K” l’e´quation :
∂D (p‖Kq)
∂K
=
∑
i
∂d (pi‖Kqi)
∂K
= 0 (3.16)
c’est a` dire : ∑
i
qi
∂d (pi‖Kqi)
∂ (Kqi)
= 0 (3.17)
Pour un tel facteur d’invariance K0 (p, q), spe´cifiquement associe´ a` la diver-
gence D (p‖q) conside´re´e, le premier terme du produit (3.14) est donc nul ;
on peut donc conclure que :
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La relation (3.7) est ve´rifie´e si K (p, q) = K0 (p, q).
Cette proprie´te´ est d’une importance fondamentale ainsi qu’on
le verra dans le chapitre portant sur les de´veloppements algorith-
miques de minimisation sous contraintes de non ne´gativite´ et de
somme.
On examine d’abord les expressions du terme (3.17) correspondant aux
diffe´rentes formes de divergences classiques.
Relations avec les diffe´rents modes de construction des divergences
(Csisza¨r, Bregman, Jensen).
Le facteur ”K (p, q)”, lorsqu’il est calcule´ par re´solution de (3.4) (3.17),
est spe´cifiquement relie´ a` une divergence D (p‖q) donne´e, il est donc associe´
a` la fois a` une fonction convexe de base et au mode constructif de la diver-
gence (Csisza¨r, Bregman ou Jensen) ; les ge´ne´ralisations sortant de ce cadre
ne seront pas conside´re´es ici.
On va donc e´tablir les relations liant le facteur K et les fonctions convexes
permettant de construire les divergences, pour cela, nous allons donner les
expressions particulie`res de (3.17) pour chacun des 3 modes constructifs des
divergences.
1 - Divergences de Csisza¨r.
La fonction f (x) conside´re´e ici est une fonction convexe standard ; la
divergence de Csisza¨r Cf (p‖q) est construite suivant la relation :
Cf (p‖q) =
∑
i
qif
(
pi
qi
)
(3.18)
Le facteur K (p, q) permettant de rendre cette divergence invariante par
rapport a` ”q” est associe´ a` la fonction ”f” et au mode constructif de Csisza¨r.
La divergence invariante correspondant a` (3.18) s’e´crira :
Cf (p‖Kq) =
∑
i
cf (pi‖Kqi) =
∑
i
Kqi f
(
pi
Kqi
)
(3.19)
Apre`s quelques calculs simples, on a :
∂cf (pi‖Kqi)
∂ (Kqi)
= f
(
pi
Kqi
)
− pi
Kqi
f ′
(
pi
Kqi
)
(3.20)
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Et l’e´quation (3.17) s’e´crit :∑
i
qi
[
f
(
pi
Kqi
)
− pi
Kqi
f ′
(
pi
Kqi
)]
= 0 (3.21)
2 - Divergences de Bregman.
La divergence invariante lie´e a` ce mode constructif s’e´crit par de´finition :
Bf (p‖Kq) =
∑
i
bf (pi‖Kqi) (3.22)
c’est a` dire :
Bf (p‖Kq) =
∑
i
[
f (pi)− f (Kqi)− (pi −Kqi) f ′ (Kqi)
]
(3.23)
Il vient donc :
∂bf (pi‖Kqi)
∂ (Kqi)
= (Kqi − pi) f ′′ (Kqi) (3.24)
Et la relation (3.17) s’e´crit :∑
i
qi (Kqi − pi) f ′′ (Kqi) = 0 (3.25)
3 - Divergences de Jensen.
Par de´finition, on a :
Jf (p‖Kq) =
∑
i
jf (pi‖Kqi) (3.26)
c’est a` dire :
Jf (p‖Kq) =
∑
i
{αf (pi) + (1− α) f (Kqi)− f [αpi + (1− α)Kqi]} (3.27)
Il vient donc :
∂jf (pi‖Kqi)
∂ (Kqi)
= (1− α) [f ′ (Kqi)− f ′ (αpi + (1− α)Kqi)] (3.28)
Et la relation (3.17) s’e´crit :∑
i
qi
[
f ′ (Kqi)− f ′ (αpi + (1− α)Kqi)
]
= 0 (3.29)
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4 - Bilan
Si on fait le bilan des relations correspondant aux 3 types de divergences
conside´re´es, on constate que la relation (3.17) sera satisfaites pour des di-
vergences de Csisza¨r, si :∑
i
qi
[
f
(
pi
Kqi
)
− pi
Kqi
f ′
(
pi
Kqi
)]
= 0 (3.30)
De meˆme, cette e´quation sera satisfaite pour les divergences de Bregman si :∑
i
qi (Kqi − pi) f ′′ (Kqi) = 0 (3.31)
Enfin, cette relation sera satisfaite pour les divergences de Jensen, si :∑
i
qi
[
f ′ (Kqi)− f ′ (αpi + (1− α)Kqi)
]
= 0 (3.32)
Il est bien e´vident que les e´quations (3.30), (3.31) et (3.32) ne sont pas autre
chose que la traduction de l’e´quation (3.17) correspondant aux 3 types de
divergences.
La re´solution de (3.30), (3.31) ou (3.32) suivant le type de divergence
et de fac¸on plus ge´ne´rale de (3.17), lorsque c’est possible, permet d’obtenir
une expression du facteur d’invariance nominal K0 (p, q) et, par la` meˆme de
satisfaire (3.7).
La question qui se pose est alors : la relation (3.7) est elle en-
core vraie si on utilise un facteur d’invariance diffe´rent de K0 ?
3.3.2 Extension de la proprie´te´ fondamentale a` des facteurs
d’invariance ”non nominaux”.
La proprie´te´ fondamentale (3.7) a e´te´ explicite´e sous la forme :[∑
i
∂d (pi‖Kqi)
∂ (Kqi)
qi
]K +∑
j
qj
∂K
∂qj
 = 0 (3.33)
Ou encore : [∑
i
∂d (pi‖Kqi)
∂K
]K +∑
j
qj
∂K
∂qj
 = 0 (3.34)
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L’effet du premier terme du produit a e´te´ examine´ dans la section pre´ce´dente.
On examine ici, l’effet du second terme du produit.
Les relations (3.33) (3.34) sont toujours satisfaites si le facteur K (p, q)
est solution de l’e´quation diffe´rentielle :
K +
∑
j
qj
∂K
∂qj
= 0 (3.35)
Cette e´quation diffe´rentielle ne de´pend pas de la divergence conside´re´e.
Sa re´solution permet d’e´tendre la proprie´te´ fondamentale (3.7)
a` des facteurs d’invariances diffe´rent de K0, c’est a` dire non-nominaux.
3.3.3 Quelques pre´cisions sur l’e´quation diffe´rentielle (3.35)
Il clair que seule la de´pendance en ”q” est exhibe´e dans cette e´quation ;
cela signifie que l’ensemble des solutions de cette e´quation contient les ex-
pressions de K (p, q) permettant de satisfaire (3.7)(3.14)(3.15).
Pour qu’une solution K (p, q) de l’e´quation diffe´rentielle (3.35) soit un fac-
teur d’invariance acceptable, elle doit par ailleurs posse´der d’autres pro-
prie´te´s qui ont de´ja` e´te´ mentionne´es :
* K (p, q) doit eˆtre scalaire et positif,
par ailleurs, et, c’est un point capital de´ja` indique´ :
* Afin d’obtenir une divergence invariante par changement
d’e´chelle sur ”q”, le vecteur ”[K (p, q) . q]” doit eˆtre invariant lors
de la multiplication de ”q” par une constante.
Enfin, de fac¸on ge´ne´rale :
* Si p→ q, alors on doit avoir K (p, q)→ 1.
Or, la solution ge´ne´rale de (3.35) mentionne´e dans [80] (p.94), s’e´crit ∀j :
K (p, q) =
1
qj
Φ
(
p,
q1
qj
,
q2
qj
, ...,
qj−1
qj
, 1,
qj+1
qj
, ...,
qn
qj
)
(3.36)
46 CHAPITRE 3 INVARIANCE PAR CHANGEMENT D’E´CHELLE.
Ou Φ est une fonction quelconque.
Cela signifie que n’importe quelle fonction K (p, q) de la forme (3.36)
permettra satisfaire (3.14)(3.15), c’est a` dire (3.7).
On observera qu’avec des expressions de K (p, q) de cette forme, le vec-
teur ”[K (p, q) . q]” est invariant lors de la multiplication de ”q” par une
constante. Cependant, parmis les solutions de la forme (3.36), seules les
expressions de K (p, q) scalaires positifs pourront jouer le role de facteurs
d’invariance.
Enfin, on pourra ve´rifier que toutes les expressions de K0 (p, q) calcule´es
(lorsque c’est possible), par re´solution explicite de (3.17) c’est a` dire, selon
le cas, de (3.30), (3.31) ou` (3.32) seront de la forme (3.36).
Ces observation induisent la proprie´te´ remarquable suivantes :
Une expression de K (p, q) scalaire positif, pour autant qu’elle
est solution de l’e´quation diffe´rentielle (3.35), (c’est a` dire pour
autant qu’elle est de la forme (3.36)), rendra invariante n’importe
quelle divergence (car le vecteur [K (p, q) . q] est invariant par rap-
port a` ”q”), et la relation (3.7) sera satisfaite.
On peut donc dire, pour globaliser ces observations concernant
la proprie´te´ (3.7), que deux cas peuvent se pre´senter :
- soit le facteur d’invariance est calcule´ par re´solution explicite
de (3.17), on de´signe alors le facteur d’invariance par K0 (p, q), ce
sera, le facteur d’invariance ”nominal” pour la divergence conside´re´e.
- soit le facteur K (p, q) est solution de (3.35) et posse´de les
proprie´te´s spe´cifiques des facteurs d’invariance, sans pour autant
eˆtre solution de (3.17), c’est a` dire sans aucune relation avec la
divergence de de´part, alors, on obtient toujours une divergence
invariante ainsi qu’on le montre sur les exemples du paragraphe
suivant.
- les facteurs d’invariance nominaux appartiennent a` l’ensemble
des solutions de l’e´quation diffe´rentielle (3.35).
Exemple 1 : Divergence de Kullback-Leibler.
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On peut conside´rer que cette divergence est construite au sens de Csisza¨r
sur la fonction convexe standard :
fc (x) = x log x+ 1− x (3.37)
Elle s’e´crit :
KL (p‖q) =
∑
i
[
pi log
pi
qi
+ qi − pi
]
(3.38)
Le calcul du facteur d’invariance nominal conduit a` la solution explicite :
K0 (p, q) =
∑
j pj∑
j qj
(3.39)
Ce facteur sera solution de l’e´quation (3.30), mais cette divergence peut
aussi eˆtre obtenue au sens de Bregman en s’appuyant sur la meˆme fonction
convexe (c’est le point commun entre les 2 type de divergences), elle sera
donc rendue invariante par le meˆme facteur K0 qui est solution de l’e´quation
(3.31).
L’expression de K0 (p, q) (3.39) peut se mettre sous la forme (3.36) ; elle est
donc solution de l’e´quation diffe´rentielle (3.35) et permet donc de rendre
invariante n’importe quelle divergence.
On peut ve´rifier cela, par exemple sur l’e´cart quadratique moyen :
EQM (p‖q) =
∑
i
(pi − qi)2 (3.40)
Avec le facteur d’invariance (3.39) ”qui n’est pas le facteur d’invariance
nominal pour cette divergence”, on obtient :
EQM (p‖K0q) =
∑
i
(
pi −
∑
j pj∑
j qj
qi
)2
(3.41)
Cette divergence est invariante par changement d’e´chelle sur ”q” ; elle peut
aussi s’e´crire :
EQM (p‖K0q) =
∑
j
pj
2∑
i
(
pi∑
j pj
− qi∑
j qj
)2
(3.42)
c’est a` dire :
EQM (p‖K0q) =
∑
j
pj
2∑
i
(p¯i − q¯i)2 (3.43)
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Lors de l’utilisation de cette forme tre`s particulie`re du facteur d’invariance
K donne´e par (3.39), la divergence invariante obtenue est analogue (a` un
facteur pre`s qui ne de´pend que des ”pj”) a` la divergence initiale, dans la-
quelle on a remplace´ ”pi” par p¯i =
pi∑
j pj
et ”qi” par q¯i =
qi∑
j qj
.
On pourra ve´rifier cette proprie´te´ sur toutes les divergences propose´es par
la suite.
Exemple 2 : Ecart Quadratique Moyen (E.Q.M.).
On conside`re ici l’e´cart quadratique moyen :
EQM (p‖q) =
∑
i
(pi − qi)2 (3.44)
On peut conside´rer qu’il s’agit d’une divergence de Bregman fonde´e sur la
fonction convexe standard :
fc (x) = (x− 1)2 (3.45)
On la rend invariante par changement d’e´chelle sur ”q” en calculant la fac-
teur nominal qui s’e´crit :
K0 (p, q) =
∑
i piqi∑
i q
2
i
(3.46)
Mais, l’E.Q.M. est aussi une divergence de Jensen(1/2) fonde´e sur la meˆme
fonction convexe.
Avec cette expression de K (p, q), l’e´quation (3.31) sera satisfaite car l’e´cart
quadratique moyen est une divergence de Bregman, mais simultane´ment
l’e´quation (3.32) sera satisfaite car il s’agit aussi d’une divergence de Jen-
sen, et bien entendu, cette expression de K (p, q) est solution de l’e´quation
diffe´rentielle (3.35).
Si maintenant, on utilise l’expression de K0 (p, q) donne´e en (3.46) en
guise de facteur d’invariance dans la divergence de Kullback-Leibler, on peut
constater que, bien que cette expression ne soit pas le facteur d’invariance
nominal pour cette divergence, on obtient une forme invariante par change-
ment d’e´chelle sur ”q”.
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3.3.4 Forme ge´ne´rale du facteur d’invariance K (p, q).
Compte tenu de ces observations, et de toutes les contraintes concernant
le facteur d’invariance K (p, q), une expression ge´ne´rale de la forme :
K (p, q) =
(∑
i p
α
i q
β
i∑
i p
δ
i q
γ
i
)µ
; α+ β = δ + γ ; µ (γ − β) = 1 (3.47)
est acceptables pour K ; en effet, cette expression qui peut se mettre sous la
forme (3.36) repre´sente une famille de solutions de l’e´quation diffe´rentielle
(3.35).
On notera que les contraintes exprime´es dans (3.47) traduisent les proprie´te´s
suivantes :
α+ β = δ + γ ⇔ K (p, q) est un scalaire (3.48)
µ (γ − β) = 1 ⇔ [K (p, q) . q] est invariant/q (3.49)
Cette expression ge´ne´rale deK peut aussi s’e´crire avec un nombre plus re´duit
de parame`tres en tenant compte des contraintes mentionne´es en (3.47), sous
la forme :
K (p, q) =
 ∑i pαi qβi∑
i p
α− 1
µ
i q
β+ 1
µ
i
µ (3.50)
Mais, une autre expression de K (p, q) est plus explicite ; en effet, compte
tenu des relations entre les parame`tres, on peut l’e´crire, apre´s quelques cal-
culs, sous la forme :
K (p, q) =
[∑
i
(
pi
qi
)α−δ pδi qγi∑
j p
δ
jq
γ
j
] 1
α−δ
(3.51)
Ces expressions sont de la forme :
K (p, q) =
[∑
i
(
pi
qi
)t pδi qγi∑
j p
δ
jq
γ
j
] 1
t
(3.52)
Il s’agit, pour les quantite´s de la forme (pi/qi), d’une moyenne ge´ne´ralise´e
ponde´re´e d’ordre ”t” avec l’exposant t = α− δ (V.Annexe 2), et des coeffi-
cients de ponde´ration wi tels que
∑
iwi = 1, qui s’e´crivent :
wi =
pδi q
γ
i∑
j p
δ
jq
γ
j
(3.53)
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Dans le cas particulier de la divergence de Kullback -Leibler duale, on ob-
tiendra le facteur d’invariance nominal sous la forme :
K0 = exp
[∑
i
wi log
(
pi
qi
)]
(3.54)
C’est une moyenne ge´ne´ralise´e ponde´re´e des pi/qi, base´e sur la fonction
ψ (x) = log x, avec des facteurs de ponde´ration ωi =
pi∑
j pj
.
K0 = ψ
−1
[∑
i
wiψ
(
pi
qi
)]
(3.55)
On peut ve´rifier apre`s quelques calculs que des expressions du facteur
d’invariance donne´s par (3.52) et (3.54), associe´s a` des coefficients de ponde´ration
de la forme (3.53), ve´rifient l’e´quation diffe´rentielle (3.35).
3.3.5 Remarques.
En s’appuyant sur cette forme ge´ne´rale, on peut aller encore plus loin
dans la discussion ; en revenant sur l’expression K (p, q) =
∑
j pj∑
j qj
calcule´e
explicitement pour la divergence de K.L., on peut imaginer une expression
du facteur d’invariance qui s’e´crit K (p, q) =
[∑
j p
2
j∑
j q
2
j
] 1
2
qui est de la forme
(3.47), mais qui ne correspond ”a priori” a` aucune divergence.
Cette expression de K (p, q) est solution de l’e´quation diffe´rentielle (3.35),
elle rend donc invariante n’importe quelle divergence.
De meˆme, a` partir de l’expression du facteur d’invariance correspondant a`
l’Ecart Quadratique Moyen : K (p, q) =
∑
j pjqj∑
j q
2
j
, on peut imaginer une ex-
pression du facteur d’invariance K (p, q) =
∑
j pjq
2
j∑
j q
3
j
qui est de la forme (3.47),
mais qui ne correspond ”a priori” a` aucune divergence ; cette expression de
K (p, q) est solution de l’e´quation diffe´rentielle (3.35) ; ce facteur rend inva-
riante n’importe quelle divergence.
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3.4 Quelques proprie´te´s du Gradient d’une diver-
gence invariante.
On rappelle la relation (3.10) donnant l’expression du gradient par rap-
port a` la variable ”q” d’une divergence invariante D (p‖Kq) pour un facteur
d’invariance K (p, q) :
∂D (p‖Kq)
∂qj
=
∑
i
∂d (pi‖Kqi)
∂ (Kqi)
∂K
∂qj
qi +K
∂d (pj‖Kqj)
∂ (Kqj)
(3.56)
Cette expression peut aussi s’e´crire :
∂D (p‖Kq)
∂qj
=
∂K
∂qj
∑
i
qi
∂d (pi‖Kqi)
∂ (Kqi)
+K
∂d (pj‖Kqj)
∂ (Kqj)
(3.57)
Ou encore :
∂D (p‖Kq)
∂qj
=
∂K
∂qj
∑
i
∂d (pi‖Kqi)
∂K
+K
∂d (pj‖Kqj)
∂ (Kqj)
(3.58)
Pour une divergence donne´e, supposons que l’expression du facteur d’in-
variance puisse eˆtre calcule´e explicitement, soit K0 (p, q) cette expression ;
elle est bien entendu de la forme ge´ne´rale (3.50).
Conside´rons maintenant une autre expression du facteur d’invarianceK1 (p, q)
respectant la forme ge´ne´rale (3.50), mais qui n’est pas en correspondance
avec la divergence conside´re´e.
La question qui se pose est la suivante : que deviennent les expressions
du gradient (3.56), (3.57) ou (3.58) selon qu’on utilise K0 (p, q) ou K1 (p, q) ?
Dans le premier cas, K0 (p, q) est solution de l’e´quation diffe´rentielle
(3.35), alors le premier terme du second membre de l’e´quation (3.58) est nul
et il reste simplement :
∂D (p‖Kq)
∂qj
= K0
[
∂d (pj‖Kqj)
∂ (Kqj)
]
K=K0
(3.59)
Si K = K1, le premier terme du second membre de l’e´quation (3.58) n’est
plus nul, et on a :
∂D (p‖Kq)
∂qj
=
∂K1
∂qj
[∑
i
∂d (pi‖Kqi)
∂K
]
K=K1
+K1
[
∂d (pj‖Kqj)
∂ (Kqj)
]
K=K1
(3.60)
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Cependant, dans les deux cas, on a toujours la proprie´te´ fondamentale :∑
j
qj
∂D (p‖Kq)
∂qj
=
∑
j
qj
∂DI (p‖q)
∂qj
= 0 (3.61)
Des exemples permettant de montrer cela plus pre´cise´ment
sont donne´ dans l’annexe 4
3.5 Un cas tre`s particulier du facteur d’invariance.
On a vu qu’une expression particulie`re du facteur d’invariance pouvait
eˆtre :
K (p, q) =
∑
j pj∑
j qj
(3.62)
Cette expression re´sulte explicitement du calcul du facteur d’invariance dans
le cas d’une divergence de Kullback-Leibler.
L’utilisation de ce facteur permet de rendre invariante n’importe quelle di-
vergence.
Forme des divergences lie´es a` ce facteur d’invariance.
En introduisant ce facteur d’invariance par rapport a` ”q”, dans une diver-
gence quelconque, on fait apparaˆıtre dans la divergence invariante re´sultante,
des variables normalise´es note´es p¯i =
pi∑
j pj
et q¯i =
qi∑
j qj
, de sorte qu’on
obtient syste´matiquement des divergences invariantes correspondant a` des
variables p¯ et q¯ de somme e´gale a` ”1”.
A un facteur multiplicatif pre`s (qui ne de´pend que de
∑
j pj), les di-
vergences invariantes obtenues ont la meˆme expression que les divergences
initiales, les variables normalise´es remplac¸ant simplement les variables ini-
tiales. Cette ope´ration e´tant effectue´es, certaines simplifications peuvent ap-
paraˆıtre.
On obtient ainsi, des divergences invariantes analogues aux divergences sim-
plifie´es applicables a` des densite´s de probabilite´s, pour autant qu’on intro-
duise explicitement dans les divergence simplifie´es, des variables normalise´es.
On observe par ailleurs que, si on fait abstraction du facteur
multiplicatif, ces divergences sont invariantes non seulement par
rapport a` la variable ”q”, mais aussi par rapport a` la variable ”p”
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ainsi qu’on peut le voir sur les exemples donne´s dans l’annexe 6.
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chapitre 4
Divergences et Entropies
On regroupe dans ce chapitre les divergences qu’on peut relier aux di-
verses formes d’entropie trouve´es dans la litte´rature. Elles seront dans la
plupart des cas construites au sens de Csisza¨r sur la base d’une fonction
convexe ; dans ce mode constructif, on sera amene´s a` distinguer le cas des
”fonctions convexes standard”. La relation avec les entropies sera bien sur
plutoˆt lie´e aux ”fonctions convexes simples”.
Enfin, les extensions des divergences par utilisation de la fonction ”Loga-
rithme ge´ne´ralise´” (v. Annexe 1), nous conduiront a` nous e´carter du mode
constructif de Csisza¨r, mais permettront de faire la liaison avec les entropies
de Sharma-Mittal [89] et de Renyi [82] [81].
Dans une dernie`re section, on traitera des divergences de Jensen fonde´es sur
les Entropies.
Les re´fe´rences ge´ne´rales concernant ce chapitre seront [6],[8],[10],[78] et [91].
4.1 Divergences lie´es a` l’Entropie de Shannon.
On analyse dans cette section, les divergences lie´es a` l’entropie de Shan-
non [88].
4.1.1 Forme directe.
La fonction convexe standard utilise´e dans ce cas, v.figure (4.1), s’e´crit :
fc (x) = x log x+ 1− x (4.1)
La divergence de Csisza¨r correspondante est la divergence de Kullback-
Leibler [57] :
KL (p‖q) =
∑
i
pi log
pi
qi
+ qi − pi (4.2)
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Figure 4.1 – Fonction fc (x) = x log x+ 1− x
Le gradient par rapport a` ”q” s’e´crit :
∂KL (p‖q)
∂qj
= −pj
qj
+ 1 (4.3)
Il sera e´gal a` ”0” pour pj = qj ∀j.
Si, a` ce stade, on conside`re qu’on a
∑
i pi =
∑
i qi, la divergence (4.2) se
simplifie et s’e´crit :
IKL (p‖q) =
∑
i
pi log
pi
qi
(4.4)
C’est l’information de Kullback [8].
Le gradient par rapport a` ”q” s’e´crit :
∂IKL (p‖q)
∂qj
= −pj
qj
(4.5)
On constate que ce gradient ne sera jamais e´gal a` 0, en conse´quence IKL (p‖q)
n’est pas utilisable sans pre´cautions particulie`res dans notre proble`me ; en
effet, pour utiliser une telle divergence, il faudra introduire explicitement le
fait que
∑
i pi =
∑
i qi.
Cette difficulte´ apparaˆıtra chaque fois qu’on voudra utiliser des divergences
simplifie´es, c’est a` dire construites sur des fonctions convexes ”simples”.
Une simplification supplementaire telle que
∑
i pi =
∑
i qi = 1 n’apportera
pas de simplification supple´mentaire, mais si on ne fait pas cette hypothe`se,
la divergence (4.4) ne sera sans doute pas positive.
La forme (4.4) est principalement utilise´e dans les travaux qui traitent de
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densite´s de probabilite´s ; cette forme est de´duite au sens de Csisza¨r, de la
fonction convexe simple v.figure (4.2) :
f (x) = x log x (4.6)
1 2 3 4 5
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Figure 4.2 – Fonction f (x) = x log x
Invariance par changement d’e´chelle
Le facteur d’invarianceK0 (p, q) correspondant a` la divergence de Kullback-
Leibler (4.2) peut eˆtre calcule´ selon la me´thode indique´e au Chapitre 3 ; il
s’e´crit sous la forme explicite :
K0 =
∑
j pj∑
j qj
(4.7)
C’est un cas particulier de´ja` signale´ au chapitre 3 qui conduit a` la divergence
invariante :
KLI (p‖q) =
∑
j
pj
∑
i
p¯i log
p¯i
q¯i
(4.8)
avec p¯j =
pj∑
l pl
et q¯j =
qj∑
l ql
. On peut observer qu’on obtient une diver-
gence e´quivalente a` (4.4), mais ici, on a explicitement
∑
i p¯i =
∑
i q¯i (= 1).
Par ailleurs, en faisant abstraction du facteur multiplicatif
∑
j pj , on peut
observer que la divergence obtenue est invariante par rapport a` ”p” et a` ”q”.
son gradient par rapport a` ”q” s’e´crit :
∂KLI (p‖q)
∂ql
=
1∑
j qj
(
1− p¯l
q¯l
)
(4.9)
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4.1.2 Forme duale.
Pour obtenir la forme duale, on s’appuie sur la fonction miroir de (4.1)
v.figure (4.3), qui s’e´crit :
f˘c (x) = log
1
x
+ x− 1 (4.10)
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Figure 4.3 – Fonction f˘c (x) = log
1
x + x− 1
On obtient ainsi :
KL (q‖p) =
∑
i
qi log
qi
pi
+ pi − qi (4.11)
Le gradient par rapport a` ”q” s’e´crit :
∂KL (q‖p)
∂qj
= log
qj
pj
(4.12)
Il sera e´gal a` ”0” pour pj = qj ∀j.
Ici encore si on fait l’hypothe`se que
∑
i pi =
∑
i qi, on obtient la forme
simplifie´e :
IKL (q‖p) =
∑
i
qi log
qi
pi
(4.13)
Le gradient par rapport a` ”q” s’e´crit :
∂IKL (q‖p)
∂qj
= log
qj
pj
+ 1 (4.14)
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On constate que ce gradient ne sera pas e´gal a` 0 pour pj = qj , en conse´quence
IKL (q‖p) n’est pas utilisable dans notre proble`me sans pre´cautions parti-
culie`res.
Une simplification supplementaire telle que
∑
i pi =
∑
i qi = 1 n’apportera
pas de simplification supple´mentaire, mais si on ne fait pas cette hypothe`se,
la divergence (4.13) ne sera sans doute pas positive.
La divergence (4.13) est construite au sens de Csisza¨r sur la fonction convexe
simple v.figure (4.4) :
f˘ (x) = log
1
x
(4.15)
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Figure 4.4 – Fonction f˘ (x) = log 1x
Forme invariante de la divergence duale (4.11).
Le calcul du facteur d’invariance nominal pour cette divergence conduit
a` l’expression :
K0 = exp
∑
i
qi∑
j qj
log
pi
qi
(4.16)
C’est une moyenne ge´ne´ralise´e ponde´re´e de termes de la forme (pi/qi) qui
s’e´crit :
K0 = ψ
−1
[∑
i
wiψ
(
pi
qi
)]
(4.17)
Avec ψ (x) = ln (x) et des facteurs de ponde´ration wi =
qi∑
j qj
.
En introduisant ce facteur d’invariance dans la divergence (4.11), on obtient
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apre`s quelques calculs simples, la forme invariante qui peut s’e´crire :
KLI (q‖p) =
∑
i
pi − qi exp∑
j
qj∑
l ql
log
pj
qj
 = ∑
i
[pi −K0qi] (4.18)
On ve´rifie facilement que cette divergence n’est pas modifie´e si ”q” est mul-
tiplie´ par une constante positive.
4.1.3 Forme syme´trique.
Elle s’obtient au sens de Jeffreys [52] en s’appuyant avec le mode construc-
tif de Csisza¨r, sur la fonction convexe standard v.figure (4.5) :
fˆc (x) =
1
2
[
fc (x) + f˘c (x)
]
=
1
2
[
f (x) + f˘ (x)
]
(4.19)
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Figure 4.5 – Fonction fˆc (x) = x log x− log x
On obtient ainsi :
KL (p, q) =
∑
i
(pi − qi) log pi
qi
(4.20)
Dont le gradient par rapport a` ”q” s’e´crit :
∂KL (p, q)
∂qj
=
qj − pj
qj
− log pj
qj
(4.21)
Cette expression est bien sur e´gale a` ”0” pour pj = qj .
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4.2 Divergences lie´es a` l’Entropie de Havrda-Charvat.
On de´veloppe dans ce paragraphe, les divergences de Csisza¨r lie´es a` l’en-
tropie de Havrda-Charvat [42] et plus pre´cise´ment fonde´es sur la fonction
convexe standard :
fc (x) =
1
α (α− 1) [x
α − αx+ (1− α)] (4.22)
A ces divergences on associera celles construites sur les fonctions convexes
simples correspondantes :
f1 (x) =
1
α (α− 1) [x
α − x] (4.23)
et
f2 (x) =
1
α (α− 1) [x
α − 1] (4.24)
On verra dans le chapitre 5 que les divergences de Csisza¨r construites sur
ces fonctions convexes, en particulier sur la fonction (4.22), appartiennent a`
la classe des ”alpha divergences” de Amari [2].
La divergence lie´e a fc (x) s’e´crira :
HCα (p‖q) = 1
α (α− 1)
{∑
i
pαi q
1−α
i −
∑
i
[αpi + (1− α) qi]
}
(4.25)
C’est clairement une divergence entre moyenne ge´ome´trique ge´ne´ralise´e et
moyenne arithme´tique ge´ne´ralise´e.
Le gradient par rapport a` ”q” s’e´crit :
∂HCα (p‖q)
∂qj
=
1
α
(
1− pαj q−αj
)
(4.26)
Il sera nul pour pj = qj ∀j.
Les divergences lie´es a` f1 (x) et f2 (x) s’e´criront respectivement :
A1 (p‖q) = 1
α (α− 1)
[∑
i
pαi q
1−α
i − pi
]
(4.27)
et
A2 (p‖q) = 1
α (α− 1)
[∑
i
pαi q
1−α
i − qi
]
(4.28)
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On peut remarquer que si dans l’expression (4.25), on fait
∑
i pi =
∑
i qi, on
retrouve (4.27) ou (4.28).
Les gradients correspondants par rapport a` ”q” s’e´criront respectivement :
∂A1 (p‖q)
∂qj
=
1
α
(
pαj q
−α
j
)
(4.29)
qui ne sera jamais nul, et
∂A2 (p‖q)
∂qj
=
1
α (α− 1)
[
(1− α) pαj q−αj − 1
]
(4.30)
qui pourra eˆtre nul, mais pour pj 6= qj .
Par ailleurs, si dans ces 3 divergences, on fait l’hypothe`se supple´mentaire
que
∑
i pi =
∑
i qi = 1, on obtient 3 divergences identiques qui s’e´crivent :
HCSα (p‖q) = 1
α (α− 1)
[∑
i
pαi q
1−α
i − 1
]
(4.31)
dont le gradient par rapport a` ”q” est donne´ par (4.29).
Cette dernie`re divergence (4.31) est la divergence de Havrda-Charvat [42]
cite´e par Arndt [6] et Basseville [10].
Les divergences duales se construisent en utilisant en guise de fonctions
convexes, les fonctions miroir des pre´ce´dentes ; elles seront indique´es au cha-
pitre 5.
4.3 Divergences lie´es a` l’Entropie de Sharma-Mittal.
Les diffe´rentes divergences mises en e´vidence dans ce paragraphe ne sont
plus des divergences de Csisza¨r, en effet, elles ne peuvent pas eˆtre obtenues
avec ce mode constructif, en revanche, elles peuvent eˆtre conside´re´es comme
une forme de ge´ne´ralisation des divergences obtenues dans le paragraphe
pre´ce´dent. Elles sont lie´es a` l’entropie de Sharma-Mittal [89]
Cette ge´ne´ralisation peut se re´sumer a` la re`gle simple suivante :
Re`gle : Lorsqu’une divergence s’exprime sous forme de diffe´rence de 2
termes positifs, on peut la ge´ne´raliser en appliquant sur chacun des termes
une fonction croissante (ce qui ne changera pas le signe de la divergence
obtenue) ; la fonction croissante utilise´e est souvent la fonction ”Logarithme
ge´ne´ralise´” (V. Annexe 1) qui permet de passer par action sur un seul pa-
rame`tre, de la fonction line´aire (ce qui laisse la divergence initiale inchange´e)
4.3. DIVERGENCES LIE´ES A` L’ENTROPIE DE SHARMA-MITTAL.63
a` la fonction logarithme proprement dite.
Bien entendu, a` l’issue de cette ope´ration, on obtient une nouvelle di-
vergence dont les proprie´te´s de convexite´ ne sont pas garanties, meˆme si la
divergence initiale e´tait convexe.
Si on applique cette re`gle sur la divergence HCα (p‖q) (4.25), en utilisant
le logarithme ge´ne´ralise´ avec l’exposant 1− d = s−1α−1 , il vient :
SMα,s (p‖q) = 1
α (s− 1)

[∑
i
pαi q
1−α
i
] s−1
α−1
−
[∑
i
αpi + (1− α) qi
] s−1
α−1

(4.32)
De meˆme, si on applique cette re`gle sur la divergence tre`s simplifie´e (4.31),
on obtient :
SMSα,s (p‖q) = 1
α (s− 1)

[∑
i
pαi q
1−α
i
] s−1
α−1
− 1
 (4.33)
C’est cette dernie`re divergence qui est ge´ne´ralement de´signe´e sous le nom
de divergence de Sharma-Mittal [89] [6].
Le calcul du gradient de SMα,s (p‖q) (4.32) par rapport a` ”q” donne :
∂SMα,s (p‖q)
∂qj
=
1
α

[∑
i
αpi + (1− α) qi
] s−α
α−1
−
[∑
i
pαi q
1−α
i
] s−α
α−1
pαj q
−α
j

(4.34)
Il s’annulera pour pi = qi ∀i.
En revanche, le calcul du gradient de SMSα (p‖q) (4.33) donne :
∂SMSα,s (p‖q)
∂qj
= − 1
α
[∑
i
pαi q
1−α
i
] s−α
α−1
pαj q
−α
j (4.35)
Il ne s’annulera jamais.
Invariance par rapport a` ”q”.
La divergence donne´e par la relation (4.32) est rendue invariante en
utilisant le facteur d’invariance K∗(p, q) =
∑
j pj∑
j qj
; elle s’e´crit apre`s simplifi-
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cations :
SMα,sI (p‖q) = 1
α (s− 1)

[∑
i
p¯αi q¯
1−α
i
] s−1
α−1
−
[∑
i
αp¯i + (1− α) q¯i
] s−1
α−1

(4.36)
Son gradient par rapport a` ”q” s’e´crit :
∂SMα,sI (p‖q)
∂ql
=
1
α
∑
j qj
[∑
i
p¯αi q¯
1−α
i
] s−α
α−1
(∑
i
p¯αi q¯
1−α
i − p¯αl q¯αl
)
(4.37)
4.4 Divergences lie´es a` l’Entropie de Renyi.
Ces divergences lie´es a` l’entropie de Renyi [81] [82] [6] [14], correspondent
au passage a` la limite d → 1 dans le ”Logarithme ge´ne´ralise´”, c’est a` dire
s→ 1 dans les divergences du paragraphe pre´ce´dent.
Si on effectue cette ope´ration sur les expressions (4.32) et (4.33), on obtient
respectivement :
Rα (p‖q) = 1
α (α− 1)
{
log
∑
i
pαi q
1−α
i − log
∑
i
αpi + (1− α) qi
}
(4.38)
La forme (4.38) peut eˆtre conside´re´e comme une extension de divergence de
Renyi a` des champs de donne´es dont la somme n’est pas e´gale a` 1.
En se plac¸ant dans le cas de densite´s de probabilite´s, c’est a` dire avec
∑
i pi =∑
i qi = 1, il vient :
RSα (p‖q) = 1
α (α− 1)
{
log
∑
i
pαi q
1−α
i
}
(4.39)
L’expression (4.39) est la divergence de Renyi sous sa forme classique relie´e
a` l’entropie de Renyi et aux densite´s de probabilite´s [6].
Les gradients par rapport a` ”q” peuvent se de´duire des expressions des
gradients (4.34) et (4.35) en faisant s = 1 ; ils s’e´crivent respectivement :
∂Rα (p‖q)
∂qj
=
1
α

[∑
i
αpi + (1− α) qi
]−1
−
[∑
i
pαi q
1−α
i
]−1
pαj q
−α
j

(4.40)
4.5. DIVERGENCES LIE´ES A` L’ENTROPIE DE ARIMOTO. 65
et
∂RSα (p‖q)
∂qj
= − 1
α
[∑
i
pαi q
1−α
i
]−1
pαj q
−α
j (4.41)
On peut constater que ∂Rα(p‖q)∂qj sera e´gal a` ze´ro si pi = qi ∀i, alors que
∂RSα(p‖q)
∂qj
ne pourra jamais eˆtre nul.
Invariance par rapport a` ”q”.
Pour cette divergence donne´e par la relation (4.38), le facteur d’inva-
riance ne se calcule pas explicitement, on utilise donc en guise de facteur
d’invariance l’expression K∗(p, q) =
∑
j pj∑
j qj
.
Dans ces conditions, la divergence invariante s’e´crit apre`s simplifications :
RIα (p‖q) =
log
∑
j pj
α (α− 1)
[
log
∑
i
p¯αi q¯
1−α
i
]
(4.42)
Dans cette expression, le facteur multiplicatif log
∑
j pj peut eˆtre omis, et le
gradient par rapport a` ”q” s’e´crit :
∂RIα (p‖q)
∂ql
=
1
α
∑
j qj
[
1− p¯
α
l q¯
−α
l∑
j p¯
α
j q¯
1−α
j
]
(4.43)
4.5 Divergences lie´es a` l’Entropie de Arimoto.
4.5.1 Forme directe
Ces divergences de´veloppe´es par Osterreicher [74] [76] s’appuient sur
l’utilisation des moyennes ge´ne´ralise´es comme dans l’Entropie de Arimoto
[4]. Sous leur forme initiale, elles sont construites au sens de Csisza¨r en
s’appuyant sur la fonction convexe standard repre´sente´e figure (4.6) pour
δ = 2 :
fcδ (x) =
1
δ − 1
[(
1 + xδ
2
) 1
δ
−
(
1 + x
2
)]
δ 6= 1 (4.44)
On obtient ainsi la divergence :
AR (p‖q) = 1
δ − 1
[∑
i
(
pδi + q
δ
i
2
) 1
δ
−
∑
i
(
pi + qi
2
)]
(4.45)
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Figure 4.6 – Fonction fcδ (x) =
1
δ−1
[(
1+xδ
2
) 1
δ − (1+x2 )] , δ = 2
Cette divergence est syme´trique, on peut donc la noter AR (p, q).
Le second terme est clairement la moyenne arithme´tique non ponde´re´e des
deux champs de donne´es, alors que le premier terme correspond, suivant
la valeur de ”δ”, aux diffe´rentes moyennes non ponde´re´es entre les deux
champs ; en effet :
* si δ = 2, le premier terme est la moyenne racine carre´e.
* si δ = −1, le premier terme est la moyenne harmonique.
* si δ → 0, le premier terme tend vers la moyenne ge´ome´trique.
Cette approche permet donc de retrouver les divergences entre moyennes
qui seront de´veloppe´es dans le chapitre 7.
Le gradient par rapport a` ”q” s’e´crira :
∂AR (p‖q)
∂qj
=
1
2 (δ − 1)
(pδj + qδj
2
) 1−δ
δ
qδ−1j − 1
 (4.46)
Ce gradient est e´gal a` 0 si pi = qi ∀i.
Dans la mesure ou la fonction convexe de base est une fonction convexe
standard, on peut chercher a` exhiber les fonctions convexes simples as-
socie´es ; apre`s quelques reflexions, on peut en exhiber 2 (comme toujours),
repre´sente´es respectivement figures (4.7) et (4.8) pour δ = 2 : :
f1,δ (x) =
1
δ − 1
[(
1 + xδ
2
) 1
δ
− x
]
(4.47)
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Figure 4.7 – Fonction f1,δ (x) =
1
δ−1
[(
1+xδ
2
) 1
δ − x
]
, δ = 2
et
f2,δ (x) =
1
δ − 1
[(
1 + xδ
2
) 1
δ
− 1
]
(4.48)
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Figure 4.8 – Fonction f2,δ (x) =
1
δ−1
[(
1+xδ
2
) 1
δ − 1
]
, δ = 2
Elles conduiront respectivement aux divergences :
ARS1 (p‖q) = 1
δ − 1
[∑
i
(
pδi + q
δ
i
2
) 1
δ
−
∑
i
pi
]
(4.49)
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et
ARS2 (p‖q) = 1
δ − 1
[∑
i
(
pδi + q
δ
i
2
) 1
δ
−
∑
i
qi
]
(4.50)
Si dans ces divergences ainsi que dans AR (p‖q) on introduit la simplification∑
i pi =
∑
i qi = 1, on obtient la divergence de Arimoto [6] :
ARS (p‖q) = 1
δ − 1
[∑
i
(
pδi + q
δ
i
2
) 1
δ
− 1
]
(4.51)
Bien entendu, cette divergence ne sera utilisable que pour comparer des
chanps de donne´es dont la somme est explicitement e´gale a` 1.
Les gradients par rapport a` ”q” des divergences ARS1 (p‖q) et ARS (p‖q)
ne s’annuleront jamais, alors que le gradient de ARS2 (p‖q) pourra devenir
nul, mais par pour pi = qi ∀i.
4.5.2 Divergences duales correspondantes.
Elles sont construites sur les fonctions convexes duales de celles utilise´es
au paragraphe pre´ce´dent.
On peut noter que f˘1,δ (x) = f2,δ (x) et que f˘2,δ (x) = f1,δ (x).
4.5.3 Divergence syme´trique.
Compte tenu de la remarque du paragraphe pre´ce´dent, elle est construite
au sens de Jeffreys, sur fˆδ (x) =
f˘1,δ(x)+f1,δ(x)
2 =
f˘2,δ(x)+f2,δ(x)
2 = fc,δ (x), et
conduit bien entendu a` la divergence AR (p, q).
4.5.4 Versions ponde´re´es de ces divergences.
Dans une premie`re variante simple de ces divergences, on peut introduire
les versions ponde´re´es de ces divergences en remplac¸ant le premier terme
de la divergence AR (p, q) (4.45) par une moyenne ge´ne´ralise´e ponde´re´e et
second terme par une moyenne arithme´tique ponde´re´e.
Ceci est e´quivalent a` construire une divergence de Csiszaˆr en s’appuyant sur
la fonction de base convexe standard :
fc,δ,α (x) =
1
(1− α) (δ − 1)
{[
αxδ + (1− α)
] 1
δ − [αx+ (1− α)]
}
(4.52)
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Ce qui, avec 0 ≤ α ≤ 1, conduit a` la divergence :
ARδ,α (p‖q) = 1
(1− α) (δ − 1)
{∑
i
[
αpδi + (1− α) qδi
] 1
δ −
∑
i
[αpi + (1− α) qi]
}
(4.53)
Bien entendu, en faisant varier les valeurs de ”δ” comme indique´ pre´ce´demment,
on peut passer en revue dans le premier terme les diffe´rentes moyennes
ponde´re´es.
Il est a` noter que la proprie´te´ de syme´trie de la version non ponde´re´e a` dis-
paru ; elle n’existe que pour α = 1/2.
Le gradient par rapport a` ”q” s’e´crira :
∂ARδ,α (p‖q)
∂qj
=
1
δ − 1
{[
αpδj + (1− α) qδj
] 1−δ
δ
qδ−1j − 1
}
(4.54)
Il sera nul si pj = qj ∀j.
On peut remarquer qu’une version simplifie´e de cette divergence correspon-
dant a`
∑
i pi =
∑
i qi = 1 existe, mais le gradient de cette forme simplifie´e
ne sera pas e´gal a` 0 si pj = qj ∀j.
4.5.5 Premier type d’extension.
Afin de retrouver toutes les divergences fonde´es sur des diffe´rences entre
les moyennes ponde´re´es de´veloppe´es au chapitre 7 (le cas non ponde´re´ sera
obtenu imme´diatement avec α = 12), on peut conside´rer, comme il a e´te´
propose´ en [66], la fonction convexe standard :
fc,δ,γ,α (x) =
1
(1− α) (δ − 1)
{[
αxδ + (1− α)
] 1
δ − [αxγ + (1− α)] 1γ
}
(4.55)
Avec cette fonction, la divergence de Csisza¨r obtenue s’e´crit :
ARδ,γ,α (p‖q) = 1
(1− α) (δ − 1)
{∑
i
[
αpδi + (1− α) qδi
] 1
δ
−
∑
i
[αpγi + (1− α) qγi ]
1
γ
}
(4.56)
Les divergences obtenues pour diffe´rentes valeurs des parame`tres ”γ” et ”δ”
sont re´sume´es dans le tableau suivant.
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HHHHHHδ
γ −1 0 1 2
−1 0 GM-HM AM-HM SM-HM
0 HM-GM 0 AM-GM SM-GM
1 Jensen-Shannon
2 SM-HM SM-GM SM-AM 0
Table 4.1 – Divergences obtenues pour diffe´rentes valeurs de γ et δ.
Les divergences qui ne sont pas mentionne´es dans ce tableau sont soit
ne´gatives, soit non-convexes ; par ailleurs, la divergences de Jensen-Shannon
implique un passage a` la limite δ → 1, γ → 1.
Il n’y a pas de version simplifie´e de la divergence (4.56) ; son gradient
par rapport a` ”q” s’e´crit :
∂ARδ,γ,α (p‖q)
∂qj
=
1
δ − 1
{[
αpδj + (1− α) qδj
] 1−δ
δ
qδ−1j
−
[
αpγj + (1− α) qγj
] 1−γ
γ
qγ−1j
}
(4.57)
Ce gradient sera e´gal a` 0 pour pi = qi ∀i
4.5.6 Extension au sens du Logarithme ge´ne´ralise´.
La divergence (4.56) faisant apparaˆıtre une diffe´rence de 2 termes po-
sitifs, on peut appliquer sur chacun des deux termes une fonction crois-
sante, par exemple, le logarithme ge´ne´ralise´, avec l’exposant ”1 − d” note´
1− d = s−1δ−1 ; on obtient ainsi la divergence :
ARSMδ,γ,α,s (p‖q) = 1
(1− α) (s− 1)

[∑
i
[
αpδi + (1− α) qδi
] 1
δ
] s−1
δ−1
−
[∑
i
[αpγi + (1− α) qγi ]
1
γ
] s−1
δ−1
 (4.58)
A partir de cette expression, le passage a` la limite s→ δ (d→ 0) permet de
retrouver la divergence du paragraphe pre´ce´dent, alors que le passage s→ 1
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(d→ 1) conduit a` la forme logarithmique suivante :
LARSMδ,γ,α (p‖q) = 1
(1− α) (δ − 1)
{
log
∑
i
[
αpδi + (1− α) qδi
] 1
δ
− log
∑
i
[αpγi + (1− α) qγi ]
1
γ
}
(4.59)
Les cas particuliers correspondant aux diffe´rentes valeurs de δ et γ se re-
trouveront dans le chapitre 7.
Les gradients par rapport a` ”q” de ces deux divergences s’e´crivent respecti-
vement :
∂ARSMδ,γ,α,s (p‖q)
∂qj
=
1
δ − 1

[∑
i
[
αpδi + (1− α) qδi
] 1
δ
] s−δ
δ−1 [
αpδj + (1− α) qδj
] 1−δ
δ
qδ−1j
−
[∑
i
[αpγi + (1− α) qγi ]
1
γ
] s−δ
δ−1 [
αpγj + (1− α) qγj
] 1−γ
γ
qγ−1j

(4.60)
et
∂LARSMδ,γ,α,s (p‖q)
∂qj
=
1
δ − 1

[∑
i
[
αpδi + (1− α) qδi
] 1
δ
]−1 [
αpδj + (1− α) qδj
] 1−δ
δ
qδ−1j
−
[∑
i
[αpγi + (1− α) qγi ]
1
γ
]−1 [
αpγj + (1− α) qγj
] 1−γ
γ
qγ−1j

(4.61)
Cette dernie`re expression peut eˆtre obtenue a` partir de (4.60) en faisant
simplement s = 1.
Les composantes de ces gradients seront nulles pour pj = qj ∀j.
4.6 Divergences de Jensen fonde´es sur les Entro-
pies.
On utilise comme fonctions de base convexes, l’oppose´ des Entropies de
Shannon, de Havrda-Charvat puis de Renyi.
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4.6.1 Entropie de Shannon.
A partir d’une fonction de base convexe simple qui est l’oppose´ de l’en-
tropie de Shannon, c’est a` dire :
f (x) = x log x (4.62)
on traite le cas de la divergence de Jensen ponde´re´e par 0 < β < 1, le cas
classique β = 1/2 se de´duit imme´diatement.
On a :
JS (p‖q) =β
∑
i
pi log pi + (1− β)
∑
i
qi log qi
−
∑
i
[βpi + (1− β) qi] log [βpi + (1− β) qi] (4.63)
Le gradient par rapport a` ”q” s’e´crit :
∂JS (p‖q)
∂qj
= (1− β) {log qj − log [βpj + (1− β) qj ]} (4.64)
Bien entendu ces composantes seront nulles pour pj = qj ∀j.
Invariance par rapport a` ”q”
Pour cette divergence donne´e par la relation (4.63), le facteur d’inva-
riance ne se calcule pas explicitement, on utilise donc en guise de facteur
d’invariance l’expression K∗(p, q) =
∑
j pj∑
j qj
.
Dans ces conditions, la divergence invariante s’e´crit apre`s simplifications :
JSI (p‖q) =β
∑
i
p¯i log p¯i + (1− β)
∑
i
q¯i log q¯i
−
∑
i
[βp¯i + (1− β) q¯i] log [βp¯i + (1− β) q¯i] (4.65)
Son gradient par rapport a` ”q” s’e´crit :
∂JSI (p‖q)
∂ql
=
1− β∑
j qj
[
log
q¯l
βp¯l + (1− β) q¯l −
∑
i
q¯i log
q¯i
βp¯i + (1− β) q¯i
]
(4.66)
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4.6.2 Entropie de Havrda-Charvat.
Ici, la fonction de base convexe est l’oppose´ de l’entropie de Havrda-
Charvat ; on traite le cas de la divergence de Jensen ponde´re´e par 0 < β < 1,
le cas classique β = 1/2 se de´duit imme´diatement.
On a :
JHC (p‖q) = 1
α (α− 1)
{
β
∑
i
pαi + (1− β)
∑
i
qαi −
∑
i
[βpi + (1− β) qi]α
}
(4.67)
Le gradient par rapport a` ”q” s’e´crit :
∂JHC (p‖q)
∂qj
=
1− β
α− 1
{
qα−1j − [βpj + (1− β) qj ]α−1
}
(4.68)
Invariance par rapport a` ”q”.
Pour cette divergence donne´e par la relation (4.67), le facteur d’inva-
riance ne se calcule pas explicitement, on utilise donc en guise de facteur
d’invariance l’expression K∗(p, q) =
∑
j pj∑
j qj
.
Dans ces conditions, la divergence invariante s’e´crit apre`s simplifications :
JHCI (p‖q) = 1
α (α− 1)
{
β
∑
i
p¯αi + (1− β)
∑
i
q¯αi −
∑
i
[βp¯i + (1− β) q¯i]α
}
(4.69)
Son gradient par rapport a` ”q” s’e´crit :
∂JHCI (p‖q)
∂ql
=
1− β
(α− 1)∑j qj
{
q¯α−1l −
∑
i
q¯αi − [βp¯l + (1− β) q¯l]α−1
+
∑
i
q¯i [βp¯i + (1− β) q¯i]α−1
}
(4.70)
Si, dans l’expression de la divergence (4.67), on remplace la moyenne
arithme´tique par une moyenne ge´ome´trique ge´ne´ralise´e, ce qui ne changera
pas le signe de l’expression, on fait ce que O. Michel [70] a propose´ pour la
divergence de Renyi et sur quoi on reviendra plus loin ; la divergence ainsi
construite s’e´crira :
J2HC (p‖q) = 1
α (α− 1)
{
β
∑
i
pαi + (1− β)
∑
i
qαi −
∑
i
[
pβi q
1−β
i
]α}
(4.71)
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Le gradient s’e´crira :
∂J2HC (p‖q)
∂qj
=
1− β
α− 1
{
qα−1j −
[
pβj q
1−β
j
]α−1(pj
qj
)β}
(4.72)
Invariance par rapport a` ”q”.
Pour cette extension propose´e par O.Michel [70] donne´e par (4.71), on
obtient apre`s simplifications la divergence invariante suivante :
J2HCI (p‖q) = 1
α (α− 1)
{
β
∑
i
p¯αi + (1− β)
∑
i
q¯αi −
∑
i
[
p¯βi q¯
1−β
i
]α}
(4.73)
Dont le gradient par rapport a` ”q” s’e´crit :
∂J2HCI (p‖q)
∂ql
=
1− β
(α− 1)∑j qj
{
q¯α−1l −
∑
i
q¯αi −
[
p¯βl q¯
1−β
l
]α
p¯βl q¯
−β
l +
∑
i
[
p¯βi q¯
1−β
i
]α+1}
(4.74)
Ceci e´tant, on peut aussi continuer a` suivre le raisonnement de O. Michel
[70] dans son travail sur la divergence de Renyi, et introduire une divergence
de Jensen-Havrda Charvat entre une moyenne arithme´tique ge´ne´ralise´e des
2 champs et l’un ou l’autre des champs, puis, on peut toujours intervertir
l’ordre des arguments dans la mesure ou les divergences ainsi forme´es ne
sont pas ne´cessairement syme´triques.
4.6.3 Entropie de Renyi.
Ici, la fonction de base convexe est l’oppose´ de l’entropie de Renyi, ce sont
les 1R1α de Arndt [6] ; on traite le cas de la divergence de Jensen ponde´re´e
par 0 < β < 1, le cas classique β = 1/2 est de´duit imme´diatement.
La divergence correspondante s’e´crit :
JβR (p‖q) =
1
α (α− 1)
{
β log
∑
i
pαi + (1− β) log
∑
i
qαi
− log
∑
i
[βpi + (1− β) qi]α
}
(4.75)
Le gradient par rapport a` ”q” s’e´crira :
∂JβR (p‖q)
∂qj
=
1− β
α− 1
{
qα−1j∑
i q
α
i
− [βpj + (1− β) qj ]
α−1∑
i [βpi + (1− β) qi]α
}
(4.76)
4.6. DIVERGENCES DE JENSEN FONDE´ES SUR LES ENTROPIES.75
Invariance par rapport a` ”q”.
Pour cette divergence donne´e par la relation (4.75), on utilise le fac-
teur d’invariance K∗(p, q) de´ja` mentionne´, ce qui conduit a` la divergence
invariante :
JβRI (p‖q) =
1
α (α− 1)
{
β log
∑
i
p¯αi + (1− β) log
∑
i
q¯αi
− log
∑
i
[βp¯i + (1− β) q¯i]α
}
(4.77)
Le gradient par rapport a` ”q” s’e´crira :
∂JβRI (p‖q)
∂ql
=
1− β
(α− 1)∑j qj
{
q¯α−1l∑
j q
α
j
− 1− [βp¯l + (1− β) q¯l]
α−1∑
i [βp¯i + (1− β) q¯i]α
+
∑
i q¯i [βp¯i + (1− β) q¯i]α−1∑
i [βp¯i + (1− β) q¯i]α
}
(4.78)
Si dans l’expression (4.75), on remplac¸e la moyenne arithme´tique ge´ne´ralise´e
par une moyenne ge´ome´trique ge´ne´ralise´e, comme propose´ par O. Michel
dans [70], la divergence s’e´crit :
J2βR (p‖q) =
1
α (α− 1)
{
β log
∑
i
pαi + (1− β) log
∑
i
qαi
− log
∑
i
(
pβi q
1−β
i
)α}
(4.79)
D’ou le gradient :
∂J2βR (p‖q)
∂qj
=
1− β
α− 1
 q
α−1
j∑
i q
α
i
−
[
pβj q
1−β
j
]α−1
∑
i
[
pβi q
1−β
i
]α pβj
qβj
 (4.80)
Invariance par rapport a` ”q”.
A partir de cette modification propose´e par O.Michel [70] donne´e par
(4.79) ; on en de´duit la divergence invariante correspondante en introduisant
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le facteur d’invariance K∗(p, q) :
J2βRI (p‖q) =
1
α (α− 1)
{
β log
∑
i
p¯αi + (1− β) log
∑
i
q¯αi
− log
∑
i
(
p¯βi q¯
1−β
i
)α}
(4.81)
Son gradient par rapport a` ”q” s’e´crira :
∂J2βRI (p‖q)
∂ql
=
1− β
(α− 1)∑j qj
 q¯α−1l∑
j q¯
α
j
−
(
p¯βl q¯
1−β
l
)α−1
p¯βl q¯
−β
l∑
j
(
p¯βj q¯
1−β
j
)α
 (4.82)
Dans le meˆme article [70], une autre variante de ce type de divergence a
e´te´ propose´e ; pour bien comprendre comment l’obtenir, on va proce´der par
e´tapes successives.
On e´crit d’abord la divergence duale de J2βR (p‖q) ce qui donne :
J2βR (q‖p) =
1
α (α− 1)
{
β log
∑
i
qαi + (1− β) log
∑
i
pαi
− log
∑
i
(
qβi p
1−β
i
)α}
(4.83)
Puis on construit une divergence de la forme ge´ne´rale pre´ce´dente, mais en
remplac¸ant q par une combinaison line´aire de p et q avec un facteur de
ponde´ration γ, c’est a` dire γp+ (1− γ) q, ce qui donne :
J3β,γR (p‖q) =
1
α (α− 1)
{
β log
∑
i
[γpi + (1− γ) qi]α + (1− β) log
∑
i
pαi
− log
∑
i
(
[γpi + (1− γ) qi]β p1−βi
)α}
(4.84)
Bien sur, ce petit exercice peut continuer tre`s longtemps et ne pre´sente peut
eˆtre pas beaucoup d’inteˆret.
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On peut quand meˆme calculer le gradient par rapport a` ”q” :
∂J3β,γR (p‖q)
∂qj
= β
1− γ
α− 1
{
[γpj + (1− γ) qj ]α−1
[
∑
i γpi + (1− γ) qi]α
−
(
[γpj + (1− γ) qj ]β p1−βj
)α(∑
i [γpi + (1− γ) qi]β p1−βi
)α 1γpj + (1− γ) qj
 (4.85)
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chapitre 5 - Alpha, Beta et
Gamma divergences
5.1 Introduction
On regroupe dans ce chapitre les informations correspondant aux diver-
gences construites sur la base de fonctions du type :
f (x) =
xλ
λ− 1 (5.1)
La variable ”x” est suppose´e positive et on utilise le parame`tre ”λ” qui n’a
pas encore e´te´ utilise´ et qui pourra devenir suivant les besoins α, β ou γ.
Cette fonction est convexe, pour λ > 0 ; pour qu’elle soit convexe quel que
soit ”λ”, il faut e´crire :
f (x) =
xλ
λ (λ− 1) (5.2)
pour avoir en plus f (1) = 0, il faut la transformer en :
f1 (x) =
1
λ (λ− 1)
(
xλ − 1
)
(5.3)
qui est repre´sente´e sur la figure : (5.1).
ou bien
f2 (x) =
1
λ (λ− 1)
(
xλ − x
)
(5.4)
qui est repre´sente´e sur la figure (5.2).
Les fonctions f1 (x) et f2 (x) sont des ”fonctions convexe simples”.
Si on veut avoir, en plus, une de´rive´e nulle en x = 1, c’est a` dire si on veut
obtenir une ”fonction convexe standard”, on obtient dans les 2 cas la meˆme
fonction fc (x) qui est repre´sente´e sur la figure (5.3) et qui s’e´crit :
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Figure 5.1 – Fonction f1 (x) =
1
λ(λ−1)
(
xλ − 1) , λ = 0.5
1 2 3 4 5
2
4
6
8
10
Figure 5.2 – Fonction f2 (x) =
1
λ(λ−1)
(
xλ − x) , λ = 0.5
fc (x) =
1
λ (λ− 1)
[
xλ − λx− (1− λ)
]
(5.5)
Dans ces repre´sentations, λ = 0.5.
Un point important a` ne pas perdre de vue est que ces fonctions sont
convexes quelque soit ”λ” grace au facteur ”1/λ” qui a e´te´ introduit ; on ne
le retrouvera pas toujours dans les divergences propose´es dans la litterature,
par ailleurs, cela permettra le passage a` la limite λ → 0 lorsque c¸a sera
ne´sessaire.
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Figure 5.3 – Fonction fc (x) =
1
λ(λ−1)
[
xλ − λx− (1− λ)] , λ = 0.5
La question qui se pose maintenant est la suivante : quelle(s) divergences
peut-on construire sur la base de ces fonctions ?
On va envisager 2 modes constructifs qui ont de´ja` e´te´ traite´s dans la lit-
terature : les divergences de Csisza¨r et les divergences de Bregman ; on
conside`rera par ailleurs les divergences de Jensen.
5.2 Divergences de Csisza¨r - Alpha divergences.
Elles ont e´te´ largement de´veloppe´es dans les travaux de Amari [2] et
Cichocki [23] ; elles sont construites sur les fonctions f1 (x), f2 (x) et fc (x)
5.2.1 Sur f1 (x)
On obtient dans ce cas la divergence :
A1 (p‖q) = 1
λ (λ− 1)
∑
i
(
pλi q
1−λ
i − qi
)
(5.6)
Si on calcule le gradient dans l’intention de minimiser par rapport a` ”q”, on
obtient :
∂A1 (p‖q)
∂qj
=
1
λ (λ− 1)
[
(1− λ)
(
pj
qj
)λ
− 1
]
(5.7)
Ce qui semble convenir pour construire un algorithme de descente, mais le
proble`me sera comme toujours, le gradient ne s’annule pas pour pi = qi ∀i.
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Par ailleurs, on peut remarquer que si on ope`re sur des densite´s de pro-
babilite´s (
∑
i pi =
∑
i qi = 1), la divergence se simplifie, alors le gradient
correspondant ne sera jamais nul.
La divergence duale est construite sur la fonction miroir repre´sente´e figure
(5.4)
f˘1 (x) =
1
λ (λ− 1)
(
x1−λ − x
)
(5.8)
Elle s’e´crit :
1 2 3 4 5
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Figure 5.4 – Fonction f˘1 (x) =
1
λ(λ−1)
(
x1−λ − x) , λ = 0.5
A1 (q‖p) = 1
λ (λ− 1)
∑
i
(
qλi p
1−λ
i − pi
)
(5.9)
Sur cette divergence, on constate que le gradient par rapport a` ”q” ne s’an-
nule jamais, d’ou un proble`me si on tente de minimiser.
5.2.2 Sur f2 (x)
On obtient dans ce cas la divergence :
A2 (p‖q) = 1
λ (λ− 1)
∑
i
(
pλi q
1−λ
i − pi
)
(5.10)
Le gradient sera :
∂A2 (p‖q)
∂qj
= − 1
λ
(
pj
qj
)λ
(5.11)
On constate que le gradient par rapport a` ”q” ne s’annule jamais ; par
ailleurs, si on ope`re sur des densite´s de probabilite´s, la divergence se simpli-
fie, mais le proble`me sera encore : le gradient ne s’annulera jamais.
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La divergence duale sera construite sur la fonction miroir repre´sente´e figure
(5.5) :
f˘2 (x) =
1
λ (λ− 1)
(
x1−λ − 1
)
(5.12)
Elle s’e´crit :
1 2 3 4 5
-4
-2
2
4
Figure 5.5 – Fonction f˘2 (x) =
1
λ(λ−1)
(
x1−λ − 1) , λ = 0.5
A2 (q‖p) = 1
λ (λ− 1)
∑
i
(
qλi p
1−λ
i − qi
)
(5.13)
Cette divergence se simplifie si on ope`re sur des densite´s de probabilite´s ; le
gradient par rapport a` ”q” est :
∂A2 (q‖p)
∂qj
=
1
λ (λ− 1)
[
λ
(
pj
qj
)1−λ
− 1
]
(5.14)
Bien entendu, le proble`me reste toujours que le gradient par rapport a` ”q”
ne sera pas nul pour pi = qi.
5.2.3 Sur fc (x)
On obtient dans ce cas la divergence :
A (p‖q) = 1
λ (λ− 1)
∑
i
(
pλi q
1−λ
i − λpi − (1− λ) qi
)
(5.15)
Cette divergence [42] peut aussi eˆtre vue comme une divergence arithme´tique
ge´ome´trique [91], c’est aussi la ”Alpha divergence” de Amari [25](λ↔ α).
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Son gradient par rapport a` ”q” s’e´crit :
∂A (p‖q)
∂qj
=
1
λ
[
1−
(
pj
qj
)λ]
(5.16)
Il sera nul si pi = qi ∀i.
La divergence duale sera construite sur la fonction miroir repre´sente´e figure
(5.6) :
f˘c (x) =
1
λ (λ− 1)
[
x1−λ − λ− (1− λ)x
]
(5.17)
Elle s’e´crira :
1 2 3 4 5
0.5
1.0
1.5
2.0
2.5
3.0
Figure 5.6 – Fonction f˘c (x) =
1
λ(λ−1)
[
x1−λ − λ− (1− λ)x] , λ = 0.5
A (q‖p) = 1
λ (λ− 1)
∑
i
(
qλi p
1−λ
i − λqi − (1− λ) pi
)
(5.18)
Son gradient par rapport a` ”q” sera :
∂A (q‖p)
∂qj
=
1
λ− 1
[(
pj
qj
)1−λ
− 1
]
(5.19)
Il sera nul si pi = qi ∀i.
5.2.4 Quelques cas particuliers classiques.
Si λ→ 1 alors A (p‖q) = KL (p‖q).
Si λ→ 0 alors A (p‖q) = KL (q‖p).
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Si λ = 1/2 alors A (p‖q) = H (p‖q), c’est a` dire∑i (√pi −√qi)2 (divergence
de Hellinger [43]).
Si λ = 2 alors A (p‖q) = χ2N (p‖q), c’est a` dire 12
∑
i
(pi−qi)2
qi
(le chi2 de Ney-
man).
Si λ = −1 alors A (p‖q) = χ2P (p‖q), c’est a` dire 12
∑
i
(pi−qi)2
pi
(le chi2 de
Pearson).
5.3 Divergences de Bregman - Beta divergences.
Les divergences de Bregman e´tant des mesures de convexite´ , il est
e´vident que les fonctions f1 (x), f2 (x) ou fc (x) qui ne diffe`rent entre elles
que d’une fonction line´aire (i.e. qui auront meˆme de´rive´e seconde) conduisent
a` la meˆme divergence qui s’e´crit :
B (p‖q) = 1
λ (λ− 1)
∑
i
[
pλi − λpiqλ−1i − (1− λ) qλi
]
(5.20)
Avec (λ↔ β) c’est la ”Beta” divergence de Mihoko et Eguchi [71] ou Uchida
et Shioya [96] ; on retrouve aussi la divergence de BHHJ [11] en supprimant
dans (5.20) le facteur multiplicatif ”1/λ”.
Le gradient par rapport a` ”q” sera :
∂B (p‖q)
∂qj
= qλ−2j (qj − pj) (5.21)
Ce gradient sera nul si pi = qi ∀i.
En s’appuyant sur la relation (2.10), la divergence duale s’e´crit :
B (q‖p) = 1
λ (λ− 1)
∑
i
[
qλi − λqipλ−1i − (1− λ) pλi
]
(5.22)
Son gradient par rapport a` ”q” sera :
∂B (q‖p)
∂qj
=
1
λ− 1
(
qλ−1j − pλ−1j
)
(5.23)
Bien sur, il sera nul si pi = qi ∀i.
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5.3.1 Quelques cas particuliers classiques.
Si λ→ 1 alors B (p‖q) = KL (p‖q).
C’est le point commun avec les ”alpha divergences”.
Si λ→ 0 alors B (p‖q) = IS (p‖q), c’est la divergence d’Itakura-Saito [49].
Si λ = 2 alors B (p‖q) = ∑i (pi − qi)2, c’est l’e´cart quadratique moyen.
5.4 Divergences de Jensen.
Les divergences de Jensen e´tant des mesures de convexite´ , il est e´vident
que les fonctions f1 (x), f2 (x) ou fc (x) qui ne diffe`rent entre elles que d’une
fonction line´aire (i.e. qui auront meˆme de´rive´e seconde) conduisent a` la
meˆme divergence qui s’e´crit :
J (p‖q) = 1
λ (λ− 1)
{∑
i
[
αpλi + (1− α) qλi
]
−
∑
i
[αpi + (1− α) qi]λ
}
(5.24)
Le gradient correspondant par rapport a` ”q” s’e´crit :
∂J (p‖q)
∂qj
=
1− α
λ− 1
{
qλ−1j − [αpj + (1− α) qj ]λ−1
}
(5.25)
Ce gradient sera nul pour pi = qi ∀i.
5.5 Invariance par changement d’e´chelle.
On va appliquer la me´thode de´finie dans [34], afin de rendre invariantes
par changement d’e´chelle sur ”q” les divergences de type ”A”, ”B” et ”J”
des sections pre´ce´dentes.
5.5.1 Divergences de type ”A”
La divergence initiale e´tait donne´e par (5.15) :
A (p‖q) = 1
λ (λ− 1)
∑
i
(
pλi q
1−λ
i − λpi − (1− λ) qi
)
(5.26)
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L’expression du facteur d’invariance ”K” est obtenue explicitement, c’est
donc la valeur nominale qui s’e´crit :
K0 =
(∑
i p
λ
i q
1−λ
i∑
i qi
) 1
λ
(5.27)
Et la divergence invariante par changement d’e´chelle sur ”q” s’e´crit :
AI (p‖q) = 1
λ− 1
(∑i pλi q1−λi∑
i qi
) 1
λ ∑
i
qi −
∑
i
pi
 (5.28)
Ce qui peut aussi s’e´crire :
AI (p‖q) = 1
λ− 1
[∑
i
K0qi −
∑
i
pi
]
(5.29)
Exemple
Si on conside`re le cas λ→ 1, c’est a` dire KL (p‖q), on obtient :
K0 =
∑
i pi∑
i qi
(5.30)
KLI (p‖q) =
∑
j
pj
[∑
i
p¯i log
p¯i
q¯i
+ q¯i − p¯i
]
=
∑
j
pj
[∑
i
p¯i log
p¯i
q¯i
]
(5.31)
Avec : p¯i =
pi∑
j pj
et q¯i =
qi∑
j qj
.
C’est ce qu’on obtiendrait en faisant directement le passage a` la limite
λ → 1 dans l’expression (5.28). On notera que le passage a` la limite λ → 1
implique un calcul spe´cifique mais conduit effectivement a` la divergence de
Kullback-Leibler invariante par rapport a ”q”.
Le gradient de la divergence (5.28) par rapport a` ”q” s’e´crit :
∂AI (p‖q)
∂qj
=
1
λ
(∑
i
pλi q
1−λ
i
) 1
λ
(∑
i
qi
)1− 1
λ
︸ ︷︷ ︸
T
[
1∑
i qi
− p
λ
j q
−λ
j∑
i p
λ
i q
1−λ
i
]
(5.32)
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On notera que ette expression peut aussi s’e´crire :
∂AI (p‖q)
∂qj
=
1
λ
[
K0 −K1−λ0 pλj q−λj
]
(5.33)
Remarque : on peut observer que∑
j
qj
∂AI (p‖q)
∂qj
= 0 (5.34)
Cette relation sera ve´rifie´e pour toutes les divergences invariantes exhibe´es
dans cet ouvrage.
En faisant abstraction du facteur multiplicatif constant 1λ−1 , l’expression
(5.28) est la diffe´rence de 2 termes ; on peut donc appliquer sur chaque terme
de cette diffe´rence la meˆme fonction croissante, le ”Logarithme ge´ne´ralise´”
par exemple (v.annexe 1), puis la forme extreˆme, le ”Logarithme” ce qui va
conduire a` :
LAI (p‖q) = 1
λ
log
∑
i
qi− 1
λ− 1 log
∑
i
pi+
1
λ (λ− 1) log
∑
i
pλi q
1−λ
i (5.35)
On constate, ce qui se ve´rifie dans tous les cas, que cette dernie`re divergence
est non seulement invariante par changement d’e´chelle sur ”q” , mais aussi
par changement d’e´chelle sur ”p”. Ceci est visiblement lie´ a` l’utilisation du
Logarithme, (le Logarithme ge´ne´ralise´ ne suffit pas).
Pour les divergences de type B, l’analogue de (5.35) sera la ”Gamma diver-
gence”.
Le gradient par rapport a` ”q” s’e´crit :
∂LAI (p‖q)
∂qj
=
1
λ
[
1∑
i qi
− p
λ
j q
−λ
j∑
i p
λ
i q
1−λ
i
]
(5.36)
C’est l’expression (5.32) sans le facteur multiplicatif ”T”, et on a comme
indique´ pre´ce´demment : ∑
j
qj
∂LAI (p‖q)
∂qj
= 0 (5.37)
On peut faire le meˆme travail sur la divergence duale (5.18) :
A (q‖p) = 1
λ (λ− 1)
∑
i
(
qλi p
1−λ
i − λqi − (1− λ) pi
)
(5.38)
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En suivant la proce´dure classique de calcul du facteur d’invariance nominal,
on obtient :
K0 =
(∑
i p
1−λ
i q
λ
i∑
i qi
) 1
1−λ
(5.39)
La divergence rendue invariante s’e´crira :
AI (q‖p) = 1
λ
∑
i
pi −
(∑
i p
1−λ
i q
λ
i∑
i qi
) 1
1−λ ∑
i
qi
 (5.40)
Ou encore, plus simplement :
AI (q‖p) = 1
λ
[∑
i
pi −
∑
i
K0qi
]
(5.41)
On peut alors appliquer une fonction croissante sur chacun des termes la
divergence (5.40), par exemple la fonction Logarithme ge´ne´ralise´ et aller
jusqu’au Logarithme pour obtenir :
LAI (q‖p) = 1
λ
[
log
∑
i
pi − 1
1− λ log
∑
i
p1−λi q
λ
i
+
λ
1− λ log
∑
i
qi
]
(5.42)
On notera que cette divergence est bien sur invariante par rapport a` ”q”,
mais aussi invariante par rapport a` ”p”.
Une divergence invariante par rapport a` ”p” et ”q” syme´trique peut eˆtre
obtenue en faisant la (demi) somme des divergences invariantes Logarith-
miques LAI (p‖q) et LAI (q‖p).
Une telle divergence s’e´crit :
LAI (p, q) =
1
λ(1− λ)
[
log
∑
i pi
∑
i qi∑
i p
λ
i q
1−λ
i
∑
i q
λ
i p
1−λ
i
]
(5.43)
Pour les divergences de type B, l’analogue de (5.43) sera la ”Gamma diver-
gence syme´trique”.
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5.5.2 Divergences de type ”B”
La divergence initiale e´tait (5.20) :
B (p‖q) = 1
λ (λ− 1)
∑
i
[
pλi − λpiqλ−1i − (1− λ) qλi
]
(5.44)
L’expression du facteur d’invariance nominal ”K0” se calcule explicitement ;
il s’e´crit :
K0 =
∑
i piq
λ−1
i∑
i q
λ
i
(5.45)
Ce qui conduit a` la divergence :
BI (p‖q) = 1
λ (λ− 1)
∑
i
pλi −
(∑
i piq
λ−1
i∑
i q
λ
i
)λ∑
i
qλi
 (5.46)
Ou encore :
BI (p‖q) = 1
λ (λ− 1)
[∑
i
pλi −
∑
i
Kλ0 q
λ
i
]
(5.47)
Pour retrouver la divergence de Basu et al. [11] il faut, dans (5.46), supprimer
le facteur multiplicatif 1/λ et faire le changement de parame`tre λ = 1 + β.
Le gradient de la divergence (5.46) par rapport a` ”q” s’e´crit :
∂BI (p‖q)
∂qj
=
(∑
i
piq
λ−1
i
)λ(∑
i
qλi
)1−λ
︸ ︷︷ ︸
S
[
qλ−1j∑
i q
λ
i
− pjq
λ−2
j∑
i piq
λ−1
i
]
(5.48)
Ou encore, sous forme simplifie´e :
∂BI (p‖q)
∂qj
= Kλ0
[
qλ−1j −
(
Kλ0
)−1
pjq
λ−2
j
]
(5.49)
On observe que : ∑
j
qj
∂BI (p‖q)
∂qj
= 0 (5.50)
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Gamma divergence.
A ce stade, on peut suivant la proce´dure habituelle appliquer le ”Loga-
rithme ge´ne´ralise´” sur chacun des termes du crochet dans (5.46), puis passer
eventuellement au Logarithme ce qui conduit a` la ”Gamma divergence” de
Fujisawa et Eguchi [36] (λ↔ γ) :
LBI (p‖q) = 1
λ (λ− 1)
[
log
∑
i
pλi − λ log
∑
i
piq
λ−1
i
+ (λ− 1) log
∑
i
qλi
]
(5.51)
Cette divergence est invariante par changement d’e´chelle sur ”q”, mais aussi
sur ”p”.
Le gradient par rapport a` ”q” s’e´crit :
∂LBI (p‖q)
∂qj
=
qλ−1j∑
i q
λ
i
− pjq
λ−2
j∑
i piq
λ−1
i
(5.52)
Cette expression est analogue a` (5.48) au facteur multiplicatif ”S” pre`s.
On observe que : ∑
j
qj
∂LBI (p‖q)
∂qj
= 0 (5.53)
Beta divergence duale.
On peut alors revenir sur la divergence duale (5.22) :
B (q‖p) = 1
λ (λ− 1)
∑
i
[
qλi − λqipλ−1i − (1− λ) pλi
]
(5.54)
L’expression de ”K0” permettant d’avoir l’invariance se calcule explicite-
ment ; on a :
K0 =
(∑
i p
λ−1
i qi∑
i q
λ
i
) 1
λ−1
(5.55)
La divergence invariante correspondante s’e´crira :
BI (q‖p) = 1
λ
∑
i
pλi −
(∑
i qip
λ−1
i∑
i q
λ
i
) λ
λ−1 ∑
i
qλi
 (5.56)
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Ou, plus simplement :
BI (q‖p) = 1
λ
[∑
i
pλi −
∑
i
Kλ0 q
λ
i
]
(5.57)
Gamma divergence duale.
A partir de l’expression pre´ce´dente, on obtient la forme Logarithmique,
c’est a` dire a` la Gamma divergence duale :
LBI (q‖p) = 1
λ
[
log
∑
i
pλi −
1
1− λ log
∑
i
qλi +
λ
1− λ log
∑
i
qip
λ−1
i
]
(5.58)
Son gradient par rapport a` ”q” s’e´crit :
∂LBI (q‖p)
∂qj
=
1
λ− 1
[
qλ−1j∑
i q
λ
i
− p
λ−1
j∑
i qip
λ−1
i
]
(5.59)
Gamma divergence syme´trique.
Elle s’obtient imme´diatement comme (demi) somme de la Gamma di-
vergence et de la Gamma divergence duale ; elle s’e´crit :
LBI (p, q) =
1
λ− 1 log
∑
i p
λ
i
∑
i q
λ
i∑
i piq
λ−1
i
∑
i qip
λ−1
i
(5.60)
Son gradient par rapport a` ”q” s’e´crit :
∂LBI (p, q)
∂qj
=
λ
λ− 1
qλ−1j∑
i q
λ
i
− pjq
λ−2
j∑
i piq
λ−1
i
− 1
λ− 1
pλ−1j∑
i qip
λ−1
i
(5.61)
5.5.3 Divergences de type ”J”.
On e´crit :
J (p‖Kq) = 1
λ (λ− 1)
{∑
i
[
αpλi + (1− α)Kλqλi
]
−
∑
i
[αpi + (1− α)Kqi]λ
}
(5.62)
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On en de´duit :
∂J (p‖Kq)
∂K
=
1− α
λ− 1
∑
i
qi
{
Kλ−1qλ−1i − [αpi + (1− α)Kqi]λ−1
}
(5.63)
La me´thode propose´e au Chapitre 3, qui consiste a` obtenir ”K” par re´solution
de l’e´quation :
∂J (p‖Kq)
∂K
= 0 (5.64)
ainsi qu’il est propose´ en (3.17), ne conduit pas a` une solution explicite.
En revanche si on choisit d’utiliser le facteur d’invariance :
K =
∑
i pi∑
i qi
(5.65)
On obtient une divergence invariante qui s’e´crit :
JI (p‖q) =
(∑
j pj
)λ
λ (λ− 1)
{∑
i
[
αpλi + (1− α) qλi
]
−
∑
i
[αpi + (1− α) qi]λ
}
(5.66)
avec : p¯i =
pi∑
j pj
et q¯i =
qi∑
j qj
.
Son gradient par rapport a` ”q” s’e´crit :
∂JI (p‖q)
∂qj
=
(1− α)
(λ− 1)
(∑
l p
λ
l
)∑
l ql
{[∑
i
q¯i [αp¯i + (1− α) q¯i]λ−1 − q¯λi
]
−
[
[αp¯j + (1− α) q¯j ]λ−1 − q¯λ−1j
]}
(5.67)
Bien entendu, on a toujours la relation fondamentale :∑
j
qj
∂JI (p‖q)
∂qj
= 0 (5.68)
5.5.4 Remarque importante concernant l’invariance.
Dans les divergences AI (p‖q), BI (p‖q) et JI (p‖q), l’invariance a e´te´
e´tablie par rapport a` la variable ”q” ; par ailleurs, on a remarque´ que ces
divergences se pre´sentent sous la forme d’une diffe´rence de 2 termes positifs.
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En s’appuyant sur cette constatation, on peut appliquer sur chacun des
termes de la diffe´rence une fonction croissante sans modifier le signe de la
divergence (positif en l’occurence) ; de plus , dans la mesure ou ces 2 termes
sont positifs, l’utilisation de la fonction Logarithme est possible, l’utilisation
du Logarithme ge´ne´ralise´ n’e´tant qu’une e´tape interme´diaire.
On peut maintenant faire une remarque supple´mentaire si on s’inte´resse a`
l’invariance vis a` vis de ”p” : on peut observer que si ”p” est multiplie´ par
”K” dans AI (p‖q), les 2 termes de la divergence sont multiplie´s par ”K”,
et seule l’application d’une fonction logarithme sur chacun des termes de la
diffe´rence permettra de faire disparaitre le facteur ”K”.
De meˆme, si dans BI (p‖q), on multiplie ”p” par ”K”, chacun des termes
de la diffe´rence sera multiplie´ par Kλ et, la` encore, seule l’application de
la fonction Logarithme sur chacun des 2 termes de la diffe´rence permettra
d’avoir l’invariance par rapport a` ”p”, en faisant disparaitre le facteur ”K”.
5.5.5 Cas particulier du facteur d’invariance.
Ainsi qu’il a e´te´ signale´ au Chapitre 3, pour certaines divergences, la
me´thode permettant de calculer le facteur d’invarianceK (p, q) par re´solution
de (3.35) ne conduit pas a` une solution explicite, cependant, une expression
de la forme :
K (p, q) =
∑
j pj∑
j qj
(5.69)
permet d’obtenir pour toute divergence, une forme invariante par change-
ment d’e´chelle.
Comme il a e´te´ propose´ pre´ce´demment pour les divergences de Jensen, nous
allons introduire ce facteur dans les ”Alpha” et ”Beta” divergences (5.15)
(5.20) et comparer les expressions obtenues avec les formes propose´es en
(5.28) et (5.46).
Si on porte (5.69) dans (5.15), avec les notations p¯i =
pi∑
j pj
et q¯i =
qi∑
j qj
,
on obtient :
AIbis (p‖q) =
∑
j pj
λ (λ− 1)
∑
i
(
p¯λi q¯
1−λ
i − λp¯i − (1− λ) q¯i
)
(5.70)
Ce qui se simplifie sous la forme :
AIbis (p‖q) =
∑
j pj
λ (λ− 1)
[(∑
i
p¯λi q¯
1−λ
i
)
− 1
]
(5.71)
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De meˆme, si on porte (5.69) dans (5.20), on obtient :
BIbis (p‖q) =
(∑
j pj
)λ
λ (λ− 1)
∑
i
[
p¯λi − λp¯iq¯λ−1i − (1− λ) q¯λi
]
(5.72)
Ces 2 divergences sont invariantes par changement d’e´chelle sur ”q”, de plus,
si on fait abstraction du facteur multiplicatif qui ne de´pend que de ”
∑
j pj”,
elles sont aussi invariantes par rapport a` ”p”.
Leurs gradients respectifs par rapport a` ”q” s’e´crivent :
∂AIbis (p‖q)
∂qj
=
∑
l pl
λ
∑
l ql
[(∑
i
p¯λi q¯
1−λ
i
)
− p¯λj q¯λj
]
(5.73)
et :
∂BIbis (p‖q)
∂qj
=
(
∑
l pl)
λ∑
l ql
[(∑
i
p¯iq¯
λ−1
i − q¯λi
)
−
(
p¯j q¯
λ−2
j − q¯λ−1j
)]
(5.74)
On peut observer qu’on a toujours la relation fondamentale caracte´ristique
des divergences invariantes :∑
j
qj
∂AIbis (p‖q)
∂qj
= 0 (5.75)
et ∑
j
qj
∂BIbis (p‖q)
∂qj
= 0 (5.76)
5.6 Generalisation au sens de Cichocki et Ghosh.
5.6.1 Divergence ge´ne´ralise´e.
Dans [24], Cichocki propose une e´criture ge´ne´rale qui permet d’avoir
une expression unique pour les ”alpha divergence” et pour les ”beta diver-
gences” ; bien sur, meˆme si l’e´criture est unique, les deux restent distinctes
comme on le verra. On introduit d’abord les deux parame`tres ”a ≡ λα”
et ”b ≡ λβ” spe´cifiques des deux types de divergence et l’expression de la
divergence ge´ne´ralise´e sera :
AB (p‖q) =− 1
a (b− 1)
[∑
i
pai q
b−1
i −
a
a+ b− 1
∑
i
pa+b−1i
− b− 1
a+ b− 1
∑
i
qa+b−1i
]
(5.77)
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De sorte qu’on peut retrouver les ”Alpha” et ”Beta” divergences de la fac¸on
suivante :
- Si a + b − 1 = 1, c’est a` dire b − 1 = 1 − a, (on fait disparaitre les b), on
obtient la ”Alpha divergence”.
- Si a = 1, il ne reste plus que des b, on obtient la ”Beta divergence”.
Pour retrouver exactement l’e´criture de Cichocki, il faut faire a ≡ α et
b ≡ β + 1.
Ghosh [38] propose quelque chose d’analogue. Pour retrouver notre re´sultat,
il suffit d’introduire dans l’e´criture de Ghosh, un facteur multiplicatif 1A+B ,
puis de faire le remplac¸ement : A ≡ a et B ≡ b− 1 (v. annexe 3).
5.6.2 Invariance par changement d’e´chelle.
Pour rendre cette divergence ge´ne´ralise´e invariante par changement d’e´chelle,
on applique sur l’expression (5.77) la proce´dure permettant de de´terminer
le facteur K0 et on obtient :
K0 =
[∑
i p
a
i q
b−1
i∑
i q
a+b−1
i
] 1
a
(5.78)
Les cas particuliers correspondant aux ”Alpha” et ”Beta” divergences se
retrouvent imme´diatement :
Si a+ b− 1 = 1, c’est a` dire si b− 1 = 1− a, on a :
K0,a =
[∑
i p
a
i q
1−a
i∑
i qi
] 1
a
(5.79)
Si a = 1 on obtient :
K0,b =
∑
i piq
b−1
i∑
i q
b
i
(5.80)
Ceci e´tant, la divergence ge´ne´ralise´e rendue invariante au changement d’e´chelle
s’e´crit, tous calculs faits :
ABI (p‖q) = 1
(b− 1) (a+ b− 1)
{∑
i
pa+b−1i
−
(∑
i
pai q
b−1
i
)a+b−1
a
(∑
i
qa+b−1i
) 1−b
a
 (5.81)
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Le calcul du gradient par rapport a` ”q” conduit a` :
− ∂ABI (p‖q)
∂qj
=
1
a
(∑
i p
a
i q
b−1
i
)a+b−1
a
(∑
i q
a+b−1
i
) b−1
a
[
paj q
b−2
j∑
i p
a
i q
b−1
i
− q
a+b−2
j∑
i q
a+b−1
i
]
(5.82)
On a toujours la relation :∑
j
qj
∂ABI (p‖q)
∂qj
= 0 (5.83)
La` encore, les deux cas particuliers se retrouvent.
5.6.3 Forme logarithmique.
En faisant abstraction du facteur multiplicatif, on a toujours une diffe´rence
de deux termes, donc l’application du logarithme ge´ne´ralise´ ou du logarithme
sur chacun de ces termes conduit a` :
LABI (p‖q) = 1
(b− 1) (a+ b− 1)
{
log
∑
i
pa+b−1i −
a+ b− 1
a
log
∑
i
pai q
b−1
i −
1− b
a
log
∑
i
qa+b−1i
}
(5.84)
Si on calcule le gradient par rapport a` ”q”, on obtient :
− ∂LABI (p‖q)
∂qj
=
1
a
[
paj q
b−2
j∑
i p
a
i q
b−1
i
− q
a+b−2
j∑
i q
a+b−1
i
]
(5.85)
Comme c’est toujours le cas pour les divergences invariantes, on a :∑
j
qj
∂LABI (p‖q)
∂qj
= 0 (5.86)
Les deux cas particuliers se retrouvent :
- Si a+ b− 1 = 1, il vient :
− ∂LABI (p‖q)
∂qj
=
1
a
[
paj q
−a
j∑
i p
a
i q
1−a
i
− 1∑
i qi
]
≡ −∂LAI (p‖q)
∂qj
(5.87)
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- Si a = 1, il vient :
− ∂LABI (p‖q)
∂qj
=
pjq
b−2
j∑
i piq
b−1
i
− q
b−1
j∑
i q
b
i
≡ −∂LBI (p‖q)
∂qj
(5.88)
Autre fac¸on d’introduire l’invariance.
A partir de la divergence ge´ne´ralise´e (5.77), on introduit le facteur d’in-
variance K (p, q) =
∑
j pj∑
j qj
et on atteint une autre forme de la divergence
ge´ne´ralise´e invariante par changement d’e´chelle qui s’e´crit :
ABIbis (p‖q) =− (
∑
l pl)
a+b−1
a (b− 1)
[∑
i
p¯
(a)
i q¯
(b−1)
i −
a
a+ b− 1
∑
i
p¯
(a+b−1)
i
− b− 1
a+ b− 1
∑
i
q¯
(a+b−1)
i
]
(5.89)
Son gradient par rapport a` ”q” s’e´crit :
∂ABIbis (p‖q)
∂qj
=
(
∑
l pl)
a+b−1
a
∑
l ql
(∑
i
(p¯i)
a (q¯i)
b−1 −
∑
i
(q¯i)
a+b−1
+ (q¯j)
a+b−2 − (p¯j)a (q¯j)b−2
)
(5.90)
On peut ve´rifier que : ∑
j
qj
∂ABIbis (p‖q)
∂qj
= 0 (5.91)
5.6.4 Passage a` la divergence de Renyi.
La divergence (5.84) peut s’e´crire de fac¸on e´quivalente :
LABI (p‖q) = 1
a+ b− 1
{
1
b− 1 log
∑
i
pa+b−1i −
a+ b− 1
a (b− 1) log
∑
i
pai q
b−1
i +
1
a
log
∑
i
qa+b−1i
}
(5.92)
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Pour retrouver la divergence de Renyi, il faut d’abord de faire a+ b− 1 = 1,
cest a` dire b − 1 = 1 − a avec a ≡ α pour retrouver la notation habituelle
de Renyi, et on obtient quelque chose qui est la forme invariante de la ”α
divergence” sous forme logarithmique :
LAIα (p‖q) = 1
1− α log
∑
i
pi
− 1
α (1− α) log
∑
i
pαi q
1−α
i +
1
α
log
∑
i
qi (5.93)
Cette expression est bien entendu valable aussi lorsque le coefficient de pro-
portionnalite´ ”K” est e´gal a` ”1” ; on peut remarquer que la relation (5.93)
peut aussi s’e´crire :
LABI (p‖q) = 1
α (α− 1) log
∑
i
(p¯i)
α (q¯i)
1−α (5.94)
Avec p¯i =
pi∑
j pj
et q¯i =
qi∑
j qj
.
C’est une divergence de Renyi avec des variables normalise´es.
Si maintenant, on conside`re qu’on a affaire a` des densite´s de probabilite´s,∑
i pi =
∑
i qi = 1 on obtient exactement Renyi :
R (p‖q) = LABIS (p‖q) = 1
α (α− 1) log
∑
i
pαi q
1−α
i (5.95)
A partir du moment ou` on a conside´re´ que
∑
i pi =
∑
i qi il est bien sur
absurde de conside´rer une possibilite´ d’invariance, meˆme si ces sommes sont
diffe´rentes de 1.
5.6.5 Divergence ge´ne´ralise´e duale
A partir de l’expression (5.77), la divergence ge´ne´ralise´e duale s’e´crit :
AB (q‖p) =− 1
a (b− 1)
[∑
i
qai p
b−1
i
− a
a+ b− 1
∑
i
qa+b−1i −
b− 1
a+ b− 1
∑
i
pa+b−1i
]
(5.96)
A partir de la`, et suivant la me´thode habituelle, on peut calculer le facteur
K0 (p, q) a` inse´rer dans AB (K0q‖p) pour obtenir une forme invariante de
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cette divergence ; on obtient ainsi :
K0 (p, q) =
[∑
i q
a
i p
b−1
i∑
i q
a+b−1
i
] 1
b−1
(5.97)
Apre`s insertion de cette expression dans AB (K0q‖p), on obtient la di-
vergence ge´ne´rale duale invariante qu’on peut e´crire toutes simplifications
faites :
ABI (q‖p) = 1
a (a+ b− 1)
∑
i
pa+b−1i −
[∑
i q
a
i p
b−1
i∑
i q
a+b−1
i
] a
b−1 ∑
i
qai p
b−1
i

(5.98)
Ce qui peut aussi s’e´crire sous forme synthe´tique :
ABI (q‖p) = 1
a (a+ b− 1)
{∑
i
pa+b−1i −Ka0
∑
i
qai p
b−1
i
}
(5.99)
On peut ve´rifier que cette divergence est invariante par rapport a` ”q”.
Le calcul du gradient conduit a` :
∂ABI (q‖p)
∂qj
= − 1
b− 1

[∑
i q
a
i p
b−1
i∑
i q
a+b−1
i
] a
b−1
qa−1j p
b−1
j
−
[∑
i q
a
i p
b−1
i∑
i q
a+b−1
i
]a+b−1
b−1
qa+b−2j
 (5.100)
Cette expression peut aussi s’e´crire :
∂ABI (q‖p)
∂qj
= − 1
b− 1
(∑
i q
a
i p
b−1
i
)a+b−1
b−1(∑
i q
a+b−1
i
) a
b−1
[
1∑
i q
a
i p
b−1
i
qa−1j p
b−1
j
− 1∑
i q
a+b−1
i
qa+b−2j
]
(5.101)
On peut noter qu’on a toujours :∑
j
qj
∂ABI (q‖p)
∂qj
= 0 (5.102)
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Forme Logarithmique.
En appliquant le logarithme sur les deux termes de la diffe´rence qui
apparait dans (5.100), on obtient la forme logarithmique correspondante
qui s’e´crit par exemple :
LABI (q‖p) = 1
a (a+ b− 1)
{
log
∑
i
pa+b−1i +
a
b− 1 log
∑
i
qa+b−1i
−a+ b− 1
b− 1 log
∑
i
qai p
b−1
i
}
(5.103)
Cette divergence est invariante non seulement par rapport a ”q” mais aussi
par rapport a` ”p”.
Le calcul du gradient conduit a` :
∂LABI (q‖p)
∂qj
= − 1
b− 1
{
1∑
i q
a
i p
b−1
i
qa−1j p
b−1
j −
1∑
i q
a+b−1
i
qa+b−2j
}
(5.104)
On constate que cette expression se de´duit imme´diatement de (5.101) en
supprimant dans celle ci, le facteur multiplicatif constant :(∑
i q
a
i p
b−1
i
)a+b−1
b−1(∑
i q
a+b−1
i
) a
b−1
(5.105)
Cette observation est toujours vraie.
On peut noter qu’on a toujours :∑
j
qj
∂LABI (q‖p)
∂qj
= 0 (5.106)
5.6.6 Remarque.
On peut retrouver les re´sultats du paragraphe pre´ce´dent a` partir des
travaux de Ghosh et al.[38].
En effet, on peut conside´rer que la divergence analyse´e dans [38] est une
ge´ne´ralisation de celle de BHHJ [11] ; il s’agit donc en fait de la Beta diver-
gence (divergence de type B)(5.20).
Le de´tail permettant de faire ces rapprochements sont donne´s dans l’annexe
3.
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chapitre 6
Autres divergences classiques
6.1 CHI2 divergences
6.1.1 CHI2 divergence de Neyman.
Cette divergence est aussi nomme´e W divergence de Kagan [8],[10],[9] ;
c’est une divergence de Csisza¨r construite sur la fonction convexe standard
v.fig.(6.1) :
fc (x) = (x− 1)2 (6.1)
On obtient imme´diatement la ”χ2N” divergence de Neymann [73] :
1 2 3 4 5
5
10
15
Figure 6.1 – Fonction fc (x) = (x− 1)2
χ2N (p‖q) =
∑
i
(pi − qi)2
qi
(6.2)
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Le gradient par rapport a` ”q” s’e´crit :
∂χ2N (p‖q)
∂qj
= 1− p
2
j
q2j
(6.3)
Si maintenant on introduit dans (6.2) une premie`re simplification :
∑
i pi =∑
i qi, on peut obtenir la divergence :
χ2N (p‖q) =
∑
i
p2i
qi
− pi (6.4)
Elle est issue de la fonction convexe simple v.fig.(6.2) :
f1 (x) = x
2 − x (6.5)
Mais on peut aussi obtenir la divergence :
1 2 3 4 5
5
10
15
20
Figure 6.2 – Fonction f1 (x) = x
2 − x
χ2N (p‖q) =
∑
i
p2i
qi
− qi (6.6)
qui est issue de la fonction convexe simple :
f2 (x) = x
2 − 1 (6.7)
Dans les deux cas, une simplification supple´mentaire
∑
i pi =
∑
i qi = 1
permet d’obtenir :
χ2N (p‖q) =
(∑
i
p2i
qi
)
− 1 (6.8)
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Une forme invariante de la divergence (6.2) peut eˆtre obtenue ; en effet, le
calcul du facteur d’invariance conduit a` la solution explicite :
K0 (p, q) =
√∑
i p
2
i q
−1
i∑
i qi
(6.9)
En introduisant cette expression dans (6.2), on obtient la divergence inva-
riante par rapport a` ”q” :
χ2NI (p‖q) = 2
(∑
i
p2i
qi
∑
i
qi
) 1
2
−
∑
i
pi
 = 2[K0∑
i
qi −
∑
i
pi
]
(6.10)
Le gradient par rapport a` ”q”s’e´crit :
∂χ2NI (p‖q)
∂qj
=
∑i p2iqi∑
i qi
 12 1− ∑i qi∑
i
p2i
qi
p2j
q2j
 (6.11)
A partir de l’expression (6.10), on obtient la forme logarithmique :
Lχ2NI (p‖q) = log
∑
i
p2i
qi
− log (
∑
i pi)
2
(
∑
i qi)
(6.12)
On remarquera que cette divergence est non seulement invariante par rap-
port a` ”q”, mais aussi par rapport a` ”p”.
Le gradient correspondant par rapport a` ”q” s’e´crit :
∂Lχ2NI (p‖q)
∂qj
=
(
1∑
i qi
)1− ∑i qi∑
i
p2i
qi
p2j
q2j
 (6.13)
6.1.2 Chi2 divergence de Pearson.
La divergence duale χ2N (q‖p) est construite sur la fonction convexe stan-
dard ”f˘c” v.fig.(6.3), fonction miroir de ”fc” (6.1) :
f˘c (x) =
(x− 1)2
x
(6.14)
Cette fonction diverge a` l’origine.
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1 2 3 4 5
1
2
3
4
5
6
Figure 6.3 – Fonction f˘c (x) =
(x−1)2
x
La divergence obtenue est le ”χ2P ” de Pearson [78] qui s’e´crit :
χ2P (p‖q) = χ2N (q‖p) =
∑
i
(qi − pi)2
pi
(6.15)
Le gradient par rapport a` ”q” s’e´crit :
∂χ2P (p‖q)
∂qj
= 2
(
qj
pj
− 1
)
(6.16)
Si maintenant on introduit une premie`re simplification :
∑
i pi =
∑
i qi, on
peut obtenir la divergence :
χ2P (p‖q) =
∑
i
q2i
pi
− qi (6.17)
Cette divergence est construite au sens de Csisza¨r sur la fonction convexe
simple :
f (x) =
1
x
− 1 (6.18)
La simplification ultime
∑
i pi =
∑
i qi = 1, permet d’obtenir :
χ2P (p‖q) =
(∑
i
q2i
pi
)
− 1 (6.19)
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Une forme invariante de la divergence (6.15) peut eˆtre obtenue ; en effet, le
calcul du facteur d’invariance conduit a` la solution explicite :
K0 (p, q) =
∑
i qi∑
i q
2
i p
−1
i
(6.20)
En introduisant cette expression dans (6.15), on obtient la divergence inva-
riante par rapport a` ”q” :
χ2P I (p‖q) =
∑
i
pi − (
∑
i qi)
2∑
i
q2i
pi
=
∑
i
pi −K0
∑
i
qi (6.21)
Le gradient par rapport a` ”q” s’e´crit :
∂χ2P I (p‖q)
∂qj
=
∑
i qi∑
i
q2i
pi
∑i qi∑
i
q2i
pi
qj
pj
− 1
 (6.22)
On en de´duit la forme logarithmique de la divergence (6.21) :
Lχ2P I (p‖q) = log
∑
i
q2i
pi
− log (
∑
i qi)
2∑
i pi
(6.23)
On remarquera que cette divergence est non seulement invariante par rap-
port a` ”q”, mais aussi par rapport a` ”p”.
Son gradient par rapport a` ”q” s’e´crit :
∂Lχ2P I (p‖q)
∂qj
=
1∑
i qi
∑i qi∑
i
q2i
pi
qj
pj
− 1
 (6.24)
6.1.3 Extensions des Chi2 divergences.
Une extension des Chi2 divergences est mentionne´e dans [25] et [77]. Elle
permet, par action sur le seul parame`tre ”α” de passer progressivement de
la Chi2 divergences de Neyman (α = 1) a` la Chi2 divergences de Pearson
(α = 0) . Cette divergence que les auteurs attribuent a` Rukhin [86] s’e´crit :
Rα (p‖q) =
∑
i
(pi − qi)2
αqi + (1− α) pi (6.25)
Elle est construite au sens de Csisza¨r sur la fonction convexe standard :
fc (x) =
(x− 1)2
α+ (1− α)x (6.26)
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Le gradient de Rα (p‖q), (6.25), par rapport a` ”q” s’e´crit :
∂Rα (p‖q)
∂qj
=
(pj − qj) (αpj − αqj − 2pj)
[αqj + (1− α) pj ]2
(6.27)
Les cas particuliers correspondant aux Chi2 divergences de Neyman et de
Pearson se retrouvent imme´diatement.
6.1.4 Chi2 divergences relatives.
Une certaine ambiguite´ existe dans la litte´rature quant a` la de´nomination
des Chi2 divergences relatives ; en tout e´tat de cause, il s’agit de remplac¸er
”p” ou ”q” par la somme ponde´re´e αp + (1− α) q 0 ≤ α ≤ 1 dans les
divergences Chi2 des sections pre´ce´dentes.
A titre d’exemple, si dans la Chi2 divergence de Neyman (6.2), on remplace
”q” par αp + (1− α) q, on obtient une expression qui est de´signe´e dans la
litte´rature par Divergence de Pearson relative ; ceci n’est qu’un de´tail.
6.2 Divergence de Hellinger.
C’est une divergence construite au sens de Csiszaˆr sur la fonction convexe
standard :
fc (x) =
(√
x− 1)2 (6.28)
La divergence obtenue est syme´trique ; elle s’e´crit :
H (p‖q) =
∑
i
(
√
pi −√qi)2 (6.29)
Son gradient par rapport a`”q” est donne´ par :
∂H (p‖q)
∂qj
= 1−
√
pj
qj
(6.30)
Une forme invariante (par rapport a` ”q”) de cette divergence peut eˆtre ob-
tenue en utilisant le facteur d’invariance nominal qui s’e´crit :
K0 (p, q) =
[∑
i
√
piqi∑
i qi
]2
(6.31)
La divergence invariante obtenue s’e´crit :
HI (p‖q) =
∑
i
pi −
(∑
i
√
piqi
)2∑
i qi
(6.32)
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Son gradient par rapport a` ”q” est donne´ par :
∂HI (p‖q)
∂qj
=
[∑
i
√
piqi∑
i qi
]2
−
∑
i
√
piqi∑
i qi
pj√
pjqj
(6.33)
6.3 Discrimination triangulaire .
Cette divergence cite´e par Tane´ja [91] est construite au sens de Csisza¨r
sur la fonction convexe standard :
fc (x) =
(x− 1)2
x+ 1
(6.34)
On obtient ainsi la divergence syme´trique :
DT (p‖q) =
∑
i
(pi − qi)2
pi + qi
(6.35)
Son gradient par rapport a` ”q” s’e´crit :
∂DT (p‖q)
∂qj
= 1− 4p
2
j
(pj + qj)
2 (6.36)
Il est e´gal a` ze´ro pour pj = qj ∀j.
Cette divergence est a` rapprocher de celle traite´e dans la section suivante.
6.4 Distance moyenne harmonique de Toussaint
Elle est cite´e dans Basseville [8],[10],[9], elle est a` rapprocher de ce qu’on
designera par ”MAH” [91] dans le chapitre 7.
C’est une divergence de Csisza¨r base´e sur la fonction convexe simple v.fig.(6.4) :
f (x) = x− 2x
1 + x
(6.37)
On obtient la divergence :
T (p‖q) =
∑
i
(
pi − 2piqi
pi + qi
)
(6.38)
Le gradient par rapport a` ”q” s’e´crit :
∂T (p‖q)
∂qj
= −2
(
pj
pj + qj
)2
(6.39)
110 CHAPITRE 6 AUTRES DIVERGENCES CLASSIQUES
1 2 3 4 5
0.5
1.0
1.5
2.0
2.5
3.0
Figure 6.4 – Fonction f (x) = x− 2x1+x
Ce gradient n’est jamais nul.
La divergence duale s’e´crit :
T (q‖p) =
∑
i
(
qi − 2piqi
pi + qi
)
(6.40)
Elle est fonde´e sur la fonction miroir de la pre´ce´dente, c’est a` dire sur la
fonction convexe simple v.fig.(6.5) :
f˘ (x) = 1− 2x
1 + x
(6.41)
Son gradient par rapport a` ”q” s’e´crit :
∂T (q‖p)
∂qj
= 1− 2
(
pj
pj + qj
)2
(6.42)
Il n’est pas nul pour pj = qj ∀j, d’ou le proble`me de´ja` mentionne´.
Si on construit la fonction convexe standard a` partir de la fonction
f (x) ou de la fonction miroir f˘ (x), on obtient une seule et meˆme fonction
v.fig.(6.6) :
fc (x) =
1
2
(x− 1)2
x+ 1
(6.43)
Ce re´sultat est symptomatique du fait que la divergence de Csisza¨r construite
sur la base de cette fonction sera syme´trique.
C’est a` un facteur multiplicatif pre`s, la fonction qui a permis de construite
la Discrimination triangulaire de la section pre´ce´dente et qui permettra de
construire la divergence ”moyenne arithme´tique-harmonique MAH” [91].
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Figure 6.5 – Fonction f˘ (x) = 1− 2x1+x
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Figure 6.6 – Fonction fc (x) =
1
2
(x−1)2
x+1
6.5 Henze-Penrose divergence
Cette divergence propose´e dans [44] est utilise´e dans [72] avec β < 1,
sous la forme :
HP (p‖q) =
∑
i
β2p2i + (1− β)2 q2i
βpi + (1− β) qi (6.44)
Cette forme est ultra simplifie´e car elle n’est pas nulle si pi = qi ∀i, meˆme
si on utilise des variables de somme ”1”.
La premie`re modification consiste a` la rendre correcte de ce point de vue,
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c’est a` dire e´gale a` ze´ro lorsque pi = qi ∀i ; on obtient 2 formes possibles :
HP1 (p‖q) =
∑
i
β2p2i + (1− β)2 q2i
βpi + (1− β) qi −
∑
i
(
β2 + (1− β)2
)
qi (6.45)
et
HP2 (p‖q) =
∑
i
β2p2i + (1− β)2 q2i
βpi + (1− β) qi −
∑
i
(
β2 + (1− β)2
)
pi (6.46)
La premie`re expression est une divergence de Csisza¨r construite sur la fonc-
tion convexe simple :
f1 (x) =
β2x2 + (1− β)2
βx+ (1− β) −
[
β2 + (1− β)2
]
(6.47)
repre´sente´e sur la figure (6.7), pour β = 0.5.
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Figure 6.7 – Fonction f1 (x) =
β2x2+(1−β)2
βx+(1−β) −
[
β2 + (1− β)2
]
, β = 0.5
La seconde est une divergence de Csisza¨r construite sur la fonction
convexe simple :
f2 (x) =
β2x2 + (1− β)2
βx+ (1− β) −
[
β2 + (1− β)2
]
x (6.48)
repre´sente´e sur la figure (6.8), pour β = 0.5.
Si on construit la fonction convexe standard a` partir de f1 ou de f2, on
obtient la meˆme fonction qui s’e´crit :
fc (x) =
β2x2 + (1− β)2
βx+ (1− β) −
[
β2 + (1− β)2
]
+ (x− 1) [2β3 − 4β2 + β] (6.49)
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Figure 6.8 – Fonction f2 (x) =
β2x2+(1−β)2
βx+(1−β) −
[
β2 + (1− β)2
]
x, β = 0.5
repre´sente´e sur la figure (6.9), pour β = 0.5.
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Figure 6.9 – Fonction fc (x) =
β2x2+(1−β)2
βx+(1−β) −
[
β2 + (1− β)2
]
+
(x− 1) [2β3 − 4β2 + β], β = 0.5
En introduisant la notation :
A = β2 + (1− β)2 ; B = 2β3 − 4β2 + β (6.50)
la divergence de Csisza¨r construite sur la fonction convexe standard (6.49)
s’e´crit :
HPC (p‖q) =
∑
i
β2p2i + (1− β)2 q2i
βpi + (1− β) qi +
∑
i
Bpi −
∑
i
(A+B) qi (6.51)
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Son gradient par rapport a` ”q” s’e´crit :
∂HPC (p‖q)
∂qj
= (1− β)
{
1− 2β
2p2j
[βpj + (1− β) qj ]2
}
− (2β3 − 2β2 − β + 1) (6.52)
Ce qui peut aussi s’e´crire plus simplement :
∂HPC (p‖q)
∂qj
= 2β2 (1− β)
{
1− p
2
j
[βpj + (1− β) qj ]2
}
(6.53)
La divergence duale, construite sur la fonction ”f˘c” miroir de ”fc”, s’e´crit :
HPC (q‖p) =
∑
i
β2q2i + (1− β)2 p2i
βqi + (1− β) pi +
∑
i
Bqi −
∑
i
(A+B) pi (6.54)
Son gradient par rapport a` ”q” s’e´crit :
∂HPC (q‖p)
∂qj
= 2β (1− β)2
{
1− p
2
j
[βqj + (1− β) pj ]2
}
(6.55)
Ces gradients sont bien sur nuls pour pj = qj ∀j.
6.6 Polya information divergence
On e´tudie ici la ”Polya information divergence” [41] cite´e dans [40].
6.6.1 Quelques conside´rations ge´ne´rales.
Sur la base de la divergence de Kullback simplifie´e ou Information de
Kullback :
IKL(a‖b) =
∑
i
ai log (ai/bi) (6.56)
Avec γ ≥ 0, Grendar et Niven [40] proposent la divergence :
Iγ(p‖q) = IKL(p‖q + γp) + 1
γ
IKL(q‖q + γp) + 1 + γ
γ
log(1 + γ) (6.57)
ce qui conduit a` :
Iγ(p‖q) =
∑
i
pi log
pi
qi + γpi
+
1
γ
∑
i
qi log
qi
qi + γpi
+
1 + γ
γ
log(1+γ) (6.58)
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Cette divergence est utilisable essentiellement avec des donne´es de somme
e´gale a` 1, c’est a` dire typiquement des densite´s de probabilite´s, en effet, si
dans l’expression pre´ce´dente on fait pi = qi ∀i, on n’obtiendra ze´ro que si∑
i pi =
∑
i qi = 1.
Cela signifie que la fonction de base convexe qui permet d’e´crire cette diver-
gence au sens de Csisza¨r peut avoir 2 formes :
f1 (x) = x log
x
1 + γx
+
1
γ
log
1
1 + γx
+
{
1 + γ
γ
log (1 + γ)
}
x (6.59)
repre´sente´e sur la figure (6.10), pour γ = 0.8,
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Figure 6.10 – Fonction f1 (x) = x log
x
1+γx +
1
γ log
1
1+γx +
(1+γ)x
γ log (1 + γ),
γ = 0.8
ou bien :
f2 (x) = x log
x
1 + γx
+
1
γ
log
1
1 + γx
+
1 + γ
γ
log (1 + γ) (6.60)
repre´sente´e sur la figure (6.11), pour γ = 0.8,
Ceci e´tant, ces 2 fonctions ne sont pas des formes standard car :
f ′1 (x) = log
x
1 + γx
+
1 + γ
γ
log (1 + γ) ⇒ f ′1 (1) =
1
γ
log (1 + γ) (6.61)
f ′2 (x) = log
x
1 + γx
⇒ f ′2 (1) = log
1
1 + γ
(6.62)
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Figure 6.11 – Fonction f2 (x) = x log
x
1+γx +
1
γ log
1
1+γx +
1+γ
γ log (1 + γ),
γ = 0.8
Si on construit la fonction convexe standard correspondante, on obtient a`
partir de f1 (x) ou de f2 (x), la meˆme expression :
fc (x) = x log
x
1 + γx
+
1
γ
log
1
1 + γx
+
1 + γx
γ
log (1 + γ) (6.63)
repre´sente´e sur la figure (6.12), pour γ = 0.8
Cette fonction posse`de toutes les proprie´te´s voulues : fc (1) = 0, f
′
c (1) = 0,
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Figure 6.12 – Fonction fc (x) = x log
x
1+γx +
1
γ log
1
1+γx +
1+γx
γ log (1 + γ),
γ = 0.8
ce qui permet de construire une divergence de Csisza¨r utilisable en toute
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ge´ne´ralite´ :
ICγ (p‖q) =
∑
i
pi log
pi
qi + γpi
+
1
γ
∑
i
qi log
qi
qi + γpi
+
log(1 + γ)
γ
∑
i
qi + γpi (6.64)
Le gradient par rapport a` ”q” s’e´crira :
∂ICγ (p‖q)
∂qj
=
1
γ
log
qj + γqj
qj + γpj
(6.65)
Si maintenant, on s’inte´resse a` la divergence duale, elle est construite au
sens de Csisza¨r, sur la fonction miroir de (6.63),
f˘c (x) = log
1
x+ γ
+
x
γ
log
x
x+ γ
+
x+ γ
γ
log (1 + γ) (6.66)
repre´sente´e sur la figure (6.13), pour γ = 0.8 :
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Figure 6.13 – Fonction f˘c (x) = log
1
x+γ +
x
γ log
x
x+γ +
x+γ
γ log (1 + γ), γ =
0.8
Cette divergence s’e´crit :
ICγ (q‖p) =
∑
i
qi log
qi
pi + γqi
+
1
γ
∑
i
pi log
pi
pi + γqi
+
log(1 + γ)
γ
∑
i
pi + γqi (6.67)
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Le gradient par rapport a` ”q” s’e´crira :
∂ICγ (q‖p)
∂qj
= log
qj + γqj
pj + γqj
(6.68)
La divergence syme´trique peut eˆtre obtenue au sens de Jeffreys en faisant
la (demi) somme des 2 divergences conjugue´es pre´ce´dentes ; la divergence
obtenue est bien entendu toujours une divergence de Csisza¨r construite sur
une fonction convexe qui est la (demi) somme des fonctions conjugue´es fc (x)
et f˘c (x).
6.6.2 Invariance par changement d’e´chelle.
On peut essayer de construire une version de la divergence (6.64) inva-
riante par changement d’e´chelle, en suivant la proce´dure classique.
On e´crit d’abord :
ICγ (p‖Kq) =
∑
i
pi log
pi
Kqi + γpi
+
1
γ
∑
i
Kqi log
Kqi
Kqi + γpi
+
log(1 + γ)
γ
∑
i
Kqi + γpi (6.69)
On calcule alors la de´rive´e de cette expression par rapport a` K, et afin de
de´terminer l’expression de K, on e´crit que cette de´rive´e est nulle.
Ce qui conduit a` devoir re´soudre :∑
i
qi log
(
1 +
γpi
Kqi
)
=
∑
i
qi log (1 + γ) (6.70)
c’est a` dire : ∑
i
qi log
(
1 + γpiKqi
)
(1 + γ)
= 0 (6.71)
Il n’y a pas de solution explicite en ”K”. Au sens strict, ce produit scalaire
sera nul si les 2 vecteurs sont orthogonaux, ou bien si l’un des vecteurs est
nul ; en revanche, afin d’illustrer la remarque du Ch. 3, section 3.5., on peut
utiliser en guise de facteur d’invariance :
K =
∑
i pi∑
i qi
(6.72)
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En inse´rant cette expression de K dans (6.69), il vient, toutes simplifications
faites :
ICINVγ (p‖q) =
∑
j
pj
{∑
i
pi log
pi
qi + γpi
+
1
γ
∑
i
qi log
qi
qi + γpi
+
log(1 + γ)
γ
∑
i
qi + γpi
}
(6.73)
Alors, si on calcule le gradient de (6.73) par rapport a` ”q”, on obtient tous
calculs faits :
∂ICINVγ (p‖q)
∂qj
=
∑
l pl
γ
∑
l ql
[
log
qj
qj + γpj
−
∑
i
qi log
qi
qi + γpi
]
(6.74)
Et on peut remarquer que, comme avec toutes les divergences invariantes
par changement d’e´chelle, on a :∑
j
qj
∂ICINVγ (p‖q)
∂qj
= 0 (6.75)
6.6.3 Remarque.
On peut exhiber une divergence de Bregman fonde´e sur la fonction
fc (x), qui s’e´crit :
BICγ (p‖q) =
∑
i
pi log
pi
qi
− 1
γ
(1 + γpi) log
1 + γpi
1 + γqi
(6.76)
Mais, bien entendu, rien ne prouve la convexite´ de cette divergence.
6.7 Divergences de Bose-Einstein et de Fermi-Dirac
6.7.1 Divergence de Bose-Einstein
Cette divergence mentionne´e dans Basseville [8, 10, 9], et dans les re´fe´rences
cite´es [56], est une divergence de Csisza¨r fonde´e sur la fonction convexe stan-
dard repre´sente´e sur la figure (6.14), pour α = 0.8 :
fc,α (x) = x log x+ (α+ x) log
α+ 1
α+ x
α > 0 (6.77)
Elle s’e´crit :
120 CHAPITRE 6 AUTRES DIVERGENCES CLASSIQUES
1 2 3 4 5
0.2
0.4
0.6
0.8
1.0
1.2
Figure 6.14 – Fonction fc,α (x) = x log x+ (α+ x) log
α+1
α+x , α = 0.8
BE1α (p‖q) =
∑
i
pi log
pi
qi
+ (αqi + pi) log
(αqi + qi)
(αqi + pi)
(6.78)
Cependant une autre divergence apparait sous le meˆme nom dans [37] ; elle
s’e´crit :
BE2 (p‖q) =
∑
i
pi log
pi
qi
+ (1 + pi) log
(1 + qi)
(1 + pi)
(6.79)
Ce n’est pas une divergence de Csiszaˆr, elle est de´duite d’un travail de Fu-
ruichi [37] faisant re´fe´rence a` Kapur [54].
Il s’agit en fait d’une divergence de Bregman construite sur la fonction (6.77)
qui s’e´crit :
BE2α (p‖q) =
∑
i
pi log
pi
qi
+ (α+ pi) log
(α+ qi)
(α+ pi)
(6.80)
On remarquera qu’en dehors d’un changement de parame`tre, cette diver-
gence est analogue a` (6.76).
Si, dans l’expression (6.80) on introduit la simplification α = 1, on retrouve
la forme propose´e dans [37] [54] [55].
A partir de ces expressions, on peut introduire le Logarithme ge´ne´ralise´
comme sugge´re´ dans [37] en s’inspirant de l’entropie de Tsallis [95].
L’introduction de l’entropie de Tsallis consiste a` remplacer la fonction Lo-
garithme par la fonction Logarithme ge´ne´ralise´ note´ ”Logd”(v. annexe 1),
ce qui donne :
BE1α,d (p‖q) =
∑
i
pi logd
pi
qi
+ (αqi + pi) logd
(αqi + qi)
(αqi + pi)
(6.81)
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C’est a` dire :
BE1α,d (p‖q) =
∑
i
pi
(
pi
qi
)1−d − 1
1− d + (αqi + pi)
(
αqi+qi
αqi+pi
)1−d − 1
1− d (6.82)
Le calcul du gradient par rapport a` ”q” conduit a` :
∂BE1α,d (p‖q)
∂qj
=−
(
pj
qj
)2−d
+
αd
1− d
(
αqj + qj
αqj + pj
)1−d
+ (α+ 1)
(
αqj + qj
αqj + pj
)−d
− α
1− d (6.83)
Le passage a` la limite d→ 1 conduit a` :
∂BE1α,1 (p‖q)
∂qj
= α log
αqj + qj
αqj + pj
(6.84)
Ce qui est le gradient de la divergence de Bose-Einstein initiale BE1α (p‖q).
Si on passe maintenant a` la forme BE2α (p‖q), on obtient :
BE2α,d (p‖q) =
∑
i
pi logd
pi
qi
+ (α+ pi) logd
(α+ qi)
(α+ pi)
(6.85)
C’est a` dire :
BE2α,d (p‖q) =
∑
i
pi
(
pi
qi
)1−d − 1
1− d + (α+ pi)
(
α+qi
α+pi
)1−d − 1
1− d (6.86)
Pour α = 1, cette divergence est nomme´e divergence de Bose-Einstein-Tsallis
dans [37].
Le gradient par rapport a` ”q” s’e´crit :
∂BE2α,d (p‖q)
∂qj
= −
(
pj
qj
)2−d
+
(
α+ pj
α+ qj
)d
(6.87)
Le passage a` la limite d→ 1 conduit a` :
∂BE2α,1 (p‖q)
∂qj
= −pj
qj
+
α+ pj
α+ qj
(6.88)
Ce qui est le gradient de BE2α (p‖q).
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Invariance par changement d’e´chelle
A partir de (6.78) on peut e´crire :
BE1α (p‖Kq) =
∑
i
pi log
pi
Kqi
+ (αKqi + pi) log
(αKqi +Kqi)
(αKqi + pi)
(6.89)
et on a :
∂BE1α (p‖Kq)
∂K
= α
[∑
i
qi log
αKqi +Kqi
αKqi + pi
]
(6.90)
Pour annuler cette de´rive´e, il faut :∑
i
qi log
αKqi +Kqi
αKqi + pi
= 0 (6.91)
Ce produit scalaire nul implique que les vecteurs correspondants sont or-
thogonaux ou bien que l’un des vecteurs est nul. Il n’y a pas de solution
explicite, en revanche, on peut utiliser :
K =
∑
i pi∑
i qi
(6.92)
En reportant cette expression de ”K” dans la relation (6.89), on obtient :
BE1αI (p‖q) =
∑
i
p¯i log
p¯i
q¯i
+ (αq¯i + p¯i) log
(α+ 1) q¯i
(αq¯i + p¯i)
(6.93)
Le gradient par rapport a` ”q” s’e´crit :
∂BE1αI (p‖q)
∂ql
=
α∑
j qj
[
log
(α+ 1) q¯l
(αq¯l + p¯l)
−
∑
i
q¯i log
(α+ 1) q¯i
(αq¯i + p¯i)
]
(6.94)
6.7.2 Divergence de Fermi-Dirac
Cette divergence indique´e dans Basseville [8, 10, 9], et dans les re´fe´rences
cite´es est une divergence de Csisza¨r fonde´e sur la fonction convexe standard
repre´sente´e sur la figure (6.15), pour β = 3 :
fc,β (x) = x log x+ (β − x) log β − x
β − 1 β > 1 (6.95)
Elle s’e´crit :
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Figure 6.15 – Fonction fc,β (x) = x log x+ (β − x) log β−xβ−1 , β = 3
FD1β (p‖q) =
∑
i
pi log
pi
qi
+
∑
i
(βqi − pi) log βqi − pi
βqi − qi (6.96)
Cependant une autre divergence apparait sous le meˆme nom dans [37] [55] ;
elle s’e´crit :
FD2 (p‖q) =
∑
i
pi log
pi
qi
+ (1− pi) log (1− pi)
(1− qi) (6.97)
Ce n’est pas une divergence de Csiszaˆr, il s’agit en fait une divergence de
Bregman construite sur la fonction convexe simple :
fβ (x) = x log x+ (β − x) log (β − x) ; x < β (6.98)
Cette divergence s’e´crit :
FD2β (p‖q) =
∑
i
pi log
pi
qi
+
∑
i
(β − pi) log β − pi
β − qi (6.99)
Si dans cette expression, on fait β = 1, on retrouve l’expression propose´e
dans [37] ; on notera que le fait de prendre β = 1 est e´quivalent a` conside´rer
qu’on traite de densite´ de probabilite´s, c’est a` dire pi < 1 ∀i, qi < 1 ∀i.
A partir de ces expressions, on peut introduire le logarithme ge´ne´ralise´
comme sugge´re´ dans [37] en s’inspirant de l’entropie de Tsallis [95].
Sur FD1β (p‖q), on obtient :
FD1β,d (p‖q) =
∑
i
pi logd
pi
qi
+
∑
i
(βqi − pi) logd
βqi − pi
βqi − qi (6.100)
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C’est a` dire :
FD1β,d (p‖q) =
∑
i
pi
(
pi
qi
)1−d − 1
1− d + (βqi − pi)
(
βqi−pi
βqi−qi
)1−d − 1
1− d (6.101)
Le calcul du gradient par rapport a` ”q” conduit a` :
∂FD1β,d (p‖q)
∂qj
=− pj
qj
[(
pj
qj
)1−d
−
(
βqj − pj
βqj − qj
)1−d]
+ β
(
βqj−pj
βqj−qj
)1−d − 1
1− d (6.102)
Le dernier terme du second membre est l’expression de β logd
(
βqi−pi
βqi−qi
)
, de
sorte que lorsque d→ 1, on obtient :
∂FD1β,1 (p‖q)
∂qj
= β log
βqj − pj
βqj − qj (6.103)
Ce qui est e´gal a`
∂FD1β(p‖q)
∂qj
.
Si on s’inte´resse maintenant a` la divergence FD2β (p‖q) avec β = 1 et qu’on
passe au logarithme ge´ne´ralise´, on a :
FD21,d (p‖q) =
∑
i
pi logd
pi
qi
+ (1− pi) logd
(1− pi)
(1− qi) (6.104)
C’est a` dire :
FD21,d (p‖q) =
∑
i
pi
(
pi
qi
)1−d − 1
1− d + (1− pi)
(
1−pi
1−qi
)1−d − 1
1− d (6.105)
Cette divergence est nomme´e divergence de Fermi-Dirac-Tsallis dans [37].
Le calcul du gradient par rapport a` ”q” conduit a` :
∂FD21,d (p‖q)
∂qj
= −
(
pj
qj
)2−d
+
(
1− pj
1− qj
)2−d
(6.106)
De fac¸on e´vidente, si d→ 1, on obtient :
∂FD21,1 (p‖q)
∂qj
= −
(
pj
qj
)
+
(
1− pj
1− qj
)
(6.107)
Qui est e´gal a`
∂FD2β(p‖q)
∂qj
, avec β = 1.
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Invariance par changement d’e´chelle.
A partir de (6.96), on a :
FD1β (p‖Kq) =
∑
i
pi log
pi
Kqi
+
∑
i
(βKqi − pi) log βKqi − pi
βKqi −Kqi (6.108)
Par conse´quent :
∂FD1β (p‖Kq)
∂K
= β
∑
i
qi log
βKqi − pi
βKqi −Kqi (6.109)
Pour annuler cette de´rive´e, il n’y a pas de solution explicite, en revanche,
on peut utiliser K∗, ce qui conduit a` la divergence invariante simplifie´e :
FD1Iβ (p‖q) =
∑
i
p¯i log
p¯i
q¯i
+
∑
i
(βq¯i − p¯i) log βq¯i − p¯i
(β − 1) q¯i (6.110)
Le gradient par rapport a` ”q” s’e´crit :
∂FD1βI (p‖q)
∂ql
=
1∑
j qj
[
2
p¯l
q¯l
− 2
+β log
βq¯l − p¯l
(β − 1) q¯l − β
∑
i
q¯i log
βq¯i − p¯i
(β − 1) q¯i
]
(6.111)
6.8 Divergence de P.K.Bathia et S.Singh
Cette divergence propose´e dans [18] est a` la base une divergence de
Csisza¨r, mais dans ce travail, il y a quelques erreurs : la fonction convexe de
base, repre´sente´e sur la figure (6.16), pour α = 0.5, n’est pas une fonction
standard, en effet, les auteurs l’e´crivent :
f (x) =
x sinh (α log x)
sinhα
(6.112)
On peut remarquer que le facteur multiplicatif 1sinhα n’est pas vraiment
utile.
Pour cette fonction, on a bien la convexite´ et f (1) = 0, mais on n’a pas
f ′ (1) = 0 contrairement a` ce qui est dit dans [18].
Si on se sert malgre´ tout de cette fonction pour construire une divergence
de Csisza¨r, on obtient :
SBα (p‖q) =
∑
i
pi
sinh
(
α log piqi
)
sinhα
(6.113)
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Figure 6.16 – Fonction f (x) = x sinh(α log x)sinhα , α = 0.5
Le proble`me avec cette expression est classique : le gradient par rapport a`
”q” ne s’annule pas pour pi = qi ∀i ; pour e´liminer ce genre de proble`me, il
faut introduire la fonction convexe standard, repre´sente´e sur la figure (6.17),
pour α = 0.5, qui s’e´crit :
fc (x) =
x sinh (α log x)− αx+ α
sinhα
(6.114)
1 2 3 4 5
1
2
3
4
Figure 6.17 – Fonction fc (x) =
x sinh(α log x)−αx+α
sinhα , α = 0.5
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On est ainsi conduits a` la divergence :
SBc,α (p‖q) = 1
sinhα
[∑
i
pi sinh
(
α log
pi
qi
)
+ α (qi − pi]
]
(6.115)
Dont le gradient par rapport a` ”q” est :
∂SBc,α (p‖q)
∂qj
≈ −pj
qj
cosh
(
α log
pj
qj
)
+ 1 (6.116)
La divergence duale construite sur la fonction miroir de (6.114) s’e´crira :
SBc,α (q‖p) = 1
sinhα
[∑
i
qi sinh
(
α log
qi
pi
)
+ α (pi − qi]
]
(6.117)
et son gradient par rapport a` ”q” est :
∂SBc,α (q‖p)
∂qj
=
1
sinhα
[
sinh
(
α log
qj
pj
)
+ α cosh
(
α log
qj
pj
)
− α
]
(6.118)
6.8.1 Invariance par changement d’e´chelle sur ”q”.
Pour cette divergence donne´e par l’expression (6.115), le facteur d’in-
variance nominal ne se calcule pas, on utilise donc l’expression K∗, ce qui
conduit a` la divergence invariante simplifie´e :
SBc,α (p‖q) I = 1
sinhα
[∑
i
p¯i sinh
(
α log
p¯i
q¯i
)]
(6.119)
Le gradient par rapport a` ”q” s’e´crit :
∂SBc,α (p‖q) I
∂ql
=
α cothα∑
j qj
[∑
i
p¯i log
p¯i
q¯i
− p¯l
q¯l
log
p¯l
q¯l
]
(6.120)
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chapitre 7
Divergences entre moyennes
L’essentiel de ce chapitre se trouve dans le livre de I.J.Taneja (en ligne)
[91] et dans l’article de Ben-Tal et al. [12]. Le mode de construction de ces
divergences est double : soit on s’appuie sur les ine´galite´s bien connues entre
les moyennes classiques, soit on les construit au sens de Csisza¨r en s’ap-
puyant sur les proprie´te´s des fonctions convexes.
On explicitera ce double aspect.
Par ailleurs, on pre´sentera dans ce chapitre, les formes logarithmiques de ces
divergences.
Les formes invariantes de ces divergences seront de´veloppe´es en introduisant
le facteur d’invariance K∗(p, q) =
∑
j pj∑
j qj
qui n’est pas ne´cessairement le fac-
teur d’invariance nominal.
Le cas particulier de MAG pour lequel le facteur d’invariance nominal se
calcule explicitement sera pre´sente´ dans le chapitre portant sur les ”Alpha
Divergences”.
7.1 Divergence Quadratique - Arithmetique moyenne
Cette divergence s’appuie sur l’ine´galite´ : MS ≥MA.
7.1.1 Version non-ponde´re´e
La forme la plus classique de cette divergence est construite au sens de
Csisza¨r en s’appuyant sur la fonction convexe standard :
fc (x) =
√
x2 + 1
2
− x+ 1
2
(7.1)
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On obtient imme´diatement :
MSA (p‖q) =
∑
i
√
p2i + q
2
i
2
−
∑
i
pi + qi
2
(7.2)
Cette divergence est syme´trique.
Bien entendu, si on est dans une situation ou on sait que
∑
i pi =
∑
i qi ,
(mais pas force´ment = 1), cette divergence se simplifie, elle devient :
M1SA (p‖q) =
∑
i
√
p2i + q
2
i
2
−
∑
i
qi (7.3)
Ce qui revient a` dire qu’elle est construite au sens de Csisza¨r sur la fonction
convexe simple :
f1 (x) =
√
x2 + 1
2
− 1 (7.4)
Mais elle peut aussi devenir :
M2SA (p‖q) =
∑
i
√
p2i + q
2
i
2
−
∑
i
pi (7.5)
Elle est alors construite sur la fonction convexe simple :
f2 (x) =
√
x2 + 1
2
− x (7.6)
On peut exhiber une famille de fonctions convexes simples f (x) qui donne-
ront des divergences simplifie´es. Connaissant fc (x), ces fonctions se de´duisent
les unes des autres en modifiant la valeur de f ′ (1) dans l’expression :
f (x) = fc (x) + (x− 1) f ′ (1) (7.7)
Si on se place maintenant dans la situation ou
∑
i pi =
∑
i qi = 1 on obtient
dans tous les cas une forme simplifie´e a` l’extreˆme que bien sur, on n’a pas
toujours le droit d’utiliser ; cette forme s’e´crit :
MSSA (p‖q) =
∑
i
√
p2i + q
2
i
2
− 1 (7.8)
On doit remarquer que cette divergence ne peut pas eˆtre construite directe-
ment comme une divergence de Csisza¨r car la simplification
∑
i pi =
∑
i qi =
1 ne peut pas eˆtre prise en compte avant que la divergence ne soit exhibe´e.
Enfin, on peut remarquer que :
fc (x) =
f1 (x) + f2 (x)
2
(7.9)
Ce qui explique la syme´trie de la divergence MSA.
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7.1.2 Version ponde´re´e
La fonction de base standard permettant de construire cette divergence
est repre´sente´e sur la figure (7.1) pour α = 0.5 ; elle s’e´crit avec 0 < α < 1 :
fcα (x) =
√
αx2 + 1− α− (αx+ 1− α) (7.10)
1 2 3 4 5
0.1
0.2
0.3
0.4
Figure 7.1 – Fonction fcα (x) =
√
αx2 + 1− α− (αx+ 1− α) ; α = 0.5
On obtient ainsi :
MSAα (p‖q) =
∑
i
√
αp2i + (1− α) q2i −
∑
i
[αpi + (1− α) qi] (7.11)
Cette divergence n’est pas syme´trique a` cause de la ponde´ration (sauf si
α = 1/2).
Son gradient par rapport a` ”q” s’e´crit :
∂MSAα
∂qj
= (1− α)
 qj√
αp2j + (1− α) q2j
− 1
 (7.12)
Version invariante par rapport a` ”q”.
Pour cette divergence, le facteur d’invariance nominal n’est pas obtenu
explicitement, on utilise donc en guise de facteur d’invariance l’expression
K∗(p, q) ; on obtient ainsi l’expression de la divergence invariante simplifie´e
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correspondante qui s’e´crit :
MSAαI (p‖q) =
∑
j
pj
{∑
i
√
αp¯2i + (1− α) q¯2i −
∑
i
[αp¯i + (1− α) q¯i]
}
(7.13)
Apre´s simplification et suppression du facteur multiplicatif, on aura :
MSAαI (p‖q) =
∑
i
√
αp¯2i + (1− α) q¯2i − 1 (7.14)
Le gradient par rapport a`”q” s’e´crit :
∂MSAαI (p‖q)
∂ql
=
1− α∑
j qj
{[
αp¯2l + (1− α) q¯2l
]− 1
2 q¯l −
∑
i
[
αp¯2i + (1− α) q¯2i
]− 1
2 q¯2i
}
(7.15)
7.1.3 Version logarithmique
Dans la mesure ou la divergence (7.11) apparait comme la diffe´rence
de 2 quantite´s positives, on peut appliquer sur chaque terme une fonction
croissante sans changer le signe de l’ensemble, par exemple la fonction ”Lo-
garithme ge´ne´ralise´” et a` la limite le ”Logarithme”, ce qui permet d’e´crire :
LMSAα = log
[∑
i
√
αp2i + (1− α) q2i
]
− log
[∑
i
αpi + (1− α) qi
]
(7.16)
Avec cette divergence, rien de bien clair en ce qui concerne la convexite´,
donc rien n’est assure´ ; on peut toutefois calculer le gradient par rapport a`
”q” :
∂LMSAα
∂qj
=
(1− α)∑
i
√
αp2i + (1− α) q2i
qj√
αp2j + (1− α) q2j
− (1− α)∑
i αpi + (1− α) qi
(7.17)
Cette expression est nulle si pi = qi ∀i.
Version logarithmique invariante par rapport a` ”q”.
Pour obtenir la forme Logarithmique on applique la fonction ”Log”
se´pare´ment sur chaque terme de (7.14) et on obtient :
LMSAαI (p‖q) = log
∑
i
√
αp¯2i + (1− α) q¯2i (7.18)
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dont le gradient par rapport a` ”q” est :
∂LMSAαI (p‖q)
∂ql
=
1∑
i
√
αp¯2i + (1− α) q¯2i
∂MSAαI (p‖q)
∂ql
(7.19)
7.2 Divergence Quadratique - Ge´ome´trique moyenne
Cette divergence s’appuie sur l’ine´galite´ : MS ≥MG.
7.2.1 Version non-ponde´re´e
C’est une divergence de Csisza¨r construite sur la fonction convexe stan-
dard :
fc(x) =
√
x2 + 1
2
−√x (7.20)
On obtient ainsi la divergence :
MSG (p‖q) =
∑
i
√
p2i + q
2
i
2
−
∑
i
√
piqi (7.21)
7.2.2 Version ponde´re´e
Avec 0 ≤ α ≤ 1, elle s’appuie sur la fonction convexe standard repre´sente´e
sur la figure (7.2) pour α = 0.5 :
fc (x) =
√
αx2 + (1− α)− xα (7.22)
La divergence correspondante s’e´crira :
MSGα (p‖q) =
∑
i
√
αp2i + (1− α) q2i −
∑
i
pαi q
1−α
i (7.23)
on en de´duit le gradient par rapport a` ”q” :
∂MSGα
∂qj
= (1− α)
 qj√
αp2j + (1− α) q2j
− pαj q−αj
 (7.24)
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Figure 7.2 – Fonction fc (x) =
√
αx2 + (1− α)− xα ; α = 0.5
Version invariante par rapport a` ”q”.
Pour cette divergence, le facteur d’invariance nominal n’est pas obtenu
explicitement, on utilise donc en guise de facteur d’invariance l’expression
K∗(p, q) ; on obtient ainsi, apre`s simplification l’expression de la divergence
invariante correspondante.
MSGαI (p‖q) =
∑
i
√
αp¯2i + (1− α) q¯2i −
∑
i
p¯αi q¯
1−α
i (7.25)
dont le gradient par rapport a` ”q” s’e´crit :
∂MSGαI (p‖q)
∂ql
=
1− α∑
j qj
 q¯l√αp¯2l + (1− α) q¯2l −
∑
i
q¯2i√
αp¯2i + (1− α) q¯2i
−p¯αl q¯−αl +
∑
i
p¯αi q¯
1−α
i
}
(7.26)
7.2.3 Version Logarithmique
Apre`s application d’une fonction croissante (Log), sur chacun des termes
de la diffe´rence apparaissant dans (7.23), la divergence correspondante s’e´crira :
LMSGα (p‖q) = log
∑
i
√
αp2i + (1− α) q2i − log
∑
i
pαi q
1−α
i (7.27)
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Et le gradient par rapport a` ”q” sera :
∂LMSGα
∂qj
= (1− α)
 1∑
i
√
αp2i + (1− α) q2i
qj√
αp2j + (1− α) q2j
− p
α
j q
−α
j∑
i p
α
i q
1−α
i
]
(7.28)
Cette expression est nulle si pi = qi ∀i.
Version logarithmique invariante par rapport a` ”q”.
La version logarithmique invariante s’obtient en appliquant la fonction
”Log” se´pare´ment sur chaque terme de (7.25) et on obtient :
LMSGαI (p‖q) = log
∑
i
√
αp¯2i + (1− α) q¯2i − log
∑
i
p¯αi q¯
1−α
i (7.29)
dont le gradient s’e´crit :
∂LMSGαI (p‖q)
∂ql
=
1− α∑
j qj{
1∑
i
√
αp¯2i + (1− α) q¯2i
 q¯l√
αp¯2l + (1− α) q¯2l
−
∑
i
q¯2i√
αp¯2i + (1− α) q¯2i

+ 1− p¯
α
l q¯
−α
l∑
i p¯
α
i q¯
1−α
i
}
(7.30)
7.3 Divergence Quadratique - Harmonique moyenne
Cette divergence s’appuie sur l’ine´galite´ : MS ≥MH .
7.3.1 Version non-ponde´re´e
C’est une divergence de Csisza¨r construite sur la fonction convexe stan-
dard :
fc (x) =
√
x2 + 1
2
− 2x
1 + x
(7.31)
Ce qui conduit a` la divergence :
MSH (p‖q) =
∑
i
√
p2i + q
2
i
2
−
∑
i
2piqi
pi + qi
(7.32)
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7.3.2 Version ponde´re´e
Avec 0 ≤ α ≤ 1, elle est construite au sens de Csisza¨r en s’appuyant sur
la fonction convexe standard repre´sente´e sur la figure (7.3) pour α = 0.5 :
fcα (x) =
√
αx2 + (1− α)− x
(1− α)x+ α (7.33)
1 2 3 4 5
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Figure 7.3 – Fonction fcα (x) =
√
αx2 + (1− α)− x(1−α)x+α ; α = 0.5
On obtient ainsi la divergence :
MSHα (p‖q) =
∑
i
√
αp2i + (1− α) q2i −
∑
i
piqi
(1− α) pi + αqi (7.34)
Le gradient par rapport a` ”q” s’e´crit :
∂MSHα
∂qj
= (1− α)
 qj√αp2j + (1− α) q2j −
p2j
[(1− α) pj + αqj ]2
 (7.35)
Cette expression est nulle si pi = qi ∀i.
Version invariante par rapport a` ”q”.
Pour cette divergence, le facteur d’invariance nominal n’est pas obtenu
explicitement, on utilise donc en guise de facteur d’invariance l’expression
K∗(p, q) ; on obtient ainsi, apre`s simplification l’expression de la divergence
invariante correspondante :
MSHαI (p‖q) =
∑
i
√
αp¯2i + (1− α)q¯2i −
∑
i
p¯iq¯i
(1− α) p¯i + αq¯i (7.36)
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Le gradient par rapport a` ”q” s’e´crit :
∂MSHαI (p‖q)
∂ql
=
(1− α)∑
j qj{
q¯l√
αp¯2l + (1− α)q¯2l
−
∑
i
q¯2i√
αp¯2i + (1− α)q¯2i
− p¯
2
l
[(1− α) p¯l + αq¯l]2
+
∑
i
p¯2i q¯i
[(1− α) p¯i + αq¯i]2
}
(7.37)
7.3.3 Version logarithmique
On peut directement e´crire a` partir de (7.34) :
LMSH (p‖q) = log
∑
i
√
αp2i + (1− α) q2i − log
∑
i
piqi
(1− α) pi + αqi (7.38)
Son gradient par rapport a` ”q” s’e´crit :
∂LMSHα
∂qj
= (1− α)
 1∑
i
√
αp2i + (1− α) q2i
qj√
αp2j + (1− α) q2j
− 1∑
i
piqi
(1−α)pi+αqi
p2j
[(1− α) pj + αqj ]2
}
(7.39)
Cette expression est nulle si pi = qi ∀i.
Version logarithmique invariante par rapport a` ”q”.
La version logarithmique invariante s’obtient en appliquant la fonction
”Log” se´pare´ment sur chaque terme de (7.36) et on obtient :
LMSHαI (p‖q) = log
∑
i
√
αp¯2i + (1− α)q¯2i − log
∑
i
p¯iq¯i
(1− α) p¯i + αq¯i
(7.40)
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dont le gradient par rapport a` ”q” s’e´crit :
∂LMSHαI (p‖q)
∂ql
=
(1− α)∑
j qj
 1∑
i
√
αp¯2i + (1− α)q¯2i q¯l√αp¯2l + (1− α)q¯2l −
∑
i
q¯2i√
αp¯2i + (1− α)q¯2i

− 1∑
i
p¯iq¯i
(1−α)p¯i+αq¯i
{
p¯2l
[(1− α) p¯l + αq¯l]2
+
∑
i
p¯2i q¯i
[(1− α) p¯i + αq¯i]2
}}
(7.41)
7.4 Divergence Arithmetique - Ge´ome´trique moyenne
Cette divergence est a` la base des ”Alpha divergences” de Amari [2] ;
on de´veloppe ici les choses a` partir d’une version e´le´mentaire. Une version
e´tendue a e´te´ conside´re´e dans le chapitre traitant spe´cifiquement des ”Alpha
divergences”.
Cette divergence s’appuie sur l’ine´galite´ : MA ≥MG.
7.4.1 Version de base non-ponde´re´e
Dans la version la plus simple, il s’agit d’une divergence de Csisza¨r
construite sur la fonction convexe standard :
fc (x) =
1
2
(√
x− 1)2 (7.42)
On obtient facilement :
MAG (p‖q) = 1
2
∑
i
(
√
pi −√qi)2 (7.43)
Cette divergence syme´trique est connue aussi sous le nom de divergence de
Hellinger [13], mais elle peut aussi s’e´crire :
MAG (p‖q) =
∑
i
pi + qi
2
−
∑
i
√
piqi (7.44)
Ainsi, on comprend mieux le nom de divergence moyenne Arithme´tique-
Ge´ome´trique.
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La simplification
∑
i pi =
∑
i qi permet d’obtenir 2 divergences simplifie´es :
MS1AG (p‖q) =
∑
i
qi −
∑
i
√
piqi (7.45)
de´duite au sens de Csisza¨r de la fonction convexe simple : f1 (x) = 1−
√
x,
et :
MS2AG (p‖q) =
∑
i
pi −
∑
i
√
piqi (7.46)
de´duite au sens de Csisza¨r de la fonction convexe simple : f2 (x) = x −
√
x
La simplification supple´mentaire
∑
i pi =
∑
i qi = 1, conduit a` :
MSAG (p‖q) = 1−
∑
i
√
piqi (7.47)
Cette expression n’est pas une divergence de Csisza¨r ; pour l’obtenir, il faut
d’abord construire une divergence de Csisza¨r en s’appuyant sur l’une des
fonctions convexes simples f1 (x) = 1 −
√
x ou f2 (x) = x −
√
x (fonctions
miroirs l’une de l’autre) de´duites de fc (x), puis, introduire ”a posteriori” la
simplification
∑
i pi = 1 ou bien
∑
i qi = 1.
7.4.2 Version ponde´re´e
Si on n’introduit pas de facteur multiplicatif dont le signe de´pend du
facteur de ponde´ration 0 ≤ α ≤ 1, la fonction de base convexe standard
repre´sente´e sur la figure (7.4) pour α = 0.5, s’e´crira :
fcα (x) = αx+ (1− α)− xα (7.48)
La divergence correspondante s’e´crit :
MAGα (p‖q) =
∑
i
αpi + (1− α) qi −
∑
i
pαi q
1−α
i (7.49)
Pour e´tendre le domaine de validite´ de cette divergence a` toutes les valeurs
positives de ”α”, on utilisera :
MAGα (p‖q) = 1
1− α
[∑
i
αpi + (1− α) qi −
∑
i
pαi q
1−α
i
]
(7.50)
C’est la divergence de Havrda-Charvat [42], et on retrouve exactement ce
qui est e´crit pour les ”α” divergences.
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Figure 7.4 – Fonction fcα (x) = αx+ (1− α)− xα, α = 0.5
Il n’y a pas lieu de s’e´tendre sur ces choses la` qui sont de´veloppe´es par
ailleurs.
Le gradient par rapport a`”q” s’e´crit :
∂MAGα
∂qj
= 1−
(
pj
qj
)α
(7.51)
Forme invariante par rapport a` ”q”.
Pour cette divergence, le facteur d’invariance nominal est obtenu explici-
tement, la forme invariante correspondante sera de´veloppe´e dans le chapitre
portant sur les ”Alpha Divergences”.
Dans un soucis d’homoge´ne´ite´, on pre´sente ici le cas correspondant a` un fac-
teur d’invariance de la forme K∗(p, q) ; on obtient ainsi l’expression suivante
pour la divergence invariante correspondante simplifie´e :
MAGαI (p‖q) = 1
1− α
[∑
i
[αp¯i + (1− α) q¯i]−
∑
i
p¯αi q¯
1−α
i
]
(7.52)
Ce qui se simplifie pour donner :
MAGαI (p‖q) = 1
1− α
[
1−
∑
i
p¯αi q¯
1−α
i
]
(7.53)
Le gradient par rapport a` ”q” s’e´crit :
∂MAGαI (p‖q)
∂ql
=
1∑
j qj
(
p¯αl q¯
−α
l −
∑
i
p¯αi q¯
1−α
i
)
(7.54)
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7.4.3 Forme logarithmique
La forme logarithmique de la divergence (7.50) peut s’e´crire :
LMAGα (p‖q) = 1
α− 1
[
log
∑
i
pαi q
1−α
i − log
∑
i
αpi + (1− α) qi
]
(7.55)
Le gradient par rapport a`”q” s’e´crit :
∂LMAGα
∂qj
=
1∑
i αpi + (1− α) qi
− p
α
j q
−α
j∑
i p
α
i q
1−α
i
(7.56)
Si on conside`re que les champs de donne´es conside´re´s sont des densite´s de
probabilite´s, c’est a` dire, si
∑
i pi =
∑
i qi = 1, on obtient a` partir de (7.55)
une expression simplifie´e qui est la divergence de Renyi classique [82] :
Rα (p‖q) = 1
α− 1
[
log
∑
i
pαi q
1−α
i
]
(7.57)
Forme logarithmique invariante par rapport a` ”q”.
La version logarithmique s’obtient en appliquant la fonction ”Log” se´pare´ment
sur chaque terme de (7.53) et on obtient :
LMAGαI (p‖q) = 1
α− 1 log
∑
i
p¯αi q¯
1−α
i (7.58)
Son gradient par rapport a` ”q” :
∂LMAGαI (p‖q)
∂ql
=
1∑
j qj
(
1− p¯
α
l q¯
−α
l∑
i p¯
α
i q¯
1−α
i
)
(7.59)
7.5 Divergence Arithmetique - Harmonique moyenne
Cette divergence s’appuie sur l’ine´galite´ : MA ≥MH .
7.5.1 Version non-ponde´re´e
Cette divergence s’appuie sur la fonction convexe standard :
fc (x) =
1
2
(x− 1)2
x+ 1
(7.60)
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la divergence correspondante s’e´crit :
MAH (p‖q) = 1
2
∑
i
(pi − qi)2
pi + qi
(7.61)
ou bien, plus clairement :
MAH (p‖q) =
[∑
i
pi + qi
2
−
∑
i
2piqi
pi + qi
]
(7.62)
Si on conside`re des champs de donne´es de somme explicitement e´gale a` ”1”,
on a la forme simplifie´e :
MSAH (p‖q) =
[
1−
∑
i
2piqi
pi + qi
]
(7.63)
7.5.2 Version ponde´re´e
Avec 0 ≤ α ≤ 1, la fonction convexe standard repre´sente´e sur la figure
(7.5) pour α = 0.5, s’e´crit :
fcα (x) = αx+ (1− α)− x
(1− α)x+ α (7.64)
1 2 3 4 5
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0.4
0.6
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1.2
Figure 7.5 – Fonction fcα (x) = αx+ (1− α)− x(1−α)x+α , α = 0.5
Elle conduit a` la divergence :
MAHα (p‖q) =
∑
i
αpi + (1− α) qi −
∑
i
piqi
αqi + (1− α) pi (7.65)
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Le gradient par rapport a`”q” s’e´crit :
∂MAHα
∂qj
= (1− α)
{
1− p
2
j
[αqj + (1− α) pj ]2
}
(7.66)
Version invariante par rapport a` ”q”.
Pour cette divergence, le facteur d’invariance nominal n’est pas obtenu
explicitement, on utilise donc en guise de facteur d’invariance l’expression
K∗(p, q) =
∑
j pj∑
j qj
; on obtient ainsi l’expression de la divergence invariante
simplifie´e correspondante :
MAHαI (p‖q) =
∑
i
[αp¯i + (1− α) q¯i]−
∑
i
p¯iq¯i
(1− α) p¯i + αq¯i (7.67)
Ce qui se simplifie en :
MAHαI (p‖q) = 1−
∑
i
p¯iq¯i
(1− α) p¯i + αq¯i (7.68)
Le gradient par rapport a` ”q” s’e´crit :
∂MAHαI (p‖q)
∂ql
=
(α− 1)∑
j qj
{
p¯2l
[(1− α) p¯l + αq¯l]2
−
∑
i
p¯2i q¯i
[(1− α) p¯i + αq¯i]2
}
(7.69)
7.5.3 Version Logarithmique
Elle s’e´crit imme´diatement a` partir de la version ponde´re´e (7.65) :
LMAHα (p‖q) = log
∑
i
αpi + (1− α) qi − log
∑
i
piqi
αqi + (1− α) pi (7.70)
Le gradient par rapport a` ”q” s’e´crit :
∂LMAHα
∂qj
= (1− α)
{
1∑
i αpi + (1− α) qi
− 1∑
i
piqi
αqi+(1−α)pi
p2j
[αqj + (1− α) pj ]2
}
(7.71)
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Version Logarithmique invariante par rapport a` ”q”.
La version logarithmique invariante s’obtient en appliquant la fonction
”Log” se´pare´ment sur chaque terme de (7.68) et on obtient :
LMAHαI (p‖q) = − log
∑
i
p¯iq¯i
(1− α) p¯i + αq¯i (7.72)
Dont le gradient par rapport a` ”q” s’e´crit :
∂MAHαI (p‖q)
∂ql
=
(α− 1)∑
i
p¯iq¯i
(1−α)p¯i+αq¯i
∑
j qj
[
p¯2l
[(1− α) p¯l + αq¯l]2
−
∑
i
p¯2i q¯i
[(1− α) p¯i + αq¯i]2
]
(7.73)
chapitre 8
Divergences entre me´langes
(de champs)
Dans ce chapitre, l’ide´e ge´ne´rale est d’analyser l’e´cart entre 2 champs de
donne´es ”p” et ”q” en exprimant l’e´cart au sens large entre ”p” ou ”q” et
la somme ponde´re´e de ”p” et ”q” ; 0 ≤ α ≤ 1 sera le facteur de ponde´ration
correspondant. Ainsi, quelle que soit la divergence de base, on pourra passer
d’une divergence nulle a` une divergence entre les champs e´le´mentaires en
faisant varier le parame`tre ”α”.
L’e´cart entre ”p” ou ”q” et leur somme ponde´re´e est exprime´ par une diver-
gence de Kullback-Leibler [57] ou, pour ge´ne´raliser, par une divergence de
Havrda-Charvat [42], mais rien n’interdit d’utiliser d’autres divergences de
base.
Par ailleurs, pour comple´ter le tableau, on envisagera de prendre en compte
dans l’expression des e´carts, l’ordre des arguments, ce qui peut se com-
prendre dans la mesure ou les divergences utilise´es ne sont pas en ge´ne´ral
syme´triques.
Cette argumentation de´crit un proce´de´ constructif particulier pour ces di-
vergences, toutefois, dans chaque cas examine´, on se rame`nera toujours au
proce´de´ constructif de Csisza¨r et a` la fonction convexe associe´e.
Bien entendu, dans la litte´rature, ces e´tudes ont e´te´ propose´es principale-
ment pour chiffer l’e´cart entre 2 densite´s de probabilite´s ; ici on s’efforce de
sortir de ce contexte restrictif pour e´tendre les applications a` des champs de
donne´es plus ge´ne´raux.
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8.1 Divergence F (Divergence relative de Jensen-
Shannon)
8.1.1 Forme directe
Cette divergence est mentionne´e par Taneja [91].
Le proce´de´ constructif peut eˆtre de´crit par :
F (p‖q) = KL (p‖αp+ (1− α) q) (8.1)
Si on prend pour expression de la divergence de K.L., la forme ge´ne´rale
utilisable pour des variables quelconques (non-normalise´es), on obtient :
F (p‖q) =
∑
i
[
pi log
pi
αpi + (1− α) qi + (1− α) (qi − pi)
]
(8.2)
Avec 0 ≤ α ≤ 1, cette divergence est construite au sens de Csisza¨r sur la
fonction convexe standard repre´sente´e sur la figure (8.1) pour α = 0.5, elle
s’e´crit :
fc (x) = x log
x
αx+ (1− α) + (1− α) (1− x) (8.3)
1 2 3 4 5
0.1
0.2
0.3
0.4
0.5
Figure 8.1 – Fonction fc (x) = x log
x
αx+(1−α) + (1− α) (1− x), α = 0.5
Son gradient par rapport a` ”q” s’e´crit :
∂F (p‖q)
∂qj
= (1− α)
(
1− pj
αpj + (1− α) qj
)
(8.4)
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Dans le cas ou on peut conside´rer que
∑
i pi =
∑
i qi, pas ne´cessairement
e´gales a` ”1”, on a une forme simplifie´e, qui s’e´crit :
FS (p‖q) =
∑
i
pi log
pi
αpi + (1− α) qi (8.5)
Avec α = 1/2, c’est la K divergence de Lin [68].
Avec 0 ≤ α ≤ 1, c’est une divergence de Csisza¨r construite sur la fonction
convexe simple, repre´sente´e sur la figure (8.2) pour α = 0.5, qui s’e´crit :
f (x) = x log
x
αx+ (1− α) (8.6)
1 2 3 4 5
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2.5
Figure 8.2 – Fonction f (x) = x log xαx+(1−α) , α = 0.5
8.1.2 Forme adjointe
Le proce´de´ constructif peut eˆtre de´crit par :
F (q‖p) = KL (q‖αq + (1− α) p) (8.7)
Si on prend pour expression de la divergence de K.L., la forme ge´ne´rale
utilisable pour des variables non-normalise´es, on obtient :
F (q‖p) =
∑
i
[
qi log
qi
αqi + (1− α) pi + (1− α) (pi − qi)
]
(8.8)
Avec 0 ≤ α ≤ 1, c’est une divergence de Csisza¨r construite sur la fonction
convexe standard, repre´sente´e sur la figure (8.3) pour α = 0.5, qui s’e´crit :
f˘c (x) = log
1
α+ (1− α)x + (1− α) (x− 1) (8.9)
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0.4
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0.8
Figure 8.3 – Fonction f˘c (x) = log
1
α+(1−α)x + (1− α) (x− 1), α = 0.5
Son gradient par rapport a` ”q” s’e´crit :
∂F (q‖p)
∂qj
= log
qj
αqj + (1− α) pj −
αqj
αqj + (1− α) pj + α (8.10)
Dans le cas ou on peut conside´rer que
∑
i pi =
∑
i qi, pas ne´cessairement
e´gales a` ”1”, on a une forme simplifie´e qui s’e´crit :
FS (q‖p) =
∑
i
qi log
qi
αqi + (1− α) pi (8.11)
C’est une divergence de Csisza¨r construite sur la fonction convexe simple
repre´sente´e sur la figure (8.4) pour α = 0.5, qui s’e´crit :
f˘ (x) = log
1
α+ (1− α)x (8.12)
8.1.3 Forme syme´trique
Elle s’e´crit au sens de Jeffreys [52] comme la (demi) somme des deux
pre´ce´dentes :
F (p, q) = F (p‖q) + F (q‖p) (8.13)
C’est a` dire :
F (p, q) =
∑
i
pi log
pi
αpi + (1− α) qi +
∑
i
qi log
qi
αqi + (1− α) pi (8.14)
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-1.0
-0.5
0.5
Figure 8.4 – Fonction f˘ (x) = log 1α+(1−α)x , α = 0.5
Dont le gradient par rapport a` ”q” s’e´crit :
∂F (q, p)
∂qj
=1− (1− α) pj
αpj + (1− α) qj + log
qj
αqj + (1− α) pj
− αqj
αqj + (1− α) pj (8.15)
8.1.4 Invariance par changement d’e´chelle.
La me´thode classique de calcul du facteur K (p, q) permettant de rendre
invariante la divergence F (p‖q) (e´quation (8.2)) par re´solution en K de
l’e´quation :
∂F (p‖Kq)
∂K
= 0 (8.16)
conduit a` re´soudre en K, l’e´quation :∑
i
qi
[
1− pi
αpi + (1− α)Kqi
]
= 0 (8.17)
Il n’y a donc pas de solution explicite.
On utilise donc en guise de facteur d’invariance l’expression K∗(p, q) =∑
j pj∑
j qj
.
Dans ces conditions, la divergence invariante s’e´crit apre`s simplifications :
FI (p‖q) =
∑
i
p¯i log
p¯i
αp¯i + (1− α) q¯i (8.18)
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D’ou l’expression du gradient :
∂FI (p‖q)
∂ql
=
1− α∑
j qj
[∑
i
p¯iq¯i
αp¯i + (1− α) q¯i −
p¯l
αp¯l + (1− α) q¯l
]
(8.19)
8.2 Divergence G (Divergence Arithme´tique-Ge´ome´trique
relative)
Ces divergences sont de´veloppe´es par Taneja [91], elles se de´duisent des
pre´ce´dentes en intervertissant l’ordre des champs compare´s ; on ne pre´sente
ici que les formes ponde´re´es.
8.2.1 Forme directe
Le proce´de´ constructif est de la forme :
G (p‖q) = KL (αp+ (1− α) q‖p) (8.20)
Si on prend pour la divergence de Kullback-Leibler la forme ge´ne´rale utili-
sable pour des champs non-normalise´s, on obtient :
G (p‖q) =
∑
i
[αpi + (1− α) qi] log αpi + (1− α) qi
pi
+ (1− α) (pi − qi) (8.21)
C’est une divergence de Csisza¨r construite sur la fonction convexe standard,
repre´sente´e sur la figure (8.5) pour α = 0.5, qui s’e´crit :
fc (x) = [αx+ (1− α)] log αx+ (1− α)
x
+ (1− α) (x− 1) (8.22)
Son gradient par rapport a` ”q” s’e´crit :
∂G (p‖q)
∂qj
= (1− α) log αpj + (1− α) qj
pj
(8.23)
Lorsqu’on peut conside´rer que
∑
i pi =
∑
i pi, pas ne´cessairement e´gales a`
”1”, une forme simplifie´e existe :
GS (p‖q) =
∑
i
[αpi + (1− α) qi] log αpi + (1− α) qi
pi
(8.24)
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0.8
Figure 8.5 – Fonction fc (x) = [αx+ (1− α)] log αx+(1−α)x +(1− α) (x− 1),
α = 0.5
C’est une divergence de Csisza¨r construite sur la fonction convexe simple
repre´sente´e sur la figure (8.6) pour α = 0.5, qui s’e´crit :
f (x) = [αx+ (1− α)] log αx+ (1− α)
x
(8.25)
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Figure 8.6 – Fonction f (x) = [αx+ (1− α)] log αx+(1−α)x , α = 0.5
8.2.2 Forme adjointe
Le proce´de´ constructif peut eˆtre de´crit par la relation :
G (q‖p) = KL (αq + (1− α) p‖q) (8.26)
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Si on prend pour la divergence de Kullback-Leibler la forme ge´ne´rale utili-
sable pour des champs non-normalise´s, on obtient :
G (q‖p) =
∑
i
[αqi + (1− α) pi] log αqi + (1− α) pi
qi
+ (1− α) (qi − pi) (8.27)
C’est une divergence de Csisza¨r construite sur la fonction convexe standard
repre´sente´e sur la figure (8.7) pour α = 0.5, qui s’e´crit :
f˘c (x) = [α+ (1− α)x] log [α+ (1− α)x] + (1− α) (1− x) (8.28)
1 2 3 4 5
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Figure 8.7 – Fonction f˘c (x) = [α+ (1− α)x] log [α+ (1− α)x] +
(1− α) (1− x), α = 0.5
Son gradient par rapport a` ”q” s’e´crit :
∂G (q‖p)
∂qj
= α log
αqj + (1− α) pj
qj
+ (1− α)
(
1− pj
qj
)
(8.29)
Lorsque
∑
i pi =
∑
i qi, pas ne´cessairement e´gales a` ”1”, une forme simplifie´e
existe, elle s’e´crit :
GS (q‖p) =
∑
i
[αqi + (1− α) pi] log αqi + (1− α) pi
qi
(8.30)
C’est une divergence de Csisza¨r construite sur la fonction convexe simple
repre´sente´e sur la figure (8.8) pour α = 0.5, qui s’e´crit :
f˘ (x) = [α+ (1− α)x] log [α+ (1− α)x] (8.31)
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Figure 8.8 – Fonction f˘ (x) = [α+ (1− α)x] log [α+ (1− α)x], α = 0.5
8.2.3 divergence syme´trique T
Elle est construite de fac¸on classique sous la forme :
T (p, q) = G (p‖q) +G (q‖p) (8.32)
C’est a` dire :
T (p, q) =
∑
i
[αpi + (1− α) qi] log αpi + (1− α) qi
pi
+
∑
i
[αqi + (1− α) pi] log αqi + (1− α) pi
qi
(8.33)
Le gradient correspondant par rapport a` ”q” se de´duit imme´diatement des
gradients des fonctions G (p‖q) et G (q‖p).
8.2.4 Invariance par changement d’e´chelle.
En ce qui concerne la divergence G (p‖q) donne´e par l’e´quation (8.21),
la me´thode classique ne permet pas de calculer explicitement une valeur du
facteur d’invariance K.
En introduisant le facteur d’invariance non-nominal K∗, dans l’expression
(8.21), on obtient la divergence invariante correspondante qui s’e´crit apre`s
simplifications :
GI (p‖q) =
∑
i
[αp¯i + (1− α) q¯i] log αp¯i + (1− α) q¯i
p¯i
(8.34)
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Son gradient par rapport a` q est donne´ par :
∂GI (p‖q)
∂ql
=
1− α∑
j qj
[
log
αp¯l + (1− α) q¯l
p¯l
−
∑
i
q¯i log
αp¯i + (1− α) q¯i
p¯i
]
(8.35)
8.3 Ge´ne´ralisation des divergences F et G
Pour proce´der a` cette ge´ne´ralisation, on effectue le meˆme travail que
dans les sections pre´ce´dentes, mais en remplac¸ant la divergence de Kullback-
Leibler utilise´e syste´matiquement dans le proce´de´ constructif, par la diver-
gence de Havrda-Charvat, c’est a` dire quelque chose qui est une ”alpha (s)
divergence”, et en s’appuyant sur le fait que la divergence de K.L. peut se
retrouver comme cas limite de la divergence de H.C. par variation du pa-
rame`tre ”s”(on n’utilise plus ”α” qui est de´ja` utilise´ pour ponde´rer les deux
champs p et q).
En effet, la divergence de H.C. s’e´crit :
HCs (a‖b) = 1
s (s− 1)
∑
i
asi b
1−s
i − sai − (1− s) bi (8.36)
Cette expression tend vers KL (a‖b) lorsque s→ 1 et vers KL (b‖a) lorsque
s→ 0.
Comme dans les sections pre´ce´dentes, on ne de´veloppera que les formes
ponde´re´es ; dans ce contexte les champs de donne´es qui vont intervenir
sont”p”, ”q”, et le me´lange ponde´re´ ”αp+ (1− α) q”.
8.3.1 Forme directe.
On s’appuie sur le mode constructif suivant :
FGs,α (p‖q) = HC (αp+ (1− α) q‖p) (8.37)
Ce qui donne :
FGs,α (p‖q) = 1
s (s− 1)
∑
i
[αpi + (1− α) qi]s p1−si −
s [αpi + (1− α) qi]− (1− s) pi (8.38)
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On peut aussi dire que cette divergence est construite au sens de Csisza¨r,
sur la fonction convexe standard :
fc (x) =
1
s (s− 1)
{
[αx+ (1− α)]s x1−s − s [αx+ (1− α)]− (1− s)x}
(8.39)
Son gradient par rapport a` ”q” s’e´crit :
∂FGs,α (p‖q)
∂qj
=
1− α
s− 1
{[
αpj + (1− α) qj
pj
]s−1
− 1
}
(8.40)
Si on est dans le cas ou
∑
i pi =
∑
i qi, on peut utiliser une forme simplifie´e
de cette divergence qui s’e´crit :
FGSs,α (p‖q) = 1
s (s− 1)
∑
i
[αpi + (1− α) qi]s p1−si − pi (8.41)
C’est ce qu’on aurait obtenu, si, dans le mode de construction, on avait
utilise´ une divergence de H.C. simplifie´e, mais on peut aussi dire que cette
divergence est construite au sens de Csisza¨r sur la fonction convexe simple :
f (x) =
1
s (s− 1)
{
[αx+ (1− α)]s x1−s − x} (8.42)
8.3.2 Forme invariante par changement d’e´chelle
En suivant la procedure habituelle, on en arrive a` devoir re´soudre en
”K”, l’e´quation :
1− α
s− 1
∑
i
qi
{[
αpi + (1− α)Kqi
pi
]s−1
− 1
}
= 0 (8.43)
Il n’y a pas de solution explicite ; on peut toutefois utiliser :
K =
∑
i pi∑
i qi
(8.44)
Cette expression de ”K” injecte´e dans la divergence de de´part (8.38) la rend
invariante par changement d’e´chelle et on obtient la divergence invariante
simplifie´e :
FGI (p‖q) = 1
s (s− 1)
∑
i
p¯1−si [αp¯i + (1− α) q¯i]s (8.45)
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Le gradient par rapport a` ”q” s’e´crit :
∂FGI (p‖q)
∂ql
=
1− α
(s− 1)∑j qj
{[
p¯l
αp¯l + (1− α) q¯l
]s−1
−
∑
i
q¯i
[
p¯i
αp¯i + (1− α) q¯i
]s−1}
(8.46)
8.3.3 Forme adjointe.
Elle s’appuie sur le mode constructif suivant :
FGs,α = HC (αq + (1− α) p‖q) (8.47)
Cela conduit a` :
FGs,α (q‖p) = 1
s (s− 1)
∑
i
[αqi + (1− α) pi]s q1−si
− s [αqi + (1− α) pi]− (1− s) qi (8.48)
On peut aussi dire que c’est une divergence de Csisza¨r construite sur la
fonction convexe standard :
f˘cs (x) =
1
s (s− 1) {[α+ (1− α)x]
s − (1− s)
−s [α+ (1− α)x]} (8.49)
Son gradient par rapport a` q peut s’e´crire :
∂FGs,α (q‖p)
∂qj
=
α
s− 1
{[
αqj + (1− α) pj
qj
]s−1
− 1
}
− 1
s
{[
αqj + (1− α) pj
qj
]s
− 1
}
(8.50)
Dans le cas ou on a
∑
i pi =
∑
i qi, on a la forme simplifie´e suivante :
FGSs,α (q‖p) = 1
s (s− 1)
∑
i
[αqi + (1− α) pi]s q1−si − qi (8.51)
Elle est construite au sens de Csisza¨r, sur la fonction convexe simple :
f˘s (x) =
1
s (s− 1) [{α+ (1− α)x}
s − 1] (8.52)
Une simplification supple´mentaire peut eˆtre introduite si on a des densite´s
de probabilite´s, alors,
∑
i pi =
∑
i qi = 1.
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8.3.4 Forme syme´trique.
La fonction convexe standard permettant de construire au sens de Csisza¨r
la divergence syme´trique s’e´crit (a` un facteur 1/2 pre`s) :
f̂cs (x) = fcs (x) + f˘cs (x) =
1
s (s− 1)
{
x
[
αx+ (1− α)
x
]s
+ [α+ (1− α)x]s − (1 + x)} (8.53)
La divergence correspondante s’e´crit :
FGs,α (p, q) =
1
s (s− 1)
∑
i
[αpi + (1− α) qi]s p1−si
+ [αqi + (1− α) pi]s q1−si − (pi + qi) (8.54)
Le gradient par rapport a` ”q” peut s’e´crire :
∂FGs,α (p, q)
∂qj
=
1− α
s− 1
[
αpj + (1− α) qj
pj
]s−1
+
α
s− 1
[
αqj + (1− α) pj
qj
]s−1
− 1
s
[
αqj + (1− α) pj
qj
]s
− 1
s (s− 1) (8.55)
8.4 J divergence relative de Dragomir.
Pour e´tendre ce qui a e´te´ propose´ par Dragomir et al. [33], on de´veloppera
le cas ge´ne´ral ponde´re´.
8.4.1 Forme directe.
En s’appuyant sur l’utilisation des divergences de K.L., on peut e´crire :
JD (p‖q) = KL [q‖αp+ (1− α) q] +KL [αp+ (1− α) q‖ q] (8.56)
En utilisant les notations des sections pre´ce´dentes, on peut aussi e´crire :
JD (p‖q) = F (q‖p) +G (q‖p) (8.57)
Mais on peut aussi dire que c’est une divergence de Csisza¨r construite sur la
fonction convexe standard repre´sente´e sur la figure (8.9) pour α = 0.5, qui
s’e´crit :
fc (x) = (1− α) (x− 1) log [α+ (1− α)x] (8.58)
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Figure 8.9 – Fonction fc (x) = (1− α) (x− 1) log [α+ (1− α)x], α = 0.5
On obtient ainsi la divergence :
JD (p‖q) = (1− α)
∑
i
(pi − qi) log αqi + (1− α) pi
qi
(8.59)
Le gradient par rapport a` ”q” s’e´crira :
∂JD (p, q)
∂qj
∝ α (pj − qj)
αqj + (1− α) pj −
pj
qj
+ log
qj
αqj + (1− α) pj + 1 (8.60)
8.4.2 Forme adjointe.
Elle est construite au sens de Csisza¨r sur la fonction convexe standard,
miroir de la fonction (8.58), repre´sente´e sur la figure (8.10) pour α = 0.5,
qui s’e´crit :
f˘c (x) = (1− α) (1− x) log
[
αx+ (1− α)
x
]
(8.61)
On obtient ainsi :
JD (q‖p) = (1− α)
∑
i
(qi − pi) log
[
αpi + (1− α) qi
pi
]
(8.62)
On peut aussi dire que :
JD (q‖p) = F (p‖q) +G (p‖q) (8.63)
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1 2 3 4 5
0.5
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1.5
Figure 8.10 – Fonction f˘c (x) = (1− α) (1− x) log
[
αx+(1−α)
x
]
, α = 0.5
C’est a` dire :
JD (q‖p) = KL [p‖αp+ (1− αq)] +KL [αp+ (1− α) q‖p] (8.64)
Le calcul du gradient par rapport a` ”q” conduit a` :
∂JD (q, p)
∂qj
∝ log
[
αpj + (1− α) qj
pj
]
+ (1− α) qj − pj
αpj + (1− α) qj (8.65)
8.4.3 Invariance par changement d’e´chelle sur ”q”.
Pour la divergence donne´e par l’expression (8.59), le facteur d’invariance
nominal ne se calcule pas, on utilise donc l’expression K∗, ce qui conduit a`
la divergence invariante simplifie´e :
JDI (p‖q) = (1− α)
∑
i
(p¯i − q¯i) log αq¯i + (1− α) p¯i
q¯i
(8.66)
Le gradient par rapport a` ”q” s’e´crit :
∂JDI (p‖q)
∂ql
=
1− α∑
j qj
[∑
i
q¯i log
αq¯i + (1− α) p¯i
q¯i
− log αq¯l + (1− α) p¯l
q¯l
+ (1− α) p¯l (q¯l − p¯l)
q¯l [αq¯l + (1− α) p¯l] − (1− α)
∑
i
p¯i (q¯i − p¯i)
αq¯i + (1− α) p¯i
]
(8.67)
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8.4.4 Ge´ne´ralisation de la J divergence relative de Dragomir.
A partir de la fonction convexe standard (8.58), la ge´ne´ralisation pro-
pose´e consiste a` remplac¸er la fonction logarithme par la fonction ”Loga-
rithme ge´ne´ralise´” avec l’exposant (1 − d). On obtient ainsi la fonction
convexe standard :
fc,d (x) = (1− α) (x− 1)
{
[α+ (1− α)x]1−d − 1
1− d
}
(8.68)
En s’appuyant sur cette fonction pour construire une divergence de Csisza¨r,
on obtient :
JDd (p‖q) = 1− α
1− d
∑
i
(pi − qi)
{[
αqi + (1− α) pi
qi
]1−d
− 1
}
(8.69)
On peut remarquer que lorsque d→ 2 cette divergence devient e´gale a` :
(1− α)2
∑
i
(pi − qi)2
αqi + (1− α) pi ∝MAH (8.70)
La forme adjointe est obtenue a` partir de la fonction miroir de la pre´ce´dente,
c’est a` dire :
f˘c,d (x) =
1− α
1− d (1− x)
{[
αx+ (1− α)
x
]1−d
− 1
}
(8.71)
La divergence correspondante s’e´crira :
JDd (q‖p) = 1− α
1− d
∑
i
(qi − pi)
{[
αpi + (1− α) qi
pi
]1−d
− 1
}
(8.72)
8.5 Ge´ne´ralisations propose´es par Taneja.
La technique de ge´ne´ralisation utilise´e par Taneja [92], consiste a` s’ap-
puyer sur la divergence fonde´e sur l’entropie de Sharma-Mittal [89] dans la
forme simplifie´e correspondant a` des variables normalise´es (4.33).
Il n’est pas beaucoup plus complique´ d’utiliser la forme ge´ne´rale correspon-
dant a` des variables quelconques (4.32) qui s’e´crit :
SMα,s (a‖b) = 1
α (s− 1)

[∑
i
aαi b
1−α
i
] s−1
α−1
−
[∑
i
αai + (1− α) bi
] s−1
α−1

(8.73)
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On peut remarquer qu’il s’agit en fait de l’application de la fonction Loga-
rithme ge´ne´ralise´, sur les deux termes de MAG (a‖b), avec l’exposant s−1α−1 .
On de´finit alors la 1˚ ge´ne´ralisation note´e par Taneja 1T sα :
1T sα (p‖q) =
1
2
[
SMα,s
(
p+ q
2
‖p
)
+ SMα,s
(
p+ q
2
‖q
)]
(8.74)
On peut remarquer que pour le plaisir de compliquer encore les choses, on
peut imaginer de remplac¸er la demi somme par une somme ponde´re´e, mais
est-ce bien ne´cessaire ?
Ceci e´tant, la forme explicite de 1T sα s’e´crit :
1T sα (p‖q) =
1
2α (s− 1)

[∑
i
(
pi + qi
2
)α
p1−αi
] s−1
α−1
+
[∑
i
(
pi + qi
2
)α
q1−αi
] s−1
α−1
−
[∑
i
α
(
pi + qi
2
)
+ (1− α) pi
] s−1
α−1
−
[∑
i
α
(
pi + qi
2
)
+ (1− α) qi
] s−1
α−1
 (8.75)
Si on se place dans la configuration simplifie´e correspondant a`
∑
i pi =∑
i qi = 1, on a :
1TSsα (p‖q) =
1
2α (s− 1)

[∑
i
(
pi + qi
2
)α
p1−αi
] s−1
α−1
+
[∑
i
(
pi + qi
2
)α
q1−αi
] s−1
α−1
− 2
 (8.76)
Voyons maintenant les expressions limites de 1T sα (p‖q) (8.75).
Si s→ α.
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On obtient :
1Tαα (p‖q) =
1
α (α− 1)
{∑
i
(
pi + qi
2
)α(p1−αi + q1−αi
2
)
−
∑
i
(
pi + qi
2
)}
(8.77)
C’est une divergence de Csiza¨r fonde´e sur la fonction convexe standard :
fc (x) =
1
α (α− 1)
[(
x1−α + 1
2
)(
x+ 1
2
)α
− x+ 1
2
]
(8.78)
Elle est analogue a` (8.54).
Remarquons qu’on aurait pu obtenir cette expression en utilisant la diver-
gence de Havrda-Charvat directement dans la de´finition ge´ne´rale (8.74) a` la
place de la divergence SMα,s.
Par ailleurs, le cas particulier correspondant a`
∑
i pi =
∑
i qi = 1 s’e´crit
imme´diatement sous la forme :
1TSαα (p‖q) =
1
α (α− 1)
{∑
i
(
pi + qi
2
)α(p1−αi + q1−αi
2
)
− 1
}
(8.79)
Bien sur, elle ne peut pas eˆtre construite comme une divergence de Csisza¨r.
Le second cas limite correspond a` faire s→ 1 dans 1T sα (p‖q) (8.75) (on
cherche a` obtenir quelque chose qui s’inspire de la divergence de Renyi).
On obtient :
1T 1α (p‖q) =
1
2α (α− 1)
{
log
∑
i
(
pi + qi
2
)α
p1−αi
+ log
∑
i
(
pi + qi
2
)α
q1−αi
− log
∑
i
α
(
pi + qi
2
)
+ (1− α) pi
− log
∑
i
α
(
pi + qi
2
)
+ (1− α) qi
}
(8.80)
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La divergence correspondant a`
∑
i pi =
∑
i qi = 1 s’e´crira :
1TS1α (p‖q) =
1
2α (α− 1)
{
log
∑
i
(
pi + qi
2
)α
p1−αi
+ log
∑
i
(
pi + qi
2
)α
q1−αi
}
(8.81)
La 2˚ ge´ne´ralisation propose´e par Taneja consiste a` repartir de l’ex-
pression de 1Tαα (p‖q) (8.77) qui est une diffe´rence de 2 termes positifs, et
d’appliquer sur chacun d’eux le Logarithme ge´ne´ralise´ avec la puissance
(s− 1/α− 1) qui est une fonction croissante ; on obtient ainsi :
2T sα (p‖q) =
1
α (s− 1)

[∑
i
(
pi + qi
2
)α(p1−αi + q1−αi
2
)] s−1α−1
−
[∑
i
(
pi + qi
2
)] s−1α−1 (8.82)
On ve´rifie sans difficulte´ que 2Tαα (p‖q) =1 Tαα (p‖q).
De meˆme, en faisant le passage a` la limite s→ 1 dans (8.82), on obtient :
2T 1α (p‖q) =
1
α (α− 1)
{
log
∑
i
(
pi + qi
2
)α(p1−αi + q1−αi
2
)
− log
∑
i
(
pi + qi
2
)}
(8.83)
Dans tous les cas, si on se place dans le cas simplifie´
∑
i pi =
∑
i qi = 1, on
retrouve les formes donne´es par Taneja.
Remarque : Pour bien comprendre la diffe´rence entre ces 2 ge´ne´ralisations,
on peut remarquer qu’elles correspondent aux ope´rations suivantes :
On conside`re les divergences de Havrda-Charvat avec un parame`tre ”s”,
note´es HCs (a‖b) avec a = p+q2 et b = p d’une part, et HCs (a‖b) avec
a = p+q2 et b = q d’autre part. Dans le cas de la 1˚ ge´ne´ralisation, on
applique le Logarithme ge´ne´ralise´ sur les 2 termes de chacune de ces diver-
gences, puis on fait la demi somme des divergences obtenues, ce qui donne
(8.75) et ses variantes.
Dans la 2˚ ge´ne´ralisation, on fait d’abord la somme des 2 divergences de
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Havrda-Charvat mentionne´es ci dessus, on obtient une diffe´rence de 2 termes
positifs, puis, on applique le Logarithme ge´ne´ralise´ sur chacun de ces 2
termes.
Les re´sultats obtenus par ces 2 modes ope´ratoires sont diffe´rents car les 2
ope´rations effectue´es successivement ne sont pas commutatives.
Pour continuer ce petit exercice, on reprend un travail e´quivalent de´ja`
propose´ par Taneja [91] et Arndt [6] ; il consiste a` utiliser la relation (8.74)
et a` intervertir l’ordre des arguments dans les divergences SMα,s, c’est a`
dire :
1Isα (p‖q) =
1
2
[
SMα,s
(
p‖p+ q
2
)
+ SMα,s
(
q‖p+ q
2
)]
(8.84)
On peut conside´rer qu’il s’agit de la 3˚ ge´ne´ralisation qui est analogue a` la
1˚ ge´ne´ralisation, exception faite de l’ordre des arguments.
Ceci e´tant, la forme explicite de 1Isα s’e´crit :
1Isα (p‖q) =
1
2α (s− 1)

[∑
i
(
pi + qi
2
)1−α
pαi
] s−1
α−1
+
[∑
i
(
pi + qi
2
)1−α
qαi
] s−1
α−1
−
[∑
i
(1− α)
(
pi + qi
2
)
+ αpi
] s−1
α−1
−
[∑
i
(1− α)
(
pi + qi
2
)
+ αqi
] s−1
α−1
 (8.85)
Dans le cas simplifie´ correspondant a`
∑
i pi =
∑
i qi = 1, on aura des formes
exhibe´es dans Arndt [6] :
1Isα (p‖q) =
1
2α (s− 1)

[∑
i
(
pi + qi
2
)1−α
pαi
] s−1
α−1
+
[∑
i
(
pi + qi
2
)1−α
qαi
] s−1
α−1
− 2
 (8.86)
8.5. GE´NE´RALISATIONS PROPOSE´ES PAR TANEJA. 165
De meˆme, si dans (8.85), on fait s = α, on aura :
1Iαα (p‖q) =
1
α (α− 1)
{∑
i
(
pi + qi
2
)1−α(pαi + qαi
2
)
−
∑
i
(
pi + qi
2
)}
(8.87)
C’est une divergence de Csiza¨r fonde´e sur la fonction convexe standard :
fc (x) =
1
α (α− 1)
[(
xα + 1
2
)(
x+ 1
2
)1−α
− x+ 1
2
]
(8.88)
Si maintenant, a` partir de (8.85), on fait le passage a` la limite s → 1, on
obtient :
1I1α (p‖q) =
1
2α (α− 1)
{
log
∑
i
(
pi + qi
2
)1−α
pαi
+ log
∑
i
(
pi + qi
2
)1−α
qαi
− log
∑
i
(1− α)
(
pi + qi
2
)
+ αpi
− log
∑
i
(1− α)
(
pi + qi
2
)
+ αqi
}
(8.89)
Si on fait
∑
i pi =
∑
i qi = 1, on retrouve un re´sultat de Arndt [6] :
1IS1α (p‖q) =
1
2α (α− 1)
{
log
∑
i
(
pi + qi
2
)1−α
pαi
+ log
∑
i
(
pi + qi
2
)1−α
qαi
}
(8.90)
On peut alors de´finir la 4˚ ge´ne´ralisation qui est l’analogue de la 2˚ (a` l’ordre
des arguments pre`s) ; pour cela, on repart de la relation donnant 1Iαα (p‖q)
(8.87) et on proce`de a` une extension en utilisant le Logarithme ge´ne´ralise´,
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pour obtenir :
2Isα (p‖q) =
1
α (s− 1)

[∑
i
(
pi + qi
2
)1−α(pαi + qαi
2
)] s−1α−1
−
[∑
i
(
pi + qi
2
)] s−1α−1 (8.91)
Cette divergence a e´te´ exhibe´e par Taneja dans [92] ; si on fait la simplifica-
tion
∑
i pi =
∑
i qi = 1, on retrouve une expression donne´e par Arndt [6] :
Sur cette relation, le passage a` la limite s → 1 permet d’obtenir quelque
chose qui se rapproche d’une divergence de Renyi :
2I1α (p‖q) =
1
α (α− 1)
{
log
∑
i
(
pi + qi
2
)1−α(pαi + qαi
2
)
− log
∑
i
(
pi + qi
2
)}
(8.92)
Pour finir, en faisant la simplification
∑
i pi =
∑
i qi = 1, on retrouve un
re´sultat de Arndt [6] :
2IS1α (p‖q) =
1
α (α− 1)
{
log
∑
i
(
pi + qi
2
)1−α(pαi + qαi
2
)}
(8.93)
On peut faire sur les ge´ne´ralisations 3 et 4, les meˆme remarques que sur les
ge´ne´ralisations 1 et 2 quant a` l’ordre des ope´rations qui ont permis de les ob-
tenir ; la non-commutativite´ de ces ope´rations conduit a` ”Ge´ne´ralisation 3 6=
Ge´ne´ralisation 4”, comme on avait obtenu ”Ge´ne´ralisation 1 6= Ge´ne´ralisation
2”.
Une autre ge´ne´ralisation (disons la 5˚ ge´ne´ralisation) est propose´e par Ta-
neja dans [92] et peut constituer l’illustration du fait que :
”Toute ine´galite´ peut donner lieu a` une divergence”.
En effet, conside´rons l’ine´galite´ entre moyenne arithme´tique ponde´re´e
(MA)i = βpi + (1− β) qi et la moyenne ge´ome´trique ponde´re´e (MG)i =
pβi q
1−β
i ;
(MG)i − (MA)i ≤ 0 ⇒ (MG)1−ri − (MA)1−ri ≤ 0 ; r ≤ 1 (8.94)
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Et, par suite :
(MG)1−ri (MA)
r
i − (MA)i ≤ 0 (8.95)
L’extension au champs entier conduit a` :∑
i
(MG)1−ri (MA)
r
i −
∑
i
(MA)i ≤ 0 (8.96)
Et finalement :
1
r − 1
[∑
i
(MG)1−ri (MA)
r
i −
∑
i
(MA)i
]
≥ 0 (8.97)
A partir de la`, on peut appliquer sur chacun des termes de la diffe´rence, une
fonction croissante sans changer le signe de l’ine´galite´, pourquoi pas une
fonction Logarithme ge´ne´ralise´ avec la puissance (s− 1/r − 1), pour obtenir
la divergence propose´e par Taneja :
3T sr (p‖q) =
1
s− 1

[∑
i
(MG)1−ri (MA)
r
i
] s−1
r−1
−
[∑
i
(MA)i
] s−1
r−1

(8.98)
En fait, Taneja [92] propose quelque chose de moins ge´ne´ral que c¸a, car il
se limite au cas de variables de somme 1, dans ce cas, le 2˚ terme de la
diffe´rence sera e´gal a` 1.
Le gradient par rapport a` ”qj” s’e´crit :
∂
[
3T sr (p‖q)
]
∂qj
=
1− β
r − 1

[∑
i
(MG)1−ri (MA)
r
i
] s−r
r−1
[
(1− r) (MA)
r
i
(MG)ri
pβj
qβj
+ r
(MA)r−1i
(MG)r−1i
]
−
[∑
i
(MA)i
] s−r
r−1
 (8.99)
Les 2 cas limite classiques peuvent s’envisager :
* s = r conduit a` :
3T rr (p‖q) =
1
r − 1
{∑
i
(MG)1−ri (MA)
r
i −
∑
i
(MA)i
}
(8.100)
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* s→ 1 conduit a` la forme Logarithmique :
3T 1r (p‖q) =
1
r − 1
{
log
[∑
i
(MG)1−ri (MA)
r
i
]
− log
[∑
i
(MA)i
]}
(8.101)
Les gradients correspondants s’obtiennent imme´diatement comme cas limite
de (8.99).
Cette dernie`re divergence est de´signe´e dans Taneja [92] et Neemuchwala
[72] sous le nom de ”αGA” qu’on peut noter ici ”rGA”, et pour laquelle ils
n’envisagent que le cas de variables normalise´es.
Bien entendu, cette 5˚ ge´ne´ralisation est a` rapprocher des divergences fonde´es
sur les ine´galite´s entre les moyennes de´veloppe´es dans le chapitre 7.
Si on veut e´tendre cette proce´dure a` d’autres moyennes, on s’appuie sur
les ine´galite´s entre moyennes ponde´re´es ou non MH ≤ MG ≤ MA ≤ MQ.
Avec :
(MH)i =
piqi
βpi − (1− β) qi ; (MQ)i =
√
βp2i + (1− β) q2i (8.102)
On peut e´crire :
3THGsr (p‖q) =
1
s− 1

[∑
i
(MH)1−ri (MG)
r
i
] s−1
r−1
−
[∑
i
(MG)i
] s−1
r−1

(8.103)
3THAsr (p‖q) =
1
s− 1

[∑
i
(MH)1−ri (MA)
r
i
] s−1
r−1
−
[∑
i
(MA)i
] s−1
r−1

(8.104)
3THQsr (p‖q) =
1
s− 1

[∑
i
(MH)1−ri (MQ)
r
i
] s−1
r−1
−
[∑
i
(MQ)i
] s−1
r−1

(8.105)
La divergence :
3TGAsr (p‖q) =3 T sr (p‖q) (8.106)
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a e´te´ calcule´e pre´cedemment ;
3TGQsr (p‖q) =
1
s− 1

[∑
i
(MG)1−ri (MQ)
r
i
] s−1
r−1
−
[∑
i
(MQ)i
] s−1
r−1

(8.107)
3TAQsr (p‖q) =
1
s− 1

[∑
i
(MA)1−ri (MQ)
r
i
] s−1
r−1
−
[∑
i
(MQ)i
] s−1
r−1

(8.108)
Les formes logarithmiques se de´duisent imme´diatement.
Des formes simplifie´es de ces divergences sont de´veloppe´es dans le chapitre
7 traitant des divergences entre moyennes.
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chapitre 9
Re´gularisation par contrainte
de douceur.
On conside`re ici, l’application des divergences invariantes par change-
ment d’e´chelle, a` la re´gularisation par contrainte de douceur de type Tikho-
nov [93].
Cette analyse pre´sente un inte´ret e´vident lors qu’on doit introduire ce type
de re´gularisation dans un proble`me pour lequel il y a une contrainte sur la
somme des parame`tres inconnus et, en particulier, lorsqu’elle est associe´e a`
une contrainte de non-ne´gativite´.
En effet, lors de la re´gularisation d’un proble`me inverse par contrainte de
douceur, on est amene´ a` minimiser en ”x”, une fonction objectif de la forme :
J (x) = D1 (y‖Hx) + γD2 (x‖xd) (9.1)
Le premier terme D1 est une divergence qui traduit l’attache aux donne´es
c’est a` dire un e´cart entre mesures et mode`le (ici line´aire), alors que le se-
cond terme D2 est une divergence qui repre´sente un e´cart entre la solution
”x” et une solution par de´faut ”xd” ; cette solution par de´faut doit respecter
les contraintes qu’on impose a` la solution, par exemple, [xd]i ≥ 0 ∀i, et si on
a une contrainte de somme,
∑
i [xd]i =
∑
i xi.
Le coefficient ”γ” est le facteur de re´gularisarion qui ajuste l’importance
relative des 2 termes de J (x).
On traite ici, le cas des divergences invariantes par changement d’e´chelle sur
”q” construites sur la base des ”α” et des ”β” divergences , et on conside`re
plus particulie`rement les formes logarithmiques qui sont non seulement in-
variantes par rapport a` ”q”, mais aussi par rapport a` ”p”.
Par ailleurs, on a mis en e´vidence le fait que lorsqu’une divergence est rendue
invariante par rapport a` ”q” en utilisant le facteur d’invariance K =
∑
j pj∑
j qj
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la divergence obtenue est aussi invariante par rapport a` ”p” ; ce type de
divergence invariante sera aussi conside´re´.
Les divergences invariantes par rapport aux deux arguments ont l’avan-
tage de s’appliquer dans tous les cas, que la solution par de´faut soit une
constante, ou` une fonction line´aire de la solution elle meˆme (cas du Lapla-
cien par exemple).
Lors du proble`me de minimisation, on aura l’expression du gradient :
∂J (x)
∂xl
=
∂D1 (y‖Hx)
∂xl
+ γ
∂D2 (x‖xd)
∂xl
(9.2)
Si les divergences ”D1” et ”D2” sont des divergences invariantes, la proprie´te´
caracte´ristique de ces divergences conduira a` :
∑
l
xl
∂J (x)
∂xl
= 0 (9.3)
9.1 Divergences invariantes de´duites des ”α” et
”β” divergences.
9.1.1 Solution par de´faut constante = C.
Dans ce cas, toutes les divergences invariantes peuvent eˆtre utilise´es,
qu’elles soient sous forme logarithmique (LAI, LBI) ou non (AI,BI) ; on
se contentera de de´velopper le cas des formes logarithmiques.
Dans les de´veloppement qui suivent, dans le cas bidimensionnel, les tableaux
conside´re´s sont e´crits lexicographiquement.
Avec ”LAI”.
On a alors :
LAI (c‖x) = 1
a
log
∑
i
xi − 1
a− 1 log
∑
i
ci +
1
a (a− 1) log
∑
i
cai x
1−a
i (9.4)
En tenant compte du fait que tous les ci sont e´gaux quelque soit ”i”, on a
le gradient :
∂LAI (c‖x)
∂xj
=
1
a
[
1∑
i xi
− x
−a
j∑
i x
1−a
i
]
(9.5)
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Avec ”LBI”.
On a alors :
LBI (c‖x) = 1
b (b− 1) log
∑
i
cbi +
1
b
log
∑
i
xbi −
1
b− 1 log
∑
i
cix
b−1
i (9.6)
D’ou le gradient :
∂LBI (c‖x)
∂xj
=
xb−1j∑
i x
b
i
− x
b−2
j∑
i x
b−1
i
(9.7)
Forme ge´ne´rale LABI.
La divergence conside´re´e s’e´crit :
LABI (c‖x) = 1
a+ b− 1
{
1
b− 1 log
∑
i
ca+b−1i −
a+ b− 1
a (b− 1) log
∑
i
cai x
b−1
i +
1
a
log
∑
i
xa+b−1i
}
(9.8)
Apre`s quelques calculs simples, le gradient s’e´crit :
∂LABI (c‖x)
∂xj
=
1
a
[
xa+b−2j∑
i x
a+b−1
i
− x
b−2
j∑
i x
b−1
i
]
(9.9)
Les deux cas particuliers pre´ce´dents se retrouvent sans difficulte´ en faisant
respectivement a+ b−1 = 1, c’est a` dire b−1 = 1−a (LAI) et a = 1 (LBI).
9.1.2 Utilisation du Laplacien.
Dans ce cas, la solution par de´faut ”xd” est une version lisse´e de la
solution ”x”, c’est a` dire de fac¸on triviale, une solution qui ne contient pas
de hautes fre´quences ou en tous cas elles sont re´duites ; au sens classique de
Tikhonov [93], le terme de re´gularisation s’e´crit :
D2 (x‖xd) = ‖Lx‖2 (9.10)
On doit ici distinguer 2 situations :
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* 1 - Cas unidimensionnel.
Dans ce cas, le terme de re´gularisation ”Lx” correspond a` la convolution de
”x” par le masque
[−12 ; 1 ; −12].
On peut donc e´crire le re´sultat sous la forme ”x − Tx” ou le terme ”Tx”
e´crit au sens du produit matrice vecteur, repre´sente la convolution de ”x”
par le masque
[
1
2 ; 0 ;
1
2
]
.
* 2 - Cas bidimensionnel.
Dans ce cas, le terme de re´gularisation ”Lx” correspond a` la convolution
du tableau ”x” par le masque :
 0 −1/4 0−1/4 1 −1/4
0 −1/4 0
 . On peut donc
e´crire le re´sultat sous la forme ”x− Tx” ou le terme ”Tx” e´crit au sens du
produit matrice vecteur, repre´sente la convolution de ”x” par le masque : 0 1/4 01/4 0 1/4
0 1/4 0
 .
A l’issue de cette ope´ration, le tableau ”Tx” est ordonne´ lexicographi-
quement ainsi que le tableau ”x”.
On notera que dans ces conditions, la matrice T est syme´trique, elle est
norme´e a` ”1” en colonnes, c’est a` dire
∑
i tij = 1 ∀j, donc
∑
i (Tx)i =
∑
i xi
.
En conse´quence, en guise de terme de re´gularisation on doit e´crire une di-
vergence invariante par changement d’e´chelle entre ”p ≡ x” et ”q ≡ Tx”
par exemple ; du fait que ”p” et ”q” de´pendent tous deux de la solution
”x”, il est bien comprehensible qu’on doive utiliser la forme Logarithmique
qui est invariante par rapport aux deux arguments (on pourra ve´rifier que
les formes non Logarithmiques ne permettent pas de de´velopper des algo-
rithmes qui maintiennent spontane´ment le flux, i.e. qui ne respectent pas la
spontane´ment la contrainte de somme).
Avec LAI.
On s’inte´resse d’abord a` LAI avec p ≡ x et q ≡ Tx, il vient :
LAI (x‖Tx) = 1
a
log
∑
i
(Tx)i−
1
a− 1 log
∑
i
xi+
1
a (a− 1) log
∑
i
xai (Tx)
1−a
i
(9.11)
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Le gradient correspondant s’e´crit :
∂LAI (x‖Tx)
∂xj
=
1
a
[ ∑
i ti,j∑
i (Tx)i
−
∑
i ti,jx
a
i (Tx)
−a
i∑
i x
a
i (Tx)
1−a
i
]
+
1
a− 1
[
xa−1j (Tx)
1−a
j∑
i x
a
i (Tx)
1−a
i
− 1∑
i xi
]
(9.12)
On peut observer, que comme toujours avec ce type de divergence,∑
j xj
∂
∂xj
= 0.
Avec ”LBI”.
Avec les notations du paragraphe pre´ce´dent, la divergence conside´re´e
s’e´crit :
LBI (x‖Tx) = 1
b (b− 1) log
∑
i
xbi+
1
b
log
∑
i
(Tx)bi−
1
b− 1 log
∑
i
xi (Tx)
b−1
i
(9.13)
Le gradient sera :
∂LBI (x‖Tx)
∂xj
=
1
b− 1
[
xb−1j∑
i x
b
i
− (Tx)
b−1
j∑
i xi (Tx)
b−1
i
]
+[∑
i ti,j (Tx)
b−1
i∑
i (Tx)
b
i
−
∑
i ti,jxi (Tx)
b−2
i∑
i xi (Tx)
b−1
i
]
(9.14)
On a, de nouveau, comme toujours avec ce type de divergence :∑
j xj
∂
∂xj
= 0.
Forme ge´ne´rale ”LABI”.
Si on utilise la forme ge´ne´rale de la divergence, les deux cas pre´ce´dents
peuvent se retrouver sans difficulte´, en effet, la divergence s’e´crit :
LABI (x‖Tx) = 1
a+ b− 1
{
1
b− 1 log
∑
i
xa+b−1i −
a+ b− 1
a (b− 1) log
∑
i
xai (Tx)
b−1
i +
1
a
log
∑
i
(Tx)a+b−1i
}
(9.15)
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On peut en calculer le gradient qui s’e´crit :
∂LABI (x‖Tx)
∂xj
=
1
a
[∑
i ti,j (Tx)
a+b−2
i∑
i (Tx)
a+b−1
i
−
∑
i ti,jx
a
i (Tx)
b−2
i∑
i x
a
i (Tx)
b−1
i
]
+
1
b− 1
[
xa+b−2j∑
i x
a+b−1
i
− x
a−1
j (Tx)
b−1
j∑
i x
a
i (Tx)
b−1
i
]
(9.16)
Les expressions des deux paragraphes pre´ce´dents se retrouvent imme´diatement
en faisant respectivement : a + b− 1 = 1, c’est a` dire b− 1 = 1 − a (ce qui
donne LAI) et a = 1 (ce qui donne LBI).
9.1.3 Remarque importante.
Si on tente d’utiliser dans la re´gularisation par le Laplacien, les formes
non logarithmiques des divergences invariantes, c’est a` dire AI ou` BI, on
perd la proprie´te´ de maintient spontane´ du flux, en effet ces divergences ne
sont invariantes que par rapport au 2˚ argument ; pour montrer cela, il suffit
de calculer le gradient de AI (x‖Tx) par exemple, et de constater que la
relation qui permet le maintien du flux n’est pas respecte´e.
En effet, si on utilise l’expression de AI, avec p ≡ x et q ≡ Tx, il vient :
AI (x‖Tx) = 1
a− 1
(∑
i
(Tx)i
)a−1
a
(∑
i
xai (Tx)
1−a
i
) 1
a
−
∑
i
xi

(9.17)
Et compte tenu de l’expression du gradient on a :
∑
j
xj
∂AI (x‖Tx)
∂xj
=
1
1− a

∑
j
xj −
∑
j
xaj (Tx)
1−a
j
 1a ∑
j
(Tx)j
a−1a

(9.18)
Cette expression pourra eˆtre e´gale a` ze´ro a` la convergence (x → Tx), mais
surement pas a` chaque ite´ration.
9.2 Effet du facteur d’invariance K =
∑
j pj∑
j qj
.
Dans l’e´tude des facteurs d’invariance K, on a remarque´ le roˆle par-
ticulier du facteur K =
∑
j pj∑
j qj
; en effet, l’introduction de ce facteur dans
une divergence quelconque D (p‖q), dans le but de la rendre invariante par
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rapport a` ”q”, conduisait a` une divergence invariante par rapport a` cet ar-
gument DI (p‖q), obtenue simplement a` partir de la divergence D (p‖q) en
remplac¸ant ”p” et ”q” par des variables normalise´es p¯i =
pi∑
j pj
et q¯i =
qi∑
j qj
respectivement, avec un facteur multiplicatif ne de´pendant que de
∑
j pj qui
peut eˆtre omis.
En faisant abstraction de ce facteur multiplicatif, on obtient une divergence
qui est non seulement invariante par rapport a` ”q”, mais aussi par rapport
a` ”p”.
Cette observation permet d’envisager l’utilisation de telles divergences lors
de la re´gularisation par contrainte de douceur utilisant le Laplacien de la so-
lution, comme il a e´te´ de´veloppe´ dans les sections pre´ce´dentes ; c’est une al-
ternative possible a` l’utilisation des formes logarithmiques ”LAI” et ”LBI”.
Quelques exemples pour pre´ciser ce point sont donne´s dans l’Annexe 6.
9.2.1 Application a` la re´gularisation.
On analyse dans ce paragraphe la regularisation au sens de Tikhonov
[93] avec le Laplacien, comme on l’a envisage´ pre´ce´demment pour les diver-
gences LAI (p‖q) et LBI (p‖q).
On se restreindra aux cas de quelques divergences classiques rendues inva-
riante par utilisation du facteur d’invariance K =
∑
j pj∑
j qj
; notons que pour
la divergence de K.L. ce facteur est le facteur d’invariance nominal K0.
Pour l’application conside´re´e ici, on a :
p¯i =
xi∑
j xj
, q¯i =
(Tx)i∑
j (Tx)j
(9.19)
Avec
∑
j tjl = 1 ∀l (T est norme´e a` ”1” en colonnes), il vient :
∂p¯i
∂xl
=
1∑
j xj
(δi,l − p¯i) , ∂q¯i
∂xl
=
1∑
j (Tx)j
(til − q¯i) (9.20)
1 - Ecart quadratique moyen.
La divergence invariante obtenue s’e´crit (83) :
EQMI (p‖q) =
∑
i
(p¯i − q¯i)2 (9.21)
Donc :
∂EQMI (p‖q)
∂xl
=
∑
i
(p¯i − q¯i)
(
∂p¯i
∂xl
− ∂q¯i
∂xl
)
(9.22)
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En tenant compte du fait que
∑
j xj =
∑
j (Tx)j , on obtient apre`s quelques
calculs simples :
∂EQMI (p‖q)
∂xl
=
1∑
j xj
[
(p¯l − q¯l)−
∑
i
(p¯i − q¯i)2 −
∑
i
til (p¯i − q¯i)
]
(9.23)
ou encore :
∂EQMI (p‖q)
∂xl
=
1∑
j xj
{[(
I − T T ) (p¯− q¯)]
l
−
∑
i
(p¯i − q¯i)2
}
(9.24)
En revenant aux vraies variables (9.19), il vient :
∂EQMI (p‖q)
∂xl
=
1(∑
j xj
)2
{[(
I − T T ) (x− Tx)]
l
− 1∑
j xj
∑
i
[xi − (Tx)i]2
}
(9.25)
On peut ve´rifier que, comme toujours :∑
l
xl
∂EQMI (p‖q)
∂xl
= 0 (9.26)
2 - Divergence de Kullback-Leibler.
Compte tenu du facteur d’invariance utilise´, et des simplifications pos-
sibles, on obtient (87) :
KLI (p‖q) =
∑
i
p¯i log
p¯i
q¯i
(9.27)
D’ou :
∂KLI (p‖q)
∂xl
=
∑
i
(
log
p¯i
q¯i
+ 1
)
∂p¯i
∂xl
−
∑
i
p¯i
q¯i
∂q¯i
∂xl
(9.28)
Avec les expressions des de´rive´es partielles mentionne´es pre´ce´demment (9.20),
et en tenant compte de
∑
j xj =
∑
j (Tx)j , il vient tous calculs faits :
∂KLI (p‖q)
∂xl
=
1∑
j xj
[
log
p¯l
q¯l
+ 1−
∑
i
til
p¯i
q¯i
−
∑
i
p¯i log
p¯i
q¯i
]
(9.29)
Avec
∑
i til = 1, on peut e´crire :
∂KLI (p‖q)
∂xl
=
1∑
j xj
{
log
p¯l
q¯l
−
∑
i
p¯i log
p¯i
q¯i
+
[
T T
(
1− p¯
q¯
)]
l
}
(9.30)
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En revenant aux vraies variables avec (9.19), il vient :
∂KLI (p‖q)
∂xl
=
1∑
j xj
{
log
xl
(Tx)l
−
∑
i
xi∑
j xj
log
xi
(Tx)i
+
[
T T
(
1− x
(Tx)
)]
l
}
(9.31)
On peut ve´rifier que, comme toujours :
∑
l
xl
∂KLI (p‖q)
∂xl
= 0 (9.32)
3 - Divergence Chi2 de Neyman.
La divergence invariante s’e´crit (91) :
χ2NI (p‖q) =
∑
i
(p¯i − q¯i)2
q¯i
(9.33)
D’ou :
∂χ2NI (p‖q)
∂xl
= 2
∑
i
(
p¯i
q¯i
− 1
)
∂p¯i
∂xl
+
∑
i
[
1−
(
p¯i
q¯i
)2] ∂q¯i
∂xl
(9.34)
Compte tenu des expressions des de´rive´es partielles de p¯i et q¯i par rapport a`
”xl” (9.20), il vient tous calculs faits, avec les simplifications de´ja` indique´es :
∂χ2NI (p‖q)
∂xl
=
1∑
j xj
[
2
p¯l
q¯l
−
∑
i
til
(
p¯i
q¯i
)2
−
∑
i
p¯2i
q¯i
]
(9.35)
Et, en revenant aux variables vraies :
∂χ2NI (p‖q)
∂xl
=
1∑
j xj
{
2
xl
(Tx)l
−
[
T T
x2
(Tx)2
]
l
− 1∑
j xj
∑
i
x2i
(Tx) i
}
(9.36)
Et, on a : ∑
l
xl
∂χ2NI (p‖q)
∂xl
= 0 (9.37)
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4 - Divergence Chi2 de Pearson.
La divergence invariante s’e´crit (95) :
χ2P I (p‖q) =
∑
i
(p¯i − q¯i)2
p¯i
(9.38)
D’ou :
∂χ2P I (p‖q)
∂xl
=
∑
i
[
1−
(
q¯i
p¯i
)2] ∂p¯i
∂xl
+ 2
∑
i
[(
q¯i
p¯i
)
− 1
]
∂q¯i
∂xl
(9.39)
Compte tenu des expressions des de´rive´es partielles de p¯i et q¯i par rapport a`
”xl” (9.20), il vient tous calculs faits, avec les simplifications de´ja` indique´es :
∂χ2P I (p‖q)
∂xl
=
1∑
j xj
[
−
(
q¯l
p¯l
)2
+ 2
∑
i
til
q¯i
p¯i
−
∑
i
q¯2i
p¯i
]
(9.40)
Et, en revenant aux variables vraies :
∂χ2P I (p‖q)
∂xl
=
1∑
j xj
{
−
(
(Tx)l
xl
)2
+ 2
[
T T
(Tx)
x
]
l
− 1∑
j (Tx)j
∑
i
(Tx)2i
xi
}
(9.41)
Et, on a : ∑
l
xl
∂χ2P I (p‖q)
∂xl
= 0 (9.42)
chapitre 10
Algorithmique.
10.1 Quelques remarques pre´liminaires.
Dans ce chapitre, on pre´sente diffe´rentes me´thodes algorithmiques de mi-
nimisation des divergences, sous contrainte de non-ne´gativite´ et sous contrainte
de somme. Les divergences conside´re´es sont suppose´es convexes et diffe´rentiables.
On conside`rera d’abord le proble`me de minimisation sous contrainte de non-
ne´gativite´.
On distinguera 3 cas correspondant a` des proble`mes spe´cifiques :
* Divergences simplifie´es, utilisables pour des champs de sommes explicite-
ment e´gales (e´ventuellement e´gales a` 1) .
* Divergences ge´ne´rales ne contenant aucune simplification lie´e a` la somme
des champs de donne´es.
* Divergences invariantes par changement d’e´chelle.
Dans une deuxie`me e´tape, on introduira en plus, la contrainte de somme sur
les parame`tres inconus.
On s’inte´resse essentiellement aux divergences se´parables qui seront note´es :
D (p‖q) =
∑
i
D (pi‖qi) =
∑
i
di (10.1)
Le cas non-se´parable s’en de´duit facilement.
Par ailleurs, nous nous limiterons au cas d’un mode`le line´aire :
q = Hx ⇒ qi =
∑
j
hijxj ⇒ ∂qi
∂xl
= hil (10.2)
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Et, on aura :
∂D (p‖q)
∂xl
=
∑
i
∂di
∂qi
∂qi
∂xl
(10.3)
En conse´quence, avec la notation :
∂di
∂qi
=
[
∂D
∂q
]
i
(10.4)
On aura :
∂D (p‖q)
∂xl
=
∑
i
hil
∂di
∂qi
=
[
HT
∂D
∂q
]
l
(10.5)
Ceci justifie a posteriori, le fait que pour les divergences conside´re´es dans
cet ouvrage, on ait donne´ presque syste´matiquement l’expression du gradient
par rapport a` la variable ”q”.
10.2 La me´thode S.G.M.
On reprend ici la me´thode de minimisation sous contrainte de non-
ne´gativite´ largement de´veloppe´e par ailleurs [62], [61], qui permet de com-
prendre l’origine des algorithmes multiplicatifs et on se rendra compte faci-
lement pourquoi ces algorithmes peuvent pre´senter des proble`mes de conver-
gence.
Cette me´thode s’applique pour des divergences D (p‖q) pre´sentant un mi-
nimum pour pi = qi ∀i ; il est bien e´vident que ceci exclue les divergences
simplifie´es qui n’ont pas cette proprie´te´. On conside`rera toujours que les
”pi” sont les mesures ”yi” et que le mode`le ”qi” est lie´ line´airement aux
ve´ritables inconnues ”xl” par la relation qi = (Hx)i.
Dans une section ulte´rieure consacre´e a` l’introduction de la contrainte de
somme, on montrera que, sous re´serve d’un changement de variables, la
me´thode S.G.M. peut s’appliquer sur des divergences simplifie´es qui posse`dent
la proprie´te´ d’eˆtre nulles pour pi = qi ∀i.
Dans les paragraphes suivants, on notera :
D (p‖q) = D (y‖Hx) ≡ D (x) (10.6)
10.2.1 Contrainte de non-ne´gativite´
Pour une divergence strictement convexeD (x), on conside`re le proble`me :
Minimiser en x : D (x)
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sous la contrainte x ≥ 0 ≡ xi ≥ 0 ∀i.
Soit L (x, λ) le Lagrangien associe´ a` ce proble`me qui s’exprime sous la forme :
L (x, λ) = D (x)− 〈λ, g (x)〉 (10.7)
λ est le vecteur des multiplicateurs de Lagrange dont les composantes sont
positives ou nulles (λi ≥ 0 ∀i) ; 〈λ, g (x)〉 repre´sente le produit scalaire ;
g (x) ≡ g (xi) ≡ gi (x) ∀i est une fonction permettant de traduire les
contraintes ; cette fonction doit eˆtre positive quand les contraintes sont inac-
tives (xi > 0) et nulle lorsque les contraintes sont actives (xi = 0), de plus, si
x∗ de´signe l’optimum, les ze´ros de gi (x∗) / [∇g (x∗)]i doivent eˆtre identiques
a` ceux de gi (x
∗).
On se propose de construire un algorithme de minimisation sous contraintes
en s’appuyant sur les conditions de Karush, Kuhn-Tucker [19], [17],[28] qui
doivent eˆtre satisfaites a` l’optimum du proble`me, c’est a` dire a` la solution
(x∗, λ∗).
Ces conditions s’e´crivent :
∇xL (x∗, λ∗) = 0 ⇒ λ∗i [∇g (x∗)]i = [∇D (x∗)]i ⇒ λ∗i =
[∇D (x∗)]i
[∇g (x∗)]i
(10.8)
g (x∗) ≥ 0 ⇒ gi (x∗) ≥ 0 ∀i (10.9)
λ∗ ≥ 0 ⇒ λ∗i ≥ 0 ∀i (10.10)
〈λ∗g (x∗)〉 = 0 (10.11)
Remarquons que cette dernie`re condition qui est un produit scalaire, se
traduit en fait, compte tenu de (10.9) et de (10.10) par un ensemble de
conditions comple´mentaires :
λ∗i gi (x
∗) = 0 ⇒ [∇D (x
∗)]i
[∇g (x∗)]i
gi (x
∗) = 0 ∀i (10.12)
Compte tenu des proprie´te´s de g (x), cette dernie`re condition peut s’e´crire :
[∇D (x∗)]i gi (x∗) = 0 ∀i (10.13)
Pour exprimer les choses de fac¸on plus parlante, on aura :
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1. soit :
gi (x
∗) > 0 ⇒ La contrainte est inactive (10.14)
alors (10.13) est satisfaite si :
λ∗i = 0 ⇔ [∇D (x∗)]i = 0 (10.15)
alors x∗ est la solution du proble`me non contraint.
2. soit :
λ∗i > 0 ⇔ [∇D (x∗)]i > 0 (10.16)
alors (10.13) est satisfaite si :
gi (x
∗) = 0 ⇒ La contrainte est active (10.17)
3. soit, dans un cas extre`me, on a simultane´ment :
λ∗i = 0 ⇒ [∇D (x∗)]i = 0 et gi (x∗) = 0 (10.18)
Alors, (10.13) est ”a fortiori” satisfaite, c’est le cas ou le minimum corres-
pondant a` ∇D (x) = 0 est situe´ sur la contrainte.
Ces situations sont repre´sente´es (dans le cas unidimensionnel) sur la figure
(10.1) pour une contrainte xi ≥ m ∀i, en exprimant la contrainte a` l’aide
de la fonction g (x) = x−m.
La forme de la fonction g (x) permettant d’exprimer les contraintes est
d’une importance fondamentale dans la mesure ou elle influe directement
sur la forme finale et sur le comportement de l’algorithme.
Pour une contrainte de non-ne´gativite´, dans le cas le plus simple, on choisit
g (x) = x c’est a` dire gi (x) = xi ∀i.
Algorithme.
Pour re´soudre (10.13), on s’appuie sur le fait que −∇D (x) est une di-
rection de descente pour le proble`me non contraint, et que si M est une
matrice de´finie positive, tout vecteur de la forme M [−∇D (x)] est aussi une
direction de descente pour ce meˆme proble`me ; ceci est vrai en particulier si
M est une matrice diagonale a` termes positifs.
On peut aussi de fac¸on e´quivalente s’appuyer sur la me´thode des substitu-
tions successives [45] pour e´crire un algorithme ite´ratif sous la forme :
xk+1i = x
k
i + α
k
i x
k
i fi
(
xk
) [
−∇D
(
xk
)]
i
(10.19)
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Figure 10.1 – Conditions de Karush, Kuhn, Tucker pour une contrainte du
type x ≥ m
Dans cette expression αki > 0 est le pas de descente qui assurera a` la fois le
respect de la contrainte et la convergence de l’algorithme (dans le sens des
applications contractantes, on peut dire que le choix convenable du pas αki
assure que l’algorithme (10.19) du type xk+1 = F
(
xk
)
est une contraction).
La fonction fi (x) est une fonction a` valeurs positives lorsqu’on est dans le
domaine des contraintes ; elle de´pend des formes de D (x) et de g (x) ainsi
que des proprie´te´s souhaite´es pour l’algorithme, en particulier si on cherche
a` obtenir une forme purement multiplicative.
On analyse maintenant les proprie´te´s de l’algorithme (10.19) et en particulier
le respect des conditions de KKT a` la solution.
La contrainte de non ne´gativite´ impose des restrictions sur le pas de descente,
en effet, pour rester dans un cadre ge´ne´ral, on conside`re que meˆme si D (x)
n’est pas de´finie partout, son domaine de de´finition est entie`rement contenu
dans le domaine des contraintes.
En conse´quence, la condition xi ≥ 0 ∀i doit eˆtre impose´e d’abord.
On de´finit ainsi une me´thode de points inte`rieurs (tous les estime´s successifs
respecteront les contraintes) ;
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On doit donc, dans une premie`re e´tape, assurer qu’a` chaque ite´ration, on a :
xki ≥ 0 ⇒ xk+1i ≥ 0 ∀i (10.20)
Ce qui conduit, a` partir de (10.19), a` la condition :
1 + αki fi
(
xk
) [
−∇D
(
xk
)]
i
≥ 0 ∀i (10.21)
Pour
[−∇D (xk)]
i
> 0 la condition (10.21) est toujours satisfaite, dans ce
cas, pour les composantes ”i” concerne´es, il n’y a aucune restriction sur le
pas de descente en ce qui concerne le respect des contraintes.
En revanche, pour
[−∇D (xk)]
i
< 0 la condition (10.21) conduit pour les
composantes ”i” correspondantes a` :
αki ≤
1
fi (xk) [∇D (xk)]i
(10.22)
On obtient ainsi un ensemble de valeurs du pas de descente garantissant la
non ne´gativite´ de chaque composante se´pare´ment.
A l’ite´ration ”k”, le pas maximal assurant la non ne´gativite´ de l’ensemble
des composantes de la solution sera donc :
αkM = min
i
1
fi (xk) [∇D (xk)]i
∀i/
[
∇D
(
xk
)]
i
> 0, xi > 0 (10.23)
Cette valeur maximale du pas e´tant calcule´e, la valeur du pas de des-
cente inde´pendante de la composante, assurant la convergence de l’algo-
rithme, doit eˆtre calcule´e par une me´thode de minimisation unidimension-
nelle (e´ventuellement une me´thode simplifie´e de type Armijo [5]), sur l’in-
tervalle
[
0, αkM
]
dans la direction :
dk = diag
[
fi
(
xk
)]
diag
[
xki
] [
−∇D
(
xk
)]
(10.24)
Cette direction qui n’est plus celle de l’oppose´ du gradient, reste ne´anmoins
une direction de descente pour D (x).
L’algorithme ge´ne´ral s’e´crit donc :
xk+1 = xk + αk dk (10.25)
On peut maintenant ve´rifier que les conditions de KKT (10.15) et (10.16)
sont satisfaites a` l’optimum, en effet :
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– si x∗i > 0, d’apre`s (10.19), on a ne´cessairement ∇D (x∗) = 0, c’est a`
dire λ∗ = 0 ; l’optimum est le minimum non contraint, la contrainte
est inactive.
– si xi ≈ 0 (xi =  > 0), d’apre`s (10.19), pour atteindre la contrainte
il faudra avoir [∇D (x)]i > 0 c’est a` dire c’est a` dire λ∗ > 0, alors,
l’optimum est situe´ sur la contrainte qui est active.
– bien entendu, on peut avoir simultane´ment x∗i = 0 et ∇D (x∗) = 0 ;
alors, l’optimum est situe´ sur la contrainte qui est active et il corres-
pond aussi au minimum non contraint.
10.2.2 Algorithmes standard - Non multiplicatifs
Les algorithmes de ce type que nous serons conduits a` utiliser, corres-
pondent strictement a` la me´thode pre´ce´dente, dans laquelle on prend :
fi (x) = 1 ∀i (10.26)
10.2.3 Algorithmes multiplicatifs
Dans l’algorithme de´fini par (10.24) et (10.25), un choix particulier de la
fonction fi (x) permettra d’obtenir des algorithmes purement multiplicatifs.
Pour la caracte´riser dans ce but spe´cifique, on observe que si a` la convergence
de l’algorithme on a ∇D (x∗) = 0, alors, ne´cessairement le gradient peut
s’e´crire comme diffe´rence de 2 termes de meˆme signe (on peut meˆme dire
positifs sans rien enlever a` la ge´ne´ralite´) ; on e´crira donc :
−∇D
(
xk
)
= U
(
xk
)
− V
(
xk
)
; U
(
xk
)
> 0 V
(
xk
)
> 0 (10.27)
Si maintenant, on de´finit :
fi
(
xk
)
=
1
[V (xk)]i
(10.28)
L’algorithme (10.19), (10.24), (10.25) s’e´crit :
xk+1i = x
k
i + α
k
i x
k
i
1
[V (xk)]i
[
U
(
xk
)
− V
(
xk
)]
i
(10.29)
Ou encore :
xk+1i = x
k
i + α
k
i x
k
i
{[
U
(
xk
)]
i
[V (xk)]i
− 1
}
(10.30)
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On peut dire, meˆme si c’est trivial, qu’on a remplace´ la condition de conver-
gence
[
U
(
xk
)]
i
− [V (xk)]
i
= 0 par
[U(xk)]
i
[V (xk)]
i
= 1.
D’apre`s (10.22), on aura :
αki ≤
1
1− [U(x
k)]
i
[V (xk)]
i
;
[
−∇D
(
xk
)]
i
< 0 ⇔
[
U
(
xk
)]
i
<
[
V
(
xk
)]
i
(10.31)
Les valeurs de αki seront donc toutes ne´cessairement supe´rieures a` ”1”, il en
sera de meˆme pour αkM et on doit se souvenir que ce sont des valeurs limites
garantissant que la solution est positive ou nulle.
Si on choisit un pas de descente αk = 1 ∀k, l’algorithme prend la forme dite
”Purement Multiplicative (P.M.)” qui s’e´crit :
xk+1i = x
k
i
{[
U
(
xk
)]
i
[V (xk)]i
}
(10.32)
A contrario, on peut conside´rer que l’algorithme (10.30) est une version re-
laxe´e de (10.32).
Il est bien e´vident que dans (10.32) les estime´s successifs seront positifs si
l’estime´ initial est positif, et que par ailleurs, si a` une ite´ration donne´e, une
composante de la solution atteint la valeur ”0” (c’est a` dire se trouve sur
la contrainte), cette composante restera a` ”0” au cours des ite´rations sui-
vantes.
Cependant, il faut bien noter qu’en toute ge´ne´ralite´, rien ne garantit la
convergence d’un algorithme purement multiplicatif de type (10.32), seule
une e´tude spe´cifique portant sur la divergences D (x) conside´re´e permettra
de s’en assurer.
Une telle analyse a e´te´ effectue´e pour 2 divergences particulie`res, l’e´cart
quadratique moyen qui a conduit a` l’algorithme ISRA [29], [30] et la diver-
gence de Kullback-Leibler qui a conduit aux algorithmes E.M. [32],[58] ou
Richardson-Lucy [83], [69].
Par ailleurs, on doit remarquer que meˆme si l’algorithme (10.32) converge,
sa vitesse de convergence est fixe´e, car on ne dispose plus d’aucun parame`tre
de re´glage, en effet, pour une direction de descente fixe´e, ce role est joue´ par
le pas de descente.
La faible vitesse de convergence est d’ailleurs l’un des inconve´nients, fre´quemment
mentionne´ dans la litterature, des algorithmes purement multiplicatifs du
type (10.32).
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10.2.4 Effet de la fonction exprimant les contraintes.
On va montrer qu’en modifiant la fonction exprimant les contraintes
gi (x), on peut arriver a` modifier la vitesse de convergence des algorithmes
exhibe´s dans les sections pre´ce´dentes (pour autant qu’ils convergent).
Dans ce but on choisit par exemple gi (x) = x
1/n
i , alors, la relation (10.13)
s’e´crit : [
xki
]1/n {[
U
(
xk
)]
i
−
[
V
(
xk
)]
i
}
= 0 (10.33)
ou encore
xki
{[
U
(
xk
)]n
i
−
[
V
(
xk
)]n
i
}
= 0 (10.34)
Algorithmes multiplicatifs.
L’e´quation (10.34) peut s’e´crire :
xki
[V (xk)]
n
i
{[
U
(
xk
)]n
i
−
[
V
(
xk
)]n
i
}
= 0 ⇒ xki
{[
U
(
xk
)]n
i
[V (xk)]
n
i
− 1
}
= 0
(10.35)
Alors, l’algorithme (10.19)(10.25) peut s’e´crire :
xk+1i = x
k
i + α
kxki

[
U
(
xk
)]n
i
[V (xk)]
n
i
− 1︸ ︷︷ ︸
A
 (10.36)
Pour montrer la modification du comportement de l’algorithme (10.36) par
rapport a` l’algorithme (10.30), en relation avec la forme de gi
(
xk
)
, on
s’inte´resse au terme correctif ”A” qui peut se de´velopper sous la forme :
1
[V (xk)]
n
i

n−1∑
p=0
[
U
(
xk
)]n−p−1
i
[
V
(
xk
)]p
i
{[U (xk)]i − [V (xk)]i} = 0
(10.37)
Cela revient a` dire que le facteur fi
(
xk
)
prend ici la forme :
fi
(
xk
)
=
1
[V (xk)]
n
i

n−1∑
p=0
[
U
(
xk
)]n−p−1
i
[
V
(
xk
)]p
i
 (10.38)
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L’expression de fi
(
xk
)
= 1
[V (xk)]
i
(10.28) est ici multiplie´e par :
B =
1
[V (xk)]
n−1
i

n−1∑
p=0
[
U
(
xk
)]n−p−1
i
[
V
(
xk
)]p
i
 (10.39)
Hormis le changement e´vident de direction de descente, on observe que
lorsqu’on est proche de la convergence, c’est a` dire lorsque
[
U
(
xk
)]
i
→[
V
(
xk
)]
i
cette modification se traduit par B → n ; ainsi le pas de descente
est progressivement multiplie´ par un facteur qui tend vers ”n” ; on peut donc
espe´rer un gain d’un facteur de l’ordre de ”n” sur la vitesse de convergence.
Dans un algorithme relaxe´, cet effet est contre-balance´ par le calcul du pas
de descente dans la direction modifie´e, on ne risque donc pas de divergence
de l’algorithme, mais alors, le gain en rapidite´ est partiellement supprime´.
En revanche, si on conside`re l’algorithme e´crit sous la forme (10.36) et qu’on
choisit un pas de descente e´gal a` ”1”, on obtiendra un algorithme purement
multiplicatif qui s’e´crit :
xk+1i = x
k
i
[
U
(
xk
)]n
i
[V (xk)]
n
i
(10.40)
C’est la forme fre´quemment propose´e dans la litterature [90], [97], pour
avoir un gain de vitesse de convergence d’un facteur ”n”, mais la` encore,
comme c’est souvent le cas dans les algorithmes a` pas fixe, rien ne garantit
la convergence, et, pour exprimer les choses brutalement : a` vouloir aller
trop vite, on va souvent dans le mur....
Algorithme standard - Non multiplicatif.
Dans ce cas, l’e´quation (10.34) peut s’e´crire :
xki

n−1∑
p=0
[
U
(
xk
)]n−p−1
i
[
V
(
xk
)]p
i
{[U (xk)]i − [V (xk)]i} = 0
(10.41)
La fonction fi
(
xk
)
= 1 est ici, remplace´e par l’expression :
fi
(
xk
)
=
n−1∑
p=0
[
U
(
xk
)]n−p−1
i
[
V
(
xk
)]p
i
(10.42)
On doit cependant noter qu’avec ce type d’algorithme, pour des questions de
convergence, le calcul du pas de descente est indispensable, ce qui annihile
quelque peu l’effet de l’acce´le´ration, pour autant qu’il y en ait un.
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10.2.5 Cas particulier des divergences simplifie´es.
L’application de la me´thode SGM et de fac¸on ge´ne´rale, des me´thodes
de´crites dans la section pre´ce´dente, implique que les divergences conside´re´es
posse`dent un minimum (e´ve´ntuellement nul) lorsque pi = qi ∀i.
Ceci e´tant, dans les expressions de certaines divergences, on a introduit ex-
plicitement des simplifications du type
∑
i pi =
∑
i qi, ou bien dans le cas
de comparaisons entre densite´s de probabilite´s,
∑
i pi =
∑
i qi = 1.
Lorsque ce type de simplification a e´te´ introduit dans une divergence, bien
que la divergence conside´re´e soit nulle pour pi = qi ∀i, le gradient par rap-
port a` ”q” peut : soit ne jamais s’annuler, soit s’annuler pour pi 6= qi, comme
on l’a montre´ dans de nombreux exemples.
Ces divergences sont donc ”a priori” inutilisables dans le contexte qui est le
notre ; cependant on peut malgre´ tout tenter de les exploiter en de´pit des
simplifications effectue´es, en introduisant des variables qui sont explicite-
ment de meˆme somme, par exemple des variables normalise´es.
On constatera que cette ope´ration qui a pour objectif de permettre l’utilisa-
tion des divergences simplifie´es, permet de prendre en compte la contrainte
de somme en meˆme temps que la contrainte de non-ne´gativite´.
Ceci est parfaitement compre´hensible car lorsqu’on cherche a` rendre une
divergence invariante par rapport a` ”q” en introduisant un facteur d’inva-
riance K (p, q) =
∑
j pj∑
j qj
, on obtient une divergence qui a la meˆme expression
que la divergence initiale, mais avec des variables normalise´es p¯i =
pi∑
j pj
et
q¯i =
qi∑
j qj
, ainsi, les variables normalise´es sont utilise´es de fait, il n’est donc
pas surprenant que l’utilisation de telles variables permette de prendre en
compte la contrainte de somme ; c’est en quelque sorte une justification a`
l’introduction des variables normalise´es qui peut sembler quelque peu arti-
ficielle.
Afin de tenir compte explicitement de ces normalisations dans les diver-
gences simplifie´es D (p‖q), on les notera D (p¯‖q¯).
Si on de´signe les mesures par yi et le mode`le line´aire par (Hx)i, les variables
utilise´es dans les expressions des divergences simplifie´es seront :
p¯i =
pi∑
j pj
C =
yi∑
j yj
C ; q¯i =
qi∑
j qj
C =
(Hx)i∑
j (Hx)j
C ; C > 0
(10.43)
Deux cas se pre´sentent de fac¸on classique (non limitative) : soit les champs
de donne´es sont typiquement des densite´s de probabilite´s, alors C = 1,
soit il s’agit de proble`mes de de´convolution tels qu’on les rencontre en
de´convolution d’images, alors C =
∑
i yi.
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Bien entendu, le proble`me de convexite´ de la divergence ainsi modifie´e se
pose ; en effet, si la divergence conside´re´e D (p¯‖q¯) est convexe par rapport
a` ”q¯ ”, est elle encore convexe par rapport a` ”q”, donc par rapport a` ”x”
compte tenu de la normalisation introduite ?
Une chose est certaine : si
∑
j (q)j =
∑
j (Hx)j est maintenu constant au
cours du processus de minimisation, D (p¯‖q¯) sera convexe par rapport a` ”x”.
On utilisera la notation :
D (p¯‖q¯) =
∑
i
d (p¯i‖q¯i) =
∑
i
di (10.44)
On aura :
∂D (p¯‖q¯)
∂qm
=
∑
i
∂d (p¯i‖q¯i)
∂q¯i
∂q¯i
∂qm
(10.45)
Avec :
∂q¯i
∂qm
=
C∑
j qj
(
δim − q¯i
C
)
(10.46)
Il vient donc :
∂D (p¯‖q¯)
∂qm
=
C∑
j qj
[
∂d (p¯m‖q¯m)
∂q¯m
−
∑
i
q¯i
C
d (p¯i‖q¯i)
∂q¯i
]
(10.47)
Si maintenant, on tient compte du fait qu’on a un mode`le line´aire, on a :
∂D (p¯‖q¯)
∂xl
=
∑
j
∂D (p¯‖q¯)
∂qj
∂qj
∂xl
=
∑
j
hjl
∂D (p¯‖q¯)
∂qj
(10.48)
donc
−∂D (p¯‖q¯)
∂xl
=
C∑
j qj
∑
i
hi,l
[
−∂di (p¯‖q¯)
∂q¯i
]
−
∑
j
hj,l
∑
i
q¯i
C
[
−∂di (p¯‖q¯)
∂q¯i
]
(10.49)
Ou encore :
− ∂D (p¯‖q¯)
∂xl
=
C∑
j (Hx)j

HT −
∑
j
hj,l
 Q¯
C
[−∂D (p¯‖q¯)
∂q¯
]
l
(10.50)
Dans cette expression, Q¯ est une matrice dont toutes les lignes sont iden-
tiques et e´gales a` [q¯1 q¯2 .....q¯N ] avec
∑
i q¯i = C et
[
∂D
∂q¯
]
est le vecteur des
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de´rive´es partielles
[
∂di
∂q¯i
]
.
Une autre e´criture est peut eˆtre plus parlante compte tenu des algorithmes
de de´convolution de Richardson [83] et Lucy [69] (par exemple) :
− ∂D (p¯‖q¯)
∂xl
= C
∑
j hj,l∑
j qj
{[
H
T − Q¯
C
] [
−∂D (p¯‖q¯)
∂q¯
]}
l
(10.51)
Ici, H est une matrice dont les colonnes sont de somme 1.
Algorithme.
A partir des conside´rations pre´ce´dentes, on peut e´crire un algorithme de
type SGM sous la forme :
xk+1l = x
k
l + δ
kxkl
[
−∂D (p¯‖q¯)
∂xl
]
(10.52)
c’est a` dire :
xk+1l = x
k
l + δ
kxkl C
∑
j hj,l∑
j q
k
j
{[
H
T − Q
k
C
] [
−∂D (p¯‖q¯)
∂q¯k
]}
l
(10.53)
ou encore :
xk+1l = x
k
l +δ
k
{
xkl C
∑
j hj,l∑
j q
k
j
[
H
T
[
−∂D (p¯‖q¯)
∂q¯k
]]
l
− xkl
∑
j hj,l∑
j q
k
j
[
Q¯k
[
−∂D (p¯‖q¯)
∂q¯k
]]
l
}
(10.54)
Avec cet algorithme, on a : ∑
l
xk+1l =
∑
l
xkl (10.55)
Pour montrer cela, on calcule :
∑
l x
k+1
l et on examine ce que deviennent les
termes entre accolades de (10.54).
Pour le premier de ces termes, on a :∑
l
xkl C
∑
j hj,l∑
j q
k
j
[
H
T
[
−∂D
∂q¯k
]]
l
=
C∑
j q
k
j
∑
l
qkl
[
−∂D
∂q¯k
]
l
=
∑
l
q¯kl
[
−∂D
∂q¯k
]
l
(10.56)
Pour le second terme de l’accolade, compte tenu des proprie´te´s de la matrice
Q¯ dont toutes les lignes sont identiques, le terme :[
Q¯k
[
−∂D
∂q¯k
]]
l
=
[∑
i
q¯ki
[
−∂D
∂q¯k
]
i
]
l
(10.57)
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est inde´pendant de ”l” ; on peut donc e´crire :∑
l
xkl
∑
j hj,l∑
j q
k
j
[
Q¯k
[
−∂D
∂q¯k
]]
l
=
∑
j
∑
l hj,lx
k
l∑
j q
k
j
∑
i
q¯ki
[
−∂D
∂q¯k
]
i
=
∑
i
q¯ki
[
−∂D
∂q¯k
]
i
(10.58)
Au bilan, si on en revient a` l’e´quation (10.54), le terme entre accolades
donnera dans la somme, une contribution nulle, et on aura :∑
l
xk+1l =
∑
l
xkl (10.59)
En conclusion, l’algorithme (10.53),(10.54) assure que la contrainte de somme
est satisfaite. Ceci est une conse´quence de l’introduction des variables sous
la forme (10.43).
Il faut cependant noter que la relation (10.59) n’est absolument pas e´quivalente
a` : ∑
l
(
Hxk
)
l
=
∑
l
(
Hxk+1
)
l
(10.60)
de sorte que la convexite´ de la divergence initiale par rapport a` la variable
”x” n’est toujours pas assure´e, sauf si la matrice H est norme´e en colonnes.
Si tel est le cas, les relations (10.59) et (10.60) deviennent e´quivalentes ; on
re´utilisera cette proprie´te´ dans la section suivante.
Forme purement multiplicative de l’algorithme.
Compte tenu des proprie´te´s de H et de la matrice Q¯C (pour chaque ligne,
la somme des termes est e´gale a` 1) , dans la relation (10.53), on peut rendre
−∂D∂q¯ ≥ 0 sans changer l’expression du gradient, par ajout d’une constante
(−mini
[
−∂di∂q¯i
]
).
On notera
[
−∂D∂q¯
]
d
le vecteur de´cale´ (shifte´).[
−∂D
∂q¯
]
d
= −∂D
∂q¯
−min
i
[
−∂di
∂q¯i
]
+  (10.61)
On peut ainsi envisager une de´composition du gradient en une diffe´rence de
2 termes positifs.
A partir de cette remarque, dans le cas des divergences simplifie´es conside´re´es
ici, on peut e´crire un algorithme sous la forme :
xk+1l = x
k
l + δ
kxkl
{[
H
T − Q¯
k
C
] [
−∂D
∂q¯k
]
d
}
l
(10.62)
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Ou encore
xk+1l = x
k
l + δ
kxkl
{[
H
T
(
−∂D
∂q¯k
)
s
]
l
−
∑
i
q¯ki
C
(
− ∂di
∂q¯ki
)
d
}
(10.63)
On a de´ja` remarque´ que le second terme de l’expression entre accolades est
une constante inde´pendante de la composante ”l”.
Pour autant que
∑
i q¯
k
i
(
− ∂di
∂q¯ki
)
d
6= 0, ce qui est ge´ne´ralement le cas, et avec
un pas de descente δl = 1, on peut exhiber une forme purement multiplica-
tive :
xk+1l = x
k
l
[
H
T
[
− ∂D
∂q¯k
]
d
]
l∑
i
q¯ki
C
(
− ∂di
∂q¯ki
)
d
= xkl
C
[
HT
[
− ∂D
∂q¯k
]
d
]
l∑
j hj,l
∑
i q¯
k
i
(
− ∂di
∂q¯ki
)
d
(10.64)
A ce stade, si on calcule
∑
l x
k+1
l , on n’obtient rien d’autre qu’une somme
ponde´re´e difficile a` interpre´ter, en effet,
∑
j hj,l de´pend de la composante
”l”, en revanche, si on fait l’hypothe`se d’une matrice H norme´e a` 1 en
colonnes, c’est a` dire
∑
j hj,l = 1 ∀l, (ce qui est le cas dans les proble`mes
de de´convolution classiques), on arrive a` quelque chose de plus simple qui
conduit a` : ∑
l
xk+1l =
∑
l
(
Hxk
)
l
=
∑
l
xkl (10.65)
En conse´quence, en introduisant les variables sous la forme (10.43), on a
aussi obtenu un algorithme purement multiplicatif permettant de respecter
la contrainte de somme, tout au moins dans le cas ou la matrice H est
norme´e en colonnes, c’est a` dire dans le cas de la convolution habituelle avec
un noyau positif et d’inte´grale e´gale a` 1.
10.3 Introduction de la contrainte de somme.
Dans ce paragraphe, on s’appuie sur les de´veloppements du paragraphe
pre´ce´dent et on introduit une contrainte supple´mentaire qui est la contrainte
de somme sur les inconnues ”xi”. Plusieurs me´thodes sont envisageables pour
introduire cette contrainte ; leur usage de´pend essentiellement des proprie´te´s
des divergences conside´re´es.
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10.3.1 Divergences simplifie´es.
Le cas de ces divergences a e´te´ traite´ dans le paragraphe pre´ce´dent.
En effet, l’introduction d’un facteur d’invariance e´gal a`
K (p, q) =
∑
j pj∑
j qj
(10.66)
permet de faire apparaitre les divergences simplifie´es dans lesquelles les va-
riables sont explicitement de meˆme somme. Par ailleurs, on observe que (a`
un facteur multiplicatif pre`s qui ne de´pend que de
∑
j pj et qui peut eˆtre
omis), ces divergences sont non seulement invariantes par rapport a` la va-
riable ”q”, mais aussi par rapport a` la variable ”p”.
Cette proprie´te´ permettra d’utiliser ce type de divergence pour les proble`mes
de re´gularisation dans lesquels les deux arguments de la divergence de´pendent
de la vraie variable ”x”.
10.3.2 Divergences non simplifie´es.
Ce paragraphe concerne les divergences de Csisza¨r construites sur des
fonctions convexes standard ainsi que les divergences de Bregman et les di-
vergences de Jensen.
Avec ces divergences, on aura pi = yi et qi = (Hx)i, les algorithmes de mini-
misation de ces divergences sous contrainte de positivite´, sont fonde´s sur les
conditions de KKT et peuvent donner lieu a` des algorithmes multiplicatifs.
La contrainte de somme
∑
i xi = C, C > 0 peut eˆtre prise en compte en
introduisant le changement de variables xi =
ui∑
j uj
C.
Le proble`me qui se pose alors est celui de la conve´xite´ de la divergence a`
minimiser par rapport a` la nouvelle variable ”u”.
Une re´ponse a` ce proble`me peut eˆtre la suivante : la fonction objectif (i.e. la
divergence conside´re´e) e´tant suppose´e convexe par rapport a` ”q”, donc par
rapport a` ”x” puisque q = Hx, elle sera donc convexe par rapport a` ”u” si∑
j uj est constante au cours du processus de minimisation, c’est a` dire au
fil des ite´rations.
On doit donc e´crire un algorithme de minimisation par rapport a` ”u” de
la divergence D (p‖q) = D (y‖Hx) avec : xi = ui∑
j uj
C ; cet algorithme doit
eˆtre tel que au cours des ite´rations
∑
j u
k
j = Cte.
Avec la notation :
D (p‖q) =
∑
i
d (pi‖qi) (10.67)
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on aura :
∂D
∂xm
=
∑
i
∂d (pi‖qi)
∂qi
∂qi
∂xm
=
[
HT
∂D (p‖q)
∂q
]
m
(10.68)
Alors, le gradient de D par rapport a` ”u” s’e´crit :[
∂D
∂u
]
l
=
∑
m
∂D
∂xm
∂xm
∂ul
(10.69)
Avec :
∂xm
∂ul
=
1∑
j uj
(C δl m − xl) (10.70)
il vient : [
∂D
∂u
]
l
=
1∑
j uj
[
C
∂D
∂xl
−
∑
m
xm
∂D
∂xm
]
(10.71)
et on a, imme´diatement : ∑
l
ul
[
−∂D
∂u
]
l
= 0 (10.72)
Cette relation est le point cle´ de l’affaire.
En effet l’algorithme ite´ratif de minimisation par rapport a` ”u”, fonde´ sur
les conditions de KKT, assurant la positivite´ s’e´crit sous la forme (10.19) :
uk+1l = u
k
l + δ
kukl
[
− ∂D
∂uk
]
l
(10.73)
Ainsi, avec (10.72) on aura : ∑
l
uk+1l =
∑
l
ukl (10.74)
Au fil des ite´rations, la trajectoire des solutions sera donc contenue dans
le domaine de convexite´ de la fonction objectif ; on peut ainsi revenir a` la
variable initiale ”x” en divisant les 2 membres de (10.73) par
∑
l u
k+1
l =∑
l u
k
l , et on aura :
xk+1l = x
k
l + δ
k 1∑
j u
k
j
xkl
C (− ∂D
∂xk
)
l
−
∑
j
xkm
(
− ∂D
∂xk
)
m
 (10.75)
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Ou encore :
xk+1l = x
k
l + ζ
kxkl
[
C
(
− ∂D
∂xk
)
l
−
∑
m
xkm
(
− ∂D
∂xk
)
m
]
(10.76)
Remarquons que dans cet algorithme, la quantite´ :
ζk = δk
1∑
j u
k
j
(10.77)
repre´sente globalement un pas de descente qui est calcule´ a` chaque ite´ration
par une proce´dure de minimisation unidimensionnelle ainsi qu’il a e´te´ in-
dique´ pour la me´thode S.G.M..
Compte tenu de la relation
∑
i xi = C, aura donc a` chaque ite´ration,
inde´pendamment du pas de descente :∑
l
xk+1l =
∑
l
xkl (10.78)
Pour satisfaire a` chaque ite´ration la contrainte de somme, il suffit donc de
fixer un estime´ initial ”x0” tel que
∑
i x
0
i = C.
10.3.3 Divergences invariantes par changement d’e´chelle.
Pour ces divergences, on s’appuie sur la me´thode de´veloppe´e dans les
sections pre´ce´dentes pour construire un algorithme de minimisation assu-
rant la prise en compte de la contrainte de non-ne´gativite´.
En ce qui concerne la contrainte de somme on dispose de 2 me´thodes :
* Soit on effectue une normalisation a` chaque ite´ration ce qui n’entraine
aucune variation de la fonction objectif compte tenu de la proprie´te´ d’inva-
riance.
* Soit, on s’appuie sur une proprie´te´ des divergences invariantes e´tablie
pre´ce´demment.
Proprie´te´ : En conside´rant une divergence D (p‖q), que l’on rend in-
variante par changement d’e´chelle en utilisant n’importe quel facteur d’in-
variance, qu’il lui corresponde (facteur d’invariance ”nominal”) ou non, on
obtient une divergence DI (p‖q), pour laquelle on a toujours :
∑
l
ql
∂DI (p‖q)
∂ql
= 0 (10.79)
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Cette proprie´te´ est analogue a` la proprie´te´ (10.72).
Exemple : Ecart quadratique moyen.
La divergence de base est :
MC =
∑
i
(pi − qi)2 (10.80)
En introduisant le facteur d’invariance K, on a :
MCI =
∑
i
(pi −Kqi)2 (10.81)
Le gradient par rapport a` ”qj” s’e´crit, toutes simplifications faites :
∂MCI
∂qj
= −2K (pj −Kqj)− 2∂K
∂qj
∑
i
qi (pi −Kqi) (10.82)
On a donc∑
j
qj
∂MCI
∂qj
= −2
∑
j
qj (pj −Kqj)
K +∑
j
qj
∂K
∂qj
 (10.83)
Alors, si on utilise le facteur d’invariance nominal, c’est a` dire :
K0 (p, q) =
∑
l plql∑
l q
2
l
(10.84)
qui est une solution de l’e´quation diffe´rentielle :
K +
∑
j
qj
∂K
∂qj
= 0 (10.85)
l’expression du gradient (10.82) se simplifie car le second terme est nul ;
on a toujours la proprie´te´ (10.79).
De meˆme, si on utilise une autre expression de K, par exemple :
K∗ (p, q) =
∑
l pl∑
l ql
(10.86)
qui est une autre solution de (10.85), on obtient aussi une divergence inva-
riante, l’expression du gradient (10.82) ne se simplifie pas, mais on a toujours
la proprie´te´ (10.79).
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Quelques pre´cisions lie´es a` l’utilisation de K∗ (p, q)
On rappelle que lorsqu’une divergence D(p‖q) est rendue invariante par
utilisation du facteur d’invariance K∗(p, q), la divergence obtenue est ana-
logue a` la divergence initiale dans laquelle les variables ”p” et ”q” sont rem-
place´es par des variables normalise´es p¯i =
pi∑
j pj
et q¯i =
qi∑
j qj
, e´ventuellement
a` un facteur multiplicatif scalaire pre`s qui ne de´pend que des mesures pi et
qui peut eˆtre omis ; des simplifications peuvent alors apparaˆıtre.
En conse´quence, la divergence invariante DI(p‖q) obtenue avec ce facteur
d’invariance particulier est note´e D(p¯‖q¯) avec :
D(p¯‖q¯) =
∑
i
d(p¯i‖q¯i) (10.87)
et le gradient par rapport a` ”q” s’e´crit :
∂DI(p‖q)
∂ql
=
∂D(p¯‖q¯)
∂ql
(10.88)
Il se calcule comme suit :
∂D(p¯‖q¯)
∂ql
=
∑
i
∂d(p¯i‖q¯i)
∂ql
=
∑
i
∂d(p¯i‖q¯i)
∂q¯i
∂q¯i
∂ql
(10.89)
Avec :
∂q¯i
∂ql
=
δil∑
j qj
− q¯i∑
j qj
(10.90)
D’ou` :
∂D(p¯‖q¯)
∂ql
=
1∑
j qj
[
∂d(p¯l‖q¯l)
∂q¯l
−
∑
i
q¯i
∂d(p¯i‖q¯i)
∂q¯i
]
(10.91)
On constate que la relation classique pour les divergences invariantes :
∑
l
ql
∂DI(p‖q)
∂ql
=
∑
l
ql
∂D(p¯‖q¯)
∂ql
= 0 (10.92)
est ve´rifie´e.
Algorithme :
Dans le contexte de l’utilisation d’un mode`le line´aire q = Hx, le calcul du
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gradient par rapport aux ve´ritables inconnues ”x” du proble`me s’ensuit par
la relation :
∂DI(p‖q)
∂xl
=
[
HT
∂DI(p‖q)
∂q
]
l
(10.93)
Compte tenu de cette relation, les algorithmes de minimisation des diver-
gences invariantes sous contraintes de non-ne´gativite´ et de maintien de la
somme des inconnues peuvent s’e´crire directement suivant le me´thode in-
dique´e pre´ce´demment, sous la forme :
xk+1l = x
k
l + α
kxkl
[
−HT ∂DI(p‖q
k)
∂qk
]
l
(10.94)
La non-ne´gativite´ et la convergence sont assure´es par un calcul du pas de
descente, mais quelle que soit sa valeur, on aura toujours :∑
l
xk+1l =
∑
l
xkl (10.95)
En effet :∑
l
xk+1l =
∑
l
xkl + α
k
∑
l
{
xkl
[
HT
(
−∂DI (p‖q)
∂qk
)]
l
}
(10.96)
Ce qui s’e´crit aussi :∑
l
xk+1l =
∑
l
xkl + α
k
∑
l
{(
Hxk
)
l
(
−∂DI (p‖q)
∂qk
)
l
}
(10.97)
Et ainsi :∑
l
xk+1l =
∑
l
xkl + α
k
∑
l
{
qkl
(
−∂DI (p‖q)
∂qk
)
l
}
(10.98)
Compte tenu de la proprie´te´ (10.79) on a :∑
l
xk+1l =
∑
l
xkl (10.99)
Il suffit donc de fixer la somme des composantes de l’estime´ initial pour que
cette somme soit maintenue au cours du processus ite´ratif.
Par ailleurs, comme pour tous les algorithmes propose´s dans les sections
pre´ce´dentes, le pas maximum αkM assurant la non-ne´gativite´ est cal-
cule´ d’abord, puis le pas de descente assurant la convergence de l’algo-
rithme est calcule´ a` chaque ite´ration par une me´thode de recherche unidi-
mensionnelle dans l’intervalle [0, αkM ].
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En revanche, il faut noter qu’un algorithme purement multiplicatif de´duit
de la me´thode SGM ne posse`derait pas spontanement cette proprie´te´ de
maintien de la somme.
Cependant, rien n’interdit de proposer une telle forme purement multipli-
cative, en effet, pour toutes les divergences conside´re´es, on pourra observer
(bien qu’il n’y ait pas de de´monstration formelle de cette proprie´te´) que l’op-
pose´ du gradient s’e´crit toujours comme la diffe´rence de 2 termes positifs,
soit : [
−HT ∂DI(p‖q
k)
∂qk
]
l
= Ukl − V kl ;Ukl > 0 ;V kl > 0 (10.100)
Alors, en suivant la me´thode S.G.M. on peut proposer un algorithme mul-
tiplicatif obtenu avec un pas de descente αk = 1 ∀k qui s’e´crit :
xk+1l = x
k
l
[
Uk
V k
]
l
(10.101)
Bien entendu, rien ne prouve le convergence de tels algorithmes puisque le
pas de descente est fixe, cependant, la contrainte de non-ne´gativite´ est sa-
tisfaite pour un estime´ initial positif.
En revanche, la contrainte de somme qui n’est pas automatique comme dans
les algorithmes de la forme (10.94), peut eˆtre assure´e ici par une normalisa-
tion a` chaque ite´ration ; en effet, compte tenu de la proprie´te´ d’invariance
des divergences conside´re´es, cette ope´ration ne modifie pas la valeur de la
fonction objectif i.e. de la divergence. On peut cependant remarquer qu’avec
ce type d’algorithme, compte tenu des proprie´te´s d’invariance de la diver-
gence conside´re´e, on peut toujours imposer la contrainte de somme a` chaque
ite´ration en effectuant une normalisation de la solution courante, ce qui laisse
la divergence inchange´e.
chapitre 11
Applications a` la NMF.
11.1 Introduction.
Dans ce chapitre, il n’est pas question de reprendre les travaux traitant
de la factorisation en matrices non ne´gatives ; une bibliographie tre`s e´tendue
sur ce sujet se trouve dans [25] et dans [15].
En revanche, on de´veloppera des algorithmes prenant en compte les contraintes
de somme qui interviennent dans la NMF.
Par ailleurs, on montrera l’inte´reˆt d’utiliser les divergences invariantes ; en ef-
fet, certaines proprie´te´s de ces divergences permettent de prendre en compte
simplement des contraintes de somme. On e´tablira ces proprie´te´s, et on mon-
trera leur influence sur les algorithmes correspondants.
Les algorithmes re´gularise´s sont aussi conside´re´s, dans le cas ou les diver-
gences sont invariantes ou non.
On a indique´ dans l’annexe 9 les proble`mes lie´s aux algorithmes re´gularise´s
purement multiplicatifs tels qu’ils sont propose´s dans la litte´rature et on in-
diquera pourquoi de tels proble`mes n’apparaissent pas dans les me´thodes
propose´es ici.
11.1.1 De´me´lange line´aire.
Le proble`me est pose´ dans le cadre de donne´es hyperspectrales ;
Au niveau le plus simple qui est le proble`me du de´me´lange line´aire, on
dispose de la mesure d’un spectre (1 seul). Les donne´es mesure´es sont donc
les valeurs des intensite´s a` diffe´rentes longueurs d’ondes range´es sous forme
d’un vecteur ”y” ; on peut voir c¸a comme la de´composition en longueurs
d’ondes de l’intensite´ dans 1 pixel d’une image. La somme de ces intensite´s
repre´sente donc l’intensite´ totale ”a” dans le pixel conside´re´
∑
i yi = a.
Par ailleurs, on dispose d’un certain nombre de spectres d’e´le´ments simples
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(endmembers) ; chacun de ces spectres est range´ dans une colonne (vecteur),
la juxtaposition de ces colonnes forme un tableau qu’on peut traiter comme
une matrice ”H”.
Le proble`me est de trouver les coefficient de ponde´ration ”x”(positifs bien
sur) tels que le spectre observe´ soit de´crit comme une somme ponde´re´e des
spectres de base.
On doit donc re´soudre en ”x” un proble`me qui s’e´crit sous forme matricielle :
y = Hx (11.1)
De plus, on voudrait que ces coefficients inconnus soient de somme e´gale
a` ”1” afin d’obtenir des pourcentages de chacun des spectres e´le´mentaires
dans le spectre (me´lange) mesure´.
Sans autre pre´cisions sur les spectres e´le´mentaires dont on dispose (par
exemple les inte´grales de ces spectres), le proble`me me semble sans solution ;
pour qu’on puisse envisager d’obtenir une solution, il faudrait que tous les
spectres conside´re´s, a` la fois le spectre mesure´ et les spectres de re´fe´rence
aient la meˆme inte´grale (c’est a` dire que les vecteurs correspondants soient
de meˆme somme).
Une possibilite´ consiste a` utiliser des spectres de re´fe´rence norme´s a` ”1”, et a`
imposer en guise de contrainte sur la somme des coefficients de ponde´ration∑
i xi =
∑
i yi, les pourcentages e´tant alors facilement obtenus.
Une autre solution consiste a` utiliser des spectres de re´fe´rence norme´s a` ”1”,
et a` normer a` ”1” le spectre mesure´, alors, la contrainte sur la somme a` ”1”
des coefficients de ponde´ration est imme´diate.
Dans les deux e´ventualite´s, le point commun est la normalisation des spectres
de re´fe´rence, c’est a` dire la somme a` ”1” des colonnes de la matrice H.
Cependant, si on effectue une simulation, c’est a` dire si on ge´ne`re le spectre
mesure´ comme une somme ponde´re´e de spectres e´le´mentaires avec des coeffi-
cients de ponde´ration de somme ”1”, on peut espe´rer trouver une solution au
proble`me inverse, quelles que soient les inte´grales des spectres de re´fe´rence,
mais alors, on est tre`s loin du proble`me re´e`l.
Le cas re´e`l qui se rapproche le plus de cette situation est celui ou les
”endmembers” posse´dant les ”bonnes” proprie´te´s sont extraits des donne´es
pre´alablement a` la re´solution du proble`me inverse.
Enfin, dans un cas re´e`l, un proble`me supple´mentaire risque bien de se poser,
en effet si on dispose d’un ensemble de spectres de re´fe´rences tre`s e´tendu,
meˆme en supposant tous les proble`mes d’inte´grales re´solus, on peut penser
que tous les spectres de re´fe´rence ne contribueront pas ne´cessairement au
spectre mesure´, alors, les coefficients de ponde´ration correspondants seront
nuls, on doit donc envisager le fait que la solution du proble`me i.e. le vecteur
11.1. INTRODUCTION. 205
des coefficients de ponde´ration ait une structure ”sparse” ce qui introduit
une contrainte supple´me´ntaire.
11.1.2 Cas multispectral.
La`, le proble`me se complique un peu.
Supposons qu’on dispose d’une image, re´sultat d’une observation ; l’inten-
site´ dans chacun des pixels de l’image est de´compose´e suivant les longueurs
d’ondes comme dans la section pre´ce´dente, on aura donc autant de spectres
mesure´s qu’il y a de pixels dans l’image ; chacun de ces spectres (vecteur)
constitue une colonne d’un tableau qui constitue les mesures. Pour l’instant,
il ne s’agit que d’un tableau (pas encore une matrice).
Remarquons que la somme des composante d’une colonne repre´sente l’in-
tensite´ totale dans le pixel correspondant et qu’il n’y a aucune raison pour
que toutes ces valeurs soient e´gales.
Connaissant comme dans la section pre´ce´dente un ensemble de spectres de
re´fe´rence (vecteurs colonne) juxtapose´s pour constituer une matrice ”H”, le
proble`me est donc de trouver pour chaque spectre mesure´, le vecteur (co-
lonne) des coefficients de ponde´ration.
Il ne s’agit la` que d’une succession de proble`mes analogues a` celui de´crit
dans la section pre´ce´dente.
Si, maintenant, pour voir le proble`me dans son ensemble, les coefficients
de ponde´rations (non-ne´gatifs) sont range´s dans des vecteurs colonnes, la
juxtaposition de ces colonnes forme un tableau ”X” qu’on peut appeler
abusivement ”matrice” et qu’on peut traiter comme telle.
Le proble`me peut s’e´crire maintenant sous forme matricielle :
Y = H X (11.2)
Ou ”Y” est de dimension (L ∗ C) ; ”L” est le nombre de longueurs d’ondes,
”C” est le nombre de pixels dans l’image observe´e,
”H” est de dimension (L ∗M) ; ”M” est le nombre de spectres de re´fe´rence,
”X” est de dimension (M ∗ C).
Il est bien e´vident que ”L” et ”C” sont fixe´s par les conditions expe´rimentales
d’obtention des spectres mesure´s alors que ”M” de´pend du nombre de
spectres de re´fe´rence disponibles.
Si les colonnes de la matrice H sont norme´es a` ”1”, alors on aura
∑
i Yij =∑
iXij , ∀j ; cette dernie`re ine´galite´ constituera une contrainte du proble`me.
206 CHAPITRE 11 APPLICATIONS A` LA NMF.
11.1.3 Cas de la NMF.
La`, les choses se compliquent encore, en effet, dans ce cas, on ne dis-
pose que des mesures ”Y ” et on cherche a` la fois, la matrice des spectres de
re´fe´rence ”H” et la matrice des coefficients de ponde´ration ”X”.
La premie`re difficulte´ qui apparait de fac¸on e´vidente est la multiplicite´
des solutions, en effet, la relation Y = HX peut aussi bien s’e´crire Y =
HDD−1X, avec D invertible a` termes non ne´gatifs, et toute de´composition
de la forme H˜ = HD, X˜ = D−1X fournit aussi une solution.
De ce point de vue, l’introduction de contraintes telles que
∑
iHij = 1 ∀j
et
∑
iXij =
∑
i Yij ∀j, permet de re´duire l’ambiguite´.
Par ailleurs, un choix approprie´ de ”M” est de fac¸on ge´ne´rale critique, ce
choix est bien sur proble`me de´pendant ; toutefois, ”M” est souvent choisi
tel que M << min(L,C), ce qui manque singulie`rement de pre´cision.
Dans l’article de Lee et Seung [67] une autre re`gle est propose´e, elle s’e´crit
M < LCL+C , ce qui correspond a` la re`gle ”nombre de donne´es > nombre d’in-
connues” ce qui peut se comprendre dans le contexte des syste`mes line´aires
d’e´quations.
Enfin, il est clair que le produit HX n’est qu’une approximation de ”Y ” au
rang ”M”.
11.2 Ge´ne´ralite´s.
Tous les proble`mes pre´ce´demment e´voque´s impliquent de chercher la so-
lution d’un proble`me de minimisation par rapport aux parame`tres inconnus,
d’une divergence entre les mesures Y ≡ P et mode`le line´aire HX ≡ Q. En
notant D (P‖Q) la divergence entre les tableaux (matrices) ”P” et ”Q”
D (P‖Q) =
∑
ij
D (Pij‖Qij) =
∑
ij
Dij (11.3)
Avec pour nos applications :
Pij = Yij ; Qij = [HX]ij =
∑
l
H
il
Xlj (11.4)
Les techniques de minimisation propose´es dans la litte´rature et utilise´es dans
cet ouvrage impliquent le calcul du gradient de cette divergence par rapport
aux e´le´ments de la matrice [H] et aux e´le´ments de la matrice [X].
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* Gradient par rapport aux e´le´ments de la matrice X.
En introduisant la matrice [A] telle que :
[A]ij =
[
∂D
∂Q ij
]
(11.5)
On peut e´crire sous forme matricielle :[
∂D (P‖Q)
∂X
]
nm
=
∂D (P‖Q)
∂Xnm
=
[
HTA
]
nm
=
∑
l
HTnl
[
∂D
∂Q lm
]
(11.6)
* De´tail du calcul.
Le gradient se calcule comme suit :
∂D (P‖Q)
∂Xnm
=
∑
ij
D
(
Yij‖ [HX]ij
)
∂ [HX]ij
∂ [HX]ij
∂Xnm
(11.7)
Avec :
∂ [HX]ij
∂Xnm
=
∑
l
H
il
∂Xlj
∂Xnm
=
∑
l
Hilδlnδjm (11.8)
Il vient :
∂ [HX]ij
∂Xnm
= Hinδjm (11.9)
D’ou :
∂D (P‖Q)
∂Xnm
=
∑
ij
∂D
(
Yij‖ [HX]ij
)
∂ [HX]ij
Hinδjm (11.10)
Et finalement :
∂D (P‖Q)
∂Xnm
=
∑
i
∂D (Yim‖ [HX]im)
∂ [HX]im
Hin (11.11)
Ou encore :
∂D (P‖Q)
∂Xnm
=
∑
i
HTni
∂D (Yim‖ [HX]im)
∂ [HX]im
=
∑
i
HTni
[
∂D
∂Q im
]
(11.12)
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* Gradient par rapport aux e´le´ments de la matrice H.
En utilisant la matrice [A] (11.5), on aura en e´criture matricielle :[
∂D (P‖Q)
∂H
]
nm
=
∂D (P‖Q)
∂Hnm
=
[
AXT
]
nm
=
∑
j
[
∂D
∂Qnj
]
XTjm (11.13)
* De´tail du calcul.
Le calcul se de´roule comme suit :
∂D (P‖Q)
∂Hnm
=
∑
ij
∂D
(
Yij‖ [HX]ij
)
∂ [HX]ij
∂ [HX]ij
∂Hnm
(11.14)
On a :
∂ [HX]ij
∂Hnm
=
∑
l
∂Hil
∂Hnm
Xlj =
∑
l
δinδlmXlj (11.15)
Il vient :
∂ [HX]ij
∂Hnm
= δinXmj (11.16)
D’ou :
∂D (P‖Q)
∂Hnm
=
∑
ij
∂D
(
Yij‖ [HX]ij
)
∂ [HX]ij
δinXmj (11.17)
Et finalement :
∂D (P‖Q)
∂Hnm
=
∑
j
∂D
(
Ynj‖ [HX]nj
)
∂ [HX]nj
Xmj (11.18)
Ou encore :
∂D (P‖Q)
∂Hnm
=
∑
j
∂D
(
Ynj‖ [HX]nj
)
∂ [HX]nj
XTjm =
∑
j
[
∂D
∂Qnj
]
XTjm (11.19)
11.3 Algorithmique.
11.3.1 Principe de la me´thode.
Les inconnues du proble`me sont les matrices ”H” et ””X” du produit
”HX ≡ Q”, les donne´es sont la matrice ”Y ≡ P”. On cherche ”H” et
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”X” par minimisation d’une divergence entre les matrices ”Y ” et ”HX” qui
s’e´crit :
X; H; = Arg min︸ ︷︷ ︸
X,H
D (Y ‖ [HX]) = Arg min︸ ︷︷ ︸
X,H
∑
j
∑
i
D
(
Yij‖ [HX]ij
)
(11.20)
On peut remarquer qu’on e´crit ainsi une divergence entre les colonnes des
deux matrices, et qu’on somme ensuite sur toutes les colonnes.
La me´thode de minimisation ge´ne´ralement propose´e est une me´thode ite´rative
dans laquelle on ope`re alternativement sur les deux inconnues ce qui peut
se synthe´tiser par exemple selon le sche´ma :
1- Ite´ration sur ”H” : Xk , Hk → Xk , Hk+1
2- Ite´ration sur ”X” : Xk , Hk+1 → Xk+1 , Hk+1
C’est ce sche´ma qui sera conside´re´ dans la suite des calculs, sans que l’ordre
de mise a` jour constitue une obligation.
Dans ce sche´ma, un point reste a` pre´ciser : l’actualisation est-elle effectue´e
e´le´ment par e´le´ment, ou bien colonne par colonne ?
De mon point de vue, compte tenu des contraintes impose´es aux colonnes
de ”H” et de ”X”, il est logique d’ope´rer colonne par colonne.
En effet, les contraintes impose´es aux inconnues sont les suivantes :
* Hij ≥ 0 ∀i, j.
* Xij ≥ 0 ∀i, j.
*
∑
iHij = 1 ∀j.
*
∑
iXij =
∑
i Yij ∀j.
Si les colonnes de la matrice ”Y ” sont norme´es a` ”1”, la contrainte de somme
sur ”X” devient :
*
∑
iXij = 1 ∀j.
La principale difficulte´ rencontre´e dans ce proble`me tient au fait que meˆme si
la divergence conside´re´e est se´pare´ment convexe en ”H” et en ”X”, elle n’est
pas conjointement convexe par rapport aux deux inconnues ; en conse´quence,
rien ne garantit que le minimum absolu soit atteint par la me´thode algorith-
mique propose´e, on peut seulement dire qu’on atteint un minimum local de
la fonction objectif, donc une solution qui n’est pas ne´cessairement optimale.
* Une autre proce´dure envisageable.
Dans les proble`mes de recherche de points-selles en optimisation contrainte
s’appuyant sur les me´thodes Lagrangiennes, on est conduits a` ope´rer sur les
variables primales dans une e´tape de minimisation et sur les variables duales
dans une e´tape de maximisation.
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Deux me´thodes algorithmiques sont propose´es [28] (p.131-132, fig.3.10-3.11) :
1 - La me´thode de Arrow-Hurwitz, dans laquelle on effectue un pas d’ite´ration
(minimisation) sur les variables primales suivi d’un pas d’ite´ration (maxi-
misation) sur les variables duales.
La proce´dure de´crite dans la section pre´ce´dente pre´sente une analogie cer-
taine avec cette me´thode, e´tant bien entendu que dans le cas de la NMF, il
s’agit de minimiser successivement par rapport aux deux inconnues.
2 - La me´thode d’Uzawa dans laquelle on effectue une mininisation (plu-
sieurs pas ite´ratifs) sur les variables primales jusqu’a` satisfaction d’un crite`re
d’arret, suivie d’une maximisation (plusieurs pas ite´ratifs) sur les variables
duales jusqu’a` satisfaction d’un crite`re d’arret, et ainsi de suite.
La me´thode d’Uzawa permet d’envisager pour la NMF, une proce´dure qui
consisterait a` minimiser d’abord en ”H” (par exemple), en effectuant plu-
sieurs pas d’ite´ration (jusqu’a satisfaction d’un crite`re d’arret), puis a` re´pe´ter
la meˆme proce´dure sur ”X”, et ainsi de suite.
Une telle proce´dure n’a jamais e´te´ envisage´e a` ma connaissance pour la
NMF, cependant, l’exemple montre´ dans [28] semble indiquer de meilleurs
re´sultats avec la me´thode d’Uzawa en terme de vitesse de convergence.
Bien sur, il ne s’agit que d’un exemple applique´ a` la recherche de point-selle,
c’est a` dire dans un contexte tre`s diffe´rent, et donc rien n’est bien e´tabli.....
Cette me´thode alternative n’est pas utilise´e ici ; elle a e´te´ utilise´e pour la
de´convolution aveugle dans [59], [60].
11.3.2 Ite´rations sur ”H”.
Quel que soit le type de divergence utilise´, qu’elle soit inva-
riante par rapport a` ”Q” ou non-invariante la prise en compte de
la contrainte de somme sur les colonnes de ”H” implique de passer
par une me´thode de changement de variables.
Remarque importante.
Les algorithmes multiplicatifs pourront toujours e`tre obtenus en
introduisant un de´calage dans les termes constituant le gradient
de la divergence conside´re´e ; ce point sera de´veloppe´ dans la suite.
**Dans ce paragraphe, on notera Q = HkXk.
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1 - Algorithme non-multiplicatif.
Afin de prendre en compte la contrainte
∑
iHij = 1 ∀j, on proce`de au
changement de variables :
Hij =
zij∑
l zlj
(11.21)
On construit dans un premier temps, un algorithme ite´ratif sur ”z”, puis,
dans un deuxie`me temps, on reviendra a` un algorithme sur ”H”.
Pour cela, on a :
∂D
∂znm
=
∑
i
∂D
∂Him
∂Him
∂znm
(11.22)
Avec :
∂Him
∂znm
=
1∑
l zlm
(δin −Him) (11.23)
Il vient :
∂D
∂znm
=
∑
i
∂D
∂Him
1∑
l zlm
(δin −Him) (11.24)
Et finalement :
∂D
∂znm
=
1∑
l zlm
[
∂D
∂Hnm
−
∑
i
Him
∂D
∂Him
]
(11.25)
On peut ve´rifier imme´diatement qu’on a :∑
n
znm
∂D
∂znm
= 0 (11.26)
On raisonne sur la colonne ”m” et on e´crit dans une premie`re e´tape, un
algorithme portant sur la composante ”n” :
zk+1nm = z
k
nm + α
k
nmz
k
nm
[
− ∂D
∂zknm
]
(11.27)
Compte tenu des conside´rations sur la de´termination du pas de descente
pre´cise´es dans le Chapitre 10, on peut e´crire un algorithme assurant la
non-ne´gativite´ et la convergence de l’algorithme pour toutes les composantes
”n” sous la forme :
zk+1nm = z
k
nm + α
k
mz
k
nm
[
− ∂D
∂zknm
]
(11.28)
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et finalement, en tenant compte de (11.25) :
zk+1nm = z
k
nm + α
k
m
zknm∑
l z
k
lm
[(
− ∂D
∂Hknm
)
−
∑
i
Hkim
(
− ∂D
∂Hkim
)]
(11.29)
A partir de cette expression, compte tenu de (11.21) et de (11.26) on peut
ve´rifier simplement qu’on a, ∀m :∑
n
zk+1nm =
∑
n
zknm (11.30)
Avec un tel algorithme, on se de´place dans un espace de solutions tels que∑
n z
k
nm = Cte ∀k, alors, si la divergence conside´re´e est convexe par rapport
a` H, la convexite´ est maintenue lors du changement de variables.
En conse´quence, en revenant a` l’algorithme (11.29), et en divisant tout par∑
n z
k
nm, il vient :
Hk+1nm = H
k
nm + α
k
m
Hknm∑
l z
k
lm
[(
− ∂D
∂Hknm
)
−
∑
i
Hkim
(
− ∂D
∂Hkim
)]
(11.31)
ou encore, avec δkm =
αkm∑
l z
k
lm
:
Hk+1nm = H
k
nm + δ
k
mH
k
nm
[(
− ∂D
∂Hknm
)
−
∑
i
Hkim
(
− ∂D
∂Hkim
)]
(11.32)
Ce qui peut s’e´crire sous forme condense´e :
Hk+1nm = H
k
nm + δ
k
mH
k
nm
{(
− ∂D
∂Hknm
)
−
[(
Hk
)T (− ∂D
∂Hk
)]
mm
}
(11.33)
Remarquons que le second des termes entre accolades est une constante pour
toute la colonne ”m”.
On peut alors constater que quel que soit le pas de descente ”δkm”, on a ∀m :∑
n
Hk+1nm =
∑
n
Hknm = 1 (11.34)
L’algorithme (11.32) (11.33) constitue l’algorithme correspondant
aux ite´rations sur ”H” pour la NMF.
Il est initialise´ avec :
* H0 tel que
∑
nH
0
nm = 1 ∀m.
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* X0 tel que
∑
nX
0
nm =
∑
n Ynm ∀m.
On remarquera que dans cet algorithme, on peut mettre a` jour la
matrice ”H”, colonne par colonne.
En utilisant l’expression du gradient par rapport a` ”H” (11.13), on peut
aussi e´crire l’algorithme (11.32) sous la forme :
Hk+1nm = H
k
nm + δ
k
mH
k
nm
[(∑
l
[
− ∂D
∂Qnl
]
XTlm
)
−
∑
i
Hkim
(∑
l
[
− ∂D
∂Qil
]
XTlm
)]
(11.35)
Ou encore sous forme condense´e :
Hk+1nm = H
k
nm + δ
k
mH
k
nm
{[(
−∂D
∂Q
)
XT
]
nm
−
[(
Hk
)T (−∂D
∂Q
)
XT
]
mm
}
(11.36)
Avec, bien sur, dans cette expression, X ≡ Xk et Q = HkXk.
2 - Algorithme multiplicatif.
Si on veut obtenir un algorithme multiplicatif tout en pre´servant les
contraintes de non-ne´gativite´ et de somme, il faut d’abord introduire un
de´calage des composantes de l’oppose´ du gradient
[
− ∂D
∂Hkij
]
de fac¸on a` les
rendre toutes non-ne´gatives ; pour cela, on e´crit :[
− ∂D
∂Hkij
]
d
=
[
− ∂D
∂Hkij
]
−min
i
[
− ∂D
∂Hkij
]
+  (11.37)
Compte tenu de la de´finition de ”Hij” (11.21), l’algorithme (11.32) peut se
ree´crire :
Hk+1nm = H
k
nm + δ
k
mH
k
nm
[(
− ∂D
∂Hknm
)
d
−
∑
i
Hkim
(
− ∂D
∂Hkim
)
d
]
(11.38)
Avec cet algorithme, la proprie´te´ (11.34) est maintenue et en s’appuyant
sur la me´thode SGM pre´sente´e dans le Chapitre 10, on peut e´crire une
expression qui est a` la base des formes multiplicatives, sous la forme :
Hk+1nm = H
k
nm + δ
k
mH
k
nm

(
− ∂D
∂Hknm
)
d∑
iH
k
im
(
− ∂D
∂Hkim
)
d
− 1
 (11.39)
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Comme c’est toujours le cas, un algorithme purement multiplicatif peut eˆtre
obtenu si on choisit pour toutes les ite´rations, un pas de descente e´gal a` ”1”.
L’algorithme s’e´crit alors :
Hk+1nm = H
k
nm

(
− ∂D
∂Hknm
)
d∑
iH
k
im
(
− ∂D
∂Hkim
)
d
 (11.40)
En utilisant l’expression de (11.13), on peut aussi e´crire, avec X ≡ Xk et
Q = HkXk :
Hk+1nm = H
k
nm

(∑
l
[
− ∂D∂Qnl
]
XTlm
)
d∑
iH
k
im
(∑
l
[
− ∂D∂Qil
]
XTlm
)
d
 (11.41)
Mais bien entendu, si les contraintes de non-ne´gativite´ et de somme sont
satisfaites, rien ne garantit la convergence d’un tel algorithme.
11.3.3 Ite´rations sur ”X”.
Pour ces inconnues, afin d’imposer la contrainte
∑
iXij =
∑
i Yij ∀j
(e´ventuellement =1), deux cas doivent eˆtre distingue´s selon que la diver-
gence a` minimiser est invariante ou non.
Si on utilise une divergence non invariante, il faut introduire un changement
de variables analogue a` celui utilise´ pour ”H”.
Si on utilise une divergence invariante, la mise en oeuvre de la proprie´te´
ge´ne´rale de ces divergences de´duite de (3.7), permet d’assurer que la contrainte
de somme est satisfaite, sans qu’il soit ne´cessaire de passer par un change-
ment de variables ; cet aspect sera de´veloppe´ dans la section de´die´e aux
divergences invariantes.
Dans la pre´sente section, on de´veloppe le cas des divergences
non-invariantes ; on proce`de donc par changement de variables.
L’utilisation de divergences non-invariantes associe´e a` la me´thode
de changement de variables permettra d’obtenir des algorithmes
multiplicatifs pour ”X” de fac¸on analogue a` ce qui a e´te´ fait pour
”H”.
On a obtenu Hk+1, on connait Xk, on cherche Xk+1, donc ici,
Q = Hk+1Xk.
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1 - Algorithme non-multiplicatif.
Compte tenu des contraintes de somme impose´es aux colonnes de la
matrice ”X”, le changement de variables correspondant a` ”X” s’e´crit :
Xij =
tij∑
l tlj
∑
l
Ylj ⇔
∑
i
Xij =
∑
l
Ylj (11.42)
Pour une divergence D (P‖Q), le gradient par rapport a` ”t” s’e´crit :
∂D (P‖Q)
∂tnm
=
∑
i
∂D (P‖Q)
∂Xim
∂Xim
∂tnm
(11.43)
Avec :
∂Xim
∂tnm
=
∑
l Ylm∑
l tlm
[δin]− Xim∑
l tlm
=
∑
l Ylm∑
l tlm
[δin]− Xim∑
l tlm
(11.44)
Il vient :
∂D (P‖Q)
∂tnm
=
∑
l Ylm∑
l tlm
∂D (P‖Q)
∂Xnm
− 1∑
l tlm
∑
i
Xim
∂D (P‖Q)
∂Xim
(11.45)
D’ou on de´duit l’algorithme ite´ratif correspondant a` la composante ”n” de
la colonne ”m” :
tk+1nm = t
k
nm + α
k
nmt
k
nm
[∑
l Ylm∑
l t
k
lm
(
−∂D (P‖Q)
∂Xknm
)
− 1∑
l t
k
lm
∑
i
Xkim
(
−∂D (P‖Q)
∂Xkim
)]
(11.46)
Compte tenu des conside´rations sur la de´termination du pas de descente
pre´cise´es dans le Chapitre 10, on peut e´crire un algorithme assurant la
non-ne´gativite´ et la convergence de l’algorithme pour toutes les composantes
”n” sous la forme :
tk+1nm = t
k
nm + α
k
mt
k
nm
[∑
l Ylm∑
l t
k
lm
(
−∂D (P‖Q)
∂Xknm
)
− 1∑
l t
k
lm
∑
i
Xkim
(
−∂D (P‖Q)
∂Xkim
)]
(11.47)
On peut alors ve´rifier facilement qu’on a :∑
n
tk+1nm =
∑
n
tknm (11.48)
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En conse´quence, si la divergence conside´re´e est convexe par rapport a` ”X”,
le changement de variables ne modifiera pas cette proprie´te´.
En introduisant le pas de descente δkm =
αkm∑
l t
k
lm
, on peut donc revenir aux
variables initiales en divisant les deux membres de (11.47) par
∑
n t
k
nm, ce
qui conduit a` :
Xk+1nm = X
k
nm + δ
k
mX
k
nm
[(∑
l
Ylm
)(
−∂D (P‖Q)
∂Xknm
)
−
∑
i
Xkim
(
−∂D (P‖Q)
∂Xkim
)]
(11.49)
Ce qui peut aussi s’e´crire sous forme condense´e :
Xk+1nm = X
k
nm + δ
k
mX
k
nm
{(∑
l
Ylm
)(
−∂D (P‖Q)
∂Xk
)
nm
−
[(
Xk
)T (−∂D (P‖Q)
∂Xk
)]
mm
}
(11.50)
Remarquons que le second des termes entre accolades est une constante
pour toute la colonne ”m”.
Avec une initialisation telle que
∑
nX
0
nm =
∑
n Ynm ∀m, compte tenu
du changement de variables (11.42), on peut ve´rifier sans difficulte´ que la
contrainte de somme sur les colonnes de ”X” est satisfaite et qu’on a :∑
n
Xk+1nm =
∑
n
Xknm =
∑
n
Ynm ∀m (11.51)
Dans cet algorithme, on utilisera l’expression du gradient par rapport a`
”X” : [
∂D (P‖Q)
∂Xnm
]
=
∑
l
HTnl
[
∂D
∂Q
]
lm
(11.52)
Avec H ≡ Hk+1 et Q = Hk+1Xk.
2 - Algorithme multiplicatif.
Si on veut obtenir un algorithme multiplicatif tout en pre´servant les
contraintes de non-ne´gativite´ et de somme, il faut d’abord introduire un
de´calage des composantes de l’oppose´ du gradient
[
− ∂D
∂Xkij
]
de fac¸on a` les
11.3. ALGORITHMIQUE. 217
rendre toutes non-ne´gatives ; pour cela, on e´crit :[
− ∂D
∂Xkij
]
d
=
[
− ∂D
∂Xkij
]
−min
i
[
− ∂D
∂Xkij
]
+  (11.53)
On peut alors ree´crire l’algorithme (11.49) sous la forme :
Xk+1nm = X
k
nm + δ
k
mX
k
nm
[(∑
l
Ylm
)(
−∂D (P‖Q)
∂Xknm
)
d
−
∑
i
Xkim
(
−∂D (P‖Q)
∂Xkim
)
d
]
(11.54)
En s’appuyant sur la me´thode SGM pre´sente´e dans le Chapitre 10, on peut
en de´duire l’algorithme :
Xk+1nm = X
k
nm + δ
k
mX
k
nm
(
∑
l Ylm)
(
−∂D(P‖Q)
∂Xknm
)
d∑
iX
k
im
(
−∂D(P‖Q)
∂Xkim
)
d
− 1
 (11.55)
Alors, en utilisant un pas de descente e´gal a` 1, on obtient l’algorithme pu-
rement multiplicatif :
Xk+1nm = X
k
nm
(
∑
l Ylm)
(
−∂D(P‖Q)
∂Xknm
)
d∑
iX
k
im
(
−∂D(P‖Q)
∂Xkim
)
d
 (11.56)
On peut ve´rifier sans difficulte´ qu’on a :
∑
nX
k+1
nm =
∑
n Ynm.
Cependant, pour cet algorithme, comme pour tous les algorithmes avec un
pas de descente fixe´, rien ne garantit la convergence, meˆme si toutes les
contraintes sont respecte´es.
* Remarque importante : On verra dans les sections suivantes que,
dans le cas particulier des ”Alpha divergences”, compte tenu de l’ex-
pression particulie`re du gradient, l’algorithme ite´ratif sur ”H” (11.32) et
l’algorithme ite´ratif sur ”X” (11.49) ont une expression simplifie´e qui rend
inutile le de´calage. Ainsi, un algorithme multiplicatif peut eˆtre e´crit directe-
ment en s’appuyant sur la me´thode SGM pre´sente´e dans le Chapitre 10.
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11.3.4 Divergences non-invariantes - Bilan des algorithmes.
En proce´dant alternativement aux ite´rations, d’abord sur ”H”, puis sur
”X”, et avec les initialisations
* H0 tel que
∑
nH
0
nm = 1 ∀m
* X0 tel que
∑
nX
0
nm =
∑
n Ynm ∀m
on a d’abord :
** X ≡ Xk, H ≡ Hk et Q = HkXk
L’algorithme obtenu avec le changement de variables sur ”H” s’e´crit
(11.32) :
Hk+1nm = H
k
nm + δ
k
mH
k
nm
[(
− ∂D
∂Hknm
)
−
∑
i
Hkim
(
− ∂D
∂Hkim
)]
(11.57)
ou encore (11.35) :
Hk+1nm = H
k
nm + δ
k
mH
k
nm
[(∑
l
[
− ∂D
∂Qnl
]
XTlm
)
−
∑
i
Hkim
(∑
l
[
− ∂D
∂Qil
]
XTlm
)]
(11.58)
On peut aussi obtenir l’algorithme sous forme purement multiplicative (11.41) :
Hk+1nm = H
k
nm

(∑
l
[
−∂D
∂Qnl
]
XTlm
)
d∑
iH
k
im
(∑
l
[
− ∂D∂Qil
]
XTlm
)
d
 (11.59)
A ce stade, on a :
** H ≡ Hk+1, X ≡ Xk et Q = Hk+1Xk.
Avec δkm =
αkm∑
l t
k
lm
, l’algorithme obtenu en proce´dant au changement de
variables sur ”X” (11.49) s’e´crit :
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Xk+1nm = X
k
nm + δ
k
mX
k
nm
[(∑
l
Ylm
)(
−∂D (P‖Q)
∂Xknm
)
−
∑
i
Xkim
(
−∂D (P‖Q)
∂Xkim
)]
(11.60)
Dans cet algorithme, on utilisera l’expression du gradient par rapport a` ”X” :
[
∂D (P‖Q)
∂Xnm
]
=
∑
l
HTnl
[
∂D
∂Q
]
lm
(11.61)
L’algorithme correspondant sous forme purement multiplicative (11.56)
s’e´crit :
Xk+1nm = X
k
nm
(
∑
l Ylm)
(
−∂D(P‖Q)
∂Xknm
)
d∑
iX
k
im
(
−∂D(P‖Q)
∂Xkim
)
d
 (11.62)
A ce stade, on a` effectue´ un cycle sur les 2 variables ; on a donc obtenu
Hk+1 et Xk+1.
11.4 Applications a` quelques divergences classiques.
On de´veloppe dans cette section, les algorithmes correspondant aux ”Al-
pha” et ”Beta” divergences.
11.4.1 Alpha divergences.
La divergence de base (5.15) applique´e sur des tableaux s’e´crit :
A (P‖Q) = 1
λ (λ− 1)
∑
j
∑
i
[
P λijQ
1−λ
ij − λPij − (1− λ)Qij
]
(11.63)
L’expression du gradient par rapport a` ”Q” s’e´crit :
∂A (P‖Q)
∂Qnm
=
1
λ
[
1−
(
Pnm
Qnm
)λ]
(11.64)
On proce`de alternativement aux ite´rations, d’abord sur ”H”,
puis sur ”X”.
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* Ite´rations sur ”H”
** On a d’abord : X ≡ Xk, H ≡ Hk, P = Y et Q = HkXk
A partir de (11.64), on a :
∂A (P‖Q)
∂Hnm
=
∑
j
∂A (P‖Q)
∂Qnj
XTjm =
1
λ
∑
j
[
1−
(
Pnj
Qnj
)λ]
XTjm (11.65)
L’algorithme ite´ratif sur ”H” s’e´crit alors a` partir de (11.35) :
Hk+1nm = H
k
nm +
δkm
λ
Hknm
[(∑
l
[(
Pnl
Qnl
)λ
− 1
]
XTlm
)
−
∑
i
Hkim
(∑
l
[(
Pil
Qil
)λ
− 1
]
XTlm
)]
(11.66)
On peut utiliser cet algorithme tel quel ou bien obtenir un algorithme mul-
tiplicatif en effectuant un de´calage tel qu’il a e´te´ de´fini dans la section
pre´ce´dente.
Cependant dans le cas particulier des ”Alpha” divergences, une simplifica-
tion intervient et l’algorithme (11.66) se ree´crit :
Hk+1nm = H
k
nm +
δkm
λ
Hknm
[(∑
l
(
Pnl
Qnl
)λ
XTlm
)
−
∑
i
Hkim
(∑
l
(
Pil
Qil
)λ
XTlm
)]
(11.67)
Et l’algorithme multiplicatif sera obtenu sans qu’il soit ne´cessaire d’e´ffectuer
de de´calage, en prenant un pas de descente e´gal a` ” δ
k
m
λ = 1”, a` partir de
l’expression :
Hk+1nm = H
k
nm +
δkm
λ
Hknm

∑
l
(
Pnl
Qnl
)λ
XTlm∑
iH
k
im
(∑
l
(
Pil
Qil
)λ
XTlm
) − 1
 (11.68)
* Ite´rations sur ”X”
** On a d’abord : X ≡ Xk, H ≡ Hk+1, P = Y et Q = Hk+1Xk
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A partir de (11.64), on a :
∂A (P‖Q)
∂Xnm
=
∑
j
HTnj
∂A (P‖Q)
∂Qjm
(11.69)
Ou encore :
∂A (P‖Q)
∂Xnm
=
1
λ
∑
j
HTnj −
∑
j
HTnj
(
Pjm
Qjm
)λ (11.70)
Compte tenu des proprie´te´s de ”H”, il vient :
∂A (P‖Q)
∂Xnm
=
∑
j
HTnj
∂A (P‖Q)
∂Qjm
=
1
λ
1−∑
j
HTnj
(
Pjm
Qjm
)λ (11.71)
A partir (de 11.49) l’algorithme ite´ratif sur ”X” s’e´crit alors :
Xk+1nm = X
k
nm +
δkm
λ
Xknm
∑
l
Ylm
∑
j
HTnj
(
Pjm
Qjm
)λ
− 1

−
∑
i
Xkim
∑
j
HTij
(
Pjm
Qjm
)λ
− 1
 (11.72)
Ce qui peut se simplifier en :
Xk+1nm = X
k
nm +
δkm
λ
Xknm
∑
l
Ylm
∑
j
HTnj
(
Pjm
Qjm
)λ
−
∑
i
Xkim
∑
j
HTij
(
Pjm
Qjm
)λ (11.73)
L’algorithme multiplicatif peut eˆtre obtenu a` partir de (11.72) en introdui-
sant un de´calage pour rendre positifs les termes entre crochets.
Cependant, compte tenu de la forme simplifie´e propre aux ”Alpha” diver-
gences (11.73), un algorithme multiplicatif peut aussi bien eˆtre obtenu sans
qu’il soit ne´cessaire d’e´ffectuer de de´calage.
En effet, un tel algorithme est obtenu en prenant un pas de descente δ
k
m
λ e´gal
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a` ”1” ∀k a` partir de l’expression :
Xk+1nm = X
k
nm +
δkm
λ
Xknm

∑
l Ylm
[∑
j H
T
nj
(
Pjm
Qjm
)λ]
∑
iX
k
im
[∑
j H
T
ij
(
Pjm
Qjm
)λ] − 1
 (11.74)
11.4.2 Beta divergences.
La divergence de base (5.20) applique´e sur des tableaux s’e´crit :
B (P‖Q) = 1
λ (λ− 1)
∑
j
∑
i
[
P λij − λPijQλ−1ij − (1− λ)Qλij
]
(11.75)
L’expression du gradient par rapport a` ”Q” s’e´crit :
∂B (P‖Q)
∂Qnm
= Qλ−1nm −Qλ−2nm Pnm (11.76)
On proce`de alternativement aux ite´rations, d’abord sur ”H”,
puis sur ”X”.
* Ite´rations sur ”H”
** On a d’abord : X ≡ Xk, H ≡ Hk, P = Y et Q = HkXk
A partir de (11.76), on a :
∂B (P‖Q)
∂Hnm
=
∑
j
∂B (P‖Q)
∂Qnj
XTjm =
∑
j
[
Qλ−1nj −Qλ−2nj Pnj
]
XTjm (11.77)
L’algorithme ite´ratif sur ”H” s’e´crit alors a` partir de (11.35) :
Hk+1nm = H
k
nm + δ
k
mH
k
nm
∑
j
(
Qλ−2nj Pnj −Qλ−1nj
)
XTjm
−
∑
i
Hkim
∑
j
(
Qλ−2ij Pij −Qλ−1ij
)
XTjm
 (11.78)
Pour obtenir un algorithme multiplicatif qui maintienne le flux, il n’y a pas
d’autre solution que de proce´der au de´calage des termes en ”
∑
j” de l’ex-
pression pre´ce´dente afin de les rendre positifs.
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* Ite´rations sur ”X”
** On a d’abord : X ≡ Xk, H ≡ Hk+1, P = Y et Q = Hk+1Xk
A partir de (11.76), on a :
∂B (P‖Q)
∂Xnm
=
∑
j
HTnj
∂B (P‖Q)
∂Qjm
=
∑
j
HTnj
(
Qλ−1jm −Qλ−2jm Pjm
)
(11.79)
A partir (de 11.49) l’algorithme ite´ratif sur ”X” s’e´crit alors :
Xk+1nm = X
k
nm + δ
k
mX
k
nm
(∑
l
Ylm
)∑
j
HTnj
(
Qλ−2jm Pjm −Qλ−1jm
)
−
∑
i
Xkim
∑
j
HTij
(
Qλ−2jm Pjm −Qλ−1jm
) (11.80)
Compte tenu des proprie´te´s des colonnes de la matrice ”X”, le flux sera
maintenu au cours des ite´rations.
L’algorithme multiplicatif peut eˆtre obtenu a` partir de (11.80) en intro-
duisant un de´calage pour rendre positifs les termes de la forme ”
∑
j” de
l’expression pre´ce´dente.
Remarque : Contrairement au cas des ”Alpha” divergences, un
regroupement des termes de meˆme signe dans (11.78) et (11.80)
peut conduire a` un algorithme multiplicatif ; toutefois, l’algorithme
ainsi obtenu ne posse`dera pas les proprie´te´s de maintient du flux
au cours des ite´rations.
11.5 Proprie´te´ fondamentale des divergences inva-
riantes.
Deux cas sont envisage´s dans ce paragraphe :
Dans le premier cas, la divergence qu’on va construire sera invariante lorsque
tous les e´le´ments de la matrice ”Q” sont multiplie´es par la meˆme constante
positive. Les divergences obtenues posse`deront des proprie´te´s inte´ressantes
dans le cas de la de´convolution aveugle par exemple.
Dans le second cas la proprie´te´ d’invariance porte sur chaque colonne de la
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matrice ”Q”, c’est a` dire que la divergence obtenue sera invariante lorsque
chaque colonne de ”Q” est multiplie´e par un scalaire positif qui lui est propre.
Les divergences obtenues auront des proprie´te´s qui seront spe´cifiquement
adapte´es au cas de la NMF.
11.5.1 Cas ge´ne´ral - Toutes les composantes de ”Q” sont
concerne´es simultane´ment.
Ici, en partant d’une divergence D (P‖Q), il s’agit d’abord de construire
une divergence DI (P‖Q) qui reste invariante lorsque tous les e´le´ments de
la matrice ”Q” sont multiplie´s par une meˆme constante positive.
Dans ce cas, le facteur d’invariance nominal, valable pour la matrice ”Q”
dans son ensemble est calcule´ de la fac¸on suivante :
K0 (P,Q) = Arg minK
∑
ij
∂D (Pij‖KQij)
∂K
(11.81)
* Proprie´te´ fondamentale.
La proprie´te´ ge´ne´rale des divergences invariantes par rapport
a` la matrice ”Q” prise dans son ensemble s’e´crit :
∑
nm
Qnm
∂D (P‖KQ)
∂Qnm
=
∑
nm
Qnm
∂DI (P‖Q)
∂Qnm
= 0 (11.82)
Il est bien e´vident, que cela est strictement e´quivalent au calcul de´veloppe´
au chapitre 3, e´quation (3.7), pour autant que les matrices ”Q” et ∂DI(P‖Q)∂Q
sont e´crites lexicographiquement.
On remarquera, qu’avec la relation matricielle Q ≡ HX, l’inva-
riance sur ”Q” se traduit par une invariance sur X, mais pas sur
”H”.
* De´tail du calcul.
La proprie´te´ ge´ne´rale de ces divergences s’e´tablit comme suit.
On a :
∂D (P‖KQ)
∂Qnm
=
∑
ij
∂D (Pij‖KQij)
∂ (KQij)
∂ (KQij)
∂Qnm
(11.83)
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mais :
∂ (KQij)
∂Qnm
=
∂ (KQij)
∂K
∂K
∂Qnm
+
∂ (KQij)
∂Qij
∂Qij
∂Qnm
(11.84)
C’est a` dire :
∂ (KQij)
∂Qnm
= Qij
∂K
∂Qnm
+Kδinδjm (11.85)
ce qui conduit a` :
∂D (P‖KQ)
∂Qnm
=
∑
ij
Qij
∂D (Pij‖KQij)
∂ (KQij)
∂K
∂Qnm
+K
∂D (Pnm‖KQnm)
∂ (KQnm)
(11.86)
donc, avec Qij =
∂(KQij)
∂K , il vient :
∑
nm
Qnm
∂D (P‖KQ)
∂Qnm
=
∑
ij
∂D (Pij‖KQij)
∂K
[K +∑
nm
Qnm
∂K
∂Qnm
]
(11.87)
Le premier terme du second membre est nul par de´finition du facteur d’in-
variance nominal, par ailleurs le second terme du second membre est nul
si le facteur d’invariance satisfait a` l’e´quation diffe´rentielle, que le facteur
d’invariance soit ou non le facteur d’invariance nominal.
On a donc : ∑
nm
Qnm
∂DI (P‖Q)
∂Qnm
= 0 (11.88)
Ainsi, cette relation est e´quivalente a` la relation (3.7) e´tablie dans le Cha-
pitre 3 traitant des divergences invariantes.
11.5.2 L’invariance est calcule´e pour chaque colonne de ”Q”.
Cette situation est particulie`rement adapte´e a` la NMF ; elle correspond
au cas ou une contrainte de somme des composante intervient sur chaque
colonne de la matrice ”X” (dans le produit [HX] ≡ Q).
Il est bien clair que la multiplication de la colonne X.j par une constante,
se traduit par la multiplication de la colonne homologue [HX].j ≡ Q.j par
la meˆme constante.
On doit donc construire une divergence posse´dant une proprie´te´ d’invariance
lors de la multiplication des colonnes de ”Q” par des coefficients diffe´rents ;
en conse´quence, il faut calculer un facteur d’invariance correspondant a`
chaque colonne de ”Q”.
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En de´signant par ”j” l’indice de colonne et ”i” l’indice de ligne, la divergence
de base est note´e :
D (P‖Q) =
∑
j
∑
i
D (Pij‖Qij) =
∑
j
∑
i
Dij (11.89)
Le facteur d’invariance nominal correspondant a` la colonne ”m” de la ma-
trice ”Q” est de´fini par :
K0m = Arg minK
∑
i
D (Pim‖KQim) (11.90)
Lorsque le calcul est possible, les diffe´rents facteurs d’invariance nominaux
sont donc obtenus en calculant pour tout ”m”, K0m tel que :∑
i
∂D (Pim‖KQim)
∂K
= 0 (11.91)
De fac¸on e´vidente, le facteur scalaire K0m ne contiendra que des termes
correspondant aux colonnes indice´es ”m” des matrices ”P” et ”Q”.
La divergence invariante obtenue s’e´crira :
DI (P‖Q) =
∑
j
∑
i
D (Pij‖K0jQij) (11.92)
* Proprie´te´.
La proprie´te´ ge´ne´rale des divergences invariantes, lorsque l’in-
variance est calcule´e se´pare´ment pour chaque colonne ”m” de ”Q”
s’e´crit : ∑
n
Qnm
∂DI (P‖Q)
∂Qnm
= 0 (11.93)
* De´tail du calcul.
Le calcul du gradient par rapport a` ”Q” se de´roule comme suit :
∂DI (P‖Q)
∂Qnm
=
∑
j
∑
i
∂D (Pij‖K0jQij)
∂ (K0jQij)
∂ (K0jQij)
∂Qnm
(11.94)
Dans cette expression, le terme
∂(K0jQij)
∂Qnm
est nul, sauf si j = m, il reste
donc :
∂DI (P‖Q)
∂Qnm
=
∑
i
∂D (Pim‖K0mQim)
∂ (K0mQim)
∂ (K0mQim)
∂Qnm
(11.95)
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Le second terme du second membre s’e´crit :
∂ (K0mQim)
∂Qnm
=
∂ (K0mQim)
∂K0m
∂K0m
∂Qnm
+
∂ (K0mQim)
∂Qim
∂Qim
∂Qnm
(11.96)
C’est a` dire :
∂ (K0mQim)
∂Qnm
= Qim
∂K0m
∂Qnm
+K0mδin (11.97)
En revenant alors sur l’expression du gradient (11.95), on a :
∂DI (P‖Q)
∂Qnm
=
∑
i
Qim
∂D (Pim‖K0mQim)
∂ (K0mQim)
∂K0m
∂Qnm
+K0m
∂D (Pnm‖K0mQnm)
∂ (K0mQnm)
(11.98)
Et, finalement :
∑
n
Qnm
∂DI (P‖Q)
∂Qnm
=
[∑
n
∂D (Pnm‖K0mQnm)
∂ (K0mQnm)
][
K0m +
∑
n
Qnm
∂K0m
∂Qnm
]
(11.99)
Le premier terme du second membre est nul si le facteur d’invariance est le
facteur d’invariance nominal pour la colonne conside´re´e (”m”), alors que le
second terme du second membre est nul pour tous les facteurs d’invariance
satisfaisant a` l’e´quation diffe´rentielle :
K0m +
∑
n
Qnm
∂K0m
∂Qnm
= 0 (11.100)
En conse´quence : ∑
n
Qnm
∂DI (P‖Q)
∂Qnm
= 0 ∀m (11.101)
Cette relation est analogue a` la proprie´te´ (3.7) applique´e sur chacune des
colonnes de la matrice ”Q”.
11.6 Algorithme ite´ratif pour les divergences in-
variantes.
Pour ces divergences note´es ”DI”, en ope´rant colonne par colonne, on
s’appuie sur la proprie´te´s (11.93) (11.101).
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11.6.1 Ite´rations sur ”H”.
Dans la mesure ou l’invariance par rapport a` ”Q” se traduit par
une invariance sur ”X”, mais pas sur ”H”, il n’y a rien a` attendre
de particulier concernant les ite´rations sur ”H”.
En conse´quence, l’algorithme ite´ratif sur ”H” sera de´duit de la me´thode
de changement de variables ; il est donne´ en (11.32) (11.35) et s’e´crit pour
une divergence invariante ”DI”, avec H = Hk, X = Xk, Q = HkXk :
Hk+1nm = H
k
nm + δ
k
mH
k
nm
[(∑
l
[
− ∂DI
∂Qnl
]
XTlm
)
−
∑
i
Hkim
(∑
l
[
−∂DI
∂Qil
]
XTlm
)]
(11.102)
Un algorithme multiplicatif pourra e`tre obtenu en proce´dant
de fac¸on analogue a` ce qui a e´te´ fait pour les divergences non-
invariantes.
A ce stade, on a obtenu ”Hk+1”.
11.6.2 Ite´rations sur ”X”.
1 - Algorithme non-multiplicatif.
L’algorithme ite´ratif sur ”X” permettant d’exploiter les proprie´te´s des
divergences invariantes, peut s’e´crire, avec la me´thode de´veloppe´e au Cha-
pitre 10, sous la forme :
Xk+1nm = X
k
nm + α
k
mX
k
nm
[
− ∂DI
∂Xknm
]
(11.103)
Avec cet algorithme, la contrainte
∑
nX
k
nm = Cte ∀k est assure´e comme le
montre le calcul suivant.
Dans les sections pre´ce´dentes, on a montre´ (11.5) qu’avec :
[A]ij =
[
∂D
∂Q
]
ij
(11.104)
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On pouvait e´crire (11.6) sous forme matricielle :[
∂DI (P‖Q)
∂X
]
nm
=
∂DI (P‖Q)
∂Xnm
=
[
HTA
]
nm
=
∑
l
HTnl
∂DI (P‖Q)
∂Qlm
(11.105)
En tenant compte du fait que H ≡ Hk+1 et Q = Hk+1Xk, l’algorithme
(11.103) peut donc se ree´crire :
Xk+1nm = X
k
nm + α
k
mX
k
nm
[∑
i
HTni
(
−∂DI (P‖Q)
∂Qim
)]
(11.106)
Par suite :
∑
n
Xk+1nm =
∑
n
Xknm + α
k
m
∑
n
{
Xknm
[∑
i
HTni
(
−∂DI (P‖Q)
∂Qim
)]}
(11.107)
En intervertissant l’ordre des sommations, il vient :∑
n
Xk+1nm =
∑
n
Xknm + α
k
m
∑
i
(
−∂DI (P‖Q)
∂Qim
)∑
n
HTniX
k
nm (11.108)
ou encore :∑
n
Xk+1nm =
∑
n
Xknm + α
k
m
∑
i
(
HXk
)
im
(
−∂DI (P‖Q)
∂Qim
)
(11.109)
Donc, avec (11.93), il vient :∑
n
Xk+1nm =
∑
n
Xknm (11.110)
Il suffit donc de choisir un estime´ initial de somme correcte (i.e.
∑
nX
0
nm =∑
n Ynm), pour que cette somme soit maintenue au cours des ite´rations.
L’algorithme (11.103) (11.106) constitue l’algorithme ite´ratif
sur ”X” lors de la minimisation d’une divergence invariante.
2 - Algorithme multiplicatif.
Un algorithme multiplicatif peut e`tre obtenu a` partir de (11.103) (11.106)
en proce´dant comme suit :
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On applique strictement la me´thode SGM ; l’oppose´ du gradient est d’abord
de´compose´ en une diffe´rence de 2 termes positifs :
− ∂DI
∂Xknm
= Uknm − V knm ; Uknm > 0 ; V knm > 0 (11.111)
Cela permet dans une premie`re e´tape (avec les restrictions d’usage sur le
pas de descente), d’e´crire un algorithme multiplicatif sous la forme :
X˜k+1nm = X
k
nm
[
Uknm
V knm
]
(11.112)
Mais, alors la proprie´te´
∑
n X˜
k+1
nm =
∑
nX
k
nm est perdue, contrairement a` ce
qu’on avait avec les algorithmes (11.103) (11.106).
Cependant on peut retrouver cette proprie´te´ en introduisant une e´tape
supple´mentaire de normalisation en e´crivant :
Xk+1nm =
X˜k+1nm∑
n X˜
k+1
nm
∑
n
Ynm (11.113)
Du fait de la proprie´te´ d’invariance par rapport a` ”X”, cette normalisation
n’entraine aucune variation de la divergence invariante conside´re´e. L’asso-
ciation de (11.112) et de (11.113) constitue donc un algorithme multiplicatif
posse´dant la proprie´te´ de sommation sur les colonnes de ”X”. Ceci sous
re´serve bien sur de la convergence de (11.112) en rapport avec le choix du
pas de descente (e´gal a` 1).
11.7 Applications a` quelques divergences invariantes
particulie`res.
Dans les sections pre´ce´dentes, on a montre´ que les algorithmes propose´s
faisaient appel, pour une divergence donne´e a` l’expression du gradient :
∂D (P‖Q)
∂Qnm
(11.114)
En conse´quence, on donne pour certaines divergences invariantes, l’expres-
sion de ce gradient et l’algorithme ite´ratif sur ”X” qu’on peut obtenir.
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11.7.1 Alpha divergences invariantes.
A partir de la divergence de base (11.63), l’invariance sur chaque colonne
du tableau (matrice) [Q] est obtenue en calculant le facteur d’invariance
nominal (ce qui est possible) ; on obtient ainsi, pour la colonne ”j” :
K0j =
(∑
i P
λ
ijQ
1−λ
ij∑
iQij
) 1
λ
(11.115)
La divergence obtenue, invariante par rapport aux colonnes de ”Q”, s’e´crit :
AIQ (P‖Q) = 1
λ− 1
∑
j
(∑l P λljQ1−λlj∑
lQlj
) 1
λ ∑
i
Qij −
∑
i
Pij
 (11.116)
C’est a` dire :
AIQ (P‖Q) = 1
λ− 1
∑
j
[
K0j
∑
i
Qij −
∑
i
Pij
]
(11.117)
La construction des algorithmes implique le calcul du gradient par rapport
aux e´le´ments de la colonne ”m” de la matrice ”Q” qui s’e´crit apre`s quelques
calculs :
∂AIQ (P‖Q)
∂Qnm
=
1
λ
(∑l P λlmQ1−λlm∑
lQlm
) 1
λ
−
(∑
l P
λ
lmQ
1−λ
lm∑
iQlm
) 1−λ
λ P λnm
Qλnm
 (11.118)
C’est a` dire :
∂AIQ (P‖Q)
∂Qnm
=
1
λ
[
K0m −K1−λ0m
P λnm
Qλnm
]
(11.119)
On peut ve´rifier que la relation fondamentale (11.93) pour les divergences
invariantes par rapport aux colonnes de ”Q” est satisfaite et qu’on a :∑
n
Qnm
∂AIQ (P‖Q)
∂Qnm
= 0 (11.120)
Dans le cas particulier (λ = 1) qui correspond a` la divergence de Lullback-
Leibler, on obtient a` partir de l’expression du gradient (11.119), le gradient
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de la divergence de K.L. invariante par rapport aux colonnes de ”Q”, note´e
KLIQ :
∂KLIQ (P‖Q)
∂Qnm
=
∑
l Plm∑
lQlm
− Pnm
Qnm
(11.121)
* Ite´rations sur ”H”.
Avec (11.119), il vient :
∂AIQ (P‖Q)
∂Hnm
=
∑
l
∂AIQ (P‖Q)
∂Qnl
XTlm =
1
λ
∑
l
[
K0l −K1−λ0l
P λnl
Qλnl
]
XTlm
(11.122)
Avec X = Xk, H = Hk, Q = HkXk et en tenant compte du fait que
le facteur d’invariance ”K0l” donne´ par (11.115) varie avec l’ite´ration par
l’interme´diaire de ”Q” l’algorithme ite´ratif sur ”H” de´duit de (11.102) s’e´crit
alors apre`s simplification :
Hk+1nm = H
k
nm +
δkm
λ
Hknm
[∑
l
K1−λ0l
(
P λnl
Qλnl
−
∑
i
Hkim
P λil
Qλil
)
XTlm
]
(11.123)
* Ite´rations sur ”X”.
A ce stade du calcul, on a H ≡ Hk+1, X ≡ Xk, Q ≡ Hk+1Xk.
On a montre´ que :
∂AIQ (P‖Q)
∂Xnm
=
∑
j
HTnj
∂AIQ (P‖Q)
∂Qjm
(11.124)
C’est a` dire, avec (11.119) :
∂AIQ (P‖Q)
∂Xnm
=
1
λ
∑
j
HTnj
[
K0m −K1−λ0m
P λjm
Qλjm
]
(11.125)
Compte tenu du fait que
∑
j H
T
nj = 1, l’algorithme ite´ratif sur ”X” donne´
par (11.103) s’e´crit :
Xk+1nm = X
k
nm +
αkm
λ
Xknm
(Kk0m)1−λ∑
j
HTnj
(
P λjm
Qλjm
)
−Kk0m
 (11.126)
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Dans cette expression, on a tenu compte du fait que le facteur d’invariance
de´pend de l’ite´ration, en effet, on rappelle que :
K0m =
(∑
i P
λ
imQ
1−λ
im∑
iQim
) 1
λ
(11.127)
avec Q ≡ Hk+1Xk ; pour e´viter toute ambiguite´, on a note´ son expression :
Kk0m
Puisque Kk0m > 0 et compte tenu de l’expression tre`s particulie`re du
gradient, cela conduit aussi a` l’expression qui est a` la base de l’algorithme
multiplicatif :
Xk+1nm = X
k
nm +
Kk0mα
k
m
λ
Xknm
(Kk0m)−λ∑
j
HTnj
(
P λjm
Qλjm
)
− 1
 (11.128)
En prenant un pas de descente
Kk0mα
k
m
λ e´gal a` ”1”, on obtient la forme pure-
ment multiplicative :
Xk+1nm = X
k
nm
(
Kk0m
)−λ∑
j
HTnj
(
P λjm
Qλjm
)
(11.129)
Compte tenu de l’expression de Kk0m, on montre apre`s quelques calculs
simples que
∑
nX
k+1
nm =
∑
nX
k
nm.
Forme logarithmique.
Ainsi qu’on l’a propose´ pour les Alpha divergences, on peut donner une
forme logarithmique pour la divergence AIQ ; elle s’e´crit :
LAIQ (P‖Q) = 1
λ− 1
log
∑
j
∑
i
(∑
l P
λ
ljQ
1−λ
lj∑
lQlj
) 1
λ
Qij

− log
∑
j
∑
i
Pij
 (11.130)
On peut observer que, comme pour toutes les formes logarithmiques, cette
divergence est invariante non seulement par rapport aux colonnes de ”Q”,
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mais aussi par rapport aux colonnes de ”P”.
Le gradient par rapport a` ”Q” s’e´crit :
∂LAIQ (P‖Q)
∂Qnm
=
A
λ
(∑l P λlmQ1−λlm∑
lQlm
) 1
λ
−
(∑
l P
λ
lmQ
1−λ
lm∑
iQlm
) 1−λ
λ P λnm
Qλnm
 (11.131)
C’est a` dire :
∂LAIQ (P‖Q)
∂Qnm
= A
∂AIQ (P‖Q)
∂Qnm
(11.132)
avec :
A =
1∑
i
∑
j
(∑
l P
λ
ljQ
1−λ
lj∑
lQlj
) 1
λ
Qij
=
1∑
i
∑
jK0jQij
(11.133)
Le gradient par rapport a` ”Q” s’e´crit de fac¸on plus simple :
∂LAIQ (P‖Q)
∂Qnm
= A
K0m
λ
(
1−K−λ0m
P λnm
Qλnm
)
(11.134)
On en de´duit l’expression du gradient par rapport a` ”X” :
∂LAIQ (P‖Q)
∂Xnm
=
∑
j
HTnj
∂LAIQ (P‖Q)
∂Qjm
(11.135)
C’est a` dire :
∂LAIQ (P‖Q)
∂Xnm
= A
K0m
λ
1−K−λ0m∑
j
HTnj
P λjm
Qλjm
 (11.136)
D’ou l’algorithme ite´ratif sur ”X” :
Xk+1nm = X
k
nm +A
Kk0mα
k
m
λ
Xknm
(Kk0m)−λ∑
j
HTnj
(
P λjm
Qλjm
)
− 1
 (11.137)
Comme pour la divergence AI(P‖Q) on tiendra compte du fait que H ≡
Hk+1, Q = Hk+1Xk et que, par voie de conse´quence K0m ≡ Kk0m est fonc-
tion de l’ite´ration.
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On notera que cet algorithme est analogue a` (11.128), hormis le facteur mul-
tiplicatif ”A” qui intervient dans le terme correctif et qui peut eˆtre inclus
dans le pas de descente ; par conse´quent, la proprie´te´ de maintien du flux
mise en e´vidence dans (11.128) est maintenue.
Du fait de la forme particulie`re du Gradient, un algorithme multiplicatif
avec maintien du flux est obtenu comme pour la divergence AI(P‖Q).
11.7.2 Beta divergences invariantes.
La divergence de base (5.20) applique´e sur des tableaux s’e´crit :
B (p‖q) = 1
λ (λ− 1)
∑
j
∑
i
[
P λij − λPijQλ−1ij − (1− λ)Qλij
]
(11.138)
L’invariance sur chaque colonne du tableau (matrice) [Q] est obtenue en
calculant le facteur d’invariance nominal (ce qui est possible) ; on obtient
ainsi, pour la colonne ”j” :
K0j =
∑
i PijQ
λ−1
ij∑
iQ
λ
ij
(11.139)
La divergence obtenue, invariante par rapport aux colonnes de ”Q”, s’e´crit :
BIQ (P‖Q) = 1
λ (λ− 1)
∑
j
∑
i
P λij −
(∑
l PljQ
λ−1
lj∑
lQ
λ
lj
)λ∑
i
Qλij
 (11.140)
Ou encore :
BIQ (P‖Q) = 1
λ (λ− 1)
∑
j
[∑
i
P λij −Kλ0j
∑
i
Qλij
]
(11.141)
Le calcul du gradient de cette divergence par rapport a` ”Q” conduit a` :
∂BIQ (P‖Q)
∂Qnm
=
(∑l PlmQλ−1lm∑
lQ
λ
lm
)λ
Qλ−1nm
−
(∑
l PlmQ
λ−1
lm∑
lQ
λ
lm
)λ−1
PnmQ
λ−2
nm
 (11.142)
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C’est a` dire plus simplement :
∂BIQ (P‖Q)
∂Qnm
=
[
Kλ0mQ
λ−1
nm −Kλ−10m PnmQλ−2nm
]
(11.143)
On peut ve´rifier que la relation fondamentale (11.93) pour les divergences
invariantes par rapport aux colonnes de ”Q” est satisfaite.
Le cas (λ = 1) correspondant a` la divergence de Kullback-Leibler est obtenu
sans difficulte´ ; son gradient a` e´te´ donne´ par (11.121), alors que dans le cas
particulier (λ = 2) correspondant a` l’e´cart quadratique moyen MCIQ, le
gradient obtenu a` partir de (11.142) et s’e´crit :
∂MCIQ (P‖Q)
∂Qnm
=
(∑
l PlmQlm∑
lQ
2
lm
)2
Qnm −
(∑
l PlmQlm∑
lQ
2
lm
)
Pnm (11.144)
* Ite´rations sur ”H”.
Avec (11.143), il vient :
∂BIQ (P‖Q)
∂Hnm
=
∑
l
∂BIQ (P‖Q)
∂Qnl
XTlm =
∑
l
[
Kλ0lQ
λ−1
nl −Kλ−10l PnlQλ−2nl
]
XTlm
(11.145)
Avec X = Xk, H = Hk, Q = HkXk et en tenant compte du fait que le
facteur d’invariance ”K0l” donne´ par (11.139) varie avec l’ite´ration par l’in-
terme´diaire de ”Q”, l’algorithme ite´ratif sur ”H” de´duit de (11.102) s’e´crit
alors :
Hk+1nm = H
k
nm +
δkm
λ
Hknm
[∑
l
Kλ−10l
(
PnlQ
λ−2
nl −
∑
i
HkimPilQ
λ−2
il
)
XTlm
−
∑
l
Kλ0l
(∑
i
HkimQ
λ−1
il −Qλ−1nl
)
XTlm
]
(11.146)
* Ite´rations sur ”X”.
A ce stade du calcul, on a H ≡ Hk+1, X ≡ Xk, Q ≡ Hk+1Xk.
Compte tenu de :
∂BIQ (P‖Q)
∂Xnm
=
∑
j
HTnj
∂BIQ (P‖Q)
∂Qjm
(11.147)
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Il vient a` partir de l’expression (11.143) :
∂BIQ (P‖Q)
∂Xnm
=
∑
j
HTnj
[
Kλ0mQ
λ−1
jm −Kλ−10m PjmQλ−2jm
]
(11.148)
Pour tenir compte du fait que le facteur d’invariance varie avec l’ite´ration,
on le notera Kk0m ; il est donne´ par l’expression (11.139), dans laquelle Q ≡
Hk+1Xk.
L’algorithme ite´ratif sur ”X” donne´ par (11.103) s’e´crit alors :
Xk+1nm = X
k
nm+α
k
m
(
Kk0m
)λ−1
Xknm
∑
j
HTnj
(
PjmQ
λ−2
jm −
(
Kk0m
)λ
Qλ−1jm
)
(11.149)
On peut ve´rifier qu’avec cet algorithme, la proprie´te´
∑
nX
k+1
nm =
∑
nX
k
nm
est assure´e, cependant, une forme multiplicative de´duite de cette expression
ne posse`dera plus cette proprie´te´ .
Pour obtenir une forme multiplicative posse´dant la proprie´te´ de maintien du
flux, il faudra proce´der en 2 e´tapes ainsi qu’on l’a indique´ dans la section
(11.6.2) sous section 2
Forme logarithmique.
Ainsi qu’on l’a propose´ pour les Beta divergences, on peut donner une
forme logarithmique pour la divergence BIQ ; elle s’e´crit :
LBIQ (P‖Q) = 1
λ (λ− 1)
log
∑
j
∑
i
P λij

− log
∑
j
∑
i
(∑
l PljQ
λ−1
lj∑
lQ
λ
lj
)λ
Qλij
 (11.150)
On peut observer que, comme pour toutes les formes logarithmiques, cette
divergence est invariante non seulement par rapport aux colonnes de ”Q”,
mais aussi par rapport aux colonnes de P”.
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Le gradient par rapport a` Q s’e´crit :
∂LBIQ (P‖Q)
∂Qnm
= B
(∑l PlmQλ−1lm∑
lQ
λ
lm
)λ
Qλ−1nm
−
(∑
l PlmQ
λ−1
lm∑
lQ
λ
lm
)λ−1
PnmQ
λ−2
nm
 (11.151)
C’est a` dire :
∂LBIQ (P‖Q)
∂Qnm
= B
∂BIQ (P‖Q)
∂Qnm
(11.152)
avec :
B =
1∑
j
∑
iQ
λ
ij
(∑
l PljQ
λ−1
lj∑
lQ
λ
lj
)λ = 1∑
i
∑
jK
λ
0jQ
λ
ij
(11.153)
Le gradient par rapport a` ”Q” s’e´crit de fac¸on plus simple :
∂LBIQ (P‖Q)
∂Qnm
= BKλ−10m
(
K0mQ
λ−1
nm − PnmQλ−2nm
)
(11.154)
On en de´duit l’expression du gradient par rapport a` ”X” :
∂LBIQ (P‖Q)
∂Xnm
=
∑
j
HTnj
∂LBIQ (P‖Q)
∂Qjm
(11.155)
C’est a` dire :
∂LBIQ (P‖Q)
∂Xnm
= BKλ−10m
∑
j
HTnj
(
K0mQ
λ−1
jm − PjmQλ−2jm
) (11.156)
D’ou l’algorithme ite´ratif sur ”X” :
Xk+1nm = X
k
nm + α
k
mBK
λ−1
0m X
k
nm
∑
j
HTnj
(
PjmQ
λ−2
jm −Kk0mQλ−1jm
)
(11.157)
Comme pour la divergence BI(P‖Q) on tiendra compte du fait que H ≡
Hk+1, Q = Hk+1Xk et que, par voie de conse´quence K0m ≡ Kk0m est fonc-
tion de l’ite´ration.
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On notera que cet algorithme est analogue a` (11.149), hormis le facteur mul-
tiplicatif ”B” qui intervient dans le terme correctif et qui peut eˆtre inclus
dans le pas de descente.
On peut ve´rifier qu’avec cet algorithme, la proprie´te´
∑
nX
k+1
nm =
∑
nX
k
nm
est assure´e, cependant, une forme multiplicative de´duite de cette expression
ne posse`dera plus cette proprie´te´ .
Pour obtenir une forme multiplicative posse´dant la proprie´te´ de maintien du
flux, il faudra proce´der en 2 e´tapes ainsi qu’on l’a indique´ dans la section
(11.6.2) sous section 2
11.8 Re´gularisation. Divergences non-invariantes
Dans le cadre de la NMF, une re´gularisation par contrainte de douceur
ne peut intervenir que sur les colonnes de la matrice ”H”, en effet, chaque
colonne repre´sente le spectre d’un constituant e´le´mentaire.
En ce qui concerne la matrice ”X” dont les colonnes contiennent des facteurs
de ponde´ration, une telle re´gularisation n’a aucun sens.
En revanche, une forme de re´gularisation beaucoup plus logique consiste a`
introduire un certain degre´ de ”sparsite´” des e´le´ments des colonnes de ”X”.
Quoiqu’il en soit, la re´solution du proble`me re´gularise´ implique la minimi-
sation par rapport a` ”H” et ”X”, d’une fonctionnelle de la forme :
J (H,X) = D (Y ‖HX) + γDH (H) + µDX (X) (11.158)
La minimisation s’effectuant sous les contraintes de non-ne´gativite´ et de
somme de´ja` pre´cise´es.
Les coefficients ”γ” et ”µ” sont les facteurs de re´gularisation positifs.
Dans la mesure ou le processus ite´ratif de minimisation s’effectue alterna-
tivement sur ”H” puis sur ”X” (par exemple), on ope`re d’abord sur une
divergence composite :
DCH = D (Y ‖HX) + γDH (H) (11.159)
en ce qui concerne ”H”, puis sur une divergence composite :
DCX = D (Y ‖HX) + µDX (X) (11.160)
en ce qui concerne ”X”.
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11.8.1 Re´gularisation des colonnes de la matrice ”H”.
La re´gularisation s’effectue se´pare´ment sur chacune des colonnes de ”H”.
L’algorithme de base est donne´ par (11.32) applique´ a` la divergence compo-
site DCH ; il s’e´crit :
Hk+1nm = H
k
nm + δ
k
mH
k
nm
{
−∂ (DCH)
∂Hknm
+
∑
i
Hkim
∂ (DCH)
∂Hkim
}
(11.161)
On envisage maintenant 2 cas particuliers de la re´gularisation par contrainte
de douceur :
1 - Norme Euclidienne de la solution.
DH (H) = DH (H‖C) = 1
2
∑
j
∑
i
(Hij − C)2 (11.162)
Pour des colonnes de ”H” comportant ”N” composantes, compte tenu de la
contrainte
∑
iHij = 1 ∀j, on aura C = 1N .
∂DH
∂Hnm
= (Hnm − C) (11.163)
2 - Norme Euclidienne du Laplacien de la solution.
On peut aussi bien utiliser un terme de re´gularisation exprime´ par la
norme Euclidienne du Laplacien, ce qui s’exprimera par :
DH (H) = DH (H‖TH) = 1
2
∑
j
∑
i
[
Hij − (TH.j)i
]2
(11.164)
Ou l’ope´ration matricielle TH.j correspond a` la convolution de la colonne
”j” de ”H” par le masque [0.5 ; 0 ; 0.5].
La re´gularisation s’effectue de fac¸on inde´pendante pour chaque colonne de
”H”
On a dans ce cas :
∂DH
∂Hnm
= Hnm −
[(
T + T T
)
H.m
]
n
+
[(
T TT
)
H.m
]
n
(11.165)
Bien sur, compte tenu de la syme´trie du masque de convolution, T T = T .
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11.8.2 Re´gularisation des colonnes de la matrice ”X”.
L’algorithme re´gularise´ est de´veloppe´ sur la base de l’algorithme (11.49),
en tenant compte du fait que la divergence conside´re´e est la divergence
composite DCX ;
Xk+1nm = X
k
nm + δ
k
mX
k
nm
[(∑
l
Ylm
)(
−∂DCX
∂Xknm
)
−
∑
i
Xkim
(
−∂DCX
∂Xkim
)]
(11.166)
Expression du terme de pe´nalite´.
Ici encore, la re´gularisation s’applique sur chaque colonne de la matrice
”X”, mais, contrairement a` la matrice ”H” la re´gularisation ne porte pas sur
la douceur de la solution, mais sur sa ”sparsite´”.
La mesure de ”sparsite´” utilise´e ici a e´te´ propose´e par Hoyer [47] ; en notant
”Xj” la colonne ”j” de ”X”, si ”N” est le nombre d’e´le´ments de ”Xj”, le
facteur de sparsite´ pour cette colonne s’exprime par :
sj =
√
N − ‖Xj‖1‖Xj‖2√
N − 1 (11.167)
Cette relation induit une relation entre ‖Xj‖1 et‖Xj‖2 qu’on exprimera sous
la forme :
‖Xj‖22
‖Xj‖21
= A2j ; Aj =
1
√
N − sj
(√
N − 1
) (11.168)
La ”sparsite´” comple`te correspond a` sj = 1, c’est a` dire Aj = 1, alors que
l’absence de ”sparsite´” correspond a` sj = 0, c’est a` dire Aj =
1√
N
.
Par ailleurs, les contraintes impose´es lors du processus de minimisation pour
une colonne ”j” de ”X”, qui sont la non-ne´gativite´ et la somme fixe´e, se
traduiront par ‖Xj‖1 = ‖Yj‖1, a` chaque ite´ration.
Nous exprimerons le terme de pe´nalite´ correspondant par :
DX (X) =
∑
j
[
1
2
‖Xj‖22 −
A2j
2
‖Xj‖21
]2
(11.169)
242 CHAPITRE 11 APPLICATIONS A` LA NMF.
Le gradient par rapport a` ”X” s’exprimera par :
∂DX (X)
∂Xnm
= Xnm ‖Xm‖22 +A4m ‖Xm‖31−A2mXnm ‖Xm‖21−A2m ‖Xm‖1 ‖Xm‖22
(11.170)
Ou encore en tenant compte de la contrainte de somme :
∂DX (X)
∂Xnm
= Xnm ‖Xm‖22 +A4m ‖Ym‖31 −A2mXnm ‖Ym‖21 −A2m ‖Ym‖1 ‖Xm‖22
(11.171)
11.9 Quelques exemples d’algorithmes re´gularise´s.
En ce qui concerne le terme d’attache aux donne´es, on traitera les cas
de la α divergence et de la β divergence.
Le terme de re´gularisation sur ”H” sera la norme Euclidienne de la solution.
La re´gularisation sur ”X” sera effectue´e au sens de Hoyer.
11.9.1 Alpha divergence re´gularise´e.
Re´gularisation sur ”H”.
L’algorithme de base est donne´ par (11.161).
Les gradients intervenant dans l’algorithme de base sont donne´s respective-
ment par (11.65) et (11.163).
Compte tenu des simplifications lie´es a` la proprie´te´
∑
iH
k
im = 1, et avec
X ≡ Xk, l’algorithme re´gularise´ s’e´crit selon (11.32) :
Hk+1nm = H
k
nm +
δkm
λ
Hknm
[(∑
l
(
Ynl
(HkX)nl
)λ
XTlm
)
− γHknm
−
∑
i
Hkim
(∑
l
(
Yil
(HkX)il
)λ
XTlm − γHkim
)]
(11.172)
Ou encore sous forme condense´e :
Hk+1nm = H
k
nm +
δkm
λ
Hknm
{[(
Y
(HkX)
)λ
XT − γHk
]
nm
−
[(
Hk
)T ( Y
(HkX)
)λ
XT − γ
(
Hk
)T
Hk
]
mm
}
(11.173)
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On pourra ve´rifier, sans difficulte´ que le cas λ = 1 qui correspond a` la diver-
gence de Kullback-Leibler se retrouve aussi bien aussi en utilisant les ”β”
divergences.
* Forme multiplicative.
En notant :
Uknm =
[(
Y
(HkX)
)λ
XT − γHk
]
nm
(11.174)
L’algorithme (11.172) s’e´crit :
Hk+1nm = H
k
nm +
δkm
λ
Hknm
{
Uknm −
∑
i
(
Hkmi
)T
Ukim
}
(11.175)
On proce`de au de´calage :[
Uknm
]
d
= Uknm −minn
(
Uknm
)
+  > 0 (11.176)
Compte tenu des proprie´te´s de ”H”, l’algorithme s’e´crit alors :
Hk+1nm = H
k
nm +
δkm
λ
Hknm
{[
Uknm
]
d
−
∑
i
(
Hkmi
)T [
Ukim
]
d
}
(11.177)
Ce qui permet d’e´crire un algorithme qui sera a` la base de l’algorithme
purement multiplicatif :
Hk+1nm = H
k
nm +
δkm
λ
Hknm
{ [
Uknm
]
d∑
i
(
Hkmi
)T [
Ukim
]
d
− 1
}
(11.178)
L’algorithme purement multiplicatif sera obtenu en choisissant un pas de
descente δ
k
m
λ = 1.
Re´gularisation sur ”X”.
L’algorithme de base est donne´ par (11.166) et les expressions des gra-
dients qui interviennent sont donne´es par (11.71) et (11.171).
Compte tenu de ces expressions et de la contrainte
∑
lX
k
lm =
∑
l Ylm, cer-
taines simplification interviennent dans l’expression de l’algorithme de base
qui peut se ree´crire sous la forme simplifie´e :
Xk+1nm = X
k
nm + δ
k
mX
k
nm
[(∑
l
Ylm
)
Uknm −
∑
i
XkimU
k
im
]
(11.179)
244 CHAPITRE 11 APPLICATIONS A` LA NMF.
Avec :
Uknm =
1
λ
∑
j
HTnj
(
Pjm
Qjm
)λ
+ µ
(
Xknm −A2m‖Ym‖1
) (
A2m‖Ym‖21 − ‖Xm‖22
)
(11.180)
Dans cette expression on tient compte du fait que :
Q = Hk+1Xk (11.181)
Forme multiplicative.
Pour obtenir une telle forme on effectue comme on l’a de´ja` propose´,
d’effectuer le de´calage qui permet de rendre l’expression de Uknm positive
quelque soit la composante ”n” conside´re´e :[
Uknm
]
d
= Uknm −minn
(
Uknm
)
+  (11.182)
L’algorithme (11.179) s’e´crira de fac¸on identique avec les grandeurs de´cale´es.
On peut alors proposer un algorithme pseudo multiplicatif qui s’e´crit :
Xk+1nm = X
k
nm + δ
k
mX
k
nm
[
(
∑
l Ylm)
[
Uknm
]
d∑
iX
k
im
[
Ukim
]
d
− 1
]
(11.183)
Ce qui permet d’obtenir, en prenant un pas de descente e´gal a` 1, la forme
purement multiplicative :
Xk+1nm = X
k
nm
[
(
∑
l Ylm)
[
Uknm
]
d∑
iX
k
im
[
Ukim
]
d
]
(11.184)
11.9.2 Beta divergence re´gularise´e.
Re´gularisation sur ”H”.
L’algorithme de base est donne´ par (11.161).
Les gradients intervenant dans cet algorithme sont donne´s respectivement
par (11.77) et (11.163).
En utilisant une proce´dure analogue a` celle du paragraphe pre´ce´dent, compte
tenu des simplifications lie´es a` la proprie´te´
∑
iH
k
im = 1, et avec X ≡ Xk,
on introduit l’expression :
Uknm =
∑
j
[(
HkX
)λ−2
nj
Ynj −
(
HkX
)λ−1
nj
]
XTjm − γHknm (11.185)
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Alors, l’algorithme re´gularise´ s’e´crit selon (11.32) :
Hk+1nm = H
k
nm + δ
k
mH
k
nm
(
Uknm −
∑
i
HkimU
k
im
)
(11.186)
Ou encore sous forme condense´e :
Hk+1nm = H
k
nm + δ
k
mH
k
nm
{
Uknm −
[(
Hk
)T
Uk
]
mm
}
(11.187)
Le cas λ = 1 correspondant a` la divergence de Kullback-Leibler permet de
retrouver le re´sultat de´ja` obtenu pour les ”α” divergences, alors que λ = 2
correspond a` l’e´cart quadratique moyen.
Afin d’obtenir un algorithme multiplicatif, on effectue le de´calage :[
Uknm
]
d
= Uknm −minn
(
Uknm
)
+  (11.188)
L’algorithme multiplicatif prend alors une forme analogue a` (11.178), sous
reserve de choisir un pas de descente e´gal a` δkm = 1 ∀k,m.
Re´gularisation sur ”X”.
L’algorithme de base est donne´ par (11.166) et les expressions des gra-
dients qui interviennent sont donne´es par (11.79) et (11.171).
Compte tenu de ces expressions et de la contrainte
∑
lX
k
lm =
∑
l Ylm, cer-
taines simplification interviennent dans l’expression de l’algorithme de base
qui peut se ree´crire sous la forme simplifie´e :
Xk+1nm = X
k
nm + δ
k
mX
k
nm
[(∑
l
Ylm
)
Uknm −
∑
i
XkimU
k
im
]
(11.189)
Avec :
Uknm =
∑
j
HTnj
[
Pjm (Qjm)
λ−2 − (Qjm)λ−1
]
+ µ
(
Xknm −A2m‖Ym‖1
) (
A2m‖Ym‖21 − ‖Xm‖22
)
(11.190)
Dans cette expression on tient compte du fait que :
H ≡ Hk+1 ; Q = Hk+1Xk (11.191)
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Forme multiplicative.
Pour obtenir une telle forme on effectue comme on l’a de´ja` propose´,
d’effectuer le de´calage qui permet de rendre l’expression de Uknm positive
quelque soit la composante ”n” conside´re´e :[
Uknm
]
d
= Uknm −minn
(
Uknm
)
+  (11.192)
L’algorithme (11.179) s’e´crira de fac¸on identique avec les grandeurs de´cale´es.
On peut alors proposer un algorithme pseudo multiplicatif qui s’e´crit :
Xk+1nm = X
k
nm + δ
k
mX
k
nm
[
(
∑
l Ylm)
[
Uknm
]
d∑
iX
k
im
[
Ukim
]
d
− 1
]
(11.193)
Ce qui permet d’obtenir, en prenant un pas de descente e´gal a` 1, la forme
purement multiplicative :
Xk+1nm = X
k
nm
[
(
∑
l Ylm)
[
Uknm
]
d∑
iX
k
im
[
Ukim
]
d
]
(11.194)
11.10 Re´gularisation. Divergences invariantes.
Dans ce cas, la re´solution du proble`me re´gularise´ implique la minimisa-
tion par rapport a` ”H” et ”X”, d’une fonctionnelle fonde´e sur l’utilisation
de divergences invariantes, qui s’e´crit :
JI (H,X) = DI (Y ‖HX) + γDIH (H) + µDIX (X) (11.195)
La minimisation s’effectuant sous les contraintes de non-ne´gativite´ et de
somme de´ja` pre´cise´es.
Les coefficients ”γ” et ”µ” sont les facteurs de re´gularisation positifs.
Le processus ite´ratif de minimisation s’effectuant alternativement sur ”H”
puis sur ”X” (par exemple).
En ce qui concerne ”H”, on ope`re sur une divergence composite :
DCIH = DI (Y ‖HX) + γDIH (H) (11.196)
En ce qui concerne le terme d’attache aux donne´es DI (Y ‖HX),
dans la mesure ou l’invariance par rapport a` ”Q = HX” se traduit
par une invariance sur ”X”, mais pas sur ”H”, il n’y a rien a` at-
tendre de particulier de l’utilisation d’une divergence invariante
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concernant les ite´rations sur ”H”.
Ainsi, quel que soit le choix du terme d’attache aux donne´es, la minimi-
sation par rapport a` ”H” impliquera ne´cessairement de passer par un chan-
gement de variables ainsi qu’il a de´ja` e´te´ indique´ ; de fac¸on plus ge´ne´rale, en
ce qui concerne ”H”, on peut penser qu’il n’est meˆme pas ne´cessaire d’intro-
duire une divergence invariante dans la mesure ou la divergence D (Y ‖HX)
traduisant l’attache aux donne´es et la divergence invariante correspondante
DI (Y ‖HX) ont le meˆme minimum.
Par voie de conse´quence, une re´gularisation sur les colonnes de ”H” utilisant
une forme invariante du terme de pe´nalite´ n’est pas d’une absolue ne´cessite´,
mais, dans un soucis d’homoge´ne´ite´, il est toujours possible d’ope´rer par
changement de variables en ”H” sur ”DCIH”.
En ce qui concerne ”X”, on ope`re sur une divergence composite :
DCIX = DI (Y ‖HX) + µDIX (X) (11.197)
Pour ces divergences note´es ”DI”, on s’appuie sur les proprie´te´s (11.82)(11.93),
et plus pre´cise´ment, dans notre proble`me particulier, sur (11.93)(11.101).
Un algorithme ite´ratif sur ”X” peut s’e´crire, avec la me´thode de´veloppe´e
au Chapitre 10, sous la forme donne´e par (11.103) :
Xk+1nm = X
k
nm + α
k
mX
k
nm
[
−∂DCIX
∂Xknm
]
(11.198)
Bien entendu, cette e´criture implique l’utilisation d’un terme de pe´nalite´
”DIX” invariant par rapport a` ”X”.
On peut facilement montrer qu’avec cet algorithme, la contrainte
∑
nX
k
nm =
Cte ∀k est satisfaite.
L’algorithme (11.198) constitue l’algorithme ite´ratif sur ”X”
lors de la minimisation d’une divergence invariante re´gularise´e.
* Terme de pe´nalite´ sur ”X” . Forme invariante.
La re´gularisation par rapport a` ”X” traduit la ”sparsite´” des compo-
santes d’une colonne de la matrice ”X”.
Une forme invariante du terme de pe´nalite´, de´duite de (11.169) s’e´crit :
DIX (X) =
1
2
∑
j
[‖Xj‖22
‖Xj‖21
−A2
]2
(11.199)
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Le gradient par rapport a` ”X” s’e´crira :
∂DIX (X)
∂Xnm
=
(
A2 − ‖Xm‖
2
2
‖Xm‖21
)(‖Xm‖22
‖Xm‖21
− Xnm‖Xm‖1
)
1
‖Xm‖1 (11.200)
On peut ve´rifier, sans difficulte´ que :∑
n
Xnm
∂DIX (X)
∂Xnm
= 0 (11.201)
11.10.1 Alpha divergence invariante re´gularise´e.
Le terme d’attache aux donne´es est la Alpha divergence invariante (11.116)
ou (11.117).
Avec P ≡ Y , Q ≡ HX et K0m donne´ par (11.115) dont on reprend l’expres-
sion ;
K0m =
(∑
n P
λ
nmQ
1−λ
nm∑
nQnm
) 1
λ
(11.202)
Les expressions des gradients qui interviennent sont donne´es par (11.125) et
(11.200) ; elles conduisent a` :
∂DCIX
∂Xnm
=
1
λ
∑
j
HTnj
[
K0m −K1−λ0m P λjmQ−λjm
]
+ µ
(
A2 − ‖Xm‖
2
2
‖Xm‖21
)(‖Xm‖22
‖Xm‖21
− Xnm‖Xm‖1
)
1
‖Xm‖1 (11.203)
En tenant compte du fait que le facteur d’invariance de´pend de l’ite´ration,
l’algorithme ite´ratif sur ”X” (11.198), s’e´crit :
Xk+1nm = X
k
nm + α
k
mX
k
nm
{
1
λ
∑
j
HTnj
[(
Kk0m
)1−λ
P λjm
(
Qkjm
)−λ −Kk0m]
− µ
(
A2 − ‖X
k
m‖22
‖Xkm‖21
)(‖Xkm‖22
‖Xkm‖21
− X
k
nm
‖Xkm‖1
)
1
‖Xkm‖1
}
(11.204)
Dans cette expression, on doit tenir compte des relations suivantes :
* H ≡ Hk+1
* Qk ≡ Hk+1Xk
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* ‖Xkm‖1 = ‖Ym‖1 par initialisation et proprie´te´s de l’algorithme.
* le facteur d’invariance Kk0m est de´duit de (11.202) en introduisant l’ex-
pression de Qk ci dessus.
11.10.2 Beta divergence invariante re´gularise´e.
Le terme d’attache aux donne´es est la Beta divergence invariante (11.140)
ou (11.141).
Avec P ≡ Y , Q ≡ HX et K0m donne´ par (11.139)
K0m =
∑
n PnmQ
λ−1
nm∑
nQ
λ
nm
(11.205)
Les expressions des gradients qui interviennent sont donne´es par (11.148) et
(11.200) ; elles conduisent a` :
∂DCIX
∂Xnm
=
∑
j
HTnj
[
Kλ0mQ
λ−1
jm −Kλ−10m PjmQλ−2jm
]
+ µ
(
A2 − ‖Xm‖
2
2
‖Xm‖21
)(‖Xm‖22
‖Xm‖21
− Xnm‖Xm‖1
)
1
‖Xm‖1 (11.206)
En tenant compte de la variation du facteur d’invariance avec l’ite´ration, on
e´crira :
Kk0m =
∑
n Pnm
(
Qknm
)λ−1∑
n (Q
k
nm)
λ
(11.207)
L’algorithme ite´ratif sur ”X” (11.198), s’e´crit alors :
Xk+1nm = X
k
nm + α
k
mX
k
nm
{∑
j
HTnj
[(
Kk0m
)λ−1
Pjm (Qjm)
λ−2 −
(
Kk0m
)λ
(Qjm)
λ−1
]
− µ
(
A2 − ‖X
k
m‖22
‖Xkm‖21
)(‖Xkm‖22
‖Xkm‖21
− X
k
nm
‖Xkm‖1
)
1
‖Xkm‖1
}
(11.208)
Dans cette expression, on doit tenir compte des relations suivantes :
* H ≡ Hk+1
* Q ≡ Hk+1Xk
* ‖Xkm‖1 = ‖Ym‖1 par initialisation et proprie´te´s de l’algorithme.
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11.11 Bilan des techniques mises en oeuvre.
11.11.1 Ite´rations sur ”H”.
Pour tout type de divergence, avec ou sans re´gularisation :
a) Me´thode de changement de variables.
b) L’obtention d’ algorithmes multiplicatifs implique un de´calage des com-
posantes du gradient.
11.11.2 Ite´rations sur ”X”
1 - Divergences non-invariantes, avec ou sans terme de re´gularisation
non-invariant.
a) Me´thode de changement de variables.
b) L’obtention d’ algorithmes multiplicatifs implique un de´calage des com-
posantes du gradient.
2 - Divergences invariantes, avec ou sans terme de re´gularisation
invariant.
a) Utilisation de la proprie´te´ spe´cifique des divergences invariantes
b) L’obtention d’algorithmes multiplicatifs avec maintien du flux implique
l’application de la me´thode SGM, suivie d’une normalisation.
chapitre 12
Application a` la
de´convolution aveugle.
12.1 Introduction.
Dans ce chapitre, il n’est pas question de revenir sur les difficulte´s bien
connues des proble`mes de de´convolution des signaux ; ces aspects ont e´te´
largement de´veloppe´s dans la litte´rature consacre´e aux proble`mes inverses
[31] [16], et plus pre´cise´ment a` la de´convolution d’images et de spectres [3],
[50], [51].
Cependant, en ce qui concerne le proble`me de de´convolution aveugle, et plus
pre´cise´ment pour ce qui est du respect des contraintes de non-ne´gativite´, et
surtout des contraintes de somme, l’utilisation des divergences invariantes
et de leurs proprie´te´s conduit a` des algorithmes de reconstruction parti-
culie`rement bien adapte´s.
En revanche l’utilisation des divergences invariantes ne permet pas d’obtenir
des algorithmes multiplicatifs tout en assurant la contrainte de somme.
Pour obtenir de tels algorithmes, on doit prendre en compte les contraintes
de somme en effectuant des changements de variables, et ce, quel que soit le
type de divergence utilise´.
En conse´quence, le pre´sent chapitre est consacre´ dans une pre-
mie`re partie a` l’utilisation des divergences invariantes et a` leur mi-
nimisation dans le cadre des proble`mes de de´convolution aveugle,
puis, dans une deuxie`me partie aux divergences non invariantes et
aux algorithmes multiplicatifs associe´s.
Dans les deux cas on discutera de la re´gularisation par contrainte
de douceur de la solution.
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Pour e´tablir un paralle`le avec le proble`me de NMF du chapitre pre´ce´dent,
on tirera avantage du fait que le produit de convolution est commutatif
contrairement au produit matriciel.
En effet la relation de base est donne´e par une inte´grale de Fredholm de
premie`re espe`ce :
Y (r, s) =
∫ +∞
−∞
∫ +∞
−∞
H (r, s, ξ, η) X (ξ, η) dξdη (12.1)
Dans le cas de la convolution, le noyau H est invariant par translation :
H (r, s, ξ, η) = H (r − ξ, s− η) (12.2)
On note :
H⊗X =
∫ +∞
−∞
∫ +∞
−∞
H (r − ξ, s− η) X (ξ, η) dξdη (12.3)
En imagerie, dans le cas de la de´convolution classique Y (r, s) est l’image
mesure´e, en ge´ne´ral entache´e de bruit, H (r, s, ξ, η) est la re´ponse impulsion-
nelle du syste`me (PSF) suppose´e connue et non-ne´gative, X (ξ, η) est l’image
inconnue non-ne´gative qu’on cherche a` reconstruire.
Par ailleurs, la re´ponse impulsionnelle du syste`me c’est a` dire le noyau de
l’e´quation inte´grale est ge´ne´ralement d’inte´grale e´gale a` ”1” :∫ ∫
H (u, v) dudv = 1 (12.4)
Ce qui a pour conse´quence :∫ ∫
Y (r, s) drds =
∫ ∫
X (ξ, η) dξdη (12.5)
Le proble`me de de´convolution ”simple” est a` rapprocher du proble`me de
de´me´lange line´aire e´voque´ au chapitre pre´ce´dent.
On peut remarquer que dans ce proble`me, la non-ne´gativite´ de la solution
”X” et la relation (12.5) constituent les contraintes.
En revanche, dans le proble`me de de´convolution aveugle, on ne dispose que
de l’image mesure´e ”Y”, et les inconnues sont le noyau ”H” et l’objet ”X”.
Les contraintes sont d’une part la non-ne´gativite´ de ”H” et ”X”, d’autre
part, les relations (12.4) et (12.5).
Bien entendu, malgre´ les contraintes, les proble`mes lie´s a` l’existence de so-
lutions multiples ne sont pas comple`tement re´solus.
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Ce proble`me est a` rapprocher du proble`me de NMF du chapitre pre´ce´dent,
avec l’avantage de´ja` mentionne´ de la commutativite´ du produit de convolu-
tion.
Dans le proble`me de convolution, l’image mesure´e, l’objet inconnu et la
re´ponse impulsionnelle sont pixe´lise´s et contenus dans des tableaux de meˆmes
dimensions.
La relation de base :
Y = H⊗X ⇔ Y (r, s) =
∫ +∞
−∞
∫ +∞
−∞
H (r − ξ, s− η) X (ξ, η) dξdη (12.6)
s’e´crit apre`s discretisation, sous la forme vectorielle :
y = Hx (12.7)
Dans cette e´criture matricielle, l’image mesure´e de taille (N ∗N) est or-
donne´e lexicographiquement sous forme d’un vecteur ”y” de longueur
(
N2
)
;
il en est de meˆme pour l’objet inconnu ”x”, alors, ”H” est une matrice cir-
culante bloc Toeplitz de dimension
(
N2 ∗N2).
Compte tenu de la commutativite´ du produit de convolution, on a aussi :
Y = X⊗H⇔ Y (r, s) =
∫ +∞
−∞
∫ +∞
−∞
X (r − ξ, s− η) H (ξ, η) dξdη (12.8)
ce qui se traduit par :
y = Xh (12.9)
Ici, vecteurs ”h” et ”y” de longueur
(
N2
)
correspondent a` l’organisation
lexicographique des tableaux ”H” et ”Y”, alors, ”X” est une matrice circu-
lante bloc Toeplitz de dimension
(
N2 ∗N2).
En utilisant les notations de´ja` introduites dans l’e´tude des divergences, on
aura :
p ≡ y ; q ≡ Hx ≡ Xh (12.10)
En faisant re´fe´rence aux notations des relations (12.7) (12.9) (12.10), la
re´solution du proble`me de de´convolution aveugle consiste a` retrouver la PSF
”h” et l’objet ”x” en minimisant une divergence D (p‖q) sous les contraintes :
xi ≥ 0 ∀i ;hi ≥ 0 ∀i ;
∑
i
hi = 1 ;
∑
i
xi =
∑
i
yi (12.11)
Du fait de l’organisation lexicographique des images (tableaux),
toutes les conside´rations et ope´rations portant sur des divergences
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entre vecteurs s’appliquent directement dans les proble`mes de
de´convolution ou de de´convolution aveugle ; les aspect images (ta-
bleaux) n’interviendront que dans les calculs qui font appel aux
transforme´es de Fourier.
On remarquera qu’au cours des calculs interviendront des expressions
de la forme HTx et XTh ; ces ope´rations traduites au sens des fonctions
continues correspondent a` :
HTu ≡
∫ ∫
H (−r,−s, ξ, η) U (ξ, η) dξdη (12.12)
avec, pour la convolution :
H (−r,−s, ξ, η) = H (−r − ξ,−s− η) (12.13)
et
XTu ≡
∫ ∫
X (−r,−s, ξ, η) U (ξ, η) dξdη (12.14)
avec, pour la convolution :
X (−r,−s, ξ, η) = X (−r − ξ,−s− η) (12.15)
12.1.1 Quelques pre´cisions lie´es au calcul.
Pour effectuer le calcul des produits de convolution, il est inte´ressant
d’utiliser les Transforme´es de Fourier note´es F ; en effet, la proprie´te´ clas-
sique du produit de convolution permet d’e´crire [85] :∫ +∞
−∞
∫ +∞
−∞
H (r − ξ, s− η) X (ξ, η) dξdη = F−1 [F (H)F (X)] (12.16)
et on a, par ailleurs :
H (−r,−s) = F [F (H (r, s))] ; X (−r,−s) = F [F (X (r, s))] (12.17)
En proce´dant ainsi, on ne manipulera que des tableaux de la taille de l’objet,
de l’image et de la PSF.
En conse´quence, lors du processus ite´ratif de reconstruction, les images in-
connues sont ainsi actualise´es dans leur ensemble.
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12.2 Me´thode algorithmique.
La me´thode de´crite s’applique a` toutes les divergences, qu’elles soient
invariantes ou non.
En faisant abstraction des aspects re´gularisation, le proble`me est pose´ comme
un proble`me de minimisation sous contraintes, d’une divergence entre les me-
sures p ≡ y et le mode`le convolutif q ≡ Hx ≡ Xh ≡ [h⊗ x], qui traduit
l’attache aux donne´es.
min︸︷︷︸
x,h
DI (y‖ [h⊗ x]) s.t. xi > 0 ∀i ;
∑
i xi =
∑
i yi et hi > 0 ∀i ;
∑
i hi =
1.
La me´thode de de´convolution aveugle propose´e s’inspire structurellement
de celle propose´e initialement dans [7] et e´tendue par l’utilisation d’algo-
rithmes ite´ratifs dans [59] [60] par exemple.
Cette me´thode, dans laquelle on ope`re alternativement sur les deux incon-
nues est analogue a` celle de´veloppe´e pour la NMF dans le chapitre 11.
Elle peut se synthe´tiser par exemple selon le sche´ma :
1- xk , hk → xk , hk+1
2- xk , hk+1 → xk+1 , hk+1
C’est ce sche´ma qui sera conside´re´ dans la suite des calculs.
Notons qu’on peut aussi bien ite´rer d’abord sur ”x”, puis sur ”h”.
Par ailleurs dans la de´convolution aveugle, comme dans la de´convolution
simple, l’actualisation est effectue´e sur toutes les composantes de ”x” simul-
tane´ment ; de meˆme, l’actualisation sur ”h” porte sur toutes les composantes
simultane´ment .
Ce dernier point diffe`re de ce qui est fait dans le cas de la NMF ou l’ac-
tualisation Hk → Hk+1 est effectue´e successivement colonne par colonne de
meˆme que l’actualisation Xk → Xk+1 .
La me´thode ite´rative alternative inspire´e de l’algorithme d’Uzawa sugge´re´e
dans le Chapitre 11 pour la NMF, peut aussi eˆtre envisage´e pour la
de´convolution aveugle ; elle a e´te´ utilise´e dans [59], [60]. Cette me´thode ne
sera pas de´veloppe´e ici.
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12.3 Application aux divergences invariantes.
12.3.1 Proprie´te´ des divergences invariantes par rapport a`
”q”.
L’utilisation de divergences invariantes par rapport a` ”q” est particulie`rement
inte´ressante pour le proble`me de de´convolution aveugle, car leur utilisation
associe´e a` la commutativite´ du produit de convolution permet de prendre
en compte simplement des contraintes de somme sur les deux inconnues, i.e.∑
i hi = 1 ;
∑
i xi =
∑
i yi.
On rappelle la proprie´te´ des divergences invariantes intervenant ici (3.7) :∑
m
qm
[
∂DI (p‖q)
∂q
]
m
= 0 (12.18)
* Initialisation.
L’algorithme est initialise´ avec x0 /
∑
i x
0
i =
∑
i yi et h
0 /
∑
i h
0
i = 1.
* Ite´rations sur ”h” - Forme non-multiplicative.
On dispose de ”xk”, ”hk” ; ici, q = Xkhk.
Pour une divergence invariante par rapport a` ”q” note´e DI (p‖q), l’algo-
rithme ite´ratif sur ”h” s’e´crit :
hk+1l = h
k
l + α
k
l h
k
l
[
−∂DI (p‖q)
∂hkl
]
(12.19)
Le gradient par rapport a` ”h” s’e´crit :
∂DI (p‖q)
∂hl
=
∑
i
∂DI (pi‖qi)
∂qi
∂qi
∂hl
(12.20)
Avec
∂qi
∂hl
= Xil (12.21)
Il vient :
∂DI (p‖q)
∂hl
=
∑
i
∂DI (pi‖qi)
∂qi
Xil =
∑
i
XTli
∂DI (pi‖qi)
∂qi
(12.22)
Et finalement :
∂DI (p‖q)
∂hl
=
[
XT
∂DI (p‖q)
∂q
]
l
(12.23)
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L’algorithme ite´ratif sur ”h” s’e´crit alors avec x ≡ xk ⇔ X ≡ Xk et q =
Xkhk :
hk+1l = h
k
l + α
k
l h
k
l
[
−XT ∂DI (p‖q)
∂q
]
l
(12.24)
Comme dans tous les algorithmes analogues, ainsi qu’on l’a indique´ dans le
Chapitre 10, on doit dans une premie`re e´tape calculer le pas
[
αkl
]
Max
assurant la non-ne´gativite´ de l’ensemble des composantes de hk+1, puis
calculer par une me´thode de recherche unidimensionnelle sur l’intervalle{
0,
[
αkl
]
Max
}
, le pas de descente αk assurant la convergence de l’algorithme :
hk+1l = h
k
l + α
khkl
[
−XT ∂DI (p‖q)
∂q
]
l
(12.25)
Pour l’ensemble du vecteur ”h”, on peut e´crire de fac¸on plus explicite :
hk+1 = hk + αkhk 
[
−XT ∂DI (p‖q)
∂q
]
(12.26)
Dans cette e´criture le symbole  est le produit point a` point de 2 vecteurs.
Avec ce type d’algorithme, compte tenu de la proprie´te´ (3.7), on obtient∑
l h
k+1
l =
∑
l h
k
l , quel que soit le pas de descente α
k, comme le montre le
petit calcul suivant.
* De´monstration de
∑
l h
k+1
l =
∑
l h
k
l
A partir de (12.19), on a :∑
l
hk+1l =
∑
l
hkl + α
k
∑
l
{
hkl
[
−XT ∂DI (p‖q)
∂q
]
l
}
(12.27)
En explicitant : [
XT
∂DI (p‖q)
∂q
]
l
=
∑
m
XTlm
[
∂DI (p‖q)
∂q
]
m
(12.28)
En portant dans l’e´quation pre´ce´dente, il vient :∑
l
hk+1l =
∑
l
hkl + α
k
∑
l
{
hkl
[
−
∑
m
XTlm
[
∂DI (p‖q)
∂q
]
m
]}
(12.29)
En intervertissant l’ordre des sommations, il vient :∑
l
hk+1l =
∑
l
hkl + α
k
∑
m
[
−∂DI (p‖q)
∂q
]
m
∑
l
hklX
T
lm (12.30)
258CHAPITRE 12APPLICATION A` LA DE´CONVOLUTION AVEUGLE.
C’est a` dire :∑
l
hk+1l =
∑
l
hkl + α
k
∑
m
[
−∂DI (p‖q)
∂q
]
m
∑
l
Xmlh
k
l (12.31)
Compte tenu de la proprie´te´ (3.7) le second terme du second membre de
l’e´quation pre´ce´dente est nul, d’ou le re´sultat annonce´.
* Ite´rations sur ”h” - Forme multiplicative.
Afin d’obtenir une forme multiplicative de l’algorithme, a` partir des rela-
tions (12.19) (12.25), on applique strictement la me´thode SGM et on effectue
dans une premie`re e´tape la de´composition :[
−∂DI (p‖q)
∂hk
]
l
=
[
−XT ∂DI (p‖q)
∂q
]
l
= Ukl − V kl (12.32)
Avec Ukl > 0, V
k
l > 0.
On e´crit alors dans l’e´tape suivante :
h˜k+1l = h
k
l + α
khkl
[
Ukl
V kl
− 1
]
l
(12.33)
Puis, en choisissant un pas de descente e´gal a` ”1” pour tout ”k”, on obtient :
h˜k+1l = h
k
l
[
Ukl
V kl
]
l
(12.34)
A ce stade, on n’a pas
∑
l h˜
k+1
l =
∑
l h
k
l = 1.
Cependant, les proprie´te´s d’invariance des divergences permettent d’effec-
tuer dans une dernie`re e´tape, une normalisation qui ne modifie pas la valeur
de la divergence, et on a finalement :
hk+1l =
h˜k+1l∑
l h˜
k+1
l
(12.35)
* Ite´rations sur ”x” - Forme non multiplicative.
A ce stade on dispose de ”xk”, ”hk+1” ; ici, q = Hk+1xk.
L’algorithme ite´ratif sur ”x” s’e´crit :
xk+1l = x
k
l + β
k
l x
k
l
[
−∂DI (p‖q)
∂xkl
]
(12.36)
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Le gradient par rapport a` ”x” s’e´crit :
∂DI (p‖q)
∂xl
=
∑
i
∂DI (pi‖qi)
∂qi
∂qi
∂xl
(12.37)
Avec
∂qi
∂xl
= Hil (12.38)
Il vient :
∂DI (p‖q)
∂xl
=
∑
i
∂DI (pi‖qi)
∂qi
Hil =
∑
i
HTli
∂DI (pi‖qi)
∂qi
(12.39)
Et finalement :
∂DI (p‖q)
∂xl
=
[
HT
∂DI (p‖q)
∂q
]
l
(12.40)
L’algorithme ite´ratif sur ”x” s’e´crit alors avec h ≡ hk+1 ⇔ H ≡ Hk+1 et
q = Hk+1xk :
xk+1l = x
k
l + β
k
l x
k
l
[
−HT ∂DI (p‖q)
∂q
]
l
(12.41)
Comme dans tous les algorithmes analogues, ainsi qu’on l’a indique´ dans le
Chapitre 10, on doit dans une premie`re e´tape calculer le pas
[
βkl
]
Max
assurant la non-ne´gativite´ de l’ensemble des composantes de xk+1, puis
calculer par une me´thode de recherche unidimensionnelle sur l’intervalle{
0,
[
βkl
]
Max
}
, le pas de descente βk assurant la convergence de l’algorithme :
xk+1l = x
k
l + β
kxkl
[
−HT ∂DI (p‖q)
∂q
]
l
(12.42)
Une de´monstration analogue a` celle de´veloppe´e pour ”h” permet d’e´tablir
facilement qu’avec ce type d’algorithme on obtient
∑
l x
k+1
l =
∑
l x
k
l , quel
que soit le pas de descente βk.
Une e´criture de cet algorithme pour le vecteur ”x” dans son ensemble, est :
xk+1 = xk + βkxk 
[
−HT ∂DI (p‖q)
∂q
]
(12.43)
Dans cette e´criture le symbole  est le produit point a` point.
A ce stade, on a obtenu hk+1, xk+1.
260CHAPITRE 12APPLICATION A` LA DE´CONVOLUTION AVEUGLE.
* Ite´rations sur ”x” - Forme multiplicative.
Pour obtenir cette forme, on suit strictement ce qui a e´te´ e´crit pour ”h” (
la de´composition porte ici sur
[
−HT ∂DI(p‖q)∂q
]
l
), jusqu’a` obtenir x˜k+1l , apre`s
quoi, l’e´tape de normalisation s’e´crit :
xk+1l =
x˜k+1l∑
l x˜
k+1
l
∑
l
yl (12.44)
Cette normalisation ne modifiera pas la valeur de la divergence.
12.4 Etude de 2 cas particuliers.
12.4.1 Beta divergence invariante.
Dans le Chapitre 5, on a de´veloppe´ les aspects d’invariance concernant
la Beta divergence.
La divergence initiale est donne´e par (5.20).
L’expression du facteur d’invariance ”K” est obtenue explicitement, c’est
donc la valeur nominale qui s’e´crit (5.45) :
K0 =
∑
i piq
λ−1
i∑
i q
λ
i
(12.45)
Et la divergence invariante par changement d’e´chelle sur ”q” s’e´crit (5.47) :
BI (p‖q) = 1
λ (λ− 1)
[∑
i
pλi −
∑
i
Kλ0 q
λ
i
]
(12.46)
Son gradient par rapport a` ”q” a e´te´ e´crit sous la forme (5.49) :
∂BI (p‖q)
∂qj
= K0
[
qλ−1j − (K0)−1 pjqλ−2j
]
(12.47)
L’algorithme peut alors s’e´crire :
L’initialisation est :
h0i /
∑
i
h0i = 1 ; x
0
i /
∑
i
x0i =
∑
i
yi (12.48)
* Ite´ration sur ”h” selon (12.19) :
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On connait hk, xk → Xk ≡ X, p = y, q = Xkhk (= Hkxk).
Le facteur d’invariance de´pend de l’ite´ration ; on l’e´crit :
Kk0 =
∑
i piq
λ−1
i∑
i q
λ
i
(12.49)
hk+1l = h
k
l +
αkKk0
λ
hkl
∑
j
XTlj
[(
Kk0
)−1
pλj q
λ−2
j − qλ−1j
] (12.50)
A ce stade, on a obtenu hk+1 → H ≡ Hk+1, on dispose de p = y, xk,
q = Hk+1xk, on doit actualiser Kk0 selon (12.49).
* Ite´ration sur ”x” selon (12.42) :
xk+1l = x
k
l +
αkKk0
λ
xkl
∑
j
HTlj
[(
Kk0
)−1
pλj q
λ−2
j − qλ−1j
] (12.51)
12.4.2 Ecart quadratique moyen invariant.
Pour l’e´cart quadratique moyen qui correspond a` λ = 2 pour la Beta
divergence, le facteur d’invariance nominal K0 se calcule explicitement et
s’e´crit :
K0 =
∑
l plql∑
l q
2
l
(12.52)
La divergence invariante correspondante est donne´e par :
MCI (p‖q) = 1
2
∑
i
[
p2i −
(∑
l plql∑
l q
2
l
)2
q2i
]
(12.53)
Son gradient par rapport a` ”q” s’e´crit :
∂MCI (p‖q)
∂qj
=
(∑
l plql∑
l q
2
l
)2
qj −
(∑
l plql∑
l q
2
l
)
pj = K
2
0qj −K0pj (12.54)
En s’appuyant sur la relation (12.19), apre`s discussion sur le pas de descente
et en tenant compte de la variarion de K0 au cours des ite´rations, il vient
pour le vecteur ”h” :
hk+1l = h
k
l + α
khkl
{
XT
[
Kk0 p−
(
Kk0
)2
q
]}
l
(12.55)
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Dans cette expression, x ≡ xk ⇔ X ≡ Xk et q = Hkxk, et Kk0 est donne´
par :
Kk0 =
∑
l yl
(
Hkxk
)
l∑
l (H
kxk)
2
l
(12.56)
On ite`re ensuite sur ”x” en s’appuyant sur la relation (12.42) ; apre`s
discussion sur le pas de descente, et avec h ≡ hk+1 ⇔ H ≡ Hk+1 et q =
Hk+1xk, il vient pour le vecteur ”x” :
xk+1l = x
k
l + β
kxkl
{
HT
[
Kk0 p−
(
Kk0
)2
q
]}
l
(12.57)
Le facteur d’invariance Kk0 variable au cours des ite´rations, s’exprimera
par :
Kk0 =
∑
l yl
(
Hk+1xk
)
l∑
l (H
k+1xk)
2
l
(12.58)
12.4.3 Alpha Divergence invariante.
Dans le Chapitre 5, on a de´veloppe´ les aspects d’invariance concernant
la Alpha divergence.
La divergence initiale est donne´e par (5.15).
L’expression du facteur d’invariance ”K” est obtenue explicitement, c’est
donc la valeur nominale qui s’e´crit (5.27) :
K0 =
(∑
i p
λ
i q
1−λ
i∑
i qi
) 1
λ
(12.59)
Et la divergence invariante par changement d’e´chelle sur ”q” s’e´crit (5.29) :
AI (p‖q) = 1
λ− 1
[∑
i
K0qi −
∑
i
pi
]
(12.60)
Son gradient par rapport a` ”q” a e´te´ e´crit sous la forme (5.33) :
∂AI (p‖q)
∂qj
=
1
λ
[
K0 −K1−λ0 pλj q−λj
]
(12.61)
Avec l’initialisation :
h0i /
∑
i
h0i = 1 ; x
0
i /
∑
i
x0i =
∑
i
yi (12.62)
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L’algorithme peut alors s’e´crire :
* Ite´ration sur ”h” selon (12.19) :
On connait hk, xk → Xk ≡ X, p = y, q = Xkhk.
Le facteur d’invariance qui de´pend de l’ite´ration s’e´crit :
Kk0 =
(∑
i p
λ
i q
1−λ
i∑
i qi
) 1
λ
(12.63)
L’ite´ration s’e´crit pour ”h” dans son ensemble :
hk+1 = hk +
αkKk0
λ
hk 
{
XT
[(
Kk0
)−λ
pλq−λ − 1
]}
(12.64)
Le symbole ”” correspond a` la multiplication point a` point des deux vec-
teurs.
A ce stade, on a obtenu hk+1.
* Ite´ration sur ”x” selon (12.42) :
On connait hk+1 → Hk+1 ≡ H, xk, p = y, q = Hk+1xk.
Le facteur d’invariance qui de´pend de l’ite´ration est actualise´ selon (12.63),
et il vient :
xk+1 = xk +
αkKk0
λ
xk 
{
HT
[(
Kk0
)−λ
pλq−λ − 1
]}
(12.65)
Le symbole ”” correspond a` la multiplication point a` point des deux vec-
teurs.
A ce stade, on a obtenu hk+1, xk+1.
12.4.4 Divergence de Kullback-Leibler invariante.
Cette divergence correspond au cas λ = 1 de la Alpha divergence aussi
bien que de la Beta divergence ; c’est le point commun entre ces deux types
de divergences.
Le facteur d’invariance nominal K0 se calcule explicitement et s’e´crit :
K0 =
∑
l pl∑
l ql
(12.66)
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La divergence invariante correspondante est donne´e par :
KLI (p‖q) =
∑
l
pl
∑
i
pi∑
l pl
log
(∑
l ql∑
l pl
)
pi
qi
(12.67)
Son gradient par rapport a` ”q” s’e´crit :
∂KLI (p‖q)
∂qj
=
∑
l pl∑
l ql
− pj
qj
= K0 − pj
qj
(12.68)
En s’appuyant sur la relation (12.19) et apre`s discussion sur le pas de des-
cente, il vient pour ”h” dans son ensemble :
hk+1 = hk + αkhk 
[
XT
(
p
q
−Kk0
)]
(12.69)
Dans cette expression, p ≡ y, x ≡ xk ⇔ X ≡ Xk et q = Hkxk.
En faisant apparaˆıtre les produits de convolution, Kk0 s’exprimera par :
Kk0 =
∑
l yl∑
l (H
kxk)l
(12.70)
On ite`re ensuite sur ”x” en s’appuyant sur la relation (12.42) ; apre`s
discussion sur le pas de descente, il vient pour ”x” dans son ensemble :
xk+1 = xk + βkxk 
[
HT
(
p
q
−Kk0
)]
(12.71)
avec p ≡ y, h ≡ hk+1 ⇔ H ≡ Hk+1, q = Hk+1xk et Kk0 donne´ par :
Kk0 =
∑
l yl∑
l (H
k+1xk)l
(12.72)
12.5 Re´gularisation - Divergences invariantes.
Dans le contexte de la de´convolution ou de la de´convolution aveugle, on
impose de fac¸on classique une proprie´te´ de douceur de la solution ; c’ est la
re´gularisation au sens de Tikhonov [93].
Les 2 me´thodes classiques utilise´es pour introduire une telle proprie´te´ consistent
a` utiliser comme terme de pe´nalite´ soit la norme Euclidienne de l’e´cart entre
la solution et sa valeur moyenne, soit la norme Euclidienne du Laplacien de
la solution.
Dans une premie`re e´tape on de´veloppe les expressions des termes de pe´nalite´s
posse´dant les proprie´te´s d’invariances, qui seront associe´es au terme d’at-
tache aux donne´es.
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12.5.1 Norme Euclidienne de la solution.
Le terme de pe´nalite´ non-invariant pour la variable ”x” s’e´crit :
DRQx =
∑
i
(ci − xi)2 (12.73)
Avec ci = 1/N
2 ∀i et xi est l’image de dimension N ∗ N ordonne´e lexico-
graphiquement.
On doit d’abord obtenir une forme invariante par rapport a` ”x”.
Pour cela, on calcule le facteur d’invariance qui s’e´crit :
K0 =
∑
j cjxj∑
j x
2
j
(12.74)
La divergence invariante correspondante s’e´crit :
DRQIx =
∑
i
(ci −K0xi)2 (12.75)
Apre`s quelques calculs, le gradient par rapport a` ”x” s’e´crit :
∂DRQIx
∂xl
= K20xl −K0xcl (12.76)
On peut ve´rifier facilement qu’on a :∑
l
xl
∂DRQIx
∂xl
= 0 (12.77)
12.5.2 Utilisation du Laplacien de la solution.
De fac¸on classique, le terme de pe´nalite´ non-invariant pour la variable
”x” s’e´crit :
DRLx = ‖Lx‖2 = ‖x− Tx‖2 (12.78)
Le terme ”Lx” correspond a` la convolution du tableau ”X” par le masque
Laplacien :
 0 −1/4 0−1/4 1 −1/4
0 −1/4 0
 .
Le tableau re´sultant est e´crit dans l’ordre lexicographique.
On peut donc e´crire le vecteur ”Lx” sous la forme ”x−Tx” ou le terme ”Tx”
est un vecteur qui, en e´criture lexicographique, repre´sente la convolution de
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”X” par le masque :
 0 1/4 01/4 0 1/4
0 1/4 0
 .
Le vecteur ”x” correspond a` l’e´criture lexicographique du tableau ”X”.
On notera que dans ces conditions, la matrice T est syme´trique, elle est
norme´e a` ”1” en colonnes, c’est a` dire
∑
i Tij = 1 ∀j, donc
∑
i (Tx)i =
∑
i xi.
Cependant, le terme de pe´nalite´ ainsi de´crit n’est pas invariant par rapport
a` ”x”.
Cet aspect du proble`me a` e´te´ de´veloppe´ dans le Chapitre 9.
Afin d’avoir la proprie´te´ d’invariance, on peut utiliser, pour exprimer l’e´cart
entre ”x” et ”Tx” les divergences LAI ou LBI, invariantes par rapport aux
deux arguments et qui sont donne´es respectivement par (9.11) et (9.13).
Les gradients correspondants par rapport a` ”x” sont donne´s respectivement
par (9.12) et (9.14).
On reprend ici leurs expressions ; pour LAIa (x‖Tx), on a (9.12) :
∂LAIa (x‖Tx)
∂xl
=
1
a
[ ∑
i Til∑
i (Tx)i
−
∑
i Tilx
a
i (Tx)
−a
i∑
i x
a
i (Tx)
1−a
i
]
+
1
a− 1
[
xa−1l (Tx)
1−a
l∑
i x
a
i (Tx)
1−a
i
− 1∑
i xi
]
(12.79)
Le cas a = 1 qui correspond a` la base a` une divergence de Kullback-Leibler
implique un passage a` la limite qui conduit apre`s quelques calculs a` l’ex-
pression :
∂LAI1 (x‖Tx)
∂xl
=
1∑
i xi
[∑
i
Til −
∑
i
Til
xi
(Tx)i
]
(12.80)
Ou encore en simplifiant, compte tenu des proprie´te´s de la matrice ”T” :
∂LAI1 (x‖Tx)
∂xl
=
1∑
i xi
[
1−
∑
i
Til
xi
(Tx)i
]
(12.81)
On peut observer, que comme toujours avec ce type de divergence,∑
l xl
∂
∂xl
= 0.
De fac¸on analogue, en ce qui concerne LBIb (x‖Tx), on a (9.14) :
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∂LBIb (x‖Tx)
∂xl
=
1
b− 1
[
xb−1l∑
i x
b
i
− (Tx)
b−1
l∑
i xi (Tx)
b−1
i
]
+[∑
i Til (Tx)
b−1
i∑
i (Tx)
b
i
−
∑
i Tilxi (Tx)
b−2
i∑
i xi (Tx)
b−1
i
]
(12.82)
Le cas particulier b = 1 conduit au meˆme re´sultat que la divergence LAI1,
alors que le cas b = 2 qui correspond a` une divergence de base qui est l’e´cart
quadratique moyen, n’implique pas de passage a` la limite et conduit a` :
∂LBI2 (x‖Tx)
∂xl
=
xl∑
i x
2
i
−
∑
i Til (Tx)i∑
i (Tx)
2
i
(12.83)
Ou encore, compte tenu des proprie´te´s de la matrice T (T = T T ) :
∂LBI2 (x‖Tx)
∂xl
=
xl∑
i x
2
i
− [T (Tx)]l∑
i (Tx)
2
i
(12.84)
On a, de nouveau, comme toujours avec ce type de divergence :∑
l xl
∂
∂xl
= 0.
12.6 Algorithmes re´gularise´s.
Le proble`me ici consiste a` minimiser sous contraintes, par rapport aux
deux inconnues ”x” et ”h” une divergence composite invariante de la forme :
DCI = DI (y‖ [h, x]) + γDRI (h) + µDRI (x) (12.85)
Les facteurs ”γ” et ”µ” sont les facteurs de re´gularisation.
Pour la divergence DI (y‖ [h, x]) repre´sentant l’attache aux donne´es, on peut
utiliser n’importe quelle divergence invariante par rapport a` q ≡ Hx ≡ Xh ≡
[h, x].
En revanche en ce qui concerne les termes de re´gularisation, deux cas peuvent
se pre´senter :
* soit ce terme traduit l’e´cart a` une constante, c’est le cas par exemple de
la norme Euclidienne propose´e dans la section pre´ce´dente, alors, une forme
invariante de ce terme c’est a` dire (12.75) est utilisable.
Ceci est valable pour toute divergence invariante entre une constante et la
variable concerne´e.
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* soit la variable intervient dans les deux arguments de la divergence expri-
mant le pe´nalite´, c’est le cas d’une re´gularisation de type Laplacien, alors on
doit utiliser des divergences invariantes par rapport a` ses deux arguments,
comme c’est le cas pour les divergences de type LAI ou LBI de´veloppe´es
dans la section pre´ce´dente.
Ces conside´rations e´tant prises en compte, la me´thode algorith-
mique de´veloppe´e dans la section (12.2) s’applique a` la divergence
composite DCI sans aucun changement.
12.7 DCV aveugle - Divergences non-invariantes.
Dans la section pre´ce´dente, on a montre´ que l’utilisation des divergences
invariantes permet d’obtenir des algorithmes multiplicatifs tout en mainte-
nant les contraintes de sommes sur les inconnues, sous re´serve d’une e´tape
de normalisation.
Dans le but de proposer de tels algorithmes sans avoir recours a` cette
proce´dure, on de´veloppe ici, des algorithmes de De´convolution Aveugle uti-
lisant des divergences non-invariantes.
Afin de prendre en compte les contraintes de somme sur ”h” et sur ”x”,
on s’appuie sur la me´thode de changement de variables propose´e dans la
section 10.3.2, et plus spe´cifiquement sur l’algorithme (10.76).
La structure ge´ne´rale de l’algorithme reste celle propose´e dans la section
pre´ce´dente qui consiste a` ite´rer alternativement sur les deux inconnues.
On dispose d’une divergence non invariante :
D (p‖q) =
∑
i
d (pi‖qi) (12.86)
Avec pi ≡ yi et qi ≡ (Hx)i ≡ (Xh)i.
* Ite´rations sur ”h” - Forme non-multiplicative.
On dispose de xk ⇔ Xk et de hk, on cherche hk+1.
Apre`s avoir effectue´ le changement de variables hj =
tj∑
n tn
, en s’appuyant
sur (10.76), on obtient l’algorithme :
hk+1l = h
k
l + δ
khkl
{[
−∂D
(
y‖Xkhk)
∂hkl
]
−
∑
m
hkm
[
−∂D
(
y‖Xkhk)
∂hkm
]}
(12.87)
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On peut ve´rifier facilement qu’on a
∑
l h
k+1
l =
∑
l h
k
l ; par voie de conse´quence,
compte tenu de l’initialisation
∑
j h
0
j = 1, on aura
∑
l h
k+1
l = 1.
* Ite´rations sur ”h” - Forme multiplicative.
Contrairement aux divergences invariantes, l’utilisation de divergences
non-invariantes permet de faire apparaitre des formes multiplicatives des
algorithmes, sans avoir recours a` une normalisation.
On effectue pour cela, un de´calage des composantes de l’oppose´ du gradient
intervenant dans (12.87), afin de les rendre toutes positives.[
−∂D
(
y‖Xkhk)
∂hk
]
d
=
[
−∂D
(
y‖Xkhk)
∂hk
]
− min︸︷︷︸
l
[
−∂D
(
y‖Xkhk)
∂hkl
]
+ 
(12.88)
Il est bien e´vident que, compte tenu des proprie´te´s de ”h”, un tel de´calage
ne change pas l’algorithme.
On peut alors e´crire un algorithme qui va permettre d’obtenir une forme
purement multiplicative :
hk+1l = h
k
l + δ
khkl

[
−∂D(y‖X
khk)
∂hkl
]
d∑
m h
k
m
[
−∂D(y‖Xkhk)
∂hkm
]
d
− 1
 (12.89)
La forme purement multiplicative est obtenue, comme toujours, en prenant
un pas de descente δk = 1 ∀k, cependant, rien ne garantit la convergence
d’un tel algorithme sur lequel on n’a plus aucun controˆle.
* Ite´rations sur ”x”.
On dispose de hk+1 ⇔ Hk+1 et de xk, on cherche xk+1.
Apre`s avoir effectue´ le changement de variables xj =
uj∑
n un
∑
i yi, en s’ap-
puyant sur (10.76), on obtient l’algorithme :
xk+1l = x
k
l +β
kxkl
{∑
i
yi
[
−∂D
(
y‖Hk+1xk)
∂xk
]
l
−
∑
m
xkm
[
−∂D
(
y‖Hk+1xk)
∂xk
]
m
}
(12.90)
Compte tenu de
∑
j xj =
∑
j yj , on aura
∑
l x
k+1
l =
∑
l x
k
l =
∑
j yj .
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* Ite´rations sur ”x” - Forme multiplicative.
Comme on l’a propose´ pour la variable ”h”, on peut obtenir un algo-
rithme multiplicatif ; on effectue pour cela, un de´calage des composantes
de l’oppose´ du gradient intervenant dans (12.90), afin de les rendre toutes
positives.[
−∂D
(
y‖Hk+1xk)
∂xk
]
d
=
[
−∂D
(
y‖Hk+1xk)
∂xk
]
−min︸︷︷︸
l
[
−∂D
(
y‖Hk+1xk)
∂xkl
]
+
(12.91)
Il est bien e´vident qu’un tel de´calage ne change pas l’algorithme.
On peut alors e´crire un algorithme qui va permettre d’obtenir une forme
purement multiplicative :
xk+1l = x
k
l + β
kxkl

∑
i yi
[
−∂D(y‖H
k+1xk)
∂xkl
]
d∑
m x
k
m
[
−∂D(y‖Hk+1xk)
∂xkm
]
d
− 1
 (12.92)
La forme purement multiplicative est obtenue, comme toujours, en prenant
un pas de descente βk = 1 ∀k, mais, rien ne garantit la convergence d’un tel
algorithme sur lequel on n’a plus aucun controˆle.
12.7.1 Re´gularisation.
Dans ce cas, avec q ≡ Hx ≡ Xh, on doit minimiser une divergence
composite :
DC = D (y‖q) + γDRx (x) + µDRh (h) (12.93)
En de´composant le proble`me comme indique´ dans le paragraphe pre´ce´dent,
on est conduit a` :
1 - Pour ”x” connu, minimiser en ”h”, sous contraintes, une divergence de
la forme :
DCh = D (y‖Xh) + γDRh (h) (12.94)
2 - Pour ”h” connu, minimiser en ”x”, sous contraintes, une divergence de
la forme :
DCx = D (y‖Hx) + µDRx (x) (12.95)
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Expressions des termes de re´gularisation.
Aussi bien pour ”h” que pour ”x”, on utilise ici une re´gularisation par
contrainte de douceur de la solution qui s’e´crit :
soit sous la forme (12.73) :
DRQx =
1
2
∑
i
(c− xi)2 (12.96)
Ou c =
∑
i yi
N ; ”N” est le nombre de composantes de ”y” et/ou de ”x”, c’est
a` dire le nombre de pixels de l’image mesure´e et/ou de l’image reconstruite.
avec :
∂DRQx
∂xl
= xl − c (12.97)
, soit sous la forme (12.78) :
DRLx =
1
2
‖Lx‖2 = ‖x− Tx‖2 (12.98)
Avec, compte tenu de la syme´trie de la matrice ”T” :
∂DRLx
∂xl
= x2l − 2 (Tx)l + [T (Tx)]l (12.99)
Algorithmes.
Les algorithmes re´gularise´s sont construits sur la base des expressions
(12.87) et (12.90), en remplac¸ant la divergence non-re´gularise´e D par les
divergences composites respectivement ”DCh” et ”DCx”.
Les expressions des gradients qui interviennent s’e´crivent alors :
∂DCh
(
y‖Xkhk)
∂hkl
=
∂D
(
y‖Xkhk)
∂hkl
+ γ
∂DRh
(
hk
)
∂hkl
(12.100)
et
∂DCx
(
y‖Hk+1xk)
∂xkl
=
∂D
(
y‖Hk+1xk)
∂xkl
+ µ
∂DRx
(
xk
)
∂xkl
(12.101)
Dans ces expressions, les termes de re´gularisation ”DR” sont soit ”DRQ”,
soit ””DRL”.
Les algorithmes re´gularise´s s’e´crivent donc sous la forme :
hk+1l = h
k
l + δ
khkl
{[
−∂DCh
∂hkl
]
−
∑
m
hkm
[
−∂DCh
∂hkm
]}
(12.102)
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xk+1l = x
k
l + β
kxkl
{∑
i
yi
[
−∂DCx
∂xkl
]
−
∑
m
xkm
[
−∂DCx
∂xkm
]}
(12.103)
* Formes multiplicatives.
Elles sont obtenues en suivant la proce´dure indique´e dans la section
pre´ce´dente ; on de´cale les composantes de l’oppose´ des gradients
[
−∂DCh
∂hkl
]
et
[
−∂DCx
∂xkl
]
afin d’obtenir des composantes toutes positives et on construit
les algorithmes :
hk+1l = h
k
l + δ
khkl

[
−∂DCh
∂hkl
]
d∑
m h
k
m
[
−∂DCh
∂hkm
]
d
− 1
 (12.104)
xk+1l = x
k
l + β
kxkl

∑
i yi
[
−∂DCx
∂xkl
]
d∑
m x
k
m
[
−∂DCx
∂xkm
]
d
− 1
 (12.105)
Les formes purement multiplicatives sont obtenues, comme toujours, en pre-
nant des pas de descente βk = δk = 1 ∀k, mais, rien ne garantit la conver-
gence de tels algorithmes sur lequel on n’a plus aucun controˆle.
Annexe 1 - Logarithme
ge´ne´ralise´.
Rappels sur la fonction Logarithme ge´ne´ralise´.
La fonction ”Logarithme ge´ne´ralise´” ou ”Logarithme de´forme´” (d-logarithm,
transformation de Box-Cox) s’e´crit :
logd (x) =
x1−d − 1
1− d (1)
Les cas limite sont la fonction log x lorsque d → 1 et la fonction line´aire
(x− 1) lorsque d→ 0.
La fonction inverse est la fonction ”exponentielle ge´ne´ralise´e” ou ”exponen-
tielle de´forme´e” :
expd (x) = [1 + (1− d)x]
1
1−d (2)
Cette dernie`re fonction n’est e´videmment de´finie que si la quantite´ entre
crochets est positive ou nulle.
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Annexe 2 - Moyennes.
Rappels sur les moyennes.
Pour un ensemble de nombres re´e`ls aj ≥ 0 j = 1...N et un ensemble de
poids wj ≥ 0 on de´finit :
A. Moyenne arithme´tique ponde´re´e.
Ma =
∑
j wjaj∑N
i=1wi
=
∑
j
cjaj ; cj =
wj∑N
i=1wi
;
∑
j
cj = 1 (3)
Dans le cas particulier ou tous les poids sont e´gaux, on a cj =
1
N et la
moyenne arithme´tique non ponde´re´e s’e´crit :
Ma =
∑
j aj
N
(4)
B. Moyenne Ge´ome´trique ponde´re´e.
Mg =
∏
j
a
wj
j
 1∑Ni=1 wi = exp
 1∑N
i=1wi
∑
j
wj log aj
 (5)
Ce qui peut aussi s’e´crire :
Mg =
∏
j
a
cj
j = exp
∑
j
cj log aj
 ; cj = wj∑N
i=1wi
;
∑
j
cj = 1 (6)
Dans le cas particulier ou tous les poids sont e´gaux, on a cj =
1
N et la
moyenne ge´ome´trique non ponde´re´e s’e´crit :
Mg =
∏
j
a
1
N
j =
∏
j
aj
 1N (7)
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C. Moyenne Harmonique ponde´re´e.
Mh =
∑N
i=1wi∑
j
wj
aj
=
1∑
j
cj
aj
; cj =
wj∑N
i=1wi
;
∑
j
cj = 1 (8)
Dans le cas particulier ou tous les poids sont e´gaux, on a cj =
1
N et la
moyenne Harmonique non ponde´re´e s’e´crit :
Mh =
N∑
j
1
aj
(9)
D. Moyenne ge´ne´ralise´e avec exposant ”t” - Power mean -
Moyenne de Hoˆlder.
Pour ”t” re´el non nul, on de´finit :
Mt =
 1
N
∑
j
atj
 1t (10)
- t = 1 ⇒ Moyenne arithme´tique
- t = 2 ⇒ Moyenne quadratique Mq (Square root mean)
- t = −1 ⇒ Moyenne harmonique
- t → 0 ⇒ on tend vers la moyenne ge´ome´trique (attention, c’est un pas-
sage a` la limite).
- t→ +∞ ⇒ on tend vers : max [aj ]
- t→ −∞ ⇒ on tend vers : min [aj ]
Les versions ponde´re´es sont obtenues par la relation :
Mt =
 1∑N
i=1wi
∑
j
wja
t
j
 1t (11)
ou encore :
Mt =
∑
j
cja
t
j
 1t ; cj = wj∑N
i=1wi
;
∑
j
cj = 1 (12)
Ine´galite´ inte´ressante : si t1 < t2 on a Mt1 ≤Mt2.
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Ce qui permet de retrouver les ne´galite´s entre moyennes :
min ≤Mh ≤Mg ≤Ma ≤Mq ≤ max (13)
Cette notion peut eˆtre e´tendue a` la moyenne ge´ne´ralise´e au sens d’une
fonction ”f”.
E. Moyenne ge´ne´ralise´e au sens d’une fonction ”f” - Generali-
zed ”f” mean.
Soit ”f ” une fonction injective et continue, on de´finit la moyenne ponde´re´e
au sens de la fonction ”f ” par :
Mf = f
−1
[∑
j wjf (aj)∑N
i=1wi
]
(14)
ou encore :
Mf = f
−1
∑
j
cjf (aj)
 ; cj = wj∑N
i=1wi
;
∑
j
cj = 1 (15)
Si tous les poids wj sont e´gaux, on obtient la version non ponde´re´e :
Mf = f
−1
[∑
j f (aj)
N
]
(16)
Remarques :
- la fonction ”f ” est suppose´e injective pour garantir que ”f−1” existe.
- la fonction ”f ” est suppose´e continue pour garantir que les quantite´s[∑
j f(aj)
N
]
ou
[∑
j f(aj)∑N
i=1 wi
]
appartiennent au domaine de ”f−1”.
- si ”f” est injective et continue, elle est strictement monotone ce qui en-
traine que :
min [aj ] ≤Mf ≤ max [aj ] (17)
Les diffe´rentes moyennes classiques se retrouvent comme cas particuliers :
- si f (x) = x on retrouve la moyenne arithme´tique.
- si f (x) = log x on retrouve la moyenne ge´ome´trique.
- si f (x) = 1x on retrouve la moyenne harmonique.
- si f (x) = xt on retrouve la moyenne de Ho¨lder (moyenne ge´ne´ralise´e avec
l’exposant ”t”).
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Application a` notre proble`me :
Dans nos applications, on dispose de 2 champs de donne´es ”p” et ”q” dont
les points homologues sont note´s ”pi” et ”qi” ; les moyennes conside´re´es se
font toujours entre 2 points homologues, puis sont e´tendues au champs entier
en faisant simplement la somme des moyennes entre points homologues.
En conse´quence, dans toutes les relations concernant les moyennes, on a
toujours N=2.
Dans les moyennes ponde´re´es, on fera intervenir les poids sous la forme α et
1− α, 0 < α < 1.
On a ainsi :
* Moyenne arithme´tique ponde´re´e :
Ma (p, q) =
∑
i
[αpi + (1− α) qi] (18)
* Moyenne ge´ome´trique ponde´re´e :
Mg (p, q) =
∑
i
pαi q
1−α
i (19)
* Moyenne harmonique ponde´re´e :
Mh (p, q) =
∑
i
piqi
(1− α) pi + αqi (20)
* Moyenne quadratique ponde´re´e :
Mq (p, q) =
√∑
i
αp2i + (1− α) q2i (21)
Annexe 3 - Ge´ne´ralisation de
GHOSH.
Ge´ne´ralisation de GHOSH et al. [38]
Avec le changement de de´nomination des parame`tres , et en conside´rant
qu’il faut introduire le facteur multiplicatif de´ja` mentionne´, la divergence
de Ghosh et al. s’e´crit comme celle de BHHJ, en remplac¸ant dans celle ci :
1⇔ A et β ⇔ B, ou de fac¸on e´quivalente, dans nos divergences : λ⇔ A+B
et λ− 1⇔ B.
On est ainsi conduits a` la divergence ge´ne´ralise´e :
GH(p‖q) = 1
A (A+B)
[∑
i
qA+Bi +
A
B
∑
i
pA+Bi −
A+B
B
∑
i
pAi q
B
i
]
(22)
Le gradient par rapport a` ”q” s’e´crira :
∂GH (p‖q)
∂qi
=
1
A
qB−1i
(
qAi − pAi
)
(23)
La divergence duale s’e´crira :
GH(q‖p) = 1
A (A+B)
[∑
i
pA+Bi +
A
B
∑
i
qA+Bi −
A+B
B
∑
i
qAi p
B
i
]
(24)
Le gradient par rapport a` ”q” s’e´crira :
∂GH (q‖p)
∂qi
=
1
B
qA−1i
(
qBi − pBi
)
(25)
Si, a` partir de la divergence de Ghosh et al. on cherche a` obtenir la forme in-
variante par changement d’e´chelle sur ”q” de cette divergence ; en appliquant
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la proce´dure ade´quate, on obtient le facteur ”K”
K =
(∑
i p
A
i q
B
i∑
i q
A+B
i
) 1
A
(26)
Ce qui conduit apre`s simplification a` la divergence invariante :
GHI(p‖q) = 1
B
∑
i
pA+Bi −
(∑
i p
A
i q
B
i∑
i q
A+B
i
)A+B
A ∑
i
qA+Bi
 (27)
On peut facilement ve´rifier que si on remplace ”q” par ”Kq”, rien ne change,
on a donc bien obtenu le re´sultat recherche´.
Cette expression est la diffe´rence de 2 termes (en faisant abstraction du
facteur multiplicatif constant 1B ) , on peut donc appliquer sur chaque terme
de cette diffe´rence la meˆme fonction croissante, le ”Logarithme ge´ne´ralise´”
par exemple, puis la forme extreˆme, le ”Log” ce qui va conduire a` :
LGHI(p‖q) = 1
B
log
(∑
i
pA+Bi
)
−A+B
AB
log
(∑
i
pAi q
B
i
)
+
1
A
log
(∑
i
qA+Bi
)
(28)
On constate, ce qui se ve´rifie dans tous les cas, que cette divergence est
non seulement invariante par changement d’e´chelle sur ”q” , mais aussi par
changement d’e´chelle sur ”p”.
A ce stade, on peut re´examiner la divergence de Ghosh duale qui s’e´crit :
GH(q‖p) = 1
A (A+B)
[∑
i
pA+Bi +
A
B
∑
i
qA+Bi −
A+B
B
∑
i
qAi p
B
i
]
(29)
On la rend invariante par changement d’e´chelle sur ”q” en introduisant le
facteur :
K =
(∑
i q
A
i p
B
i∑
i q
A+B
i
) 1
B
(30)
On obtient ainsi :
GHI(q‖p) = 1
A (A+B)
∑
i
pA+Bi −
(∑
i q
A
i p
B
i∑
i q
A+B
i
)A+B
B ∑
i
qA+Bi
 (31)
D’ou la forme Logarithmique :
LGHI(q‖p) = 1
A (A+B)
[
log
∑
i
pA+Bi −
A+B
B
log
∑
i
qAi p
B
i +
A
B
log
∑
i
qA+Bi
]
(32)
Annexe 4 - Gradient des
divergences invariantes.
Calcul du gradient d’une divergence invariante ; influence du
facteur d’invariance.
Conside´rant une divergence D (p‖q), qu’on rend invariante par rapport
a` ”q” par introduction du facteur K (p, q), on tente ici de re´pondre a` la
question suivante :
Que devient l’expression du gradient par rapport a` ”q” selon qu’on utilise
le facteur d’invariance nominal K0, ou bien une autre expression acceptable
de K, en l’occurence K1 =
∑
i pi∑
i qi
?
Les deux cas a` distinguer sont donc :
* Soit K = K0, ou K0 est le facteur d’invariance ”nominal”, obtenu par
re´solution de l’e´quation :
∑
i
∂D (pi‖Kqi)
∂K
= 0 (33)
Alors, le gradient ∂D(p‖Kq)∂qj est donc donne´ par (3.59).
∂D (p‖K0q)
∂qj
= K0
[
∂D (p‖Kq)
∂ (Kqj)
]
K=K0
(34)
* Soit K = K1, dans ce cas, le gradient
∂D(p‖Kq)
∂qj
est donne´ par (3.60)
∂D (p‖Kq)
∂qj
=
∂K1
∂qj
[∑
i
∂D (pi‖Kqi)
∂K
]
K=K1
+K1
[
∂D (p‖Kq)
∂ (Kqj)
]
K=K1
(35)
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Notons que cette expression peut aussi s’e´crire :
∂D (p‖Kq)
∂qj
=
∂K1
∂qj
[∑
i
qi
∂D (pi‖Kqi)
∂ (Kqi)
]
K=K1
+K1
[
∂D (p‖Kq)
∂ (Kqj)
]
K=K1
(36)
On observe que lorsque K 6= K0, le premier terme du second membre de
cette expression n’est plus nul.
Dans les 2 cas, on a toujours :∑
j
qj
∂D (p‖Kq)
∂qj
= 0 (37)
Si on se place dans le cas d’un mode`le line´aire, c’est a` dire qj = (Hx)j ,
donc :
∂qj
∂xl
= hjl ⇒ ∂D (p‖Kq)
∂xl
=
∑
j
∂D (p‖Kq)
∂qj
∂qj
∂xl
(38)
d’ou
∂D (p‖Kq)
∂xl
=
∑
j
hjl
∂K
∂ql
[∑
i
qi
∂D (pi‖Kqi)
∂ (Kqi)
]
+K
∑
j
hjl
[
∂D (p‖Kq)
∂ (Kql)
]
(39)
Si K = K0, le premier terme sera nul.
Applications a` quelques divergences.
Si on utilise :
K = K1 =
∑
j pj∑
j qj
⇒ ∂K
∂ql
=
∂K1
∂ql
= −
∑
j pj(∑
j qj
)2 (40)
Dans une premie`re e´tape, il vient donc :
∂D (p‖K1q)
∂xl
=
∑
j pj∑
j qj
{
− 1∑
j qj
[∑
i
qi
∂D (p‖K1q)
∂ (K1qi)
] [
HT 1
]
l
+
[
HT
∂D (p‖K1q)
∂ (K1q)
]
l
}
(41)
On peut maintenant spe´cifier la divergence conside´re´e :
1 - Moindres carre´s.
On a ici :
D (p‖Kq) = MC (p‖Kq) = 1
2
∑
i
(pi −Kqi)2 (42)
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En utilisant le facteur d’invariance nominal : K = K0 =
∑
i piqi∑
i q
2
i
, on obtient :
∂MC (p‖K0q)
∂qj
= −K0 (pj −K0 qj) = −
∑
i piqi∑
i q
2
i
(
pj −
∑
i piqi∑
i q
2
i
qj
)
(43)
et il vient :
∂MC (p‖K0q)
∂xl
= −
∑
i piqi∑
i q
2
i
[
HT
(
p−
∑
i piqi∑
i q
2
i
q
)]
l
(44)
Avec un autre facteur d’invariance K1, il vient :
MC (p‖K1q) = 1
2
∑
j
(pj −K1qj)2 ⇒ ∂MC (p‖K1q)
∂ (K1qi)
= − (pi −K1qi)
(45)
d’ou, dans une premie`re e´tape, avec K1 =
∑
j pj∑
j qj
, on aura :
∂MC (p‖K1q)
∂xl
=
∑
j pj∑
j qj
{
1∑
j qj
[∑
i
qi (pi −K1qi)
] [
HT 1
]
l
− [HT (p−K1q)]l
}
(46)
donc, toutes simplifications faites :
∂MC (p‖K1q)
∂xl
=
(∑
j pj
)2∑
j qj
{[∑
i
q¯i (p¯i − q¯i)
] [
HT 1
]
l
− [HT (p¯− q¯)]
l
}
(47)
2 - Divergence de Kullback-Leibler.
Dans ce cas, K0 et K1 sont identiques, donc :
KL (p‖K1q) =
∑
i
pi log
pi
K1qi
+K1qi − pi =
∑
i
d (pi‖K1qi) (48)
d (pi‖K1qi)
∂ (K1qi)
= − pi
K1qi
+ 1 (49)
A partir de l’e´quation (41), il vient :
∂KL (p‖K1q)
∂xl
=
∑
j pj∑
j qj
{
− 1∑
j qj
[∑
i
qi
(
− pi
K1qi
+ 1
)] [
HT 1
]
l
+
[
HT
(
− p
K1q
+ 1
)]
l
}
(50)
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Avec K1 =
∑
j pj∑
j qj
= K0, il vient, toutes simplifications faites :
∂KL (p‖K1q)
∂xl
=
∑
j pj∑
j qj
−
[∑
i
q¯i
(
1− p¯i
q¯i
)]
︸ ︷︷ ︸
=0
[
HT 1
]
l
+
[
HT
(
1− p¯
q¯
)]
l

(51)
On peut remarquer que le premier terme de l’expression entre accolades est
nul ; ceci est lie´ au fait que le facteur d’invariance utilise´ ici correspond a` celui
qui serait calcule´ explicitement pour cette divergence, c’est donc en fait K0
pour la divergence de Kullback-Leibler et le gradient prend une expression
simplifie´e (3.59) (34), d’ou finalement :
∂KL (p‖K1q)
∂xl
=
∑
j pj∑
j qj
{[
HT
(
1− p¯
q¯
)]
l
}
(52)
3 - Chi2 de Neyman.
On a :
χ2N (p‖Kq) =
∑
i
(pi −Kqi)2
Kqi
=
∑
i
d (pi‖Kqi) (53)
∂χ2N (p‖Kq)
∂Kqi
= 1− p
2
i
(Kqi)
2 (54)
A partir de l’e´quation (41), il vient :
∂χ2N (p‖K1q)
∂xl
=
∑
j pj∑
j qj
{[
HT
(
1− p
2
(K1q)
2
)]
l
− 1∑
j qj
[∑
i
qi
(
1− p
2
i
(K1qi)
2
)] [
HT 1
]
l
}
(55)
Avec K1 =
∑
j pj∑
j qj
, il vient, toutes simplifications faites :
∂χ2N (p‖K1q)
∂xl
=
∑
j pj∑
j qj
{[
HT
(
1− p¯
2
q¯2
)]
l
−
[∑
i
q¯i
(
1− p¯i
2
q¯i2
)] [
HT 1
]
l
}
(56)
Avec K = K0 =
√∑
j p
2
jq
−1
j∑
j qj
, il vient, a` partir de (54)
∂χ2N (p‖K0q)
∂K0qi
= 1−
(
pi
K0qi
)2
(57)
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D’ou avec (34) :
∂χ2N (p‖K0q)
∂qj
= K0
[
1−
(
pi
K0qi
)2]
(58)
Et finalement :
∂χ2N (p‖K0q)
∂xl
= K0
[
HT .1
]
l
− 1
K0
[
HT
(
p2
q2
)]
l
(59)
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Annexe 5 - Expressions du
facteur d’invariance.
On donne ici les expressions du facteur d’invariance nominal
K0 (p, q) pour quelques divergences particulieres.
Forme ge´ne´rale :
K0 (p, q) =
(∑
j p
α
j q
β
j∑
j p
δ
jq
γ
j
)µ
; α+ β = δ + γ ; µ =
1
γ − β (60)
Sous forme plus synthe´tique, on peut e´crire, compte tenu des relations entre
les parame`tres :
K0 (p, q) =
[∑
i
(
pi
qi
)α−δ pδi qγi∑
j p
δ
jq
γ
j
] 1
α−δ
(61)
C’est, pour des quantite´s de la forme (pi/qi), une moyenne ge´ne´ralise´e ponde´re´e
d’ordre ”t” avec l’exposant t = α − δ, et des coefficients de ponde´ration wi
tels que
∑
iwi = 1, qui s’e´crivent :
wi =
pδi q
γ
i∑
j p
δ
jq
γ
j
(62)
Dans le cas de la divergence de Kullback-Leibler duale, le facteur d’inva-
riance apparait sous la forme d’une moyenne ge´ne´ralise´e base´e sur une fonc-
tion ψ, de la forme :
K0 = ψ
−1
[∑
i
wiψ
(
pi
qi
)]
(63)
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Avec ψ (x) = log x.
La forme ge´ne´rale des facteurs de ponde´ration (62) reste inchange´e.
1 - Divergence de Kullback-Leibler :
K0 (p, q) =
∑
j pj∑
j qj
(64)
On a ici : α = 1, β = 0, γ = 1, δ = 0,
donc α− δ = 1, γ − δ = 1.
wi =
qi∑
j qj
(65)
- Divergence de Kullback-Leibler duale :
K0 = ψ
−1
[∑
i
wiψ
(
pi
qi
)]
(66)
Avec ψ (x) = log x.
wi =
qi∑
j qj
(67)
2 - Ecart quadratique moyen :
K0 (p, q) =
∑
j pjqj∑
j q
2
j
(68)
On a ici : α = 1, β = 1, γ = 2, δ = 0,
donc α− δ = 1, γ − δ = 2.
wi =
q2i∑
j q
2
j
(69)
3 - Chi2 de Neyman :
K0 (p, q) =
√√√√∑j p2jq−1j∑
j qj
(70)
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On a ici : α = 2, β = −1, γ = 1, δ = 0,
donc α− δ = 2, γ − δ = 1.
wi =
qi∑
j qj
(71)
4 - Chi2 de Pearson :
K0 (p, q) =
∑
j qj∑
j p
−1
j q
2
j
(72)
On a ici : α = 0, β = 1, γ = 2, δ = −1,
donc α− δ = 1, γ − δ = 3.
wi =
p−1i q
2
i∑
j p
−1
j q
2
j
(73)
5 - Moyenne Arithme´tique-Ge´ome´trique
K0 (p, q) =
(∑
j
√
pjqj∑
j qj
)2
(74)
On a ici : α = 1/2, β = 1/2, γ = 1, δ = 0,
donc α− δ = 1/2, γ − δ = 1.
wi =
q3i∑
j q
3
j
(75)
6 - Alpha divergence :
K0 (p, q) =
(∑
j p
λa
j q
1−λa
j∑
j qj
) 1
λa
(76)
Si λa = 1 on retrouve K0 correspondant a` la divergence de K.L.
On a ici : α = λa, β = 1− λa, γ = 1, δ = 0,
donc α− δ = λa, γ − δ = 1.
wi =
qi∑
j qj
(77)
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7 - Beta divergence :
K0 (p, q) =
∑
j pjq
λb−1
j∑
j q
λb
j
(78)
Si λb = 1 on retrouve K0 correspondant a` la divergence de K.L.
Si λb = 2 on retrouve K0 correspondant a` l’e´cart quadratique moyen.
On a ici : α = 1, β = λb − 1, γ = λb, δ = 0,
donc α− δ = 1− λb, γ − δ = λb.
wi =
qλbi∑
j q
λb
j
(79)
Annexe 6 - Effets du facteur
d’invariance.
On montre ici, les effets lie´s a` l’utilisation d’un facteur d’inva-
riance K =
∑
j pj∑
j qj
sur quelques divergences classiques.
Ces effets peuvent se re´sumer par :
Re`gle :
A un facteur multiplicatif pre`s, qui ne de´pend que de ”
∑
j pj, la
divergence invariante peut eˆtre obtenue en remplac¸ant dans la
divergence initiale, les variables ”pi” et ”qi” par les variables nor-
malise´es ”p¯i =
pi∑
j pj
” et ”q¯i =
qi∑
j qj
”.
1 - Ecart quadratique moyen :
On a la divergence de base :
EQM (p‖q) =
∑
i
(pi − qi)2 (80)
Avec K =
∑
j pj∑
j qj
, il vient :
EQM (p‖Kq) =
∑
i
(
pi −
∑
j pj∑
j qj
qi
)2
(81)
d’ou
EQMI (p‖q) =
∑
j
pj
2∑
i
(p¯i − q¯i)2 (82)
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qui peut se re´duire a` une divergence invariante par rapport aux deux argu-
ments :
EQMI (p‖q) =
∑
i
(p¯i − q¯i)2 (83)
2 - Divergence de Kullback-Leibler.
La divergence de de´part s’e´crit :
KL (p‖q) =
∑
i
pi log
pi
qi
+ qi − pi (84)
Avec K =
∑
j pj∑
j qj
, il vient :
KL (p‖Kq) =
∑
i
pi log
pi∑
j pj∑
j qj
qi
+
∑
j pj∑
j qj
qi − pi (85)
C’est a` dire :
KL (p‖Kq) = KLI (p‖q) =
∑
j
pj
[∑
i
p¯i log
p¯i
q¯i
+ q¯i − p¯i
]
(86)
qui peut se re´duire a` une divergence invariante par rapport aux deux argu-
ments :
KLI (p‖q) =
[∑
i
p¯i log
p¯i
q¯i
+ q¯i − p¯i
]
=
[∑
i
p¯i log
p¯i
q¯i
]
(87)
C’est une divergence de Kullback entre des variables normalise´es.
3 - Divergence χ2N (p‖q).
La divergence de base s’e´crit :
χ2N (p‖q) =
∑
i
(pi − qi)2
qi
(88)
Avec K =
∑
j pj∑
j qj
, il vient :
χ2N (p‖Kq) =
∑
i
(
pi −
∑
j pj∑
j qj
qi
)2
∑
j pj∑
j qj
qi
(89)
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C’est a` dire :
χ2NI (p‖q) =
∑
j
pj
∑
i
(p¯i − q¯i)2
q¯i
(90)
qui peut se re´duire a` une divergence invariante par rapport aux deux argu-
ments :
χ2NI (p‖q) =
∑
i
(p¯i − q¯i)2
q¯i
(91)
4 - Divergence χ2P (p‖q).
La divergence de base s’e´crit :
χ2P (p‖q) =
∑
i
(qi − pi)2
pi
(92)
Avec K =
∑
j pj∑
j qj
, il vient :
χ2P I (p‖q) =
∑
i
(∑
j pj∑
j qj
qi − pi
)2
pi
(93)
C’est a` dire :
χ2P I (p‖q) =
∑
j
pj
∑
i
(q¯i − p¯i)2
p¯i
(94)
qui peut se re´duire a` une divergence invariante par rapport aux deux argu-
ments :
χ2P I (p‖q) =
∑
i
(q¯i − p¯i)2
p¯i
(95)
294 ANNEXE 6 - EFFETS DU FACTEUR D’INVARIANCE.
Annexe 7 - Ine´galite´s entre
divergences invariantes.
On montre ici, pour quelques divergences classiques note´es
D (p‖q), que si K0 (p, q) est le facteur nominal, et si K1 (p, q) 6= K0 (p, q)
est un autre facteur d’invariance possible, on a :
D (p‖K0q) ≤ D (p‖K1q) (96)
Ceci est une conse´quence e´vidente de la de´finition du facteur d’in-
variance nominal.
Par ailleurs, on a la relation :
D (p‖K1q)−D (p‖K0q) = D (K0‖K1) (97)
C’est la divergence de base prise entre les grandeurs scalaires K0
et K1.
1 - Moindres carre´s.
On a ici :
MC (p‖K0q) =
∑
i
(pi −K0qi)2 , MC (p‖K1q) =
∑
i
(pi −K1qi)2 (98)
On peut e´crire :
MCK1 −MCK0 = (K1 −K0)
[
(K0 +K1)
(∑
i
q2i
)
− 2
∑
i
piqi
]
(99)
Pour cette divergence le facteur d’invariance nominal K0 se calcule analyti-
quement et s’e´crit :
K0 =
∑
j pjqj∑
j q
2
j
(100)
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Ceci conduit imme´diatement a` :
MCK1 −MCK0 =
∑
i
q2i (K1 −K0)2 ≥ 0 (101)
En conse´quence :
MC (p‖K0q) ≤MC (p‖K1q) (102)
Avec e´galite´ (a` 0 qui plus est) pour pi = qi ∀i, avec alors : K0 = K1 = 1.
On remarque, par ailleurs, que :
MC (p‖K1q)−MC (p‖K0q) ≈MC (K0‖K1) (103)
2 - Divergence de Kullback-Leibler.
On a ici :
KL (p‖K0q) =
∑
i
(
pi log
pi
K0qi
+K0qi − pi
)
(104)
KL (p‖K1q) =
∑
i
(
pi log
pi
K1qi
+K1qi − pi
)
(105)
On peut e´crire :
KLK1 −KLK0 =
∑
i
pi
[
log
K0
K1
+ (K1 −K0)
∑
i qi∑
i pi
]
(106)
Pour cette divergence le facteur d’invariance nominal K0 se calcule analyti-
quement et s’e´crit :
K0 =
∑
j pj∑
j qj
(107)
Ceci permet d’e´crire :
KLK1 −KLK0 =
∑
i
qi
[
K0 log
K0
K1
+K1 −K0
]
(108)
Donc [KLK1 −KLK0 ] est, au facteur multiplicatif
∑
i qi pre`s, la divergence
de Kullback-Leibler entre les scalaires K0 et K1 note´e KL (K0‖K1) ≥ 0.
Donc :
KLK0 ≤ KLK1 (109)
Avec e´galite´ (a` ze´ro) si pi = qi ∀i, c’est a` dire de fac¸on e´quivalente K0 =
K1 = 1.
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3 - Chi2 de Pearson.
On a, dans ce cas :
χ2P (p‖K0q) =
∑
i
(pi −K0qi)2
pi
, χ2P (p‖K1q) =
∑
i
(pi −K1qi)2
pi
(110)
On peut e´crire :
χ2P,K1 − χ2P,K0 = (K1 −K0)
∑
i
(K0 +K1) q
2
i − 2piqi
pi
(111)
Pour cette divergence le facteur d’invariance nominal K0 se calcule analyti-
quement et s’e´crit :
K0 =
∑
j qj∑
j q
2
j p
−1
j
(112)
Ceci conduit a` :
χ2P,K1 − χ2P,K0 =
∑
i
qi
(K0 −K1)2
K0
(113)
Cette expression est de toute e´vidence positive, et donc :
χ2P,K0 ≤ χ2P,K1 (114)
Avec e´galite´ (a` ze´ro) si pi = qi ∀i, alors K0 = K1 = 1.
On peut remarquer qu’a` un facteur multiplicatif pre`s, on a :
χ2P,K1 − χ2P,K0 ≈ χ2K0,K1 (115)
4 - Chi2 de Neyman.
On a, dans ce cas :
χ2N (p‖K0q) =
∑
i
(pi −K0qi)2
K0qi
, χ2N (p‖K1q) =
∑
i
(pi −K1qi)2
K1qi
(116)
On peut e´crire :
χ2N,K1 − χ2N,K0 =
(K0 −K1)
K0K1
(∑
i
p2i q
−1
i −K0K1
∑
i
qi
)
(117)
Pour cette divergence le facteur d’invariance nominal K0 se calcule analyti-
quement et s’e´crit :
K0 =
(∑
j p
2
jq
−1
j∑
j qj
) 1
2
(118)
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Ce qui conduit imme´diatement a` :
χ2N,K1 − χ2N,K0 =
∑
j
qj
(K0 −K1)
K0K1
(
K20 −K0K1
)
=
∑
j
qj
(K0 −K1)2
K1
(119)
Cette expression est de toute e´vidence positive, et donc :
χ2N,K0 ≤ χ2N,K1 (120)
Avec e´galite´ (a` ze´ro) si pi = qi ∀i, alors K0 = K1 = 1.
Comme dans les exemples pre´ce´dents, on a :
χ2N (p‖K1q)− χ2N (p‖K0q) ≈ χ2N (K0‖K1) (121)
Annexe 8 - Relations d’ordre
entre divergences.
On montre sur quelques exemples que pour une divergence
D (p‖q) rendue invariante par utilisation de son facteur nominal
K0, soit D (p‖K0q), on a :
D (p‖K0q) ≤ D (p‖q) (122)
avec e´galite´ a` ”0” si pi = qi ∀i.
Ceci est une conse´quence de la de´finition du facteur d’invariance
nominal, car D (p‖q) correspond a` K = 1.
1 - Moindres carre´s.
On a ici :
MC (p‖q) =
∑
i
(pi − qi)2 , MC (p‖K0q) =
∑
i
(pi −K0qi)2 (123)
On peut e´crire :
MC −MCK0 = (1−K0)
[
(1 +K0)
(∑
i
q2i
)
− 2
∑
i
piqi
]
(124)
Avec :
K0 =
∑
i piqi∑
i q
2
i
(125)
il vient :
MC −MCK0 =
∑
i
q2i (1−K0)2 ≥ 0 (126)
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2 - Divergence de Kullback-Leibler.
On a ici :
KL (p‖q) =
∑
i
(
pi log
pi
qi
+ qi − pi
)
, KL (p‖K0q) =
∑
i
(
pi log
pi
K0qi
+K0qi − pi
)
(127)
On peut e´crire :
KL−KLK0 =
∑
i
qi
[∑
i pi∑
i qi
logK0 + (1−K0)
]
(128)
Pour cette divergence le facteur d’invariance nominal K0 se calcule analyti-
quement et s’e´crit :
K0 =
∑
j pj∑
j qj
> 0 (129)
Donc :
KL−KLK0 =
∑
i
qi (K0 logK0 + 1−K0) ≥ 0 (130)
3 - Chi2 de Pearson.
On a, dans ce cas :
χ2P (p‖q) =
∑
i
(pi − qi)2
pi
, χ2P (p‖K0q) =
∑
i
(pi −K0qi)2
pi
(131)
On peut e´crire :
χ2P − χ2P,K0 = (1−K0)
∑
i
(1 +K0) q
2
i − 2piqi
pi
(132)
Pour cette divergence le facteur d’invariance nominal K0 se calcule analyti-
quement et s’e´crit :
K0 =
∑
j qj∑
j q
2
j p
−1
j
> 0 (133)
Donc :
χ2P − χ2P,K0 =
(∑
i
q2i p
−1
i
)
(1−K0) [(1 +K0)− 2K0] (134)
Ou encore :
χ2P − χ2P,K0 =
(∑
i
q2i p
−1
i
)
(1−K0)2 (135)
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Et
χ2P − χ2P,K0 =
∑
i
qi
1
K0
(1−K0)2 ≥ 0 (136)
4 - Chi2 de Neyman.
On a, dans ce cas :
χ2N (p‖q) =
∑
i
(pi − qi)2
qi
, χ2N (p‖K0q) =
∑
i
(pi −K0qi)2
K0qi
(137)
On peut e´crire :
χ2N − χ2N,K0 =
(
1− 1
K0
)∑
i
p2i q
−1
i + (1−K0)
∑
i
qi (138)
Donc :
χ2N − χ2N,K0 =
∑
i
qi
[∑
i p
2
i q
−1
i∑
i qi
(
1− 1
K0
)
+ (1−K0)
]
(139)
Pour cette divergence le facteur d’invariance nominal K0 se calcule analyti-
quement et s’e´crit :
K0 =
(∑
j p
2
jq
−1
j∑
j qj
) 1
2
> 0 (140)
Il vient donc :
χ2N − χ2N,K0 =
∑
i
qi
[
K20
(
1− 1
K0
)
+ (1−K0)
]
=
∑
i
qi (1−K0)2 ≥ 0
(141)
4 - Alpha Divergence.
Avec l’expression de la Alpha divergence (5.15), il vient :
AC −ACK0 =
1
λa (λa − 1)
[∑
i
pλai q
1−λa
i
(
1−K1−λa0
)
− (1−K0)
]
(142)
Pour cette divergence le facteur d’invariance nominal K0 se calcule analyti-
quement et s’e´crit :
K0 =
(∑
j p
λa
j q
1−λa
j∑
j qj
) 1
λa
> 0 (143)
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Il vient donc finalement :
AC −ACK0 =
∑
i qi
λa (λa − 1)
[
Kλa0 − λaK0 − 1 + λa
]
(144)
Cette expression est toujours positive si K0 ≥ 0.
Le cas particulier λa → 0 conduit a` :
K0 − logK0 − 1 ≥ 0 (145)
De fac¸on analogue, λa → 1 conduit a` :
K0 logK0 −K0 + 1 ≥ 0 (146)
4 - Beta Divergence.
Avec l’expression de la Beta divergence (5.20), le calcul du facteur d’in-
variance nominal conduit a` :
K0 =
∑
i piq
λb−1
i∑
i q
λb
i
(147)
et on obtient apre`s quelques calculs :
BC −BCK0 =
∑
i q
λb
i
λb (λb − 1)
[
Kλb0 − λbK0 − 1 + λb
]
≥ 0 (148)
Cette expression est analogue a` celle obtenue pour la Alpha Divergence et
les cas particuliers s’en de´duisent imme´diatement.
Annexe 9 - Proble`mes de
re´gularisation de la NMF.
Dans cette annexe, on indique les difficulte´s qui apparaissent lors de la
construction d’algorithmes purement multiplicatifs re´gularise´s pour la NMF,
tels qu’ils sont propose´s dans la litte´rature [25] [79] [15].
Les algorithmes multiplicatifs non re´gularise´s tels qu’ils sont propose´s dans
la litte´rature de´die´e a` la NMF [25] [67] se de´duisent imme´diatement de la
methode SGM de´crite au chapitre 10.
Tous ces algorithmes ne prennent en compte que la contrainte de non-
ne´gativite´.
La me´thode propose´e dans la litte´rature peut se re´sumer de la fac¸on sui-
vante :
Pour une divergenceD (Y ‖HX) repre´sentant le terme d’attache aux donne´es,
la me´thode algorithmique consiste toujours comme il a e´te´ indique´ pre´ce´demment
a` effectuer alternativement un pas de descente en H, suivi d’un pas de des-
cente en X
En conside´rant qu’on qu’on a obtenu Hk+1 a` partir de Hk, Xk, l’algorithme
de base peut s’e´crire, en ce qui concerne la variable X par exemple, avec
X0 ≥ 0, sous la forme :
Xk+1nm = X
k
nm + α
kXknm
[
− ∂D
∂Xk
]
nm
(149)
Avec Uknm > 0 et V
k
nm > 0, il est toujours possible d’e´crire :[
− ∂D
∂Xk
]
nm
= Uknm − V knm (150)
Cela conduit a` :
Xk+1nm = X
k
nm + α
kXknm
[
Uknm − V knm
]
(151)
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On en de´duit un algorithme qui est a` la base des algorithmes purement
multiplicatifs :
Xk+1nm = X
k
nm + α
kXknm
[
Uknm
V knm
− 1
]
(152)
La direction de de´placement initiale Xk
[− ∂D
∂Xk
]
a bien sur e´te´ modifie´e, et
devient X
k
Vk
[− ∂D
∂Xk
]
, mais reste une direction de descente car V k est positif.
Apre`s quoi, en choisissant un pas de descente αk = 1 ∀k, on obtient la forme
purement multiplicative :
Xk+1nm = X
k
nm
[
Uknm
V knm
]
(153)
Dans le cas ou le terme d’attache aux donne´es est donne´ par l’e´cart quadra-
tique moyen :
D (Y ‖HX) =
∑
ij
[
Yij − (HX)ij
]2
(154)
L’algorithme multiplicatif s’e´crit a` partir de (153), avec H ≡ Hk+1 :
Xk+1nm = X
k
nm
[ (
HTY
)
(HTHXk)
]
nm
(155)
Cet algorithme a` e´te´ propose´ par Lee et Seung [67] ; c’est la transposi-
tion directe de l’algorithme ISRA [29], bien connu dans le domaine de la
de´convolution.
Dans le meˆme ordre d’ide´es, pour un terme d’attache aux donne´e qui est la
divergence de Kullback-Leibler, on obtient un algorithme purement multipli-
catif qui est la transposition imme´diate de l’algorithme de Richardson-Lucy
(RL) [83] [69] bien connu dans le domaine de la de´convolution, qui s’e´crit,
avec H ≡ Hk+1 :
Xk+1nm =
Xknm∑
lH
T
nl
[
HT
Y
HXk
]
nm
(156)
Comme dans tous les algorithmes de descente, la convergence est assure´e
par un calcul du pas de descente, de sorte qu’avec un pas de descente fixe
pour toutes les ite´rations, et e´gal a` 1, rien n’est garanti pour la convergence,
meˆme si la non-ne´gativite´ est assure´e sous re´serve du choix d’un ite´re´ initial
positif.
Dans le cas de la de´convolution, la de´monstration a e´te´ faite de la conver-
gence de tels algorithmes pour les deux divergences mentionne´es ci-dessus.
Dans le cas de la NMF, des algorithmes multiplicatifs ont e´te´ propose´s pour
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de nombreuses divergences dans l’ouvrage de Cichocki et al [25].
* Proble`mes lie´s a` la re´gularisation.
En ce qui concerne les algorithmes re´gularise´s, les choses se gatent un
peu.
En effet, toujours en ce qui concerne la variable X par exemple, il s’agit
maintenant de minimiser sous contrainte de non-ne´gativite´, une divergence
composite :
J (Y,HX) = D (Y ‖HX) + µ DR (X) (157)
ou DR (X) est le terme de pe´nalite´, et ”µ” le facteur de re´gularisation positif.
A la base, connaissant Xk et Hk, l’algorithme pour la variable X s’e´crit :
Xk+1nm = X
k
nm + α
kXknm
[
− ∂D
∂Xk
+ µ
(
−∂DR
∂Xk
)]
nm
(158)
La me´thode ge´ne´ralement propose´e dans la litte´rature consiste a` de´composer
− ∂D
∂Xk
en une diffe´rence de 2 termes positifs ”Uk” et ”V k” : − ∂D
∂Xk
= Uk−V k
comme propose´ ci-dessus, mais en revanche une telle de´composition n’est pas
applique´e sur le terme de re´gularisation −∂DR
∂Xk
, ce qui revient a` conside´rer
implicitement que ce terme est toujours positif.
Ceci est faux ; c¸a n’est vrai que pour certaines fonctions de pe´nalite´ (de la
forme DR (X) = ‖X‖2 par exemple).
A partir de la`, les choses s’enchainent ; l’algorithme propose´ s’e´crit d’abord :
Xk+1nm = X
k
nm + α
kXknm
[
Uknm − V knm + µ
(
−∂DR
∂Xk
)]
(159)
Puis :
Xk+1nm = X
k
nm + α
kXknm
[
Uknm
V knm + µ
(
∂DR
∂Xk
)
nm
− 1
]
(160)
Et enfin, en prenant un pas de descente e´gal a` ”1”, on obtient algorithme
multiplicatif qui s’e´crit :
Xk+1nm = X
k
nm + α
kXknm
[
Uknm
V knm + µ
(
∂DR
∂Xk
)
nm
]
(161)
Il est bien clair (en principe) que tout cela n’est valable que si[
V knm + µ
(
∂DR
∂Xk
)
nm
]
est strictement positif ; sinon on a transforme´
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un algorithme de descente en algorithme de monte´e.....
Les auteurs qui appliquent ce type d’algorithme indiquent pudiquement
que si le facteur de re´gularisation ”µ” est petit, tout se passe bien ; il est tout
aussi clair que tout se passe bien quel que soit ”µ” si le terme de pe´nalite´
est DR (X) = ‖X‖2, car dans ce cas le gradient du terme de pe´nalite´ est
positif.
Il faut mentionner que cette me´thode est la transposition a` la NMF d’un
algorithme assez ancien de´signe´ dans la litte´rature sous le nom de One Step
Late (OSL) duˆ a` P.J.Green [39], dans lequel l’auteur mentionne clairement
les limites d’utilisation de son algorithme.
En fait pour que tout cela fonctionne dans tous les cas, il faut
suivre ce qui a e´te´ indique´ au Chapitre 10 concernant la me´thode
SGM.
∗ Il faut de´composer l’oppose´ du gradient du terme de pe´nalite´
sous la forme : (
−∂DR
∂Xk
)
nm
= URknm − V Rknm (162)
Avec URknm ≥ 0 et V Rknm ≥ 0.
Puis, on e´crit dans un premier temps l’algorithme sous la forme :
Xk+1nm = X
k
nm + α
kXknm
[
Uknm − V knm + µ URknm − µ V Rknm + − 
]
(163)
On a : Uknm + µ UR
k
nm +  > 0 et V
k
nm + µ V R
k
nm +  > 0.
On en de´duit l’algorithme qui sera a` la base des algorithmes purement
multiplicatifs :
Xk+1nm = X
k
nm + α
kXknm
[
Uknm + µ UR
k
nm + 
V knm + µ V R
k
nm + 
− 1
]
(164)
Ce qui ne pose pas de proble`me du point de vue des proprie´te´s de descente
puisque V knm + µ V R
k
nm +  > 0.
Apre`s quoi, un algorithme purement multiplicatif est obtenu en prenant un
pas de descente e´gal a` ”1” pour toutes les ite´rations :
Xk+1nm = X
k
nm
[
Uknm + µ UR
k
nm + 
V knm + µ V R
k
nm + 
]
(165)
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Bien entendu, le meˆme raisonnement s’applique pour les ite´rations sur ”H”,
conduisant a` Hk+1 connaissant Hk et Xk.
Cependant, la convergence de ce type d’algorithme n’est pas de´montre´e en
toute ge´ne´ralite´ a` cause du choix particulier du pas de descente.
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