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Impact of Residual Additive Transceiver
Hardware Impairments on Rayleigh-Product
MIMO Channels With Linear Receivers:
Exact and Asymptotic Analyses
Anastasios Papazafeiropoulos, Member, IEEE, Shree Krishna Sharma, Member, IEEE,
Tharmalingam Ratnarajah, Senior Member, IEEE, and Symeon Chatzinotas, Senior Member, IEEE
Abstract— Despite the importance of Rayleigh-productAQ:1 1
multiple-input multiple-output channels and their experimental2
validations, there is no work investigating their performance3
in the presence of residual additive transceiver hardware4
impairments, which arise in practical scenarios. Hence, this5
paper focuses on the impact of these residual imperfections on the6
ergodic channel capacity for optimal receivers, and on the ergodic7
sum rates for linear minimum mean-squared-error (MMSE)8
receivers. Moreover, the low- and high-signal-to-noise ratio9
cornerstones are characterized for both types of receivers.10
Simple closed-form expressions are obtained that allow the11
extraction of interesting conclusions. For example, the minimum12
transmit energy per information bit for optimal and MMSE13
receivers is not subject to any additive impairments. In addition14
to the exact analysis, we also study the Rayleigh-product15
channels in the large system regime, and we elaborate on the16
behavior of the ergodic channel capacity with optimal receivers17
by varying the severity of the transceiver additive impairments.18
Index Terms— Ergodic capacity, Rayleigh-product channels,19
hardware impairments, massive MIMO, MMSE receivers.20
I. INTRODUCTION21
MULTIPLE-INPUT multiple-output (MIMO) systems22 have received an enormous attention in terms of under-23
standing the fundamental capacity limits of various mod-24
els [2]–[4]. However, the potential benefits of MIMO have25
been mostly considered in rich scattering conditions, described26
by a full rank channel matrix. In practice, there are environ-27
ments, where the “richness” is not fulfilled due to insufficient28
scattering [5] or the “keyhole” effect [6]. In such cases,29
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a rank deficiency, concerning the channel matrix, appears. 30
The physical explanation behind this rank deficiency is the 31
description of the double scattering effect1 [5]–[12]. This 32
phenomenon was experimentally validated in [8], [9], and [11], 33
while its mathematical characterization is given by the product 34
of two statistically independent complex Gaussian matrices. 35
Interestingly, when the antenna elements and the scattering 36
objects are sufficiently separated, the effective spatial correla- 37
tions can be ignored, resulting in the Rayleigh-product model.2 38
Plenty of works have studied the double scattering models in 39
different settings, and in particular, the double Rayleigh model, 40
which is the special case of double scattering model with 41
identity transmitter, scatter and receiver correlation matrices. 42
For example, the derivation of an ergodic capacity upper bound 43
for this channel was carried out in [12]. In particular, its 44
performance with the low complexity linear minimum mean- 45
squared-error (MMSE) receivers was investigated recently 46
in [13]. However, the misleading standard assumption in the 47
context of double Rayleigh channels, considered in the existing 48
literature, includes ideal transceiver hardware, which is far 49
from reality. 50
Inevitably, practical transceivers present hardware imper- 51
fections such as high power amplifier non-linearities and 52
in-phase/quadrature (I/Q) imbalance [14]–[25]. The hardware 53
impairments can be mainly classified into two categories. 54
In the first category, the effect of hardware impairments 55
is modeled as a multiplicative factor to the channel vector 56
causing channel attenuation and phase shifts. Note that this 57
factor cannot be incorporated by the channel vector by an 58
appropriate scaling of its covariance matrix or due to the 59
property of circular symmetry of the channel distribution, 60
1The double scattering effect includes both rank-deficiency and spatial
correlation.
2It should be noted that the Rayleigh product channel can lead to a
keyhole in the extreme case of only one scatterer. Although the keyhole
channel has been studied intensively in the literature, it is still unclear how
often this appears in real situations [9]. However, the Rayleigh product is a
generalization of the keyhole channel and can capture a much wider range of
scattering environments. In this direction, the next step would be to consider
parametric channel modes which depend on the angles or transmission and
arrival given a set of scattering clusters. This would require a different
analytical approach since the i.i.d. properties of the channel coefficients no
longer hold and it is reserved for future work.
0090-6778 © 2017 British Crown Copyright
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when it changes faster than the channel. An example is the61
phase noise, which accumulates within the channel coherence62
period [17], [26]. On the other hand, the aggregate effect from63
many impairments can be described by an additive system64
model [14], [15], [21]–[25], [27], [28], where the impairments65
are modeled as independent additive distortion noises at the66
base station (BS) as well as at the user. It is a well-established67
model due to its analytical tractability and the experimental68
verifications [15]. These kind of impairments emerge as resid-69
ual hardware impairments after the application of inadequate70
compensation algorithms. Several reasons lead to this inade-71
quacy such as the imperfect parameter estimation caused by72
the randomness and the time variation of the hardware charac-73
teristics, the inaccuracy coming from limited precision models,74
unsophisticated compensation algorithms, etc [14], [15].75
In particular, non-ideal hardware sets a finite capacity limit76
at high signal-to-noise ratio (SNR), where the authors77
considered only transmitter impairments [14], [15], [20].78
The impact of additive hardware impairments has been stud-79
ied for various channel models, e.g., point-to-point MIMO80
channels, amplify-and-forward (AF) relay systems, and het-81
erogeneous networks [20]–[22], [27]. This paper grapples82
with the thorough investigation of residual additive hardware83
impairments in Rayleigh-product MIMO channels, while mul-84
tiplicative impairments are left for future work.85
Turning the focus into the emerging technology of massive86
MIMO, where a BS is deployed with a large number of anten-87
nas and achieves a number of interesting properties such as88
high gain and the ease of implementation, most works assume89
ideal transceiver hardware [29]–[32]. Given that massive90
MIMO systems are supposed to be implemented with low-cost91
hardware, and hence are more prone to impairments, this is a92
strong assumption. As a result, there is a meaningful turn of the93
attention towards the direction of previous study regarding the94
hardware impairments [26], [27]. For example, [26] showed95
that massive MIMO systems are more tolerant to hardware96
impairments. Moreover, the authors in [27], considering the97
additive transceiver impairments, extended the analysis of [20]98
to massive MIMO for arbitrary SNR values. It is worthwhile99
to mention that the double scattering channel has been already100
investigated for massive MIMO systems, which is one of the101
prominent technologies for 5G of [34] and [35]. Moreover,102
it should be noted that the keyhole channel is a first step103
towards the double scattering channels which is a suitable104
model for characterizing the scattering limitations of higher105
frequencies envisaged in the fifth generation (5G) networks.106
Although these models have limitations in terms of accurately107
matching the measurement campaigns, we believe that they108
will remain useful tools for theoretical analysis of wireless109
system performance.3110
In this paper, assuming that the channel state informa-111
tion (CSI) is not known at the transmitter side but it is112
perfectly known at the receiver, we focus on the investigation113
of the ergodic capacity with residual transceiver impairments114
3It is worthwhile to mention with a fair degree of caution that this model
has not been validated by measurements and at this stage, it should be treated
as a proposed model rather than the correct model.
in the context of double Rayleigh channels with optimal 115
and linear receivers (MMSE) in both regimes of finite and 116
asymptotically large MIMO.4 It is worthwhile to mention that 117
the study of double Rayleigh channels is quite important in 118
massive MIMO systems and millimeter wave (mmWave) com- 119
munications suggested for the forthcoming 5G networks. For 120
example, in urban environments, double Rayleigh channels 121
are more probable, and it is crucial to investigate their realistic 122
behavior when residual hardware impairments are considered. 123
Due to high operating frequencies and wider bandwidths, it is 124
important to analyze the effect of transceiver hardware impair- 125
ments for the realistic performance evaluation of mmWave 126
systems [35], [36]. In this regard, recent experimental results in 127
the literature [36] have demonstrated that the achievable data 128
rate in wideband mmWave systems is severely limited by the 129
local oscillator phase noise resulted due to the multiplicative 130
noise added while performing frequency multiplication of low- 131
frequency local oscillator to a high frequency. 132
Furthermore, it is of great interest to show how the defi- 133
ciency of the channel matrix, i.e., the number of scatterers 134
affects the capacity by means of a thorough analysis in the 135
presence of the residual impairments in both the conventional 136
and large numbers of antennas regimes. In fact, although [13] 137
provides a similar analysis, we clearly differentiate from this, 138
since we incorporate the inevitable residual additive trans- 139
ceiver impairments. In addition, the current paper delves into 140
the large system limit, thus leading to further insights. To the 141
best of our knowledge, there appears to be no analytical results 142
investigating the impact of transceiver impairments for double 143
Rayleigh channels.5 In this direction, this paper provides the 144
following specific contributions: 145
• We study the ergodic channel capacity with optimal 146
receivers and the achievable sum-rate with linear MMSE 147
receivers for double Rayleigh channels in the presence 148
of residual transceiver hardware additive impairments. 149
Specifically, we derive novel exact analytical expressions. 150
• Towards obtaining more engineering insights, we further 151
investigate the low and high-SNR regimes by deriv- 152
ing simple closed-form expressions for each type of 153
receiver. These results shed more light on the performance 154
of rank deficient channels in the realistic case, where the 155
inevitable imperfect hardware is present. 156
• Based on the proposed system model, we provide the 157
ergodic channel capacity with optimal receivers for dou- 158
ble Rayleigh channels under the presence of residual 159
hardware impairments in the large system limit by using 160
a free probability (FP) analysis. 161
The remainder of the paper is organized as follows: 162
Section II presents the system and signal models with both 163
ideal and imperfect hardware. In Section III, we provide a 164
detailed study of ergodic capacity for Rayleigh-product chan- 165
nels with optimal receivers including the characterization of 166
the low and high-SNR regimes. To this direction, we perform 167
4Among the linear receivers, we have chosen the MMSE receivers because
they provide the higher performance with reasonable complexity, especially,
in the large system regime, where the statistical expressions become deter-
ministic.
5The behaviour of double Rayleigh channels in the large system limit
without any transceiver hardware impairments has been studied only in [33].
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a similar analysis for the sum-rate of linear MMSE receivers168
in Section IV. With concern to the large system limit, where169
the numbers of antennas and scatterers tend to infinity, but170
with a given ratio, Section V elaborates on the investigation of171
Rayleigh-product MIMO channels in the presence of hardware172
impairments in the large antenna regime. Finally, concluding173
remarks are given in Section VI.174
Notation: Vectors and matrices are denoted by boldface175
lower and upper case symbols. The ⊗ symbol denotes the Kro-176
necker product. The transpose, Hermitian transpose, and trace177
operators are represented by (·)T, (·)H, and tr(·), respectively.178
Additionally,  (z) = ∫ ∞0 t z−1e−t dt and Gm,np,q (
x |α1, . . . , αp
β1 . . . , βq )
179
are the Gamma function [37, eq. (8.310)] and the Meijer180
G-function [37, eq. (9.301)], respectively. The form of A/B,181
where A and B are matrices, denotes AB−1 with B−1 standing182
for the inverse of the matrix B. The first and the second deriv-183
atives are denoted by ∂∂ρ or (·)
′
and ∂2
∂ρ2
or (·)′′ , respectively.184
The expectation operator and the determinant of a matrix185
are denoted by E [·] and det (·), respectively. The notations186
C M and C M×N refer to complex M-dimensional vectors and187
M × N matrices, respectively. The diag{·} operator generates188
a diagonal matrix from a given vector, and IN denotes the189
identity matrix of size N . Moreover, b ∼ CN (0,) denotes190
a circularly symmetric complex Gaussian vector with zero-191
mean and covariance matrix  signifies the positive part of192
its argument, while X ∼ CN (M, ⊗ ) denotes that X is a193
Gaussian distributed matrix with mean matrix M ∈ Cp×q and194
covariance matrix  ⊗  where  ∈ Cp×p and  ∈ Cq×q195
are Hermitian matrices with p ≤ q .196
II. SYSTEM MODEL197
We take into consideration the canonical flat-fading point-198
to-point MIMO channel with M transmit antennas and199
N receive antennas, as depicted in Fig. 1(a). Mathematically200
speaking, the received signal in vector form is written as201
y = Hx + z, (1)202
where x ∈ C M×1 is the zero-mean transmit Gaussian vector203
with covariance matrix E
[
xxH
] = Q = ρM IM , and z ∼204
CN (0, IN ) denotes the additive white Gaussian noise (AWGN)205
noise vector at the receiver. Note that ρ represents the SNR,206
since we have assumed that the channel gain and receiver207
noise power are normalized. Especially, H ∈ CN×M ∼208
CN (0, IN ⊗ IM ) represents the Rayleigh-product MIMO209
channel, exhibiting flat-fading in the presence of a number210
of scatterers. More concretely, H is described as211
H = 1√
K
H1H2, (2)212
where H1 ∈ CN×K ∼ CN (0, IN ⊗ IK ) and H2 ∈ CK×M ∼213
CN (0, IK ⊗ IM ) are random matrices with K quantifying the214
number of scatterers in the propagation environment [6].215
Unfortunately, the common assumption of ideal hardware,216
possibly leading to misleading results, is not realistic because217
both the transmitter and the receiver suffer from certain218
inevitable additive impairments such as I/Q imbalance and219
high power amplifier (HPA) nonlinearities [14]. In fact,220
Fig. 1. (a) Conventional Rayleigh-product MIMO system with K scatterers
and ideal transceiver hardware. (b) Rayleigh-product MIMO system with K
scatterers and residual additive transceiver hardware impairments.
mitigation schemes are applied at both the transmitter and 221
the receiver. However, the emergence of various distortion 222
noises is unavoidable due to residual impairments [14], [15], 223
[22], [26]. Consequently, hardware transmit impairments 224
induce a mismatch between the intended signal and what 225
is actually transmitted during the transmit processing, and 226
similarly, a distortion of the received signal at the receiver side 227
is produced due to imperfect receiver hardware. As mentioned 228
in Section-I, these residual impairments can be modeled in 229
terms of distortions, which can be: a) multiplicative, when 230
the received signals are shifted in phase; b) additive, where 231
the distortion noise is added with a power proportional to the 232
transmit signal power and the total received signal power; 233
and c) amplified thermal noise. A generic model, including 234
all these hardware impairments, is written as
AQ:4
235
yn = nH
(
nxn + ηt,n
) + ηr,n + ξn, (3) 236
where the additive terms ηt,n and ηr,n denote the 237
distortion noises at time n coming from the resid- 238
ual impairments in the M antennas transmitter and N 239
antennas receiver, respectively, as shown in Fig. 1(b). 240
Moreover, n = diag
{
e jθ
(1)
n , . . . , e jθ
(N)
n
}
∈ CN×N 241
is the phase noise sample matrix because of the imperfections 242
in the local oscillators (LOs) of the receiver, while n = 243
diag
{
e jψ
(1)
n , . . . , e jψ
(M)
n
}
∈ CM×M is the the phase noise 244
sample matrix because of the imperfections in the LOs. The 245
phase noise expresses the distortion in the phase due to the 246
random phase drift in the signal coming from the LOs of both 247
the transmitter and the receiver during the up-conversion of the 248
baseband signal to passband and vice versa. The phase noise 249
during the nth time slot can be described by a discrete-time 250
independent Wiener process, i.e., the phase noises at the LOs 251
of the mth antenna of the transmitter and kth antenna of the 252
receiver are modeled as [26] 253
ψm,n = ψm,n−1 + δψmn (4) 254
θk,n = θk,n−1 + δθkn , (5) 255
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where δψmn ∼ N (0, σ 2ψm ) and δ
θk
n ∼ N (0, σ 2θk ). Note that256
σ 2i = 4π2 fcci Ts, i = ψm , θk describes the phase noise257
increment variance with Ts, ci , and fc being the symbol258
interval, a constant dependent on the oscillator, and the carrier259
frequency, respectively. Furthermore, some components such260
as the low noise amplifier and the mixers at the receiver261
engender an amplification of the thermal noise, which appears262
as an increase of its variance [26]. In fact, the total effect263
ξn can be modeled as Gaussian distributed with zero-mean264
and variance ξnIN , where σ 2 = 1 ≤ ξn is the corre-265
sponding parameter of the actual thermal noise. Note that all266
the impairments are time-dependent because they take new267
realizations for each new data signal. Remarkably, the recent268
work in [38] proposed the rate-splitting approach as a robust269
method against the residual multiplicative transceiver hardware270
impairments. Although these impairments are residual [38],271
this work showed the robustness of rate-splitting over the272
multiplicative impairments, while the additive impairments273
can be mitigated with this approach. Note that the topic of274
further dealing with other methods and strategies to mitigate275
the residual impairments is left for future work.276
Focusing on the manifestation of only the residual additive277
transceiver impairments, the generic model, after absorbing the278
subscript n, becomes6279
y = H(x + ηt
) + ηr + z (6)280
= hm xm +
M∑
i=1,i 	=m
hi xi + Hηt + ηr + z, (7)281
where, xm is the transmit signal from the mth transmit antenna.282
A general approach, validated by measurement results, consid-283
ers the assumption that the transmitter and the receiver distor-284
tion noises are Gaussian distributed with their average power285
being proportional to the average signal power [14], [15], [27],286
and references therein.7 In other words, the distortion noises287
are modelled as8288
ηt ∼ CN (0, δ2t diag (q1, . . . , qM )), (8)289
ηr ∼ CN (0, δ2r tr (Q) IN ), (9)290
where δ2t and δ2r are proportionality parameters describing the291
severity of the residual impairments in the transmitter and292
6Note that (7) reduces to the ideal model (1) for δt = δr=0, which indicates
ideal hardware on both sides of the transceiver.
7The circularly-symmetric complex Gaussianity, verified experimen-
tally (see e.g., [39, Fig. 4.13], can be also justified by means of the central
limit theorem (CLT), since we assume the aggregate contribution of many
independent impairments.
8Two basic approaches in the literature are followed for describing the
receive distortion noises. Their difference lies on both the mathematical
expression and physical meaning, where two types of randomness appear
when the received power is measured. The first approach includes the
channel variations, while the second one concerns the energy-variations in the
waveform/modulation (the Gaussian codebook in our case). Hence, in several
works (see [26]), the authors take the average over the waveform/modulation,
i.e., the transmit signal, but not over the channel coefficients. For the sake
of simplified mathematical exposition and analysis, in this work, we follow
the second approach, where we take the average over both the channel vari-
ations and the waveform [22], [27]. Following this direction, our analysis is
more tractable, while revealing at the same time all the interesting properties.
It is worthwhile to mention that the model that is closest to reality does not
apply any average.
the receiver. Moreover, q1, . . . qN are the diagonal elements 293
of the signal covariance matrix Q. Hence, taking into account 294
for the form of the covariance matrix Q, the additive trans- 295
ceiver impairments are expressed as 296
ηt ∼ CN (0, δ2t ρM IM ), (10) 297
ηr ∼ CN (0, δ2r ρIN ). (11) 298
In the following sections, we provide the theoretical analysis 299
and we verify the analytical results with the help of numerical 300
results. Subsequently, we illustrate the impact of impairments 301
on the ergodic capacity of Rayleigh-product channels with 302
optimal receivers and the ergodic sum rate of the Rayleigh- 303
product channels with MMSE receivers. 304
III. ERGODIC CHANNEL CAPACITY ANALYSIS 305
In this section, we investigate the impact of residual hard- 306
ware impairments on the ergodic channel capacity of Rayleigh- 307
product MIMO channels with optimal receivers, when the 308
number of antennas is arbitrary, but finite. Also, we assume 309
that no CSI is known at the transmitter side but it is perfectly 310
known at the receiver. In particular, the following proposition 311
allows us to express the ergodic capacity, when optimal 312
receivers are employed. Actually, it provides the starting point 313
for the subsequent derivations. 314
Proposition 1: The ergodic channel capacity of a prac- 315
tical Rayleigh-product MIMO channel with optimal linear 316
receivers, but with residual additive transceiver impairments 317
under the constraint tr Q ≤ ρ is given by 318
Copt(ρ,M,N,K ,δt ,δr) = E
[
log2det
(
IN + ρM HH
H−1
)]
, (12) 319
where = ρK M δ2t H1H2HH2 HH1 +
(
ρδ2r + 1
)
IN . 320
Proof: It can be seen that (7) is an instance of the standard 321
MIMO channel given by (2) for any channel realizations 322
H1, H2 and transmit signal covariance matrix Q, being a scaled 323
identity matrix, but with a different noise covariance given 324
by 325
 = δ
2
t
K
H1H2diag(q1, . . . , qM)HH2HH1 +
(
δ2r tr Q+1
)
IN . (13) 326
In such case, the ergodic capacity is written as 327
Copt (ρ,M,N,K )= max
Q:trQ≤ρE
[
log2det
(
IN +HQHH−1
)]
. 328
Taking into account for the sufficiency and optimality of the 329
input signal x, since it is Gaussian distributed with covariance 330
matrix Q = ρM IM [2], the proof is concluded. Note that there 331
is no need of optimization of Q, since we have no CSIT. For 332
this reason, we use unit covariance. 333
In what follows, we refer to m = max(M, N), n = 334
min(M, N), p = max(m, K ), q = min(m, K ), s = 335
min(K , n), t = max(K , n), and δ˜2t = 1 + δ2t , as well as 336
for notational convenience we denote f1 (ρ) =
ρ
K M
(
1+δ2t
)
ρδ2r +1 and 337
f2 (ρ) =
ρ
K M δ
2
t
ρδ2r +1 . 338
IEE
E P
ro
of
PAPAZAFEIROPOULOS et al.: IMPACT OF RESIDUAL ADDITIVE TRANSCEIVER HARDWARE IMPAIRMENTS 5
A. Exact Expression339
Herein, we focus on the study of realistic Rayleigh-product340
channels with optimal receivers. In particular, the following341
theorem, presenting the ergodic capacity of Rayleigh-product342
channels with optimal receivers in the presence of hardware343
impairments, being one of the main contributions of this paper,344
is of high interest.345
Theorem 1: The ergodic capacity of practical Rayleigh-346
product channels with optimal receivers, accounting for resid-347
ual additive hardware transceiver impairments, is given by348
Copt(ρ, M, N, K , δt , δr) = A (C1(ρ, M, N, K , δt , δr)349
−C2(ρ, M, N, K , δt , δr)), (14)350
where351
A = K
ln 2
s∑
i=1
s∑
j=1
Gi, j
 (p − s + j) (15)352
with353
K =
(
s∏
i=1
 (s − i + 1)  (t − i + 1)
)−1
, (16)354
and Gi, j is the (i, j )th cofactor of an s × s matrix G355
whose (u, v)th entry is356
[G]u,v =  (t − s + u + v − 1) .357
Especially, regarding Ci for i = 1, 2, we have358
Ci (ρ, M, N, K , δt , δr) = G4,21,4
(
f i | a1, a2, 1, 11, 0
)
, (17)359
where a1 = s + 2 − i − j − t , and a2 = s + 1 − p − j .360
Proof: See Appendix B.361
Remark 1: In the case of ideal transceiver hardware, where362
δt = δr = 0, Theorem 1 coincides with [13, Lemma 3].363
The complicated expression of the capacity of optimal364
receivers, provided by Theorem 1 does not allow a simple365
analysis that would reveal the impact of various system366
parameters. Hence, we focus onto the asymptotic high and low367
SNR regimes. In fact, we derive simple expressions enabling368
valuable physical insights into the system performance.369
Fig. 2 presents the per-antenna ergodic capacity of370
Rayleigh-product channels with optimal receivers considering371
K = 3, M = 4, N = 5. Both theoretical and simulated372
results are presented for the cases with and without residual373
transceiver hardware impairments.9 The theoretical curve for374
the case without impairments was obtained by following the375
analysis considered in [13]. Whereas, the theoretical curves for376
the practical case with hardware impairments were obtained377
by evaluating (14). Furthermore, the simulated curves were378
obtained by averaging the corresponding capacities over 103379
random instances of H1 and H2. It can be noted from Fig. 2380
that the proposed capacity expression matches well with the381
Monte Carlo (MC) simulation for the arbitrary finite values of382
9The impairment values of 0.08 or 0.15 are selected based on the required
Error Vector Magnitude (EVM) at the transmit-side RF of the LTE system
[40, Sec. 14.3.4] and we assume that RF distortion at the receive-side is similar
to the transmit-side RF distortion [29].
Fig. 2. Per-antenna ergodic capacity of Rayleigh product channels with
optimal receivers for different levels of impairment severity at the transmitter
and receiver (K = 3, M = 4, N = 5).
K , M and N . Most importantly, we note that in the absence 383
of residual hardware impairments, i.e., δt = 0, δr = 0, the per- 384
antenna ergodic capacity monotonically increases with the 385
increase in the value of ρ. However, in the presence of residual 386
hardware impairments, the ergodic capacity first increases with 387
the increase in the value of ρ and then gets saturated after a 388
certain value of ρ. Besides, the capacity gap in the presence 389
of impairments as compared to the case without impairments 390
increases with the increase in the value of ρ. Moreover, another 391
important observation from Fig. 2 is that the per-antenna 392
ergodic capacity decreases with the increase in the severity 393
of the residual hardware impairments. In particular, the lower 394
the quality of transceiver hardware (higher severity), the earlier 395
the saturation point appears. 396
In addition, Fig. 2 demonstrates the effect of different 397
levels of impairments at the transmitter and receiver sides. 398
In order to evaluate the effect of impairments present in one 399
side (transmit/receive), the impairment value on the other 400
side (receive/transmit) is set to be zero. It can be observed 401
that at higher SNR values, the effect of δr is more severe 402
than that of δt and this severity increases as the value of the 403
corresponding impairment increases. 404
In order to illustrate the effect of the number of scatterers, 405
we plot per-antenna ergodic capacity versus K in Fig. 3 406
considering ρ = 20 dB, M = 4, N = 5. It can be noted 407
that the per-antenna ergodic capacity first increases with the 408
value of K and then tends to saturate after a certain value. 409
Moreover, the per-antenna capacity versus K decreases with 410
the increase in the severity of the impairments. Also, the satu- 411
ration with the variation in K occurs earlier for the higher 412
value of impairments. Herein, we observe a known effect 413
taking place in MIMO channels. More specifically, please note 414
that the capacity increases with K until K = N = 5. Then, 415
the saturation tends to start. The reason behind this is by 416
increasing the number of receive antennas N , the amount of 417
received power is increased, but if we increase the number of 418
transmit antennas in the second MIMO product, the power is 419
split between all transmit antennas, and the power instead of 420
increasing, it saturates. 421
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Fig. 3. Per-antenna ergodic capacity versus number of scatterers for Rayleigh
product channels with optimal linear receivers (ρ = 20 dB, M = 4, N = 5).
B. High-SNR Analysis422
Due to the complexity of (14) describing the ergodic capac-423
ity, we perform a high-SNR analysis to provide further insights424
on the impact of the residual additive transceiver imperfections425
on the achievable capacity in that regime.426
In particular, the high-SNR region is characterized by the427
affine expansion [41]428
C (ρ, M, N, K , δt , δr) = S∞
(
ρ|dB
3dB
− L∞
)
+ o (1) , (18)429
where the two relevant parameters430
S∞ = lim
ρ→∞
C (ρ, M, N, K , δt , δr)
log2 ρ
(19)431
and432
L∞ = lim
ρ→∞
(
log2 ρ −
C (ρ, M, N, K , δt , δr)
S∞
)
(20)433
denote the high-SNR slope in bits/s/Hz/(3 dB) and the434
high-SNR offset in 3 dB units, respectively. Note that435
3 dB=10 log10 2.436
Proposition 2: In the high-SNR regime (ρ → ∞), the437
slope S∞ and power offset L∞ of Rayleigh-product channels438
with optimal receivers, accounting for residual additive hard-439
ware transceiver impairments are given by440
S∞ = 0 bits/s/Hz (3 dB), (21)441
and442
L∞ = E
[
log2 det
(
1
M δ˜
2
t W+δ2r Is
1
M δ
2
t W+δ2r Is
)]
, (22)443
where444
W = 1
K
⎧
⎪⎨
⎪⎩
HH2H
H
1 H1H2 if s = M
HH1H1H2H
H
2 if s = K
H1H2HH2 H
H
1 if s = N,
. (23)445
Proof: See Appendix C.446
Clearly, the high-SNR slope is zero, i.e., the capacity of447
optimal receivers increases unsaturated. In most cases, this448
constant depends on the number of scatterers, since this449
number is the smallest one among M , K , N in Rayleigh-450
product MIMO channels.451
C. Low-SNR Analysis 452
In the regime of low-SNR, the study of the capacity in terms 453
of EbN0 is preferable than the per-symbol SNR, ρ. In particular, 454
the capacity in this region is well approximated according 455
to [42] by 456
Copt
(
Eb
N0
)
≈ Sopt0 log2
⎛
⎝
Eoptb
N0
Eb
N0min
⎞
⎠, (24) 457
where the two involved parameters E
opt
b
N0min and S
opt
0 represent 458
the minimum transmit energy per information bit and the 459
wideband slope, respectively. Interestingly, we can express 460
them in terms of the first and second derivatives of Copt (ρ) 461
as 462
Eoptb
N0min
= lim
ρ→0
ρ
Copt (ρ)
= 1
C˙opt (0)
, (25) 463
Sopt0 = −
2
[
C˙opt (0)
]2
C¨opt (0)
ln2. (26) 464
According to [43], the low-SNR analysis in terms of the 465
wideband slope can illustrate : i) how the low spectral effi- 466
ciency values are obtained, when a given data rate (b/s) is 467
transmitted through a very large bandwidth. Note that large 468
bandwidth transmission, known also as millimeter-wave trans- 469
mission, is an emerging technology for the future 5G systems. 470
Hence, the study of the wideband slope is quite informative. 471
A scenario includes the case where a given bandwidth is used 472
to transmit a very small data rate. As a result, the “wideband 473
regime” is to be understood as encompassing any scenario 474
where the number of information bits transmitted per receive 475
dimension is small. 476
Proposition 3: In the low-SNR regime (ρ → 0), the mini- 477
mum transmit energy per information bit E
opt
b
N0min and the wide- 478
band slope Sopt0 of Rayleigh-product channels with optimal 479
receivers, accounting for residual additive hardware transceiver 480
impairments, are given by 481
Eoptb
N0min
= ln 2N (27) 482
and 483
Sopt0 = 2K M N(1+2δ2t )(1+M N+K(M+N))+2K Mδ2r . (28) 484
Proof: See Appendix D. 485
Eoptb
N0min denotes the minimum normalized energy per informa- 486
tion bit required to convey any positive rate reliably. Interest- 487
ingly, as in [27], the minimum transmit energy per information 488
bit E
opt
b
N0min does not depend on the channel impairments. 489
Actually, E
opt
b
N0min coincides with its value in the ideal case of no 490
hardware impairments, i.e., it is inversely proportional to the 491
number of receive antennas, and is independent of the number 492
of transmit antennas and the number of scatterers. However, 493
the wideband slope decreases with hardware impairments, 494
i.e., the number of information bits transmitted per receive 495
dimension reduces. 496
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IV. ERGODIC SUM-RATE ANALYSIS497
OF MMSE RECEIVERS498
This is the main section, where the ergodic sum-rate with499
MMSE receivers, is obtained under the practical consideration500
of additive hardware impairments. Although the probability501
density function (PDF) of the SINR with MMSE receiver is502
not available, we follow an approach similar to [14] and [45]503
to obtain the exact expression for the rate corresponding to504
the optimal receiver.505
More concretely, in the case of recovery of the signal x506
after multiplication of the received signal y with a linear filter,507
the instantaneous received SINR changes depending on the508
type of the filter. Henceforth, our study focuses on the impact509
of the residual RF transceiver impairments in the case that the510
linear MMSE receiver, having the form511
W =
√
M
ρ
R−1g HH, (29)512
is applied. Note that Rg is given by513
Rg = HHH + δ2t HHH + M
(
δ2r + ρ−1
)
IM . (30)514
We proceed with the presentation of the corresponding515
SINR by following a similar procedure to [45]. Hence,516
the instantaneous received SINR for the mth MMSE receiver517
element in the presence of residual additive hardware impair-518
ments can be written as519
γ MMSEm = 1[(IM+ ρM HH −1H)−1
]
m,m
− 1. (31)520
Taking into account for independent decoding across the521
filter outputs, the ergodic sum-rate of the system with MMSE522
receiver is expressed by523
CMMSE(ρ,M,N,K ,δt ,δr)=
M∑
i=1
Eγi
{
log2
(
1+γ MMSEi
)}
. (32)524
A. Exact Expression525
Theorem 2: The ergodic achievable sum-rate of practical526
Rayleigh-product channels with MMSE receivers, accounting527
for residual additive hardware transceiver impairments, reads528
as529
CMMSE (ρ, M, N, K , δt , δr)530
= MCopt (ρ, M, N, K , δt , δr)531
−MCopt
(
M − 1
M
ρ, M − 1, N, K , δt ,
√
M
M−1δr
)
, (33)532
where Copt (ρ, M, N, K , δt , δr) is given by (12).533
Proof: See Appendix E.534
Remark 2: The resemblance of Theorem 2 with [13, Th. 1]535
is noteworthy, however the current Theorem is more general,536
since it includes the effects of the residual transceiver impair-537
ments by means of δt and δr. When δt = δr = 0, i.e., in538
the case of no hardware impairments, (33) coincides with539
[14, Th. 1].540
In Fig. 4, we compare the per-antenna ergodic achievable541
sum-rate of Rayleigh-product channels with MMSE receivers542
Fig. 4. Per-antenna achievable sum-rate of Rayleigh product channels with
MMSE receivers (K = 3, M = 4, N = 5).
Fig. 5. Comparison between optimal and MMSE receivers in Rayleigh
product channels with parameters (K = 3, M = 4, N = 5).
assuming K = 3, M = 4, N = 5. As for the case 543
of optimal receivers in Fig. 2, we demonstrate the perfect 544
agreement between the analytical and the simulated results. 545
The theoretical curves with residual hardware impairments 546
were obtained by evaluating (33) in Theorem 2. It can be 547
depicted from Fig. 4 that the per-antenna ergodic rate of 548
MMSE receivers decreases with the increase in the severity of 549
the impairments. Another observation is that the rate curves 550
with the residual hardware impairments saturate after a certain 551
value of ρ. In order to provide insights on the differences of 552
optimal receiver and MMSE receivers, we also provide the 553
comparison between MMSE and optimal receivers in Fig. 5 554
considering both the cases with and without the impairments. 555
As expected, the performance of MMSE receivers is less than 556
the performance of the optimal for all the considered cases. 557
B. High-SNR Analysis 558
Proposition 4: In the high-SNR regime (ρ → ∞), the 559
slope S∞ and the power offset L∞ of Rayleigh-product chan- 560
nels with MMSE receivers, accounting for residual additive 561
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hardware transceiver impairments are given by562
S∞ =
⎧
⎨
⎩
s bits/s/Hz (3 dB) if M = s
0 if M > s,
(34)563
L∞ =
⎧
⎨
⎩
(s−1)E
[
log2 det
(
1
s
δ˜2t W+δ2r Is
1
s δ
2
t W+δ2r Is
)]
if M = s
∞ if M > s
. (35)564
Proof: See Appendix F.565
Proposition 5 indicates that the high-SNR slope equals566
to M only if M is smaller than K and N . However, given567
that we assume a rank deficient channel, the high-SNR slope568
becomes 0. The same result occurs when the number of569
receive antennas is insufficient. The reason behind this is570
the prevention of the perfect cancellation of the co-channel571
interference. The channel becomes interference-limited and the572
SINR saturates at high SNR, i.e., the achievable rate does not573
scale with the SNR.574
C. Low-SNR Analysis575
The characterization of the minimum transmit energy576
per information bit and the wideband slope, when MMSE577
receivers are employed with transceiver hardware impairments,578
takes place in this section.579
Proposition 5: In the low-SNR regime (ρ → 0), the min-580
imum transmit energy per information bit E
MMSE
b
N0min and the581
wideband slope SMMSE0 of Rayleigh-product channels with582
MMSE receivers, accounting for residual additive hardware583
transceiver impairments are given by584
EMMSEb
N0min
= ln 2N (36)585
and586
SMMSE0 = 2K M N(2K Mδ2r+((2 M−1)(N+K )+K N+1)(1+δ2t ))(1+δ2t ) . (37)587
Proof: See Appendix G.588
Remark 3: Increasing the transmit hardware impairment,589
EMMSEb
N0min increases. Moreover, the wideband slope depends on590
both transmit and receive impairments. In fact, when the qual-591
ity of the transceiver hardware becomes worse, the wideband592
slope decreases.593
Figs. 6 and 7 illustrate the per-antenna ergodic capac-594
ity and the achievable sum-rate versus Eb/N0 for optimal595
and MMSE receivers, respectively. The results for optimal596
receivers were plotted by following the low-SNR analysis597
presented in Section III-C. Similarly, for the case of MMSE598
receivers, the low-SNR analysis presented above was taken599
into account. It can be noted for the case of optimal receivers,600
all curves with and without impairments converge at the601
minimum Eb/N0 value, i.e., Eb/N0min. The capacity gap with602
respect to the case without impairments increases with the603
increase in the value of Eb/N0 by means of an increase of604
the wideband slope as lower quality transceiver hardware is605
used.606
Fig. 6. Per-antenna ergodic capacity versus Eb/N0 for optimal receivers.
Fig. 7. Per-antenna achievable sum-rate versus Eb/N0 for MMSE receivers.
V. ASYMPTOTIC SUM-RATE ANALYSIS OF 607
OPTIMAL LINEAR RECEIVERS 608
In this section, we provide the asymptotic analysis in the 609
presence of residual additive transceiver impairments for the 610
ergodic capacity and the achievable sum-rate of Rayleigh- 611
product MIMO channels with optimal receivers. Employing 612
tools from large RMT, and in particular, conducting a free 613
probability analysis [1], [21], [22], we shed light on the 614
effect of hardware imperfections on large MIMO deployments. 615
Contrary to existing literature that usually employs a determin- 616
istic equivalent analysis, we use FP because it requires just 617
a polynomial solution instead of fixed-point equations, and 618
allows us to provide a thorough characterization of the impact 619
of the residual transceiver impairments on the performance of 620
Rayleigh-product MIMO channels in the large antenna limit. 621
The following variable definitions allow us to simplify the 622
analysis. Specifically, we denote 623
N˜1 = HH1 H1 (38) 624
N˜2 = H2HH2 (39) 625
K = N˜2N˜1, (40) 626
where the number of transmit and receive antennas (M and N) 627
as well as the number of scatterers K tend to infinity with 628
IEE
E P
ro
of
PAPAZAFEIROPOULOS et al.: IMPACT OF RESIDUAL ADDITIVE TRANSCEIVER HARDWARE IMPAIRMENTS 9
given ratios β = MK and γ = KN . Note that the study of the629
Rayleigh-product does not mean necessarily that K must be630
small. However, since we examine a rank deficient channel,631
where M > K , we have s = K .632
Letting the system dimensions tend to infinity while keeping633
their finite ratios β and γ fixed, we can obtain the asymptotic634
limit of the capacity per receive antenna, if we divide it by N635
and write (12) as636
C˜opt(ρ,β,γ,δt,δr)= C˜opt1 (ρ,β,γ,δt,δr)−C˜opt2 (ρ,β,γ,δt,δr),637
(41)638
where C˜opti for i = 1, 2 is expressed as639
C˜opti =
1
N
lim
K ,M,N→∞E
[
log2 det
(
IK + fi H2HH2HH1 H1
)]
640
= K
N
lim
K ,M,N→∞E
⎡
⎣ 1
K
K∑
j=1
log2
(
1+ fi Kλ j
(
1
K
K
))
⎤
⎦641
→ γ
∫ ∞
0
log2(1+ fi K x) f ∞K
K
(x) dx . (42)642
Note that λ j
( 1
K K
)
is the j th ordered eigenvalue of643
matrix 1K K, and f ∞1
K K
denotes the asymptotic eigenvalue prob-644
ability density function (a.e.p.d.f.) of 1K K. In the asymptotic645
numbers of antennas and scatterers limit, the per receive646
antenna ergodic capacity of Rayleigh-product MIMO channels647
with residual transceiver hardware impairments, is provided by648
the following theorem.10649
Theorem 3: The per receive antenna ergodic capacity of650
Rayleigh-product MIMO channels for optimal receivers in651
the presence of additive transceiver impairments, when the652
number of transmit and receive antennas (M and N) as well653
as the number of scatterers K tend to infinity with given654
ratios β and γ , is given by655
C˜opt (ρ, β, γ, δt, δr)→γ
∫ ∞
0
log2
(
1+ f1K x
1+ f2K x
)
f ∞K
K
(x)dx, (43)656
where C˜opt = Copt/N is the per receive antenna ergodic capac-657
ity, while the a.e.p.d.f. of KK f ∞K
K
is obtained by finding the658
imaginary part of its Stieltjes transform S for real arguments.659
Proof: See Appendix H.660
In order to validate our asymptotic analysis of the ergodic661
capacity of optimal linear receivers presented in Subsec-662
tion IV.A, we plot the a.e.p.d.f. of K in Fig. 8, where the663
histogram represents the p.d.f. of the matrix K calculated664
numerically based on MC simulations. Furthermore, the solid665
line depicts the a.e.p.d.f. obtained by solving the polymo-666
nial (78) of the Stieltjes transform of the corresponding667
a.e.p.d.f., and then applying Lemma 3. A perfect agreement668
between the results obtained from theoretical analysis and MC669
simulations has been obtained, as reflected in Fig. 8.670
10For the achievable rate of MMSE receivers in the asymptotic regime,
starting with (31), one can find the polymonial for the Stieltjes transform
of the involved matrix term following the procedure in [46], then find the
corresponding asymptotic eigenvalue probability density function and then
derive the asymptotic capacity expression as done for the case of optimal
receivers.
Fig. 8. A.e.p.d.f. of K (ρ = 20 dB, K = 100, M = 300, N = 200,
δt = δr = 0.15).
Fig. 9. Asymptotic per-antenna ergodic capacity versus ρ (K = 100,
M = 300, N = 200).
Fig. 10. Asymptotic per-antenna ergodic capacity versus β and γ for optimal
receivers (K = 10, ρ = 20 dB, δt = 0.15, δr = 0.15).
In Fig. 9, we plot the theoretical and simulated per-antenna 671
ergodic capacities versus ρ considering K = 100, M = 300, 672
and N = 200. Both the cases with and without impairments 673
are presented. From the figure, it can be observed that theo- 674
retical and simulated capacity curves for both the considered 675
cases match perfectly. Moreover, as expected, the per-antenna 676
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capacity increases with the increase in the value of ρ in the677
absence of impairments, i.e., δt = δr = 0. However, as in the678
finite case, the per-antenna capacity tends to saturate after a679
certain value of ρ in the presence of impairments.680
Fig. 10 depicts the per-antenna capacity versus β and γ by681
considering parameters (K = 10, ρ = 20 dB, δt = 0.15,682
δr = 0.15). It can be noted that the per-antenna capacity683
increases with the increase in the value of γ = KN but decreases684
with the value of β = MK over the considered range. Another685
important observation is that the rate of capacity variation with686
respect to β is much steeper than the capacity variation with γ .687
VI. CONCLUSIONS688
In this paper, we provided an exact characterization of689
the performance of double Rayleigh MIMO channels in the690
presence of residual transceiver hardware impairments. In par-691
ticular, it was noted that the per-antenna ergodic capacity with692
optimal receivers first increases with the SNR and then gets693
saturated after a certain value of the SNR. The same behaviour694
of the ergodic capacity was observed with the increase in695
the number of scatterers. Furthermore, it was demonstrated696
that the ergodic capacity decreases with the increase in the697
severity of the impairments. Also, it was observed that the698
effect of severity of transmit-side and receive-side impairments699
in the considered Rayleigh-Product MIMO system depends on700
the operating SNR region as well as the finite or asymptotic701
regimes of the considered system dimensions. Similar observa-702
tions hold for the achievable sum-rate with MMSE receivers.703
Notably, the minimum transmit energy per information bit for704
optimal and MMSE receivers is inependent on the additive705
impairments. Moreover, we demonstrated the behavior of dou-706
ble Rayleigh MIMO channels for optimal receivers, when the707
number of antennas and scatterers is large. In our future work,708
we plan to extend our analysis for the case of multiplicative709
transceiver impairments.710
APPENDIX A711
USEFUL LEMMAS712
Herein, given the eigenvalue probability distribution func-713
tion fX(x) of a matrix X, we provide useful definitions714
and lemmas that are considered during our analysis. In the715
following definitions, δ is a nonnegative real number.716
Definition 1: [η-Transform [47, Definition 2.11]] The717
η-transform of a positive semidefinite matrix X is defined as718
ηX (δ) =
∫ ∞
0
1
1 + δx fX(x)dx . (44)719
Definition 2: [S-Transform [47, Definition 2.15]] The720
S-transform of a positive semidefinite matrix X is defined as721
X(x) = − x + 1
x
η−1X (x + 1). (45)722
Lemma 1 ( [47, eqs. (2.87) and (2.88)]): Given a Gaus-723
sian K × M channel matrix H ∼ CN (0, I), the S-transform724
of the matrix 1K H
HH is expressed as725
 1
K HHH
(x, β) = 11+βx , (46)726
while the S-transform of the matrix 1K HH
H is obtained as727
 1
K HHH
(x, β) = 1β+x ., (47)728
Lemma 2 ( [47, eq. (2.48)]): The Stieltjes-transform of a 729
positive semidefinite matrix X can be derived by its 730
η-transform according to 731
SX(x) = −ηX(−1/x)
x
. (48) 732
Lemma 3 ( [47, eq. (2.45)]): The asymptotic eigenvalue 733
probability density function (a.e.p.d.f.) of X is obtained by the 734
imaginary part of the Stieltjes transform S for real arguments 735
as 736
f ∞X (x) = limy→0+
1
π
I {SX(x + jy)} . (49) 737
APPENDIX B 738
PROOF OF THEOREM 1 739
Proof: First, we denote 740
W = 1
K
⎧
⎪⎨
⎪⎩
HH2H
H
1 H1H2 if s = M
HH1H1H2H
H
2 if s = K
H1H2HH2H
H
1 if s = N,
(50) 741
where H1, H2 are given by (2). We employ [49, Corollary 2] 742
providing the PDF of an unordered eigenvalue p (λ) of the 743
matrix HH2 H
H
1 H1H2, in order to write (12) in terms of the 744
eigenvalues of W. Especially, p (λ) is read as 745
p (λ)=2K
s∑
i=1
s∑
j=1
λ
p+2 j+t+i−2s−3
2 Kt−p+i−1
(
2
√
λ
)
Gi, j
s (p − s + j) , (51) 746
where K is given by (16), and Kv (x) is the modified Bessel 747
function of the second kind [37, eq. (8.432.1)]. Hence, we have 748
from (12) 749
Copt(ρ,M,N,K ,δt ,δr) 750
= s
∫ ∞
0
log2
⎛
⎝1+
ρ
K M λ
ρδ2t λ
K M +ρδ2r+ 1
⎞
⎠p(λ)dλ (52) 751
= s
∫ ∞
0
log2
((
1 + δ2t
) ρλ
K M
+ ρδ2r + 1
)
p (λ) dλ 752
− s
∫ ∞
0
log2
( ρ
K M
δ2t λ + ρδ2r + 1
)
p (λ) dλ. (53) 753
Substitution of (51) into (53) and making use of 754
[37, eq. (7.821.3)] after expressing the logarithm in terms 755
of a Meijer G-function according to ln(1 + x) = 756
G2,21,2( ax |1, 1//0, 0 ) [49, eq. (8.4.6.5)] concludes the proof. 757
758
APPENDIX C 759
PROOF OF PROPOSITION 2 760
First, we write (12) as 761
Copt(ρ,M,N,K ,δt ,δr) 762
= E
[
log2 det
(
+ ρ
M
W
)
−log2det()
]
763
= E
[
log2 det
((
1 + δ2t
) ρ
M
W +
(
δ2r ρ + 1
)
Is
)]
(54) 764
− log2 det
( ρ
K M
δ2t W +
(
δ2r ρ + 1
)
Is
)
765
= E
⎡
⎣log2det
⎛
⎝
1
M
(
1+δ2t
)
W+
(
δ2r + 1ρ
)
Is
1
M δ
2
t W+
(
δ2r + 1ρ
)
Is
⎞
⎠
⎤
⎦. (55) 766
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Note that in (54) we have considered that W, given by (50),767
has s non-zero eigenvalues. Applying to (55) the definition of768
the high-SNR slope, provided by (19), we obtain769
Sopt∞ = 0. (56)770
The high-SNR offset, defined by (20), can be derived by771
appropriate substitution of (55). As a result, L∞ reads as772
L∞ = E
[
log2 det
((
1 + δ2t
) 1
M W + δ2r Is
1
M δ
2
t W + δ2r Is
)]
. (57)773
APPENDIX D774
PROOF OF PROPOSITION 3775
In order to obtain EbN0min and S0, we need to derive the776
first and second derivatives of the ergodic capacity. The two777
following useful lemmas generalize [43, eqs. (210) and (211)],778
when A depends on ρ, and f (ρ) does not equal just to ρ, but779
it is a general function regarding this variable.780
Lemma 4:781
∂
∂ρ
ln det (I + f (ρ) A (ρ)) |ρ=0782
= tr
(
(I+ f (0) A(0))−1
(
f ′ (0) A(0)+ f (0) A′(0)
))
. (58)783
Proof: First, we obtain the derivative of the first part784
of (58) with respect to ρ as785
∂
∂ρ
ln detG (ρ) =
∂detG(ρ)
∂ρ
detG (ρ)
(59)786
= tr
(
G−1 (ρ)
∂G (ρ)
∂ρ
)
, (60)787
where we have denoted G (ρ) = I+ f (ρ) A (ρ), and we have788
applied [50, eq. (46)]. Note that789
∂G (ρ)
∂u
= f ′ (ρ) A (ρ) + f (ρ) A′ (ρ). (61)790
By substituting (61) into (59), and letting ρ = 0, we lead791
to (58).792
Lemma 5:793
∂2
∂ρ2
ln detG(0)= tr
(
!G−1(ρ)
(
∂2G (ρ)
∂ρ2
−
(
∂2G(ρ)
∂ρ2
)2)∣
∣
∣
ρ=0
)
,794
(62)795
where G′ (0) and G′′ (0) are obtained by setting ρ = 0 to (61)796
and (64), respectively.797
Proof: Obtaining the second derivative of ln G (ρ) by (59),798
we have799
∂2
∂ρ2
ln detG(ρ) = tr
(
G−1(ρ)
(
∂2G(ρ)
∂ρ2
∂ρ2−
(
∂G(ρ)
∂ρ ∂ρ
)2))
, (63)800
where we have used [50, eq. (48)]. The first derivative of G is801
given by (61), while the second derivative is obtained after802
following a similar procedure to Lemma 4 as803
∂2G(ρ)
∂ρ2
= f ′′(ρ) A(ρ)+2 f ′(ρ)A′(ρ)+ f (ρ) A′′(ρ). (64)804
Appropriate substitutions of (64) and (61) into (63) and 805
simple algebraic manipulations provide the desired redult after 806
setting ρ = 0. 807
Herein, having denoted Copt (ρ, M, N, K , δt , δr) as in (53), 808
we can write for i = 1, 2 that 809
Ci (ρ, M, N, K , δt , δr) =E
[
log2 det( fi (ρ) F + Is)
]
. (65) 810
We assume that F plays the role of A in Lemmas 4, 5, while 811
f1 (ρ) =
ρ
K M
(
1+δ2t
)
ρδ2r +1 and f2 (ρ) =
ρ
K M δ
2
t
ρδ2r +1 . When ρ → 0, we find 812
that f1 (0) = f2 (0) = 0, while its first and second derivatives 813
at ρ = 0 equal to f ′1 (0) = δ˜
2
t
K M , f
′
2 (0) = δ
2
t
K M , and f
′′
1 (0) = 814
− 2δ2r δ˜2tK M , f
′′
2 (0) = − 2δ
2
r δ
2
t
K M . Thus, using the fact that Gi (ρ) = 815
I + fi (ρ) F (ρ), we have Gi (0) = IN . By taking the first 816
derivative of (53), and applying Lemma 4, we have 817
C˙opt (0) = 1
ln 2
∂
∂ρ
E [ln detG (ρ)] |ρ=0 818
=
(
f ′1(0) − f
′
2(0)
)
ln 2
E [trF] 819
= N
ln 2
, (66) 820
since E [trF] = K M N . Similarly, the second derivative of Copt 821
at ρ = 0 can be written by means of Lemma (5) as 822
C¨opt (0) 823
= 1
ln 2
∂2
∂ρ2
E [ln detG (ρ)] |ρ=0 824
=
(
f ′′1(0)− f
′′
2(0)
)
ln 2
E [trF]−
((
f ′1(0)
)2−
(
f ′2(0)
)2)
ln 2
E
[
trF2
]
825
= −
((
1+2δ2t
)
(1+M N+K (M+N))+2 K Mδ2r
)
N
K M ln 2
, (67) 826
where E
[
trF2
] = M2 K N (K + N) + M K N (N K + 1) by 827
taking advantage of [51, Th. 7]. Appropriate substitutions and 828
algebraic manipulations of (66) and (67), enable us to to obtain 829
first EbN0min by means of (25), and in turn, S0 by means of (26). 830
APPENDIX E 831
PROOF OF THEOREM 2 832
We pursue a standard procedure as in [14] and [45]. 833
In particular, first, we consider the following property allowing 834
to express the i th diagonal element of an inverse matrix Z−1 835
with regards to the determinant of the matrix and its 836
(i, i)th minor Zii . Specifically, we have 837
[
Z−1
]
ii
= detZ
ii
detZ
. (68) 838
Inserting (31) into (32), and taking into account this property, 839
we obtain 840
CMMSE (ρ, M, N, K , δt , δr) 841
= ME
[
log2 det
(
IM + ρK M H
H
2 H
H
1 
−1H1H2
)]
842
−
M∑
i=1
E
[
log2det
(
IM−1+ ρK M
(
HH2 H
H
1 
−1H1H2
)ii)]
. 843
(69) 844
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The proof is concluded by means of some algebraic manipu-845
lations, and by noting that846
(
HH2 H
H
1 H1
−1H2
)ii = HH2i HH1 −1H1H2i , (70)847
where H2i is the matrix H2 after removing its i th column.848
APPENDIX F849
PROOF OF PROPOSITION 4850
Starting from Proposition 2 and following a similar proce-851
dure to its proof, we obtain the desired results after several852
simple algebraic manipulations and by the property of the853
expansion of a determinant to its minors.854
APPENDIX G855
PROOF OF PROPOSITION 5856
Similar to the proof of Proposition 3, the derivation857
of E
MMSE
b
N0min and S
MMSE
0 imposes first the calculation of the858
first and second derivatives of CMMSE (ρ, M, N, K , δt , δr) at859
ρ = 0. Taking the first derivative of (33) and using the860
property in (70), we have861
C˙MMSE (ρ, M, N, K , δt , δr) = N(1 + δ2t
)
ln 2
. (71)862
As far as the second derivative of CMMSE (ρ, M, N, K , δt , δr),863
we use the same methodology and after several algebraic864
manipulations, we obtain C¨MMSE (ρ, M, N, K , δt , δr) as865
C¨MMSE (ρ, M, N, K , δt , δr)866
= − N(
1+δ2t
)867
×
(
((2 M−1) (N+K )+K N+1)(1+δ2t
)+2K Mδ2r
K M
)
. (72)868
After appropriate substitutions, the proof is concluded.869
APPENDIX H870
PROOF OF THEOREM 3871
According to the principles of free probability, the a.e.p.d.f.872
of K/K can be obtained by means of Lemma 3 that includes873
its Stieltjes transform SK/K . Hence, our interest is focused874
on the derivation of the Stieltjes transform of K/K . Looking875
carefully at Lemma 2, we observe that SK/K can be obtained876
by means of its η-transform. Especially, we are going to877
show how to acquire the inverse η-transform of Kα/K . Thus,878
we obtain the inverse of ηK/K (x) by means of this lemma as879
xη−1K/K
(−xSK/K (x)
) + 1 = 0. (73)880
In particular, the following proposition provides η−1K/K (x).881
Proposition 6: The inverse η-transform of K/K is given by882
η−1K/K (x) = −
x − 1
x (β + x − 1) (γ (x − 1) + 1) . (74)883
Proof: Applying the S-transform to (40) and the free884
convolution we obtain η−1K/K (x) as885
K/K (x) = N˜2/K (x)M˜/K (x)⇐⇒886 (
− x +1
x
)
η−1K/K (x +1) =
1
(β + x) (γ x + 1) , (75)887
where in (75), we have applied Definition 2 and Lemmas 1, 2. 888
Basically, N˜2/K (x) and N˜1/K (x) are given by (46) and (47) 889
as 890
N˜2/K (x) =
1
γ x + 1 (76) 891
and 892
N˜1/K (x) =
1
β + x . (77) 893
In addition, in (75), we have taken into account the asymp- 894
totic freeness between the deterministic matrix with bounded 895
eigenvalues N˜2 and the unitarily invariant matrix N˜1. Setting 896
y = x + 1, i.e., making a change of variables, we obtain (74). 897
898
Proposition 6 and (73) result after some tedious algebraic 899
manipulations to the following qubic polynomial 900
x2γ S3K/K − (βγ − 2γ + 1) xS2K/K 901
− (βγ − β − γ + x + 1) SK/K − 1 = 0, (78) 902
which provides SK/K , and thus, f ∞K
K
(x) by means of (49). This 903
step concludes the proof. 904
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Impact of Residual Additive Transceiver
Hardware Impairments on Rayleigh-Product
MIMO Channels With Linear Receivers:
Exact and Asymptotic Analyses
Anastasios Papazafeiropoulos, Member, IEEE, Shree Krishna Sharma, Member, IEEE,
Tharmalingam Ratnarajah, Senior Member, IEEE, and Symeon Chatzinotas, Senior Member, IEEE
Abstract— Despite the importance of Rayleigh-productAQ:1 1
multiple-input multiple-output channels and their experimental2
validations, there is no work investigating their performance3
in the presence of residual additive transceiver hardware4
impairments, which arise in practical scenarios. Hence, this5
paper focuses on the impact of these residual imperfections on the6
ergodic channel capacity for optimal receivers, and on the ergodic7
sum rates for linear minimum mean-squared-error (MMSE)8
receivers. Moreover, the low- and high-signal-to-noise ratio9
cornerstones are characterized for both types of receivers.10
Simple closed-form expressions are obtained that allow the11
extraction of interesting conclusions. For example, the minimum12
transmit energy per information bit for optimal and MMSE13
receivers is not subject to any additive impairments. In addition14
to the exact analysis, we also study the Rayleigh-product15
channels in the large system regime, and we elaborate on the16
behavior of the ergodic channel capacity with optimal receivers17
by varying the severity of the transceiver additive impairments.18
Index Terms— Ergodic capacity, Rayleigh-product channels,19
hardware impairments, massive MIMO, MMSE receivers.20
I. INTRODUCTION21
MULTIPLE-INPUT multiple-output (MIMO) systems22 have received an enormous attention in terms of under-23
standing the fundamental capacity limits of various mod-24
els [2]–[4]. However, the potential benefits of MIMO have25
been mostly considered in rich scattering conditions, described26
by a full rank channel matrix. In practice, there are environ-27
ments, where the “richness” is not fulfilled due to insufficient28
scattering [5] or the “keyhole” effect [6]. In such cases,29
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a rank deficiency, concerning the channel matrix, appears. 30
The physical explanation behind this rank deficiency is the 31
description of the double scattering effect1 [5]–[12]. This 32
phenomenon was experimentally validated in [8], [9], and [11], 33
while its mathematical characterization is given by the product 34
of two statistically independent complex Gaussian matrices. 35
Interestingly, when the antenna elements and the scattering 36
objects are sufficiently separated, the effective spatial correla- 37
tions can be ignored, resulting in the Rayleigh-product model.2 38
Plenty of works have studied the double scattering models in 39
different settings, and in particular, the double Rayleigh model, 40
which is the special case of double scattering model with 41
identity transmitter, scatter and receiver correlation matrices. 42
For example, the derivation of an ergodic capacity upper bound 43
for this channel was carried out in [12]. In particular, its 44
performance with the low complexity linear minimum mean- 45
squared-error (MMSE) receivers was investigated recently 46
in [13]. However, the misleading standard assumption in the 47
context of double Rayleigh channels, considered in the existing 48
literature, includes ideal transceiver hardware, which is far 49
from reality. 50
Inevitably, practical transceivers present hardware imper- 51
fections such as high power amplifier non-linearities and 52
in-phase/quadrature (I/Q) imbalance [14]–[25]. The hardware 53
impairments can be mainly classified into two categories. 54
In the first category, the effect of hardware impairments 55
is modeled as a multiplicative factor to the channel vector 56
causing channel attenuation and phase shifts. Note that this 57
factor cannot be incorporated by the channel vector by an 58
appropriate scaling of its covariance matrix or due to the 59
property of circular symmetry of the channel distribution, 60
1The double scattering effect includes both rank-deficiency and spatial
correlation.
2It should be noted that the Rayleigh product channel can lead to a
keyhole in the extreme case of only one scatterer. Although the keyhole
channel has been studied intensively in the literature, it is still unclear how
often this appears in real situations [9]. However, the Rayleigh product is a
generalization of the keyhole channel and can capture a much wider range of
scattering environments. In this direction, the next step would be to consider
parametric channel modes which depend on the angles or transmission and
arrival given a set of scattering clusters. This would require a different
analytical approach since the i.i.d. properties of the channel coefficients no
longer hold and it is reserved for future work.
0090-6778 © 2017 British Crown Copyright
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when it changes faster than the channel. An example is the61
phase noise, which accumulates within the channel coherence62
period [17], [26]. On the other hand, the aggregate effect from63
many impairments can be described by an additive system64
model [14], [15], [21]–[25], [27], [28], where the impairments65
are modeled as independent additive distortion noises at the66
base station (BS) as well as at the user. It is a well-established67
model due to its analytical tractability and the experimental68
verifications [15]. These kind of impairments emerge as resid-69
ual hardware impairments after the application of inadequate70
compensation algorithms. Several reasons lead to this inade-71
quacy such as the imperfect parameter estimation caused by72
the randomness and the time variation of the hardware charac-73
teristics, the inaccuracy coming from limited precision models,74
unsophisticated compensation algorithms, etc [14], [15].75
In particular, non-ideal hardware sets a finite capacity limit76
at high signal-to-noise ratio (SNR), where the authors77
considered only transmitter impairments [14], [15], [20].78
The impact of additive hardware impairments has been stud-79
ied for various channel models, e.g., point-to-point MIMO80
channels, amplify-and-forward (AF) relay systems, and het-81
erogeneous networks [20]–[22], [27]. This paper grapples82
with the thorough investigation of residual additive hardware83
impairments in Rayleigh-product MIMO channels, while mul-84
tiplicative impairments are left for future work.85
Turning the focus into the emerging technology of massive86
MIMO, where a BS is deployed with a large number of anten-87
nas and achieves a number of interesting properties such as88
high gain and the ease of implementation, most works assume89
ideal transceiver hardware [29]–[32]. Given that massive90
MIMO systems are supposed to be implemented with low-cost91
hardware, and hence are more prone to impairments, this is a92
strong assumption. As a result, there is a meaningful turn of the93
attention towards the direction of previous study regarding the94
hardware impairments [26], [27]. For example, [26] showed95
that massive MIMO systems are more tolerant to hardware96
impairments. Moreover, the authors in [27], considering the97
additive transceiver impairments, extended the analysis of [20]98
to massive MIMO for arbitrary SNR values. It is worthwhile99
to mention that the double scattering channel has been already100
investigated for massive MIMO systems, which is one of the101
prominent technologies for 5G of [34] and [35]. Moreover,102
it should be noted that the keyhole channel is a first step103
towards the double scattering channels which is a suitable104
model for characterizing the scattering limitations of higher105
frequencies envisaged in the fifth generation (5G) networks.106
Although these models have limitations in terms of accurately107
matching the measurement campaigns, we believe that they108
will remain useful tools for theoretical analysis of wireless109
system performance.3110
In this paper, assuming that the channel state informa-111
tion (CSI) is not known at the transmitter side but it is112
perfectly known at the receiver, we focus on the investigation113
of the ergodic capacity with residual transceiver impairments114
3It is worthwhile to mention with a fair degree of caution that this model
has not been validated by measurements and at this stage, it should be treated
as a proposed model rather than the correct model.
in the context of double Rayleigh channels with optimal 115
and linear receivers (MMSE) in both regimes of finite and 116
asymptotically large MIMO.4 It is worthwhile to mention that 117
the study of double Rayleigh channels is quite important in 118
massive MIMO systems and millimeter wave (mmWave) com- 119
munications suggested for the forthcoming 5G networks. For 120
example, in urban environments, double Rayleigh channels 121
are more probable, and it is crucial to investigate their realistic 122
behavior when residual hardware impairments are considered. 123
Due to high operating frequencies and wider bandwidths, it is 124
important to analyze the effect of transceiver hardware impair- 125
ments for the realistic performance evaluation of mmWave 126
systems [35], [36]. In this regard, recent experimental results in 127
the literature [36] have demonstrated that the achievable data 128
rate in wideband mmWave systems is severely limited by the 129
local oscillator phase noise resulted due to the multiplicative 130
noise added while performing frequency multiplication of low- 131
frequency local oscillator to a high frequency. 132
Furthermore, it is of great interest to show how the defi- 133
ciency of the channel matrix, i.e., the number of scatterers 134
affects the capacity by means of a thorough analysis in the 135
presence of the residual impairments in both the conventional 136
and large numbers of antennas regimes. In fact, although [13] 137
provides a similar analysis, we clearly differentiate from this, 138
since we incorporate the inevitable residual additive trans- 139
ceiver impairments. In addition, the current paper delves into 140
the large system limit, thus leading to further insights. To the 141
best of our knowledge, there appears to be no analytical results 142
investigating the impact of transceiver impairments for double 143
Rayleigh channels.5 In this direction, this paper provides the 144
following specific contributions: 145
• We study the ergodic channel capacity with optimal 146
receivers and the achievable sum-rate with linear MMSE 147
receivers for double Rayleigh channels in the presence 148
of residual transceiver hardware additive impairments. 149
Specifically, we derive novel exact analytical expressions. 150
• Towards obtaining more engineering insights, we further 151
investigate the low and high-SNR regimes by deriv- 152
ing simple closed-form expressions for each type of 153
receiver. These results shed more light on the performance 154
of rank deficient channels in the realistic case, where the 155
inevitable imperfect hardware is present. 156
• Based on the proposed system model, we provide the 157
ergodic channel capacity with optimal receivers for dou- 158
ble Rayleigh channels under the presence of residual 159
hardware impairments in the large system limit by using 160
a free probability (FP) analysis. 161
The remainder of the paper is organized as follows: 162
Section II presents the system and signal models with both 163
ideal and imperfect hardware. In Section III, we provide a 164
detailed study of ergodic capacity for Rayleigh-product chan- 165
nels with optimal receivers including the characterization of 166
the low and high-SNR regimes. To this direction, we perform 167
4Among the linear receivers, we have chosen the MMSE receivers because
they provide the higher performance with reasonable complexity, especially,
in the large system regime, where the statistical expressions become deter-
ministic.
5The behaviour of double Rayleigh channels in the large system limit
without any transceiver hardware impairments has been studied only in [33].
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a similar analysis for the sum-rate of linear MMSE receivers168
in Section IV. With concern to the large system limit, where169
the numbers of antennas and scatterers tend to infinity, but170
with a given ratio, Section V elaborates on the investigation of171
Rayleigh-product MIMO channels in the presence of hardware172
impairments in the large antenna regime. Finally, concluding173
remarks are given in Section VI.174
Notation: Vectors and matrices are denoted by boldface175
lower and upper case symbols. The ⊗ symbol denotes the Kro-176
necker product. The transpose, Hermitian transpose, and trace177
operators are represented by (·)T, (·)H, and tr(·), respectively.178
Additionally,  (z) = ∫ ∞0 t z−1e−t dt and Gm,np,q (
x |α1, . . . , αp
β1 . . . , βq )
179
are the Gamma function [37, eq. (8.310)] and the Meijer180
G-function [37, eq. (9.301)], respectively. The form of A/B,181
where A and B are matrices, denotes AB−1 with B−1 standing182
for the inverse of the matrix B. The first and the second deriv-183
atives are denoted by ∂∂ρ or (·)
′
and ∂2
∂ρ2
or (·)′′ , respectively.184
The expectation operator and the determinant of a matrix185
are denoted by E [·] and det (·), respectively. The notations186
C M and C M×N refer to complex M-dimensional vectors and187
M × N matrices, respectively. The diag{·} operator generates188
a diagonal matrix from a given vector, and IN denotes the189
identity matrix of size N . Moreover, b ∼ CN (0,) denotes190
a circularly symmetric complex Gaussian vector with zero-191
mean and covariance matrix  signifies the positive part of192
its argument, while X ∼ CN (M, ⊗ ) denotes that X is a193
Gaussian distributed matrix with mean matrix M ∈ Cp×q and194
covariance matrix  ⊗  where  ∈ Cp×p and  ∈ Cq×q195
are Hermitian matrices with p ≤ q .196
II. SYSTEM MODEL197
We take into consideration the canonical flat-fading point-198
to-point MIMO channel with M transmit antennas and199
N receive antennas, as depicted in Fig. 1(a). Mathematically200
speaking, the received signal in vector form is written as201
y = Hx + z, (1)202
where x ∈ C M×1 is the zero-mean transmit Gaussian vector203
with covariance matrix E
[
xxH
] = Q = ρM IM , and z ∼204
CN (0, IN ) denotes the additive white Gaussian noise (AWGN)205
noise vector at the receiver. Note that ρ represents the SNR,206
since we have assumed that the channel gain and receiver207
noise power are normalized. Especially, H ∈ CN×M ∼208
CN (0, IN ⊗ IM ) represents the Rayleigh-product MIMO209
channel, exhibiting flat-fading in the presence of a number210
of scatterers. More concretely, H is described as211
H = 1√
K
H1H2, (2)212
where H1 ∈ CN×K ∼ CN (0, IN ⊗ IK ) and H2 ∈ CK×M ∼213
CN (0, IK ⊗ IM ) are random matrices with K quantifying the214
number of scatterers in the propagation environment [6].215
Unfortunately, the common assumption of ideal hardware,216
possibly leading to misleading results, is not realistic because217
both the transmitter and the receiver suffer from certain218
inevitable additive impairments such as I/Q imbalance and219
high power amplifier (HPA) nonlinearities [14]. In fact,220
Fig. 1. (a) Conventional Rayleigh-product MIMO system with K scatterers
and ideal transceiver hardware. (b) Rayleigh-product MIMO system with K
scatterers and residual additive transceiver hardware impairments.
mitigation schemes are applied at both the transmitter and 221
the receiver. However, the emergence of various distortion 222
noises is unavoidable due to residual impairments [14], [15], 223
[22], [26]. Consequently, hardware transmit impairments 224
induce a mismatch between the intended signal and what 225
is actually transmitted during the transmit processing, and 226
similarly, a distortion of the received signal at the receiver side 227
is produced due to imperfect receiver hardware. As mentioned 228
in Section-I, these residual impairments can be modeled in 229
terms of distortions, which can be: a) multiplicative, when 230
the received signals are shifted in phase; b) additive, where 231
the distortion noise is added with a power proportional to the 232
transmit signal power and the total received signal power; 233
and c) amplified thermal noise. A generic model, including 234
all these hardware impairments, is written as
AQ:4
235
yn = nH
(
nxn + ηt,n
) + ηr,n + ξn, (3) 236
where the additive terms ηt,n and ηr,n denote the 237
distortion noises at time n coming from the resid- 238
ual impairments in the M antennas transmitter and N 239
antennas receiver, respectively, as shown in Fig. 1(b). 240
Moreover, n = diag
{
e jθ
(1)
n , . . . , e jθ
(N)
n
}
∈ CN×N 241
is the phase noise sample matrix because of the imperfections 242
in the local oscillators (LOs) of the receiver, while n = 243
diag
{
e jψ
(1)
n , . . . , e jψ
(M)
n
}
∈ CM×M is the the phase noise 244
sample matrix because of the imperfections in the LOs. The 245
phase noise expresses the distortion in the phase due to the 246
random phase drift in the signal coming from the LOs of both 247
the transmitter and the receiver during the up-conversion of the 248
baseband signal to passband and vice versa. The phase noise 249
during the nth time slot can be described by a discrete-time 250
independent Wiener process, i.e., the phase noises at the LOs 251
of the mth antenna of the transmitter and kth antenna of the 252
receiver are modeled as [26] 253
ψm,n = ψm,n−1 + δψmn (4) 254
θk,n = θk,n−1 + δθkn , (5) 255
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where δψmn ∼ N (0, σ 2ψm ) and δ
θk
n ∼ N (0, σ 2θk ). Note that256
σ 2i = 4π2 fcci Ts, i = ψm , θk describes the phase noise257
increment variance with Ts, ci , and fc being the symbol258
interval, a constant dependent on the oscillator, and the carrier259
frequency, respectively. Furthermore, some components such260
as the low noise amplifier and the mixers at the receiver261
engender an amplification of the thermal noise, which appears262
as an increase of its variance [26]. In fact, the total effect263
ξn can be modeled as Gaussian distributed with zero-mean264
and variance ξnIN , where σ 2 = 1 ≤ ξn is the corre-265
sponding parameter of the actual thermal noise. Note that all266
the impairments are time-dependent because they take new267
realizations for each new data signal. Remarkably, the recent268
work in [38] proposed the rate-splitting approach as a robust269
method against the residual multiplicative transceiver hardware270
impairments. Although these impairments are residual [38],271
this work showed the robustness of rate-splitting over the272
multiplicative impairments, while the additive impairments273
can be mitigated with this approach. Note that the topic of274
further dealing with other methods and strategies to mitigate275
the residual impairments is left for future work.276
Focusing on the manifestation of only the residual additive277
transceiver impairments, the generic model, after absorbing the278
subscript n, becomes6279
y = H(x + ηt
) + ηr + z (6)280
= hm xm +
M∑
i=1,i 	=m
hi xi + Hηt + ηr + z, (7)281
where, xm is the transmit signal from the mth transmit antenna.282
A general approach, validated by measurement results, consid-283
ers the assumption that the transmitter and the receiver distor-284
tion noises are Gaussian distributed with their average power285
being proportional to the average signal power [14], [15], [27],286
and references therein.7 In other words, the distortion noises287
are modelled as8288
ηt ∼ CN (0, δ2t diag (q1, . . . , qM )), (8)289
ηr ∼ CN (0, δ2r tr (Q) IN ), (9)290
where δ2t and δ2r are proportionality parameters describing the291
severity of the residual impairments in the transmitter and292
6Note that (7) reduces to the ideal model (1) for δt = δr=0, which indicates
ideal hardware on both sides of the transceiver.
7The circularly-symmetric complex Gaussianity, verified experimen-
tally (see e.g., [39, Fig. 4.13], can be also justified by means of the central
limit theorem (CLT), since we assume the aggregate contribution of many
independent impairments.
8Two basic approaches in the literature are followed for describing the
receive distortion noises. Their difference lies on both the mathematical
expression and physical meaning, where two types of randomness appear
when the received power is measured. The first approach includes the
channel variations, while the second one concerns the energy-variations in the
waveform/modulation (the Gaussian codebook in our case). Hence, in several
works (see [26]), the authors take the average over the waveform/modulation,
i.e., the transmit signal, but not over the channel coefficients. For the sake
of simplified mathematical exposition and analysis, in this work, we follow
the second approach, where we take the average over both the channel vari-
ations and the waveform [22], [27]. Following this direction, our analysis is
more tractable, while revealing at the same time all the interesting properties.
It is worthwhile to mention that the model that is closest to reality does not
apply any average.
the receiver. Moreover, q1, . . . qN are the diagonal elements 293
of the signal covariance matrix Q. Hence, taking into account 294
for the form of the covariance matrix Q, the additive trans- 295
ceiver impairments are expressed as 296
ηt ∼ CN (0, δ2t ρM IM ), (10) 297
ηr ∼ CN (0, δ2r ρIN ). (11) 298
In the following sections, we provide the theoretical analysis 299
and we verify the analytical results with the help of numerical 300
results. Subsequently, we illustrate the impact of impairments 301
on the ergodic capacity of Rayleigh-product channels with 302
optimal receivers and the ergodic sum rate of the Rayleigh- 303
product channels with MMSE receivers. 304
III. ERGODIC CHANNEL CAPACITY ANALYSIS 305
In this section, we investigate the impact of residual hard- 306
ware impairments on the ergodic channel capacity of Rayleigh- 307
product MIMO channels with optimal receivers, when the 308
number of antennas is arbitrary, but finite. Also, we assume 309
that no CSI is known at the transmitter side but it is perfectly 310
known at the receiver. In particular, the following proposition 311
allows us to express the ergodic capacity, when optimal 312
receivers are employed. Actually, it provides the starting point 313
for the subsequent derivations. 314
Proposition 1: The ergodic channel capacity of a prac- 315
tical Rayleigh-product MIMO channel with optimal linear 316
receivers, but with residual additive transceiver impairments 317
under the constraint tr Q ≤ ρ is given by 318
Copt(ρ,M,N,K ,δt ,δr) = E
[
log2det
(
IN + ρM HH
H−1
)]
, (12) 319
where = ρK M δ2t H1H2HH2 HH1 +
(
ρδ2r + 1
)
IN . 320
Proof: It can be seen that (7) is an instance of the standard 321
MIMO channel given by (2) for any channel realizations 322
H1, H2 and transmit signal covariance matrix Q, being a scaled 323
identity matrix, but with a different noise covariance given 324
by 325
 = δ
2
t
K
H1H2diag(q1, . . . , qM)HH2HH1 +
(
δ2r tr Q+1
)
IN . (13) 326
In such case, the ergodic capacity is written as 327
Copt (ρ,M,N,K )= max
Q:trQ≤ρE
[
log2det
(
IN +HQHH−1
)]
. 328
Taking into account for the sufficiency and optimality of the 329
input signal x, since it is Gaussian distributed with covariance 330
matrix Q = ρM IM [2], the proof is concluded. Note that there 331
is no need of optimization of Q, since we have no CSIT. For 332
this reason, we use unit covariance. 333
In what follows, we refer to m = max(M, N), n = 334
min(M, N), p = max(m, K ), q = min(m, K ), s = 335
min(K , n), t = max(K , n), and δ˜2t = 1 + δ2t , as well as 336
for notational convenience we denote f1 (ρ) =
ρ
K M
(
1+δ2t
)
ρδ2r +1 and 337
f2 (ρ) =
ρ
K M δ
2
t
ρδ2r +1 . 338
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A. Exact Expression339
Herein, we focus on the study of realistic Rayleigh-product340
channels with optimal receivers. In particular, the following341
theorem, presenting the ergodic capacity of Rayleigh-product342
channels with optimal receivers in the presence of hardware343
impairments, being one of the main contributions of this paper,344
is of high interest.345
Theorem 1: The ergodic capacity of practical Rayleigh-346
product channels with optimal receivers, accounting for resid-347
ual additive hardware transceiver impairments, is given by348
Copt(ρ, M, N, K , δt , δr) = A (C1(ρ, M, N, K , δt , δr)349
−C2(ρ, M, N, K , δt , δr)), (14)350
where351
A = K
ln 2
s∑
i=1
s∑
j=1
Gi, j
 (p − s + j) (15)352
with353
K =
(
s∏
i=1
 (s − i + 1)  (t − i + 1)
)−1
, (16)354
and Gi, j is the (i, j )th cofactor of an s × s matrix G355
whose (u, v)th entry is356
[G]u,v =  (t − s + u + v − 1) .357
Especially, regarding Ci for i = 1, 2, we have358
Ci (ρ, M, N, K , δt , δr) = G4,21,4
(
f i | a1, a2, 1, 11, 0
)
, (17)359
where a1 = s + 2 − i − j − t , and a2 = s + 1 − p − j .360
Proof: See Appendix B.361
Remark 1: In the case of ideal transceiver hardware, where362
δt = δr = 0, Theorem 1 coincides with [13, Lemma 3].363
The complicated expression of the capacity of optimal364
receivers, provided by Theorem 1 does not allow a simple365
analysis that would reveal the impact of various system366
parameters. Hence, we focus onto the asymptotic high and low367
SNR regimes. In fact, we derive simple expressions enabling368
valuable physical insights into the system performance.369
Fig. 2 presents the per-antenna ergodic capacity of370
Rayleigh-product channels with optimal receivers considering371
K = 3, M = 4, N = 5. Both theoretical and simulated372
results are presented for the cases with and without residual373
transceiver hardware impairments.9 The theoretical curve for374
the case without impairments was obtained by following the375
analysis considered in [13]. Whereas, the theoretical curves for376
the practical case with hardware impairments were obtained377
by evaluating (14). Furthermore, the simulated curves were378
obtained by averaging the corresponding capacities over 103379
random instances of H1 and H2. It can be noted from Fig. 2380
that the proposed capacity expression matches well with the381
Monte Carlo (MC) simulation for the arbitrary finite values of382
9The impairment values of 0.08 or 0.15 are selected based on the required
Error Vector Magnitude (EVM) at the transmit-side RF of the LTE system
[40, Sec. 14.3.4] and we assume that RF distortion at the receive-side is similar
to the transmit-side RF distortion [29].
Fig. 2. Per-antenna ergodic capacity of Rayleigh product channels with
optimal receivers for different levels of impairment severity at the transmitter
and receiver (K = 3, M = 4, N = 5).
K , M and N . Most importantly, we note that in the absence 383
of residual hardware impairments, i.e., δt = 0, δr = 0, the per- 384
antenna ergodic capacity monotonically increases with the 385
increase in the value of ρ. However, in the presence of residual 386
hardware impairments, the ergodic capacity first increases with 387
the increase in the value of ρ and then gets saturated after a 388
certain value of ρ. Besides, the capacity gap in the presence 389
of impairments as compared to the case without impairments 390
increases with the increase in the value of ρ. Moreover, another 391
important observation from Fig. 2 is that the per-antenna 392
ergodic capacity decreases with the increase in the severity 393
of the residual hardware impairments. In particular, the lower 394
the quality of transceiver hardware (higher severity), the earlier 395
the saturation point appears. 396
In addition, Fig. 2 demonstrates the effect of different 397
levels of impairments at the transmitter and receiver sides. 398
In order to evaluate the effect of impairments present in one 399
side (transmit/receive), the impairment value on the other 400
side (receive/transmit) is set to be zero. It can be observed 401
that at higher SNR values, the effect of δr is more severe 402
than that of δt and this severity increases as the value of the 403
corresponding impairment increases. 404
In order to illustrate the effect of the number of scatterers, 405
we plot per-antenna ergodic capacity versus K in Fig. 3 406
considering ρ = 20 dB, M = 4, N = 5. It can be noted 407
that the per-antenna ergodic capacity first increases with the 408
value of K and then tends to saturate after a certain value. 409
Moreover, the per-antenna capacity versus K decreases with 410
the increase in the severity of the impairments. Also, the satu- 411
ration with the variation in K occurs earlier for the higher 412
value of impairments. Herein, we observe a known effect 413
taking place in MIMO channels. More specifically, please note 414
that the capacity increases with K until K = N = 5. Then, 415
the saturation tends to start. The reason behind this is by 416
increasing the number of receive antennas N , the amount of 417
received power is increased, but if we increase the number of 418
transmit antennas in the second MIMO product, the power is 419
split between all transmit antennas, and the power instead of 420
increasing, it saturates. 421
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Fig. 3. Per-antenna ergodic capacity versus number of scatterers for Rayleigh
product channels with optimal linear receivers (ρ = 20 dB, M = 4, N = 5).
B. High-SNR Analysis422
Due to the complexity of (14) describing the ergodic capac-423
ity, we perform a high-SNR analysis to provide further insights424
on the impact of the residual additive transceiver imperfections425
on the achievable capacity in that regime.426
In particular, the high-SNR region is characterized by the427
affine expansion [41]428
C (ρ, M, N, K , δt , δr) = S∞
(
ρ|dB
3dB
− L∞
)
+ o (1) , (18)429
where the two relevant parameters430
S∞ = lim
ρ→∞
C (ρ, M, N, K , δt , δr)
log2 ρ
(19)431
and432
L∞ = lim
ρ→∞
(
log2 ρ −
C (ρ, M, N, K , δt , δr)
S∞
)
(20)433
denote the high-SNR slope in bits/s/Hz/(3 dB) and the434
high-SNR offset in 3 dB units, respectively. Note that435
3 dB=10 log10 2.436
Proposition 2: In the high-SNR regime (ρ → ∞), the437
slope S∞ and power offset L∞ of Rayleigh-product channels438
with optimal receivers, accounting for residual additive hard-439
ware transceiver impairments are given by440
S∞ = 0 bits/s/Hz (3 dB), (21)441
and442
L∞ = E
[
log2 det
(
1
M δ˜
2
t W+δ2r Is
1
M δ
2
t W+δ2r Is
)]
, (22)443
where444
W = 1
K
⎧
⎪⎨
⎪⎩
HH2H
H
1 H1H2 if s = M
HH1H1H2H
H
2 if s = K
H1H2HH2 H
H
1 if s = N,
. (23)445
Proof: See Appendix C.446
Clearly, the high-SNR slope is zero, i.e., the capacity of447
optimal receivers increases unsaturated. In most cases, this448
constant depends on the number of scatterers, since this449
number is the smallest one among M , K , N in Rayleigh-450
product MIMO channels.451
C. Low-SNR Analysis 452
In the regime of low-SNR, the study of the capacity in terms 453
of EbN0 is preferable than the per-symbol SNR, ρ. In particular, 454
the capacity in this region is well approximated according 455
to [42] by 456
Copt
(
Eb
N0
)
≈ Sopt0 log2
⎛
⎝
Eoptb
N0
Eb
N0min
⎞
⎠, (24) 457
where the two involved parameters E
opt
b
N0min and S
opt
0 represent 458
the minimum transmit energy per information bit and the 459
wideband slope, respectively. Interestingly, we can express 460
them in terms of the first and second derivatives of Copt (ρ) 461
as 462
Eoptb
N0min
= lim
ρ→0
ρ
Copt (ρ)
= 1
C˙opt (0)
, (25) 463
Sopt0 = −
2
[
C˙opt (0)
]2
C¨opt (0)
ln2. (26) 464
According to [43], the low-SNR analysis in terms of the 465
wideband slope can illustrate : i) how the low spectral effi- 466
ciency values are obtained, when a given data rate (b/s) is 467
transmitted through a very large bandwidth. Note that large 468
bandwidth transmission, known also as millimeter-wave trans- 469
mission, is an emerging technology for the future 5G systems. 470
Hence, the study of the wideband slope is quite informative. 471
A scenario includes the case where a given bandwidth is used 472
to transmit a very small data rate. As a result, the “wideband 473
regime” is to be understood as encompassing any scenario 474
where the number of information bits transmitted per receive 475
dimension is small. 476
Proposition 3: In the low-SNR regime (ρ → 0), the mini- 477
mum transmit energy per information bit E
opt
b
N0min and the wide- 478
band slope Sopt0 of Rayleigh-product channels with optimal 479
receivers, accounting for residual additive hardware transceiver 480
impairments, are given by 481
Eoptb
N0min
= ln 2N (27) 482
and 483
Sopt0 = 2K M N(1+2δ2t )(1+M N+K(M+N))+2K Mδ2r . (28) 484
Proof: See Appendix D. 485
Eoptb
N0min denotes the minimum normalized energy per informa- 486
tion bit required to convey any positive rate reliably. Interest- 487
ingly, as in [27], the minimum transmit energy per information 488
bit E
opt
b
N0min does not depend on the channel impairments. 489
Actually, E
opt
b
N0min coincides with its value in the ideal case of no 490
hardware impairments, i.e., it is inversely proportional to the 491
number of receive antennas, and is independent of the number 492
of transmit antennas and the number of scatterers. However, 493
the wideband slope decreases with hardware impairments, 494
i.e., the number of information bits transmitted per receive 495
dimension reduces. 496
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IV. ERGODIC SUM-RATE ANALYSIS497
OF MMSE RECEIVERS498
This is the main section, where the ergodic sum-rate with499
MMSE receivers, is obtained under the practical consideration500
of additive hardware impairments. Although the probability501
density function (PDF) of the SINR with MMSE receiver is502
not available, we follow an approach similar to [14] and [45]503
to obtain the exact expression for the rate corresponding to504
the optimal receiver.505
More concretely, in the case of recovery of the signal x506
after multiplication of the received signal y with a linear filter,507
the instantaneous received SINR changes depending on the508
type of the filter. Henceforth, our study focuses on the impact509
of the residual RF transceiver impairments in the case that the510
linear MMSE receiver, having the form511
W =
√
M
ρ
R−1g HH, (29)512
is applied. Note that Rg is given by513
Rg = HHH + δ2t HHH + M
(
δ2r + ρ−1
)
IM . (30)514
We proceed with the presentation of the corresponding515
SINR by following a similar procedure to [45]. Hence,516
the instantaneous received SINR for the mth MMSE receiver517
element in the presence of residual additive hardware impair-518
ments can be written as519
γ MMSEm = 1[(IM+ ρM HH −1H)−1
]
m,m
− 1. (31)520
Taking into account for independent decoding across the521
filter outputs, the ergodic sum-rate of the system with MMSE522
receiver is expressed by523
CMMSE(ρ,M,N,K ,δt ,δr)=
M∑
i=1
Eγi
{
log2
(
1+γ MMSEi
)}
. (32)524
A. Exact Expression525
Theorem 2: The ergodic achievable sum-rate of practical526
Rayleigh-product channels with MMSE receivers, accounting527
for residual additive hardware transceiver impairments, reads528
as529
CMMSE (ρ, M, N, K , δt , δr)530
= MCopt (ρ, M, N, K , δt , δr)531
−MCopt
(
M − 1
M
ρ, M − 1, N, K , δt ,
√
M
M−1δr
)
, (33)532
where Copt (ρ, M, N, K , δt , δr) is given by (12).533
Proof: See Appendix E.534
Remark 2: The resemblance of Theorem 2 with [13, Th. 1]535
is noteworthy, however the current Theorem is more general,536
since it includes the effects of the residual transceiver impair-537
ments by means of δt and δr. When δt = δr = 0, i.e., in538
the case of no hardware impairments, (33) coincides with539
[14, Th. 1].540
In Fig. 4, we compare the per-antenna ergodic achievable541
sum-rate of Rayleigh-product channels with MMSE receivers542
Fig. 4. Per-antenna achievable sum-rate of Rayleigh product channels with
MMSE receivers (K = 3, M = 4, N = 5).
Fig. 5. Comparison between optimal and MMSE receivers in Rayleigh
product channels with parameters (K = 3, M = 4, N = 5).
assuming K = 3, M = 4, N = 5. As for the case 543
of optimal receivers in Fig. 2, we demonstrate the perfect 544
agreement between the analytical and the simulated results. 545
The theoretical curves with residual hardware impairments 546
were obtained by evaluating (33) in Theorem 2. It can be 547
depicted from Fig. 4 that the per-antenna ergodic rate of 548
MMSE receivers decreases with the increase in the severity of 549
the impairments. Another observation is that the rate curves 550
with the residual hardware impairments saturate after a certain 551
value of ρ. In order to provide insights on the differences of 552
optimal receiver and MMSE receivers, we also provide the 553
comparison between MMSE and optimal receivers in Fig. 5 554
considering both the cases with and without the impairments. 555
As expected, the performance of MMSE receivers is less than 556
the performance of the optimal for all the considered cases. 557
B. High-SNR Analysis 558
Proposition 4: In the high-SNR regime (ρ → ∞), the 559
slope S∞ and the power offset L∞ of Rayleigh-product chan- 560
nels with MMSE receivers, accounting for residual additive 561
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hardware transceiver impairments are given by562
S∞ =
⎧
⎨
⎩
s bits/s/Hz (3 dB) if M = s
0 if M > s,
(34)563
L∞ =
⎧
⎨
⎩
(s−1)E
[
log2 det
(
1
s
δ˜2t W+δ2r Is
1
s δ
2
t W+δ2r Is
)]
if M = s
∞ if M > s
. (35)564
Proof: See Appendix F.565
Proposition 5 indicates that the high-SNR slope equals566
to M only if M is smaller than K and N . However, given567
that we assume a rank deficient channel, the high-SNR slope568
becomes 0. The same result occurs when the number of569
receive antennas is insufficient. The reason behind this is570
the prevention of the perfect cancellation of the co-channel571
interference. The channel becomes interference-limited and the572
SINR saturates at high SNR, i.e., the achievable rate does not573
scale with the SNR.574
C. Low-SNR Analysis575
The characterization of the minimum transmit energy576
per information bit and the wideband slope, when MMSE577
receivers are employed with transceiver hardware impairments,578
takes place in this section.579
Proposition 5: In the low-SNR regime (ρ → 0), the min-580
imum transmit energy per information bit E
MMSE
b
N0min and the581
wideband slope SMMSE0 of Rayleigh-product channels with582
MMSE receivers, accounting for residual additive hardware583
transceiver impairments are given by584
EMMSEb
N0min
= ln 2N (36)585
and586
SMMSE0 = 2K M N(2K Mδ2r+((2 M−1)(N+K )+K N+1)(1+δ2t ))(1+δ2t ) . (37)587
Proof: See Appendix G.588
Remark 3: Increasing the transmit hardware impairment,589
EMMSEb
N0min increases. Moreover, the wideband slope depends on590
both transmit and receive impairments. In fact, when the qual-591
ity of the transceiver hardware becomes worse, the wideband592
slope decreases.593
Figs. 6 and 7 illustrate the per-antenna ergodic capac-594
ity and the achievable sum-rate versus Eb/N0 for optimal595
and MMSE receivers, respectively. The results for optimal596
receivers were plotted by following the low-SNR analysis597
presented in Section III-C. Similarly, for the case of MMSE598
receivers, the low-SNR analysis presented above was taken599
into account. It can be noted for the case of optimal receivers,600
all curves with and without impairments converge at the601
minimum Eb/N0 value, i.e., Eb/N0min. The capacity gap with602
respect to the case without impairments increases with the603
increase in the value of Eb/N0 by means of an increase of604
the wideband slope as lower quality transceiver hardware is605
used.606
Fig. 6. Per-antenna ergodic capacity versus Eb/N0 for optimal receivers.
Fig. 7. Per-antenna achievable sum-rate versus Eb/N0 for MMSE receivers.
V. ASYMPTOTIC SUM-RATE ANALYSIS OF 607
OPTIMAL LINEAR RECEIVERS 608
In this section, we provide the asymptotic analysis in the 609
presence of residual additive transceiver impairments for the 610
ergodic capacity and the achievable sum-rate of Rayleigh- 611
product MIMO channels with optimal receivers. Employing 612
tools from large RMT, and in particular, conducting a free 613
probability analysis [1], [21], [22], we shed light on the 614
effect of hardware imperfections on large MIMO deployments. 615
Contrary to existing literature that usually employs a determin- 616
istic equivalent analysis, we use FP because it requires just 617
a polynomial solution instead of fixed-point equations, and 618
allows us to provide a thorough characterization of the impact 619
of the residual transceiver impairments on the performance of 620
Rayleigh-product MIMO channels in the large antenna limit. 621
The following variable definitions allow us to simplify the 622
analysis. Specifically, we denote 623
N˜1 = HH1 H1 (38) 624
N˜2 = H2HH2 (39) 625
K = N˜2N˜1, (40) 626
where the number of transmit and receive antennas (M and N) 627
as well as the number of scatterers K tend to infinity with 628
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given ratios β = MK and γ = KN . Note that the study of the629
Rayleigh-product does not mean necessarily that K must be630
small. However, since we examine a rank deficient channel,631
where M > K , we have s = K .632
Letting the system dimensions tend to infinity while keeping633
their finite ratios β and γ fixed, we can obtain the asymptotic634
limit of the capacity per receive antenna, if we divide it by N635
and write (12) as636
C˜opt(ρ,β,γ,δt,δr)= C˜opt1 (ρ,β,γ,δt,δr)−C˜opt2 (ρ,β,γ,δt,δr),637
(41)638
where C˜opti for i = 1, 2 is expressed as639
C˜opti =
1
N
lim
K ,M,N→∞E
[
log2 det
(
IK + fi H2HH2HH1 H1
)]
640
= K
N
lim
K ,M,N→∞E
⎡
⎣ 1
K
K∑
j=1
log2
(
1+ fi Kλ j
(
1
K
K
))
⎤
⎦641
→ γ
∫ ∞
0
log2(1+ fi K x) f ∞K
K
(x) dx . (42)642
Note that λ j
( 1
K K
)
is the j th ordered eigenvalue of643
matrix 1K K, and f ∞1
K K
denotes the asymptotic eigenvalue prob-644
ability density function (a.e.p.d.f.) of 1K K. In the asymptotic645
numbers of antennas and scatterers limit, the per receive646
antenna ergodic capacity of Rayleigh-product MIMO channels647
with residual transceiver hardware impairments, is provided by648
the following theorem.10649
Theorem 3: The per receive antenna ergodic capacity of650
Rayleigh-product MIMO channels for optimal receivers in651
the presence of additive transceiver impairments, when the652
number of transmit and receive antennas (M and N) as well653
as the number of scatterers K tend to infinity with given654
ratios β and γ , is given by655
C˜opt (ρ, β, γ, δt, δr)→γ
∫ ∞
0
log2
(
1+ f1K x
1+ f2K x
)
f ∞K
K
(x)dx, (43)656
where C˜opt = Copt/N is the per receive antenna ergodic capac-657
ity, while the a.e.p.d.f. of KK f ∞K
K
is obtained by finding the658
imaginary part of its Stieltjes transform S for real arguments.659
Proof: See Appendix H.660
In order to validate our asymptotic analysis of the ergodic661
capacity of optimal linear receivers presented in Subsec-662
tion IV.A, we plot the a.e.p.d.f. of K in Fig. 8, where the663
histogram represents the p.d.f. of the matrix K calculated664
numerically based on MC simulations. Furthermore, the solid665
line depicts the a.e.p.d.f. obtained by solving the polymo-666
nial (78) of the Stieltjes transform of the corresponding667
a.e.p.d.f., and then applying Lemma 3. A perfect agreement668
between the results obtained from theoretical analysis and MC669
simulations has been obtained, as reflected in Fig. 8.670
10For the achievable rate of MMSE receivers in the asymptotic regime,
starting with (31), one can find the polymonial for the Stieltjes transform
of the involved matrix term following the procedure in [46], then find the
corresponding asymptotic eigenvalue probability density function and then
derive the asymptotic capacity expression as done for the case of optimal
receivers.
Fig. 8. A.e.p.d.f. of K (ρ = 20 dB, K = 100, M = 300, N = 200,
δt = δr = 0.15).
Fig. 9. Asymptotic per-antenna ergodic capacity versus ρ (K = 100,
M = 300, N = 200).
Fig. 10. Asymptotic per-antenna ergodic capacity versus β and γ for optimal
receivers (K = 10, ρ = 20 dB, δt = 0.15, δr = 0.15).
In Fig. 9, we plot the theoretical and simulated per-antenna 671
ergodic capacities versus ρ considering K = 100, M = 300, 672
and N = 200. Both the cases with and without impairments 673
are presented. From the figure, it can be observed that theo- 674
retical and simulated capacity curves for both the considered 675
cases match perfectly. Moreover, as expected, the per-antenna 676
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capacity increases with the increase in the value of ρ in the677
absence of impairments, i.e., δt = δr = 0. However, as in the678
finite case, the per-antenna capacity tends to saturate after a679
certain value of ρ in the presence of impairments.680
Fig. 10 depicts the per-antenna capacity versus β and γ by681
considering parameters (K = 10, ρ = 20 dB, δt = 0.15,682
δr = 0.15). It can be noted that the per-antenna capacity683
increases with the increase in the value of γ = KN but decreases684
with the value of β = MK over the considered range. Another685
important observation is that the rate of capacity variation with686
respect to β is much steeper than the capacity variation with γ .687
VI. CONCLUSIONS688
In this paper, we provided an exact characterization of689
the performance of double Rayleigh MIMO channels in the690
presence of residual transceiver hardware impairments. In par-691
ticular, it was noted that the per-antenna ergodic capacity with692
optimal receivers first increases with the SNR and then gets693
saturated after a certain value of the SNR. The same behaviour694
of the ergodic capacity was observed with the increase in695
the number of scatterers. Furthermore, it was demonstrated696
that the ergodic capacity decreases with the increase in the697
severity of the impairments. Also, it was observed that the698
effect of severity of transmit-side and receive-side impairments699
in the considered Rayleigh-Product MIMO system depends on700
the operating SNR region as well as the finite or asymptotic701
regimes of the considered system dimensions. Similar observa-702
tions hold for the achievable sum-rate with MMSE receivers.703
Notably, the minimum transmit energy per information bit for704
optimal and MMSE receivers is inependent on the additive705
impairments. Moreover, we demonstrated the behavior of dou-706
ble Rayleigh MIMO channels for optimal receivers, when the707
number of antennas and scatterers is large. In our future work,708
we plan to extend our analysis for the case of multiplicative709
transceiver impairments.710
APPENDIX A711
USEFUL LEMMAS712
Herein, given the eigenvalue probability distribution func-713
tion fX(x) of a matrix X, we provide useful definitions714
and lemmas that are considered during our analysis. In the715
following definitions, δ is a nonnegative real number.716
Definition 1: [η-Transform [47, Definition 2.11]] The717
η-transform of a positive semidefinite matrix X is defined as718
ηX (δ) =
∫ ∞
0
1
1 + δx fX(x)dx . (44)719
Definition 2: [S-Transform [47, Definition 2.15]] The720
S-transform of a positive semidefinite matrix X is defined as721
X(x) = − x + 1
x
η−1X (x + 1). (45)722
Lemma 1 ( [47, eqs. (2.87) and (2.88)]): Given a Gaus-723
sian K × M channel matrix H ∼ CN (0, I), the S-transform724
of the matrix 1K H
HH is expressed as725
 1
K HHH
(x, β) = 11+βx , (46)726
while the S-transform of the matrix 1K HH
H is obtained as727
 1
K HHH
(x, β) = 1β+x ., (47)728
Lemma 2 ( [47, eq. (2.48)]): The Stieltjes-transform of a 729
positive semidefinite matrix X can be derived by its 730
η-transform according to 731
SX(x) = −ηX(−1/x)
x
. (48) 732
Lemma 3 ( [47, eq. (2.45)]): The asymptotic eigenvalue 733
probability density function (a.e.p.d.f.) of X is obtained by the 734
imaginary part of the Stieltjes transform S for real arguments 735
as 736
f ∞X (x) = limy→0+
1
π
I {SX(x + jy)} . (49) 737
APPENDIX B 738
PROOF OF THEOREM 1 739
Proof: First, we denote 740
W = 1
K
⎧
⎪⎨
⎪⎩
HH2H
H
1 H1H2 if s = M
HH1H1H2H
H
2 if s = K
H1H2HH2H
H
1 if s = N,
(50) 741
where H1, H2 are given by (2). We employ [49, Corollary 2] 742
providing the PDF of an unordered eigenvalue p (λ) of the 743
matrix HH2 H
H
1 H1H2, in order to write (12) in terms of the 744
eigenvalues of W. Especially, p (λ) is read as 745
p (λ)=2K
s∑
i=1
s∑
j=1
λ
p+2 j+t+i−2s−3
2 Kt−p+i−1
(
2
√
λ
)
Gi, j
s (p − s + j) , (51) 746
where K is given by (16), and Kv (x) is the modified Bessel 747
function of the second kind [37, eq. (8.432.1)]. Hence, we have 748
from (12) 749
Copt(ρ,M,N,K ,δt ,δr) 750
= s
∫ ∞
0
log2
⎛
⎝1+
ρ
K M λ
ρδ2t λ
K M +ρδ2r+ 1
⎞
⎠p(λ)dλ (52) 751
= s
∫ ∞
0
log2
((
1 + δ2t
) ρλ
K M
+ ρδ2r + 1
)
p (λ) dλ 752
− s
∫ ∞
0
log2
( ρ
K M
δ2t λ + ρδ2r + 1
)
p (λ) dλ. (53) 753
Substitution of (51) into (53) and making use of 754
[37, eq. (7.821.3)] after expressing the logarithm in terms 755
of a Meijer G-function according to ln(1 + x) = 756
G2,21,2( ax |1, 1//0, 0 ) [49, eq. (8.4.6.5)] concludes the proof. 757
758
APPENDIX C 759
PROOF OF PROPOSITION 2 760
First, we write (12) as 761
Copt(ρ,M,N,K ,δt ,δr) 762
= E
[
log2 det
(
+ ρ
M
W
)
−log2det()
]
763
= E
[
log2 det
((
1 + δ2t
) ρ
M
W +
(
δ2r ρ + 1
)
Is
)]
(54) 764
− log2 det
( ρ
K M
δ2t W +
(
δ2r ρ + 1
)
Is
)
765
= E
⎡
⎣log2det
⎛
⎝
1
M
(
1+δ2t
)
W+
(
δ2r + 1ρ
)
Is
1
M δ
2
t W+
(
δ2r + 1ρ
)
Is
⎞
⎠
⎤
⎦. (55) 766
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Note that in (54) we have considered that W, given by (50),767
has s non-zero eigenvalues. Applying to (55) the definition of768
the high-SNR slope, provided by (19), we obtain769
Sopt∞ = 0. (56)770
The high-SNR offset, defined by (20), can be derived by771
appropriate substitution of (55). As a result, L∞ reads as772
L∞ = E
[
log2 det
((
1 + δ2t
) 1
M W + δ2r Is
1
M δ
2
t W + δ2r Is
)]
. (57)773
APPENDIX D774
PROOF OF PROPOSITION 3775
In order to obtain EbN0min and S0, we need to derive the776
first and second derivatives of the ergodic capacity. The two777
following useful lemmas generalize [43, eqs. (210) and (211)],778
when A depends on ρ, and f (ρ) does not equal just to ρ, but779
it is a general function regarding this variable.780
Lemma 4:781
∂
∂ρ
ln det (I + f (ρ) A (ρ)) |ρ=0782
= tr
(
(I+ f (0) A(0))−1
(
f ′ (0) A(0)+ f (0) A′(0)
))
. (58)783
Proof: First, we obtain the derivative of the first part784
of (58) with respect to ρ as785
∂
∂ρ
ln detG (ρ) =
∂detG(ρ)
∂ρ
detG (ρ)
(59)786
= tr
(
G−1 (ρ)
∂G (ρ)
∂ρ
)
, (60)787
where we have denoted G (ρ) = I+ f (ρ) A (ρ), and we have788
applied [50, eq. (46)]. Note that789
∂G (ρ)
∂u
= f ′ (ρ) A (ρ) + f (ρ) A′ (ρ). (61)790
By substituting (61) into (59), and letting ρ = 0, we lead791
to (58).792
Lemma 5:793
∂2
∂ρ2
ln detG(0)= tr
(
!G−1(ρ)
(
∂2G (ρ)
∂ρ2
−
(
∂2G(ρ)
∂ρ2
)2)∣
∣
∣
ρ=0
)
,794
(62)795
where G′ (0) and G′′ (0) are obtained by setting ρ = 0 to (61)796
and (64), respectively.797
Proof: Obtaining the second derivative of ln G (ρ) by (59),798
we have799
∂2
∂ρ2
ln detG(ρ) = tr
(
G−1(ρ)
(
∂2G(ρ)
∂ρ2
∂ρ2−
(
∂G(ρ)
∂ρ ∂ρ
)2))
, (63)800
where we have used [50, eq. (48)]. The first derivative of G is801
given by (61), while the second derivative is obtained after802
following a similar procedure to Lemma 4 as803
∂2G(ρ)
∂ρ2
= f ′′(ρ) A(ρ)+2 f ′(ρ)A′(ρ)+ f (ρ) A′′(ρ). (64)804
Appropriate substitutions of (64) and (61) into (63) and 805
simple algebraic manipulations provide the desired redult after 806
setting ρ = 0. 807
Herein, having denoted Copt (ρ, M, N, K , δt , δr) as in (53), 808
we can write for i = 1, 2 that 809
Ci (ρ, M, N, K , δt , δr) =E
[
log2 det( fi (ρ) F + Is)
]
. (65) 810
We assume that F plays the role of A in Lemmas 4, 5, while 811
f1 (ρ) =
ρ
K M
(
1+δ2t
)
ρδ2r +1 and f2 (ρ) =
ρ
K M δ
2
t
ρδ2r +1 . When ρ → 0, we find 812
that f1 (0) = f2 (0) = 0, while its first and second derivatives 813
at ρ = 0 equal to f ′1 (0) = δ˜
2
t
K M , f
′
2 (0) = δ
2
t
K M , and f
′′
1 (0) = 814
− 2δ2r δ˜2tK M , f
′′
2 (0) = − 2δ
2
r δ
2
t
K M . Thus, using the fact that Gi (ρ) = 815
I + fi (ρ) F (ρ), we have Gi (0) = IN . By taking the first 816
derivative of (53), and applying Lemma 4, we have 817
C˙opt (0) = 1
ln 2
∂
∂ρ
E [ln detG (ρ)] |ρ=0 818
=
(
f ′1(0) − f
′
2(0)
)
ln 2
E [trF] 819
= N
ln 2
, (66) 820
since E [trF] = K M N . Similarly, the second derivative of Copt 821
at ρ = 0 can be written by means of Lemma (5) as 822
C¨opt (0) 823
= 1
ln 2
∂2
∂ρ2
E [ln detG (ρ)] |ρ=0 824
=
(
f ′′1(0)− f
′′
2(0)
)
ln 2
E [trF]−
((
f ′1(0)
)2−
(
f ′2(0)
)2)
ln 2
E
[
trF2
]
825
= −
((
1+2δ2t
)
(1+M N+K (M+N))+2 K Mδ2r
)
N
K M ln 2
, (67) 826
where E
[
trF2
] = M2 K N (K + N) + M K N (N K + 1) by 827
taking advantage of [51, Th. 7]. Appropriate substitutions and 828
algebraic manipulations of (66) and (67), enable us to to obtain 829
first EbN0min by means of (25), and in turn, S0 by means of (26). 830
APPENDIX E 831
PROOF OF THEOREM 2 832
We pursue a standard procedure as in [14] and [45]. 833
In particular, first, we consider the following property allowing 834
to express the i th diagonal element of an inverse matrix Z−1 835
with regards to the determinant of the matrix and its 836
(i, i)th minor Zii . Specifically, we have 837
[
Z−1
]
ii
= detZ
ii
detZ
. (68) 838
Inserting (31) into (32), and taking into account this property, 839
we obtain 840
CMMSE (ρ, M, N, K , δt , δr) 841
= ME
[
log2 det
(
IM + ρK M H
H
2 H
H
1 
−1H1H2
)]
842
−
M∑
i=1
E
[
log2det
(
IM−1+ ρK M
(
HH2 H
H
1 
−1H1H2
)ii)]
. 843
(69) 844
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The proof is concluded by means of some algebraic manipu-845
lations, and by noting that846
(
HH2 H
H
1 H1
−1H2
)ii = HH2i HH1 −1H1H2i , (70)847
where H2i is the matrix H2 after removing its i th column.848
APPENDIX F849
PROOF OF PROPOSITION 4850
Starting from Proposition 2 and following a similar proce-851
dure to its proof, we obtain the desired results after several852
simple algebraic manipulations and by the property of the853
expansion of a determinant to its minors.854
APPENDIX G855
PROOF OF PROPOSITION 5856
Similar to the proof of Proposition 3, the derivation857
of E
MMSE
b
N0min and S
MMSE
0 imposes first the calculation of the858
first and second derivatives of CMMSE (ρ, M, N, K , δt , δr) at859
ρ = 0. Taking the first derivative of (33) and using the860
property in (70), we have861
C˙MMSE (ρ, M, N, K , δt , δr) = N(1 + δ2t
)
ln 2
. (71)862
As far as the second derivative of CMMSE (ρ, M, N, K , δt , δr),863
we use the same methodology and after several algebraic864
manipulations, we obtain C¨MMSE (ρ, M, N, K , δt , δr) as865
C¨MMSE (ρ, M, N, K , δt , δr)866
= − N(
1+δ2t
)867
×
(
((2 M−1) (N+K )+K N+1)(1+δ2t
)+2K Mδ2r
K M
)
. (72)868
After appropriate substitutions, the proof is concluded.869
APPENDIX H870
PROOF OF THEOREM 3871
According to the principles of free probability, the a.e.p.d.f.872
of K/K can be obtained by means of Lemma 3 that includes873
its Stieltjes transform SK/K . Hence, our interest is focused874
on the derivation of the Stieltjes transform of K/K . Looking875
carefully at Lemma 2, we observe that SK/K can be obtained876
by means of its η-transform. Especially, we are going to877
show how to acquire the inverse η-transform of Kα/K . Thus,878
we obtain the inverse of ηK/K (x) by means of this lemma as879
xη−1K/K
(−xSK/K (x)
) + 1 = 0. (73)880
In particular, the following proposition provides η−1K/K (x).881
Proposition 6: The inverse η-transform of K/K is given by882
η−1K/K (x) = −
x − 1
x (β + x − 1) (γ (x − 1) + 1) . (74)883
Proof: Applying the S-transform to (40) and the free884
convolution we obtain η−1K/K (x) as885
K/K (x) = N˜2/K (x)M˜/K (x)⇐⇒886 (
− x +1
x
)
η−1K/K (x +1) =
1
(β + x) (γ x + 1) , (75)887
where in (75), we have applied Definition 2 and Lemmas 1, 2. 888
Basically, N˜2/K (x) and N˜1/K (x) are given by (46) and (47) 889
as 890
N˜2/K (x) =
1
γ x + 1 (76) 891
and 892
N˜1/K (x) =
1
β + x . (77) 893
In addition, in (75), we have taken into account the asymp- 894
totic freeness between the deterministic matrix with bounded 895
eigenvalues N˜2 and the unitarily invariant matrix N˜1. Setting 896
y = x + 1, i.e., making a change of variables, we obtain (74). 897
898
Proposition 6 and (73) result after some tedious algebraic 899
manipulations to the following qubic polynomial 900
x2γ S3K/K − (βγ − 2γ + 1) xS2K/K 901
− (βγ − β − γ + x + 1) SK/K − 1 = 0, (78) 902
which provides SK/K , and thus, f ∞K
K
(x) by means of (49). This 903
step concludes the proof. 904
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