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a b s t r a c t
Episturmian sequences, or words, are a natural generalization of
Sturmian sequences to arbitrary finite alphabets. In this paper we
investigate various combinatorial properties of epicentral words,
i.e., palindromic prefixes of standard episturmian words. We con-
sider the action of certain involutions defined on epicentral words.
We show that in some cases their fixed pointsmay be characterized
in terms of suitable faithful representations of epicentral words.
We further show that various previously known results for central
Sturmian words may be extended to epicentral words.
© 2009 Elsevier Ltd. All rights reserved.
1. Introduction
Episturmian sequences, or words, are a natural generalization of Sturmian sequences to arbitrary
finite alphabets. In fact, standard episturmian sequences can be generated by an extension to any
alphabet of the right iterated palindrome closure operator [10].
The palindromic prefixes of standard Sturmianwords have been called in [15] centralwords. In fact,
these words, which satisfy beautiful structural and combinatorial properties, play an essential role in
the theory of Sturmian words. Moreover, several characterizations of central words exist giving rise
to various different definitions [2]. Extending the previous terminology we call epicentral words the
palindromic prefixes of all standard episturmian words.
In this paperwe consider some involutions of epicentralwords. The involutions of central Sturmian
words have been studied in details in [3,5,7].
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There are two basic involutions of epicentral words. The first, called the natural involution, is
defined as follows. Let ψ be the iterated palindrome closure operator. If w = ψ(v) is an epicentral
word having the directive word v, then the dual word w∗ of w is defined as w∗ = ψ(v∼), where v∼
denotes the reversal of the directive word v. The operation ∗ is trivially involutive; since the mapψ is
injective, one has that an epicentral word is self-dual, i.e.,w = w∗ if and only if its directive word is a
palindrome.
A second involution, called the special involution, associates to each epicentral word w the word
w = ψ(v¯), where v¯ is obtained from v∼ by renaming the letters in v∼ according to the order of
their occurrence in v (for instance, if v = abac , then v¯ = abcb). Also the operation  is involutive and
its fixed points are called harmonic words. An epicentral word w = ψ(v) is harmonic if and only if
v = v¯. Every self-dual epicentral word is harmonic, but the converse is not true. Central harmonic
words have been introduced in [4].
As we shall see only some properties of the involutions of central words can be extended to the
case of epicentral words over alphabets A of cardinality t > 2, so that the binary case is very special
and the results assume a particularly interesting form.
The study of involutions of epicentral words can be done by referring to the different
representations of epicentral words. Besides its directiveword, an epicentral word can be represented
by its period vector and its composition vector, i.e., its Parikh vector. As we shall see in Sections 5 and 6,
the composition vector of an epicentral wordw is strictly related to the period vector of its dual word
w∗. Moreover, some basic relations exist between the period vectors (and composition vectors) of w
andw∗.
In Section 6 we consider representations of epicentral words by matrices. This can be done in two
different ways: the first by modular matrices of a classMt representing the free monoid A∗ as well
as the epicentral words via their directive words [9]; the second by the matrices of the class It of the
incidence matrices of pure standard episturmian morphisms over A∗ [12].
The period vector p(v) of an epicentral wordw = ψ(v) can be simply expressed as p(v) = Mv∼1,
whereMv∼ ∈ Mt , v∼ is the reversal of v, and 1 is a t × 1 vector with all components equal to 1. The
composition vector ω(v) of w can be expressed as ω(v) = (t − 1)−1(Qv − It)1, where Qv ∈ It is the
incidence matrix associated to the pure standard morphismµv and It is the t× t identity matrix. One
can easily prove that for any v, Qv = MTv∼ .
In Section 7 we consider two representations of epicentral words by trees. These are t-ary trees
whose nodes are labeled by t × 1 vectors. We call these trees the Raney tree and the Stern–Brocot
tree. They are a natural extension to the case t > 2 of similar trees introduced in the case of binary
alphabets in [1]. We prove that the vectors Ra(v) and SB(v) labeling in the Raney tree and in the
Stern–Brocot tree the node represented by the word v are equal respectively to p(v) and p(v∼).
In Section 8 some characterizations of self-dual and harmonic epicentral words are given. In
particular, we prove that a matrix M = (mi,j) ∈ Mt is self-dual if and only if the matrix D =
MT + (t − 1)M has the eigenvalue λ equal to the sum of all elements of the matrix M with the
associated eigenvector1.Moreover, this eigenvalue ismaximal inmodulus. Some applications of these
characterizations to the special case t = 2 are given, obtaining some new results or different proofs
of known ones.
In Section 9 we consider infinite harmonic words, i.e., infinite standard episturmian words having
infinitely many palindromic prefixes which are harmonic. We prove that for any positive integer t ,
there exists a standard episturmianword on t symbols all ofwhose palindromic prefixes are harmonic.
Moreover such a word is unique up to a word isomorphism. In Section 10 some open problems are
posed.
Finally, we stress that this paper can be considered in some aspects as a continuation and an
extension of the two papers [3,4] dealing with central Sturmian words.
2. Notations and preliminaries
In the following A = {a1, . . . , at} will denote a finite nonempty alphabet of cardinality t , and A∗
the free monoid generated by A. The elements of A are usually called letters and those of A∗ words. If A
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is totally ordered we suppose that a1 < a2 < · · · < at . In this case we shall sometimes denote the
letters simply by the digits 1, 2, . . . , t , when there is no ambiguity. The identity element of A∗, called
the empty word, is denoted by ε. We shall set A+ = A∗ \ {ε}. For any word w ∈ A∗ the length of w is
denoted by |w|. The length of ε is conventionally 0.
For any letter x ∈ A, |w|x denotes the number of occurrences of x in w. The Parikh vector of w is
the t × 1 vector whose components are |w|x with x ∈ A. For any w ∈ A∗, alph(w) denotes the set of
distinct letters of A occurring inw.
Let w = w1w2 · · ·wn be a word, with wi ∈ A, 1 ≤ i ≤ n. A positive integer p is a period of w if for
all i, j, 1 ≤ i, j ≤ n, the following condition is satisfied:
i ≡ j (mod p) H⇒ wi = wj.
Let us observe that if a word w has a period p, then any factor of w has also the period p. A period of
w will be called proper if p ≤ |w|. The minimal period of w will be denoted by piw . We shall assume
conventionally that piε = 1.
A right infinite word, or simply infinite word, x is just an infinite sequence of letters:
x = x1x2 · · · xn · · · where xi ∈ A, for all i ≥ 1.
The set of all infinite words over A is denoted by Aω .
For definitions and notations on words not explicitly given in the text, the reader is referred to the
books of Lothaire [14,15].
3. Epicentral words
Let w = w1w2 · · ·wn with all wi ∈ A, be a word. The reversal w∼ is the word wn · · ·w1. If w = ε,
one sets ε∼ = ε. A wordw ∈ A∗ is a palindrome ifw = w∼. The set of all palindromes of A∗ is denoted
by PALA, or simply PALwhen there is no ambiguity.
We introduce in A∗ the map (+) : A∗ → PALwhich associates to any wordw ∈ A∗ the palindrome
w(+) defined as the shortest palindrome having the prefixw (cf. [6]).We callw(+) the right palindrome
closure of w. If Q is the longest palindromic suffix ofw = uQ , then one has
w(+) = uQu∼.
Let us now define the map
ψ : A∗ → PAL,
as follows: ψ(ε) = ε and for all u ∈ A∗, x ∈ A,
ψ(ux) = (ψ(u)x)(+).
It is readily verified that for all words v ∈ A+ if u is a prefix of v, thenψ(u) is a palindromic prefix
(and suffix) of ψ(v) and, conversely, every palindromic prefix of ψ(v) is of the form ψ(u) for some
prefix u of v.
The map ψ , called (right) iterated palindrome closure, is injective.
For any w ∈ ψ(A∗) the unique word u such that ψ(u) = w is called the directive word of w. The
directive word u of w can be read from w just by taking the subsequence of w formed by all letters
immediately following all proper palindromic prefixes ofw.
One can extend ψ to Aω as follows: let x ∈ Aω be an infinite word
x = x1x2 · · · xn · · · , xi ∈ A, i ≥ 1,
and denote for any n, by x[n] the prefix of x of length n. Since for all n, ψ(x[n]) is a prefix of ψ(x[n+1]),
we can define the infinite word ψ(x) as:
ψ(x) = lim
n→∞ψ(x[n]).
The word x is called the directive word of ψ(x). The extended map ψ : Aω → Aω is injective.
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The family of infinite words ψ(Aω) is the class of standard episturmian words over A introduced
in [10]. In the case that each letter of A occurs infinitely often in the directive word, one has the class
of standard Arnoux–Rauzy words. A standard Arnoux–Rauzy word over a binary alphabet is usually
called standard Sturmian word. The fact that all standard Sturmian words can be constructed by the
iterated palindrome closure operator was proved by the first author in [6].
Example 3.1. Let A = {a, b}. If x = (ab)ω , then the standard Sturmian word f = ψ((ab)ω) having the
directive word x is the famous Fibonacci word
f = abaababaabaab · · · .
In the case of a three letter alphabet A = {a, b, c} the standard Arnoux–Rauzy word having the
directive word x = (abc)ω is the so-called Tribonacci word
τ = abacabaabacaba · · · .
In what follows, t-PER denotes the setψ(A∗) of all palindromic prefixes of all standard episturmian
words over the t-letter alphabet A. These words will be also called t-central, or without making
reference to t , epicentral words. The class 2-PER is usually denoted by PER and the 2-central words
are called central words.
Let us introduce in t-PER the operator ∗ defined as follows. Letw ∈ t-PER have the directive word
v, i.e.,w = ψ(v). Then
w∗ = ψ(v∼).
The wordw∗ is called the dual ofw. Since the reversal operator is involutory, it follows
(w∗)∗ = w,
i.e., ∗ is an involution that we call the natural involution. A word w of t-PER which is a fixed point of
the natural involution is called self-dual. Since themapψ is injective, one has thatw is self-dual if and
only if its directive word is a palindrome. A further interesting involution that we call special will be
introduced and studied later in Section 8.
4. Justin’s formula
For any x ∈ A, µx denotes the endomorphism of A∗
µx : A∗ → A∗
defined as:
µx(x) = x, µx(y) = xy, for y ∈ A \ {x}.
If v = x1x2 · · · xn, with xi ∈ A, i = 1, . . . , n, then we set:
µv = µx1 ◦ · · · ◦ µxn; (1)
moreover, if v = ε,µε= id, where id is the identity map on A∗. The endomorphismµv , for any v ∈ A∗,
is a pure standard episturmian morphism [13]. The following important formula, due to Justin [12],
holds:
ψ(vu) = µv(ψ(u))ψ(v), v, u ∈ A∗.
In the particular case v = x ∈ A, one has:
ψ(xu) = µx(ψ(u))x, x ∈ A, u ∈ A∗.
From the above formulas one can derive several consequences. We mention the following [12,9]:
Proposition 4.1. Let t = Card(A). For any v ∈ A∗ and x ∈ A one has
1. |ψ(v)| = |ψ(v∼)|,
2.
∑
y∈A |µv(y)|x = (t − 1)|ψ(v)|x + 1,
3. |µv(x)| = 1+ |ψ(v)| − |ψ(v∼)|x .
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5. Periods and compositions
For any v ∈ A∗ and x ∈ Awe denote by px(v) the minimal period of ψ(v)x.
Lemma 5.1. For any v ∈ A∗ and x ∈ A, px(v) is also equal to the minimal period of ψ(vx).
Proof. We recall [8, Proposition 6.1] that if w is a nonempty prefix of a standard episturmian, then
piw = piw(+) . Let s be any standard episturmian word whose directive word begins with vx. One has
that ψ(vx) = (ψ(v)x)(+), so that ψ(v)x is a prefix of s. Hence, the minimal period of ψ(v)x, namely
px(v) equals the minimal period of ψ(vx). 
Trivially, for any x ∈ A, px(v) is a period ofψ(v). For any v ∈ A∗ the t×1 vector p(v) of components
pi(v), i = 1, . . . , t , will be called the period vector of ψ(v).
Let us explicitly observe that in general not all proper periods of the word ψ(v) are components
of the vector p(v). For instance, in the case A = {a, b}, v = a4b, the proper periods of the word
w = ψ(v) = aaaabaaaa are 5, 6, 7, 8, 9 whereas pa(v) = 6, pb(v) = 5.
The following proposition is a summary of some results on periods of an epicentral word (cf. [9]).
Proposition 5.2. Let t = Card(A), v ∈ A∗, x ∈ A,w = ψ(v), n = |w|, and piw the minimal period of w.
Then the following holds
1. px(v) = |µv(x)|,
2. piw = min{p1(v), . . . , pt(v)},
3. px(v) ≤ n+ 1.Moreover, px(v) ≤ n if and only if x ∈ alph(v),
4.
∑
x∈A px(v) = t + (t − 1)n,
5. px(vx) = px(v), py(vx) = px(v)+ py(v) for y ∈ A \ {x},
6. gcd(p1(v), . . . , pt(v)) = 1.
From the preceding proposition and Proposition 4.1 one derives∑
x∈A
px(v) =
∑
x∈A
px(v∼). (2)
For any v ∈ A∗ the Parikh (vertical) vector of ψ(v) will also be called composition vector of ψ(v)
and denoted by ω(v). Thus from the definition one has that for all i = 1, . . . , t ,
|ψ(v)|i = ωi(v).
Corollary 5.3. For any v ∈ A∗ and x ∈ A the following holds:
1. ωx(v) = 1+ |ψ(v)| − px(v∼),
2. px(v∼)− px(v) = ωx(v∼)− ωx(v),
3. (t − 1)ωx(v) =∑y∈A |µv(y)|x − 1.
Proof. Statements 1 and 3 follow directly from Proposition 4.1 since px(v∼) = |µv∼(x)|, ωx(v) =
|ψ(v)|x, and |ψ(v)| = |ψ(v∼)|. Statement 2 is a trivial consequence of statement 1 and of the fact
that |ψ(v)| = |ψ(v∼)|. 
It is convenient for future purposes to rewrite statement 1 of preceding corollary in the following
vectorial form: for any v ∈ A∗ one has:
ω(v)+ p(v∼) = (1+ |ψ(v)|)1, (3)
where 1 denotes the t × 1 vector all of whose components are equal to 1.
Example 5.4. Let A = {a, b, c}, v = abac. One hasψ(v) = abaabacabaaba andωa(v) = 8,ωb(v) = 4,
and ωc(v) = 1. The endomorphism µv of A∗ is defined by
µv(a) = abaabacaba, µv(b) = abaabacabaab, µv(c) = abaabac,
so that pa(v) = 10, pb(v) = 12, pc(v) = 7. Moreover, ψ(v∼) = cacbcacacbcac and pa(v∼) = 6,
pb(v∼) = 10, pc(v∼) = 13. Hence, for any z ∈ A, ωz(v) = 14− pz(v∼).
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In the case t = 2 one derives the following well-known result [1,3]:
Proposition 5.5. In the case of a binary alphabet A for any v ∈ A∗ and x, y ∈ A, x 6= y, one has
ωx(v)+ 1 = py(v∼).
Proof. From statement 4 of Proposition 5.2 and (3) and the fact that |ψ(v)| = |ψ(v∼)|, one derives
that for any z ∈ A
ωz(v) = 1+ (px(v∼)+ py(v∼)− 2)− pz(v∼),
so that
ωx(v)+ 1 = py(v∼) and ωy(v)+ 1 = px(v∼)
which proves the assertion. 
6. Matrices
In this sectionwe shall considermatriceswhose entries are integers. For amatrixU we shall denote
by UT the transpose of U and by [U] the sum of all its entries. Moreover, we say that U is non-negative
(resp. positive) and write U ≥ 0 (resp. U > 0) when all the entries of U are non-negative (resp.
positive) integers.
6.1. Matrix representation of free monoids
For each i = 1, . . . , t we introduce the t × t matrix Mi whose entries are the integers 1 and 0,
defined as follows:
(Mi)x,y =
{
1 if y = x or y = i
0 otherwise.
From the definition one has that the matricesMi, i = 1, . . . , t , aremodular as detMi =1.
Example 6.1. Let A = {a, b}. In this case we have the 2× 2 matrices:
Ma =
(
1 0
1 1
)
, Mb =
(
1 1
0 1
)
.
In the case of a three letter alphabet A = {a, b, c}we have the 3× 3 matrices:
Ma =
(1 0 0
1 1 0
1 0 1
)
, Mb =
(1 1 0
0 1 0
0 1 1
)
, Mc =
(1 0 1
0 1 1
0 0 1
)
.
LetMt denote the submoid of themonoid of all t× t modular matrices with entries inN generated
by the matrices Mi, i = 1, . . . , t . The map ϕ : A → Mt defined by ϕ(ai) = Mi, i = 1, . . . , t , can be
extended to a unique morphism ϕ : A∗ →Mt . If v = x1x2 · · · xn, with xi ∈ A, i = 1, . . . , n, we set
ϕ(v) = Mv = Mx1Mx2 · · ·Mxn .
Moreover,Mε = It , where It is the identity t × t matrix. The following key lemma was proved in [9].
Lemma 6.2. For all u, v ∈ A∗, Mu1 = Mv1 implies that u = v.
Theorem 6.3. The morphism ϕ : A∗ →Mt is injective.
Proof. Suppose that there exist words v,w ∈ A∗ such that ϕ(v) = Mv = Mw = ϕ(w). Since
Mv1 = Mw1, one derives from the preceding lemma v = w. This proves that ϕ is injective. 
The preceding theorem shows that themonoidMt is freely generated by thematricesMi, i = 1, . . . , t ,
so that anyM ∈Mt can be uniquely factored by the matricesMi, i = 1, . . . , t .
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6.2. Incidence matrices
For any v ∈ A∗ we shall denote by Qv the incidence matrix of the endomorphism µv as defined in
(1), i.e., the t × t matrix whose entries for all x, y ∈ A are:
(Qv)x,y = |µv(y)|x. (4)
We denote by It the set of all incidence matrices Qv with v ∈ A∗. As is well known for all u, v ∈ A∗,
one has Quv = QuQv; moreover Qε = It .
Lemma 6.4. For any v ∈ A∗, Qv > 0 if and only if alph(v) = A.
Proof. Let Qv be positive and suppose that x ∈ A \ alph(v). From (4) and the definition of µv , one
has that |µv(x)|x = 1 and |µv(y)|x = 0 for y 6= x. Thus the matrix Qv is not positive which is a
contradiction. Conversely, if alph(v) = A, then for any x, y ∈ A, x ∈ alph(µv(y)) so that |µv(y)|x > 0
and the matrix Qv is positive. 
Proposition 6.5. For any v ∈ A∗, Qv = MTv∼ .
Proof. The proof is by induction on the length of v. The result is trivial if v = ε. Let us now prove that
for any z ∈ A one has:
Qz = MTz .
Indeed,
(Qz)x,y = |µz(y)|x =
{
1 if x = y or x = z
0 otherwise.
Hence, (Qz)x,y = (Mz)y,x. For any v ∈ A∗ and z ∈ A one has by induction
Qvz = QvQz = MTv∼MTz = (MzMv∼)T = (Mzv∼)T = MT(vz)∼ ,
which proves our assertion. 
From the preceding proposition it follows in particular that for any v ∈ A∗, det Qv = 1.
6.3. Matrix form for periods and compositions
For any v ∈ A∗ and x ∈ A, by statement 1 of Proposition 5.2, px(v) = |µv(x)|, so that from
Proposition 6.5, one has:
px(v) =
∑
y∈A
|µv(x)|y =
∑
y∈A
(Qv)y,x =
∑
y∈A
(Mv∼)x,y. (5)
Hence, we can write:
p(v) = Mv∼1. (6)
From (6) it follows that for all u, v ∈ A∗
p(uv) = Mv∼p(u).
By (2) and (5) one obtains:
[p(v)] =
∑
x∈A
px(v) =
∑
x∈A
px(v∼) =
∑
x,y∈A
(Mv)x,y = [Mv] = [Mv∼ ]. (7)
Theorem 6.6. The map which associates to any v ∈ A∗ the period vector p(v) is injective.
Proof. Let v1, v2 ∈ A∗ be such that p(v1) = p(v2). By (6) one has Mv∼1 1 = Mv∼2 1. By Lemma 6.2 one
derives v∼1 = v∼2 and then v1 = v2. 
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From the preceding result one has that an epicentral word w is uniquely determined by the
knowledge of its period vector. The word w can be easily constructed from the labeled graph (tree)
which can be associated to its period vector (cf. [9]).
SinceMt is a submonoid of the special linear group S(t,Z) anymatrixM ∈Mt has an inverseM−1
in S(t,Z). For any v ∈ A∗ from (6) one has p(v∼) = Mv1, so that
p(v) = (Mv∼M−1v )p(v∼).
Combining the results of Corollary 5.3, Proposition 6.5, and (4) we can write for any v ∈ A∗ and
x ∈ A:
(t − 1)ωx(v)+ 1 =
∑
y∈A
(Qv)x,y =
∑
y∈A
(MTv∼)x,y,
so that:
(t − 1)ω(v) = (Qv − It)1 = (MTv∼ − It)1. (8)
From the preceding formula one easily derives that for all u, v ∈ A∗
ω(uv) = MTu∼ω(v)+ ω(u).
Theorem 6.7. The map which associates to any v ∈ A∗ the composition vector ω(v) is injective.
Proof. Let v1, v2 ∈ A∗ be such that ω(v1) = ω(v2). This implies |ψ(v1)| = |ψ(v2)| and by (3),
p(v∼1 ) = p(v∼2 ). By Theorem 6.6 it follows v∼1 = v∼2 and then v1 = v2. 
Thus an epicentral wordw is uniquely determined by the knowledge of its composition vector.
Example 6.8. Let us refer to Example 5.4. Since v = abac , one has:
Mv∼ =
(6 3 1
7 4 1
4 2 1
)
, p(v) = Mv∼1 =
(10
12
7
)
,
and
ω(v) = 1
2
(MTv∼ − I3)1 =
1
2
(5 7 4
3 3 2
1 1 0
)(1
1
1
)
=
(8
4
1
)
.
6.4. Eigenvalues
For any v ∈ A∗ we set
λv = (t − 1)|ψ(v)| + t.
Observe that λv = λv∼ .
Lemma 6.9. For any v ∈ A∗, λv = [p(v)] = [Mv]. Thus λv equals the sum of the periods pi(v),
i = 1, . . . , t, of ψ(v).
Proof. We can rewrite statement 4 in Proposition 5.2 in the form:
(t − 1)|ψ(v)| = 1Tp(v)− t = [p(v)] − t
which combined with Eq. (7), yields the desired assertions. 
Proposition 6.10. For any v ∈ A∗ the matrix
Cv = MTv∼ + (t − 1)Mv
has the eigenvalue λv and the associated eigenvector 1. Moreover, λv is the ‘maximal’ eigenvalue, in the
sense that the moduli of all other eigenvalues do not exceed λv .
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Proof. From (3) and (8) one has:
ω(v) = (1+ |ψ(v)|)1− p(v∼)
and
(t − 1)ω(v) = (MTv∼ − It)1.
Since p(v∼) = Mv1, one easily obtains:
λv1 = Cv1. (9)
Let λ be any other eigenvalue of Cv and let x be the associated eigenvector (x 6= 0). One has:
Cvx = λx,
or, setting Cv = (cik)1≤i,k≤t ,
λxi =
t∑
k=1
cikxk, i = 1, . . . , t.
By taking the moduli of both sides of the preceding equation one has
|λ||xi| ≤
t∑
k=1
cik|xk|, i = 1, . . . , t,
where | · | denotes the modulus.
Let R = max{|xk||1 ≤ k ≤ t} and let j be such that R = |xj|. From the preceding equation
considered for i = j and from (9) one obtains:
|λ| ≤
t∑
k=1
cjk = λv,
which concludes the proof. 
Let us remark that a weaker form of the Perron–Frobenius theorem (cf. [11], Theorem 3) assures
that any non-negativematrix has a non-negative eigenvaluewhich ismaximal in the sense previously
specified. Moreover to this maximal eigenvalue corresponds a non-negative eigenvector. Actually,
Proposition 6.10 shows that the maximal eigenvalue of Cv is just λv and the associated eigenvector
is 1.
Lemma 6.11. Let v ∈ A∗ be such that Card(alph(v)) ≥ t − 1. Then the matrix Cv is positive.
Proof. We can write, by Proposition 6.5, Cv = Qv + (t − 1)Q Tv∼ . If Card(alph(v)) ≥ t , then the result
trivially follows from Lemma 6.4. Let us then suppose Card(alph(v)) = t − 1 and let x the unique
letter such that x ∈ A \ alph(v). For any y ∈ A one has:
(Cv)x,y = (Qv)x,y + (t − 1)(Q Tv∼)x,y = |µv(y)|x + (t − 1)|µv∼(x)|y.
If y = x, |µv(x)|x = 1 and the result follows. If y 6= x, then |µv(y)|x = 0 but |µv∼(x)|y > 0 which
proves the assertion. 
Proposition 6.12. Let v ∈ A∗ be such that Card(alph(v)) ≥ t − 1. The eigenvalue λv of Cv is a simple
root of characteristic equation of Cv which exceeds the moduli of all other eigenvalues.
Proof. By the preceding lemma Cv > 0, so that the result follows by the Perron theorem (cf. [11],
Chap.13, Theorem 1). 
Let H be the matrix defined as: for x, y ∈ A, Hx,x = 0 and Hx,y = 1 for x 6= y. Moreover, K will
denote the matrix whose entries are Kx,x = 2 − t and Kx,y = 1 for x 6= y. It has been proved in [12]
that for any v ∈ A∗ the following relation between incidence matrices Qv and Qv∼ holds:
(t − 1)Q Tv∼ = HQvK .
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Since by Proposition 6.5 for any v ∈ A∗, Qv = MTv∼ , we derive
(t − 1)Mv = HMTv∼K . (10)
Proposition 6.13. For any v ∈ A∗, λv is an eigenvalue of the matrix
Mv + KMvH.
Proof. For any v ∈ A∗ one has by (10), Cv = MTv∼ + HMTv∼K . Hence, λv = λv∼ is an eigenvalue of
Cv∼ = MTv + HMTvK = (Mv + KMvH)T and then of CTv∼ = Mv + KMvH . 
From (8) and (10) since K1 = 1, H1 = (t − 1)1, one has:
(t − 1)Mv1 = HMTv∼1 = (t − 1)(Hω(v)+ 1)
so that
p(v∼) = Hω(v)+ 1. (11)
The above equation, which can be also derived from Corollary 5.3, relates the composition vector of
ψ(v) and the period vector of ψ(v∼).
Example 6.14. Let us refer to Example 5.4. Since v = abac , one has:
Mv =
(2 1 3
3 2 5
4 2 7
)
, MTv∼ + 2Mv =
(10 9 10
9 8 12
9 5 15
)
, Mv + KMvH =
(14 15 11
9 10 9
6 4 9
)
.
In this case |ψ(v)| = 13 and λv = 29 is an eigenvalue of the latter two matrices above.
6.5. The case t = 2
In the case of a binary alphabet one has that for any v ∈ A∗, λv = |ψ(v)| + 2. Moreover, H = K
and (10) simply becomes:
Mv = HMTv∼H (12)
with
H =
(
0 1
1 0
)
,
so that H2 = I2 and det H =−1. From (11) one obtains Proposition 5.5. If
Mv =
(
a b
c d
)
,
then from (12) one derives:
Mv∼ =
(
d b
c a
)
, (13)
so that the matrix Cv is symmetric and has the two eigenvalues λv = a + b + c + d and λ′v =
a+ d− (b+ c).
The following remarkable proposition, proved in [3] in a different way, relates the periods ofψ(v)
and ψ(v∼).
Proposition 6.15. Let t = 2. For any v ∈ A∗ and z ∈ A one has:
pz(v)pz(v∼) ≡ 1(mod λv),
i.e., pz(v∼) is the inverse of pz(v) in the group Z/λvZ. Moreover, for x 6= y one has
px(v)py(v∼) ≡ −1(mod λv).
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Proof. Let A = {a1, a2}. We shall set x = a1 and y = a2. Let Mv =
(
a b
c d
)
. Since p(v) = Mv∼1 and
p(v∼) = Mv1, from (13) one has:
px(v) = d+ b, py(v) = c + a,
px(v∼) = a+ b, py(v∼) = c + d,
so that
px(v)px(v∼) = (d+ b)(a+ b) = da+ db+ ba+ b2.
Since detMv = ad− cb = 1, it follows from Lemma 6.9 and (7)
px(v)px(v∼) = 1+ cb+ db+ ba+ b2 = 1+ b(a+ b+ c + d) = 1+ bλv.
Hence, px(v)px(v∼) ≡ 1 (mod λv). In a similar way one proves that py(v)py(v∼) ≡ 1 (mod λv).
By Lemma 6.9, px(v)+py(v) = λv . Moreover, since p(v) = Mv∼1, by statement 6 of Proposition 5.2
one has for z ∈ A, gcd(px(v), py(v)) = 1 = gcd(pz(v), λv). Hence, pz(v) has an inverse in Z/λvZ
which equals pz(v∼).
As px(v)λv = px(v)px(v∼)+ px(v)py(v∼), one derives px(v)py(v∼) ≡ −1 (mod λv). 
7. Trees
As is well known the free monoid A∗ can be represented by a full t-ary tree Tt as follows. Let
d1, d2, . . . , dt be t different directions in the plane. The root of Tt is labeled by ε; if a node ν has
the label w, then the branches along the directions d1, d2, . . . , dt are labeled respectively by the
letters a1, a2, . . . , at and the corresponding children ν1, . . . , νt are labeled by thewordswa1, . . . , wat .
Hence, one can identify the nodes of Tt with the words of A∗.
A t×1 vector u having componentswhich are positive integers is called a good vector if there exists
a matrixM ∈ Mt such that u = M1. SinceM = Mv for a unique word of v ∈ A∗ one has that a good
vector equals the period vector of a palindromic prefix of a standard episturmian word (cf. also [9]).
Now we shall see how to label bijectively any node (word) of Tt by a t × 1 good vector. This can
be done in two basic different ways that we call Raney’s tree and Stern–Brocot’s treewhich generalize
similar constructions introduced in [1] in the case t = 2.
7.1. The Raney tree
In the Raney tree the root is labeled by the vector 1. If q(v) is the t × 1 vector labeling the node ν
represented by the word v ∈ A∗, then q(ε) = 1 and for any i = 1, . . . , t the node of the child νi (or of
the word vai) is the vector q(vai)whose components are:
qi(vai) = qi(v), and qj(vai) = qi(v)+ qj(v) for j 6= i.
Hence, for any v ∈ A∗ and ai ∈ A, i = 1, . . . , t ,
q(vai) = Miq(v). (14)
We shall denote by Ra(v) the vector-label of the node represented by the word v and call it the Raney
vector of v.
By (14) one derives Ra(v) = Mv∼ 1, i.e., Ra(v) is equal to the period vector p(v) of ψ(v) ∈ t-PER.
7.2. The Stern–Brocot tree
The Stern–Brocot tree is a labeling of Tt by good t × 1 vectors obtained as follows. First, one adds
to Tt , t extra nodes εi, i = 1, . . . , t . For each i, i = 1, . . . , t , the node εi is associated to the direction
di, in the sense that εi has the unique child ε long the direction di.
One defines inductively a labeling q of the extended tree as follows: for each i, i = 1, . . . , t ,
q(εi) = ei, where ei is the t × 1 vector, whose entries are (ei)j = δi,j, with δi,j equal to the Kronecker
symbol, i.e., δi,j = 0 for i 6= j and δi,j = 1, otherwise.
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In order to construct q(v), for each 1 ≤ i ≤ t , let vi denote the ‘nearest’ ancestor of v in the
direction di in the extended tree. We recall that an ancestor is a node that is reachable by following
the branches upward. The nearest ancestor in the direction di is the ancestor vi such that in the path
(sequence of branches) from v to vi only the last branch is labeled by ai. Now q(v) is defined in terms
of the vectors q(vj), j = 1, . . . , t , as follows:
q(v) =
t∑
j=1
q(vj),
or q(v) = M1, whereM is the t × t matrix:
M = (q(v1)|q(v2)| · · · |q(vt)) . (15)
For instance, if v = ε, then for any 1 ≤ i ≤ t the nearest ancestor of ε in the directions di is the extra
node εi, so that
q(ε) =
t∑
j=1
q(εi) =
t∑
j=1
ei = 1.
If v = a1, the nearest ancestor v1 of a1 in the direction d1 is ε, whereas for 2 ≤ i ≤ t , vi = εi. Hence,
q(a1)T = (1, 2, 2, . . . , 2).
For any v ∈ A∗ we shall denote q(v) by SB(v) and call it the Stern–Brocot vector of v.
Lemma 7.1. For any v ∈ A∗, SB(v) = Mv1.
Proof. The proof is by induction on the length of v. The base case of the induction is trivial. Let ai be
a fixed letter, i = 1, . . . , t , and compute SB(vai). By induction we assume that SB(v) = Mv1. By (15)
we can write:
Mv =
(
q(v1)|q(v2)| · · · |q(vt)) ,
where for any j, j = 1, . . . , t , vj is the nearest ancestor of v long the direction dj. Now, as one easily
verifies,
Mvai = MvMai =
(
q(v1)| · · · |q(vi−1)|q(v)|q(vi+1)| · · · |q(vt)) .
Since the nearest ancestors of the node (word) vai are v in the direction di and vj in the directions dj
with j 6= i, one has SB(vai) = Mvai 1, which concludes the proof. 
Proposition 7.2. For all v ∈ A∗, Ra(v) = SB(v∼).
Proof. By Lemma 7.1 one has SB(v∼) = Mv∼1 = Ra(v). 
By the preceding proposition one has SB(v) = Mv 1 is equal to the period vector p(v∼) of
ψ(v∼) ∈ t-PER.
Fig. 1 illustrates a part of the extended ternary tree. The tree is labeled by the transpose of the
Stern–Brocot vectors (in round brackets) and of the Raney vectors (in square brackets). There are three
extra nodes whose labels are ea = (1, 0, 0)T, eb = (0, 1, 0)T, and ec = (0, 0, 1)T.
8. Involutions
In this section we consider some involutions of central episturmian words. As we shall see there
existsmore than one involution. The involutions of central Sturmianwords have been studied in detail
in [3,5,7].
8.1. Natural involution
In Section 3 we have introduced in t-PER an involutive operator ∗ called natural involution defined
as follows: ifw = ψ(v), thenw∗ = ψ(v∼). The wordw∗ is the dual ofw. By Proposition 4.1, one has
|w| = |w∗|. The word w is self-dual if and only if its directive word v is a palindrome. The following
proposition shows that any factor of an episturmian word is a factor of a self-dual word.
A. de Luca, L.Q. Zamboni / European Journal of Combinatorics 31 (2010) 867–886 879
Fig. 1. The Stern–Brocot and the Raney tree for t = 3.
Proposition 8.1. Any wordw ∈ t-PER can be extended on the right or on the left to a self-dual word.
Proof. Let v be the directive word ofw, i.e.,w = ψ(v). Let v′ = vλ, λ ∈ A∗ be any right extension of
v to any word v′ which is a palindrome. One has thatψ(v′) = ψ(v)ξ = ηψ(v), with ξ, η ∈ A∗. Since
ψ(v′) is self-dual the result follows. 
If we extend on the right the directive word of an epicentral wordw by a letter, then the dualw′∗
of the associated epicentral wordw′ is related to the dual wordw∗ ofw by the following:
Proposition 8.2. Let w = ψ(u) andw′ = ψ(v) with v = ux, u ∈ A∗, x ∈ A. Then
(w′)∗ = µx(w∗)x.
Proof. Sincew′ = ψ(ux), one has (w′)∗ = ψ(xu∼). By Justin’s formula
ψ(xu∼) = µx(ψ(u∼))x = µx(w∗)x,
which proves the assertion. 
Lemma 8.3. Let w = ψ(v). The following conditions are equivalent:
1. w is self-dual,
2. p(v) = p(v∼),
3. ω(v) = ω(v∼),
4. Mv = Mv∼ ,
5. Ra(v) = SB(v).
Proof. Trivial by the fact that, as we have seen in the previous sections, the maps which associate to
any v ∈ A∗, p(v), ω(v),Mv , and ψ(v) are injective. Moreover, p(v) = Ra(v) and p(v∼) = SB(v). 
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A matrix Mv ∈ Mt will be called self-dual if Mv = Mv∼ . Thus a matrix M ∈ Mt is self-dual if and
only ifM = Mv for some palindrome v.
Theorem 8.4. The matrix M ∈Mt is self-dual if and only if λ = |M| is an eigenvalue of the matrix
D = MT + (t − 1)M
with the associated eigenvector 1.
Proof. Since M ∈ Mt there exists a unique word v such that M = Mv so that λ = λv . The ‘only if’
part of the proposition is a consequence of Proposition 6.10 as Mv = Mv∼ . Let us prove the ‘if ’ part.
By the hypothesis and Proposition 6.10 one has
(MTv + (t − 1)Mv)1 = λv1 = (MTv∼ + (t − 1)Mv)1.
This implies:
MTv1 = MTv∼1,
so that by (8) one has ω(v) = ω(v∼) and by Lemma 8.3,M = Mv is self-dual. 
Example 8.5. Let v = abcba = v∼. One has thatw = ψ(v) is self-dual and |w| = 26. One has
Mv =
( 7 4 2
10 6 3
12 7 4
)
, Dv = MTv + 2Mv =
(21 18 16
24 18 13
26 17 12
)
;
λv = 55 is an eigenvalue of Dv and the associated eigenvector is 1.
8.1.1. The case t = 2
In the case of a binary alphabet, Dv simply becomes
Dv = MTv +Mv.
Moreover, λv = |ψ(v)| + 2.
Lemma 8.6. A matrix M =
(
a b
c d
)
∈M2 is self-dual if and only if a = d.
Proof. Since M ∈ M2 there exists v ∈ A∗ such that M = Mv . By (13) one has that Mv = Mv∼ if and
only if a = d. 
The following proposition was proved in [3] with a different technique:
Proposition 8.7. Let A = {x, y} with x < y. A wordw = ψ(v) is self-dual if and only if
p2x(v) ≡ p2y(v) ≡ 1 (mod |w| + 2).
Proof. Sincew is self-dual, v = v∼ so that from Proposition 6.15 one has for z ∈ {x, y},
p2z (v) ≡ 1 (mod |w| + 2).
Conversely, if the above condition is satisfied, then pz(v) is the inverse of pz(v) modulo |w| + 2.
By Proposition 6.15, pz(v∼) is the inverse of pz(v) modulo |w| + 2. Hence, p(v) = p(v∼) and by
Lemma 8.3,w is self-dual. 
Let us observe that the necessary part of the preceding proposition follows directly also from
Lemma 8.6. Indeed, the matrixMv is self-dual so thatMv =
(
a b
c a
)
, λv = 2a+b+ c , and a2 = 1+bc.
Since px(v) = px(v∼) = a+ b and py(v) = py(v∼) = a+ c , one easily derives p2x(v) = 1+ bλv and
p2y(v) = 1+ cλv .
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8.2. Special involution
Let v = x1 · · · xn, xi ∈ A, i = 1, . . . , n, be a word over A. For any x ∈ alph(v) we denote by jx
the first occurrence of x in v, i.e., the least integer i such that x = xi. We order alph(v) as follows: for
x, y ∈ alph(v)we set
x ≺ y if jx < jy.
We call the order ≺ the occurrence order. It is useful to define word order of v, the word ord(v) =
a1 · · · ar , where r = Card(alph(v)), ai ∈ A, i = 1, . . . , r , and ai ≺ aj for i < j. The notion of word order
of v can be similarly be extended to the case of an infinite word v.
The special involutionof epicentralwords overA is an operation  thatwewill show tobe involutory,
defined in t-PER as follows: for any v in A∗ we denote by v¯ the word obtained from v by the following
operator: first one forms the reversal v∼ of v and then one reorders the letters of v∼ according to
the order of their occurrences in v. For instance, if v = abacc , then ord(v) = abc , v∼ = ccaba, and
v¯ = aabcb. Ifw = ψ(v) ∈ t-PER, then the wordw is defined as
w = ψ(v¯).
Lemma 8.8. The operation − is involutory.
Proof. Let v ∈ A∗ and σv be the permutation on alph(v) such that
v¯ = σv(v∼) = (σv ◦ R)(v),
where R is the reversal operator. One has also
¯¯v = σv¯(v¯∼) = (σv¯ ◦ R)(v¯),
where the permutation σv¯ is defined on alph(v¯) = alph(v). Hence, as R2 = id, one has
¯¯v = (σv¯ ◦ σv)(v). (16)
By definition ord(v) = ord(v¯) = ord( ¯¯v), so that by (16)
ord( ¯¯v) = (σv¯ ◦ σv)(ord(v)) = ord(v).
Thus, σv¯ ◦ σv = id and σv¯ = σ−1v . From (16) one has ¯¯v = v which proves our assertion. 
Since the operation − is involutory it follows that
(w) = w.
We call the preceding involution special. Note that |w| = |w| and alph(w) = alph(v) = alph(v¯) =
alph(w) and ord(w) = ord(v) = ord(v¯) = ord(w), so thatw andw have the same word order.
The word w will be called the special dual word of w. Moreover, w is a special self-dual word if
w = w. In the case t = 2 a special self-dual central word was called harmonic [4]. For this reason we
shall call harmonic any special self-dual word. Since the mapψ is injective one has that an epicentral
wordw = ψ(v) is harmonic if and only if v = v¯.
From the definition one has that a self-dual epicentral word is harmonic, whereas the converse
is not generally true. For instance, the epicentral word having the directive word v = abcab is not
self-dual since v∼ = bacba 6= v. However, it is harmonic as v = v¯.
From Proposition 8.1 one trivially has:
Proposition 8.9. Any wordw ∈ t-PER can be extended on the right or on the left to a harmonic word.
Lemma 8.10. For any v ∈ A∗ there exists a permutation σ on the set {1, . . . , t} such that for all
i = 1, . . . , t
pi(v¯) = pσ(i)(v∼). (17)
Proof. This is trivial, since v¯ and v∼ differ only by the names of letters, so that the sets of the periods
ofw = ψ(v¯) andw∗ = ψ(v∼) are equal. 
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If σ is a permutation of the set A = {1, . . . , t}we denote by Γσ the permutation matrix associated
to σ , i.e.,
(Γσ )i,j =
{
1 if σ(j) = i
0 otherwise.
Hence, we can rewrite (17) also as
p(v¯) = Γσp(v∼) = ΓσMv1 = Mv¯∼1 (18)
where σ(v∼) = v¯. We observe that, in general, ΓσMv 6= Mv¯∼ .
Lemma 8.11. Let w = ψ(v). The following conditions are equivalent:
1. w is harmonic,
2. p(v) = p(v¯),
3. ω(v) = ω(v¯),
4. Mv = Mv¯.
Proof. The proof is analogous to that of Lemma 8.3 and is left to the reader. 
AmatrixMv ∈Mt will be called harmonic ifMv = Mv¯ . Every self-dualmatrix is harmonic, whereas
the converse is not generally true.
Theorem 8.12. A matrix Mv ∈ Mt is harmonic if and only if λv is an eigenvalue, with the associated
eigenvector 1, of the matrix
Ev = MTv + (t − 1)ΓσMv,
where σ is the permutation of {1, . . . , t} such that σ(v∼) = v¯.
Proof. Let us suppose thatMv is harmonic, i.e., v = v¯. One has from (18) and Proposition 6.10:
Ev1 = MTv1+ (t − 1)Mv¯∼1 = (MTv + (t − 1)Mv∼)1 = λv∼1 = λv1.
Conversely, suppose that Ev1 = λv1. By (18), one derives:
MTv1+ (t − 1)Mv¯∼1 = λv1.
Moreover, from Proposition 6.10 one has:
MTv¯1+ (t − 1)Mv¯∼1 = λv¯∼1.
Since |ψ(v¯∼)| = |ψ(v¯)| = |ψ(v)|, one has λv¯∼ = λv so that from the previous equations one has:
MTv1 = MTv¯1.
From this and (8) it follows ω(v∼) = ω(v¯∼), which implies v = v¯, as desired. 
8.2.1. The case t = 2
We shall consider now harmonic words in the case of a binary alphabet. We emphasize that the
results we obtain in this section only apply to the binary case.
Lemma 8.13. A matrix M =
(
a b
c d
)
∈M2 is harmonic if and only if a = d or b = c.
Proof. SinceM ∈M2 there exists v ∈ A∗ such thatM = Mv . From Theorem 8.12,M is harmonic if and
only if λv = a+ b+ c+ d is an eigenvalue of the matrixMT+ΓσM . If Γσ = I2, then v = v∼ and from
Lemma 8.6 the matrix is self-dual if and only if a = d. Let us then suppose a 6= d and Γσ =
(
0 1
1 0
)
. In
this case the matrix Ev is
Ev =
(
a+ c c + d
b+ a d+ b
)
.
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One has that λv is an eigenvalue of Ev if and only if it is a root of the equation
(a+ c − x)(d+ b− x)− (c + d)(b+ a) = 0.
This occurs if and only if b = c . 
Proposition 8.14. Let w ∈ PER and v be its the directive word. Thenw is harmonic if and only if either
p2x(v) ≡ 1 (mod |w| + 2), for any x ∈ A
or
p2x(v) ≡ −1 (mod |w| + 2), for any x ∈ A.
Proof. Sincew is harmonic, by Lemma 8.11 and (18) we can write
p(v) = p(v¯) = Γσp(v∼)
where Γσ is a 2× 2 permutation matrix.
If Γσ is the identity, then p(v) = p(v∼). Hence, by Proposition 6.15 and the fact that λv = |w| + 2
it follows that for any z ∈ A, p2z (v) ≡ 1 (mod |w| + 2).
If Γσ =
(
0 1
1 0
)
, then for x, y ∈ A and x 6= y one has
px(v) = px(v¯) = py(v∼).
By Proposition 6.15 it follows that for any z ∈ A, p2z (v) ≡ −1 (mod |w| + 2).
Conversely, suppose first that for any z ∈ A, p2z (v) ≡ 1 (mod |w| + 2). Since by Proposition 6.15
for any z ∈ A, pz(v)pz(v∼) ≡ 1 (mod |w| + 2), it follows that pz(v) ≡ pz(v∼) (mod |w| + 2). This
implies pz(v) = pz(v∼) as pz(v), pz(v∼) < |w| + 2. Hence, p(v) = p(v∼), so that by Lemma 8.11, w
is self-dual and then harmonic.
Let us now suppose that for any z ∈ A, p2z (v) ≡ −1 (mod |w| + 2). By Proposition 6.15 one has
that for x, y ∈ A and x 6= y,
p2x(v) ≡ −1 ≡ px(v)py(v∼) (mod |w| + 2),
so that px(v) ≡ py(v∼) (mod |w| + 2). This implies as above px(v) = py(v∼). Hence,
p(v) =
(
0 1
1 0
)
p(v∼) = p(v¯).
By Lemma 8.11 it follows thatw is harmonic. 
The following result was first proved in [4] via a different technique involving continued fractions.
Corollary 8.15. A wordw ∈ PER is harmonic if and only if
pi2w ≡ ±1 (mod |w| + 2).
Proof. The necessity is a trivial consequence of the preceding proposition and of statement 2 in
Proposition 5.2. Conversely, set n = |w| + 2 and suppose that pi2w ≡ ±1 (mod n). Since w is central
one has w = ψ(v) with v ∈ {x, y}∗ and x < y. Let p = px(v) and q = py(v); the periods p and q are
coprime and |w| = p+q−2. Moreover, min{p, q} = piw (cf. Proposition 5.2). Let us suppose, without
loss of generality that p < q. Hence, gcd(q, piw) = 1 and q+ piw = n. Therefore:
q2 + qpiw = nq and qpiw + pi2w = npiw,
so that
q2 = pi2w + n(q− piw),
that is
q2 ≡ pi2w (mod n).
Hence, the result follows from Proposition 8.14. 
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8.3. Further involutions
We observe that further involutions in t-PER can be obtained by acting on the directive word of an
epicentral word either by an involutory permutation on A or by composing an involutory permutation
with the reversal operator. In the first case one produces a trivial involution which amounts to simply
relabeling the letters of the words. In the latter case one considers an involutory antimorphism ϑ on
A∗ and for any v ∈ A∗ such thatw = ψ(v) the epicentral wordwĎ = ψ(ϑ(v)) is the dual word ofw,
with respect to ϑ . One trivially has
(wĎ)Ď = w,
so that Ď is an involution on t-PER. The fixed points of Ď correspond one-to-one to the fixed points of
A∗ with respect to ϑ , which are usually called ϑ-palindromes. Let us observe that the period vector
p(θ(v)) is obtained from p(v∼) just permuting its components.
9. Infinite harmonic words
In this section we extend to standard episturmian words the notion of infinite harmonic words
introduced in [4] in the case of standard Sturmian words.
Lemma 9.1. Let x = x1 · · · xn · · · be an infinite word with alph(x) = A and ord(x) = a1 · · · at ,
ai ∈ A, 1 ≤ i ≤ t. For all n ≥ 1, x[n] = x¯[n] if and only if
x = (a1 · · · at)ω = (ord(x))ω.
Proof (If Part). Let us write n as n = j+ kt with k ≥ 0 and 0 ≤ j < t , so that
x[n] = (a1 · · · at)ka1 · · · aj (19)
and
x∼[n] = (aj · · · a1at · · · aj+1)kaj · · · a1.
Since x¯[n] is obtained from x∼[n] by renaming the letters according to ord(x[n]) one has that x[n] = x¯[n].
(Only If Part). We shall prove that (19) holds for any n = j + kt with k ≥ 0 and 0 ≤ j < t . For n = 1
the assertion is trivially true since x[1] = x1 = a1 = x¯[1]. We shall first prove that if
x[r] = a1 · · · ar
with 1 ≤ r ≤ t , then necessarily either xr+1 = ar+1 or xr+1 = a1. Indeed, suppose that that there
exists an integer i, such that 2 ≤ i ≤ r and xr+1 = ai. One would have:
x∼[r+1] = xr+1ar · · · ai+1xr+1ai−1 · · · a1.
From this one derives that |x¯[r+1]|a1 = 2 whereas |x[r+1]|a1 = 1, a contradiction.
Now we prove that if
x[n] = (a1 · · · as)ka1 · · · aj (20)
with n = sk+ j, k > 0, 1 ≤ s ≤ t , and 0 ≤ j < s, then necessarily xn+1 = aj+1 if j > 0, and xn+1 = a1
if j = 0. Indeed, the prefix x[n] of x[n+1] = x¯[n+1] has a period s. Therefore, the prefix of x∼[n+1] of length
nmust have period s. This implies that xn+1 = aj+1 if j > 0 and xn+1 = a1 if j = 0. Hence, for all n > 0,
(20) is satisfied for a suitable k ≥ 0, 1 ≤ s ≤ t , and 0 ≤ j < s. Since alph(x) = {a1, . . . , at}, it follows
that s = t . 
Proposition 9.2. All palindromic prefixes of a standard episturmian word s are harmonic if and only if
s = ψ((ord(s))ω).
Proof. Let x be the directive word of s, i.e., s = ψ(x). The result is an immediate consequence of the
preceding lemma since the set of all palindromic prefixes of s equals the set {ψ(x[n]) | n ≥ 0}, so that
they are all harmonic if and only if for all n ≥ 0, x[n] = x¯[n]. Moreover, ord(s) = ord(x). 
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In the case of a binary alphabet A = {a, b} the unique standard Sturmianword, up to the isomorphism
changing a with b, having all palindromic prefixes harmonic is the Fibonacci word f = ψ((ab)ω)
(cf. [4]). In the case of a three letter alphabet the unique standard Arnoux–Rauzy word, up to a word
isomorphism, having all palindromic prefixes harmonic is the Tribonacci word τ = ψ((abc)ω).
A standard episturmianword is called harmonic if it has infinitelymanypalindromic prefixeswhich
are harmonic.
Proposition 9.3. If s is a standard episturmian word, then ψ(s) is a harmonic episturmian word.
Proof. This is trivial by the fact that any standard episturmian word has infinitely many palindromic
prefixes. 
Corollary 9.4. There exist continuously many infinite harmonic words.
Proof. This is trivial since ψ is injective and there exist continuously many standard episturmian
words. 
Proposition 9.5. There exist Arnoux–Rauzy words on every alphabet A = {a1, . . . , at} which are not
harmonic.
Proof. Take the infinite word x = a1(a1 · · · at)ω . All prefixes x[n] with n > 2 are such that x[n] 6= x¯[n].
Thus all palindromic prefixes of ψ(x) of length>2 are not harmonic. 
10. Concluding remarks and open problems
In this paper we have considered some involutions of epicentral words which are a natural
extension of involutions of central words. This latter case is very special since Sturmian words
satisfy several combinatorial and structural properties some of which are lost passing to an arbitrary
alphabet. Thus, as we have seen in the previous sections, some remarkable results which hold in the
binary case cannot be generalized in a natural way in the case of larger alphabets.
We shall now briefly examine some further properties related to the involutions, which hold for
central words and we do not know whether they are true for arbitrary epicentral words.
A t × 1 vector will be called gold if all its entries are primes. An epicentral wordw = ψ(v)will be
called gold if its period vector p(v) is a gold vector.
For instance, the epicentral wordw = ψ(v)with v = abca is a word of length 14 having the gold
period vector p(v) = (7, 13, 11)T (in this case the word w is also harmonic). One easily verifies that
the transpose of the vectors (17, 29, 37), (11, 17, 19), and (61, 79, 127) are also good vectors which
are gold. In the case t = 4, an example of a good gold vector is (11, 17, 19, 23)T.
Let us observe that any 2×1 gold vectoru is a good vector, i.e., there exists a centralwordw = ψ(v)
such that u = p(v). Therefore, in the binary case there exist infinitely many central words which are
gold. It was proved [4] that any central word can be extended to a central gold word, so that any
finite Sturmian word is a factor of a gold central word. Moreover, there exist infinitely many standard
Sturmian words having infinitely many prefixes which are central gold words. We ask the following
questions which seem to be complex to solve:
Question 1. Let t > 2. Do there exist infinitely many t × 1 good vectors which are gold?
Question 2. If Question 1 has a positive answer, does there exist a standard episturmian word whose
alphabet contains t letters, having infinitely many palindromic prefixes which are gold epicentral
words ?
Question 3. If Question 2 has a positive answer, does there exist a standard episturmian word in t
letters having infinitely many prefixes which are harmonic and infinitely many prefixes which are
gold? We recall [4] that this question has a positive answer in the case t = 2.
Finally, we mention that even in the case t = 2 an open problem is whether there exist infinitely
many gold harmonic (epi)central words.
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