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Abstract
For a "nitely generated torsion-free graded module over a polynomial ring, there exists a
homogeneous prime ideal "tting into a long Bourbaki sequence if and only if the given module
is re3exive. c© 2001 Elsevier Science B.V. All rights reserved.
MSC: Primary 13C05; secondary 13C40; 14F05
0. Introduction
Let p; r be integers with 2 ≤ p ≤ r− 2. Given a homogeneous ideal I of height p
in a polynomial ring R := k[x1; : : : ; xr], there is a "nitely generated torsion-free graded
R-module M with no free direct summand satisfying ExtiR(M;R)=0 for 1 ≤ i ≤ p− 1
that "ts into an exact sequence of the form
0→ Sp−1 → Sp−2 → · · · → S1 → S0 ⊕M → I(c)→ 0;(∗)
where c is an integer and Si (0 ≤ i ≤ p − 1) are "nitely generated graded free
R-modules (see e.g. [2,12]). Conversely, as proved in our previous paper [3], given
a "nitely generated torsion-free graded R-module M with no free direct summand
satisfying ExtiR(M;R) = 0 for 1 ≤ i ≤ p− 1, there is a homogeneous ideal I of height
p in R "tting into an exact sequence of the above form. But, unfortunately, the residue
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class rings de"ned by the ideals constructed by our method of [3] are not even reduced
in general.
When does there exist a prime I "tting into (∗)? The aim of this paper is to give
an answer to this question. In fact, we will prove that there is a homogeneous prime
ideal I of height p "tting into an exact sequence of the form (∗) for some c and
S0; : : : ; Sp−1, if a given module M as above is re3exive (see Theorem 2.8). Since M
is re3exive if R=I is equidimensional by the local version of [12, Corollary 1:20], it
turns out that the re3exiveness of M is equivalent to the existence of such a prime I .
This theorem is known well for the classical case where p=2 and the coherent sheaf
on ProjR that M de"nes is locally free (see e.g. [7,9]).
To prove our theorem, as in the proof of the main theorem of [3], we make full use
of the minimal free complex F• bounded on both sides with diGerentials @F• de"ned
by the conditions M =Coker(@F1 ), Hi(F•)=0 for i¿ 0, and H
i(F∨• )=0 for i ≤ 0. The
way we use it in the present paper, however, is very diGerent from that in our previous
one. This time, we make a kind of decomposition of F• regarding its homologies as in
[1], in order to construct a "nitely generated torsion-free module M˜ over the integral
normal domain A :=R=(f1; : : : ; fp−2) de"ned by a homogeneous R-regular sequence
f1; : : : ; fp−2 such that there is a homomorphism ’ : M → M˜ over R inducing an
isomorphism Him(’) : H
i
m(M)→ Him(M˜) for all 0 ≤ i¡ r−p+2 (see Theorems 1.11
and 2.2). Then, applying to the A-module M˜ the well-known determinantal method
for constructing two-codimensional subschemes, we obtain our main results. The same
method has already been proposed in [11] to treat the simplest case where F• is the
direct sum of the free complexes giving the minimal free resolutions of graded modules
of "nite length over R.
This paper is organized as follows.
Section 1 consists of technical arguments. In this section, we show that for the com-
plex F• mentioned above, there is a homogeneous R-regular sequence f1; : : : ; fp−2, min-
imal complex F˜• of "nitely generated graded free modules over A :=R=(f1; : : : ; fp−2)
with F˜ i =0 for all i0, and a chain map • : F• → F˜• over A such that the canonical
homomorphisms Him(0) : H
i
m(Coker(@
F
1 )) → Him(Coker(@F˜1 )) (0 ≤ i¡ r − p+ 2) and
Hi(•) : Hi(F•)→ Hi(F˜•) (i ∈ Z) are isomorphisms.
In Section 2, using the results of Section 1, we "rst show the existence of M˜ and
’ described above. Then it is shown that there exists a homogeneous prime ideal I
"tting into (∗) more or less in a standard manner.
1. Homology preserving descent of free complexes
Let R := k[x1; : : : ; xr] be a polynomial ring in r indeterminates x1; : : : ; xr over an
in"nite "eld k, m :=
⊕
i¿0 [R]i the irrelevant maximal ideal in R, and A the graded
residue class ring of R de"ned by a homogeneous ideal in R. We assume that A is
Cohen–Macaulay. For a complex C• of "nitely generated graded free modules over A,
we say that C• is minimal if Im(@Ci )⊂mCi−1 for all i ∈ Z, where @Ci (i ∈ Z) are the
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diGerentials of C•. If there are a minimal complex C′• and a split exact complex C
′′
• ,
of "nitely generated graded free modules over A, such that C•=C′•⊕C′′• , then we will
denote C′• (resp. C
′′
• ) by min(C•)• (resp. se(C•)•). Further, in this case, min(C•)•
(resp. se(C•)•) will be called the minimal (resp. split exact) part of C• (see [1, (1:1)
and (1:2)]). Given a chain map • : C• → D• of complexes, its mapping cone will be
denoted by con(•)•.
Denition 1.1. Let L• be a complex of "nitely generated graded free modules over A,
a a homogeneous ideal in A, and m an integer. We say that a subcomplex L′• of L•
is a quasi-direct summand of L• up to (a ; m) if it satis"es the following conditions:
(i) L′• and L
′′
• :=L•=L
′
• are free complexes.
(ii) There is a chain map • : L′′• → L′[− 1]• satisfying Im(i)⊂ aL′i−1 for all i ≤ m
such that L• = con(•)•.
Remark 1.2. Conditions (i) and (ii) in the above de"nition are equivalent to the ex-
istence of graded free modules L′′i and homomorphisms @
′′
i : L
′′
i → L′′i−1 and i : L′′i →
L′i−1 (i ∈ Z) such that
Li = L′i ⊕ L′′i ; @Li :=
(
@L
′
i (−1)ii
0 @′′i
)
: Li = L′i ⊕ L′′i → L′i−1 ⊕ L′′i−1 = Li−1
for all i ∈ Z and Im(i)⊂ aL′i−1 for all i ≤ m:
Lemma 1.3. Let P and Q be 5nitely generated graded free modules over A and
let @ : P → Q be a homomorphism over A. Let further a ⊂A be a homogeneous
ideal; l ≥ 0 an integer; f a homogeneous element of a l; KP :=P=fP; KQ :=Q=fQ; and
K@ : KP → KQ the homomorphism induced from @. Suppose that there is an integer s′ ≥ 0
such that Im(@) ∩ a sQ⊂ a s−s′Im(@) for all s ≥ s′. Then; Im( K@) ∩ a s KQ⊂ a s−s′Im( K@)
for all s with s′ ≤ s ≤ l.
Proof. Suppose s′ ≤ s ≤ l. Then, since f ∈ al⊂ a s, we have
(Im(@) + fQ) ∩ (a sQ + fQ)
⊂ Im(@) ∩ (a sQ + fQ) + fQ
⊂ Im(@) ∩ a sQ + fQ⊂ a s−s′Im(@) + fQ
by hypothesis. Hence, Im( K@) ∩ a s KQ⊂ a s−s′Im( K@) for all s with s′ ≤ s ≤ l.
Lemma 1.4. Let V be a 5nitely generated graded module over A;
· · · → P2 @
P
2−→P1 @
P
1−→P0 !
P
−→V → 0(1.4.1)
a minimal free resolution of V over A; f a homogeneous A-regular element of A
annihilating V; and KP• the complex P•=fP•. Denote by e1; : : : ; et the homogeneous
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free bases of P0. For each 1 ≤ i ≤ t; let gi be a homogeneous element of (@P1 )−1(fP0)
such that @P1(gi)=fei. Then there is an isomorphism K% : V (−deg(f))→ H1( KP•) such
that K%(!P(ei))= Kgi for all 1 ≤ i ≤ t; where Kgi denotes the element of H1( KP•) represented
by gi.
Proof. Let K(f;A)• be the Koszul complex of f with respect to A. Then, there is a
composition of isomorphisms
V (−degf) =H1(H0(P•)⊗A K(f;A)•) ∼→TorA1 (V; A=(f))
∼=H1(P• ⊗A K(f;A)•) ∼→H1(P• ⊗A H0(K(f;A)•)) = H1( KP•);
which is nothing but K%.
Lemma 1.5. Let V be a 5nitely generated graded module over A;
· · · → P2 @
P
2→P1 @
P
1→P0 !
P
→V → 0
a minimal free resolution of V over A; and a a homogeneous ideal in A annihilating
V . Let further n ≥ 0 and m be integers. Then; there is an integer l such that; for an
arbitrary homogeneous A-regular element f of al; there is a free resolution
· · · → P˜2 → P˜1 → P˜0 → V → 0
of V over KA :=A=(f) such that
(i) KP• :=P•=fP• is a quasi-direct summand of P˜• up to (a n; m); where Pi = 0 and
P˜i = 0 for i¡ 0;
(ii) the canonical homomorphism Hi((•) : Hi(P•)→ Hi(P˜•); induced from the chain
map (• : P• → P˜• over A obtained by composing the natural surjection P•  KP•
and the injection KP• ,→ P˜•; is an isomorphism for all i ∈ Z.
Proof. Let Pi = 0 for i¡ 0. It is enough to consider the case where m is large. By
Artin–Rees lemma, there is an integer si ≥ 0 for each 2 ≤ i ≤ m− 1 such that
Im(@Pi ) ∩ a sPi−1⊂ a s−si Im(@Pi ) for s ≥ si:
Put l := n + 1 +
∑m−1
j=2 sj and let f be a homogeneous A-regular element of a
l of
degree, say u. Then
Im(@ KPi ) ∩ a s KPi−1⊂ a s−si Im(@ KPi ) for all s; i with si ≤ s ≤ l; 2 ≤ i ≤ m− 1:(1.5.1)
by Lemma 1.3. Let
· · · → ˜˜P2 @
˜˜P
2−→ ˜˜P1 @
˜˜P
1−→ ˜˜P0 = KP0
!
˜˜P=!P⊗ KA−−−−→V → 0
be a minimal free resolution of V over KA and ˜˜Pi := 0 for i¡ 0. We construct a chain
map • : ˜˜P[− 2]•(−u)→ KP[− 1] in the following manner. First, with the notation of
Lemma 1.4, choose a homogeneous element gi ∈ (@P1 )−1(fP0) such that @P1 (gi) = fei
for each 1 ≤ i ≤ t. Since f ∈ al and aP0⊂ Im(@P1 ), we may assume with no loss of
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generality that gi ∈ a l−1P1. Let K! : Ker(@ KP1 )→ H1( KP•) be the canonical surjection. By
Lemma 1.4, there is an isomorphism K% : V (−u)→ H1( KP•) over KA such that K%(!P(ei))=
Kgi for all 1 ≤ i ≤ t. Let i=0 for i¡ 2 and let 2 : ˜˜P0(−u)→ a l−1 KP1∩Ker (@ KP1 )⊂ KP1
be the homomorphism such that 2(ei ⊗ KA) = gi (modfP1) for all 1 ≤ i ≤ t. Then
K% ◦ ! ˜˜P = K! ◦ 2 and Im(2)⊂ a l−1 KP1. Since K! ◦ 2 ◦ @ ˜˜P1 = K% ◦ !
˜˜P ◦ @ ˜˜P1 = 0 and since
Ker( K!) = Im(@ KP2 ), the image of 2 ◦ @
˜˜P
1 is contained in Im(@
KP
2 ) as well as in a
l−1 KP1.
Hence, Im(2 ◦ @ ˜˜P1 )⊂ a l−1−s2 Im(@ KP2 ) by (1.5.1). There is, therefore, a homomorphism
3 : ˜˜P1(−u)→ KP2 satisfying @ KP2 ◦ 3 = 2 ◦ @
˜˜P
1 such that Im(3)⊂ a l−1−s2 KP2. Now,
Hi( KP•) = TorRi (V; A=(f)) = 0 for i ≥ 2
since f is A-regular. In the same way as above, we see that
Im(3 ◦ @ ˜˜P2 )⊂Ker(@ KP2 ) ∩ a l−1−s2 KP2 = Im(@ KP3 ) ∩ a l−1−s2 KP2⊂ a l−1−s2−s3 Im(@ KP3 ):
Hence, there is a homomorphism 4 : ˜˜P2(−u) → KP3 satisfying @ KP3 ◦ 4 = 3 ◦ @
˜˜P
2 such
that Im(4)⊂ a l−1−s2−s3 KP3. We can continue this procedure to construct i (i ≥ 4)
successively so that Im(i)⊂ a l−1−
∑i−1
j=2
sj KPi−1 for all 4 ≤ i ≤ m by the help of
(1.5.1). Since l = n + 1 +
∑m−1
j=2 sj and i = 0 for i¡ 2, we have Im(i)⊂ a n KPi−1
for all i ≤ m. Denote by P˜• be the mapping cone of •. Let (′• : KP• → P˜• be the
canonical injection, (′′• : P• → KP• the natural surjection, and (• := (′• ◦ (′′• . By what
we have done, there is an exact sequence
0→ KP• (
′
•−→ P˜• → ˜˜P[− 2]•(−u)→ 0;
and KP• is a quasi-direct summand of P˜• up to (a n; m) with P˜i=0 for i¡ 0. Moreover
by the long exact sequence
· · · → Hi−1( ˜˜P•)(−u)
Hi+1(•)−−−→Hi( KP•)
Hi((′•)−−→HiP˜• → Hi−2( ˜˜P•)(−u)
Hi(•)−−→· · · ;
we "nd that H0((′•) is an isomorphism with H0(P˜•) ∼= H0( KP•)=V and that Hi(P˜•)=0
for all i¿ 0, since the connecting homomorphism H2(•) coincides with K%. Hence
the complex P˜• gives a free resolution of V . On the other hand, H0((′′•) is also an
isomorphism, since f ∈ a ⊂ ann(V ). Hence H0((•) is an isomorphism. In addition,
since Hi(P•)=Hi(P˜•)=0 for all i = 0, it is clear that Hi((•) (i = 0) are isomorphisms.
Thus, the conditions (i) and (ii) hold for P˜•.
Lemma 1.6. Let a; l; m; n; si (a+ 2 ≤ i ≤ m) be integers with n ≥ 0; m ≥ a+ 1; 0 ≤
si ≤ l (a+ 2 ≤ i ≤ m) and a be a homogeneous ideal in A. Let further L•; L′•; G•;
and G′• be complexes of 5nitely generated graded free modules over A such that L
′
•
(resp. G′•) is a quasi-direct summand of L• (resp. G•) up to (a
l; m) (resp. (a l; m+1)).
Suppose Gi = 0 for i¡a+ 1; Hi(G•) = 0 for i¿a+ 1; aHa+1(G•) = 0; and
Im(@G
′
i ) ∩ a sG′i−1⊂ a s−si Im(@G
′
i )
for all s; i with si ≤ s ≤ l; a+ 2 ≤ i ≤ m:
(1.6.1)
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If there is a chain map 0′• : L
′
• → G′• and l ≥ n+1+
∑m
j=a+2 sj; then there is a chain
map 0• : L• → G• such that
(i) 0•|L′• = 1• ◦ 0′•;
(ii) con(0′•)• is a quasi-direct summand of con(0•)• up to (a
n; m);
where 1• : G′• → G• denote the injection and we understand
∑m
j=a+2 sj = 0 in case
m= a+ 1.
Proof. We begin by giving a chain map 0• : L• → G• satisfying (i). By hypotheses,
there are a complex L′′• (resp. G
′′
• ) of "nitely generated graded free modules over A and
a chain map • : L′′• → L′[−1]• (resp. 2• : G′′• → G′[−1]•) satisfying Im(i)⊂ a lL′i−1
(resp. Im(2i)⊂ a lG′i−1) for all i ≤ m (resp. i ≤ m+ 1) such that L• = con(•)• (resp.
G• = con(2•)•). We have Li = L′i ⊕ L′′i and Gi = G′i ⊕ G′′i for all i ∈ Z. Suppose that
l ≥ n + 1 +∑mj=a+2 sj and that there is a chain map 0′• : L′• → G′•. We construct a
chain map 0• : L• → G• extending 0′•, such that
pri ◦ 0i(L′′i )⊂ a l−
∑i
j=a+2
sjG′i(1.6.2)
for a+1 ≤ i ≤ m, where pri : Gi → G′i denotes the natural projection and
∑i
j=a+2 sj=0
if i=a+1. First, let 0i=0 for i¡a+1. For a+1 ≤ i ≤ m, we will de"ne 0i inductively
as follows. Let 0a+1 : La+1 → Ga+1 be the homomorphism satisfying 0a+1|L′a+1 =
(
0′a+1
0
)
and 0a+1|L′′a+1 =
(
0
0
)
, namely, let
0a+1 :=
(
0′a+1 0
0 0
)
:
Then,
0i−1 ◦ @Li = @Gi ◦ 0i(1.6.3)
for all i ≤ a+1 and the condition (1.6.2) also holds for i= a+1. Let i0 be an integer
with a+1 ≤ i0 ¡m and suppose that we have already de"ned 0i for all i ≤ i0 satisfying
(1.6.2) and (1.6.3). We consider the case i= i0+1. Since L′• is a quasi-direct summand
of L• up to (a l; m), the set @Li0+1(L
′′
i0+1) is contained in a
lL′i0 + L
′′
i0 . Consequently,
0i0 ◦ @Li0+1(L′′i0+1)⊂ a l0a+1(L′a+1) + 0a+1(L′′a+1) = a l0a+1(L′a+1)
⊂ a lG′a+1⊂ a Ga+1
if i0 = a+ 1, and
0i0 ◦ @Li0+1(L′′i0+1)⊂ a l0i0 (L′i0 ) + 0i0 (L′′i0 )
⊂ a lGi0 + a l−
∑i0
j=a+2
sj G′i0 + G
′′
i0
⊂ a l−
∑i0
j=a+2
sj G′i0 + G
′′
i0
otherwise. In particular, 0a+1◦@La+2(L′′a+2)⊂ Im(@Ga+2) by the hypothesis aHa+1(G•)=0.
On the other hand, since @Gi0 ◦ 0i0 ◦ @Li0+1(L′′i0+1) = 0i0−1 ◦ @Li0 ◦ @Li0+1(L′′i0+1) = 0 and
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Hi(G•) = 0 for all i¿a + 1 by our hypotheses, we see 0i0 ◦ @Li0+1(L′′i0+1)⊂ Im(@Gi0+1)
also for i0 ¿a+ 1. Besides,
2i0+1(G
′′
i0+1)⊂ a lG′i0 :(1.6.4)
Hence,
0i0 ◦ @Li0+1(L′′i0+1)⊂ Im(@Gi0+1) ∩ (a
l−
∑i0
j=a+2
sj G′i0 + G
′′
i0 )
⊂ Im(@G′i0+1) ∩ a
l−
∑i0
j=a+2
sj G′i0 + Im
(
(−1)i0+12i0+1
@G
′′
i0+1
)
⊂ a l−
∑i0+1
j=a+2
sj Im(@G
′
i0+1) + Im
(
(−1)i0+12i0+1
@G
′′
i0+1
)
by (1.6.1) and (1.6.4). There is therefore a homomorphism 0′′i0+1 : L
′′
i0+1 → Gi0+1
satisfying 0i0 ◦ @Li0+1|L′′i0+1 = @
G
i0+1 ◦ 0′′i0+1 and pri0+1 ◦ 0′′i0+1(L′′i0+1)⊂ a
l−
∑i0+1
j=a+2
sj G′i0+1.
Let 0i0+1 : Li0+1 → Gi0+1 be the homomorphism such that 0i0+1|L′i0+1 =
(
0′i0+1
0
)
and
0i0+1|L′′i0+1 = 0
′′
i0+1. Then 0i0+1 satis"es (1.6.2) and (1.6.3) with i = i0 + 1. Thus we
can obtain 0a+1; : : : ; 0m. For i¿m, the homomorphism 0i can be de"ned in the same
manner as above, with the requirement (1.6.2) being forgot.
It remains to show that 0• satis"es (ii). Recall that
@Li =

 @L′i (−1)ii
0 @L
′′
i

 and @Gi =

 @G′i (−1)i2i
0 @G
′′
i

 :
Denoting con(0•)• (resp. con(0′•)•) by C• (resp. C
′
•), we have Ci=Li⊕Gi+1 ∼= C′i⊕C′′i
with C′i = L
′
i ⊕ G′i+1; C′′i = L′′i ⊕ G′′i+1, and
@Ci =
(
@C
′
i 3i
0 @′′i
)
with 3i =
(
i 0
pri ◦ 0i|L′′i 2i+1
)
up to sign;
where @′′i : C
′′
i → C′′i−1 is a homomorphism for each i. Since i(L′′i )⊂ a lL′i−1, pri ◦
0i(L′′i )⊂ a l−
∑i
j=a+2
sjG′i , and 2i+1(G
′′
i+1)⊂ a lG′i for all i ≤ m by what we have seen,
and since l ≥ l−∑ij=a+2 sj ≥ n (a+1 ≤ i ≤ m), we "nd that Im(3i)⊂ a nC′i−1 for all
i ≤ m. This shows (ii) by Remark 1.2.
Lemma 1.7. Let f be a homogeneous element of A which is A-regular ; d := dim(A);
KA :=A=(f); a an integer; and V a 5nitely generated graded module over A. Let further
Q• and G• (resp. Q˜• and G˜•) be complexes of 5nitely generated graded free modules
over A (resp. KA) such that Hi(Q•)=0; Hi(Q˜•)=0 for i ≥ a; Hi(G•)=0; Hi(G˜•)=0
for i¿a + 1; and Gi = 0; G˜i = 0 for i¡a + 1. Suppose there are chain maps (• :
Q• → Q˜•; 5• : G• → G˜•; 0• : Q• → G•; and 0˜• : Q˜• → G˜• over A satisfying
5• ◦ 0• = 0˜• ◦ (•. Denote the mapping cone of 0• (resp. 0˜•) by D• (resp. D˜•) and
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6• : D• → D˜• the natural chain map induced from (• and 5•. Suppose that the
canonical homomorphism
Ha+1(5•) : Ha+1(G•)→ Ha+1(G˜•)
induced from 5• is an isomorphism with Ha+1(G•) ∼= Ha+1(G˜•) ∼= V; and the canonical
homomorphism
Him((0) : H
i
m(Coker(@
Q
1 ))→ Him(Coker(@Q˜1 ))
induced from (0 is an isomorphism for all 0 ≤ i¡d − 1 with Hd−2m (Coker(@Q1 )) ∼=
Hd−2m (Coker(@
Q˜
1 )) = 0; and that dim(V ) − d + 2¡a¡ 0. Then 60 gives rise to the
canonical isomorphism
Him(60) : H
i
m(Coker(@
D
1 ))→ Him(Coker(@D˜1 ))
for all 0 ≤ i¡d− 1 with Hd−2m (Coker(@D1 )) ∼= Hd−2m (Coker(@D˜1 )) = 0.
Proof. We have a commutative diagram of complexes
0 −−→ G[1]• −−→ D• −−→ Q• −−→ 0 5[1]•  6• (• 
0 −−→ G˜[1]• −−→ D˜• −−→ Q˜• −−→ 0
(1.7.1)
with exact rows. This induces a commutative diagram of graded modules
0 −−→ Coker(@G2 ) −−→ Coker(@D1 ) −−→ Coker(@Q1 ) −−→ 0 K51  K60  K(0
0 −−→ Coker(@G˜2 ) −−→ Coker(@D˜1 ) −−→ Coker(@Q˜1 ) −−→ 0
;(1.7.2)
where K51, K60 and K(0 are the natural homomorphisms induced from 51, 60 and (0,
respectively. Since G[1]•, D•, Q•, G˜[1]•, D˜• and Q˜• are exact at Gi+1, Di, Qi, G˜i+1,
D˜i, and Q˜i, respectively, for all i ≥ 0 by hypotheses, the rows of (1.7.2) are also exact.
Besides, Coker(@G2 ) ∼= Im(@G˜1 ) and Coker(@G˜2 ) ∼= Im(@G˜1 ). On the other hand, there is a
commutative diagram
0 −−→ Coker(@G2 ) −−→ G0 −−→ : : : K51  50
0 −−→ Coker(@G˜2 ) −−→ G˜0 −−→ : : :
: : : −−→ Ga+2 −−→ Ga+1 −−→ V −−→ 0 5a+2  5a+1 ||
: : : −−→ G˜a+2 −−→ G˜a+1 −−→ V −−→ 0
where the rows are exact again by our hypotheses. Since Him(A) and H
i
m( KA) vanish for
all i¡d− 1, the above sequences yield a commutative diagram
Him(Coker(@
G
2 ))
∼−−→ Hi+am (V ) Him(51) ∥∥∥
Him(Coker(@
G˜
2 ))
∼−−→ Hi+am (V )
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for each i¡d− 1. Hence, Him(51) (0 ≤ i¡d− 1) are isomorphisms. In addition,
Hd−2m (Coker(@
G
2 )) ∼= Hd−2m (Coker(@G˜2 )) ∼= Hd−2+am (V ) = 0;
since dim(V )¡d− 2 + a. Now take the commutative diagram of local cohomologies
whose rows are the long exact sequences arising from the rows of (1.7.2). Then, with
the use of "ve lemma, we "nd by hypotheses and by what we have seen that our
assertion holds.
Lemma 1.8. With the same notation as in the preceding lemma; suppose that the
canonical homomorphism Hi((•) : Hi(Q•)→ Hi(Q˜•) is an isomorphism for all i ∈ Z.
Then the canonical homomorphism Hi(6•) : Hi(D•)→ Hi(D˜•) is also an isomorphism
for all i ∈ Z.
Proof. Our assertion follows from the commutative diagram whose rows are the long
exact sequences of homologies arising from the rows of (1.7.1).
To proceed further, we need the following lemma from [1].
Lemma 1.9. Let a0 and a be integers with a ≥ a0; and let F• be a minimal complex
of 5nitely generated graded free modules over A such that Fi = 0 for i¡a0 and
Hi(F•) = 0 for i¿a. Let further
· · · → P2 → P1 → P0 → Ha(F•)→ 0
be a minimal free resolution of Ha(F•) over A and G• :=P[ − a − 1]•. Then there
exists a minimal complex L• of 5nitely generated graded free modules over A and a
chain map • : L• → G• such that F• is the minimal part of con(•)•; where Li = 0
for i¡a0 and Hi(L•) = 0 for i ≥ a.
Proof. The proof of [1, (1:5)] works well.
Lemma 1.10. Let a0 ¡ 0 be an integer; d := dim(A); and F• a minimal complex of
5nitely generated graded free modules over A such that Fi=0 for i¡a0; dim(Hi(F•))
¡d−2+i for a0 ≤ i ≤ −1; and Hi(F•)=0 for i ≥ 0. Let further a be a homogeneous
ideal in A annihilating all Hi(F•) (a0 ≤ i ≤ −1) and n ≥ 0 an integer. Then; there is
a positive integer n0 such that; for an arbitrary homogeneous A-regular element f of
a n0 ; there are a complex D• of 5nitely generated graded free modules over A and a
complex D˜• of 5nitely generated graded free modules over KA :=A=(f); satisfying the
following conditions:
(i) F• is the minimal part of D•.
(ii) KD• :=D•=fD• is a quasi-direct summand of D˜• up to (a n; 0).
(iii) Di = 0 and D˜i = 0 for i¡a0.
(iv) The canonical homomorphism Hi(2•) :Hi(D•)→ Hi(D˜•); induced from the chain
map 2• : D• → D˜• over A obtained by composing the natural surjection D• 
KD• and the injection KD• ,→ D˜•; is an isomorphism for all i ∈ Z.
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(v) The canonical homomorphism
Him(20) : H
i
m(Coker(@
D
1 ))→ Him(Coker(@D˜1 ))
induced from 20 is an isomorphism for all 0 ≤ i¡d− 1 with
Hd−2m (Coker(@
D
1 )) ∼= Hd−2m (Coker(@D˜1 )) = 0:
Proof. We prove our assertion by induction on a :=max({i|Hi(F•) = 0} ∪ {a0 − 1}).
Note that a0 − 1 ≤ a¡ 0.
Consider "rst the case a = a0 − 1. In this case, we see Hi(F•) = 0 for all i ≥ a0,
so that Hi(F•)= 0 for all i ∈ Z by hypotheses. Since F• is an exact minimal complex
bounded below, this means that Fi = 0 for all i ∈ Z. It is therefore enough to set
D• :=F•, D˜• :=F•=fF•.
Assume that a ≥ a0 and that our assertion is true for smaller values of a. Let
V :=Ha(F•),
· · · → P2 → P1 → P0 → V → 0
a minimal free resolution of V over A, Pi := 0 for i¡ 0, and G• :=P[ − a − 1]•. By
Lemma 1.9, F• is the minimal part of the mapping cone C• := con(•)• of a chain
map • : L• → G•, where L• is a minimal complex of "nitely generated graded free
modules over A satisfying Li =0 for i¡a0 and Hi(L•)=0 for i ≥ a. We have a short
exact sequence
0→ G[1]• → C• → L• → 0(1.10.1)
and an equality C• = F• ⊕ se(C•)•. Since Hi(L•) ∼= Hi(C•) ∼= Hi(F•) for i¡a by
(1.10.1) and since Hi(L•) = 0 for i ≥ a, L• satis"es dim(Hi(L•))¡d − 2 + i for
a0 ≤ i ≤ −1 by hypotheses. Besides, max({i|Hi(L•) = 0} ∪ {a0 − 1})¡a. By Artin–
Rees lemma, there is an integer si ≥ 0 for each a+ 2 ≤ i ≤ 0 such that
Im(@Gi ) ∩ a sGi−1⊂ a s−si Im(@Gi ) for all s ≥ si:(1.10.2)
Put l1 := n+ 1 +
∑0
j=a+2 sj, where
∑0
j=a+2 sj = 0 in case a+ 2 = 1. By the induction
hypothesis, there is an integer l0 ¿ 0 such that for an arbitrary homogeneous A-regular
element f of a l0 , there are a complex Q• of "nitely generated graded free modules
over A, and a complex Q˜• of "nitely generated graded free modules over KA :=A=(f)
such that
(i′) L• is the minimal part of Q•,
(ii′) KQ• :=Q•=fQ• is a quasi-direct summand of Q˜• up to (a
l1 ; 0),
(iii′) Qi = 0 and Q˜i = 0 for i¡a0,
(iv′) the canonical homomorphism Hi((•) :Hi(Q•)→ Hi(Q˜•), induced from the chain
map (• :Q• → Q˜• over A obtained by composing the natural surjection Q•  KQ•
and the injection KQ• ,→ Q˜•, is an isomorphism for all i ∈ Z,
(v′) the canonical homomorphism
Him((0) :H
i
m(Coker(@
Q
1 ))→ Him(Coker(@Q˜1 ))
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induced from (0 is an isomorphism for all 0 ≤ i¡d− 1 with
Hd−2m (Coker(@
Q
1 )) ∼= Hd−2m (Coker(@Q˜1 )) = 0:
Apply Lemma 1.5 to P•. Then there exists an integer l2 ¿ 0 such that, for an arbitrary
homogeneous A-regular element f of a l2 , there is a complex P˜• of "nitely generated
graded free modules over KA :=A=(f) with P˜i = 0 for i¡ 0 giving a free resolution
· · · → P˜1 → P˜0 → V → 0
of V over KA, which satis"es the following conditions:
(vi′) KP• :=P•=fP• is a quasi-direct summand of P˜• up to (a l1 ;−a).
(vii′) The canonical homomorphism Hi(5˜•) :Hi(P•)→ Hi(P˜•), induced from the chain
map 5˜• :P• → P˜• over A obtained by composing the natural surjection P•  KP•
and the injection KP• ,→ P˜•, is an isomorphism for all i ∈ Z.
Put n0 = max(l0; l1; l2). Let f be a homogeneous A-regular element of a n0 and
KA :=A=(f). Since f ∈ a n0 ⊂ a li for i = 0; 2, there are Q•; Q˜• and P˜• satisfying the
conditions stated above. Let KG• :=G•=fG•, G˜• := P˜[−a−1]•, 5• := 5˜[−a−1]• :G• →
G˜•. Then KG• is a quasi-direct summand of G˜• up to (a l1 ; 1). Besides, the canonical
homomorphism Ha+1(5•) :Ha+1(G•)→ Ha+1(G˜•) induced from 5• is an isomorphism.
By (1.10.2) and Lemma 1.3, the complex KG• satis"es
Im(@ KGi ) ∩ a s KGi−1⊂ a s−si Im(@ KGi ) for all s; i with si ≤ s ≤ n0; a+ 2 ≤ i ≤ 0:
Using the equality Q•=L•⊕se(Q•)•, we de"ne 0• :Q• → G• to be the chain map such
that 0•|L•=• and 0•|se(Q•)•=0. Since Q•=L•⊕se(Q•)• and C•=F•⊕se(C•)•, we "nd
con(0•)•=con(•)•⊕se(Q•)•=C•⊕se(Q•)•=F•⊕se(C•)•⊕se(Q•)•. This implies that
F• is the minimal part of D• := con(0•)•, namely, this D• satis"es (i). Apply Lemma
1.6 to the complexes KQ•; Q˜•; KG•; G˜• over KA and to the natural chain map K0• : KQ• →
KG• induced from 0•, with m=0; l= l1. Then there is a chain map 0˜• : Q˜• → G˜• such
that 0˜•| KQ• = 1• ◦ K0• and con( K0•)• is a quasi-direct summand of con(0˜•)• up to (a n; 0),
where 1• : KG• → G˜• denotes the injection. Let KD• :=D•=fD•. Since KD• coincides with
con( K0•)•, it satis"es (ii) also. The condition (iii) is trivial by our construction. Since
V =Ha(F0) ∼= Ha+1(G•) ∼= Ha+1(G˜•), we see dim(V )− d+ 2¡a¡ 0 by hypotheses.
Properties (iv) and (v), therefore, follow from (iv′) and (v′), and Lemmas 1.7 and
1.8.
Theorem 1.11. Let a0; p be integers with a0 ¡ 0; 2 ≤ p ≤ dim(A) and F• a minimal
complex of graded free modules over A such that Fi = 0 for i¡a0; dim(Hi(F•)) ≤
dim(A) − p + i for a0 ≤ i ≤ −1; and Hi(F•) = 0 for i ≥ 0. Let further a be
a homogeneous ideal in A of grade larger than or equal to p − 2 annihilating all
Hi(F•) (a0 ≤ i ≤ −1). Then; there are a homogeneous A-regular sequence f1; : : : ; fp−2
with fi ∈ a for all 1 ≤ i ≤ p−2; a minimal complex F˜• of 5nitely generated graded
free modules over A=(f1; : : : ; fp−2); and a chain map • :F• → F˜• over A satisfying
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the following conditions:
(i) F˜ i = 0 for i¡a0.
(ii) The canonical homomorphism
Him(0) :H
i
m(Coker(@
F
1 ))→ Him(Coker(@F˜1 ))
induced from 0 is an isomorphism for all 0 ≤ i¡ dim(A)− p+ 2.
(iii) The canonical homomorphism Hi(•) :Hi(F•) → Hi(F˜•) induced from • is an
isomorphism for all i ∈ Z.
Moreover; we can choose f1; : : : ; fp−2 so that Proj(A=(f1; : : : ; fp−2)) is smooth in the
outside of the union of Proj(A=a ) and the singularity of Proj(A).
Proof. Let d := dim(A). When p = 2, we have nothing to do. Just set F˜• = F• and
de"ne • to be the identity chain map. Suppose that 2¡p ≤ d and that our as-
sertion is true for smaller values of p. Then by Lemma 1.10, there is a positive
integer n0, a homogeneous A-regular element f1 of a n0 , a complex D• of "nitely gen-
erated graded free modules over A, and a complex D˜• of "nitely generated graded
free modules over KA :=A=(f1) satisfying conditions (i)–(v) stated there with n = 0.
Here, we may assume with no loss of generality that f1 is a suPciently general el-
ement of [a n0 ]l with l large enough. By Lemma 1.12 below, therefore, Proj( KA) is
smooth in the outside the union of Proj(A=a ) and the singularity of Proj(A). Let F˜
′
•
be min(D˜•)•, 7• :F• → D• the inclusion, $• : D˜• → F˜ ′• the natural projection, and
′• :=$• ◦ 2• ◦ 7•, where 2• :D• → D˜• denotes the chain map over A mentioned
in (iv) of Lemma 1.10. Since D• = F•
⊕
se(D•)• (resp. D˜• = F˜
′
• ⊕ se(D˜•)•) with
se(D•)• (resp. se(D˜•)•) split exact, the canonical homomorphisms Hi(7•) :Hi(F•) →
Hi(D•) and Hi($•) :Hi(D˜•)→ Hi(F˜ ′•) are isomorphisms for all i ∈ Z. Moreover, since
Coker(@se(D•)1 ) (resp. Coker(@
se(D˜•)
1 )) is free over A (resp. KA), the canonical homomor-
phism Him(70) :H
i
m(Coker(@
F
1 )) → Him(Coker(@D1 )) (resp. Him($0) :Him(Coker(@D˜1 )) →
Him(Coker(@
F˜′
1 ))) is an isomorphism for all 0 ≤ i¡d (resp. 0 ≤ i¡d− 1). Hence by
(i)–(v) of Lemma 1.10,
(i′) F˜
′
i = 0 for i¡a0,
(ii′) the canonical homomorphism
Him(
′
0) :H
i
m(Coker(@
F
1 ))→ Him(Coker(@F˜
′
1 ))
induced from ′0 is an isomorphism for all 0 ≤ i¡d− 1,
(iii′) the canonical homomorphism Hi(′•) :Hi(F•) → Hi(F˜
′
•) induced from 
′
• is an
isomorphism for all i ∈ Z.
Moreover, Hi(F˜
′
•)= 0 for i ≥ 0 and dim(Hi(F˜
′
•)) ≤ (d− 1)− (p− 1)+ i for a0 ≤ i ≤
−1 by (iii′) and our hypotheses. Let Ka := a n0 =(f1). Then by the induction hypothesis,
there are a homogeneous KA-regular sequence Kf2; : : : ; Kfp−2 with Kfi ∈ Ka for all 2 ≤
i ≤ p − 2, a minimal complex F˜• of "nitely generated graded free modules over
KA=( Kf2; : : : ; Kfp−2) = A=(f1; : : : ; fp−2), and a chain map 
′′
• : F˜
′
• → F˜• over KA satisfying
the following conditions:
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(i′′) F˜ i = 0 for i¡a0.
(ii′′) The canonical homomorphism
Him(
′′
0 ) :H
i
m(Coker(@
F˜′
1 ))→ Him(Coker(@F˜1 ))
induced from ′′0 is an isomorphism for all 0 ≤ i¡ (d−1)−(p−1)+2=d−p+2.
(iii′′) The canonical homomorphism Hi(′′•) :Hi(F˜
′
•)→ Hi(F˜•) induced from ′′• is an
isomorphism for all i ∈ Z.
Moreover, we can choose Kf2; : : : ; Kfp−2 so that Proj( KA=( Kf2; : : : ; Kfp−2)) is smooth in
the outside of the union of Proj( KA= Ka) = Proj(A=a) and the singularity of Proj( KA). Let
f2; : : : ; fp−2 be the homogeneous elements of A such that fi+(f1)= Kfi (2 ≤ i ≤ p−2)
and let • := ′′• ◦ ′•. Then F˜• and • satis"es (i)–(iii). The last assertion is also true
by what we have seen, since the singularity of Proj( KA) is contained in the union of
Proj(A=a) and the singularity of Proj(A).
Lemma 1.12. Let a be a homogeneous ideal in A and l¿ 0 an integer such that
the subideal
⊕
j≥l [a]j of a is generated over A by [a]l. Let Z be the singularity
of X :=Proj(A) and Z ′ the subscheme of X de5ned by a . Then for every su>ciently
general homogeneous element f ∈ [a]l+1; the scheme Proj(A=(f)) is smooth in the
outside of Z ∪ Z ′.
Proof. The base locus of the linear system on X generated by the elements of [a]l
coincides with Z ′. Hence a general member of the linear system on X generated by
the elements of [a]l+1 = [a]l[R]1 is smooth in the outside of Z ∪ Z ′ (cf. [9]). This
proves our assertion.
2. Existence of homogeneous prime ideals
Borrowing the idea of orientation from [4,5,8], we will say that a coherent sheaf M
of rank v on a projective scheme X ,→ Proj(R) is orientable on a Zariski open subset
U of X , if
∧v
M|U ∼= OU (n) for some integer n.
Lemma 2.1. Let a0 be an integer with a0 ¡ 0 and F• a complex of graded free
modules over A such that Fi=0 for i¡a0 and Hi(F•)=0 for i ≥ 0. Let further M be
Coker(@F1 ) and M the sheaf on X :=Proj(A) de5ned by M . If there is a homogeneous
ideal a ⊂R such that Hi(F•)p = 0 for all a0 ≤ i ≤ −1 and all homogeneous prime
ideals p not containing a ; then M is locally free and orientable on the outside of
Proj(A=a).
Proof. Let Z :=Proj(A=a). Denote by Fi the sheaf on X de"ned by the graded free
module Fi for each i ∈ Z. Then the complex
0→M→F−1
@F−1−−→F−2
@F−2−−→· · ·
@Fa0+1−−→Fa0 → 0
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induced from F• is exact on the outside of Z , since Hi(F•)p = 0 for all a0 ≤ i ≤ −1
and all prime ideals p not containing a . Hence M is locally free and orientable on
the outside of Z .
Let M be a "nitely generated graded module over R with no free direct summand,
· · ·
@p+1−−→Fp @p−→Fp−1
@p−1−−→· · · @2−→F1 @1−→F0 @
′
0−→M → 0
a minimal free resolution of M over R, and
0→ F ′′a0
@a′′
0−1−−→· · ·
@′′−2−−→F ′′−2
@′′−1−−→F ′′−1
@′′0−→M∨ → 0
a minimal free resolution of M∨ over R, where a0 ¡ 0. Let further Fi :=F ′′∨i and
@i = @′′∨i for i¡ 0, and @0 := (@
′∨
0 ◦ @′′0 )∨. Connecting the former resolution to the dual
of the latter with the use of @0, we obtain a complex
F• : · · ·
@p+1−−→Fp @p−→Fp−1
@p−1−−→· · · @2−→F1 @1−→F0 @0−→F−1
@−1−−→· · ·
@a0−1−−→Fa0 → 0
bounded on both sides (cf. [1,3]) such that Hi(F•) = 0 for i¿ 0 and Hi(F∨• ) = 0
for i ≤ 0, where Fi = F∨∨i and @i = @∨∨i for i¡ 0. We will denote this complex by
cpx(M)•.
Theorem 2.2. Let p; u be integers with 2 ≤ p ≤ r; u¿p; a a homogeneous ideal in
R of height larger than or equal to u; and M a 5nitely generated torsion-free graded
module over R with no free direct summand satisfying ExtiR(M;R) = 0 for 1 ≤ i ≤
p − 1 such that Mp is free for all homogeneous prime ideals p⊂R not containing
a . Then; there are homogeneous R-regular sequence f1; : : : ; fp−2 with fi ∈ a for all
1 ≤ i ≤ p− 2; a 5nitely generated graded module M˜ over KR :=R=(f1; : : : ; fp−2); and
a homomorphism ’ : M → M˜ over R, satisfying the following conditions:
(i) The canonical homomorphism Him(’) : H
i
m(M)→ Him(M˜) induced from ’ is an
isomorphism for all 0 ≤ i¡ r − p+ 2 and Hr−p+1m (M˜) = 0.
(ii) The scheme X :=Proj( KR) is an integral normal scheme which is smooth in outside
of its subscheme of codimension u− p+ 2.
(iii) The sheaf M˜ on X that M˜ de5nes is locally free and orientable on the outside
of a subscheme of X of codimension u− p+ 2.
(iv) M˜ is torsion-free over the integral domain KR.
Proof. Let F• := cpx(M)•. Since, Hi(F∨• ) = 0 for i ≤ 0 by our construction and
Hi(F∨• ) = Ext
i
R(M;R) = 0 for 1 ≤ i ≤ p− 1, we see
dim(Hi(F•)) = dim(Ext
p−i
R (Coker(@
F∨
p ); R)) ≤ r − p+ i for all i¡p:
Moreover, (F•)p is exact, namely, Hi(F•)p=0 for all i ∈ Z and all homogeneous prime
ideals p not containing a , by our construction of F• and the hypothesis that Mp is
free for such prime ideals. There is therefore an integer n¿ 0 such that a nHi(F•) = 0
for all a0 ≤ i ≤ −1. Let a ′ := a n. Then the grade of a ′ is larger than or equal
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to u¿p. Recall here that F• is exact also at F0 by the torsion-freeness of M (see
the proof of [3, Theorem 3]). By Theorem 1.11, there are a homogeneous R-regular
sequence f1; : : : ; fp−2 with fi ∈ a ′⊂ a for all 1 ≤ i ≤ p − 2, a minimal complex
F˜• of "nitely generated graded free modules over KR :=R=(f1; : : : ; fp−2), and a chain
map • : F• → F˜• over R satisfying the conditions (i), (ii) and (iii) stated in that
theorem. Let M˜ :=Coker(@F˜1 ) and let ’ denote the homomorphism from M=Coker(@
F
1 )
to M˜ obtained from • or rather from 0 in the natural manner. Then the canonical
homomorphism Him(’) : H
i
m(M) → Him(M˜) induced from ’ is an isomorphism for
all 0 ≤ i¡ r − p + 2 by (ii) of Theorem 1.11. Moreover, since Hr−p+1m (M) = 0 by
local duality and hypotheses, we see Hr−p+1m (M˜) = 0. This proves (i). By the last
part of Theorem 1.11, we may assume that X :=Proj( KR) is smooth in the outside of
Proj(R=a ′). Since ht(a ′) = ht(a) ≥ u¿p, this implies that the codimension of the
singularity of X is larger than or equal to ht(a ′) − p + 2 ≥ u − p + 2 ≥ 3 in X .
On the other hand, X is a complete intersection, so that it is connected and locally
Cohen–Macaulay. Therefore X is normal by Serre’s criterion of normality (see e.g.
[10, Theorem 39]). Since, a normal scheme is locally irreducible, X must be integral.
Hence (ii) holds. Note that, as its consequence, KR is an integral domain. Let i be an
integer, Kp a homogeneous prime ideal in KR not containing Ka := a =(f1; : : : ; fp−2), and
p⊃(f1; : : : ; fp−2) the homogeneous prime ideal in R such that p=(f1; : : : ; fp−2) = Kp.
Then, p ⊃ a and Hi(F•)p =0, so that Hi(F˜•) Kp =Hi(F•)p =0 since Hi(•) : Hi(F•)→
Hi(F˜•) is an isomorphism. Hence (iii) holds by Lemma 2.1. Finally, since H0(F˜•) ∼=
H0(F•) = 0, we have M˜ = Im(@F˜0 ). This implies (iv).
Lemma 2.3. Let p; q be integers with 2 ≤ p ≤ r; 1 ≤ q¡p; M a 5nitely gen-
erated torsion-free graded module over R with no free direct summand satisfying
ExtiR(M;R) = 0 for 1 ≤ i ≤ p − 1; f1; : : : ; fq homogeneous polynomials of R forming
an R-regular sequence; A the factor ring R=(f1; : : : ; fq); M˜ a 5nitely generated graded
module over A; ’ : M → M˜ a homomorphism over R such that Him(’) : Him(M) →
Him(M˜) is an isomorphism for all i ≤ r − p. Suppose there exists a homogeneous
ideal I˜ of height p − q in A and a homomorphism  ˜ : M˜ → I˜(c) (c ∈ Z) such that
Him( ˜ ) : H
i
m(M˜) → Him(I˜(c)) is an isomorphism for all i ≤ r − p. Then there is
a homogeneous ideal I of height p in R containing f1; : : : ; fq with I=(f1; : : : ; fq) = I˜
and a homomorphism  : M → I(c) such that Him( ) : Him(M) → Him(I(c)) is an
isomorphism for all i ≤ r − p.
Proof. Let ? : R → A be the canonical surjection, I :=?−1(I˜), and J := (f1; : : : ; fq)⊂R.
Since J is a complete intersection, one sees that
Him(J ) = 0 for all i ≤ r − q(2.3.1)
and that J has a free resolution of the form
0→ Kq → · · · → K1 → J → 0:
This resolution, together with the hypothesis on the extensions of M , yields Ext1R(M; J )=
0. There is, therefore, a homomorphism  : M → I(c) which makes the following
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diagram commutative
M
’−−→ M˜    ˜
0 −−→ J −−→ I(c) ?−−→ I˜(c) −−→ 0:
By (2.3.1), the homomorphism Him(?) : H
i
m(I(c)) → Him(I˜(c)) is an isomorphism for
i¡ r− q and is injective for i= r− q. Since r−p¡r− q, we "nd that Him( ) is an
isomorphism for all i ≤ r − p by the above commutative diagram.
Lemma 2.4. Let s ≥ 4 be an integer; X the projective scheme Proj(A); Z a subscheme
of X of codimension larger than or equal to s. Assume that X is an integral normal
scheme which is smooth in the outside of Z . Let M be a torsion-free coherent sheaf
on X of rank t + 1 ≥ 2 which is locally free and orientable on the outside of Z and
m an integer such that M(m) is generated over OX by its global sections. Let further
n be the integer such that
∧t+1
M|X\Z ∼= OX\Z(n). Then for all integers m1; : : : ; mt
larger than m; there exists a two-codimensional closed subscheme Y of X smooth in
the outside of a subscheme of X of codimension not less than min(s; 6); whose ideal
sheaf IY 5ts into a Bourbaki sequence
0→
t⊕
i=1
OX (−mi)→M→ IY (c)→ 0;
where c = n+
∑t
i=1 mi.
Proof. Denote the Zariski open subset X \Z of X by U . Choose a suPciently general
global section of M(mi) for each 1 ≤ i ≤ t and, using them, construct a homomor-
phism % :
⊕t
i=1 OX (−mi)→M in the standard manner. Since M|U is locally free and
orientable, there is, by Bertini’s theorem (see [9]), a two-codimensional subscheme Y ′
of U smooth in the outside of a subscheme Z ′1 of U of codimension not less than 6,
whose ideal sheaf IY ′ "ts into a Bourbaki sequence
0→
t⊕
i=1
OU (−mi) %|U−→M|U B
′
→IY ′(c)→ 0;(2.4.1)
where c := n +
∑t
i=1 mi and B
′ is the homomorphism induced from
∧t(%|U )∨. Let
1 :U → X be the inclusion map and B1 :OX (c) → 1∗(OU (c)) the canonical homo-
morphism. Since OX is normal at every point of X by hypothesis, B1 is a bijection.
Let B2 :M→ 1∗(M|U ) and 1∗(B′) : 1∗(M |U )→ 1∗(IY ′(c)) be the canonical homomor-
phisms, and B3 : 1∗(IY ′(c))→ 1∗(OU (c)) be the inclusion. Put B :=B−11 ◦B3 ◦ 1∗(B′)◦B2
and I := Im(B)(−c)⊂OX . The ideal sheaf I satis"es I|U =IY ′ by de"nition, so that
there is a two-codimensional closed subscheme Y of X such that I =IY . Note that
Y ∩U=Y ′ and that Y is smooth in the outside of Z∪Z ′1. Moreover, since X is integral,
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we can verify that the sequence
0→
t⊕
i=1
OX (−mi) %→M B→IY (c)→ 0
is exact with the use of the exactness of (2.4.1) and the torsion-freeness of M.
We need the following property that one can prove applying the local version of
[12, Corollary 1:20] to the graded case.
Lemma 2.5. Let I ∈ R be a homogeneous ideal of height p ≥ 2 and M a 5nitely
generated torsion-free graded module over R with no free direct summand satisfying
ExtiR(M;R)= 0 for 1 ≤ i ≤ p− 1. Assume that they 5t into an exact sequence of the
form
0→ Sp−1 → Sp−2 → · · · → S1 → S0 ⊕M → I(c)→ 0;
where c is an integer and Si (0 ≤ i ≤ p − 1) are 5nitely generated graded free
modules over R. Then R=I is equidimensional if and only if M is reBexive.
Lemma 2.6. Let p be an integers with 2 ≤ p ≤ r and M a 5nitely generated
torsion-free graded module over R with no free direct summand satisfying ExtiR(M;R)=
0 for 1 ≤ i ≤ p−1. Then; M is reBexive if and only if cpx(M)• is exact at cpx(M)−1.
Moreover; H 1m(M) = 0 in this case.
Proof. Let F• := cpx(M)• and a0 be a negative integer such that Fi =0 for all i¡a0.
As mentioned in the proof of Theorem 2.2, F• is exact at F0, so that we obtain a
complex
0→ M = Coker(@F1 )→ F−1
@F−1−−→F−2
@F−2−−→· · ·
@Fa0−1−−→Fa0 → 0(2.6.1)
which is exact at M . Suppose that F• is exact at F−1, too. Then M is re3exive as is
known well. Conversely, suppose that M is re3exive. Since M∨∨ ∼= M by assumption,
we obtain two exact sequences
· · · → F1 @
F
1−→F0 → M → 0;
0→ M ∼= M∨∨ → F−1
@F−1−→ Im(@F−1)→ 0
by the construction of F•. Hence H−1(F•) = 0. Moreover, it follows from the second
sequence that H 1m(M) ∼= H 0m(Im(@F−1)) = 0.
Lemma 2.7. Let E be a 5nitely generated graded module over A and let g1; : : : ; gq
be homogeneous elements of A which form an E-regular sequence. Denoting the
complement of Spec(A=(gi)) in Spec(A) by Wi for each 1 ≤ i ≤ q; let SC•(W;E)
be the CCech complex of the coherent sheaf E on W :=
⋃q
i=1 Wi de5ned by E with
respect to the covering W := (Wi)1≤i≤q. Suppose q ≥ 2. Then Hi( SC•(W;E)) = 0 for
0¡i¡q− 1 and H 0( SC•(W;E)) = E.
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Proof. Let SC• := SC•(W;E). Since g1; : : : ; gq are homogeneous and
SC
l
=
⊕
1≤i1¡···¡il+1≤q
E(Wi1 ∩ · · · ∩Wil+1) = Egi1 :::gil+1 ;
the module SCl• is naturally graded for all 0 ≤ l ≤ q − 1. For each t ∈ N, let
K•(t) :=K
•(gt1; : : : ; g
t
q;A) be the dual of the Koszul complex of g
t
1; : : : ; g
t
q with respect
to A and K•(t)(E) :=K
•
(t) ⊗A E. We have
Kl(t)(E) =
⊕
1≤i1¡···¡il≤q
(E(t)i1 )
∗ ∧ · · · ∧ (E(t)il)∗ ⊗ E;
where (E(t)i)∗ denotes the free basis of K•(t) associated with g
t
i . Further, for each pair
s; t ∈ N with s ≤ t, let F•(s; t) :K•(s) → K•(t) be the chain map such that
Fl(s; t)((E(s)i1 )
∗ ∧ · · · ∧ (E(s)il)∗) = (gi1 : : : gil)t−s(E(t)i1 )∗ ∧ · · · ∧ (E(t)il)∗:
Then the homomorphism Fl(s; t) is homogeneous of degree zero for all l; s; t. Moreover,
{K•(t)(E); F•(s; t) ⊗ E}s; t∈N forms a direct system of complexes. Let
K•∞(E) := lim−→
t
K(t)•(E):
By the same argument as in the proof of [6, Proposition 3:5:5], we can construct
homogeneous isomorphisms G i :Ki+1∞ (E) → SCi of degree zero for 0 ≤ i ≤ q − 1
compatible with the diGerentials of K•∞(E) and SC
•. Since the elements g1; : : : ; gq form
an E-regular sequence by hypotheses, Hi(K•(t)) = 0 for all t ∈ N and i¡q. Hence,
Hi( SC•) ∼= Hi+1(K•∞) = 0 for 0¡i¡q− 1 and H 0( SC•) ∼= Ker(@1∞) ∼= K0∞=E, where
@1∞ :K
1
∞ → K2∞ denotes the "rst diGerential of K•∞.
Theorem 2.8. Let p be an integer with 2 ≤ p ≤ r − 2 and M a 5nitely generated
torsion-free graded reBexive module over R with no free direct summand satisfying
ExtiR(M;R) = 0 for 1 ≤ i ≤ p − 1. Then; there is a homogeneous prime ideal I of
height p which 5ts into an exact sequence of the form
0→ Sp−1 → Sp−2 → · · · → S1 → S0 ⊕M → I(c)→ 0;(2.8.1)
where c is an integer and Si (0 ≤ i ≤ p − 1) are 5nitely generated graded free
modules over R.
Proof. Let F• := cpx(M)• and a0 be a negative integer such that Fi =0 for all i¡a0.
Then F• is exact at F−1 by Lemma 2.6 as well as at F0, since M is re3exive. Hence
there are exact sequences{
0→ M → F−1 → Im(@F−1)→ 0;
0→ Im(@F−1)→ F−2:
(2.8.2)
Suppose F−2 =
⊕b
l=1 R(−ci) and let c′ :=min(c1; : : : ; cb). Then
[F−2]l = 0 for all l¡c
′:(2.8.3)
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Since Hi(F∨• ) = 0 for i ≤ 0 by our construction and Hi(F∨• ) = ExtiR(M;P) = 0 for
1 ≤ i ≤ p− 1, we see dim(Hi(F•)) = dim(Extp−iR (Coker(@F∨p ); R)) ≤ r − p+ i for all
i¡p. Moreover, H−1(F•) = 0 as mentioned above. Thus, dim(Hi(F•)) ≤ r − p − 2
for all a0 ≤ i ≤ −1. Let a be the product of ann(Hi(F•)) (a0 ≤ i ≤ −1). Then, for
every homogeneous prime ideal p⊂R not containing a , we have Hi(F•)p = 0 for all
a0 ≤ i ≤ −1, so that Mp is free. Besides, ht(a ) ≥ p + 2. By Theorem 2.2, there are
a homogeneous R-regular sequence f1; : : : ; fp−2 with fi ∈ a for all 1 ≤ i ≤ p − 2, a
"nitely generated graded module M˜ over KR :=R=(f1; : : : ; fp−2), and a homomorphism
’ :M → M˜ over R satisfying the conditions (i), (ii), (iii), (iv) stated there with
u = p + 2. Let M˜ be the torsion-free coherent sheaf on X :=Proj( KR) de"ned by M˜ .
Then X is an integral normal scheme, and there is a subscheme Z of codimension 4
in X such that, in the outside of Z , X is smooth and M˜ is locally free and orientable.
Suppose that rankOX (M˜) ≥ 2. By Lemma 2.4, there are integers mi (1 ≤ i ≤ t), n and
a two-codimensional closed subscheme Y of X smooth in the outside of a subscheme,
say Z ′, of X of codimension not less than min(4; 6)=4, whose ideal sheaf I˜Y "ts into
an exact sequence of the form
0→
t⊕
i=1
OX (−mi)→M˜→ I˜Y (c)→ 0
with c = n+
∑t
i=1 mi. Here we may assume with no loss of generality that c¿− c′.
Let I˜ be the saturated homogeneous ideal of Y in KR. Then, since M˜ is torsion-free and
H 1m(M˜) ∼= H 1m(M) = 0 by Lemma 2.6 and (i) of Theorem 2.2, we have a Bourbaki
sequence
0→
t⊕
i=1
KR(−mi)→ M˜ → I˜(c)→ 0:
By Lemma 2.3, there is a homogeneous ideal I in R of height p containing f1; : : : ; fp−2
satisfying I=(f1; : : : ; fp−2) = I˜ and a homomorphism  :M → I(c) such that Him( ) :
Him(M)→ Him(I(c)) is an isomorphism for all i ≤ r−p. There are a "nitely generated
graded free module S0 and a surjective homomorphism 3 : S0 ⊕ M → I(c) such
that 3|M =  . Let K :=Ker(3). Since Him(S0) = 0 for all i¡ r, the homomorphisms
Him(3) : H
i
m(S0 ⊕ M) → Him(I(c)) (0 ≤ i ≤ r − p) are isomorphisms. Besides,
Him(S0⊕M)=Him(M)=0 for r−p+1 ≤ i ≤ r−1 by local duality, and Hr−p+1m (I) =
0 since dim(R=I) = r − p. It follows from the exact sequence
0→ K → S0 ⊕M → I(c)→ 0(2.8.4)
that Him(K) = 0 for all 0 ≤ i ≤ r − p + 1 and that Hr−p+2m (K) = 0. Hence, K has a
free resolution
0→ Sp−1 → Sp−2 → · · · → S1 → K → 0(2.8.5)
over R of length p − 2. Joining the above two exact sequences, we obtain an exact
sequence of the form (2.8.1). Since H 1m(M)=0, it follows from the long exact sequence
of local cohomologies arising from (2.8.4) that H 1m(I) = 0, therefore I is saturated.
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Moreover, since M is re3exive, the ring R=I is equidimensional by Lemma 2.5. Thus
Y =Proj(R=I) is an equidimensional closed subscheme of P :=Proj(R) of codimension
p which is smooth in the outside of Z ′. In particular, (R=I)p=I is a "eld for every
prime ideal p in R of height p containing I . Let p be a prime ideal in R of height
larger than or equal to p+ 1 containing I . Then, computing local cohomologies after
localization of the sequences (2.8.2), (2.8.4) and (2.8.5) by p, we "nd that H 1p (Ip) ∼=
H 1p (M (−c)p) = 0. It follows, therefore, from the exact sequence 0 → Ip → Rp →
(R=I)p=I → 0 that H 0p=I ((R=I)p=I ) = 0, namely, depthp=I ((R=I)p=I )¿ 0. This implies that
R=I is reduced also (see e.g. [10, p. 125]).
Let g1; : : : ; gp+2 be homogeneous polynomials of R forming an R-regular sequence
such that the complete intersection Z ′′ :=Proj(R=(g1; : : : ; gp+2)) contains Z ′. Such g1; : : : ;
gp+2 actually exist, since the codimension of Z ′ is not less than p+2 in P. Let I be
the ideal sheaf on P de"ned by I and U ′′ :=P \ Z ′′. We want to prove that Y ∩ U ′′
is connected by showing H 0(OY∩U ′′) ∼= k. Since, we have an exact sequence
0→ H 0(I|U ′′)→ H 0(OU ′′)→ H 0(OY∩U ′′)→ H 1(I|U ′′)
arising from the short exact sequence
0→ I|U ′′ → OU ′′ → OY∩U ′′ → 0;
it is enough to verify for this purpose that
H 0(I|U ′′) = 0;(2.8.6)
H 0(OU ′′) ∼= k;(2.8.7)
H 1(I|U ′′) = 0:(2.8.8)
Let Wi :=Spec(R)\Spec(R=(gi)) (1 ≤ i ≤ p+2) be the Zariski open subsets of Spec(R),
W :=
⋃p+2
i=1 Wi, and W := (Wi)1≤i≤p+2 a covering of W . Using the SCech cohomology
of OW with respect to the covering W, we see ⊕l∈Z Hi(OU ′′(l)) ∼= Hi( SC•(W;OW )).
Besides, Hi( SC•(W;OW )) = 0 for 0¡i¡p + 1 and H 0( SC•(W;OW )) = R by Lemma
2.7. Hence
Hi(OU ′′(l)) = 0 for all l ∈ Z; 0¡i¡p+ 1;(2.8.9)
H 0(OU ′′(l)) ∼= [R]l for all l ∈ Z:(2.8.10)
This proves (2.8.7). Let M, N, F−1, and F−2 be the coherent sheaves on P de"ned
by M , Im(@F−1), F−1, and F−2, respectively. Shea"fying the exact sequences (2.8.4)
and (2.8.5) on U ′′, and then computing cohomologies, we "nd that H 1(I|U ′′) ∼=
H 1(M(−c)|U ′′). On the other hand, it follows from the exact sequences
H 0(N(−c)|U ′′)→ H 1(M(−c)|U ′′)→ H 1(F−1(−c)|U ′′) ∼= 0;
0→ H 0(N(−c)|U ′′)→ H 0(F−2(−c)|U ′′)
arising from (2.8.2) that H 1(M(−c)|U ′′)=0, since H 0(F−2(−c)|U ′′)=[F−2]−c=0 by
(2.8.10) and (2.8.3). Hence (2.8.8) holds. Since dim(Y )¿ dim(Z ′′), the set Y ∩U ′′ is
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not empty. The equality (2.8.6) follows from this and (2.8.7). Hence, H 0(OY∩U ′′) ∼= k.
This means that Y ∩ U ′′ is connected.
Now Y is an equidimensional reduced scheme such that Y ∩ U ′′ is smooth and
connected. Since each irreducible component of Y has a nonempty intersection with
U ′′ by equidimensionality, Y must be integral. Hence, the saturated ideal I is prime.
In case rankOX (M˜)¡ 2, replacing M , M˜ , M˜, and ’ with R
2⊕M , KR2⊕ M˜ , O2X ⊕M˜,
and 

(
1 0
0 1
)
0
0 ’

 ;
respectively, we reach the same conclusion.
References
[1] M. Amasaki, Free complexes de"ning maximal quasi-Buchsbaum graded modules over polynomial rings,
J. Math. Kyoto Univ. 33 (1) (1993) 143–170.
[2] M. Amasaki, Basic sequences of homogeneous ideals in polynomial rings, J. Algebra 190 (1997)
329–360.
[3] M. Amasaki, Existence of homogeneous ideals "tting into long Bourbaki sequences, Proc. Amer. Math.
Soc. 127 (1999) 3461–3466.
[4] W. Bruns, Orientations and multiplicative structures of resolutions, J. Reine. Angew. Math. 364 (1986)
171–176.
[5] W. Bruns, The Buchsbaum–Eisenbud structure theorems and alternating syzygies, Comm. Algebra 15
(5) (1987) 873–925.
[6] W. Bruns, J. Herzog, Cohen–Macaulay Rings, Cambridge University Press, Cambridge, 1993.
[7] E.G. Evans, P.A. GriPth, Local cohomology modules for normal domains, J. London Math. Soc. 19
(2) (1979) 277–284.
[8] J. Herzog, M. KTuhl, Maximal Cohen–Macaulay modules over Gorenstein rings and Bourbaki sequences,
in: M. Nagata, H. Matsumura (Eds.), Commutative Algebra and Combinatorics, Advanced Studies in
Pure Mathematics, vol. 11, Kinokuniya, Tokyo; North-Holland, Amsterdam, 1987, pp. 65–92.
[9] S.L. Kleiman, Geometry on Grassmannians and applications to splitting bundles and smoothing cycles,
Publ. Math. I.H.E.S. 36 (1969) 281–297.
[10] H. Matsumura, Commutative Algebra, Benjamin, New York, 1970.
[11] J. Migliore, U. Nagel, C. Peterson, Constructing schemes with prescribed cohomology in arbitrary
codimension, J. Pure Appl. Algebra 152 (2000) 245–252.
[12] S. Nollet, Even linkage classes, Trans. Amer. Math. Soc. 348 (1996) 1137–1162.
