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Resumen 
La capacidad de estimar funciones no lineales hace 
que las redes neuronales sean una de las herramientas 
más usadas para aplicar fusión sensorial, permitiendo 
combinar la salida de diferentes sensores para 
obtener información de la que a priori no se dispone. 
Por otra parte, la capacidad de procesamiento 
paralelo de las FPGAs (Field-Programmable Gate 
Array) las hace idóneas para implementar redes 
neuronales ubicuas, permitiendo inferir resultados 
más rápido que una CPU (Central Processing Unit) 
sin necesidad de una conexión activa a internet. De 
esta forma, en este artículo se propone un flujo de 
trabajo para diseñar, entrenar e implementar una red 
neuronal en una FPGA Xilinx PYNQ Z2 que use 
tipos de dato de punto fijo para hacer fusión 
sensorial. Dicho flujo de trabajo es probado mediante 
el desarrollo de una red neuronal que combine las 
salidas de una nariz artificial de 16 sensores para 
obtener una estimación de las concentraciones de 
CH4 y C2H4. 
Introducción 
Hoy en día las redes neuronales son una herramienta 
que se extiende en infinidad de campos y, sin duda, 
la fusión sensorial es uno de ellos [1]-[3]. 
Normalmente, las operaciones que tienen lugar en las 
redes neuronales se computan en la nube, precisando 
una conexión activa a internet. Aun así, ya sea por 
motivos de privacidad, ancho de banda disponible o 
simplemente porque no es viable, se está tratando de 
evitar dicha conexión activa, acercando el dispositivo 
de cómputo de las redes neuronales a la aplicación o 
dispositivo que las precisan, empleando el paradigma 
de la computación ubicua. 
Debido a su alto grado de paralelización y a su 
reprogramabilidad, las FPGAs se están usando para 
implementar redes neuronales que, entre otras cosas, 
permiten hacer fusión sensorial en tiempo real [4]-
[6]. Una de las claves para poder implementar redes 
neuronales en FPGAs de bajo coste es la cuantización 
de los pesos. Debido a la limitación de recursos 
disponibles, es habitual representar los valores 
internos de la red neuronal con punto fijo o enteros, 
reduciendo así el número de recursos de registros que 
se necesitan para implementar la red a costa de un 
incremento en el error de los valores de salida. 
Metodología 
El flujo de trabajo para poder desarrollar e 
implementar una red neuronal se divide en dos 
grandes bloques: la virtualización, donde se elegirá la 
arquitectura de red, se realizará el entrenamiento y se 
evaluará la cuantización de los parámetros; y la 
implementación, donde será necesario traducir la red 
virtualizada a un leguaje de descripción de hardware 
y se tendrá que desarrollar un driver que permita 
inferir resultados en la red implementada en la 
FPGA. 
Virtualización 
El dataset con el que vamos a trabajar es una serie 
temporal de las salidas de 16 sensores de gas 
químicos de una nariz artificial en base a diferentes 
combinaciones de las concentraciones de CH4 y C2H4 
en la atmósfera [7], las cuales trataremos de estimar 
usando las salidas de los sensores mediante la red 
neuronal. Resultados preliminares sugieren el 
empleo de una arquitectura de red fully-conected, 
donde todas las neuronas de una capa están 
conectadas con todas de la capa anterior y posterior, 
de dos capas ocultas de 32 y 12 neuronas con función 
de activación sigmoide.  
Realizamos un primer entrenamiento de la red 
neuronal obteniendo los resultados de la Figura 1. Por 
otra parte, en la Figura 2 aparece la evolución de los 
costes del training set y del validation set durante el 
primer entrenamiento. Este último, el coste del 
validation set, comienza a dar signos de 
estabilización cuando interrumpimos el 
entrenamiento, signo de que el modelo está cercano 
al punto de aprendizaje óptimo. La interrupción del 
entrenamiento en este momento nos permite simular 
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el modelo neuronal implementado en la FPGA 
usando diferentes tipos de dato de punto fijo para 
representar los parámetros. Tras estas simulaciones 
se elige usar el tipo de dato 12-3 (12 bits en total, de 
los cuales 3 están dedicados a la parte entera), ya que 
es el que mejor compromiso alcanza entre el error 
promedio para la serie temporal y el número de bits 
que usa. 
Una vez elegido el tipo de dato de punto fijo con el 
que vamos a representar la red neuronal, se reanuda 
el entrenamiento. Esta vez se va a tener en cuenta la 
representatividad de los parámetros en el tipo de dato 
de punto fijo 12-3, de forma que se consigue ajustar 
el modelo a las salidas esperadas a la vez que se 
obtienen parámetros representables. En la Tabla 1 se 
muestra el descenso del error promedio de los 
resultados del segundo entrenamiento. 
Implementación 
Para poder programar una FPGA se debe usar un 
leguaje de descripción de hardware o HDL, por sus 
siglas en inglés. Existe una herramienta, HLS (High-
Level Synthesis), que se encarga de traducir un 
lenguaje de alto nivel, como puede ser C/C++ [8], a 
un HDL, de forma que con hacer una descripción 
algorítmica del modelo neuronal en C/C++ bastará 
para obtener dicho modelo en un HDL. Además, 
HLS, permite introducir ciertas directrices a la hora 
de sintetizar el diseño que permiten reducir la 
latencia de este a costa de hacer uso de un mayor 
número de recursos de la FPGA. En nuestro caso 
hemos conseguido reducir el tiempo de inferencia a 
2,75 µs por cada lectura, por debajo de los 5,6 µs que 
tardaba una CPU i5-3470. 
Una vez sintetizado y validado el diseño en HLS, se 
obtiene el código HDL que permite generar un 
archivo que se va a encargar de configurar la matriz 
de conexionado de la FPGA para dar lugar al sistema 
lógico que se comporta como describía el código en 
C/C++, es decir, nuestra red neuronal. 
Como se ha comentado en líneas anteriores, en este 
proyecto se está trabajando con la plataforma PYNQ 
Z2 de Xilinx, la cual incorpora un SoC (System on 
Chip) ZYNQ XC7Z020-1CLG400C que incluye un 
procesador Cortex-A9 de doble núcleo y una FPGA 
de 13300 CLBs (Configurable Logic Blocks) y 220 
bloques DSP (Digital Signal Processing). Dicha 
plataforma es accesible mediante Python a través de 
cuadernos de Jupyter y el fabricante provee de un 
paquete para poder controlar la FPGA, permitiendo 
cargar archivos de configuración y hacer escritura y 
lectura de los puertos entrada y salida de los diseños. 
En nuestro caso, además, para poder hacer uso de la 
red neuronal implementada en la FPGA que está 
representada por valores de punto fijo hemos 
desarrollado un driver específico en Python que 
automatiza el proceso de carga de parámetros, así 
como la inferencia de resultados. De esta forma, 
hemos sido capaces de inferir a través de la FPGA los 
resultados de la Figura 3, los cuales son coincidentes 
con las simulaciones previas del sistema que 
obteníamos en HLS.  
Conclusiones 
Con la intención de encontrar una solución al 
cómputo ubicuo de la red neuronal, se presenta un 
flujo de trabajo para implementar redes neuronales en 
FPGAs usando representación en punto fijo, 
concretamente en la plataforma PYNQ-Z2 de Xilinx. 
Este proceso tiene dos etapas marcadas: la 
virtualización, donde se realiza un entrenamiento 
interrumpido, permitiendo seleccionar el tipo de dato 
óptimo para representar el modelo neuronal y 
obteniendo valores de los parámetros representables 
en el tipo de dato elegido; y la implementación de 
dicho modelo en la FPGA usando HLS, evitando así 
hacer descripciones de bajo nivel. 
Además, como se comprueba en la Tabla 1, el 
incremento del error promedio al implementar la red 
neuronal en la FPGA no es mayor que el error 
promedio que presentaba el modelo tras finalizar la 
segunda fase del entrenamiento, lo que es signo de 
que el paso a punto fijo no implica un error mayor 
que el asociado a la propia red. 
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Tabla 1. Comparación de los errores promedio para las 
diferentes etapas del modelo neuronal 








entrenamiento 2,4 3,1 
Segundo 
entrenamiento 1,7 2,1 
Simulación/ 
FPGA 2,5 2,5 
 
Figura 1: Ventana temporal de la serie con los resultados del 
primer entrenamiento. 
 




Figura 2: Evolución del coste del training set y del validation 
set durante el primer entrenamiento. 
