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Sum m ary
In this thesis, the problem of probability density function estimation using finite mixture 
models is considered. Gaussian mixture modelling is used to provide a semi-parametric 
density estimate for a given data set. The fundamental problem with this approach is 
that the number of mixtures required to adequately describe the data is not known in 
advance. In this work, a predictive validation technique [91] is studied and developed 
as a useful, operational tool that automatically selects the number of components for 
Gaussian mixture models. The predictive validation test approves a candidate model 
if, for the set of events they try  to predict, the predicted frequencies derived from the 
model match the empirical ones derived from the data set. A model selection algorithm, 
based on the validation test, is developed which prevents both problems of over-fitting 
and under-fitting. We investigate the influence of the various parameters in the model 
selection method in order to develop it into a robust operational tool.
The capability of the proposed method in real world applications is examined on the 
problem of face image segmentation for automatic initialisation of lip tracking systems. 
A segmentation approach is proposed which is based on Gaussian mixture modelling 
of the pixels RGB values using the predictive validation technique. The lip region seg­
mentation is based on the estimated model. First a grouping of the model components 
is performed using a novel approach. The resulting groups are then the basis of a 
Bayesian decision making system which labels the pixels in the mouth area as Up or 
non-lip. The experimental results demonstrate the superiority of the method over the 
conventional clustering approaches.
In order to improve the method computationally an image sampling technique is applied 
which is based on Sobol sequences. Also, the image modelling process is strengthened 
by incorporating spatial contextual information using two different methods, a Neigh­
bourhood Expectation Maximisation technique and a spatial clustering method based 
on a Gibbs/Markov random field modelling approach. Both methods are developed 
within the proposed modelling framework. The results obtained on the lip segmenta­
tion application suggest tha t spatial context is beneficial.
K ey  w ords: Gaussian Mixture Modelling, Predictive Validation, Image Modelling, 
Image Segmentation, Lip Tracker Initialisation, Gibbs/Markov Random Field
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C hapter 1
Introduction
1.1 Background
Probability density function estimation plays an important role in statistical pattern 
recognition. Probability models are used in different pattern recognition and computer 
vision applications such as speech recognition [36], remote sensed data analysis [11] [97], 
image analysis and processing [108]. Figure 1.1 shows a general model of a recognition 
system [34]. The system works in two different modes: training and operational modes. 
For a given task, the system is trained first using a representive data set (learning). 
The trained system is then tested in the operational mode using an independent test 
data. The system, the performance of which on the test data is acceptable, is then 
used in the operational mode on the given application.
Preprocessing is the term given to an ensemble of procedures which is performed for 
data sampling, noise reduction, smoothing, normalising and so on. The preproces­
sor refines the data and provides a better representation of the data in the original 
measurement space. In the feature extraction/selection module a more appropriate 
representation of the patterns is derived by projecting the data from the original mear 
sûrement space to the feature space. The dimensionality of the data is usually reduced 
as a result. This reduction simplifies the other parts of the system and its computa­
tional complexity. Finally, in the learning mode, a decision making rule which is called
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Figure 1.1: Model of a statistical pattern recognition system (adopted from [34]).
classifier is constructed. The designed classifier is used in the operational mode for 
assigning the input test pattern to one of the pattern classes under consideration.
In the recognition systems which are based on probability density function modelling, 
the classes of objects are described by a vector of features and their probability density 
function in the feature space. In the learning stage, the data distribution is estimated 
using a training data set. The constructed model must satisfy two important design 
specifications: accuracy and generality. Accuracy means that the model has to describe 
the training data well while generality refers to the model capability for describing an 
independent data from the same distribution. Such a model is quite useful in both 
unsupervised and supervised learning problems.
1.2 Objectives of the research
The main objectives of this research can be summarised as follows:
1. To develop a robust method of density function estimation using a finite mixture 
model. The main concern is about selecting the model architecture.
2. To develop an image segmentation method using an adaptive Gaussian mixture 
model.
3. To implement and apply the image segmentation method for dealing with the 
problem of lip tracker initialisation.
1.3. Density function estimation
In the following sections an introductory background to the problem of pdf estimation 
and its application to lip tracker initialisation will be presented.
1.3 Density function estim ation
Consider a finite set of data points Ajv =  x i, X2 , . . .  xjv, where x* G 9%^ and 1 < i < N , 
that are identically distributed samples of the random variable x. We wish to find the 
function that describes the data, i.e. its pdf p(x). Building such a model has many 
potential applications in pattern classification, outliers detection, clustering and image 
segmentation.
There are two major approaches to density estimation: parametric and non-parametric. 
In the parametric approach, a specific functional form for the density distribution is 
assumed and its parameters are estimated using the training data by means of an op­
timisation procedure. Typically, the number of function parameters is much less than 
the number of data samples. If the selected form is correct, it leads to an accurate 
model. This method is usually attractive because of its simplicity. A large data set 
with many thousands of samples could be modelled by a function with just two or 
three free parameters. However, often the knowledge of the functional form is prac­
tically unavailable. If an incorrect parametric form is assumed the estimated density 
function would be incompatible with the underlying true density. The most widely 
used parametric density function is the uni-modal Gaussian function.
In contrast, non-parametric methods attem pt to perform an estimation without con­
straints on the global structure of the density function. The density function is de­
scribed completely by the data. The underlying principal is that the density is low 
in regions of the feature space where very few training samples are available and high 
in more populated regions. The density is estimated locally by considering a small 
number of neighbouring samples of the point where the density function is required. 
The main drawback of this method is tha t the number of required parameters grows 
rapidly with the size or dimensionality of the training space. This gives rise to a huge 
computational burden. Examples of non-parametric approaches include the histogram, 
k-nearest neighbour estimator and Parzen estimator. Among them kernel or Parzen
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density estimator is known as a quite useful non-parametric method in the literature. 
Appendix A contains a review of the main non-parametric approaches.
Semi-parametric or mixture modelling techniques offer a successful compromise between 
parametric and non-parametric methods. A finite mixture of functions is assumed 
as the functional form but the number of free parameters are allowed to vary. This 
provides a more complex and adaptable model. Unlike, non-parametric approaches, 
the number of free parameters in the mixture models does not depend upon the size of 
the data set. Thus, mixture models are computationally much more efficient than the 
non-parametric ones for building an accurate model using a relatively large dataset. 
In fact, Parzen estimator can be seen as the limiting form of a mixture model where 
the number of mixture components is equal to the number of data samples. Whilst 
large sample sizes ensure reliable density estimates they also ensure a computational 
cost for the model estimation. In the mixture models, unlike the non-parametric ones, 
this cost is not directly scaled with the sample size. On the other hand, compare 
to the parametric methods, semi-parametric approaches are able to provide a great 
flexibility and precision in modelling the underlying statistics of sample data. They 
have smoothing ability over the model gaps caused by sparse data samples and provide 
tighter constraints in assigning object membership to the feature space regions. Such 
precision is necessary to obtain the best possible classification results. Gaussian mixture 
models (GMM’s) are among the most attractive methods of density function estimation.
Considering a specific functional form, two important issues have to be addressed for 
constructing a robust mixture model. Model complexity selection, i.e. selecting the 
number of components of the model and the components parameters estimation. The 
latter problem is usually solved by an optimisation process. There are several ap­
proaches in the literature for dealing with the former which is a more complex problem.
In the next chapters, a predictive validation {PV  ) technique will be proposed for 
the model architecture selection after reviewing the state of the art in this field. In 
most of the model selection approaches, a comparative measure of goodness is used 
for choosing a model among a set of candidate models. In some other methods, an 
indirect measure such as the classification performance of the model is used as the
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selection criterion. The predictive validation method provides an absolute measure of 
goodness. The method is based on the calibration concept; if a model is able to predict 
the observed data frequencies, within a statistical error, it is considered an acceptable 
model. Otherwise, it is rejected. In the proposed method, the over-fitting problem is 
prevented by selecting the least complex model that gives a satisfactory fit to the data.
1.4 Image data modelling and clustering
In this work we are interested in statistical data modelling in general and image data 
modelling in particular. The objective of statistical modelling in image processing, 
image analysis and computer vision is to capture the intrinsic quality of the image 
in a few parameters. Image data models underpin the development of algorithms in 
applications such as image segmentation, image classification, and image representation. 
This work is concerned with adaptive and intelligent image analysis. We propose to 
investigate and develop methods for probabilistic model selection to be used as a vehicle 
of algorithm development and testing for automatic image analysis.
In spite of the significant advances in computer vision and image analysis algorithms, 
the success of their application in systems operating in realistic, dynamic scenarios is 
still very limited. In dynamic scenarios, for a successful operational use of image anal­
ysis algorithms, the parameters of the underlying models have to be adapted according 
to the imaging conditions and scene content. Imaging conditions involve factors such 
as illumination, viewing geometry, camera parameters, and environmental conditions. 
Scene content changes are caused by camera motion or object movement including the 
appearance of new objects and disappearance of existing objects.
First of all a robust method is required to build an effective and adaptable model. For 
this purpose, we propose the use of the Gaussian mixture modelling using the predictive 
validation technique. As we mentioned, mixture models are computationally much more 
efficient than non-parametric ones which offer considerable flexibility. Mixture models 
are also suitable for on-line adaptation to cope with slowly varying lighting conditions 
[51). Since, the number of components is selected adaptively, the method can be applied 
to image modelling in dynamic scenarios.
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1.4.1 Lip segm entation
In this work the important application of image segmentation is considered. Our main 
concern is about segmentation of the lip area images for a lip tracking system initialisa­
tion. Lip tracking is an important and open research problem in the field of computer 
vision. I t has been demonstrated that in a wide range of applications the performance 
of vision systems can be improved by the use of the visual information provided by the 
mouth region. An important step in a lip tracker system is the lip model initialisation 
which is usually done by classifying the mouth area pixels as lip or non-lip and com­
puting the lip-boundary of this segmentation. A popular way to automatically perform 
this initialisation is to carry out a clustering of features computed on the mouth area 
pixels. The problem with this approach is tha t the number of clusters is not known 
in advance. For example, it is possible that the mouth area may contain facial hair 
and/or have teeth visible. For these reasons the number of clusters must be selected 
adaptively for each new subject and/or video sequence.
In this work, the probability distribution of colour features is computed on the mouth 
area pixels using an adaptive Gaussian mixture model (GMM). The number of com­
ponents (functions) of the GMM is selected adaptively using the Predictive Validation 
algorithm developed in the thesis. The model can then be used to provide a lip segmen­
tation of the mouth area. However, as it can not be assumed that a single component of 
the model corresponds to the lip pixel class, a grouping of the components must be first 
performed. These groups can then put into a Bayes classifier and the unknown pixels 
can be labelled as lip or non-lip. The results of experiments carried out on mouth 
region images extracted from the xm2vts database [57] confirm the efficiency of the 
method.
1.5 Contributions
The contributions made in this thesis to the theory, methodology and implementation 
of a density function estimator and image data modelling and clustering are as follows:
G aussian  M ix tu re  M odelling  : The predictive validation method was selected for
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the problem of model architecture selection and the following developments have 
been made:
- The original predictive validation technique has been developed from a the­
oretically proposed method to an operational tool [40] [41].
- The predictive validation test has been modified in order to eliminate its 
problems when applied to a large number of test points or when using a 
very complex Gaussian mixture model [80].
- The predictive validation technique has been proposed as a solution to the 
problem of model initialisation in a GMM [80].
Im age M odelling  an d  S eg m en ta tio n  ; The Gaussian mixture modelling technique 
along with a novel method of components grouping has been successfully applied 
to the problem of mouth area image segmentation. In contrast with the usual 
image clustering approach, the number of segments in the proposed scheme is de­
termined completely automatically [82] [84]. The accuracy of the method has been 
increased using a mixture of general covariance matrix Gaussian functions. The 
segmentation method has been improved computationally using a quasi-random 
image sampling technique based on Sobol sequences [81].
S p a tia l C lu s te rin g  ; In order to take the spatial information into account two dif­
ferent approaches have been applied within the framework of the proposed image 
segmentation method.
- A neighbourhood EM  algorithm has been developed in [3] using a fixed 
number of Gaussian components. The method has been extended to an 
adaptive modelling approach using the predictive validation test [83].
- A novel method of spatial clustering has been proposed based on Gibbs/Markov 
random field modelling technique [85].
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1.6 Outline of the thesis
An overview of probability density function estimation using finite mixture models 
is presented in Chapter 2. Different aspects of the mixture modelling technique are 
described in the chapter. Our main concern is about Gaussian mixture modelling and 
model architecture selection. Therefore, most attentions will be paid to these topics.
In Chapter 3, our methodology towards Gaussian mixture modelling, the predictive 
performance model selection is discussed. The proposed model selection algorithm is 
presented after reviewing the basis of the validation test. Then, in Chapter 4, the 
effects of the parameters involved in the validation test are investigated in more detail. 
As a result of the detailed study, several modifications to the algorithm are made.
In Chapter 5, the problem of lip tracker initialisation is considered. An image segmenta­
tion approach, based on the Gaussian mixture model is developed and the performance 
of the method is examined. The proposed method of density estimation is used to build 
a probability model of the mouth feature data. This model can then be used to provide 
a lip segmentation of the mouth area. In order to obtain the required pdf model in 
a real time, we then investigate the effects of data sampling and present an efficient 
method of images data sampling based on Sobol sequences.
It has been demonstrated in the literature tha t image analysis techniques can be im­
proved by taldng spatial context into account. In image modelling, we are dealing with 
spatially correlated features and neighbouring pixels usually have similar properties. 
So, it should be beneficial to take spatial information into account. The benefits of 
considering neighbourhood information in our image modelling technique is explained 
in Chapter 6. Finally, in Chapter 7 all the achievements of the thesis are summarised 
and possible future work on the mixture modelling technique and image data modelling 
is outlined. Some conclusions are drawn at the end of the chapter.
1.7 Summary
In this brief introduction, we explained what this thesis is about. We introduced the 
problem of model selection in a finite mixture of Gaussian functions. We justified the
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approach adopted for model selection, the predictive validation technique. Finally, we 
have identified image segmentation as a vehicle for developing and testing the novel 
methodology, with a particular focus on face image segmentation for lip tracker ini­
tialisation. The contribution of the thesis were listed and the content of the thesis 
outlined.
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C hapter 2
F in ite M ixture M odelling
2.1 Introduction
Mixture modelling or semi-parametric density estimation methods play an important 
role in statistical data modelling. Model flexibility is the main attractive feature of 
finite mixture distributions. Through an appropriate choice of mixture components, 
the mixture model is able to describe quite complex distributions. This flexibility 
allows mixture models to play a useful role in neural networks where the input data of a 
radial basis function is modelled by a finite mixture function [7]. The history of mixture 
modelling in the literature stems from over 100 years ago when Pearson used a mixture 
of two Gaussian functions for modelling a data set [63]. However, in the last 20 years 
considerable advances have been made in the fitting of finite mixture models, mainly 
by means of maximum likelihood criterion and the Expectation Maximisation (EM  ) 
algorithm [16]. Nowadays, finite mixture models are widely used in different fields and 
applications. In computer vision applications, they frequently are used for supervised 
learning[74], unsupervised data classification (clustering) [33] and feature selection [68]. 
A detailed history about mixture modelling approaches and their applications can be 
found in [52].
In this chapter the basis of mixture modelling in general and Gaussian mixtures in 
particular are considered. In Section 2.2 mixture distributions are defined and their 
important features are described. One of the most challenging problems in this topic is
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the model complexity selection i.e. selecting the number of components in the model. 
This issue is detailed in Section 2.3. In the majority of discussions, our main attention 
is paid to the problem of Gaussian mixture modelling.
2.2 Semi-parametric Density Estimation
Semi-parametric methods are quite useful in order to reduce the computational burden, 
while retaining the flexibility of the non-parametric approach. Consider a finite set of 
identically distributed samples of the random variable x, Ajv =  xi ,X 2 , . . .  xjv, where 
Xi G A finite mixture model is defined as
M
p(x) =  ^ p ( x | j ) P j  (2 .1 )
3 = 1
where p (x |j) is a given parametric family of densities satisfying f  p (x jj)dx  = 1. The co­
efficient Pj is a mixing parameter and represents the weight associated with component 
function, p (x |j). They are chosen such that
M
^ P j = l  and 0 < P j < l  (2 .2 )
3=1
Equation 2.1 shows that mixture models lie somewhere between parametric models and 
kernel density estimators. The most widely used class of density functions, for mixture 
modelling, are Gaussian functions, i.e.
M
P(x) =  Y ^P jG {x \p j,'E j)
3 = 1
where Pj is the mean vector of component j  and S j  is its covariance matrix.
Gaussian functions are attractive because of their isotropic and unimodal nature. This 
distribution is represented by a single mean vector and a covariance matrix. Gaussian 
mixture densities play a useful role in modelling of asymmetrically distributed data 
[63]. Moreover, any continuous data can be approximated well by a finite mixture of
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Gaussian functions. However, other functions have been shown to be more efficient in 
special applications.
Mixtures of some commonly used components such as binomial and Poisson, are usually 
considered under a framework of Generalised Linear Models (GLM) [59] mixtures. The 
fitting problem of a mixture of GLMs has been considered in several works such as 
[35], [1] and [93]. In the machine learning literature, these models are usually used 
in a mixture of experts (ME) [32]. A mixture of t distributions has been proposed 
by McLachlan and Peel [54] [64] as a robust solution to the modelling problem where 
the tails of the Gaussian functions are not long enough to describe the data well. 
In such a condition, those observations which are atypical of the Gaussian components 
(outliers) also affect the estimate of the mean and covariance matrix of the components. 
Medasani et al. considered Pearson-Type II distributions and compared the modelling 
capabilities and computational complexity of Gaussian and Pearson-Type II mixtures. 
They argued that Pearson-Type II mixtures have better modelling capability and they 
are specifically more versatile than Gaussian mixtures for edge and plane modelling [55]. 
Mixtures of factor analysers [26] [25] and mixtures of probabilistic principle component 
analysers [1 0 0 ] are quite useful for modelling and clustering of high dimensional data. 
These models are also applied for local dimensionality reduction. In [52] the close link 
between mixtures of factor analysers and mixtures of probabilistic principle component 
analysers has been described.
For this work we restrict our discussion to Gaussian mixture modelling. The problem 
of estimating the mixing parameters, Pj, and the Gaussian functions parameters, p j  
and Jlj, is addressed in the next section.
2.2.1 G aussian M ixture P aram eters E stim ation
Given the number of components, M , the Gaussian mixture density is parametrised by 
6 = (P i , . . . ,  Pm, A*i, ♦ • • , P m i ^ 1 , • • • 5 51m)- The parameter estimation is often carried 
out by means of the maximum likelihood method. For the assumed model and the
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given data, =  x i, X2 , . . .  x //, the likelihood fiinction is
N
H S) =  (2.4)
where L{6) measures the likelihood of the chosen density function. To obtain the
optimal parameters, equation 2.4 is maximised. In practice the parameter estimation
is performed by minimising the negative log-likelihood of L{9)
N N  (  M  1
E(e) =  - I n m  =  -^ ln p (x ilô )  =  -  1 (2 5)i = l  i = l   ^j = l  J
=  a rgm m E ( 0 ) (2 .6 )
The minimisation of E{0) with respect to 9 is performed by setting
dE(9) =  0 V j e [ i , M ]  . (2.7)
6j =6opt
subject to conditions 2 .2 .
The analytical solution of 2.7 leads to a set of nonlinear coupled equations. So, a nu­
merical optimisation technique is needed to obtain a solution. The standard solution 
to this problem is the Expectation Maximisation (EM  ) algorithm [16], but as an alter­
native solution the Markov Chain Monte-Carlo (MCMC) approach has been proposed 
[98] [23] which is computationally much more expensive (for details of the method see 
e.g. [99] and [73]). The EM  algorithm involves iterative execution of the following 
two steps until either the size of the relative change in the parameter estimates or 
the log-likelihood value is small enough or at least a maximum number of iterations is 
performed.
• In the E-step the posterior probability that component j  is responsible for the 
generation of pattern x^ is estimated based on the current parameters, i.e.
• In the M-step the estimate of the new parameters is obtained using,
(2.9)
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Z C lPW (j|X i)
2  i+l) _  ^ -----  (2 .1 1 )
where d is the dimensionality of the data and (/) denotes the value of the parameters 
at the iteration. It is computationally efficient [52] to express the update 2.11 of S j 
in terms of the current conditional expectations of Tji, Tj2 and Tjs given by
z j f  =  (2 -1 2 )
i=l
N
T f i  =  5]p< '>(j|x j)xi (2.13)
and
( i |x i)x ix /  (2.14)
i=l
The equation 2.11 now can be written as
rniP) _ rp{l) ^rp{l)rp{t)^
j,(I+l) _  J 3  }1 12 j2 (2.15)
^ ' 1
2,2.2 P roperties o f  th e  EM  a lgorithm
There are several factors affecting the convergence of the EM  algorithm to the global 
optimum. First of all, the selection of inappropriate values as the initial guess of the 
parameters may lead to a local maximum or a saddle point instead of the global one. 
In [95], considering a mixture of exponential functions, it has been demonstrated how
different initialisation and stopping criteria may lead to quite different solutions. The
speed of convergence of the EM  algorithm is also unfavourably affected by an inappro­
priate initialisation of the algorithm. These problems can be reduced by considering 
different initialisations of the algorithm and selecting the model with the minimum 
value of E(9) (maximum likelihood value) as the accepted model. Note that in the 
case of modelling with unrestricted covariance matrix functions some considerations
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have to be taken into account. In such a case, the likelihood function is unbounded on 
the limits of the parameter space. If the initial value of 9 is chosen too close to the 
boundary, e.g. when the mean and variance values of one of the Gaussian components 
are respectively selected almost equal to one of the data samples value and zero, the 
EM  algorithm does not converge to a consistent solution. In practice, such a singularity 
can be detected easily by checking the singularity problem of the covariance matrix of 
the mixture components in the EM  iterations. However, if the initial values are selected 
very close to the boundaries of the parameter space, none of the covariance matrices 
would be singular, although they may be close to singular for some components. Such 
a solution usually has a very high likelihood value, but they are not practically useful. 
A simple solution to this problem is proposed in Section 4.5.
Another solution to the initialisation problem is to use a clustering method such as 
Armeans to provide an initial partition of the data [53]. These partitions are then 
used for the model initialisation. Also, based on deterministic annealing [79] a DAEM  
algorithm has been proposed which avoids some of the initialisation dependence of the 
EM  algorithm [102].
Another factor that affects the performance of the E M  algorithm is the presence of sta­
tistical outliers. These are defined as those observations that are substantially different 
from the distributions of the mixture model components. The EM  algorithm assigns 
each data point to the components with the sample’s posterior probability as its weight. 
Since an outlying sample may have a large posterior probability for one or more of the 
components the iteration may not converge to correct estimates. Thresholding based 
on a chi-square test has been known as a common approach to eliminate those sam­
ples [31]. This approach can be regarded as performing a hard decision to eliminate 
outlying samples before initiating the EM  algorithm. As a suitable threshold value is 
often difficult to select, useful samples might be rejected as statistical outliers. This 
effect is more pronounced when the number of components is unknown in advance. In 
[97] a robust EM  algorithm is described in which the M-step is modified by assigning 
a different weight to each sample. As mentioned, in the EM  algorithm the posterior 
probabilities are used as the weight of the associated samples in updating the estimates 
of the model parameters. W ith this approach, each sample is assumed to come from
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one of the components, the one with a very high a posteriori probability. The higher 
the posterior probability value, p(j\x i), the more the effect of the sample value, x^, 
on the estimates of the component parameters. However, a data sample may greatly 
differ from all components (outliers). The robust EM  attempts to avoid this problem 
by including the typicality of a sample with respect to the components densities. The 
typicality of the samples is represented as the weight in the robust EM  algorithm. For 
details of the method of incorporating the typicality measure in the EM  algorithm, the 
reader is referred to [97].
The other considerable issue about the EM  algorithm is accelerating the convergence 
of the algorithm. There are several approaches in the literature for this purpose. The 
convergence speed is usually achieved by sacrificing the simplicity of the algorithm. 
The Incremental EM  (lEM), the Spares EM  (SEM) and the Lazy EM  are among the 
faster versions of the EM  algorithm which do not destroy the simplicity and stability 
of the algorithm. For details of these methods and some other methods the reader is 
referred to [52].
Finally, the most important and difficult problem which is examined under model 
selection is that prior knowledge of the number of components is rarely available. Since 
a limited number of parameters based on the selected model are used to construct a 
statistical model, the model selection issue is very crucial. If very few components are 
selected, an under-fitted model might be computed. Intuitively the fit of the model to 
the training data can be improved by increasing the number of components. However, 
this process leads to an over-fitted model. Also a model with a high performance 
measure on the training set does not necessarily work well on an independent data set. 
As the model selection issue is concerned the generalisation performance of the model 
is as important as the goodness of fit of the model to the data.
2.3 M odel Selection
A simple method to choose the model is the value of the maximum likelihood, i.e. 
the same criterion used to estimate the other parameters. In the limit of an infinitely 
large training set or at least a reasonable size training set along with an appropriate
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initialisation of the EM  algorithm, the log-likelihood selects the optimal model [92]. 
However, such data sets are rarely available. In presence of a small size data set, the ML 
criterion is a non-decreasing function of number of components, M . For this reason and 
since in such a case the optimality criterion is measured on the same data set used for the 
parameters estimation, this process is biased towards selecting more complex models. 
Many methods have been suggested to reduce this bias, including methods based on 
re-sampling plans, information theoretic criteria and Bayesian analysis [21] [8 8 ]. The 
classical hypothesis testing methods which are usually based on the statistics also 
can not be used here because the necessary regularity conditions are not valid [1 0 1 ].
Re-sampling plans such as cross validation, jackniving and bootstrapping correct for 
this bias by data re-use [21] [8 8 ]. They either require huge data sets or a very lengthy 
computation.
2.3.1 Inform ation criteria based m ethods
The information criterion approaches are based on the assumption of simplicity [2, 75, 
94]. The best model is the simplest one that gives a satisfactory fit to the data. All 
the information criteria methods work on the product of the likelihood of the data 
with a prior imposed over the different models. The prior, is typically, inversely related 
to the number of free parameters which are being used to describe the model. The 
more complex the model (i.e. the higher the number of free parameters) the lower the 
prior for tha t model will be. Therefore the bias of the goodness-of-fit measure of the 
likelihood function is corrected by taking the model complexity as a penalty term into 
account. The optimally criterion for model selection then becomes
Ci {Mn , 9, m) = L(A3v, 0) -  C{9, m) (2.16)
where C{9,m) is a measure of how complex the model characterised by the model 
parameters, 9, is. For a range of model complexity values, m, the parameters of the 
model, 9, are obtained by the EM  algorithm using the training data. The desired 
complexity of the model is then selected as
M  =  arg max Cj{Xj^, 9, m) (2.17)
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Information criteria methods differ in the strength of the penalty term. The pioneer 
of this approach, in the context of system identification, Akaike, proposed a criterion 
known as AIC [2 ] which penalises the log-likelihood by the number of parameters re­
quired to define a model, i.e.
Ca ic {An '> m) =  9) — Nm  (2.18)
where Nm  is the number of parameters of the model. Schwarz rejected this criterion on 
the grounds tha t it is unfair to apply the same prior to any sample size. His criterion 
known as (BIG) [94] controls the penalty term by a factor related to sample size.
C s ic i^ N ,  Ml) =  L(Ajv, 0) — -A/m log N  (2.19)
where N  is the number of data points. Given the number of parameters, a large training 
set is less penalised than a small one. For infinite data sets this factor tends to zero 
which reverts the BIG measure to the simple log-likelihood. Rissanen [75] [76] advocated 
the use of a Minimum Description Length (MDL) principle which can be summarised as 
: “Choose the model tha t gives the shortest description of data” [29]. In this framework, 
a good model is a concise model which captures or describes the important features 
evident in the data. The criterion derived has the same mathematical formulation of 
Schwarz’s BIG.
Another information criterion method advocated in [20] uses a modified form of the 
MDL criterion named Mixture Minimum Description Length (MMDL). MMDL is based 
on the identification of an equivalent sample size for each component of the model. The 
equivalent sample size for jib. component is considered equal to P jN  where Pj refers 
to the mixing parameter associated with component j .  So, the optimally criterion is 
considered as
1 . m
Cm m d l{^N i 0, m) — L(Ajv, 9) — -M m  log N  — ~A/i log Pj (2.20)
<0
where is the number of real parameters defining each component. As one can see 
the MMDL method applies a lower penalty term than the MDL {BIO) method.
Sardo [89] [92] proposed a measure, termed maximum penalised likelihood, which in­
troduces a high degree of freedom to the penalty term. This controls the severity of
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penalization by data dimensionality and data correlatedness. Other information crite­
ria suggested in the literature include Minimum Message Length (MML) [60] and the 
measurements of Barron [5] and M urata [58].
As we mentioned, optimum selection of the penalty term is the most important problem 
in the information method. The idea of averaging ensembles of Gaussian mixture 
estimators, i.e. a maximum penalised likelihood and a Bayesian approach, has been 
proposed in [61] to overcome this problem. This method is computationally expensive.
Even though the convergence of the information criteria methods to the true model 
has been approved theoretically, there is little evidence of their performance in a finite 
sample case. The main advantage of the information criteria methods are their simplic­
ity and the downside is that a strong penalty can lead to an under-fitted model. This 
will occur especially when the model vocabulary can not explain the data in simple 
terms (e.g. when Gaussian components with a diagonal covariance matrix are used for 
modelling correlated variables, etc.).
2.3.2 Bayesian approaches
The Bayesian approach to mixture modelling considers the model parameters, 9 and 
the model structure, M , as stochastic variables [78] [77] [4]. A prior is defined over the 
model space and over its parameter space. The distribution of the data is then defined 
by an averaging process of the Maximum A Posteriori (MAP) probability of the model 
given the data (model averaging), or by selecting the model that maximises the MAP 
estimate (model selection). In the former case it can be formulated as
p(x]Aiv) =  J  p{x\9)p{9\A!N)d9 (2.21)
By using a conjugate prior, p{9), an analytic formulation of p(x[AW) can be obtained. 
Since p {x \An ) is a sum of M ^'^^  terms, it is typically approximated. In [62] [61] 
and [78], optimisation methods like the EM  algorithm have been developed to obtain 
mixture parameters. Roberts e t al. [78] compared MAP to some other methods of op­
timal model selection and argued that it gives good results. In [73] a Bayesian mixture 
analysis method has been proposed which is based on a reversible jump Markov chain
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Monte Carlo method [27]. In this method, the number of components and the compo­
nents parameters are modelled jointly. The “reversible jump” sampler is then used to 
sample mixture representation with an unknown and varying number of components. 
Despite the formal appeal, as we mentioned earlier, the MCMC-based techniques are 
computationally demanding.
2.3.3 O ther m odel selection  m eth ods
In [38] a generalised version of the EM  algorithm is defined by considering a pre­
processing module in which a multi-scale clustering, MSC, is applied to the data in 
order to find an optimal number of component densities. In the MSC algorithm the 
observation samples are examined across all scale or resolution levels and then the 
scale size which provides the most persistent and long lasting structure is selected as 
an optimum number of clusters.
In [43] a hybrid method is proposed for estimating both the parameters and the struc­
ture. This method consists of a steady-state evolutionary algorithm for model selection 
operating in conjunction with the maximum penalised likelihood method for evaluating 
the parameters of each component.
An agglomerative technique is suggested in [55] for model selection in which an agglom- 
erative term is added to the log-likelihood function in equation 2.5. The agglomerative 
scheme starts with an over-specified number of components, and as the algorithm pro­
ceeds, only the fittest, i.e., the components that model the data efficiently, survive.
Another approach advocated in [106] [103] [105] by Vlassis et.al. is to use a mea­
sure called total kurtosis which indicates how well the Gaussian mixture fits the input 
data. This measure is computed from the individual weighted sample kurtosis of each 
component. However, instead of selecting from a set of candidate models the EM  algo­
rithm is modified such tha t components are gradually added and split until the value 
of the total kurtosis has been made as small as possible. In the other work, Vlassis 
et.al. proposed the use of a greedy EM  [44] algorithm for dealing with the problems 
of model initialisation and model selection [104]. To achieve an M  components model, 
their method is started from a one component model. Parameters of the model are
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determined using the EM  algorithm. In each stage then a new component is added to 
the model. A global search among all input points followed by a local search based on 
partial EM  steps is used for locating the new component. In [104], the authors argued 
that their greedy EM  algorithm is more robust than the kurtosis measure based method 
and avoids possible problems of the kurtosis related outliers. In these works, although 
it has been claimed that the model complexity is selected automatically, no specific 
criterion is suggested to stop the procedure of adding the new component. It has been 
mentioned that “If the task is the estimation of the true number of components of the 
mixture, then we can run the algorithm for a large number of components and then 
select the optimal number based on some model selection criterion” [104] !
In [69] a constructive algorithm which uses cross validation technique has been proposed 
to estimate the number of components and their parameters jointly. The data set is 
divided into two disjoint training and validation sets. The simplest model, typically one 
mixture model, is fitted to the training set. The model is then corrected by iterating 
the following steps:
• Estimation of the likelihood of the validation set given the current mixture model.
• Splitting the component with the lowest responsibility for the validation set into 
two separate components.
• Running the iterative EM  algorithm to update the model parameters.
These three steps are repeated until the likelihood measurements for the validation set 
is maximised or is considered to be large enough. This algorithm can be helpful when 
we are dealing with a huge data set.
2.4 Infinite mixture models
As mentioned, a main criterion in finite mixture modelling approaches is to select the 
simplest model that gives a satisfactory fit to the data distribution. This principle
2.5. Discussion 25
is also known as Occam’s Razor A Recently, in the statistics and machine learning 
community, it has been propounded that by ignoring this principle, one can consider 
an infinite Gaussian mixture model which sidesteps the problem of finding the right 
number of components [70]. In [70] and [71], an infinite mixture modelling method based 
on Markov Chain Monte Carlo (MCMC) implementation of the Bayesian approach has 
been proposed. A Gibbs sampling method has been used for reducing the problem of 
computational complexity. The performance of the method has also been compared 
with the finite mixture model on a few synthetic examples [72]. It has been claimed 
tha t the results are comparable with those yielded by the finite mixture modelling 
approaches. The capability of the method on real data applications has not been 
demonstrated yet. We have not investigated the method in this thesis. The issue is a 
m atter of interest for the future.
2.5 Discussion
Among the above mentioned methods, information theory approaches seem to have 
features which are required in pattern recognition and computer vision applications, 
namely fast computation and flexibility to build an accurate and adaptive model. How­
ever, the most important problem is how to select the penalty term of the criterion 
function. Too small or too high penalty terms lead to over-fitted or under-fitted mod­
els. The other un-answered question about information criteria approaches is how to 
select the potential candidate models. As we mentioned, in these methods a penalised 
value of goodness-of-fit measure is used to choose a model among a few candidate mod­
els. If there is no prior knowledge about the possible candidate, a very large ensembles 
of the possible models have to be considered. In this case, the model selection process 
would become computationally demanding. Moreover, in our experience an over-fitted 
model would be usually selected.
^Occam’s razor is a logical principle attributed to the mediaeval philosopher William of Occam (or 
Ockham, a village in the English county of Surrey). The principle states that ’’Entities should not be 
multiplied unnecessarily”. In any given model, Occam’s razor is applied to ’’shave off” those variables, 
constructs or concepts that are not really needed to explain the phenomenon.
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In this work, we are interested in a conceptually novel approach to model selection 
based on the idea of model validation proposed by Sardo and Kittler, The method of 
validation was not developed to an operational level in [91] but the methodology was. 
Predictive validation works on the assumption that a good model will predict the data. 
In the case of an under-fitted model, the model will not predict the data and the model 
will be rejected. In contrast to cross-validation, predictive validation uses the same data 
for model estimation and vahdation. This makes the proposed approach particularly 
suited to applications where the amount of available training data is limited. Since in 
the model selection by the validation method, the goal is to find the simplest model 
that predicts the data well, the method is philosophically similar to the information 
criteria approaches. In the next chapter, the validation method is studied in detail.
C hapter 3
P redictive Perform ance M odel 
Selection
3.1 Introduction
Most of the model selection approaches test the validity of a density model in an indirect 
way, i.e. by considering a comparative measure between the selected model and some 
other models. However, a comparative measurement does not guarantees goodness of 
the associated model.
This work is an extension of a conceptually novel approach to model selection based on 
the idea of model validation proposed by Sardo et al. [91] [90]. The method of validation 
was not developed to an operational level in the original work but the methodology was. 
Predictive validation works on the assumption that a good model will predict the data. 
In the case of an under-fitted model the model will not predict the data and the model 
will be rejected. In contrast to cross-validation, predictive validation uses the same data 
for model estimation and validation. This makes the proposed approach particularly 
suited to applications where the amount of available training data is limited.
In this chapter the methodology we have adopted for stochastic data modelling is 
presented first. In section 3.2 the basis of the proposed method of model selection, 
predictive validation approach, is discussed. In section 3.3 the predictive validation
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technique is detailed and the influence of the various parameters of the model validation 
method is investigated. This study directs us to practically important issues about the 
validation method. In the original predictive validation technique, a mixture of diagonal 
covariance matrix functions were considered as the candidate model. The method 
is extended to Gaussian mixtures with general covariance matrices by replacing the 
analytical integration in the predictive validation step with an adaptive and recursive 
Monte Carlo method [6 6 ]. The model selection algorithm is finally presented in section 
3.4.
3.2 Predictive Validation Philosophy
The predictive validation method provides an absolute measure of goodness. The 
method is based on the calibration concept [1 2 ]: a density function is calibrated if, 
for the set of events they try to predict, the predicted frequencies derived from the esti­
mated model match the empirical ones derived from the data set. For example, consider 
a system built to forecast the weather. If it predicts that it is sunny in the next few 
days and in fact it rains in most of the days, the system would be labeled as a bad 
weather predictor. If another weather system manages to correctly forecast the weather 
in most of the cases, the system is a good predictor and is said to be well calibrated. 
More formally, suppose we have a model tha t predicts an event A = xl  < x  < xu  with 
probability p{A) = 0.9. If in the data set An  there is no such value for x  that lies in 
this range, i.e. the observed probability is zero, the model computed must be a bad 
one [8 8 ]. This is irrespective of any classification performance the model might exhibit, 
how many data are in the data set and how many parameters describe the model. 
Since sample fluctuations have to be taken into account, we postulate that a model is 
acceptable if it can predict the data within a statistical error.
3.3 Predictive Validation Technique
Suppose that the parameters of a model M j  with j  components have been estimated 
from a training set A n - The validation test is performed by placing hyper-cubic random
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size windows on randomly selected points in the observation space and comparing the 
empirical and predicted probability. The former is defined as
Pemp(x) =  (3.1)
where N w  is the number of training points falling within window W , and the latter is
Ppredi^) =  /  p(x)dx (3.2)Jw
The agreement between the empirical and predicted frequency is checked by a weighted 
linear least square fit of Pemp versus ppred •
Pemp — Cb b " Ppred (3.3)
where b is the gradient and a the intercept. If the model is good then it should be 
possible to fit a linear model to the data points. Furthermore, the fitted line should 
lie close to the line y = x. To fit the straight line to the set of points and to check 
whether the fitted line is close to the desired line, the chi-square statistic is used [6 6 ]. 
In summary, the predictive validation algorithm is as follows.
Algorithm 1: Predictive validation of Model M j
1 For each training point x  ^ in An  choose a window W  o f random size and compute 
Pemp and Ppred using equations 3.1 and 3.2.
2 Find the weighted least squares fit for Pemp = a P b -  Ppred-
3 Check whether the (ppredtPemp) data can be fitted to a linear model. I f  it can, 
then proceed to step 4. Else model is not validated.
4 Statistically test whether the fitted line is close to the line y — x. I f  it is then 
accept the model. Else the model is rejected.
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More detailed information on the predictive validation steps is given in the following 
sub-sections.
3.3.1 C alculation o f Pemp and ppred
To obtain measurements of pemp and Ppred a window is placed in the feature space. In 
this window the empirical and predicted probabilities are computed. In this section the 
problem of choosing a suitable size, shape and location for the window is addressed.
Window Shape: A hyper-cubic shape is chosen purely for practical reasoning. In order 
to calculate Ppred an integration over this window is required. A more complex shape 
(such as hyper-spheric) would be more computationally demanding.
Window placement: Ideally, we would like to place the window at random. However, 
for data of high dimensionality it would be highly likely tha t a window is placed in 
empty parts of the sample space. To avoid this phenomenon, a window centred on each 
training point is placed on the data. For most applications this strategy seems to work.
Window Size: In principle one could take the view that we want to calibrate our model 
with another pdf estimator such as the Parzen estimator which we do not wish to use 
for routine processing because of its computational complexity. However, for validation 
of other models its role could be justified. The validation process would then involve a 
point-wise comparison of the two density estimates. The main difficulty of this approach 
would be the need to fix the width of the kernel of the Parzen estimator (window size). 
This itself is a difficult question for which a clear cut answer does not exist. The 
whole validation procedure would then have to be parametrised by the kernel width, 
potentially leading to inconsistent validation results. In our approach we choose a 
window and predict, using our model, the probability of an observation falling into the 
window. We then check whether the actual number of observations from our training 
set does fall into the window. This avoids the problem of fixing the window size as the 
model should agree with the observed count for any window size. In fact we should 
check the agreement for a range of window sizes at any point in the observation space.
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However, this strategy would generate correlated calibration measurements. If two data 
points are lying next to each other in the feature space and the same window size is 
used to estimate Pemp it is quite clear that the measurements will be heavily correlated. 
The only way this can be avoided is by selecting random window sizes for each point. 
The measurements then become more independent of one other. A compromise is to 
choose just one, random window size at each location.
A completely random selection of the window size would result in Pemp spanning the 
interval [0,1]. In section 4.3.3, it is experimentally demonstrated that this is not the 
best strategy and more control over the window size and range of Pemp needs to be made 
[40]. For a very small sized window, the uncertainty on the estimate of Pemp would 
be too large for a sensible analysis. On the other hand, the smoothing introduced by 
integrating in a large window would not reveal any detail [90]. Thus it is desirable to 
restrict the window size so as to maintain pemp in the range [Pempmin^Pempmax\ which 
Pempmin ^  ^ P^^Pmax ^
A simple method to control the window size is to select a candidate for each data 
sample in the data set, by placing a random size window. The window is then modified 
in an iterative manner measuring pemp within the window. The modification is stopped 
when the value of Pemp is in the desired range. An alternative procedure to select a 
window has been presented in [40]. It involves the following steps:
Algorithm 2: Calculation of pemp and Ppred
1 For all points in data set Xjv compute the Euclidean distance to all other points 
and form a distance matrix. Set i = 1.
2  Select point x* from X n  and sort the {N — 1 ) remaining points in the order o f 
Euclidean distance from this point.
3 Randomly choose the desired level o f probability, Pranj from the chosen range, 
e.g. [0 , 1 ]
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4 Compute the corresponding number o f points k that would be required to give 
this level o f probability, i.e. k = pran x N .
5 Find the minimum bounding window, centred on X{ which includes the k nearest 
points.
6  The selected window is used to compute pimp and
7 I f i  — N  then stop. Else set i = i + 1 and goto step 2.
In the fifth step, the minimum bounding window is found by considering the minimum 
and maximum values of the k nearest data points in each dimension separately. Note 
that since in the previous steps the data points have been sorted according to their 
Euclidean distance from the window centre (spherical space) and the bounding window 
is determined as a hyper-cubic window, the selected window does not contain exactly 
k points. Thus, in step 6 , Pemp is calculated by again counting the number of points 
within the window. Therefore, the resulted probability values are not exactly within 
the desired range, \pempmin^Pempmax\' This problem is more important for the high 
dimensional spaces. Moreover, when the data set is large the sorting process (step 
2) is computationally intensive. So, in this work, the method based on the iterative 
modification of the window limits has been applied for controlling the window size.
3 .3 .2  D ia g o n a l /F u ll  c o v a ria n c e  m a tr ic e s
The model selection technique requires the evaluation of Ppred which requires the defi­
nite integral of equation 3.2 to be computed. When the Gaussian components covari­
ance matrices are diagonal this evaluation is performed easily using the standard error 
function [6 6 ] which is both accurate and computationally efficient. However, in many 
applications the data set features are correlated. When we use diagonal matrix func­
tions for modelling such data the principal axes of the elliptical Gaussian are aligned 
with the data axes and thus none of the components are able to capture correlations 
amongst the data. As a result, a large number of diagonal functions are required to
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build an acceptable model for the correlated data. This complex model often fails to 
work properly even in practical applications such as classification tasks.
Clearly, Gaussian functions with full covariance matrices would be a better solution 
in such circumstances. However, these functions are non-separable and it makes the 
Ppred computation more complex than when the covariance matrices are diagonal. In 
order to find the predicted probability we use an adaptive and recursive Monte Carlo 
method to integrate the Gaussian functions over the randomly placed windows [6 6 ]. In 
this numerical method we can avoid inaccuracy and heavy computational burden by 
optimum selection of the integration parameters. The main drawback of full covariance 
matrix modelling approach is tha t as the dimensionality of the data space increases, 
the number of the required independent covariance parameters increases. As a result, 
more data points are required to estimate these parameters reliably. The computation 
time becomes heavy as well. Principle Component Analysis (PGA) has been suggested 
as an alternative solution to the problem of the correlated data modelling. Tipping 
and Bishop [100] have proposed a probabilistic model for PGA in order to combine 
local PGA models within a probabilistic mixture framework. Accordingly, a mixture of 
PPG A models has been suggested as a reliable means to model a data set. Fortunately, 
in our desired application - colour image modelling - we are only dealing with three or 
less dimensional data, and consequently the above mentioned problem about general 
Gaussian models can be ignored.
3.3.3 W eighted least squares fit
To fit a straight line to a set of points, the chi-square statistic
(3.4)~ E  - 0 - 6  P ^ ,j)
is used as an error measure where <7 *^^ is the associated error (typically the standard 
deviation) on the measurement of Pemp- The values of a and h, in equation 3.3, are 
determined by the minimising equation 3.4. These values are estimated by first calcu­
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lating the following sums
c _ f  1 c _ f
where æW =  and j/5) =  The solution of a and b then becomes
A =  5S,* -
  ^xx^y  ' SxSxy
“ “  Â
b =  (3.6)
If the measurement errors are normally distributed then this function will give the 
maximum likelihood parameter estimation of a and b. If the measurement errors are 
not normally distributed, although the estimation is not maximum likelihood, it may 
still be useful in a practical sense [6 6 ].
The choice of the standard deviation of the measurement errors, , is an important
issue in the test. An overestimated value helps the test to pass, but it may lead 
to an under-fitted model and very small error makes the test difficult to pass. The 
probability of finding a point within the window W , placed at random in the probability 
space, is p. The probability of finding it outside W  is q — 1 — p. In other words the 
number of points falling inside W , N w , is a stochastic variable which is binomially 
distributed. The standard deviation of a binomial distribution is given by
while the estimate of can be given by Pemp-
3.3 .4  T he V alidation Test
To check whether the linear model, applied to the ippred,Pemp) data is a valid model, the 
goodness-of-fit of the data to the model must be estimated. W ithout such an estimate, 
there is no indication that the model parameters, a and b, have any meaning at all.
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The probability that a chi-square value, calculated by equation 3.4, should occur by 
chance, is computed using the incomplete gamma function [6 6 ], T, given by
(3.8)
where u is the number of degrees of freedom in the linear model and is computed as the 
number of samples used to fit the line, N , minus the number of estimated parameters, 
i.e. 2 . Q{jx^\i') is defined as the probability that the observed value will exceed the 
value by chance. In other words, it is the probability that the sum of squares of p 
random normal variables of unit variance and zero mean will be greater than x^- From 
equation 3.4 we can see tha t the relative sizes of do not affect the placement of the 
fitted line. They do affect the value of the x^ statistic which we use to test the models 
validity. This is why it is imperative to calculate the measurement errors correctly. 
If Q is less than 0.01, the estimated parameters values, a and 6 , are inaecurate and 
the model validation fails at this step. Otherwise, the goodness of fit is believable. 
However, we need to check whether the fitted line is statistically close to the y = x  
line. This can be done by again making use of the chi-square statistics.
For a given data set and the underlying error model there will be a minimum value 
of Xmin foi" the estimated parameters, a and b. If these values are perturbed then the 
value of x^ increases. The change in the chi-squared value, Ax^ = ~  Xw», defines
an elliptical confidence region around the point [a, 6 ]^.
Ax^ = Sa
T
'  <^1
— 1
Sa
Sb Sb
(3.9)
where ôa and Sb are the changes in the line parameters, cr^  and cr| are the variances 
in the estimates of a and b respectively and is the covariance of a and b [6 6 ] [40]. 
To accept a model, a desired confidence region around [a, 6]^ is computed and checked 
whether our true parameter value vector [0 , 1 ]^ is encompassed within this elliptical 
region [40], i.e. the model is accepted if for [da 56] =  [0 — a 1 — 6 ]
Ax^ <  Ax^(p) (3.10)
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where is the degree of freedom in A%^, i.e. the number of the line parameters and 
p  is the desired confidence interval. Table 3.1 shows the values of for different
confidence levels.
confidence level 90.0% 95.4% 99.0% 99.9%
A%5(p) 4.61 6.17 9 . 2 1 13.82
Table 3.1: A%^(p) for different values of p  with two degrees of freedom (i/ =  2  )
Our experimental results in chapter 4 show that a confidence level of 99.0% leads to 
the well-fitted density models which satisfy the calibration concept.
3.4 M odel Selection
Algorithm 1 based on the predictive validation measure, detects under-fitting models. 
If this measure is performed on the same data that has been used for training, there 
is no hope of detecting over-fitting. An over-fitted model can predict the data well 
but it dose not necessarily work well on an independent data set. In this scenario, 
the obvious choice is to select the model tha t validates with the lowest number of 
parameters. Therefore, in model selection using predictive validation the goal is to find 
the least complex model that gives a satisfactory fit to the data.
The model selection algorithm we utilise is similar in principal to the SFS algorithm 
used in feature selection [67]. It is a bottom up procedure which keeps adding com­
ponents until the model is validated, Myai- Using this procedure ensures that an 
over-fitted model is never constructed.
Algorithm 3: Model Selection
1 Set j  =  1.
2 Using the E M  algorithm compute model M j on data set Xm with j  components.
3 Using Algorithm 1 perform the model validation step.
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4 I f  the model does not validate, set j  = j  -\-l and goto step 2.
5 Else i f  the model is validated, then terminate the algorithm and set Myai = M j.
3.5 Discussion
In this chapter the principles of stochastic data modelling using the Predictive Vali­
dation, P V , technique were described. The predictive validation algorithm has been 
developed into an operational tool that automatically selects the number of compo­
nents in a Gaussian mixtures model. In the next chapter the effects of the parameters 
involved in the validation test are investigated in more detail. As a result of the detailed 
study, several modifications to the algorithm are made.
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C hapter 4
Evaluation and Enhancem ent o f  
th e M odel Selection  M ethod
4.1 Introduction
In the previous chapter the basis and methodology of the predictive validation technique 
were presented. The main goal is to find the simplest model which predicts the data 
well. The chi-squared statistic plays an essential role in the validation test. Behind 
this statistical tool there are assumptions and constraints which have to be taken into 
account.
In this chapter the performance of the predictive validation method of model selection is 
evaluated experimentally by applying the method to several artificial and real datasets. 
These datasets are introduced in Section 4.2. In Section 4.3 some fundamental assump­
tions about the P V  method are examined. Then, in Section 4.4 the performance of the 
method is evaluated and the flaws and merits of the validation method studied. The 
evaluation study is performed in two different ways. In the first group of experiments, 
the accuracy and generality properties of the selected model are examined by investi­
gating the behaviour of the value of the likelihood function using the training dataset 
and an independent dataset (cross-validation). In the other group of experiments, the 
P V  technique is compared with the information criterion based methods of AIC and 
BIG.
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Ml =
0
0
fJ>2 — 6- 2 M3 =
12
0
M4 = 18 j2 J Ms —
24
0
E i = 1 0  
0  1 S 2 =
1 0  
0  2 2 3  =
1 0  
0  1
E 4 = 2 0  
0 0.5 2 5  =
1 0  
0  1
Table 4.1: Table showing component mean vectors and covariance matrices used to 
generate random samples for the classB  data set.
An important and common problem in pdf modelling approaches, using mixture models, 
is the model initialisation. In Section 4.5, we demonstrate tha t the predictive validation 
technique is quite useful for dealing with this problem. The main risk with the proposed 
validation test is that it usually rejects almost everything when a large number of test 
points are used. A modified test is presented in Section 4.6 to eliminate underlying 
problems of the validation test for a large number of test samples or a very complex 
model.
4.2 Data sets
In this section, the specifications of the synthetic and real data sets that have been 
used for evaluation of the method are detailed.
4.2.1 Syn thetic  data sets
In this section characteristics of three synthetically generated data sets named the 
c la ss5  , banana and Highleyman data sets are discussed. Below is a brief description 
of how each data set was generated.
4.2.1.1 The class5 data set
Normally distributed random samples were drawn from a five-component mixture model 
with the parameters specified in table 4.2.1.1. Figure 4.1 shows the true pdf along with 
4000 randomly generated samples.
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Figure 4.1: Plots showing model used to generate samples for c lassS  data set.
4.2.1.2 The Banana data set
The second synthetic data set was made by first generating a uniform distribution
of samples. This was then overlayed on top of a chosen banana shape. This left a
set of points with a banana shaped distribution. Figure 4.2 shows 1000 such samples
randomly generated by this process.
4.2.1.3 The Highleyman data set
The final data set was generated according to the parameters specified by Highleyman 
. The data samples consist of two normally distributed components. Table 4.2.1.3 
details the parameters of each component, whilst figure 4.3 shows the pdf of the model 
along with a scatter plot of 1 0 0 0  randomly generated samples.
4.2.2 R eal data sets
In this work we are interested in face image data modelling in general and the lip 
region data in particular. The image modelling experiments are performed on 145 
colour images taken from the xm2vts database [57]. The images were picked at random 
from the second half of the video sequence recording the utterance of a specified text by
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V 0- * •
Figure 4.2: 1000 samples drawn from the randomly generated banana distribution
Pi =
El = 1 0 
0 0.25
P2 =
E 2 = 0.01 0 0 4
Table 4.2: Table showing component mean vectors and covariance matrices used to 
generate random samples for the Highleymem set.
Figure 4.3: Plots showing Highleymem man distribution and one-thousand randomly 
generated samples.
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(a) Example 1 (b) Example 2 (c) Example 3
(d) Example 4 (e) Example 5 (f) Example 6
Figure 4.4: Six examples of the xm2vts database images.
each speaker. Only one image per speaker was included in the image database. Figure 
4.4 shows a few examples of the selected face images. For each subject a rectangular 
block was selected around the mouth region of the face image. Figure 4.5 shows the 
corresponding lip area images of the face images in figure 4.4.
4.3 The PV  test assumptions
As we discussed in the previous chapter, in the Predictive Validation test to accept 
a model we compute a desired confidence region around the estimated line parame­
ters, [a, 6]^, and check whether our true parameter value vector [0,1]^ is encompassed 
within this elliptical region. Our further investigations showed that this test is very 
hard to pass when it is performed using too many test points. The choice of the stan­
dard deviation of the measurement errors, is an important issue in the test. An 
overestimated value helps the test to pass, but it may lead to an under-fitted model 
and very small error make the test difficult to pass. So, to deal with the problem
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(a) Example 1 (b) Example 2 (c) Example 3
(d) Example 4 (e) Example 5 (f) Example 6
Figure 4.5: The corresponding lip areas of the images in figure 4.4.
of modelling using a large data set, the choice of the measurement error is studied first 
more accurately. Furthermore, an important assumption when using weighted least 
squares is that the measurement errors are uncorrelated. This assumption is examined 
as well. In Section 3.3.1, it was mentioned that more stable results can be achieved by 
controlling the size of the validation test windows. The effect of window size on the 
P V  test is also investigated in this section.
4.3.1 M easurem ent U ncertainty
By considering Ppred as the measurement without uncertainty (x coordinate), equation 
(3.7) makes a good approximation of the measurement error on the empirical probability 
value, Pemp ■ However, the effect of some other error sources like the effects of sampling 
and the integration error on Ppred need to be studied. If such errors are important a 
bias term has to be added to the measurement error.
To investigate the effect of the bias experimentally, we built a single component Gaus­
sian model. This model was then used to generate 500 samples. The empirical and 
predicted probabilities were then calculated within randomly placed windows using 
the data and the true model. Finally, the mean and variance of Pdiff = Pemp — Ppred 
were calculated. Obviously, in the ideal conditions these values should be zero. This 
experiment was repeated for the different number of Gaussian components and data 
samples. Figure 4.6 contains plots of Odiff and Obinom versus the number of samples
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Figure 4.6: (Tdiff and (Tbinom vs. the number of samples.
for different number of Gaussian components. The results show that the variance is 
almost independent of the number of components and highly dependent on the data set 
size. Moreover, adiff changes in a very similar manner to (Tbinom when the number of 
test points changes especially when a large number of data points is available. There­
fore, (Tbinom describes the sampling error well and the integration error is negligible. 
Consequently, no additional bias error term needs to be taken into account.
4.3 .2  U ncorrelated errors
The other important issue which affects the value of the degree of freedom is the 
assumption of the un-correlatedness between measurement errors. If this is not the case 
the number of degrees of freedom is not equal to AT — 2 and the value of is biased. 
For this application, it is easy to see that the empirical probability measurements on 
samples close to each other in the feature space are likely to be correlated, as both 
measurements were made on some of the same samples.
To check how much this is hindering the test some experiments were performed. Each 
sample in the data set had its Euclidean distance to all other samples in the data 
computed. These distances were then divided into a 100 bin histogram. Figure 4.7 
shows a plot of these histograms for the c lassS  , banana and Highleyman data sets.
For each histogram bin the mean vector, covariance matrix and eigen values of the 
errors of each data sample in the pair were computed. Figure 4.8 charts how the values 
of the mean, covariance and eigenvalues change as the number of mixtures are increased
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Figure 4.7: Histogram of sample pair distances for (a) c lassS  (b) banama (c)
Highleyman
for the c lassS  data set. Figure 4.9 shows the same results for the banana data set 
whilst figure 4.10 demonstrate similar results for the Highleyman data set.
From these plots one can see as the number of mixtures approaches a satisfactory 
solution, the values of the parameters converge to zero. In all cases the co-variances 
are small compared to the variance and the eigenvalues are approximately equal. This 
suggests that the actual correlatedness of the errors is minimal (i.e. can be ignored). 
Similar behaviour was observed when the same experiments were repeated on a real 
data set. These results indicate that the number of degrees of freedom of the model 
can be left at — 2.
4.3.3 W indow  size
In these experiments, the effect of controlling the size of the windows in the validation 
test is investigated.
Fifty random samples were taken from the c lassS  data set. These fifty samples were 
then used to generate the best fit model using the model selection technique, algorithm 
3. The values of Pemp were allowed to vary in the range [0,1]. This step was then 
repeated with the same fifty samples. This time the allowed Pemp range was limited 
to between [0.1,0.25]. A note of how many components were required to obtain a 
calibrated model was made in each case. Because of the random processes involved, 
this process was repeated ten times to obtain a more reliable estimate of the number
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Figure 4.8: Elements of mean vector (m l, m2), first row of covariance matrix (c l l ,  cl2) and eigen­
values for c lassS  data set. (black - 1, green - 2, cyan - 3, yellow - 4, blue - 5 and red - 6 components.)
0.02
E 0
- 0.02
0.01
- 0.01
6
00 50 100
100
100
0
 0 100
Figure 4.9: Elements of mean vector (m l, m2), first row of covariance matrix (c l l ,  cl2) and eigen­
values for banana data set. (black - 1, green - 2, cyan - 3, yellow - 4, blue - 5 and red - 6 components.)
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Figure 4.10: Elements of mean vector (m l, m2), first row of covariance matrix (c l l ,  cl2) and 
eigenvalues for Highleyman data set. (black - 1, green - 2, cyan - 3, yellow - 4, blue - 5 and red - 6 
components.)
of components required. This experiment was then repeated using different number of 
random samples.
Figure 4.11(a) contains plots of the number of components accepted versus the sample 
size when pemp was either allowed to span the full range or a limited probability range. 
From the plot, whilst using the full range, one can see that the number of samples 
required to successfully calibrate a true model (five components) is very high. Using 
the full range, nearly 800 samples are required to find the correct structure while by 
controlling the window size about 300 samples are required.
Figure 4.12(a) and (b) shows a calibrated model for 100 and 1000 samples when using 
the full Pemp range. Large areas of the feature space defined by the model are not 
occupied by any data points. In theory, the computed empirical probability values 
should account for this by being positively biased, leading to the validation test failing. 
However, in this case, this has not happened. It appears that these biases are being 
masked because of the large windows used in the integration.
Reducing the range, thereby measuring the probabilities on a more local scale, helps
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Figure 4.11: Components accepted for various training and validation sample sizes. 
Error bars represent standard deviation of measurements.
reduce the amount of masking. As a result fewer points are required to achieve a more 
accurate model.
Figure 4.11(b) shows the results when performing the same set of experiments from 
samples generated from the banana data set. These results conflict slightly with the 
previous results. Here the full range has in fact, on average, produced a more satis­
factory model. However, the standard deviation of the number of components for each 
model, with a low number of samples is very high. This suggests that the restricted 
range approach is preferable anyway. Once the model size stabilises the selection ob­
tained should be satisfactory.
4.4 Evaluation of the PV  technique
In this section, the performance of model selection using the P V  technique is evaluated 
and compared with the most important alternative methods. In Section 4.4.1, the 
accuracy and generality properties of the selected model for a data set are examined. 
For this purpose, the likelihood function along with the cross-validation technique is 
considered as a scoring tool. Based on the likelihood score, the selected model is 
compared with the un selected ones and the robustness of the P V  technique is compared
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Figure 4.12: Validated model for c lassS  data set with (a) 100 samples, 1 components 
and (b) 1000 samples, 5 components.
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(a) 2 components model (b) 4 components model
Figure 4.13: Plot showing the estimated model for 300 samples of the banana data set 
using 2 and 4 Gaussian components along with the scatter plot of the data points
with the model selection methods which are based on the likelihood tests and the cross- 
validation technique. The effect of applying the cross-validation technique within the 
framework of the P V  method is also studied. Then in Section 4.4.2, Gaussian mixture 
model selection using the predictive validation test is compared with the similar results 
using the information criteria methods of AIG and BIG. Our main concern in these 
experiments is about the accuracy and stability of the model selection methods when 
the number of training data points varies. The window size in the predictive validation 
test is allowed to be selected so that Pemp range is limited to between [0.1,0.25]. A 
confidence level of 99.0% is also considered in equation 3.10.
Let us to see how the predictive validation method works in a simple example first. In 
an experiment, 300 samples were taken from the banana data set. These samples were 
then used to build the associated Gaussian mixture model. Figures 4.13(a) and (b) show 
the estimated model using 2 and 4 Gaussian components respectively. The scatter plots 
of the bemana data set samples is also shown in the plots. The 2 components model 
predicts high probability values in some areas which are void of any data points. Figure 
4.14(a) and (b) show the distribution of the empirical and the predicted probability 
values for each model around the line y = x  in the validation test. The 2 components 
model is rejected by the P V  test while the other is accepted.
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Figure 4.14: Plot showing Pemp vs. Ppred for banana data set for (a) 2 components 
and (b) 4 components model
4.4.1 Selected  m odel evaluation
Given a probability density function model for a data set, we often wish to have a 
statistical measure of how well it describes the data. In the P V  technique, we introduced 
as a goodness-of-fit measure and a model is accepted using the underlying A%  ^
value. However, it is necessary to evaluate this criterion using the most popular criterion 
in the literature, the likelihood score. As far as model complexity selection is concerned, 
applying the likelihood criterion to the training data sets always trends to selecting the 
most complex model. As we mentioned earlier, methods based on cross validation 
avoid this problem by splitting the data set to a training and a validation/test data 
sets. Using an independent data set for the model validation is useful for dealing with 
the over-fitting problem (model generality).
To check the accuracy and generality properties of the selected model several experi­
ments were performed using synthetic and lip data sets. In each experiment, two data 
subsets were selected randomly as the training and test datasets. Assuming a specified 
number of components, the Gaussian components parameters were estimated using the 
training dataset by the EM  algorithm. The P V  process was then applied using the 
training data set again. The associated A%  ^ value which is used in the P V  algorithm
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Figure 4.15: Mean and standard deviation of {left plots) and NLL {right plots) using 
different number of samples derived from the class5 dataset vs. the number of components.
was therefore calculated. The corresponding Negative Logarithm Likelihood, N L L , val­
ues were also calculated using the training and test data sets separately. Note that the 
maximisation of likelihood is equivalent to the minimisation of the negative logarithm 
likelihood function. This process was repeated several times using different starting 
seeds for the random generator. The mean and standard deviation of and N L L  
values were finally calculated for a different number of components. This experiment 
was performed on different data sets using different number of data samples.
Figures 4.15, 4.16, 4.17 and 4.18 show the mean and standard deviation of the goodness- 
of-fit measures, A%  ^ and N L L  values, using the c lassS  , banana , Highleyman and 
a l i p  datasets respectively.
In the upper plots of these figures, a small number of samples (50 and 100) has been 
considered while in the lower ones a large number of samples (about a quarter and 
half of the datasets samples) has been used. In each sub-plot, the left and right plots 
show the A%  ^ and N L L  values respectively. N L L  has been calculated once using the 
training dataset itself (blue plots) and once using an independent dataset from the
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Figure 4.16; Mean and standard deviation of {left plots) and N L L  {right plots) using 
different number of samples derived from the banana dataset vs. the number of components.
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Figure 4.17: Mean and standard deviation of {left plots) and N L L  {right plots) using 
different number of samples derived from the Highleyman dataset vs. M.
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Figure 4.18: Mean and standard deviation of {left plots) and NLL {right plots) using 
different number of samples derived from a l ip  dataset vs. the number of components, M.
same distribution (red plots).
As we expected using a same data set for training and test, the negative logarithm 
likelihood value always decreases as a function of the number of components. Obviously, 
an independent data set has to be used for model architecture selection using the 
likelihood criterion (cross-validation). The most important characteristic of these plots 
is that the local minimum of the likelihood function using the independent data sets 
almost always occurs for the model which is selected using the P V  test, i.e. the simplest 
model with a value less than the acceptance threshold (99% confidence interval), 
especially when a large enough number of samples is available. Furthermore, in the 
cases that these two phenomena do not clearly happen simultaneously (more often 
using a small number of samples where the minimum N L L  is hardly recognisable), the 
model complexity which is selected by the P V  test is closer to the true architecture. 
For example in the case of c lassS  and Highleyman data sets, the true models are 
two and five components models. Using just 50 and 100 samples, on average, the P V  
technique selects respectively 4 and 5 components models for the c lassS  dataset and
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2 components models for the highleyman datasets. In the same conditions, the N L L  
plots suggest much more complex models. More importantly, the plots show tha t even 
using an independent data set for the validation, since the N L L  value is almost flat in a 
large area, it is very hard to develop a robust statistical measure which selects the true 
architecture accurately, especially for the data sets which are not a perfect mixture of 
Gaussian components.
The most important problem of cross-validation test appears when a small sized dataset 
is available. As the upper plots show in such a circumstances the standard deviation 
of the N L L  value is very high. It means that although a local minimum can be seen 
in the plots, the behavior of the N L L  value is highly dependent on the selection of the 
training and test samples. For dealing with this problem several approaches such as 
leave-one-out (LOO) cross-validation have been proposed in the literature which are 
computationally expensive. The above mentioned problem is more pronounced if we 
note that unlike the cross-validation method, in the P V  test the same dataset can be 
used for the model training and validation. Therefore, if we want to compare more 
accurately the performance of the P V  technique with the methods based on cross- 
validation using a specified number of data samples more factors have to be taken into 
account. In the P V  method all samples can be used for the model training while using 
the cross-validation a part of the data samples (for example 50%) need to be used for 
the training and the other part for the test.
The other issue concerning the P V  technique which is useful to be studied here is that 
if a relatively large number of samples is available, is there any benefit for splitting the 
data set to two parts, one part for the training and the other for applying the P V  test. 
A few experiments similar to the previous experiments were performed for this purpose. 
In each experiment, N  samples were randomly extracted from a data set. Starting from 
the simplest model, one component model, the model selection process was performed. 
However, similar to the previous experiments, we allowed the process to be continued 
using more complex models even after meeting the validation criterion. Two density 
models were built using the extracted data. In the first model, all the extracted samples 
were used for the parameters estimation. The validation test was applied then to the 
same data. For the other model, the model parameters were estimated using half of
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Figure 4.19: Mean and standard deviation of {left plots) and NLL {right plots) using 
different number of samples derived from the classS dataset vs. the number of components.
the samples and the P V  validation test was applied to the other half (cross-predictive- 
validation). In both cases, the N L L  value was finally calculated using the remaining 
part of the dataset samples {Nt — N  samples where Nt is the total number of samples 
in the dataset). Figures 4.19, 4.20, 4.21 and 4.22 show the associated results using the 
c lassS  , banana , Highleyman and l i p  datasets respectively. The blue plots show 
the results when the same data set is used for parameter estimation and model selection 
while the red ones indicate the cross-predictive-validation results.
Two important issues can be observed using this graphs. The N L L  plots (right plots) 
indicate that as far as model parameter estimation is concerned, more accurate models 
can always be achieved when the same data is used for the parameter estimation and 
complexity selection. Clearly, this is much more important when a small number of 
samples is available. This is due to the higher number of samples used for the parameter 
estimation. From the left plots (A%^), it seems that in most of the cases the same 
architecture is obtained by the P V  technique using both methods. Since, in the cross- 
P V  different data sets are used for the parameter estimation and validation, a higher
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Figure 4.20: Mean and standard deviation of A%^  {left plots) and NLL {right plots) using 
different number of samples derived from the banana dataset vs. the number of components.
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Figure 4.21: Mean and standard deviation of {left plots) and NLL {right plots) using 
different number of samples derived from the Highleyman dataset vs. M.
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Figure 4.22: Mean and standard deviation of {left plots) and NLL {right plots) using 
different number of samples derived from a l ip  dataset vs. the number of components, M.
confidence region (higher acceptance threshold) might be required. These plots show 
that A x^  for the under-fitted models, using the cross-PV" is usually lower than the 
similar value using the same data. Conversely, a higher value is obtained for the correct 
structure and over-fitted models by the cross-PV . Thus, under-fitted models are better 
discriminated from the true structure when all the available data points are used for 
the estimation and validation processes. Therefore, overall, using all the data points 
for the parameter estimation and applying the P V  test to the same data is preferable 
especially when a limited number of data points is available.
4.4.2 Com parison o f th e  m odel selection  m ethods
In this section, model selection using the PV  technique is compared with the most 
important alternative methods which are based on the information criteria, the AIC 
and BIC methods.
Figure 4.23 contains plots of the number of components accepted versus the sample
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Figure 4.23: The number of components accepted versus the number of samples using 
(left) AIC, (middle) BIC and (right) the P V  methods.(UP: c lassS  data set, DOWN: 
banema data set)
size using synthetic data sets c lassS  and banana when different methods are used to 
select the model architecture. Figure 4.24 shows the results of similar experiments using 
the real data, consisting of face  and the l i p  area images. For the face data, the 3- 
dimensional RGB  colour space and for the lip data the 2-dimensional, gb, chromaticity 
space are considered as the feature space. Using the information criteria methods, the 
model is selected from among a few candidates based on their associated goodness of fit 
measure. One of the problems in this regard is how to define the range of the candidates. 
In the artificial data experiments, the model is selected from a set of one to ten Gaussian 
mixtures models. Since the real data are more complex, a higher number of candidates 
are considered. However, these are heuristic measures which do not guarantee that 
even more complex models might be required. The PV  algorithm is initially applied 
to the simplest model, one component model, and the model complexity is increased 
by one component at a time. The process is stopped automatically when the model is 
validated.
Table 4.3 shows the mean (and standard deviation) of the number of components 
accepted for the different data sets. Note that for the real data sets, the variance
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Figure 4.24: The number of components accepted versus the number of samples using 
(left) AIC, (middle) BIC and (right) the P V  methods,(UP: A lip area data set, DOWN: 
A face data set)
of the number of components using the AIC method is low because in most of the 
cases the most complex candidate model has been selected. Overall, more stable and 
reasonable results can be achieved using the P V  method especially for the real data 
sets. Moreover, as we mentioned earlier, the P V  method provides an absolute measure 
of goodness of fit regardless of the other existing candidates. For the c la ss5  data set 
the variation around the true 5 component model is caused mainly by the problem of 
model initialisation. A simple solution to this problem is presented in the next section. 
This results also shows that when the number of data points or dimensions increases, 
the P V  technique also is unable to find a reasonable model. This is a general problem 
of the chi-squared statistics which is detailed in section 4.6.
4.5 Model Initialisation
Model initialisation is an important problem in the mixture modelling and different 
initialisations may lead to different models. We adopted the P V  technique to select 
the best initialised model. In the model selection algorithm, for a given number of
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banana c la ss5 lip face
AIC 8.0(1.51) 5.8(0.80) 18.5(1.77) 68.9(2.77)
BIC 6.2(1.40) 5.7(0.67) 13.3(3.90) 56.5(19.50)
P V 6.9(1.63) 5.5(0.68) 8.7(4.47) 55.1(24.51)
Table 4.3: Mean (and standard deviation) of the number of components accepted using 
different methods of model selection
components, M , different models are built using the EM algorithm with different ini­
tialisation. During the validation step, the change in the chi-squared value, is
calculated according to equation 3.9. The model with the minimum value is se­
lected as the best M  components model. If this minimum value also satisfies the P V  
tests conditions, the model is accepted.
4.6 Modified Validation Test
As we discussed in the previous chapter, in the validation test the agreement between 
the predicted and empirical frequencies is checked using the chi-squared statistic. The 
main problem with this goodness of fit test is tha t it usually rejects almost everything 
for a lai'ge number of test points. As more accurate models can be built only with a 
large number of samples, we face a fundamental contradiction which could be resolved 
only by accepting compromise solutions. Furthermore, in some applications, the data 
distribution is not exactly a mixture of Gaussian functions and it is not possible to 
model the data accurately with a finite mixture of such functions. However, a model 
with a reasonable goodness of fit works practically well.
4.6.1 F-Test
Consider a specified number of Gaussian components, M. As the number of data sam­
ples increases, the variance of the binomial distribution, equation (3.7), and therefore, 
the value of the elements of the covariance matrix in equation (3.9) reduce. At the same
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time, if the Gaussian model has not been improved significantly, the change in the chi- 
squared value, A%^, increases which makes the test more difficult to pass. In fact, in 
the modelling process, if the data distribution is a perfect mixture of normal functions, 
a model with the same number of Gaussian components would become more accurate 
as the number of samples increases. Eventually, its parameters would become identical 
with the true distribution parameters. So, in the validation test, although (runom and 
the variances of the line parameters decrease, the difference between the estimated and 
the true line parameters also decrease, so A%  ^ will not increase noticeably.
However, in a number of practical applications, the distribution is not an exact Gaus­
sian mixture model. In such conditions, when the number of data samples increases, 
although a more accurate model is achieved, the resulting effect on the improvements of 
the line parameters is not as significant as the effect caused by the reduction of aunom- 
Now, even when the number of components is increased, the improvement in A%^ is 
not significant enough to meet the condition 3.10.
Figure 4.25(a) shows the value of A%  ^versus the number of components, M, when the 
method is used to model 1000 and 10000 samples generated by a mixture of 5 Gaussian 
components while figure 4.25(b) shows the results of the same experiments for a face 
image data set. Figure 4.26 also shows the logarithm of A%  ^versus the number of data 
points for different number of Gaussian components. As we expect, when the size of the 
c la ss5  data set increases, although A%  ^for the incorrect structures (M  < 5) becomes 
larger, for the correct one (M  =  5), it is even smaller than the value for the smaller 
size data set which emphasises tha t using more data points, more accurate model is 
achieved. For the face data set, the problem is not the same. Using about 1 percent 
of the image samples, 1000 samples, an eight components model is validated. When 
10000 samples are used to train and validate the model, as the number of components 
is increased, a better model is built and A%  ^ is reduced accordingly. For the models 
with more than 13 Gaussian components, although A%^ is very close to the acceptance 
threshold, it is not reduced noticeably. In the P V  method, we are seeking the simplest 
model which predicts the data well. So, it seems that, the model selection process has 
to be controlled using a more intelligent test.
64 Chapter 4. Evaluation and Enhancement o f the Model Selection Method
^10000
Acceptance thresholdN=1000
MM
(a) cla ssS  data set (b) A face data set
Figure 4.25: versus the number of components using 1000 and 10000 samples
to*
hC
Acceptance threshold
Acceptance threshold
M*S
le*
MOO 2000 3000 4000 5000 6000 7000 6000 9000 10000
N N
(a) cla ssS  data set (b) A face data set
Figure 4.26: log{Ax^) versus the number of samples for various M
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The simplest solution to this problem is to avoid using large data sets and instead use 
a few samples, especially in the model validation stage. Such a solution may lead to 
an inaccurate model. The other solution is to define an acceptable structural error and 
add a term as the residual error to equation 3.7. However, selection of such an error is 
an important and difficult problem. In different applications and for different data sets, 
this term has to be selected carefully. As plot 4.25(b) suggests, the best solution is to 
check whether adding more components to the model improves the prediction ability 
of the model or not. Since very high structural error is also not desirable, the absolute 
value of also has to be taken into account. As we mentioned earlier in the validation 
test the 99.0% confidence region around the estimated line parameters is considered 
as the required confidence limit. Our experiments demonstrate tha t if the condition 
3.10 is satisfied with such a confidence limit, the Gaussian model is absolutely reliable. 
Now, we propose that if the true parameters are within the 99.9% confidence area and 
more complex models do not improve A%^ significantly, the model is acceptable. In 
order to check the A%  ^ value variations, we apply the F - te s t .
The F - te s t  is usually applied to check whether two distributions have significantly 
different variances. It is done by trying to reject the null hypothesis that the variances 
are consistent. The statistic F which is the ratio of the variances indicates very signif­
icant differences if either T" > >  1 or T' < <  1 [66]. If we consider A%^ and A%^__^ 
as the change in the chi-squared value of the model M  and M  — 1, since they have 
distribution, their ratio obeys the Fisher’s F-distribution law with degrees of
freedom where i/i = 1/2 = 2, i.e. the number of the line parameters. The distribution 
of F in the null case is calculated using equation 4.1.
=  (4.1)
where Ix(a,j3) is incomplete beta function [66]. In the validation process, if the true 
line parameters are between the 99.0% and 99.9% confidence area of the estimated 
parameters, to check whether A%^ and A%^_^ are consistent, F  is considered as the 
ratio of the larger value to the smaller one. Then p =  2 • Q (F|î/i, z/2 ) is calculated. If 
the value of p  is very close to one (p > 0.99), the null hypothesis is accepted [66] and
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Figure 4.27: The number of components accepted versus the number of samples using 
the original, multi-initialised and modified P V  methods.(left: c lassS  data set, middle: 
Lip area data set, right: A face data set)
the model is validated.
4.6.2 Com parison o f th e  P red ictive V alidation M ethods
The model selection experiments reported in section 4.4.2 were repeated using the 
modified P V  methods. Figure 4.27 shows the obtained results. In these plots the 
results using the original validation method (say M l), the results when the model 
initialisation is checked by the P V  technique (M2) and the results when the modified 
test is also applied {MS) are shown. Figure 4.27 contains plots of the number of 
components accepted versus the sample size considering the classS , l i p  and face  
data sets. Also, table 4.4 contains the associated mean and standard deviation of the 
number of components accepted. A five component model is almost always built using 
the M2 and MS methods. Apparently, in such a cases, no structural error needs to be 
taken into account. For the real data sets, although more stable results are obtained 
when the model is initialised intelligently, the effect of the F test on the model validation 
is noticeable. The test offers a compromise solution between the model accuracy and 
the model complexity.
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c la ss5 lip face
Original P V  (M l) 5.5(0.68) 8.7(4.47) 55.1(24.51)
Multi-initialised P V  (M2) 4.9(0.44) 6.8(2.34) 51.7(25.75)
Modified P V  (MS) 4.9(0.44) 6.3(1.32) 25.0(16.30)
Table 4.4: Mean (and standard deviation) of the number of components accepted using 
different versions of the P V  technique
4.7 Dynamic model selection by the PV  technique
In the proposed model selection algorithm, the model complexity increases one by one. 
As figure 4.25 indicates, in the validation test, the value of represents indirectly 
how the constructed model is close to a validated model. Therefore, it is desirable 
to develop a dynamic model selection method in which the number of components is 
increased as a function of the current value of A%^. This would speed up the modelling 
process. In this dynamic method when the model is validated, if the model complexity 
step size is more than one, the possible problem of over-fitting can be avoided by a 
backward process which tests the less complex models.
Figure 4.25(a) suggests a linear relationship between A%  ^ and the model complexity 
while figure 4.25(b) shows a quasi-exponential behaviour. This shows that the func­
tional relationship varies from one data set to another. Thus any automatic control 
mechanism will have to be able to adopt to data. This may be possible to accomplish 
by modelling the relationship from a few A%  ^ samples. However, more investigations 
are required to develop the method operationally which is a m atter of interest in the 
future.
4.8 Discussion
In this chapter we modified the proposed Predictive Validation algorithm in order to 
eliminate underlying problems of the model validation test for a large number of test 
points or a very complex Gaussian mixture model. We demonstrated that the F test
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avoids uncontrolled growth of the model complexity when more complex models do 
not improve the model calibration. I t was also demonstrated that the P V  technique is 
quite useful for dealing with the problem of model initialisation.
C hapter 5
M odelling o f Lip Area Im ages for 
Lip Tracker Initialisation
5.1 Introduction
Lip tracking is currently a very active research area in the computer vision community. 
The overwhelming interest in this topic stems from the numerous applications in which 
the visual information extracted from the mouth region of the human face could improve 
the performance of the vision system. These applications include audio-visual speech 
recognition, audio-visual person identification, lip synchronisation, speech-driven talk­
ing heads and speech-based image coding. In particular, in [50] the connection between 
visual and acoustic information in speech perception has been shown. This connection 
suggests that by tracking and analysing the lip shape one could improve the classifica­
tion rate of an automatic speech recognition system, especially in noisy environments 
where the acoustic source of information becomes unreliable [37] [19]. Lip tracking is 
required for creating lip models for speech driven talking head applications and speech 
based image coding [8]. In gesture recognition and affective computing [65] lip shape 
processing provides a valuable source of information for human-computer interfaces and 
for expression analysis. In personal identity verification and recognition lip dynamics 
has been shown to provide an independent biometric modality which by means of fusion 
can enhance the traditional voice and face based approaches [47]. In this context lip
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tracking is also useful for verifying speech and lip synchronisation to minimise the scope 
for fraudulent access to services controlled by multimodal biometric personal identity 
verification systems. Lip analysis has also been shown to provide a control mechanism 
for selecting the most appropriate face model (e.g. open mouth, closed mouth) for face 
verification and recognition [39] [48].
Lip tracking is a complex problem which involves many stages of processing. In the 
first instance the face of a subject has to be detected and its main facial features, 
including the mouth region, localised. This stage is often based on skin detection 
and/or specialised face detectors which respond to face specific variations of grey level 
values in the eyes, nose and mouth areas. Once the mouth region is localised the lip 
tracker is initialised by segmenting out the lip region pixels and detecting the boundary 
of this region. The actual tracking then attem pts to follow the changes in the lip region 
boundary without necessarily performing segmentation, by fitting the lip shape model 
directly to grey levels or RGB values in the image. The tracker takes into account both 
spatial and temporal constraints of the talking lips.
A variety of lip modelling methods can be found in the literature including deformable 
templates [109] [46], contour-based [10] such as B-spline [87], multiscale nonlinear de­
composition [49], and 3D modelling method [6 ].
Most current lip tracking system impose certain constraints on users, such as having to 
wear a head-mounted camera, having to operate in highly controlled lighting conditions, 
or marking the subject’s lip with a reflective marker [56]. In some other work the 
lip tracking problem has been simplified by hand segmentation or at least supervised 
segmentation of the lip region. We are interested in developing a fully automatic lip 
tracker for biometric applications. To this end the lip shape modelling and tracking 
system we have developed [8 6 ] performs reliably once the tracker is initialised. The 
system, which deploys a B-spline model, has been made robust via affine transform 
geometric normalisation and via incorporating spatial constraints inferred by robust 
estimation of covariances of the positions of the B-spline model nodes. The only obstacle 
to full automation is the lip tracker initialisation stage which currently involves operator 
supervision.
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Automatic initialisation of the model is an important issue in all of the lip tracker 
systems. By initialisation we mean the process of producing the first model of the lip 
region. Clustering of the mouth area using colour features is a popular solution to the 
problem of initial model construction. Lip image clustering is usually performed under 
the assumption that the number of clusters (e.g. ’’skin” and ”lip” clusters) is given. 
However, factors such as facial hair, the visibility of the teeth in the mouth opening, 
demand that the number of clusters have to be selected adaptively. This is the main 
reason why the current approaches fail to operate fully automatically.
In this work we departed from the conventional clustering methods and propose an 
approach based on Gaussian mixture modelling of the mouth area images using the 
predictive validation technique [82] [84]. The inferred model is then used to aid an 
un-supervised segmentation of the mouth region pixels. Unfortunately there is no 
guarantee that the lip pixels correspond to a single component of the mixture. For this 
reason a grouping of the components is performed first. The resulting groups are then 
the basis of a Bayesian decision making system which labels the pixels in the mouth 
area as lip or non-lip.
The lip region segmentation scheme based on the Predictive Validation method and 
component grouping has been tested on mouth region images extracted from the xm 2 vts 
database [57]. In total 145 images have been used in the study. The experimental 
results show that the segmentation errors obtained with the proposed scheme are more 
than halved as compared with those yielded by the fc-means clustering procedure used 
previously. Most importantly, in contrast with the k-mean clustering approach, the 
number of segments in the proposed scheme is determined completely automatically. 
Thus the proposed lip pixel segmentation method enables a fully automatic lip tracking.
This chapter is organised as follows. The proposed method of image segmentation 
based on the Gaussian mixture modelling approach is described in Section 5.2. The 
experiments carried out to examine the segmentation performance of the method are 
reported in Section 5.3 together with the results obtained. In Section 5.4 the benefits of 
using Gaussian mixture models with general covariance matrix are studied. When we 
are dealing with a large data set, it is desirable to select an efficient sub set to improve
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the estimation computationally without affecting the adequacy of the model. In image 
data modelling we usually have such a condition. Sobol sampling of the image data is 
presented as a good solution in Section 5.5. Effective sampling is more important for 
full covariance matrix modelling.
5.2 Image Segmentation
The pdf modelling technique discussed in the previous chapters are applied to the 
mouth region image data. First, the original EGB  colour space is transformed into the 
chromaticity space using the following formula.
^(R  + G + B ) ^  ^  i ( R  + G + B) ^ l ( R  + G + B)
In the chromaticity space the 3-dimensional modelling problem is reduced to a 2- 
dimensional problem (rg, gb, or hr). This representation has the advantage that the 
transformation induces invariance to changes in the intensity of illumination which is 
particularly important in the case of face image modelling as it normalises the bright­
ness of the skin colour [107].
The model built using the above validation technique is then used to aid an un­
supervised segmentation of the images to extract lip pixels. As we cannot automatically 
consider each Gaussian component as a separate class, we propose a grouping algorithm 
which merges components into a pre-determined number of groups. It should be empha­
sised that having to specify a  priori the number of groups in our approach is completely 
different from having to specify the number of clusters in conventional clustering. In 
the former case the number of groups is clear. We wish to segment the image into two 
categories: lip pixels and non lip pixels. In the clustering case the number of clusters 
is subject dependent as some people may have a beard, the teeth may show if the 
mouth is open, etc. Depending on these situations different numbers of clusters may 
be required. Thus, in our approach we capture the specificity of the data by building 
a separate model for each image. If the non lip pixels include several clusters, this will 
be reflected in our model. We then need to identify which components of the model 
belong to each of the two categories.
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The grouping process is based on a global model for each class. The global models 
can be constructed using prior knowledge about the physical or other characteristics 
of each group or by statistical modelling using a training data set for each group. The 
mixture components can then be grouped according to their distance from the global 
models.
In the simplest case each global model can be defined by a vector representing the 
mean of the data vectors in each training group. The appropriate distance measure 
would then be the Euclidean distance between the mean of the Gaussian components 
and the global models. A better but more complicated solution is to select mixtures of 
Gaussian functions as the global models and apply more complex metric. We adopted a 
compromise solution by considering single component Gaussian functions as the global 
models
G (xlA i,èi) i = (5.2)
where /ij and are the mean vector and covariance matrix of the model and g is 
the number of groups.
The distance between each component and the global models is then calculated the 
Bhattacharyya criterion function
1 / y ' . _ i _ y ' . \ ^  1 I (5idz5il|
%  ^  ~  — - ) (Mj -  Ai) +  2 - - - -q -T - 1' (5.3)°  ^ s .  2 S i 2■‘3 \
where Bji represents the distance between component of the image model and 
global model. If Bik < Bu where i =  I , . . .  ,g  and k then component is assigned 
to the group.
5.3 Lip Segmentation Experiments
The experiments summarised in this chapter were performed on the lip images intro­
duced in Section 4.2.2. A few examples of the lip images were shown in Figure 4.5. 
Figure 5.1 shows the associated ground tru th  of the lip images. The ground tru th  im­
ages were determined by an elliptic B-spline approximation of the lip contour derived
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(a) Example 1 (b) Example 2 (c) Example 3
(d) Example 4 (e) Example 5 (f) Example 6
Figure 5.1: The corresponding ground tru th  of the images in figure 4.5.
by a lip tracker system initialised under human operator supervision [8 6 ]. The images 
have been picked so that the tracker had ample time to settle down and correct any 
initialisation errors caused by poor segmentation. The ground tru th  labelling of each 
image has been checked visually for any artifacts.
The first step towards image data modelling is to select the best representive features. 
As we mentioned earlier, by using only two of the three, illumination invariant values in 
the chromaticity space, the problem can be simplified to a 2-dimensional one. Figure 
5 . 2  includes plots of lip and non-lip histogram contours in the rg, gb and br spaces 
which were obtained using the ground tru th  images. From these plots, one can see 
that the lips and skin data are better separated in the rg or gb spaces. Experimental 
results indicated that building models on gb features gives superior performance over rg 
space. Therefore, the original 3-dimensional colour space, RGB  or its transformation 
to 2 -dimensional chromaticity space, gb, are considered as the feature space.
The segmentation results of the proposed method are compared with the results of a 
clustering of the images based on /j-means clustering using the ISODATA routine [8 6 ]. 
An upper limit for the performance of this method was obtained by assigning the best 
fitted cluster to the lip area of the ground tru th  image as the lip cluster and the others 
as the non-lip. Figure 5.3 and 5.4 show the segmentation results using this routine 
considering 3 clusters.
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Figure 5.2: rg, gb, and br histogram contours of the database
(a) Example 1 (b) Example 2 (c) Example 3
(d) Example 4 (e) Example 5 (f) Example 6
Figure 5.3: The segmentation results using ISODATA clustering method with 3 clusters
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(a) Example 1 (b) Example 2 (c) Example 3
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(d) Example 4 (e) Example 5 (f) Example 6
Figure 5.4; The segmentation results using ISODATA clustering method after assigning 
one cluster as the lip cluster
A Gaussian mixture model was obtained using the predictive validation method based 
on the image data samples. For example, for figures 4.5(a)-(f) Gaussian mixture models 
with respectively 5, 3, 4, 3, 4 and 5 components were accepted. Figure 5.5 shows the 
estimated pdf of the figure 4.5(a) along with a scatter plot of the data samples.
Next, a segmentation of each image was then produced by considering each mixture 
component as a separate class in a Bayes classifier. Figure 5.6 shows the segmentations 
produced. These results were not satisfactory as it cannot be assumed that each com­
ponent represents a separate class. For this reason, we used the grouping algorithm to 
merge components into two groups (lip and non-lip). We selected at random 10% of 
the database subjects to construct two Gaussian functions as the lip and non-lip global 
models, G i(fti,È i) and Gn(An>^n)-
A/ = I 22.2 I I 23.9 I I 6.0 10.3 J [ 0.1 3.
(5.4)
The segmentations resulting from this grouping are shown in figure 5.7. The aver­
age segmentation results for all the 145 subjects were 84.98% true-positive, 95.42% 
true-negative, 15.02% false-negative and 4.58% false-positive, i.e. 7.12% of pixels were 
misclassified considering the ground tru th  clusters. The similar results considering 3
27.8 32.2 7.5 6.0 0 . 8  0 . 1
An = t i  = ±n = 4
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(a) The estimated pdf
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(b) pdf Contour and 
the data distribution
Figure 5.5: Validated model and the scatter plot of the figure 4.5(a) samples in the gb space.
clusters in the ISODATA clustering method were 68.00% (tp), 94.12% (tn), 32.00% 
(fn) and 5.88% (fn) with a total error of 11.84%.^
5.4 M odelling with General Covariance Matrix Functions
As the data distribution in figure 5.5 shows, the chromaticity components, gb cannot 
be considered as two completely uncorrelated random variables. When we use the 
3-dimensional RGB  space to obtain a more accurate model, the correlation between 
the variables is even more pronounced. It affects the model dramatically, as can be 
seen from the rapid increase of the number of the components required to achieve a 
reasonably good fit. Figure 5.8 shows the number of components accepted versus the 
sample size in the 3-dimensional colour space. In the left graph we plot the number of 
components in a mixture of diagonal functions whereas on the right, we show the same 
relationship for a Gaussian mixture with full covariance matrices. Although, there are 
more unknown parameters in the full covariance matrices case, and consequently more 
degrees of freedom, the latter model is more stable.
^True-positive; lip pixels are classified to the lip cluster. False-negative: lip pixels are classified to 
the non-lip cluster. True-negative: non-lip pixels are classified to the non-lip cluster. False-positive: 
non-hp pixels are classified to the hp cluster.
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(a) 5 components (b) 3 components (c) 4 components
(d) 3 components (e) 4 components (f) 5 components
Figure 5.6; The segmentation results using GMM with P V  technique before components 
grouping
(a) Example 1 (b) Example 2 (c) Example 3
(d) Example 4 (e) Example 5 (f) Example 6
Figure 5.7: The segmentation results using GMM with P V  technique after components 
grouping
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Figure 5.8: The number of components accepted for various sample size in the RGB 
space (left: diagonal model, right: general model).
Figure 5.9: Validated model using full covariance matrix modelling and data distribu­
tion of figure 4.5(a)
Figure 5.9 represents a plot of the calibrated full covariance matrix model obtained 
using data samples of figure 4.5 (a) in the gb space. The model describes the data 
very well. These models were applied to classify the pixel data to extract the lips. 
Figures 5.10 and 5.11 show the segmentation produced by the models obtained using 
full covariance matrix functions. 4-component models were acquired for figures 4.5 (a), 
(b) and (c). Applying the grouping algorithm to the three models reduced the number 
of groups to two. The average segmentation results were 90.49% true-positive, 94.49% 
true-negative, 9.51% false-negative and 5.51% false-positive, i.e. 6.54% of pixels were 
misclassified. Full covariance matrix modelling is relatively computationally expensive. 
The average computational time using a full covariance matrix model is about 300 CPU 
units whilst using diagonal modelling is about 67 CPU units.
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(a) 3 components (b) 3 components (c) 4 components
(d) 3 components (e) 4 components (f) 3 components
Figure 5.10: The segmentation results using general GMM with P V  technique before 
components grouping
(a) Example 1 (b) Example 2 (c) Example 3
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(d) Example 4 (e) Example 5 (f) Example 6
Figure 5.11: The segmentation results using general GMM with P V  technique after 
components grouping
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Figure 5.12: The average computational time vs. the number of samples
5.5 Sobol Sampling
The execution time of the density estimation method is highly dependent on the number 
of samples used especially in the validation step. In order to obtain the required 
pdf model in a real time, the effects of data sampling on lip image segmentation is 
investigated. Figure 5.12 shows the average computational time required to build a 
validated image model versus the number of samples drawn. As the number of samples 
increases the computational time increases exponentially. The required time using all 
samples is about 67 CPU units whilst using 100 and 50 samples it decreases to 0.15 
and 0.08 CPU units respectively.
The reason why we need a large number of samples is that the random sampling of 
the validation set to build the model and place validation window can result in an 
uneven coverage of the definition domain of the estimated density. In order to avoid 
this problem we propose to adopt a “quasi-random ” sampling method based on Sobol 
sequences [81]. Quasi-random or “sub-random” sequences are n-tuples sequences that 
fill n-space more uniformly than uncorrelated random points. A Sobol sequence is a 
quasi-random sequence of numerically generated numbers maximally spread out over a 
given hyper-cube [6 6 ] [2 2 ]. A sampling technique based on these sequences is commonly
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(a) random (b) Sobol
Figure 5.13: The position of 50 pixels selected by random or Sobol sampling
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Figure 5.14: The average number of components accepted for various sample size (left:
(a)random sampling, right: (b) Sobol sampling)
used in Monte Carlo integration to increase the convergence rate. Figures 5.13(a) and
(b) show 50 spatial samples generated by a uniform random distribution or by a Sobol 
sequence respectively.
To investigate the effect of the sampling methods, n  random samples were taken from 
figure 4.5(a) using either random sampling or the Sobol sampling methods. These 
samples were then used to train and validate the mixture model. This experiment 
was then repeated 1 2 0  times using different starting seeds for the random generator. 
Figure 5.14(a) is the plot of the average number of components accepted, with its 
associated standard deviation, versus the sample size when the points are selected 
randomly. Figure 5.14(b) shows the results of the same experiment based on Sobol 
sampling. These results indicate tha t more stable models are obtained by sampling via 
Sobol sequences, especially when a very few number of samples need to be chosen.
Furthermore, for the same number of components accepted, Sobol samples produce a 
more satisfactory model. For example a mixture of two Gaussian functions is selected
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(a) 100 random samples model (b) 100 Sobol samples model
Figure 5.15: Validated model and data distribution of figure 4.5(c). Distribution of the 
data has been plotted on the model contours.
for figure 4.5(e) when 100 of the 1800 available samples are drawn using one or the 
other sampling method. However, as figure 5.15 shows, a calibrated model obtained 
with Sobol samples is better fitted to the data set. Model 5.15(a) predicts nonnegligable 
probability values at some points of the support domain which is void of data points, 
as exemplified by point X.
Figures 5.16 and 5.17 show the segmentation produced based on the models obtained 
via each sampling method. It can be seen that the segmentation performed by the Sobol 
sampling model is more desirable. Using 100 and 50 uncorrelated random samples for 
each subject, the average errors were 7.83% and 9.49% respectively. The corresponding 
results using Sobol sampling were 7.34% and 7.61%. Figure 5.18 contains plots of the 
mean and standard deviation of the classification error versus the sample size when the 
points are selected randomly or based on Sobol sampling.
These results demonstrate that Sobol sampling is more efficient than random sampling, 
especially when a few number of samples need to be selected to build the model which 
is an essential requirement in real time applications.
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(a) Example 1 (b) Example 2 (c) Example 3
(d) Example 4 (e) Example 5 (f) Example 6
Figure 5.16: The segmentation results using 100 random samples
(a) Example 1 (b) Example 2 (c) Example 3
- 4" . jHH «.
(d) Example 4 (e) Example 5 (f) Example 6
Figure 5.17: The segmentation results using 100 Sobol samples
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(a) Mean of the segmentation 
error for various sample size.
(b) Standard deviation of the 
segmentation error
Figure 5.18: Comparison of random and Sobol sampling (*-: random, x- Sobol sam­
pling)
5.6 Summary of the results
The lip region segmentation scheme based on the Predictive Validation method and 
component grouping was tested on 145 mouth region images extracted from the xm2vts 
database. Table 5.1 shows the average segmentation results for all the 145 subjects. As 
pointed out earlier, in the ground tru th  images the lip area had been approximated by 
an elliptic form contour. As figure 5.1 shows such an approximation does not delineate 
the lip area very accurately. Thus, hopefully, the actual errors could be less than 
the observed errors. However, for comparative purposes these results are reliable and 
demonstrate clearly the merits of the proposed techniques.
The other important issue is that the mouth area database, contained only closed 
mouth subjects. This is a direct consequence of approach we adopted to generate 
the ground tru th  images automatically. However, the robustness of the method to 
subjects with their mouth open was checked visually. Figure 5.19 contains examples of 
the segmentation results for images with the mouth open. The results show that the 
method works well even in such circumstances.
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(a) Example 1 (b) Example 2 (c) Example 3
(d) (e) (f)
(g) (h) (i)
'• L •
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0) (k) (1)
Figure 5.19: Examples of the segmentation results for opened mouth subjects (The 
face images, the mouth area images and the segmentation results before and after 
components grouping)
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True Pos.%
lip/lip
False Neg.% 
lip/non-lip
True Neg.% 
non-lip/non-lip
False Pos.% 
non-lip/lip Error%
fc-means- 2 74.6(12.37) 25.34(12.37) 83.00(30.24) 17.00(30.24) 19,17(24.35)
Armeans-3 68.00(13.03) 32.00(13.03) 94.12(11.78) 5.87(11.78) 11.84(10.29)
Diagonal GMM 84.98(14.85) 15.02(14.85) 95.42(4.15) 4.58(4.15) 7.12(4.17)
General GMM 90.49(8.91) 9.51(8.91) 94.49(4.96) 5.51(4.96) 6.54(3.81)
1 0 0  random samples 87.53(16.92) 12.47(16.92) 93.80(5.11) 6.20(5.11) 7.83(5.66)
100 Sobol samples 87.51(14.57) 12.49(14.57) 94.36(5.56) 3.37(5.56) 7.34(5.54)
50 random samples 84.12(21.96) 15.88(21.96) 93.02(7.13) 6.98(7.13) 9.49(7.04)
50 Sobol samples 84.29(19.07) 15.71(19.07) 95.14(4.28) 4.86(4.28) 7.61(5.54)
Table 5.1; Mean (and standard deviation) of the classification performance of different 
classifiers.
5.7 Conclusion
The problem of image segmentation for automatic initialisation of a lip tracker was 
considered. An image segmentation approach was proposed based on adaptive Gaussian 
mixture modelling of mouth area images. The lip region segmentation is based on the 
estimated model. First a grouping of the model components is performed using a novel 
approach. The resulting groups are then the basis of a Bayesian decision making system 
which labels the pixels in the mouth area as lip or non-lip.
The results show that the segmentation errors obtained with the proposed scheme were 
more than halved as compared with those yielded by the Armeans clustering procedure 
used previously. Most importantly, in contrast with the Arineans clustering approach, 
the number of segments in the proposed scheme was determined completely automat­
ically. Thus the proposed lip pixel segmentation method enables a fully automatic lip 
tracking. The results also emphasise that modelling with general covariance matrix 
functions although it is computationally expensive, it leads to more accurate results. 
The experimental results show that the segmentation errors obtained with the pro­
posed scheme, even when a few number of samples are used, are significantly less than 
those yielded by the fc-means clustering procedure. Moreover, we demonstrated that 
image modelling can be improved by Sobol sampling. Using 50 Sobol samples of 1800
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available samples the classification time decreased from 67 to 0.08 CPU unit whilst the 
average error increased firom 7.12% to 7.61%.
In image modelling, we are dealing with spatially correlated features and neighbouring 
pixels usually have similar properties. So, it should be beneficial to take spatial infor­
mation into account. There are several approaches in the literature for taking spatial 
information into account. Gibbs and Markov Random F ie ld s , MRP, have been quite 
useful in many practical problems for modelling spatial context and stochastic interac­
tion among observable quantities [45]. In the next chapter we investigate the merit of 
such spatial models in the context of lip tracking.
C hapter 6
Spatial C lustering o f P ixels
6.1 Introduction
In the previous chapter, an image segmentation approach based on Gaussian mixture 
modelling of the image data using the predictive validation method was proposed. 
The method was successfully applied to the problem of segmentation of mouth area 
pixels for a lip tracker initialisation. It has been demonstrated in the literature, that 
image analysis techniques can be strengthened by taking spatial context into account. 
Although the human vision system incorporates spatial information effortlessly, it has 
proved difficult to develop image analysis routines that can easily mimic this capability. 
Spatial clustering is among the few exceptions where spatial context is used in support 
of computer vision processes. In this chapter the merits of using two different methods 
of spatial clustering is studied within the Gaussian mixture modelling framework.
In the first method which is based on a Neighbourhood EM  algorithm [3], the maxi­
mum likelihood criterion is penalised by a term which quantifies the degree of spatial 
contiguity of the pixels supporting the respective components of the pdf model. This 
method is detailed in section 6 .2 . The other method is based on Gibbs/Markov random 
field modelling technique. Gibbs and Markov Random Fields, MRF, have been quite 
useful in many practical problems for modelling spatial context and stochastic interac­
tion among observable quantities [45]. These applications include low level processing 
tasks such as image restoration and segmentation and high level vision problems such
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as object matching and recognition. In [13] a modified form of the JSM algorithm has 
been proposed by applying a Gibbs distribution to a Gaussian mixture model with a 
fixed number of components. This approach has been called the Stochastic Expecta­
tion Maximisation, SEM  , technique. Successful results have been reported for image 
segmentation using this method in [13], [14] and [15]. In section 6.3, we firstly demon­
strate that this method, as advocated, can lead to algorithm instability. The problem 
lies in the recommended form of the Gibbs distribution potential function and can be 
easily rectified. We then look at the benefits of exploiting the modified form of the 
SEM  algorithm (MSEM ) in the lip area clustering problem.
The segmentation results using the spatial clustering methods are compared with those 
yielded by the proposed clustering technique which does not take contextual informa­
tion into account. We demonstrate that both methods of spatial clustering compare 
favourably with the previous results. The spatial clustering results are also comparable 
with those obtained with the context free, full covariance matrix model but computa­
tionally these methods are more efficient.
6.2 Neighbourhood EM algorithm
In section 2.2.1, it was pointed out that the E M  algorithm estimates the parameters of 
a Gaussian mixture model by maximising the log-likelihood of the samples defined as 
L(0) = Inp(xtl^), equation 2.4. By introducing variable Zij
which is the posterior probability tha t Xi originated from the class, given the esti­
mated value of 6, the likelihood L{0) may be written as
N M N M
i = l  j= l 1 = 1  j = l
=  D{7.,e) (6.2)
Prom the clustering point of view matrix z =  {zij I < i < N , 1 < j  < M }  has all
the required property of a probabilistic classification matrix, 0  <  <  1 , Zij >
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0, Y ljL i^ ij =  1 [30]. The EM  algorithm optimises the criterion D {z,0) over the two 
groups of variables, z and 0. In the E  step of the EM  iteration a new classification ma­
trix, z^ +^  =  argmaxz D(z, 9^) is computed and in the M step the mixture parameters 
are estimated as 9'^ '^  ^ = argmaxg Z)(z^+^,
In order to take spatial dependence of objects into account, a modified version of 
the EM  algorithm has been proposed in [3]. In this method the maximum likelihood 
criterion, equation 2.4, is penalised by a term which quantifies the degree of spatial 
contiguity of the pixels supporting the respective components of the pdf model. The 
spatial structure of a given data set is formalised using matrix V  =  {vik) defined by
{uj ^ 0  if Xi and Xfe are neighbours (6.3)0  otherwise
where w is is a non-negative constant, representing the weight of the neighbourhood 
information. The following term then is used for regularising the maximum likelihood 
criterion, D {z,9) [30]:
 ^ iV iV M
=  2  Z ]  S  ^ij^kjVik (6.4)i = l  k = l  j = l
This term characterises the level of homogeneity of the partition. The more classes 
contain adjacent elements, the greater this term is. The new criterion to optimise is 
the weighted sum of two terms:
U {z,9 )^D {z,9 )-\-l3G {z)  (6.5)
where /? is a fixed coefficient.
A Neighbourhood E M  algorithm, having the same structure as the EM  algorithm has 
been suggested in order to optimise criterion U (z,9) [3].
•  E  step: A new classification matrix, z^+^, is estimated so that it maximises
U(Z9,^9),
—
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# M  step: Given z =  z^+^, the criterion is maximised over the parameters, Û. For
a mixture of Gaussian functions, the unique solution of M-step is given as:
E iV 0"f*l
_  f e = l  ^kla+1 2^k=l ^kl
.,( ,+ «  Z iL i-  :^7ÂT ^ + 12^k=l ^kl
)(g+i) ^  — XPi = k=l
Equation 6 . 6  can be written in the closed form as z+ =  F(z+ ). The fixed point method 
can be used to solve this equation: starting from an initial value, z° =  z^, a new 
matrix z”^+^  =  F (z” )^ is computed at each step from the preceding matrix z ^ .  In [3] 
it has been shown that if /? <  1 /Knax where Knax — niaxi is proportional to the
maximum number of neighbours of an object, then the sequence {z” }^ generated by 
gm+i _  converges to the desired solution, z^^^. Also, note that the M  step here
is identical to the M step of the EM  algorithm. Successful results have been reported 
for image segmentation using this method considering a pre-determined number of 
Gaussian components in [3].
6.2.1 N E M  E xperim ents
In order to assess the benefit of spatial information, we investigated the capability of 
the NEM  algorithm along with the model selection using the P V  technique [83]. A 
simple neighbourhood structure where each pixel has eight neighbours around it, was 
considered. The coefficient cu in equation 6.3 was considered equal to 1 for the vertical 
and horizontal neighbours and ^  for the others. From the above mentioned discussion 
this neighbourhood structure forces the use of j3 < 0.146. However in [3], the authors 
have mentioned that since the proof of their theorem contains some approximations, 
the practical value of /3 may be higher. So, we tested the NEM  algorithm with different 
values of the penalising parameter, (3 > 0.125. The classification matrix, z is used for 
classifying the image data. If Zim >  j  =  1, . . .  ,M , j  m, then x* is classified 
to class m. We then applied the grouping algorithm described in section 5.2 to the 
constructed model. The elements of the classification matrix, z, associated with the
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(a) 4 components (b) 5 components (c) 4 components
(d) 5 components (e) 4 components (f) 7 components
Figure 6.1: The segmentation results using GMM with P V  technique before components 
grouping
components of each group are then added together to build a grouped classification 
matrix Zg. The grouped classification matrix, Zg, is then used to classify the data after 
the grouping is completed. Figures 6.1 and 6 . 2  show the segmentation produced using 
the proposed method with (3 = 1.0.
(a) Example 1 (b) Example 2 (c) Example 3
*
' 4 ^ ^
. Æ
(d) Example 4 (e) Example 5 (f) Example 6
Figure 6.2: The segmentation results using GMM with P V  technique after components 
grouping
Table 6.1 shows the average segmentation results using NEM  algorithm with different 
values of (3. The average error decreases from 7.12% and 6.54% for diagonal and
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True Pos.% 
lip/lip
False Neg.% 
lip/non-lip
True Neg.% 
non-lip/non-lip
False Pos.% 
non-lip/lip
Error%
Diagonal NEM  
(3 =  0.125
90.86(7.21) 9.14(7.21) 94.72(4.41) 5.28(4.41) 6.32(3.24)
Diagonal NEM  
0 — 0.5
91.51(7.15) 8.49(7.15) 93.81(6.86) 6.19(6.86) 6.89(5.02)
Diagonal NEM  
0  = 1.0
91.97(6.54) 8.03(6.54) 94.09(6.89) 5.91(6.89) 6.54(5.05)
Table 6.1: Mean (and standard deviation) of the classification performance of the NEM  
algorithm with different values of j3.
full covariance matrix functions modelling using the EM  algorithm to 6.32% using 
diagonal modelling with the NEM  algorithm (P — 0.125). Moreover, this method 
is computationally more efficient than full covariance matrix modelling. The average 
computational time using a fiill covariance matrix model and the EM  algorithm is about 
300 CPU units whilst using diagonal modelling with NEM  it decreases to 96 CPU units. 
The associated time using context free diagonal modelling is about 67 CPU units.
6.3 Stochastic EM algorithm
Maikov random field modelling is widely used for incorporating spatial contextual in­
formation. Such models are normally specified in terms of the Gibbs distribution.
Consider a discrete 2 -D random field defined on the set /C. A collection of subsets of 
JC described as 77 =  {% : k £ JC,r]k Ç 1C} is a neighbourhood system on ÎC if and only if
•  k ^r]kt and
• if k' G 7]k then k G %/ for any k G JC.
A hierarchically ordered sequence of neighbouring systems is commonly used in image 
modelling. We focus on the second order neighbourhood system as shown in figure
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6.3(a). A subset (7 Ç /C is a set of cliques if every pair of distinct points in C  are 
neighbours. It contains single sites ci =  {fc}, or pairs of neighbouring sites cg =  {k, y }  
and so on. The clique types associated with the second order neighbourhood system 
shown in figure 6.3(a) are illustrated in Figure 6.3(b). The collection of single-site, 
pair-site and triple-site cliques are denoted by C2 and C3  respectively.
I \  /
X I P M  K  M
Figure 6.3: (a)Second order neighbourhood system and (b) their associated clique types
D e fin ition  : A set of random variables Z  = {% } defined on /C has a Gibbs distribu­
tion or equivalently is a Gibbs Random Field (GRF) with respect to a neighbourhood 
system, 77, if and only if its joint distribution is of the form
P{Zk  =  Zk) =  - e x p { - 0 U { z k ) } [/(% ) =  J2^c{Zk)
cec
(6.8)
where Vc{zk) is the potential associated with clique c, is a fixed non-negative param­
eter and
(6.9)
is a normalising constant called the partition function which is the sum over the all 
possible configurations.
Sometimes, the energy of a Gibbs distribution is expressed as the sum of several terms, 
each ascribed to cliques of a certain size [45]:
U {zk)~  ^  ] %:l(%) T  ^   ^ Fc2{Zk, Zk') ^  ] VcsiZk^ Zk') Zk") P  . . .
{k}€Ci {k,k>}eC2 {k,k',k"}eC3
(6 .10)
The joint distribution expression in equation 6 . 8  has the physical interpretation that the 
smaller the energy of the realisation U{zk), the more likely the realisation is i.e. the
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greater P{Zk = Zk) is. The GRF is basically an exponential distribution. However by 
choosing different potential functions, a wide variety of GRFs can be achieved. Details 
of the Markov-Gibbs random field theory can be found in [24], [17] and [45].
If we return back to the clustering problem, at each site k G K in addition to the 
observed value, Xfc which is a pixel RGB value, we have a hidden value which is the pixel 
label, 2/fc. As we mentioned earlier in our clustering method these labels are determined 
by considering the elements of the classification matrix, z, i.e. the posterior probability 
values. In fact Y  — or equivalently Z  = {Z k},k  G K  can be considered as a 
random field. In order to take the spatial information into account, Z  can be defined 
as a GRF. The neighbourhood system, the associated cliques and the clique potentials 
have to be specified. By selecting the second order neighbourhood system with cliques 
of size up to three, the most important issue now is to define a proper potential function. 
A popular solution to this problem is to assign a parameter to each clique type, except 
for the single pixel clique as follows [17].
[**,7i], i:>72], r.,73],i.*,74i, [r,75i, r:.76i, 11,77], i.:,78] (e.n)
Then the associated clique potentials are
— 1 if all yk in c are equal to I {zkis are maximum).Vci^kl) — ^llc , Wf
+ 1  otherwise
(6.12)
Note that this definition implies a lower potential function for a pixel label with the 
same label as those for the neighbouring pixels. In [13] by selecting a second order 
neighbourhood system and pairwise interaction clique between neighbours, a Gibbs 
distribution has been considered for Z. The potential function, Vc{zki), has been defined 
as
Vc{Zkl) =  ^cZk'h & = if {k, k') are horizontal or vertical neighbours.otherwise
(6.13)
A Stochastic Expectation Maximisation, SEM  , technique then has been developed 
using the above potential function. However, with the concept of the potential function
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in mind, the SEM  algorithm with the selected potential function could not converge 
to an appropriate solution. Clearly, neighbouring pixels are highly likely to belong to 
the same class and the higher the posterior probability of that class, the higher the 
probability of such a realisation should be. But, from 6.13 we note tha t for high values 
of Zk'i (high a posteriori probability) the potential will be high and the probability of 
realisation of a neighbourhood with such values will be low. Thus the choice of the 
above potential function is in contradiction with the intuitive objectives. Also, in this 
method the effect of the pixel to be labelled, in the labelling process has not been 
considered.
Since the posterior probability values convey the information about the most probable 
labels (class) for each pixel, in order to emphasise the effect of these values in the 
modelling process, we define the potential function as follows [84]:
Vl{Zkl) = üJlZkl
y2{zki,Zk'i) = u>ak,k'^k'i = ^iCkkn (6.14)
V^{zkU Zk'U Zy i )  = OJnk,k'Zk'nk,k"Zk"l = ^iCkk'lCkk'n
where k € K and I = 1 ,. . .  ,L . Zki is determined using equation 6 .6 . For each site, we 
define Is as the site label. Is =  yki and In as the most probable label of the eight neigh­
bouring sites with a probability of Pn = m /8 where m is the number of neighbouring 
pixels with such a label. Now, in the single sized clique of a pixel, c\, which contains 
the pixel itself, ui is equal to —1 for Z =  Ig and +1 for the others. For the other cliques, 
ujl is determined using equation 6.15.
— 1 if the label of all the neighbouring pixels on c are equal to Ig,
^ 1 = \  —pn if the label of all the neighbouring pixels on c are equal to and In hi 
+ 1  otherwise
(6.15)
Also, since closer pixels are highly likely to have the same properties, p, is considered 
inversely proportional to the pixel’s distance in the clique which is equal to 1 if {k, k) 
are horizontal or vertical neighbours and ^  for the diagonal ones. Therefore, Ckk'l — 
lk,k'^k'i depends on the posteriori probability values and the pixels distance.
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Note that, Vi reflects the effect of the pixel itself in the labelling process while V2 and 
V3 emphasise the effect of the neighbouring pixels. Also, since 0 <  (kk'i <  1 the larger 
cliques do not affect the energy function, U{z).
The joint probability now can be derived using equation 6 .8 . Note tha t the potential 
function not only depends on the pixel value and the density model parameters but also 
on the location of each pixel. Thus, for the clustering purpose the previous mixture 
model and the associated posterior probability function are modified as follows [13].
L
Pi^k) = ^P i{k)G (xk\fJ ,i,'E i)  (6.16)
1=1
< » ■ " >
By substituting equation 6.17 in equation 6.7 a modified stochastic EM  {MSEM  ) algo­
rithm, having the same structure as the EM  algorithm can be developed for updating 
the model parameters using the proposed potential function. This algorithm is the same 
as the SEM  algorithm in [13]. In each step of the algorithm, Pi(k) is approximately 
calculated by
6.3.1 MSEM E xperim ents
The modelling technique based on M SEM  algorithm with different values of 0  and the 
PV  technique were applied to the mouth region image data. Figures 6.4 and 6.5 show 
the segmentation produced before and after components grouping.
Table 6.2 contains the average segmentation results using the MSEM  algorithm with 
different values of 0. The average error decreases from 7.12% and 6.54% for diagonal 
and general covariance matrix modelling using the context free EM  algorithm to 6.47% 
using diagonal modelling with MSEM  algorithm {0 = 1.0). Moreover, the diagonal 
M SEM  method is computationally much more efficient than full covariance matrix 
modelling. The average computational time using a full covariance matrix model and
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(a) 4 components (b) 4 components (c) 6 components
(d) 4 components (e) 4 components (f) 6 components
Figure 6.4: The segmentation results using MSEM  algorithm before components group­
ing
(a) Example 1 (b) Example 2 (c) Example 3
(d) Example 4 (e) Example 5 (f) Example 6
Figure 6.5: The segmentation results using MSEM  algorithm after components group­
ing
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True Pos.% 
lip/lip
False Neg.% 
lip/non-lip
True Neg.% 
non-lip/non-lip
False Pos.% 
non-lip/lip
Error%
MSEM  
0  =  0.5
89.03(8.6) 10.97(8.6) 94.95(5.26) 5.05(5.26) 6.49(3.84)
MSEM  
0  = 1.0
89.6(8.52) 10.4(8.52) 94.88(4.84) 5.12(4.84) 6.47(3.51)
Table 6.2: Mean (and standard deviation) of the classification performance of M SEM  
algorithm with diagonal covariance matrix models and different values of 0 .
the EM  algorithm is about 300 CPU units whilst using diagonal modelling with MSEM  
it decreases to 72 CPU units. The associated time using context free diagonal modelling 
is about 67 CPU units.
6.4 Conclusion
In this chapter two methods of spatial clustering of image pixels were investigated using 
Gaussian mixture modelling by the predictive validation technique. In the first method, 
NEM  , a penalising term which reflects the effect of neighbouring pixels information, 
was added to the maximum-likelihood criterion function. The expectation step of the 
EM  algorithm was then modified accordingly. In the second approach, M S E M , spatial 
contextual information was captured by means of Gibbs distribution. The experimental 
results showed that the segmentation errors obtained with both methods are less than 
those yielded by the similar method which does not take the neighbourhood information 
into account. The spatial clustering results are even slightly better than those obtained 
with the context free full covariance matrix model and computationally the proposed 
method is more efficient.
The segmentation results of the spatial clustering methods are comparable to each 
other. However, the M SEM  method is more robust and computationally faster. In the 
NEM  algorithm, equation 6 . 6  is an implicit function which is solved numerically. The 
convergence of the solution is an important condition. As we mentioned, it has been
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proved that, subject to the required condition, the numerical solution is converged. 
However, if a few number of iterations is considered the solution is not reliable. On 
the other hand, a large number of iterations make the method computationally slow. 
The average computation time in our experiments using the M SEM  method is less 
than the NEM  method. M SEM  method is less sensitive to the parameter 0  than the 
similar parameter in the NEM  algorithm. Although the numerical results are very 
similar, checking the results visually shows tha t the performance of the Gibbs method 
is slightly superior. Note that, we can not consider the ground tru th  images as a 
completely perfect ground truth. As one can see, sometimes our segmentation results 
are even better than the ground tru th  images, especially when the lip shape includes 
a little bit complex curvature. An important problem which may happen when spatial 
contextual information is incorporated in image segmentation is that the sharp edges 
may be ignored (image blocking). Our visual investigation showed that from this point 
M SEM  works better than NEM  .
Finally, the main drawback of both methods is that it is almost impossible to apply the 
methods to a sub-samples of the image data to improve the method computationally. 
The posterior probability value of each pixel depends on the neighbouring pixels. The 
neighbours are also dependent on their own neighbours and so on. The only solution 
to this problem is to reduce the image resolution by sub-sampling in advance which 
highly decreases the quality of the segmented image.
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C hapter 7
C onclusions
7.1 Introduction
In this thesis, a contribution has been made to statistical pattern recognition in the 
area of probability density function estimation. We investigated the problem of mixture 
model complexity selection. The following questions were specifically addressed in our 
work:
• Which model selection approaches are more suitable for applying in computer 
vision applications? The model accuracy and generality and the computational 
simplicity were the main criteria in the study.
•  How does the proposed model selection method, the predictive validation tech­
nique, meet these criteria.
•  How well does the proposed method work in a real world application, image 
modelling and segmentation for lip tracker initialisation.
•  W hat could be done to enhance the accuracy of the image model (full covariance 
matrix modelling/spatial clustering) or accelerate the modelling process (Sobol 
sampling).
In this chapter the main achievements of the thesis are reviewed, a summary of the 
results given and some possible future directions presented.
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7.2 Density function estimation
The works carried out on density function estimation are summarised here. Then, some 
future directions of research on this topic are considered.
7.2.1 W orks done and achievem ents m ade
Finite mixture modelling methods, as a compromise solution between parametric and 
non-parametric approaches, have the potential ability to build an appropriate density 
model. Their flexibility in describing very complex distributions corroborates their pri­
ority over the parametric methods, while the lower computational burden indicates their 
advantage over the non-parametric ones. Considering a fixed number of components, 
an optimisation process is used for estimating the model parameters. The maximum 
likelihood criterion along with the EM solution to this problem was reviewed and its 
main properties were studied. The main problems are the model initialisation and the 
outliers detection. The first problem can be tackled by clustering the data and providing 
an initial partition of the data. These partitions are then used for the model initial­
isation. Moreover, applying different initialisations and selecting the best initialised 
model as the solution, increases the chance of going towards the global maximum like­
lihood solution. We explained that relying on the maximum likelihood value does not 
always guarantee that the selected model is the best initialised model. Therefore, we 
proposed a robust solution using the value of A%^ which is calculated in the predictive 
validation test (see section 4.5). This value shows indirectly how good is the prediction 
capability of the constructed model. The state of the art solutions to the problem of 
the statistical outliers were also briefly considered.
The main consideration in this work was about selecting the complexity of the mixture 
model. By reviewing the state of the art in the literature, we adopted the idea of 
predictive validation as the most attractive method. This method is philosophically 
similar to the information criteria approaches where the simplest well predicting model 
is considered as the best model. Using a Gaussian mixture model, the model selection 
process is started from the simplest possible model, e.g. a uni-modal Gaussian function. 
The parameters of the model are estimated using the EM  algorithm. Adding to the
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number of components of the model is kept until the model is validated. In each step, 
the validation test is done by placing random sized windows over the training data in 
the feature space and calculating the predicted and empirical probabilities using the 
estimated model and the training data respectively. The statistical agreement between 
these values is then checked by a chi-squared test. The effects of several parameters 
including the window size, the training data size and the value of the measurement 
error and the assumption of the measurement error un-correlatedness were studied. 
This study motivated certain modifications of the algorithm to cope with the problems 
identified. In summary, we realised that:
- Assuming a binomial distribution for the measurement errors is acceptable.
- The assumption of un-correlatedness of the measurement errors is justifiable.
- The validation test improves by having more control over the window size.
- The validation test is enhanced by applying an additional test based on the F 
test.
The predictive validation method was experimentally compared with two information 
criteria methods, AIC and BIG. The experimental results demonstrated tha t more 
accurate and stable models can be obtained using the P V  method. By stability, we 
mean the insensitivity of the model selection method to the number of samples used to 
train the model. It was also illustrated that the P V  technique is quite useful for dealing 
with the problem of model initialisation. Applying the proposed method of checking 
the model initialisation via the P V  test, considerably improves the performance of the 
model selection method. Almost always, a five components model was selected for the 
c la s s 5 data set. We also demonstrated that F test avoids uncontrolled growth of the 
model complexity when more complex models do not improve the model calibration.
7 .2 .2  F u tu r e  d ire c t io n s
In the experiments reported here, we had concentrated on low dimensional data sets. 
In our desired application, colour image modelling, three or less dimensional data is
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attempted. Therefore, the obtained results are reliable. However, the robustness of 
the method for high dimensional data need to be investigated. The most important 
possible problem of the P V  technique in such an environment is the prediction windows 
placement. As we discussed, we fixed the problem theoretically by controlling the 
window size according to the value of the empirical probability within the windows. 
The original experiments on synthetic data confirm this robustness. However, the 
performance of the method on high dimensional real world data has to be studied.
The modified P V  test is quite useful for modelling a large training data sets or very 
complex models. But, even using the modified test, when we are dealing with a huge 
data set to avoid the computational complexity of the P V  test, it is desirable to place 
the validation windows over a  sub-samples of the data set. The effective selection of 
the number of windows is also a matter of interest in the future work. It would also be 
interesting to investigate the effect of different window shapes, such as hyper-spheric, 
on the algorithm.
In section 4.7, we propounded the idea of a dynamic predictive validation model se­
lection technique for accelerating the modelling process. In the current method the 
number of components increases one by one. The main idea now is to select the step 
size according to the value of The possible over-fitting problem could be then
rectified by a backward step towards simpler models. But, the question is how big the 
step size has to be considered considering the value of A% .^
The other interesting issue in the mixture modelling literature is increasing the model 
complexity gradually by the greedy EM  algorithms. Investigating the performance of 
the P V  test within this framework would also be interesting.
Finally, as we mentioned, in some applications a mixture of non-Gaussian density func­
tions seems more efficient. Extending the P V  technique to the other finite mixture 
models is very attractive. The only problem in this context is connected with the cal­
culation of the predicted probability values (Ppred ) within the validation windows. A 
Monte Carlo integration method is applied for mixture modelling with full covariance 
Gaussian functions. Apparently, this method can be used for a mixture of arbitrary 
density functions. However, the method is relatively computationally expensive and
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faster alternatives in special cases are useful. In this context, applying the method to 
a mixture of principle component analysis for dealing with very high dimensional data 
might be quite useful.
7.3 Lip pixels segmentation
The problem of image segmentation for automatic initialisation of a lip tracker was 
considered. We proposed an approach based on Gaussian mixture modelling of mouth 
area images using the P re d ic tiv e  V a lid a tio n  technique. The lip region segmentation 
is based on the estimated model. First a grouping of the model components is performed 
using a novel approach. A single component Gaussian model is built as a global model 
for each group (lip/non-lip). The mixture components are then grouped according to 
their Bhattacharyya distance from the global models. The resulting groups are finally 
the basis of a Bayesian decision making system which labels the pixels in the mouth 
area as lip or non-lip.
The lip region segmentation scheme based on the modified Predictive Validation method 
and component grouping has been tested on 145 mouth region images extracted from 
the xm2vts database. The results show that the segmentation errors obtained with the 
proposed scheme were about halved as compared with those yielded by the k-means 
clustering procedure. Most importantly, in contrast with the k-means clustering ap­
proach, the number of segments in the proposed scheme was determined completely 
automatically. Thus the proposed lip pixel segmentation method enables a fully au­
tomatic lip tracking. The accuracy of the constructed model and of the resulted seg­
mentation was improved using full rather than diagonal covariance matrix functions, 
although the method is time-consuming.
In order to construct an appropriate model in real time, the effect of image data sam­
pling was investigated. We demonstrated that the accuracy of the model, even with a 
few samples, is satisfactory and significantly better than the segmentation obtained by 
k-means clustering. Furthermore, it was shown that Sobol sampling is more efficient 
than random sampling, especially when only a few samples need to be selected to build 
the model which is an essential requirement in real time applications.
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Image data are spatially correlated data. Therefore, the effect of taking spatial in­
formation into account in the image model was studied using the NEM  and M SEM  
algorithms. The experimental results showed tha t the segmentation errors obtained 
with our spatial clustering schemes, is less than those yielded by the original algorithm. 
The spatial clustering results are even slightly better than those obtained with the 
context free full covariance matrix model and computationally the proposed method is 
more efficient.
7.3.1 Sum m ary o f th e  results and conclusion
Table 7.1 contains a summary of the results of the segmentation experiments performed 
on the lip images using different methods of clustering. As one can see, there is a consid­
erable improvement when the proposed method is applied over the k-means clustering 
approach. Now, the question is, among the P V  technique based segmentation methods 
which method is more recommendable. The general specifications of these methods are 
as follows:
D iagonal EM : Accurate and relatively fast.
Full EM : Very accurate and very slow.
E M  an d  Sobol sam pling: Accurate and very fast.
N E M : Very accurate and relatively slow (sampling is not applicable).
M SEM : Very accurate and relatively slow (sampling is not applicable and in overall, 
the performance is better than NEM).
Therefore, if the accuracy of the lip model is more important, the M SEM  is recom­
mended while for real time applications, Sobol sampling with context free diagonal 
modelling is recommended. Apparently, in such a condition there is a trade-off between 
the speed of process (number of samples) and the model accuracy. Table 7.2 gives a 
general idea about the priority of selecting an appropriate segmentation method in 
different situations.
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Note that, since evaluation of the performance of the pdf estimators was very impor­
tant for us, we did not apply any additional image processing technique after image 
segmentation. Applying a simple process which keeps the largest continuous area of 
the lip segment as the lip and assign the remaining parts to the non-lip segment could 
improve the final result.
7.4 Summary
In this chapter, we reviewed the contributions made in this thesis. First, the main ele­
ments of the proposed density estimation method, P V  technique, were presented. The 
most important achievements bn this topic were summarised and possible directions for 
the future researches were highlighted. Then, the proposed image segmentation method 
based on the P V  technique and the associated experimental results were reviewed. We 
issued some guidelines on selecting the most appropriate method in different circum­
stances.
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True Pos.% 
lip/lip
False Neg.% 
lip/non-lip
True Neg.% 
non-lip/non-lip
False Pos.% 
non-lip/lip Error%
k-m eans c lu ste rin g
k-means- 2 74.6(12.37) 25.34(12.37) 83.00(30.24) 17.00(30.24) 19.17(24.35)
k-means-3 68.00(13.03) 32.00(13.03) 94.12(11.78) 5.87(11.78) 11.84(10.29)
G M M  -b E M  -h P V  a lg o rith m
Diagonal 84.98(14.85) 15.02(14.85) 95.42(4.15) 4.58(4.15) 7.12(4.17)
General 90.49(8.91) 9.51(8.91) 94.49(4.96) 5.51(4.96) 6.54(3.81)
Im age d a ta  sam pling  -|- G M M  +  E M  -}- P V  a lg o rith m
1 0 0  random 87.53(16.92) 12.47(16.92) 93.80(5.11) 6.20(5.11) 7.83(5.66)
100 Sobol 87.51(14.57) 12.49(14.57) 94.36(5.56) 3.37(5.56) 7.34(5.54)
50 random 84.12(21.96) 15.88(21.96) 93.02(7.13) 6.98(7.13) 9.49(7.04)
50 Sobol 84.29(19.07) 15.71(19.07) 95.14(4.28) 4.86(4.28) 7.61(5.54)
G M M  +  N E M  +  P V  a lg o rith m
0  =  0.125 90.86(7.21) 9.14(7.21) 94.72(4.41) 5.28(4.41) 6.32(3.24)
j0 =  O.5 91.51(7.15) 8.49(7.15) 93.81(6.86) 6.19(6.86) 6.89(5.02)
G M M  +  M S E M  +  P V  a lg o rith m
0  = O.h 89.03(8.6) 10.97(8.6) 94.95(5.26) 5.05(5.26) 6.49(3.84)
0  =  1 . 0 89.6(8.52) 10.4(8.52) 94.88(4.84) 5.12(4.84) 6.47(3.51)
Table 7.1: Mean (and standard deviation) of the classification performance of different 
classifiers.
accu racy
sp eed
V ery essen tia l E ssen tia l N o t essen tia l
V ery essen tia l M SEM  /  Diag. EM +  Sobol M SEM M SEM  +  Full
E ssentia l Diag. EM  +  Sobol(high n) M SEM M SEM
N o t essen tia l Diag. EM +  Sobol (low n) EM  +  Sobol Diag. EM
Table 7.2: General guidelines on selecting the segmentation method
A p pendix  A
N on-param etric D ensity  
E stim ation  M ethods
Consider a finite set of identically distributed samples of the random variable x, Ajy =  
x i, X2 , . . .  xjv, where Xi E Several approaches to non-parametric density estimation 
have been proposed in the literature. The most commonly used techniques are the 
histogram, fc-Nearest Neighbour (fcNN) estimator, Parzen estimator and the adaptive 
kernel method.
The histogram estimator is the simplest type of non-parametric methods. The feature 
space is partitioned into a number of bins, B , of width h. The density function is then 
estimated by
p W  =  % G {1,2 , . . .  , B} (A.l)
where N  and ni are the total number of training points and the number of points falling 
in the bin which contains x  respectively [21]. The estimator performance is affected 
by the bin width, h, and the bin position. The choice of bin width is a common problem 
to all non-parametric estimators, i.e. the size of the neighbourhood which affects the 
estimates. As far as the bin position is concerned, the performance can be improved by 
averaging over many histograms with the same bin width and different bin positions.
The fcNN method estimates the density function at a point by ranking training points 
in the order of increasing distance from the point x  and then considering the first k
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points as
where A; < #  is a fixed integer and Vk(x) is the volume where the k nearest neighbours 
of the point x  are contained. The selection of k is the most sensitive, as this parameter 
controls the neighbourhood size and thus the smoothing of the model. The main prob­
lem in this method, besides heavy computational burden, is that there is no guarantee 
of convergence of the integral of p(x).
A widely used non-parametric estimator is the Parzen or kernel estimator, which is 
defined as
1 ^P(x) =  — ^  A:(x , Xi) (A.3)i = l
where K {x, X{) is a non negative kernel function which monotonically decreases to zero 
from its peak at x  =  Xi. One of the most important kernels is the Gaussian
K{x,Xi)  =  [(27Tp^}' |^Q| ] “ 2 exp { ^ ( x  -  Xi)^Q~^(x -  x*)} (A.4)
where Q is a positive definite matrix and p is  a non negative parameter. These pa­
rameters are used to control the range of influence of the kernel and limAr->oo p =  0 . A 
suitable choice for p is
p =  N~'3 (A.5)
where 0  <  a  <  1  and d represents the feature space dimensionality.
The weight in equation A.3 reflects the relative importance of different values of x^. 
Hall and Turlach suggested a  bias-reduction technique by taking the weight associated 
with sample X{ to be a general probability pi rather than simply The probability 
P i depends only on the data and the region of influence not on location of x. A simple 
choice of p i  has been suggested as well [28]. Also, there have been a few attempts to 
reduce the computational complexity of the kernel estimator by quantising feature space 
and considering kernel density estimation for binned data [28] [42]. As an alternative 
method of reducing the computational complexity an adaptive kernel method has been 
proposed which retains the flexibility of the non-parametric approach [96].
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Non-parametric models can be constructed by representing p(x) through a complete 
orthonormal system. Donoho et a l [18] proposed a collection of orthonormal wavelets 
functions. Details of the method can be found in [18] and [9].
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