Abstract-The tumor-stroma ratio (TSR) reflected on hematoxylin and eosin (H&E)-stained histological images is a potential prognostic factor for survival. Automatic image processing techniques that allow for high-throughput and precise discrimination of tumor epithelium and stroma are required to elevate the prognostic significance of the TSR. As a variant of deep learning techniques, transfer learning leverages nature-images features learned by deep convolutional neural networks (CNNs) to relieve the requirement of deep CNNs for immense sample size when handling biomedical classification problems. Herein we studied different transfer learning strategies for accurately distinguishing epithelial and stromal regions of H&E-stained histological images acquired from either breast or ovarian cancer tissue. We compared the performance of important deep CNNs as either a feature extractor or as an architecture for fine-tuning with target images. Moreover, we addressed the current contradictory issue about whether the higher-level features would generalize worse than lower-level ones because they are more specific to the source-image domain. Under our experimental setting, the transfer learning approach achieved an accuracy of 90.2 (vs. 91.1 for fine tuning) with GoogLeNet, suggesting the feasibility of using it in assisting pathology-based binary classification problems. Our results also show that the superiority of the lower-level or the higher-level features over the other ones was determined by the architecture of deep CNNs.
INTRODUCTION
The tumor-stroma ratio (TSR) has gained profound interest over the last decade in the disease prognosis of patients with breast, colon, lung and cervical cancer. The examination of the TSR typically involves the use of hematoxylin and eosin (H&E)-stained slides prepared to preserve the underlying tissue architecture. 10 Histopathological studies of breast cancer progression have shown that stromarich tumors were associated with a relatively poor prognosis. 7, 20 The similar trend has been described in studies on early cervical carcinoma where the diseasefree and overall survival rates were observed to be significantly higher in the stroma-poor patients than in the stroma-rich patients, 15 and also on the prognosis of lung cancer where the TSR has been suggested as a potential prognostic factor for survival. 32 Reliable evaluation of TSR could therefore provide a more solid basis for the pursuit of personalized medicine.
Although most current histological analysis is based on the subjective and professional opinions of pathologists, there is a clear need for automated image processing techniques that are able to provide highthroughput and quantitative analysis of the pathology images for precise assessment of tumor epithelium and stroma. To reduce the manual labor in the featureextraction processes, deep learning techniques are now being developed to automatically process images for handling detection and classification tasks. 4, 6, 14 The promising aspect of deep learning is that these levels of features were learned automatically rather than being designed by human engineers through a laborious process.
A major hurdle to apply deep learning to many biomedical fields is the availability of a sufficiently large annotated data set for training. However, transfer learning could perhaps be adopted to relieve the requirement for sample size, which leverages deep convolutional neural networks (CNNs) that have been previously trained on a huge natural scene data set. The hypothesis of this method is that the features learned by the deep CNNs to distinguish classes in the natural scene data set could also be applicable to medical data sets with mildly compromised performance. Currently, there are mainly three strategies concerning transfer learning in medical domains, namely, (i) inheriting features learned during training the deep CNNs with a large collection of natural images (NI), followed by training classifiers with the inherited features, 11, 30, 36 (ii) fine-tuning the pre-trained networks on a target medical data set with a limited sample size 2, 8, 9, 19, 28 and (iii) directly training deep convolutional neural networks (CNNs) with random initialization on target medical data sets. 5, 23 In the study, 28 Shin et al. implemented these three strategies in an interstitial lung disease classification task using the deep CNN of AlexNet and GoogLeNet, demonstrating that for the GoogLeNet, there existed an evident rise in accuracy after fine-tuning with random initialization compared to using the network as feature extractors. However, when using AlexNet, differences among the three scenarios associated with the implementation of the three strategies were negligible. This observation is partially inconsistent with the finding reported in Ref. 9 , which reported that the performance of the pre-trained TorontoNet at three different levels (pool5, fc6 and fc7) was profoundly improved by the fine-tuning step. In this study, it also documented that the fully connected layers (fc6 and fc7) had superior performance to the layer of pool5, that is, the max-pooled output of the network's fifth convolutional layer. At the same layers, the result in Ref. 2 , however, shows that the layer of pool5 steadily exhibited a higher discriminatory power than that of the other two layers. Another interesting finding was provided in Ref. 19 : transferring learning from a nonmedical domain to a medical domain (from ImageNet to melanoma) is more advantageous than doing it between two highly related domains such as from the retina to melanoma. Overall, although transfer learning has recently been considered a promising research direction or tool in artificial intelligence, more application-oriented investigation and optimization is needed due to the presence of many important and interesting findings that are somewhat inconsistent in certain aspects.
With this investigation, we aimed to explore the efficacy of distinguishing tumor epithelium from stroma with the techniques of transfer learning in the following two aspects: (i) which would contain natural image (NI) features that show better discrimination ability in stratification of the two tissue types, the lower or higher level of CNN architecture? And how would it be related to the chosen CNN architecture? (ii) To what extent would the classification performance be enhanced by fine-tuning the models, with the initialization weights obtained from a fine-tuning procedure on a highly related dataset (e.g., the source and target dataset were both pathology image (PI) datasets, denoted as PI-to-PI) or on a completely different dataset (e.g., from a natural image dataset to a pathology image dataset, denoted as NI-to-PI)?
MATERIALS AND METHODS

Datasets
We used two datasets in our study, namely, Dataset I and Dataset II. Dataset I came from the Stanford Tissue Microarray Database (TMAD), 29 including H&E-stained histological images (whose annotations by class were provided in the Ref.
3) from two independent groups of breast cancer patients: the NKI and VGH. Dataset II included H&E-stained histological images acquired from ovarian cancer tissue from the OUHSC. The institutional review board (#5668) of this study was approved by the OUHSC on July 31, 2016. The requirement for obtaining informed consent from all participants or their legal guardians had been waived by the institutional review board. All experiments involving patients were performed in accordance with guidelines and regulations of the OUHSC.
The main preprocessing steps for both two image sources (from TMAD and OUHSC) include image enhancement and creation of sub-images (or epithelium and stroma patches). Image contrast was enhanced by a standard auto-contrast algorithm implemented in MATLAB. 26 To prepare sub-images for training and test, we adopted Multiresolution Segmentation algorithm in Definiens Developer XD that produced superpixels of epithelium and stroma and exported them into the workspace as image patches. More details are provided in supplementary material. The images were partitioned into sub-images featuring a coherent appearance and referred to as superpixels (Fig. 1a) , which were fed into deep learning models to be classified as either epithelium or stroma. A total of 19,748 superpixel images (9874 for each class) were generated from 158 H&E-stained histological images from two institutions in TMAD data-base, while 16,444 (8222 for each class) superpixel images were produced from 154 H&E-stained histological images from OUHSC. For both datasets, the total number of images (of which the number of epithelium and stroma were balanced) were randomly split into training and test sets (Table 1 ) with a split ratio of 0.6:0.4 with train_test_split function from sklearn package in Python. To avoid overfitting during the model development, we performed prevalidation to evaluate the model performance on the held-out fold from the training set with cross_val_score function.
The training set was used for both training classifier (denoted as TC, meaning only training the classifier with the features extracted using the pre-trained deep CNNs) and end-to-end (ETE) fine-tuning tasks (followed by training the classifier at a certain layer). For the training time, it required 2.8 and 6.0 h to use the Alexnet model without (TC) and with fine-tuning (ETE) on Intel Core i5-6600 CPU @ 3.30 GHz RAM 8.00 GB 64 bit. Training time for GoogLeNet without and with fine-tuning with GPU (NVIDIA Tesla K40) were 0.6 and 7.5 h. 
Transfer Learning
We utilized natural-image (NI) features (compared to hand-engineered features) learned by the pre-trained deep CNNs from millions of source-task images to properly stratify our datasets into the epithelium and stroma classes. This procedure, known as transfer learning, can be beneficial for a small amount of task data. The deep CNNs used in our study were AlexNet 13 ( Fig. 1b) , Places365-AlexNet 37 ( Fig. 1b ), GoogLeNet 12 ( Fig. 1c) , and two modified AlexNet models (Fig. 1b) . These models were downloaded from Caffe Model Zoo (https://github.com/BVLC/caffe/wi ki/Model-Zoo), and implemented in Python. Please refer to the supplementary material for a description of the implementation procedure.
These deep CNNs were employed in two distinct ways: (i) delivering the NI features without fine-tuning, with which the classifiers were trained, referred to as TC (i.e., training the classifiers only), and (ii) end-toend fine-tuning of these architectures, followed by training the classifiers at certain layers, referred to as ETE.
The first way (or (i)) was to straightforwardly use the models to compute the output that contained an NI feature set at each layer. We impartially chose five sets of the NI features across all levels (including low-, mid-and high-level CNN features) of the architecture in view of the fact that no decisive conclusion has ever been reached regarding which layers should hold richer semantic information that is readily generalized. As for (ii), we performed end-to-end fine-tuning (1000 iterations; base learning rate: 0.001, gamma: 0.1, momentum: 0.9, weight decay: 5e204) of the whole structure, which allows the entire architecture to be trained. After fine-tuning, we harnessed the feature set at the intermediate layer (AlexNet and Places365: L7; GoogLeNet: L5; C1-C3: L3; C1-C5: L5) and trained the classifiers with them. With fine-tuning of these networks, we used two disparate strategies of transfer learning (Fig. 1d) , namely, NI-to-PI and PI-to-PI. In the NI-to-PI, we directly fine-tuned the networks on Dataset I with initial weights optimized by the natural image classification task, which involved transfer learning from a natural image dataset to a pathology image dataset. As for PI-to-PI, we fine-tuned the networks on Dataset II with initial weights transferred from the NI-to-PI, where the source and target dataset were both pathology image datasets.
To eliminate variations in the performance of a classifier among multiple runs, we adopted four different classifiers (which were aimed at enhancing the discriminatory power of the feature set), namely, Support vector machines (SVMs) for classification with a kernel that is 'linear' (SVC lnr ), SVMs with an 'rbf' kernel (SVC rbf ), random forest (RF) and k-nearest neighbors (KNN). They were implemented in Python using R package svm for SVC lnr and SVC rbf , ensemble for RF classifier, neighbors for KNN. Please refer to the supplementary material for the setting. ROC curves were generated using roc_curve function of metrics package in R, and the other performance scores (ACC, TPR, PPV and F1) were calculated using confusion matrix obtained with confusion_matrix function of metrics package.
Statistical Analysis
Data analysis was conducted using R package. Specifically, a pairwise t test (one tailed) with pooled SD was deployed to compare the TC and ETE results with the matched levels of CNN architecture based on the alternative hypothesis that the accuracy of the TC result was significantly less than that of the ETE result. We applied a pairwise t test (two tailed) to all five models to examine if there are significant differences in their mean values. The Welch Two Sample t test was used to compare the discriminatory power between the higher-and lower-level features extracted from the pretrained AlexNet, Places365-AlexNet and GoogLeNet models.
RESULTS
Assessing Transferability of NI Features Prior
to Fine-Tuning Table 2 shows the classification performance of the lower-and higher-level features extracted when using the different deep CNNs. Considering the AlexNet and Places365-AlexNet, the lower-level (L1-L3) features outperformed the higher-level features (L4, L5) in terms of almost all the statistical measures. This trend was observable in the results of the three classifiers (SVC lnr , RF and KNN). With respect to the AlexNet, for example, training SVF lnr with the features from the L3 layer yielded an overall accuracy of 89.7% compared to 80.5% attained by using those of the L7 layer. Similarly, the discrepancy in the discrimination capa- bility between these two layers was also reflected in the AUC value. For example, when using SVC lnr , the L3 and L7 layer features of the AlexNet contributed to the AUC values of 0.96 and 0.89, respectively, of which the ROC curves are shown in Fig. 3a . Moreover, the superiority of the lower-level features over the highlevel features was manifested consistently in all five statistical parameters. This can be illustrated by the use of the RF classifier for the Place365s-AlexNet model; changing from the features of the L3 layer to those of the L7 layer led to a decrease in the ACC from 86.7 to 80.6%, in the TRP from 84.5 to 77.1% and in the PPV from 88.3 to 82.8%. Such a decreasing trend is also notable in the remaining two measures.
Conversely, in the GoogLeNet, the higher-level features consistently achieved superior performance to the lower-level features (p < 0.01; Fig. 2a ) in almost all statistical measures and classifiers. The average accuracy associated with the higher-level (L4-L5) features was 89.14%, and the figure was 86.81% for the lower-level (L1-L3) features. Similarly, the AUC is 0.95 and 0.97 at the L1 and L4 layers for the classifier of SVC lnr (Table 2 and Fig. 3b) , and the relevant TPR increases from 87.4% for the lower-level to 90.9% for the higher-level. Taken together, the superiority of the lower-level or the higher-level features over the others relied on the architecture itself. Even at a very high level of a deep CNN structure such as the GoogLeNet, (Table 2) ). For each model, the sample sizes of the higher-level group and lower-level group for the t-test are 8 and 12, respectively. For example, the higher-level group contained two layers, each of which included four accuracy scores from the four classifiers. the features extracted, which were reasonably specific to the target task, were generalizable to data of other fields.
End-to-End Fine-Tuning of Deep CNNs
As indicated in Table 3 , implementing the NI-to-PI fine-tuning of the models (followed by training the classifiers at the intermediate layer) can significantly improve the classification performance of the models before fine-tuning. Specifically, it increased the accuracy by approximately 5.4% for the AlexNet, 8.3% for Places365-AlexNet and 1.7% for the GoogLeNet compared with the results of training only the classifiers given the pre-trained models. Taking the data from all three models together, the pairwise t test (Fig. 2b) shows that the ETE group with a mean accuracy of 90.1% performed significantly better than the TC group with a mean accuracy of 85.44% (p < 0.001). With the ETE, the minimum accuracy of 86.0% was achieved by the AlexNet and the maximum of 91.1% was achieved by the GoogLeNet (Table 3 ). The other four statistical parameters reflected the same trend. Specifically, when SVC lnr was applied, the AUC of the AlexNet increased by 5% (or 0.94 vs. 0.89), as demonstrated in Fig. 3c . Moreover, our result suggested there was a negligible difference (Fig. 2c ) between using the NIto-PI and PI-to-PI fine-tuning. Close observation of the data for the GoogLeNet and AlexNet shows that there is a change of only 0.18% for the GoogLeNet and 2 0.45% for AlexNet after switching from the NI-to-PI to the PI-to-PI strategy. A comparison of the classification performance of all five architectures (Table 4) indicates that the top two performers are the GoogLeNet and Places365-AlexNet (Fig. 2d) , with the mean accuracy of the former slightly higher than that of the latter. The performance of these two architectures was observed to be significantly better than the relatively shallow architecture, that is, the C1-C3. Their respective AUC curves are displayed in Fig. 3d , where the GoogLeNet was associated with a very slightly higher AUC value. Considering both Tables 3 and 4, the fine-tuning performance for Dataset I was highly consistent with that for Dataset II (Supplementary Fig. S4 ). 
Visualization of Feature Maps for Gaining Understanding of Transfer Learning
Deep CNN processes images to generate hierarchies of features, with higher-level features constructed by lower-level ones. Each convolutional layer acts as a filter, which takes the units in the previous layer as inputs to reveal morphological, textural, contextual descriptors that form higher-level feature maps. This computational operation involves a local weighted sum of the output from the previous layer, followed by setting a non-linear boundary with a ReLU. As illustrated in Fig. 4 , the first convolutional layer captured the contours of epithelial cells that appeared in the gray-scale example image of epithelium and oriented edges shown in the example image of stroma. Some of the feature patches in the first convolutional layer had a similar pattern as those produced by using the Sober operator or Prewitt operator (which are edge detectors) as weights when executing the convolution operation for the image (Supplementary Fig. S5 ). As we go deeper into the CNN architecture, we can observe that the contextual information (that is, the distribution patterns of the brightness of the images) tend to be readily recorded. This figure was generated by displaying the computational results from the first to third convolutional layers (in a grid with a dimension of ffiffi ffi n p Â ffiffi ffi n p , n is the kernel size) given the gray-scale example images of epithelium and stroma. Figure 5 depicts the classification performance of the different classifiers trained with the features extracted after finetuning of the AlexNet on Dataset I. Each of the figures was produced using principle components analysis (PCA) to project all the features to a lower dimensional space. Panel a shows the ground truth of classification, in which the color indicates the true class, while panels b and c use the predicted result of the corresponding classifier to set the color for each data point. In Fig. 5 we can also observe the closeness of the nearly 4000 features within the same group, and between the two different groups under the three scenarios. As we can see, the features extracted after finetuning became spatially distinguishable in two-dimensional space. The classifiers of SVC rbf and RF further stratified the features into the two classes with high accuracy. The highest value in each row is highlighted in bold.
DISCUSSION
In this study, we investigated the performance of transfer learning with the three different deep learning architectures in the classification of epithelial and stromal regions of histological images. Unlike similar studies, there are two unique characteristics in our investigation. First, we thoroughly analyzed the performance of the features extracted from both the lower and higher level of the three different deep learning networks. Second, we compared the efficacy of finetuning between the two strategies, i.e., from the NI dataset to the target PI dataset (or NI-to-PI) and from the non-target PI dataset to the target PI dataset (PIto-PI).
With the use of the NI features prior to fine-tuning, a classification accuracy as high as 90.2% could be achieved using GoogLeNet at the layer of Max pool5b (L5). This figure is slightly better than that attained by using a set of 112 hand-engineered features and an epithelial/stromal classifier with L1 regularized logistic regression method that delivered an accuracy of 89%. 3 This result may suggest the potential use of the transfer learning as an alternative to manual extraction of a large quantity of imaging features for this binary classification problem. The comparison in discriminatory power between the higher-level features and lower-level ones revealed that the result was heavily dependent on the model used. For the AlexNet and Places365-AlexNet, the lower-level features outperformed the higher-level ones in nearly all statistical measures; however, it is not applicable to the situation using the GoogLeNet. The statistical analysis shows that there is a 3.3 and 5.8% improvement in accuracy if changing the higher-level (comprising L6 and L7) features to the lower-level ones (L1, L3 and L5) for AlexNet and Places365-AlexNet, respectively, and a 3.6% decline (p < 0.01) for the GoogLeNet in the same scenario. It is therefore unsurprising to see that the densely connected layers (L6 and L7) exhibited superior performance to the layer of pool5 for the TorontoNet in Ref. 9 , whereas the situation in the opposite direction is documented in Ref. 2 , where the VGG16 network was used. Given that the higher-level The bold value in each line indicates the highest value achieved under the different experimental settings. NI-to-PI: transferring from the natural image dataset to the target pathology image dataset; and PI-to-PI: transferring from the non-target PI dataset to the target PI dataset. All three networks were fine-tuned on Dataset II. C1: first convolutional layer; FC1: fully connected layer. Each classifier was built on the C3 layer for the C1-C2-C3-FC1 network and on the C5 layer for the C1-C2-C3-C4-C5-FC1 network.
features were more affected in the fine-tuning and thus more specific to the context of the source images than the lower-level ones, it may be concluded that the features that are highly specific or even exclusive to the source images are not necessarily less generalizable than those that are not. By executing fine-tuning, accuracy was increased by 5.4% for the AlexNet, 8.3% for the Places365-AlexNet and 1.7% for the GoogLeNet. Our observation about the performance of fine-tuning mainly addresses three aspects. First, the pairwise t test that compares before and after fine-tuning shows that the improvement in quality of features by fine-tuning was very significant (p < 0.001), resulting in an average accuracy of 90.1%. The observed effectiveness of fine-tuning was also documented for TorontoNet in Ref. 9 value to reduce the divergence of the learning process (that is, large variations in the loss values). Second, our best result of fine-tuning, that is, an accuracy of 91.8% and an AUC value of 0.97 achieved by GoogLeNet, outperformed that of two similar studies 27, 33 that trained a self-constructed CNN structure. The highest accuracy reported by the former was 88.34%, whereas the highest AUC value documented by the latter was 0.92 for the original H&E stained histological images. Third, PI-to-PI fine-tuning did not show superiority over NI-to-PI fine-tuning. After switching from the NI-to-PI to the PI-to-PI strategy, there is a negligible increase in the overall accuracy for the GoogLeNet and a very slight fall-off for AlexNet. We suspect that the weights used in the NI-to-PI, which were optimized with millions of natural images, were probably already established at a global minima. The fine-tuning in the PI-to-PI case could not drive them away from this global minima.
Despite the encouraging results, there are several limitations. Our study was limited to the binary classification problem. A majority of the current studies using machine learning algorithms for specimen categorization or disease diagnosis focus on two-category problems, such as detection of Crohn's disease and ulcerative colitis belonging to pediatric inflammatory bowel disease, 21 discrimination between patients with Parkinson's disease and healthy subjects, 1 and binary decisions regarding whether the stroma is mature based on histological images. 25 However, it would be desirable to extend the approach to multiple-case classification of medical images, in particular in view of the great discriminatory power of transfer learning shown in this study-for instance, in situations such as staging fatty liver cases by distinguishing among steatosis, fibrosis and cirrhosis in ultrasound images, 22 classifying gastric biopsy specimens into carcinoma or positive or negative for a neoplastic lesion, 35 and threeclass disease classification given Golub's leukemia microarray data through gene feature selection with discriminant analysis. 34 Another important future direction for research will be to test transfer learning technologies on different modalities where the variety of machine learning algorithms have been considered, such as mammography for diagnosis of breast cancer based on microcalcification detection, 31 computed tomography, 17, 24 and magnetic resonance imaging. 16, 18 Overall, there is a wide range of potential medical applications for transfer learning methods. Given its performance in stratifying epithelium and stroma, which mark a certain degree of feature overlapping between the two, it seems that using it for multipleclass categorization of images from disparate modalities is viable.
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