Two-and four-point density correlation functions p 2 (r) and p 4 (r) are studied numerically and theoretically in computer-generated three-dimensional lattice cluster-cluster aggregates ͑CCA͒ with the number of particles N up to 20 000 in application to the light scattering problem. The ''pure'' aggregation algorithm is used, where subclusters of all possible sizes are allowed to collide. We find that large CCA clusters demonstrate pronounced multiscaling. In particular, the fractal dimension determined from the slope of p 2 (r) at small distances differs from that found from the dependence of the radius of gyration on the number of monomers ͑according to our data, 1.80 and 1.94, respectively͒. We also consider different functional forms for p 2 and their general properties and applicability. We find that the best fit to the numerical data is provided by the generalized exponential cutoff function with coefficients depending on N. The latter dependence is a manifestation of multiscaling. We propose some theoretical approaches for calculating p 4 (r), assuming p 2 (r) is known. In particular, we find the small-r asymptote for the p 4 (r) and verify it numerically. In addition, we find that p 4 (r) cannot be represented by a scaling dependence with a cutoff function, like p 2 (r). Instead, p 4 (r) is given by an expansion in terms of integer powers of r 2DϪ3 , where D is the fractal dimension (Ϸ1.8 for CCA clusters͒.
I. INTRODUCTION
Computer algorithms play a very important role in understanding aggregation phenomena and physical properties of aggregates. In many instances, computer simulation is the only feasible theoretical approach to very complex stochastic aggregation processes, when traditional techniques of statistical mechanics cannot be applied due to strong fluctuations and the absence of equilibrium. These algorithms have attracted much attention since Witten and Sander ͓1͔, Meakin ͓2͔, and Kolb, Botet, and Jullien ͓3͔ proposed realistic algorithms which simulate natural aggregation processes to much detail.
One of the most extensively used applications of computer-generated clusters is the study of density correlation functions. A direct experimental measurement of these functions has also been carried out ͑see, for example, Ref.
͓4͔͒, but such experiments face considerable difficulties. First, it is hard to calculate interparticle distances from twodimensional electron micrograph images of threedimensional clusters ͓4͔, and, second, the process of electron micrographing itself can damage the cluster structure.
Density correlation functions provide important geometrical characteristics of clusters, carrying valuable physical information. Correlation functions are especially useful in optics ͓4-8͔. The two-point correlation function describes the average intensity of light scattered by an ensemble of clusters ͓5͔, while the four-point correlation function governs fluctuations in the scattered light ͓8͔.
In the present paper we study the two-and four-point correlation functions in aggregates obtained by the numerical algorithm known as the cluster-cluster aggregation ͑CCA͒ ͓2,3,9-11͔. The CCA algorithm provides a very accurate simulation of aggregation processes which occur in nature, under the conditions that there is no spatially fixed center of aggregation and the concentration of aggregating material is sufficiently low. These conditions are well satisfied, for example, for formation of fractal carbone soot ͓5͔ and metallic colloids ͓12͔. One of the possible applications of the results obtained in this paper is a theoretical description of light scattering from fractal soot clusters in the atmosphere.
In its most pure form, the CCA algorithm involves the following steps: First, a set of N pointlike particles are randomly placed on a simple cubic lattice of the size LϫLϫL. The size of the lattice is chosen so that the average density of particles, N/L 3 , is much smaller than unity. Those particles which are separated by only one lattice unit are considered to be rigidly bound to each other and form a subcluster. Ideally, in the limit of zero density, there are initially N subclusters consisting of one particle each. Then a subcluster is picked randomly out of the set and moved one lattice unit in one of the six possible directions, chosen at random. If, after this move, the subcluster contacts other cluster͑s͒ ͑via nearest-neighbor occupancy͒, these subclusters stick together to form a larger subcluster. The steps are re-peated until a single cluster of N particles is left. Periodic boundary conditions are usually assumed, which results in ''transparency'' of the boundaries of the lattice for moving subclusters and, on the other hand, in conservation of the number of particles.
A great number of modifications of the algorithm exists, among which are random rotations of subclusters, prescribing ''mobility'' to each subcluster ͑which is, typically, proportional to the inverse number of particles in this subcluster͒, hierarchical models, off-lattice models, and others ͓13͔. Some of these modifications, such as the hierarchical model, are intended to simplify the numerical procedure, and to make it possible to generate large clusters in a feasible time; the price of these simplifications is sacrificing some essential features of real aggregation. Other modifications, such as random rotations of subclusters, are, on the contrary, intended to make the algorithm more realistic, while complicating the numerical procedure.
In the present paper we use only the pure form of the algorithm described above, and generate three-dimensional clusters with the number of particles N up to 20 000. For comparison, the correlation functions in Ref. ͓14͔ were studied using computer-generated CCA clusters with the maximum value of Nϭ900. Clusters with a number of particles comparable to 20 000 have been generated earlier ͓10,11͔, but with the use of the hierarchical model ͓9͔, which allows only subclusters of the same size to collide, and considers aggregation of only two subclusters at a time. Though this model was shown to produce clusters very similar to those obtained by the direct calculation, it evidently lacks some important features of the real aggregation process. In particular, this model may be incapable of producing the multiscaling effect ͑which is established for the Witten-Sander clusters ͓15͔͒.
Using the computer-generated CCA clusters with large N, we argue that the pure CCA model produces clusters possessing multiscaling. A manifestation of this effect is that the fractal dimension measured from the dependence of radius of gyration on the number of particles differs from that measured from the two-point correlation function at small distances. In this paper, we also consider different forms of cutoff functions for the two-point correlation function.
Concerning the four-point correlation function, we find theoretically its small-r asymptote, and confirm it numerically. However, it turns out that the four-point correlation function does not have a simple scaling form with a cutoff function. Instead, it can be expanded in a power series in r 2DϪ3 , where r is the distance and D the fractal dimension ͑for CCA, 1.5ϽDϽ2).
The paper is organized as follows: In Sec. II we review the use and definitions of correlation functions in application to the static light scattering problem. In Sec. III we discuss different models for the two-point correlation function and their properties and applicability. In Sec. IV we report some theoretical approaches for the calculation of the four-point correlation function, assuming that the two-point correlation function is known. In Sec. V we describe our numerical procedures for computer generation of CCA clusters and the computation of correlation functions. Section VI contains our numerical results for the two-point correlation function, and Sec. VII those for the four-point correlation function. Finally, Sec. VIII contains a summary and discussion.
II. CORRELATION FUNCTIONS IN OPTICS
The two-and four-point correlation functions are essential for the description of static light scattering from fractal clusters. The two-point correlation function describes the average scattered light intensity, while the four-point correlation function describes fluctuations of the scattered light. In this section we review briefly the use and definitions of these functions as applied to the scattering problem.
Here we adopt a basic assumption that the distance between different clusters is much larger than the wavelength , and the positions of clusters are random and uncorrelated, so that we add up intensities of light scattered by different clusters rather than amplitudes. ͑The effects of intercluster interference were considered in Refs. ͓6,7,16-18͔.͒ At the same time, we assume that is large compared to the size of a single monomer, but can be much smaller than the characteristic cluster size. We will use the ensemble-average radius of gyration, R g , as the characteristic cluster size in this paper. The root-mean-square ͑rms͒ distance between monomers in a cluster, R rms , is equal to ͱ2R g . The hierarchy of sizes can be schematically expressed as
A. Monodisperse clusters
First, we introduce the correlation functions for the most simple case of monodisperse clusters. Consider scattering of a plain monochromatic wave from an ensemble of random fractal clusters containing N monomers each. If the electromagnetic interaction at the optical frequency between monomers in a cluster is weak ͑equivalently, if the frequency of incident radiation is far from internal electromagnetic resonance frequencies of a cluster͒, one can use the first Born approximation for the scattering problem. In this approximation, the intensity of light scattered by the mth cluster in the direction kЈ is proportional to the well known ''structural factor,'' I m (q) ͓5,8,16͔:
where r i (m) is the radius vector of the ith monomer belonging to the mth cluster, qϭkϪkЈ, and k is the wave vector of the incident wave. The scattering angle ͑the angle between k and kЈ) is related to the absolute value of q by the equation
The structural factor I m (q) depends only on the geometry of a cluster and the scattering angle. It does not include any factors depending on the polarization of the incident wave ͑if it is polarized͒ and scattering cross section of an individual monomer that the cluster is built from. Normally, these factors are the same for all clusters, independent of their geometry and number of particles ͓8͔, and, therefore, can be excluded from consideration.
The ensemble-average scattered intensity ͗I(q)͘ can be easily obtained from Eq. ͑1͒. Since here we consider CCA clusters which are spherically symmetrical on average, it is clear that ͗I(q)͘ can depend only on the scattering angle , but not on the azimuthal angle . This means that ͗I(q)͘ depends only on the absolute value of q. Grouping together the terms with iϭ j and i j in the double summation ͑1͒, we obtain
where r i j ϭr i Ϫr j , i j, and the ensemble averaging ͗ ͘, on the right-hand side of Eq. ͑4͒ should be taken over pairs of distinct monomers belonging to the same cluster. Next, we introduce the two-point correlation function p 2 (r) which is defined as a probability density to find a pair of distinct monomers belonging to the same cluster separated by a distance r. For clusters which are spherically symmetrical on average, this function does not depend on the direction of r. We can also define the probability density to find a radius vector between two monomers in an element of volume d 3 r as P 2 (r)ϭ P 2 (r)ϭp 2 (r)/4r 2 , so that the normalization rule reads ͐ 0 ϱ 4 P 2 (r)r 2 drϭ͐ 0 ϱ p 2 (r)drϭ1. To indicate the dependence of the correlation function on the number of particles N, we will also use the notation p 2 (r,N) where appropriate. Using the two-point correlation function p 2 (r), and performing an integration over the spatial angles, we obtain, for 2 ,
In this paper, we are interested not only in the average scattered intensity, but also in a measure of its fluctuations, which originate due to the random nature of clusters. A conventional parameter characterizing such fluctuations is the relative dispersion, I /͗I͘, where the dispersion I is defined as
Therefore, we need to calculate the average value ͗I 2 ͘. For an individual cluster ͑say, the mth͒, the squared scattered intensity is given by
͑7͒
By grouping together the terms in Eq. ͑7͒ with different indices matching each other, and performing ensemble averaging, we find that
Here 4 (q) is defined, analogously to 2 (q), as
where r i jkl ϭr i j ϩr kl ϭ(r i Ϫr j )ϩ(r k Ϫr l ), i j, k l, and any of the pair of indices (i, j) can coincide with any of the pair (k,l). The sum of all coefficients in Eq. ͑8͒ is equal to N 4 , so that ͗I 2 (0)͘ϭN 4 . Now we can introduce the four-point correlation function p 4 (r), which is defined as the probability density to find the absolute value of r i jkl in a cluster ͑with the above limitations on indices͒ to be equal to r. Similar to Eq. ͑5͒, we can express 4 through p 4 :
Finally, the expression for the relative dispersion, I /͗I͘, follows from Eqs. ͑3͒, ͑6͒, and ͑8͒. In the limit of large N, we obtain
This limit should be understood as follows. We have set 1Ϫ1/Nϭ1 in the numerator of formula ͑11͒, and (NϪ1) 2 (q)ϭN 2 (q) in its denominator. At the same time, we have left unchanged the prefactors of 2 , 4 , and 2 2 under the square-root sign. This is done because, for qӶ1/R g , 2 and 4 are close to unity, and the powers of N cancel out in the expression under the square root. When q is not small, Eq. ͑11͒ simplifies to
B. Polydisperse clusters
Now we turn to the case of a polydisperse ensemble of clusters. The ensemble-averaged correlation functions for polydisperse ensembles depend on the probability density p(N) to find a cluster with a given N. Therefore, one encounters an infinite variety of correlation functions, which are difficult to classify. However, it was shown in ͓8͔ that, actually, we do not need to introduce correlation functions for polydisperse ensembles, if the fractal dimension of the clusters is less than 2, and q is much larger than 1/R g . Instead, one can express both the average scattered intensity and its relative dispersion in terms of correlation functions for some arbitrary ͑but large enough͒ Nϭconst. We briefly summarize the arguments of ͓8͔ below. A very useful consideration of polydispersity effects can be also found in ͓19͔.
It is convenient to think of a polydisperse ensemble as of a set of many monodisperse subensembles, each with its own value of N ͑assume that in the ''large'' ensemble there are many clusters with each value of N). Then, for each subensemble, we can use monodisperse correlation functions. In particular, the two-point correlation function, p 2 (r), for a given value of N, has the well-known universal asymptote ͓13͔
where a is a constant and D the fractal dimension. If DϽ2, as it is the case for the CCA clusters, and qӷ1/R g , the integral in Eq. ͑5͒ converges while the asymptote ͑13͒ is still valid, and we have
where ⌫(x) is the gamma function. Using Eqs. ͑3͒ and ͑14͒, and in the limit of large N, we find that
where the subscript ''N'' denotes averaging over a subensemble with a given N. In order to find the average over the ''large'' ensemble, we simply perform an additional averaging of Eq. ͑15͒ over N:
The values of c and D can be found from a two-point correlation function p 2 (r) calculated for some fixed value of N, while Eq. ͑16͒ gives the average scattered intensity for an ensemble with an arbitrary distribution of N.
Now we turn to fluctuations. As suggested in Ref. ͓8͔, we can represent the intensity of light scattered by some individual random cluster with N m particles as
where N m and J m are statistically independent random variables, and
Then, ensemble averaging in Eq. ͑17͒ results in Eq. ͑16͒. Further, the relative dispersion of the random variable J, J /͗J͘, coincides with the relative dispersion of the scattered intensity calculated in a monodisperse ensemble, which is given by formula Eq. ͑12͒. The factor N 2 (q) on the right-hand side of Eq. ͑12͒ is independent of N, if qӷ1/R g ͓because 2 (q)ϰ1/N in this case; see Eq. ͑14͔͒. It is reasonable to assume that the factor N 2 4 (q) is also N independent in the above limit of q. ͑It was numerically confirmed in Ref.
͓8͔ that J /͗J͘ is a universal N-independent value when qӷ1/R g .) Now we can use Eq. ͑17͒ together with the statistical independence of the variables N and J to calculate I /͗I͘ in terms of J /͗J͘ and the relative dispersion of N, N /͗N͘. Straightforward calculations yield
.
͑19͒
This formula was numerically verified in ͓8͔. Thus, if DϽ2 and qӷ1/R g , we can consider correlation functions for monodisperse ensembles only. However, if one of these inequalities does not hold, we cannot use the universal asymptote ͑13͒ to calculate 2 (q). In this case one needs to know the exact form of p 2 (r), as well as the size distribution of clusters. It is still possible to use the idea of subensembles to calculate the average scattering intensity analogously to Eqs. ͑15͒ and ͑16͒. But if ͗I(q)͘ N is a general function of N and q, it becomes impossible to make a factorization of random variables, as was done in formula ͑17͒.
C. Optical form factors and correlation functions
The optical form factors 2 (q) and 4 (q) can be always found by analytical or numerical integration according to Eqs. ͑5͒ and ͑10͒ if the correlation functions are known. In some instances, it is enough to know only a small-r asymptote for the correlation function, as in the case of calculating 2 when DϽ2 and qӷ1/R g . But in general, it is desirable to know the complete correlation functions. Such knowledge would allow us, for example, to calculate 2 in the ''intermediate'' region of q (qR g ϳ1), or when DϾ2. We shall see below that the complete correlation function p 4 is required for a calculation of 4 for any q, since p 4 grows faster than r at small r, and it takes many oscillations of sinqr for integral ͑10͒ to converge.
Due to the very complex nonequilibrium nature of stochastic aggregation processes that lead to formation of fractal clusters, it seems impossible, in general, to find the correlation functions analytically ͓apart from the universal asymptote ͑13͔͒. This fact adds importance to approaches based on numerical simulations of aggregation and analytical approxi-mations of numerically calculated correlation functions. Since it is impossible to approximate numerical functions in every detail, below we formulate some requirements for analytical functions which are intended to represent real correlation functions.
First, the correlation functions must have the correct small-r asymptote. As we saw above, this provides the correct average scattered intensity when DϽ2 and qӷ1/R g . If we assume scaling ͑power-law͒ behavior for correlation functions at small r, the correct asymptote includes two constants: the exponent and the structural coefficient (D and a in the case of p 2 ).
The second requirement is the correct normalization of correlation functions, which results in 2 (0)ϭ 4 (0)ϭ1. We also require that the correlation functions have correct second moments. This provides the correct asymptote of 2 (q) and 4 (q) at small q. For example, 2 (q) Ϸ1Ϫ(qR rms ) 2 /6ϩ••• when r→0, where R rms 2 ϭ2R g 2 ϭ͐ 0 ϱ r 2 p 2 (r)dr. A general requirement for any probability distribution function whose argument is distance in space is that the probability element, p(r)dr, is invariant under scale transformation of the form r→br. This requirement does not affect the functional form of p(r) ͓provided it has the correct dimensionality 1/L͔, but rather governs the rule for the scale transformation of dimensional coefficients, such as a in Eq.
͑13͒.
A specific requirement for p 2 (r) originates from the principle of irreversibility of aggregation ͑see Sec. III A 1 below͒. This principle requires that N 1 p 2 (r,N 1 )
Finally, we adduce the first three terms of the Taylor expansion for the optical form factors 2 (q), 4 (q) near qϭ0:
Here ͗r i j 2 ͘ϭR rms 2 ϭ2R g 2 . From this example, we see that 4 (q) differs from 2 2 (q) in the fourth order of q, if there is a statistical dependence between r i j and r kl .
III. THEORETICAL MODELS FOR THE TWO-POINT CORRELATION FUNCTION
It is well known that the fractal dimension can be derived either from the two-point correlation function at small distances or from the dependence of the average radius of gyration on the number of monomers in a cluster. If there is no multiscaling, the two approaches must yield the same result. This is not necessarily the case if the clusters manifest multiscaling. Then the functional form of the two-point correlation function becomes more complex.
A. Models with no multiscaling

General nonmultiscaling dependence
If there is no multiscaling in the system, the two-point correlation function has the form
where a is a constant and R g (N) is the average radius of gyration for a monodisperse ensemble of clusters, which scales with N as
and R 0 is a constant of the order of the minimum separation between monomers in a cluster. The function f 2 (x) describes the cutoff of the correlation function. It is close to unity if R 0 /R g ӶxӶ1, so that Eq. ͑24͒ tends asymptotically to the universal scaling dependence ͑13͒. When R 0 ӶR g , this can be expressed as f 2 (0)ϭ1. For large x, f 2 (x) must decrease quickly enough to allow normalization. From normalization of p 2 (r,N) and formula ͑24͒ for R g , it follows that
Another relation for f 2 can be obtained by calculating the rms distance between monomers, R rms ϭͱ2R g , by using
Given rules ͑25͒ and ͑26͒, the possible choice for the cutoff function is still very wide. In order to satisfy Eqs. ͑25͒ and ͑26͒ with given constants a, D, and R 0 , f 2 (x) must have, in general, at least two adjustable parameters. An alternative approach ͑see, for example, Refs. ͓4,5͔͒ allows f 2 (x) to have only one adjustable parameter, and treats, instead, either a or R 0 as an adjustable parameter. We argue that a function f 2 (x) with two adjustable parameters is more appropriate, as it allows us to reproduce simultaneously such important features of the actual ͑experimental͒ distribution p 2 (r,N) as asymptote ͑13͒ and the gyration radius ͑24͒. Another general property of f 2 (x) follows from the concept of irreversible aggregation ͓15͔. This concept can be most directly applied to Witten-Sander clusters ͓15͔. Consider the density of monomers measured at the distance r from the center of the Witten-Sander aggregation process ͑the ''seed''͒. This density can be written as (c) (r,N) ϭNp 2 (c) (r,N), where the superscript ''(c)'' indicates that the distance r is measured from the center of aggregation. Due to irreversibility of the aggregation process, the density function can only increase as the aggregation process goes on and the number of monomers N increases. Therefore, we can state that (c) (r,N 1 )у (c) (r,N 2 ) if N 1 ϾN 2 . Obviously, this idea cannot be applied directly to the CCA clusters because the latter do not have centers of aggregation, and the twopoint correlation function p 2 (r,N), which is important for optics, differs in its definition from p 2 (c) (r,N). However, we will see below from numerical calculations that the inequal-ity N 1 p 2 (r,N 1 )уN 2 p 2 (r,N 2 ) if N 1 ϾN 2 always holds for CCA clusters. By analogy, we can attribute this property to the irreversibility of the cluster-cluster aggregation process, which means that whenever a bond between two subclusters is made, it becomes stable. Application of the above inequality to Eq. ͑23͒ leads to the conclusion that f 2 (x) must be a monotonously decreasing function of x.
The value of aR 0 D is fixed; it does not depend on the choice of the unit of length, i.e., it is invariant with respect to any scale transformation. This fact follows from Eq. ͑25͒, and agrees with the general requirement of scale invariance of p 2 (r,N)dr:
In addition, p 2 (r,N)dr does not depend on N, if r/R g ϭconst. The latter property can be viewed as a manifestation of self-similarity, which is inherent only to fractal clusters ͑unlike the scale invariance of p 2 dr, which is not related to fractality͒. If p 2 (r) has the form Eq. ͑23͒, the optical form factor ͑5͒ becomes a function of qR g only: 2 (q,N)ϭ 2 (qR g ).
Generalized exponential model
One of the mostly common used forms for f 2 (x) ͓4,19͔ is the generalized exponential ͑GE͒
Note that the particular cases of simple exponential (␤ϭ1) and Gaussian (␤ϭ2) functions, which are widely used in the literature ͓4,19͔, contain only one adjustable parameter, and therefore can satisfy Eqs. ͑25͒ and ͑26͒ only by coincidence. From the ratio of equations Eqs. ͑25͒ and ͑26͒, we find that the constants ␣ and ␤ must satisfy
͑29͒
In addition, from Eq. ͑25͒ it follows that
) in the vicinity of ␤ϭ0 and decreases monotonously with ␤ to its lower bound,
If the actual value of aR 0 D is smaller than the lower bound ͑31͒, the GE cutoff function cannot satisfy Eqs. ͑25͒ and ͑26͒.
Any reasonable cutoff function must have a finite first derivative at xϭ0, to provide enough space for the small-r asymptote to manifest itself. This condition results in ␤Ͼ1 and, consequently, aR 0 D ϽF
GE
(1,D), where
Thus, the GE cutoff model can be used when
is a monotonously decreasing function of x and, therefore, the above interval is not empty.
The GE cutoff satisfies the irreversibility principle, because Eq. ͑28͒ is a monotonously decreasing function. Below, we will see that it can be not always true in the case of multiscaling.
Overlapping sphere model
Another model for the cutoff function is the so-called model of overlapping spheres ͑OS's͒ ͓4͔. This model originates from the two-point correlation function for nonfractal clusters of monomers distributed randomly and with no mutual correlation in a spherical volume of a radius R. This correlation function can be found analytically, and is given by the integral
where (r,R) is the density of particles ͑unity if rϽR and zero otherwise͒. The integral in Eq. ͑33͒ is equal to the volume of intersection of two spheres of radius R separated by the distance r between their centers. The result for p 2 , that follows from Eq. ͑33͒, is
The idea of the OS model is to take the cutoff function for trivial clusters and to use it for fractal clusters. While in the trivial case the parameters of the cutoff function are defined by the radius R of the spherical volume occupied by the particles, for random fractal clusters such a parameter does not exist. Instead, we write the cutoff function in the following form:
Evidently, the OS model in its pure form contains only one adjustable parameter x 0 . Its value can be found from the ratio of Eqs. ͑25͒ and ͑26͒:
. ͑36͒
However, we must satisfy one of the Eqs. ͑25͒ and ͑26͒ independently. In order for this to be possible, the following relation between aR 0 D and D must hold:
If, by any chance, the experimental values of a, D, and R 0 satisfy Eq. ͑37͒, the OS cutoff with one adjustable parameter ͑35͒ can be used. If not, one can further generalize function ͑35͒ and write
where x 1 and x 2 are independent adjustable parameters. Substitution of Eq. ͑38͒ into Eqs. ͑25͒ and ͑26͒ results in
, ͑41͒
, where x 1 must be found from Eq. ͑40͒. The maximum value of F OS (x 1 ,D) as a function of x 1 is reached when x 1 ϭx 1,max , and is equal to
If it happens that the actual value of aR 0 D is greater than the value of F OS (x 1,max ,D) Eq. ͑42͒, the generalized OS model cannot satisfy Eqs. ͑25͒ and ͑26͒. If aR 0 D is smaller than F(x 1,max ), Eq. ͑40͒ has two solutions for x 1 , both exceeding the value of x 1,0 .
Theoretically, any of the two possible solutions to Eqs. ͑39͒ and ͑40͒ can be chosen, but in practice we need also to satisfy the irreversibility principle which states that f 2 (x) must be a positive monotonously decreasing function. Applied to Eq. ͑38͒, this requirement results in
where x 1 is positive by definition ͓otherwise, the interval where cutoff ͑38͒ is defined becomes empty͔. Using Eqs. ͑39͒ and ͑43͒, we find the allowed interval for x 1 as
where
. ͑45͒ 
B. Multiscaling
The multiscaling phenomenon is well established for Witten-Sander clusters ͓15͔. It also was recently observed in computer-generated CCA clusters ͓21͔. The presence of multiscaling results in a more general scaling behavior of the two-point correlation function than the one specified by formulas ͑23͒ and ͑24͒. In particular, the value of D defined from the asymptotic behavior ͑13͒ of p 2 (r,N) at small distances can differ from D found from the dependence ͑24͒ of R g on N. However, we emphasize that it does not follow from D 1 ϭD 2 ϭD that the two-point correlation function must necessarily have the form Eq. ͑23͒. In this paper, we refer to multiscaling as any deviation from the most simple functional form Eq. ͑23͒ including, but not limited, to the case of D 1 D 2 .
In this subsection we will assume that multiscaling takes place only in the two-point correlation function, while the radius of gyration obeys the simple scaling form ͑24͒ ͑prob-ably with a different exponent D 2 ). The case where the correlation function and the gyration radius both demonstrate multiscaling is considered in Sec. III B 1.
General multiscaling dependence
If two different exponents D 1 and D 2 exist, the most general functional form for p 2 (r,N), which has the universal asymptote Eq. ͑13͒, is
where g 2 (0,N)ϭ1 for any N ͑assuming that R g ӷR 0 ). Note that since g 2 (x,N)→1 when x→0 for any N, it is impossible to factorize g 2 (x,N) as g 2 (x,N)ϭg 2a (x)g 2b (N). The two rules for g 2 (x,N), analogous to Eqs. ͑25͒ and ͑26͒, are aR 0
As above, aR 0 D 1 is invariant with respect to any scale transformation; in addition, it does not depend on N by the defi-nitions of the constants a and R 0 . Therefore, the only source of the dependence on N on the left-hand sides of Eqs. ͑49͒ and ͑50͒ is the function g 2 (x,N). The value p 2 (r,N)dr now is defined by
The explicit dependence of p 2 (r,N)dr on N ͑apart from the factor xϭr/R g ) may be viewed as a violation of the selfsimilarity. However, the factor N D 1 /D 2 Ϫ1 g 2 (x,N) can, in principle, be independent of N in some region of x, which would mean self-similarity in the intermediate asymptote. In other words, a cluster can be statistically not self-similar as a whole, but its smaller parts of different sizes lying in the region R 0 ӶrӶR g can still be self-similar.
The optical form factor 2 , Eq. ͑5͒, now depends on both qR g and N. It becomes a general function of two variables q and N. From the scattering perspective, this means that in the case of multiscaling the differential scattering cross section ͑normalized to unity for qϭ0) depends not only on the dimensionless size parameter qR g , but also on the number of particles in a cluster.
Generalized exponential cutoff in the case of multiscaling
Let us consider how the model cutoff functions can be used in the case of multiscaling. For the GE cutoff function ͑28͒, we can assume that ␣ and ␤ are functions of N:
The equations for ␣ and ␤, which follow from Eqs. ͑49͒ and ͑50͒, are quite similar to Eqs. ͑29͒ and ͑30͒:
The last equation specifies the dependence ␤(N) implicitly. If D 1 ϽD 2 , the left-hand side of Eq. ͑54͒ decreases with N, and, when N is large enough, becomes smaller than the lower bound of the right-hand side, given by Eq. ͑31͒ ͑with D replaced by D 1 ). This means that the multiscaling GE cutoff cannot be used for arbitrary large N when D 1 ϽD 2 . However, in practice we may not need to deal with extremely large N. If the ratio ͉D 2 ϪD 1 ͉/D 2 is much smaller than unity, Eq. ͑54͒ can still have a solution for some practical values of N, even if D 1 ϽD 2 .
Consider the case of D 1 ϽD 2 in more detail. As mentioned above, the expression on the right-hand side of Eq. ͑54͒ is a monotonously decreasing function of ␤. 
͑55͒
Using formula ͑48͒, we can rewrite this inequality as
By looking at the limit of rӷR 0 , we find that ␤(N 1 ) Ϫ␤(N 2 ) must be a negative number or zero; otherwise the expression on the left-hand side of Eq. ͑56͒ can exceed any given number when r/R 0 is large enough. Therefore, we conclude that ␤(N) must be a monotonously decreasing function of N in order to satisfy the irreversibility principle. As we saw above, D 1 ϽD 2 results in an increasing function ␤(N), which is incompatible with the irreversibility principle. However, we should note that in real clusters the violation of this principle can occur at very large values of xϭr/R g , where the theoretical cutoff is no longer valid. Indeed, the real correlation functions become exactly equal to zero for large values of x, while the GE cutoff is always positive. This means that the real correlation function must decrease faster for large x than any GE model can provide. On the other hand, it should pose no difficulty for a theoretical description of the correlation function, since the physically important integrals of the type of Eq. ͑5͒ converge much sooner than the violation takes place.
Lastly, we consider the particular case of D 1 ϭD 2 ϭD, where ␣ and ␤ become N-independent constants. This means that the GE cutoff function ͑52͒ becomes N independent too. However, a general function g 2 (x,N) can depend on N even if D 1 ϭD 2 ͑see Appendix A͒. As a result, multiscaling can exist even if D 1 ϭD 2 ϭD, but the GE cutoff is incapable of describing this kind of multiscaling.
Overlapping spheres cutoff in the case of multiscaling
Analogously to Sec. III B 2, we consider the OS model ͑38͒, with x 1 and x 2 being functions of N:
The relation between x 1 (N) and x 2 (N), Eq. Second, in the OS model there are, generally, two possible solutions to Eq. ͑58͒ which, in the case of multiscaling, result in two possible branches of the function x 1 (N). As we saw above, application of the irreversibility principle leaves only one allowed solution, namely the one with x 1 Ͻx 1,max , if there is no multiscaling in the system. But if the multiscaling is manifested, consideration of the irreversibility principle becomes more complicated. It is shown in Appendix B that, in the limit of very large N and D 1 ϽD 2 , the upper branch of the solution (x 1 Ͻx 1,max ,x 2 Ͼ0) violates the irreversibility principle, while the lower branch (x 1 Ͼx 1,max ,x 2 Ͻ0), though satisfying the irreversibility principle, leads to negative values of p 2 for large r.
Finally, the OS model is incapable of describing multiscaling with D 1 ϭD 2 due to the same reasons that were discussed in Sec. III B 2 for the GE model.
Model of continuous fractal dimension
The model of continuous fractal dimension ͑CFD͒ was proposed in Refs. ͓15,20͔ for description of multiscaling. The CFD was calculated numerically in Ref. ͓15͔ for WittenSander aggregates.
The two-point correlation function in the CFD model is given by the expression
Here D(x) is the CFD, and R g depends on N according to Eq. ͑48͒. Since Eq. ͑59͒ must coincide with Eq. ͑13͒ when rӶR g , we require that D(0)ϭD 1 and h 2 (0)ϭ1. Note that there is no general requirement that D(ϱ)ϭD 2 ; at least it cannot be deducted from the definitions of D 2 ͓Eq. ͑48͔͒ and h 2 ͓Eq. ͑59͔͒. But, as can be seen from Eqs. ͑51͒ and ͑60͒ ͑see below͒, a cluster becomes self-similar in the limit of xӷ1 if D(ϱ)ϭD 2 .
The factor R 0 D[r/R g (N)]ϪD 1 in Eq. ͑59͒ provides the correct dimensionality of p 2 . In order to satisfy the dimensionality requirement, we can use R g instead of R 0 in the denominator of Eq. ͑59͒. But it easy to see that, in this case, Eq. ͑59͒ would degenerate into a nonmultiscaling dependence with
. The functional dependence ͑59͒ is less general than Eq. ͑47͒. The latter is, evidently, the most general form of a function of two variables, r and N. In order for Eqs. ͑47͒ and ͑59͒ to represent the same function, the following relation must hold:
Substituting this expression for g 2 (x,N) into Eqs. ͑49͒ and ͑50͒, we find that
It was shown in ͓15͔ from the irreversibility principle that D(x) must be a monotonously decreasing function. On the other hand, it follows from Eq. ͑61͒ that the function D(x)/D 2 Ϫ1 must change its sign ͓to prove this, consider the derivative ‫‪N‬ץ/ץ‬ of Eq. ͑61͔͒. At last, we know that D(0)ϭD 1 . These three facts are compatible with each other only if D 1 ϾD 2 .
Note that in order to calculate numerically D(x), we do not need to know the cutoff function h(x). Indeed, we can take clusters with different N and different R g , and choose some value of x common for all clusters. Then the value of r would be different for clusters with different N, which makes it possible to calculate D(x) from the slope of p 2 (r,xϭconst) as a function of r.
C. Double multiscaling
In Secs. III B 1-III B 4, we considered multiscaling only in the correlation function, but assumed that the radius of gyration obeys the simple scaling dependence ͑48͒. Now we assume that it is not so, and R g (N) is an arbitrary monotonously increasing function. In this case, the crucial role for all theoretical models plays the function R g D 1 (N)/N. We emphasize that the constant D 1 should be found from the smallr asymptote of p 2 rather than the radius of gyration. We can still use the GE and OS models for cutoff functions. Relations ͑53͒ and ͑39͒ do not change, but Eqs. ͑54͒ and ͑58͒ transform to It is a little more difficult to use the CFD model in the case of double multiscaling. For this model, we need a parameter of dimensionality of length. As mentioned in Sec. III B 4, R g cannot be used as such a parameter, because it leads to degeneration of CFD into a nonmultiscaling model. But the parameter R 0 is not precisely defined in the case of double multiscaling. In fact, there might be several parameters of the dimensionality of length, which govern the dependence of R g on N. However, we can choose the smallest of them and call it R 0 . It can be a lattice period or a minimum separation between particles, or the average distance from a monomer to its nearest neighbor ͑the latter characteristic always exists͒. Regardless of the definition of R 0 , we can always write R g (N)ϭR 0 (N), where (N) is a dimensionless function. Then, instead of Eq. ͑49͒, we obtain aR 0
Applying the derivative ‫‪N‬ץ/ץ‬ to Eq. ͑64͒, we find that that D(x)N͓‫ץ/ץ‬N͔/Ϫ1 must change its sign as a function of x for any N. This, in particular, must be true for N→ϱ. If we make the reasonable assumption that 0Ͻc 1 ϽD(x)Ͻc 2 Ͻϱ, we come to the conclusion that there must exist a finite limit of N͓‫ץ/ץ‬N͔/ when N→ϱ. The condition for such a limit to exist is that (N) is a power function for large N. In other words, R g must depend on N according to Eq. ͑48͒, at least for large values of N.
To summarize, the CFD model can be used in the case of double multiscaling only when lim N→ϱ R g (N)ϭR 0 N 1/D 2 . Note that this requirement follows only from normalization of p 2 (r,N)
IV. THEORETICAL MODELS FOR THE FOUR-POINT CORRELATION FUNCTION
In this section we propose a method to deduce the smallr asymptote of p 4 theoretically, considering that p 2 is known. The problem of the cutoff function for p 4 will be considered numerically in Sec. VII.
From a mathematical point of view, the four-point correlation function p 4 (r) is just some probability distribution function. It has the same normalization as p 2 (r) but a different second moment. That is, the second moment of p 2 is ͗r i j 2 ͘ϭR rms 2 ϭ2R g 2 , while the second moment of p 4 is ͗r i jkl 2 ͘ϭ͗(r i j ϩr kl ) 2 ͘ϭ2R rms 2 ϭ4R g 2 .
A. Approximation of statistical independence
It is well known that the positions of monomers in a cluster are correlated. In other words, the information that there is a monomer at the point r i influences the probability to find another monomer somewhere else, say, at the point r j . The smaller the distance ͉r i Ϫr j ͉, the stronger the correlation. The source of this statistical dependence is evident: monomers tend to group close to each other, forming ''blobs'' and empty ''holes'' of all sizes, up to the maximum cluster size.
But if we consider r i j and r kl as random variables, the reason for their statistical dependence is not as clear. Imagine that we found a pair of monomers in a cluster separated by r i j . The question that we have to answer is: does this fact change the probability of finding another pair of monomers separated by r kl ͑as compared to the a priori probability͒? If the answer is negative, then r i j and r kl are statistically independent random variables, which constitutes the main assumption of the approximation of statistical independence ͑ASI͒.
Strictly speaking, if the ASI was correct, we would not need to know the correlation function p 4 at all. Indeed, the optical form factor 4 (q) could be calculated simply as ͗exp(iq•r i jkl )͘ϭ͗exp(iq•r i j )͗͘exp(iq•r kl )͘ϭ 2 2 (q). This equality always holds for small q ͓up to second order in q, see Eqs. ͑20͒-͑22͔͒. But for larger q, it is not necessarily so.
To illustrate the above statement, consider the relative dispersion of the scattered light given by formula ͑12͒. As follows from Eqs. ͑12͒ and ͑14͒, if 4 (q)ϭ 2 2 (q), we have
where the constant c is given in Eq. ͑14͒. On the other hand, it was shown numerically in Ref.
͓8͔ that the relative dispersion is very close to unity when 1/R g ӶqӶ1/R 0 , and from formula ͑65͒ we see that this would be true only if 2c/q D 1 Ӷ1. With the use of Eqs. ͑2͒ and ͑14͒, this inequality translates into 2aR 0
Ӷ1. ͑66͒
Since the prefactor for (/R 0 ) D 1 is the order of unity or larger, the wavelength must be much smaller than the characteristic separation between monomers, R 0 , in order to provide the above inequality. But this contradicts the numerical results of Ref. ͓8͔, where the value of was chosen to be significantly larger than R 0 , but the relative dispersion was still very close to unity for large scattering angles.
The above example demonstrates that the hypothesis of statistical independence is not confirmed numerically ͓8͔. Still, it is convenient to use this hypothesis as a starting point. Below, we adopt the following theoretical approach: First, we use the ASI to find the small-r asymptote of p 4 . Then we show that the same small-r asymptote follows from the requirement of correct small-and large-q asymptotes of 4 (q). In Sec. VII we find the higher corrections to p 4 numerically. Now we turn to the determination of the functional form of p 4 in the ASI. The function p 4 (r) was defined as a probability density to find the absolute value of r i jkl ϭr i j ϩr kl to be equal to r. Since in the ASI r i jkl is a sum of two statistically independent random variables, we can apply the general formalism of the theory of functions of random variables, which allows us to express the probability distribution p(xϩyϭr) through a convolution of p(xϭr) and p(yϭr). Here x and y are statistically independent random variables, and r is the argument of the probability distribution functions. It is more convenient to apply this formalism to the functions P m (r)ϭ P m (r)ϭp m (r)/4r 2 , where mϭ2 and 4, and P m (r) is the corresponding probability density to find the value of r i j ͑for mϭ2) or r i jkl ͑for mϭ4) in the three-dimensional element of volume d 3 r:
The normalization of P 4 follows immediately from Eq. ͑67͒ if P 2 is normalized correctly. Returning to our usual notation, p 2 and p 4 , and performing integration over spatial angles, we find that
First, we analyze the form of p 4 in the case of no multiscaling. Substituting the function p 2 (r,N) in the form Eq. ͑23͒ into Eq. ͑68͒, we find that
͑70͒
Here f 2 (x) is the nonmultiscaling cutoff for the two-point correlation function. Consider the asymptotical behavior of the integral Y (x) near xϭ0. If DϽ1.5, one can always choose x to be small enough for integral ͑70͒ to converge while f 2 (xtЈ)Ϸ f 2 (xtЉ)Ϸ1. This means that lim x→0 Y (x)ϭconst when DϽ1.5. Though, from the mathematical point of view, this constant is a leading term the expansion of Y (x) near xϭ0, in practice we are not always able to achieve really small values of xϭr/R g . Therefore, it is desirable to obtain the second term in the expansion of Y (x), especially when D is close to 1.5 and the convergence of integral ͑70͒ with f 2 ϭ1 is slow. Strictly speaking, the second term of the expansion of Y (x) depends on the form of f 2 . This is clear already from the fact that the integral of the first correction to the integrand in Eq. ͑70͒ ͓which can be obtained with the use of f (x)ϭ1ϩ f Ј(0)x͔ diverges when DϾ1, i.e., for any reasonable fractal dimension. However, we can assume that the function f 2 (x) decreases with x faster than any power function of x and has a ''characteristic length'' x c ϳ1. Then we can replace the infinite upper limit of integration in the first integral in Eq. ͑70͒ by x c /x while keeping f 2 ϭconst, and the expansion of Y (x) acquires the form
where c 1 and c 2 are positive constants. While the above derivation of the second term of the expansion is not mathematically rigorous, it turns out to be correct for two seemingly different forms of f 2 : a steplike function ͓ f 2 (x)ϭ1 if xϽx 0 and f 2 (x)ϭ0 if xϾx 0 ͔ and a linear cutoff ͓ f 2 (x)ϭ1Ϫx/x 0 if xϽx 0 and f 2 (x)ϭ0 if xϾx 0 ͔. Returning to the small-r asymptote of p 4 (r,N), we find that
when rӶR g .
͑72͒
Here c 1 and c 2 are positive constants, different from c 1 and c 2 used in Eq. ͑71͒. A similar analysis can be applied for the case of DϾ1.5, but it is easier to start directly from formula ͑68͒ in this case. Indeed, the two-dimensional area of integration in Eq. ͑68͒ is a semi-infinite rectangular strip that is symmetrical with respect to the line rЈϭrЉ and with two corners at the points (0,r) and (r,0). When r→0, the integral over this area can be replaced by ͱ2r times a one-dimensional integral along the line rЈϭrЉ from r to infinity. When DϾ1.5, this integral converges and returns the result of Eq. ͑72͒. But now the first term in this expression is leading, and the second term is the first correction, contrary to the case of DϽ1.5. It should be noted that in both cases the first correction is negative.
Since we are mostly interested in the situation where DϾ1.5 ͑CCA clusters͒, we can rewrite Eq. ͑72͒ as
Again, c 1 is a positive coefficient. The expression in the square brackets can be viewed as the first two terms of an expansion of p 4 in terms of integer powers of (r/R g ) 2DϪ3 . In principle, we can think of a sequence of coefficients c k ͑with c 0 ϭ1) which define this expansion completely. Such an expansion does not coincide with the Taylor expansion. This can be easily seen from the example of a GE function of the form f 4 (x)ϭexp (Ϫ␣x 2DϪ3 ). The first derivative of this function at xϭ0 is equal to Ϫϱ if 1.5ϽDϽ2. A function with an infinite derivative at xϭ0, though formally satisfying the condition f 4 (x)Ϸ1 if xӶ1, does not leave any space for the universal asymptote to manifest itself, as pointed out in Secs. III A 2 and III B 2.
Thus we have to conclude that, in the framework of the ASI, the functional form of p 4 (r) is more complicated than the simple scaling behavior of the kind of Eq. ͑23͒. It cannot be described by a scaling behavior with a cutoff that has a finite first derivative at rϭ0. Note that one of the alternative possibilities is to consider separate cutoff functions for each term in Eq. ͑72͒.
Finally, the expression for p 4 , Eq. ͑72͒, is modified in the case of multiscaling as
where both coefficients c 1 and c 2 , are different from those in formula ͑72͒, and can, in principle, depend on N.
B. Method of Fourier transformation
As discussed in Sec. IV A, the ASI correctly describes optical form factors for small values of q ͑up to second order in q) but fails when qӷ1/R g . In this section we show that it is possible to modify the cutoff functions in Eqs. ͑69͒ and ͑74͒ in such a way that the resultant correlation function would produce correct results for large values of q as well.
We start from the asymptotic behavior of 4 (q). As follows from Eqs. ͑20͒ and ͑21͒, for qӶ1/R g , we have 4 (q)ϭ 2 2 (q). For qӷ1/R g , we know from numerical calculations that the relative dispersion of scattered light, given by Eq. ͑12͒, is very close to unity ͓8͔. As follows from Eq. ͑12͒, this means that 4 (q)ϭ2 2 2 (q) for qӷ1/R g . We can write 4 in the form 4 ͑ q,N ͒ϭ͑ qR q ,N͒ 2 2 ͑q,N͒, ͑75͒
where (0,N)ϭ1, (ϱ,N)ϭ2, and (x,N) is a monotonously increasing function of x with a finite first derivative. It follows from formula ͑22͒ that the first two terms of the Taylor expansion of (x,N) near xϭ0 have the form (x,N)Ϸ1ϩc(N)x 4 . The basic assumption of this section is that there exists a region of x, 0ϽxϽx c , where (x,N) is close to unity ͑say, ͉(x)Ϫ1͉Ͻ␦, where ␦ is a predetermined small constant͒ for any N, where the right bound of this region, x c , does not depend on N. This is always true if there is no multiscaling, since both 2 and 4 are functions of qR g only in this case, and (x,N) does not depend on N.
Now we can use the definition of 4 , Eq. ͑10͒, and make the inverse Fourier transformation to obtain an expression for p 4 (r):
Next, we substitute expression ͑5͒ for 2 to Eq. ͑76͒ to obtain a closed expression for p 4 (r) in terms of p 2 (r) and (x,N):
If (x,N)ϭ1, the integral over q can be taken, and we return to expression ͑68͒. If (x,N) is a general function with the properties specified above, integrals ͑77͒ and ͑68͒ are not identical. However, it is easy to show that the small-r asymptote of the right-hand part of Eq. ͑77͒ coincides with Eq. ͑72͒. The mathematical arguments here are quite similar to those used in Sec. IV A. Since the asymptotic behavior of p 4 at small r is determined by large values of rЈ and rЉ, the integral over q in Eq. ͑77͒ would converge while Ϸ1. According to the assumption made above, a finite region where Ϸ1 exists for any N. In this case the first two terms of expansion of p 4 near rϭ0 do not depend on the form of (x,N), and coincide with those in the ASI. But the higher corrections to p 4 (r) differ, of course, from those in the ASI.
V. NUMERICAL PROCEDURES
A. Simulation of fractal cluster aggregation
We have implemented the CCA algorithm on a simple cubic lattice with periodic boundary conditions. We have built 40 random clusters for each value of the number of particles in a cluster N, except for Nϭ20 000, when we have built only 20 clusters. The size of the lattice L varied depending on N. The following values of L were selected: Lϭ200 for Nϭ5000, Lϭ260 for Nϭ7500, Lϭ300 for Nϭ10 000, Lϭ310 for Nϭ12 500, Lϭ340 for Nϭ15 000, and Lϭ350 for Nϭ20 000. This ensured that the density of monomers was sufficiently low (3.7ϫ10 Ϫ4 for Nϭ10 000), and that the cluster size was smaller than the size of the lattice. For example, the rms distance between two particles in clusters with Nϭ10 000 was 99.4 ͑lattice units͒, which is substantially less than the corresponding lattice size. This was true also for the largest clusters with Nϭ20 000, with the rms distance between particles equal to 141.7. However, we should note that due to computational limitations, L was not proportionally large for Nϭ20 000 in comparison with other N. Comparing to Nϭ10 000 ͑with Lϭ300), we could have expected that LϷ300ͱ2Ϸ424 for Nϭ20 000.
During the aggregation, each subcluster was moved with equal probability ͑independently of its size͒, and no rotations were allowed. Our simulations showed that clusters of all sizes collided during the aggregation. At approximately half of the full aggregation time, a main subcluster was formed, which accounted for about half of all aggregating mass, while the rest of the particles were aggregated in subclusters of widely varying sizes, including single nonaggregated monomers. Closer to the end of aggregation, one large subcluster and a number of small subclusters were left. This aggregation pattern suggests that the hierarchical model ͓9,13͔, which allows only clusters of the same size to collide, is, in principle, different from the ''pure'' aggregation algorithm. A two-dimensional projection of a typical cluster with Nϭ15 000 is shown in Fig. 1. 
B. Numerical calculation of correlation functions
For finite lattice clusters, both p 2 and p 4 are, strictly speaking, highly singular functions. However, if the correlation function is used for calculation of some average values
and the function F(r) changes slowly enough, we can replace the exact function p m by some ''smoothed'' function according to
Below, we will use the notation p m for the smoothed function.
The natural choice for the constant ␦ in Eq. ͑79͒ is the lattice unit. If we choose ␦ to be less than the lattice unit, the resultant function p m fluctuates strongly at small distances, and if we choose ␦ to be larger than the lattice unit, we lose precision at large distances.
We have set the lattice unit and the value of ␦ to be equal to unity. We calculated the function p 2 (r) for integer values of r beginning with rϭ1 ͓p 2 (0)ϭ0 by definition͔ by enumeration of all possible pairs of particles in each cluster. For calculation of p 4 (r), it was computationally impossible to enumerate all possible combinations of indices i, j, k, and l, since the number of such combinations is proportional to N 4 . Instead, we picked a fixed number of index combinations at random. To ensure statistical reliability of calculations, the number of random combinations was set to 2ϫ10 8 for each cluster, irrespective of N. However, this number is still much smaller than the number of all possible combinations, even in the smallest clusters with Nϭ5000.
Even after smoothing according to Eq. ͑79͒, the correlation functions of a lattice cluster possess some random irregularities, which are more pronounced at small distances and may seem to be random but are, in essence, artifacts of the lattice on which the cluster was built. The origin of these irregularities is that the density of sites of the lattice itself ͑measured at a certain distance from the origin and averaged over angles͒ has certain fluctuations which disappear at large distances, where the discrete structure of the lattice is no longer of importance. To eliminate these irregularities in the correlation function, we suggest using the following procedure: First, we define the density of lattice sites (r) as
where the variable r takes integer values beginning from rϭ1, and ⌬N latt (r) is the number of lattice sites which lie in the spherical shell rϪ1/2ϽrЈϽrϩ1/2 with the center at the origin. Evidently, this function becomes close to unity as r grows, but for small r it can significantly differ from unity ͑see Fig. 2͒ . Then we define the corrected correlation function as
Since (r) looks much like a statistical noise and is unity on average ͑see Fig. 2͒ , we can assume that ͐ 0 ϱ m dr ϭ͐ 0 ϱ p m (r)dr, which means that normalization is conserved by procedure ͑82͒. In Fig. 3 we compare the original function p 2 (r) and the modified function 2 (r) for an ensemble of 40 clusters with Nϭ10 000.
VI. NUMERICAL CALCULATIONS: TWO-POINT CORRELATION FUNCTION
A. Small-r asymptote and fractal dimension
The small-r asymptote of p 2 (r,N) is illustrated in Fig. 4 , where the lattice-corrected function 2 (r,N) is plotted for different values of N. We also show the theoretical asymptote ͑13͒ in this figure. The numerical values of constants a and D 1 were found from the linear regression. Table I shows the results for a and D 1 for different values of N. In the third column of the table, we specify the range of r where the linear regression was used. This range was determined for each N from the condition that a double-log plot of the function 2 (r,N) demonstrates no visually apparent deviation from a straight line, apart from random fluctuations. For this purpose, a plot was made in a square frame for each N, starting from the minimum value of r and ending with the maximum value, and the vertical range of the plot was chosen from the condition that the line started in the lower left corner of the frame and ended in the upper right corner ͑these graphs are not shown͒. This method of selecting a range for r is, of course, not precise, since it relies on visual interpretation. For example, the ranges for Nϭ10 000 and 
FIG. 2. Lattice density function (r).
15 000 appeared to be the same. However, for larger values of N it was possible to choose a range for r with stronger confidence.
The statistical errors shown in Table I are at the level of one standard deviation. These errors represent only the uncertainties associated with the linear regression procedure; they do not reflect any errors associated with the fact that the number of clusters was finite. However, we believe that the latter factor is insignificant, since the small-r asymptote was reproduced with a very high precision for different ensembles of clusters. Now we return to the discussion of numerical results demonstrated in Fig. 4 and Table I . First, we see that the universal asymptote ͑13͒ describes the behavior of p 2 (r,N) with high precision when rӶR g . This precision is even more apparent if we consider a figure analogous to Fig. 4 , but showing Np 2 (r,N) instead of N 2 (r,N) and with a strong magnification of the region rϽ20 ͑not shown͒. In such a figure, we would see that the points Np 2 (r,N) for rϭconst, and different values of N coincide with a precision which by far exceeds the random-lattice-related fluctuations.
On the other hand, the data of Table I suggest that there is a weak but systematic dependence of the constants a and D 1 on N. This fact contradicts, in principle, the idea of a universal small-r asymptote. However, it has a simple explanation: If N is not large enough, the interval of r, in which the universal asymptote is valid shrinks. Though we tried to use values of r which are much smaller than R g in our calculations, we did not know how strong this inequality should be in practice. Due to computational limitations, we were not able to make this inequality as strong, for example, as two orders of magnitude. The radius of gyration was only ϳ50 for Nϭ5000 and ϳ100 for Nϭ20 000. On the other hand, it is possible that if N is not large enough, and the strong inequality 1ӶrӶR g is not achievable, the interval where the universal asymptote is valid shrinks to a point. This would mean that the function N 2 (r,N) plotted in a double-log scale as a function of r would always deviate from a straight line, curving toward the lower right corner of the frame, though this tendency might not be visible to the eye.
We believe that the best values of a and D 1 are those for Nϭ15 000. The data for Nϭ20 000 cannot be so precise, because, due to computational limitations, we were not able to make the lattice size L appropriately large ͑it should have been larger than 400, but we were able to use Lϭ350). In addition, the data for Nϭ15 000 have the best precision. The values of a and D 1 found from the linear regression of (r,Nϭ15 000) were used for the theoretical line shown in Fig. 4 . Below, we will adopt the numerical values aϭ3.9 and D 1 ϭ1.8. Another result which can be seen from Table I is that the use of the lattice-modified function 2 (r,N) allows us to increase the precision of linear regression coefficients, especially for smaller values of N.
Now we turn to the dependence R g (N) and to determining the constants R 0 and D 2 ͑see Fig. 5͒ . We have found that R 0 ϭ0.61Ϯ0.08 and D 2 ϭ1.94Ϯ0.06. Again, the errors are shown at the level of one standard deviation. We see that the difference between D 1 and D 2 is more than two standard deviations of D 2 ͑the uncertainty of D 1 is too small to be considered͒. This is strong evidence in favor of multiscaling. Now we can calculate the value of the important constant aR 0 D 1 :
B. Cutoff functions for p 2
First, we consider the GE and OS cutoff functions. We start the discussion from the nonmultiscaling perspective. As   FIG. 3 . Comparison of the original p 2 (r) and corrected 2 (r) correlation functions for Nϭ10 000. Ϸ36 000. As a result, in the case of multiscaling, the conditions for the OS and GE models are fulfilled for the values of N studied in this paper ͑from 5000 to 20 000͒.
The GE and OS cutoff functions for Nϭ15 000 are shown in Fig. 6 . First, we discuss the GE curve. The values of ␣ and ␤ found from the numerical solution to Eqs. ͑53͒ and ͑54͒ are equal to 0.273 and 2.489, respectively. It is interesting to note that the values of ␣ and ␤ obtained from the best fit to the experimental curve ͑minimizing 2 ), which is depicted in Fig. 6 by circles, came out very close to the above numbers: 0.276Ϯ0.002 and 2.49Ϯ0.01, respectively. In principle, the conditions of minimizing 2 and preserving the second moment of the distribution ͓Eqs. ͑53͒ and ͑54͒͒ are different in their nature, and should not lead necessarily to the same results. In our case, it turned out that the solution to Eqs. ͑53͒ and ͑54͒ provides at the same time the best fit to the experimental cutoff curve within the framework of the twoparameter GE cutoff model. Theoretically, the GE cutoff functions with D 1 ϽD 2 violate the irreversibility principle. More specifically, inequality ͑55͒ is violated for all values of r larger than some critical value. But in practice, such a violation happens for extremely large values of r. This is illustrated in Fig. 8 , where we plot both sides of inequality ͑55͒ as functions of r, with N 1 ϭ15 000 and N 2 ϭ5000. The intersection of the curves occurs at rϭ͓␣ (N 2 
Given the above numerical values of N 1 , N 2 , ␣, and ␤, the critical value of r becomes equal to ϳ2.3ϫ10 4 , which is more than two orders of magnitude larger than the gyration radius for N 1 ϭ15 000. Evidently, the experimental function p 2 (r) is exactly equal to zero for such a large r, and the GE cutoff function is negligibly small. As a result, the irreversibility principle is satisfied by the GE cutoff for all physically reasonable values of r.
Now we turn to the OS cutoff. The values of parameters x 1 and x 2 found from the numerical solution to Eqs. ͑39͒ and ͑40͒ are equal to 3.032 and 0.825, respectively, for the upper branch (x 2 Ͼ0) and 6.831 and Ϫ2.103 for the lower branch (x 2 Ͻ0). First, as seen in Fig. 6 , the lower branch ͑with x 2 Ͻ0) provides a very poor fit to the experimental curve. Therefore, we will not discuss the lower branch here. The upper branch provides a fair fit, but not as good as the GE model. The constants x 1 and x 2 found from the best fit to the experimental curve are 2.81Ϯ0.02 and 0.61Ϯ0.02, respectively, which are close to the corresponding values shown above ͑but not as close as we had it for the parameters ␣ and ␤ in the GE model͒. The difference between the two OS cutoff functions ͓one with constants found from the solution to Eqs. ͑39͒ and ͑40͒, and the other with constants found from the best fit͔ is shown in Fig. 9 . We see that the second set of constants provides a better fit to the experimental curve for xϽ2; however, using these constants would result in a wrong value of R g .
If one is not interested in the small-q asymptote of the optical form factor 2 (q), Eq. ͑5͒, it can be appropriate to use the OS cutoff with the constants x 1 and x 2 found from the best fit. The advantage of using the OS cutoff function is that it allows us to take integral ͑5͒ in terms of elementary functions.
As shown in Sec. III B 3, selection of the upper branch of the solution for x 1 (N) can lead to violation of the irreversibility principle for sufficiently large N, if D 2 Ϫ1ϽD 1 ϽD 2 . Though D 1 actually lies in this interval, the values of N used in this paper are not large enough for the violation to take place. To illustrate this, we plotted the density functions Np 2 (r,N) for different values of N, using the OS cutoff with the parameters x 1 and x 2 found both from Eqs. ͑39͒ and ͑40͒ and from the best fit. We see that the irreversibility principle is not violated in both cases. We also show corresponding numerical curves in Fig. 10 , which allows one to visualize the quality of fit of the actual correlation functions ͑rather than the cutoff functions͒ in the OS model. From comparing the curves in Fig. 10 , a conclusion can be made that the quality of fit increases with N.
Analogous data for the GE model are shown in Fig. 11 . In this figure, we do not show the curves with parameters determined from the best fit, since they are practically indistinguishable from the curves with parameters found from solution to Eqs. ͑53͒ and ͑54͒. In general, we can state that the quality of fit is much better in the GE model. This fact supports the experimental data of ͓4,19͔, where the cutoff function was found to be close to Gaussian (␤ϭ2). For example, the value of ␤ found in this paper was Ϸ2.2 for Nϭ5000.
Finally, we briefly discuss the CFD model. It was shown in Sec. III B 4 that this model is incompatible with the irreversibility principle if D 1 ϽD 2 . However, the question of how large the value of r/R g should be for the violation of the ireversibility principle to take place is open. As we saw for the example of the GE cutoff, this violation can happen for very large values of r/R g , which is not an essential drawback of the model.
Technically, we can calculate the function D(x) using ensembles of clusters with different N by considering the function p 2 ͓r,N(r)͔, where N(r) is determined from r/R g (N)ϭxϭconst. If this function, plotted on a double-log scale, looks like a straight line, we can conclude that the CFD model is correct. A mathematical measure of deviation of a curve from a straight line is the uncertainty of linear regression coefficients. If this uncertainty is comparable to the coefficients themselves, the curve cannot be considered as a straight line. In Fig. 12 we show the function D(x), calculated as a coefficient of linear regression, together with its uncertainty. Though it is difficult to make a definitive conclusion, the uncertainties of D(x) are fairly high, at the level of 10% on average. For comparison, we would obtain this level of uncertainty, if we try to approximate the function y(x)ϭx 2 by a linear function in the interval x͓0,10͔.
VII. NUMERICAL CALCULATIONS: FOUR-POINT CORRELATION FUNCTION
The small-r behavior of p 4 (r,N) is illustrated in Fig. 13 . In this figure we plotted numerical curves 4 (r,N) for different N along with the theoretical asymptotes ͑72͒. The coefficients c 1 and c 2 , defined by Eqs. ͑72͒, were found from the best fit and are shown in Table II . To obtain the data of Table II , the interval of r was selected as follows: First, an arbitrary interval was taken, starting at rϭ1 and ending approximately near the maximum of p 4 (r). Then the coefficients c 1 and c 2 were calculated by minimizing 2 in this interval. Next, the right bound of the interval was decreased gradually, with the values of c 1 and c 2 calculated at each step, until they became constants ͑in-dependent of the right bound͒ within the precision of calculation. It can be seen from Fig. 13 that the theoretical asymptote ͑72͒ is reproduced with great precision. We emphasize that both terms in ͑72͒ are important for a good fit. However, the relative significance of the second term decreases with N. We can also conclude that N 2 p 4 (r,N) is not a universal function ͑i.e., independent of N) when rӶR g , as is Np 2 (r,N). Instead, there exists a universal limit: lim r/R g →0 lim N→ϱ N 2 p 4 (r,N)ϭc 1 r 2 /(2D 1 Ϫ3). The condition N→ϱ is rather strong, as seen from the numerical results. We can see from Fig. 13 that the curves for Nϭ15 000 and 20 000 are still distinguishable. The weak dependence of the coefficients c 1 and c 2 on N can be viewed as a result of multiscaling. However, it is important to emphasize that the dependence of c 1 and c 2 on N is very weak in Table II . We expect this dependence to be much stronger for any expansion in terms of r/R g other than Eq. ͑72͒.
In order to obtain a better fit of p 4 for larger values of r and, in particular, in the area where rϳR g , one can generalize Eq. ͑73͒ and approximate p 4 (r,N) by sums of the form
where c 0 ϭ1 and c k are coefficients different from the coefficients c 1 and c 2 used in Table II above. We emphasize that this particular expansion of p 4 is anticipated to have universal ͑independent of N) coefficients c k , apart from a possible weak multiscaling dependence, as demonstrated in Table I for c 1 and c 2 . Any expansion of p 4 in terms of other powers of r/R g would have coefficients which depend strongly on N and, therefore, are not useful in practice. Also, expansion ͑84͒ is, in principle, different from the Taylor expansion, since the first derivative of the ratio of its first two terms is infinite. As a result, an integer power polynomial in r/R g will not provide a good fit to p 4 . For the same reason, we cannot represent p 4 as a simple power function with a cutoff. An example of function S n , Eq. ͑84͒ with nϭ10 is shown in Fig. 14. The coefficients c 1 , . . . ,c 10 were found from the best fit. Practically, the best-fit algorithm was performed as follows: We calculated four coefficients at a time. The first two of them were known from Table II. The next four coefficients were calculated in the interval of r ͓0,120͔ by minimizing 2 . Then the values of coefficients c 1 , . . . ,c 6 were considered to be fixed, and we calculated the remaining coefficients in the same interval of r. Figure 14 demonstrates an excellent fit up to rϭ160. Higher n can be used if it is desirable to fit p 4 at larger values of r.
Though it is tempting to use a GE function for p 4 , e.g., FIG. 13 . Small-r asymptote of p 4 (r,N). Numerical data are compared to the theoretical formula ͑72͒. the coefficients c k calculated using the best fit do not support this choice. The above function has only one adjustable parameter. Unlike the GE functions studied in Secs. III A 2 and III B 2, function ͑85͒ has a fixed power of r/R g in the exponent.
VIII. SUMMARY AND DISCUSSION
The correlation functions p 2 and p 4 studied in this paper are important for an interpretation of scattering experiments when the geometry of scattering objects is similar to that of cluster-cluster aggregates, and the first Born approximation can be used. In particular, the two-point correlation function p 2 defines the angular dependence of the average scattering intensity according to Eqs. ͑3͒-͑5͒. In order to describe fluctuations of the scattered intensity, one needs to employ, in addition, the four-point correlation function p 4 ͓see formulas ͑8͒, ͑10͒, and ͑11͔͒. The optical form factors 2 and 4 defined by Eqs. ͑4͒ and ͑10͒ are experimentally measurable. It is important that the correlation functions, which carry information about the geometry of scattering objects, can always be calculated by the Fourier transformation if the form factors are known ͑this constitutes the solution to the so-called inverse problem͒. On the other hand, if the correlation functions are known from some other type of experiments, or from numerical simulations, one can predict the results of scattering experiments ͑the direct problem͒ by evaluating integrals ͑5͒ and ͑10͒.
We start the summary of our results from the two-point correlation function. The following results were obtained in our numerical calculations:
͑i͒ The cluster-cluster aggregates ͑CCA's͒ demonstrate a pronounced multiscaling in the two-point correlation function with D 1 ϽD 2 .
͑ii͒ The generalized exponential ͑GE͒ cutoff function describes the numerical two-point correlation function better than the other models considered in this paper.
͑iii͒ Nevertheless, the overlapping sphere ͑OS͒ cutoff can be used in some instances, if it is desirable to obtain a closed expression for the optical form factor 2 (q) in terms of elementary functions.
Though the GE cutoff provides an excellent fit for Nϳ10 4 , it may not work for larger N. We estimated that the critical value of N is 10 7 . This number is probably much larger than any practical value for clusters of nanoparticles, but cannot be so large for atomic and molecular clusters. Another drawback of the GE cutoff is that it does not allow one to calculate the optical form factor 2 (q), Eq. ͑5͒, in terms of elementary, or, at least, commonly used special functions. From the practical point of view, this is not really important, since numerical integration is always available. But in some instances, and especially if we want to extract some expression for 2 (q) in the intermediate region of q, an analytical expression may be desirable. In this case the OS cutoff can be used.
Considering the four-point correlation function, we can conclude the following:
͑i͒ The theoretical small-r asymptote ͑72͒, though obtained from a wrong assumption, is confirmed by the numerical data with a high precision. ͑ii͒ The four-point correlation function is not described by a simple scaling behavior with a cutoff function, similar to Eqs. ͑23͒ and ͑47͒. Instead, it can be approximated by a sum of noninteger powers of r/R g of the form Eq. ͑84͒. As a result, p 4 , unlike p 2 , does not have a universal (N independent͒ small-r asymptote ͑compare Figs. 4 for p 2 and 13 for p 4 ).
͑iii͒ The four-point correlation function can be approximated with high precision by sum ͑84͒ up to some maximum value of r; this value of r grows with the number of terms in Eq. ͑84͒, n; for sufficiently large n, the complete function p 4 (r,N) can be approximated. The coefficients of this expansion are expected to be universal (N independent͒, apart from a possible weak multiscaling dependence. This was confirmed numerically for the first two coefficients ͑see Table II͒ .
It should be noted that for the practical purposes ͓calcu-lation of the form factor 4 (r)͔ integration according to Eq. ͑10͒ should be carried out only up to the maximum point of r for which the approximation works. It is clear that an integral, Eq. ͑10͒, of each individual term in Eq. ͑84͒ diverges at the upper limit.
Though expansion ͑84͒ proved to be useful, we cannot rule out other possible functional forms for p 4 . In particular, we can consider a model where p 4 is given by a formula similar to Eq. ͑72͒ ͓or Eq. ͑74͒ in the case of multiscaling͔ where each term is multiplied by its own cutoff function, which is expandable in the Taylors series, while the sum of the two terms is not. Another possibility is to assume that the first two terms of the expansion of p 4 coincide with Eq. ͑72͒ or ͑74͒, but the higher terms contain only integer powers of r. At last, our numerical data were insufficient for quantitative verification of multiscaling behavior of the coefficients c k in expansion ͑84͒. An evident example of a function g 2 (x,N) which depends explicitly on N, but satisfies at the same time Eqs. ͑A1͒ and ͑A2͒ for any N, is a function with three adjustable parameters. Let one of the adjustable parameters be an arbitrary function of N. Then the other two parameters can be found
