Quantitative structure-activity relationship (QSAR) analysis for recently synthesized 3,4-dihydropyrimidin-2(1H)-one urea derivatives of N-aryl urea derivatives was studied for their antifungal activity. The statistically significant 2D-QSAR models (r 2 = 0.9759; q 2 = 0.9314; F test =72.73; r 2 se =5.1472; q 2 se =8.6750; pred_r 2 =-0.03094; pred_r 2 se = 40.9144 were developed using molecular design suite (VLifeMDS 4.3.1) The study was performed with 23 compounds (data set) using sphere exclusion (SE) algorithm, random selection and manual selection methods used for the division of the data set into training and test set. Multiple linear regression [MLR] methodology with stepwise (SW) forward-backward variable selection method was used for building the QSAR models. The results of the 2D-QSAR models were further compared with 3D-QSAR models generated by kNN-MFA, (kNearest Neighbor Molecular Field Analysis) investigating the substitutional requirements for the favorable antifungal activity against candida albicans and providing useful information in the characterization and differentiation of their binding sites. The results derived may be useful in further designing novel 3,4-dihydropyrimidin-2(1H)-one urea derivatives of N-aryl urea derivatives prior to synthesis.
Introduction
3, 4 -dihydropyrimidin -2 (1H) -one urea derivatives are known to possess simple structure with wide variety of pharmacological activities such as anti-inflammatory, antifungal, antibacterial, calcium channels blockers, antioxidant, anticancer etc. [1] [2] [3] [4] [5] Biological importance of heterocyclic derivatives of Naryl ureas have been reported in the literature. Compounds 1-23 were evaluated for in vitro anti-inflammatory, antibacterial and antifungal activity against various Gram-positive, Gramnegative bacteria and fungal strains using agar well diffusion method.
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The compounds 3 and 4 bearing F, Cl group at 2-position are most potent followed by compounds 5, 6, 22 and 23 bearing CF 3 , OCF 3 and OCH 3 at 2-or 4-position. Thus, compounds bearing substituent such as CF 3 , OCF 3 and OCH 3 at 2-or 4-position of the terminal benzene ring of urea part found to have higher potency than the compounds bearing such a groups at 3-or 5 positions or at both. Explicitly, 2-or 4-position is the favourable site for high antibacterial activity. The high potency of 3, 4, 22, and 23 may be attributed to the presence of lipophilic or Hbond acceptor type group"s placement such as F, Cl, CF 3 , OCF 3 and OCH 3 at 2-or 4-positions. This is further supported by the fact that the presence of nonpolar lipophilic groups such as isopropyl, n-butyl etc. at 4-position, compounds 20 and 21, respectively, has no major effect on the activity. Rest of the compounds bearing substituent such as F, Cl, CF 3 , OCF 3 , OCH 3 and OPh at position 3 or 4 or both showed moderate or no activity with respect to standard drug against the test strains. No activity was observed in case of compounds 16-19 up to concentration of 200 lg/mL against some bacteria and fungi. Position 2 and 4 of terminal benzene ring is favorable site for high activity. The compounds 3 and 4 found to be 2.5-fold more potent than the standard drug Miconazole, while 22 and 23 exhibited comparable antifungal activity. Similar to the antibacterial activity trend, nonpolar lipophilic groups such as isopropyl or n-butyl at 4-position, compounds 20 and 21, respectively, has no major effect on the antifungal activity also [6] Traditional Computer-assisted Quantitative StructureActivity Relationship (QSAR) studies pioneered by C. Hansch et al.1962 [7] have been proved to be one of the useful approaches for accelerating the drug design process [8] which helps to correlate the bioactivity of compounds with structural descriptors [9] . To gain further insights into the structure-activity relationships of these derivatives and understand the mechanism of their substitutional specificity, we have performed 2D and 3D-QSAR on 3,4-dihydropyrimidin-2(1H)-one urea derivatives of N-aryl urea by using multiple linear regression methodology (MLR ) and k-Nearest Neighbor Molecular Field Analysis (kNN MFA), respectively. The significance of the QSAR models was evaluated using cross-validation tests, randomization tests and external test set prediction. The robust 2D/3D-models may be useful in further designing new candidates as potential antifungal agents prior to synthesis. Data  set  of  23 compounds3,4-dihydropyrimidin-2(1H)-one urea derivatives (Table 1) collected from published literature [10] were taken for the present QSAR study. The antifungal activity data of compounds were converted into log p values (MIC values µg/mL) to get the linear relationship in equation.
Materials and Methods

Selection of molecules
Molecules were rationally divided into the training set and test set based on the suggestions given by Alexander Tropsha et al. [11] .
Molecular modeling
All computational experiments were performed using on LENOVO computer having genuine Intel Pentium Dual Core Processor and Windows XP operating system using the software Molecular Design Suite (VlifeMDS 4.3.1).
[12] Structures were drawn using the 2D draw application and converted to 3D structures and subjected to an energy minimization and geometry optimization using Merck Molecular Force Field, force field and charges followed by Austin Model-1 with 10000 as maximum number of cycles, 0.01 as convergence criteria (root mean square gradient) and 1.0 as constant (medium"s dielectric constant which is 1 for in vacuo) in dielectric properties. The default values of 30.0 and 10.0 Kcal/mol were used for electrostatic and steric energy cut off. and Polar surface area. More than 200 alignment independent descriptors were also calculated using the following attributes. A few examples are T_2_O_7, T_N_N_5, T_2_2_6, T_C_O_1, T_O_Cl_5 etc. The invariable descriptors (the descriptors that are constant for all the molecules) were removed, as they do not contribute to QSAR.
Generation of training and test sets:
In order to evaluate the QSAR model, data set was divided into training and test set using sphere exclusion, random selection and manual selection method. Training set is used to develop the QSAR model for which biological activity data are known. Test set is used to challenge the QSAR model developed based on the training set to assess the predictive power of the model which is not included in model generation. Sphere Exclusion method: In this method initially data set were divided into training and test set using sphere exclusion method. In this method dissimilarity value provides an idea to handle training and test set size. It needs to be adjusted by trial and error until a desired division of training and test set is achieved. Increase in dissimilarity value results in increase in number of molecules in the test set. Random Selection Method: In order to construct and validate the QSAR models, both internally and externally, the data sets were divided into training [90%-60% (90%, 85%, 80%, 75%, 70%, 65% and 60%) of total data set] and test sets [10%-40% (10%, 15%, 20%, 30%, 35% and 40%) of total data set] in a random manner. 10 trials were run in each case. Manual data selection method: Data set is divided manually into training and test sets on the basis of the result obtained in sphere exclusion method and random selection method.
Generation of 2D-QSAR models:
Two dimensional quantitative structure activity relationship (2D QSAR) studies by means of multiple linear regression (MLR) method was performed on a series of 3,4-dihydropyrimidin-2-(1H)One urea derivatives as antifungal agents using software QSAR pro (VLife Science).MLR is a method used for modeling linear relationship between a dependent variable Y (Activity) and independent variable X (2D/3D descriptors). MLR is based on least squares. The model is fit such that sum-ofsquares of differences of observed and a predicted value is minimized. MLR Conventional correlation methods try to generate linear relationship with the activity, whereas, kNN is inherently non-linear method and is better able to explain activity trends. The kNN-MFA technique is a conceptually simple approach to pattern recognition problems. In this method, an unknown pattern is classified according to the majority of the class memberships of its k nearest neighbors in the training set. The nearness is measured by an appropriate distance metric (e.g. a molecular similarity measure, calculated using field interactions of molecular structures). The standard kNN method is implemented simply as follows: (i) calculate distances between an unknown object (u) and all the objects in the training set; (ii) select k objects from the training set most similar to object u, according to the calculated distances, (iii) classify object u with the group to which a majority of the k objects belong. An optimal k value is selected by the optimization through the classification of a test set of samples or by the leave-one out cross-validation. The variables and optimal k values are chosen using different variable selection methods as described below. kNN-MFA with Simulated Annealing Simulated Annealing (SA) is another stochastic method for function optimization employed in QSAR. Simulated annealing (SA) is the simulation of a physical process, "annealing", which involves heating the system to a high temperature and then gradually cooling it down to a preset temperature (e.g., room temperature). During this process, the system samples possible configurations distributed according to the Boltzmann distribution so that at equilibrium, low energy states are the most populated. kNN-MFA with Stepwise (SW) Variable Selection This method employs a stepwise variable selection procedure combined with kNN to optimize the number of nearest neighbors (k) and the selection of variables from the original pool as described in simulated annealing. kNN-MFA with Genetic Algorithm Genetic algorithms (GA) first described by Holland mimic natural evolution by modeling a dynamic population of solutions. The members of the population, referred to as chromosomes, encode the selected features. The encoding usually takes form of bit strings with bits corresponding to selected features set and others cleared. Each chromosome leads to a model built using the encoded features. By using the training data, the error of the model is quantified and serves as a fitness function. During the course of evolution, the chromosomes are subjected to crossover and mutation.
By allowing survival and reproduction of the fittest chromosomes, the algorithm effectively minimizes the error function in subsequent generations.
Creation of interaction energies
Methyl probe with charge 1 and energy cut-off for electrostatic 10 Kcal/mol and for steric 30 Kcal/mol, dielectric constant 1 and charge type Gasteiger-marsili were used to calculate steric and electrostatic fields. The fields were computed at each lattice intersection of a regularly spaced grid of 2.0 A° within defined three-dimensional region.
Generation of training and test sets
In order to evaluate the QSAR model, data set was divided into training and test set using sphere exclusion, random selection and Manual selection method. Training set is used to develop the QSAR model for which biological activity data are known. Test set is used to challenge the QSAR model developed based on the training set to assess the predictive power of the model which is not included in model generation.
Results and Discussion
D-QSAR models
Different sets of 2D-QSAR models were generated using the MLR analysis in conjunction with stepwise forward-backward variable selection method. Different training and test set were constructed using sphere exclusion, random and manual selection method. Training and test set were selected if they follow the unicolumn statistics, i.e. maximum of the test is less than maximum of training set and minimum of the test set is greater than of training set, which is prerequisite for further QSAR analysis. This result shows that the test is interpolative i.e., derived from the min-max range of training set. The mean and standard deviation of the training and test set provides insight to the relative difference of mean and point density distribution of the two sets. The statistical significant 2D-QSARmodels for column "log p activity distribution. , on the antifungal activity indicated that higher value leads to better antifungal activity whereas lower value leads to decrease antifungal activity. Contribution chart for model is represented in Figure 2 reveals that the descriptors H-Acceptor / Saas Count, T_T_O_6, contributing 40.07 %, 25.26 % respectively. Three more descriptors T_T_0_5 and T_N_F_6 and T_2_T_3 are contributing inversely 23.65 %, 9.79 %, and 2.56% respectively to biological activity. Data fitness plot for 2D-QSAR model is shown in Figure 3 . The plot of observed vs predicted activity provides an idea about how well the model was trained and how well it predicts the activity of external test set. Figure 4 .the2D-QSAR model is able to predict the activity of training set quite well as well as external test set, providing confidence of model. Results of the observed and predicted antifungal activity are shown in Table 4 . Fig. 4 . Graph between actual and predicted biological activity of test and training set for 2D-QSAR model.
Training set
Test set
3D-QSAR model
kNN-MFA samples the steric and electrostatic fields surrounding a set of ligands and constructs 3D-QSAR models by correlating these 3D fields with the corresponding biological activities. The statistical significant results for 3D-QSAR models are given in Table 3 . The selection of the best model is based on the values of q 2 (internal predictive ability of the model) and that ofpred_r 2 (the ability of the model to predict the activity of external test set). Table 4 represents the predicted antifungal activity by the model 3D-QSAR for training and test set. The data fitness plot for model 3D-QSAR is shown in Figure 5 . The plot of observed vs. predicted activity provides an idea about how well the model was trained and how well it predicts the activity of the external test set. 
3D-QSAR
Conclusion
Statistically significant 2D/3D-QSAR models were generated with the purpose of deriving structural requirements for the antifungal activities of some novel 3,4-dihydropyrimidin-2(1H)-one urea derivatives of N-aryl urea against candida albicans. The validation of 2D-QSAR models was done by the crossvalidation test, randomization tests and external test set prediction. The best 2D-QSAR models indicate that the descriptors of H-Acceptor Count, T_T_O_5, T_T_O_6, and T_2_N_6 influenced the antifungal activity. kNN-MFA investigated the substitutional requirements for the receptor-drug interaction and constructed the best 3D-QSAR models by PLSR method, providing useful information in characterization and differentiation of their binding sites. In conclusion, the information provided by the robust 2D/3D-QSAR models use for the design of new molecules and hence, this method is expected to provide a good alternative for the drug design. Table 4 . Actual and predicted activities for 23 compounds based on the best 2D/3D-QSAR models.
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