Metastasis is the cause of over 90% of cancer-related deaths. Cancer cells undergoing metastasis can switch dynamically between different phenotypes, enabling them to adapt to harsh challenges such as overcoming anoikis and evading immune response. This ability, known as phenotypic plasticity, is crucial for the survival of cancer cells during metastasis, as well as acquiring therapy resistance. Various biochemical networks have been identified to contribute to phenotypic plasticity, but how plasticity emerges from the dynamics of these networks remains elusive. Here, we investigated the dynamics of various regulatory networks implicated in Epithelial-Mesenchymal Plasticity (EMP) − an important arm of phenotypic plasticity − through two different mathematical modelling frameworks: a discrete, parameter-independent framework (Boolean) and a continuous, parameter-agnostic modelling framework (RACIPE). Results from either framework in terms of phenotypic distributions obtained from a given EMP network are qualitatively similar and suggest that these networks are multi-stable and can give rise to phenotypic plasticity. Neither method requires specific kinetic parameters, thus our results emphasize that EMP can emerge through these networks over a wide range of parameter sets, elucidating the importance of network topology in enabling phenotypic plasticity. Furthermore, we show that the ability to exhibit phenotypic plasticity positively correlates with the number of positive feedback loops. These results pave a way towards an unorthodox network topology-based approach to identify crucial links in a given EMP network that can reduce phenotypic plasticity and possibly inhibit metastasis -by reducing the number of positive feedback loops.
show that the phenotypic distributions that can be obtained through an EMP network depend 70 majorly on network topology but are largely independent of specific kinetic parameters for each link 71 in the network. We also pinpoint a set of network perturbations that can reduce EMP, and observe a 72 unifying theme amongst them: a reduced number of total positive feedback loops embedded within 73 an EMP network led to curtailed EMP. Therefore, our approach unravels the common operating 74 principles of various EMP regulatory networks and offers a systematic framework to identify network 75 perturbations to restrict EMP based on this network topology-based dynamical trait. Boolean frameworks lack kinetic parameters and treat a gene to be discretely ON (1) or OFF 79 (0), thus focusing on a coarse-grained view of how various interactions in a network can give rise 80 to the repertoire of dynamical behaviours [26] . RACIPE, on the other hand, generates an ensemble 81 of continuous mathematical models (sets of coupled ordinary differential equations) with randomly 82 chosen kinetic parameters for a given network topology and clusters the steady state solutions to 83 identify the robust dynamical features of a given network. In other words, while a Boolean framework 84 is parameter-independent, RACIPE can be thought of as a parameter-agnostic one. 85 Therefore, the similarity in dynamical traits of a network simulated via Boolean and RACIPE 86 frameworks can unravel the extent to which the network topology drives the network dynamics, 87 without much reliance on the specific choice of kinetic parameters. Across various EMP networks 88 and the perturbations made in those, we have compared the outputs of these two modeling frameworks 89 in terms of phenotypic distributions, and in ranking the effect of various perturbations in diminishing 90 EMP ( Fig 1A) . 91 We have investigated 6 different networks reported in EMP literature; these networks vary from 3 92 nodes to 8 nodes and 7 edges to 16 edges ( Fig 1B) . First, we calculated the phenotypic distributions 93 (i.e. stable steady state frequency distributions) obtained via RACIPE and Boolean models. To 94 facilitate the comparison of Boolean and RACIPE models, we have discretized the output of RACIPE 95 Figure 1 : Dynamical approaches to investigate EMP. A. Schematic of network analysis strategy. For a given EMP network, both the 'wild type'and perturbed networks are simulated via both RACIPE and Boolean. The steady state and phase frequency distributions thus obtained are further analysed to elucidate similarities between RACIPE and Boolean as well as identifying the factors underlying phenotypic plasticity. B. EMP networks analysed in the study.
(as described in 'Methods' section). First, we determined the sample size of parameter sets to be 96 chosen for RACIPE, and the number of initial conditions for Boolean models, using a quantitative 97 convergence analysis. N=10,000 was chosen as the optimal number of parameter sets for RACIPE, 98 and as the optimal number of initial conditions for Boolean analysis, based on observed standard 99 deviation in steady state distributions obtained from RACIPE and Boolean models (Fig 2A, S1A) . 100 For the miR-200/ZEB/ SNAIL/GRHL2 network (hereafter called as 'GRHL2 network'; 4 nodes, 101 7 edges), a maximum of 2 3 = 8 stable steady states are possible (value of each node = 0 or 1;
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SNAIL is an input to the circuit), in discretized RACIPE and Boolean framework. From Boolean 103 analysis, we obtained four stable states for this network across different numbers of initial conditions 104 chosen. Two out of these four states were more prominent − (ZEB=0, miR-200=1, GRHL2=1) and 105 (ZEB=1, miR-200=0, GRHL2=0) − than the others (Fig 2A, i) . These two states can be construed 106 6 as epithelial (high miR-200 and GRHL2, low ZEB) and mesenchymal (low miR-200 and GRHL2, 107 high ZEB) phenotypes as observed experimentally [27]; [28] . Discretized analysis of RACIPE results 108 also identifies the four stable steady states and with similar relative frequency as seen in the case of 109 Boolean model and 3 other states with relatively less frequencies (Fig 2A, ii) . Put together, these 110 results suggest that epithelial and mesenchymal phenotypes are the two most commonly expected 111 phenotypes from the dynamics of GRHL2 network. Quantitative convergence (QC) of the state frequency landscape for different number of initial conditions in Boolean analysis (i) and different number of parameter sets randomly sampled from the parameter space for RACIPE (ii) respectively. Error bars represent the mean SD of the corresponding frequencies obtained by n = 3 independent simulations. B. i) Demonstration of JSD between two given probability distributions; JSD ranges from 0 to 1. ii)-iv) activation (referred to as GRHL2wa) and with and without OVOL self-inhibition (OVOL and OVOLsi 118 respectively) ( Fig 1B) . In both Boolean and RACIPE, we observed that epithelial and mesenchymal 119 states were the highest frequency phenotypes across these 3 cases( Fig S1A, iii-iv).
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For the SNAIL/miR-200/ZEB/OCT4/miR-145 network (hereafter referred to as 'OCT4' network; Next, for each of these different EMP networks, we quantified the difference between the pheno-131 typic distributions obtained via RACIPE and Boolean models, using an information theory metric 132 known as the Jensen-Shannon Divergence (JSD). JSD measures the dissimilarity between two given 133 probability distributions and was calculated such that it varies between 0 and 1 (Lin, 1991); the 134 larger the JSD, the more dissimilar or further apart are the two frequency distributions ( Fig 2B,   135 i). JSD for Boolean vs. RACIPE solutions for the EMP networks modelled here varies between 0.05 136 to 0.27 ( Fig 2B; S1B; S1C), suggesting a good quantitative agreement between the two methods.
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Thus, these results indicate that the phenotypic distributions enabled by these EMP networks is a 138 feature of the underlying network topology rather than of specific kinetic parameters. (Table S1) , each of which will generate a new network topology. For every pertur-149 bation, we simulated the new network using both RACIPE and Boolean models and obtained the 150 two corresponding phenotypic distributions. For the 32 distributions (31 perturbed + 1 'wild-type') 151 obtained via Boolean models, we then calculated the JSD between every two phenotypic distributions 152 to identify perturbations that can drastically alter the phenotypic landscape. The network where the 153 link from ZEB to GRHL2 was changed from inhibtion to activation/excitation (ZEB-GRHL2 2-1 ) 154 had the highest JSD from all remaining 31 networks ( Fig 3A) . RACIPE models, in addition to 155 ZEB-GRHL2 2-1 identified another perturbation which stood out relative to others -the deletion of 156 the inhibitory link from ZEB to miR-200 (Zeb-miR200 2-0 ) ( Fig 3B) . Similar analysis for the NRF2 157 network using Boolean analysis identified two key perturbations while RACIPE analysis identified 158 two additional ones ( Fig S2A) . 159 Further, we compared JSD between perturbed and 'wild-type' networks, calculated via RACIPE Next, we investigated whether the perturbed networks which are farthest from the 'wild-type' 167 network (i.e., having the highest JSD) are the ones with reduced phenotypic plasticity as well.
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Phenotypic plasticity is the ability of cells to sample multiple phenotypes (stable steady states) 169 and to switch from one phenotype to another, spontaneously or under external factors. Here, we 170 define phenotypic plasticity in two different ways based on RACIPE output. For every randomly 171 chosen parameter set, RACIPE chooses 100 initial conditions and its output includes the possible 172 one or more stable steady states for a given parameter set, depending on initial conditions. For some 173 parameter sets, all chosen initial conditions converge to one stable state, while in others, multiple 174 steady states (multistability) may be allowed. Thus, plasticity score 1 (PS1) is defined as the fraction 175 of parameter sets that enable multistability ( Fig 4A) . The definition of plasticity score 2 (PS2) is Table S1 ). The change of ZEB-GRHL2 link from inhibition to activation (highlighted in red) has high JSD from all other perturbations and WT. B. Same as A, but for results via RACIPE. In addition to the one identified via Boolean analysis, this heatmap highlights another perturbed network where the inhibitory link from ZEB to miR-200 is broken. C. Scatter plots of JSD between the steady state distributions of a perturbed network from WT as obtained via RACIPE vs. as obtained via RACIPE. Each dot in a plot represents a perturbed topology for the EMP network mentioned -GRHL2 in i), OVOL in ii), OCT4 in iii) and NRF2 in iv). The strongest perturbation identified by both Boolean and RACIPE is highlighted by the arrow. Spearman correlation coefficients (ρ) are reported; ***: p < 0.001 more biology-centric. We first define the 'phenotype' of a given steady state based on the discretized 177 expression levels of canonical epithelial and mesenchymal markers -miR-200 and ZEB respectively.
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This allows identifying various phases (combinations of co-existing steady states), such as the co-179 existence of epithelial and mesenchymal states {E,M} for instance. PS2 is the fraction of parameter 180 sets which allow multiple phenotypic states, i.e. multistable phases ( Fig 4A) . For a given network, 181 we calculated PS1 and PS2 scores for the 'wild-type' and perturbed topologies; a comparison of 182 these two metrics revealed a strong positive correlation across all 6 networks ( Fig 4B, S3A) . The Further, we checked whether the topologies with the highest JSD from the 'wild-type' network led 186 to a decrease or an increase in PS2 scores. We did not observe any significant overlap of the network 187 topologies with the highest JSD vs. those with the highest or the lowest PS2 scores. This lack of 188 trend was seen across all six networks considered ( Fig 5A) . Further, a scatter plot between JSD 189 from the 'wild-type' network and fold-change in PS2 scores relative to the 'wild-type' was plotted.
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While some networks showed a negative correlation, others had no significant correlation between 191 these two metrics ( Fig 5B; S3B ) Similar results were obtained for analysis done using PS1 scores for 192 these perturbed networks ( Fig S3C) . Together, these observations suggest that JSD is not a good 193 predictor of phenotypic plasticity. GRHL2 to being excitatory (ZEB-GRHL2 2-1 ) disrupted the mutually inhibitory feedback loop be-203 tween ZEB and GRHL2 ( Fig 3A) . In the NRF2 network, converting the inhibitory link from ZEB to 204 E-cadherin to being excitatory (ZEB-Ecad 2-1 ) disrupted the mutually inhibitory loop between ZEB 205 and E-cadherin, and converting the inhibitory link from miR-200 to NRF2 to excitatory (miR200-206 NRF2 2-1 ) disrupted the overall positive feedback loop formed by miR-200, KEAP1, NRF2 and 207 SNAIL ( Fig S2A) . 208 Previous analysis for simpler two-node networks has shown that mutually inhibitory and mutually for all the perturbed networks for a given EMP network module. One-way ANOVA test suggests a statistically significant positive correlation between positive feedback loops and plasticity. C. Demonstration of network randomization (the in-degree and out-degree of each node is preserved; however, the number of inhibitory/excitatory nodes arriving at or emerging from a node are not necessarily conserved). D. Same as B, but for randomized network topologies.
One-way ANOVA suggests statistically significant positive correlation between positive feedback loops and plasticity. p-value range for the one-way ANOVA test are mentioned on the plots. topologies for all six EMP networks (see Materials and Methods for description). First, taking 216 GRHL2 network as a case study, we showed that decreasing the number of positive feedback loops 217 by one (WT-1) reduced phenotypic plasticity (Fig 6A) , while the reverse was true when the number 218 of positive feedback loops was increased by one(WT + 1, Fig 6A) . 219 Next, we compared the number of positive feedback loops in each perturbed network with the 220 corresponding plasticity score. Box plots were used for comparison because the number of positive 221 13 feedback loops is a discrete quantity. Indeed, the mean plasticity score is higher for the groups of 222 networks with higher number of positive feedback loops; this trend is observed across all six EMP 223 networks in a statistically significant manner for both plasticity metrics -PS1, PS2 (Fig 6B; S4A- 
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B), suggesting a correlation between the number of positive feedback loops in an EMP network, and 225 its ability to give rise to phenotypic plasticity. We also observed that the total number of feedback 226 loops (i.e., positive feedback loops + negative feedback loops) in the networks themselves did not 227 exhibit any significant and consistent effect on plasticity, further emphasizing the role of positive 228 feedback loops ( Fig S5) .
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To test whether this observed correlation between plasticity scores and the number of positive 230 feedback loops is specific to the network topology studied, we generated randomized topologies for 231 each given network by swapping the edges in a given network ( Fig 6C) . This procedure preserves the 232 in-degree and out-degree of each node in the network but can change the distribution of excitatory 233 or inhibitory links arriving at (in-degree) or originating from (out-number) a given node. Thus, for 234 a given EMP network, such randomization can generate various network topologies with varying 235 number of net positive feedback loops. For each randomized network topology, we calculated PS1 236 and PS2. Similar to the perturbations, we observed a positive trend between plasticity and positive 237 feedback loops ( Fig 6D; S4C-D) , strengthening our hypothesis that the number of positive feedback 238 loops in a given EMP network is a good predictor of phenotypic plasticity.
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Next, for all EMP networks, we calculated the JSD of the randomized networks from their 'wild-240 type' counterparts and plotted the corresponding plasticity scores on a two-dimensional plot of JSD 241 from the 'wild-type' (x-axis) and the number of positive feedback loops (y-axis) for a given randomized 242 topology (Fig 7A, i; 7B,i). As expected, there was heterogeneity in plasticity scores for a fixed 243 number of positive feedback loops as well as for a fixed range of JSD, suggesting that plasticity 244 scores might depend on both the number of positive feedback loops and JSD from the 'wild-type' 245 network. Further analysis revealed that while the plasticity scores of the randomized topologies 246 was significantly different for varied number of positive feedback loops ( Fig 6D; S4C-D) , no such 247 significant difference was observed for varied range of JSD values (Fig 7A, ii; 7B, ii). This trend 248 was seen across all six networks ( Fig S6) .
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To further confirm our observations, we segregated the randomized topologies into cases with 250 varied number of positive feedback cycles, and calculated correlation between plasticity scores and 251 JSD from the 'wild-type' network. The correlation coefficient varied from -1 to 1, even within a 252 given EMP network with many instances being statistically insignificant (Fig 7C, i) . However, 15 when these randomized networks were segregated based on JSD, plasticity scores and number of 254 positive feedback loops were positively correlated with statistical significance across all ranges of 255 the JSD values and across the six EMP networks (Fig 7C, ii) . Similar results were obtained for 256 perturbed network topologies (i.e. the cases with perturbations -deletions and edge nature change 257 and additions) across EMP networks (Fig 7B; 7D) . Together, these results strongly support that 258 the number of positive feedback loops, but not JSD, dictates phenotypic plasticity.
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To examine the scalability of these results, we analysed a larger EMP network (Fig 7E, this perturbation can decrease the PS1 scores up to 30% (Fig 7E; ii) . Given the large number of MET may facilitate more dissemin ation [7] . Moreover, inhibiting only EMT or MET may drive the 285 cells into one or more hybrid E/M phenotypes that are considered to be the 'fittest' for metastasis 286 [13]. Therefore, while targeting EMP is important for restricting metastasis and therapy resistance, 287 how to achieve that remains an unsolved challenge.
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Our results present a computational platform to identify specific inhibitors for EMP using a 289 network-level approach. We have simulated various networks identified to underlie EMP using differ- Here, we compare the phenotypic distributions obtained for various EMP networks using Boolean 315 approaches and using RACIPE [25] -an algorithm that generates an ensemble of continuous models, 316 each with a randomly chosen parameter set within a biologically feasible range. By simulating 317 the models for a large number of parameter sets, this method tries to capture the parameteric 318 variability observed in cell populations from one or multiple individuals. The qualitative and semi-319 quantitative agreement seen for Boolean and RACIPE models, across six EMP networks, enable us to 320 understand the dynamics of EMP driven by network topology instead of specific kinetic parameter sets 321 in a given cell/population. Furthermore, we could identify perturbations to the network topologies 322 that affetced the phenotypic distributions significantly across parameter sets. Thus, our method to 323 identify network-topology based predictions to inhibit EMP may provide an avenue to overcome a 324 major bottleneck in targeted therapy -inter-individual variability in response. Moreover, through 325 generating a larger number of randomized networks where the in-degree and out-degree of each node 326 in the network was preserved, we showed that the phenotypic distributions and plasticity scores (PS1, For a given network with i = [1, n] nodes, the steady state expression levels of the nodes were normalized in the following way:
Where, for the i th node, E in is the normalized expression level, E i is the steady state expression level, f i is the normalization factor, g i and k i are production and degradation of the i th node corresponding to the current steady state and λ ij are the fold change in expression of i due to node j = [1, n]. The normalized expression levels of all steady states are then converted into z-scores by scaling about their combined mean:
where E in is the combined mean and σ in is the combined variance.
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The z-scores are then classified based on whether they are negative or positive into 0 (low) and We estimated the number of cycles in the networks using the networkx module in Python 3.7,
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where a cycle is defined as a path traversed along the edges of a network that originates and ends at 399 the same node. We then combine the nature of edges in each cycle to determine whether the given 400 cycle is positive or negative. For example, in the OCT4 network ( Fig 1B) , ZEB-miR200-ZEB is a p<0.05, **: p<0.01, ***: p<0.001. One-way ANOVA test was performed using anova1 function in 408 MATLAB.
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Table S1: GRHL2 single-edge perturbations including edge-additions. A given single edge perturbation is named as : 
