Knowing the structure of an offline social network facilitates a variety of analyses, including studying the rate at which infectious diseases may spread and identifying a subset of actors to immunize in order to reduce, as much as possible, the rate of spread. Offline social network topologies are typically estimated by surveying actors and asking them to list their neighbors. While identifying close friends and family (i.e., strong ties) can typically be done reliably, listing all of one's acquaintances (i.e., weak ties) is subject to error due to respondent fatigue. This issue is commonly circumvented through the use of so-called "fixed choice" surveys where respondents are asked to name a fixed, small number of their weak ties (e.g., two or ten). Of course, the resulting crude observed network will omit many ties, and using this crude network to infer properties of the network, such as its degree distribution or clustering coefficient, will lead to biased estimates. This paper develops estimators, based on the method of moments, for a number of network characteristics including those related to the first and second moments of the degree distribution as well as the network size, using fixed-choice survey data. Experiments with simulated data illustrate that the proposed estimators perform well across a variety of network topologies and measurement scenarios, and the resulting estimates are significantly more accurate than those obtained directly using the crude observed network, which are commonly used in the literature. We also describe a variation of the Jackknife procedure that can be used to obtain an estimate of the estimator variance.
I. INTRODUCTION
A. Network Sampling N ETWORK science has quickly spread into diverse disciplines because it offers versatile and powerful tools to quantify the structure of interactions and connections. For social networks, for instance, the diffusion of information [2] - [4] and infectious disease [5] , awareness [6] , and health behaviors [7] , [8] are studied. The structural properties of the underlying social networks are central in these studies. Thus we need to Manuscript observe and measure these properties. Like most large-scale systems, for practical considerations we need to find efficient ways of inferring these properties from a limited set of observations. This task is the focus of the network inference literature. Different sampling methods in the literature are suited for different practical requirements [9] . Examples include: traceroute sampling [10] - [12] , which is typically used for sampling the Internet; respondent-driven sampling methods [13] , which are typically used for sampling social networks connecting hidden populations that are difficult to find and interview; crawling methods, other random-walk methods [14] , and forest fire sampling [15] , which are typically used for the web and online social networks; and random node and link sampling [16] , [17] .
In this paper we focus on sampling offline social networks. We consider two features that are specific to social network research and that demand special consideration for network sampling. The first one involves degree truncation introduced in the measurement process, which we discuss more in Section I-B. The second one involves heterogeneity of link weights, which we discuss more in Section I-C. After introducing these two features and pointing out the absence of theoretical results on inference methods for offline social networks, we focus on incorporating them into the mathematical treatment of the sampling procedure. We introduce a setup to incorporate both of these features. We then focus on the problem of inference, which is the main contribution of this paper.
B. Fixed Choice Design
Most of the sampling methods for social networks can be mathematically formulated as variants of snowball sampling. Snowball sampling consists of sampling an initial set of nodes and their incident links, then sampling their neighbors and their incident links, and so on. It is equivalent to running a breadth first search from the initial set of nodes, and is typically stopped at a given depth, so that not all links are traversed. Ideally, the sampling would proceed until new nodes and links are no longer encountered, so the entire network is sampled. This is impractical in most settings, and as we will discuss, even more so in offline social networks.
In practice, information about offline social networks are typically obtained through personal interviews and surveys. In this context, each person is referred to as an ego, and their 1-hop neighbors in the graph are called alters. A zero-wave snowball sample would consist of simply selecting a set of interviewees and asking them to list their alters. This is called an ego-centric design. For practical considerations of time and cost, the majority of social network data is ego-centric [18] - [20] . Even this simple and economical design introduces challenges, such as imperfect recollections and other memory issues. A serious practical problem is respondent fatigue, which imposes limits on the interview time and the amount of information expected from respondents. The conventional way of approaching this problem is to employ the so-called fixed-choice design, which amounts to imposing limits on the number of alters that each respondent is asked to list. There are numerous examples of classic and recent social networks studies that employ a fixed-choice design [21] - [26] .
Interestingly, the social network studies that focus on diffusion of information, awareness, innovation and health behaviors directly use the crude, degree-truncated version of the network as the topology on which the diffusion processes take place. As pointed out recently in [27] , the behavior of diffusion processes on the original networks and their degree-truncated variants can differ significantly. Thus, inferring the properties of the original network form the sampled data constitutes a significant step towards improving the results in the social network literature. The only prior works in the literature on inference of network properties from fixed-choice survey data do not differentiate between different types of social ties [28] , [29] .
C. Strong and Weak Ties
The second property of social networks that a sampling procedure should take into account is the heterogeneity of link weights. In social network studies, a conventional simplification is to divide social ties into strong and weak, and different questions in a survey specifically aim to elucidate different types of ties. For example, some survey questions target withinhousehold and intimate relationships (such as secret sharing and intimate advice seeking), and others questions target betweenhousehold and weaker relations (conversations, interactions, etc.) [20] , [30] . Or in the context of student friendship networks, some ties pertain to within-school friendship bonds and some pertain to between-school ties [31] . Dividing the ties into two distinct categories is a first step towards a closer correspondence to actual survey data.
Strong and weak ties have different levels of impact in different phenomena, such as diffusion of information, providing social support, adopting health behaviors, and cooperation and trust [32] - [35] . The distinct role of strong and weak social ties has been also studied in online social networks [36] .
The recent study [28] discusses modeling and inference for fixed-choice designs in the simplified scenario where there is only one type of tie. In actual studies, the nature of links are heterogeneous and the first approximation would be to dichotomize them. Moreover, typical surveys used to infer structural properties of offline social networks incorporate multiple questions, while the method of [28] effectively assumes that only one fixedchoice question has been posed. While accounting for different types of ties (e.g., strong and weak) is a significant step towards making the approach more useful to sociologists, it also gives rise to a number of challenges. In particular, the model with strong and weak ties has more parameters to be estimated and requires carefully accounting for the interactions (e.g., correlations) between these parameters. Developing an inference methodology to address these challenges constitutes one of the main contributions of this manuscript, as discussed next.
D. Contribution and Paper Organization
In this paper, we study the problem of inferring network characteristics from surveys employing fixed-choice design questions. We focus on the case of networks with two distinct types of links (strong and weak). We propose an inference method to estimate network properties based on observing the sampled version of it, and we also describe a method to estimate the variance of the proposed estimators.
The rest of this manuscript is structured as follows. Section II presents the sampling setting, taking into account both features discussed above. Section III formulates the inference problem and presents methods for estimating structural properties of the network from fixed-choice survey data. Then Section IV illustrates the performance of the proposed inference methodology via simulations, and compares the results with those of the crude version of the network (without accounting for the bias introduced by fixed-choice observations).
II. PROBLEM FORMULATION
Consider the following sampling setup. The original network, whose properties we want to estimate, is denoted by G. This original network has N nodes, where N is an unknown parameter to be estimated. The network is undirected, and links are of one or two types: weak and strong. Thus, for each node in G we can define two distinct degrees, pertaining to the number of its strong links and weak links.
The sampling process starts with selecting a set of respondents (referred to as seeds) denoted by S 0 with cardinality |S 0 | = n 0 . Each seed is asked to name all of its strong neighbors and also B of its weak neighbors, where B is a given positive integer (see, e.g., [20] ). That is, we assume that the problem of imperfect recollections can be neglected for the case of strong ties. Moreover, since the number of weak ties is typically large, we assume that the imposed limit is applied only to weak ties. We also assume that B is much smaller than the smallest weak degree in the network, so that every node has at least B weak ties to name. This is reasonable since typical fixed-choice designs use values for B that are less than ten [21] - [26] .
The alters that each seed names might themselves belong to S 0 . Let S s 1 and S w 1 denote the sets of non-seed strong and weak alters named by any seed, respectively. Note that S 0 , S s 1 , and S w 1 are not disjoint, and it is possible that some node may appear in all three sets; that is, a node may be a seed, it may be named as a strong tie of another seed, and it may be named as a weak tie of yet another seed. We denote the cardinality of S s 1 by n s 1 and the cardinality of S w 1 by n w 1 . We refer to the subgraph of G constructed from the seeds and the responses as the sampled network, and we denote this sampled network by G * . Fig. 1 shows a schematic illustrating the sampling process. As can be seen, some of the sampled links connect two seeds, Number of observed triangles with two strong and one weak links T sw 2 Number of triangles with one strong and two weak links T * sw 2
Number of observed triangles with one strong and two weak links T w 3 Number of triangles with three weak links T * and others connect a seed to a non-seed. We denote the number of strong and weak links with both ends in S 0 by m s 0 and m w 0 , respectively. We denote the number of links between S 0 and S s 1 by m s 1 and, similarly, the number of links between S 0 and S w 1 by m w 1 . Table I provides a summary of the notation used throughout paper.
Our objective is to infer properties of G given the observed subgraph G * . We model the heterogeneity of links in the original graph with a two-layer network with the same set of nodes and two binary-valued adjacency matrices A s = [a s ij ] and A w = [a w ij ] representing strong and weak links, respectively. We denote the strong degree of node i by k s i = N j =1 a s ij and its weak degree by k w i = N j =1 a w ij . Specifically, the parameters to be estimated are the number of nodes in the original network N , the average strong and weak
moments of the degrees (or equivalently, the variance of the degree distributions and the correlation between strong and weak degrees)
as well as the number of triads and triangles of different types (see Sec. III-B), and the clustering coefficient [37] .
III. INFERENCE METHODOLOGY
We use the method of moments to perform inference. We need a generative model for the observables so that their expected values can be written as a function of the desired variables. Then the method of moments proceeds by finding the least squares fit between the observables and their expected values.
We model the selection of seeds as an i.i.d. Bernoulli process, in which each node in the network is chosen as a seed independently with probability q, which is unknown. Since we seek a non-parametric framework, we also assume that the weak neighbors named by each seed are chosen uniformly at random from all of the weak neighbors of the seed. Let X i be a Bernoulli random variable with probability q associated with each node i = 1, . . . , N. If node i is a seed (i.e., i ∈ S 0 is surveyed) then X i = 1, and otherwise X i = 0.
Extensions to the more general case where weak neighbors are not chosen uniformly at random, but rather are chosen according to some other distribution (e.g., proportional to the neighbor's degree) may be of interest, but we leave this to future work. Likewise, it may be of interest to relax the assumption that seeds accurately report all of their strong ties (e.g., to account for forgetting one or two). Indeed, if strong ties are inadvertently omitted, then the estimates produced by the procedure described below will be biased, since they don't account for this source of error. In practice, it would be impractical to assume statistics about the number of strong ties omitted, and it would also need to be estimated. We also leave this extension to future work. With this model and notation, our next step is to find expressions for the expected values of observed statistics n 0 , m s 0 , m s 1 , n s 1 , m w 0 , m w 1 , n w 1 . Our approach to inferring the desired parameters will proceed in two stages, which we describe below. The first stage only involves estimating the first moments of the node degrees, and the second stage involves estimating the second moments.
A. First Moments
The number of nodes that are seeds can be written as n 0 = N i=1 X i and therefore we have
Similarly, m s 0 and m s 1 can be written as m s
and
where
Let M s i be a binary variable equal to 1 if and only if node i is named as a strong neighbor by at least one seed. The total number of nodes in S s
(4) We discuss when this assumption is reasonable and investigate its consequences further in Section III-D below.
Note that if two seeds are connected with a strong link, each of them names the other one as an alter. If they are connected with a weak link, the two events corresponding to each one naming the other are assumed to be independent. We model the event that node i names node j as a weak neighbor as a Bernoulli variable W ij that is equal to 1 with probability B k w i and 0 otherwise. So the total number of weak links connecting any two seeds is
, and its expected valued can be approximated by
where N w i denotes the set of weak neighbors of node i. Similarly, m w
If we write down the expected value of n w 1 , the second moment of the degrees in the weak layer (K w w ) appears. As we will discuss below, K w w can be estimated along with the other second moments by studying the number of triangles and triads in the observed graph. Therefore, at this step of inference it is reasonable to disregard n w 1 from the analysis. We have six non-linear equations and four unknowns, N, q, K w , K s . There are different possible ways to approach solving this system of equations. One is using the generalized method of moments which minimizes the weighted squared errors of all six equations. This is infeasible because the three equations, (1), (5) , and (6), admit a closed-form solution; the errors of these equations become zero, leading to the divergence of their corresponding weights. To avoid such divergence, we proceed as follows. First, using Equations (1), (5) , and (6), we solve directly for N , q, and K w :
Then, we substitute the estimated values into (2), (3), and (4) and estimate K s by solving the least squares problem,
where the three expectations are replaced with the expressions from (2), (3), and (4).
B. Second Moments
Next we proceed to estimate the second moments of the degrees. Note that the existence of the moments of the degree distribution is not an issue here. Networks of interest in this work have finite degree moments. Diverging moments occur in heavy-tailed degree distributions (e.g., power-law) only for infinite network size. Moreover, as mentioned above, degree distributions of offline social networks are generally much less skewed than online social networks (see [38] , for example), since humans typically have limited time and capacity to maintain strong and weak ties. Thus, for the networks of interest in this work we can safely assume that the degree moments exist and are finite.
In the following, we use the term triad to refer to a three-node motif consisting of one node (the ego) and two of its neighbors. The neighbors can be connected (a closed triad) or not (an open triad). For example, a triangle in the original network G comprises three closed triads since any of the three nodes can be selected as the ego. To employ the method of moments for estimating K ss , K w w , and K sw and the clustering coefficient, we should again find variables that can be written as a function of the desired quantities (here, the second moments). The variables in G that can be written as a function of second moments are the number of different types of triads (closed and open). Due to link heterogeneity, we can have triads with different compositions, as illustrated in Fig. 2 .
Let τ ss , τ sw , and τ w w denote the total number of triads in the original network, G, similar to the ones in Fig. 2(a) , (b), and (c), respectively. Then
Note that these triads can be closed or open; the link (present or absent) between the two non-ego nodes is not accounted for here.
There are four compositions of triangles, as illustrated in Fig. 3 , based on the type of each link. The number of each of these triangles in G is denoted by T s 3 , T s 2 w , T sw 2 ,and T w 3 . Recall that each triangle comprises three closed triads. For instance, a triangle with three strong edges gets counted as three ss triads, and a triangle with one strong edge and two weak edges corresponds to one ww triad and two sw triads.
The total number of possible triads in G can be written as a function of the number of open triads and the number of triangles in the network: where λ ss , λ sw , and λ w w denote the number of different open triads (Fig. 2) in G. So based on Equations (14), (15) , and (16), in order to estimate the total number of triads in G, we need to separately estimate the number of triangles, as well as the number of open triads. To this end, we need to find the expected values of the number of triangles and open triads in G * as a function of these values in G and the estimated variables in the first step of inference (that is, N , q, K s , K w ).
Let us consider two illustrative examples. Consider the triangle shown in Fig. 4(a) . Depending on whether each of the three nodes are selected as seeds, and if so whether they name the other nodes, this triangle may or may not appear in G * . One possible scenario in which the triangle can be observed in G * is illustrated in Fig. 3 . This event happens if: 1) Only nodes 1 and 2 are selected as seeds; 2) Node 1 names node 2 (and not the reverse); and 3) Node 2 names node 3 (the reverse cannot occur since node 3 is not a seed). The probability of this event (all three points above occurring simultaneously) is q 2 (1 − q)b 11 b 01 , where b 11 denotes the probability that a seed (here, node 1) names one strong link and one weak link and similarly, b 01 denotes the probability that a seed (here, node 2) names no strong link and one weak link in the triad. These probabilities depend on the degrees of the seed. However, we approximate them for an arbitrary node x by
Similarly, we can define b 00 , b 10 , b 20 , and b 02 . Their approximated expressions are shown in Table II in the Appendix. There are 26 possible ways that a triangle in G can be observed in G * , and these factors can be used as building blocks for calculating the probabilities pertaining to all 26 possible ways. We denote the probability of observing triangles in G * by {ρ j ; j = 1, 2, ..., 26}. All of the triangles and corresponding expressions for ρ j are presented in Fig. 12 and Table III in the Appendix.
The same triangle in Fig. 4(a) can be observed as an open triad in G * . One possible scenario is illustrated in Fig. 4(d) .
The probability of this event is equal to q 2 (1 − q)b 11 b 00 . There are 24 possible ways an open triad can be observed in G * (see Fig. 13 ). We denote the probability of observing triangles in G as open triads in G * by {π i ; i = 1, 2, ..., 24} (Table IV) .
Open triads in G * are not observed whenever at least one link in a triangle in G is absent (not named). They can be observed if an open triad with the same composition is preserved during the sampling process. Consider again the open triad in Fig. 4(d) . It can originate from the triangle in Fig. 4(a) or from the open triad in Fig. 4(b) . Note that in the latter case, node 2 in not connected to node 3 in G. So the absence of this link in G * is not the result of node 2 not naming node 3 (unlike the case of triangle to triad). We can write the probability of observing this triad originating from the triad in Fig. 4(b) as q 2 (1 − q)b 11 a 00 , where a 00 corresponds to node 2 not naming any strong or weak link while it is connected to only one of them. For an arbitrary node x, a 00 can be approximated by
Similarly, we can define a 01 and a 10 . The approximation of these quantities are presented in Table II in the Appendix. We denote the probability of observing open triads in G as open triads in G * by {φ i ; i = 1, 2, ..., 24} (Table V) . Let us denote the expected number of different types of triangles and open triads in G * with the same notation introduced for the original network with the addition of * superscripts. For the triangles we have
For example, Equation (21) states that the s 2 w triangles in G can be observed in G * under 5 different events, depicted in Fig. 13 , whose probabilities are listed in Table III . A similar explanation and reasoning follows for the other triangular configurations. Also, the expected number of open triads in G * can be written as
Note that the coefficients a i,j and b i,j in Table II are all functions of B and K w . Similarly, the coefficients ρ i , π i , and φ i only depend on the values from Table II and q. Since the parameter B is assumed to be known, given estimates of q and K w we can approximate all of these coefficients. Then we can use the estimated values in conjunction with Equations (20)- (26) to estimate the number of triangles and triads. Note that, given the coefficients, these are all linear equations in the unknown parameters, so estimation reduces to solving a system of linear equations. Finally, we use the estimated numbers of triangles and triads to estimate the degree correlations, K ss , K sw , and K w w via Equations (11), (12) , and (13) , which are also linear equations in the unknowns.
C. Summary of the Inference Method
The following steps summarize the entire proposed inference method.
1) Estimate N, q, and K w (Equations (7), (8) , and (9)).
2) Estimate the strong degree K s (10) .
3) Plug in the estimated weak degree K w and sampling probability q to estimate values for {ρ j ; j = 1, 2, ..., 26} and {(π i , φ i ); i = 1, 2, ..., 24} (Tables III, IV (24), (25) , and (26)). 7) Estimate the total number of all triads in G (Equations (14), (15) , and (16)). 8) Estimate K ss , K sw , and K w w (Equations (11), (12) , and (13) ). The computational complexity of this method is dominated by step 4, which involves counting all triangles and triads in the observed network. Typical studies of offline social networks focus on villages with populations smaller than 10 4 . For observed networks of this size, running the entire inference procedure takes about one second on a contemporary laptop computer.
D. The Average Degree Approximation
Many steps of the development above involve approximating the individual node degrees k s i and k w i with the average values K s and K w . Let us briefly describe why this is both practically and theoretically reasonable. First note that the less skewed the degree distribution is, the better the said approximation performs. Although there is no social network study in which a full real-world offline social network has been observed, there are studies which provide the degree distribution. For example, see Fig. 1 in [38] . Offline social networks exhibit reasonably concentrated degree distributions, not heavy tailed. So it is expected that the adopted approximation is not a significant source of error.
Let us also estimate the error theoretically. Consider a network whose weak and strong degree distributions are both Poisson; i.e., suppose k s i , i = 1, . . . , N are i.i.d. Poisson random (5) for the SW, RRT, BA, and HK families of networks. For each family we generated 1000 networks of size 1000, with parameters randomly generated. As mentioned in the text, BA and RRT are worst-case scenarios due to their extreme skew, yet the relative error is reasonably small for them. For the more realistic models of SW and HK, the error is considerably smaller.
variables with mean K s . It is straightforward to show that
Evaluating the Taylor expansion of this expression at q = 0, we find that the relative error is
Thus, the leading term in the error is proportional to q 2 , which is reasonably small (note that in typical offline social networks, K s may be a few 10's while q is significantly smaller than one). For Equation (5), theoretical calculation cannot be performed in closed form even for Poisson networks. Thus, to verify its applicability, we tested it on a variety of network models with different properties. Fig. 5 
, approximated in Equation (5) by the expression Y = N K w . In the simulation we employ four distinct families of networks with different properties to investigate the robustness of the approximation. The four synthetic network models are: Small-world (SW) [39] , Barabasi-Albert (BA) [40] , Random Recursive Trees (RRT) [41] , and the high-clustering scale-free model of Holme and Kim (HK) [42] . The difference between BA and RRT is that in the BA model incoming nodes choose their neighbors preferentially (i.e., with degree-proportional probabilities), whereas in the RRT model they choose them uniformly at random. The BA and RRT models generate networks with unrealistically high-skewed degree distributions for offline social networks; we present them here as extreme worst-case scenarios.
We generate 1000 random networks from each family, with parameters randomly generated, and with sizes fixed at N = 1000. The distribution of relative errors is presented in Fig. 5 . It can be observed that the relative error for these networks is less than 6%. For the HK and SW models, which may be considered more realistic models of offline social networks, the relative error is about 1%. This demonstrates the reasonable accuracy of the approximations.
IV. RESULTS AND DISCUSSIONS

A. Performance of the Proposed Estimators
To verify the accuracy of the estimators, the ideal scenario would be to have data from real-world offline social networks that have been fully observed (i.e., ground truth), along with their sampled versions. We found no fully-observed real-world offline social network dataset available in the literature. Full observation is almost impossible due to practical and privacy considerations. Thus we use synthetic networks for evaluation.
We verify the accuracy of the proposed estimators via Monte Carlo simulations over 500 synthetic networks. In each MC trial, we build a synthetic two-layer network. The set of nodes in the two layers is the same. One layer represents the strong links and the other represents weak links. All the synthetic networks are generated according to a modified Watts-Strogatz model, with the difference being that edges are randomly added instead of being randomly rewired [39] . We randomly sample model parameters such that the average degree of the weak layer falls between 100 and 200 and the average degree of the strong layer is between 10 and 20. These values are justified by the substantial literature in evolutionary psychology and neuroscience [43] - [49] which suggests that the human brain has evolved to maintain approximately 150 active social ties, with an 'inner circle' of up to 20 members. The results are not sensitive to these precise values; increasing the average degree in the weak layer does not substantially change the results.
We apply the sampling process on this network. Then, we infer the desired variables and compare them to the true values. The number of weak links named by seeds is B = 10. We first keep q = 0.1 constant and increase N to confirm that the performance improves as the network size increases. We then fix N = 4000 and vary q to study the effect of sampling proportion. The same simulations are repeated with B = 2. Finally, we fix N = 4000 and q = 0.1 and vary B. Fig. 6 shows the empirical distribution of the ratio of the estimated values to the true values for N , q, K s , and K ss (all for B = 10). In all cases, the estimator does exhibit some bias for smaller sizes of networks, N , and samples, q. As the number of nodes or the sample size increases the variability of the estimates decreases, as does the bias. The results when B = 2 are similar to the case of B = 10 (see the supplementary material); only the variability of the estimates is greater, but not significantly so. Fig. 7 presents the results for K w , K sw , and K w w . For these estimators, the results depend on the value of B. The results for K sw and K w w resemble those of K w , so we omitted multiple figures. For B = 10, the estimates are not biased for different sizes of network and samples and their variability consistently decreases as the size increases ( Fig. 7(a) and 7(c) ). However, the behaviour of the estimators is different when B = 2. In Fig. 7(b) , the estimator has a bias for smaller values of N and the bias decreases as N increases. In Fig. 7(d) , the estimator shows a significant bias for q = 0.05. As q increases, first the bias and then the variability of the estimator are improved. Fig. 7 (e) and 7(f) illustrate the dependence of the performance of the estimators on B. It can be seen that the bias is negligible for values of B as small as 4. If we further increase B, the variability of estimates decreases.
To test the robustness of the results on moderate levels of skew that might be observed in offline social networks, we also tested the results on the high-clustering scale-free model of Holme and Kim [42] , and the observed results are reasonably accurate.
Since the results are similar to those presented, we omit them for space limitations.
B. Comparing With SFC Estimators
Next, we compare the performance of the method proposed in this paper to the one proposed in [28] , which we refer to as the single fixed choice (SFC) method, since it draws inferences about network structure based on the responses to a single fixed-choice survey question without differentiating between weak and strong ties. In order to facilitate this comparison, we use the same synthetic networks as described above. We first apply the proposed sampling and inference method. Then we collapse the two-layer network into a single network and apply the SFC sampling and inference scheme. We compare the performance of the two methods in terms of their estimate of the average degree, we take the estimates for K s and K w produced by the proposed method and compare the K s + K w with the estimate of K produced by SFC. Figures 8(a) and 8(b) show the performance of estimators of number of nodes and the average degrees. Although the estimates of the network size are comparable, the estimates of average degree are slightly better for the proposed approach, with it having a smaller inter-quartile range. This is not surprising, since the proposed method produces a better estimate of the average strong degree, thereby providing a more reliable estimate of the total degree.
C. Comparing Results With the Crude Version
As discussed in Section I, many social network studies of contagion use the sampled network without any inference [21] - [26] . To compare our estimators with the crude values of the sampled network, we need to choose a network statistic. The effect of degree truncation in moments of the degree distribution is trivial, and it is clear that the crude values will be heavily biased, in comparison to the values produced by our estimators which appear to exhibit good performance in the experiments reported above.
Instead, we consider estimating the clustering coefficient, a dimensionless quantity which is one of the most important network statistics in social network studies [50] . It is also desirable because it embodies all the other estimators and approximations. Since we have different types of triads and triangles, we first collapse the network into one layer (with homogeneous links) and then calculate its clustering coefficient. Fig. 9 (a) and 9(b) illustrate the performance of our method in estimating the clustering coefficient. Fig. 9 (c) and 9(d) depict the clustering coefficient calculated directly from the crude sampled network. It is evident that our approach outperforms the crude estimate by a large margin, and using the crude estimates results in underestimating the clustering coefficient of the network.
D. Performance of Estimators on Real-World Datasets
The Villages dataset [30] consists of surveys made in 77 villages in India. The questionnaire includes several questions used to build the social networks. To apply our method to the networks in this data set, we form the strong layer of each network based on responses to a question about relationships involving the borrowing of money, and we build the weak layer by connecting two nodes with a weak tie if they are not relatives and accompany each other when going to temple. We remove the nodes whose weak degree was less than 3 and then applied the sampling method with B = 3. The distribution of the estimates for N , q, K s , K w and the clustering coefficient (for the collapsed network) using the proposed method are presented in Fig 10 in red. To compare our estimates to the SFC model, we collapse the two layers into one and estimate N , q, K, and clustering coefficient using SFC. The distribution of these estimates are shown in Fig 10 in blue. Also, we have included the crude estimates of the clustering coefficient (calculated as explained in Section IV-C) in gray. As with the simulated dataset, the clustering coefficient estimate obtained using the proposed method is significantly better than that obtained using the crude network. Moreover, the accuracy of the proposed approach in estimating a variety of network parameters provides some validation that the modeling assumptions on which this approach is based are reasonable. 
V. ESTIMATING THE VARIANCE OF THE ESTIMATORS
To estimate the variance of the estimators, we propose a variation of the Jackknife resampling method [51] , [52] . In each resampling, we leave out one of the respondents and remove all the links of that respondent in the sampled network. Then, we apply our method to estimate the desired variables in the resampled network. Variances are estimated from the distribution that is obtained by repeating this procedure for all respondents. Note that this estimated variance is different from the variance of all estimates from subsamples. The estimated variance of an estimator for parameter h in this method is equal to
where h i is the estimated value of h when node i is removed from the seeds andh is the average of all values of h i . Fig. 11 presents the results of Jackknife resampling for two of the estimators for different values of sampling probability (N = 5000 and B = 10 are fixed). It can be seen that as the sample size increases, the estimated standard deviations of both estimators decrease. Moreover, for all values of q we see that the true value (dashed line) falls within one standard deviation of the jackknife-estimated mean.
VI. CONCLUSION AND FUTURE WORK
This paper described a method for estimating characteristics of a social network topology (the network size, average number of strong and weak ties, as well as second moments of the strong and weak degree distributions) from fixed choice survey data. In particular, we assumed that every respondent provides all of their strong ties and a fixed number of their weak ties. The proposed estimation methodology is based on the method of moments, under a model where respondents are sampled according to a Bernoulli process over vertices (with unknown sampling rate) and the subset of reported weak ties is sampled uniformly from all of the respondents weak ties. 
A natural extension of the work proposed is to consider surveys with a soft fixed choice design; instead of reporting exactly B weak ties, each respondent may report up to B weak ties. One approach to this may be to assume that each respondent x samples a number B x ≤ B of weak ties to report with B x being independently and identically distributed with an unknown mass function over the integers from 0 to B. In this case, in the context of the model developed in this paper, it turns out that it is sufficient to estimate the mean E[B]. We are currently π 2 = q 2 (1 − q)b 2 10 π 3 = q(1 − q) 2 b 20 π 4 = 2q 2 (1 − q)b 20 b 10 π 5 = q 2 (1 − q)b 10 b 01 π 6 = q(1 − q) 2 b 11 π 7 = q 2 (1 − q)b 11 b 10 π 8 = q 2 (1 − q)b 11 b 00 π 9 = q 2 (1 − q)b 10 b 01 π 10 = q 2 (1 − q)b 11 b 01 π 11 = q 3 b 10 b 11 b 00 π 12 = q 3 b 2 10 b 01 π 13 = q 3 b 10 b 11 b 01 π 14 = q(1 − q) 2 exploring such an estimator, as well as theoretical guarantees for the proposed inference procedure. Another possibility is to make parametric assumptions about the recollection process and to modify the assumption of seeds choosing weak ties uniformly at random. In social health-related applications, it is commonly of interest to identify a subset of the population to be immunized, with the intention of most efficiently preventing the spread of infectious diseases, subject to a constraint on the number of individuals that can be immunized. For this reason, it would also be of interest to extend the results of this paper to estimate quantities such as the betweenness centrality (or another centrality) measure of each node, since these typically correlate highly with individuals that are well-placed (i.e., hubs) in the network.
APPENDIX
Here we present additional figures and tables of expressions used in the estimator calculations described in Section III. Table II summarizes the expressions for the coefficients a ij and b ij , i, j ∈ {0, 1}, used for calculating estimates of the second moments. Fig. 12 shows all of the 26 possible ways that a triangle in G can be observed in G * . Table III shows the corresponding expressions ρ j for each j = 1, . . . , 26 corresponding to each example shown in Fig. 12 . Fig. 13 shows the 24 possible ways that an open triad in G can be observed in G * , and Table IV provides expressions for the probability π i , i = 1, . . . , 24 of observing each one. Table V  provides 
