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Abstract
This thesis focuses on investigations of the local structure and dynamics of
two classes of hydrogen-containing, energy relevant, materials; perovskite type
oxyhydrides BaTiO3−xHx and alkali silanides ASiH3 (A = K and Rb). In the
area of oxyhydrides, which are of relevance for the development of electrolytes
in fuel cells and batteries, the aim is to elucidate the dynamics and electronic
character of the hydrogen species in the materials. This is of great importance
for developing new efficient synthesis routes and novel applications for oxyhy-
drides. The main tools of choice for these investigations are quasielastic and
inelastic neutron scattering (QENS and INS, respectively). The results show
that the hydride ion exhibits a long-range diffusion with a jump length corre-
sponding to nearest neighbour (NN) jumps at low temperatures (225–250 K)
and second nearest neighbour (2NN) jumps at high temperatures (400–700 K).
Importantly, the hydride-ion diffusivity was shown to be mediated by oxygen
vacancies present in the material. Furthermore, the results from INS combined
with density functional theory calculations show that the extra electron, orig-
inating from the hydride ion, forms a delocalised bandstate, as opposed to a
localised polaronic state as suggested elsewhere.
In the area of alkali silanides, which are of interest as hydrogen storage ma-
terials, the aim was to investigate the origin of the low entropy variation that
these materials exhibit during the absorption/desorption process, using QENS.
The results point towards complex dynamics, characterised by a quasi-spherical
localised jump diffusion with 24 different preferred sites at high temperatures
and slower C3 axis rotations as the dynamical motions starts to "freeze in"
closer to the phase transition at lower temperatures. Specifically, at high tem-
peratures the SiH−3 ions are almost freely rotating, similar to how the ions
behaves in a gas, which explains the origin of the low entropy variation and
should be something to strive for when developing new hydrogen storage ma-
terials.
Keywords: hydride ion conduction, hydrogen storage material, hydrogen dy-
namics, localized motion, long range diffusion, oxyhydride, neutron scattering
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1
Introduction
Currently there is a worldwide goal to reduce the carbon dioxide (CO2) emis-
sions in order to avoid a yearly average global temperature increase of 2 ◦C
from that of the pre-industrial times [1, 2]. Therefore, alternatives of how to
harvest energy need to be implemented, that is to instead use energy sources
that are naturally replenished on a human timescale, so called renewable energy
[3], need to be developed. This include energy sources such as wind-, wave- or
solar-energies, but the famous issue is to get an even energy distribution also
when the wind is not blowing, when the ocean is calm and when the sun is not
shining [4–6]. It is therefore important to consider how to store the renewable
energy in an efficient way. An alternative is to store the energy chemically as
hydrogen gas (H2), either chemically bound as in a solid or mechanically as in
a pressurised gas [7, 8] [Fig. 1.1(a)]. Research of various aspects of hydrogen
in matter is therefore becoming increasingly important [9–12].
In particular, there is a large effort devoted to the development of materials
that can either store or conduct hydrogen, or both, which can be used in, or
in connection to, so called hydrogen fuel cells[Fig. 1.1(b)]. These are devices
that in a combination with efficient and functional storage of hydrogen are one
of the most promising, yet challenging, solutions for the creation of a more
environmentally friendly and sustainable future. In particular, the use of so-
called intermediate temperature (200–500 ◦C) fuel cell technology, would in
many cases advance the application sphere of fuel cells due to its ability to
provide; short start-up times, the possibility to use different types of fuels,
1
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Figure 1.1: (a) Schematic illustration of the volume of 4 kg of hydrogen (≈ 400
km driving range) in different storage media [23, 24] and (b) a hydrogen fuel
cell.
advantageous in terms of long-term operation, materials stability and lower
costs [13–15].
One of the most crucial requirements for the efficient operation of fuel cells
is a good conductivity of the electrolyte, i.e. in the material that provides
transport of ions (e.g. H+) between the two electrodes (anode and cathode),
see Fig. 1.1(b). However, for the intermediate temperature range it has been
difficult to develop such materials[13–16]. In this context, many acceptor-doped
perovskite structured oxides, i.e. A1−xA′xB1−yB′yO3+/−δ (where A = a cation
of larger size, A′ = partial substitution of cations in positions A, B= a cation of
smaller size and B′= partial substitution of cations in positions B, O = oxygen
with either more, +δ, or less, −δ, occupancy than the original perovskite struc-
ture of ABO3) [17], exhibit a good chemical and mechanical stability combined
with high levels of proton conductivity [18, 19]. However, compared to polymer
electrolyte membranes (PEMs), which is the electrolyte currently used in the
much more established low-temperature (< 100 ◦C) fuel cells, the conductivity
in perovskite type oxides is still too low for most technological applications
[4, 20–22]. In order to identify new materials with a higher conductivity than
those already available and which thus can allow intermediate temperature fuel
cells to be developed, one needs to advance the current knowledge about how
hydrogen moves (i.e. dynamics) in solids.
One opportunity to advance our understanding of hydrogen (or proton)
transport in perovskite structured materials is given by the recently discovered
3perovskite type oxyhydrides. These materials show many interesting features,
which have several important applications, such as mixed anionic/electronic
conductivity that may be utilised for electrode materials [Fig. 1.2(d)] [25–30],
as convenient precursors for reactions and compounds [31], and even as high-
potential electrochemical cells based on the H−/H+ oxidation-reduction (redox)
couple [32][Fig. 1.2(e)]. However, these are novel materials and much about
their structure and dynamics is not fully understood. For example, it is vital
to investigate how the dynamics of the hydrogen species are influenced by its
surrounding structure and, contrary, how the local environment behaves by
the influence of the hydride ions. Such fundamental knowledge would not only
pave the way for further development of perovskite oxyhydrides but would
certainly expand our knowledge about hydrogen transport in materials more
generally. This can, e.g. be expected to be important for the development of
new, highly proton conducting materials based on the perovskite structure or
similar structure types. Additionally, knowledge about hydride ion conduction
through an oxide material may as well advance our understanding of how to
develop new anion conductors, such as oxide-, fluoride-, chloride- and iodide-ion
conductors [16, 33–37], i.e. not limited to hydrogen species.
Apart from a high proton conductivity of the fuel cell electrolyte, an efficient
and functional storage of the fuel (H2) is equally important for the utilisation
of fuel cells in technological applications. The US department of energy (DOE)
claims that a desorption temperature of 60–120 ◦C and a storage density of 6.5
weight percent (wt.%) will be required for fuel cell powered vehicles in order
to meet customer performance expectations for driving range, passengers and
cargo space, refuelling time, and overall vehicle performance [38]. A specific
challenge is to store the hydrogen in a safe (hydrogen gas is explosive), efficient
and economical way [23, 39]. There are primarily three ways to store hydrogen;
as a gas, a liquid, or as a solid [Fig. 1.1(a)]. If one chooses to store the hydrogen
as a gas [40], the pressurising and depressurising of the gas needs to be dealt
with as the work pressure for a hydrogen-based device lies close to ambient
pressure. If one chooses to store the hydrogen as a liquid, the temperature is a
factor that needs to be considered, due to the fact that hydrogen gas becomes
liquid at 20 K [41]. That leaves us with the, often favourable, alternative of
a solid hydrogen storage. The specific demands on such a material is that the
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hydrogen exchange must take place under mild pressures (close to atmospheric
pressure) [42, 43] and at temperatures close to room temperature (RT) [42, 43],
in order to connect well with the rest of the fuel cell system. To meet these de-
mands one approach is to develop a metal hydride or complex hydride material
exhibiting both quick absorption/desorption and a high density of hydrogen
atoms in the fully hydrogenated material [44]. However, present day metal
hydride and complex hydride materials for hydrogen storage are featured by a
too low hydrogen storage capacity and/or slow absorption kinetics [8, 45, 46].
The development of new better materials depends on a thorough understanding
of the behaviour of hydrogen, and how it relates to the details of the crystal
structure, in metal hydride and complex hydride materials. However, for many
materials the hydrogen dynamics are rather unexplored and therefore in which
way the hydrogen dynamics correlate to hydrogen storage characteristics is still
not fully understood [47, 48].
Alkali silanides show many highly important characteristics for hydrogen
storage purposes; that is the reversibility of H2 absorption with up to 4.3 wt.%
possible exchange within a good pressure and temperature window at 0.1 MPa
hydrogen equilibrium pressure at 414 K [44, 47]. However, the physicochemi-
cal reasons involved in the hydrogen exchange process remain unknown. This
makes the alkali silanides a highly interesting and important material to study
in order to further develop our understanding of what material characteristics
that are needed in order to develop new, highly efficient, hydrogen storage ma-
terials. This then boils down to a pure question of material design, to either
improve present-day materials or to explore possible new systems [40, 49–51].
An especially important challenge is to uncover the, relatively unknown, mech-
anistic aspects (i.e. the time-scale, activation energy, and spatial geometry) of
the hydrogen diffusion process.
In order to take on some of these materials science challenges, this the-
sis, which is mainly experimental in nature, deals with detailed studies of
the structure-dynamics-property relations in two classes of hydrogen contain-
ing, energy relevant, materials; perovskite type oxyhydrides and alkali silanides.
The aim of the thesis is to develop new understanding pertaining to structure-
dynamics-property relationships in these two classes of materials and, on the
basis of this new knowledge, discuss how to design new and more efficient "en-
5Figure 1.2: Schematic illustration of the different types of hydrogen dynamics
together with the materials function relationships that have been investigated
in this thesis: (a,d) vibrational motion – electronic conductivity, (b,e) localised
diffusion – reversible hydrogen absorption, and (c,f) long-range diffusion – hy-
dride ion conduction.
ergy materials", with either higher hydrogen diffusivity (for perovskite oxide
materials) or hydrogen storage capacity and favourable hydrogen sorption ki-
netics (for alkali silanides). For this purpose, the research has been focused
on the study of both local structure and dynamics - divided into vibrational
motions [Fig. 1.2(a)], and localised diffusion [Fig. 1.2(b)]/long-range diffusion
[Fig. 1.2(c)], respectively. These materials properties have then been correlated
to the functional properties of the materials, such as electronic conductivity
[Fig. 1.2(d)], hydrogen storage characteristics [Fig. 1.2(e)] and ionic conductiv-
ity [Fig. 1.2(f)]. The main tools for these investigations have involved the use
of different neutron scattering techniques, especially inelastic and quasielastic
neutron scattering (INS and QENS) and neutron powder diffraction (NPD),
which are particularly powerful for studies of hydrogen containing materials
[52].
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2
Hydride structure and dynamics
in solid state materials
2.1 General aspects of hydrides
A hydride is generally an extremely wide description of materials as it refers to
any chemical compound in which hydrogen is combined with another element
[53]. Within this broad concept there are basically three types of hydrides;
saline (ionic), covalent, and metallic, which as the names suggest, are distin-
guished based on the type of chemical bond involved (Fig. 2.1).
Saline (ionic) hydrides form through a direct reaction with hydrogen and
elements in the groups of alkali metals or alkaline-earth metals (Fig. 2.1) [54].
They exhibit general chemical formulas of MH and MH2 where M is an alkali
or alkaline-earth metal and the hydrogen is present as a negatively charged
ion (H−). Generally, these compounds are lightweight materials, which makes
them useful as portable sources of hydrogen, such as sodium hydride (NaH)
and calcium hydride (CaH2) [53, 55].
Covalent hydrides form through the reaction between hydrogen and non-
metals such as boron (B), Silicon (Si), and aluminium (Al) (Fig. 2.1). Ionic
hydrogen species of both boron (BH−4 ) and aluminium (AlH
−
4 ) are extensively
used as hydride sources. The cations most commonly employed are Na+ for
BH−4 (to form NaBH4) and Li+ for AlH
−
4 (LiAlH4). Both compounds have
7
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Figure 2.1: Periodic table with the three types or hydride materials, based on
the bonds they exhibit; saline (ionic), metallic, and covalent.
specific uses in both organic and inorganic reduction reactions and is also con-
sidered as hydrogen storage materials [53, 56, 57].
Metallic hydrides are compounds of hydrogen and transition metals (Fig. 2.1),
which are typically synthesised by reacting hydrogen gas with a metal (or al-
loy) at high temperature. The titanium family is the most investigated one,
where titanium hydride is the most stable one in air at ambient temperature
[53, 58]. Not only will they form stoichiometric compounds but there is also the
possibility for them to form nonstoichiometric materials, where the hydrogen
atoms instead are located at an interstitial position. One, until recent, small
subgroup of the metallic hydrides, is the transition metal oxyhydrides [59].
2.2 Transition metal oxyhydrides
Oxyhydrides are featured by the partial substitution of hydride ions for oxygen
ions, hence the hydrogen is of hydridic nature (H−) in the structure. Early
examples of oxyhydrides are LaHO[60], Zr5Al3O0.5H4.8[61], Ba21Ge2O5H24[62],
Ba3AlO4H[63], MoOxHy[64], TiHxOy[65], and 12CaO·7Al2O3:H[66]. These early
on oxyhydrides where often synthesised through rather complicated synthesis
methods including high pressure of H2 gas atmospheres in order to incorporate
the hydride ions in the structure, which often made the material unstable and
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difficult to control the amount of hydride ions. More recently, the Ruddlesden-
Popper type oxyhydride LaSrCoO3H0.7 [59, 67] was synthesised using a novel,
simpler, approach, known as the topochemical reaction [59]. This synthesis
method to make oxyhydrides, discovered by Hayward et al. in 2002 [59] en-
abled future discoveries of oxyhydrides and expanding this previous rather small
group of materials.
2.2.1 Topochemical reaction synthesis
Lately, the oxyhydride family of materials have significantly increased in num-
bers with an unanticipated discovery in 2012 by Kobayashi et al. [68]. They
managed to synthesise a barium titanium perovskite oxyhydride through fairly
simple hydride reduction (implementing the topochemical reaction with CaH2
as previously reported by Hayward et al. [59] in 2002). Nedumkandathil et al.
[69] reported about the synthesis of BaTiO3−xHx in more detail, where a pow-
der of BaTiO3, together with a powder of metal hydride (for example CaH2 or
NaBH4) are used as starting materials in the topochemical reaction synthesis.
The BaTiO3 powder is mixed with the metal hydride by grinding them together
in an agate mortar. The mixture is then pressed into a pellet and placed inside
a stainless-steel ampoule, which is then sealed and inserted in to a fused silica
jacket. The synthesis time is usually around 2 days at a temperature of about
600 ◦C [69]. The metal hydride thus reduces the transition metal (Ti4+) in
the host material (BaTiO3), hence creating oxygen vacancies by forming CaO.
The hydrogen atoms then diffuse into the host material, now containing oxygen
vacancies, and create the product material of an oxyhydride [69].
Thanks to the development of this fairly simple synthesis technique to
make oxyhydrides, new oxyhydride materials have been recently synthesised.
Not only were the synthesise route simplified but because the new oxyhy-
dride exhibits a perovskite structure (ABO3), one could easily exchange the
A- and B-site atoms and hence add new compounds to this previously rela-
tively small group of oxyhydrides. New materials include structures with transi-
tion metals such as BaScO2H[70], SrVO2H[71], Sr2VO4−xHx[72], SrCrO2H[73],
LaSrMnO3.3H0.7[74] on top of the initial LaSrCoO3H0.7[59] and BaTiO3−xHx
oxyhydrides[32, 68].
10
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The systems ATiO3−xHx (A = Ba, Sr and Ca) are stable in air all the way
up to ca. 400 ◦C, above which hydrogen is released, suggesting that the hydride
species in ATiO3−xHx have to be mobile at this temperature and possibly also
below [75]. Kobayashi et al. [68] demonstrated that this material represents
a versatile precursor toward a range of other mixed anion compounds such as
oxynitrides [31, 76, 77], oxyfluorides [31] and even a material containing both
hydride ions and protons [31].
2.2.2 Perovskite type oxyhydride ATiO3−xHx
Of the currently known oxyhydrides are the perovskite type oxyhydrides,
ATiO3−xHx (A = Ba, Sr and Ca), of particular interest, because it exhibits the
same structure as the suggested materials of the electrolyte in the intermediate-
temperature fuel cell. The perovskite type oxyhydride of BaTiO3−xHx has been
the focus in this thesis.
Structural properties
In the oxyhydride form of BaTiO3, i.e. BaTiO3−xHx, the O2− and H− ions
form the octahedral environment around Ti in this structure, which makes the
Ti atoms exist in a mixed IV/III oxidation state [68]. This change of oxidation
state makes the structure bigger as it has to accommodate another electron,
which will make the material cubic at all temperatures [Fig. 2.2(a)] [78]. Com-
pared to BaTiO3−xHx, the pure BaTiO3 instead goes through several structural
changes, from a rhombohedral structure at low temperatures, through an or-
thorhombic structure at 183 K, to a tetragonal structure at 278 K and then to
a cubic structure at temperatures above 396 K [78].
Introducing hydride ions in the oxide material will influence the characteris-
tics significantly. For example, there will be a change in cell volume attributed
to three different properties; firstly, the hydride ion has a larger atomic ra-
dius than the oxide ion (1.54 vs. 1.38 Å), secondly, the Ti atom gets bigger
as it goes from Ti4+ to Ti3+, and thirdly the Ti-anion bonding gets weaker
and hence longer [29]. The last effect could potentially enhance chemical re-
action and anionic diffusion in the oxyhydride material compared to that of
the parent oxide [75]. Furthermore, when doping with hydride ions, the band
2.2. TRANSITION METAL OXYHYDRIDES 11
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Figure 2.2: (a) Schematic figure of the cubic-structured perovskite oxyhydride
BaTiO3−xHx and (b) a sketch indicating the direction of the ω⊥ and ω‖ Ti-H
vibrational motions. The hydride ion is located on a vacant oxygen site of the
perovskite lattice.
gap will get narrower due to the lower electronegativity of the hydride ions
(compared to oxide ions), which will increase the conductivity. Additionally, a
change of bandgap will further change the possibility to absorb visible light and
thus enables visible light applications for the material, such as water splitting
catalysis and pigmentation [75]. An interesting feature is that the hydride ion
exhibits a flexibility in size, with ionic radii of ≈ 1.30–1.53 Å found in metal
hydrides. This is most probably due to the fact that the hydride ion consists
of two electrons held by only one single proton, which furthermore makes the
hydride ion highly adaptable to a given local environment [67, 75].
The perovskite structure, ABO3, of BaTiO3−xHx, is a relatively simple
structural model that gives vast opportunities to combine different elements
to achieve a range of various materials. Because the perovskite structure is so
versatile, it is not only possible to exchange the anions in the materials, but
also the cations (Ba for Sr and Ca) resulting in a change of various proper-
ties. For example, by changing the A-site atom in ATiO3−xHx the hydrogen
release temperature will change, hence the hydride ion mobility is influenced
(smallest cation Ca shows the highest release temperature) [29, 30]. Also, the
symmetry changes for the material, which is rather expected as the different
12
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cations exhibits different sizes and hence introducing more or less tilt of the
octahedra (smallest cation Ca shows the most tilted octahedral structure) [29].
But noteworthy is the fact that the hydride ion concentration gets higher for
BaTiO3−xHx in a shorter synthesis time than for the other materials. This
most probably relates to the fact that Ba is a larger atom than Sr and Ca and
hence results in a larger lattice for BaTiO3−xHx where the O2−/H− migration
more easily can take place [79].
Structurally related perovskite
The perovskite type ReO3 belongs to a small family of undistorted cubic struc-
tures that has a completely vacant A-site cation in the ABO3 perovskite struc-
ture. The structure allows vibrational modes of the rigid octahedra, which
give rise to negative thermal expansion (NTE) across an extended temperature
range [80–82]. ReO3 is the only simple binary oxide that combines metallic
conductivity with NTE, and it has previously been shown that the size and
range of NTE observed experimentally is highly dependent on sample thermal
history and method of preparation [82]. When introducing hydrogen species
into the structure of ReO3 it may occupy one or a combination of three different
kinds of arrangements i.e. it can be covalently bonded to the oxygen atoms
(forming hydroxyl groups) [Fig. 2.3(a)], but there is also the possibility to in-
close water molecules in the cages present in the structure[Fig. 2.3(a)], and even
more interesting is the fact that the Re atoms have the possibility to change
oxidation number from 6+ to 5+ (even to 4+) which would, hypothetically,
make it possible to create a hydride [Fig. 2.3(c)] [83–85].
Electronic properties
The presence of the extra electron in BaTiO3−xHx changes the color of the
material from white to blue. The cause of this colour change has been investi-
gated by Schrader et al. [86], who suggested it to be due to the absorption of
a specific wavelength that is attributed to a hopping process of small polarons.
Polarons refer to electrons localised at specific sites, in this case on the Ti atom,
rather than being delocalized within an electronic band [87]. However, there
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Figure 2.3: Plausible nature of hydrogen in ReO3: (a) hydroxyl groups, O-H,
(b) water molecule at the vacant A-site, and (c) hydride ion at the oxygen
position.
is still some controversy if the electron in BaTiO3−xHx creates a polaron or is
located within the conduction band.
In the case of BaTiO3−xHx, vibrational spectra may provide the answers
of the behaviour and position of the extra electron. Far-infrared reflectance
measurements of SrTiO3−x have shown that the phonon modes are strongly
influenced by the oxygen vacancies, as they get broader with increasing oxy-
gen vacancy density [88]. Hwang et al. [89] observed a similar behaviour for
BaTiO3−x and discussed this in relation to the existence of polarons in connec-
tion to the oxygen vacancies. Furthermore, BaTiO3−x shows a local structural
disorder [90, 91] attributed to a polaron localised within one or several lattice
sites, which perturbs the octahedra surrounding of the Ti atoms. Additionally,
Raman measurements of BaTiO3 under externally applied pressure up to 20
GPa shows that the material is not cubic but rather the presence of a tetragonal
distortion of the local environment [92]. First-principal calculations on BaTiO3
further confirm the local disorder attributed to polarons, where polarons are
introduced into the structure by adding carrier electron doping from oxygen
vacancies or substitutionally doped Nb5+ at Ti4+ [78]. However, including Sr
in BaTiO3−d rather have the opposite effect where this instead stabilises the
cubic phase [93]. This could be more closer to what is observed in BaTiO3−xHx,
where the hydride ions, similar to Sr, will stabilise the cubic structure. The
same effect is observed in thin films [94, 95] and pressure studies [92] of BaTiO3,
where the introduced strain makes it keeps its cubic structure.
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First-principles calculations by Liu et al. [96] showed that electron polarons
are responsible for the experimentally observed semiconductor-like conductiv-
ity in bulk BaTiO3−xHx. The distortion of the lattice associated to the polaron
would then influence the local atomic environment and thereby the vibrational
properties of the hydride ion. Self-trapped electron polarons in BaTiO3 were
shown to be unstable but polarons arising from the electrons donated by the
hydride ions were stable on the adjacent Ti atoms hence explaining the semi-
conducting properties and the blue colour of the BaTiO3−xHx material [96].
Iwazaki et al. [87] showed that the Ti-H vibrational frequencies could be pre-
dicted in BaTiO3−xHx, with the help of density-functional theory calculations.
Three vibrational frequencies of the hydride ions were observed, two perpen-
dicular to the direction of the Ti-H bond (ω⊥) degenerated at 854 cm−1 (105.9
meV), and one parallel to the direction of the Ti-H bond (ω‖) at 1024 cm−1
(126.96 meV) [87]. However, these calculations make no distinctions between
a polaron or an electron situated in the bandstate [87], thus the vibrational
frequencies of the Ti-H vibrations remain to be measured experimentally in
order to identify in which state the extra electron is situated.
By measurements on an oxyhydride film of ATiO3−xHx (A = Ba, Sr, Ca),
Yajima et al. [30] could detect a high electronic conductivity, hence the mate-
rials are metallic (in a bandstate configuration), even at low temperatures (2
K). The precursors, ATiO3 (A = Ba, Sr, Ca), are otherwise insulating but turn
into metallic conductors when hydride ions are introduced in to the structure,
or more accurately when carrier (electrons) associated with the hydride ions are
injected into the conduction band of the host material [79]. However, a metal-
lic phase can be accomplished for both the BaTiO3 and the SrTiO3 systems
through other methods, such as doping with a trivalent cation (e.g. La3+) [97]
at the A-site or a pentavalent cation (e.g. Nb5+) [98, 99] at the Ti site. Further-
more, carriers can also be injected by introducing oxygen vacancies in the struc-
ture [79, 89, 90]. Even though the BaTiO3 and the SrTiO3 systems seem fairly
similar, there are some differences that become apparent when doping with
carriers. For example, significant lower concentrations of carrier are required
in order to observe metallic conductivity for SrTiO3 than for BaTiO3 (1019
cm−3 compared to 1021 cm−3). A similar behaviour was observed by Bouilly et
al. [79] when introducing hydride ions in to the structure. SrTiO3−xHx showed
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metallic conductivity over the entire range of x concentrations (0.05<x<0.45),
whereas BaTiO3−xHx (0.14<x<0.58) exhibits semiconducting conductivity at
x < 0.2 and only above this (0.2 < x) showing metallic conductivity. This is
very similar to that of BaTi1−xNbxO3−, where the material is semiconducting
at x ≤ 0.2 which is attributed to the local distortion in the material at lower
x. That is the off-centering of the Ti4+/Nb5+ site contributing to a localisation
of the doped electron, hence creating a polaron [98–100]. If hypothesised that
this is also true for the BaTiO3−xHx material, this would imply that there is
a local Ti disorder at low x contributing to a polaron and hence a semicon-
ducting conductivity. Additionally, as these materials are films it is important
to consider the miss-match between the substrate and the investigated mate-
rial (SrTiO3−xHx shows the smallest miss-match) [79], as this might have an
effect on the electronic conductivity. The introduced strain, originating from
the lattice miss-match, could similarly to the local Ti disorder, also introduce
polarons in the materials and hence reduce the conductivity [79]. The question
is then if it is possible to observe the polaronic effect in BaTiO3−xHx and if
the material shows the same local disorder as pure BaTiO3 doped with carrier
electrons.
Hydride ion conduction and dynamics
Kobayashi et al. [68] showed, trough deuterium exchange of the hydride ions
in BaTiO3−xHx at 400 ◦C, that the hydride ions have to be mobile (Fig. 2.4).
This finding is highly exciting because it implies that the perovskite structural
framework can accommodate both, cation (proton) and anion (hydride) con-
duction. In particular, interesting diffusion mechanisms specific to hydride-ions
may exist in this material.
In a fairly recent article from 2017, Tang et al. [101] used deuterium ex-
change to investigate the hydride diffusion in BaTiO3−xHx and LaSrCoO3H0.7.
They found that there is indeed a dependence on x for the hydride diffusion
in BaTiO3−xHx. When x is low (x < 0.4), the migration of hydride ions in
BaTiO3−xHx is featured by a relatively high Ea of 3.8 eV and hence the hypoth-
esis is that it requires the simultaneous movement of oxide ions (Ea of oxygen
diffusion in BaTiO3 ≈ 2 to 2.8 eV [102–107]). When x is high (x > 0.4), they
measured a much lower Ea of 2 eV and hence the hydride ions may form a
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Figure 2.4: Mass spectrometry of gaseous species during deuteride exchange.
BaTiO3−xHx is heated in D2/Ar, while gaseous products are monitored. The
black dotted line plots the temperature as a function of time. Reprinted by
permission from Springer Nature: Nature Materials, "An oxyhydride of BaTiO3
exhibiting hydride exchange and electronic conductivity", Kobayashi et al. [68],
©(2012).
conduction pathway not dependent on the movement of oxygen ions. Results
from simulations [101] showed a large probability that there is not only near-
est neighbour (NN) jumps (Fig. 2.5) but most probably the diffusional motion
is a mix between NN jumps and second nearest neighbour (2NN) jumps. In
order to fully investigate the true jump distance in BaTiO3−xHx they pointed
out that QENS measurements on the material is needed. Although, the article
[101] also includes a deuterium exchange measurement of LaSrCoO3H0.7, where
a comparison to previous QENS measurements was possible [108]. Thus, they
found a big difference in Ea, where the QENS study on LaSrCoO3H0.7 showed
an Ea of around 0.2 eV [108], whereas the deuterium exchange measurements
showed an Ea of roughly 2 eV, that is 10 times higher than for the QENS
measurement. This is an inconsistency but one has to consider that these
two experiments measurer different characteristics, the gaseous deuterium ex-
change experiments measures a chemical diffusion coefficient, as it depends on
2.2. TRANSITION METAL OXYHYDRIDES 17
the chemical potential between the gas and solid phase, while QENS yields
the pure bulk self-diffusion coefficient of the hydride ions. So the gaseous deu-
terium exchange experiments might be a more realistic measurement where
several variables are included (such as surface and grain boundaries effects).
QENS is on the other hand a more reliable measurement to study the actual
diffusional motion and how it depends on the material at hand.
Ionic conduction in related oxyhydrides
Pure H− conductivity have been measured by Kobayashi et al. [25], who showed
a relatively low Ea of ≈ 0.7 eV at 590 K when introducing anion vacancies
in the oxyhydride material. This was however not BaTiO3−xHx but rather
La1−xSr1+xLiH2−xO2 (x = 0.1, 0.2, 0.3 and 0.4), a material that sufficiently
provide electron-donating cations situated in a sublattice in order to assure an
observation of H− conduction. The measurement would otherwise most proba-
bly be dominated by electron conduction, hiding the hydride ion conductivity.
An important conclusion from this paper is that the diffusional motion of the
hydride ion can be even further promoted by introducing oxygen vacancies in
the perovskite structure, this in accordance with recent anion exchange studies
[77, 109]. Mikita et al. [77] showed that the hydride ions in EuTiO2.82H0.18
enables a N3−/H− exchange at 400 ◦C, creating a material containing oxygen
vacancies (EuTiO2.82N0.120.06). This material could then further go through
ammonolysis in two steps with two different temperatures (600 and 800 ◦C)
to finally create the fully oxidised material of EuTiO2N. Direct ammonolysis
from EuTiO3 to EuTiO2N was not possible, suggesting that the hydride ions
in a combination with the oxygen vacancies enables this full oxidisation. The
reason why N3− needs a higher temperature than H− (800 ◦C compared to 600
◦C) for the topochemical ammonolysis is related to the less mobile nature of
N3−, due to its higher valence. Takeiri et al. [109] looked explicitly at the
hydride/oxide exchange in SrTiO3, and observed that only a small amount
of oxygen vacancies was needed in order to promote the exchangeability and
hence increase the anion (O2−/H−) diffusivity. The lower anion exchangeabil-
ity in pristine SrTiO3 and CaTiO3 means that the smaller lattices of these
compounds compared with BaTiO3 substantially restrict the anion (O2−/H−)
diffusion. Hence an amount of oxygen vacancy doping would be necessary in
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order to achieve the same composition with a high amount of hydride ions as
for BaTiO3 (BaTiO2.4H0.6).
Interestingly, Bridges et al. [108] detected a long-range jump diffusion for
the hydride ions in LaSrCoO3H0.7. The hydride-ion hopping mechanism was
found to initiate in the temperature range used for synthesis of the material
and occurs in conjunction with loss of hydrogen from the sample. The resulted
jump distance fitted well with that of the structure and gave approximately the
distance between hydrogens. The obtained activation energy (Ea) and hydride-
ion diffusion coefficient (D) were ca. 200–230 meV and 6×10−5–10×10−5 cm2s−1
in the temperature range of 700–750 K [108]. These results are in accordance
with recent first principles calculations, investigating the transport of hydride
ions in BaTiO3−xHx, which show a low activation energy (0.28 eV) of vacancy
assisted diffusional motion [96]. This low activation energy could be attributed
to the relatively weak interactions between the hydride ion and the transition
metal, and also its smaller mass and charge compared to the O2− anion.
The dynamics of the hydride-ions in BaTiO3−xHx are, as mentioned, not
directly measured, but two main possible diffusional routes for the hydride ion
in BaTiO3−xHx have been discussed, i) oxygen vacancy assisted diffusion, and
ii) transformation into a proton and then interstitial diffusion to an empty lat-
tice point, followed by a conversion back to a hydride [68, 87, 96, 110, 111].
Results from computer simulations show that Ea for interstitial diffusion of
protons in BaTiO3 takes on a value of ca. 0.2 eV [110], whereas results from
QENS studies of acceptor doped perovskite materials, supported by computa-
tional techniques, show activation energies typically in the range 0.1 to 0.2 eV
for diffusional motions of protons [19, 112–118].
For oxygen vacancy assisted diffusion of the hydride ion [ i) ], it has been
hypothesised that when x is low, the migration of hydride-ions depends on
the movement of oxide-ions, which is featured by a quite high activation en-
ergy (∼0.8 eV), whereas when x is high, the concentration of hydride-ions is
so high that the hydrogens may form a conduction pathway not dependent on
the movement of oxygen ions (Fig. 2.5) [68]. If this is the case, the question is
if there is an optimum hydride-ion concentration? Another important variable
to consider is how the diffusional motion of the hydride ion can be even further
promoted by introducing oxygen vacancies in the perovskite structure, this in
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Figure 2.5: Schematic figure of when x is low, the migration of hydride-ions
depends on the movement of oxide-ions, whereas when x is high, the concen-
tration of hydride-ions is so high that the hydrogens may form a conduction
pathway not dependent on the movement of oxygen ions. The figure also shows
the nearest neighbour (NN) jumps and second nearest neighbour (2NN) jumps
in the BaTiO3−xHx.
accordance with recent anion exchange studies [77, 109]. Overall, both oxygen
vacancy concentration and mobility would probably heavily influence the hy-
dride ion transport in oxyhydrides. Such information will provide new input
into hydrogen dynamics in perovskite materials generally, now stretching from
protic to hydridic species.
2.3 Metal and complex hydrides
2.3.1 Metal hydrides
Properties of the metal hydrides
Metal hydrides typically store hydrogen at 4-8 wt.%, not including storage ves-
sel or other storage system requirements [119]. The structure of metal hydrides
is usually limited to the compositions MH, MH2, and MH3, with the hydro-
gen atoms fitting into octahedral or tetrahedral holes in the metal lattice, or a
combination of the two [120]. However, as a hydrogen storage material, metal
hydrides usually exhibit either a too low gravimetric capacity or a too high
decomposition temperature. In comparison, the hydride alloys of CoNi5H4 and
LaNi5H6 fall inside the targeted operational window, when it comes to tem-
perature and pressure, but their gravimetric capacity is too low for on-board
hydrogen storage, e.g. 1.1 and 0.9 wt.%, respectively. On the other hand,
MgH2 has a large hydrogen content (7.6 wt.%) but its decomposition temper-
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ature is too high (330 ◦C) [121]. Nonetheless, the thermodynamics can be
improved for metal hydrides by adding a chemical species that either desta-
bilises the hydrogenated state or stabilises the dehydrogenated state, referred
to as destabilisation (of the system) [121, 122].
Another important factor to consider is the kinetics of the hydrogen uptake
(hydrogenation) and release (dehydrogenation), which is usually slow but can
be improved by adding a catalyst. The rate of hydrogenation is controlled by
three (main) factors, (i) the rate of the dissociation of the hydrogen molecules
at the surface, (ii) the difficulty in penetration of the hydrogen from the sur-
face into the metal, and (iii) the hydrogen diffusion through the hydride layer
already formed and into the bulk of the material. The rate of dehydrogenation
is instead influenced by, (i) the chemical and structural changes of the bulk
material, (ii) the transferring of hydrogen from the bulk to the surface (bulk
diffusion) and (iii) the recombination of the hydrogen atoms on the surface
[121]. A catalyst could then be used to enhance these kinetic properties by de-
creasing the activation energy barriers and therefore improve the rate of both
hydrogenation and dehydrogenation [122].
Making nano-sized particles of the hydrogen storage material, has also
shown some effect in improving the kinetics. The reasons for this should be
that a nano-sized particle shows an enlarged solid/gas interface but also short-
ens the hydrogen diffusion paths. Additionally, nanoparticles (in the presence
of hydrogen) usually gain an increased lattice constant, hence contributing to
a larger interstitial volume for hydrogen storage [121, 122].
The MgH2 material
The metal hydride of MgH2 is one of the binary hydrides that still attracts
considerable attention owing to its light weight, low cost and high gravimetric
density (7.6 wt.%) even given the fact that it suffers from slow kinetics and
thermodynamic limitations for storage (a high decomposition temperature of
330 ◦C). Efforts to speed up the kinetics have been done through the reduc-
tion of particle size (by ball milling), alloying and doping [123]. For example,
Hanada et al. [124] showed that milled and Ni-doped MgH2 reduced its de-
composition temperature to 150–250 ◦C while containing a hydrogen wt% of
6.5. Furthermore, a remarkable improvement in absorption was reported by
2.3. METAL AND COMPLEX HYDRIDES 21
the same group [125] for Nb2O5 doped and milled MgH2 with high desorption
kinetics at 160◦C under a helium flow [123]. With the development of suitable
catalysts, the charge-discharge times has drastically been reduced, however the
thermodynamics of the process still lacks behind. Li et al. [126] showed that
the kinetics of hydrogen absorption-desorption could be improved by instead
synthesise nanowires of Mg. Enhancement through nanostructuring with the
introduction of defects during loading and release of hydrogen in MgH2 was
studied by neutron scattering [127]. The results showed that by using small
quantities of Nb and V, that acts as catalysts during the hydrogenation pro-
cess, the temperature could be decreased. The improvement in the kinetics was
attributed to the presence of vacancies. Further INS experiments of the same
material were consistent with that interpretation [128, 129].
2.3.2 Complex hydrides
Properties of the complex hydrides
One subgroup to the metal hydrides is the complex hydrides that consist typi-
cally of alkali or alkaline earth elements that are ionically bonded to a complex
anion. The anions themselves can consist of light metals group 1, 2, 3, e.g. Li,
Na, B and Al, to which hydrogen is covalently bonded [38, 120]. The main dif-
ference between the complex and metallic hydrides is the transition to an ionic
or covalent compound upon hydrogen absorption. The hydrogen in the com-
plex hydrides is often located in the corners of a tetrahedron with for example
B or Al in the centre [120]. The expanding list of promising complex hydrides
for hydrogen storage applications include materials such as amides M(NH2)x,
imidesM(NH)x/2, borohydridesM(BH4)x, alanatesM(AlH4)x andMx(AlH6)y,
which are already well investigated in the literature, and also the recently inves-
tigated amido-boranes M(NH2BH3)x, ammonium-closo-borane (NH4)2B12H12
and hydrazinido-boranes M(N2H3BH3)x [130–142]. The focus has been to find
lightweight materials for optimum gravimetric hydrogen densities. Hence ma-
terials that are lithium- and sodium-based, and variations of the nitride-imide-
amide system have been extensively studied for this purpose [120, 138, 143, 144].
Of particular interest are LiBH4, NaBH4, and NaAlH4.
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The NaAlH4, NaBH4 and LiBH4 materials
NaAlH4 is a relatively lightweight material, but as for all alanates, there is an
issue with achieving reversibility [138]. Hence, high pressure is needed (130-
150 bar at 170 ◦C) in order to reload the hydrogen into NaAlH4. A cyclic test
showed that Ti-doped NaAlH4 improved the reversibility and can thus preform
dehydrogenation and then hydrogenation several times (35 cycles), but with the
cost of a decrease of hydrogen storage capacity, going from 4.2 to 3.1 wt.% [138].
However, the rate of dehydrogenation/hydrogenation was still too low and the
operating temperature still to high (>160 ◦C). A number of studies employing
different catalysts have been undertaken, one of which reports about a most
potent catalyst, TiCl3 [143, 145]. Anton [146] showed that the cation radii of
the dopant cation is the most important factor affecting the dehydrogenation
process, where a midpoint (0.74 Å close to that of Ti3+ of 0.76 Å) between the
ionic radii of Al3+ and Na+ is optimum [143, 146]. A more detailed study of
NaAlH4 with this improved catalyst was conducted [120, 139] and a desorption
hydrogen pressure of 2 bar at 60 ◦C was found for the first (3.7 wt.% H)
and second (3.0 wt.% H) dissociation steps. Additionally, carbon nano tubes
have also shown good promise as a dopant, improving the recovering of the
storage capacity to 4.2 wt.% [147] and accelerating the dehydrogenation [148].
To increase the gravimetric and volumetric hydrogen capacity even further a
reasonable step is to exchange Al to B and hence investigate the borohydrides
[143].
NaBH4 is a material that is even more lightweight than NaAlH4 but the
material is stable in dry air, thus an amount of water is needed in order to
achieve dehydrogenation. However, DOE has given a target amount of the wa-
ter content on the hydrolysis in order for the material to be integrated properly
in the fuel cell system [143]. Therefore, the use of catalysts (for example Pt-
LiCoO2, NiCl2, Al and carbon nanotube paper) and salts (for example NaOH)
is crucial to achieve an efficient dehydrogenation with as little water as pos-
sible [143]. Total hydrogen evolution could be enhanced up to a total of 6.5
wt.% at 45 ◦C, out of which 4 wt.% is at room temperature, using a non-noble
catalyst NixB [149]. An extensive knowledge of the dynamics in the materials
could further enhance dehydrogenation and hydrogenation. NaBH4 undergoes
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an order-disorder transition near 190 K. Below this temperature, the compound
exhibits a tetragonal lattice with orientationally ordered BH−4 anions. Above
the temperature of 190 K, the material transforms into a face-centred-cubic
(fcc) structure with orientationally disordered BH−4 anions. Each anion pos-
sesses two equally probable orientations superimposed to form a cube of eight
H atoms, each with 50% occupancy, with a B atom at the center [150]. In
the cubic phase of NaBH4, the motion of the BH−4 ion is dominated by 90◦
reorientations. Within the ionically bound alkali borohydrides, the BH4 anions
are not fixed. The BH4 motions are thermally activated and characterised by
activation energies in the order of 0.1 eV, typical frequencies are in the ter-
ahertz range at temperatures of about 400 K [151]. Furthermore, the BH−4
reorientational mobility in the high-temperature disordered phase of NaBH4
was investigated by partial substitution of the BH−4 anion with either smaller
Cl− or larger I− anions. This to possibly change the local dynamics and hence
lower the temperature of the dehydrogenation. The study showed an increase
in BH−4 anion mobility due to the increase of the fcc lattice constant hence
increasing the available volume for the BH−4 anion to move. Additionally, some
differences in BH−4 reorientational mechanisms were observed for NaBH4-NaCl
and NaBH4-NaI. The former displaying more cubic tumbling behaviour, simi-
lar to that of pure NaBH4, and the latter more tetrahedral tumbling behaviour
[150]. In order to learn more about the dehydrogenation, hence the dynamics
of the borohydrides, it is reasonable to investigate the influence that the alkali
atom have on this process. Hence the next step would be to look at the even
more lightweight material of LiBH4.
LiBH4 then shows a favourable hydrogen mass fraction (0.185), but a some-
what unfavourable hydrogen-cycling behaviour [136]. The desorption process
can be catalysed by adding SiO2 and significant thermal desorption has been
observed, starting at 100 ◦C [120, 152]. Additionally, efforts have been made
to put this molecule in different confinements to improve the thermodynamics,
kinetics and reversibility of hydrogen absorption/desorption in LiBH4. These
confinements have consisted of different solutions such as nanopores, mixing
with MgH2, and mixing with Li halide salts [136], in order to change the lo-
calised dynamical behaviour. The rotational behaviour of BH−4 ions in cubic
ABH4 phases involves dynamics of rotational jumps of the molecules about the
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high-symmetry axes, that is 90◦ reorientations around the three C2 axes (result-
ing in a cubic H environment around the B atoms) and 120◦ rotations around
the four C3 axes [136]. In a structure like this, the reorientations around any
particular axis are very rapid but a jump reorientation of the entire axis are
usually much slower. This may be related to the unfavourable thermodynamic
behaviour that bulk LiBH4 exhibits. However, when LiBH4 is instead put in a
nanoconfinement of carbon scaffolds, the molecular reorientations change and
go from localised jump motions to a uniaxial rotational diffusion [137]. Hence,
the thermodynamic behaviour changes for LiBH4 and the hydrogen absorp-
tion/desorption process is improved [134–137, 153].
Difficulties with the reversibility is still quite common in the lightweight
complex hydride materials such as LiBH4 and LiAlH4 [27]. Hence an option is
then to learn more about hydride mobility and transport in a material which
show excellent reversibility, such as ASiH3, even though it is gravimetrically
more unfavourable.
2.3.3 The ASiH3 material
Structural properties
At room temperature, the crystal structure of ASiH3 corresponds to an aver-
age cubic NaCl-type arrangement of alkali metal and Si atoms, meaning that
pyramidal SiH−3 anions are distributed in random orientations in the crystal
structure (α-ASiH3) [47, 154, 155]. The structure suggests a quasi-spherical ar-
rangement with 24 sites of preferred orientations for the hydrogen atoms around
each Si atom (Fig. 2.6). At temperatures below 200 K, ASiH3 compounds exist
as hydrogen-ordered β modifications [44, 47, 48, 156], where β-KSiH3 phase
exists as an orthorhombic Pnma structure, and β-RbSiH3 and β-CsSiH3 phase
as a monoclinic P21/m structure [47, 157]. The difference in β-phase struc-
ture for KSiH3 compared to RbSiH3 and CsSiH3 is attributed to the distortion
of the low temperature structure when accommodating the larger cations of
Rb+ and Cs+. On the basis of differential thermal analysis on KSiH3, a re-
versible phase transition was observed between the high-temperature α-phase
and low-temperature β-phase on cooling (273–278 K) and the reverse (β to α)
on heating (288–293 K), thus indicating some hysteresis in the material [156].
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Figure 2.6: (a) Structural model for disordered α-KSiD3 representing a cubic
NaCl-type arrangement of K and Si atoms (space group Fm3¯m). H atoms
distribute according to a 96k Wyckoff site (occupancy 12%). This yields a
quasi-spherical environment of 24 H atom positions around each Si atom. (b)
The 24 H atom environment as a consequence of aligning pyramidal SiH−3 ions
(with respect to their C3 axis) randomly along the four body diagonals of the
cubic unit cell (grey lines). This yields eight possible orientations of which four
(two ”up” and ”down” alignments) are emphasised in the figure (light blue and
orange bonds).
However, for RbSiH3, a triclinically distorted structure have shown to provide
a better fit in neutron powder diffraction (NPD) measurements just close to
the phase transition, suggesting that the transition is even further complicated
[158].
Kranak et al. [48] observed a quite unusual behaviour of the Si-H bond in
ASiH3 (A = K and Rb), where the bond strengthened as the material goes
from the ordered β-phase to the disordered α-phase. Furthermore, a rather
large molar volume difference (about 15%) was also observed for the same
transformation compared to other complex hydride systems (around 5%) [48,
158]. The hydrogenation of the ASi (A = K, Rb and Cs) Zintl phases gives
alkali metal silyl hydrides ASiH3 (A = K, Rb and Cs), which are able to store up
to 4.3, 2.6 and 1.85 wt. % of H2, respectively. Additionally, the hydrogenation
process is reversible in a good P -T window; a 0.1 MPa hydrogen equilibrium
pressure can be obtained at around 414 K, which is compatible with proton
exchange membrane fuel-cell applications [44, 47, 159, 160].
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Dynamical properties
The favourable thermodynamic characteristics of α-ASiH is due to an unusually
low entropy variation over the hydrogen absorption/desorption process. This
has been attributed to the disorder in α-ASiH3, whose structural properties
actually correspond close to that of a slightly compressed gas-phase species
(Si-H bond length = 1.52 Å; H-Si-H angle 92.2◦). Actually, Kranak et al. [48]
proposed that SiH−3 ions in the disorded α-ASiH3 relates closely to a freely
rotating ion with vibrational properties similar to a silyl ion in a polar solvent.
Furthermore, Mink et al. [161] could clearly see drastically widened lines in
the Raman spectra, profoundly suggesting dynamical disorder, especially in the
high temperature α-phase. Moreover, the SiH−3 ions in β-RbSiH3 showed to be
less restricted compared to the SiH−3 ions in β-KSiH3, explaining why RbSiH3
is exhibiting a lower phase transition temperature, 279(3) and 300(3) K (when
increasing the temperature) for RbSiH3 and KSiH3, respectively [158, 161].
On the basis of the background given, the knowledge about the dynam-
ical behaviour of the reorienting molecule can help to design new, improved
hydrogen storage materials.
3
Methodology
3.1 General aspects of neutron scattering
Neutron scattering is a powerful and versatile experimental technique, used
to investigate the structure and dynamics in materials. Neutrons have wave-
lengths and energies similar to interatomic distances and atomic motions in
condensed matter, which make it possible to investigate both the atomic-scale
structure and dynamics of materials with neutron scattering techniques. The
versatility of the neutron scattering techniques is utilised by a wide range of sci-
ences, such as condensed matter physics, materials science, chemistry, biology,
engineering, geology and cultural heritage [162].
Neutrons are subatomic particles with no net electric charge, and their
interaction with matter occurs via scattering on the atomic nuclei. This is
different from the scattering of other particles such as protons and electrons,
which have an intrinsic electric charge and instead interact electromagnetically
with matter. The neutron-nuclei interaction is in general weak and bestows the
neutron probe with a unique ability to penetrate deep into the bulk of many
solid materials [163]. The fact that the interaction is weak also makes neutron
scattering a non-invasive technique, where delicate and sensitive materials will
stay unharmed. However, the downside of this weak interaction is that it also
makes neutron scattering to a "slow" and expensive tool. Additionally, neu-
tron scattering instruments exhibit a low flux compared to other techniques,
for example those based on X-rays. This is due to the low flux from the neutron
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Figure 3.1: The scattering function, obtained from neutron scattering experi-
ments and the different characteristics of this function together with the infor-
mation that can be obtained.
source itself, but also that the beam generally needs to be monochromatized,
hence the flux is reduced even further. Thus, measurements are generally long
and neutron scattering should only be used when the use of other particles,
such as photons or electrons, which often are more readily available, are in-
adequate [162]. A specific example of materials for which X-rays and electron
techniques are inadequate, are those containing hydrogen. This is because
photons and electrons do not have the possibility to detect hydrogen atoms,
since they primarily interact with the electron shells (which are very small for
hydrogen atoms). In contrast, the efficiency of neutron scattering is instead
decided by the scattering cross section that tells us how well the neutron will
scatter on a specific atomic element. The scattering cross section does not show
any linear dependence on the atomic number (such as for X-rays and electron
interactions), but the cross section for hydrogens by neutrons is considerable
large. Neutron scattering is therefore a very powerful tool, compared to other
techniques, to observe hydrogen in solids [164].
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The obtained quantity in most neutron scattering experiments is the so
called "scattering function", which describes how (i.e., in which direction and
with which energy) the incident neutrons are scattered on a material (this
is further explained in section 3.3 and 3.4). The scattering function may be
divided into a coherent and an incoherent part, as well as inelastic and elastic
contributions, see Fig. 3.1 [165].
Coherent scattering, gives information about the average crystal structure
and collective dynamics in the material. Incoherent scattering gives information
about local structure and atomic self-dynamics. Depending on the aim of the
study, either the elastic (interaction without any change of energy) or inelastic
(interaction with an energy loss or gain) scattering is analysed. The bold
texts in Fig. 3.1 are the characteristics and the corresponding experimental
techniques that have been used and will be discussed in this thesis.
3.2 Neutron diffraction
Neutron diffraction is utilised to measure the structure of a material, and it is
even possible to distinguish between different isotopes, but more importantly,
it is also possible to detect hydrogen atoms.
For an elastic scattering event (Fig. 3.2) the following applies
k = |k| = |k′| = k′ = 2pi
λ
, (3.1)
where k and k′ are the wave numbers (k and k′ are the wave vectors) of the
incident and scattered wave, respectively. Because there is no change of energy
between k and k′, the wave number is preserved and hence the wavelength
of the incident neutrons (λ) will not change at the scattering process [166].
Furthermore, the scattering vector, Q, is defined as
Q = k′ − k. (3.2)
The momentum lost from the neutron at collision is the momentum transfer,
~Q, which comes from the particle-wave dualism defined by de Broglie [165].
The momentum of the particle corresponds to a wave with wave vector k, given
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Figure 3.2: Schematic drawing of a neutron that is elastically scattered on a
sample.
by p = ~k. Applying trigonometry on the scattering event, the following can
be deduced about the magnitude of Q
|Q| = Q =
√
k2 + k′2 − 2kk′ cos 2θ ⇒ Q = 4pi
λ
sin θ. (3.3)
The measured quantity in a diffraction experiment is the intensity distribu-
tion of the scattered neutrons as a function of the scattering vector, Int(Q).
The intensity is proportional to the cross section and the magnitude of Q
related to the neutron wavelength and scattering angle according to Eq. 3.3
[165]. Fig. 3.3 shows, as an example, neutron diffraction data of the oxyhy-
dride, BaTiO3−xHx, as measured on the D2B diffractometer at ILL [167]. The
Rietveld method is used on the observed diffraction pattern, where a full profile
fitting is conducted [168]. This includes using a least-square refinement tech-
nique, where a computer-generated profile of an assumed structure is fitted to
the diffraction data. The results show that BaTiO3−xDx (x = 0.6) exhibits a
majority of a cubic phase (9% tetragonal and 91% cubic), whereas BaTiO3−xDx
(x = 0.07) exhibits a majority of a tetragonal phase (64% tetragonal and 36%
cubic), suggesting that a certain amount of hydride ion concentration is needed
in order to accomplish the cubic structure [29, 69].
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Figure 3.3: Diffraction pattern of (a) BaTiO3−xDx (x = 0.6) and (b)
BaTiO3−xDx (x = 0.07), together with the Rietveld refinement with a cal-
culated pattern for the cubic and tetragonal structure.
3.3 Inelastic neutron scattering
INS gives the opportunity to not only study the structure of the material but
also the dynamics. INS accesses the intermediate range of time (∼0.5 ps to 1 µs)
and space (∼0.5 to 800 nm) where many of the interesting dynamical processes
in materials are taking place [165, 169]. In addition, INS is not subjected to any
optical selection rules (otherwise applied to Raman and infrared spectroscopy),
so, in the case of vibrational motions, all vibrations are in principle measurable.
The reason for this is that INS is dependent on the neutron cross-section of
the atoms and not from changes in the electronic properties of the molecule
that occur as the vibration is excited, as in the case for Raman and infrared
spectroscopy [170].
The discussion in the previous section on diffraction assumed that the neu-
tron, at collision, preserved its energy, however, with INS the neutron can either
preserve, gain or lose energy when interacting with the atoms of the material,
which is depicted in Fig. 3.4. Now, because k 6= k′, Eq. 3.3 will change to
Q =
√
k2 + k′2 − 2kk′ cos 2θ =
√
8pi2
λ2
+
2mω
~
− 4pi
λ
√
4pi2
λ2
+
2mω
~
cos 2θ.
(3.4)
In this new equation, Q is dependent on the energy, ~ω, hence Q is no longer
constant for a single scattering angle. In the scattering process the energy and
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Figure 3.4: The difference in scattering vector, Q, depending on if the scatter-
ing is elastic (blue) or inelastic (red), that is the neutron gains (big triangle) or
loses (small triangle) energy. The scattering vector is the resulting difference
between the incident and the final wave vector, k and k′, respectively.
momentum are therefore conserved, thus the energy and momentum exchange
are expressed as ~ω = E ′ − E and Q = k′ − k, respectively. Here, E is the
incident energy of the neutron, whereas E ′ is the energy of the scattered one.
3.3.1 Mean-square displacement
Examples of processes giving rise to inelastic scattering are phonons [Fig. 1.2(a)
right], local vibrational modes [Fig. 1.2(a) left] and local and translational
diffusions of atoms [Fig. 1.2(b) and (c)]. Phonons refer to the vibrations of the
lattice and can be treated as quasiparticles with a specific energy. Hence the
scattering process can be viewed as a collision between phonons and neutrons,
which will result in specific energy excitations.
An important aspect to discuss is how the phonons affect the elastic scat-
tering, which is described by the Debye-Waller factor [165]. This factor can be
explained with a ’hand-waving’ argument: atoms are displaced by a vector uj
from their nominal lattice position due to the thermal vibrations. The value
of 〈u〉 is on average zero, but there will be a finite mean-square displacement
(MSD) 〈u2〉. The Debye-Waller factor can be shown to be [165]
exp(−〈(Q·u)〉) = exp(−Q2〈u2〉/3). (3.5)
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Figure 3.5: Temperature dependence of the MSD of Ti-H vibrations (ω⊥ in
red and ω‖ in blue) in BaTiO3−xHx, as obtained from density functional theory
(DFT) simulations (Paper III).
Important to note is that the second expression is only valid for isotropic condi-
tions. The result of this is that the elastic peaks get less defined with increasing
temperature and also with increasing Q [165].
The MSD can be calculated from measurements of elastic fixed window
scans (EFWSs), i.e. measurements of the elastic intensity as a function of
temperature. The MSD generally shows a linear behaviour at low temperatures
and as the vibrations of the material get activated at higher temperatures, the
slope of the MSD increases (Fig. 3.5).
Phonons involve interaction in the (ideally) entire lattice of the material,
therefore the part of the scattering function, S(Q,ω), that is of interest is
the coherent part, Scoh(Q,ω). It can be shown that the intensity of the ith
molecular phonon transition is proportional to
Scoh(Q,ωi) ∝ Ii ∝ Q2U2i exp (−Q2u2Total)σ, (3.6)
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Figure 3.6: (a) INS intensity, S(Q,ω), for BaTiO3−xHx (Paper III). The in-
tensity is shown by colour coding. The Q-dependence can be obtained for
the different modes by integrating over certain energy (ω) intervals. The Q-
dependence together with the fitted line to the fundamental (n=1), first over-
tone (n=2) and second overtone (n=3) is shown in (b). The maximum of the
curves occurs at higher Q-values when the order of the transition increases,
which is in accordance to Eq. (A.8).
where ωi is the ith mode at frequency ω and Ui is the amplitude of the phonon
of the atom undergoing the particular mode [170]. The exponential term is
again the Debye-Waller factor, with uTotal being the MSD of all the atoms in
all the modes, both internal and external (explained in appendix A.1), and σ
is the inelastic cross section of all the atoms involved in the mode. Hence, if
there is no translational diffusion, the intensity decays as [171]
I(Q) ≈ e−Q2〈u2〉/3, (3.7)
where 〈u2〉 is the MSD. The change of slope of the MSD that depends on the
phonons in the material can be calculated from the INS spectra of the material.
However, when the atomic mass becomes small enough, as for hydrogen, one
can think of the vibrational motion as decoupled and localised from the rest of
the lattice and the incoherent part of the INS spectrum needs to be considered.
Hence, the incoherent approximation is used to develop a description of the
dynamic response of the incoherent scattering from hydrogen atoms in a powder
sample [172]. More specific, the INS intensity associated to the vibration of a
specific atomic species l depends on the neutron scattering cross section σl and
this is relatively large for hydrogen atoms (82.0) [173]. The INS intensity is
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also affected by the amplitude of the vibrations, which is generally higher for
lighter atoms. Consequently, the INS spectra of BaTiO3−xHx should be mostly
dominated by the motion of the hydride ions. The details of how to analyse the
vibrational modes of the hydride ions, νH, and hence, how to derive the MSD
values, is given in appendix A.1. A result of this is that the INS measurement
(seen in Fig. 3.6) will thus provide the Q-dependence, which in turn can be
used to study both the mean square dependence but also to distinguish between
fundamental and higher-order transitions in the vibrational spectra [174–176].
3.4 Quasielastic neutron scattering
QENS refers to those scattering processes which are almost elastic (small loss
or gain of energy) and show up as a broadening of the elastic peak (Fig. 3.7).
Generally, the QENS is analysed by the fitting of a Lorentzian component,
or several Lorentzians, describing the QENS peak, this to investigate the self-
dynamics (diffusional motion) in the sample [177, 178]. Of specific interest
in this thesis is to investigate the self-dynamics of hydrogen. Since hydrogen
has a large incoherent cross section and a small coherent cross section, it is
possible to separate the hydrogen motions from the rest of the material. The
total dynamical scattering function can therefore be approximated with the
incoherent one, i.e. S(Q,ω) ≈ Sinc(Q,ω).
The Q-dependence of the area [Ai(Q)] and the full width at half maximum
[Γi(Q)] of the QENS peak is what is obtained in order to extract relevant results
regarding the diffusional motion in the material. The measured scattering
function, Smeas(Q,ω), is then used to extract this information and it can be
modelled with
Smeas(Q,ω) = Sinc(Q,ω)⊗R(Q,ω), (3.8)
where Q denotes the momentum transfer and ω is the energy transfer [136].
The instrumental resolution is represented by R(Q,ω) in the above equation.
It is not uncommon to further add a background in the measured spectra
corresponding to peak tails of fast atomic vibrations (INS) or too fast diffusional
motions for the instrument to resolve properly. In the case of (pure) quasielastic
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Figure 3.7: S(Q,ω) of a fixed Q-value, with a quasielastic peak, the elastic
peak and the inelastic peaks further out from the zero energy transfer point
(~ω = 0).
scattering, Sinc(Q,ω) may be expressed as
Sinc(Q,ω) = A0(Q)δ(ω) +
∑
i
Ai(Q)Li(Q,ω). (3.9)
In the equation above is the elastic peak represented by a delta function, δ(Q,ω)
and the Li(Q,ω)s are Lorentzian functions describing the quasielastic peak.
These Lorentzian functions are given by
Li(Q,ω) =
2
pi
Γi(Q)
(2~ω)2 + Γi(Q)2
. (3.10)
Here, Γi(Q) is the full width at half maximum (FWHM) of the Lorentzian,
which relates to a characteristic relaxation time, also known as correlation
time, τi, of the dynamics giving rise to quasielastic scattering, according to
τi =
2~
Γi
. (3.11)
Hence, the Lorentzian functions, through Γi(Q) and Ai(Q), contain information
about both the time-scale and Q-dependence of the observed dynamics. Addi-
tionally, the area, A0 and Ai, of the QENS peak over Q can give information
about the spatial characteristics of the dynamics, as will be described below.
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3.4.1 Elastic incoherent structure factor
Since the QENS spectra are measured as a function of Q, the geometry of
the observed localised motion(s) can be obtained from the ratio of the elastic
(incoherent) scattering intensity A0(Q), [Eq. (3.9)] to the total (incoherent)
scattering intensity, plotted as a function of Q. The total incoherent scattering
intensity is the sum of the intensities of the elastic and quasielastic scattering
and follows the assumption that the quasielastic and vibrational motions are
separable, i.e. they occur on different time-scales. The resulting function is
commonly referred to as the elastic incoherent structure factor (EISF),
EISF =
A0(Q)
A0(Q) + Ai(Q)
, (3.12)
where Ai(Q) denotes the area of the Lorentzian describing the quasielastic peak
[134]. The EISF is unity at Q = 0 and falls to a minimum at a Q-value that re-
lates to the spatial geometry of the dynamics. For instance, for a jump motion
between three equivalent sites, the EISF is an oscillatory function of Q that
approaches a minimum of 1/3 at large values of Q, whereas a jump motion
between four equivalent sites yields a different oscillatory EISF function that
approaches a minimum of 1/4 at large values of Q [179]. Therefore, higher-
Q data are often required to distinguish between likely models describing the
diffusional motion in order to observe this critical minimum. This criterion de-
mands the use of higher-energy (shorter-wavelength) neutrons which however,
will result in poorer energy resolution, a largely unavoidable characteristic of
neutron spectrometers. By comparing the experimental EISF with geometri-
cally feasible models, the geometry of motion can often be revealed. A general
expression for the EISF (A0) can be generated for N number of equivalent sites
according to
A0(Q) =
1
N
N∑
n=1
j0(Qrn), (3.13)
where j0 is the zeroth-order spherical Bessel function [j0 = sin(x)/(x)] and rn
is the jump distance [177]. By comparing the experiment EISF with physically
sound theoretical models, the geometry of the observed motion can often be
realised.
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Figure 3.8: EISF models, corresponding to five distinct reorientational motions;
free rotation about the C3 axis (red), 24 hydrogen sites situated on a sphere
with 10% of immobile hydrogen (blue), 3-site jumps around the C3 axis (dashed
line), and the isotropic rotational diffusion model where all positions around
the Si atom is possible (dotted line). The dashed/dotted line is the same as
the blue curve but with no immobile hydrogen.
The approach to analyse the EISF is to first evaluate the most likely model
corresponding to the structure of the material, and then to fit the model to the
EISF over Q. The following is the mathematical expressions for four different,
in this thesis relevant, reorientational models, namely (i) 120◦ reorientations
around a C3 axis, (ii) free rotational motion around the C3 axis, (iii) isotropic
diffusional motion, and (iv) rotational diffusion around 24 sites. Fig. 3.8 shows
the EISFs corresponding to these models. Considering first model (i), the C3
axis rotations model is expressed as
EISFC3 =
1
3
[1 + 2j0(
√
2r1Q)], (3.14)
where r1 is the jump distance calculated from the structure of the material
investigate, alternatively this is quantity you gain from fitting this model to
the EISF. Continuing to model (ii), the hydrogens perform free rotations around
the C3 axis (C3 free rot.). A general formula is then easily realised where the
3.5. NEUTRON SPIN-ECHO 39
angle changes with the number of sites [179]
EISFfree rot. =
1
N
N∑
n=1
j0[2Qrsin(
npi
N
)]. (3.15)
The curve will approach a specific shape and position as the N value increases.
For N≥50, the rotational diffusion may be considered as free diffusion around
a circle with radius r. In model (iii) the minimum of the EISF should approach
0, and hence represent the limiting case of isotropic rotational diffusion. The
molecule is then free to reorient in any direction with small jump distances and
the probability of the hydrogen positions is therefore anywhere on a sphere
with the radius of r surrounding the center of mass atom
EISFiso = j
2
0(Qr). (3.16)
Model (iv) allows the hydrogen atoms to move between 24 different sites on a
sphere, similar to model (iii) but with some predefined jump distances.
EISF24 sites =
1
24
[1 + j0(Qd1) + j0(Qd2) + ...j0(Qd23)], (3.17)
where the 23 jump distances (d1, d2,..., d23) correspond to the 24 different
hydrogen locations. If a fraction of the hydrogen atoms is immobile (the exper-
iment did not reach high enough temperature or some of the hydrogen belongs
to an impurity phase), one can simply add the relevant percentage to account
for this. For example, if 10% of the hydrogens are immobile the following
expression can be realised [180],
EISF24 sites,10% immobile H = 0.9× EISF24 sites + 0.1. (3.18)
In Fig. 3.8 the model in blue represents model (iv) with this addition of 10%
immobile hydrogen atoms.
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Figure 3.9: Schematic illustration of the quasielastic peak, S(Q,ω), which
Fourier transforms into an exponential decay, that is the normalised inter-
mediate scattering function, I(Q, t)/I(Q, 0)
3.5 Neutron Spin-Echo
Neutron spin-echo (NSE) refers to a special technique to do QENS measure-
ments. It does not measure the scattering function S(Q,ω) but instead the
intermediate scattering function I(Q, t), hence the time dependence of the dy-
namical motion is probed directly [181]. Fourier Transformation (FT) is used to
convert S(Q,ω) into I(Q, t), thus, if S(Q,ω) is a Lorentzian line, then the FT
will be an exponential decay (Fig. 3.9). What the NSE instruments then mea-
sure is the normalised intermediate scattering function, I(Q, t)/I(Q, 0) [181].
A simplified explanation of the spin-echo techniques is that you look at how
long (t) an atom stays with in a specific distance (Q) before it diffuses out of
the measured length. The normalised intermediate scattering function is then
how big of a fraction of atoms that will participate in that specific diffusional
length and time.
A special feature of the NSE technique, is that it enables the separation
of coherent and incoherent scattering. Specifically, this is possible due to the
spin-incoherent scattering has a probability of 2/3 to change the spin state of
the neutron [182, 183]. This can be exploited for, e.g., the determination of
hydrogen content in a material at different temperatures.
4
Instrumentation
4.1 Neutron sources and the production of neu-
trons
There are two main types of neutron sources, the spallation source, where the
neutrons are generated by colliding accelerated charged particles into a heavy
element (target), and the reactor source, where neutrons are produced through
nuclear fission. A key difference between the two is that with a spallation source
the neutrons are produced in pulses as the particles hit the target material,
whereas in a reactor source, the neutrons are produced continuously [165].
Initially, the neutrons will have a high velocity/energy, but are then slowed
down by the help of a moderator, which will yield neutrons with distinct ranges
of energies/wavelengths suitable for the different instruments [165]. In this
thesis, I have used nine different instruments, at both reactor and spallation
sources; three inelastic spectrometers (TOSCA, MERLIN and VISION), four
quasielastic spectrometers (DCS, IN16B, BASIS and HFBS), one spin-echo
spectrometer (NSE), and one diffractometer (D20). A concise description about
the key aspects of each instrument is given in the following.
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Figure 4.1: Schematic drawing of the direct geometry (upper) and indirect
geometry/backscattering (lower) that neutron spectrometers can exhibit.
4.2 Inelastic spectrometers
The TOSCA, VISION and MERLIN spectrometers were used for the study of
the local environment of hydride ions in BaTiO3−xHx. TOSCA and MERLIN
[184–187] are inelastic neutron spectrometers optimised for the determination
of vibrational spectra of materials. Both are situated at the ISIS neutron and
muon source at the STFC Rutherford Appleton Laboratory, Chilton, Didcot,
Oxfordshire, UK. The two instruments work complementary to each other.
TOSCA covers a wide range from 0 to 8000 cm−1 of the vibrational spectrum
in a single measurement and the samples under investigation may in addition
be mounted on a multi-sample-changer. Hence, TOSCA enables fast and con-
tinuous measurements with high resolution. The resolution of the MERLIN
instrument [186, 187] is lower compared to TOSCA, but MERLIN offers the
possibility to record the full S(Q,ω) map, where one gets both the momentum
(Q, Å−1) and energy transfer (ω, meV) independently. TOSCA is an indi-
rect geometry time-of-flight spectrometer (Fig. 4.1), where the time-of-flight
technique is used for energy analysis of the scattered neutrons, hence the final
energy is a known, fixed value. MERLIN is instead a direct geometry spec-
trometer where the incident energy is at a fixed value [188].
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Figure 4.2: Schematic drawing of the DCS instrument, exhibiting a direct
geometry.
VISON is situated at the Spallation Neutron Source (SNS) at the Oak
Ridge National Laboratory in USA [189] and shares many characteristics with
TOSCA. VISON has a similar resolution as TOSCA and it also follows a fixed
trajectory in (Q,ω) space, i.e. there is a single momentum transfer (Q) asso-
ciated with each energy transfer (ω). VISION was used on a complementary
basis to TOSCA for the INS measurements in this thesis.
INS instruments measure vibrations on the femto seconds to picosecond
time scale, but in order to detect diffusional motion in the picosecond time scale
one needs a time-of-flight quasielastic spectrometer, such as the Disc Chopper
Spectrometer (DCS), as described below.
4.3 Quasielastic spectrometers
4.3.1 The Disc Chopper Spectrometer
The DCS [190] at the NIST Center for Neutron Research (NCNR), Gaithers-
burg (USA), is a direct geometry time-of-flight instrument (Fig. 4.2), which
can detect rapid diffusional motion, and was used in this thesis to study the
localised diffusion in the alkali silanides, ASiH3 (A = K, Rb). DCS uses neu-
trons with wavelengths in the range ∼2.3 to ∼10 Å, which are selected by a
monochromating chopper system (Fig. 4.2) [191]. The determination of the en-
ergy exchange, during the scattering event, is then based on the measurement
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Figure 4.3: Schematic drawing of a backscattering spectrometer.
of the time-of-flight before and after scattering. This is done with a chopper
system, based on a set of rotating discs, that turns the beam into pulses, which
enables the time-of-flight to be measured. With the use of 2.5 Å neutrons, the
energy resolution and accessible Q-range of the spectrometer are 745 µeV at
FWHM, and 0.98–4.48 Å−1, respectively. The accessible relaxation times are
(hence) of the order ∼0.01 ps to ∼1 ps. The energy resolution increases and
the Q-range is reduced when using longer wavelengths. The slowest dynamics
that can be probed by DCS are characterised by time-scales of the order of 100
ps. To measure even slower time scale dynamics, such as long-range diffusion,
one may use a backscattering spectrometer.
4.3.2 Backscattering spectrometers
A backscattering spectrometer exhibits a higher resolution than a time-of-flight
instrument and is therefore suited for studies of much slower processes, such as
long-range diffusion. In this thesis, backscattering spectrometers were used for
measuring the long-range diffusional motion of the hydride ions in BaTiO3−xHx
at different temperature intervals. The monochromization of the incoming
neutron beam and the energy analysis of the scattered neutrons are achieved
by Bragg diffraction on single-crystals at a backscattering instrument (Fig. 4.3).
In this context, the wavelength spread, δλ, of a Bragg-diffracted neutron beam
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decreases as the scattering angle, 2θ, approaches 180◦, according to [192];
δλ
λ
=
δd
d
+
δθ
tan θ
. (4.1)
Hence, if the neutrons are scattered 180◦ (backscattering), that is θ approaches
90◦, the term containing the angle vanishes. The only term then left to influence
the wavelength divergence is the d-spacing term. Therefore, by choosing a
material for the single-crystal with an appropriate spread in spacing, one can
influence the beam convergence significantly. Silicon (111) plane is the one most
commonly used, with a δd
d
of 1.86 × 10−5. With this configuration the beam will
become more monochromatic and give a better resolution. The backscattering
spectrometers used in this thesis were the HFBS at NCNR [192, 193], IN16B
at ILL [194, 195], and BASIS at SNS [196].
HFBS exhibits a good resolution of 0.83 µeV of the FWHM, but a rather
limited dynamical range of ≈20 ps to 2 ns. The Q range of HFBS is 0.6 to
1.6 Å−1, which is rather similar for all three instruments (0.1 to 1.8 Å−1 for
IN16B and 0.2 to 2 Å−1 for BASIS). HFBS is suitable for EFWSs measure-
ments, which are particularly useful for determining the temperature at which
the dynamics are accessible to the instrument.
IN16B is rather similar to the HFBS instrument (a resolution of 0.75 µeV
at FWHM, a dynamical range of ≈20 ps to 2 ns, and enables EFWSs to be
measured), but due to a slightly different configuration, IN16B exhibits less
background noise and higher flux (6.0 × 105 n/cm2/s for IN16B and 3 × 105
n/cm2/s for HFBS).
BASIS exhibits a lower resolution of 3.5 µeV at FWHM compared to HFBS
and IN16B, but instead BASIS gives access to a larger dynamic range of ≈2 ps
to 0.1 ns. In addition, due to BASIS being situated at a spallation source, the
instrument displays a significantly higher flux of 1.3 × 107 n/cm2/s compared
to HFBS and IN16B, which will enable shorter measuring times.
To measure even longer time scales than what is possible with a backscat-
tering instrument, one needs to take advantage of a different QENS technique,
the neutron spin-echo (NSE) technique.
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4.3.3 Neutron spin-echo
The NSE instrument at the NCNR [197, 198] was used for detecting a loss of
hydride ions in BaTiO3−xHx at a certain temperature in connection to an onset
of diffusional motion. The NSE instrument makes it possible to measure the
highest resolution possible at sub µeV over a wide range of incident wavelengths
[181, 183]. This gives the possibility to observe extremely slow processes, at
the far end up to 200 ns, but also fairly fast at 3 ps. A quite wide Q-range
is assessable, from 0.02 to 1.8 Å−1, depending on the chosen wavelength. The
great resolution of the NSE technique comes from the utilisation of polarising
the spin of the neutrons (S = 1/2). This is exploited to encode the difference
in energies between the incident and the scattered beam. The details of how
the NSE instrument works is given in appendix B.1.
Important to note is that because of the incoherent scattering exhibits a
1/3 reduced echo amplitude, it is more difficult to measure QENS of small
sample amount or materials with a low density of hydrogen [181], such as the
BaTiO3−xHx material as studied in this thesis.
4.4 Neutron diffractometer
The neutron diffraction measurements in this thesis were performed on the D20
instrument at ILL [199, 200] and was used for measuring the lattice parameter
of ReO3 as a function of temperature. The D20 diffractometer is featured by
a two-axis diffractometer capable of producing a very high intensity of neu-
trons at the sample position. This paves the way for swift measurements with
high amount of counts and therefore it is often possible to do real-time and
temperature dependent measurements, for example, to follow structural phase-
transitions in real time.
The great advantage of neutron diffraction (compared to X-ray diffraction),
is the possibility to observe hydrogen atoms, thanks to the large neutron scat-
tering cross section of hydrogen atoms. This gives the opportunity to indirect
observe hydrogen atoms as a large background (due to the diffuse scattering,
hence incoherent scattering) which will show the conjunction between struc-
tural change over temperature and the presence of hydrogen spices. This is of
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great important for the relationships between dynamics and structures in this
thesis.
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5
Results
5.1 Local structure and dynamics of perovskite
type oxyhydrides
The perovskite type oxyhydrides, BaTiO3−xHx, were investigated with the aim
to determine the dynamical behaviour of the hydride ions by using QENS
(Paper I). Measurements of EFWSs suggested not only the presence of vibra-
tional motions but also the presence of diffusional motions of the hydride ion
(Fig. 5.1). In particular, the diffusional hydride ion dynamics were investi-
gated at "low temperatures", 225 and 250 K, and revealed dynamics on the
time-scale of nanoseconds and at "high temperatures", 400, 500, 600 and 700
K, which revealed dynamics on the time-scale of picoseconds. Specifically, the
Q-dependence of the quasielastic widths showed a long-range diffusional be-
haviour with a jump length of 2.8 Å at low temperatures, corresponding to a
nearest neighbour jump. At high temperatures, the jump length increased to
4 Å, which was interpreted as second nearest neighbour jumps, see Fig. 5.1. A
complementary study by our colleagues in Stockholm [69] showed that the stud-
ied materials contained a considerable amount of oxygen vacancies (stated in
Paper I), which may significantly enhance the diffusivity of the hydride ions. In
fact, a small oxygen vacancy concentration effect can be seen in the materials,
as the sample with the highest oxygen vacancy concentration shows generally
shorter residence times. This is in full accordance to previous investigations
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Figure 5.1: Normalised EFWSs of CA1 and NAB, as measured on IN16B and
HFBS, respectively, together with the schematic illustration of the observed
hydride-ion dynamics corresponding to nearest neighbour jumps (left) at low
(≤250 K) and second nearest neighbour jumps (right) at high (>400 K) tem-
peratures.
[77, 109], where the hydride diffusional motion in for example EuTiO3 has been
significantly enhanced by introducing oxygen vacancies in the material. The
observed activation energy of the hydride ion diffusion in BaTiO3−xHx is rather
low, 0.1 eV, but similar to what has been observed in a previous QENS study
of hydride ion diffusion in the oxyhydride LaSrCoO3H0.7, which exhibited an
activation energy of 0.2 eV [108]. However, these values of activation energies
are inconsistent with a recent study of the diffusivity of the hydride ion by a
deuterium exchange, where an activation energy of 2 eV was reported [101].
Important to note is that the two investigational techniques probe different
type of diffusional motion. QENS measures the pure bulk self-diffusion of the
hydride ion, whereas deuterium exchange measurers the entire conductivity and
is regulated by the chemical potential between the gas and solid phase. Fur-
thermore, a spin-echo measurement was conducted, in order to further confirm
the effects of introducing oxygen vacancies on the hydride ion diffusivity. A de-
crease of the incoherent scattering (the hydride ion concentration) was detected
at 595 K, which coincided with a small decay of I(Q, t)/I(Q, 0), hence showing
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the correlation between hydrogen loss (creating oxygen vacancies) and the on-
set of diffusional motion in the sample. These results are of importance when
designing future ion conducting materials, showing that a small concentration
of vacancies can change the ion conductivity in the material.
Building on these exciting results, I turned to investigate the position(s)
and local environment of the hydride-ions by using INS. This was done in close
collaboration with theoreticians that used calculations based on DFT to deter-
mine the vibrational spectra of BaTiO3−xHx (Paper II). Crucially, we demon-
strated that the hydride-ion is located at the oxygen site and not as covalently
bonded to the oxygens, as for example in proton conducting equivalents such as
BaTi1−xYxO3Hx. Furthermore, we showed that the electrons form a bandstate
configuration and not a polaron. The formation of a polaron, where the elec-
tron localises on a titanium ion, causes a local lattice distortion. This affects
the hydride ion vibrational modes (Fig. 5.2) and introduces a big chemical ex-
pansion (calculated by DFT). Electrons delocalised in the bandstate show less
chemical expansion (DFT) and hence corresponds more closely to the values
measured by INS and the reported values by Kobayashi et al. [68]. However,
the electronic configuration in BaTiO3−xHx has previously been attributed to
the polaronic state [96], which would explain the observed blue colour of the
material [86]. Nonetheless, this is in sharp contrast to the studies on thin films
of ATiO3−xHx (A = Ba, Sr, Ca), which report a high electronic conductivity
[30, 79]. The combination of INS and DFT calculations confirm that the elec-
trons in bulk BaTiO3−xHx form a bandstate configuration. This implies that
the material exhibits metallic conductivity.
We also performed several additional INS experiments on the same samples
as in Paper I, with the aim to elucidate more about the localisation of the Ti-
H vibrations and the defect chemistry of the samples (Paper III). The results
from INS, in agreement with DFT calculations, showed the presence of Ti-H
vibrational modes at 114 and 128 meV (Fig. 5.3). Additionally, the MSD of the
Ti-H vibrations in BaTiO3−xHx was extracted from the INS data and shows
close to no change over temperature. This in full accordance with our DFT
calculations of the material, proving that these modes are highly localised. The
structure does not only include hydride ions but also oxygen vacancies, which
significantly influences the local environment around the hydride ion. Addi-
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Figure 5.2: INS spectra at T < 10 K of CA2 recorded on TOSCA. The dot-
ted orange line is the calculated position of the polaron configuration and the
dashed yellow line is the calculated position of the bandstate configuration
(Paper II).
tional peaks were observed in close proximity of the two main Ti-H vibrational
modes and showed a broadening with increasing oxygen vacancy concentration.
This has previously been observed for both SrTiO3−x and BaTiO3−x, hence in
materials containing oxygen vacancies. DFT calculations confirmed that the
additional vibrational peak at 100 meV (Fig. 5.3) stem from a local configura-
tion with an oxygen vacancy as the nearest neighbour to the hydride ion. This
proves the existence of oxygen vacancies, positioned as the nearest neighbour
to the hydride ion, which then is contributing to diffusional motion even at low
temperature (Paper I).
Finally, in order to pursue complementary fundamental knowledge about
the local environment of hydrogen species in a perovskite structure, I stud-
ied a hydrogen-containing sample of the perovskite type oxide ReO3 (Paper
IV). This material is significantly simpler than the oxyhydride material due to
the vacant A-site structure and would therefore reduce the number of compet-
ing contributions to the local environment and dynamics. ReO3 is therefore a
highly interesting material and is an optimum prototype perovskite material
to study. In particular, the NTE of the lattice parameter [Fig. 5.4 (a)] was
investigated by the means of NPD and complementary TGA measurements.
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Figure 5.3: (a) INS spectra at T < 10 K of CA2 recorded on TOSCA together
with a sketch indicating the direction of ω‖ and ω⊥ Ti-H vibrational motions in
BaTiO3−xHx. The grey arrows indicate which vibrational mode corresponds to
which peak. (b) An illustration of the configuration containing both a hydride
ion (pink) and an oxygen vacancy defect (square) contributing to the small
peak indicated by the black star.
Interestingly, the results show conflicting results between that of the polycrys-
talline powder sample (COMM) compared to the single crystal sample (SC).
The COMM sample displayed a large background in the NPD measurement
[Fig. 5.4 (b)], originating from the incoherent scattering associated with hydro-
gen species, while the SC sample showed a much reduced background [Fig. 5.4
(b)], indicating the absence of hydrogen species. Furthermore, for the COMM
sample, the TGA and NPD show a broad loss of hydrogen species from 300 K
to 425 K, which is not to be related to surface water as it affected the lattice
parameter.
The main difference between the COMM sample and the SC sample is then
hypothesised to be a certain amount of oxygen vacancies present in the COMM
sample, but absent in the fully stoichiometric SC sample. The implication of
our TGA and NPD results is that each cycle of drying or vacuum treatment
on the ReO3 samples will increase the number of oxygen vacancies and change
the observed NTE behaviour. Oxygen vacancies control the size and range of
the NTE as the vibrational breathing mode of the ReO6 octahedra controls the
NTE, and which would be impacted by oxygen vacancies. NPD measurements
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Figure 5.4: (a) Lattice parameter and (b) background over temperature for the
two samples of ReO3, COMM (dry and wet) and SC, as measured on D20.
show that the material is cubic throughout the measured temperature range,
with no peak broadening indicative of the orthorhombic distortion as previously
reported by Weller [83–85] for the bronzes (HxReO3). Furthermore, the residual
gas analyser connected to the TGA only detected water (as of hydrogen origin)
during the mass loss steps, implying that the hydrogen species in the sample
are not hydride ions (would leave as H2), but rather of some combination of
oxygen and hydrogen. We interpret this as the hydrogen species present in the
material is water molecules intercalated into the vacant A-site of the perovskite
structure. The incorporation of the water molecules is mediated by low levels
of oxygen vacancies in the perovskite lattice. An increase in oxygen vacancies
results in a more moisture sensitive material. The presence of hydrogen bonds
from the intercalated water to the oxygen framework further disrupts the ReO6
breathing mode, leading to a suppression of the NTE.
The sum of these results is highly important, because it tells the story about
the hydrogen species in the perovskite structure from a before untold viewpoint.
Thus, expanding the knowledge about solid oxide materials, functioning both
as ion and proton conductors. The hydride ions perturb the perovskite lattice
in a significant way, not like a vacancy and not like a proton but rather like an
atomic substitution, giving the material new characteristics. The material is no
longer changing structure over temperature but keeps the cubic structure, and a
long-range diffusion can be measured at lower temperature due to the presence
of oxygen vacancies in a combination with the hydride ions. Furthermore,
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the hydrogen species in ReO3 is mediated through oxygen vacancy diffusion,
which both influences phonon modes of the material and changes the minima
of the NTE. This, and the knowledge above related to hydrogen species and
oxygen vacancies, will likely help when designing and developing new materials
for technical applications such as proton conducting fuel cells and hydride ion
conducting batteries.
5.2 Localised hydrogen diffusion in alkali
silanides
In the area of hydrogen storage materials, I have focused my research on the
investigation of hydrogen dynamics in KSiH3 and RbSiH3, using QENS (Paper
V). As introduced in Chapter 2.3.3, these materials are unique in that they
exhibit absorption/desorption of hydrogen within a good pressure and temper-
ature window for fuel cell applications. In more detail, the QENS studies were
separated into measurements of both above and at the order-disorder phase
transition temperature occurring at around 270–305 K.
Measurements upon heating showed the onset of strong quasielastic scat-
tering around the phase-transition temperature demonstrating that the phase-
transition is dynamical in nature (Fig. 5.5). In order to describe the dynamics,
the previously reported structure of a quasi-spherical arrangement with 24 sites
of preferred orientations for the hydrogen atoms around each Si atom (deter-
mined on the basis of neutron diffraction data [48]) was used as a starting
point in the analysis of the quasielastic data. In somewhat more detail, a re-
orientation model was considered, that do not necessarily preserve a particular
orientation of the SiH−3 ions in the NaCl-type crystal structure, but in fact
describes a jump diffusion on the surface of a sphere, with 24 different jump
locations (Fig. 5.6). The 24 different jump locations are derived from the SiH−3
molecule being confined inside a cubic lattice, where the hydrogen atoms do not
entirely fit in the corner, but the positions of the hydrogen will instead be dis-
torted. For every corner position this would generate three hydrogen positions
and therefore lead to a total number of 24 positions on a sphere around the Si
atom close to the corners of the cube (Fig. 5.6). The 24 sites model represents
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Figure 5.5: The fit to the QENS spectra when increasing the temperature for
(a) KSiH3 and for (b) RbSiH3 at Q = 1.9 Å−1, measured with 4.8 Å neutrons
on the DCS instrument. A significant increase of the QENS peak intensity is
observed when going from the β- to the α-phase.
thus a combination of a rotational diffusion motion and a localized jump model.
The model is similar to the isotropic rotational diffusion model, but with the
difference that it includes small jump distances to preferred hydrogen sites.
Additionally, to get a satisfactory and physically sound fit, a constant of 0.1
(10%) was added to the model, in order to account for scattering of H atoms
that do not contribute to the observed dynamics. A suggested explanation for
the missing 10% of quasielastic scattering was that some diffusional informa-
tion was lost in the background subtraction of the analysis, due to difficulties
to achieve a complete separate extraction of the background. The background
probably stems from; i) vibrational motions, ii) the very fast diffusional motion,
or iii) continuous rotational diffusion on a circle around the eight C3 axes.
The average relaxation time between successive jumps is of the order of
sub-picoseconds and exhibits a weak temperature dependence with a small
difference in activation energy between the two materials, 39(1) meV for KSiH3
and 33(1) meV for RbSiH3.
Recently, Tang et al. [157] complemented our results of the α-phase dynam-
ics in KSiH3 and RbSiH3 by adding an extensive report on CsSiH3. The SiH−3
reorientational dynamics for α-CsSiH3 was measured on the same instrument
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Figure 5.6: EISF during cooling over the phase transition for KSiH3 from data
obtained using 2.5 Å neutrons (a). Two models are presented: the C3 model
(b) [grey line in (a)] and the 24 sites model (c) [blue line in (a)]. The fractions
of mobile hydrogen, contributing to an offset for the C3 model and the 24 sites
model, are shown by the values of y and x, respectively in (a).
(DCS) and showed the same type of dynamics (the 24 sites model), solidify-
ing and confirming our results. The reported activation energy for α-CsSiH3
[32(3) meV] was similar to our results for α-KSiH3 [39(1) meV] and α-RbSiH3
[33(1) meV], but showed a small decrease in reorientational mobilities with the
increasing size of the cation, hence the high-temperature disordered α-phase is
dependent on the cation environment.
In the same paper, Tang et al. [157] extended the study to also include
results from EFWSs of the same materials (KSiH3, RbSiH3 and CsSiH3) over
the phase transitions. A big intensity drop of the elastic peak was observed
with EFWS measurements at 75–80 K for CsSiH3, 150 K for RbSiH3, and 225
K for KSiH3. This suggests an onset of dynamical hydrogen motion visible for
the HFBS instrument (detecting dynamics in the dynamical time scale of ≈20
ps to 2 ns) at those specific temperatures [157]. The temperature difference
shows a cationic radii dependence, where the material with the smallest cation,
KSiH3, exhibits the highest temperature, hence the SiH−3 ion in this material
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has the most difficulties to reorientate [157, 201]. At even higher temperatures,
the quasielastic component becomes too broad (the motion becomes too fast)
for the instrument to detect and the EFWSs vs. temperature becomes flat.
This flattening coincides with the phase transfer from the β− to the α-phase,
hence the reorientational motion in the α-phase is significantly more rapid [157].
However, there is a small second plateau observed at temperatures just below
the phase transition, for CsSiH3 and RbSiH3. Tang et al. [157] explained this
as a more restricted SiH−3 ion reorientational mechanism before the material
completely turns into the α-phase. Furthermore, when cooling the materials
back to the β-phase, a hysteretic, compound-dependent, rise of the EFWS in-
tensities were observed, similar to the previously mentioned differential thermal
analysis, indicating that the dynamical behaviour of the materials, influences
or follows the phase transitions.
Little was still known about the actual phase transition, how this rigid solid
structure actually turns into a highly dynamic material at a certain tempera-
ture. I therefore studied the order-disorder phase transition in the same two
alkali silanides, RbSiH3 and KSiH3 (Paper VI). Several techniques were used
to investigate the materials; NPD, Raman spectroscopy, heat capacity, solid-
state 2H NMR spectroscopy, and QENS. QENS measurements upon heating
show that the phase transition occurs at 279 and 300 K for RbSiH3 and KSiH3
(Fig. 5.5), respectively. In order to describe the dynamics observed in QENS,
the previously reported 24 sites jump model was used as a starting point at high
temperatures that then turn into a C3 model at the phase transition (Fig. 5.6).
The reorientational mobility of H atoms in undercooled α-phase is reduced,
with relaxation times on the order of picoseconds. The occurrence of rotator
phases in α-ASiH3 near room temperature and the presence of dynamical disor-
der even in the low-temperature β-phases imply that SiH−3 ions are only weakly
coordinated in an environment of A+ cations. Therefore, the phase transition is
not an abrupt step but rather a gradual process, which could be something too
strive for in materials when looking for new or enhanced materials for hydrogen
storage.
Most recently, a continuation of my phase transition study was performed
on the HFBS instrument by Dimitrievska et al. [202], in order to catch the
slow dynamics of the low temperature β-phase. Measurements were conducted
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when increasing the temperatures (going from β- to α-phase) to increase the
temperature interval where the β-phase dynamics could be observed before the
phase transition [202]. Indeed, the observed jump model follows the struc-
ture of the β-phase and show a 120◦ three-site jump model around the 3-fold
symmetry axis (the C3 model) of the SiH−3 ion. When reaching the α-phase,
the dynamical motion becomes faster and the QENS peak moves out of the
window of the HFBS instrument. However, this dynamical phase transition,
seems not to be abrupt, but rather shows an undercooled α-phase during the
transition [158]. It has also been hypothesised that this undercooled dynamical
phase transition is actually an intermediate phase, the i-phase, which shows a
dynamical model somewhere in between the 120◦ three-site jump model and
the more rapid disordered model at high temperatures. This model would then
include diffusional rotations around the 3-fold symmetry axis of the SiH−3 ion,
with no preference for the 3 jump sites observed in the β-phase. However, the
i-phase has yet to be confirmed with diffraction studies or the like, and also to
be observed not only in CsSiH3 but likewise in RbSiH3 and KSiH3 [202].
In summary, my results, in combination with more recent results, show that
the SiH−3 ions are in a close to gaseous phase but still in a solid material, with a
phase transition that slowly freezes rather than abruptly changes. Besides being
of considerable fundamental interest, the better understanding of the nature of
SiH−3 reorientational mobility in the disordered phases of KSiH3 and RbSiH3
could explain the low entropy variation for hydrogen absorption/desorption and
hence the origin of these materials’ favourable hydrogen-storage properties.
Thus, as the material is similar to a free gas but with the advantage of not
needing to pressurise/depressurise the gas itself, it presents a great advantage
and thus simplifying the refuelling of a car.
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6
Conclusions and outlook
To conclude, this thesis provides new important fundamental knowledge about
the local structure and dynamics in perovskite oxyhydrides and alkali silanides.
In particular, it is found that the hydride ion dynamics in BaTiO3−xHx is fea-
tured by long-range diffusion composed of a nearest neighbour jump at low
temperatures (225 and 250 K) and a second nearest jump at high temperatures
(400, 500, 600, 700 K). The diffusional motion was promoted by the relatively
high oxygen vacancy concentration present in the material. Additionally, the
vibrational motion of the hydride-ions, was investigated both experimentally
and with DFT calculations, which showed that the hydride-ions were indeed lo-
cated on vacant oxygen sites. It was further confirmed that the extra electron,
originating from the hydride ion configuration, form a delocalized bandstate.
This study is an excellent example of how the combination of first-principles
calculations and INS experiments is a particular appropriate tool for studying
the vibrational motion of the hydride ions. Furthermore on this note, both
experimental and theoretical calculations confirmed the existence of a local en-
vironment where an oxygen vacancy is the nearest neighbour to the hydride ion,
in agreement with the nearest neighbour jumps of the long-range diffusion. In
the related compound ReO3, a clear hydrogen species and vacancy dependence
on the negative lattice thermal expansion was observed. The hydrogen specie
in the material is in the form of intercalated water molecules, mediated by low
levels of oxygen vacancies in the perovskite lattice. This shows the versatility
of the perovskite structure, able to accommodate both protons, hydride ions
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but also whole water molecules.
Looking towards the future, there are lots of possibilities to extend the
presented studies. A concrete sequel to the results of this thesis could be to
investigate the localised and long-range diffusion of H− atoms in ATiO3−xHx
and how it depends on both the A-site atom (A = Ca, Sr and Ba) and on the
hydride ion concentration (x), with the aim to elucidate how the A-site atom
influences the diffusional path and vibrational frequencies. Furthermore, a most
interesting study to conduct would be to investigate with QENS the dynamical
behaviour and conduction of the hydride-ions in BaTiO3−xHx synthesised as a
film and how this depends on x, with the purpose to investigate the hydride-
ion dynamics in a material more similar to the electrolyte material in a fuel
cell. This will enable conductivity studies together with the effect of strain in
the material and how it influences the diffusion of hydride-ions. In addition
to the continuation of the study on BaTiO3−xHx, further measurements (INS
and QENS) need to be conducted on the hydrogen containing ReO3 material
with different hydration levels to elucidate how the hydrogen content influences
the local structure and if any diffusional motion can be detected. The aim of
this study would be to create a prototype perovskite material containing both
protons and hydride ions, and hence a material most relevant for bridging the
results between proton conducting materials and oxyhydrides.
A project that is already initiated, is the study of how the structure of
the host material influences the hydride ion diffusional motion. QENS and
INS measurements have been conducted on SrVO2H, which adopts a perfectly
ordered, tetragonal, structure, containing V3+ [203]. Here, each V3+ is co-
ordinated by four O2− in a square planar fashion and two trans-oriented H−
complete the octahedral coordination. Many of the cubic structured oxyhy-
drides have disordered anionic distributions, although SrVO2H is an exception
due to the local bonding preferences [67]. Preliminary results can be seen in
Fig. 6.1, where QENS data at 300 K [Fig. 6.1(a)] have been fitted similar to
the data analysis of the QENS measurements on BaTiO3−xHx. The FWHM
(Γ1(Q)) over Q for SrVO2H at 300 K [Fig. 6.1(a)] exhibits a similar shape as
for BaTiO3−xHx at 400 K. Specifically, the data fitted with a Chudley-Elliot
model reveals a jump distance of 2.7 Å, hence in close proximity of the nearest
neighbour distance (≈2.7 Å) in tetragonal SrVO2H [203]. However, as SrVO2H
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Figure 6.1: (a) Smeas(Q,ω) of SrVO2H at Q = 1.73 Å−1 and 300 K, as measured
on OSIRIS, together with the best fit. (b) Γ1(Q) of SrVO2H, as extracted from
the OSIRIS data at 300 K. The solid lines are fits to a Chudley-Elliott model.
(c) INS spectra at T < 12 K of SrVO2H recorded on TOSCA.
is a fully ordered material, the nearest neighbour to the hydride ion position
is not occupied by a hydride ion but rather an oxygen atom. One can only as-
sume that this position might instead be vacant and that the oxygen vacancy
concentration in the SrVO2H would stimulate a hydride ion diffusional motion.
This needs to be further investigated through a careful fit of the INS spectrum
of SrVO2H [Fig. 6.1(c)], preferably in combination with DFT calculations, sim-
ilar to the approach in Paper III. Hence, a local environment of the hydride
ion dominated by oxygen vacancies could in that case be identified.
With regard to the alkali silanides, it has been shown that the localised
diffusional behaviour of hydrogen atoms exhibits jump diffusion on the surface
of a sphere with 24 different jump locations. Investigations of the dynam-
ical behaviour over the phase transition (from α- to β-phase) revealed how
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the dynamical motions begin to "freeze in" and the slower C3 axis rotations
starts to dominate. A continuation of this work could be to investigate similar
materials in order to further elucidate how the structure of the material in-
fluences the hydrogenation/dehydrogenation behaviour and how the localised
diffusion changes with the structure type. A reasonable structure to investi-
gate, which would further increase the hydrogen gravimetric storage density,
would be LiSiH4. This material would give a unique insight of the influence of
the A-site atom on the dynamical motion. Unfortunately, this compound has
not yet been synthesised but only been predicted by first principles calculations
[204]. Another opportunity to study the influence of the A-site atom on the
dynamical properties would be to investigate the hydrogen dynamics in ABeH3
[205, 206] or AMgH3 [207] (A = K, Rb, Cs). However, also these compounds
have only been predicted and characterised with first principles calculations,
but would work as a bridge between our QENS study of the alkali silanides
and another recent QENS study of the super lightweight compound LiBeH3
[208]. The LiBeH3 compound shows great promise when it comes to hydrogen
gravimetric storage density but the synthesis process is rather complicated and
hydrogenation/dehydrogenation have not fully been investigated. A highly in-
teresting and relevant study to conduct would be to investigate the dynamics
in the high-pressure structure of the SiH4(H2)2 complex [209]. This would give
a direct view of the pure SiH4 dynamics, presumably similar to the dynamics of
the SiH−3 ion. The SiH4(H2)2 complex would serve as a most interesting hydro-
gen storage material and will probably be subjected to extensive investigations
in the near future.
On a more technical note, future advances of neutron scattering instru-
ments will enable shorter measurements with higher precision, which will allow
even more detailed and extensive studies of hydrogen containing materials. In
addition to this, and of special interest to research groups within Sweden, is
that we have the construction of the ESS (European Spallation Source) just
on our doorstep in Lund [210]. The ESS will generate up to 100 times more
neutrons than similar facilities, which will enable shorter measuring times and
the possibility to increase the statistics. This is of significant importance when
studying hydride ion dynamics in oxyhydride materials, as the QENS peak,
according to my experience, tend to be small and otherwise difficult to resolve.
A
Inelastic neutron scattering
details
A.1 MSD derived from the Q-dependence
The following section will in more detail analyse the vibrational modes, νH, of
the hydride ions.
The vibrational mode of the hydride ion (νH) can be described by its vi-
brational energy ων and the displacement vector uH,ν along the direction of
the vibration. From ref [172, 176] we get the intensity associated to this mode
(turn to Ref. [172] to get the complete derivation and Refs. [211, 212] to get a
more general derivation) which is expressed as
S ′(Q, ων)
(n)
H ∝
(Q · uH,ν)2n
n!
exp
−(Q ·∑
ν
uH,ν
)2 , (A.1)
where S ′(Q, ων)
(n)
H is the measured scattering intensity, and the sum denotes
that it runs over all the vibrational modes of the hydrogen atom. The n value
denotes a fundamental mode or some of the overtones, hence n = 1 are fun-
damental modes, n = 2 their first overtones, n = 3 their second overtones,
and so forth. An overtone is a single quantum effect, that is an excitation of a
higher-order transition. This differs from multiple scattering phenomena that
involve two (or more) scattering events separated in space and time. There
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is also the possibility to simultaneously excite two different vibrational modes
resulting in a combination of bands, which again is a single quantum effect.
Furthermore, the derivation of Eq. (A.1) is based on three assumptions; i)
all modes are dynamically separated from each other (decoupled), as previ-
ously mentioned ii) the scattering is described as completely incoherent and,
iii) 2kBT/~ω « 1, hence the high energy modes of the hydride ions is basically
temperature independent. Additionally, the INS intensity is given by the av-
erage of Eq. (A.1) taken with respect to all possible directions of Q, [172, 176]
as the analysis here concerns a powder sample where the crystals are oriented
in all direction, i.e.
S(Q,ων) =
1
4pi
∫
S ′(Q, ων)dQ. (A.2)
This expression can be simplified by using the almost isotropic oscillator ap-
proximation. This approximation is valid for the vibrational modes of the
hydride ions in BaTiO3 due to the possibility to assume that the displacements
in the different vibrational modes νH are all similar to the average value of
u2H,int/3, i.e.
|uH,ν |2 ≈ 1
3
u2H,int =
1
3
3∑
ν=1
|uH,ν |2 ∀ ν. (A.3)
In this expression u2H,int is the internal MSD, that is the highly localised vibra-
tional modes of the Ti-H vibrations (usually located at higher energy above 90
meV). The intensity of the fundamental bands for these internal modes can be
expressed (using the almost isotropic oscillator approximation) as [172, 175]
S(Q,ων)H = Q
2γ
(1)
H,νe
−Q2α(1)H,ν (A.4)
where
γ
(1)
H,ν ∝ u2H,ν , α(1)H,ν =
1
5
(
u2H,tot + 2u
2
H,ν
)
, (A.5a)
u2H,tot = u
2
H,int + u
2
H,ext. (A.5b)
Here u2H,ν stands for the scalar quantity |uH,ν |2, u2H,tot is the total MSD of
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a hydride ion. Furthermore, the external contribution to the MSD, that is
the lattice modes (phonons, usually located at lower energy), is represented
by u2H,ext. Indicated by the equation above is that this new coefficient, γ, is
dependent on the mean square displacement, however it is also proportional to
the intensity of the INS band. To further include a description of the overtones
and combinational modes, one can generalise Eq. (A.4) by
S(Q,ω)
(n)
H = Q
2nγ
(n)
H e
−Q2α(n)H , (A.6)
where n = 1 for the fundamental modes, ω = ων and the coefficients γ
(1)
H and
α
(1)
H are defined in Eq.(A.5a). First order of overtones will on the other hand
be represented by n = 2, ω = 2ων and binary combination modes in relation
to this will be represented by n = 2, ω = ων +ων′ . Whereas the coefficients αH
and γH are given by the following expressions
γ
(2)
H,ν ∝ u4H,ν , (A.7a)
α
(2)
H,ν =
1
7
(
u2H,tot + 4u
2
H,ν
)
, (A.7b)
γ
(2)
H,comb ∝ u2H,νu2H,ν′ , (A.7c)
α
(2)
H,comb =
1
7
(
u2H,tot + 2u
2
H,ν + 2u
2
H,ν′
)
. (A.7d)
The maximum of S(Q,ω)(n)H can be derived from differentiation of Eq. (A.6)
and occurs when
Q = Q(n)max =
√
n/α
(n)
H . (A.8)
Then to apply the almost isotropic oscillator approximation, and assuming
u2H,ext to be negligible, the following will be obtained
α
(1)
H,ν ≈ α(2)H,ν ≈ α(2)H,comb ' u2H,int/3,
which leads to
Q(n)max ≈
√
n Q(1)max. (A.9)
Subsequently, by fitting the Q-dependence one can obtain both the value of γH
and of αH, and hence derive the MSD values.
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B
Neutron spin-echo details
B.1 Operation principle
When the neutrons approach the NSE instrument, they first go through a
velocity selector [Fig. B.1(b)], this to narrow the spread of the velocity of
the neutrons to 10-20% and hence increase the resolution of the instrument
[183, 213]. In the second step, the neutrons go through a polariser that align
all spins in the direction of the velocity, followed by a pi/2 flipper [Fig. B.1(a)],
which changes the spin to be perpendicular to the magnetic field produced by
the coils of the instrument [181, 213]. This starts the precession where the
neutrons experience a torque from a magnetic field B perpendicular to its spin
direction [214], hence
N = S ×B. (B.1)
This together with the gyromagnetic ratio of γ = gnµN/~ (where gn is the
g-factor of the nucleus and µN is the nuclear magneon) gives the precession
with the Larmor frequency,
ωL = γB, (B.2)
that the neutron makes in the magnetic field [Fig. B.1(c)] [183]. Faster neutrons
will spend less time in the first precession coil and hence have a smaller pre-
cession angle (the opposite is true for slower neutrons) [213]. At the pi flipper,
the neutrons are not only flipped 180◦ but the phase are inverted. After the pi
flipper the neutrons will go through the sample and interact, hence exchange
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Figure B.1: (a) Simplified schematic figure of the spin-echo technique. Green
arrows are the spin of the neutron, red arrows are fast neutrons and blue arrows
are slow neutrons. Teal and orange arrows are inelastic scattered neutrons. (b)
A schematic figure of a Spin-Echo instrument. (c) How the precession of the
neutron’s spin behaves in an applied magnetic field, where S is the spin of
the neutron, B is the magnetic field, N is torque experienced by the neutron
perpendicular to its spin.
momentum and energy (velocity). In the second precession coil, the neutrons
that did not exchange momentum and energy, will precess all the way back to
their initial angle and at the second pi/2 flipper they will once again stop the
precession and align the spin in the direction of the velocity [181]. However,
the neutrons that did interact with the sample will have a changed angle and
thus the polarisation of the scattered neutron beam will be proportional to the
intermediate scattering function at a specific value of t. The specific value of t
will be determined by the strength of the precession field (and by the incident
neutron wavelength).
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