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The Spatially Homogeneous Boltzmann Equation for Bose-Einstein
Particles: Rate of Strong Convergence to Equilibrium
Shuzhe Cai∗ and Xuguang Lu†
Abstract
The paper is a continuation of our previous work on the spatially homogeneous Boltz-
mann equation for Bose-Einstein particles with quantum collision kernel that includes the
hard sphere model. Solutions Ft under consideration that conserve the mass, momentum,
and energy and converge at least weakly to equilibrium Fbe as t→∞ have been proven to
exist at least for isotropic initial data that have positive entropy, and Ft have to be Borel
measures for the case of low temperature. The new progress is as follows: we prove that
the long time convergence of Ft({0}) to the Bose-Einstein condensation Fbe({0}) holds for
all isotropic initial data F0 satisfying the low temperature condition. This immediately
implies the long time strong convergence to equilibrium. We also obtain an algebraic rate
of the strong convergence for arbitrary temperature. Our proofs are based on entropy con-
trol, positive lower bound of entropy, Villani’s inequality for entropy dissipation, a suitable
time-dependent convex combination between the solution and a fixed positive function (in
order to deal with logarithm terms), the convex-positivity of the cubic collision integral,
and an iteration technique for obtaining a positive lower bound of condensation.
Key words: Bose-Einstein particles, entropy, strong convergence, equilibrium, low
temperature, condensation.
1 Introduction
The quantum Boltzmann equations for Bose-Einstein particles and for Fermi-Dirac parti-
cles (which are also called Boltzmann-Nordheim equation, Uehling-Uhlenbeck equation, etc.)
were first derived by Nordheim [26] and Uehling & Uhlenbeck [32] and then taken attention
and developed by [4],[7],[9],[24]. For the case of Bose-Einstein particles and for the spatially
homogeneous solutions, the equation under consideration is written
∂
∂t
f(v, t) =
∫
R3×S2
B(v − v∗, ω)
(
f ′f ′∗(1 + f)(1 + f∗)− ff∗(1 + f ′)(1 + f ′∗)
)
dωdv∗ (1.1)
with (v, t) ∈ R3× (0,∞), where the solution f = f(v, t) ≥ 0 is the number density of particles
at time t with the velocity v, and as usual we denote briefly f∗ = f(v∗, t), f ′ = f(v′, t), f ′∗ =
∗Department of Mathematical Sciences, Tsinghua University, Beijing 100084, P.R.China; e-mail address:
csz16@mails.tsinghua.edu.cn
†Department of Mathematical Sciences, Tsinghua University, Beijing 100084, P.R.China; e-mail address:
xglu@math.tsinghua.edu.cn
1
f(v′∗, t) where v,v∗ and v
′,v′∗ are velocities of two particles before and after their collision:
v′ = v− ((v − v∗) · ω)ω, v′∗ = v∗ + ((v − v∗) · ω)ω, ω ∈ S2 (1.2)
which conserves the momentum and kinetic energy
v′ + v′∗ = v + v∗, |v′|2 + |v′∗|2 = |v|2 + |v∗|2. (1.3)
The function B(v − v∗, ω) is the collision kernel which, according to [4] and [9] in the weak-
coupling regime, takes the following form (after normalizing physical parameters)
B(v − v∗, ω) = 1
(4π)2
|(v − v∗) · ω|Φ(|v− v′|, |v− v′∗|) (1.4)
where
Φ(r, ρ) =
(
φ̂(r) + φ̂(ρ)
)2
, r, ρ ≥ 0 (1.5)
φ̂ is the Fourier transform of a radially symmetric particle interaction potential φ(|x|) ∈ R:
φ̂(r) := φ̂(ξ)||ξ|=r =
∫
R3
φ(|x|)e−iξ·xdx
∣∣∣
|ξ|=r
.
In particular if φ(|x|) = 1
2
δ(x), where δ(x) is the three dimensional Dirac delta function con-
centrating at x = 0, then φ̂ ≡ 1
2
hence Φ ≡ 1 and (1.4) becomes the hard sphere model:
B(v − v∗, ω) = 1
(4π)2
|(v − v∗) · ω| (1.6)
which is the only model that has the same form as in the classical Boltzmann equation, and
has been mainly concerned in many papers about Eq.(1.1). In this paper we consider a slight
extension of (1.6) by assuming that the interaction potential φ(x) contains an attractive long-
range term −1
2
U(|x|), i.e. φ(|x|) = 1
2
(δ(x) − U(|x|)) where U(|x|) ≥ 0 and, for a technical
reason in proving the occurrence of and convergence to the condensation, we consider such a
case that the Fourier transform of Û(ξ) of U(|x|) behaves like Û(ξ)||ξ|=r ≤ 11+rη with 0 < η < 1
so that φ̂(r) = 1
2
(
1− Û(ξ)||ξ|=r
) ≥ 1
2
rη
1+rη
, see Appendix for the existence and positivity of such
potentials U . To include this example and the hard sphere model, we generally assume the
following
Assumption 1.1. The collision kernel B(v − v∗, ω) is given by (1.4),(1.5) where the Fourier
transform r 7→ φ̂(r) (of a radially symmetric interaction potential x 7→ φ(|x|)) is continuous
and non-decreasing on R≥0, and there are constants 0 < b0 ≤ 1/2, 0 ≤ η < 1 such that
b0
rη
1 + rη
≤ φ̂(r) ≤ 1
2
∀ r ≥ 0. (1.7)
The increase of r 7→ φ̂(r) is used for proving the convex positivity of the cubic collision
integral (see Proposition 5.1). Except this, Assumption 1.1 says that the collision kernel
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B(v − v∗, ω) maybe vanishes at v − v∗ = 0 but still behaves like the hard sphere model for
large |v− v∗|: for all v,v∗ ∈ R3, ω ∈ S2
b20
2(4π)2
|(v − v∗) · ω| |v− v∗|
2η
1 + |v − v∗|2η ≤ B(v − v∗, ω) ≤
1
(4π)2
|(v− v∗) · ω|. (1.8)
For convenience of general analysis for Eq.(1.1) we will sometimes assume only that the
function Φ in (1.4) satisfies
0 ≤ Φ ∈ Cb(R2≥0), Φ(r, ρ) = Φ(ρ, r) ∀ (r, ρ) ∈ R2≥0. (1.9)
Due to the strong nonlinear structure of the collision integrals and the effect of condensation,
existence and uniqueness of solutions of Eq.(1.1) for anisotropic initial data have been so far
only proven for finite time interval without smallness assumption on the initial data [5] and for
global time interval with a smallness assumption on the initial data [17]. For global in time
solutions with general initial data, in particular for the case of low temperature, one has to
consider weak solutions f which are solutions of the following equation
d
dt
∫
R3
ψ(v)f(v, t)dv =
1
2
∫
R3×R3×S2
(ψ + ψ∗ − ψ′ − ψ′∗)B(v − v∗, ω)f ′f ′∗dvdv∗dω
+
∫
R3×R3×S2
(ψ + ψ∗ − ψ′ − ψ′∗)B(v − v∗, ω)ff ′f ′∗dvdv∗dω (1.10)
for all test functions ψ and all t ∈ [0,∞). Here we have used the fact that the common quartic
terms f ′f ′∗ff∗, ff∗f
′f ′∗ cancel each other:
f ′f ′∗(1 + f)(1 + f∗)− ff∗(1 + f ′)(1 + f ′∗) = f ′f ′∗(1 + f + f∗)− ff∗(1 + f ′ + f ′∗).
In general however the cubic integral is divergent:
sup
f
∫
R3×R3×S2
Ψ(v,v′,v′∗)B(v − v∗, ω)f(v)f(v′)f(v′∗)dvdv∗dω =∞
where Ψ ∈ Cb(R9) is an arbitrary positive function and f under the sup is taken all nonnegative
functions in C∞c (R
3) satisfying
∫
R3
f(v)dv ≤ 1 (see e.g. [19]). A subclass of f that has no such
divergence is the isotropic (i.e. radially symmetric) functions: f(v) = f(|v|2/2). By changing
variables x = |v|2/2, y = |v′|2/2, z = |v′∗|2/2, one has
B(v − v∗, ω)f(|v|2/2)f(|v′|2/2)f(|v′∗|2/2)dvdv∗dω = 4π
√
2W (x, y, z)dF (x)dF (y)dF (z)
where dF (x) = f(x)
√
xdx, etc., and x, y, z ∈ R≥0 in the right side are independent variables,
see below for details. This is the main reason that all results obtained so far (except the ones
mentioned above) are concerned with isotropic initial data hence isotropic solutions, see e.g.[11]-
[16],[18]-[23],[27],[29],[30],[31]. Despite this shortage, results obtained so far have shown that the
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Eq.(1.1) can be used to describe the formation, transition, and propagation of the Bose-Einstein
condensation of dilute Bose gases at low temperature, see Theorem 1.4 and Proposition 5.6
below, see also (for instance) [16],[25],[29],[30],[31] for self-similar structure and deterministic
numerical methods; [3],[12],[13],[14],[21], for singular solutions and the formation of blow-up
and condensation in finite time; [20], [22], [23] for long time strong and weak convergence to
the Bose-Einstein distribution; [15] for a linearized model of Eq.(1.1) and rate of convergence
to equilibrium; and [1],[2],[27] for general discussions and basic results for similar models on
low temperature evolution of condensation.
Before stating the main result of the paper we introduce some notations and the definition
of measure-valued isotropic solution of Eq.(1.1). Let L1s(R
3) with s ≥ 0 be the linear space of
the weighted Lebesgue integrable functions defined by L10(R
3) = L1(R3) and
L1s(R
3) =
{
f ∈ L1(R3)
∣∣∣ ‖f‖L1s := ∫
R3
〈v〉s|f(v)|dv <∞
}
, 〈v〉 := (1 + |v|2)1/2.
Let Bk(X) (k ≥ 0) be the linear space of signed real Borel measures F on a Borel set X ⊂ Rd
satisfying
∫
X
(1 + |x|)kd|F |(x) <∞, where |F | is the total variation of F . Let
B+k (X) = {F ∈ Bk(X) |F ≥ 0}.
For the case k = 0 we also denote B(X) = B0(X),B+(X) = B+0 (X). In this paper we only
consider two cases X = R3 and X = R≥0, and in many cases we consider isotropic measures
F¯ ∈ B2k(R3), which define and can be defined by measures F ∈ Bk(R≥0) in terms of the
following relations:
F (A) =
1
4π
√
2
∫
R3
1A(|v|2/2)dF¯ (v), A ⊂ R≥0 (1.11)
F¯ (B) = 4π
√
2
∫
R≥0
( 1
4π
∫
S2
1B(
√
2xω)dω
)
dF (x), B ⊂ R3 (1.12)
for all Borel measurable sets A,B. They are equivalent to functional forms:∫
R≥0
ϕ(x)dF (x) =
1
4π
√
2
∫
R3
ϕ(|v|2/2)dF¯ (v), (1.13)
∫
R3
ψ(v)dF¯ (v) = 4π
√
2
∫
R≥0
( 1
4π
∫
S2
ψ(
√
2xω)dω
)
dF (x) (1.14)
for all bounded Borel measurable functions ϕ, ψ. For any k ≥ 0 let
‖F‖k =
∫
R≥0
(1 + x)kd|F |(x), F ∈ Bk(R≥0).
The moment Mp(F ) of order p ∈ [0, k] of F ∈ B+k (R≥0) is defined by
Mp(F ) =
∫
R≥0
xpdF (x).
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Moments of orders 0, 1 correspond to the mass and energy and are particularly denoted as
N(F ) = M0(F ), E(F ) = M1(F ), i.e.
N(F ) =
∫
R≥0
dF (x), E(F ) =
∫
R≥0
xdF (x).
Let Ckb (R≥0) with k ∈ N be the class of bounded continuous functions on R≥0 having bounded
continuous derivatives on R≥0 up to the order k. For isotropic functions f = f(|v|2/2) ≥ 0,
ϕ = ϕ(|v|2/2) with f(| · |2/2) ∈ L12(R3), ϕ ∈ C2b (R≥0), and for the measure F defined by
dF (x) = f(x)
√
xdx, the collision integrals in (1.10) can be rewritten (see Appendix)
1
2
∫
R3×R3×S2
(ϕ+ ϕ∗ − ϕ′ − ϕ′∗)Bf ′f ′∗dvdv∗dω = 4π
√
2
∫
R2≥0
J [ϕ]d2F,
∫
R3×R3×S2
(ϕ+ ϕ∗ − ϕ′ − ϕ′∗)Bff ′f ′∗dvdv∗dω = 4π
√
2
∫
R3≥0
K[ϕ]d3F
where B = B(v − v∗, ω) is given by (1.4) with (1.9), d2F = dF (y)dF (z), d3F = dF (x)dF (y)dF (z),
and J [ϕ],K[ϕ] are linear operators (often used in this paper) defined as follows:
J [ϕ](y, z) = 1
2
∫ y+z
0
K[ϕ](x, y, z)√xdx, K[ϕ](x, y, z) =W (x, y, z)∆ϕ(x, y, z), (1.15)
∆ϕ(x, y, z) = ϕ(x) + ϕ(x∗)− ϕ(y)− ϕ(z) = (x− y)(x− z)
∫ 1
0
∫ 1
0
ϕ′′(ξ)dsdt (1.16)
ξ = y + z − x+ t(x− y) + s(x− z), x, y, z ≥ 0, x∗ = (y + z − x)+,
W (x, y, z) =
1
4π
√
xyz
∫ (√x+√y)∧(√x∗+√z)
|√x−√y|∨|√x∗−√z|
ds
∫ 2π
0
Φ(
√
2s,
√
2Y∗)dθ if x∗xyz > 0, (1.17)
W (x, y, z) =

1√
yz
Φ(
√
2y,
√
2z ) if x = 0, y > 0, z > 0
1√
xz
Φ(
√
2x,
√
2(z − x) ) if y = 0, z > x > 0
1√
xy
Φ(
√
2(y − x),
√
2x ) if z = 0, y > x > 0
0 others
(1.18)
Y∗ = Y∗(x, y, z, s, θ) =

∣∣∣∣∣
√(
z − (x− y + s
2)2
4s2
)
+
+ eiθ
√(
x− (x− y + s
2)2
4s2
)
+
∣∣∣∣∣ if s > 0
0 if s = 0
(1.19)
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where Φ(r, ρ) is given in (1.9),(u)+ = max{u, 0}, a∨b = max{a, b}, a∧b = min{a, b}, i =
√−1.
Based on the existence results, we introduce directly the concept of measure-valued isotropic
solutions of Eq.(1.1) in the weak form:
Definition 1.2. Let B(v − v∗, ω) be given by (1.4), (1.9). Let F0 ∈ B+1 (R≥0). We say that a
family {Ft}t≥0 ⊂ B+1 (R≥0), or simply Ft, is a conservative measure-valued isotropic solution of
Eq.(1.1) on the time-interval [0,∞) with the initial datum Ft|t=0 = F0 if
(i) N(Ft) = N(F0), E(Ft) = E(F0) for all t ∈ [0,∞),
(ii) for every ϕ ∈ C2b (R≥0), t 7→
∫
R≥0
ϕ(x)dFt(x) belongs to C
1([0,∞)),
(iii) for every ϕ ∈ C2b (R≥0)
d
dt
∫
R≥0
ϕdFt =
∫
R2≥0
J [ϕ]d2Ft +
∫
R3≥0
K[ϕ]d3Ft ∀ t ∈ [0,∞). (1.20)
Remark 1.3. (1) The transition from (1.17) to (1.18) in defining W is due to the identity
(
√
x+
√
y) ∧ (√x∗ +
√
z)− |√x−√y| ∨ |√x∗ −
√
z| = 2min{√x,√x∗,√y,
√
z} (1.21)
from which one sees also that if Φ(r, ρ) ≡ 1, thenW (x, y, z) becomes the function corresponding
to the hard sphere model.
(2) As has been proven in [21] that the test function space C2b (R≥0) in Definition 1.2 can
be weaken to
C1,1b (R≥0) =
{
ϕ ∈ C1b (R≥0)
∣∣∣ d
dx
ϕ ∈ Lip(R≥0)
}
where Lip(R≥0) is the class of functions satisfying Lipschitz condition on R≥0. In fact, for the
function Φ satisfying (1.9), it is not difficult to prove that for any ϕ ∈ C1,1b (R≥0) the functions
(y, z) 7→ (1 + √y + √z)−1J [ϕ](y, z), (x, y, z) 7→ K[ϕ](x, y, z) belong to Cb(R2≥0) and Cb(R3≥0)
respectively. Thus there is no problem of integrability in the right hand side of Eq.(1.20). A
typical example of ϕ ∈ C1,1b (R≥0) is ϕε(x) = [(1 − x/ε)+]2 (with ε > 0) which is often used in
Section 5.
(3) It is proved in Appendix that Definition 1.2 is equivalent to Definition 6.6, the latter is
established in [19]. Thus we conclude from Theorem 1 (Weak Stability), Theorem 2 (Existence)
and Theorem 3 in [19] that for any F0 ∈ B+1 (R≥0), the Eq.(1.1) has always a conservative
measure-valued isotropic solution Ft on the time-interval [0,∞) with the initial datum Ft|t=0 =
F0. The reason that we use Definition 1.2 is just because the collision integrals in Definition
1.2 are simpler in structure than those in Definition 6.6. Note that if we write B(v − v∗, ω) as
B(v − v∗, ω) = B(V, cos(θ)) = 1
(4π)2
V cos(θ)Φ(V cos(θ), V sin(θ))
where V = |v − v∗|, θ = arccos(|(v− v∗) · ω|/|v− v∗|) ∈ [0, π/2], then it is also required in
[19] that
∫ π/2
0
sin(θ)B(V, cos(θ))dθ > 0 for all V > 0. But in [19] this strict positivity is just
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used to guarantee the uniqueness of the equilibrium and to prove (with a further assumption
on B) the moment production; it is apparently not used in the proofs of the three theorems in
[19] mentioned above.
Kinetic Temperature. Let F ∈ B+1 (R≥0), N = N(F ), E = E(F ) and suppose N > 0. If
m is the mass of one particle, then m4π
√
2N , m4π
√
2E are total mass and kinetic energy of
the particle system per unite space volume. The kinetic temperature T and the kinetic critical
temperature T c are defined by (see e.g.[19] and references therein)
T =
2m
3kB
E
N
, T c =
ζ(5/2)
(2π)1/3[ζ(3/2)]5/3
2m
kB
N2/3
where kB is the Boltzmann constant, ζ(s) =
∑∞
n=1 n
−s, s > 1. Some properties involving
temperature effect, for instance the Bose-Einstein condensation at low temperature, are often
expressed in terms of the ratio
T
T c
=
(2π)1/3[ζ(3/2)]5/3
3ζ(5/2)
E
N5/3
= 2.2720
E
N5/3
.
Keeping in mind the constant m4π
√
2, there will be no confusion if we also call N and E the
mass and energy of a particle system.
Regular-Singular Decomposition. According to measure theory (see e.g.[28]), every
finite positive Borel measure can be uniquely decomposed into regular part and singular part
with respect to the Lebesgue measure. For instance if F ∈ B+1 (R≥0), then there exist unique
0 ≤ f ∈ L1(R≥0, (1 + x)
√
xdx), ν ∈ B+1 (R≥0) and a Borel set Z ⊂ R≥0 such that
dF (x) = f(x)
√
xdx+ dν(x), mes(Z) = 0, ν(R≥0 \ Z) = 0.
We call f and ν the regular part and the singular part of F respectively1. If the regular part
f is non-zero, i.e., if
∫
R≥0
f(x)
√
x dx > 0, then we say that F is non-singular.
Bose-Einstein Distribution. According to Theorem 5 of [19] and its equivalent ver-
sion proved in the Appendix of [21] we know that for any N > 0, E > 0 the Bose-Einstein
distribution Fbe ∈ B+1 (R≥0) given by
dFbe(x) = fbe(x)
√
xdx+
(
1− (T/T c)3/5
)
+
Nδ(x)dx
is the unique equilibrium solution of Eq.(1.20) satisfying N(Fbe) = N,E(Fbe) = E, where
fbe(x) =

1
Aex/κ − 1 , A > 1, if T/T c > 1,
1
ex/κ − 1 , A = 1 if T/T c ≤ 1
(1.22)
1Strictly speaking the product f(x)
√
x is the regular part of F . The reason that we only mention f is because
f(x)
√
x comes from the 3D-isotropic function f = f(|v|2/2).
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δ(x) is the Dirac delta function concentrated at x = 0, i.e. δ(x)dx = dν0(x) where ν0 is
the Dirac measure concentrated at x = 0, and functional relations of the coefficients A =
A(N,E), κ = κ(N,E) can be found in for instance Proposition 1 in [20]. From (1.22) one sees
that T/T c ≥ 1 =⇒ dFbe(x) = fbe(x)
√
xdx, and
T/T c < 1 =⇒ Fbe({0}) =
(
1− (T/T c)3/5
)
N > 0.
The positive number (1− (T/T c)3/5)N is called the Bose-Einstein Condensation (BEC) of the
equilibrium state of Bose-Einstein particles at low temperature T < T c.
Entropy. The entropy functional for Eq.(1.1) is
S(f) =
∫
R3
(
(1 + f(v)) log(1 + f(v))− f(v) log f(v))dv, 0 ≤ f ∈ L12(R3). (1.23)
S(f) is always finite since for any f = f(v) ≥ 0 we have ([20])
2
f
1 + f
≤ (1 + f) log(1 + f)− f log f ≤ 2min{
√
f, (1 + |v|)f + e−|v|/2}.
Moreover since the function
y 7→ s(y) = (1 + y) log(1 + y)− y log y, y ∈ [0,∞) (1.24)
is concave and non-decreasing with s(0) = 0, it follows that for all 0 ≤ f, g ∈ L12(R3)
0 = S(0) ≤ S(f) ≤ S(g) <∞ if f ≤ g, (1.25)
S((1− α)f + αg) ≥ (1− α)S(f) + αS(g) if 0 < α < 1, (1.26)
S(f + g) ≤ S(f) + S(g). (1.27)
To study measure-valued solutions we define the entropy S(F ) of a measure F ∈ B+2 (R3) by
S(F ) := sup
{fn}∞n=1
lim sup
n→∞
S(fn) (1.28)
where {fn}∞n=1 under the sup is taken all sequences in L12(R3) satisfying
fn ≥ 0, sup
n≥1
‖fn‖L12 <∞; (1.29)
lim
n→∞
∫
R3
ψ(v)fn(v)dv =
∫
R3
ψ(v)dF (v) ∀ψ ∈ Cb(R3). (1.30)
Let 0 ≤ f ∈ L12(R3) be the regular part of F , i.e. dF (v) = f(v)dv + dν(v) with ν ≥ 0 the
singular part of F . By Lemma 3.2 we have
S(F ) = S(f) (1.31)
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which shows that the singular part of F has no contribution to the entropy S(F ) and that F
is non-singular if and only if S(F ) > 0. A referee of the paper conveyed us that the convex
functions of measures had been defined and studied in [8], and the equality (1.31) coincides
with the definition in [8]: S(F ) =
∫
R3
ds(F )(v) where y 7→ s(y) is the function (1.24) and,
according to [8], the transformed measure s(F ) is defined by ds(F )(v) = s(f(v))dv+ s∞dν(v)
with s∞ := lim
t→+∞
s(t)
t
= 0, here the zero limit is obvious by definition of s(y). Thus we obtain
(1.31) again.
For any 0 ≤ f ∈ L1(R≥0, (1 + x)
√
x dx), the entropy S(f) is defined by S(f) = S(f¯) with
f¯(v) := f(|v|2/2), so that (using (1.23) and change of variable)
S(f) = S(f¯) = 4π
√
2
∫
R≥0
(
(1 + f(x)) log(1 + f(x))− f(x) log f(x))√x dx. (1.32)
In general, the entropy S(F ) for a measure F ∈ B+1 (R≥0) is defined by S(F ) = S(F¯ ) where
F¯ ∈ B+2 (R3) is defined by F through (1.12) or (1.14) and S(F¯ ) is defined by (1.28). Accordingly
for the regular-singular decomposition dF (x) = f(x)
√
x dx + dν(x) with the singular part ν,
we have the regular-singular decomposition dF¯ (v) = f¯(v)dv + dν¯(v) with f¯(v) = f(|v|2/2)
and the singular part ν¯ is expressed by ν through (1.12). Thus from (1.31),(1.32) we have
S(F ) = S(F¯ ) = S(f¯) = S(f).
Although the entropy S(Ft) defined above does not provide any information about the
singular part of Ft so that one has to consider other methods for proving the convergence of
Ft({0}) to the condensation Fbe({0}), the entropy difference S(Fbe)− S(Ft) can still describe
and control the convergence to equilibrium in a semi-strong norm (see (2.1)), and thus in an
indirect way it gives a rate of strong convergence to equilibrium (see proofs of Theorem 5.8 and
Theorem 1.4).
Main Result. The main result of the paper is as follows:
Theorem 1.4. Suppose B(v − v∗, ω) satisfy Assumption 1.1 with 0 ≤ η < 1/4. Let F0 ∈
B+1 (R≥0) satisfy N(F0) > 0, E(F0) > 0, let Fbe be the unique Bose-Einstein distribution with
the same mass N = N(F0) and energy E = E(F0), and let
1
20
< λ < 1
19
. Then there exists a
conservative measure-valued isotropic solution Ft of Eq.(1.1) on [0,∞) with the initial datum
F0 such that S(Fbe) ≥ S(Ft) ≥ S(F0), S(Ft) > 0 for all t > 0 and
S(Fbe)− S(Ft) ≤ C(1 + t)−λ, ‖Ft − Fbe‖1 ≤ C(1 + t)−
(1−η)λ
2(4−η) ∀ t ≥ 0.
In particular if T/T c < 1 then∣∣Ft({0})− (1− (T/T c)3/5)N∣∣ ≤ C(1 + t)− (1−η)λ2(4−η) ∀ t ≥ 0. (1.33)
Here the constant C > 0 depends only on N,E, b0, η and λ.
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Remark 1.5. (1) Let dF (x) = f(x)dx + dµ(x), dG(x) = g(x)dx + dν(x) be the regular-
singular decompositions of F,G ∈ B+(X) respectively. Recall that this means that 0 ≤ f, g ∈
L1(X), µ, ν ∈ B+(X) and there are Borel sets ZF , ZG ⊂ X such that mes(ZF ) = mes(ZG) =
0, µ(X \ ZF ) = 0, ν(X \ ZG) = 0. According to measure theory, the regular-singular decompo-
sition of |F −G| is
d|F −G|(x) = |f(x)− g(x)|dx+ d|µ− ν|(x) (1.34)
i.e.
|F −G|(A) =
∫
A
|f(x)− g(x)|dx+ |µ− ν|(A) ∀Borel set A ⊂ X
which is easily proved by using the fact that (see e.g.[28]) there is a real Borel function h on X
satisfying h(x)2 ≡ 1 on X such that
d(F −G)(x) = h(x)d|F −G|(x), i.e. d|F −G|(x) = h(x)d(F −G)(x). (1.35)
The same holds also for µ − ν. Using (1.34) to the regular-singular decompositions dFt(x) =
f(x, t)
√
xdx+ dνt(x) and dFbe(x) = fbe(x)
√
xdx+ dνbe(x) we have
‖Ft − Fbe‖1 =
∫
R≥0
(1 + x)|f(x, t)− fbe(x)|
√
xdx+ ‖νt − νbe‖1,
‖νt − νbe‖1 =
∫
R>0
(1 + x)dνt(x) + |Ft({0})− Fbe({0})|
for all t ≥ 0. From these and Theorem 1.4 one sees that, as t → ∞, the regular part and the
singular part of Ft converge strongly to the regular part and the singular part of Fbe respectively.
(2) In comparison with the exponential convergence to equilibrium for the spatially homoge-
neous classical Boltzmann equation for hard potentials, the rate of convergence to equilibrium
obtained in Theorem 1.4 is very slow even for the hard sphere model (i.e. the case η = 0). This
is perhaps not only because of the condensation effect (it is hard to obtain a fast decay rate
for |Ft({0})− Fbe({0})| for low temperature), but also because of the complicated structure of
Eq.(1.1) which leads to complicated structures of entropy and entropy dissipation. In fact from
[15] one sees that, even for a linearized model of Eq.(1.1) for low temperature, it is difficult to
obtain a high order algebraic rate of convergence to equilibrium.
(3) An easy case which is not mentioned in Theorem 1.4 is that N > 0, E = 0. In
this case, any conservative measure-valued isotropic solution Ft of Eq.(1.1) on [0,∞) with
N(Ft) = N,E(Ft) = 0 is equal to the same Dirac measure: Ft = Fbe for all t ≥ 0, where
dFbe(x) = Nδ(x)dx, and the Dirac measure Fbe is also the unique equilibrium solution of
Eq.(1.20) satisfying N(F ) = N,E(F ) = 0.
(4) Theorem 1.4 shows that the strong convergence to equilibrium is grossly determined,
which means it depends only on the mass, energy, and some constants coming from the collision
10
kernel. In particular, for the case of low temperature T/T c < 1, the convergence to BEC does
not depend on any local information of initial data. Thus Theorem 1.4 also gives an essential
improvement to our previous work [22],[23].
The rest of the paper is organized as follows: In Section 2 we prove an inequality of entropy
and entropy dissipation for general functions. In Section 3 we introduce approximate solutions
of Eq.(1.1) and prove positive lower bounds of entropy for isotropic approximate solutions and
hence for isotropic measure-valued solutions. In Section 4, using the results of Sections 2 and
3 we obtain an algebraic decay rate of the entropy difference S(Fbe) − S(Ft). In Section 5 we
prove the long time convergence of the condensation Ft({0}) to Fbe({0}), and at the end of
that section we finish the proof of our main result Theorem 1.4. Section 6 is an appendix where
we prove some general properties of collision integrals and the equivalence of two definitions of
measure-valued isotropic solutions of Eq.(1.1), we also prove existence and positivity of some
interaction potentials mentioned just above Assumption 1.1.
2 Inequality of Entropy and Entropy Dissipation
Entropy and entropy dissipation are powerful tools for investigating long time behavior of
solutions of classical and quantum Boltzmann equations. For the latter case, see for instance
[10], [20], and the derivation below.
We begin with the following lemma which provides some connections between strong con-
vergence to equilibrium, entropy convergence, and convergence of condensation.
Lemma 2.1. Given N > 0, E > 0. Let F ∈ B+1 (R≥0) satisfy N(F ) = N,E(F ) = E. Then
there are finite constants C > 0 (which may be different in different lines) depending only on
N,E such that
(I)
1
C
(‖F − Fbe‖◦1)2 ≤ S(Fbe)− S(F ) ≤ C(‖F − Fbe‖◦1)1/2. (2.1)
(II) If T/T c < 1, then
|F ({0})− Fbe({0})| ≤ ‖F − Fbe‖1 ≤ 2|F ({0})− Fbe({0})|+ C(‖F − Fbe‖◦1)1/3. (2.2)
If T/T c ≥ 1, then
‖F − Fbe‖1 ≤ C
(‖F − Fbe‖◦1)1/3. (2.3)
Here
‖µ‖◦1 =
∫
R≥0
xd|µ|(x), ‖µ‖1 =
∫
R≥0
(1 + x)d|µ|(x), µ ∈ B1(R≥0).
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Proof. (I): Let 0 ≤ f ∈ L1(R+, (1 + x)
√
xdx), ν ∈ B+1 (R≥0) be the regular part and the
singular part of F . Let f¯(v) = f(|v|2/2) and recall that Ω(v) = fbe(|v|2/2) is given in (2.14).
We have proved in Lemma 4 of [20] that
1
C
(‖f¯ − Ω‖◦L12)2 ≤ S(Ω)− S(f¯) ≤ C(‖f¯ − Ω‖◦L12)1/2 (2.4)
where
‖ψ‖◦L12 =
∫
R3
|v|2|ψ(v)|dv, ψ ∈ L12(R3).
Let (Fbe − F )+ = 12(|Fbe − F |+ Fbe − F ) be the positive part of Fbe − F . Then
d|Fbe − F |(x) = dF (x)− dFbe(x) + 2d(Fbe − F )+(x) (2.5)
d(Fbe − F )+(x) = h+(x)d(Fbe − F )(x), h+(x) ∈ [0, 1] (2.6)
where h+(x) =
1
2
(1 + h(x)) (see (1.35)). Using (2.5) and E(F ) = E(Fbe) we have
‖F − Fbe‖◦1 = 2
∫
R≥0
xd(Fbe − F )+(x) ≤ 2
∫
R≥0
x|fbe(x)− f(x)|
√
xdx.
On the other hand from (1.34)we have
d|F − Fbe|(x) = |f(x)− fbe(x)|
√
xdx+ d|ν − νbe|(x) ≥ |f(x)− fbe(x)|
√
xdx.
Thus ∫
R≥0
x|f(x)− fbe(x)|
√
xdx ≤ ‖F − Fbe‖◦1 ≤ 2
∫
R≥0
x|f(x)− fbe(x)|
√
xdx. (2.7)
Since ∫
R≥0
x|f(x)− fbe(x)|
√
xdx =
1
8π
√
2
‖f¯ − Ω‖◦L12 , S(Fbe)− S(F ) = S(Ω)− S(f¯)
(2.1) follows from (2.4) and (2.7).
(II): For the case T/T c < 1, the inequality (2.2) is a result of Lemma 2.8 in [22]. Suppose
T/T c ≥ 1. Then dFbe(x) = fbe(x)
√
xdx = 1
Aex/κ−1
√
xdx and so using N(F ) = N(Fbe) and
(2.5),(2.6) we have for any ε > 0
‖F − Fbe‖0 = 2
∫
[0,ε]
d(Fbe − F )+(x) + 2
∫
(ε,∞)
d(Fbe − F )+(x),
≤ 2
∫
[0,ε]
1
ex/κ − 1
√
xdx+
1
ε
‖F − Fbe‖◦1 ≤ 4κ
√
ε+
1
ε
‖F − Fbe‖◦1.
Minimizing w.r.t ε > 0 gives ‖F − Fbe‖0 ≤ C(‖F − Fbe‖◦1)1/3 and thus ‖F − Fbe‖1 = ‖F −
Fbe‖0 + ‖F − Fbe‖◦1 ≤ C(‖F − Fbe‖◦1)1/3. ✷
Since the entropy dissipation D(f) is monotone non-decreasing with respect to the collision
kernel B, it suffices to establish the relevant estimates for a “minimal” kernel Bmin ≤ BK ≤ B,
12
where BK are approximations of B used for constructing approximate solutions f
K (see Section
3) and (as in [20])
Bmin(v − v∗, ω) = b
2
0
2(4π)2
cos3(θ) sin3(θ)(|v− v∗| ∧ 1)3 |v − v∗|
2η
1 + |v− v∗|2η (2.8)
where b0 is the constant in Assumption 1.1, θ = arccos(|(v− v∗) · ω|/|v− v∗|) ∈ [0, π/2]. For
the case v − v∗ = 0 we define θ = 0. The entropy dissipation corresponding to Bmin is
Dmin(f) =
1
4
∫
R3×R3×S2
Bmin(v− v∗, ω)
×(f ′f ′∗(1 + f)(1 + f∗)− ff∗(1 + f ′)(1 + f ′∗)) log (f ′f ′∗(1 + f)(1 + f∗)ff∗(1 + f ′)(1 + f ′∗)
)
dωdv∗dv.
If we define
Γ(a, b) =

(a− b) log (a
b
)
if a > 0, b > 0
∞ if a > 0 = b or a = 0 < b
0 if a = b = 0
(2.9)
Π(f) = (1 + f)(1 + f∗)(1 + f
′)(1 + f ′∗), g =
f
1 + f
, 0 ≤ f ∈ L12(R3) (2.10)
then Dmin(f) can be written as a shorter and clear version:
Dmin(f) =
1
4
∫
R3×R3×S2
Bmin(v − v∗, ω)Π(f)Γ(g′g′∗, gg∗)dωdv∗dv. (2.11)
We will also use Villani’s inequality ([34])
H(f |M) ≤ 1
cH0
D2(f) ∀ f ∈ H0 (2.12)
where D2(f) is the entropy dissipation for a “super hard potential” model
D2(f) = 1
4
∫
R3×R3×S2
2|(v − v∗) · ω|
|v− v∗| (1 + |v − v∗|
2)Γ(f ′f ′∗, ff∗)dωdv∗dv, (2.13)
H(f |M) = H(f)−H(M), H(f) =
∫
R3
f(v) log f(v)dv, M(v) =
e−|v|
2/2
(2π)3/2
,
H0 =
{
0 ≤ f ∈ L12(R3)
∣∣∣ ∫
R3
(1,v, |v|2/3)f(v)dv = (1, 0, 1), H(f |M) ≤ H0
}
,
0 ≤ H0 < ∞ is a constant, and the constant cH0 > 0 depends only H0. See [34], see also
pp.724-725 of [6] for some estimate of cH0. In particular for isotropic functions f ∈ H0, the
inequality (2.12) holds with cH0 =
2π
7
([34]). Note that for all 0 ≤ f ∈ L12(R3) it holds∫
f(v)≤1 f(v)| log f(v)|dv < ∞ and thus the H-function H(f) makes sense and H(f) < ∞ if
and only if
∫
R3
f(v)| log f(v)|dv <∞. Note also that in the original Villani’s inequality (2.12),
the entropy dissipation D2(f) is equivalently expressed with the σ-representation (4.1) (see the
formula (4.2)).
The aim of this section is to prove the following inequality between entropy and entropy
dissipation:
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Proposition 2.2. Given N > 0, E > 0. Let fbe(x) =
1
Aex/κ−1 be the regular part of the unique
equilibrium Fbe ∈ B+1 (R≥0) which has the mass and energy N,E. Let
Ω(v) = fbe(|v|2/2) = ae
−b|v|2
1− ae−b|v|2 , 0 < a =
1
A
≤ 1, b = 1
2κ
> 0 (2.14)
and let 0 ≤ f ∈ L12(R3) satisfy∫
R3
(1,v, |v|2/2)f(v)dv = 4π
√
2(N, 0, E).
Then S(f) ≤ S(Ω). If in addition f ∈ L14(R3) and for some 0 < S0, C0 <∞,
S(f) ≥ S0, ‖f‖L14 ≤ C0
then
S(Ω)− S(f) ≤ C((D2(g))1/10 + (Dmin(f))1/4 ) (2.15)
where g = f
1+f
, D2(·), Dmin(·) are entropy dissipations given in (2.13), (2.8)-(2.11), and the
constant C > 0 depends only on N,E, S0, C0, b0 and η.
Proof. From the assumption of the proposition we have
∫
R3
|v|2f(v)dv = ∫
R3
|v|2Ω(v)dv
and for the case a = 1/A < 1 we also have
∫
R3
f(v)dv =
∫
R3
Ω(v)dv. Thus it follows from
Lemma 4 in [20] that S(f) ≤ S(Ω). Now suppose f ∈ L14(R3). The proof of (2.15) is divided
into six steps.
Step1. Let
Mg(v) = αe
−β|v−v0|2, M2(g) =
∫
R3
|v − v0|2g(v)dv
with α > 0, β > 0,v0 ∈ R3 given by g through the moment equations∫
R3
Mg(v)(1,v, |v|2)dv =
∫
R3
g(v)(1,v, |v|2)dv. (2.16)
In this step we prove the lower and upper bounds:
C1 ≤ ‖g‖L1,M2(g) ≤ C2, C3 ≤ α, β ≤ C4, |v0| ≤ C5 (2.17)
where here and below the constants 0 < Ci <∞ (i = 1, 2, ..., 16) depend only on N,E, S0, C0, b0
and η.
By definition of S(f) and using Cauchy-Schwarz inequality we have
S(f)2 ≤ ‖g‖L1
∫
f(v)>0
(
1 +
1
f(v)
)
s(f(v))2dv. (2.18)
Then we use the inequality log(1 + y) ≤ √y ∧ y to get for all y > 0
s(y)2 =
(
log(1 + y) + y log(1 +
1
y
)
)2 ≤ min{4y, 2y2 + 2y2( log(1 + 1
y
)
)2}
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from which we deduce∫
f(v)>0
(
1 +
1
f(v)
)
s(f(v))2dv ≤ 6‖f‖L1 + 2
∫
f(v)>0
f(v)
(
log
(
1 +
1
f(v)
))2
dv. (2.19)
Furthermore using the inequality y(log(1 + 1
y
))2 ≤ 4√y (y > 0) we have
f(v)
(
log
(
1 +
1
f(v)
))2 ≤ 4√f(v)1{f(v)≤e−|v|} + f(v)( log(1 + e|v|))21{f(v)>e−|v|}
≤ 4e−|v|/2 + 2f(v)〈v〉2.
Thus ∫
f(v)>0
f(v)
(
log
(
1 +
1
f(v)
))2
dv ≤ 28π + 2‖f‖L12
which together with (2.18), (2.19) gives
‖f‖L1 ≥ ‖g‖L1 ≥ S(f)
2
29π + 10‖f‖L12
. (2.20)
Next using Cauchy-Schwarz inequality and 0 ≤ g ≤ 1 we have
(‖g‖L1)2 ≤
∫
R3
|v − v0|2g(v)dv
∫
R3
1
|v− v0|2g(v)dv ≤M2(g)2(4π)
2/3(‖g‖L1)1/3
=⇒
M2(g) ≥ 1
2(4π)2/3
(‖g‖L1)5/3 ≥ 1
2(4π)2/3
( S(f)2
29π + 10‖f‖L12
)5/3
. (2.21)
Finally from v0 =
1
‖g‖L1
∫
R3
vg(v)dv and Cauchy-Schwarz inequality we have
|v0|2 ≤ 1‖g‖L1
∫
R3
|v|2g(v)dv hence M2(g) ≤ 4
∫
R3
|v|2g(v)dv ≤ 4
∫
R3
|v|2f(v)dv. (2.22)
Since, from the moment equation (2.16),
α = π−3/2
(3
2
)3/2 (‖g‖L1)5/2
(M2(g))3/2
, β =
3
2
‖g‖L1
M2(g)
, (2.23)
the inequalities in (2.17) follow from (2.20)-(2.23), ‖f‖L1 = 4π
√
2N,
∫
R3
|v|2f(v)dv = 8π√2E,
and S(f) ≥ S0.
Step2. Let
M∗g (v) = (α ∧ 1)e−β|v−v0|
2
, Ω∗g(v) =
M∗g (v)
1−M∗g (v)
.
According to Proposition 2 in [20] (taking b(cos(θ)) =
b20
2(4π)2
,Ψ(r) = (r ∧ 1)3 r2η
1+r2η
in that
proposition) we have
‖(1−M∗g )(f − Ω∗g)‖L1 ≤ Cα,β(‖f‖L1 + ‖M∗g ‖L1)
(‖g −M∗g ‖L1 +√Dmin(f) ) (2.24)
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where
Cα,β = Cα,β,b0,η = Cb0
(∫
R3
(α ∧ 1)e−β|z|2Ψ(|z|)dz
)−1
Cb0 > 0 depends only on b0.
Step3. Here we prove that
S(Ω)− S(Ω∗g) ≤ C6
(‖g −M∗g ‖L1 +√Dmin(f) )1/2. (2.25)
First from the assumption of the proposition we have∫
R3
Ω(v)dv ≤
∫
R3
f(v)dv,
∫
R3
(v, |v|2/2)Ω(v)dv =
∫
R3
(v, |v|2/2)f(v)dv. (2.26)
Since the function y 7→ s(y) given in 1.24 is concave, it holds the inequality s(y) − s(y0) ≤
(log(1 + 1
y0
))(y − y0), y ≥ 0, y0 > 0, from which and (2.26) we obtain
S(Ω)− S(Ω∗g) ≤
∫
R3
(
log
( 1
α ∧ 1
)
+ β|v− v0|2
)
(Ω(v)− Ω∗g(v))dv
≤
∫
R3
(
log
( 1
α ∧ 1
)
+ β|v− v0|2
)
(f(v)− Ω∗g(v))dv. (2.27)
Next using the inequalities
log
( 1
α ∧ 1
) ≤ 1− α ∧ 1
α ∧ 1 ,
1− α ∧ 1 + β|v− v0|2
1 + β|v − v0|2 ≤ 1−M
∗
g (v) (2.28)
it is easily seen that
log
( 1
α ∧ 1
)
+ β|v− v0|2 ≤ 1
α ∧ 1
(
1−M∗g (v)
)(
1 + β|v− v0|2
)
.
From this, Cauchy-Schwarz inequality, and 0 ≤ 1−M∗g ≤ 1 we obtain∫
R3
(
log
( 1
α ∧ 1
)
+ β|v− v0|2
)
|f(v)− Ω∗g(v)|dv
≤
∫
R3
1
α ∧ 1
(
1−M∗g (v)
)
(1 + β|v− v0|2)|f(v)− Ω∗g(v)|dv
=
√
2(β2 ∨ 1)
α ∧ 1
(‖(1−M∗g )(f − Ω∗g)‖L1)1/2(∫
R3
(
1 + |v − v0|4
)|f(v)− Ω∗g(v)|dv)1/2
≤ C7
(‖g −M∗g ‖L1 +√Dmin(f) )1/2 (2.29)
where the constant C7 comes from (2.24), ‖f‖L14 ≤ C0, |v0| ≤ C5, and∫
R3
(1 + |v− v0|4)Ω∗g(v)dv ≤ 4π
∫ ∞
0
r2(1 + r4)
1
eβr2 − 1dr <∞.
Combining (2.27) and (2.29) we obtain (2.25).
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Step4. We next prove that
S(Ω∗g)− S(f) ≤ C8
(‖g −M∗g ‖L1 +√Dmin(f) )1/2. (2.30)
It is easily seen from s′(y) = log(1 + 1/y) ≤ 3y−1/3 that for all y > y0 ≥ 0
s(y)− s(y0) = (y − y0)
∫ 1
0
log
(
1 +
1
y0 + θ(y − y0)
)
dθ ≤ 5(y − y0)2/3. (2.31)
From these and Cauchy-Schwarz inequality we have
S(Ω∗g)− S(f)
≤
∫
Ω∗g(v)>f(v)
[s(Ω∗g(v))− s(f(v))]dv ≤ 5
∫
Ω∗g(v)>f(v)
(
Ω∗g(v)− f(v)
)2/3
dv
≤ 5
(
‖(1−M∗g )(Ω∗g − f)‖L1
)1/2(∫
R3
1
1−M∗g (v)
(Ω∗g(v))
1/3dv
)1/2
. (2.32)
From the second inequality in (2.28) we have 1
1−M∗g (v) ≤
1
β|v−v0|2 (1 + β|v− v0|2), so the last
integral in (2.32) is finite (using change of variable)∫
R3
1
1−M∗g (v)
(Ω∗g(v))
1/3dv =
∫
R3
(
M∗g (v)
)1/3
(1−M∗g (v))4/3
dv
≤ 4π(1/β)4/3 ∫ ∞
0
1
r2/3
(1 + βr2)4/3((α ∧ 1)e−βr2)1/3dr ≤ C9.
The inequality (2.30) then follows from this, (2.32) and (2.24).
Step5. Now we prove that
S(Ω)− S(f) ≤ C10
(
(‖g −Mg‖L1)1/5 + (Dmin(f))1/4
)
. (2.33)
In fact first we have from (2.25) and (2.30) that
S(Ω)− S(f) ≤ C11
(‖g −M∗g ‖L1 +√Dmin(f) )1/2. (2.34)
If α ≤ 1, then M∗g = Mg and so from (2.34) we see that (2.33) holds.
Suppose α > 1. From ‖g‖L1 = ‖Mg‖L1 and 0 ≤ g(v) ≤ 1 we have
‖g −Mg‖L1 = 2
∫
R3
(Mg(v)− g(v))+dv ≥ 8π
∫ ∞
0
r2(αe−βr
2 − 1)+dr
and using the inequality αe−βr
2 − 1 ≥ αβ(α−1
αβ
− r2) to the last term we have
8π
∫ ∞
0
r2(αe−βr
2 − 1)+dr ≥ 8π
∫ ∞
0
r2αβ
(α− 1
αβ
− r2
)
+
dr =
16π
15
(α− 1)5/2
(αβ)3/2
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so that we deduce
α− 1 ≤
( 15
16π
(αβ)3/2
)2/5(‖g −Mg‖L1)2/5,
‖Mg −M∗g ‖L1 = (α− 1)
∫
R3
e−β|v−v0|
2
dv ≤ C12
(‖g −Mg‖L1)2/5,
‖g −M∗g ‖L1 ≤ ‖g −Mg‖L1 + ‖Mg −M∗g ‖L1 ≤ C13
(‖g −Mg‖L1)2/5.
Inserting ‖g −M∗g ‖L1 ≤ C13
(‖g −Mg‖L1)2/5 into the right hand side of (2.34) gives (2.33).
Step6. We will use Csiszar-Kullback inequality
‖g −Mg‖L1 ≤
√
2‖g‖L1
√
H(g |Mg) (2.35)
and Villani’s inequality (2.12) to finish the proof of (2.15). To do this we need to normalize
g,Mg. Let
g˜(v) = µg(λv + v0), M˜g(v) = µMg(λv + v0) = µαe
−λβ|v|2
where
λ = 3−1/2
(M2(g)
‖g‖L1
)1/2
, µ = 3−3/2
(M2(g))
3/2
(‖g‖L1)5/2 . (2.36)
Then M˜g(v) =M(v) = (2π)
−3/2e−|v|
2/2 and g˜ ∈ H0 with the constant
H0 = log
( (C2)3/2
33/2(C1)5/2
)
+
3
2
log(2πe)
where C1, C2 are the constants in (2.17). In fact from (2.36) and 0 ≤ g ≤ 1 we have λ−3µ‖g‖L1 =
1 and H(g) ≤ 0, and so 0 ≤ H(g˜ |M˜g) ≤ log(µ)−H(M˜g) ≤ H0. Applying Villani’s inequality
(2.12) to g˜, M˜g we have
1
‖g‖L1H(g|Mg) = H(g˜ |M˜g) ≤
1
cH0
D2(g˜). (2.37)
Since
D2(g˜) = 1
4
∫
R3×R3×S2
2|(v − v∗) · ω|
|v− v∗| (1 + |v − v∗|
2)Γ(g˜′g˜′∗, g˜g˜∗)dvdv∗dω
=
µ2
λ8
1
4
∫
R3×R3×S2
2|(v− v∗) · ω|
|v− v∗| (λ
2 + |v− v∗|2)Γ(g′g′∗, gg∗)dvdv∗dω
≤ µ
2
λ8
max{λ2, 1}D2(g) ≤ C14D2(g),
it follows from (2.35, (2.37) that
‖g −Mg‖L1 ≤
√
2‖g‖L1
√
H(g˜ | M˜g) ≤ C15
√
D2(g).
Inserting this into (2.33) gives (2.15) with C = C10max{(C15)1/5, 1} and completes the proof.
✷
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3 Positive Lower Bound of Entropy
In this section we prove that if an initial datum F0 ∈ B+1 (R≥0) has positive energy, E(F0) >
0, then there is a conservative measure-valued solution Ft of Eq. with Ft=0 = F0, such that
S(Ft) > 0 for all t > 0. This is equivalent to saying that Ft is non-singular for all t > 0 even if
F0 is singular. To do this we first prove that the entropies of isotropic approximate solutions
have a uniform positive lower bound. For convenience of stating approximate solutions under
consideration, we introduce a definition of a class of approximate solutions:
Definition 3.1. Let B(v − v∗, ω) be given by (1.4), (1.9). We say that {BK(v− v∗, ω)}K∈N
is a sequence of approximation of B(v− v∗, ω) if BK(v − v∗, ω) are such Borel measurable
functions on R3 × S2 that they are functions of (|v − v′|, |v− v′∗|) only and satisfy
BK(v − v∗, ω) ≥ 0, lim
K→∞
BK(v − v∗, ω) = B(v− v∗, ω)
for all (v − v∗, ω) ∈ R3×S2. Let QK(f) be the collision integral operators corresponding to the
approximate kernels BK , i.e.
QK(f)(v) =
∫
R3×S2
BK(v − v∗, ω)
(
f ′f ′∗(1 + f + f∗)− ff∗(1 + f ′ + f ′∗)
)
dωdv∗.
Given any K ∈ N and 0 ≤ fK0 ∈ L12(R3). We say that fK = fK(v, t) is a conservative
approximate solution of Eq.(1.1) on R3 × [0,∞) corresponding to the approximate kernel BK
with the initial datum fK0 if (v, t) 7→ fK(v, t) is a nonnegative Lebesgue measurable function
on R3 × [0,∞) satisfying
(i) supt≥0 ‖fK(t)‖L12 <∞ (here and below fK(t) := fK(·, t)) and∫ T
0
dt
∫
R3×R3×S2
BK(v − v∗, ω)(fK)′(fK)′∗
(
1+fK+fK∗
)√
1 + |v|2 + |v∗|2 dωdvdv∗ <∞ (3.1)
for all 0 < T <∞.
(ii) There is a null set Z ⊂ R3 which is independent of t such that
fK(v, t) = fK0 (v) +
∫ t
0
QK(f
K)(v, τ)dτ ∀ t ∈ [0,∞), ∀v ∈ R3 \ Z. (3.2)
(iii) fK conserves the mass, momentum, and energy, and satisfies the entropy equality, i.e.∫
R3
(1,v, |v|2/2)fK(v, t)dv =
∫
R3
(1,v, |v|2/2)fK0 (v)dv ∀ t ≥ 0 (3.3)
S(fK(t)) = S(fK0 ) +
∫ t
0
DK(f
K(τ))dτ ∀ t ≥ 0. (3.4)
Here QK(f
K)(v, t) = QK(f
K(·, t))(v), DK(f) is the entropy dissipation corresponding to the
approximate kernel BK(v − v∗, ω) defined as in (2.9)-(2.11), i.e.
DK(f) =
1
4
∫
R3×R3×S2
BK(v− v∗, ω)Π(f)Γ(g′g′∗, gg∗)dωdv∗dv (3.5)
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with g = f/(1 + f).
If a conservative approximate solution fK is isotropic, i.e. if fK(v, t) ≡ fK(|v|2/2, t), then fK
is called a conservative isotropic approximate solution of Eq.(1.1).
By using change of variables one sees that the integral in the left hand side of (3.1) is equal
to that where (fK)′(fK)′∗
(
1 + fK + fK∗
)
is replaced by fKfK∗
(
1 + (fK)′ + (fK)′∗
)
. Thus (3.1)
not only implies QK(f
K) ∈ L1(R3× [0, T ]) for all 0 < T <∞ so that the integral in right hand
said of 3.2) is absolutely convergent for all v ∈ R3 \Z and all t ≥ 0, but also enables us to prove
some important relations between entropy and entropy dissipation for approximate solutions
as we will do in the proof of Proposition 4.2 below.
Also as one sees from (3.1) that a main role of an approximation BK of B is to ensure the
absolute convergence of the cubic collision integrals. A suitable class of such BK that had been
used before is
BK(v− v∗, ω) = min
{
B(v − v∗, ω), K|v− v′|2|v − v′∗|
}
, K ≥ 1 (3.6)
which works well at least for isotropic approximate solutions (see e.g.[18]). In fact using√
1 + |v|2 + |v∗|2 ≤ 〈v〉〈v∗〉 one has, as proved in [18], that for all isotropic functions f, g ∈
L11(R
3), h ∈ L1(R3) (recall that f is isotropic means that f(v) depends only on |v| )∫
R3×R3×S2
BK(v − v∗, ω)|f(v′)g(v′∗)h(v)|
√
1 + |v|2 + |v∗|2 dωdv∗dv
=
∫
R3×R3×S2
BK(v − v∗, ω)|f(v)g(v∗)h(v′)|
√
1 + |v|2 + |v∗|2 dωdv∗dv
≤ 2K‖f‖L11‖g‖L11‖h‖L1.
To prove the main result of this section, we need two lemmas:
Lemma 3.2. Let F ∈ B+2 (R3) and suppose
ρ =
∫
R3
dF (v) > 0, u =
1
ρ
∫
R3
vdF (v), T =
1
3ρ
∫
R3
|v − u|2dF (v) > 0. (3.7)
Let S(F ) be defined by (1.28),(1.29),(1.30), and let 0 ≤ f ∈ L12(R3) be the regular part of F .
Then S(F ) = S(f). Moreover there is a sequence 0 ≤ fn ∈ L12(R3) (n ∈ N) satisfying∫
R3
(1,v, |v|2/2)fn(v)dv =
∫
R3
(1,v, |v|2/2)dF (v) ∀n ∈ N
such that the weak convergence (1.30) holds and
S(fn) ≥
(
1− 1
2n
)
S(F ) ∀n ∈ N.
Consequently we have lim
n→∞
S(fn) = S(F ). Furthermore, if F is also isotropic, i.e. if F is
defined by a measure F˜ ∈ B+1 (R≥0) through (1.12) or (1.14), then all fn can be also isotropic:
fn(v) = f˜n(|v|2/2), and thus f˜n converges weakly to F˜ , i.e.
lim
n→∞
∫
R≥0
ϕ(x)f˜n(x)
√
xdx =
∫
R≥0
ϕ(x)dF˜ (x) ∀ϕ ∈ Cb(R≥0). (3.8)
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Proof. Write dF (v) = f(v)dv+dν(v) with 0 ≤ f ∈ L12(R3) and ν ∈ B+2 (R3) is the singular
part of F . We have proved in Lemma 3 of [20] that S(F ) ≤ S(f). The proof of the converse
inequality S(F ) ≥ S(f) is included in the proof of the second part of this lemma.
For every n ∈ N, let µn ∈ B+2 (R3) be defined by dµn(v) = 12nf(v) + dν(v). From the
assumption (3.7) it is easily seen that ρn :=
∫
R3
dµn(v) > 0, Tn =
1
3ρn
∫
R3
|v − un|2dµn(v) > 0,
where un =
1
ρn
∫
R3
vdµn(v). Also by considering
∫
R3
dν(v) > 0 and
∫
R3
dν(v) = 0 respectively
it is easily seen that sup
n≥1
1
ρn
∫
R3
|v|2dµn(v) <∞ and thus
sup
n≥1
{ρn, |un|, Tn} <∞. (3.9)
Let 0 ≤ hn ∈ L12(R3) be the Mehler transform of µn, i.e.
hn(v) = e
3n
∫
R3
M1,0,Tn
(
en
(
v − un −
√
1− e−2n(v∗ − un)
))
dµn(v∗), v ∈ R3
where M1,0,Tn(v) = (2πTn)
−3/2 exp(− |v|2
2Tn
). As is well-known, for any Borel measurable function
ψ on R3 satisfying sup
v∈R3 |ψ(v)|(1 + |v|2)−1 <∞, we have (see e.g. [19])∫
R3
ψ(v)hn(v)dv =
∫
R3
M1,0,1(v)
(∫
R3
ψ
(
e−nT 1/2n v + un +
√
1− e−2n(v∗ − un)
)
dµn(v∗)
)
dv,∫
R3
(1,v, |v|2/2)hn(v)dv =
∫
R3
(1,v, |v|2/2)dµn(v) ∀n ∈ N.
Then together with (3.9) it is easily proved the weak convergence:
lim
n→∞
∫
R3
ψ(v)hn(v)dv = lim
n→∞
∫
R3
ψ(v)dµn(v) =
∫
R3
ψ(v)dν(v) ∀ψ ∈ Cb(R3).
Let
fn(v) =
(
1− 1
2n
)
f(v) + hn(v).
Then 0 ≤ fn ∈ L12(R3) have the same mass, momentum, and energy as F , and fn converge
weakly to F in the sense of (1.30). Using the entropy properties (1.26), (1.25) we have S(fn) ≥
(1− 1
2n
)S(f)+ 1
2n
S(2nhn) ≥ (1− 12n)S(f) for all n ≥ 1. This together with lim sup
n→∞
S(fn) ≤ S(F )
implies S(f) ≤ S(F ) and thus we conclude S(F ) = S(f) and lim
n→∞
S(fn) = S(F ).
Finally suppose further that F is defined by a measure F˜ ∈ B+1 (R≥0) through (1.12) or
(1.14). Write dF˜ (x) = f˜(x)
√
x dx + dν˜(x) where 0 ≤ f˜ ∈ L1(R≥0, (1 + x)
√
x dx) and ν˜ is
the singular part of F˜ . Then, by uniqueness of the regular-singular decomposition, we have
f(v) = f˜(|v|2/2) (up to a null set) and ν is equal to the measure defined by ν˜ through (1.12) or
equivalently (1.14). In this case we have un = 0 and it is easily seen that hn(v) =: h˜n(|v|2/2)
are isotropic and thus fn(v) = (1 − 12n)f˜(|v|2/2) + h˜n(|v|2/2) =: f˜n(|v|2/2) are isotropic. The
weak convergence (3.8) follows from the weak convergence (1.30) of fn to F . ✷
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Lemma 3.3. Let f, g, h : R≥0 → R≥0 be Lebesgue measurable and 0 < a ≤ b ∧ c. Then∫
R3×R3×S2
|(v− v∗) · ω|1{|v|≤a}1{|v′|≥b}1{|v′∗|≥v}f(|v|2/2)g(|v′|2/2)h(|v′∗|2/2)dωdv∗dv
=
(∫
|v|≤a
f(|v|2/2)dv
)(∫
|v|≥b
1
|v|g(|v|
2/2)dv
)(∫
|v|≥c
1
|v|h(|v|
2/2)dv
)
. (3.10)
Proof. Using the first equality in (6.10) (see Appendix) to Φ(r, ρ) ≡ (4π)2,Ψ(x, y, z) =
1{√2x≤a}1{√2y≥b}1{√2z≥c}f(x)g(y)h(z) and using (1.21) and noting that min{
√
x,
√
x∗,
√
y,
√
z} =√
x for 0 ≤ x ≤ y ∧ z, we have
the l.h.s. of (3.10) =
√
2(4π)3
∫
R3≥0
√
x1{√2x≤a}1{√2y≥b}1{√2z≥c}f(x)g(y)h(z)dxdydz
= the r.h.s. of (3.10).
✷
To prove the main result Proposition 3.4, we will also use the following inequalities: if
0 ≤ f ∈ L12(R3), then
mes({v ∈ R3 | f(v) > 1/3}) ≤ 2S(f),
∫
f(v)<9
f(v)dv ≤ 5S(f). (3.11)
In fact for the function s(y) = (1 + y) log(1 + y) − y log y we have s(y) ≥ 2 y
1+y
, y ≥ 0. So
1{f(v)>1/3}s(f(v)) ≥ 121{f(v)>1/3}, 1{f(v)<9}s(f(v)) ≥ 151{f(v)<9}f(v), hence (3.11) follows.
Proposition 3.4. Let B(v − v∗, ω) satisfy Assumption 1.1. Given any N > 0, E > 0.
(I) Let BK(v − v∗, ω) be given by (3.6) (or equivalently (3.21),(3.22)), let {fK0 = fK0 (|v|2/2)}K∈N
be any sequence of nonnegative isotropic functions in L12(R
3) satisfying∫
R3
(1, |v|2/2)fK0 (|v|2/2)dv = 4π
√
2(N,E) ∀K ∈ N. (3.12)
Then for every K ∈ N, there exists a unique conservative isotropic approximate solution fK =
fK(|v|2/2, t) of Eq.(1.1) on R3 × [0,∞) corresponding to the approximate kernel BK such that
fK |t=0 = fK0 , and it holds the moment production:
sup
K∈N
‖fK(t)‖L1s ≤ Cs(1 + 1/t)s−2 ∀ t > 0, ∀ s > 2 (3.13)
where the constant 0 < Cs <∞ depends only on N,E, b0, η and s.
Moreover for any t0 > 0, let
S∗(t0) = min
{
7πa3
24
,
4π2E2
5C(1 + 2/t0)2
, min
{( 2b0aη
1 + aη
)2
, (4π)2a2
} 7π4√2a3E5t0
96C3(1 + 2/t0)6
}
(3.14)
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where a = 1
2
√
E/N, 0 < C = C4 < ∞ is the constant in (3.13) for s = 4 so that C depends
only on N,E, b0, η. Then
S(fK(t)) ≥ S(fK(t0)) ≥ S∗(t0) ∀ t ≥ t0, ∀K ∈ N. (3.15)
(II) Let F0 ∈ B+1 (R≥0) satisfy N(F0) = N,E(F0) = E. Then there exists a conservative
measure-valued isotropic solution Ft of Eq.(1.1) on [0,∞) with the initial datum F0, such that
S(Ft) ≥ S∗(t0) ∀ t ≥ t0 (3.16)
for all t0 > 0, and
Mp(Ft) ≤ Cp(1 + 1/t)2p−2 ∀ t > 0, ∀ p > 1 (3.17)
where the constant 0 < Cp <∞ depends only on N,E, b0, η and p.
Moreover there exists a sequence {fK}K∈N of a conservative isotropic approximate solutions
of Eq.(1.1) on R3 × [0,∞) presented in part (I) such that their initial data sequence {fK0 }K∈N
satisfies
lim
K→∞
S(fK0 ) = S(F0) (3.18)
and there is a subsequence {fKn}n∈N such that Ft and the measure F¯t defined by Ft through
(1.12) or (1.14) are weak limits of fKn(x, t) and fKn(|v|2/2, t) respectively, i.e.∫
R≥0
ϕ(x)dFt(x) = lim
n→∞
∫
R≥0
ϕ(x)fKn(x, t)
√
xdx ∀ϕ ∈ Cb(R≥0), ∀ t ≥ 0 (3.19)
∫
R3
ψ(v)dF¯t(v) = lim
n→∞
∫
R3
ψ(v)fKn(|v|2/2, t)dv ∀ψ ∈ Cb(R3), ∀ t ≥ 0. (3.20)
Proof. (I): Let us rewrite (3.6) as
BK(v,−v∗, ω) = |(v − v∗) · ω|
(4π)2
ΦK(|v − v′|, |v− v′∗|), (3.21)
with ΦK(r, ρ) = min
{
Φ(r, ρ), (4π)2Krρ
}
. (3.22)
The existence, uniqueness and the uniform moment production (3.13) of the conservative
isotropic approximate solutions fK have been essentially proven in the proofs of Theorem
2, Theorem 3 in [18] and Theorem 4 in [19]. The only difference from the present case is
that [18], [19] consider those approximate kernels BK(v − v∗, ω) in (3.6) where B(v − v∗, ω) =
b(cos(θ))|v− v∗|γ (with θ = arccos(|(v − v∗) · ω|/|v− v∗|) with 0 < γ ≤ 1 and 0 ≤ b(·) ∈
C([0, 1]), b(0) = 0,
∫ 1
0
b(τ)dτ > 0. However, for the present case, one sees from (1.8) that
the the lower bound
b20
2(4π)2
cos(θ)|v − v∗| |v−v∗|
2η
1+|v−v∗|2η (for |v − v∗| ≥ 1) and the upper bound
1
(4π)2
cos(θ)|v − v∗| of B(v− v∗, ω) has the same form as used in [19] with γ = 1, and thus the
proof of (3.13) is completely the same as the proof of Theorem 4 in [19] (and thus the proof of
the uniqueness of fK is also valid for the present kernel BK .) In fact to see this one needs only
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to prove the following lower bound: for all s > 0, 0 ≤ f(v) = f(|v|2/2) ∈ L1s+1(R3), and K ≥ 1
we have∫
R3×R3×S2
BK(v− v∗, ω)ff∗[κ(θ)]s|v|sdωdvdv∗ ≥ As
4
(
‖f‖L1Ms+1(f)− (‖f‖L1)2
)
(3.23)
where Ms(f) =
∫
R3
|v|sf(v)dv, κ(θ) = min{cos(θ), 1− cos(θ)}, and
As = 4π
∫ π/2
0
min
{ b20
2(4π)2
, cos(θ) sin(θ)
}
[κ(θ)]s cos(θ) sin(θ)dθ.
The inequality (3.23) follows from the following inequality: if Ψ is nonnegative Lebesgue mea-
surable on R3≥0 satisfying that ρ 7→ Ψ(r, r∗, ρ) is non-decreasing on [0,∞) for all r, r∗ ≥ 0, then
(using spherical coordinates transformation)∫
R3×R3
Ψ(|v|, |v∗|, |v− v∗|)dvdv∗ ≥ 1
2
∫
R3×R3
Ψ(|v|, |v∗|, |v|)dvdv∗.
Now we are going to prove the positive lower bound (3.15) of entropy, which is the new
thing of the proposition. Given any t0 > 0, K ∈ N. For notation convenience we denote
f(|v|2/2, t) := fK(|v|2/2, t).
Since t 7→ S(f(t)) is non-decreasing, we need only prove that S(f(t0)) ≥ S∗(t0). To do this we
may assume that (recall S∗(t0) in (3.14))
S(f(t0)) ≤ min
{7πa3
24
,
4π2E2
5C(1 + 2/t0)2
}
. (3.24)
Recall a = 1
2
√
E/N and let
b =
(C(1 + 2/t0)2
2π
√
2E
)1/2
.
By conservation of mass and energy and moment production (3.13) we have∫
|v|≤2a
1
2
|v|2f(|v|2/2, t)dv ≤ 4a
2
2
4π
√
2N = 2π
√
2E,∫
|v|>2a
1
2
|v|2f(|v|2/2, t)dv ≥ 2π
√
2E,∫
R3
|v|4f(|v|2/2, t)dv ≤ C(1 + 2/t0)2 ∀ t ≥ t0/2.
Since, by Cauchy-Schwarz inequality, E2/N ≤ 1
16π
√
2
∫
R3
|v|4f(|v|2/2, t)dv, it follows that b ≥
4
√
2a > 2a. Also since for all t ≥ t0/2∫
|v|≥b
1
2
|v|2fdv ≤ 1
2b2
∫
R3
|v|4fdv ≤ 1
2b2
C
(
1 + 2/t0
)2
= π
√
2E
24
it follows that ∫
2a≤|v|≤b
f(|v|2/2, t)dv ≥ 2
b2
(∫
|v|≥2a
1
2
|v|2fdv −
∫
|v|≥b
1
2
|v|2fdv
)
≥ 2
b2
(
2π
√
2E − π
√
2E
)
=
8π2E2
C(1 + 2/t0)2
. (3.25)
Let
Vt =
{
(v,v∗, ω) ∈ R3 × R3 × S2
∣∣∣ a/2 ≤ |v| ≤ a, 2a ≤ |v′| ≤ b, 2a ≤ |v′∗| ≤ b,
f(|v|2/2, t) ≤ 1/3, f(|v′|2/2, t) ≥ 9, f(|v′∗|2/2, t) ≥ 9
}
, t ≥ t0/2.
Then for all (v,v∗, ω) ∈ Vt we have |v − v′| ≥ a, |v− v′∗| ≥ a and so
BK(v − v∗, ω) ≥ |(v− v∗) · ω|
(4π)2
min
{( 2b0aη
1 + aη
)2
, (4π)2a2
}
,
Π(f) ≥ f(|v′|2/2, t)f(|v′∗|2/2, t) ≥
1
b2
|v′||v′∗|f(|v′|2/2, t)f(|v′∗|2/2, t),
and, for g(·, t) := f(·, t)/(1 + f(·, t)) (≤ 1),
g = g(|v|2/2, t) ≤ 1/4, g′ = g(|v′|2/2, t) ≥ 9/10, g′∗ = g(|v′∗|2/2, t) ≥ 9/10,
Γ
(
g′g′∗, gg∗
)
=
(
g′g′∗ − gg∗
)
log
(g′g′∗
gg∗
)
≥ ((9/10)2 − 1/4) log ((9/10)24) > 1
2
.
Thus
Π(f)Γ
(
g′g′∗, gg∗
) ≥ 1
2b2
|v′|f(|v′|2/2, t)|v′∗|f(|v′∗|2/2, t)
and so for all t ≥ t0/2
DK(f(t)) ≥ 1
4
∫
Vt
BK(v − v∗, ω)Π(f)Γ
(
g′g′∗, gg∗
)
dωdv∗dv
≥ min
{(
2b0aη
1+aη
)2
, (4π)2a2
}
8(4π)2b2
∫
Vt
|(v − v∗) · ω||v′|f(|v′|2/2, t)|v′∗|f(|v′∗|2/2, t)dωdv∗dv.
We then compute using the formula (3.10) that∫
Vt
|(v − v∗) · ω||v′|f(|v′|2/2, t)|v′∗|f(|v′∗|2/2, t)dωdv∗dv
=
∫
R3×R3×S2
|(v− v∗) · ω|1{a/2≤|v|≤a}1{f(|v|2/2,t)≤1/3}1{2a≤|v′|≤b}1{2a≤|v′∗|≤b}
×1{f(|v′|2/2,t)≥9}1{f(|v′∗|2/2,t)≥9}|v′|f(|v′|2/2, t)|v′∗|f(|v′∗|2/2, t)dωdv∗dv
= mes
({v ∈ R3 | a/2 ≤ |v| ≤ a, f(|v|2/2, t) ≤ 1/3})( ∫
2a≤|v|≤b, f(|v|2/2,t)≥9
f(|v|2/2, t)dv
)2
.
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Also using (3.11) and the non-decrease of the entropy we have for all t ∈ [t0/2, t0]
mes({v ∈ R3 | f(|v|2/2, t) > 1/3}) ≤ 2S(f(t)) ≤ 2S(f(t0)),∫
f(|v|2/2,t)<9
f(|v|2/2, t)dv ≤ 5S(f(t)) ≤ 5S(f(t0))
and so, using (3.24),(3.25),
mes
({v ∈ R3 | a/2 ≤ |v| ≤ a, f(|v|2/2, t) ≤ 1/3})
≥ mes({v ∈ R3 | a/2 ≤ |v| ≤ a})−mes({v ∈ R3 | f(|v|2/2, t) > 1/3})
≥ 7π
6
a3 − 2S(f(t0)) ≥ 7π
12
a3,
∫
2a≤|v|≤b, f(|v|2/2,t)≥9
f(|v|2/2, t)dv ≥
∫
2a≤|v|≤b
fdv−
∫
f(|v|2/2,t)<9
fdv
≥ 8π
2E2
C4(1 + 2/t0)2
− 5S(f(t0)) ≥ 4π
2E2
C4(1 + 2/t0)2
.
Thus for all t ∈ [t0/2, t0] we have∫
Vt
|(v − v∗) · ω||v′|f(|v|2/2, t)|v′∗|f(|v∗|2/2, t)dωdv∗dv ≥
7πa3
12
( 4π2E2
C4(1 + 2/t0)2
)2
and so
DK(f(t)) ≥
min
{(
2b0aη
1+aη
)2
, (4π)2a2
}
8(4π)2b2
7πa3
12
( 4π2E2
C(1 + 2/t0)2
)2
= min
{( 2b0aη
1 + aη
)2
, (4π)2a2
} 7π4√2a3E5
48C3(1 + 2/t0)6
,
S(f(t0)) = S(f(t0/2)) +
∫ t0
t0/2
DK(f(t))dt ≥
∫ t0
t0/2
DK(f(t))dt
≥ min
{( 2b0aη
1 + aη
)2
, (4π)2a2
} 7π4√2a3E5
48C3(1 + 2/t0)6
t0
2
≥ S∗(t0).
This proves (3.15).
(II): Let F¯0 ∈ B+2 (R3) be the isotropic measure defined by F0 through (1.12) or (1.14). For
each K ∈ N, let 0 ≤ fK0 = fK0 (|v|2/2) ∈ L12(R3) be obtained in Lemma 3.2 for F¯0, so that
fK0 satisfy (3.12), (3.15) (because S(F¯0) = S(F0)) and (3.8) with f˜K(x) = f
K
0 (x), F˜ = F . Let
fK = fK(|v|2/2, t) be the conservative isotropic approximate solution of Eq.(1.1) on R3×[0,∞)
corresponding to the approximate kernel BK obtained in part (I) of the proposition satisfying
fK |t=0 = fK0 . Let FKt , FK0 ∈ B+1 (R≥0) be defined by dFKt (x) = fK(x, t)
√
xdx, dFK0 (x) =
fK0 (x)
√
xdx, then the measure FKt with the initial datum F
K
0 is a conservative measure-valued
isotropic solution of Eq.(1.1) on [0,∞) in the sense of Definition 1.2 corresponding to the colli-
sion kernel BK(v − v∗, ω) given by (3.21),(3.22). Since Definition 1.2 is equivalent to Definition
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6.6 (see Appendix), it follows from Theorem 1 (Weak Stability) in [19] that there exist a conser-
vative measure-valued isotropic solution Ft of Eq.(1.1) on [0,∞) (corresponding to the kernel
B) with the initial datum F0, and a subsequence {fKn}n∈N, such that Ft is the weak limit of
fKn(·, t), i.e. (3.19) holds true. This implies that the weak convergence (3.20) also holds true.
Thus by definition of entropy of measures and (3.15) we obtain
S(Ft) = S(F¯t) ≥ lim sup
n→∞
S(fKn(t)) ≥ S∗(t0) ∀ t ≥ t0
for all t0 > 0. Finally since Mp(Ft) = (4π
√
2)−1
∫
R3
(|v|2/2)pdF¯t(v), the moment production
(3.17) follows easily from the weak convergence (3.20) and (3.13). ✷
4 Rate of Entropy Convergence
In this section we prove the first part of Theorem 1.4: algebraic rate of entropy convergence
for measure-valued solutions. As usual, we start to work with approximate solutions then take
weak limit to passing the result to a true solution.
For convenience of proof and in order to connect some known results as mentioned in Section
2 for D2(f), we will also use the σ-representation of (v′,v′∗) :
v′ =
v + v∗
2
+
|v − v∗|
2
σ, v′∗ =
v + v∗
2
− |v − v∗|
2
σ, σ ∈ S2, v,v∗ ∈ R3. (4.1)
It is not difficult to deduce the following relation between the ω-representation (1.2) and the
σ-representation (4.1) (see e.g. Section 4 of Chapter 1 in [33]):∫
S2
Ψ(v′,v′∗)
∣∣
ω−rep.dω =
∫
S2
|v − v∗|
2|v− v′|Ψ(v
′,v′∗)
∣∣
σ−rep.dσ. (4.2)
In particular we have∫
S2
BK(v − v∗, ω)Ψ(v′,v′∗)
∣∣
ω−rep.dω =
∫
S2
B¯K(v − v∗, σ)Ψ(v′,v′∗)
∣∣
σ−rep.dσ (4.3)
where B¯K is defined through BK as follows (recall that BK is a function of (|v−v′|, |v−v′∗|)):
BK(v − v∗, ω) = B˜K(|v − v′|, |v− v′∗|)
∣∣
ω−rep., (4.4)
B¯K(v − v∗, σ) = |v− v∗|
2|v− v′|B˜K(|v− v
′|, |v− v′∗|)
∣∣
σ−rep.. (4.5)
The σ-representation (4.1) in many cases is convenient than the ω-representation (1.2), but
since it is non-linear and non-smooth in (v,v∗), one needs to go back to ω-representation (1.2)
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when proving some integral identities. For instance this can be seen in the proof of the following
formula of change of variables for σ-representation:∫
R3×S2
Ψ(|v− v∗|,n · σ,v′,v′∗)dσdv∗
=
∫ π
0
sin(θ)
cos3(θ/2)
dθ
∫
R3
dv∗
∫
S1(n)
Ψ
( |v − v∗|
cos(θ/2)
, cos(θ), v − |v − v∗| sin(θ/2)
cos(θ/2)
σ˜,v∗
)
dσ˜ (4.6)
where n = v−v∗|v−v∗| , Ψ is any nonnegative Lebesgue measurable functions on R≥0 × [−1, 1] ×
R3 × R3, S1(n) = {σ˜ ∈ S2 | σ˜⊥n } and dσ˜ is the circle measure element on S1(n).
The proof of (4.6) is just several elementary changes of variables:
(1) take reflection σ → −σ, then use |v− v∗| = |v′−v′∗|, v∗ = v′+v′∗−v to write the integrand
as a function of (v′,v′∗) (with v fixed): Ψ = Ψ
(|v′ − v′∗|, (v′−v′∗)·(v′+v′∗−2v)|v′−v′∗|2 ,v′∗,v′);
(2) use the formula (4.2), then change variables v∗ = v − z, z = rσ;
(3) change variables r = ρ
σ·ω for σ · ω > 0, ρω = z = v − v∗, then denote again n = v−v∗|v−v∗| ;
(4) change variables σ = n cos(θ) + sin(θ)σ˜, σ˜ ∈ S1(n), etc.
Accordingly we compute∫
R3×S2
Ψ
(|v − v∗|,n · σ,v′,v′∗)dσdv∗ = ∫
R3×S2
2|n · ω|Ψ(|v− v∗|, 2(n · ω)2 − 1,v′∗,v′)dωdv∗
= 4
∫
S2×S2
1{σ·ω>0}|σ · ω|dωdσ
∫ ∞
0
r2Ψ
(
r, 2(σ · ω)2 − 1,v− rσ + r(σ · ω)ω,v− r(σ · ω)ω)dr
= 4
∫
R3
dv∗
∫
S2
1{σ·n>0}
1
(σ · n)2Ψ
( |v − v∗|
σ · n , 2(σ · n)
2 − 1,v− |v − v∗|
σ · n σ + v − v∗,v∗
)
dσ
= 4
∫
R3
dv∗
∫ π/2
0
sin(θ)
cos2(θ)
dθ
∫
S1(n)
Ψ
( |v − v∗|
cos(θ)
, 2 cos2(θ)− 1,v − |v − v∗| sin(θ)
cos(θ)
σ˜,v∗
)
dσ˜
which is equal to the right hand side of (4.6).
As an application of the formula (4.6) we prove the following lemma which is also used in
the proof of Proposition 4.2.
Lemma 4.1. Let α > 0 be a constant and 0 ≤ f ∈ L1(R3). Then∫
R3×S2
|v − v∗||v − v′|f(v′)e−α|v′∗|dσdv∗ ≤ 8π1 + 2α
α2
〈v〉‖f‖L1 (4.7)
Proof. Using the formula (4.6) and |v− u| ≥ ||v| − |u|| we have∫
R3×S2
|v − v∗||v − v′|f(v′)e−α|v′∗|dσdv∗
=
∫ π
0
sin(θ)
cos3(θ/2)
dθ
∫
R3
dv∗
∫
S1(n)
|v − v∗|2
cos(θ/2)
f(v∗) exp
(
− α
∣∣∣v − |v− v∗| sin(θ/2)
cos(θ/2)
σ˜
∣∣∣)dσ˜
≤ 8π
∫
R3
|v − v∗|2f(v∗)dv∗
∫ π/2
0
sin(θ)
cos3(θ)
exp
(
− α
∣∣∣|v| − |v − v∗| sin(θ)
cos(θ)
∣∣∣)dθ,
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and for the inner integral we compute (changing variable θ = arctan(t), etc.)∫ π/2
0
{· · · }dθ = 1|v− v∗|2
∫ ∞
−|v|
(t + |v|)e−α|t|dt ≤ 1|v − v∗|2
( 1
α2
+ 2|v| 1
α
)
.
Inserting this into the above inequality gives (4.7). ✷
The following proposition is established for approximate solutions of Eq.(1.1) for arbitrary
initial data, in particular it includes anisotropic initial data.
Proposition 4.2. Let B(v − v∗, ω) satisfy Assumption 1.1 and let {BK(v − v∗, ω)}K∈N be a
sequence of approximation of B(v − v∗, ω) satisfying
min
{
B(v − v∗, ω), K|v − v′|2|v− v′∗|
} ≤ BK(v − v∗, ω) ≤ B(v − v∗, ω) (4.8)
for all K ∈ N, (v,v∗, ω) × R3 × R3 × S2. Given any N > 0, E > 0, let Ω(v) = fbe(|v|2/2) be
given in Proposition 2.2 with fbe(x) the regular part of the equilibrium Fbe that has the mass
and energy N,E. Let {fK0 }K∈N ⊂ L12(R3) be a nonnegative sequence satisfying∫
R3
(1,v, |v|2/2)fK0 (v)dv = 4
√
2(N, 0, E) ∀K ∈ N, (4.9)
let {fK}K∈N ⊂ L∞([0,∞);L12(R3)) ∩ L∞([1,∞);L14(R3)) be a sequence of approximate solu-
tions of Eq.(1.1) on R3 × [0,∞) corresponding to the approximate kernels {BK}K∈N satisfying
fK |t=0 = fK0 for all K ∈ N, and suppose for some constants S0 > 0, 0 < C0 <∞,
inf
K∈N,t≥1
S(fK(t)) ≥ S0, sup
K∈N,t≥1
‖fK(t)‖L14 ≤ C0. (4.10)
Given a number λ ∈ ( 1
20
, 1
19
). Let p = pλ, δ = δλ > 0 satisfy
2 < p <
1
10
(
1 +
1
λ
)
, δ = 1− λ(10p− 1). (4.11)
Let E(v) = α0e−β0|v| where α0 = α0(N,E) > 0, β0 = β0(N,E) > 0 are given through the
moment equations ∫
R3
(1, |v|2/2)E(v)dv = 4π
√
2(N,E).
Let
FK(v, t) = (1− e−tδ)fK(v, t) + e−tδE(v), (v, t) ∈ R3 × [0,∞). (4.12)
Then there are constants 0 < Ci <∞ (i = 1, 2, 3, 4) that depend only on N,E, S0, C0, b0, η and
λ such that
(I) For any K ∈ N, 0 < T < ∞, the entropy t 7→ S(FK(t)) is absolutely continuous on
[0, T ] and
d
dt
(
S(Ω)− S(FK(t))) ≤ −DK(FK(t)) + C1tδe−tδ , a.e. t ∈ [1,∞). (4.13)
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(II) Let GK = F
K
1+FK
. Then for any K ∈ N
D2(GK(t)) ≤ C2
((
tδ(p−1)K−1DK(FK(t)
) 1
p +
(
tδDK(F
K(t))
) 1
2
)
∀ t ∈ [1,∞). (4.14)
(III) With the constants p, δ in (4.11), there is a constant C3 > 0 such that for the function
Ψ(y) = C3
(
y
1
10p + y
1
4
)
, y ∈ [0,∞), it holds
d
dt
(
S(Ω)− S(FK(t))) ≤ −t−δΨ−1(S(Ω)− S(FK(t)))+ C4tδe−tδ a.e. t ∈ [1, T ] (4.15)
for all 1 < T <∞ and all K ≥ T δ(p−2), where Ψ−1(u) is the inverse function of Ψ(y).
Proof. First we see from the above assumptions that FK satisfy also (4.9), i.e.∫
R3
(1,v, |v|2/2)FK(v, t)dv = 4
√
2(N, 0, E) ∀ t ≥ 0, ∀K ∈ N (4.16)
and so by Proposition 2.2 we have S(Ω)− S(FK(t)) ≥ 0 for all t ≥ 0, K ∈ N. Next by (4.12),
concaveness (1.26), increase of t 7→ S(fK(t)), and (4.10) we have
S(F k(t)) ≥ (1− e−tδ)S(fK(t)) + e−tδS(E) ≥ (1− e−tδ)S0 + e−tδS(E) ∀ t ≥ 1
which implies that
inf
K∈N,t≥1
S(F k(t)) ≥ min{S0, S(E)} > 0. (4.17)
Also we have
sup
K∈N,t≥1
‖FK(t)‖L14 ≤ max{C0, ‖E‖L14} <∞. (4.18)
We note also that, since fK satisfy the integrability assumption (3.1), there are no problems of
integrability in the following derivation. To simplify notations we denote for any given K ∈ N
f(v, t) = fK(v, t), F (v, t) = FK(v, t), G(v, t) =
F (v, t)
1 + F (v, t)
.
In the following all constants 0 < Ci < ∞ (i = 1, 2, ..., 27) depend only on N,E, S0, C0, b0, η
and λ.
(I): Since
0 ≤ log
( 1
G(v, t)
)
≤ log
(
1 +
1
α0
et
δ+β0|v|
)
≤ C5(1 + tδ)〈v〉 (4.19)
it follows that for almost every v ∈ R3, t 7→ s(F (v, t)) is absolutely continuous on [0, T ] (for
all 0 < T <∞) and so for all 0 ≤ t1 < t2 <∞
s(F (v, t2))− s(F (v, t1))
=
∫ t2
t1
log
( 1
G(v, τ)
)(
δτ δ−1e−τ
δ
(f(v, τ)− E(v)) + (1− e−τδ)QK(f)(v, τ)
)
dτ,
S(F (t2))− S(F (t1))
=
∫ t2
t1
dτ
∫
R3
log
( 1
G(v, τ)
)(
δτ δ−1e−τ
δ
(f(v, τ)− E(v)) + (1− e−τδ)QK(f)(v, τ)
)
dv.
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This implies that for any 0 < T < ∞ the entropy t 7→ S(FK(t)) is absolutely continuous on
[0, T ] and for almost every t ∈ [0,∞)
d
dt
(
S(Ω)−S(F (t))) = δtδ−1e−tδ ∫
R3
(E−f) log ( 1
G
)
dv−(1−e−tδ )
∫
R3
QK(f) log
( 1
G
)
dv. (4.20)
With the σ-representation we have∫
R3
QK(f)(v, t) log
( 1
G(v, t)
)
dv
=
1
4
∫
R3×R3×S2
B¯K(v − v∗, σ)
(
f ′f ′∗(1 + f + f∗)− ff∗(1 + f ′ + f ′∗)
)
log
(G′G′∗
GG∗
)
dvdv∗dσ.
Now we will prove that with an error O(tδe−t
δ
) the right hand side of (4.20) is approximately
less than −DK(F (t)). Recalling (3.5),(4.3),(4.4),(4.5) we write (with the σ-representation)
DK(F ) =
1
4
∫
R3×R3×S2
B¯K ·
(
F ′F ′∗(1 + F + F∗)− FF∗(1 + F ′ + F ′∗)
)
log
(G′G′∗
GG∗
)
dvdv∗dσ.
Before going on we note that from the assumption (4.8) and relation between the ω-representation
and σ-representation we have for the σ-representation that
|v− v∗|
2(4π)2
min
{
Φ(|v − v′|, |v− v′∗|), (4π)2K|v − v′||v − v′∗|
}
≤ B¯K(v − v∗, σ) ≤ |v− v∗|
2(4π)2
(4.21)
For the convex combination F = (1− e−tδ)f + e−tδE we compute
F ′F ′∗(1 + F + F∗)− FF∗(1 + F ′ + F ′∗)
= (1− e−tδ)3(f ′f ′∗(1 + f + f∗)− ff∗(1 + f ′ + f ′∗))
+(1− e−tδ)2e−tδ(f ′f ′∗(1 + E + E∗)− ff∗(1 + E ′ + E ′∗))
+(1− e−tδ)2e−tδ((f ′E ′∗ + f ′∗E ′)− (fE∗ + f∗E))
+(1− e−tδ)2e−tδ((f ′E ′∗ + f ′∗E ′)(f + f∗)− (fE∗ + f∗E)(f ′ + f ′∗))
+(1− e−tδ)e−2tδ((f ′E ′∗ + f ′∗E ′)(1 + E + E∗)− (fE∗ + f∗E)(1 + E ′ + E ′∗))
+(1− e−tδ)e−2tδ(E ′E ′∗ − EE∗)
+(1− e−tδ)e−2tδ(E ′E ′∗(f + f∗)− EE∗(f ′ + f ′∗))
+e−3t
δ(E ′E ′∗(1 + E + E∗)− EE∗(1 + E ′ + E ′∗))
:= (1− e−tδ)3(f ′f ′∗(1 + f + f∗)− ff∗(1 + f ′ + f ′∗))+Ψ1 +Ψ2 + · · ·+Ψ7
=⇒ DK(F ) = (1− e−tδ)3
∫
R3
QK(f)(v, t) log
( 1
G(v, t)
)
dv
+
1
4
7∑
j=1
∫
R3×R3×S2
B¯K ·Ψj log
(G′G′∗
GG∗
)
dvdv∗dσ.
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Comparing this with (4.20) we obtain
d
dt
(
S(Ω)− S(F (t))) = δtδ−1e−tδ ∫
R3
(E − f) log ( 1
G
)
dv − 1
(1− e−tδ)2DK(F )
+
1
4(1− e−tδ)2
7∑
j=1
∫
R3×R3×S2
B¯K ·Ψj log
(G′G′∗
GG∗
)
dvdv∗dσ, a.e. t ≥ 1. (4.22)
By definition of G we have
tδ−1e−t
δ
∫
R3
(E − f) log( 1
G
)dv ≤ C6t2δ−1e−tδ
∫
R3
E(v)(1 + |v|)dv ≤ C7tδe−tδ , t ≥ 1. (4.23)
From (4.19) we have∣∣∣ log (G(v′, t)G(v′∗, t)
G(v, t)G(v∗, t)
)∣∣∣ ≤ C8tδ√1 + |v|2 + |v∗|2, t ≥ 1. (4.24)
Also from |v− v∗| = |v′ − v′∗|, |v|2 + |v∗|2 = |v′|2 + |v′∗|2 we have
|v − v∗|
√
1 + |v|2 + |v∗|2 ≤ min
{〈v〉2〈v∗〉2, 〈v′〉2〈v′∗〉2}. (4.25)
From (4.21), (4.24),(4.25) we obtain
1
4(1− e−tδ)2
∑
1≤j≤7,j 6=3
∫
R3×R3×S2
B¯K |Ψj|
∣∣∣ log(G′G′∗
GG∗
)∣∣∣dvdv∗dσ
≤ C9e−tδ tδ
(
(‖f(t)‖L12 + ‖E‖L12)2 +
∫
R3×R3×S2
E˜ ′E˜ ′∗fdvdv∗dσ
)
, t ≥ 1 (4.26)
where E˜(v) = 〈v〉2E(v). By definition of E we have E˜(v) ≤ α0(1 + 4/β0)2e−
β0
2
|v|. Since
|v′|+ |v′∗| ≥
√|v′|2 + |v′∗|2 =√|v|2 + |v∗|2 ≥ |v∗|, this gives E˜ ′E˜ ′∗ ≤ C10e−β02 |v∗|. So∫
R3×R3×S2
E˜ ′E˜ ′∗fdvdv∗dσ ≤ C104π
∫
R3×R3
e−
β0
2
|v∗|f(v, t)dvdv∗ = C11‖f(t)‖L1 . (4.27)
Now we estimate the integral involving Ψ3. We write
(f ′E ′∗ + f ′∗E ′)(f + f∗)− (fE∗ + f∗E)(f ′ + f ′∗)
= ff ′(E ′∗ − E∗) + f∗f ′(E ′∗ − E) + ff ′∗(E ′ − E∗) + f∗f ′∗(E ′ − E).
By change of variables (v,v∗)→ (v∗,v) and σ → −σ and notice that B¯K(v − v∗, σ) = B¯K(v∗−
v, σ), B¯K(v − v∗,−σ) = B¯K(v − v∗, σ) (see (4.5)), we have
1
4(1− e−tδ)2
∫
R3×R3×S2
B¯K ·Ψ3 log
(G′G′∗
GG∗
)
dvdv∗dσ
= e−t
δ
∫
R3×R3×S2
B¯K · ff ′(E ′∗ − E∗) log
(G′G′∗
GG∗
)
dvdv∗dσ
≤ 2e−tδ
∫
R3×R3×S2
B¯K · ff ′(E ′∗ − E∗)+ log
(G′G′∗
GG∗
)∣∣∣
G′G′∗>GG∗
dvdv∗dσ
≤ C12
(4π)2
tδe−t
δ
∫
R3×R3×S2
|v − v∗|ff ′(E ′∗ − E∗)+
√
1 + |v|2 + |v∗|2 dvdv∗dσ.
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Observe that E ′∗ − E∗ > 0 =⇒ |v′∗| < |v∗| =⇒
E ′∗ − E∗ ≤ α0e−β0|v
′
∗|β0(|v∗| − |v′∗|) ≤ α0β0e−β0|v
′
∗||v′ − v|.
This together with
√
1 + |v|2 + |v∗|2 ≤ 1 + |v′|+ |v′∗| and 1 + β02 |v′∗| ≤ e
β0
2
|v′∗| gives
(E ′∗ − E∗)+
√
1 + |v|2 + |v∗|2 ≤ C13|v′ − v|〈v′〉e−
β0
2
|v′∗|.
Then using Lemma 4.1 we have∫
R3×R3×S2
|v − v∗|ff ′(E ′∗ − E∗)+
√
1 + |v|2 + |v∗|2dvdv∗dσ
≤ C13
∫
R3
f(v, t)
(∫
R3×S2
|v − v∗||v′ − v|〈v′〉f(v′, t)e−
β0
2
|v′∗|dv∗dσ
)
dv
≤ C14(‖f(t)‖L11)2 ≤ C14‖f(t)‖L1‖f(t)‖L12
and thus
1
4(1− e−tδ)2
∫
R3×R3×S2
B¯K ·Ψ3 log
(G′G′∗
GG∗
)
dvdv∗dσ ≤ C15tδe−tδ‖f(t)‖L1‖f(t)‖L12. (4.28)
Combining all estimates (4.22), (4.23),(4.26), (4.27) (4.28), and recalling the conservation of
mass and energy ‖f(t)‖L1 = 4π
√
2N, ‖f(t)‖L12 = 4π
√
2(N + 2E) we obtain (4.13).
(II): In the following we will use σ-representation (4.5) for B¯K(v − v∗, σ) and the bounds
b20
2
|v − v∗|2η
1 + |v− v∗|2η ≤ Φ(|v− v
′|, |v− v′∗|) ≤ 1 (4.29)
which comes from the Assumption 1.1 and (1.8). Let
V =
{
(v,v∗, σ) ∈ R3 × R3 × S2
∣∣∣Φ(|v − v′|, |v− v′∗|) ≥ (4π)2K|v − v′||v− v′∗|},
Vc = R3 × R3 × S2 \ V, q = p/(p − 1), and recall 〈v〉 = (1 + |v|2)1/2. Then using Ho¨lder
inequality we have
D2(G(t)) = 1
4
∫
R3×R3×S2
〈v− v∗〉2Γ(G′G′∗, GG∗)dvdv∗dσ
≤ 1
4
(∫
V
〈v − v∗〉2q
(B¯K)q/p
Γ(G′G′∗, GG∗)dvdv∗dσ
)1/q(∫
V
B¯KΓ(G
′G′∗, GG∗)dvdv∗dσ
)1/p
+
1
4
(∫
Vc
〈v− v∗〉4
B¯K
Γ(G′G′∗, GG∗)dvdv∗dσ
)1/2(∫
Vc
B¯KΓ(G
′G′∗, GG∗)dvdv∗dσ
)1/2
≤ (Iq(t))1/q(DK(F (t))1/p + (J(t))1/2(DK(F (t))1/2 (4.30)
where we have used
1
4
∫
R3×R3×S2
B¯K(v − v∗, σ)Γ(G′G′∗, GG∗)dvdv∗dσ ≤ DK(F (t)).
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Let us compute using the first inequality in (4.21) that
Iq(t) =
1
4
∫
1
(4pi)2
Φ(|v−v′|,|v−v′∗|)≥K|v−v′||v−v′∗|
〈v − v∗〉2q
(B¯K(v − v∗, σ))q/p
Γ(G′G′∗, GG∗)dvdv∗dσ
≤ 1
2
∫
R3×R3×S2
1{GG∗>G′G′∗}
〈v − v∗〉2q
[K
2
|v− v∗||v− v′||v− v′∗|]q/p
Γ(G′G′∗, GG∗)dvdv∗dσ.
By definition of Γ(·, ·) and using (4.24) we have
GG∗ > G′G′∗ =⇒ Γ(GG∗, G′G′∗) ≤ C16tδGG∗
√
1 + |v|2 + |v∗|2. (4.31)
Also we have
|v − v′||v− v′∗| =
1
2
|v− v∗|2
√
1− (n · σ)2, n = v − v∗|v− v∗|
and q
p
= q − 1 < 1. So
Iq(t) ≤ 1
2
C17t
δ
( 4
K
)q−1 ∫
R3×R3×S2
〈v − v∗〉2qGG∗
√
1 + |v|2 + |v∗|2
[|v − v∗|3
√
1− (n · σ)2]q−1 dvdv∗dσ
= C18t
δK−(q−1)
∫
R3×R3
〈v− v∗〉2qGG∗
√
1 + |v|2 + |v∗|2
|v− v∗|3(q−1) dvdv∗. (4.32)
Next we have √
1 + |v|2 + |v∗|2 ≤ 2(〈v〉+ 〈v− v∗〉) ≤ 4〈v〉〈v− v∗〉, (4.33)∫
R3
〈v − v∗〉2q+1
|v− v∗|3(q−1)G(v∗, t)dv∗ ≤ C19
(
1 + 〈v〉4−q‖G(t)‖L14−q
)
(4.34)
where we used 1 < q < 2 and 0 < G(·) < 1. From (4.32), (4.33), and (4.34) we obtain
Iq(t) ≤ C20tδK−(q−1)
(
1 + ‖G(t)‖L14−q
)‖G(t)‖L15−q ≤ C21tδK−(q−1), t ≥ 1 (4.35)
where we used 0 ≤ G(·, t) ≤ F (·, t) ≤ f(·, t) + E so that
‖G(t)‖L1s ≤ ‖f(t)‖L1s + ‖E‖L1s ≤ C22 ∀ t ≥ 1, 0 ≤ s ≤ 4.
Next using (4.29), (4.31), and the first inequality in (4.33) we compute as the above that
J(t) =
1
4
∫
1
(4pi)2
Φ(|v−v′|,|v−v′∗|)<K|v−v′||v−v′∗|
〈v− v∗〉4
B¯K(v − v∗, σ)Γ(G
′G′∗, GG∗)dvdv∗dσ
≤ C23
∫
R3×R3×S2
〈v− v∗〉4+2η
|v− v∗|1+2η Γ(G
′G′∗, GG∗)dvdv∗dσ
= 2C23
∫
R3×R3×S2,GG∗>G′G′∗
〈v− v∗〉4+2η
|v− v∗|1+2η Γ(G
′G′∗, GG∗)dvdv∗dσ
≤ C24tδ
∫
R3×R3×S2
〈v− v∗〉4+2η(〈v〉+ 〈v− v∗〉)
|v− v∗|1+2η GG∗dvdv∗dσ
≤ C25tδ
(
1 + ‖G(t)‖L14
)‖G(t)‖L14 ≤ C26tδ, t ≥ 1. (4.36)
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Inserting (4.35), (4.36) into (4.30) and using q−1
q
= 1
p
we obtain (4.14).
(III): From (4.16) and the lower and upper bounds (4.17), (4.18) we see that Proposition
2.2 applies to F (·, t) = FK(·, t), G(·, t) = GK(·, t) (for any t ≥ 1, K ∈ N) so that
S(Ω)− S(F (t))) ≤ C27
((D2(G(t))) 110 + (Dmin(F (t))) 14 ). (4.37)
Also by the assumption (4.8) we have Bmin(v − v∗, ω) ≤ BK(v− v∗, ω) so thatDmin(·) ≤ DK(·)
for all K ≥ 1. For any 1 < T < ∞ and any K ≥ T δ(p−2) we have from part (II) that for any
t ∈ [1, T ]
(D2(G(t))) 110 ≤ (C2) 110
((
tδDK(F (t))
) 1
10p +
(
tδDK(F (t))
) 1
20
)
hence from (4.37) and p > 2 we obtain
S(Ω)− S(F (t)) ≤ C3
((
tδDK(F (t))
) 1
10p +
(
tδDK(F (t))
) 1
4
)
= Ψ
(
tδDK(F (t))
)
that is,
t−δΨ−1
(
S(Ω)− S(F (t))) ≤ DK(F (t)), t ∈ [1, T ]
Inserting this inequality into (4.13) in part (I) gives (4.15). The proof is complete. ✷
The next lemma deals with a differential inequality that implies an algebraic rate of decay.
Lemma 4.3. Let a > 0, b > 0, α > 0, 0 < β ≤ γ < 1, δ < 1, k ≥ 0 and u0 ≥ 0 be finite
constants, Ψ(y) = a(yβ + yγ), y ∈ [0,∞), and let Ψ−1(u), u ∈ [0,∞), be the inverse function
of Ψ(y). Given any T > 1. Assume that t 7→ u(t) ∈ [0,∞) is absolutely continuous on [1, T ]
satisfying u(1) ≤ u0 and
d
dt
u(t) ≤ −t−δΨ−1(u(t)) + btke−tα a.e. t ∈ [1, T ].
Then
u(t) ≤ Ct−λ ∀ t ∈ [1, T ]
where λ = β(1−δ)
1−β and 0 < C <∞ depends only on a, b, α, β, γ, δ, k and u0. In particular C does
not depend on T .
Proof. Let
m∗(β) = max
t≥1
tβ(k+δ)+λe−βt
α
, m∗(γ) = max
t≥1
tγ(k+δ)+λe−γt
α
and choose a least constant C > 0 such that C ≥ u0 and
λβ
C1−β
+
λγ
C1−γ
+
bβm∗(β)
C
+
bγm∗(γ)
C
≤ 1
a
. (4.38)
Let U(t) = Ct−λ. It is easily checked that (4.38) and λ = β(1−δ)
1−β > 0 imply
d
dt
U(t) + t−δΨ−1(U(t))− btke−tα ≥ 0 ∀ t ≥ 1.
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From this and u(1) ≤ U(1) and that u(t) is absolutely continuous on [1, T ], we have
(
u(t)− U(t))
+
=
∫ t
1
( d
dτ
u(τ)− d
dτ
U(τ)
)
1{u(τ)>U(τ)}dτ
≤
∫ t
1
(
− τ−δΨ−1(u(τ)) + bτke−τα − d
dτ
U(τ)
)
1{u(τ)>U(τ)}dτ
≤
∫ t
1
(
− τ−δΨ−1(U(τ)) + bτke−τα − d
dτ
U(τ)
)
1{u(τ)>U(τ)}dτ ≤ 0 ∀ t ∈ [1, T ].
Here we used the increase of u 7→ Ψ−1(u) on [0,∞). Thus u(t) ≤ U(t) for all t ∈ [1, T ]. ✷
Finally we can state and prove the main result of this section:
Theorem 4.4. Under the assumptions on B(v − v∗, ω) and F0 in Theorem 1.4, the conser-
vative measure-valued isotropic solution Ft obtained in Proposition 3.4 has all properties in
Theorem 1.4, i.e. S(Fbe) ≥ S(Ft) ≥ S(F0), S(Ft) > 0 for all t > 0 and
S(Fbe)− S(Ft) ≤ C(1 + t)−λ ∀ t ≥ 0 (4.39)
where λ ∈ ( 1
20
, 1
19
) and C ∈ (0,∞) depends only on N,E, b0, η and λ.
Proof. As mentioned in the theorem, Ft is a weak limit of a subsequence f
Kn(·, t) of fK(·, t)
which are the isotropic approximate solutions of Eq.(1.1) on R3×[0,∞) obtained in Proposition
3.4 with the initial data fK0 which together with f
K have all properties in part (I) and part (II)
of Proposition 3.4. Since t0 in (3.16) is arbitrary, this implies that S(Ft) > 0 for all t > 0. We
also recall part (I) of Lemma 2.1 that ensures S(Ft) ≤ S(Fbe) for all t ∈ [0,∞). From (3.13)
and (3.15) and taking t0 = 1 we have inf
K∈N,t≥1
S(fK(t) ≥ S0 := S∗(1) > 0,
sup
K∈N,t≥1
‖fK(t)‖L14 ≤ C0 := 4C4 < ∞. Note that since these constants S0, C0 depend only
on N,E, b0, η, it follows that f
K
0 , f
K satisfy all assumptions in Proposition 4.2 and, for the
present case, the constants C1, C2, ..., C27 in the proof of Proposition 4.2 and thus the constants
C28, C29, C30 ∈ (0,∞) appeared below, all depend only on N,E, b0, η and λ. Let FK(v, t) =
(1 − e−tδ)fK(|v|2/2, t) + e−tδE(v) be defined in Proposition 4.2. Then with the notations
in Proposition 4.2 and applying Lemma 4.3 to part (III) of Proposition 4.2 with functions
0 ≤ u(t) = S(Ω)− S(FK(t)) ≤ S(Ω) and Ψ(y) = C3
(
y
1
10p + y
1
4
)
we have
S(Ω)− S(FK(t)) ≤ C28t−λ, ∀ t ∈ [1, T ].
On the other hand, from (1.27), (1.25) we have
S(FK(t)) ≤ S((1− e−tδ)fK(t))+ S(e−tδE) ≤ S(fK(t)) + C29tδe−tδ ∀ t ≥ 1.
Thus, for any T > 1,
S(Ω)− S(fK(t)) ≤ C28t−λ + C29tδe−tδ ≤ C30t−λ ∀ t ∈ [1, T ], ∀K ≥ T δ(p−2). (4.40)
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Also, from the convergence (3.18), (3.20), the non-decrease of t 7→ S(fK(t)) (see (3.4)), the
definition of entropy S(F¯t), and S(F¯t) = S(Ft), we have
S(F0) = lim
n→∞
S(fKn0 ) = lim sup
n→∞
S(fKn(0)) ≤ lim sup
n→∞
S(fKn(t)) ≤ S(F¯t) = S(Ft)
for all t ∈ [0,∞). Thus for any T > 1, applying (4.40) to fKn(·, t) with Kn > T δ(p−2), we obtain
(because S(Fbe) = S(Ω))
S(Fbe)− S(Ft) ≤ lim sup
n→∞
(
S(Ω)− S(fKn(t))) ≤ C30t−λ ∀ t ∈ [1, T ].
Since C30 is independent of T and T can be arbitrarily large, we conclude
0 ≤ S(Fbe)− S(Ft) ≤ C30t−λ ∀ t ∈ [1,∞).
This gives (4.39) and finishes the proof of the theorem. ✷
5 Rate of Convergence to BEC
In this section we prove the second part of the main result Theorem 1.4: an algebraic rate
of convergence of Ft({0}) to the Bose-Einstein condensation Fbe({0}) = (1− (T/T c)3/5)N . The
completion of the proof of Theorem 1.4 is given at the end of this section.
We first prove some properties of the collision integrals that have been proven to hold for the
hard sphere model, then we present our new progress on proving lower bounds of condensation
Ft({0}) without any additional assumption on the initial data F0.
In the following we assume that the function Φ(r, ρ) that defines W (x, y, z),J [ϕ],K[ϕ] sat-
isfies also a monotone assumption:
ρ 7→ Φ(r, ρ) is non− decreasing on R≥0 for every r ∈ R≥0. (5.1)
Proposition 5.1. (Convex-Positivity). Let W (x, y, z),K[ϕ](x, y, z) be defined in (1.15)-
(1.19) with Φ satisfying (1.9),(5.1). Then for any convex function ϕ ∈ C1,1b (R≥0) we have∫
R3≥0
K[ϕ]d3F ≥
∫
R3≥0
K1[ϕ]d3F +
∫
R3>0
K2[ϕ]d3F (5.2)
where
K1[ϕ](x, y, z) = 1{0≤x<y≤z}χy,zW (x, y, z)∆symϕ(x, y, z) ≥ 0, (5.3)
K2[ϕ](x, y, z) = 1{0<y≤z<x<y+z}χy,zW (x, y, z)∆ϕ(x, y, z) ≥ 0, (5.4)
χy,z =
{
2 if y < z,
1 if y = z
(5.5)
for all (x, y, z) ∈ R3≥0, ∆ϕ(x, y, z) is given in (1.16), and
∆symϕ(x, y, z) = ϕ(z + y − x) + ϕ(z + x− y)− 2ϕ(z)
= (y − x)2
∫ 1
0
∫ 1
0
ϕ′′(z + (s− t)(y − x))dsdt, 0 ≤ x, y ≤ z. (5.6)
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Proof. The positivity in (5.3),(5.4) follows from the convexity of ϕ and (5.6), (1.16). To
prove the inequality (5.2), we first use the symmetry W (x, y, z) = W (x, z, y) on R3≥0 (see
Remark 6.4 in Appendix) and (1.16) to get
K[ϕ](x, y, z) = K[ϕ](x, z, y), K[ϕ](x, y, z)|x=y = 0, K[ϕ](x, y, z)|x=z = 0 (5.7)
and then we make a decomposition according to x lies in the left side, between, and right side
of y and z respectively (using (5.7) and recalling that d3F = dF (x)dF (y)dF (z)):∫
R3≥0
K[ϕ]d3F =
(
2
∫
0≤x<y<z
+2
∫
0≤y<x<z
+
∫
0≤x<y=z
+
∫
0≤y,z<x
)
W (x, y, z)∆ϕ(x, y, z)d3F
:= I1 + I2 + I3 + I4.
After exchanging notations x↔ y for the integrand in I2 we have
I1 + I2 = 2
∫
0≤x<y<z
W (x, y, z)∆symϕ(x, y, z)d
3F
+ 2
∫
0≤x<y<z
(
W (y, x, z)−W (x, y, z))∆ϕ(y, x, z)d3F (5.8)
where we used ∆ϕ(x, y, z) + ∆ϕ(y, x, z) = ∆symϕ(x, y, z) for 0 ≤ x, y ≤ z. We need to prove(
W (y, x, z)−W (x, y, z))∆ϕ(y, x, z) ≥ 0 ∀ 0 ≤ x < y < z. (5.9)
By convexity of ϕ and (1.16) we have
∆ϕ(y, x, z) = ϕ(y) + ϕ(x+ z − y)− ϕ(x)− ϕ(z) ≤ 0 ∀ 0 ≤ x < y ≤ z.
Therefore to prove (5.9) we need only prove
W (y, x, z) ≤W (x, y, z) ∀ 0 ≤ x < y ≤ z. (5.10)
For any 0 < x < y ≤ z we have
|√x−√y| ∨ |√x∗ −
√
z| = |√x−√y|, (√x+√y) ∧ (√x∗ +
√
z) =
√
x+
√
y (5.11)
hence
W (x, y, z) =
1
4π
√
xyz
∫ √x+√y
|√x−√y|
ds
∫ 2π
0
Φ(
√
2s,
√
2Y∗)dθ,
W (y, x, z) =
1
4π
√
xyz
∫ √y+√x
|√y−√x|
ds
∫ 2π
0
Φ(
√
2s,
√
2Y ♯∗ )dθ
where Y∗ = Y∗(x, y, z, s, θ) is defined in (1.19) and Y ♯∗ = Y∗(y, x, z, s, θ). By calculation (with
the relation (6.6) in Appendix) it is easily checked that
Y ♯∗ ≤ Y∗ ∀ s ∈ [|
√
y −√x|,√y +√x] (0 < x < y ≤ z).
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Since ρ → Φ(r, ρ) is non-decreasing, it follows that W (y, x, z) ≤ W (x, y, z). For the case
0 = x < y ≤ z, we have Φ(√2y,√2(z − y) ) ≤ Φ(√2y,√2z ) which means (by definition of W )
that the inequality W (y, 0, z) ≤W (0, y, z) holds also true. This proves (5.10).
Now from (5.8),(5.9) and ∆ϕ(x, y, z)|y=z = ∆symϕ(x, y, z)|y=z, and recalling definition of
χy,z we obtain
I1 + I2 + I3 ≥ 2
∫
0≤x<y<z
W (x, y, z)∆symϕ(x, y, z)d
3F + I3
=
∫
0≤x<y≤z
χy,zW (x, y, z)∆symϕ(x, y, z)d
3F =
∫
R3≥0
K1[ϕ]d3F.
For the last term I4, observe that 0 ≤ y, z < x and W (x, y, z) > 0 imply y > 0, z > 0 and
x < y + z. Thus
I4 =
∫
0<y,z<x
W (x, y, z)∆ϕ(x, y, z)d3F =
∫
R3>0
K2[ϕ]d3F.
✷
Notation. To study local behavior of a measure F ∈ B+(R≥0) near the origin, we introduce
the following integrals. For p > 0, ε > 0, α ≥ 0, define
N0,p(F, ε) =
∫
R≥0
[(
1− x
ε
)
+
]p
dF (x) =
∫
[0,ε]
(
1− x
ε
)p
dF (x),
Nα,p(F, ε) =
1
εα
N0,p(F, ε), Nα,p(F, ε) = inf
0<δ≤ε
Nα,p(F, δ),
A0,p(F, ε) =
∫
[0,ε]
(x
ε
)p
dF (x), Aα,p(F, ε) =
1
εα
∫
[0,ε]
(x
ε
)p
dF (x).
Lemma 5.2. Let B(v − v∗, ω) be given by (1.4), (1.9) where Φ also satisfies 0 ≤ Φ ≤ 1 on
R2≥0. Let Ft ∈ B+1 (R≥0) be a conservative measure-valued isotropic solution of Eq.(1.1) on [0,∞)
with the initial datum F0 satisfying N = N(F0) > 0, E = E(F0) > 0. Then with c =
√
NE we
have:
(I) For any convex function 0 ≤ ϕ ∈ C1,1b (R≥0)
ect
∫
R≥0
ϕdFt − ecs
∫
R≥0
ϕdFs ≥
∫ t
s
ecτdτ
∫
R3≥0
K[ϕ]d3Fτ ≥ 0 ∀ 0 ≤ s < t. (5.12)
(II) For any convex function 0 ≤ ϕ ∈ Cb(R≥0), the function t 7→ ect
∫
R≥0
ϕdFt is non-
decreasing on [0,∞), and thus for any p ≥ 1, ε > 0, α > 0, the functions t 7→ ectN0,p(Ft, ε),
t 7→ ectNα,p(Ft, ε), and t 7→ ectFt({0}) are all non-decreasing on [0,∞).
Proof. (I): We first prove that
J [ϕ](y, z) ≥ −1
2
ϕ(y)
√
z − 1
2
ϕ(z)
√
y (5.13)
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Since ϕ ∈ C1,1b (R≥0) is convex, it is easily seen that ϕ is non-increasing on R≥0. Given any
y, z ≥ 0. By symmetry J [ϕ](y, z) = J [ϕ](z, y) we may assume that y ≤ z. By (1.16) we have
∆ϕ(x, y, z) ≥ 0 for all x ∈ [0, y] ∪ [z, y + z] and so J [ϕ] ≥ 1
2
∫ z
y
√
xW (x, y, z)∆ϕ(x, y, z)dx.
To prove (5.13) we can assume that y < z. By the assumption on Φ, the definition of
W (x, y, z), and that ϕ is non-negative and non-increasing, we deduce 0 ≤ W (x, y, z) ≤ 1/√xz
and ∆ϕ(x, y, z) ≥ −ϕ(y) for all x ∈ (y, z). Thus
J [ϕ] ≥ − 1
2
√
z
∫ z
y
∆ϕ(x, y, z)dx ≥ − 1
2
√
z
ϕ(y)(z − y) ≥ −1
2
ϕ(y)
√
z
and so (5.13) holds true.
From (5.13) we have∫
R2≥0
J [ϕ]d2Ft ≥ −M1/2(Ft)
∫
R≥0
ϕdFt ≥ −c
∫
R≥0
ϕdFt
where we used Cauchy-Schwarz inequality and the conservation of mass and energy to get
M1/2(Ft) ≤
√
N(Ft)E(Ft) =
√
NE = c. So by definition of measure-valued isotropic solutions
we obtain
d
dt
∫
R≥0
ϕdFt ≥ −c
∫
R≥0
ϕdFt +
∫
R3≥0
K[ϕ]d3Ft ∀ t ∈ [0,∞)
i.e.
d
dt
(
ect
∫
R≥0
ϕdFt
)
≥ ect
∫
R3≥0
K[ϕ]d3Ft ≥ 0 ∀ t ∈ [0,∞).
This implies (5.12), here “ ≥ 0” is due to the convex-positivity (Proposition 5.1).
(II): From (I) we see that for any convex function 0 ≤ ϕ ∈ C1,1b (R≥0), the function t 7→
ect
∫
R≥0
ϕdFt is non-decreasing on [0,∞). Using approximation as did in [22], this monotone
property holds also for any convex function 0 ≤ ϕ ∈ Cb(R≥0). Applying this to the convex
function ϕ(x) = [(1 − x/ε)+]p (ε > 0, p ≥ 1) we deduce that ectN0,p(Ft, ε), ectNα,p(Ft, ε), and
thus ectNα,p(Ft, ε) are all non-decreasing on t ∈ [0,∞). Since Ft({0}) = lim
ε→0+
N0,p(Ft, ε) for all
t ≥ 0, it follows that t 7→ ectFt({0}) is also non-decreasing on [0,∞). ✷
Lemma 5.3. Let J [ϕ],K[ϕ] be defined in (1.15)-(1.19) where Φ(r, ρ) satisfies Assumption 1.1
with 0 ≤ η ≤ 1/2. Let F ∈ B+(R≥0), ϕε(x) = [(1− x/ε)+]2, 0 < ε ≤ 1, 0 ≤ α < 1− η. Then∫
R2≥0
J [ϕε]d2F ≥ b
2
0
134
ε3/2
(∫
[ 1
2
ε,1]
y−
1−η
2 dF (y)
)2
− 2M1/2(F )N0,2(F, ε), (5.14)∫
R3≥0
K[ϕε]d3F ≥ b
2
0
8
Nα,2(F, ε)
(
Aβ,p(F, ε)
)2
(5.15)
where p = 3
2
+ α, β = 1−α−η
2
. Also if 0 < ε ≤ 2/3 and 0 < γ ≤ (24)−2/3, then∫
R3≥0
K[ϕε]d3F ≥ b
2
0
16
γ3/2
ε1−η
N0,2(F, γε)
(
F
([
γε,
3
2
ε
]))2
. (5.16)
40
Proof. We first prove that
W (x, y, z) ≥ b
2
0
8
zη√
yz
∀ 0 ≤ x < y ≤ z ≤ 1. (5.17)
First of all from the assumption on Φ we have (see (1.7))
Φ(r, ρ) ≥ b20
( (r + ρ)η
1 + (r + ρ)η
)2
. (5.18)
Take any 0 ≤ x < y ≤ z ≤ 1.
If x = 0, then (recall (1.18)) W (0, y, z) = 1√
yz
Φ(
√
2y,
√
2z ) ≥ b20
4
zη√
yz
.
Suppose x > 0. By (5.11) we see that if s ∈ [√y −√x,√x+√y], then using definition (1.19)
of Y∗ and the property (6.6) in Appendix we have for all θ ∈ [0, 2π]
Y∗ ≥
∣∣∣√z − (x− y + s2)2
4s2
−
√
x− (x− y + s
2)2
4s2
∣∣∣ ≥ z − x√
z +
√
x
=
√
z −√x
from which we see that if s ∈ [√y,√x+√y] then s+ Y∗ ≥
√
z and so using (5.18) gives
Φ(
√
2 s,
√
2Y∗) ≥ b20
( (√2z)η
1 + (
√
2z)η
)2
≥ b
2
0
4
zη ∀ θ ∈ [0, 2π]
and thus
W (x, y, z) =
1
4π
√
xyz
∫ √x+√y
√
y−√x
ds
∫ 2π
0
Φ(
√
2s,
√
2Y∗)dθ ≥ b
2
0
8
zη√
yz
.
This proves (5.17).
According to (1.15),(1.16) we have a decomposition J [ϕε] = J +[ϕε]− J −[ϕε] where
J +[ϕε](y, z) = 1
2
∫ y+z
0
W (x, y, z)(ϕε(x) + ϕε(y + z − x))
√
xdx,
J −[ϕε](y, z) = 1
2
∫ y+z
0
W (x, y, z)
√
xdx(ϕ(y) + ϕ(z)).
Using the symmetry J +[ϕε](y, z) = J +[ϕε](z, y) and (5.17) and then omitting ϕε(y + z − x)
we compute ∫
R2≥0
J +[ϕε](y, z)dF (y)dF (z) ≥
∫
1
2
ε≤y≤z≤1
χy,zJ +[ϕε](y, z)dF (y)dF (z)
≥ b
2
0
16
∫
1
2
ε≤y≤z≤1
χy,z
zη√
yz
(∫ 1
2
ε
0
ϕε(x)
√
x dx
)
dF (y)dF (z)
≥ b
2
0
16
ε3/2
∫
1
2
ε≤y≤z≤1
χy,z
y
η
2 z
η
2√
yz
(∫ 1
2
0
(1− u)2√u du
)
dF (y)dF (z)
≥ b
2
0
134
ε3/2
(∫
[ 1
2
ε,1]
y−
1−η
2 dF (y)
)2
.
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Next from Φ(r, ρ) ≤ 1 we have
J −[ϕε](y, z) ≤ ϕε(y) + ϕε(z)
2
(1
3
· y ∧ z√
y ∨ z1{y∨z>0} +
√
y ∨ z
)
≤ ϕε(y) + ϕε(z)
2
(
√
y +
√
z) ≤ ϕε(y)
√
z + ϕε(z)
√
y
where we used the inequality ϕε(y)
√
y + ϕε(z)
√
z ≤ ϕε(y)
√
z + ϕε(z)
√
y which is because
(ϕε(y)−ϕε(z))(√y−
√
z) ≤ 0 since the function x 7→ ϕε(x) is non-increasing. Thus we obtain∫
R2≥0
J −[ϕε](y, z)dF (y)dF (z) ≤
∫
R2≥0
(
ϕε(y)
√
z + ϕε(z)
√
y
)
dF (y)dF (z)
= 2M1/2(F )N0,2(F, ε).
This together with the above estimate proves the first inequality (5.14).
Now we prove the second inequality (5.16). It is easily seen that the function x 7→ ϕε(x) is
convex, belongs to C1,1b (R≥0), and holds the inequality
∆symϕε(x, y, z) ≥ (y − x)
2
ε2
for all 0 ≤ x ≤ y ≤ z ≤ ε. (5.19)
Let 0 < ε ≤ 1. By Proposition 5.1 and (5.17), (5.19) we have∫
R3≥0
K[ϕε]d3F ≥
∫
0≤x≤y≤z≤ε, y>0
χy,z
b20
8
zη√
yz
(y − x)2
ε2
dF (x)dF (y)dF (z)
=
b20
8ε2
∫
0<y≤z≤ε
χy,z
y3/2zη√
z
(∫
[0,y]
(1− x/y)2dF (x)
)
dF (y)dF (z)
=
b20
8ε2
∫
0<y≤z≤ε
χy,z
y
3
2
+αzη√
z
Nα,2(F, y)dF (y)dF (z)
≥ b
2
0
8
Nα,2(F, ε)
1
ε4+α−η
∫
0<y≤z≤ε
χy,zy
3
2
+αz
3
2
+αdF (y)dF (z)
=
b20
8
Nα,2(F, ε)
1
ε1−α−η
(
A0,p(F, ε)
)2
=
b20
8
Nα,2(F, ε)
(
Aβ,p(F, ε)
)2
.
Finally, assuming 0 < ε ≤ 2/3, 0 < γ ≤ (24)−2/3, we compute∫
R3≥0
K[ϕε] d3F ≥
∫
R3≥0
K1[ϕε] d3F
≥
∫
0≤x<y≤z≤ε
χy,z
b20
8
zη√
yz
(y − x)2
ε2
d3F +
∫
0≤x≤ ε
4
,ε<y≤z≤ 3
2
ε
χy,z
b20
8
zη√
yz
(
1− z + x− y
ε
)2
+
d3F
≥ b
2
0
8ε2
∫
γε≤y≤z≤ε
χy,z
y3/2N0,2(F, y)
z
1
2
−η d
2F +
b20
8
1
16
F ([0,
ε
4
])
∫
ε<y≤z≤ 3
2
ε
χy,z
1
√
y z
1
2
−η d
2F
≥ b
2
0
8ε2
N0,2(F, γε)
(γε)3/2
ε
1
2
−η
∫
γε≤y≤z≤ε
χy,zd
2F +
b20
8
1
16
N0,2(F, γε)
( 2
3ε
)1−η ∫
ε<y≤z≤ 3
2
ε
χy,zd
2F
≥ b
2
0
8
N0,2(F, γε)γ
3/2 1
ε1−η
((
F ([γε, ε])
)2
+
(
F ((ε,
3
2
ε])
)2)
≥ b
2
0
16
γ3/2
ε1−η
N0,2(F, γε)
(
F ([γε,
3
2
ε])
)2
.
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Here we have used 1
16
(
2
3
)1−η
> 1
24
≥ γ3/2. This completes the proof. ✷
In the following we will use a convention: in the set R≥0 we define the arithmetic operation
b
a
=∞ (= +∞) if a = 0 < b. (5.20)
Lemma 5.4. Let B(v − v∗, ω) satisfy Assumption 1.1 with 0 ≤ η ≤ 1/2. Let Ft ∈ B+1 (R≥0)
be a conservative measure-valued isotropic solution of Eq.(1.1) on [0,∞) with the initial datum
F0 satisfying N = N(F0) > 0, E = E(F0) > 0. Let c =
√
NE, 0 < ε ≤ 1. Then
(I) For any τ ≥ 0, T > 0
N0,2(Fτ+t, ε) ≥ b
2
0
134
ε3/2 inf
s∈[0,T ]
(∫
[ 1
2
ε,1]
y−
1−η
2 dFτ+s(y)
)2
e−ctt ∀ t ∈ [0, T ]. (5.21)
Moreover if 0 < ε ≤ 2/3, 0 < γ ≤ (24)−2/3, then
N0,2(Fτ+t, ε) ≥ b
2
0
16
γ3/2
ε1−η
inf
s∈[0,T ]
(
N0,2(Fτ+s, γε)
(
Fτ+s
([
γε,
3
2
ε
]))2)
e−ctt ∀ t ∈ [0, T ]. (5.22)
(II) Let 0 ≤ α < 1− η, p = 3
2
+ α, β = 1−α−η
2
, and h > 0. Then
e2chFt+h({0}) ≥ N0,p(Ft, ε)−
( 8e3chN
hb20Nα,2(Ft, ε)
)1/2( p
β
)p
εβ ∀ t ≥ 0. (5.23)
In particular for α = 0 we have
e2chFt+h({0}) ≥ N0,3/2(Ft, ε)−
( 8e3chN
hb20Ft({0})
)1/2( 3
1− η
)3/2
ε
1−η
2 ∀ t ≥ 0. (5.24)
Proof. (I): Since ϕε(x) = [(1−x/ε)+]2 is convex and belongs to C1,1b (R≥0), we deduce from
Proposition 5.1, Lemma 5.3, and M1/2(Fτ+t) ≤
√
NE = c that
d
dt
N0,2(Ft, ε) =
∫
R2≥0
J [ϕε]d2Ft +
∫
R3≥0
K[ϕε]d3Ft
≥ b
2
0
134
ε3/2
(∫
[ 1
2
ε,1]
y−
1−η
2 dFt(y)
)2
− 2M1/2(Ft)N0,2(Ft, ε)
≥ b
2
0
134
ε3/2 inf
s∈[τ,τ+T ]
(∫
[ 1
2
ε,1]
y−
1−η
2 dFs(y)
)2
− 2cN0,2(Ft, ε), t ∈ [τ, τ + T ]
and so
N0,2(Fτ+t, ε) ≥ N0,2(Fτ , ε)e−2ct + b
2
0
134
ε3/2 inf
s∈[τ,τ+T ]
(∫
[ 1
2
ε,1]
y−
1−η
2 dFs(y)
)21− e−2ct
2c
≥ b
2
0
134
ε3/2 inf
s∈[0,T ]
(∫
[ 1
2
ε,1]
y−
1−η
2 dFτ+s(y)
)2
e−ctt, t ∈ [0, T ]
where we used 1− e−x ≥ xe−x/2, x ≥ 0. This proves the first inequality.
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Next suppose that 0 < ε ≤ 2/3, 0 < γ ≤ (24)−2/3. Then using Lemma 5.2 and Lemmas 5.3
we have
d
dt
N0,2(Ft, ε) ≥ −2cN0,2(Ft, ε) + b
2
0
16
γ3/2
ε1−η
inf
s∈[τ,τ+T ]
(
N0,2(Fs, γε)
(
Fs
([
γε,
3
2
ε
]))2)
for all t ∈ [τ, τ + T ]. As shown above we also obtain
N0,2(Fτ+t, ε) ≥ b
2
0
16
γ3/2
ε1−η
inf
s∈[0,T ]
(
N0,2(Fτ+s, γε)
(
Fτ+s
([
γε,
3
2
ε
]))2)
e−ctt, t ∈ [0, T ].
(II): By Lemma 5.2, (5.15) and that t 7→ cctNα,2(Ft, ε) is non-decreasing, we have
ectN0,2(Ft, ε)− ecsN0,2(Fs, ε) ≥ b
2
0
8
ecsNα,2(s, ε)
∫ t
s
(
Aβ,p(Fτ , ε)
)2
dτ, 0 ≤ s < t.
Now for any h > 0, letting s and t be replaced with t and t + h respectively and noting that
N0,2(Ft+h, ε) ≤ N , we obtain
echN ≥ b
2
0
8
Nα,2(Ft, ε)
∫ t+h
t
(
Aβ,p(Fτ , ε)
)2
dτ.
Then, using Cauchy-Schwarz inequality,
1
h
∫ t+h
t
Aβ,p(Fτ , ε)dτ ≤
(1
h
∫ t+h
t
(
Aβ,p(Fτ , ε)
)2
dτ
)1/2
≤
( 8echN
hb20Nα,2(Ft, ε)
)1/2
.
Note that according to the convention (5.20), this inequality still holds when Nα,2(Ft, ε) = 0.
On the other hand, applying Lemma 2.3 in [21] to the measure F = Fτ we have
N0,p(Fτ , ε) ≤ Fτ ({0}) +
( p
β
ε
β
p
)p−1 ∫ ε
0
ε
−1+β
p
1 Aβ,p(Fτ , ε1)dε1, ε > 0.
Taking integration and using the fact that 0 < ε1 ≤ ε =⇒ Nα,2(Ft, ε1) ≥ Nα,2(Ft, ε) we have
1
h
∫ t+h
t
N0,p(Fτ , ε)dτ ≤ 1
h
∫ t+h
t
Fτ ({0})dτ +
( p
β
ε
β
p
)p−1 ∫ ε
0
ε
−1+β
p
1
1
h
∫ t+h
t
Aβ,p(Fτ , ε1)dτdε1
≤ 1
h
∫ t+h
t
Fτ ({0})dτ +
( p
β
ε
β
p
)p−1 ∫ ε
0
ε
−1+β
p
1
( 8echN
hb20Nα,2(Ft, ε1)
)1/2
dε1
≤ 1
h
∫ t+h
t
Fτ ({0})dτ +
( 8echN
hb20Nα,2(Ft, ε)
)1/2( p
β
)p
εβ.
Since t 7→ ectN0,p(Ft, ε), t 7→ ectFt({0}) are non-decreasing on [0,∞), it follows that e−chN0,p(Ft, ε) ≤
N0,p(Fτ , ε), Fτ ({0}) ≤ echFt+h({0}) for all τ ∈ [t, t + h] and so
e−chN0,p(Ft, ε) ≤ echFt+h({0}) +
( 8echN
hb20Nα,2(Ft, ε)
)1/2( p
β
)p
εβ.
This gives (5.23)
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Finally for the case α = 0, i.e. β = (1 − η)/2, p = 3/2, we have N0,2(Ft, ε) = Ft({0}) and
thus (5.24) holds true. ✷
The following lemma and proposition are key steps for obtaining lower bounds of Ft({0})
and for the convergence of Ft({0}) to BEC without additional condition on the initial data.
Lemma 5.5. Let B(v − v∗, ω) satisfy Assumption 1.1 with 0 ≤ η < 1/4. Given any N >
0, E > 0. Let α = 1
10
(1− 4η),
A∗α =
( 4 · b−4/70
1− (2
3
)α/4)7/3, 0 < ε ≤ min{(α log(32)8√NE
)1/α
,
2
3
,
(3
2
)1/4( N
A∗α
)1/α}
(5.25)
and let Ft ∈ B+1 (R≥0) be a conservative measure-valued isotropic solution of Eq.(1.1) on [0,∞)
with initial datum F0 satisfying N(F0) = N,E(F0) = E. Suppose for some τ ≥ 0
N0,2
(
Fτ ,
3
2
ε
) ≥ (2
3
)α/4
A∗αε
α. (5.26)
Then
N0,2(Fτ+2εα, ε) ≥ e−2cεα
(2
3
)α
N0,2
(
Fτ ,
3
2
ε
)
(5.27)
where c =
√
NE.
Proof. Since t 7→ ectN0,2(Ft, ε) is non-decreasing on [0,∞), it suffices to prove that
∃ t ∈ [0, 2εα] s.t. N0,2(Fτ+t, ε) ≥
(2
3
)α
N0,2
(
Fτ ,
3
2
ε
)
. (5.28)
We use contradiction argument. Suppose that (5.28) does not hold. Then we have
N0,2(Fτ+t, ε) <
(2
3
)α
N0,2
(
Fτ ,
3
2
ε
) ∀ t ∈ [0, 2εα]. (5.29)
For convenience we denote
M = N0,2
(
Fτ ,
3
2
ε
)
, γ = 1− (2
3
)α/4
.
We have γ < 1− (2
3
)1/40
< (24)−2/3 (because α ≤ 1/10), and
N0,2(Fτ+t, ε) ≥
∫
[0,γε]
(
1− x
ε
)2
dFτ+t(x) ≥ (1− γ)2Fτ+t([0, γε]). (5.30)
Noting that
0 ≤ t ≤ 2εα ≤ α log(
3
2
)
4c
=⇒ e−ct ≥ e−2εα ≥ (2
3
)α/4
= 1− γ (5.31)
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and using (5.30) and (5.29) we have
Fτ+t
([
γε,
3
2
ε
])
= Fτ+t
([
0,
3
2
ε
])− Fτ+t([0, γε))
≥ N0,2
(
Fτ+t,
3
2
ε
)− 1
(1− γ)2N0,2(Fτ+t, ε) ≥ e
−ctN0,2(Fτ ,
3
2
ε)− 1
(1− γ)2
(2
3
)α
M
≥ (2
3
)α/4
M − 1
(1− γ)2
(2
3
)α
M = (1− γ)γM ∀ t ∈ [0, 2εα]. (5.32)
Combining this with the assumption 3
2
ε ≤ 1 gives( ∫
[ 1
2
γε,1]
y−
1−η
2 dFτ+t(y)
)2
≥
(3
2
ε
)−(1−η)(
Fτ+t
([1
2
γε,
3
2
ε
]))2 ≥ ( 2
3ε
)1−η
[(1− γ)γM ]2
for all t ∈ [0, 2εα]. Inserting this into (5.21) in Lemma 5.4 we obtain
N0,2(Fτ+t, γε) ≥ b
2
0
134
(2
3
)1−η
(1− γ)2γ 32+2M2ε 12+ηte−ct ∀ t ∈ [0, 2εα]. (5.33)
Using (5.32),(5.33) and (5.31) to t = εα + s, s ∈ [0, εα], we have
N0,2(Fτ+εα+s, γε)
(
Fτ+εα+s
([
γε,
3
2
ε
]
)
)2
≥ b
2
0
134
(2
3
)1−η
(1− γ)2γ 32+2M2ε 12+η(εα + s)e−c(εα+s)((1− γ)γM)2
≥ b
2
0
134
(2
3
)1−η
(1− γ)5γ 32+4M4ε 12+η+α ∀ s ∈ [0, εα].
Then using (5.22) in Lemma 5.4 where τ is replaced by τ + εα and taking t = T = εα, we
compute
N0,2(Fτ+2εα, ε) ≥ b
2
0
16
γ3/2
ε1−η
e−cε
α
εα inf
s∈[0,εα]
(
N0,2(Fτ+εα+s, γε)
(
Fτ+εα+s
([1
2
γε,
3
2
ε
]))2)
≥ b
2
0
16
γ3/2
ε1−η
e−cε
α
εα
b20
134
(2
3
)1−η
(1− γ)5γ3/2+4M4ε 12+η+α
≥ b
4
0
2144
(2
3
)1−η
(1− γ)6γ7
(M
εα
)3
M (because e−cε
α ≥ 1− γ and 1
2
− 2η − 2α = 3α )
≥ b
4
0
2144
(2
3
)1−η
(1− γ)9γ7(A∗α)3M (because, by (5.26), M ≥ (1− γ)A∗αεα )
=
47
2144
(2
3
)1−η+ 9
4
α
M >
(2
3
)α
M =
(2
3
)α
N0,2(Fτ ,
3
2
ε)
which contradicts (5.29). Thus (5.27) holds true. ✷
Proposition 5.6. Let B(v − v∗, ω) satisfy Assumption 1.1 with 0 ≤ η < 1/4, and let α =
1
10
(1− 4η),
A∗α =
( 4 · b−4/70
1− (2
3
)α/4)7/3, B∗α = (1− (23)α)α log(32)8 , C∗α = b0174(A∗α)3/2. (5.34)
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Given any N > 0, E > 0, let Ft ∈ B+1 (R≥0) be a conservative measure-valued isotropic solution
of Eq.(1.1) on [0,∞) with initial datum F0 satisfying N(F0) = N,E(F0) = E, and suppose for
some τ ≥ 0 and
0 < ε ≤ min
{( B∗α√
NE
)1/α
,
2
3
,
( C∗α
N3/4E1/4
) 2
1−3α−η
,
( N
A∗α
)1/α}
(5.35)
Fτ satisfies
N0,2
(
Fτ ,
3
2
ε
) ≥ A∗αεα. (5.36)
Then, at the time tε = τ + 2
(
1− (2
3
)α)−1
εα + 1
3
√
NE
, it holds
Ftε({0}) >
1
5
A∗αε
α (5.37)
hence
Ft({0}) ≥ e−c(t−tε)Ftε({0}) > 0 ∀ t ≥ tε (5.38)
where c =
√
NE.
Proof. Step1. Let h∗ε = 2
(
1− (2
3
)α)−1
εα. We prove that
Nα,2(Fτ+h∗ε , ε) ≥
0.9
εα
N0,2
(
Fτ ,
3
2
ε
)
. (5.39)
We will use Lemma 5.5 with an iteration argument. Let
εk =
(2
3
)k
ε, hn = 2
n∑
k=0
(εk)
α = 2
n∑
k=0
(2
3
)kα
εα, k, n = 0, 1, 2, .... .
and let M = N0,2
(
Fτ ,
3
2
ε
)
. We first prove that for all n = 0, 1, 2, ...,
N0,2(Fτ+hn, εn) ≥ e−chn
(2
3
)α(n+1)
M. (5.40)
From (5.27) in Lemma 5.5 we see that (5.40) holds for n = 0. Suppose that (5.40) holds for
some n ∈ N ∪ {0}. From (5.34), (5.35) we have
hn ≤ h∗ε = 2
(
1− (2
3
)α)−1
εα ≤ α log(
3
2
)
4c
hence e−chn ≥ e−ch∗ε ≥ (2
3
)α/4
.
Then
e−chn
(
2
3
)α(n+1)
M
(εn+1)α
= e−chn
M
εα
≥ (2
3
)α/4
A∗α
which together with the inductive hypotheses implies that (using 3
2
εn+1 = εn)
N0,2
(
Fτ+hn ,
3
2
εn+1
)
= N0,2(Fτ+hn , εn) ≥ e−chn
(2
3
)α(n+1)
M ≥ (2
3
)α/4
A∗α(εn+1)
α
and εn+1 =
(2
3
)n+1
ε < ε, (εn+1)
α <
1
2
h∗ε ≤
α log(3
2
)
8c
.
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Then using Lemma 5.5 and noting that hn+1 = hn + 2(εn+1)
α we have
N0,2(Fτ+hn+1, εn+1) = N0,2(Fτ+hn+2(εn+1)α , εn+1)
≥ e−2c(εn+1)α(2
3
)α
N0,2
(
Fτ+hn ,
3
2
εn+1
)
= e−2c(εn+1)
α(2
3
)α
N0,2(Fτ+hn, εn)
≥ e−2c(εn+1)α(2
3
)α
e−chn
(2
3
)α(n+1)
M = e−chn+1
(2
3
)α(n+2)
M.
Therefore (5.40) holds also for n+ 1 and thus, by induction, (5.40) holds for all n ∈ N ∪ {0}.
Using the non-decrease of t 7→ ectN0,2(Ft, ε) and (5.40) we have
N0,2(Fτ+h∗ε ,
(2
3
)n
ε) ≥ e−c(h∗ε−hn)N0,2
(
Fτ+hn,
(2
3
)n
ε
)
≥ e−c(h∗ε−hn)e−chn(2
3
)α(n+1)
M = e−ch
∗
ε
(2
3
)α(n+1)
M, n = 0, 1, 2, ... .
Now for any 0 < δ ≤ ε, there is n ∈ N such that (2
3
)n
ε < δ ≤ (2
3
)n−1
ε, so we have
1
δα
N0,2(Fτ+h∗ε , δ) ≥
1
δα
N0,2
(
Fτ+h∗ε ,
(2
3
)n
ε
)
≥ 1((
2
3
)n−1
ε
)α e−ch∗ε(23)α(n+1)M ≥ (23)(2+ 14 )αMεα > 0.9Mεα
where the last inequality is due to 0 < α ≤ 1
10
. Thus
Nα,2(Fτ+h∗ε , ε) = inf0<δ≤ε
N0,2(Fτ+h∗ε , δ)
δα
≥ 0.9M
εα
i.e. (5.39) holds true.
Step2. Let τε = τ + h
∗
ε. Using Lemma 5.4 (recall there p =
3
2
+ α, β = 1−α−η
2
) with
h = 1
3c
= 1
3
√
NE
, t = τε, and using p < 2 and the inequality (5.39) to deduce
1
εα
N0,p(Fτε , ε) ≥
1
εα
N0,2(Fτε , ε) ≥ Nα,2(Fτε , ε) ≥
0.9
εα
N0,2(Fτ ,
3
2
ε) ≥ 0.9A∗α
we obtain
e2/3Fτε+h({0}) ≥ N0,p(Fτε , ε)−
( 8e3chN
hb20Nα,2(Fτε , ε)
)1/2( p
β
)p
εβ
≥ 0.9A∗αεα −
(24eN3/2E1/2
b200.9A
∗
α
)1/2( 3 + 2α
1− α− η
) 3
2
+α
εβ ≥ 0.9
2
A∗αε
α
where for the last inequality we used β − α = 1−3α−η
2
> 0, εβ−α ≤ C∗α
N3/4E1/4
, and(24e
0.9
)1/2( 3 + 2α
1− α− η
) 3
2
+α 1
174
≤
(24e
0.9
)1/2 48/5
174
<
0.9
2
.
Thus, at the time tε := τε + h = τ + 2
(
1− (2
3
)α)−1
εα + 1
3
√
NE
, we obtain
Ftε({0}) = Fτε+h({0}) ≥
0.9
2e2/3
A∗αε
α >
1
5
A∗αε
α.
The inequality (5.38) follows from this and the non-decrease of t 7→ Ft({0})ect on [0,∞). This
completes the proof. ✷
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Remark 5.7. In comparison with the previous results in [14], [21] on the occurrence of con-
densation (i.e. Ft({0}) > 0) in finite time, Proposition 5.6 not only provides a simple condition
(5.36) with τ = 0 for the initial data F0, but also gives an explicit and useful lower bound
(5.37) for condensation. Note that the last term
(
N
A∗α
)1/α
in min{· · · } in (5.35) (same thing for(
3
2
)1/4( N
A∗α
)1/α
in (5.25) ) is just for ε to be in a possible range. In fact, from N ≥ N0,2(Fτ , ε)
one sees that the inequality (5.36) implies N ≥ A∗αεα. In applications of Proposition 5.6 the
number ε will be chosen much less than
(
N
A∗α
)1/α
. See below.
Example of bounded initial data. Here we show that for any N > 0, E > 0, there are
many bounded and smooth initial data that satisfy the condition in Proposition 5.6 for τ = 0.
Let α,A∗α, B
∗
α, C
∗
α be given in Proposition 5.6. For any N > 0, E > 0, let
0 < ε ≤ min
{( B∗α√
NE
)1/α
,
2
3
,
( C∗α
N3/4E1/4
) 2
1−3α−η
,
E
2N
,
( N
27A∗α
)1/α}
,
δ = 3
E
N
, a =
2E
ε(δ − ε) , b =
2N(2E
N
− ε)
δ(δ − ε) ,
g0(x) = a1[ 1
4
ε, 3
4
ε](x) + b1[ 1
4
δ, 3
4
δ](x), dG0(x) = g0(x)dx.
We compute (notice that ε ≤ 1
6
δ)
N(G0) =
1
2
(aε+ bδ) = N, E(G0) =
1
4
(aε2 + bδ2) = E,
G0([0, ε]) =
1
2
aε =
E
3E
N
− ε >
N
3
≥ 9A∗αεα.
Let J(x) = c1e
− 1
1−x2 1(−1,1)(x) where c1 > 0 is such that
∫
R
J(x)dx = 1. Let Jλ(x) =
1
λ
J(x
λ
) (λ >
0), choose λ = 1
8
ε, and consider f0(x) =
1√
x
(Jλ ∗ g0)(x) (convolution). It is easily seen that
0 ≤ f0 ∈ C∞c (R) and suppf0 ⊂ [14ε − λ, 34δ + λ] = [18ε, 34δ + 18ε]. Let F0 ∈ B+1 (R≥0) be defined
by dF0(x) = f0(x)
√
x dx. By simple calculation (using δ ≥ 6ε) we have
N(F0) = N(G0) = N, E(F0) = E(G0) = E, F0([0, ε]) = G0([0, ε]) ≥ 9A∗αεα.
Thus (since (1− x3
2
ε
)2 ≥ 1
9
for all x ∈ [0, ε] )
N0,2(F0,
3
2
ε) ≥ 1
9
F0([0, ε]) ≥ A∗αεα.
So F0 (with the number ε) satisfies the condition (5.36) in Proposition 5.6 for τ = 0. ✷
Theorem 5.8. Let B(v − v∗, ω) satisfy Assumption 1.1 with 0 ≤ η < 1/4, and let F0 ∈
B+1 (R≥0) with N := N(F0) > 0, E := E(F0) > 0 satisfy the low temperature condition T/T c =
2.2720 E
N5/3
< 1. Let Ft ∈ B+1 (R≥0) with the initial datum F0 be a conservative measure-valued
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isotropic solution of Eq.(1.1) on [0,∞) obtained in Proposition 3.4. Then, for the constant
1
20
< λ < 1
19
given in Theorem 1.4, we have∣∣Ft({0})− (1− (T/T c)3/5)N∣∣ ≤ C(1 + t)− 1−η2(4−η)λ ∀ t ≥ 0
where the constant C > 0 depends only on N,E, b0, η and λ.
Proof. Let N0 = Fbe({0}) = (1− (T/T c)3/5)N . From Lemma 2.1, Theorem4.4 we have
R(t) := sup
τ≥t
‖Fτ − Fbe‖◦1 ≤ C1 sup
τ≥t
√
S(Fbe)− S(Fτ ) ≤ C2(1 + t)−λ/2 ∀ t ≥ 0 (5.41)
where here and below C > 0, Ci > 0 (i = 1, 2, ..., 8), τ0 > 0 and t0 > 1 are finite constants that
depend only on N,E, b0, η and λ.
Step1. Let A∗α, B
∗
α, C
∗
α be given in Proposition 5.6 with α =
1
10
(1− 4η), let
ε0 = min
{( B∗α√
NE
)1/α
,
2
3
,
( C∗α
N3/4E1/4
) 2
1−3α−η
,
( N0
2A∗α
)1/α}
and let k0 = 2(1−
(
2
3
)α
)−1ε0α + 13√NE . We prove that there is τ0 > 0 such that
Ft({0}) ≥ 1
5
A∗αε
α
0 ∀ t ≥ τ0 + k0. (5.42)
Let Fbe be the unique Bose-Einstein distribution having the mass and energy N,E. For any
ε > 0, p ≥ 1, using the conservation of mass and 0 ≤ 1− [(1− x/ε)+]p ≤ pεx we have
|N0,p(Ft, ε)−N0,p(Fbe, ε)| =
∣∣∣ ∫
R≥0
(1− [(1− x/ε)+]p)d(Ft − Fbe)(x)
∣∣∣ ≤ p
ε
‖Ft − Fbe‖◦1. (5.43)
From this and N0,p(Fbe, ε) ≥ Fbe({0}) = N0 we obtain
N0,p(Ft, ε) ≥ N0,p(Fbe, ε)− p
ε
‖Ft − Fbe‖◦1 ≥ N0 −
p
ε
‖Ft − Fbe‖◦1. (5.44)
Since ‖Ft − Fbe‖◦1 ≤ C2(1 + t)−λ/2, there is τ0 > 0 such that
2
ε0
‖Ft − Fbe‖◦1 <
N0
2
∀ t ≥ τ0 hence N0,p(Ft, ε0) ≥ 1
2
N0 ∀ t ≥ τ0, ∀ 1 ≤ p ≤ 2.
Note that ε 7→ N0,2(Ft, ε) is non-decreasing. We then deduce from the choice of ε0 that
N0,2(Ft,
3
2
ε0) ≥ N0,2(Ft, ε0) ≥ 1
2
N0 ≥ A∗αεα0 ∀ t ≥ τ0.
Thus by Proposition 5.6 we conclude Ft+k0({0}) ≥ 15A∗αεα0 . Since this holds for all t ≥ τ0, we
obtain (5.42).
Step2. According to (5.41), we need only prove that there is t0 > 1 such that
|Ft({0})−N0| ≤ C
(
R(t− 1)) 1−η4−η ∀ t ≥ t0. (5.45)
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Using (5.24) (see Lemma 5.4), (5.44) for p = 3/2, the lower bound (5.42), and denoting c =√
NE, C3 =
1
5
A∗αε
α
0 , we have for all 0 < h ≤ 1, 0 < ε ≤ 1
Ft({0}) ≥ e−2chN0,3/2(Ft−h, ε)− e−2ch
( 8e3chN
hb20Ft−h({0})
)1/2( 3
1− η
)3/2
ε
1−η
2
≥ (1− 2ch)N0 − 3
2ε
‖Ft−h − Fbe‖◦1 −
( 8N
hb20C3
)1/2( 3
1− η
)3/2
ε
1−η
2
≥ (1− 2ch)N0 − 3
2ε
R(t− h)− C4h− 12ε
1−η
2 ∀ t ≥ τ0 + k0 + h. (5.46)
Here we used e−2ch ≥ 1− 2ch, e−2che3ch/2 < 1. Now we consider
0 < ε ≤ C5 := min
{
1,
(2cN0
C4
) 2
1−η
}
, h = hε =
( C4
2cN0
)2/3
ε
1−η
3 .
For all 0 < ε ≤ C5 we have 0 < hε ≤ 1 and from (5.46) we obtain
Ft({0}) ≥ N0 − 3
2ε
R(t− 1)− C6ε
1−η
3 ∀ t ≥ τ0 + k0 + 1. (5.47)
Since R(t−1) ≤ C2t−λ/2, we choose t0 ≥ τ0+k0+1 large enough such that
(
R(t−1)) 34−η < C5
for all t ≥ t0. Then for every t ≥ t0, taking ε =
(
R(t− 1)) 34−η we obtain from (5.47) that
Ft({0}) ≥ N0 − C7
(
R(t− 1)) 1−η4−η ∀ t ≥ t0. (5.48)
On the other hand using the inequality (5.43) for p = 1 we have
Ft({0}) ≤ N0,1(Ft, ε) ≤ N0,1(Fbe, ε) + 1
ε
‖Ft − Fbe‖◦1
= Fbe({0}) +
∫
(0,ε]
(
1− x
ε
) 1
ex/κ − 1
√
x dx+
1
ε
‖Ft − Fbe‖◦1
≤ N0 + 2κ
√
ε+
1
ε
R(t) ∀ t ≥ 0, ∀ ε > 0. (5.49)
Minimizing the right hand side of (5.49) with respect to ε ∈ (0,∞) gives
Ft({0}) ≤ N0 + C8
(
R(t)
)1/3 ≤ N0 + C8(R(t− 1)) 1−η4−η ∀ t ≥ t0. (5.50)
Combining (5.48) and (5.50) we obtain (5.45) with the constant C = max{C7, C8}. ✷
Finally at the end of this section we finish the proof of Theorem 1.4:
Proof of Theorem 1.4. We need only prove the algebraic decay rate of ‖F−Fbe‖1 since the
algebraic decay rate of S(Fbe)− S(Ft) has been proven by Theorem 4.4. Let Ci (i = 1, 2, ..., 8)
denote finite positive constants that depend only on N,E, b0, η and λ. Since Ft conserves the
mass and energy, it follows from Lemma 2.1 and Theorem 4.4 that
‖F − Fbe‖◦1 ≤ C1
(
S(Fbe)− S(Ft)
)1/2 ≤ C2(1 + t)−λ/2 ∀ t ≥ 0. (5.51)
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Now if T/T c < 1, then by Lemma 2.1, Theorem 5.8, and (5.51) we have
‖Ft − Fbe‖1 ≤ 2|Ft({0})− Fbe({0})|+ C3(‖Ft − Fbe‖◦1)1/3
≤ C4(1 + t)−
1−η
2(4−η)
λ + C5(1 + t)
−λ/6 ≤ C6(1 + t)−
1−η
2(4−η)
λ ∀ t ≥ 0
while if T/T c ≥ 1, then we have from Lemma 2.1 and (5.51) that
‖Ft − Fbe‖1 ≤ C7(‖F − Fbe‖◦1)1/3 ≤ C8(1 + t)−λ/6 ≤ C8(1 + t)−
1−η
2(4−η)
λ ∀ t ≥ 0.
This completes the proof of Theorem 1.4. ✷
6 Appendix
Here we prove some properties that have been used in the previous sections.
6.1. Some integral equalities. We will use the following integral formula:
(1) (Carleman Representation). Let Ψ be a Borel measurable function on R3 × R3 and it is
nonnegative or satisfies some integrability such that the following integrals make sense)∫
R3×S2
Ψ(v′,v′∗)dωdv∗ = 2
∫
R3
dx
|x|2
∫
R2(x)
Ψ(v − x,v− y)dy (6.1)
for almost all v ∈ R3, where (v′,v′∗) is given in the ω-representation (1.2) and dy in
∫
R2(x)
{· · · }dy
is the Lebesgue measure element on the plan R2(x) = {y ∈ R3 |y⊥x}.
(2) (see e.g.[18]). Let Ψ be continuous on (R3 \ {0}) × (R3 \ {0}) and suppose that Ψ is
nonnegative or generally such that the following integrals makes sense. Then we have∫
R3
dx
|x|
∫
R2(x)
Ψ(x,y)dy =
∫
R3
dy
|y|
∫
R2(y)
Ψ(x,y)dx. (6.2)
(3) Let Ψ be continuous on R2>0 and suppose that Ψ is nonnegative or generally such that
the following integrals make sense. Then for any x ∈ R3 \ {0} we have∫
R2(x)
Ψ(|y|, |v− y|)dy =
∫ ∞
|vx|
r′∗dr
′
∗
∫ 2π
0
Ψ
(∣∣∣√r′∗2 − |vx|2 + eiθ√|v|2 − |vx|2 ∣∣∣, r′∗)dθ (6.3)
where vx = (v · x|x|) x|x| , i =
√−1. Here for real numbers a, b, θ we just use |a+ eiθb| = (a2+ b2+
2ab cos(θ))1/2 to shorten notation.
By identity |v∗|2 = |v′|2 + |v′∗|2 − |v|2, any function of (..., |v|2/2, |v∗|2/2, |v′|2/2, |v′∗|2/2
)
will be automatically written as a function of (..., |v|2/2, |v′|2/2, |v′∗|2/2
)
.
In the following, for any (x, y, z, s, θ) ∈ R4≥0 × [0, 2π], we denote as the above that x∗ =
(y + z − x)+ and let Y∗ = Y∗(x, y, z, s, θ) be given by (1.19) and Y˜∗ be defined by Y∗(·) with
exchanging y ↔ z i.e.
Y˜∗ = Y∗(x, z, y, s, θ).
52
Lemma 6.1. Let Ψ ∈ C(R5≥0) be such that the following integrals make sense ( for instance
Ψ ≥ 0 on R5≥0 or Ψ is such that integral is absolutely convergent). Then for any v ∈ R3 \ {0}
we have with x = |v|2/2 = r2/2 that∫
R3×S2
|(v− v∗) · ω|
(4π)2
Ψ
(|v− v′|, |v− v′∗|, |v|2/2, |v′|2/2, |v′∗|2/2)dωdv∗
=
1
4π
√
x
∫
R2≥0
1{y+z>x}dydz
∫ (√x+√y)∧(√x∗+√z)
|√x−√y|∨|√x∗−√z|
∫ 2π
0
Ψ
(√
2s,
√
2Y∗, x, y, z
)
dθds
=
1
4π
√
x
∫
R2≥0
1{y+z>x}dydz
∫ (√x+√z)∧(√x∗+√y)
|√x−√z|∨|√x∗−√y|
∫ 2π
0
Ψ
(√
2Y˜∗,
√
2s, x, y, z
)
dθds. (6.4)
Proof. Fix any v = rσ =
√
2xσ (x > 0, σ ∈ S2). Let I(v) be the left hand side of (6.4).
Note that |(v − v∗) · ω| = |v− v′|. Then using (6.1),(6.3) and simple changes of variables and
denoting r∗ =
√
(r′2 + r′∗
2 − r2)+ we compute
(4π)2I(v) = 2
∫
R3
dx
|x|
∫
R2(x)
Ψ
(|x|, |y|, |v|2/2, |v− x|2/2, |v− y|2/2)dy
= 2
∫
R3
dx
|x|
∫ ∞
|vx|
r′∗dr
′
∗
∫ 2π
0
Ψ
(
|x|,
∣∣∣√r′∗2 − |vx|2 + eiθ√|v|2 − |vx|2 ∣∣∣, r22 , |v − x|22 , r′∗22 )dθ
= 2
∫
R3
dx
|v − x|
∫ ∞
|v· v−x
|v−x|
|
r′∗dr
′
∗
∫ 2π
0
×Ψ
(
|v− x|,
∣∣∣√r′∗2 − |v · v− x|v− x| |2 + eiθ
√
|v|2 − |v · v − x|v − x| |
2
∣∣∣, r2
2
,
|x|2
2
,
r′∗
2
2
)
dθ
=
4π
r
∫
R2≥0,r
′2+r′∗
2>r2
r′r′∗dr
′dr′∗
∫ (r′+r)∧(r∗+r′∗)
|r′−r|∨|r′∗−r∗|
ds
×
∫ 2π
0
Ψ
(
s,
∣∣∣√r′∗2 − (r2 − r′2 + s2)24s2 + eiθ
√
r2 − (r
2 − r′2 + s2)2
4s2
∣∣∣, r2
2
,
r′2
2
,
r′∗
2
2
)
dθ
=
4π√
x
∫
R2≥0,y+z>x
dydz
∫ (√x+√y)∧(√x∗+√z)
|√x−√y|∨|√x∗−√z|
∫ 2π
0
Ψ
(√
2s,
√
2Y∗, x, y, z
)
dθds (6.5)
where in the above calculation we have used the following properties: if r > 0, r′ > 0, r′∗ >
0, r∗ > 0,−1 < t < 1, s > 0, then
r′∗ >
|r2 − rr′t|√
r2 + r′2 − 2rr′t =⇒ r
′2 + r′∗
2
> r2; r′∗ >
|r2 − r′2 + s2|
2s
⇐⇒ |r′∗ − r∗| < s < r′∗ + r∗.
By the way, we also have the following relation
|√x−√y| ∨ |√x∗ −
√
z| ≤ s ≤ (√x+√y) ∧ (√x∗ +
√
z) and s > 0
=⇒ z − (x− y + s
2)2
4s2
≥ 0 and x− (x− y + s
2)2
4s2
≥ 0 (6.6)
which is useful when dealing with Y∗ = Y∗(x, y, z, s, θ).
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Next using the formula (6.2) and (6.5) with exchanges x↔ y, y ↔ z we also have
(4π)2I(v) = 2
∫
R3
dy
|y|
∫
R2(x)
Ψ
(|x|, |y|, |v|2/2, |v− x|2/2, |v− y|2/2)dx
= 2
∫
R3
dx
|x|
∫
R2(y)
Ψ
(|y|, |x|, |v|2/2, |v− y|2/2, |v− x|2/2)dy
=
4π√
x
∫
R2≥0,y+z>x
dydz
∫ (√x+√y)∧(√x∗+√z)
|√x−√y|∨|√x∗−√z|
∫ 2π
0
Ψ
(√
2Y∗,
√
2s, x, z, y
)
dθds
=
4π√
x
∫
R2≥0,y+z>x
dydz
∫ (√x+√z)∧(√x∗+√y)
|√x−√z|∨|√x∗−√y|
∫ 2π
0
Ψ
(√
2Y˜∗,
√
2s, x, y, z
)
dθds.
✷
Lemma 6.2. Let Ψ ∈ C(R5≥0). Then for any y > 0, z > 0∫
S2×S2
dσdσ∗
∫
S2
|(v− v∗) · ω|
(4π)2
Ψ
(|v− v′|, |v− v′∗|, |v|2/2, |v′|2/2, |v′∗|2/2)dω
=
1√
2yz
∫ y+z
0
dx
∫ (√y+√x)∧(√z+√x∗)
|√y−√x|∨|√x∗−√z|
∫ 2π
0
Ψ
(√
2s,
√
2Y∗, x, y, z
)
dθds (6.7)
where in the left integral v =
√
2y σ, v∗ =
√
2z σ∗.
Proof. It is easily seen that both sides of (6.7) are continuous in (y, z) ∈ R2>0. Take any
ψ ∈ Cc(R2≥0). We compute with change of variables and using Lemma 6.1∫
R2≥0
ψ(y, z)
√
y
√
z
(∫
S2×S2
dσdσ∗
∫
S2
|(v − v∗) · ω|
(4π)2
×Ψ(|v− v′|, |v− v′∗|, |v|2/2, |v′|2/2, |v′∗|2/2)
∣∣∣
v=
√
2y σ, v∗=
√
2z σ∗
dω
)
dydz
=
1
2
∫
R3×R3×S2
ψ(|v|2/2, |v∗|2/2) |(v− v∗) · ω|
(4π)2
×Ψ(|v− v′|, |v− v′∗|, |v|2/2, |v′|2/2, |v′∗|2/2)dωdvdv∗
=
1
2
∫
R3×R3×S2
ψ(|v′|2/2, |v′∗|2/2)
|(v− v∗) · ω|
(4π)2
×Ψ(|v− v′|, |v− v′∗|, |v|2/2, |v′|2/2, |v′∗|2/2)dωdvdv∗
=
∫
R2≥0
ψ(y, z)
√
yz
( 1√
2yz
∫ y+z
0
dx
∫ (√x+√y)∧(√x∗+√z)
|√x−√y|∨|√x∗−√z|
∫ 2π
0
Ψ
(√
2s,
√
2Y∗, x, y, z
)
dθds
)
dydz.
Since ψ is arbitrary, this implies (6.7) by continuity. ✷
Lemma 6.3. Let Φ ∈ C(R2≥0). Then for any x, y, z ≥ 0 satisfying x∗ := y+ z−x ≥ 0 we have∫ (√x+√z)∧(√x∗+√y)
|√x−√z|∨|√x∗−√y|
ds
∫ 2π
0
Φ(
√
2Y˜∗,
√
2s)dθ =
∫ (√x+√y)∧(√x∗+√z)
|√x−√y|∨|√x∗−√z|
ds
∫ 2π
0
Φ(
√
2s,
√
2Y∗)dθ
(6.8)
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and ∫ (√x+√y)∨(√x∗+√z)
|√x−√y|∨|√x∗−√z|
ds
∫ 2π
0
√
zs√
yY∗ +
√
zs
Φ(
√
2s,
√
2Y∗)dθ
+
∫ (√x+√z)∧(√x∗+√y)
|√x−√z|∨|√x∗−√y|
ds
∫ 2π
0
√
ys
√
zY˜∗ +
√
ys
Φ(
√
2Y˜∗,
√
2s)dθ
=
∫ (√x+√y)∨(√x∗+√z)
|√x−√y|∨|√x∗−√z|
ds
∫ 2π
0
Φ(
√
2s,
√
2Y∗)dθ. (6.9)
Proof. Recall (
√
x+
√
y)∧ (√x∗+
√
z)−|√x−√y| ∨ |√x∗−
√
z| = 2min{√x,√x∗,√y,
√
z }.
If min{√x,√x∗,√y,
√
z} = 0, then the above integrals are all zero.
In the following we suppose min{√x,√x∗,√y,
√
z} > 0. Take any ψ ∈ Cc(R2≥0). Applying
the second equality in (6.4) of Lemma 6.1 to the function Φ
(|v−v′|, |v−v′∗|)ψ(|v′|2/2, |v′∗|2/2)
we have ∫
R2≥0,y+z>x
ψ(y, z)
(∫ (√x+√y)∧(√x∗+√z)
|√x−√y|∨|√x∗−√z|
ds
∫ 2π
0
Φ
(√
2s,
√
2Y∗
)
dθ
)
dydz
=
∫
R2≥0,y+z>x
ψ(y, z)
(∫ (√x+√z)∧(√x∗+√y)
|√x−√z|∨|√x∗−√y|
ds
∫ 2π
0
Φ
(√
2Y˜∗,
√
2s
)
dθ
)
dydz.
Since ψ ∈ Cc(R2≥0) is arbitrary and both sides of (6.8) are continuous in (x, y, z), this implies
that (6.8) holds true.
To prove (6.9), we fix x, y, z mentioned in the lemma and apply Lemma 6.3 to continuous
functions
(r, ρ) 7→ Φn(r, ρ) =
√
2z r√
2y ρ+
√
2z r + 1/n
Φ(r, ρ), (r, ρ) ∈ R2≥0
to get the revelent equality and then letting n→∞ and using Lebesgue dominated convergence
we obtain the equality∫ (√x+√y)∨(√x∗+√z)
|√x−√y|∨|√x∗−√z|
ds
∫ 2π
0
√
zs√
y Y∗ +
√
z s
Φ(
√
2s,
√
2Y∗)dθ
=
∫ (√x+√z)∨(√x∗+√y)
|√x−√z|∨|√x∗−√y|
ds
∫ 2π
0
√
zY˜∗√
ys+
√
zY˜∗
Φ(
√
2Y˜∗,
√
2s)dθ.
From this and (6.8) it is easily deduced (6.9). ✷
Remark 6.4. Applying (6.8) to the function Φ(r, ρ) given in (1.9) one sees that the function
W (x, y, z) (defined in (1.17),(1.18)) is symmetric in y, z, i.e. W (x, y, z) ≡W (x, z, y) on R3≥0.
The following lemma deals with equalities for total integration where the integrand Ψ can
be arbitrary nonnegative Lebesgue measurable function.
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Lemma 6.5. Let 0 ≤ Φ ∈ Cb(R2≥0), Ψ : R3≥0 → R≥0 be Lebesgue measurable. Then∫
R3×R3×S2
|(v − v∗) · ω|
(4π)2
Φ
(|v − v′|, |v− v′∗|)Ψ(|v|2/2, |v′|2/2, |v′∗|2/2)dωdv∗dv
=
√
2
∫
R3≥0
1{y+z>x}Ψ(x, y, z)
(∫ (√x+√y)∧(√x∗+√z)
|√x−√y|∨|√x∗−√z|
∫ 2π
0
Φ
(√
2s,
√
2Y∗
)
dθds
)
dxdydz
=
√
2
∫
R3≥0
1{y+z>x}Ψ(x, y, z)
(∫ (√x+√z)∧(√x∗+√y)
|√x−√z|∨|√x∗−√y|
∫ 2π
0
Φ
(√
2Y˜∗,
√
2s
)
dθds
)
dxdydz.(6.10)
Proof. We need only prove the first equality sign in (6.10) since, by Lemma 6.3, the second
equality holds true. [In fact, using the same proof below one sees that the first line in (6.10)
also equals to the third line.] For notation convenience we define the measure µ on R3 × S2 by
dµ(v∗, ω) =
|(v− v∗) · ω|
(4π)2
Φ
(|v − v′|, |v− v′∗|)dωdv∗
and let
̺(x, y, z) =
√
2 · 1{y+z>x}
∫ (√x+√y)∧(√x∗+√z)
|√x−√y|∨|√x∗−√z|
∫ 2π
0
Φ
(√
2s,
√
2Y∗
)
dθds, (x, y, z) ∈ R3≥0.
Then the first equality in (6.10) is written∫
R3×R3×S2
Ψ(|v|2/2, |v′|2/2, |v′∗|2/2
)
dµ(v∗, ω)dv =
∫
R3≥0
Ψ(x, y, z)̺(x, y, z)dxdydz. (6.11)
From (1.21) we have
0 ≤ ̺(x, y, z) ≤
√
2 · 4π‖Φ‖∞1{y+z>x}min{
√
x,
√
x∗,
√
y,
√
z } ∀ (x, y, z) ∈ R3≥0. (6.12)
Then it is easily proved that ̺ is continuous on R3≥0. But in the present proof, we need only the
inequality (6.12) and the fact that ̺ is Lebesgue measurable on R3≥0. Now let us prove (6.11).
Step1. We prove that if 0 ≤ Ψ ∈ C(R3≥0), then (6.11) holds true. In fact, starting from
the left hand side of (6.11), using Fubini theorem and changing variable v =
√
2x ω˜, ω˜ ∈ S2,
and then applying Lemma 6.1 to the nonnegative continuous function (x1, x2, x3, x4, x5) 7→
Φ(x1, x2)Ψ(x3, x4, x5), one obtains the equality (6.11).
Step2. Suppose that Ψ is Lebesgue measurable on R3≥0 satisfying
0 ≤ Ψ(x, y, z) < M and 0 ≤ Ψ(x, y, z) ≤M1[0,R]3(x, y, z) ∀ (x, y, z) ∈ R3≥0
for some constants 0 < M,R <∞. In this case we prove that (6.11) holds true.
In fact for any n ∈ N, applying Lusin’s theorem (see e.g. a proof in [28]) there exists a
function Ψn ∈ C(R3) satisfying
0 ≤ Ψn(x, y, z) < M ∀ (x, y, z) ∈ R3; suppΨn ⊂ [−1/n,R + 1/n]3
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such that
mes({(x, y, z) ∈ [0, R]3 | Ψ(x, y, z) 6= Ψn(x, y, z)}) < 1
n
.
Then it is easily seen that Ψn → Ψ (n→∞) in L1(R3≥0). So there is a subsequence {Ψnk}∞k=1 and
a null set Z ⊂ R3≥0 such that Ψnk(x, y, z)→ Ψ(x, y, z) (k→∞) for all (x, y, z) ∈ R≥0 \Z. Note
that from the bound in (6.12) we also have the weighted strong convergence: Ψn → Ψ (n→∞)
in L1(R3≥0, ̺(x, y, z)dxdydz). It is easily proved that the set
Z˜ = {(v,v∗, ω) ∈ R3 × R3 × S2 | (|v|2/2, |v′|2/2, |v′∗|2/2) ∈ Z}
has measure zero with the measure dµ(v∗, ω)dv (here as usual we may assume that the product
measure dµ(v∗, ω)dv is a complete measure). Thus Ψnk(|v|2/2, |v′|2/2, |v′∗|2/2
)
→ Ψ(|v|2/2, |v′|2/2, |v′∗|2/2
)
(k → ∞) for all (v,v∗, ω) ∈ R3 × R3 × S2 \ Z˜. Since, by Step1,
Ψnk satisfy (6.11), it follows from Fatou’s lemma that∫
R3×R3×S2
Ψ(|v|2/2, |v′|2/2, |v′∗|2/2
)
dµ(v∗, ω)dv ≤
∫
R3≥0
Ψ(x, y, z)̺(x, y, z)dxdydz. (6.13)
Since |Ψ−Ψn| have the same properties as Ψ (just by replacing R with R+ 1), the inequality
(6.13) holds also for |Ψ − Ψn| and thus Ψn → Ψ (n → ∞) in L1(R3 × R3 × S2, dµ(v∗, ω)dv).
We then conclude that Ψ satisfies the equality (6.11).
Step3. Let Ψ be given in the lemma and let
Ψn(x, y, z) = Ψ(x, y, z)1{Ψ(x,y,z)<n}1[0,n]3(x, y, z), (x, y, z) ∈ R3≥0, n ∈ N.
Then Ψn satisfy the conditions in Step2 with M = R = n. So (6.11) holds for all Ψn. Also
we have 0 ≤ Ψn ≤ Ψn+1 and lim
n→∞
Ψn(x, y, z) = Ψ(x, y, z) for all (x, y, z) ∈ R3≥0. Thus taking
the limit n→∞ to (6.11) for Ψn we conclude from Levi’s monotone convergence theorem that
(6.11) holds true for Ψ. ✷
6.2. Equivalence of Solutions. In [19] the measure-valued isotropic solution is defined for
the measure F¯ ∈ B+2 (R≥0) whose special case is dF¯ (r) = 4πr2f(r2/2)dr, and the corresponding
integrands JB[ϕ](r, r∗), KB[ϕ](r, r′, r′∗) for quadratic and cubic collision integrals are defined as
follows: denote
B(|v− v∗|, cos(θ)) = |v − v∗| cos(θ)
(4π)2
Φ(|v − v∗| cos(θ), |v− v∗| sin(θ))
θ = arccos(|(v− v∗) · ω|/|v− v∗|), and for any ϕ ∈ C2b (R≥0), let
JB[ϕ](r, r∗) =
2
(4π)2
∫
S2×S2
dσdσ∗
∫ π/2
0
B(|v− v∗|, cos(θ)) sin(θ)dθ
×
∫ 2π
0
(
ϕ(|v′|2/2)− ϕ(|v|2/2))dϑ∣∣∣
v=rσ,v∗=r∗σ∗
,
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KB[ϕ](r, r
′, r′∗) =
4
(4π)3
∫
S2×S2
dσdσ′
∫ 2π
0
1{r′∗>r|σ·ξ|}
∆ϕ(r2/2, r′2/2, r′∗
2/2)
Xr′∗ + Y r′
Φ(X, Y )dϑ
if (r′ − r)(r′∗ − r) 6= 0,
KB[ϕ](r, r
′, r′∗) = 0 if (r
′ − r)(r′∗ − r) = 0
where (v′,v′∗) is given by the ω-representation (1.2),
|v′|2 = r2 sin2(θ) + r2∗ cos2(θ)− 2rr∗ sin(θ) cos(θ)
√
1− 〈σ, σ∗〉 cos(ϑ),
|v′∗|2 = r2 cos2(θ) + r2∗ sin2(θ) + 2rr∗ sin(θ) cos(θ)
√
1− 〈σ, σ∗〉 cos(ϑ),
∆ϕ(r2/2, r′2/2, r′∗
2
/2) = ϕ(r2/2) + ϕ(r2∗/2)− ϕ(r′2/2)− ϕ(r′∗2/2),
r∗ =
√
(r′2 + r′∗
2 − r2)+,
X = |rσ − r′σ′|, Y =
∣∣∣√r′∗2 − |〈rσ, ξ〉|2 + eiϑ√r2 − 〈rσ, ξ〉2∣∣∣, r′∗ > |rσ · ξ|, (6.14)
ξ =
rσ − r′σ′
|rσ − r′σ′| if rσ 6= r
′σ′; ξ = σ if rσ = r′σ′. (6.15)
Note that r′∗ > |rσ · ξ| implies r′2 + r′∗2 > r2, and using (1.16) we have
|∆ϕ(r2/2, r′2/2, r′∗2/2)| ≤
1
4
‖ϕ′′‖∞|(r′2 − r2)(r′∗2 − r2)|
from which one sees that if (r′ − r)(r′∗ − r) 6= 0 and r′∗ > r|σ · ξ| then X ≥ |r′ − r| > 0, Y ≥
|r′∗ − r| > 0 and so KB[ϕ](r, r′, r′∗) is well defined on R3≥0. Also it has been proven in [19] that
JB[ϕ], KB[ϕ] are continuous on R
2
≥0,R
3
≥0 respectively.
Definition 6.6. ([19]) Let B(v − v∗, ω) be given by (1.4), (1.9). Let F¯0 ∈ B+2 (R≥0). We
say that a family {F¯t}t≥0 ⊂ B+2 (R≥0), or simply F¯t, is a conservative measure-valued isotropic
solution of Eq.(1.1) on the time-interval [0,∞) with the initial datum F¯t|t=0 = F¯0 if
(i)
∫
R≥0
(1, r2)dF¯t(r) =
∫
R≥0
(1, r2)dF¯0(r) for all t ∈ [0,∞),
(ii) for every ϕ ∈ C2b (R≥0), t 7→
∫
R≥0
ϕ(r2/2)dF¯t(r) belongs to C
1([0,∞)),
(iii) for every ϕ ∈ C2b (R≥0) and t ∈ [0,∞),
d
dt
∫
R≥0
ϕ(r2/2)dF¯t(r)
=
∫
R2≥0
JB[ϕ](r, r∗)dF¯t(r)dF¯t(r∗) +
∫
R3≥0
KB[ϕ](r, r
′, r′∗)dF¯t(r)dF¯t(r
′)dF¯t(r′∗).
It has been proven in [19] that for any F¯0 ∈ B+2 (R≥0), the Eq.(1.1) with the initial datum
F¯ |t=0 = F¯0 has a conservative measure-valued isotropic solution on [0,∞) in the sense of
Definition6.6.
Let F ∈ B+1 (R≥0), F¯ ∈ B+2 (R≥0) be defined from each other by
F (A) =
1
4π
√
2
∫
R≥0
1A(r
2/2)dF¯ (r), F¯ (A) = 4π
√
2
∫
R≥0
1A(
√
2x)dF (x) (6.16)
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for all Borel sets A ⊂ R≥0. It is easily seen that if F ∈ B+1 (R≥0), F¯ ∈ B+2 (R≥0) are given
through one of the equalities in (6.16), then
4π
√
2
∫
R≥0
ϕ(x)dF (x) =
∫
R≥0
ϕ(r2/2)dF¯ (r) (6.17)
for all Borel measurable functions ϕ on R≥0 satisfying sup
x≥0
(1 + x)−1|ϕ(x)| <∞. In the special
case where F and F¯ are given by dF (x) = f(x)
√
x dx, dF¯ (r) = 4πf(r2/2)r2dr, the above
relation is just the change of variable.
The following lemma and proposition show that the Definition 1.2 and Definition 6.6 are
equivalent. This also ensures the existence of solutions in the sense of Definition 1.2.
Lemma 6.7. Let B(v − v∗, ω) be given by (1.4), (1.9), and let F¯ ∈ B+2 (R≥0), F ∈ B+1 (R≥0) be
given through one of the equalities in (6.16). Then for any ϕ ∈ C2b (R≥0) we have∫
R2≥0
JB[ϕ](r, r∗)dF¯ (r)dF¯ (r∗) = 4π
√
2
∫
R2≥0
J [ϕ](y, z)dF (y)dF (z), (6.18)
∫
R3
≥0
KB[ϕ](r, r
′, r′∗)dF¯ (r)dF¯ (r
′)dF¯ (r′∗) = 4π
√
2
∫
R3
≥0
K[ϕ](x, y, z)dF (x)dF (y)dF (z). (6.19)
Proposition 6.8. Let Ft ∈ B+1 (R≥0), F¯t ∈ B+2 (R≥0) satisfy one of the equalities in (6.16) for
every t ∈ [0,∞). Then Ft is a conservative measure-valued isotropic solution of Eq.(1.1) in the
sense of Definition 1.2, if and only if F¯t is a conservative measure-valued isotropic solution of
Eq.(1.1) in the sense of Definition 6.6.
Proof of Lemma 6.7 and Proposition 6.8. From (6.17) we see that Proposition 6.8
follows easily from Lemma 6.7. So we need only prove Lemma 6.7.
We first prove that for any ϕ ∈ C2c (R) and any (r, r∗) ∈ R2≥0∫
S2×S2
dσdσ∗
∫
S2
|(v − v∗) · ω|
(4π)2
Φ(|v − v′|, |v− v′∗|)
×
(
ϕ(|v′|2/2) + ϕ(|v′∗|2/2)− ϕ(|v|2/2)− ϕ(|v∗|2/2)
)∣∣∣
v=rσ,v∗=r∗σ∗
dω
= 4π
√
2J [ϕ](r2/2, r2∗/2). (6.20)
It is easily seen that the right hand side of (6.20) is also continuous in (r, r∗) ∈ R2≥0. Thus
we need only prove (6.20) for all (r, r∗) ∈ R2>0. Let (r, r∗) ∈ R2>0. Using Lemma 6.2 to
y = r2/2, z = r2∗/2 and recalling definition of J [ϕ] we have
the l.h.s. of (6.20) =
1√
2yz
∫ y+z
0
dx
∫ (√y+√x)∧(√z+√x∗)
|√y−√x|∨|√x∗−√z|
ds
∫ 2π
0
Φ(
√
2s,
√
2Y∗)
×(ϕ(x∗) + ϕ(x)− ϕ(z)− ϕ(y))dθ∣∣∣
v=
√
2z σ,v∗=
√
2y σ∗
= 4π
√
2J [ϕ](y, z) = 4π
√
2J [ϕ](r2/2, r2∗/2).
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Now first making exchanges r ↔ r∗, σ ↔ σ∗ and using
∫ 2π
0
g(cosϑ)dϑ =
∫ 2π
0
g(− cosϑ)dθ and
then using (6.20) we compute∫
R2≥0
JB[ϕ](r, r∗)dF¯ (r)dF¯ (r∗)
=
1
(4π)2
∫
R2≥0
∫
S2×S2
dσdσ∗
∫ π/2
0
B(|v − v∗|, cos(θ)) sin(θ)dθ
×
∫ 2π
0
(
ϕ(|v′|2/2) + ϕ(|v′∗|2/2)− ϕ(|v|2/2)− ϕ(|v∗|2/2)
)
dϑ
∣∣∣
v=rσ,v∗=r∗σ∗
dF¯ (r)dF¯ (r∗)
=
1
(4π)2
1
2
∫
R2≥0
∫
S2×S2
dσdσ∗
∫
S2
|(v− v∗) · ω|
(4π)2
Φ(|v − v′|, |v− v′∗|)
×
(
ϕ(|v′|2/2) + ϕ(|v′∗|2/2)− ϕ(|v|2/2− ϕ(|v∗|2/2)
)
dω
∣∣∣
v=rσ,v∗=r∗σ∗
dF¯ (r)dF¯ (r∗)
=
1
(4π)2
1
2
4π
√
2
∫
R2≥0
J [ϕ](r2/2, r2∗/2)dF¯ (r)dF¯ (r∗)
= 4π
√
2
∫
R2≥0
J [ϕ](y, z)dF (y)dF (z).
Next by definition of KB[ϕ](r, r
′, r′∗) and its properties mentioned above we see that for any
r ≥ 0, r′ ≥ 0, r′∗ ≥ 0 satisfying (r′ − r)(r′∗ − r) = 0, or r′2 + r′∗2 − r2 ≤ 0, or r′∗ = 0, then
KB[ϕ](r, r
′, r′∗) = 0. So we need only consider the integration domain
R = {(r, r′, r′∗) ∈ R≥0 | (r′ − r)(r′∗ − r) 6= 0 and r′2 + r′∗2 − r2 > 0 and r′∗ > 0}.
Then we have∫
R3≥0
KB[ϕ](r, r
′, r′∗)dF¯ (r)dF¯ (r
′)dF¯ (r′∗) =
∫
R
KB[ϕ](r, r
′, r′∗)dF¯ (r)dF¯ (r
′)dF¯ (r′∗)
=
(∫
R1
+
∫
R2
+
∫
R3
)
KB[ϕ](r, r
′, r′∗)dF¯ (r)dF¯ (r
′)dF¯ (r′∗) := I1 + I2 + I3 (6.21)
where R1 = R ∩ {r > 0, r′ > 0},R2 = R ∩ {r = 0, r′ > 0},R3 = R ∩ {r > 0, r′ = 0}.
For the integrand KB[ϕ](r, r
′, r′∗) in the first term I1 we compute using change of variables
(e.g. t = r
2+r′2−s2
2rr′
) and then letting x = r2/2, y = r′2/2, z = r′∗
2/2 (for (r, r′, r′∗) ∈ R1) that
KB[ϕ](r, r
′, r′∗)
=
2
4π
∫ 1
−1
dt
∫ 2π
0
1{r′∗> |r
2−rr′t|√
r2+r′2−2rr′t
}
∆ϕ(r2/2, r′2/2, r′∗
2/2)√
r2 + r′2 − 2rr′tr′∗ + Y r′
Φ(
√
r2 + r′2 − 2rr′t, Y )dθ
=
2
4π
∫ r+r′
|r−r′|
s
rr′
ds
∫ 2π
0
1{r′∗> |r
2−r′2+s2|
2s
}
∆ϕ(r2/2, r′2/2, r′∗
2/2)
sr′∗ + Y r′
Φ(s, Y )dθ
=
1
4π
∆ϕ(x, y, z)√
xyz
∫ (√x+√y)∧(√x∗+√z)
|√x−√y|∨|√x∗−√z|
ds
∫ 2π
0
s
√
z
s
√
z + Y∗
√
y
Φ(
√
2s,
√
2Y∗)dθ.
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Then with exchange y ↔ z and recalling Φ(r, ρ) ≡ Φ(ρ, r), and using Lemma 6.3 we have
I1 = (4π
√
2)3
∫
R3≥0
1R1(2
√
x,
√
2y,
√
2z)KB[ϕ](2
√
x,
√
2y,
√
2z)dF (x)dF (y)dF (z)
=
(4π
√
2)3
4π
∫
R3≥0,(y−x)(z−x)6=0,x>0,y>0,z>0,y+z>x
∆ϕ(x, y, z)√
xyz
×
{∫ (√x+√y)∧(√x∗+√z)
|√x−√y|∨|√x∗−√z|
ds
∫ 2π
0
s
√
z
s
√
z + Y∗
√
y
Φ(
√
2s,
√
2Y∗)dθ
+
∫ (√x+√z)∧(√x∗+√y)
|√x−√z|∨|√x∗−√y|
ds
∫ 2π
0
s
√
y
s
√
y + Y˜∗
√
z
Φ(
√
2s,
√
2Y˜∗)dθ
}
dF (x)dF (y)dF (z)
= 4π
√
2
∫
R3≥0,(y−x)(z−x)6=0,x>0,y>0,z>0,y+z>x
∆ϕ(x, y, z)
4π
√
xyz
×
∫ (√x+√y)∧(√x∗+√z)
|√x−√y|∨|√x∗−√z|
ds
∫ 2π
0
Φ(
√
2s,
√
2Y∗)dθdF (x)dF (y)dF (z)
= 4π
√
2
∫
R3≥0,x>0,y>0,z>0
K[ϕ](x, y, z)dF (x)dF (y)dF (z)
where here and below we used the fact that (y−x)(z−x) = 0 or y+z ≤ x =⇒ K[ϕ](x, y, z) = 0.
To compute I2 we recall definition of X, Y in (6.14),(6.15) to see that (r, r
′, r′∗) ∈ R2 =⇒
r = 0, X = r′ > 0, Y = r′∗ > 0, and so letting x = 0, y = r
′2/2 > 0, z = r′∗
2/2 > 0 gives
KB[ϕ](0, r
′, r′∗) =
1
(4π)3
∫ 1
−1
dt
∫ 2π
0
1{r′∗>0}
∆ϕ(0, r′2/2, r′∗
2/2)
r′r′∗
Φ(r′, r′∗)dθ
=
2π
(4π)3
W (0, y, z)∆ϕ(0, y, z) =
2π
(4π)3
K[ϕ](0, y, z)
and so
I2 = (4π
√
2)3
∫
R3≥0
1R2(
√
2x,
√
2y,
√
2z)K[ϕ](
√
2x,
√
2y,
√
2z)dF (x)dF (y)dF (z)
= 4π
√
2
∫
R3≥0,x=0,y>0,z>0
K(x, y, z)dF (x)dF (y)dF (z).
For the integral I3, we have (r, r
′, r′∗) ∈ R3 =⇒ r′ = 0, r′∗ > X = r > 0, Y =
√
r′∗
2 − r2 and so
letting x = r2/2 > 0, y = 0, z = r′∗
2/2 > 0 gives
KB[ϕ](r, 0, r
′
∗) =
2
(4π)3
∫ 1
−1
dt
∫ 2π
0
1{r′∗>r}
∆ϕ(r2/2, 0, r′∗
2/2)
rr′∗
Φ
(
r,
√
r′∗
2 − r2 )dθ
=
2
(4π)3
4π1{z>x}
∆ϕ(x, 0, z)
2
√
xz
Φ(
√
2x,
√
2(z − x) ) = 2
(4π)2
1{z>x>0}K[ϕ](x, 0, z).
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Then using the symmetry K[ϕ](x, y, z) ≡ K[ϕ](x, z, y) we have
I3 = (4π
√
2)3
∫
R3≥0
1R3(
√
2x,
√
2y,
√
2z)K[ϕ](
√
2x,
√
2y,
√
2z)dF (x)dF (y)dF (z)
= 4π
√
2 · 2
∫
R3≥0,y=0,z>x>0
K[ϕ](x, y, z)dF (x)dF (y)dF (z)
= 4π
√
2
∫
R3≥0,y=0,z>x>0
K[ϕ](x, y, z)dF (x)dF (y)dF (z)
+ 4π
√
2
∫
R3≥0,z=0,y>x>0
K[ϕ](x, y, z)dF (x)dF (y)dF (z).
Taking sum I1 + I2 + I3 and using (6.21) we obtain (6.19). ✷
6.3. Existence and positivity of some potential U(|x|).
Lemma 6.9. Let V ∈ Cb(R≥0) ∩ C2(R>0), V1(r) = V (r)r, and suppose that d2dr2V1(r) is non-
decreasing in (0,∞) and there are constants 0 < δ < 1, C > 0 such that∣∣∣ d
dr
V1(r)
∣∣∣ ≤ C
1 + r2δ
, r > 0;
∫ ∞
0
(1 + rδ)
∣∣∣ d2
dr2
V1(r)
∣∣∣dr <∞.
Let
U(ρ) =
1
2π2ρ3
∫ ∞
0
(
− d
2
dr2
V1(r)
)
sin(ρr)dr, ρ > 0.
Then U(ρ) ≥ 0 for all ρ ∈ (0,∞) and Û(ξ) = V (|ξ|) for all ξ ∈ R3, where Û is the Fourier
transform of the function x 7→ U(|x|) in terms of theory of generalized functions.
Proof. To prove the positivity of U we will use the following property: if f ∈ L1((0,∞)) is
non-negative and non-increasing in (0,∞), then∫ ∞
0
f(r) sin(ρr)dr ≥ 0 ∀ ρ > 0. (6.22)
The proof of (6.22) is easy: first for any 0 < a < b < ∞, according to the second mean-value
theorem of integration, there is c ∈ (a, b) such that ∫ b
a
f(r) sin(ρr)dr = f(a)
∫ c
a
sin(ρr)dr, then
use the fact that 0 ≤ f ∈ L1((0,∞)) implies lim inf
a→0+
f(a)a2 = 0. These deduce (6.22).
To prove the lemma we use approximation: for any ε > 0, let
Uε(x) = (2π)
−3
∫
R3
e−ε|ξ|V (|ξ|)eix·ξdξ, x ∈ R3.
Uε(x) is obviously radially symmetric, so if we denote Uε(ρ) = Uε(x)||x|=ρ, then
Uε(ρ) =
1
2π2ρ
∫ ∞
0
e−εrV1(r) sin(ρr)dr, ρ > 0.
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Next using integration by parts twice we deduce∫ ∞
0
e−εrV1(r) sin(ρr)dr =
1
ε
∫ ∞
0
e−εr
d
dr
V1(r) sin(ρr)dr
+
1
ε2
∫ ∞
0
e−εr
d
dr
V1(r) cos(ρr)ρdr − ρ
2
ε2
∫ ∞
0
e−εrV1(r) sin(ρr)dr.
For the integral that contains cos(ρr), integrating by parts again and reorganizing the results
we obtain
Uε(ρ) =
1
2π2ρ(ε2 + ρ2)
(
2ε
∫ ∞
0
e−εr
d
dr
V1(r) sin(ρr)dr +
∫ ∞
0
e−εr(− d
2
dr2
V1(r)) sin(ρr)dr
)
= U1,ε(ρ) + U2,ε(ρ), ρ > 0.
From the assumption we see that − d2
dr2
V1(r) is non-increasing in (0,∞) and so by integrability
we have − d2
dr2
V1(r) ≥ lim
R→∞
(− d2
dr2
V1(R)) = 0 for all r > 0. From this we see that
d
dr
V1(r)
is non-increasing in (0,∞) and so d
dr
V1(r) ≥ lim
R→∞
d
dr
V1(R) = 0 for all r > 0. Thus the
functions − d2
dr2
V1(r), e
−εr d
dr
V1(r), e
−εr(− d2
dr2
V1(r)) are non-negative and non-increasing in (0,∞)
and belong to L1((0,∞)). By (6.22) we conclude U(ρ) ≥ 0, U1,ε(ρ) ≥ 0, U2,ε(ρ) ≥ 0 hence
Uε(ρ) ≥ 0 for all ρ > 0 (∀ ε > 0). Next we show that
sup
0<ε≤1
Uε(ρ) ≤ C3 1
ρ3−δ
, lim
ε→0
Uε(ρ) = U(ρ) ∀ ρ > 0 (6.23)
Here and below the constants Ci > 0 (i = 1, 2, 3, 4) depend only on V, C and δ.
In fact for all ε > 0, ρ > 0 we have
0 ≤ U1,ε(ρ) ≤ C
π2ρ3
ε
∫ ∞
0
e−εr
(ρr)δ
r2δ
dr =
C1
ρ3−δ
εδ (6.24)
and (using | sin(x)| ≤ xδ for all x ≥ 0)
1
2π2ρ(ε2 + ρ2)
e−εr
∣∣∣ d2
dr2
V1(r))
∣∣∣| sin(ρr)| ≤ C2
ρ3−δ
rδ
∣∣∣ d2
dr2
V1(r))
∣∣∣, r > 0. (6.25)
This gives the first inequality in (6.23). From (6.25) and Lebesgue dominated convergence we
obtain
lim
ε→0+
U2,ε(ρ) = lim
ε→0+
1
2π2ρ(ε2 + ρ2)
∫ ∞
0
e−εr
(
− d
2
dr2
V1(r)
)
sin(ρr)dr = U(ρ)
for all ρ > 0. This together with (6.24) gives (6.23).
Now let S(R3) be the class of Schwartz functions on R3. For any ψ ∈ S(R3) we have
ψ̂ ∈ S(R3) and it holds the inverse formula
ψ(ξ) = 2π)−3
∫
R3
ψ̂(x)eix·ξdx ∀ ξ ∈ R3
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from which and Fubini theorem we obtain∫
R3
Uε(|x|)ψ̂(x)dx =
∫
R3
e−ε|ξ|V (|ξ|)ψ(ξ)dξ, ε > 0. (6.26)
Since
sup
0<ε≤1
|Uε(|x|)ψ̂(x)| ≤ C3|ψ̂(x)| 1|x|3−δ , supε>0 |e
−ε|ξ|V (|ξ|)ψ(ξ)| ≤ C4|ψ(ξ)|,
lim
ε→0+
Uε(|x|)ψ̂(x) = U(|x|)ψ̂(x), lim
ε→0+
e−ε|ξ|V (|ξ|)ψ(ξ) = V (|ξ|)ψ(ξ)
for all x ∈ R3 \ {0}, ξ ∈ R3, it follows from (6.26) and Lebesgue dominated convergence that∫
R3
U(|x|)ψ̂(x)dx =
∫
R3
V (|ξ|)ψ(ξ)dξ ∀ψ ∈ S(R3).
Thus according to the definition of the Fourier transform of generalized functions we conclude
Û(ξ) = V (|ξ|). ✷
If we choose V (r) = 1
1+rη
, 0 < η < 1, then it is easily checked that V satisfies the conditions
in Lemma 6.9 with δ = η/2.
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