Recommendation and personalization attempt to reduce information overload and retain customers. While research in both recommender systems and personalization grew mainly out of information retrieval, both areas have emerged from nascent levels to veritable and challenging research areas in their own right. Whereas no technical or sophisticated methodologies exist by which to build such systems, the field also lacks a comprehensive, yet manageable survey by which to study recommendation systems and personalization facilities. In this paper, we attempt to fill that gap by presenting a thematic approach toward studying recommendation and personalization. Specifically, we present three major representative personalization themes: recommendation; induction, exploration, and exploitation of social networks; and personalization of information access. We unify the presentation of the three themes which we have extracted from the rich landscape of recommender system and personalization research via a functional metaphor, where inputs and output to a function are identified in each theme and instantiated through a number of systems and projects visited. In addition, we examine how a number of systems implement the function through various operators and techniques. Finally, we cover several broadening aspects, such as targeting, privacy and trust, and evaluation, regarding recommendation and personalization and present visions of future directions and challenges.
"What information consumes is rather obvious: it consumes the attention of its recipients. Hence a wealth of information creates a poverty of attention, and a need to allocate that attention efficiently among the overabundance of information sources that might consume it." Herbert A. Simon
Introduction
The steady growth of available information, primarily disseminated on the Web, has overwhelmed and bombarded individuals with irrelevant and uninteresting data, and consequently prevented the discovery of useful knowledge. Despite some progress in the area of Web search [BP98, Hea00] , information seeking activities within a site are still quite cumbersome and present a veritable problem [Hea00] . Poor, hard-wired, and unusable information architectures, which include system content, navigational structures, and presentation, in most cases reflect only the designer's view of the information space [Pok01] . Thus, a challenge is to close the gap [Sac00] between the system conceptual model and the user's perception of this model [Suc87] (elsewhere referred to as the user mental model of the system [Bor86] ).
Personalization technologies constitute a myriad of mechanisms and techniques directed toward customizing information access and content to the end-user. Typically this process is conducted by automatically adjusting the system information architecture in order to mesh with individual interests and needs. The underlying algorithms and techniques range from simple keyword matching of consumer profiles to explicit [KMM + 97] or implicit [PE00, RP97, Spi00, THA + 97] capture of user interaction. Moreover, apart from individual advantages, personalization techniques can be more broadly applied to induce and exploit communities with shared interests. Personalization inherently brings people together. In this context, social issues such as privacy and trust are legitimate concerns.
Personalization has different meanings to different people in different contexts. In other words, there are "personalized views of personalization" [Rie00] . Attempts to define personalization have resulted in characterizations which are either too broad or too restrictive. A number of buzzwords such as 'destructive' personalization [PE00, RP01] , 'non-destructive' personalization [PE00, WM99] , 'real-time' personalization [Net] , 'one-to-one' personalization [Net] , 'check-box' personalization [MPR00] have been associated with this young and rapidly evolving field. Personalization as a whole integrates many of the newly emerging computer science (CS) research areas (e.g., data mining, human-computer interaction, etc.) with well established CS research areas (e.g., information retrieval, databases, graph theory, numerical analysis, etc.). Consequently, it is impossible to survey all of the relevant work in the aforementioned areas with regard to personalization.
In the spirit of personalization itself, we prefer to abstain from defining rigid classifications and ontologies or architectural frameworks for personalization. Instead, we identify major personalization themes, i.e., unifying ideas involving recurrent ways by which one can conduct personalization. Each theme is further described by a functional metaphor (see Table 1 ), where different input and output parameters as well as operations highlight differences among the themes and among personalization systems and techniques within each theme. A common parameter of the function that spans all three themes is a representation of and connections between people characterized by their needs, interests, and commonalities. This combination of a thematic approach and a functional metaphor can be seen as a midpoint between the definition of a complete taxonomy for personalization research and an architectural model, in which personalization components or design patterns are defined and articulated.
We emphasize that different projects and systems may cross themes, where a technique (e.g., collaborative filtering) may be applied to implement the function of more than one theme. We also stress that the use of the personalization function (and associated inputs and outputs per theme) is strictly metaphorical (i.e., not used in a mathematical context). We have identified three major themes by which personalization can be realized:
Recommendation The process of recommendation in the real world is inherently personal. For example, while at a restaurant with a friend, one may ask her friend: "The menu looks enticing. Since you have eaten here before, what do you recommend?"
A mutually reinforcing dynamic ensues. Your friend's personal knowledge of your interests and tastes are incorporated into the process of recommendation. Conversely, after a recommendation has been made, the receiver's personal knowledge of the friend's reputation helps him evaluate the quality of the recommendation. Recommender systems attempt to emulate and automate this truly personal process.
The initial deployment of recommender systems was in the area of e-commerce. Amazon.com was a pioneer in the e-commerce revolution, spear-headed a movement toward recommender systems, and played a large role in introducing recommender systems to the masses. Amazon initially recommended books to users. Recommender systems generalize this case by suggesting artifacts to people or vice versa. Thus, recommendation can be viewed as a function that accepts a person representation and set of artifacts (e.g., movies, books, CDs, etc.) as input and returns a subset of those artifacts as output, corresponding to those that are being recommended (row one of Table 1 ). The design of a system and the process of recommendation involves 'learning' or 'approximating' the real-world function.
Induction, Exploration, and Exploitation of Social Networks
Fostering new relationships, exploiting extant ones, and identifying serendipitous relations constitute an important segment of the personalization process. Many interactions and associations in information spaces seen today (both on and off the Web) can be effectively modeled via a social network navigation metaphor [KSS97, Wel01] . In contrast to hierarchies and classification systems, where users systematically 'drill-down' to hone in on desired information, in social networks users interactively 'jump connections' in support of an ever-evolving and exploratory information seeking goal. Induction of social networks fosters the discovery of personal connections [SW93] , social referrals [KSS97] , and cyber-communities [KRRT99] and therefore offers many opportunities for recommendation and personalization. This theme can be described, using the functional metaphor, as taking people representations as input and inducing societal networks which model people-people connections (row two of Table 1 ).
Personalization of Information Access
This theme, the most amorphous and broad of these three themes in personalization, involves tailoring systems and applications according to the personal interests, needs, preferences, or client-side capabilities of the user. This theme involves techniques and methods for restructuring system content and organization as well as customizing appearance and behavior. Issues include models for representing systems, languages and techniques for manipulations of those representations, and mechanisms for explicitly or implicitly defining the desired behavior of a system or user interface from the user's perspective, among others. The personalization function for this theme accepts one or more user representation and a one-size-fits-all model of the system as input and outputs a customized model that more closely matches user perspectives (row three of Table 1) . A one-size-fits-all system model is hard-wired and constantacross all users.
Again, we acknowledge that personalization is a nascent, broad, and rapidly emerging discipline in computer science.
Therefore in this survey we do not specifically address several topics related to the field including explicit modeling of customized interactions (e.g., scenario-based design [Car99, KNV00, Ros99]), corresponding metaphors for user interface customization (e.g., footprints [WM99] ), relevance feedback and personal query expansion in information retrieval (IR) [Bel00, CCTL01, D. 01, Roc71], and content-based filtering techniques [MR00] . These areas warrant survey in isolation. Keeping the big picture in mind is important however. Often personalization itself is only one component of a larger system (e.g., an e-commerce site, problem solving environment, etc.).
This survey is organized as follows. Section 2 focuses on the recurrent issue of user representations. Section 3 covers the three major themes identified above. Section 4 discusses broadening aspects of personalization, including targeting, privacy and trust, and evaluation issues. Section 5 elaborates on future research directions and concludes the paper. A map of this survey is shown in Fig. 1 . The survey map highlights both the organization and main topics of this paper. The map is a hierarchy which contains three main levels: themes (top level), approaches (middle level), and systems and concepts (lower level). The top nodes pertain to introduction and the last few nodes represent the broadening aspects.
Learning the User
A common characteristic of any personalization strategy is the necessity to understand and represent user needs, interests, and requirements. The quality of that representation is a major factor in the value associated to the personalization service themes (top level), approaches (middle level), and systems and concepts (lower level). The precursor to the first level is a set of introductory nodes. Finally, nodes following the third level represent broadening aspects. This survey map highlights both the organization and main content of the survey.
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Normally we represent the user with information that allows us to better realize the personalization function associated with each theme. Therefore we are interested in information that allows us to perceive differences, commonalities, and relationships among people and to effectively capture the unique essence of a particular person when using an information system (e.g., through user behaviors and perceptions). Ultimately, the objective is to see the world through the user's eyes.
Many of the techniques used in learning user needs and interests have origin in 'cognitive models' for information retrieval, which focus on users information-seeking behavior, i.e., the formation, nature, and properties of a users information need and the ways in which IR systems are used in operational environments [JW97] . The differences in the case of recommendation and personalization services are that those needs and interests tend to be more long-term, change at a slower pace than in normal IR information-seeking activities, are more related to groups of individuals with similar interests than to specific individuals, and focus on repeated use of operations and representations [BC92] . The Alipes system [WIY99] , for example, makes this distinction explicit and by handling long-term and short-term user interests, which are learned through the positive and negative relevance feedback of users, simultaneously.
User or group characteristics can be explicitly or implicitly captured. A hand-crafted user profile, where the user explicitly states his own interests, e.g., through lists of keywords, queries, pre-defined categories, or long descriptions, is the result of a manually representing users. The system then matches incoming artifacts against the profile for recommendation. Examples of systems that use this approach include SIFT [YGM99] and Tapestry [GNOT92] . Another form of explicitly gathering user information is by means of user-modifiable parameters like ratings [KMM + 97], or relevance feedback [MMLP97] . One challenge is to minimize the effort required from the user while maximizing quality of service.
Implicit capture of user taste is motivated by: 1) the widespread reluctance of users to evaluate recommended artifacts and provide feedback, mainly in cases where benefits gained from evaluation are not clear [CR87] , and 2) the possibility of building richer representations to improve quality of service. Privacy violation and trust damage are issues to be considered here (see section 4.2). Most of the techniques for implicitly gathering user information are based on data mining methods, which attempt to discover patterns or trends from a variety of data sources [AIS93] . Web log mining is one obvious and popular of these techniques [MAB00] . Web log mining has been used to trace patterns of navigation to restructure web sites [PE00] , to evaluate web sites [Spi00] , and to recommend webpages based on browsing similarities with previous users [MCS00] . Other implicit methods used include machine learning techniques [BMM96, Pap01, PB97, GIW01], and user interaction monitoring, e.g., monitoring
user interface events such as scrolling and mouse clicking [GS00] . Cookies [Ber01] are also a mechanism to capture and store user information, including preferences, for e-commerce. While cookies combat the stateless HTTP protocol, they raise serious security and privacy issues [Ber01] .
A variety of techniques have been used to materialize user representations. The most common representations use matrices or graphs to represent connections among individuals as well as several models from the IR, database, and machine learning fields for more complex types of information. The choice of the abstraction has a profound impact on the algorithms that are used for recommendation and personalization. One problem is the lack of standards to represent such user information and its sources (e.g., logs and profiles), making interoperability among recommender and personalization systems an extremely difficult problem. 
A Historical View of Recommender Systems
Recommender systems have been born out of many incremental events and thus can be seen as a result of three pronounced shifts in information systems research. In the 1970s a great deal of information systems research was focused on IR. This era saw Salton, an IR pioneer, develop the vector-space model [SM83, SWY75] and resulting SMART system. Researchers modeled IR systems with large sparse matrices of terms and documents. In many IR systems similarity between two documents or a document and a query is measured by the cosine of the angle between two vectors in a multi-dimensional space. Precision and recall became the two quintessential IR metrics [BYRN99, SM83] . The emphasis of such research and systems was the retrieval of relevant information.
As the end of 1970s drew near, information become much more abundant. During the 1980s, we saw a rapid proliferation of information due to the introduction of both desktop computers and applications such as word processors and spreadsheets.
In addition, the introduction of email into the mainstream further exasperated the copious amounts of text residing in ma-chines (termed "electronic junk" by Denning [Den82] ). This newfound ease of information generation ignited a shift in information systems research initiatives. Research began to focus on removing irrelevant information as opposed to retrieving relevant information. Information categorization, routing, and filtering became of immediate importance. This first shift spawned an information filtering thread.
In 1991 Bellcore hosted a workshop on information filtering [LT92] . That workshop lead to the December 1992 Communications of the ACM special issue on information filtering [LT92] . In this issue Belkin and Croft compared and contrasted information filtering with IR in [BC92] . Information retrieval entails selecting relevant information by ephemeral and continually fluid information seeking activities such as queries. Information filtering, on the other hand, involves removing persistent types of irrelevant information in the long-term with mechanisms such as profiles which encapsulate preferences and features. This shift saw features (e.g., married, non-smoker, etc.) replace terms in a design matrix. Information filtering later became known as content-based filtering [BS97, MR00, RV97]; we end our discussion on content-based filtering here.
In addition to identifying these salient differences, articles in this special issue also reported on research advancing the field.
Foltz and Dumais introduced latent semantic indexing as a viable technique to reduce dimensions in term-document matrices
in [FD92] . More importantly for recommender systems, Goldberg et al. coined the phrase "collaborative filtering" [GNOT92] while describing Tapestry, which later became known as the first recommender system [RV97] . Collaborative filtering intro- Resnick and Varian prefer the phrase 'recommender systems' to the phrase 'collaborative filtering' because recommenders need not explicitly 'collaborate' with recipients if they do at all [RV97] . Furthermore, recommendation refers to suggestion of interesting artifacts in addition to solely 'filtering' undesired entities. Resnick Table 2 : Three pronounced shifts in matrix models describing the evolution of recommender systems from information retrieval.
previous two shifts, with artifacts in a design matrix. The three shifts in models are illustrated in Table 2 .
Others have attempted to classify recommender systems [DR99, SKR99] and place them in a larger arena [SV99] . Schafer, technology, and recommendation discovery. The authors cast these aspects of recommender systems in a two-dimensional space of lifetime (e.g., ephemeral versus persistent) and level of automation (e.g., manual versus automatic). Furthermore, the paper raises some interesting points, also expressed by Resnick and Varian [RV97] , such as provisions for collecting implicit negative ratings and reverse recommendation (e.g., "The product that you are viewing is similar to these three products which you bought in the past."), which we refer to as inverse recommendation. The recommendation function of GroupLens accepts explicit user ratings as input and then computes the correlation of ratings between two users using Pearson's r coefficient. The function also predicts how a user seeking recommendation would rate an unrated artifact by computing a weighted average of the ratings of that unrated artifact by users whose ratings were correlated with the user seeking recommendation. A research issue is deciding whether to provide personalized predictions (as GroupLens currently does) versus personalized averages. Empirical work using Pearson's r correlation coefficient revealed that "correlations between ratings and predictions is dramatically higher for personalized predictions than for all-user average ratings" [KMM + 97]. Not all users are interested in the same articles even within a certain newsgroup. Furthermore, some users are more effusive with their ratings than others. For example, two users who share similar preferences may rate products on two completely different scales. Techniques to deal with effusivity identify variations in rating patterns [AWWY99, FISS98] .
Lastly, the system attempts to deal with some of the flaws (e.g., sparsity) inherent in applying a purely collaborative approach in similar information rich domains. In large corpora, users read and evaluate only a tiny percentage of all articles.
Sparse ratings translate to difficulties in fostering meaningful collaborations since opportunity for overlap is limited. Conversely, a large cumulative number of ratings are required to cover the entire set of articles. This challenge is called the In summary, while a purely collaborative approach to recommendation is widely accepted, it suffers from a number of problems. Issues include include sparsity, the "cold-start" [ME95, PLFW, SPUP01] problem, a user with unusual or highly specific tastes, and the difficulty in connecting users with similar interests who have rated different items.
Hybrid Approaches
The problems with a purely content-based approach [MR00] include shallow analysis of certain types of content and over-specialization [SN99] . Over-specialization is sometimes referred to as the "banana" problem in recommender systems [Bur99] . The problems points to the fact that frequently purchased items (such as bananas in a grocery market basket) will always be recommended. Conversely, some products are seldom bought (e.g., automobiles) and thus suffer from a low number of evaluations [Bur99] . In addition, some content-based filtering systems rely heavily on a feedback requirement [SN99] . 
Cross-Themes
We now briefly discuss one project, which while we classify in this theme, approaches the formation of communities through recommendation and thus has connections to and provides a nice transition into the following social network theme.
Siteseer Limitations of Siteseer can be seen in fact that the system is purely collaborative and therefore suffers from problems endemic to collaborative-filtering such as the "cold-start" problem [ME95, PLFW, SPUP01]. Specifically, both a new user to the system and an existing user who want to create a new folder provide Siteseer no input basis with which to compute overlap.
Conversely, no collective experience to is available to leverage until a cyber-community has been discovered.
Lastly, a collaborative filtering algorithm based on graph analysis is discussed in [AWWY99] . This algorithm, while being rating-based is also unique since it allows recommendations to propagate, via an intermediary, from a user to another who have not rated common items [AWWY99] . The recommendations output from this graph-based collaborative filtering algorithm are asymmetric, similar to the recommendations provided by Siteseer [RP97] .
Theme 2: Induction, Exploration, and Exploitation of Social Networks
Many explicit communities exist both on and off on the Web [Wel01] . In the real world, examples of communities are sports leagues, local organizations, and family. On the Web examples of explicitly defined communities are discussion lists, e-groups, and community portals [CR96] . There are also a number of implicitly defined communities waiting to be identified, explored, and exploited [FLGC02] . For example, the community of authors of computer science journal papers is implicit in a computer science corpus or digital library [FM01] . In this theme, the personalization function can be viewed as accepting abstract representations of people (e.g., datasets of movie ratings [Mir01] , the link topology of the Web [CDK + 99], etc.) as input and outputting a network modeling connections among people (second row of Table 1 ). The personalization function mines structure in the input dataset and outputs a model of that structure which is typically a graph. That graph can then be explored and exploited to support many information seeking and recommendation type activities.
Support for foraging in a network modeling connections among entities may have been first seen in an essay by Bush that foreshadows the Web, "As We May Think" in 1945 [Bus45] . In the essay Bush states that selection by associations among items more closely matches human perception of information foraging than selection by hierarchical index structures [Bus45] .
The output graph is typically referred to as a social network [WF94] . A social network models connections among people and can be thought of as a graph where nodes represent people and edges represent relationships between those people (e.g., 'friend-of,' 'co-authored-a-paper,' etc.). Thus, social networks are characterized by heterogeneous nodes and homogeneous links (i.e., while each node represents a unique individual or entity, each edge represents the same relationship). See Fig. 2 for an example of an illustrative friendship social network.
Social networks are explored and exploited to facilitate the discovery of "referral chains" [KSS97] and to make movie recommendations [Mir01] and thus can be seen as a method by which to conduct and realize personalization. Exploiting structure typically entails identifying characteristics (e.g., connectivity, clustered, etc.) with which statements about the underlying domain can be made with great certainty. The use of social networks has expanded to many diverse fields such as digital libraries [NM01] and community-based service location [SYV01] .
We begin by discussing projects which mine structure via link analysis to induce and exploit existing social networks for recommendation and personalization. We next discuss mining and modeling structure on the Web to help identify cyber-communities. We conclude with brief discussion of a newly identified class of social networks, small-worlds, which present intriguing opportunities for personalization and recommendation. The main idea of this theme is to mine, model, and exploit structure for personalization.
Link Analysis and Cyber-Communities
Each of the projects discussed in this section use link analysis to discover social networks. One of the earliest and not highly touted attempts at inducing social networks by link analysis is discussed in [SW93] . In this project email communication logs were analyzed, based on a number of heuristics, to mine structure. In the identified network of email communication in the project, two individuals share an edge if an email passed between the two. Another similar project, ReferralWeb [KSS97] , also indirectly forms social networks. In the social networks ReferralWeb induces, an edge exists between two individuals if their names appear in close proximity in a web document. The underlying assumption in each of these projects is that clustered nodes correspond to people who share similar interests [KSS97, SW93] .
The manual construction of such communities, collaborators, and referral chains is painstaking, error-prone, and time-consuming. Social networks on the other hand foster easy identification of such collaborators. For example, consider the editor of a journal interested in forming an impartial committee of reviewers for a submitted paper. A social network modeling the author collaborations is an invaluable resource for such a task. Furthermore, unlike other recommender systems which require users to create and maintain profiles [BS97] , systems which mine structure accept existing and implicit abstractions of people as input, which are both richer and most likely more accurate than a user's perception of his own connections [KSS97] . Parameters of the model include the minimum rating constraint (i.e., the minimum number of movies users must rate prior to receiving recommendations) and hammock-width (i.e., number of movies two users must have rated in common to establish a link in the social network graph) which are required to sustain a system and make recommendation respectively.
Lastly, in re-attaching movie nodes to the people in the induced social network graph who rated those movies, Mirza et al.
have identified a half bow-tie [Mir01, MKR01] structure. This higher-order structural observation is analogous to the identification by Broder et al. of the full bow-tie structure of the Web [BKM + 00]. The bow-tie structure of the Web is attributed to the fact that the Web's nucleus consists of a strong connected component (i.e., the center of the bow-tie) with webpages that only link into this component (i.e., the left side of the bow-tie) and webpages that are only linked to from this nucleus (i.e., the right side of the bow-tie).
In addition to mining recommender and communication data sets, much research has been conducted on mining the link structure of the Web. The most striking contribution in this area is the HITS (Hyperlink-Induced Topic Search) algorithm of [BP98] . PageRank, the algorithm of Google, only computes authority weights however and thus does not connect authorities via hubs. The engine also analyzes textual information in addition to link structure. The most salient difference between the PageRank and HITS algorithms, which renders Google as a much more practical application in comparison to CLEVER, is the fact that PageRank analyzes the link structure of the Web offline while CLEVER mines the Web on a per query basis.
Small-World Networks
While typical examples of social networks are the actor collaboration graph, also known as the "Hollywood graph" [Hay00a] , and the author collaboration graph, a new class of social networks (as well as random graph models) has emerged -small-world networks [Hay00b] . These networks naturally model the small-world phenomenon. The small-world phenomenon was made popular through a unique chain letter experiment conducted by Harvard social psychologist Stanley Milgram in the 1960s [Mil67] . The experiment Milgram conducted tested whether a source individual in Nebraska or Kansas could deliver a letter to a target person in Boston. Source individuals were given only a few characteristics of the target and only permitted to pass the letter through individuals with which the source was on a first name basis. The experiment revealed that any two individuals in the acquaintance network of the United States could be connected through only a few intermediaries. Formally, the experiment revealed that the acquaintanceship network of the United States exhibited small-world properties.
Small-worlds are characterized by sparse edges, highly clustered nodes, and relatively short paths between any two nodes. A number of random graph models have been proposed to study small-world networks [AJB99, ASBS00, BA99, ER60].
Specifically, Watts and Strogatz have developed a random graph model to study small-world networks based on a rewiring probability (see Fig. 3 [WS98] ). The model begins with a regular ring lattice in which nodes are highly clustered with large average path lengths between any two nodes (see left side of Fig. 3 ). In the model, from this lattice edges are randomly rewired based on a rewiring probably, p. Randomly rewiring only a few edges renders a small-world graph where node clustering remains relatively high, but average path length is drastically reduced in comparison to a ring lattice (see middle of Fig. 3 ).
When all edges are rewired the model produces a completely random graph where node clustering is low and average path length is small (right side of Fig. 3 ). In the real world random rewiring occurs when an individual moves to a new city, changes jobs, joins a club, etc. The Watts-Strogatz model for small-world graphs views a small-world network as a hybrid between a completely ordered ring lattice and a completely random graph, leaning closer to the regular lattice.
An open research question is whether individuals can effectively forage in a small-world. In addition to identifying small-world properties in the acquaintance network of the United States, Milgram's experiment, more importantly, showed that people with only local knowledge of the network (i.e., immediate acquaintances) were actually successful at manually constructing connections of short length. Kleinberg developed a decentralized algorithm that is capable of constructing paths of short length in a small-world for one particular model of small-world networks which he developed [Kle99b] .
Small-worlds present several opportunities for recommender systems. For example, if search engines could take advantage of the fact that the Web is a small-world [Ada99] , then users with only local knowledge of the Web may actually be able to find and construct short paths between pairs of webpages. Since Albert, Hawoong and Barabási have shown the diameter of the Web to be 19 in [AJB99] , if one knows where one is going, then one can get there fast. Currently Web search engines do not exploit short path lengths between webpages. Finding such short paths within information abundant spaces (akin to using a compass) expedites the personalization process. In summary, the main point to take from this section is that knowledge that certain structures and properties exist (e.g., connectivity, bow-tie, small-worlds, etc.) can be exploited by recommenders, personalization facilities, or search engines to intelligently and efficiently provide more effective results.
Theme 3: Personalization of Information Access
The information architecture of a system can be characterized by four elements [Hea00] : content items, information structure, navigation structure, and presentation layout. This factorization helps one to better understand the issues involved in personalizing information access to specific individuals or groups. Personalizing information access involves adapting hard-wired information architecture elements to better match the user's perception of the system and therefore can be realized by transformations of internal models utilized by each element of the system information architecture. Using the functional metaphor, this theme can be viewed as a function that takes a one-size-fits-all representation of the system content and structures as well as user interests, needs, or client-side capabilities as inputs and returns customized models (row three of Table 1 ). One unique aspect to be considered regarding the personalization function of this theme is whether the function is closed, i.e., if the function can be reapplied to a resulting model. In the following discussion, we concentrate on different models, structures, and corresponding primitives and operations used in different types of information systems to realize this personalization function.
The relational model is a canonical representation for databases systems [Cod70] . In this type of database, declarative query languages (e.g., SQL) and mainly the view mechanism of the ANSI-SPARC three-layer architecture [EN94] help define different external perspectives of the same database schema and data, based on particular user and group interests and permissions, while hiding uninteresting or private portions of the database. This mechanism can be seen as one of the first realizations of this personalization theme. Recently graph-based data models have become popular in the database community to represent structures of information systems, mainly web and e-commerce sites. Many systems (e.g., Strudel graphs. In the absence of an explicit schema, graph abstractions also are used to extract or learn the hidden organizations of systems, mainly web sites [ABS00, AK97, GGR + 00, HGMC + 97, KWD97, NAM97, NAM98, Sah00]. Besides being more flexible than relational or objected-oriented database models [Lea00] , these graph models deal better with problems such as data irregularities, incompleteness, and the absence of typing [ABS00] . The graph model also has been shown useful for complex tasks such information integration [GBMS99, KMA + 98]. More in context, the key aspect for personalization is the ability to restructure these graph representations. Accordingly, most of the cited systems provide query languages with such a mechanism, which complements the traditional data filtering components of these languages. MyOwnWeb [ABFK99] further explores this approach by providing explicit XML-based web site descriptions and attribute-based queries to describe and allow personalization of web site content, structure, and presentation. A similar attribute-based approach, improved with statistical cluster mining techniques, is implemented in IndexFinder [PE00] to provide automatic adaptation of web sites. The W3C [Wor] has promoted the eXtensible Stylesheet Language (XSL) [Cha99, CD98] , a language for transforming XML documents into different XML documents or markup representations (e.g., HTML). XSL may have a great impact on the way this theme of personalization will be conducted in the future.
An increasingly popular way to structure information is by means of ontologies [GL02, HS99] , taxonomies, and classification systems, which are organizational tools that are also represented as graphs of interrelated concepts. Chaffee and Gauchi [CG00] develop mappings between personal ontologies and characterizations of web sites created by the Ontology Based Informing Web Agent Navigation (OBIWAN) [ZGG + 99] . These mappings are then used to allow cus-tomized browsing using the personal ontology. Dynamic Taxonomies [Sac00] are a different approach which uses extensional properties of the underlying collections to infer intensional relationships among concepts of a taxonomy in order to produce customized taxonomic trees for browsing large collections [Sac00] . Analogously, the information visualization community champions the visualization of trees and hierarchies to expose semantic relationships. In such approaches multiple views of a dataset, tree, or hierarchy in a visualization are comparable to transformations and thus pertinent in this context.
Polyarchies [RCCR02a, RCCR02b] , Treemaps [Shn92, SW01] , and dynamic hierarchy specification and visualization [WB99] are examples of such approaches.
The hypertext/hypermedia community has a long tradition of developing rich abstraction models for hypermedia and has recently extending these models to support personalization capabilities (e.g., the adaptive Web [BM02] . This contextual information has been used to tailor and improve the quality of search engine results, disambiguate queries with personal query expansions, find better sources of information for meta-search, and customize hypertextual structures based on spatial and temporal windows.
A different type of context is given by the client environment of the user, e.g., mobile devices. The important point in this case is that personalization is explicitly required as a critical factor, since adaptations are necessary to deal with the limited resources of these devices. In these cases, personalization is normally conducted by intermediaries (e.g., proxies) that know characteristics of the communicatingo parts [BM99] and therefore are able to apply the correct content transformations.
Adaptation based on target devices is elsewhere called "munging" and "transcoding" [Ber00a] . PROTEUS [ADW01, BJA98] , WBI [JPK98, MB00, MBK97], and internet appliances at Netpliance [Ber00b] are examples of such an approach.
A common characteristic of all these approaches is the absence of rigorous models, theories, and abstractions for personalization. PIPE (Personalization Is Partial Evaluation) [Ram00, RP01] is one of the first systematic modeling methodologies for information personalization. PIPE emphasizes the modeling of an information space in a way where descriptions of information-seeking activities can be described as partial information in a programmatic representation. Such partial information is then exploited (in the model) by partial evaluation, a technique popular for specializing programs [Jon96] .
Ramakrishnan has identified seven traits of the personable in the context of the PIPE personalization methodology in [Ram02] . Other possible dimensions include geography, genre, etc.
A similar approach is RABBIT [Wil84] . RABBIT is an early interactive information retrieval methodology that resembles PIPE in that several transformation operators are provided to enable users to address the mismatch between the way the information space is organized and how a particular user forages in the space [Pok01] . In contrast, PIPE has a single and sufficiently expressive transformation operator, partial evaluation, that operates on a unified programmatic representation of information-seeking activities. Another related project is e-Personal [RJAR01] which provides a partial formal functional personalization model restricted to web site modeling and past behavior of web site users. Lastly, a theory of personalized recommendations resulting from empirical analysis is presented in [Blo02] .
Having now explored the three personalization themes and their respective techniques, models, and strategies, we now expand the discussion to broader issues regarding the employment, scope of use, and assessment of recommendation and personalization system effectiveness.
Broadening Aspects
Recommendation and personalization systems are not developed and used in isolation but are rather cast in a broad social context. In this section we consider personalization issues such as targeting, privacy and trust, and evaluation.
Targeting
Identifying a target community or topic and the level of granularity at which the personalization function is applied (e.g., individual, group, or entire community) is one of the main issues in considering any personalization strategy. Several factors should be considered when targeting a personalization strategy, including:
1. Non-mutually exclusive classes: Targeting requires the ability to classify artifacts in multiple categories concomitantly.
2. Roles: Users may use a system in many different roles at different times. Users may be working in an individual role at one point, but then shift to a topic or group role at a later point. Determining role at a particular time typically involves anticipation and can be challenging.
3. Dynamics: The system needs to be able to dynamically adapt to new information. For example, a user may initially begin in a large group. The system may however incrementally move the user to more specific categories as the system learns more about the user over time.
4. Context: Using context can help determine the role or group of a user at a current time and interaction.
Privacy and Trust
No discussion about recommendation and personalization would be complete without considering issues of privacy and trust [Kob02, Rie01] . A real challenge is to develop personalization systems and strategies that offer meaningful and useful services capable of understanding individual user needs while building customer loyalty by protecting personal "right to privacy" [Vol00] . An objective is to create trust between the technological infrastructure and the customer such that the system can exploit as much user information as possible to provide better services, while maintaining user comfort in order to keep the user willing to continue using the service [CR87, Ros00] .
This tradeoff is difficult to balance and guarantee. In [Ber01] Berghel argues that cookies are a veritable privacy threat usually as a result of a user unwisely divulging highly personal information. Lastly, Shneiderman discusses designing trust into online experiences in [Shn00] . Similarly, Langheinrich provides an introduction to social issues and in particular issues of privacy in the context of ubiquitous computing systems in [Lan01] . He approaches privacy from a design standpoint, analogous to [Shn00] and articulates six principles for guiding system design: notice, choice and consent, proximity and locality, anonymity and pseudonymity, security, and access and recourse. While directed toward pervasive computing, these principles are applicable to and within the purview of recommendation and personalization.
Evaluation
There is no science if personalization methods, techniques, and algorithms cannot be effectively evaluated. Nevertheless rigorous evaluations are rarely performed, mainly due to a lack of theoretical and analytical methods for evaluating recommender and personalization systems [Chi01] .
Most of the current evaluations of recommender algorithms still use standard IR metrics like precision and recall [BYRN99, SM83] or slight variations of those [PE00] . Such metrics have not be proven applicable or adequate for personalization. The
GroupLens Research Group at the University of Minnesota, Sarwar et al., have evaluated recommendation algorithms for e-commerce in [SKKR00] . They investigated traditional data mining techniques (e.g., mining association rules in transactional data), nearest-neighbor collaborative filtering, and dimensionality reduction. Again, the evaluation metrics discussed are traditional: support and confidence [AIS93] and precision and recall [BYRN99, SM83] . The paper also briefly comments on some of the idiosyncrasies of recommender systems such as sparsity and synonymy (i.e., different words having the same meaning; e.g., tablet and pad). One of the first formal, empirical, and experimental analysis of collaborative filtering algorithms is described in [BHK98] . Despite the limitations of this analysis, the evaluation techniques introduced in [BHK98] have essentially become a de facto standard for recommender systems and personalization facilities [GRGP00] . The two main techniques for capturing user interest, discussed in Section 2, i.e., explicit and implicit, and thereby realizing personalization are empirically evaluated in [KCR02] . Explicit and implicit capture are referred to as 'direct manipulation' and 'software agents' respectively in [KCR02] . The effectiveness of each technique is evaluated by comparing two systems which each employ one of the two techniques. The agent-based system used in the study was WebPersonalizer [MCS00] .
A different, graph-based evaluation technique is presented in [AWWY99] . Evaluation is based on the notions of horting and predictability. Another graph-based, but philosophically different approach, is presented in [Mir01, MKR01] . In [Mir01, MKR01] , the authors consider the role of recommendation algorithms as indirectly building social networks. Mirza et al.
proposes the number of personal connections induced by a jump as an evaluation metric for recommender algorithms.
User studies are also rare. In one of the few works in this area, Sinha and Swearingen [SS01] discuss a user study comparing recommendations given by friends to recommendations given by six commercial and widely available recommender systems.
The study also investigates the degree to which assessments of overall recommender system performance were correlated with the quality of the recommendations or the user interface.
Future Frontiers and Conclusion
The field of recommender systems and personalization is still young and much work lays ahead. We have identified some trends that we foresee will challenge researchers in the near future.
• Distributed Personalization Environments and Interoperability: One future trend in personalization research, identified by Lynch [Lyn01] , is the necessity of taking personalization out of specific systems in order to cast it in a broader, distributed information infrastructure. This infrastructure could bring about the possibility of users maintaining and managing their own personal databases, available to share with recommender and personalization services at their discretion. Issues of interoperability and standardization are essential to such a vision. Initial work on this trend is found in [CDA00, GR00, RHDS01].
• Evaluation, Economics, Marketing, and Sociology: As discussed, evaluation is still a challenge. The future should see the development of new measures that go beyond those used for recommender systems to deal with more complex systems as described in themes 2 and 3 and that not only consider quantitative measures but sociological and economical factors as well [Spi00, SC01, SCH + 00]. Building new, larger, and more interesting data resources as well as increasing their wide spread availability to the research community, much in the spirit of the TREC collections [HC98] , is a related trend that should be pursued.
• Information Appliances: Computing is becoming more and more ubiquitous and ever pervasive. We are now starting to see what Bergman calls information appliances [Ber00a] . An information appliance "is a computer-enhanced consumer device dedicated to a restricted cluster of tasks" [Ber00a] . The idea of small computing devices has been advocated elsewhere as well [Min01] . • New Recommendation and Personalization Models, Theories, Patterns, and Languages: As any young and multidisciplinary field, personalization is lacking unified theories that allow better comprehension of the field as whole, and specific models, patterns, and languages that permit the construction of more efficient and effective systems. Without these, ad-hoc development with consequential problems of cost and interoperability will continue to be the rule.
• User Information Seeking Interactions: Some adopt the philosophy that personalization is best approached by studying user interactions with information systems [KNV00, Mar95] . This idea presents the human-computer interaction community with a fertile landscape for future research in personalization.
In summary, in this survey we provided a snapshot of recommendation and personalization research by presenting the three most representative themes of the field. In addition, we presented a unified and homogeneous view of each theme while attempting to provide comprehensive coverage of the landscape of published research.
