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ABSTRACT
The description of chemical phenomena in solution is as challenging as it is im-
portant for the accurate calculation of molecular properties. Here, we present the
implementation of the polarizable continuum model (PCM) in the four-component
Dirac–Kohn–Sham density functional theory framework, o↵ering a cost-e↵ective way
to concurrently model solvent and relativistic e↵ects. The implementation is based
on the matrix representation of the Dirac–Coulomb Hamiltonian in the basis of
restricted kinetically balanced Gaussian-type functions, exploiting a non-collinear
Kramers unrestricted formalism implemented in the program ReSpect, and the in-
tegral equation formalism of the PCM (IEF-PCM) available through the standalone
library PCMSolver. Calculations of EPR parameters (g-tensors and hyperfine cou-
pling A-tensors), as well as of the temperature-dependent contribution to paramag-
netic NMR (pNMR) shifts, are presented to validate the model and to demonstrate
the importance of taking both relativistic and solvent e↵ects into account for mag-
netic properties. As shown for selected Ru and Os complexes, the solvent shifts may
amount to as much as 25% of the gas-phase values for g-tensor components and
even more for pNMR shifts in some extreme cases.
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1. Introduction
Electron paramagnetic resonance (EPR) spectroscopy [1] is a powerful technique to
unravel the structure and spin density of molecules with unpaired electrons. [2, 3]
Chemical reactivity is often associated with radical intermediates, and EPR can be
used to identify short-lived species in catalytic processes, also in rather complex bi-
ological or bioinorganic systems. [4] The analysis of experimental EPR spectra may
be di cult, and this process can be substantially facilitated by comparing observed
spectra with computed EPR parameters (see e.g. Ref. [5]). The EPR parameters most
commonly studied using computational methods are the hyperfine coupling (HFC)
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tensors and the electronic g-tensor, which measure the coupling between the e↵ective
electron spin of the system and the nuclear magnetic moments or an external magnetic
field, respectively. [1] However, other interaction mechanisms can also be observed in
the experimental EPR spectra, such as the zero-field splitting (ZFS) due to the inter-
action between two electron spins in the case of triplet or higher spin multiplicities. [1]
Although the EPR parameters are inherently relativistic in nature, their calculation
by means of perturbation theory performs well for molecules with light elements. Stud-
ies have been presented both at the level of density-functional theory (DFT), either
in a spin-unrestricted [6–11] or a spin-restricted approach [12–14], and at the level of
multiconfigurational methods. [15–21] However, for systems with very large relativistic
corrections, of which the most important for EPR spectroscopy is the spin–orbit (SO)
coupling, the perturbation-based methods fail to reproduce not only the magnitude
but also the sign of certain EPR tensor components due to the large sensitivity of these
parameters on higher-order SO e↵ects [22–24]. Moreover, the SO coupling may be so
strong that there is no longer a direct connection between the spin density and the
observed or calculated EPR parameters, mandating an accurate and realistic compu-
tational protocol to interpret EPR measurements correctly. Among e cient electronic
structure methods capable of predicting EPR parameters for larger systems, for exam-
ple transition-metal complexes, DFT has already proved its usefulness, in particular
when combined with relativistic quantum mechanics based on approximate quasirela-
tivistic (two-component) Hamiltonians or even full (four-component) Dirac Hamilto-
nian. By this, higher-order spin-orbit relativistic corrections are included from the start
in the variational framework. Several two-component DFT implementations have been
reported, involving either zeroth-order regular approximation (ZORA) or Douglas–
Kroll–Hess (DKH) Hamiltonians. In such studies, spin polarization e↵ects, which are
highly relevant for EPR calculations, were either excluded (Kramers-restricted ap-
proach) [25–27] or included (Kramers-unrestricted approach) [28–32]. More recently,
four-component calculations of EPR parameters became available [24, 33–37], with
their clear advantage over two-component methods not only in higher precision but
also in the absence of complicated picture-change transformations of magnetic opera-
tors. [28–30]
The calculation of paramagnetic nuclear magnetic resonance (pNMR) parameters
can be directly related to the parameters of an EPR spin Hamiltonian, as shown for
doublet systems by Moon and Patchkovskii [38] and later extended to systems with
an arbitrary degeneracy by Van Den Heuvel and Soncini [39]. The recourse to EPR
parameters is however not necessary as revealed in a comprehensive pNMR theory
by Van Den Heuvel and Soncini [40] and supported by applications to heavy-metal
containing systems by Gendron et al. [41]. Over time, relativistic e↵ects have been in-
cluded in the calculation of pNMR parameters of increasing quality: from perturbation
corrections [42, 43], via the ZORA Hamiltonian [44] up to the four-component Dirac–
Coulomb Hamiltonian [45]. Despite these successes, ZFS e↵ects have only recently
been included in the calculation of pNMR shifts for systems with multiplicities higher
than a doublet [41, 46, 47], following the theory derived from first principles. [40]
The majority of chemical experiments, including EPR and pNMR spectroscopic
measurements, happen in solution or in complex environments [48]. This is challenging
for quantum-chemical calculations: to reproduce experimental observations, solvent
e↵ects must be included, especially for molecular properties that are sensitive to the
environment, such as (p)NMR and EPR parameters [49–52]. However, a full quantum
treatment of the solvent is not possible, both because of the large number of solvent
molecules that must be included in the solvent model, and because of the dynamics of
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the solvent systems. The conceptually simplest approach is to include (parts of) the
environment explicitly. [53]. Such cluster methods include all relevant intermolecular
interactions at the same quantum-chemical level of theory, but it is di cult to achieve
convergence with respect to the size of the cluster. Moreover, sampling of the huge
conformational space will be computationally expensive and in many cases di cult to
achieve.
Focused models o↵er a practical alternative to include environment e↵ects in
quantum-chemical calculations: only a small part of the full system is treated quantum
mechanically, whereas the rest is modeled in an approximate way, retaining only the en-
vironment e↵ect on the electronic structure of the relevant solvated system. Two main
approaches can be identified: quantum mechanics/molecular mechanics (QM/MM)
methods [54] and dielectric continuum (DC) methods [55].
In QM/MMmethods, both solute and solvent are represented with atomistic details.
However, the solute is treated quantum mechanically whereas the solvent molecules are
treated with a classical force field [54]. Although the QM/MM methods have received
considerable popularity and several works have recently been devoted to QM/MM
modeling of electronic g-tensors and hyperfine coupling constants of paramagnetic
species in solution, [56–61] various questions related to the number of snapshots re-
quired to reach convergence of di↵erent properties or the size of the solvation shells
remain di cult to answer. These aspects have limited the use of the QM/MM method-
ology as a widespread black-box computational protocol.
In DC models, the solvent molecules are replaced by a structureless continuum char-
acterized by its bulk properties [55, 62]. Continuum models, and the polarizable con-
tinuum model (PCM) foremost among these, include only electrostatic solute–solvent
interactions in their basic formulations, though other e↵ects can be included. [63, 64]
In contrast to the cluster and QM/MM methods, long-range electrostatics and statisti-
cal averaging are already included in the continuum formulation. Several applications,
combining magnetic properties and the continuum models for the inclusion of solvent
e↵ects, have been presented at the non-relativistic or relativistic perturbational level
of theory (see, e.g. refs. [56, 65, 66], review papers [50–52] and references therein),
mostly for organic free radicals because of their ubiquity in biological systems and
their relevance as spin probes.
EPR and pNMR spectroscopies are also valuable for compounds containing heavy
elements. The importance of relativistic and solvent e↵ects on magnetic resonance pa-
rameters is recognized both experimentally and computationally. [51, 67–75] Heavy-
element containing compounds are often large, and in order to treat these compounds
in solution, the computational protocol must be cost e cient and able to reliably de-
scribe both the e↵ects of the environment and relativity. Several groups extensively
studied strategies for the calculation of NMR shieldings and nuclear spin–spin cou-
plings using the ZORA or Dirac–Coulomb Hamiltonians. They have used both clus-
ter [68] and cluster/continuum [69, 74, 75] models to describe solvent e↵ects, as well
as Born–Oppenheimer molecular dynamics [71, 73] to include additional dynamical
e↵ects. All these studies point towards the importance of including at least bulk sol-
vent e↵ects in the computational protocol to achieve agreement with experimentally
observed trends.
The main goal of the present work is to bridge the existing gap in computational
methodologies and to o↵er a cost-e↵ective way to concurrently model direct solvent
e↵ects and relativistic e↵ects in EPR and pNMR calculations of paramagnetic species.
To accomplish this, we extended a recent implementation of the PCM-Self-Consistent
Field (SCF) scheme at the relativistic four-component DFT level of theory [76] to the
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Kramers-unrestricted regime and assessed the methodology in calculations of EPR g-
and A-tensors, as well as the temperature-dependent contribution to pNMR shifts.
The implementation is done in the ReSpect [77] program package and utilizes the
same modular strategy as exploited in the DIRAC implementation [76]: the PCM
functionality is provided by an interface to the independently developed PCMSolver
library [78].
The rest of the paper is organized as follows. In Section 2 we present the theoretical
foundation for our implementation of the PCM model in the calculation of EPR and
pNMR parameters at the four-component level of theory. In Section 3 we summarize
the computational details, before we present in Section 4 the results of pilot appli-
cations. Finally, in Section 5 we give some concluding remarks and an outlook. Note
that Hartree atomic units will be used throughout the text.
2. Theory
2.1. IEF-PCM
Continuum solvation models are among the simplest focused models for the description
of solvent e↵ects [55, 62, 79]. The solvent is replaced by a structureless continuum,
described by macroscopic physical properties. The solute is placed in a cavity inside
the continuum and the mutual electrostatic polarization of the solute and the solvent
is taken into account by means of a continuous electric field, called the reaction field,
that is modulated by the bulk permittivity of the solvent.
This is a problem of classical electrostatics: given a closed volume V with boundary
@V inside a dielectric of permittivity "r and fully enclosing a charge density ⇢0, find
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The first and second partial di↵erential equations (PDEs) are augmented by the last
two equations that impose the proper boundary conditions. We require that  (r)
is continuous across the cavity boundary and that its directional derivative have a
finite jump, related to the permittivity constant "r, across the cavity boundary. The
directional derivatives are taken with respect to the surface normal vector n̂, from
the inside (subscript +) and from the outside (subscript  ) relative to the cavity
boundary.
In the integral equation formalism (IEF) of the PCM [82], the system in Eq. (1)
is recast as an integral equation [83, 84] whose domain is the surface of the cavity











|r   t| = '+ ⇠, (2)
where ' is the Newton potential, i. e. the Molecular Electrostatic Potential (MEP)
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generated by ⇢0 in vacuo. The second term is the reaction field and is parametrized
in terms of the Apparent Surface Charge (ASC)  (t), a charge distribution spread















where the integral operators are expressed by means of the Green’s function for the













with Î being the identity operator. The ASC fully determines the reaction field and
the mutual polarization between the solute and the solvent. Furthermore, the full
three-dimensional problem in Eq. (1) has been reduced to the determination of a
scalar function of the surface coordinate t. The integral equation formalism is also
quite general: knowledge of the boundary conditions and the Green’s function for any
linear, elliptic PDE is su cient in order to set up the associated integral equation.
IEF-PCM is not restricted to homogeneous, uniform dielectrics, and extensions have
been presented for ionic liquids and liquid crystals [82], dielectric interfaces [85, 86]
and metal nanoparticles [87].
The Boundary Element Method (BEM) is the standard method to solve integral
equations such as the IEF-PCM equation Eq. (3). The surface of the molecular cav-
ity is discretized into finite elements with a basis set of piecewise regular functions
attached [88]. It is then possible to discretize the integral operators Ŝ and D̂, the
unknown ASC   and the MEP '. This leads to a linear system of equations [83]. In
our implementation, [78] we use the GePol algorithm to discretize the cavity bound-
ary. In this approach, [89] the cavity is defined as a set of interlocking spheres which
are divided into Nts spherical triangles  i by means of an equilateral partitioning
algorithm. We apply a parametrized, one-point, collocation scheme [55, 90] to obtain
the linear system of equations. The centroids of the spherical triangles are chosen as
collocation points. Eventually, the linear equations are solved by direct LU decomposi-
tion. Detailed expressions for the matrix elements of the discretized boundary integral
operators can be found in Refs. [55, 90].
We note at this point that the conductor-like screening model (COSMO) [91–93] is
a special case of Eq. (3), and the COSMO equation [93]
Ŝ  =  f("r)', (5)
can be obtained by taking the infinite-permittivity limit of Eq. (3), or starting




(0  X  1) is added to account for the fact that the solvent is a
dielectric medium rather than a proper conductor.
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2.2. Four-component EPR theory
The theoretical foundations for the calculation of the EPR g-tensor and hyperfine cou-
pling A-tensor in the framework of four-component Dirac–Kohn–Sham (DKS) theory
have been described previously [35, 36]. Here we will only briefly recapitulate the de-
tails of the implementation in the ReSpect program package [77]. In the following, we
will assume summation over repeated indices and adopt the following notation: the in-
dices  , ⌧ , µ, ⌫ will denote atomic orbitals (AO), u, v will denote Cartesian components
of tensors and i will be used as index for occupied molecular orbitals (MO).
The EPR g- and A-tensors are calculated in four-component theory as first-order
molecular properties, which is equivalent for variational methods such as DKS to the
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trices with elements ⇤
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are the four-component representation of the perturbation































































































). The Dirac matrices ↵ and   are composed of the two-by-two












Although we provide expressions for both point nucleus (PN) Eq. (9) and finite nucleus
(FN) Eq. (10) models of the magnetic moment distribution, in the present work the
PN model was used only. The e↵ects of these two models in the four-component
















representing a Gaussian-type scalar function,   is the vector composed of
Pauli matrices, and p is the momentum operator.
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where the occupied molecular orbital coe cients C
 i
are obtained from the four-
component analogue of the Roothaan–Hall equations
F (Jv)C(Jv) = SC(Jv)✏(Jv), (14)








and ✏(Jv) the orbital (one-electron) energies [95, 96].
The superscript (J
v
) indicates the dependence of the molecular orbitals on the
orientation of the magnetization vector J . If the magnetization vector is oriented along
the principal axes of the g-tensor, the calculation of the g- and A-tensors will only
require three solutions of the Kramers unrestricted Roothaan–Hall equations Eq. (14).
From each solution, one diagonal component of the g-tensor and one column of the
A-tensor is obtained. However, this approach requires that the principal axes of the
g-tensor are known prior to the calculations. In case of systems with high symmetry,
such as the [ReNX
n
]  complexes studied in this work, the orientation of the g-tensor
principal axes is known a priori and coincides with symmetry axes. In more general
cases, results from preliminary one-component perturbation calculations can be used
as starting guess. Subsequently, a series of four-component calculations are carried
out and after each calculation the g-tensor is rotated and new principal axes are
determined. The orientation of the principal axes is usually converged within a single
iteration. For a more detailed discussion of four-component g-tensor calculations and
the di↵erences between Kramers restricted and unrestricted methods can be found in
Refs. [35, 97].
In the following we will omit the (J
v
) superscript to simplify the notation. The
Dirac–Hartree–Fock (DHF, ✓ = 1) or Dirac–Kohn–Sham (0  ✓ < 1) vacuum Fock
matrix can be divided into one- and two-electron contributions:
Fvac = h
D +G[✓,D] + V xc[(1  ✓),D]. (16)














with ↵ and   matrices defined by Eqs. (11), and the scalar nuclear–electron attraction
potential operator














the nuclear charge. Here, we have assumed a finite-sized nuclear model of
Gaussian type where both the nuclear charge and magnetic moment distributions
are modelled with the same s-type Gaussian function. This approximation is justified
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because the A-tensor is only weakly dependent on the particular finite magnetic mo-
ment distribution. [98] The two-electron contribution G describes the instantaneous
Coulomb electron-electron interaction. It consists of a Coulomb (J) and an exchange
part (K)
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is the overlap distribution of
two four-component basis functions, as defined in Eq. (12). Note that the order of the
four-by-four matrices in the numerator of Eq. (21) is fixed, since they do not commute.
The construction of the Fock matrix Eq. (16) requires the non-collinear exchange-
correlation (XC) potential for generalized-gradient approximation (GGA) functionals.











































where ✏xc denotes the XC energy density, which depends on the electron charge density
n and the length of the electron spin density vector s





































being the four-component spin operator. Since we consider here only systems
with a degenerate ground state, both the spin density and its gradient are nonzero, in
contrast to systems with a nondegenerate ground state. The form of the non-collinear
XC potential for local density approximation (LDA) functionals, given by the first
two terms on the right-hand side of Eq. (22), has previously been presented by San-
dratskii [99] and van Wüllen [100]. A straightforward extension of these LDA expres-
sions to nonzero gradients of the spin density su↵ers from numerical instabilities as
discussed by Scalmani and Frisch [101]. The expression in Eq. (22) is both numeri-
cally stable and includes gradients of the spin density in a non-collinear fashion. The
physical motivation for the definition in Eq. (22), as well as a discussion of numerical
instabilities, will be presented elsewhere.
The final ingredient in the construction of the Fock matrix in Eq. (14) is the ad-
ditional one-electron PCM potential. Detailed derivations have already been given,
both in the context of one-component [55, 79] and four-component methods [76]. The
vacuum Fock matrix in Eq. (16) is augmented by the PCM one-electron potential








Note that in the previous equation,   is not a Pauli matrix but rather the ASC as
computed by solving Eq. (3). The representation of the MEP operator in a four-








|r   t| d
3r. (27)
Note that only the large–large and small–small component blocks remain nonzero
because the Coulomb interaction is represented by a scalar multiplicative operator.
In Eq. (25), we use the nondiscretized form of the PCM Fock matrix contribution,
in contrast to the form presented in Ref. [76]. The two forms are equivalent, but the
current formalism is more general as it does not require either a reference to the PCM
model adopted (IEF-PCM or COSMO) or the use of a BEM scheme to solve the
classical PCM problem.
2.3. Four-component pNMR theory
The NMR chemical shift of paramagnetic substances is in general temperature-









The orbital contribution  orb
M
is approximately temperature-independent (neglecting
the rovibrational motion of the nuclei), in contrast to the paramagnetic contribu-
tion  para
M
which usually exhibits a strong temperature-dependence [102–104]. These
contributions can be separated in experimental measurements by plotting the temper-
ature dependence of the pNMR signals against 1/T , where the slope and the intercept
with the vertical axis are related to the paramagnetic and orbital contributions to
the pNMR shifts, respectively. In this work we exclusively focus on the paramagnetic
contribution to the pNMR shift, which for systems with a doubly degenerate ground















is the Bohr magneton, kT is the thermal energy, and g and A
M
are corre-
sponding EPR tensors as defined in Eqs. (6) and (7). From Eq. (29) it follows that
accurate measurements of the paramagnetic shift provide us with an indirect link to
the EPR parameters. This connection has already been examined in the framework of
relativistic four-component DFT theory [45].
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3. Computational details
Structures of the small ReVI compounds and larger trans- [RuIIICl4(DMSO)(4-R-py)] 
complexes were taken from the Supporting Information of Ref. [24] and Ref. [67], re-
spectively. Structures of the Ru and Os nitrosyl complexes were optimized in the
Turbomole program using the PBE0 [105, 106] hybrid functional with Grimme’s
atom-pairwise D3 dispersion corrections [107] and Becke–Johnson (BJ) damping [108].
Quasirelativistic energy-consistent, small-core pseudopotentials (e↵ective-core poten-
tials, ECP) [109] were used for the metal centers, with (7s7p5d1f)/ [6s4p3d1f] and
(8s7p6d1f)/[6s4p3d1f] Gaussian-type orbital valence basis sets for the 4d and 5d metal
atoms, respectively. Ligand atoms were treated with an all-electron def2-TZVP basis
set [110]. All the geometries are collected in the Supporting Information. The property
calculations were carried out at the four-component DKS level of theory with the de-
velopers version (3.5.0) of the relativistic quantum chemistry program ReSpect. [77]
The hybrid PBE0 functional and its modified form with a customized admixture of
40% Hartree–Fock exchange (PBE0-40) were used, respectively. In our previous stud-
ies, the PBE0-40 functional was found to provide good agreement with experimental
data, clearly outperforming generalized-gradient approximation (GGA) functionals,
in particular for the hyperfine couplings. [24] The exchange–correlation contribution
was evaluated numerically on an integration grid consisting of 80 radial grid points
and a Lebedev angular grid with an adaptive size and its rotationally invariant im-
plementation was preserved by means of a non-collinear approach with the spin den-
sity described as the norm of the spin magnetization vector (see Section 2.2). For
all nuclei, a finite-sized Gaussian distribution model for the nuclear charge was ap-
plied with parameters taken from Ref. [111], whereas a simple point model was used
for nuclear magnetic moments. To represent the large-component spinors, all-electron
Gaussian-type basis sets of polarized triple-zeta quality were used: the uncontracted
form of Jensen’s pcJ-2 basis for elements of the first three periods (upcJ-2) [112],
and the uncontracted form of Dyall’s vTZ basis set [113–115] for the heavy elements.
A restricted kinetic balance condition was imposed at the integral level to construct
the small-component basis. The evaluation of the two-electron contributions to the
Fock matrix is the dominant computational task, especially in four-component-based
methodologies. To reduce the cost of this essential step, an atom-pair approximation
for the electron repulsion integrals was used: the evaluation of four-center two-electron
integrals over atom-centered small-component basis functions  S is discarded, unless













is the Kronecker delta and A, B, C, and D refer to the origin of the basis functions.
Unless stated otherwise, the cavities used for the PCM were generated using van der
Waals radii from Allinger’s MM3 model [116]: 1.62 Å for H, 2.04 Å for C, 1.93 Å for
N. 1.82 Å for O, 1.71 Å for F, 2.15 Å for S, 2.07 Å for Cl, 2.34 Å for Ru, 2.37 Å for
Re, and 2.35 Å for Os, all scaled down by a factor of 1.2. The addition of spheres not
centered on the nuclei was disabled and a tesselation with an average finite element




In this study, we will only be concerned with the so-called direct solvent e↵ects—
that is, solvent e↵ects arising directly from the mutual polarization of the solvent and
the solute density. Indirect solvent e↵ects arising from the relaxation of the molecu-
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lar structure upon solvation are not considered here. This setup enables to ease the
interpretation of the results, as they only contain direct solvent e↵ects.
Initial validation studies of our 4c-mDKS/IEF-PCM implementation on a series of
[MEX
n
]q d1 complexes, investigated previously using various relativistic approaches
in vacuo, [24] revealed a minor e↵ect of the continuum solvent model on the EPR
parameters. The results for selected ReVI complexes, [ReNF4]  and [ReNCl4] , in the
gas-phase and in CH3CN solution are presented in Table 1. The solvent shifts (the dif-
ferences between EPR parameters computed with and without inclusion of the PCM
solvent model) amount to only a few ppt for  g-tensor components (with a maximum
of -9 ppt for  gk in [ReNF4]
 ) and up to 40-50 MHz for metal hyperfine coupling
(HFC) constants. Although these solvent shifts should be considered in highly accu-
rate EPR calculations, they are smaller or comparable to the experimental error and
much less pronounced than the e↵ect of DFT functional and/or basis set, see Table 1
and corresponding footnotes. Comparably small solvent shifts are also found for other
members of the [MEX
n
]q benchmark series. Our previous conclusion on the ”best per-
forming” hybrid DFT functionals (with an optimal Hartree–Fock exchange admixture
of about 25–40% for g-tensors and 40% for HFCs) for selected d1 compounds remains
valid and virtually una↵ected by the inclusion of direct solvent e↵ects. [24]
In contrast, we found a notable e↵ect of the solvent polarity on electronic g-tensor
components within a series of low-spin Ru and Os complexes (see Figure 1 for the
structures). The results computed in vacuo and using the PCM solvent model for se-
lected nitrosyl complexes, characterized experimentally by EPR spectroscopy in highly
polar acetonitrile frozen solutions, are presented in Table 2. It is obvious that both
relativistic and matrix e↵ects are required to reproduce the experimental values in
these systems. In general, solvent shifts of several tens ppt are observed for the  g11
component and amount up to 109 ppt in [Os(CN)5(NO)]3  at the PBE0-40 level.
Such a solvent shift corresponds to ca. a 25% contribution to the overall g11 value
and it is larger than the e↵ect of Hartree–Fock exchange admixture or the variation
of the  g11 values in Ru nitrosyl complexes upon ligand substitution[117]. Note that
the  g11 axis lies in the M-N-O plane and it is nearly parallel to the N-O bond;
cf. Figure 2a. A smaller, but still remarkable, solvent e↵ect is also noticed for  g22
and  giso values in Os complexes. Interestingly, the solvent e↵ect on  g11 and  g22
in anionic [M(CN)5(NO)]3  species have positive values, while they are negative in
cationic [MCl(bpy)2(NO)]+ complexes. Nevertheless, the use of the PCM model im-
proves the agreement of computed g-tensor shifts with experimental data in both
cases and demonstrates the sensitivity of EPR parameters to solvent polarity in these
systems, see Table 2 and Figure 2.
We note in passing, that sizeable solvent e↵ects on electronic g-tensor and metal
HFCs were found, e.g. for some Cu(II) complexes, but these were primarily caused
by the change of the metal coordination environment (upon solvent coordination or
protonation of ligands) rather than by solvent polarity alone, as also confirmed by DFT
calculations. Here, the PCM model is not su cient to reproduce the observed trends
and explicit solvent molecules have to be considered in the calculations. [118–120]
Due to the lack of experimental data on HFCs in the investigated nitrosyl com-
plexes, benchmark studies were also performed for the temperature-dependent part
of pNMR shifts, which are for doublets inherently associated with the product of the
electronic g-tensor and HFC tensor of the nucleus in question, see Eq. (29). As model
systems, we selected two Ru(III) low-spin d5 complexes (S=1/2) studied comprehen-
sively for their 1H and 13C NMR shifts in highly polar dimethylformamide (DMF)
as a function of temperature. [67] Experimental temperature-dependent pNMR shifts
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along with computed data in vacuo and in solution are collected in Table 3. A signifi-
cant improvement of the computed pNMR shifts upon inclusion of bulk solvent e↵ects
can be noticed; the mean-absolute error (MAE) is reduced from 10-20 ppm to about
2-4 ppm. These MAE are compararable to or slightly better than errors obtained by
using the COSMO solvation model in conjunction with the two-component ZORA-SO
Hamiltonian, implemented in the ADF software package. Closer inspection (see Tables
1 and 2 in Supporting Information) revealed that these solvent shifts are governed by
changes in both the electronic g-tensor and HFC tensors of the ligand atoms, the latter
being more dominant. HFCs are a↵ected more by solvent polarity than the g-tensor
components in relative terms; e.g. the solvent shifts are about 5% for giso, whereas
they contribute more than 50% to Aiso in some cases. Interestingly, apart from chang-
ing the magnitude of the pNMR shifts, bulk solvent e↵ects may also invert their sign
due to a change of the spin density distribution in response to the solvent polarity, as
demonstrated e.g. for C3 in the 4-CN-substituted pyridine complex.
Finally, we note that the choice of atomic van der Waals radii used in the con-
struction of the molecular solvent-accessible surface can have a substantial impact on
the calculated results. In the systems studied, using the universal force field-derived
(UFF) radii [121] provides results that do not compare to experiments as well as when
using the radii derived from Allinger’s MM3 model [116].
5. Summary
We have presented an extension of the polarizable continuum model for solvation
to the calculation of EPR g-tensors and hyperfine coupling constants as well as the
temperature dependent contribution to paramagnetic NMR chemical shifts at the rela-
tivistic four-component density-functional theory level. The small component basis set
is generated at the integral level by imposing the restricted kinetic balance condition,
allowing for e cient calculations also for large molecular complexes. We have included
the solvent e↵ects by integrating the four-component relativistic density-functional
theory program ReSpect [77] with the standalone library PCMSolver [78]. The for-
malism is general and although results have been presented only for the IEF-PCM
model, the implementation is also applicable for the conductor-like screening model
(COSMO).
Our results show that the importance of direct solvent e↵ects to EPR parame-
ters and pNMR shifts as described by the PCM is di cult to predict a priori , even
though they are in many cases significant, amounting up to 25% of the gas-phase
value, as demonstrated for the selected Ru and Os complexes. In other cases, such as
the [MEX
n
]q d1 complexes, there is hardly any noticeable direct solvent e↵ect. The
results presented in this contribution demonstrate the need to explore the relevance
of solvent e↵ects when computing EPR and pNMR parameters. The PCM provides a
cost-e↵ective strategy to carry out such an analysis and to possibly rule out whether
consideration of solvent e↵ects is mandatory or not. For pNMR chemical shifts, we
found solvent e↵ects to be sizeable, mandating their inclusion in precise calculations
and/or reliable predictions and analysis. In addition, we observed an important role of
van der Waals atomic radii employed in the construction of solvent-accessible surfaces,
where results obtained by means of the UFF radii are notably outperformed by those
using the radii derived from Allinger’s MM3 model.
A detailed comparison with experiment is still di cult. One reason for this is our
restriction to direct solvation e↵ects. However, many experimental EPR studies are
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conducted in solid matrices of the solute embedded in the solvent. It is not clear
whether PCM would in this case be able to accurately model such medium e↵ects.
We also note that for charged metal complexes, the solvent molecules may directly
coordinate with the complex, giving rise to changes in the molecular properties that
arise from strong interactions with the electron density of the solute, which cannot be
described by a dielectric continuum model alone. In this case, supermolecular com-
plexes embedded in a dielectric continuum may be a good model to account for such
e↵ects.
In view of the fact that zero-point vibrational corrections have been shown to be
important for hyperfine coupling constants, [122, 123] it can be expected that also
geometry relaxation due to solvation can be significant to the EPR and temperature-
dependent pNMR studies. The extension of the PCM model to geometry optimizations
at the four-component level of theory is in progress in our group.
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Basel, 1995.
[84] G. C. Hsiao and W. L. Wendland, Boundary Integral Equations, Springer, Berlin, 2008,
vol. 164.
[85] L. Frediani, R. Cammi, S. Corni and J. Tomasi, J. Chem. Phys., 2004, 120, 3893–3907.
[86] R. Di Remigio, K. Mozgawa, H. Cao, V. Weijo and L. Frediani, 2016, (submitted).
[87] A. Delgado, S. Corni and G. Goldoni, J. Chem. Phys., 2013, 139, 024105.
15
[88] A. Ern and J.-L. Guermond, Theory and practice of finite elements, Springer, New York,
2004.
[89] E. Silla, J. L. Pascual-Ahuir, J. Tomasi and R. Bonaccorsi, J. Comp. Chem., 1987, 8,
778–787.
[90] C. S. Pomelli, Continuum Solvation Models in Chemical Physics, John Wiley & Sons,
Ltd, Chichester, 2007, pp. 49–63.
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Table 1. E↵ect of a polarizable continuum solvent model (IEF-PCM) on computed principal components of
the electronic  g tensor [ppt] and of the metal HFC tensor [MHz] in selected ReVI complexes.a







[187ReNF4]  PBE0 in vacuo -324 -115 -185 -2792 -1355 -1834
IEF-PCMb -333 -112 -186 -2831 -1379 -1863
PBE0-40 in vacuo -349 -120 -196 -3099 -1643 -2128
IEF-PCMb -358 -118 -198 -3147 -1675 -2166
Expt.c,e CH3CN -353 -132 -206 -3079 -1637 -2118
[187ReNCl4]  PBE0 in vacuo -64 -70 -68 -2007 -872 -1250
IEF-PCMb -63 -69 -67 -2011 -871 -1251
PBE0-40 in vacuo -92 -76 -81 -2285 -1118 -1507
IEF-PCMb -92 -75 -81 -2290 -1119 -1510
Expt.d,e CH3CN -93 -68 -77 -2308 -1145 -1533
a This work. All calculations were done at 4c-DKS/Dyall(vTZ)/upcJ-2 level with or without the IEF-PCM
solvation model, employing the traditional PBE0 hybrid functional or PBE0-40 with a customized (40%)
admixture of Hartree–Fock exchange.
b The value of the static permittivity "r = 37.5 used for CH3CN as solvent.
c Expt. value taken from Ref. [124].
d Expt. value taken from Ref. [125].
e Experimental errors:  gi ± 3 ppt, AMi = ±15 MHz; estimated from linewidth analysis.
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Table 2. E↵ect of a polarizable continuum solvent model (IEF-PCM) on computed principal components of
the electronic  g tensor [ppt] in selected Ru and Os nitrosyl complexes.a
Complex Method Solvent  g11  g22  g33  giso
[Ru(CN)5(NO)]3  PBE0 in vacuo -161 -22 -5 -63
IEF-PCMb -143 -16 -7 -55
PBE0-40 in vacuo -180 -27 -4 -70
IEF-PCMb -152 -17 -8 -59
Expt.c CH3CN -132 0 2 -44
[Os(CN)5(NO)]3  PBE0 in vacuo -411 -87 -31 -177
IEF-PCMb -358 -69 -33 -153
PBE0-40 in vacuo -488 -98 -32 -206
IEF-PCMb -381 -74 -30 -162
Expt.c CH3CN -368 -71 -43 -161
cis-[RuCl(bpy)2(NO)]+ PBE0 in vacuo -113 -22 17 -39
IEF-PCMb -122 -24 17 -43
PBE0-40 in vacuo -131 -26 17 -47
IEF-PCMb -138 -29 18 -50
Expt.d CH3CN -121 -10 27 -35
cis-[OsCl(bpy)2(NO)]+ PBE0 in vacuo -268 -71 9 -110
IEF-PCMb -332 -90 8 -138
PBE0-40 in vacuo -332 -89 13 -136
IEF-PCMb -401 -113 22 -164
Expt.e,f CH3CN -382 -112 -22 -172
a This work. All calculations were done at 4c-DKS/Dyall(vTZ)/upcJ-2 level with or without the IEF-PCM
solvation model, employing the traditional PBE0 hybrid functional or PBE0-40 with a customized (40%)
admixture of Hartree–Fock exchange.
b The value of the static permittivity "r = 37.5 used for CH3CN as solvent.
c Expt. value taken from Ref. [126].
d Expt. value taken from Ref. [117].
e Expt. value taken from Ref. [127].
f Experimental errors:  gi ± 10 ppt; estimated from linewidth analysis.
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Table 3. E↵ect of various solvent models on computed 1H and 13C temperature-dependent contribution to
pNMR shifts [ppm] in selected Ru(III) complexes.a
Complex Nucleus Solvation Model Expt.e
in vacuoa IEF-PCMa,b IEF-PCMa,c COSMOd
[RuCl4(DMSO)(4-Me-py)]  H2 -6.7 -11.6 -14.1 -14.8 -14.0
H3 -8.9 -9.5 -10.3 -9.7 -9.4
HMe -8.5 -6.6 -6.2 -6.1 -6.0
HDMSO -12.4 -14.3 -15.6 -17.1 -15.5
C2 -73 -70 -74 -75 -72
C3 -7 -19 -23 -28 -25
C4 -49 -33 -30 -28 -27
CMe 11 4 1 2 0
CDMSO -180 -162 -150 -163 -156
MAEf 9.9 3.2 1.8 2.1
[RuCl4(DMSO)(4-CN-py)]  H2 -1.8 -7.3 -10.8 -10.8 -11.9
H3 -9.7 -9.8 -10.3 -9.9 -8.5
HDMSO -12.4 -14.2 -15.5 -16.9 -15.7
C2 -84 -81 -84 -86 -78
C3 13 -4 -12 -15 -17
C4 -78 -52 -42 -42 -34
CCN 52 29 20 21 11
CDMSO -175 -159 -148 -160 -146
MAEf 20.6 9.0 3.8 5.7
aThis work. Data calculated at 4c-DKS/Dyall(vTZ)/upcJ-2 level of theory with the PBE0 hybrid functional.
bIEF-PCM using a solvent-accessible surface with UFF radii [121]: 1.4430 Å for H, 1.4815 Å for Ru, 1.9255 Å
for C, 2.0175 Å for S, 1.75 Å for O, 1.9735 Å for Cl and 1.83 Å for N. All radii were multiplied by a factor of
1.2. The value of the static permittivity for DMF ("r = 37.0) was used.
cIEF-PCM using a solvent-accessible surface with radii from Allinger’s MM3 model [116] (see Section 3 for
more details). The value of the static permittivity for DMF ("r = 37.0) was used.
dCalculations at the ZORA-SO/PBE0/TZ2P level of theory with the COSMO solvation model. [67] A Delley
surface [128] with radii from Allinger’s MM3 model was used [116] (see Section 3 for more details). The value
of the static permittivity for DMF ("r = 37.0) was used.
eExperimental data measured in dimethylformamide and taken from Ref. [67]
fMean absolute error between calculated and experimental data. fMean absolute error between calculated
and experimental data.
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Figure 1. Schematic structures of the investigated transition-metal complexes. Atom numbering in ligands
of two Ru(III) complexes employed in pNMR calculations is given as well.
21
Figure 2. (a) Visualization of the electronic  g-tensor and its principal axes in [Os(CN)5(CN)]3 . (b) The
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Table 1. Comparison of computed principal components of g-tensor in selected Ru(III) complexes.
Complex Solvation Model Principal components
g11 g22 g33 giso
[RuCl4(DMSO)(4-Me-py)]  in vacuoa -101 286 320 168
IEF-PCMa,b -202 344 380 174
[RuCl4(DMSO)(4-CN-py)]  in vacuoa -84 266 321 167
IEF-PCMa,b -177 328 372 174
aThis work. Data calculated at 4c-DKS/Dyall(vTZ)/upcJ-2 level of theory with the PBE0 hybrid functional.
bIntegral Equation Formalism (IEF)-Polarizable Continuum Model (PCM) using a solvent-accessible surface
with radii from Allinger’s MM3 model [1] (see Section 3 for more details). The value of the static permittivity
for dimethylformamide (DMF) ("r = 37.0) was used.
Table 2. Comparison of computed 1H and 13C principal components of A-tensor [MHz], and contact and
pseudocontact contributionsa to pNMR shifts [ppm] in selected Ru(III) complexes.
Complex Nucleus Solvation Model Principal componentsb
A11 A22 A33 Aiso  fc  pc
[RuCl4(DMSO)(4-Me-py)]  H2 in vacuoc -2.70 0.32 2.12 -0.09 -2.5 -4.2
IEF-PCMc,d -2.96 0.16 1.93 -0.29 -8.5 -5.7
H3 in vacuoc -0.75 -0.52 0.51 -0.26 -7.4 -1.4
IEF-PCMc,d -0.78 -0.55 0.48 -0.29 -8.3 -1.9
HMe in vacuoc -0.49 -0.45 0.14 -0.27 -7.8 -0.7
IEF-PCMc,d -0.41 -0.34 0.22 -0.18 -5.2 -1.0
HDMSO in vacuoc -1.56 -0.97 1.50 -0.34 -10.0 -2.4
IEF-PCMc,d -1.62 -1.03 1.41 -0.41 -12.1 -3.5
C2 in vacuoc -1.55 -0.72 0.59 -0.56 -64.8 -8.5
IEF-PCMc,d -1.33 -0.81 0.50 -0.55 -63.6 -10.6
C3 in vacuoc -0.33 0.03 0.15 -0.05 -5.8 -1.4
IEF-PCMc,d -0.41 -0.18 0.05 -0.18 -20.9 -2.3
C4 in vacuoc -1.12 -0.21 0.19 -0.38 -44.3 -4.4
IEF-PCMc,d -0.70 -0.17 0.22 -0.22 -25.3 -4.4
CMe in vacuoc 0.02 0.04 0.25 0.10 12.0 -1.0
IEF-PCMc,d -0.06 -0.04 0.17 0.02 2.8 -1.5
CDMSO in vacuoc -1.89 -1.82 -0.82 -1.51 -175.4 -4.6
IEF-PCMc,d -1.64 -1.47 -0.59 -1.24 -143.7 -6.1
[RuCl4(DMSO)(4-CN-py)]  H2 in vacuoc -2.58 0.51 2.31 0.08 2.3 -4.1
IEF-PCMc,d -2.89 0.30 2.04 -0.18 -5.3 -5.5
H3 in vacuoc -0.78 -0.55 0.46 -0.29 -8.4 -1.3
IEF-PCMc,d -0.79 -0.55 0.47 -0.29 -8.5 -1.8
HDMSO in vacuoc -1.57 -0.97 1.50 -0.35 -10.1 -2.3
IEF-PCMc,d -1.63 -1.04 1.41 -0.42 -12.2 -3.3
C2 in vacuoc -1.91 -0.67 0.65 -0.64 -74.3 -9.3
IEF-PCMc,d -1.57 -0.82 0.51 -0.63 -72.8 -10.9
C3 in vacuoc -0.23 0.28 0.30 0.12 13.9 -0.8
IEF-PCMc,d -0.36 -0.01 0.11 -0.09 -10.3 -1.7
C4 in vacuoc -1.77 -0.24 0.14 -0.62 -72.1 -5.9
IEF-PCMc,d -0.95 -0.19 0.20 -0.31 -36.5 -5.0
CCN in vacuoc 0.37 0.47 0.53 0.45 52.5 0.0
IEF-PCMc,d 0.07 0.19 0.27 0.18 20.7 -0.8
CDMSO in vacuoc -1.86 -1.78 -0.79 -1.47 -171.1 -4.3
IEF-PCMc,d -1.62 -1.47 -0.57 -1.22 -141.9 -5.7
aFor the decomposition of the temperature-dependent contribution to the isotropic pNMR shift in the four-
component framework see Ref. [2].
bPrincipal components were calculated from symmetric diagonalization of the A-tensor [1/2(A+AT )].
cThis work. Data calculated at 4c-DKS/Dyall(vTZ)/upcJ-2 level of theory with the PBE0 hybrid functional.
dIEF-PCM using a solvent-accessible surface with radii from Allinger’s MM3 model [1] (see Section 3 for more
details). The value of the static permittivity for DMF ("r = 37.0) was used.
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