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Abstract
We consider the motion of charged particles in the vacuum magnetospheres of rotating
neutron stars with a strong surface magnetic field, B & 1012 G. The electrons and positrons
falling into the magnetosphere or produced in it are shown to be captured by the force-free
surface E · B = 0. Using the Dirac–Lorentz equation, we investigate the dynamics of particle
capture and subsequent motion near the force-free surface. The particle energy far from the
force-free surface has been found to be determined by the balance between the power of the
forces of an accelerating electric field and the intensity of curvature radiation. When captured,
the particles perform adiabatic oscillations along the magnetic field lines and simultaneously
move along the force-free surface. We have found the oscillation parameters and trajectories of
the captured particles. We have calculated the characteristic capture times and energy losses
of the particles through the emission of both bremsstrahlung and curvature photons by them.
The capture of particles is shown to lead to a monotonic increase in the thickness of the layer
of charged plasma accumulating near the force-free surface. The time it takes for a vacuum
magnetosphere to be filled with plasma has been estimated.
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1 Introduction
In the physics of radio pulsars, the stationary structure of radio pulsar magnetospheres has
been investigated in considerable detail. We mean not the vacuum magnetosphere but a mag-
netosphere filled with a dense electron–positron plasma. This is because the radio emission
generated in the magnetosphere by a charged particle flux requires the existence of a dense
plasma production mechanism for its explanation. This mechanism suggested by Sturrock [1]
and developed significantly by Ruderman and Sutherland [2] is that an electron–positron pair
can be efficiently produced by a gamma-ray photon with an energy higher than twice the elec-
tron rest mass in a strong magnetic field near the surface of a neutron star that is a radio
pulsar, B ≈ 1012 G [3, 4]. In turn, energetic gamma-ray photons are emitted by electrons
and positrons as they move in the magnetosphere along magnetic field lines with a significant
curvature. These photons are called curvature ones. The photon emission and absorption in
a magnetic field accompanied by the production of electron–positron pairs allow a theory of
stationary plasma generation in the magnetosphere of a magnetized rotating neutron star to be
constructed. However, from observations of stationarily operating radio pulsars, it is rather dif-
ficult to understand what the generation mechanism of radio emission in their magnetospheres
is and how the plasma is produced. Tracing the dynamics of emission development at various
frequencies would be very important for understanding the physical processes in the magneto-
spheres of radio pulsars [5]. In addition, many observations of nonstationarily operating radio
pulsars have appeared recently. These primarily include the so-called intermittent radio pulsars
whose radio emission is observed only during a certain time interval that exceeds considerably
the spin period of the star. Thus, for example, the pulsar PSR B1931+24 “operates” for 5—10
days and then remains silent for 20—25 days [6], while the pulsar PSR J1832+0029 “oper-
ates” for about 300 days and remains silent for about 700 days (see, e.g., the review [7]). The
spindown, i.e., the energy losses, was measured to be significantly different in the periods of
operation and silence. Since the radio emission power accounts for a negligible fraction of the
total rotational energy losses of a neutron star, it would be natural to assume that the silence is
related to the termination of plasma generation in the magnetosphere. The mechanism of losses
related to the emission of a magnetodipole wave in a vacuum (silence) can then be distinguished
from the mechanism of losses related to the emission of a pulsar wind—–an electron–positron
plasma flow from the magnetosphere (operation).
Apart from intermittent pulsars, the group of so-called nulling pulsars has long been
known, in which no radio emission is observed for some time but not so regularly as in in-
termittent pulsars and for which the difference in spindown has not yet been measured. The
nulling fraction exceeds 40% for seven of the 23 pulsars investigated in [8] and reaches 95% for
PSR J1502-5653 and PSR J1717-4054.
Yet another group of nonstationary radio sources has been observed recently—–rotating
radio transients (RRATs), i.e., sporadically flaring radio sources in which the flare repetition
phase is retained and for which the corresponding periods typical of normal radio pulsars have
been measured [9]. There is no doubt that these are also rotating neutron stars. Neverthe-
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less, the nature of their activity is completely unclear, as suggested by the existence of many
dissimilar models (see, e.g., [10–14]).
In our view, all of the described sources show nonstationary plasma generation processes
in the magnetospheres of neutron stars. Therefore, it is important to understand how the
magnetosphere of a rotating magnetized neutron star is filled with plasma, which triggers the
operation of radio pulsars [5]. This paper is devoted to an initial investigation of the “ignition”
of neutron star magnetospheres—the dynamics of magnetosphere filling with electrons and
positrons produced in the magnetosphere. In the Section 2, we give the electromagnetic fields
of the inner vacuum magnetosphere and describe the force-free surface where the electric field
along the magnetic field becomes zero. Sections 3—7 are devoted to the dynamics of charged
particle motion near the force-free surface and their capture onto this surface. In the Section 8,
we discuss the dynamics of plasma accumulation in the inner magnetosphere and estimate the
characteristic ignition time.
2 Structure of the vacuum magnetosphere
It will be convenient for us to consider the electromagnetic field around the neutron star in
spherical coordinates r, θ, and ϕ. We will take the rotation axis of the star specified by the
direction of its angular velocity vector Ω as the polar axis. Here, r is the distance from the
stellar center to a given point, θ is the polar angle measured from the rotation axis, and ϕ is the
azimuthal angle. The electromagnetic field outside the neutron star was found by Deutsch [15]
to have the following form: the magnetic field
Br =
2m
r3
[
cos θ cos θm + sin θ sin θm cos(ϕ− ϕm)
]
,
Bθ =
m
r3
[
sin θ cos θm − cos θ sin θm cos(ϕ− ϕm)
]
,
Bϕ =
m
r3
sin θm sin(ϕ− ϕm);
(1)
and the electric field
Er = −kmR
2
r4
[(3
2
cos 2θ +
1
2
)
cos θm +
3
2
sin 2θ sin θm cos(ϕ− ϕm)
]
,
Eθ = −kmR
2
r4
[
sin 2θ cos θm +
( r2
R2
− cos 2θ
)
sin θm cos(ϕ− ϕm)
]
,
Eϕ = k
mR2
r4
( r2
R2
− 1
)
cos θ sin θm sin(ϕ− ϕm).
(2)
Here, θm and ϕm are the polar and azimuthal angles of the magnetic axis specified by the
direction of the magnetic dipole moment vector m, k = Ω/c is the wave number corresponding
to the angular frequency of neutron star rotation Ω, and R is the stellar radius. The azimuthal
angle ϕm = Ωt was chosen in such a way that its value was zero at t = 0. Equations (1) and (2)
are valid as long as we consider the electromagnetic field at distances much smaller than the
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light cylinder radius Rc = c/Ω:
(Ωr⊥/c)
2 ≪ 1, (3)
where r⊥ is the distance from the rotation axis of the neutron star to the point under consid-
eration. We are primarily interested in the regions of the inner vacuum magnetosphere where
an efficient one-photon production of electron–positron pairs is possible. For pulsars with a
characteristic surface magnetic field of 1012 G, the characteristic distance at which the pair
production is still possible is ∼ (10−20)R; therefore, for typical values of the stellar radius,
R ≃ 10 km, and spin period, P ∼ 0.1−1 s, parameter (3) is ∼ 10−5−10−3. Under these
conditions, Eqs. (1) and (2) yield a fairly accurate result.
Using Eqs. (1) and (2) for the electromagnetic field by Deutsch, we can easily derive an
equation of the force-free surface E ·B = 0—the surface at each point of which the longitudinal
electric field is zero:
r2ffs = R
2
(
1− 4 cos θ cos
2 θ′
sin θm cos θ′′
)
. (4)
Here, we introduced the angles θ′ and θ′′ as follows:
cos θ′ = cos θ cos θm + sin θ sin θm cos(ϕ− ϕm),
cos θ′′ = − cos θ sin θm + sin θ cos θm cos(ϕ− ϕm).
(5)
The structure of the force-free surface (4) can be understood from Fig. 1. It shows the sections
of the force-free surface by the plane ϕ − ϕm = {0, π} that passes through the rotation and
magnetic axes and by the plane ϕ − ϕm = {π/2, 3π/2} that also passes through the rotation
axis but orthogonally to the preceding plane for various inclinations of the magnetic axis to the
rotation axis of the neutron star. An idea of the 3D structure of the force-free surface can be
gotten from Fig. 3 (see below), which shows the particle trajectories lying on this surface.
For an aligned rotator, the force-free surface is just the equatorial plane θ = θ′ = π/2.
For an arbitrary oblique rotator, the force-free surface can be divided into two regions. One
region consists of two vaulted parts adjacent to the neutron star surface at the points of the
equator θ = π/2 and the magnetic equator θ′ = π/2. The force-free surface touches the neutron
star surface at all points of the magnetic equator, which is not observed at the points of the
ordinary equator. The second region is the surface that starts at the magnetic equator and goes
to infinity. For an easier association of this surface with the sections by the plane ϕ − ϕm =
{0, π}, it is convenient to imagine it as being composed of two open sheets. One edge of each
sheet is adjacent to the magnetic equator and to the straight line passing through the center of
the neutron star orthogonally to its rotation and magnetic axes. The other edge of the sheet
goes to infinity in such a way that the angle θ′′ → π/2 as r →∞ for an arbitrary point lying on
the force-free surface. At large r, the sheet differs little from the plane θ′′ = π/2. However, at
relatively small distances from the stellar plane, the difference is noticeable and a dome-shaped
part ending at the magnetic equator is formed above the plane θ′′ = π/2. The two sheets are
smoothly jointed at the points of the straight line θ = θ′ = θ′′ = π/2 mentioned above to form
a single sheet.
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Below, we will everywhere consider only the values of θm lying within the range from 0
to π/2. This does not limit the generality, because a rotator with an angle χ > π/2 between the
vectors m and Ω is equivalent to a rotator with θm = π − χ < π/2; −Ω should be substituted
for Ω in all formulas.
3 The motion of charged particles
To investigate the motion of particles in a vacuum magnetosphere, we will use the classical
Dirac–Lorentz equation
mex¨
i =
2
3c3
e2
[
...
x i +
1
c2
x˙i x¨kx¨k
]
+ F i, (6)
where xi = (ct, rT )T is a contravariant 4-vector containing the time t and coordinates r =
(x, y, z)T of the particle in the laboratory frame of reference (T is the transposition symbol),
me is the particle mass, e is the particle charge, and c is the speed of light. The dot over the
4-vector denotes differentiation with respect to the proper time τ of the particle, i.e., the time
in the comoving frame of reference. The differentials of the time dt in the laboratory frame of
reference and the proper time dτ of the particle are related by the relation dτ = dt/γ, where γ
is the particle Lorentz factor. The 4-force F i acting to the particle is defined as F i = eF ikx˙k/c,
where
Fik = ∂Ak/∂x
i − ∂Ai/∂xk
is the electromagnetic field tensor and the definition of the 4-potential
Ai = (A0, A1, A2, A3)T = (φ,AT )T
includes the standard scalar, φ, and vector, A, electromagnetic potentials.
Let us pass to dimensionless variables. We will measure the strength of the electric
and magnetic fields in units of the so-called critical field Bc = m
2
ec
3/e~ ≈ 4.4 × 1013 G, the
particle velocity in units of the speed of light c, the particle charge in units of the positron
charge e, the particle mass in units of the electron mass me, the particle energy in units of
the electron rest mass mec
2, all distances in units of the electron Compton wavelength −λ =
~/mec ≈ 3.86× 10−11 cm, and all times in units of −λ/c. We will immediately note that in these
units, 1000 km ≈ 2.6× 1018 and 1 s ≈ 7.8× 1020.
After the reduction to dimensionless form described above and the separation of the
scalar and vector components of the 4-vector xi, the Dirac–Lorentz equation (6) is reduced to
the system of equations
dγ
dt
=
2
3
αγ
[
d2γ
dt2
− γ3
(dv
dt
)2]
± v · E, (7)
γ
dv
dt
=
2
3
αγ
[
3
dγ
dt
dv
dt
+ γ
d2v
dt2
]
±
[
E− v(v ·E) + v ×B
]
, (8)
where v is the particle velocity and α = e2/~c ≈ 1/137 is the fine-structure constant. When
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the motions of positrons and electrons are investigated, the plus and minus signs, respectively,
should be taken in the system of equations (7) and (8). For convenience, we will write the
plus sign everywhere below, separately stipulating in important cases what will change if not
positrons but electrons are considered.
A charged particle produced in the magnetosphere, be it an electron or a positron, will
be subjected to an electric field and will accelerate. It is easy to estimate the time in which
the particle motion will become relativistic, τrel ≈ 1/E‖. From the general form of Eqs. (1)
and (2), we see how the electric field strength E is related to the magnetic field strength B,
with the relation Esurf ≈ RBsurf/Rc holding for the fields on the stellar surface. Since the
surface electric field for a typical surface magnetic field Bsurf ∼ 0.01−0.10 and a ratio of the
neutron star radius to the light cylinder radius R/Rc ∼ 10−4−10−3 is Esurf ∼ 10−6−10−4, the
particle transition time to the relativistic regime is τrel ∼ 104−106. This means that the particle
reaches a relativistic velocity in a time of 10−17 − 10−15 s and subsequently its motion may be
considered as ultrarelativistic. Obviously, in this case, the particle will travel a distance of no
more than 104−106 Compton wavelengths.
Subsequently, the particle will continue to accelerate already in the ultrarelativistic
regime. As is well known, in general, the particle will move along curved magnetic field lines.
Acquiring an increasingly high energy, the particle will begin to emit the so-called curvature
photons. Intense curvature radiation leads to the loss of particle energy. The emerging force of
radiative friction is taken into account by the Dirac–Lorentz equation.
The intensity of curvature radiation increases with Lorentz factor γ. Therefore, in the
long run, having reached some maximum Lorentz factor γ0, the particle subsequently will not
undergo any acceleration, since the entire energy gained by it through the action of the electric
field will be lost through the emission of curvature photons. To determine γ0, we should find a
stationary solution of Eq. (7) by setting dγ/dt = d2γ/dt2 = 0:
2
3
αγ40
(dv
dt
)2
= v · E. (9)
Equation (9) shows that in a stationary state, the entire work of the electric field on the particle
completely transforms into the energy of curvature radiation. In the case under consideration,
the particle velocity vector has a unit length, i.e., v = 1. Therefore, dv/dt = n/ρ, where n is
the vector of the principal normal to the particle trajectory and ρ is the radius of curvature of
the trajectory. The maximum particle Lorentz factor takes the form
γ0 =
(
3
2α
E‖ρ
2
)1/4
. (10)
For a characteristic longitudinal electric field E‖ ∼ 10−4 and a radius of curvature of the particle
trajectory ρ ∼ R ≈ 2.6× 1016, the maximum particle Lorentz factor is γ0 ≈ 6× 107.
Let us estimate the time it takes for the particle to reach the maximum Lorentz factor
γ0—the time of its full acceleration and its transition to the quasi-stationary regime of motion
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defined by the balance condition (9). The sought-for time is τst ≈ γ0/E‖. Thus, the particle
reaches its maximum energy in a time τst ∼ 1012 (10−9 s in dimensional units) and subsequently
moves in such a way that the work of the electric field on the particle per unit time is equal
to the total intensity of curvature radiation. In this case, the particle travels a distance of
∼ 1012 (of the orders of several tens of centimeters in dimensional units), which is much smaller
than R. Therefore, the assumption that the electric field does not change in the time τst of full
particle acceleration is valid. Hence, the electrons and positrons may be assumed to accelerate
almost instantaneously at the point where the electron–positron pair was produced.
However, since both the electric field strength and the radius of curvature of the trajec-
tory change as the particle moves, the Lorentz factor γ0 also changes with time. This means
that the particle will adjust itself, acquiring energy due to the work of the electric field on it if
γ0 increases along the trajectory and losing energy through the emission of curvature photons
if γ0 decreases along the particle trajectory. Now, it is important to determine the rate of this
adjustment of the particle energy. If this rate exceeds considerably the rate of change in γ0
along the trajectory, then the particle Lorentz factor may be assumed to be determined by
the coordinates of the point at which the particle is located, because the value of γ0 itself at
some fixed instant of time depends only on the coordinates of the point under consideration
but under no circumstances on the particle velocity.
Let us find the law of change in the particle Lorentz factor γ as its stationary value of γ0 is
approached. For this purpose, we should use Eq. (7) by representing the particle Lorentz factor
as the sum of its stationary value, γ0, and some deviation from it, δγ. The deviation δγ should
be considered small, i.e., δγ ≪ γ0. Linearizing Eq. (7) and eliminating the self-accelerating
solution, we obtain δγ = δγi exp(−t/τ0). Thus, when the particle Lorentz factor deviates from
its stationary value, γ0, by δγi, it will approach γ0 exponentially with a decay time constant
τ0 = 3ρ
2/8αγ30 . For a characteristic radius of curvature of the trajectory ρ ∼ 1017 and Lorentz
factor γ0 ∼ 107−108, the decay time is τ0 ∼ 1011−1014 (10−10−10−7 s in dimensional units). In
time τ0, the particle will travel a distance l0 = τ0 of ∼ 1011−1014 Compton wavelengths (i.e.,
from centimeters to tens of meters). Now, recall that the characteristic distances at which the
electric field and the radius of curvature of the magnetic field lines and, hence, the stationary
particle Lorentz factor γ0 change are of the order of R. Since l0 ≪ R, the particles will adjust
themselves to a change in γ0 as they move in the magnetosphere. Thus, the Lorentz factor of
the particle may be assumed to be completely determined by its coordinates.
So far, we have discussed the particle energetics using only Eq. (7). Let us now in-
vestigate the second equation (8) in more detail and examine how this equation defines the
particle trajectory. Let us estimate the terms that arise when the self-action of charged parti-
cles is taken into account by assuming that the time τst has elapsed after the generation and
the particle has already fully accelerated and passed to the quasi-stationary regime of motion
defined by condition (9).The first term in Eq. (8) containing the square brackets is equal in
order of magnitude to αγ20/R
2. It is small compared to the second term, because the condition
αγ20/R
2 ≪ E is met. This can be verified by taking typical values of the particle Lorentz
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factor, γ0 ∼ 108, the stellar radius, R ∼ 1017, and the electric field, E ∼ 10−4. However, the
satisfaction of this condition is not a sufficient reason to discard the self-action terms. Indeed,
the term on the left-hand side of Eq. (8) is equal in order of magnitude to γ0/R ∼ 10−9 and is
also much smaller than E. For a justified discarding of the terms that allow for the effect of
the field generated by charged particles on their proper motion, it is necessary that these terms
be small compared to γ0/R, αγ0/R ≪ 1. We see that this condition is always met; therefore,
the motion of particles in the vacuum magnetosphere of a neutron star will be described by the
equation
γ
dv
dt
= E− v(v ·E) + v ×B. (11)
Thus, Eq. (11) describes the proper motion of the particle, while its energetics is defined by
Eq. (7), which is reduced to equality (10) in the quasi-stationary case..
The total particle velocity v will be rewritten as v = b+ ve + vc, where b = B/B is a
unit tangent vector to the magnetic field line, ve = E×B/B2 is the electric drift velocity, and
vc = γb× db/dt/B is the centrifugal drift velocity.
Let us estimate the drift velocities ve and vc. in order of magnitude. The electric
drift velocity is equal to the ratio of the electric and magnetic field strengths, ve ∼ E/B, and
is R/Rc ∼ 10−4 in order of magnitude. For γ ∼ 108, ρ ∼ 1017, and B ∼ 0.01−0.10, the
centrifugal drift velocity is vc ∼ 10−8−10−7. Thus, the centrifugal drift velocity is a quantity of
the next order of smallness compared to the electric drift velocity; therefore, we will disregard
the centrifugal drift. So, we will assume that v = b+ve to terms o(kr)—quantities of the next
order of smallness (quadratic or higher order) in kr ∼ R/Rc.
The electromagnetic field described by Eqs. (1) and (2) depends periodically on time.
Let t, r, θ, and ϕ be the spherical coordinates in the laboratory frame of reference. Let us pass
to new coordinates t′, r′, ϑ′, and ϕ′ using the formulas t′ = t, r′ = r, ϑ′ = θ, and ϕ′ = ϕ− Ωt,
where t′, r′, ϑ′, ϕ′ are the time and the coordinates in a rotating frame of reference. In these
coordinates, the electromagnetic field depends only on r′, ϑ′, and ϕ′ but not on t′. Below, we
will omit the primes on the variables in the cases where it is clear that the analysis is performed
in the rotating frame of reference. The velocity and acceleration transformations when passing
to the rotating frame of reference have a standard form:
v = v′ + vtr,
dv
dt
=
dv′
dt′
+ 2Ω× v′ +Ω× vtr,
(12)
where v′ is the relative velocity and vtr = Ω× r is the translational velocity. Formulas (12) are
valid if Ω˙≪ Ω2. This condition is equivalent to the requirement that P˙ ≪ 1, which is always
met, since P˙ ∼ 10−15 in order of magnitude. Substituting Eqs. (12) into Eq. (11) yields the
following equation of particle motion in the rotating frame of reference:
γ
dv′
dt′
= E+ vtr ×B− v′(v′ · E) + v′ ×B. (13)
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Here, E and B are the electric and magnetic fields defined by Eqs. (2) and (1), respectively,
but now, after the change of variables described above, they depend on the coordinates r′, ϑ′,
and ϕ′. In deriving Eq. (13), we neglected the Coriolis, 2Ω × v′, and translational, Ω × vtr,
accelerations compared to the relative acceleration dv′/dt′. This is possible, because the relative
acceleration is mainly the axipetal acceleration that arises from the motion of particles along
curved magnetic field lines. Therefore, |dv′/dt′| ∼ 1/R and is∼ 10−17. The Coriolis acceleration
is |2Ω × v′| ∼ 1/Rc in order of magnitude, which is ∼ 10−21. The translational acceleration
is even lower, because the translational velocity vtr is definitely lower than v
′ ∼ 1 in the
magnetospheric regions under consideration, r . 10R ≪ Rc, where an efficient one-photon
production of pairs is possible. The term γΩ × (2v′ + vtr) being discarded, which would be
present on the left-hand side of Eq. (13), is also small compared to the electric field strength,
E ∼ 10−4, since it is γ/Rc ∼ 10−13 for γ ∼ 108. The Lorentz factor γ in Eq. (13) refers to the
laboratory frame of reference.
Below, we will investigate the motion of particles in the rotating frame of reference. We
are interested in the question of whether the regions in which the accumulation of a primary
plasma is possible exist in the magnetosphere. Let us find the equilibrium positions—the
points in moving to any of which a charged particle will remain at it for an unlimited time.
The coordinates of the equilibrium positions are determined by the conditions for the particle
velocity and acceleration being zero in the rotating frame of reference: v′ = dv′/dt′ = 0.
Substituting this condition into Eq. (13) yields the equation Eeff = 0, where the effective
electric field is Eeff = E+vtr×B. Its components, which can be easily obtained from Eqs. (1)
and (2) using the expression for vtr, in spherical coordinates are
Eeffr = −kr
[
R2
r2
Br cos θ +
(
1− R
2
r2
)
Bθ sin θ
]
,
Eeffθ = kr
(
1− R
2
r2
)[1
2
Br sin θ +Bθ cos θ
]
,
Eeffϕ = kr
(
1− R
2
r2
)
Bϕ cos θ,
(14)
where Br, Bθ, and Bϕ are defined by Eq. (1). The condition E
eff = 0 gives the following set
of equilibrium points:
r = R, θ =
π
2
(equator),
r = R, θ′ =
π
2
(magnetic equator),
(15)
r2+
R2
=
3 + cos θm
1− cos θm (open sheets),
(θ, ϕ) =
{(θm
2
, ϕm
)
,
(
π − θm
2
, π + ϕm
)}
,
(16)
r2−
R2
=
3− cos θm
1 + cos θm
(vaults),
(θ, ϕ) =
{(π
2
+
θm
2
, ϕm
)
,
(π
2
− θm
2
, π + ϕm
)}
.
(17)
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We see that all equilibrium points are on the force-free surface (4) and are separated into two
groups: nonisolated and isolated. All points at the equator and the magnetic equator are
nonisolated equilibrium points (see (15)). Four more isolated equilibrium points are added to
these two circumferences: two points with the coordinates given by Eqs. (16) are located on the
open sheets of the force-free surface and the other two points defined by Eqs. (17) are located
in its vaulted parts whose boundary is adjacent to the equator and the magnetic equator. All
four points lie in the plane passing through the rotation and magnetic axes.
The question arises as to whether the equilibrium positions found are stable. In addition,
the behavior of the particle trajectories near the force-free surface in general and near the
equilibrium positions in particular is not yet clear. We will give an answer to this question
after a detailed study of the particle capture by the force-free surface.
4 Oscillations of charged particles near the force-free
surface
We will quantitatively investigate the motion of charged particles near the force-free surface in
the rotating frame of reference using Eq. (13). Let us choose some point r0 on the force-free
surface and decompose the electric field E, the magnetic field B, and the effective electric field
Eeff introduced above near this point as
E = E0 + (x
′ · ∇)E0,
B = B0 + (x
′ · ∇)B0,
Eeff = Eeff0 + (x
′ · ∇)Eeff0 ,
(18)
where E0, B0, and E
eff
0 are the field strengths at point r0; and x
′ = r − r0 is the distance
from point r at which we are interested in the field strengths to point r0. Decompositions (18)
are valid, because we consider the particle motion in a small neighborhood of point r0—at
distances much smaller than the characteristic distances of change in the fields, so that x′ ≪ R.
Before seeking for the complete solution of Eq. (13), let us first find its particular solution. We
will require that this particular solution describes the particle motion with a constant velocity,
v′0 = const. For this solution to exist, two conditions must be met simultaneously:
E
eff
0 + v
′
0 ×B0 = 0,
(v′0 · ∇)Eeff0 + v′0 × (v′0 · ∇)B0 = 0.
(19)
The first equation of system (19) uniquely defines the velocity component v′⊥ orthogonal
to the magnetic field direction, v′⊥ = E
eff
0 × B0/B20 , with the longitudinal component v′‖ still
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being arbitrary: v′0 = v
′
‖b+ v
′
⊥. The components of the velocity v
′
⊥ are
v′⊥r = Ωr sin θ brbϕ
1
2
(
1− R
2
r2
)
,
v′⊥θ = Ωr
[
cos θ br +
(
1− R
2
r2
)
sin θ bθ
]
bϕ,
v′⊥ϕ = −Ωr
[(
1− R
2
r2
)
sin θ
(1
2
b2r + b
2
θ
)
+ cos θ brbθ
]
,
(20)
where br, bθ, and bϕ are the components of the unit vector b.
The longitudinal component v′‖ of the velocity v
′
0 is uniquely defined by the second
equation of system (19). It is easy to obtain the relation
v′0 · ∇(E0 ·B0) = 0. (21)
Since the gradient ∇(E0 · B0) is directed along the normal to the force-free surface
E · B = 0, the velocity v′0 lies in the tangent plane drawn through point r0 of the force-free
surface.
Thus, the particular solution that describes the particle motion with a constant velocity
exists. The transverse velocity is given by Eqs. (20), while the longitudinal velocity can be
obtained from condition (21) and is
v′‖ = −
v′⊥ · ∇(E0 ·B0)
b · ∇(E0 ·B0) .
We see that the particle velocity v′0 lies in the tangent plane. Therefore, the particle
cannot leave the force-free surface and its trajectory lies entirely on this surface. The velocity
will change from point to point and is defined by the same expression v′0 = v
′
‖b+ v
′
⊥, but the
field strengths at the point where the particle is located at a given instant of time should be
taken every time as Eeff0 and B0.
The complete solution of Eq. (13) can be represented as
x′ = x′0 + x
′
1, v
′ = v′0 + v
′
1, (22)
where x′0 and v
′
0 are the adiabatic solution found above. No special constraints, except the
smallness of x′1 compared to the characteristic scales of change in the electromagnetic field
equal to R, are imposed on x′1 and v
′
1 a priori. In particular, the velocity v
′
1 can be close to
the speed of light. Substituting equalities (22) into (13) yields the equation
γ
dv′1
dt′
= (x′1 · ∇)Eeff0 + v′0 × (x′1 · ∇)B0 + v′1 ×B− v′1(v′1 ·E), (23)
where E and B are defined by Eqs. (18), while the coordinate x′ in them is defined by (22). In
deriving Eq. (23), we used the condition v′0 ≪ 1. The term v′1(v′1 · E) is retained, because, in
general, the velocity v′1 can be of the order of unity; therefore, the term under consideration
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can be equal to E in order of magnitude.
To derive an equation for describing the oscillations of the particle with no special
constraints imposed on its velocity, we must use Eq. (23) by assuming that v′1 ‖ B and write
the derived equation in projection onto the magnetic field direction:
γ
dv′1
dt′
= −ω2x′1 − (v′1)2E‖. (24)
Here, ω is the frequency of nonrelativistic oscillations defined by the formula
ω2 = −b · ∇(E0 ·B0)
B0
. (25)
Let us first consider the nonrelativistic case of particle oscillations. Since the term
(v′1)
2E‖ at v
′
1 ≪ 1 is negligibly small and γ ≈ 1, Eq. (24) transforms to an ordinary equation
of nonrelativistic oscillations with frequency ω. Let us find the applicability criterion for the
nonrelativistic approximation. As we see from Eq. (25), the characteristic oscillation frequency
is ω ∼ √ΩB or, equivalently, ω ∼√B/Rc. For a characteristic light cylinder radius Rc ∼ 1020
(for pulsars with a period P ∼ 1 s) and magnetic fields B ∼ 0.01−0.10, the frequency of nonrel-
ativistic oscillations is ω ∼ 10−11−10−10 (corresponding to a frequency ν = ω/2π ∼ 1−10 GHz
in dimensional units). Over the oscillation period, the particle will traverse a distance that
is definitely smaller than 1/ν and the maximum amplitude of nonrelativistic oscillations is
lnro ≈ 1/ω. The oscillatory motion will be nonrelativistic if x′1 ≪ lnro. For the frequencies ω
found above, we have lnro ∼ 1010−1011 (0.1−1.0 cm in dimensional units). We see that the
oscillations of a charged particle near the force-free surface with an amplitude exceeding 1 cm
are definitely relativistic. This suggests that considering the relativistic case of oscillations that
is actually realized is of greatest interest.
Let now the velocity v′1 be not low. We must then use the condition x
′
1 ≪ R and,
according to Eq. (25), write the longitudinal electric field E‖ = −ω2x′1. Taking into account
the equality γ ≈ 1/√1− (v′1)2, we obtain an equation for the relativistic oscillations of a
charged particle near the force-free surface:
dv′1
dt′
= −ω
2
γ3
x′1. (26)
This equation has the first integral
C = γ +
ω2(x′1)
2
2
. (27)
This first integral is equal to the maximum Lorentz factor γmax that a charged particle reaches
when passing through the force-free surface, i.e., C = γmax, when x
′
1 = 0. The first integral C
can also be expressed in terms of the oscillation amplitude A: C = 1 + ω2A2/2.
For the convenience of our subsequent analysis, will make the following changes of vari-
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ables:
sinφ0 =
κ
a
, sin φ =
ω√
2C
x′1
a
,
κ =
√
C − 1
C + 1
, a =
√
C − 1
C
.
(28)
If we introduce a function
R(φ, κ) = E(φ, κ)− cos2φ0F (φ, κ),
then the relation between φ and t is given by the equation
t =
√
2C
ω
R(φ, κ)
sinφ0
. (29)
Here, F (φ, κ) and E(φ, κ) are the elliptic integrals of the first and second kinds, respectively.
The oscillation period can be accurately determined at once by noting that φ = 0
corresponds to an equilibrium position, while φ = π/2 corresponds to a turning point. Since
the particle travels the distance from the equilibrium position x′1 = 0 to the turning point
x′1 = A in a quarter of the period,
T = 4
√
2C
ω
R(κ)
sinφ0
,
where R(κ) = E(κ) − cos2φ0K(κ), while K(κ) = F (π/2, κ) and E(κ) = E(π/2, κ) are the
complete elliptic integrals of the first and second kinds.
The exact solution of the oscillation equation (26) can be written as
x′1 = A sinQ
(
ωt√
2(C + 1)
)
. (30)
Here, we introduced a function Q(z) that is the inverse of the function R(φ, κ), so that z =
R(Q(z), κ) for any real number z ∈ R. This can be done, because the function R(φ, κ) strictly
increases and is continuously differentiable with respect to the variable φ on the entire real R
axis at 0 6 κ < 1, with R(R, κ) = R. When these conditions are met, the inverse function Q(z)
exists and is also a single-valued, strictly increasing and continuously differentiable function on
the R axis, so that Q(R) = R. Its derivative dQ/dz nowhere becomes neither zero nor infinite,
since this is true for the partial derivative ∂R(φ, κ)/∂φ at all C from the interval 1 6 C <∞ of
interest to us (this corresponds to any physically possible values of the particle Lorentz factor
γmax).
Equation (30) exhausts the problem of charged particle oscillations near the force-free
surface, provided that there are no energy losses through radiation. The asymptotic limits of
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the function Q(z) at values of κ close to zero and unity are
Q(z) =
{
2 z, κ = 0,
arcsin(z − 2 h(z)) + π h(z), κ→ 1,
(31)
where the function h(z) taking on integer values is defined by the formula
h(z) =
[
z + 1
2
]
.
Here, the integer part of a real number y is denoted by [y]. No constraints are imposed on z
in Eq. (31). In the nonrelativistic case of oscillations, we must use the asymptotic limit of the
function Q(z) at κ = 0. As we see from Eq. (30), the equality z = ωt/2 holds at C ≃ 1. We
then immediately obtain the equation of harmonic oscillations x′1 = A sin(ωt) with frequency
ω. In the ultrarelativistic case, C ≫ 1, which corresponds to κ → 1, and substituting the
corresponding asymptotic limit of Q(z) (31) into Eq. (30) gives
x′1 = A(−1) h(z) (z − 2 h(z)) , (32)
where z = t/A. This equation describes saw-tooth oscillations with amplitude A and period
T = 4A.
5 Energy losses during oscillations
During its oscillations near the force-free surface, a charged particle will lose its energy through
radiation. Let us investigate the time dependence of the rate of decrease in particle energy.
The particle energy is characterized by the first integral C found above (see (27)). The change
in energy in the ultrarelativistic case where C ≫ 1 is of greatest interest to us, since in the
nonrelativistic case, C ≃ 1 and is almost constant.
Let us turn to the Dirac–Lorentz equation (7). Using the fact that v′1 ≃ 1, we obtain
dC
dt
=
2
3
αγ
[
d2γ
dt2
− γ
3
ρ2
]
. (33)
The rate of decrease in C will not be constant on timescales of the order of the period of particle
motion, because it depends on the specific particle Lorentz factor γ, whose value, obviously,
changes significantly in a quarter of the oscillation period from 1 at the turning point x′1 = A to
C ≫ 1 at x′1 = 0. Nevertheless, this will not be an obstacle to solving the problem of change in
particle energy if the value of C itself changes little over the oscillation period, dC/dt≪ C/T .
When this adiabatic approximation holds, Eq. (33) can be carefully averaged over the oscillation
period. In this case, we must average the expressions dependent on the particle coordinate x′1
not formally but using the explicit time dependence (32) of the coordinate of the oscillating
particle x′1(t), which is an exact one at C ≫ 1.
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After its averaging, the differential equation for C transforms to
dC
dt
= −4
9
αω2C
[
1 +
64
105
C3
ω2ρ2
]
. (34)
In deriving Eq. (34),we neglected the second derivative of the energy C with respect to time.
This action can be justified rigorously only a posteriori, because this requires the knowledge
of some facts about the structure of the solution C(t). Since this justification, of little interest
compared to the main results, is cumbersome, we do not provide it here. With the above
stipulations, the exact solution of Eq. (34) is
ε(t) =
[(
1 + ε−30
)
e3t/τd − 1]−1/3 . (35)
where ε(t) = C(t)/Ccurv is the normalized first integral, with ε0 = ε(0) being its value at the
initial time t = 0. Here, we also introduced the quantity
Ccurv =
105 1/3
4
(ωρ)2/3 ≈ 1.2 (ωρ)2/3 (36)
and the decay time constant τd = 9/4αω
2. The physical meaning of the constants Ccurv and τd
can be easily understood by investigating the behavior of solution (35) at various initial values
of ε0. Let first ε0 ≪ 1. The solution of Eq. (34) is then given by the formula
ε(t) = ε0e
−t/τd (C0 ≪ Ccurv). (37)
We see that the case of C0 ≪ Ccurv corresponds to discarding the term in brackets in Eq. (34)
proportional to (C/Ccurv)
3. However, this means that the energy losses by a charged particle
through the emission of curvature photons by it are small compared to the losses due to the
presence of a term proportional to γ d2γ/dt2 in Eq. (33). These energy losses can be associ-
ated with the bremsstrahlung losses attributable to a pure oscillatory particle motion. They
are nonzero only if the particle energy changes with time. In contrast to them, the curvature
losses depend only on the radius of curvature of the particle trajectory and the particle en-
ergy. Obviously, the intensity of the curvature losses does not depend on the time derivatives
of the charged particle energy. Thus, at C0 ≪ Ccurv the particle energy decreases exponen-
tially with the decay time constant τd, while the losses themselves are attributable mainly to
bremsstrahlung.
Let now ε0 ≫ 1. Obviously, in this case, the behavior of C on relatively short time
scales t is of greatest interest, because C decreases with time and becomes smaller than Ccurv
on fairly long time scales, so that the decay becomes exponential. On short time scales t, we
have
ε(t) = ε0
(
1− t
τp
)
, τp =
τd
ε30
,
C0 ≫ Ccurv, t≪ τp.
(38)
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We see that if C0 ≫ Ccurv, the particle energy decreases linearly on time scales much shorter
than τp. However, when t becomes comparable to τp, the decay becomes a power-law one:
ε(t) =
(
3
t
τd
)−1/3
, C0 ≫ Ccurv, τp ≪ t≪ τd.
Here, the meaning of the time τp is clarified as the time in which the initially linear decrease in
charged particle energy becomes a power-law one. When a time of the order of τd is reached,
the dependence changes again and becomes exponential:
ε(t) = e−t/τd , C0 ≫ Ccurv, t & τd. (39)
In contrast to the previously considered case of (37), at C0 ≫ Ccurv, the energy losses
of the particle are attributable mainly to the emission of curvature photons by it. This pro-
cess dominates on time scales t . τd and has a power-law pattern. At t & τd, the particle
energy decay becomes exponential, indicative of the particle transition to a regime where the
bremsstrahlung related to the acceleration that the particle undergoes due to its oscillatory
motion makes a major contribution to the energy losses. Clearly, the transition itself occurs on
time scales of the order of τd. However, we will make a certain refinement by finding the time
τcurv at which C = Ccurv, i.e., ε(τcurv) = 1, using Eq. (35), τcurv = ln 2τd/3 ≈ 0.23 τd.
It should be noted that τcurv is completely independent of the initial particle energy ε0.
This suggests that a charged particle with an initial energy ε0 ≫ 1, even if very high, will
lose the bulk of it in time τcurv. Subsequently, the particle will have an energy ε = 1 at time
t = τcurv and an ordinary exponential decay will then take place with the time constant τd. It
is not surprising that the dependence ε(t) (see (39)) on time scales t & τd does not contain the
initial particle energy either. This is because τcurv is approximately a factor of 4 shorter than
τd, while ε becomes equal to unity in time τcurv, irrespective of ε0. On long time scales, the
relation ε(τcurv) = 1 begins to act as the initial condition for the subsequent exponential decay,
as is shown by Eq. (39).
All of the results that we obtained by averaging Eq. (33) are valid when the condition
of the adiabatic approximation is met. As follows from Eq. (34), this condition gives an upper
limit on the charged particle oscillation amplitude:
A≪ Amax =
(
945
128α
)1/7
ω−6/7ρ2/7 ≈ 2.6 ω−6/7ρ2/7. (40)
The condition of the adiabatic approximation can also be interpreted as follows. The oscillation
period must be definitely shorter than the characteristic charged particle energy decay time.
As such, we must take the fastest time of change in energy that, in our case, is the transition
time τp to a power-law decay. Indeed, if we write the condition T ≪ τp, then the upper limit
on the oscillation amplitude following from it will closely coincide with condition (40).
Finally, let us consider the energy losses of a charged particle in the case of nonrelativistic
oscillations that is realized when the oscillation amplitude eventually becomes smaller than lnro.
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In this case, the time dependence of the coordinate is
x′1 = A0e
−t/τnro cosωt,
where A0 is the initial amplitude and the decay time constant is τnro = 3/αω
2. As would be
expected, it is equal in order of magnitude to the decay time constant τd for the ultrarelativistic
case of oscillations.
Let us now estimate all of the quantities introduced above that characterize the time
dependence of the energy of a charged particle oscillating near the force-free surface in order of
magnitude. First, let us estimate the energy Ccurv, Ccurv ∼ (BR2/Rc)1/3. For a characteristic
surface magnetic field B ∼ 0.01 − 0.10, a neutron star radius R ∼ 1017, and a light cylinder
radius Rc ∼ 1019−1020 (we will use these values everywhere for our estimations below), Ccurv
is ∼ 104. We can also introduce the corresponding amplitude
Acurv =
√
2Ccurv/ω ∼ (RRc/B)1/3
for the same magnetic field, neutron star radius, and light cylinder radius: Acurv ∼ 1012−1013
(approximately ∼ 1 m in dimensional units).
The characteristic exponential decay time constant, τd ∼ Rc/αB, is 1022−1024 (∼
10−103 s in dimensional units). The time τcurv is also of the same order of magnitude. Note
that the time τd exceeds the characteristic pulsar spin periods P . Nevertheless, if the fields
become comparable to critical fields B ∼ 1, which is true for magnetars, then the time τd can be
even shorter than the neutron star spin period. Note, incidentally, that the ratio τd/P depends
only on the surface magnetic field B but does not depend on P .
The order of magnitude of τp is not fixed so clearly, because it depends on the initial
particle energy ε0. However, the range in which τp lies can be determined easily. The upper
boundary is given by the condition ε0 ≫ 1 or, equivalently, C0 ≫ Ccurv, when it makes sense to
introduce the concept of time τp. This means that, in any case, τp ≪ τd. We will determine the
lower boundary by taking the maximum possible energy C0. Obviously, this value is definitely
lower than the maximum achievable Lorentz factor γ0 that a particle far from the force-free
surface will have. Using the fact that γ0 ∼ 108 and assuming that ε0 ∼ γ0/Ccurv ∼ 104, we will
find that the inequality τp≫ 10
−12τd necessarily holds. This lower limit was estimated with a
margin, since, in reality, an oscillating particle cannot have an energy Ccurv ∼ 108. The reason
is that even if the particle has such an energy far from the force-free surface, its energy after
its capture will be slightly lower, since the particle loses part of its energy as it approaches the
force-free surface.
Let us also find the order of magnitude of the upper limit Amax on the oscillation
amplitude A when the adiabatic approximation is still applicable. Using Eq. (40) for this
purpose, we will obtain Amax ∼ (R2R3c/B3)1/7. Thus, Amax ∼ 1013−1014 (of the order of several
tens of meters in dimensional units). An oscillation period Tmax ∼ A corresponds to this
amplitude, which corresponds to Tmax ∼ 10−8−10−7 s and a frequency ν ∼ 10−100 MHz in
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dimensional units. Using the amplitude Amax, we easily find the maximum oscillation energy
Cmax ∼ (BR4/Rc)1/7, which is Cmax ∼ (3×106)−107. This allows us to refine the lower limit for
the time τp. For this purpose, we should take a ratio Cmax/Ccurv ∼ 102 − 103 as the maximum
energy ε0. We will then obtain a more realistic lower limit, τp ≫ 10−9τd.
6 The capture of charged particles
Above, we found that a charged particle (an electron or a positron) far from the force-free
surface moves in such a way that the Lorentz factor of the particle is determined only by
its coordinates and is γ0 (see (10)). However, near the force–free surface, the electric field is
weak and the particle energy adjustment time τ0 is comparable to the characteristic distance
(in dimensionless units) of change in field—in the case under consideration, the distance to
the force-free surface. This distance lc can be determined self-consistently from the equation
τ0 = lc; we should express the longitudinal electric field E‖ on which τ0 depends in terms of the
same distance lc measured from the force-free surface along the magnetic field line along which
the particle moves. We will use the linear approximation by assuming that lc is small enough:
E‖(l) = −ω2l. Here, we formally introduced the quantity ω2 = −dE‖/dl; the derivative dE‖/dl
should be taken at the point of intersection of the magnetic field line along which the particle
moves with the force-free surface. It is easy to verify that ω is the frequency of nonrelativistic
particle oscillations and is defined by Eq. (25). Subsequently, we immediately obtain the capture
length lc:
lc =
(
3
512α
)1/7
ω−6/7ρ2/7 ≈ ω−6/7ρ2/7.
Note that the capture length coincides, to a coefficient, with the maximum oscillation
amplitude Amax (40) defined by the condition of the adiabatic approximation. This gives an
insight into how the transition from the ultrarelativistic quasi-stationary motion of a particle
far from the force-free surface defined by the energy balance condition (9) to the oscillatory
motion of the particle near the force-free surface occurs. For this purpose, we can use qualitative
considerations. The capture length lc is almost a factor of 3 smaller than the amplitude Amax.
This gives us reason to believe that when captured, the particle passes almost immediately to
the regime of adiabatic oscillations. To verify this fact, let us estimate the capture amplitude
Ac—the maximum distance to which the particle will be deflected from the force-free surface
when passing through it. It is implied that the charged particle was initially produced far
from the force-free surface, started moving toward it, and crosses this surface for the first time.
Consider the particle that has not yet crossed the force-free surface at distance lc from it. On the
one hand, we can estimate the particle Lorentz factor γc at a given point from Eq. (10), using the
relation E‖(l) = −ω2l, and setting l = lc, γc = 4ω2l2c . On the other hand, we can calculate the
first integral (27) by setting γ = γc and x
′
1 = lc, C = 9ω
2l2c/2. Using the relation C = 1+ω
2A2/2,
we obtain Ac = 3 lc ≈ 2.9ω−6/7ρ2/7. We see that the capture amplitude Ac virtually coincides
with the maximum amplitude of adiabatic oscillations Amax (40). Consequently, it can be
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assumed that, having passed through the force-free surface and having been deflected to the
distance Ac, the charged particle will be captured and subsequently will begin to execute
adiabatic oscillations, which we investigated in detail above. For oscillations with the initial
amplitude Ac, the time τp reaches its lower limit, τp ∼ (10−9 − 10−7)τd.
For completeness, let us find the frequency of nonrelativistic oscillations ω. Without
providing specific calculations, which are fairly cumbersome, we will write out the final result:
ω2 = −km
R3
(
R
rffs
)5
4 cos θ cos θ′
2 cos2 θ′ + 3
3 cos2 θ′ + 1
, (41)
where rffs is defined by Eq. (4) of the force-free surface. We will also give an expression for
the radius of curvature of the field lines:
ρ =
r (1 + 3 cos2 θ′)3/2
3 sin θ′(1 + cos2 θ′)
. (42)
If ρ is required to be calculated at some point on the force-free surface, then, naturally, we
should set r = rffs in this formula.
In the entire previous discussion, we generally paid absolutely no attention on precisely
which particle, an electron or a positron, oscillates near the force-free surface. All of the
expressions derived above suggested that the oscillating particle had a positive charge. Let us
turn to Eq. (41) for the frequency of nonrelativistic oscillations. In the cases where ω2 > 0,
positron oscillations with frequency ω take place. If, alternatively, ω2 < 0, then electron
oscillations take place. Obviously, the frequency of nonrelativistic electron oscillations in this
case is
√−ω2. The sign of the oscillating particle charge may be said to coincide with that of
ω2.
As follows from Eq. (41), the frequency of nonrelativistic oscillations becomes zero only
if θ = π/2 or θ′ = π/2. The former and the latter equalities correspond to the equator and
magnetic equator of the neutron star, respectively. The equator and the magnetic equator
separate the force-free surface into regions in each of which the oscillations of particles only
with the same sign can take place. When passing through the line formed by the nonisolated
equilibrium positions, the sign of the particle charge is reversed. The simultaneous fulfillment
of the equalities θ = π/2 and θ′ = π/2 defines a straight line at each point of which ω = 0 as
well. However, the signs of the oscillating charges coincide on the open sheets of the force-free
surface that are separated by this straight line. If θm < π/2, then positrons accumulate in
the vaulted parts of the force-free surface, while electrons accumulate on its open sheets. The
signs of the particle charges are shown in Fig. 1. Note that ω2 depends on the wave number k
and, hence, on its sign. If θm > π/2, then it is formally necessary to consider the case where
the angle between the axes of an oblique rotator is π − θm but, at the same time, to change
the sign of the angular velocity Ω. Consequently, in this case, the signs of the charges will
be reversed and electrons and positrons will accumulate in the vaulted parts and on the open
sheets, respectively.
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7 The trajectories of particles on the force-free surface
We saw that the motion of a particle captured by the force-free surface is the sum of the drift
motion of some guiding center over the force-free surface and the oscillatory motion of the
particle about this guiding center. Let us find the exact trajectories of the guiding center in
the rotating frame of reference.
Assuming that v′0 = v
′
‖b + v
′
⊥, it is easy to verify that v
′
0 · Eeff = 0. We see that
the velocity vector v′0 of the guiding center is always orthogonal to the effective electric field
Eeff . Let us find the equation of this surface at each point of which the vector Eeff is directed
along the normal to the surface in question. If there existed such a function ξ that Eeff = ∇ξ,
then the set of surfaces to which the vector field Eeff is orthogonal would be specified by the
equipotential surfaces of the function ξ. Directly integrating the equation Eeff = ∇ξ and
taking into account Eqs. (14), we can make sure that such a function exists:
ξ = kR2
m
r3
[
(cos θm − cos θ cos θ′)
(
r2
R2
− 1
)
+
2
3
cos θm
]
. (43)
The potential ξ is defined to an arbitrary real constant that we do not write for short. The
equation of the surfaces to which the vector field Eeff is orthogonal is ξ = C, where C = const
is an arbitrary real number.
Finding the trajectories of the guiding center is reduced to finding the intersection of the
force-free surface (4) and the set of equipotential surfaces ξ = C. Let us introduce a function
ζ(θ, ϕ) = ξ(rffs(θ, ϕ), θ, ϕ)
R
km
,
where rffs(θ, ϕ) is defined by Eq. (4) of the force-free surface and the potential ξ is defined by
Eq. (43). The sought-for trajectories are then implicitly specified by the equation ζ(θ, ϕ) = C,
where, as above, C is an arbitrary real number at which, of course, the equation has solutions.
Figure 2 shows phase portraits of the trajectories in angular coordinates θ and ϕ on
the surface in the rotating frame of reference for oblique and orthogonal rotators. In what
follows, we assume that the azimuthal angle corresponding to the magnetic axis is zero. We
see that there exist no extended trajectories starting and ending at points on the magnetic
equator. This differs from the result by Jackson [16]. He argued that some of the trajectories
on the force-free surface of an uncharged orthogonal rotator ended at the magnetic equator;
as a result, a reverse drift motion to the stellar surface that sweeps out the captured particles
exists. This could be an obstacle to the formation of a force-free magnetosphere. However,
Jackson assumed that the particle velocity at some point of the force-free surface was equal to
the projection of the drift velocity onto the tangent plane at this point. Above, we ascertained
that this is not the case.
A 3D image of the trajectories of the guiding center on the force-free surface for an
oblique rotator is presented in Fig. 3. For convenience, let us introduce the potentials of
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isolated equilibrium positions
ζ± = ∓1
3
(1∓ cos θm)3/2
(3± cos θm)1/2
and the surface potential ζR = (2/3) cos θm. In the dome-shaped parts of the force-free surface,
the trajectories are in the shape of closed loops surrounding the equilibrium position. The
potential ζ− corresponds to the equilibrium position itself, while the interval of potentials
ζR < ζ < ζ− corresponds to the set of loops. The equilibrium positions at the equator and the
magnetic equator are characterized by the surface potential ζR. Two different regions can be
distinguished on each of the two open sheets in the phase portrait. The first region is similar to
the region on the vaults and also consists of closed loops surrounding the equilibrium position.
The potential ζ+ corresponds to the equilibrium position, while the interval of potentials ζ+ <
ζ < 0 corresponds to the set of loops. However, the loops themselves become increasingly
elongated as ζ approaches zero, tending to go to infinity. The potential ζ = 0 corresponds
to the separatrix. The separatrix is an open trajectory that goes to infinity but, at the same
time, encloses the equilibrium position. The second region on each of the open sheets is formed
by the set of trajectories with a potential 0 < ζ < ζR. None of these trajectories lies entirely
on the same sheet. As we see from Fig. 3, all trajectories pass from one sheet to the other,
crossing the straight line θ = θ′ = π/2 and being closed around the neutron star. As ζ tends
to ζR, these trajectories come increasingly close to the magnetic equator.
The direction of the trajectories can be easily determined using Eq. (20). In the half-
space cos θ > 0, the motion along the trajectories in the vaulted part of the force-free surface
and on the open sheet inside the separatrix ζ = 0 is clockwise when viewed from outside (it is
implied that the line of sight crossing the force-free surface is directed along the radius toward
the stellar center). In the half-space cos θ < 0, the motion along the trajectories in the vaulted
part of the force-free surface and on the open sheet inside the separatrix is counterclockwise
when viewed from outside. On the open sheets outside the separatrices (for the trajectories
crossing the straight line θ = θ′ = π/2), the motion is from the half-space sinϕ < 0 to the
half-space sinϕ > 0 when cos θ > 0 and from the half-space sinϕ > 0 to the half-space sinϕ < 0
when cos θ < 0. All of the aforesaid refers to the case of θm < π/2. If the inclination of the
rotator χ > π/2, then we should consider a rotator with an inclination θm = π − χ, direct its
polar axis from which all polar angles are measured opposite to the vector Ω, and change the
sign of Ω in Eq. (20). In Fig. 3, this corresponds to reversing the direction of the vector Ω.
Obviously, the direction of all trajectories will be reversed.
Thus, all trajectories of the guiding center on the force-free surface are closed and lie in
a finite region, except the separatrix ζ = 0. As a charged particle moves along its trajectory,
the electromagnetic field and, hence, the particle oscillation parameters change. However, the
guiding center moves with drift velocities of ∼ 10−4 and the particle oscillation frequency
exceeds 10 MHz even in the case of ultrarelativistic oscillations. Therefore, the particle travels
a distance of the order of several millimeters in the oscillation period, which is much smaller
than R. As a result, the oscillation parameters of the particle as it moves over the force-free
surface change adiabatically. It is important to note that the sign of ω2 does not change in the
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case of motion along the trajectory (see the discussion after Eq. (42)). Hence, if the particle
fell on the force-free surface, then it can no longer leave it, because, first, the trajectory of
the guiding center is closed and, second, no instability of the particle oscillations along the
magnetic field develops due to the constancy of the sign of ω2.
8 Discussion
The dynamics of the motion of electrons and positrons in the inner vacuum magnetosphere of
a neutron star can be imagined as follows. A charged particle produced far from the force-free
surface reaches a relativistic velocity in a time τrel ∼ 10−17 − 10−15 s and passes to a quasi-
stationary regime of motion in a time τst ∼ 10−9 s, traversing a distance of ∼ 10−100 cm. The
particle Lorentz factor γ0 ∼ 107 − 108 (10) is then completely determined by the condition of
balance between the power of the forces of an accelerating electric field with E‖/Bc ∼ 10−6−10−4
(here, we restore the dimensions of quantities) and the intensity of curvature radiation. In
this case, the particle moves virtually along the magnetic field line, because the electric drift
velocity is ve/c ∼ 10−4 and the centrifugal drift velocity is even lower. During the motion
along the trajectory, the radius of curvature ρ and the longitudinal electric field E‖ change
slowly, leading to an adjustment of the particle Lorentz factor γ0. The adjustment time is
fairly short, τ0 ∼ 10−10 − 10−7 s, and the particle travels a distance of ∼ 1 cm − 100 m in
this time; its upper limit is reached near the force-free surface. Since this distance is much
smaller than the stellar radius, the particle Lorentz factor is, in fact, determined by the particle
coordinates. As a charged particle approaches the force-free surface, the quasi-stationarity
condition is violated and the particle passes through the force-free surface with a Lorentz
factor at the crossing point Cmax ∼ 106 − 107. Once the particle has crossed the force-free
surface, it is deflected to a distance Ac ∼ Amax ∼ 10 − 100 m (40). Subsequently, the particle
begins to execute adiabatic ultrarelativistic oscillations with a frequency ν ∼ 10 − 100 MHz.
The oscillations decay due to the energy losses through radiation and their frequency increases.
The oscillation energy decreases initially linearly and, in a time τp ∼ 10−8 − 10−4 s (see (38)),
a power-law decay through curvature losses begins. On time scales of τcurv ∼ τd ∼ 10− 1000 s,
the decay becomes exponential with the time constant τd; bremsstrahlung begins to make a
major contribution to the energy losses. When the decay regime is changed, the particle has
a Lorentz factor Ccurv ∼ 104 (36) and the oscillation amplitude is Acurv ∼ 1 m. Subsequently,
the ultrarelativistic particle oscillations continue to decay exponentially and the oscillations
become nonrelativistic and harmonic with a frequency ν ∼ 1 − 10 GHz when an amplitude
lnro ∼ 1 cm is reached. Simultaneously with the oscillatory motion, the particle executes a
regular motion over the force-free surface (see Fig. 3); the trajectory of the guiding center in
the rotating frame of reference is generally closed and its velocity is of the order of the drift
velocity.
Let us estimate the accumulation rate of an electron–positron plasma on the force-free
surface. For this purpose, we considered a situation where the charged particles, electrons
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and positrons, moved in a given electromagnetic field while acting as test charges. This may
be assumed only as long as the charge density in the magnetosphere is much lower than the
Goldreich–Julian density ρGJ = −B · Ω/2πc. However, since the pair production rate in the
magnetosphere is constant, particles increasingly accumulate with time on the force-free surface.
Consequently, regions will appear near the force-free surface in the vacuum magnetosphere in
some finite time in which the charge density will now be comparable to ρGJ . In the long run,
the entire magnetosphere will be filled with plasma.
Let us investigate the initial stage of the rearrangement of the magnetosphere from a
vacuum state to a state filled with plasma. Let us choose an arbitrary point r0 of the force-free
surface and consider some small area on this surface containing the point in question. Since
the sizes of the area are assumed to be small compared to R, the area itself is virtually flat.
Charged particles accumulate with time on this area to form a symmetric charge layer. We will
consider the plasma accumulation only on fairly short time scales, when the thickness of the
forming charge layer is much smaller than R. In this case, the plasma density differs noticeably
from zero only near the force-free surface; therefore, there is as yet no global rearrangement of
the magnetosphere. For this reason, Eqs. (1) and (2) specify the external electromagnetic field
in which the charge layer is located. Let us find the intrinsic electric field of the layer at some
distance z from the force-free surface:
El = 4πα
z∫
0
ρe(z
′) dz′, (44)
where ρe(z
′) is the volume charge density at distance z′ from the force-free surface and the
distance z does not exceed h—the distance from the force-free surface to the layer boundary.
Here, it is important that the charge layer is symmetric, i.e., ρe(−z′) = ρe(z′). To ensure an
equilibrium state of this layer, it is necessary that each charged particle belonging to the layer
undergo no acceleration along the magnetic field lines. In other words, the external longitudinal
electric field must be completely compensated for by the projection of the intrinsic electric field
of the layer (44) onto the magnetic field direction. If we introduce the angle ψ between the
normal to the force-free surface and the magnetic field direction, then
cosψ =
B · ∇(E ·B)
B |∇(E ·B)| .
For an arbitrary l, the following relation then holds:
4πα cosψ
l cosψ∫
0
ρe(z
′) dz′ = ω2l. (45)
Differentiating both parts of this equality with respect to l yields ρe = ω
2/4πα cos2 ψ. Thus,
the charge density ρe in the layer does not depend on the distance from the force-free surface
at all. Recall that we measure the charge density in units of e/−λ
3
. It is determined only by the
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square of the frequency of nonrelativistic oscillations ω2 and the angle ψ, whose values are taken
at point r0 around which we consider the small area of the force-free surface. The sign of the
charge density ρe coincides with that of ω
2, in agreement with our conclusions after Eq. (42).
In general, ρe does not coincide with ρGJ . This stems from the fact that if the charge density
in the layer were equal to the Goldreich–Julian density everywhere, then all particles in the
layer would undergo complete corotation and, hence, would be at rest in the rotating frame of
reference. In the layer, only the longitudinal electric field is zero but its transverse component
is nonzero, because the intrinsic electric field of the layer does not necessarily lead to a nulling
of the transverse component of the external field. For example, since the intrinsic electric field
of the charge layer at point r0 is zero, the total electric field has only the transverse component,
which causes the charged particles to drift over the force-free surface along the trajectories
shown in Fig. 3. Hence, the forming charge layer is composed of differentially flowing currents
on the force-free surface.
Thus, in the course of time, a charge layer whose thickness h is a function of point r0 and
time t elapsed since the beginning of magnetosphere filling with plasma is formed near the force-
free surface. It is important to note that only the charges of the same sign as that of the density
ρe itself contribute to the charge density ρe at each point of the force-free surface. Therefore, the
charges in the layer are completely separated at the initial filling stage in accordance with the
conclusions after Eq. (42). Consequently, the particle number density ne is equal in magnitude
to the plasma density: ne = |ρe|. At each point of the force-free surface, let us introduce
the particle current density j = dN/dSdt, which coincides with the magnitude of the electric
current density in dimensionless units. The equation for determining the thickness of the charge
layer is then ∂h/∂t = j/ne. It can be used to estimate the time it takes for the entire vacuum
magnetosphere to be filled with an electron–positron plasma. When the thickness of the charge
layer h becomes comparable to the characteristic size of the inner magnetosphere, i.e., the
stellar radius R, a significant rearrangement of the entire magnetosphere will take place. The
filling time τf is then τf = RnGJ/j. Here, we took into account the fact that the plasma
density in the layer is approximately equal to the Goldreich–Julian density, ne ≈ nGJ . The flux
density of the particles falling on the force-free surface is determined by the pair production
mechanism in the magnetosphere. The gamma-ray photons producing electron–positron pairs
in the magnetospheric magnetic field can fall into the magnetosphere from outside as a cosmic
background and can be produced from soft thermal photons emitted by the stellar surface
by Compton-scattered energetic particles. The main question that arises here is how many
pairs can be produced by one photon with an energy above 1 MeV. Since the electrons and
positrons being produced are rapidly accelerated to energies γ0 (10), a chain multiplication of
pairs takes place. The number of produced pairs per primary photon depends exponentially on
the characteristic size of the inner magnetosphere, exp µ, where µ = R/ℓ. Here, ℓ is the total
mean free path of an energetic particle with respect to the generation of a curvature photon
and its mean free path with respect to the production of a pair. The mean free path ℓ is known
from an investigation of the stationary plasma generation processes in a polar magnetosphere
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[17] to be ∼ 100 m. This means that the multiplication factor can reach enormous values, of
the order of exp 100 ≃ 1043. However, since there is an exponential factor, this question in
the case of a vacuum magnetosphere requires a separate careful analysis, which is beyond the
scope of this paper. A large pair multiplication factor can compensate for the smallness of
the cosmic background photon flux. According to observations [18, 19], the diffuse background
jph of Galactic photons with energies above 1 MeV is ∼ 10−3 cm−2s−1. Therefore, the ratio
jph/cnGJ ≈ 10−25 is very small, but it does not prevent the pulsar magnetosphere from being
rapidly filled with an electron–positron plasma at a sufficiently large pair multiplication factor.
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Figure 1: Sections of the force-free surface by the planes ϕ− ϕm = {0, π} (left) and ϕ− ϕm =
{π/2, 3π/2} (right) for inclinations (from the top downward) of 0, π/6, π/3, and π/2. The signs
of the accumulating charges are marked. The sections ρGJ = 0 are also shown for comparison.
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Figure 2: Phase portraits of the charged particle trajectories on the force-free surface in θ and ϕ
coordinates in the rotating frame of reference for an oblique rotator with an inclination of π/3
(left) and an orthogonal rotator (right).
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Figure 3: Charged particle trajectories on the force-free surface in the rotating frame of reference
for an oblique rotator with an inclination of π/3. The heavy lines indicate the equator, the
magnetic equator, and the separatrices.
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