Introduction
Isogeometric Analysis (IGA) is an innovative technique for the discretization of partial differential equations which has been proposed by T.J.R. Hughes et al. in 2005 in [6] . IGA is gaining a growing interest in different communities: mechanical engineering, numerical analysis and geometric modeling. In its simplest formulation, IGA consists in solving a PDE with a Galerkin technique projecting onto the space of splines. In this paper, we consider IGA in conjunction with the hp-paradigm, i.e., simultaneous h and p refinements. We prove exponential convergence of IGA for a model elliptic PDE with piecewise analytic solutions.
Exponential convergence of piecewise polynomial approximations with a fixed degree of conformity for analytic functions with a point singularity was shown first for free-knot, variable degree spline approximation in [4, 8] and the references there. Inspired by these results, the hp-version of the finite element method (FEM) for the numerical solution of elliptic problems was proposed in the mid 80ies by I. Babuška and B.Q. Guo (see [1] and the references there). Exponential convergence rates exp (−b √ N) with respect to the number of degrees of freedom N for the hp version of the standard, C 0 -conforming FEM in one dimension were shown by Babuška and Gui in [5] for the model singular solution u(x) = x α − x ∈ H 1 0 (Ω ) in Ω = (0, 1). This result required σ -geometric meshes with any subdivision ratio σ ∈ (0, 1) (in particular, for σ = 1/2 geometric element sequences Ω i are obtained by successive element bisection towards x = 0) while the constant b in the convergence estimate exp(−b √ N) depends on the singularity exponent α as well as on σ . In one space dimension, the results were further refined and optimal values of σ as well as estimates on the actual value of b are known. Among all σ ∈ (0, 1), the optimal value was shown in [8, 5] which is proportional to the polynomial degree p. In this case, the Hermite-type interpolant and the related analytic convergence estimates proposed in [2] are available and are used here to establish exponential convergence of the hp-version of isogeometric FEM for solutions which are piecewise analytic. Indeed, we prove that for piecewise analytic functions in one space dimension. We prove that for all functions in a countably normed space equipped with a family of weighted Sobolev norms which contain in particular the singular functions u(x) = x α − x ∈ H 1 0 (Ω ), the interpolation error on reduced spline spaces defined on families {G M σ } M≥1 of geometric knot meshes is exponentially decreasing at the rate exp (−b √ N). We should note that in terms of the number of degrees of freedom, the approximations we consider are linear, i.e. non-adaptive.
Our numerical examples show that exponential convergence rate exp(−b √ N), with respect to the number of degrees of freedom N, is attained. We also show that the constant b is considerably larger than in the case of standard hp-finite elements (with constant p), which enforce merely interelement continuity, but not smoothness across interelement boundaries.
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Model Problem
In the bounded interval Ω = (0, 1), we consider the model Dirichlet problem
We shall consider the Finite Element discretization of (1) based on the (standard) variational formulation. To this end, we introduce the space V = H 1 0 (Ω ). Then the variational formulation of (1) reads: find
where the bilinear form a(·, ·) is given by
and where
and positivity of a(x), ie.,
there hold continuity and coercivity, i.e. exists C(a) > 0 such that, for every v, w ∈ V holds
and by the Lax-Milgram Lemma, for every f ∈ (H 1 0 (Ω )) * exists a unique solution of (2) .
Let {V } ∞ =0 denote a sequence of subspaces V ⊂ V of finite dimensions N = dimV . Below, we shall be interested in particular in the case when the subspaces are nested, i.e. when
By (4), for every ≥ 0, there exists a unique Finite Element solution of the Galerkin approximation of (2) find
which is quasioptimal, i.e there holds
We next quantify, for particular classes of data f in (1), the regularity of solutions. Subsequently, we shall exhibit choices of FE spaces V for which high (exponential) rates of convergence can be achieved.
Regularity
We shall be in particular interested in piecewise analytic solutions u of (1) which exhibit singularities at x = 0 (multiple, but finitely many, singularities in Ω could be also considered and everything that follows will apply to this case with straightforward modifications).
To quantify the analytic regularity, for x ∈ Ω = (0, 1), we consider the weight function Φ β (x) = x β , β ∈ R. For integer ≥ 0 and for k = , + 1, ..., we define the weighted seminorms
and the weighted norms u H
We shall be interested in classes of functions u which are analytic in (0, 1] with a point singularity at x = 0 as follows.
Functions u in the set B β (Ω ) are analytic in (0, 1] with possibly an algebraic singularity at x = 0. It follows directly from the definition that for 0 < β < 1 and for
The spaces B β (Ω ) (and closely related spaces C 2 β (Ω )) were introduced in [1] , in plane polygonal domains with curved boundaries.
For the model problem (1), piecewise analyticity of the right hand side f implies corresponding smoothness of the solution u. We have the following precise regularity result.
Theorem 1. If the coefficient functions a and c in (1) are analytic in Ω and if (3) holds, then for every f
Proof. The proof of the B 2 β (Ω ) regularity follows from the integral representation of the exact solution u of (1), and from the assumed analyticity of the coefficient functions a(x) and c(x) in Ω .
hp-isogeometric FEM
By the quasioptimality (7), the error in the FE approximations of the solution u is bounded by the best approximation of u in the H 1 (Ω ) norm.
We shall be interested in establishing exponential convergence rates for approximations of functions u ∈ B β (Ω ) from spaces of piecewise polynomials in Ω , expressed in terms of the number of degrees of freedom, i.e. of their dimension N. As indicated in the introduction, particular attention will be paid to smoothest hpapproximations, i.e to Finite Element spaces with substantial extra regularity beyond the (minimal) C 0 -interelement regularity which is necessary for conformity V ⊂ V .
We start by introducing notation for meshes, polynomial degrees and interelement conformity. We denote by
On Ω j , we consider spaces of polynomial functions of degree at most
We combine also the interelement compatibilities into the conformity vector k = {k j } M−1 j=1 and all elements Ω j into the mesh T = {Ω j } M j=1 . Then, we denote
(12) The number of degrees of freedom in the space S p k (Ω ; T ) is easily seen to be
In the context of approximation of functions u ∈ B β (Ω ), we shall use so-called geometric meshes T . We say that a mesh T is a geometric mesh on Ω with M > 1
layers if x j = σ M− j for j = 1, 2, ..., M for a geometric grading factor σ ∈ (0, 1). We denote such meshes by T = G M σ and note that h 1 = x 1 = σ M−1 and that for j ≥ 2 it holds that h j = x j − x j−1 = λ x j−1 where λ = (1 − σ )/σ = σ −1 − 1 is independent of j. We observe that h j = λ x j−1 for j = 2, 3, ..., M.
Basic Local Interpolation Operators
We obtain convergence rate estimates by constructing global hp interpolation operators with high conformity k. As usual in FE analysis, these operators will be built from local, i.e. elemental interpolation operators which are constructed and analyzed on the reference element Λ = (−1, 1), and then transported to the physical elements Ω j ∈ G M σ by an affine mapping. We will give two constructions: the first one is based on a spectral-like elemental approximation proposed in [2] , whereas the second will be based on a classical, nodal interpolation operator.
For u ∈ B β (Ω ), we construct a family of spectral hp-interpolants based on a construction which was introduced in [2] . These interpolants are based on L 2 projections on spaces of discontinuous polynomials of a certain derivative of the function to be interpolated, and by subsequent enforcement of interelement conformity of order k i . This interpolant is a generalization of the one proposed in [7, Chapter 3] for the analysis of C 0 -conforming hp-FEM. We require the following result which is Corollary 2 in [2] . For simplicity, we will work under the assumption (which could be weakened) that p i = p ≥ 1 and k i = k > 0 for all i. 
, j = 0, 1, ..., k .
(14) Moreover, the interpolating polynomialπ p kû satisfies
(with (15) understood to be void in the case k = 0).
We specialize this general result to maximal smoothness. To avoid fractional bounds for indices, we substitute in (14) 
. ( 
Exponential Convergence
We now "assemble" scaled versions of the elementwise quasi-interpolation projectors π [7, Chap. 3] . From these results, exponential convergence of the hp-FEM will follow via (7).
We start by considering a generic element J = (a, b) ∈ G p σ not abutting at the singular support x = 0 of u. If u ∈ B 2 β (Ω ), we have for any such J and any integer s ≥ 0 that
This implies that there holds with
We replace now s with q + s − 1, j = 0, 1 and = 2 > j to obtain 
Using here (17), we find with (10) the bound
Remark 1.
Note that so far, in all error bounds the differentiation order s is an integer. In what follows, we shall use also norms of fractional order s for which the corresponding error bounds can be obtained by classical interpolation arguments.
We now analyze the factorial expression * .
Lemma 1.
There is a constant C > 0 such that for every q ≥ 1 and for the choice s = αq for some 0 < α < 1 there holds the estimate
Here, the factorial expressions in * are continued to noninteger arguments obtained by choosing s = αq using the Gamma function.
Proof. Throughout the proof, C > 0 and denotes a constant and a bound, respectively, which are independent of s, p and of n. We start by recalling the Stirling inequalities
which imply n! ≥ n n e −n √ 2πn ≥ cn n+1/2 e −n , and n! ≤ n n e −n e √ n ≤ cn n+1/2 e −n .
We then estimate ( * ) in the case j = 1 as follows:
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In this bound, we now choose s = αq for some 0 < α < 1 to be selected. Then
We observe that the function
, and lim
Inserting the bound obtained in Lemma 1 into (20), we find
For 0 < σ < 1, we have
Choosing α > 0 sufficiently small, we find for such σ with (22) that
We have proved 
Here, p = (q + 1, p, ..., p) with p = 2q − 1 and q ∈ N. By (13), in terms of the number N of degrees of freedom, we have the estimate
with possibly different constants b ,C > 0.
Proof. The assertion follows from the previous bounds on the elementwise interpolation error in ( [7] ) in Ω 1 = (0, x 1 ) = (0, σ p ).
Numerical results
In this section we present numerical results in one space dimension with the aim of demonstrating the validity of the convergence theorems presented in the previous section, and also to add some insight on the numerical behavior of the hpisogeometric method.
Instead of dealing directly with the interpolation operator, we show numerical errors of the Galerkin projection u h of u onto spline spaces, obtained solving the simple Poisson problem
with right hand side f is selected in order to have exact solution u = x 0.6 − x. We first set σ = 1/2 and plot in Figure 1 the corresponding L 2 -error for the three cases u h ∈ S 2q−1 1
, that is, for C 0 , C q−1 (the maximum regularity allowed by our interpolant) and C 2q−2 continuity respectively. We clearly see
√ N) in all cases, with higher b for higher regularity.
Furthermore, we want to investigate numerically the sharpness of condition (22). It is very easy to see that for our choice u(x) = x −0.6 − x, the corresponding d u is equal to 1 and thus, (22) prescribes σ > 1/3. We present in Figure 2 the error plot Fig. 1 L 2 -error of the Galerkin projection versus degrees-of-freedom number N: comparison between splines and standard finite element approximation.
) and σ = .1. The plot shows exponential convergence, if we exclude the last computed value, where u h is strongly affected by round-off error. Indeed, for this last plot entry we have q = 6, that is degree 13, minimum mesh-size .1 12 = 10 −12 , and the condition number of the linear system gets > 10 17 . ). However, we also stress that the B-spline basis is not suitable for a strong geometric grading and high degree, since it induces a severe ill-conditioning of the linear system of equations.
We observe that each of the proposed hp-FEM discretizations converge with exponential rate exp(−b √ N). The constant b > 0 in the exponential rate depends on σ and on the conformity in the hp-space. In particular, the hp-IGA will afford substantially larger values of b in the exponential convergence bound, leading to several orders of magnitude error reduction at a given budget of N degrees of freedom over standard, C 0 -conforming hp-FEM. The increased efficiency is at the expense of a rather large condition number of the (small) linear systems of equations which, presumably, is due to the use of spline-bases in the current implementation of hp-IGA. These work savings by enhanced conformity afforded by the hp-version of isogeometric analysis are expected to be even more pronounced in two and three spatial dimensions, and the unfavourable conditioning of the stiffness matrices is expected to be alleviated by the use of an orthonormal basis. We remark in closing that the present analysis was detailed only for analytic solutions u(x) with a point singularity at x = 0. Exactly the same results hold for solutions with a finite number of singularities in Ω , provided that the geometric meshes are refined to singular point of u(x); we do not present a detailed statement here.
