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The family of “Kitaev materials” provides an ideal platform to study quantum spin liquids and their
neighboring magnetic orders. Motivated by the possibility of a quantum spin liquid ground state
in pressurized hyperhoneycomb iridate β-Li2IrO3, we systematically classify and study symmetric
quantum spin liquids on the hyperhoneycomb lattice, using the Abrikosov-fermion representation.
Among the 176 symmetric U(1) spin liquids (and 160 Z2 spin liquids), we identify 8 “root” U(1) spin
liquids in proximity to the ground state of the solvable Kitave model on hyperhonecyomb lattice.
These 8 states are promising candidates for possible U(1) spin liquid ground states in pressurized
β-Li2IrO3. We further discuss physical properties of these 8 U(1) spin liquid candidates, and show
that they all support nodal-line-shaped spinon Fermi surfaces.
PACS numbers:
I. INTRODUCTION
The exactly solvable Kitaev model on honeycomb
lattice1 provides one pristine platform to study the phys-
ical properties of quantum spin liquids2,3, a class of long-
range entangled many-body ground states featuring frac-
tionalized excitations. Much attention is drawn to the
spin liquid physics of Kitaev model, motivated by the
proposal to design Kitaev exchange interactions in 4d and
5d transition-metal-based insulators with strong spin-
orbit coupling4. Following this proposal, a class of so-
called “Kitaev materials” have been extensively studied
both theoretically and experimentally5–8, whose physics
is believed to be in close proximity to the solvable Kitaev
model.
In particular, β-Li2IrO39,10 is a three-dimensional (3d)
Kitaev material, where the low-energy jeff = 12 mag-
netic moments on the iridium sites form a trivalent
3d network coined the “hyperhoneycomb” lattice (see
FIG. 1). The Kitaev model on the hyperhoneycomb
lattice can be solved exactly and the quantum ground
state is a 3d quantum spin liquid with nodal-line Majo-
rana fermions11–14. Though this hyperhoneycomb iridate
forms an incommensurate spiral magnetic order below
TN ≈ 37 K9,10, recent X-ray magnetic circular dichroism
measurements15 showed that the zero-field magnetic or-
der can be completely suppressed by applying hydrostatic
pressure of 2 GPa15,16. Moreover, the paramagnetic state
is maintained up to about 4 GPa, after which there is a
structural phase transition. It has been known that the
presence of the Kitaev interaction (as well as other addi-
tional interactions) is crucial to explain the incommensu-
rate spiral magnetic order at ambient pressure17–19. Be-
cause of this, it has been suggested that the paramagnetic
state between 2 GPa and 4 GPa could be a quantum spin
liquid derived from the proximate Kitaev spin liquid15,16.
In this work, motivated by the experimental progress
mentioned above, we consider the possibility of a sym-
metric quantum spin liquid phase in pressurized β-
Li2IrO3. We first provide the full classification of sym-
metric spin liquids on the hyperhoneycomb lattice within
the fermionic parton (i.e., Abrikosov-fermion) representa-
tion of spin-1/2 operators. In the experiment, the crystal
structure up to 4 GPa belongs to the same space group as
the material at ambient pressure and hence these spin liq-
uid phases may be good candidates for non-trivial quan-
tum paramagnetic ground states. The classification leads
to 160 different Z2 spin liquids, and 176 distinct U(1) spin
liquids. At the moment, there is no specific heat measure-
ment under pressure and it is not clear whether there is
a finite temperature transition or not in 2-4 GPa range.
If the ground state is a U(1) spin liquid, there will be no
thermal transition, but only a crossover, while Z2 spin
liquid phases would show a finite temperature transition
to a trivial paramagnetic state in three dimensions.
Given that the Kitaev interaction is already significant
at ambient pressure9,20,21, we further investigate all pos-
sible “root” U(1) spin liquid phases proximate to the Ki-
taev’s Z2 spin liquid state. This leads to 8 promising can-
didate U(1) spin liquids for the high-pressure paramag-
netic phase in β-Li2IrO3. If they occur in this material at
high pressure, there will be no signature of finite temper-
ature transition in future specific heat measurement. We
also discuss the physical properties of these 8 candidate
states, and show that they all support one-dimensional
nodal-line spectra on the spinon Fermi surface, similar to
the hyperhoneycomb Kitave model11,13.
The rest of the paper is organized as follows. In sec-
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2tion II, we provide the full classification of symmetric Z2
and U(1) spin liquid phases on the hyperhoneycomb lat-
tice. We investigate the “root” U(1) spin liquid states
in proximity to the Kitaev Z2 spin liquid in section III.
The key properties of 8 “root” U(1) spin liquid states are
discussed in section IV. We conclude in section V.
II. CLASSIFICATION OF U(1) AND Z2 SPIN
LIQUIDS
In this section, we briefly introduce the framework
of Projective Symmetry Group (PSG) classification for
symmetric quantum spin liquids22. We first review the
lattice structure and space group symmetries of the hy-
perhoneycomb lattice, and then construct symmetric spin
liquids in the Abrikosov-fermion representation.
A. Lattice structure and symmetries
Figure 1: The hyperhoneycomb lattice.
The hyperhoneycomb lattice consists of 4 sublattices
denoted by different colors in Fig. 1. The Bravais lattice
vectors are chosen as
a1 = (2, 4, 0), a2 = (3, 3, 2), a3 = (−1, 1, 2). (1)
The sublattice displacements are
d1 =
(
−1,−3
2
,−1
2
)
, d2 =
(
0,−1
2
,−1
2
)
,
d3 =
(
0,
1
2
,
1
2
)
, d4 =
(
1,
3
2
,
1
2
)
, (2)
where origin of the Cartesian coordinate system is chosen
to be at the center of the nearest-neighbor (NN) bond
connecting sublattices 2 and 3 within the same unit cell.
A general lattice site can be labeled by
(n1, n2, n3, s) = n1a1 + n2a2 + n3a3 + ds. (3)
where n1,2,3 ∈ Z and 1 ≤ s ≤ 4 is the sublattice index.
There are 6 inequivalent NN bonds associated with one
unit cell. They are divided into three classes, which are
perpendicular to x- (green bonds), y- (blue bonds), and
z- (red bonds) axes respectively:
x-bonds: (sublattice 2↔ 3) : (0, 1, 1)
(sublattice 4↔ 1 + a1) : (0, 1,−1)
y-bonds: (sublattice 4↔ 1 + a2) : (1, 0, 1)
(sublattice 3↔ 2 + a3) : (−1, 0, 1)
z-bonds: (sublattice 1↔ 2) : (1, 1, 0)
(sublattice 3↔ 4) : (1, 1, 0) (4)
In addition to Bravais lattice translations, the other
generators of space group symmetries written in Carte-
sian coordinates are
Inversion: (x, y, z) σ−→ (−x,−y,−z) (5)
Glide reflections: (x, y, z) r1−→ (x, y,−z) + a1/2 (6)
(x, y, z)
r2−→ (y, x, z) + a2/2, (7)
plus the three translations along the Bravais lattice vec-
tors. Alternatively, by labeling lattice sites in the format
of (3), the space group symmetries can be rewritten as
1. Translations
T1 : (n1, n2, n3, s)→ (n1 + 1, n2, n3, s) (8)
T2 : (n1, n2, n3, s)→ (n1, n2 + 1, n3, s) (9)
T3 : (n1, n2, n3, s)→ (n1, n2, n3 + 1, s) (10)
2. Inversion σ
σ : (n1, n2, n3, s)→ (−n1,−n2,−n3, σ(s)), (11)
where σ(1) = 4, σ(2) = 3, σ(3) = 2, σ(4) = 1.
3. Glide reflection r1
r1 : (n1, n2, n3, s)
→ (n1 + n2 + n3 +As,−n3,−n2, r(s)). (12)
4. Glide reflection r2
r2 : (n1, n2, n3, s)
→ (−n3, n1 + n2 + n3 +As,−n1, r(s)). (13)
For both r1 and r2, As = 0 for s = 1, 2 and As = 1
for s = 3, 4; the sublattice transforms are r(1) = 3,
r(2) = 4, r(3) = 1, r(4) = 2.
In summury, a general symmetry group symmetry op-
eration can be expressed as
U = T νT T νT11 T νT22 T νT33 σνσrνr11 rνr22 , (14)
where T is time reversal operation, νT ,σ,r1,r2 ∈ Z2 =
{0, 1}, and νT1,2,3 ∈ Z.
3B. Projective symmetry groups
We briefly review the projective symmetry group
(PSG) classification for symmetric spin liquid states22 in
the Abrikosov-fermion representation23. In order to con-
struct a symmetric spin liquid ground state for an inter-
acting spin model, we introduce the Abrikosov fermions
(or “slave fermions”)
Ψi =
(
fi↑ f
†
i↓
fi↓ −f†i↑
)
, Si =
1
4
Tr(Ψ†iσΨi), (15)
{fiα, f†jβ} = δijδαβ , {fiα, fiβ} = 0 = {f†iα, f†jβ}. (16)
Here Si are spin-1/2 operators at site i, and σ’s are
Pauli matrices. The Abrikosov-fermion representation
introduces a gauge redundancy for the “slave fermions”
{fiα} because annihilating a spin-up fermion fi↑ has the
same effect as creating a spin-down fermion f†i↓ regard-
ing the change of physical spin. Consequently a local
gauge transformation can be performed by an SU(2) ro-
tation Wi = e−iφi·σ/2 acting on the right as Ψi → ΨiWi.
One can directly see that such a transformation leaves the
physical spin operator (15) invariant. On the other hand,
a physical spin rotation can be performed by acting an
SU(2) rotation R = e−iφi·σ/2 on the left as Ψi → R†iΨi,
which rotates Si by the Euler angle φi.
Within the Abrikosov-fermion representation, a bilin-
ear spin-spin interaction in the Hamiltonian becomes 4-
fermion interaction of (Arikosov) slave fermions, which
upon the Hubbard-Stratonovich decomposition leads to
a quadratic mean-field Hamiltonian of slave fermions. A
generic mean field Hamiltonian can be expressed as
HMF =
∑
ij
∑
µ=0,x,y,z
Tr(σµΨiu
(µ)
ij Ψ
†
j), (17)
where σ0 denotes a 2 by 2 identity matrix, and
u
(0)
ij = is0σ0 +
∑
µ=x,y,z
sµσµ, (18)
u
(x,y,z)
ij = t
(x,y,z)
0 +
∑
µ=x,y,z
it(x,y,z)µ σµ (19)
with {sµ, t(x,y,z)µ |µ = 0, x, y, z} being real numbers serv-
ing as mean field parameters. (Bond indices i, j are
omitted here). One can verify that under a spin rota-
tion, u(0)ij and (u
(x)
ij , u
(y)
ij , u
(z)
ij ) transform as scalars and
vectors respectively, and represent the spin singlet and
triplet terms for the mean field Hamiltonian. Within
each u(µ)ij matrix, components ∼ σ0, σ3 represent hopping
of fermionic spinons fiα, while components ∼ σ1, σ2 are
associated with spinon pairings. The gauge redundancy
is resolved after the Gutzwiller projection into the phys-
ical Hilbert space with one fermion per site, by enforc-
ing the single-occupancy constraints f†i↑fi↑ + f
†
i↓fi↓ = 1,
f†i↑f
†
i↓ = 0. These constraints can be written in a com-
pact form22
Tr(Ψ†iΨi~σ) = 0. (20)
To construct a symmetric spin liquid state without
spontaneous symmetry breaking, the mean-field Hamilto-
nian should preserve all the symmetries of the spin mod-
els. However such a requirement can be loosen due to the
gauge redundancy in the Abrikosov-fermion representa-
tion: the symmetry only needs to be preserved up to a
gauge transformation. Specifically under the action of a
symmetry operation U , the fermionic spinons transform
as UΨiU−1 = R
†
UΨU(i)GU (U(i)), and hence the mean
field Hamiltonian satisfies24
∑
µ
Tr
[
(RUσµR
†
U )ΨiGU (i) · u(µ)U−1(i),U−1(j) ·G†U (j)Ψ†j
]
=
∑
µ
Tr
(
σµΨiu
(µ)
ij Ψ
†
j
)
. (21)
Here RU and {GU (i)} are SU(2) matrices for spin ro-
tations and local gauge transformations respectively. In
particular, the subgroup Ge for gauge transformations
associated with the identity element e of the symmetry
group is called the invariant gauge group (IGG). The
PSG can be regarded as an extension of the spatial sym-
metry group (SG): SG=PSG/IGG. The different choice
of IGG corresponds to spin liquids with different quan-
tum orders22: e.g. IGG= {±1} in a Z2 spin liquid,
IGG= {e−iφσz/2|0 ≤ φ < 4pi} ' U(1) in a U(1) spin
liquid, and IGG= {e−iφ·σ/2} ' SU(2) for an SU(2) spin
liquid. The choice of gauge group elements GU is not
unique because of the following gauge rotations:
GU (i)→WiGU (i)W †U−1(i), Wi ∈ SU(2), (22)
uij →WiuijW †j , Ψi → ΨiW †i . (23)
leaves the mean-field ansatz and above symmetry con-
dition (21) invariant. The gauge-inequivalent choices of
gauge transformations {GU (i)} can be determined by re-
quiring its compatibility with the group structure of SG.
Solving the algebraic equations from the symmetry group
structure can lead to different PSGs, or different exten-
sions of the same symmetry group SG. They correspond
to distinct quantum spin liquid states with different phys-
ical properties.
It turns out there exist 160 Z2 spin liquids, and 176
U(1) spin liquids on the hyperhoneycomb lattice. Details
of the PSG classification can be found in Appendix A.
The results of Z2 PSGs are detailed in Appendix A5. For
U(1) PSGs, the gauge transformations associated with
spatial symmetries are given in Appendix A3, while the
gauge transformation associated with time reversal sym-
metry is given by Eqs. (A83), (A90)–(A97).
4III. ROOT U(1) SPIN LIQUIDS IN PROXIMITY
TO THE KITAEV SPIN LIQUID ON
HYPERHONEYCOMB LATTICE
The solvable Kitaev model is argued to be in close
proximity to a class of magnetic “Kitaev materials” with
strong spin-orbit couplings, including the hyperhoney-
comb iridate β-Li2IrO39,10. This makes “Kitaev spin
liquid”, the ground state of Kitaev model, a reasonable
starting point to understand possible spin liquid phases
realized in hyperhoneycomb iridates.
In this section, we first work out the PSGs of Kitaev
spin liquid, which encodes how time reversal and spatial
symmetries are implemented on the fractionalized excti-
tations therein. Next, we identify 8 “root” U(1) spin liq-
uid states, all of which neighbor the Kitaev spin liquid
by a continuous Higgs transition, which breaks the IGG
from U(1) down to Z2. These 8 U(1) spin liquids are
promising candidates for the possible spin liquid phase
observed in pressurized β-Li2IrO3.
A. PSG for the Kitaev spin liquid on
hyperhoneycomb lattice
The Kitaev model on any trivalent lattice
HK =
∑
〈ij〉∈α
J (α)Sαi S
α
j (24)
involves bond-dependent Ising-type interactions between
nearest neighbors. On the hyperhoneycomb lattice, α =
x, y, z for the x-, y-, and z-bonds specified in Eq. (4). The
above Kitaev model can be exactly solved1 in terms of
Majorana fermions (ci, bxi , b
y
i , b
z
i ),
Sαi = ib
α
i ci, {ci, cj} = 2δij , {bαi , bβj } = 2δijδαβ , (25)
HK =
∑
〈ij〉∈α
iK
(α)
ij cicj , K
(α)
ij = −iJ (α)bαi bαj . (26)
The link variables {K(α)ij } commute with the Hamilto-
nian and with each other, and therefore are integrals of
motion. Note (K(α)ij )
2 = (J (α))2, and therefore K(α)ij =
−K(α)ji = ±J (α). In the ground state, in order to mini-
mize the energy of the above {ci}-fermion hopping model,
the link variables iK(α)ij on a hyperhoneycomb lattice are
shown to support zero flux in any closed loop11. We
therefore choose a sign convention of {K(α)ij } such that
they are positive along sublattices (1→ 2→ 3→ 4→ 1),
as shown in Fig. 2. Such a configuration is invariant un-
der the primitive lattice translations.
Our goal is to find the projective symmetry group of
the Kitaev spin liquid ansätze in Eq. (25), with a given
Figure 2: The directions of +iK(α)ij in the ground state of
Kitaev model with all J(α) > 0. It has zero flux around any
closed loop.
zero-flux configuration iK(α)ij . First, we notice that the
Majorana fermions can also be written in terms of com-
plex slave fermions,
fi↑ = bzi + ici, fi↓ = b
x
i + ib
y
i . (27)
Compared with (15), one can easily see that
Ψi = iciσ0 +
∑
µ=x,y,z
bµi σµ (28)
Hence under a symmetry operation U , the Majorana
fermions transform as
Ψi → R†UΨU(i)GU (U(i)) = icU(i)
(
R†UGU (U(i))
)
+
∑
α=x,y,z
bαU(i)
(
R†UσαGU (U(i))
)
. (29)
Here RU , {GU (i)} are spin and associated gauge SU(2)
rotations respectively. Clearly the above Kitaev spin liq-
uid has a Z2 IGG generated by the following global gauge
rotation:
ci → −ci, bµi → −bµi , ∀ i, µ. (30)
which leaves the Majorana hopping ansatz invariant. In
particular the Kitaev spin liquid ansatz (26) has one spe-
cial feature: while all {bµi } fermions are dimerized on
one NN bond, the {ci} fermions are delocalized and can
hop around the entire lattice. The sharp difference be-
tween {bµi } and {ci} fermions indicate that they cannot
be mixed by any symmetry transformation in the Kitaev
spin liquid. This unusual property, together with symme-
try implementation (29) dictates that for any symmetry
operation U preserved by the Kitaev spin liquid, we must
have
R†UGU (i) = η
i
Uτ0 ⇔ GU (i) = ηiURU , ηU = ±1. (31)
in order for the Kitaev ansatz (26) to be invariant under
symmetry U . In particular ηU = −1 for every symmetry
5U that reverses the NN Majorana hopping sign in Fig.
2, where the sublattice-dependent sign structure in (31)
brings back the original Kitaev ansatz.
As a result, the gauge rotation {GU (i)} associated with
symmetry operation U is fixed by its corresponding spin
rotation RU up to a sublattice sign (31). For the Ki-
taev spin liquid state on the hyperhoneycomb lattice, the
SU(2) spin rotations associated with spatial symmetry
operations are given by (denote σ0 ≡ I2×2, the identity
matrix, and σ1,2,3 ≡ σx,y,z)
R†T1,T2,T3 = σ0, R
†
σ = σ0,
R†r1 = iσ3, R
†
r2 =
i√
2
(σ1 − σ2). (32)
And their associated gauge transformations are given by
G1,2,3 = σ0, Gr1 = iσ3, Gr2 =
i√
2
(σ1 − σ2),
Gσ(1, 3) = σ0, Gσ(2, 4) = −σ0. (33)
since ηT1,2,3 = ηr1,2 = +1 and ησ = −1. Finally, time
reversal symmetry must satisfy the following condition
GT (i)u
(µ)
ij G
†
T (j) = −u(µ)ij , (34)
and in Kitaev spin liquid with only NN hoppings, we can
choose
GT (1, 3) = σ0, GT (2, 4) = −σ0. (35)
Eqs. (33) and (35) summarize the PSG for Kitaev spin
liquid (26) on the hyperhoneycomb lattice.
B. Root U(1) states of Kitaev spin liquid
Next we identify the “root” U(1) spin liquid states in
proximity to solvable Kitaev spin liquid. More concretely,
we look for U(1) PSGs whose symmetry implementations
are compatible with the Kitaev spin liquid ansatz (26).
These U(1) states can be tuned into the Kitaev spin liq-
uid through a Higgs transition, during which the spinon
pairing terms break the gauge group from U(1) down
to Z2. Here we will skip the details of the calculation,
which are given in Appendix B 1. There turns out to be 8
U(1) root states for the Kitaev spin liquids. Constrained
by the nonsymmorphic space group, all of them share
the trivial gauge transformation associated with lattice
translation symmetries T1,2,3:
G1,2,3 = σ0. (36)
For all 8 root U(1) states, the gauge transformation as-
sociated with time reversal symmetry is also the same as
in Kitaev spin liquids
GT (1, 3) = σ0, GT (2, 4) = −σ0. (37)
For the remaining space group symmetries, their associ-
ated gauge transformations are summarized in Table I.
In all cases, the gauge rotations only depend on sublat-
tice index as GU (s = 1, 2, 3, 4), but are independent of
the unit cell index (x, y, z).
Table I: The PSGs of eight U(1) root states for the Kitaev
spin liquid on a hyperhoneycomb lattice. The gauge trans-
formations GT1,2,3 for lattice translations are all trivially σ0,
and GT for time reversal is given by Eq. (37).
# Gσ(1, 4) Gσ(2, 3) Gr1(s) Gr2(1) Gr2(2) Gr2(3) Gr2(4)
1 iσ3 iσ3 iσ3 σ0 −σ0 −σ0 σ0
2 iσ3 −iσ3 iσ1 iσ3 −iσ3 iσ3 −iσ3
3 iσ3 iσ3 iσ3 iσ1 −iσ1 iσ1 −iσ1
4 iσ1 −iσ1 σ0 iσ3 iσ3 −iσ3 −iσ3
5 iσ1 iσ1 iσ1 iσ3 −iσ3 iσ3 −iσ3
6 iσ1 −iσ1 iσ3 iσ1 iσ1 −iσ1 −iσ1
7 iσ3 −iσ3 iσ2 iσ1 iσ1 iσ1 iσ1
8 iσ1 iσ1 iσ1 iσ2 −iσ2 iσ2 −iσ2
IV. PROPERTIES OF U(1) SPIN LIQUIDS ON
HYPERHONEYCOMB LATTICE
Among the 160 symmetric Z2 spin liquids and 176 sym-
metric U(1) spin liquids on the hyperhoneycomb lattice,
here we focus on the 8 U(1) root states in proximity to
the Z2 spin liquid ground state of the solvable Kitaev
model. We discuss the mean-field ansatz and physical
properties of these 8 states, and in particular identify
topologically protected nodal rings in the spinon spec-
trum of all 8 states. Experimentally, these 8 states are
promising candidates for the possible spin liquid phase
realized in β-Li2IrO3 under high pressure.
A. Mean-field ansatz of 8 root U(1) spin liquids
The physical spin model describing the magnetism of
β-Li2IrO3 was argued to take the following form8,25
H =
∑
ij∈γ
JijSi · Sj +K(γ)ij Sγi Sγj + Γ(γ)ij (Sαi Sβj + Sβi Sαi ).
(38)
Here (α, β, γ) ∼ (x, y, z), and Jij ,Kij ,Γij are the
Heisenberg, Kitaev, and symmetric anisotropy interac-
tions respectively. Note that the symmetry of hyper-
honeycomb lattice has already excluded interactions of
Dzyaloshinskii-Moriya typeDij ·(Si×Sj). Further mate-
rial considerations together with space group symmetries
indicate that there are only 6 free parameters: (J,K,Γ)
on z-bonds and (J˜ , K˜, Γ˜) on x- and y-bonds, as illus-
trated in Fig. 3. Here the subscript γ = x, y, z means
that there is only one nonvanishing K(γ)ij and Γ
(γ)
ij on
6each γ−type link 〈ij〉. For instance, in bond (1, 2) we
have K(z)12 = K, Γ
(z)
12 = Γ, while K
(x,y)
12 = Γ
(x,y)
12 = 0.
Figure 3: The nonzero parameters and their relations in
different bonds for the spin model Eq. (38).
Starting from the spin model (38), within the
Abrikosov-fermion representation (15) one can perform
the following mean-field decomposition
ρs =
〈f†i↑fj↑〉+ 〈f†i↓fj↓〉
2
, ρz =
〈f†i↑fj↑〉 − 〈f†i↓fj↓〉
2i
,
(39)
ρx =
〈f†i↑fj↓〉 − 〈f†i↓fj↑〉
2i
, ρy =
〈f†i↑fj↓〉+ 〈f†i↓fj↑〉
2
,
(40)
and obtain the mean-field ansätze (17). Note in the
canonical gauge for U(1) spin liquids22, only hopping
terms are present. Denote the mean field amplitudes in
bond (1, 2) as (sµ, t
(x,y,z)
µ ), in bond (2, 3) as (s˜µ, t˜
(x,y,z)
µ ),
the generic spin Hamiltonian (38) yields s0 = tx0 = t
y
0 =
tz0 = 0 and s˜0 = t˜x0 = t˜
y
0 = t˜
z
0 = 0 in the mean-field
decoupling. The remaining parameters (s3, t
(x,y,z)
3 ) and
(s˜3, t˜
(x,y,z)
3 ) are further constrained by requirement (21)
for any symmetric spin liquids. Here we focus on the root
U(1) states of the Kitaev spin liquid specified by PSGs
in Table I, and write down the mean-field ansatz of them
all.
To analyze the spinon band structures of U(1) spin
liquids, it is convenient to adopt the following basis in
momentum space
Φk = (fk1↑, fk1↓, fk3↑, fk3↓, fk2↑, fk2↓, fk4↑, fk4↓)T (41)
where T means transpose. The time reversal symme-
try (37) forbids onsite terms in the mean-field ansatz.
Moreover the bipartite NN couplings only hop spinons
between odd sublattices s = 1, 3 and even sublattices
s = 2, 4. Therefore the mean-field Hamiltonian takes the
off-diagonal form
HMF =
∑
k
Φ†kHkΦk, Hk =
(
0 Dk
D†k 0
)
. (42)
featuring the sublattice symmetry
{Hk, τz} = 0, τz ≡
(
I4×4 0
0 −I4×4.
)
(43)
Each 4 by 4 matrix Dk can be written as
Dk =
(
h†12 h41xe
ik1 + h41ye
ik2
h23 + h2z3e
−ik3 h†34
)
, (44)
where kµ = k · aµ with aµ the three Bravais lattice vec-
tors (1). Here we denote the nonzero free parameters
(s3, t
(x,y,z)
3 ) ≡ (s, t(x,y,z)) in bond (1, 2), and similarly
(s˜3, t˜
(x,y,z)
3 ) ≡ (s˜, t˜(x,y,z)) in bond (2, 3),
h12 = h(s, t
x, ty, tz), h23 = h(s˜, t˜
x, t˜y, t˜z),
h(s, tx, ty, tz) ≡
(
−s+ itz ty + itx
−ty + itx −s− itz
)
. (45)
These parameters together with hµν ’s are subject to fur-
ther constraints by the projective symmetry condition
(21), for different PSGs in Table I. We summarize the
NN mean field Hamiltonians for the 8 root U(1) states
in Table I:
1. Parameters {s˜, tx}:
h12 = h(0, t
x,−tx, 0), h23 = h(s˜, 0, 0, 0),
h34 = −h12, h2z3 = h41x = h41y = h23. (46)
2. Parameters {s, s˜, tx}:
h12 = h(s, t
x, tx, 0), h23 = h(s˜, 0, 0, 0),
h34 = h(−s, tx, tx, 0), h2z3 = −h41x = −h41y = h23.
(47)
3. Parameters {s, s˜, tx}:
h12 = h(s, t
x, tx, 0), h23 = h(s˜, 0, 0, 0),
h34 = h(s,−tx,−tx, 0), h2z3 = h41x = h41y = h23.
(48)
4. Parameters {s, tx, t˜x, t˜y, t˜z}:
h12 = h(s, t
x, tx, 0), h23 = h(0, t˜
x, t˜y, t˜z),
h34 = h(s,−tx,−tx, 0), h2z3 = h(0,−t˜y,−t˜x, t˜z),
h41x = h(0,−t˜x,−t˜y, t˜z), h41y = h(0, t˜y, t˜x, t˜z). (49)
5. Parameters {s, tx, t˜x, t˜y, t˜z}:
h12 = h(s, t
x, tx, 0), h23 = h(0, t˜
x, t˜y, t˜z),
h34 = h(−s, tx, tx, 0), h2z3 = h(0, t˜y, t˜x,−t˜z),
h41x = h(0, t˜
x, t˜y, t˜z), h41y = h(0, t˜
y, t˜x, t˜z). (50)
6. Parameters {s, tx, t˜x, t˜y, t˜z}:
h12 = h(s, t
x, tx, 0), h23 = h(0, t˜
x, t˜y, t˜z),
h34 = h(s,−tx,−tx, 0), h2z3 = h(0, t˜y, t˜x,−t˜z),
h41x = h(0,−t˜x,−t˜y, t˜z), h41y = h(0,−t˜y,−t˜x,−t˜z).
(51)
77. Parameters {s, s˜, t˜x}:
h12 = h(s, t
x, tx, 0), h23 = h(s˜, 0, 0, 0),
h34 = h(−s, tx, tx, 0), h2z3 = −h41x = −h41y = h23.
(52)
Due to the specific model (38), up to nearest neigh-
bor terms this Hamiltonian is the same as case #2,
Eq. (47).
8. Parameters {tx, t˜x, t˜y, t˜z}:
h12 = h(0, t
x,−tx, 0), h23 = h(0, t˜x, t˜y, t˜z),
h34 = h12, h2z3 = h(0,−t˜y,−t˜x, t˜z),
h41x = h(0, t˜
x, t˜y,−t˜z), h41y = h(0,−t˜y,−t˜x,−t˜z).
(53)
B. Topological spinon nodal rings
For a spinon mean-field Hamiltonian with the form of
Eq. (42), its structure of spinon fermi surface is deter-
mined by the zero mode condition |det(Dk)| = 0, which
leads to 2 real equations for 3 variables (kx, ky, kz) in the
Brillouin zone. Therefore a one-dimensional fermi sur-
face, i.e. a nodal line, is expected to exist within certain
parameter range. The 8 U(1) states (46)–(53) exhibit
three typical structures of nodal rings, all of which are
topologically stable. We show these nodal line Fermi sur-
faces in Fig. 4 and describe their characters below.
• For states #1, #2, #3 and #7, the Hamiltonian is
labeled by parameters {s, s˜, tx}. The nodal Fermi
surface condition is reduced to a simple form
kx + ky = 0, cos(kx − ky) + cos(2kz) = f(s, s˜, tx),
f(s, s˜, tx) =
{
(tx/s˜)2, state #1, #7,
(s2 + 2(t˜x)2)/2s˜2, state #2, #3.
(54)
Thus, for |f(s, s˜, tx)| < 2, the fermi surface consists
of one single nodal ring, which is the intersection
of the plane kx + ky = 0 and the tube cos(kx −
ky) + cos(2kz) = f , see Fig. 4(a1). In this case,
the nodal ring is the same as the zero-flux Kitaev
model discussed in Ref.11.
• For state #8, the 4 parameters {tx, t˜x, t˜y, t˜z} could
give rise to two nodal rings in a plane:
kx + ky = 0,
(tx)4 + 4A2 + 4A(−(tx)2 +B cos 2kz) cos 2ky
+B(−2(tx)2 cos kz +A(cos 4ky + cos 4kz)) = 0, (55)
where A = −t˜xt˜y + (t˜z)2, B = (t˜x)2 + (t˜y)2 + (t˜z)2.
There are parameter regions where the two rings
overlap with each other forming a coplanar network
of nodal rings, see Fig. 4(b1) for illustration.
• For states #4, #5, #6, the 5 parameters
{s, tx, t˜x, t˜y, t˜z} could give rise to 3 sets of rings.
Two of them are in the plane kx + ky = 0, while
one of them are out of the plane, see Fig. 4(c1).
Note that the rings in the middle are connected to
the rings above and below them within a finite pa-
rameter range, forming a stable three-dimensional
network of nodal Fermi surfaces.
The three types of spinon nodal rings discussed above
turn out to be all topologically stable. Due to the sub-
lattice/chiral symmetry (43), the mean field ansätze (42)
belongs to the symmetry class AIII. Class AIII supports
robust nodal line fermi surfaces26, whose topological in-
variant is given by the following winding number11
W =
1
4pii
∮
dk ·Tr
(
D−1k ~∇kDk − (D†k)−1~∇kD†k
)
, (56)
where Dk is given by Eq. (44), and the line integral is
done along a loop encircling the nodal ring. The loops in
various cases are illustrated in Fig. 4(a2)–(c2).
For the case of a single nodal ring (Fig. 4(a2)), the
winding number turns out to be 2, in contrast to a
unit winding number in the hyperhoneycomb Kitaev spin
liquid11. This is due to an accidental two-fold degeneracy
on the nodal rings in these U(1) spin liquids, which is an
artifact of the 4-band NN model. Each of the two degen-
erate nodal rings contribute a winding number 1, hence a
total winding number 2. Such an accidental degeneracy
can be lifted by general spinon hoppings beyond NNs,
and is already absent in the case of Fig. 4(b2) where we
obtain the unit winding number for each of the linked
topological nodal rings.
In the case of three-dimensional linked nodal rings in
Fig. 4(c2), we see that all of the nodal line Fermi sur-
faces are topologically protected with non-zero winding
numbers. The nesting of nodal rings is not a result of
fine-tuning and turns out to be stable in a finite param-
eter range. For instance, in the case of Fig. 4(c2), upon
decreasing the parameter s = 0.8, the middle two rings
will shrink and separate further away from each other,
but they are still connected with the upper/lower rings.
They finally shrink to two points around s ≈ 0.3, and the
upper/lower coplanar rings touch each other. In addition
to changing s, we have also varied all other parameters
and verified the stability of these nodal ring networks.
C. Discussions
The nodal line Fermi surfaces result from any mean-
field spinon Hamiltonian of the form (42), where the sub-
lattice (or chiral) symmetry (43) is preserved. Due to the
sublattice symmetry, the zero mode condition of the off-
diagonal Hamiltonian is reduced to |detDk| = 0, which
typically gives rise to the nodal line structure. Sublattice
symmetry also excludes all possible mass terms that can
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Figure 4: Nodal line Fermi surfaces for various states in Table I. (a1)-(a2) Typical Fermi surface for states #1, #2, #3, and
#7, shown by the pink loop. The figure corresponds to state #1 with s = tx = 1. The winding number is +2 because there
are two degenerate nodal rings. (b1-b2) Typical Fermi surface for the state #8, shown by the connected pink loops. The figure
uses parameters tx = t˜x = t˜y = t˜z = 1. Each ring has winding number +1. In the overlapping region the winding number adds
up. (c1-c2) One possible stable Fermi surface for states #4, #5 and #6, shown by the multiple connected loops. The figure
corresponds to state #4 with parameters (s, tx, t˜x, t˜y, t˜z) = (0.8,−0.5, 0.7, 0.4, 0.7). The two rings in the middle are out of the
plane kx + ky = 0 while the other parts are in the plane. The inset shows the top view. (b2) shows the winding number for
each ring.
gap out the nodal line Fermi surface, hence protecting its
topological stability.
On the bipartite hyperhoneycomb lattice, the nodal
line Fermi surfaces are not limited to the solvable Ki-
taev model, or the 8 root U(1) spin liquids in proxim-
ity to the Kitaev spin liquid. In fact, only the projec-
tive time-reversal symmetry with GT (s = 1, 3) = τ0 and
GT (s = 2, 4) = −τ0 is necessary to protect the sublattice
symmetry and to host the nodal line Fermi surface. As
shown in Appendix A 3 and A5, there are 30 symmetric
U(1) spin liquids and 16 symmetric Z2 spin liquids, whose
NN mean-field ansätze can all support robust nodal line
Fermi surfaces.
V. CONCLUSION
In this work, we classified symmetric quantum spin
liquids on the hyperhoneycomb lattice and studied their
physical properties. Within the Abrikosov-fermion rep-
resentation, we obtained 176 U(1) spin liquid states and
160 Z2 states, many of which feature nodal-ring-shaped
spinon Fermi surfaces, which are protected by a sublat-
tice symmetry in their nearest-neighbor mean-field an-
sätz. In three dimensions, U(1) spin liquids do not have
a finite temperature transition while the Z2 spin liquids
would exhibit a thermal transition. Hence future specific
heat measurement on β-Li2IrO3 under pressure will pro-
vide a useful guide for further theoretical investigation
of quantum spin liquid phases in this material. We show
that 8 “root” U(1) spin liquid phases are in proximity to
the solvable Kitaev spin liquid. The nodal-line spectra
in these spin liquid phases would give rise to the pseudo
gap or the power-law gap in the specific heat coefficient
C/T and thermal conductivity κ/T . This special set of
spin liquid phases may be promising candidates for for
the pressurized hyperhoneycomb iridate β-Li2IrO3 given
the significant presence of the Kitaev interaction in the
parent material. Now that the microscopic spin model for
β-Li2IrO3 has been inferred from ab initio calculations at
various pressures16,27, our results pave the way for future
variational Monte Carlo studies on the energetics of these
candidate states, which will shed light on the nature of
the high-pressure paramagnetic ground state observed in
β-Li2IrO3.
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Appendix A: Solutions of algebraic PSG equations
In this section, we present details of calculations to
classify all gauge inequivalent PSG’s.
1. Space group symmetry
The hyperhoneycomb lattice possesses the space group
symmetry of Fddd. A general symmetry operation can
be written as
U = T νT T ν11 T ν22 T ν33 σνσrνr11 rνr22 , (A1)
where ν1,2,3 ∈ Z and νT , νσ, νr1 , νr2 ∈ Z2. It consists of
time-reversal T , three translations T1, T2, T3, one inver-
sion σ with respect to the axis origin, and two glide re-
flections r1, r2. The commutation relations among these
symmetry operations imply
T−11 r
−1
1 T1r1 = e,
T−13 T1r
−1
1 T
−1
2 r1 = e,
T−12 T1r
−1
1 T
−1
3 r1 = e,
T−11 r
2
1 = e,
(A2)
T−11 T2r
−1
2 T
−1
3 r2 = e,
T−13 T2r
−1
2 T
−1
1 r2 = e,
T−12 r
−1
2 T2r2 = e,
T−12 r
2
2 = e,
(A3)
T−1µ σ
−1T−1µ σ = e, σ
2 = e, (A4)
(σr1)
2 = e, (σr2)
2 = e, T−13 r2r
−1
1 r
−1
2 r1 = e. (A5)
Due to the nonsymmorphic nature of the glide reflec-
tions, the commutations among translations
[Tµ, Tν ] = 0 (A6)
are not independent relations, i.e., sandwiching the fol-
lowing equations
T1T2T
−1
1 T
−1
2 = T1r
2
2(r
2
2T1)
−1 = T1r22(r2T2T
−1
3 r2)
−1
= T1r2T3T
−1
2 r
−1
2 = T1T
−1
1 T2r2T
−1
2 r
−1
2 = e
with r1(. . . )r−11 and r2(. . . )r
−1
2 gives (A6).
2. PSG solutions for the U(1) spin liquids
a. Projective symmetry group constraints
The projective symmetry group is an extension of the
symmetry group to accompany each symmetry operation
U with a gauge transformation GU ,
GUU = (GT T )νT (GT1T1)ν1(GT2T2)ν2(GT3T3)ν3
· (Gσσ)νσ (Gr1r1)νr1 (Gr2r2)νr2 . (A7)
The commutation relations read
G−11 (r1(i))G
−1
r1 (T1(i))G1(T1(i))Gr1(i) = g3(θr11),
G−12 (r1(i))G1(r1(i))G
−1
r1 (i)G
−1
3 (T3(i))
·Gr1(T3(i)) = τ0, (IGG of G3)
G−13 (r1(i))G1(r1(i))G
−1
r1 (i)G
−1
2 (T2(i))
·Gr1(T2(i)) = g3(θr13),
G−11 (r1(i))Gr1(r1(i))Gr1(i) = τ0, (IGG of G1)
(A8)
G−11 (r2(i))G2(r2(i))G
−1
r2 (i)G
−1
3 (T3(i))
·Gr2(T3(i)) = g3(θr21),
G−12 (r2(i))G
−1
r2 (T2(i))G2(T2(i))Gr2(i) = g3(θr22),
G−13 (r)2(i))G2(r2(i))G
−1
r2 (i)G
−1
1 (T1(i))
·Gr2(T1(i)) = g3(θr23),
G−12 (r2(i))Gr2(r2(i))Gr2(i) = τ0, (IGG of G2)
(A9)
G−11 (σ(i))G
−1
σ (i)G
−1
1 (T1(i))Gσ(T1(i)) = g3(θσ1),
G−12 (σ(i))G
−1
σ (i)G
−1
2 (T2(i))Gσ(T2(i)) = g3(θσ2),
G−13 (σ(i))G
−1
σ (i)G
−1
3 (T3(i))Gσ(T3(i)) = g3(θσ3),
Gσ(σ(i))Gσ(i) = g3(θσ). (A10)
G−1σ (r1(i))Gr1(r1(i))Gσ(i)Gr1(σ(i)) = g3(θσr1),
G−1σ (r2(i))Gr2(r2(i))Gσ(i)Gr2(σ(i)) = g3(θσr2),
G−13 (T3r
−1
1 (i))Gr2(T3r
−1
1 (i))G
−1
r1 (r
−1
2 (i))
·G−1r2 (i)Gr1(i) = g3(θr1r2).
(A11)
Here we have used the invariant gauge group (IGG) to
set certain U(1) phases to be zero.
In the canonical gauge, where all fluxes in the ansätze
point along τ3,
uij = u
(0)
ij τ0 + u
(3)
ij τ3 ≡ iρijeiθijτ3 . (A12)
Then PSG constraint GU (i)uU−1(i),U−1(j)G
†
U (j) = uij
implies that the gauge transformations must take one of
the following forms at all sites:
GU (i) = e
iθU (i)τ3 ≡ g3(θU (i)) (A13)
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or
GU (i) = g3(θU (i))(iτ1). (A14)
The nonsymmorphic symmetry constrains the possible
form of gauge transformations associated with transla-
tions. From r21 = T1 and r22 = T2,
G1(i), G2(i) ∼ g3(θ1,2(i)), (A15)
i.e., G1,2(i) cannot have the form g3(θ1,2(i))(iτ1) due to
the nonsymmorphic glide reflections. Similarly, the con-
straint T−12 T1r
−1
1 T
−1
3 r1 = e implies
G3(i) ∼ g3(θ3(i)), (A16)
and forbids the form g3(θ3(i))(iτ1).
Furthermore, we can use the local gauge freedom to
set
G1(n1, n2, n3, s) = G2(0, n2, n3, s)
= G3(0, 0, n3, s) = 1. (A17)
Using the constraints from the commutation relations
T−1µ T
−1
ν TµTν = e,
G1(n1, n2, n3, s) = 1,
G2(n1, n2, n3, s) = g3(n1θ12),
G3(n1, n2, n3, s) = g3(n1θ13 + n2θ23). (A18)
This is the only possible form for G1,2,3(i).
b. Solving for equations (A8)
Using (A18) and (12), we can write (A8) as
Gr1(T1(i)) = g3(θr11)Gr1(i),
g3(−(n1 + n2 + n3 +As)θ12)G−1r1 (i)
· g3(−n1θ13 − n2θ23)Gr1(T3(i)) = τ0,
g3(−(n1 + n2 + n3 +As)θ13 + n3θ23)G−1r1 (i)
· g3(−n1θ12)Gr1(T2(i)) = g3(θr13),
Gr1(n1 + n2 + n3 +As,−n3,−n2, r1(s))Gr1(i) = τ0.
(A19)
1) If Gr1 ∼ g3: with Gr1(0, 0, 0, s) = g3(ϕr1(s)),
Gr1(n1, n2, n3, s) = g3 (ϕr1(s) + n1θr11 + n2θr13)
· g3
([
n3(n1 + n2 +As) + n1n2 +
n3(n3 − 1)
2
]
θ12
)
· g3
([
n2(n1 + n3 +As) + n1n3 +
n2(n2 − 1)
2
]
θ13
)
.
(A20)
Here we used
fn+1 = exp(αn+ β)fn
⇒ fn = exp
(
α
n(n− 1)
2
+ nβ
)
f0. (A21)
From the constraint (A19),
g3 (ϕr1(r1(s)) + ϕr1(s) + (2n1 + n2 + n3 +As)θr11)
· g3
(
(n2 − n3)θr13 − (θ12 + θ13)
(
n2(n2 + 1)
2
))
· g3
(
−(θ12 + θ13)
(
n3(n3 + 1)
2
))
= τ0 (A22)
with
As +Ar1(s) = 1 = As +Ar2(s); (A23)
As is defined in (12)-(13).
At ni = 0, we have ϕr1(3)+ϕr1(1) = ϕr1(1)+ϕr1(3)+
θr11 = 2piZ. So θr11 = 0. Similarly, θr13 = 0 because
ϕr1(3) +ϕr1(1) + θr13 = 2piZ when n2 = 0 and n3 = −1.
Since Eq. (A22) should hold for all sites, θ12 = −θ13. To
sum up,
Gr1(n1, n2, n3, s) = g3 (ϕr1(s) + (n3 − n2)Asθ12)
· g3
([
n3(n3 − 1)− n2(n2 − 1)
2
]
θ12
)
, (A24)
where ϕr1(1) = −ϕr1(3) and ϕr1(2) = −ϕr1(4).
2) If Gr1 ∼ g3(iτ1):
Gr1(n1, n2, n3, s) = g3 (ϕr1(s) + n1θr11 + n2θr13)
· g3
(
θ12
[
n1n2 − n3(n1 + n2 +As)− n3(n3 − 1)
2
])
· g3
(
θ13
[
n1n3 − n2(n1 + n3 +As)− n2(n2 − 1)
2
])
· g3 (2n2n3θ23) (iτ1), (A25)
where Gr1(0, 0, 0, s) = g3(ϕr1(s))(iτ1). Then, the con-
straint Gr1(r1(i))Gr1(i) = τ0 becomes
g3 (ϕr1(r1(s))− ϕr1(s) +Asθr11 + (n2 + n3)(θr11 − θr13))
·g3
([
n2(n2 + 1)
2
− n3(n3 + 1)
2
]
(θ12 − θ13)
)
= τ0.
(A26)
Thus, we have ϕr1(3)−ϕr1(1) = 0 and ϕr1(1)−ϕr1(3) =
θr11 implying
1. θr11 = θr13 = 0, θ12 = θ13,
2. ϕr1(1) = ϕr1(3), ϕr1(2) = ϕr1(4).
Therefore
Gr1(n1, n2, n3, s) = g3 (ϕr1(s)− θ12 (2n2n3 + (n2 + n3)As))
· g3
(
−θ12
[
n2(n2 − 1)
2
+
n3(n3 − 1)
2
]
+ 2n2n3θ23
)
(iτ1).
(A27)
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c. Solving for equations (A9)
Using (A18) and (13), we can rewrite (A9) as
g3(−n3θ12)G−1r2 (i)g3(−n1θ13 − n2θ23)
·Gr2(T3(i)) = g3(θr21),
g3(n3θ12)G
−1
r2 (T2(i))g3(n1θ12)Gr2(i) = g3(θr22),
g3(n3θ13 − (n1 + n2 + n3 +As)θ23)g3(−n3θ12)
·G−1r2 (i)Gr2(T1(i)) = g3(θr23),
g3(n3θ12)Gr2(−n3, n1 + n2 + n3 +As,−n1, r2(s))
·Gr2(n1, n2, n3, s) = τ0. (A28)
1) If Gr2 ∼ g3:
Gr2(n1, n2, n3, s) = g3 (ϕr2(s) + n1θr23 + n2θr22 + n3θr21)
· g3
(
θ12(n1n2 + n2n3 + n1n3) + θ12
n3(n3 − 1)
2
)
· g3
(
θ23(n2n3 + n1(n2 + n3 +As)) + θ23
n1(n1 − 1)
2
)
.
(A29)
From the last equation of Eq. (A28),
g3 (ϕr2(r2(s)) + ϕr2(s) + (n1 − n3)(θr23 − θr21))
· g3 ((n1 + 2n2 + n3 +As)θr22 + θ12(n3 − (n1 + n3)As))
· g3
(
−θ12
[
n1(n1 − 1)
2
+
n3(n3 + 1)
2
])
· g3
(
−θ23
[
n1(n1 + 1)
2
+
n3(n3 + 1)
2
])
= τ0. (A30)
First, take n1 = n2 = n3 = 0. Then ϕr2(3) + ϕr2(1) = 0
and ϕr2(1) + ϕr2(3) = θr22. So θr22 = 0. Next, take
n3 = 0 and n1 = 1. For s = 1, 2, θr23−θr21−θ23 = 0; for
s = 3, 4, θr23−θr21−θ12−θ23 = 0. Thus, θ12 = 0. Finally,
when n3 = 0, we have n1((θr23−θr21)−(n1+1)θ23/2) = 0.
So θ23 = 0 and θr23 = θr21.
2) If Gr2 ∼ g3(iτ1):
Gr2(n1, n2, n3, s) = g3 (ϕr2(s) + n1θr23 + n2θr22 + n3θr21)
· g3
(
θ12
[
n1n2 − n2n3 − n1n3 − n3(n3 − 1)
2
])
· g3
(
θ23
[
n2n3 − n1(n2 + n3 +As)− n1(n1 − 1)
2
])
· g3 (θ13(2n1n3)) (iτ1) (A31)
with
g3 (ϕr2(r2(s))− ϕr2(s) + n1(−θr23 − θr21 + θr22 +Asθ12))
· g3 (n3(−θr23 − θr21 + θr22 + (1−As)θ12 + θ23))
· g3 (Asθr22) = τ0. (A32)
Let n1 = n3 = 0, Then from ϕr2(3) − ϕr2(1) = 0 and
ϕr2(1)− ϕr2(3)− θr22 = 0, we have θr22 = 0. If we take
n3 = 0, n1 = 1, we have (θr23 + θr21)− Asθ12 + θ23 = 0.
Comparing the equation for s = 1, 2 and s = 3, 4 gives
θ12 = 0. When n3 = 0, we have n1(θr23 + θr21 + n1(n1 +
1)θ23/2) = 0. Hence, θ23 = 0 and θr21 = −θr23.
In sum, we found that
θ12 = θ13 = θ23 = θr11 = θr13 = θr22 = 0. (A33)
Therefore the gauge transformations associated to the
translations are all trivial, i.e.,
G1(i) = G2(i) = G3(i) = τ0. (A34)
Before we proceed, let us use the sublattice dependent
local U(1) gauge transformations to gauge away ϕr1(s).
With Ws=1 = g3(−ϕr1(1)), Ws=2 = g3(−ϕr1(2)), and
Ws=3 = Ws=4 = τ0, we can set
ϕr1(1) = ϕr1(2) = 0, (A35)
e.g., Gr1(s = 1) → Ws=1Gr1(s = 1)W †s=3 = τ0. Then
the solutions for Gr1 and Gr2 can be summarized as
Gr1(i) = τ0 or Gr1(i) = iτ1,
Gr2(n1, n2, n3, s) = g3(ϕr2(s) + (n1 + n3)θr23),
ϕr2(1) = −ϕr2(3), ϕr2(2) = −ϕr2(4)
or
Gr2(n1, n2, n3, s) = g3(ϕr2(s) + (n1 − n3)θr23)(iτ1),
ϕr2(1) = ϕr2(3), ϕr2(2) = ϕr2(4). (A36)
d. Solving for equations (A10)
Since the translations have trivial gauge groups, we
immediately have two cases.
1) If Gσ ∼ g3,
Gσ(n1, n2, n3, s) = g3(ϕσ(s) + n1θσ1 + n2θσ2 + n3θσ3),
ϕσ(1) = −ϕσ(4), ϕσ(2) = −ϕσ(3). (A37)
The IGG of Gσ has been used to set θσ = 0.
2) If Gσ ∼ g3(iτ1),
Gσ(n1, n2, n3, s) = g3(ϕσ(s) + n1θσ1 + n2θσ2 + n3θσ3)(iτ1),
θσ1, θσ2, θσ3, θσ = 0, pi,
ϕσ(4)− ϕσ(1) = ϕσ(3)− ϕσ(2) = θσ. (A38)
In this case, the IGG of Gσ is unused.
We can again gauge away the ϕσ(4) using the local
U(1) gauge freedom. When Gσ ∼ g3,Ws=1 = Ws=3 = τ0
and Ws=2 = Ws=4 = g3(−ϕσ(4)) can set
ϕσ(4) = 0. (A39)
For Gσ ∼ g3(iτ1), we can do the same gauge fixing with
global U(1) gauge rotation Ws = g3(−ϕσ(4)/2).
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e. Solving for equations (A11)
Up to this point, there are 2×2×2 = 8 classes of solu-
tions due to the choices Gσ, Gr1 , Gr2 ∼ g3 or g3(iτ1). We
solve the 8 classes separately using the solutions (A36)–
(A39).
1) Gσ, Gr1 , Gr2 ∼ g3. Then for equations (A11), the
first equation gives
g3 (−ϕσ(r1(s)) + ϕσ(s) + (n2 + n3)(−θσ1 + θσ3 + θσ2))
· g3(−Asθσ1)) = τ0 (IGG of Gr1)
⇒ θσ1 = 0, θσ3 + θσ2 = 0, ϕσ(s) = 0. (A40)
The second equation gives
g3 (ϕr2(r2(s)) + ϕr2(σ(s)) + (n1 + n3)(θσ3 − θσ2 − 2θr23))
· g3(−Asθσ2)) = τ0 (IGG of Gr2)
⇒ θσ2 = 0, θr23 = 0, pi,
ϕr2(1) = −ϕr2(2) = −ϕr2(3) = ϕr2(4) ≡ ϕr2 . (A41)
The third equation gives
g3(ϕr2(r1(s))− ϕr2(s) + θr23As) = g3(θr1r2)
⇒ θr1r2 = 2ϕr2 = 0 or θr1r2 = 2ϕr2 = pi ⇒ θr23 = 0
In sum, for θr1r2 = 0,
Gσ(i) = Gr1(i) = Gr2(i) = 1; (A42)
for θr1r2 = pi,
Gσ(n1, n2, n3, s) = Gr1(n1, n2, n3, s) = 1,
Gr2(n1, n2, n3, s) =
{
iτ3, s = 1, 4
−iτ3, s = 2, 3.
(A43)
For the other cases, we can analogously solve the equa-
tions in (A11) one by one. So we will only briefly sketch
the solutions below.
2) If Gσ, Gr2 ∼ g3, Gr1 ∼ g3(iτ1), the first equation
gives
θσ1 = 0, θσ2 = θσ3, θσr1 = ϕσ = 0, pi
ϕσ(1) + ϕσ(3) = θσr1 = ϕσ(2) + ϕσ(4). (A44)
The second equation, with θσr2 = 0 set by the IGG of
Gr2 , gives
θσ2 = θσ3 = 0, ϕσ = 0, pi
ϕr2(1, 3) = 0, ϕr2(2, 4) = ϕσ. (A45)
The last equation gives
θr23 = θr1r2 = 0. (A46)
3) If Gσ, Gr1 ∼ g3, Gr2 ∼ g3(iτ1), the first equation,
with IGG of Gr1 forcing θσr1 = 0, gives
θσ1 = 0, θσ2 + θσ3 = 0, ϕσ(s) = 0. (A47)
The second equation gives
θσ2, θσ3 = 0, θσr2 = 0, pi,
ϕr2(1) = ϕr2(3) = 0, ϕr2(2) = ϕr2(4) = θσr2 . (A48)
The last equation gives
θr1r2 = θr23 = 0. (A49)
4) If Gr1 , Gr2 ∼ g3, Gσ ∼ g3(iτ1), the first equation
gives
θσ1 = 0, θσ2 = −θσ3, θσ, θσr1 = 0, pi
ϕσ(1) = θσ, ϕσ(2) = θσr1 , ϕσ(3) = θσr1 + θσ,
ϕσ(4) = 0. (A50)
The second equation, with IGG ofGr2 setting ϕr2(1) = 0,
gives
θσ2 = 0, θσr2 = 0, pi,
ϕr2(1, 3) = 0, ϕr2(2, 4) = θσr1 + θσr2 (A51)
The third equation gives
θr1r2 = θr23 = 0. (A52)
5) If Gσ, Gr1 ∼ g3(iτ1), Gr2 ∼ g3, the first equation,
with the IGG of Gσ setting θσr1 = 0, gives
θσ1 = 0, ϕσ = θσ = 0, pi, θσ2 = θσ3. (A53)
The second equation gives
θσr2 = 0, pi, θσ2 = 0,
ϕr2(1, 3) = 0, ϕr2(2, 4) = θσr2 . (A54)
Finally, the third equation, with IGG of Gr2 setting
θr1r2 = 0, gives
θr23 = 0. (A55)
6) If Gσ, Gr2 ∼ g3(iτ1), Gr1 ∼ g3, the first equation
gives
θσr1 = 0, pi, θσ1 = 0, θσ2 = −θσ3,
ϕσ(1) = θσ, ϕσ(2) = θσr1 , ϕσ(3) = θσ + θσr1 ,
ϕσ(4) = 0. (A56)
The second equation, with IGG of Gσ setting θσr2 = 0
and IGG of Gr2 setting ϕr2(1) = 0, gives
θσr1 = 0, pi, θσ2 = 0,
ϕr2(1, 3) = 0, ϕr2(2, 4) = θσr1 . (A57)
Finally, the third equation, with IGG of Gr1 setting
θr1r2 = 0, gives
θr23 = 0. (A58)
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7) If Gr1 , Gr2 ∼ g3(iτ1), Gσ ∼ g3, the first equation
gives
θσr1 = 0, pi, θσ1 = 0, θσ2 = θσ3,
ϕσ(1) = ϕσ(4) = 0, ϕσ(2) = ϕσ(3) = θσr1 . (A59)
The second equation gives
θσ2 = 0, ϕr2(1, 3) = 0, ϕr2(2, 4) = θσr1 + θσr2 . (A60)
The last equation, with IGG of Gr2 giving θr1r2 = 0,
provides
θr23 = 0. (A61)
8) If all of Gσ, Gr1 , Gr2 ∼ g3(iτ1): the first equation,
with IGG of Gσ setting θσr1 = 0, gives
θσ1 = 0, θσ2 = θσ3,
ϕσ(1, 3) = θσ, ϕσ(2, 4) = 0. (A62)
The second equation with IGG of Gr2 setting θσr2 = 0,
gives
θσ2 = 0, ϕr2(1) = −ϕr2(2), ϕr2(3) = −ϕr2(4). (A63)
Finally, the last equation gives
θr1r2 = 0, pi, θr23 = 0. (A64)
3. Summary: U(1) PSG solutions with space group
symmetry only
Now we summarize the solutions obtained in the previ-
ous section. First, all of the three gauge transformations
associated with translations are trivial
G1(i) = G2(i) = G3(i) = τ0, (A65)
and Gσ(i) = g3(s)(iτ1)nσ , Gr1(i) = g3(s)(iτ1)nr1 and
Gr2(i) = g3(s)(iτ1)
nr2 all depend only on the sublattice
sites. This is a consequence of the nonsymmorphic glide
reflection symmetry.
With all different combination of nσ, nr1 , nr2 = ±1,
there are 8 classes of solutions for Gσ, Gr1 , and Gr2 .
There are total 30 solutions, divided into 8 classes by
(nσ, nr1 , nr2). Recall that g3(θ) ≡ eiθτ3 . (Note that
g3(0) = 1, g3(pi) = −1, g3(±pi/2) = ±(iτ3).)
1. Class (0,0,0): θr1r2 = 0, pi, [2 solutions]
Gσ = Gr1 = τ0,
Gr2 =
{
g3(θr1r2/2), s = 1, 4
g3(−θr1r2/2), s = 2, 3
(A66)
2. Class (0,1,0): θσr1 = 0, pi, [2 solutions]
Gσ =
{
τ0, s = 1, 4
g3(θσr1), s = 2, 3
,
Gr1 = iτ1,
Gr2 =
{
τ0, s = 1, 3
g3(θσr1), s = 2, 4
(A67)
3. Class (0,0,1): θσr2 = 0, pi, [2 solutions]
Gσ = Gr1 = τ0,
Gr2 =
{
(iτ1), s = 1, 3
g3(θσr2)(iτ1), s = 2, 4
(A68)
4. Class (1,0,0): θσ, θσr1 , θσr2 = 0, pi, [8 solutions]
Gσ = g3(ϕσ(s))(iτ1), ϕσ(1) = θσ, ϕσ(2) = θσr1 ,
ϕσ(3) = θσr1 + θσ, ϕσ(4) = 0;
Gr1 = τ0, Gr2 = g3(ϕr2(s)), ϕr2(1) = ϕr2(3) = 0,
ϕr2(2) = ϕr2(4) = θσr1 + θσr2 . (A69)
5. Class (1,1,0): θσ, θσr2 = 0, pi, [4 solutions]
Gσ = g3(ϕσ(s))(iτ1),
ϕσ(1) = ϕσ(3) = θσ, ϕσ(2) = ϕσ(4) = 0
Gr1 = (iτ1), Gr2 = g3(ϕr2(s)),
ϕr2(1) = ϕr2(3) = 0, ϕr2(2) = ϕr2(4) = θσr2 .
(A70)
6. Class (1,0,1): θσ, θσr1 = 0, pi, [4 solutions]
Gσ = g3(ϕσ(s))(iτ1), ϕσ(1) = θσ, ϕσ(2) = θσr1 ,
ϕσ(3) = θσ + θσr1 , ϕσ(4) = 0
Gr1 = τ0, Gr2 = g3(ϕr2(s))(iτ1),
ϕr2(1) = ϕr2(3) = 0, ϕr2(2) = ϕr2(4) = θσr1 .
(A71)
7. Class (0,1,1): θσr1 , θσr2 = 0, pi, [4 solutions]
Gσ = g3(ϕσ(s)),
ϕσ(1) = ϕσ(4) = 0, ϕσ(2) = ϕσ(3) = θσr1 ,
Gr1 = iτ1, Gr2 = g3(ϕr2(s))(iτ1),
ϕr2(1) = ϕr2(3) = 0, ϕr2(2) = ϕr2(4) = θσr1 + θσr2 .
(A72)
8. Class (1,1,1): θσ, θr1r2 = 0, pi, [4 solutions]
Gσ = g3(ϕσ(s))(iτ1),
ϕσ(1) = ϕσ(3) = θσ, ϕσ(2) = ϕσ(4) = 0,
Gr1 = (iτ1),
Gr2 =
{
g3 (θr1r2/2) (iτ1), s = 1, 3
g3 (−θr1r2/2) (iτ1), s = 2, 4
(A73)
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4. Time-reversal symmetry
Time reversal operation T commutes with all space-
group symmetry operations,
T −1U−1T U = e, (A74)
and also with itself
T 2 = e. (A75)
Since the gauge groups with translations are all trivial,
we have
GT (n1, n2, n3, s) = g3(ϕT (s) + n1θT 1 + n2θT 2 + n3θT )
(A76)
or
GT (n1, n2, n3, s) = g3(ϕT (s)+n1θT 1+n2θT 2+n3θT 3)(iτ1).
(A77)
The corresponding PSG constraints are
GT (i)2 = g3(θT ),
G−1T (σ(i))G
−1
σ (i)GT (i)Gσ(i) = g3(θT σ),
G−1T (T1r1(i))G
−1
r1 (i)GT (i)Gr1(i) = g3(θT r1),
G−1T (T2r2(i))G
−1
r2 (i)GT (i)Gr2(i) = g3(θT r2). (A78)
The first equation gives two cases
GT (i) = g3(ϕT (s) + n1θT 1 + n2θT 2 + n3θT 3)
ϕT (s), θT 1, θT 2, θT 3 = 0, pi; θT = 0 (A79)
GT (i) = g3(ϕT (s) + n1θT 1 + n2θT 2 + n3θT 3)(iτ1),
no constraint; θT = pi. (A80)
In the first case, θT = 0 is fixed by the IGG of GT . In
the second case, θT = pi is forced by the constraint and
the IGG of GT is unused.
1. For the case of Eq. (A79), the remaining constraints
in (A78) are reduced to
g3(θT σ) = ησ(s)ηs
g3(θT r1) = ηr1(s)ηsη
n1+n2+n3+As+1
T 1 η
−n3
T 2 η
−n2
T 3 η
n1
T 1η
n2
T 2η
n3
T 3,
g3(θT r2) = ηr2(s)ηsη
−n3
T 1 η
n1+n2+n3+As+1
T 2 η
−n1
T 3 η
n1
T 1η
n2
T 2η
n3
T 3,
(A81)
where ηU ≡ g3(θU ) = ±1 due to the constraints ϕT (s)
and θT 1,2,3 = 0, pi. Then,
ηT σ = η1η3 = η2η4 = ±1,
ηT 1ηT 2ηT 3 = +1,
ηT 1 = ηT 2ηT 3 = +1,
ηT r1 = ηT 1ηT 3 = ηT 2ηT 4 = ±1,
ηT 2 = +1. (A82)
In sum, we have 4 solutions, with ηT σ, ηT r1 = ±1,
GT = ηsτ0,
η1 = 1, η2 = ηT σηT r1 , η3 = ηT r1 , η4 = ηT σ, (A83)
Combined with the space group PSG, there are
4 × 30 = 120 solutions. However, because of (34), the
mean-field Hamiltonian becomes sum of two disjoint
systems if GT (1) = GT (2) or GT (2) = GT (3). Therefore
only 30 U(1) projective symmetry groups allow fully
connected nearest neighbour mean-field Hamiltonian.
2. For the case of Eq. (A80), we solve the remain-
ing constraints separately for the 8 classes Eq. (A66)–
Eq. (A73). The gauge transformations have the general
form
Gσ(s) = ηs(iτ1)
nσ , ηs = ±1, nσ = 0, 1,
Gr1 = (iτ1)
nr1 , nr1 = 0, 1,
Gr2 = αs(iτ3)
n′r2 (iτ1)
nr2 , αs = ±1, nr2 , n′r2 = 0, 1.
The 8 classes are combinations of the following possibil-
ities.
• Concerning nσ,
g3(θT σ) = τ1g3(−ϕT (σ(s))+n1θT 1+n2θT 2+n3θT 3)τnσ1
· g3(ϕT (s) + n1θT 1 + n2θT 2 + n3θT 3).τ1τnσ1
1. nσ = 0,
θT 1, θT 2, θT 3 = 0, pi,
θT σ = ϕT (4)− ϕT (1)
= ϕT (3)− ϕT (2) = 0, pi. (A84)
2. nσ = 1,
θT σ = ϕT (1) + ϕT (4)
= ϕT (2) + ϕT (3). (A85)
• Concerning nr1 ,
g3(θT r1) = τ1g3(−ϕT (r1(s))−(n1+n2+n3+As+1)θT 1)
· g3(−n3θT 2 − n2θT 3)τnr11
· g3(ϕT (s) + n1θT 1 + n2θT 2 + n3θT 3)τ1τnr11 .
1. nr1 = 0,
θT 1 = θT 2 − θT 3 = 0, pi,
θT r1 = ϕT (3)− ϕT (1) + θT 1
= ϕT (4)− ϕT (2) + θT 1
= ϕT (1)− ϕT (3) = ϕT (2)− ϕT (4) (A86)
2. nr1 = 1,
θT 1 = 0, θT 2 + θT 3 = 0,
ϕT (3) + ϕT (1) = ϕT (4) + ϕT (2) = θT r1 . (A87)
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• Concerning nr2 ,
g3(θT r2) = τ1g3(−ϕT (r2(s))− n3θT 1)
· g3(−(n1 + n2 + n3 +As + 1)θT 2 − n1θT 3)τnr21 τ
n′r2
3
· g3(ϕT (s) + n1θT 1 + n2θT 2 + n3θT 3)τ1τn
′
r2
3 τ
n′r2
1 .
We see that for n′r2 = 0, 1, the difference is a
possible minus sign on the right hand side which
amounts to redefine θT r2 ∼ θT r2 + pi.
1. nr2 = 0,
θT 2 = θT 1 − θT 3 = 0, pi,
θT r2 = ϕT (3)− ϕT (1) + θT 2
= ϕT (4)− ϕT (2) + θT 2
= ϕT (1)− ϕT (3) = ϕT (2)− ϕT (4). (A88)
2. nr2 = 1,
θT 2 = 0, θT 1 + θT 3 = 0,
θT r2 = ϕT (1) + ϕT (3) = ϕT (2) + ϕT (4). (A89)
From (A84)–(A89) we can assemble the results for the 8
classes.
• Class (0,0,0): 4 solutions with ηT σ, ηT r1 = ±1,
GT (s) = λsiτ1,
λ1 = 1, λ2 = ηT σηT r1 , λ3 = ηT r1 , λ4 = ηT σ. (A90)
• Class (0,1,0): 2 solutions with ηT σ = ±1. Note the
IGG of Gr1 sets θT r1 = 0.
GT (1, 3) = iτ1, GT (2, 4) = ηT σ(iτ1). (A91)
• Class (0,0,1): 2 solutions with ηT σ = ±1. The IGG
of Gr2 sets θT r2 = 0.
GT (1, 3) = iτ1, GT (2, 4) = ηT σ(iτ1). (A92)
• Class (1,0,0): 1 solution. The IGG of Gσ, Gr1 , GT
set θT σ, θT r1 , ϕT (1) = 0 respectively.
GT = iτ1. (A93)
• Class (1,1,0): 2 solutions with ηT σ = ±1. The IGG
of GT , Gr1 set ϕT , θT r1 = 0 respectively.
GT (1, 3) = iτ1, GT (2, 4) = ηT σ(iτ1). (A94)
• Class (1,0,1): 2 solutions with ηT σ = ±1. The IGG
of GT , Gr2 set ϕT (1), θT r2 = 0 respectively.
GT (1, 3) = iτ1, GT (2, 4) = ηT σ(iτ1). (A95)
• Class (0,1,1): 2 solutions with ηT σ = ±1. The IGG
of GT , Gr1 set ϕT (1), θT r1 = 0.
GT (1, 3) = iτ1, GT (2, 4) = ηT σ(iτ1). (A96)
• Class (1,1,1): 2 solutions with ηT σ = ±1. The IGG
of GT , Gr1 set ϕT , θT r1 = 0.
GT (1, 3) = iτ1, GT (2, 4) = ηT σ(iτ1). (A97)
In sum, combined with the spatial PSG’s, there are 4 ×
2 + 2× 2 + 2× 2 + 8 + (2× 4)× 4 = 56 solutions.
There are total 120 + 56 = 176 U(1) projective ex-
tension of the symmetry group. Among those, 30 solu-
tions have the time reversal gauge group GT (s = 1, 3) =
−GT (s = 2, 4) = τ0. Such a gauge group ensures the
sublattice symmetry of the mean-field ansäts, and that
all of the NN bonds can have non-vanishing amplitudes.
Thus, those 30 solutions can all support the topologically
protected nodal line Fermi surface, like the “root" U(1)
states of the Kitaev spin liquids shown in the main text.
5. Complete classification of Z2 algebraic PSG
The calculation for Z2 spin liquids on hyperhoneycomb
lattices is relatively simple. So we skip the details here
and directly present the result. There are total 160 solu-
tions.
1. When G2T = +1, we have six unfixed IGG elements,
ηT σ, ηT r1 , ησ, ησr1 , ησr2 , ηr1r2 = ±1. Hence there
are total 26 = 64 solutions.
GT (s) = γsτ0,
γ1 = 1, γ2 = ηT r1ηT σ, γ3 = ηT r1 , γ4 = ηT σ
Gr1 = τ0,
Gσ = λsτ0,
λ1 = ησ, λ2 = ησr1 , λ3 = ησr1ησ, λ4 = 1.
(a) ηr1r2 = +1 : Gr2(s) = αsτ0,
α1 = α3 = 1, α2 = α4 = ησr1ησr2
(b) ηr1r2 = −1 : Gr2(s) = αs(iτ3),
α1 = −α3 = 1, α4 = −α2 = ησr1ησr2 . (A98)
Though there are 64 algebraic Z2 PSG solu-
tions, (34) prevents completely connected mean-
field Hamiltonian if GT (1) = GT (2) or GT (2) =
GT (3). So there are 16 fully connected, gauge in-
equivalent mean-field Hamiltonians.
2. When G2T = −1, we have seven unfixed IGG el-
ements, ηT σ, ηT r1 , ηT r2 , ησ, ησr1 , ησr2 , ηr1r2 = ±1.
It turns out that ηr1r2 = −1 whenever ηT r1ηT r2 =
16
−1. Hence, there are total 25 × (2 + 1) = 96 solu-
tions:
GT (s) = γs(iτ2),
γ1 = 1, γ2 = ηT r1ηT σ, γ3 = ηT r1 , γ4 = ηT σ,
Gr1 = τ0,
Gσ(s) = λsτ0,
λ1 = ησ, λ2 = ησr1 , λ3 = ησr1ησ, λ4 = 1
(a) ηT r1ηT r2 = 1, ηr1r2 = 1 : Gr2(s) = αsτ0,
α1 = α3 = 1, α2 = α4 = ησr1ησr2
(b) ηT r1ηT r2 = 1, ηr1r2 = −1 : Gr2(s) = αs(iτ2),
α1 = −α3 = 1, α4 = −α2 = ησr1ησr2
(c) ηT r1ηT r2 = −1, ηr1r2 = −1 : Gr2(s) = αs(iτ3),
α1 = −α3 = 1, α4 = −α2 = ησr1ησr2 . (A99)
Appendix B: “Root" U(1) states of the Kitaev spin
liquid and the zero mode condition
1. PSG constraints for Kitaev spin liquid
From the explicit form of Kitaev PSG, Eqs. (33) and
(35), we have the IGG as
ηT = G2T (s) = +1
ηT σ = G−1T (σ
−1(s))G−1σ (s)GT (s)Gσ(s) = −1
ηT r1 = G
−1
T (r
−1
1 (s))G
−1
r1 (s)GT (s)Gr1(s) = +1
ηT r2 = G
−1
T (r
−1
2 (s))G
−1
r2 (s)GT (s)Gσ(s) = +1
ησ = Gσ(σ(s))Gσ(s) = −1
ησr1 = Gσ(σr1σ(s))Gr1(r1σ(s))Gσ(σ(s))Gr1(s) = +1
ησr2 = Gσ(σr2σ(s))Gr2(r2σ(s))Gσ(σ(s))Gr2(s) = +1
ηr1r2 = Gr2(r2r
−1
1 r
−1
2 (s))G
−1
r1 (r
−1
2 (s))G
−1
r2 (s)Gr1(s) = −1
(B1)
2. Zero mode condition
The Z2 Kitaev spin liquid on hyperhoneycomb lattices
possess nodal line Fermi surafaces11. Such a structure is
preserved in its root U(1) states. To see this, we note
that the zero mode condition detHk = |detDk|2 = 0.
Now we use the LU decomposition
(
a b
c d
)
=
(
a 0
c I
)(
I a−1b
0 d− ca−1b
)
, (B2)
where a, b, c, d are matrices. Such a decomposition only
relies on the assumption that a has inverse. Then the
determinant
det
(
a b
c d
)
= det(a) det(d− ca−1b).
can be computed easily. For the Dk matrices, the zero
mode condition corresponds to
0 = det
(
h†34 − (h23 + h2z3e−ik3)(h†12)−1
·(h41xeik1 + h41yeik2)
)
. (B3)
The above condition holds except when det(h12) = 0.
We use Eq. (B3) and Eq. (45)–(53) to determine the zero
mode conditions in the main text.
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