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Propagation d’incertitudes et analyse de sensibilité pour
la modélisation de l’infiltration et de l’érosion
Résumé
Nous étudions la propagation et la quantification d’incertitudes paramétriques au
travers de modèles hydrologiques pour la simulation des processus d’infiltration et d’éro-
sion en présence de pluie et/ou de ruissellement. Les paramètres incertains sont décrits
dans un cadre probabiliste comme des variables aléatoires indépendantes dont la fonc-
tion de densité de probabilité est connue. Cette modélisation probabiliste s’appuie sur
une revue bibliographique permettant de cerner les plages de variations des paramètres.
L’analyse statistique se fait par échantillonnage Monte Carlo et par développements en
polynômes de chaos. Nos travaux ont pour but de quantifier les incertitudes sur les prin-
cipales sorties du modèle et de hiérarchiser l’influence des paramètres d’entrée sur la
variabilité de ces sorties par une analyse de sensibilité globale. La première application
concerne les effets de la variabilité et de la spatialisation de la conductivité hydraulique
à saturation du sol dans le modèle d’infiltration de Green–Ampt pour diverses échelles
spatiales et temporelles. Notre principale conclusion concerne l’importance de l’état de
saturation du sol. La deuxième application porte sur le modèle d’érosion de Hairsine–
Rose. Une des conclusions est que les interactions paramétriques sont peu significatives
dans le modèle de détachement par la pluie mais s’avèrent importantes dans le modèle
de détachement par le ruissellement.
Mots clés
Infiltration, érosion, incertitudes paramétriques, analyse de sensibilité, Monte Carlo,
polynômes de chaos.

Uncertainty propagation and sensitivity analysis for
infiltration and erosion modeling
Abstract
We study parametric uncertainty propagation and quantification in hydrological
models for the simulation of infiltration and erosion processes in the presence of rain-
fall and/or runoff. Uncertain input parameters are treated in a probabilistic framework,
considering them as independent random variables defined by a fixed probability den-
sity function. This probabilistic modeling is based on a literature review to identify
the range of variation of input parameters. The output statistical analysis is realized
by Monte Carlo sampling and by polynomial chaos expansions. Our analysis aims at
quantifying uncertainties in model outputs and establishing a hierarchy within input
parameters according to their influence on output variability by means of global sen-
sitivity analysis. The first application concerns the variability and spatial localization
of the soil saturated hydraulic conductivity in the Green-Ampt infiltration model at
different spatial and temporal scales. Our main conclusion is the importance of the soil
saturation state. The second application deals with the Harisine–Rose erosion model.
One conclusion is that the parametric interactions are not significant in the rainfall
detachment model, but they prove to be important in the runoff detachment model.
Key words
Infiltration, erosion, parametric uncertainties, sensitivity analysis, Monte Carlo, po-
lynomial chaos.
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Chapitre 1
Introduction
“On mesure l’intelligence d’un individu à la quantité d’incertitudes qu’il est capable de
supporter.”
Emmanuel Kant
Sommaire
1.1 Problématiques et objectifs . . . . . . . . . . . . . . . . . . . . . 1
1.2 Les modèles . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 3
1.2.1 Écoulements de surface . . . . . . . . . . . . . . . . . . . . . . . . 4
1.2.2 Infiltration . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 7
1.2.3 Érosion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 9
1.3 Modélisation et propagation des incertitudes . . . . . . . . . . . 11
1.3.1 Analyse des incertitudes a posteriori . . . . . . . . . . . . . . . . . 13
1.3.2 Méthodes directes pour l’analyse d’incertitudes . . . . . . . . . . . 14
1.4 Description des travaux et contributions . . . . . . . . . . . . . 18
1.1 Problématiques et objectifs
Les transferts de sédiments et le ruissellement représentent une préoccupation crois-
sante et revêtent une importance majeure pour l’aménagement du territoire, le contrôle
de la pollution, ou plus généralement la protection de l’environnement. En effet, le
ruissellement joue un rôle essentiel dans les écosystèmes. Il représente le principal mé-
canisme dans les transferts d’éléments minéraux et organiques des paysages. En cas
de zones modifiées par les activités humaines (e.g. imperméabilisation des sols), ou
d’événements climatiques extrêmes d’une durée suffisamment importante, les excès de
ruissellement peuvent engendrer de sérieux problèmes environnementaux tels que les
inondations de zones urbanisées (Boardman et al. [15], Evrard et al. [42]) ou la pol-
lution des masses d’eau (Boardman et Poesen [14]). Aussi, les transferts de sédiments
sont-ils un processus clef dans la compréhension et la prédiction de la redistribution
des sols, des nutriments (Förstner et al. [48], Owens et al. [110]) et jouent aussi un rôle
majeur dans la dynamique des cycles biogéochimiques (Ludwig et al. [90], Van Oost et
al. [144]). Ainsi, dans le contexte actuel de changement climatique et d’occupation des
sols, il paraît essentiel d’être capable d’établir les bilans de ces flux d’eau et de matières
(Walling [152], Owens [109], Panin [111]). De plus, depuis les dernières décennies, une
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Figure 1.1 – Illustrations des phénomènes de ruissellement et d’érosion.
augmentation significative des problèmes environnementaux résultant de l’érosion des
sols sur des terres agricoles, tels que l’eutrophisation, la pollution des masses d’eau et
des réservoirs de sédimentation (Boardman et Poesen [14]), a été observée en Europe.
Ces problèmes sont préoccupants aussi bien en raison de leur fréquence que des nui-
sances qu’ils occasionnent. Parmi ces impacts hors site, les coulées boueuses affectent
de nombreux villages de la ceinture de Loess du nord-ouest de l’Europe et induisent des
coûts élevés (Boardman et al. [15], Evrard et al. [42]). Afin de prévenir ou d’atténuer
de tels événements, il est nécessaire d’obtenir des modèles fiables et capables d’évaluer
l’impact des mesures de conservation des sols et de l’eau et de prédire aussi bien la
dynamique que l’étendue spatiale de la production de ruissellement et de transferts
(Souchère et al. [137]). Des récents travaux (Jetten et al. [70], Merritt et al. [96]) sur
l’évaluation de différents modèles d’érosion ont montré la difficulté de décrire correcte-
ment la réalité, l’érosion étant le résultat d’interactions complexes entre de nombreux
paramètres présentant de fortes variabilités spatiales et temporelles souvent méconnues
(ou/et imprévisibles). Depuis quelques années, des efforts sont entrepris afin d’amélio-
rer les prédictions des modèles et de réduire leurs incertitudes, la modélisation de tels
processus souffrant à la fois de notre manque de connaissances sur la physique détaillée
des processus mis en jeu, mais aussi sur un nombre important de données d’entrée
requises par le modèle.
L’objectif de cette thèse est de mieux comprendre et quantifier l’impact des incerti-
tudes relatives aux paramètres d’entrée sur les prédictions des modèles hydrologiques.
En particulier, il s’agit de propager ces incertitudes au travers d’un modèle donné et
d’analyser leurs influences sur les variables de sortie en déterminant la sensibilité des
sorties du modèle aux différents paramètres pris en compte. Du point de vue numé-
rique, le code implémentant le modèle considéré est utilisé comme une boîte noire et les
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incertitudes sont propagées par une méthode dite non intrusive. Une étape préalable
est donc l’obtention d’un code numérique permettant de modéliser à la fois les écou-
lements de surface, l’infiltration et les différents processus d’érosion. L’étape suivante
consiste en la mise en place d’un modèle probabiliste permettant de propager les incer-
titudes paramétriques au travers du modèle hydrologique donné. Enfin, il est nécessaire
d’établir une méthode d’analyse de sensibilité afin d’étudier et de quantifier l’impact
et l’influence de ces incertitudes sur les sorties du modèle.
1.2 Les modèles
Différentes approches de modélisation hydrologique ont été mises en place, de com-
plexité plus ou moins importante. Ces modèles peuvent être classés en trois catégories,
en fonction de la description des processus utilisée :
1. Les modèles empiriques, i.e. basés sur des relations observées entre les entrées
et les sorties des systèmes hydrologiques considérés, par exemple en établissant
une relation pluie/débit grâce à un jeu de données. Ces modèles sont les plus
simples et visent à reproduire la dynamique des variables de sortie en fonction
des variables d’entrée sans description des processus physiques élémentaires. Ils
n’ont donc pas de paramètres à signification physique (e.g. USLE pour Universal
Soil Loss Equation, Wischmeier et Smith [156]).
2. Les modèles conceptuels, i.e. basés sur la perception de l’hydrologue ; ils repré-
sentent raisonnablement les processus hydrologiques majeurs en utilisant des pa-
ramètres physiques. Typiquement, ces modèles représentent un bassin versant
comme un assemblage de stockages interconnectés (structure à réservoirs). Ils dé-
crivent de manière simple et abstraite les processus (ou seulement une partie de
ceux-ci) dans le système hydrologique par un ensemble de concepts hydrologiques
qui sont ensuite reliés entre eux (e.g. STREAM pour Sealing and Transfert by
Runoff and Erosion in relation with Agricultural Management, Cerdan et al. [27]).
3. Les modèles dits “à base physique”, i.e. basés sur une “physique” relativement
complète. Les processus sont décrits par un système d’équations exprimant des
principes physiques (tels que la conservation des masses d’eau). Il existe, selon les
modèles, différents niveaux de complexité (e.g. EUROSEM pour European Soil
Erosion, Morgan et al. [100] ; LISEM pour LImburg Soil Erosion model, De Roo
et Jetten [33] ; WEPP pour Water Erosion Prediction Project Laflen et al. [79]).
La distinction entre les différentes catégories de modélisation n’est pas tranchée et des
classes intermédiaires peuvent exister, par exemple un modèle peut être conceptuel tout
en utilisant des principes empiriques ou “physiques”.
Dans la mesure où les modèles dits “à base physique” s’appuyent sur des paramètres
mesurables ayant un sens physique, il est plus facile de leur attribuer des incertitudes.
Pour cette raison, nous choisissons ces modèles pour prédire les écoulements de surface
et les processus érosifs. L’objectif n’est pas la création ou l’amélioration d’un modèle
hydrologique mais le couplage d’une modélisation stochastique et d’un modèle hydro-
logique déjà établi. Dans les sous-sections suivantes, nous présentons donc brièvement
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d’une part les contextes de modélisation des processus physiques nous intéressant ainsi
que les raisons qui ont motivé nos choix et d’autre part la description des modèles
utilisés dans le cadre de cette thèse.
1.2.1 Écoulements de surface
Les équations de Saint-Venant [125], aussi appelées “Shallow Water” en anglais, mo-
délisent les écoulements de fluides à surface libre en milieux peu profonds. Ces équations
sont fréquemment utilisées dans la simulation de nombreux phénomènes (inondation,
pollution environnementale, avalanche, . . . ). Ces équations ont été publiées pour la
première fois en 1871 par Adhémar Jean-Claude Barré de Saint-Venant, ingénieur des
Ponts et Chaussées, dans un Compte Rendu de l’Académie des sciences sur les équa-
tions de Navier–Stokes. Le système de Saint-Venant est obtenu à partir des équations
tridimensionnelles de Navier–Stokes incompressibles par prise de moyenne sur la verti-
cale, dans le cadre de certaines hypothèses et approximations, notamment sur le profil
vertical de vitesse et la pression hydrostatique (Hervouet [63], Viollet et al. [147]).
 
z  
x
z(x)
surface libre
infiltration
vitesse de
l'écoulement
u(x)
hauteur d'eau
h(x)
Figure 1.2 – Illustration des variables du système de Saint-Venant.
Ces équations de Saint-Venant peuvent elles-mêmes être simplifiées ultérieurement
dans de nombreuses formes (Moussa et Bocquillon [101]) dont la plus simple est le
modèle de l’onde cinématique (Singh [133,134]), deux autres étant le modèle de l’onde
diffusive et celui de l’onde dynamique (Chow [31]). La forme la plus classique des
équations de Saint-Venant est la suivante, ici pour une représentation unidimensionnelle
des équations de continuité (1.1a) et quantité de mouvement (1.1b) :
∂th+ ∂xhu = S (1.1a)
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accélération locale︷ ︸︸ ︷
∂thu +
convection︷ ︸︸ ︷
∂x
(
hu2
)
+
pression︷ ︸︸ ︷
∂x
(gh2
2
) − gravité + frottement︷ ︸︸ ︷gh (S0 − Sf ) = 0︸ ︷︷ ︸
Onde cinématique︸ ︷︷ ︸
Onde dynamique︸ ︷︷ ︸
Onde diffusive
(1.1b)
où h [L] est la hauteur d’eau, u [L/T] la vitesse moyenne de l’écoulement sur la colonne
de hauteur h, S0 [L/L] le gradient de pente calculé directement à partir de la topo-
graphie donnée par la côte du fond z, Sf [L/L] le terme de frottement, et S [L/T] le
terme source qui est fonction de l’infiltration (que nous présentons dans la prochaine
sous-section) et des apports en eau (pluie). On rappelle entre crochets les dimensions
des diverses grandeurs, où L est une longueur et T un temps.
En raison de sa simplicité et de son faible coût de calcul, l’onde cinématique est la
simplification la plus couramment utilisée en hydrologie, notamment dans la modélisa-
tion des bassins versants (LISEM De Roo et Jetten [33], KINEROS (pour KINematic
Runoff and EROSion) Woolhiser et al. [157], WEPP Laflen et al. [79]). Elle consiste
à négliger plusieurs des termes dans l’équation de quantité de mouvement : l’accéléra-
tion locale, la convection et le terme de pression. Par suite, la gravité et les forces de
frottement se compensent mutuellement sous la forme S0 = Sf (Liu et al. [89]). Cepen-
dant, l’onde cinématique présente certaines limites (Moussa et Bocquillon [101]). Par
exemple, elle ne permet pas de modéliser correctement des configurations définies sur
des topographies complexes ou présentant d’importantes hétérogénéités paramétriques
(Rousseau et al. [124]). En outre, l’équation S0 = Sf implique l’annulation des débits
sur les parties du domaine ayant une pente nulle.
Ces dernières années ont vu se développer un engouement pour la résolution nu-
mérique des équations de Saint-Venant. Ces équations étant plus complètes, elles per-
mettent une meilleure repésentation et description des processus physiques. Aussi, en
raison de leur efficacité numérique et de leur validité expérimentale largement recon-
nues, les équations de Saint-Venant sont-elles de plus en plus utilisées dans les appli-
cations hydrologiques : PSEM_2D (pour Plot Soil Erosion Model, Esteves et al. [41]),
Fielder et Ramirez [45], Nguyen et al. [107]), TELEMAC-2D (Hervouet et Bates [64])
. . .
Ces équations (Saint-Venant et quelques unes de ses simplifications) étant fortement
non-linéaires, elles n’admettent pas de solutions analytiques globales. Il faut alors les
approcher par des méthodes numériques telles que les différences finies, les éléments fi-
nis ou les volumes finis pour la discrétisation spatiale, diverses méthodes de différences
finies étant généralement employées pour la discrétisation temporelle. Jusqu’à présent,
la méthode des différences finies reste la plus populaire. Elle présente l’avantage d’être
la plus simple et la plus intuitive mais requiert des géométries relativement simples en
raison du maillage structuré qui la supporte. Une étape clé consiste à remplacer les
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dérivées du problème continu par des combinaisons de valeurs ponctuelles de la fonc-
tion évaluées en différents points du maillage, ceci reposant sur des développements
en série de Taylor. La méthode des éléments finis est basée sur la formulation faible
du système et consiste à rechercher les composantes de la solution sur une base d’un
espace fonctionnel de dimension finie. Lorsque la méthode de Galerkin est utilisée dans
la formulation faible avec des fonctions de base continues en espace, la méthode des
éléments finis est mal adaptée aux problèmes d’ordre un comme les lois de conservation.
Plusieurs solutions existent, basées sur la notion de stabilisation (utilisant des fonctions
de base continues ou discontinues). La méthode des éléments finis peut traiter des géo-
métries relativement complexes car le maillage qui la supporte peut être non structuré.
De plus, cette méthode est localement conservative, soit à l’échelle de la maille pour
des fonctions de base discontinues soit à l’échelle d’une macro-maille (chaque maille et
ses voisines) pour des fonctions de base continues. Enfin, la méthode des volumes finis
consiste à intégrer l’équation de conservation sur chaque volume de contrôle du maillage
(volumes en 3D, surfaces en 2D et segments en 1D) puis à se donner des flux numé-
riques sur les bords de ces volumes. Cette méthode peut s’appliquer sur des maillages
non structurés et elle est conservative à l’échelle de la maille car le flux entrant dans
un volume donné est égal au flux sortant du volume adjacent.
En raison de l’intérêt croissant pour les simulations numériques, il est possible de
trouver une multitude de codes résolvant le système de Saint-Venant (1.1), utilisant
une large panoplie des méthodes ci-dessus. Par exemple, pour modéliser les écoule-
ments Hortoniens sur de petites parcelles, Nord et Esteves [108] proposent une approche
(PSEM_2D) basée sur une discrétisation spatiale par différences finies et un schéma
Mac Cormack pour le système bidimensionnel de Saint-Venant couplé au modèle d’in-
filtration de Green–Ampt [21, 51] (décrit dans la sous-section suivante). Ils obtiennent
des résultats en accord avec les mesures sur de petites parcelles sableuses. Liu et al. [89]
utilisent un modèle d’onde cinématique bidimensionnel simulant la génération de ruis-
sellement et de concentration des flux basé sur la méthode des éléments finis. Leurs
comparaisons avec les observations expérimentales, sur un bassin versant recevant une
pluie artificielle, sont aussi satisfaisantes. Tatard et al. [138] comparent sur une parcelle
expérimentale des champs de vitesses pour trois codes différents : PSEM_2D (Nord et
Esteves [108]), MAHLERAN (pour Model for Assessing Hillslope-Landscape Erosion
Runoff And Nutrients, Wainwright et al. [151]) qui repose sur un modèle unidimension-
nel de l’onde cinématique dans la direction de la pente couplé à un algorithme 2D, et
RillGrow2 (Favis et al. [44]) basé sur un algorithme empirique de ruissellement (proche
de l’équation de l’onde diffusive en 2D). Les résultats concluent que PSEM_2D est le
plus satisfaisant, et MAHLERAN, bien que simple, obtient lui aussi de bons résultats.
Nguyen et al. [107] considèrent un modèle de Saint-Venant bidimensionnel basé sur la
méthode des volumes finis (non structurés). Les résultats des cas test, à la fois analy-
tiques et expérimentaux, montrent la capacité de simuler les équations de Saint-Venant
sur des topographies arbitraires et complexes. Afin de modéliser la prédiction d’écou-
lement d’averses sur des bassins de forêts humides, Jinkang et al. [73] développent un
modèle pluie–ruissellement à large échelle, utilisant l’approximation de l’onde cinéma-
tique unidimensionnelle résolue par schéma implicite aux différences finies. De plus,
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pour améliorer les performances numériques, il est possible d’utiliser à la fois les mo-
dèles de l’onde cinématique et de l’onde diffusive. Par exemple, Najafi [104] proposent
un modèle distribué conceptuel physiographique, basé sur la méthode des différences
finies pour les deux modèles (ondes diffusive et cinématique) en fonction de la décom-
position du bassin versant en sous-bassins (par rapport aux aires de drainage).
Dans cette thèse, nous nous intéressons en outre à la modélisation de l’érosion,
impliquant des variations de topographies à la fois temporelle et spatiale et pouvant
ainsi générer des configurations relativement complexes. Afin d’obtenir une modélisa-
tion adaptée et efficace, nous privilégions donc les équations uni- ou bidimensionnelles
de Saint-Venant (1.1) pour la modélisation des écoulements. Nous utilisons de plus la
méthode des volumes finis puisqu’elle présente l’intérêt de s’adapter facilement à l’as-
pect discontinu des solutions mais aussi au caractère hyperbolique et conservatif du
système de Saint-Venant. Le modèle et la méthode de résolution numérique utilisés
sont décrits plus en détail dans le chapitre 2.
1.2.2 Infiltration
Nous nous intéressons à la vitesse à laquelle l’eau s’infiltre dans le sol, c’est-à-dire à
la vitesse d’infiltration, pour évaluer le terme source S du modèle d’écoulement (1.1).
Cette vitesse n’est pas constante en temps mais dépend de la capacité d’infiltration (ou
infiltrabilité) du sol. Lors d’un apport d’eau (par pluie ou apport d’eau par l’amont),
si l’intensité de pluie ou le débit fourni est inférieur à la capacité d’infiltration, on
suppose que toute l’eau est absorbée dans le sol. Au début du processus d’infiltration,
l’infiltrabilité décroît assez rapidement pour tendre progressivement vers une valeur
limite, le potentiel d’infiltration à saturation. À partir du moment où cette infiltra-
bilité devient inférieure au débit d’eau fourni, le sol n’absorbe que la quantité qu’il
lui est possible d’absorber et l’excédent stagne à la surface du sol, formant ainsi des
flaques, ou s’écoule vers l’aval (en fonction de la topographie du domaine). Le problème
est donc de définir l’infiltrabilité d’un sol. De nombreuses études menées à ce sujet
présentent différents modèles pour estimer l’évolution de l’infiltrabilité à la surface du
sol lors d’un épisode pluvieux. On distingue deux familles de modèles : les modèles
empiriques (Kustiakov [78], Horton [68], Holton [66]) et les modèles physiques (entre
autres Richards [117], Green–Ampt [51], Philip [112]). Le modèle de Richards [117],
qui est basé sur une généralisation de la loi de Darcy en régime non saturé en eau,
permet de décrire une grande variété d’écoulements en milieu poreux, la phase gazeuse
restant à pression atmosphérique. Bien que permettant une description assez complète,
il présente l’inconvénient de nécessiter un nombre important de données d’entrée et sa
résolution numérique demande certains efforts. Pour ne citer que quelques études, le
modèle de Richards est utilisé dans le modèle hydrologique SHE (pour Système Hy-
drologique Européen, Beven [12]), Smith et Woolhiser [135], Weill [154], . . . . Un autre
modèle basé sur la loi de Darcy est le modèle de Green–Ampt [51]. Couramment uti-
lisé (LISEM De Roo et Jetten [33], PSEM_2D Esteves et al. [108], WEPP Laflen et
al. [79]), il présente un compromis intéressant entre simplicité et capacité à reproduire
la réalité physique. Il schématise le processus d’infiltration par un front moyen se dé-
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plaçant verticalement vers le bas et suppose que le sol est saturé au passage de ce front.
L’une des principales hypothèses est que la teneur en eau dans la zone de transmission
reste uniforme en temps et en espace et correspond à la porosité du sol (voir Figure 1.3).
La capacité d’infiltration du sol Ic, qui permet de déterminer les quantités infiltrées,
s’exprime comme suit :
Ic = Ks
(Zf + hf + h)
Zf
,
où Ks [L/T] est la conductivité hydraulique à saturation, Zf [L] la hauteur d’eau
atteinte par le front d’humidification, hf [L] la charge de pression au front d’humidifi-
cation, h la pression hydrostatique causée par le ruissellement (égale à la hauteur d’eau
verticale locale du modèle de Saint-Venant).
Dans cette thèse, nous intégrons la formulation de Green–Ampt (GA) dévelop-
pée dans Mein et Larson [95] pour un modèle prédictif de pluie/ruissellement, utilisé
également dans Esteves et al. [41]. Nous supposons donc l’existence d’un front d’hu-
midification séparant une zone totalement saturée d’une zone à l’humidité initiale du
sol. La formulation du modèle de GA utilisée ainsi que sa résolution numérique sont
détaillés dans le chapitre 2.
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Figure 1.3 – Schématisation du processus d’infiltration pour la représentation par le
modèle de Green–Ampt.
Il est à noter qu’indépendamment du modèle choisi, la conductivité hydraulique à
saturation, Ks, est le principal paramètre régissant le processus d’infiltration (Cerdan
et al. [26]). Il fournit une mesure quantitative de la capacité du sol à transmettre l’eau
et correspond à la valeur maximale du taux d’infiltration obtenue pour un état de
sol saturé. De nombreuses études montrent d’ailleurs que la conductivité hydraulique
à saturation est le paramètre d’entrée le plus influent pour les modèles prédictifs de
pluie-ruissellement (Cerdan et al. [26], Sheikh et al. [132]). Cependant, la conductivité
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hydraulique à saturation est difficilement mesurable et peut présenter une forte varia-
bilité à la fois spatiale et temporelle. Différentes méthodes ont été mises en place pour
la mesurer directement, mais les valeurs obtenues pour Ks dépendent souvent de la
méthodologie retenue. En outre, la représentativité spatiale de ces mesures reste assez
limitée (Wosten et al. [158]). Dans beaucoup d’applications, les valeurs de Ks sont esti-
mées au travers de l’application de fonctions de pédo-transfert utilisant des propriétés
basiques du sol (Bouma [18], Bouma et van Lanen [19], Van Genuchten [142]). Tes-
tant différentes fonctions de pédo-transfert pour prédire Ks, Tietje et Hennings [141]
concluent que prédire Ks par l’utilisation de fonctions de pédo-transfert n’est pas tou-
jours précis en raison de la variabilité inhérente de ce paramètre. De plus, Baroni et
al. [8] comparent différentes méthodes de mesure et d’estimation de Ks à partir d’un
ensemble de données, et observent une forte variabilité de Ks (supérieure à 79%). Pour
combler ce manque de précision, une approche possible consiste en la calibration de
ce paramètre, mais les valeurs qui en résultent ne sont souvent valides que pour la
configuration considérée et des variations modérées autour de celle-ci.
Afin de mieux comprendre dans quelle mesure les incertitudes sur les valeurs de Ks
impactent le ruissellement, nous nous intéressons dans cette thèse à la propagation de
ces incertitudes au travers du modèle de pluie écoulement/infiltration que nous avons
retenu. Par ailleurs, en raison de la forte variabilité spatiale que peut présenter le para-
mètre Ks et de son importance indépendamment du modèle d’infiltration choisi, il est
intéressant d’étudier quel peut être l’impact de sa localisation spatiale sur l’écoulement.
Nous nous intéressons à l’ensemble de ces questions dans le chapitre 4.
1.2.3 Érosion
couche de dépôt
dépôt
pluie détachement 
transport
Sol original
écoulement
Figure 1.4 – Illustration des différentes étapes conceptuelles du processus d’érosion.
L’érosion représente l’ensemble des processus qui modifient les paysages par dégra-
dation des sols. Cette dégradation peut être causée par différents agents : l’eau (érosion
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hydrique), le vent (érosion éolienne), le travail du sol (érosion aratoire). Les problèmes
liés à l’érosion hydrique représentent un enjeu majeur dans le monde entier et il existe
un réel besoin de mieux comprendre et prédire les différents processus qu’elle fait inter-
venir. Dans cette thèse, nous nous intéressons à l’érosion hydrique des sols engendrée
par la pluie et le ruissellement. Le processus d’érosion se décompose alors en trois étapes
distinctes, représentées sur la Figure 1.4 :
1. Le détachement : il peut être dû soit à l’impact des gouttes de pluie (effet splash),
soit au ruissellement, soit à une combinaison des deux. L’énergie requise pour le
détachement des particules est généralement plus importante que pour le trans-
port.
2. Le transport : il représente le déplacement des sédiments vers l’aval. Lors du
détachement par la pluie ce déplacement a lieu dans l’air, alors que lors du déta-
chement par le ruissellement il s’effectue dans l’eau.
3. Le dépôt : les sédiments transportés par le ruissellement peuvent se déposer. Ce
dépôt est fonction de la vitesse d’écoulement et de la granulométrie des particules
transportées, les plus fines se déposant plus loin du fait d’une sédimentation plus
lente.
Les modèles d’érosion peuvent ne représenter qu’une ou plusieurs de ces trois étapes et
peuvent être classés selon les trois types de modèles vus précédemment : empiriques,
conceptuels, et “à base physique”. Depuis quelques années, avec l’amélioration constante
des techniques de calcul et la puissance des ordinateurs, l’intérêt porté aux modèles
d’érosion et de transport de sédiments a fortement augmenté. De nombreux modèles
ont été développés, de complexités différentes par le choix des processus considérés,
mais aussi par la description choisie pour les représenter. Merritt et al. [96] réalisent
un inventaire décrivant une large gamme de ces modèles d’érosion et de transport
de sédiments. Pour n’en citer que quelques-uns : USLE utilise un modèle empirique
(Wischmeier et Smith [156]), STREAM (Cerdan et al. [27]) et KINEROS (Woolhiser et
al. [157]) utilisent tous deux des modèles conceptuels, alors que EUROSEM (Morgan
et al. [100]), GUEST (Griffith University Erosion System Template, Rose et al. [120]),
LISEM (De Roo et Jetten [33]) et WEPP (Laflen et al. [79]) utilisent des modèles “à
base physique”.
Les modèles de transport “base physique” distribués sont basés sur le principe de
conservation de la masse sédimentaire (e.g. Bennett [9]) afin de décrire l’évolution tem-
porelle de la topographie et de la concentration sédimentaire dans l’écoulement. En
considérant que la concentration sédimentaire est suffisamment petite pour ne pas mo-
difier les propriétés physiques du fluide considéré (ici l’eau), l’évolution de la topogra-
phie résulte seulement des processus de détachement et de dépôt, comme représentés
sur la Figure 1.4. Elle est donnée par l’équation de conservation pour la couche de
dépôt, souvent appelé équation d’Exner [43] :
∂tz =
1
ρs(1− Φ)(D − E), (1.2)
où ρs [M/L3] est la densité des sédiments (M indique une unité de masse), Φ la porosité
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du sol (sans dimension), D [M/L2/T] le taux de dépôt, et E [M/L2/T] le taux de
détachement. L’évolution de la concentration moyenne sur la colonne d’eau est donnée
par l’équation de conservation de la masse sédimentaire dans l’écoulement. Supposant
que les sédiments se déplacent à la même vitesse que le fluide, elle se formule ainsi :
∂t(ch) + div(cq) = E −D, (1.3)
où q = (hu, hv) [L2/T] est le vecteur débit et c [M/L3] est la concentration des sédiments
en suspension.
Dans cette thèse, nous utilisons le modèle complet de Hairsine–Rose [54–56] (HR).
Ce modèle permet de considérer séparément les trois processus d’érosion suivants : le
détachement par la pluie, le détachement par le ruissellement et le dépôt des sédiments
à la surface du sol. De plus, ce modèle admet que les sédiments détachés se déposant à la
surface du sol forment une couche de dépôt (ou de recouvrement) ayant des propriétés
érosives différentes de celles du sol original. Ainsi, une particule ayant déjà été arrachée
sera plus facilement détachable. Le modèle HR permet aussi de considérer différentes
classes de tailles de sédiments, supposant ainsi que les sédiments peuvent être concep-
tuellement classés en K classes en fonction de leur diamètre de grain. En raison de la
nature sélective du processus de dépôt au niveau de la taille des grains, la distribution
des sédiments composant la couche de dépôt sera différente de celle du sol. Le modèle
HR admet donc autant d’équations de conservation de la masse en sédiments dans
l’écoulement et dans la couche de dépôt que de classes de taille de sédiments. L’évolu-
tion de la surface du sol sera alors la somme de ces différents processus de détachement
et de dépôt. Le modèle et sa formulation sont détaillés dans le chapitre 2.
Contrairement au processus de ruissellement qui est relativement bien compris, la
modélisation de l’érosion reste moins bien décrite et requiert un nombre plus important
de paramètres d’entrée. Les mécanismes d’érosion sont très complexes et les interactions
entre les trois étapes qui le composent demeurent jusqu’à présent peu connues. De plus,
les paramètres et variables les influençant sont très nombreux, ils sont aussi difficilement
mesurables directement et n’ont d’ailleurs pas toujours de sens physique. Etant données
toutes ces zones d’ombre, intégrer l’analyse d’incertitudes dans les modèles d’érosion
apparaît essentiel. Dans cette thèse, nous nous intéressons donc à la propagation de ces
incertitudes, dans un premier temps au travers du processus d’infiltration (chapitre 4),
puis dans un second temps au travers du modèle d’érosion où l’analyse d’incertitudes
prend alors pleinement son sens (chapitre 5).
1.3 Modélisation et propagation des incertitudes
Les modèles en général présentent trois types d’incertitudes ou d’erreurs. Une pre-
mière classe est dite “structurelle” ou “incertitude de modèle”, et représente les incerti-
tudes résultant du passage entre le processus physique réel et le modèle physique qui fait
souvent l’objet d’hypothèses simplificatrices. Une seconde classe regroupe les “erreurs
numériques” qui proviennent de la discrétisation (en espace et en temps) du modèle
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Figure 1.5 – Illustration des différents types d’incertitudes dans la modélisation.
physique et de sa résolution numérique. Grâce à la puissance des ordinateurs, il est sou-
vent possible de réduire considérablement les erreurs numériques et, dans certains cas,
de les rendre négligeables par rapport aux autres types d’erreurs. Enfin, une troisième
classe d’incertitudes est celle des “incertitudes paramétriques”, i.e. résultant des erreurs
dans la paramétrisation du modèle. En effet, il est souvent difficile de définir précisé-
ment les valeurs des paramètres d’entrée : les constantes physiques, les valeurs initiales,
les conditions aux limites, la géométrie initiale,...(Nearing [105]). Cette difficulté repré-
sente une source d’incertitude non négligeable. Ainsi, d’après Jetten et al. [71], la qualité
des modèles d’érosion spatialement distribués dépend de la forte variabilité spatiale et
temporelle des processus et des incertitudes sur les paramètres d’entrée. Il est donc
important de connaître l’influence des différents paramètres d’entrée sur la réponse du
modèle, cette étude portant le nom de “propagation d’incertitudes” (Saltelli [126]). Ces
dernières années, l’intérêt pour la propagation d’incertitudes paramétriques et ses effets
sur les prédictions hydrologiques s’est considérablement accru.
L’analyse d’incertitudes considère en général les paramètres incertains d’un modèle
comme un objet aléatoire, avec pour objectif de calculer ou caractériser la variabilité
induite dans la solution du modèle ou des quantités d’intérêt en sortie du modèle. Pour
des données à forte variabilité, propagées dans des modèles non linéaires, comme pour
les applications hydrologiques, il est nécessaire d’utiliser des méthodes dites globales
qui étudient les effets de tous les paramètres simultanément. Une étape essentielle en
analyse d’incertitudes est la définition du modèle aléatoire. Des modèles aléatoires de
niveau de complexité différent peuvent être considérés. Une distinction doit être faite
entre les méthodes d’analyse des incertitudes a posteriori notamment les statistiques
Bayésiennes, où les observations sont utilisées afin de mieux cerner les valeurs des para-
mètres d’entrée, et les méthodes de propagation directe des incertitudes, qui n’utilisent
pas d’observations et se focalisent, notamment grâce à l’analyse de sensibilité, sur l’im-
pact des paramètres d’entrée sur les sorties du modèle. Contrairement à l’approche
Bayésienne qui nécessite d’avoir des échantillons de données observées suffisamment
riches, les méthodes directes sont mieux adaptées aux problèmes où peu d’observations
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sont disponibles. L’acquisition de données d’érosion est souvent difficile et entachée
d’erreurs de mesures. Aussi, au vu du peu de données à notre disposition, l’approche
directe est-elle retenue pour cette thèse. Toutefois, en raison de leur importance, nous
présentons d’abord une brève revue bibliographique sur les méthodes d’analyse d’in-
certitudes a posteriori.
1.3.1 Analyse des incertitudes a posteriori
La méthode statistique la plus traditionnelle en hydrologie est “the first-order ap-
proximation” et permet d’approcher les intervalles de confiance des paramètres incer-
tains (Kuczera et Parent [76]). Elle présente cependant un inconvénient : elle ne tient
pas compte de la corrélation existant entre les paramètres (Kuczera et Parent [76], Vrugt
et Bouten [150]). Les intervalles de confiance des paramètres peuvent aussi être calcu-
lés par la méthode de génération de “contour plot”, comme l’échantillonnage par grille
uniforme, par exemple à l’aide du Sequential Uncertainty Fitting algorithm (SUFI)
(Abbaspour et al. [1], Vrugt et al. [148]). Ces méthodes, bien que robustes, peuvent
requérir d’importantes ressources de calcul pour de grandes dimensions d’espace des
paramètres.
La méthode de Monte Carlo (Lewis et Orav [86]) est très souvent utilisée en analyse
d’incertitudes, et notamment dans les sciences environnementales. Elle présente l’avan-
tage d’être simple et robuste et peut être intégrée dans différents cadres probabilistes.
Par exemple, une approche relativement simple est la procédure GLUE (Generalized
Likelihood Uncertainty Estimation, Beven et Binley [13]) qui est une méthode de Monte
Carlo générant des jeux de paramètres de taille importante pour comparer les réponses
prédites par les modèles aux réponses observées. Il s’agit ensuite d’accepter ou non
les simulations au travers de quelques mesures de probabilité. La procédure GLUE est
appliquée dans de nombreuses études hydrologiques (Brazier et al. [22], Muleta et Ni-
cklow [102], Vigiak et al. [146], Freni et al. [47]). S’agissant d’une approche Bayésienne,
cette mesure de probabilité peut être mise à jour pour chaque nouveau jeu de données
de réponses observées. Dans les statistiques Bayésiennes, les paramètres d’entrée sont
considérés comme des variables probabilistes ayant une fonction de densité de proba-
bilité (pdf) jointe a posteriori (Huard et Mailhot [69], Kuczera et Parent [76], Laloy et
Bielders [81], Thiemann et al. [140]). Il existe différentes méthodes pour échantillonner
ces pdf’s a posteriori. L’échantillonnage par Monte Carlo Markov Chain (MCMC) est
souvent utilisé dans les applications hydrologiques, la toute première méthode générale
(et la plus populaire) étant l’algorithme MetropolisHastings (Kanso et al. [75], Laloy
et Bielders [81], Schmelter [130]). En hydrologie, plusieurs études récentes ont voulu
améliorer l’échantillonneur MCMC : l’algorithme SCEM (Shuﬄed Complex Evolution
Metropolis, Vrugt et al. [149]), qui est une version modifiée de l’algorithme d’optimi-
sation globale SCE (Shuﬄed Complex Evolution, Duan et al. [36]), ou l’algorithme
DREAM (Differential Evolution Adaptive Metropolis algorithm, Vrugt et al. [149]).
Pour citer une autre méthode moins utilisée en contexte hydrologique, Castrignaño
et al. [25] appliquent une méthode “turning bands”, qui est une technique de simula-
tion gaussienne visant à faire une analyse d’incertitudes spatiale où chaque variable est
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transformée en une distribution normale. Ces auteurs utilisent des simulations condi-
tionnelles pour générer des réalisations tenant compte des structures de corrélation des
données par krigeage.
Afin de faciliter l’inférence dans les situations complexes où la dimension des échan-
tillons de sortie est restreinte, il est possible d’utiliser la méthode de bootstrapping.
C’est une technique récente de ré-échantillonnage donnant des indications sur un es-
timateur ou des statistiques autres que ses valeurs (variance, écart type) (Efron [39]),
pour connaître la précision des simulations. Elle présente l’avantage de ne pas nécessiter
de nouvelles observations pour simuler la distribution des paramètres. Cette technique,
encore peu utilisée en hydrologie, est utilisée dans les études de Kuhnert et al. [77], où
ces auteurs proposent une méthodologie pour traiter des erreurs dans la modélisation
de l’érosion ravinaire, et par Li et al. [87], qui comparent la méthode du bootstrapping
avec l’approche Bayésienne plus communément utilisée. Cette dernière étude établit
que, pour les deux méthodes, les incertitudes paramétriques contribuent peu aux in-
certitudes de simulation, ceci montrant qu’il existe d’autres sources d’incertitudes plus
importantes en modélisation hydrologique. En effet, il est aussi reconnu que la struc-
ture du modèle et la qualité des données contribuent aux incertitudes des simulations
du modèle. Cependant, cette étude ne permet pas de conclure sur leurs contributions.
D’autres méthodes ont été développées mais sont peu appliquées dans le domaine de
l’hydrologie, par exemple le “Point Estimate Method” (Rosenblueth [122]). Il s’agit
d’une technique permettant d’évaluer les moments des fonctions de variables aléatoires
en fonction des premiers moments de ces variables. Elle est appliquée pour l’analyse de
sensibilité du modèle WEPP dans Chaves et Nearing [28]. Par ailleurs Quinton [116]
utilise deux méthodes pour réduire les incertitudes prédictives dans le cadre du modèle
EUROSEM. La première est une méthode de calibration par des jeux de paramètres
multiples, et non un jeu de données comme pour une calibration standard, nommée
“Improve Parameter Set Selection”. L’autre méthode permet de dériver les paramètres
physiques des hydrographes observés, pour une conductivité hydraulique à saturation
constante. La conclusion est que ces deux méthodes, bien que réduisant avec succès la
largeur des bandes des sorties du modèle (conséquence de l’incertitude paramétrique
sur la réponse), ne sont pas capables de la diminuer sans réduire la coïncidence avec les
données observées.
Un récapitulatif des méthodes d’analyse des incertitudes a posteriori est présenté
dans le tableau de la figure 1.6.
1.3.2 Méthodes directes pour l’analyse d’incertitudes
Dans ces méthodes, on considère les paramètres inconnus comme des variables aléa-
toires définies par une pdf fixée a priori (Veihe et Quinton [145] pour le modèle EURO-
SEM, Hantush et Kalin [57] pour KINEROS2, Eckhard et al. [38]). Cette approche ne
requiert aucune donnée observée mais le choix d’une loi de distribution pour caractéri-
ser les paramètres considérés comme incertains. Une fois établi le cadre probabiliste, il
reste à caractériser la variabilité des sorties du modèle en fonction de la variabilité des
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Méthode de Monte Carlo
Procedure GLUE
– Muleta and Nicklow [102] *
– Brazier et al. [22]
– Vigiak et al. [146]
– Freni et al. [47]
Description par une pdf fixée
– Veihe et Quinton [145]
– Hantush et Kalin [57]
– Eckhard et al. [38] *
Approche Bayésienne
– Laloy et Bielders [81] *
– Schmelter et al. [130]
Propagation d’erreur Gaussienne
– Tetzlaff et Wendland [139]
Méthode “Turning bands”
– Castrignaño et al. [25]
Méthode du Bootstrapping
Bootstrap simple
– Kuhnert et al. [77]
Modèle basé sur la méthode du boots-
trapping (pour préserver la dépen-
dance des données)
– Li et al. [87] (comparaison avec la méthode
Bayésienne)
“Point Estimate Method”
– Chaves et Nearing [28]
Autres
– Quinton [116] *
Figure 1.6 – Récapitulatif des différentes techniques utilisées dans l’analyse d’incerti-
tudes en hydrologie (* fait référence aux études utilisant aussi la calibration).
entrées. Pour ce faire, les méthodes de Monte Carlo sont souvent employées puisqu’elles
fournissent une méthodologie efficace et robuste pour générer des jeux de solutions du
modèle en échantillonnant les paramètres d’entrée. Les simulations de Monte Carlo sont
aussi utilisées pour tracer la propagation des erreurs, comme dans Tetzlaff et Wend-
land [139]. Ces auteurs utilisent la Propagation d’Erreur Gaussienne pour identifier
les paramètres critiques, pointer la paramétrisation qui génère la plus forte incertitude
en raison des dépendances paramétriques et des incertitudes statistiques inhérentes, et
ainsi trouver des possibilités pour améliorer la modélisation. Une autre méthodologie
récente est basée sur les méthodes stochastiques spectrales (Ghanem et Spanos [50],
Le Maître et Knio [84]). Elle permet d’obtenir une description probabiliste plus com-
plète mais devient coûteuse quand les entrées sont décrites par un nombre important
de variables aléatoires. Dans cette thèse, nous considérons certains paramètres d’entrée
comme des variables aléatoires décrites par une pdf fixée a priori. Nous avons alors
besoin d’autant de variables aléatoires que de paramètres supposés incertains. Ces va-
riables aléatoires sont supposées statistiquement indépendantes. Leurs pdf’s peuvent
suivre des lois de probabilité différentes. Ces lois sont choisies en fonction de la nature
des paramètres et des intervalles de valeurs qu’ils peuvent prendre. Par exemple, nous
attribuons des lois uniformes aux variables définies sur des intervalles de valeurs étroits
en termes d’ordre de grandeur. Pour l’échantillonnage des variables aléatoires, nous
utilisons la méthode de Monte Carlo, nos configurations de cas tests ne demandant pas
des temps de calcul trop importants pour la résolution du modèle déterministe.
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Pour comprendre le comportement d’un modèle par rapport à ses données d’entrée
et déterminer les principales sources d’incertitudes sur la réponse du modèle, il est
possible de réaliser une analyse de sensibilité qui vise à quantifier l’importance de
chaque paramètre d’entrée sur la réponse du modèle. Il existe différents types d’analyse
de sensibilité, dépendant des objectifs et du modèle que l’on considère. En général, on
les classe en deux catégories :
1. L’analyse de sensibilité locale : elle permet d’analyser le comportement du modèle
en fonction de perturbations au niveau des paramètres d’entrée autour d’une
valeur fixée, par exemple, la méthode OAT (One-Factor-At-A-Time) pour laquelle
on fait varier un paramètre à la fois.
2. L’analyse de sensibilité globale : elle consiste à déterminer la part de variabilité de
la réponse du modèle due à un sous-ensemble de variables d’entrée. Elle permet
de hiérarchiser la contribution des variables d’entrée et de leurs interactions à la
variabilité de la réponse du modèle. En outre, elle fait varier tous les paramètres
simultanément et tient compte de leurs distributions.
Une différence importante entre les approches locales et globales concerne l’objet de
l’étude. Pour l’approche locale, on s’intéresse à la valeur de la réponse alors que pour
l’approche globale, on s’intéresse à la variabilité de la réponse.
En modélisation de l’érosion, de nombreuses études montrent que les sorties des mo-
dèles (aussi bien les quantités relatives à l’écoulement que celles relatives à l’érosion)
sont très sensibles aux paramètres hydrologiques, particulièrement à la conductivité
hydraulique à saturation (pour le modèle WEPP, Nearing et al. [106] ; pour le modèle
LISEM, De Roo et al. [34] ; pour le modèle EUROSEM, Veihe et Quinton [145]). La
majorité de ces études de sensibilité sont réalisées en utilisant des méthodes locales
dites OAT. Les principales études de sensibilité appliquées à l’érosion sont référencées
dans le tableau de la figure 1.7. Parmi les travaux utilisant les méthodes locales OAT,
on peut citer : Nearing et al. [106] pour le modèle WEPP, De Roo et al. [34] pour le
modèle LISEM, Folly et al. [46] pour le modèle EUROSEM, Nord et Estheves [108] pour
le modèle PSEM_2D, Hantush et al. [57] pour le modèle KINEROS2, Wei et al. [153]
pour le modèle RHEM et Dussaillant [37]. L’approche OAT reste encore populaire
mais présente deux inconvénients majeurs. Elle ne tient pas compte des interactions
paramétriques pouvant exister au sein des paramètres d’entrée, ce qui peut fausser les
résultats dans la mesure où un paramètre peut ne pas influencer les sorties individuelle-
ment mais avoir une influence importante lorsqu’il interagit avec d’autres paramètres.
De plus, l’approche étant locale, elle ne permet de couvrir qu’une partie de l’espace des
paramètres d’entrée. En effet, elle s’intéresse au comportement du modèle par rapport
à un paramètre dont la valeur de référence varie autour d’une valeur nominale, ± un
pourcentage de variation, fixant les autres paramètres à leurs valeurs de référence. En
d’autres termes, l’approche locale univariée n’est donc justifiée que pour des modèles li-
néaires et ne permet pas de considérer les effets des interactions paramétriques (Saltelli
et al. [127]). Ainsi, les résultats obtenus par une analyse de sensibilité locale ne reflètent
généralement pas la complexité du modèle considéré puisqu’ils sont obtenus sans te-
nir compte des distributions des paramètres d’entrée (leur pdf), de leurs intervalles de
valeur et de leurs interactions.
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Analyse de sensibilité locale univariée
– Nearing et al. [106] pour WEPP (OAT,
sensitibilité pour 3 paramètres)
– De Roo et al. [34] pour LISEM (OAT avec
20% de variation pour les 10 paramètres)
**
– Folly et al. [46] pour EUROSEM (OAT
avec 10% de variation pour 6 para-
mètres)**
– Hantush et al. [57] pour KINEROS2 (9 pa-
ramètres, 6 sorties, calcul du “condition
number”) **
– Nord et al. [108] pour PSEM_2D (OAT
pour 8 paramètres, % de variation) **
– Wei et al. [153] pour RHEM (OAT pour 14
paramètres)
– Morgan et Duzant [99] (OAT pour 26 pa-
ramètres)
– Dussaillant [37] **
Analyse de sensibilité globale
– Veihe et Quinton [145] pour EUROSEM
– Laloy [80] pour CREHDYS (Sobol)**
– Gumiere [53] pour MHYDAS-Erosion (So-
bol)**
Figure 1.7 – Récapitulatif des différentes techniques utilisées dans l’analyse de sensi-
bilité en hydrologie (** fait référence aux études utilisant aussi la calibration).
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Jusqu’à présent, les méthodes de sensibilité globales restent très peu utilisées dans
les applications hydrologiques. À notre connaissance, seules quelques études proposent
leur utilisation. Une première est réalisée par Veihe et Quinton [145] sur le modèle
EUROSEM au moyen de la méthode d’échantillonnage de Monte Carlo sur différents
paramètres hydrologiques et d’érosion. Cependant, la méthode globale que les auteurs
utilisent suppose que le modèle est linéaire. Gumiere et al. [53], proposent une analyse
de sensibilité globale basée sur l’analyse de la variance du modèle MHYDAS-Erosion.
Ils estiment des indices de sensibilité par la méthode de Sobol. Cette méthode est bien
adaptée puisqu’elle ne nécessite aucune hypothèse sur le modèle considéré. Enfin, Laloy
et Bielders [81] appliquent cette même méthode au modèle CREHDYS considérant
quatre paramètres d’érosion et quatre paramètres hydrologiques. Ils obtiennent comme
résultat que certains paramètres peuvent n’avoir que peu d’influence et présenter une
incertitude très importante (la plus forte), ceci indiquant que ces paramètres ne sont
pas identifiables par une procédure de calibration. De plus, ces auteurs relient leurs
résultats à ceux obtenus précédemment dans différentes études (Nearing et al. [106],
De Roo et al. [34], . . . ) et précisent que les méthodes locales univariées menées par De
Roo et al. [34], Hantush et al. [57] et Folly et al. [46] ne sont pas applicables à des
modèles non linéaires tels que LISEM, EUROSEM et KINEROS2.
Dans cette thèse, afin de tenir compte de ces interactions paramétriques et de carac-
tériser au mieux la sensibilité du modèle, nous réalisons donc des études de sensibilité
globales. Au vu du comportement non linéaire des modèles hydrologiques, il est préfé-
rable d’utiliser une approche générale ne nécessitant aucune hypothèse sur le modèle
considéré. Nous nous intéressons donc aux méthodes basées sur l’étude de la variance
qui consistent à déterminer quelle part de la variance de la réponse est due à la va-
riance de chaque paramètre d’entrée ou groupe de paramètres. Ces méthodes quantifient
l’influence des paramètres par le calcul des indices de sensibilité globale. Différentes
méthodes existent pour calculer ces indices (FAST Cukier et al. [32], McKay [94], So-
bol [136]). Cependant, seule la méthode de Sobol permet de quantifier la sensibilité du
modèle aux interactions paramétriques. Pour ces raisons, nous choisissons d’utiliser la
méthode d’estimation des indices de sensibilité globale de Sobol.
1.4 Description des travaux et contributions
L’objectif de cette thèse est d’étudier les incertitudes relatives aux données d’en-
trée des modèles hydrologiques et de les propager au travers du modèle mathématique
considéré, notamment afin de réaliser une analyse de sensibilité globale des sorties du
modèle en fonction de ses variables d’entrée.
Dans le chapitre 2, nous décrivons plus en détail les différents modèles physiques
utilisés pour la prédiction du ruissellement/érosion ainsi que leur résolution numérique.
Afin d’illustrer les différents processus physiques mis en jeu, nous présentons également
quelques cas tests dans un cadre déterministe. Les différents outils statistiques utilisés
pour la propagation et la quantification des incertitudes paramétriques sont présentés
dans le chapitre 3. Nous esquissons brièvement la cadre probabiliste sous-jacent, puis
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nous décrivons comment les quantités statistiques des diverses sorties du modèle (va-
riance, pdf, quantiles, indices de sensibilité) s’obtiennent à partir d’échantillons Monte
Carlo.
Le chapitre 4 porte sur les incertitudes relatives au processus d’infiltration. Le pa-
ramètre le plus influent du processus d’infiltration étant la conductivité hydraulique à
saturation Ks, nous étudions comment les incertitudes sur les valeurs de Ks et sur sa
localisation spatiale peuvent impacter les surfaces de ruissellement pendant différents
types d’événements pluvieux. Une description probabiliste générale de Ks consiste à
la modéliser comme un champ aléatoire. Bien que très riche, ce type de modélisation
demande cependant un nombre considérable d’informations pour sa paramétrisation et
n’est donc pas bien adapté au contexte hydrologique de cette étude. De plus, extraire
des informations simples de cette représentation en vue d’applications en hydrologie
n’est souvent pas chose aisée. Pour ces raisons, nous nous appuyons sur un modèle
probabiliste plus simple où le domaine d’écoulement est découpé en sous-domaines re-
flétant l’organisation spatiale du territoire (e.g., champs agricoles, bandes enherbées),
et la conductivité hydraulique à saturation est décrite par des variables aléatoires sta-
tistiquement indépendantes sur chaque sous-domaine. Il en résulte que la conductivité
hydraulique à saturation Ks est décrite par un ensemble fini de variables aléatoires
indépendantes, dont le cardinal est égal au nombre de sous-domaines considérés pour
la simulation. Cette idéalisation est motivée par la réalité physique. En considérant les
sous-domaines comme des parcelles agricoles, la variabilité duKs à l’intérieur de chaque
sous-domaine est généralement négligeable comparée à la variabilité d’un sous-domaine
à l’autre en raison de l’homogénéisation créée par les pratiques agricoles. En outre, ce
modèle peut être amélioré ultérieurement, en introduisant par exemple de la variabilité
à l’intérieur des sous-domaines si des informations additionnelles sur les propriétés du
sol sont disponibles. Dans chaque sous-domaine, une pdf pour Ks doit alors être choisie
pour fixer le modèle probabiliste. Nous considérons des distributions uniformes en rai-
son des variations relativement modestes (en ordre de grandeur) des valeurs prises par
Ks dans chaque sous-domaine. Cependant, d’importants contrastes sont imposés entre
les sous-domaines. En modélisation hydrologique, Ks est souvent supposé suivre une
distribution log-normale (Law [82], Rogowski [118], Sharma, Gander, et Hunt [131]).
Nous incluons dans nos cas tests une vérification que les deux choix de distribution
(uniforme et log-normale) conduisent aux mêmes conclusions hydrologiques. Concer-
nant les sorties du modèle, nous nous intéressons au débit maximal à l’exutoire Qmax
ainsi qu’au coefficient de ruissellement CR qui correspond au rapport entre le volume
d’eau ruisselé et le volume d’eau de pluie. Nous considérons des cas tests présentant
différentes échelles spatiales et temporelles afin d’analyser les effets de ces échelles sur
la propagation des incertitudes. Nous considérons différentes possibilités pour l’organi-
sation spatiale, analysant ainsi l’effet de cette organisation sur la variabilité des sorties.
Les résultats de ce chapitre font l’objet d’une publication (Rousseau et al. [124]).
Le chapitre 5 est consacré à la propagation des incertitudes paramétriques au tra-
vers du modèle d’érosion de Hairsine–Rose (HR). Nous présentons au préalable une
étude paramétrique du modèle HR afin de mieux comprendre la signification de chaque
paramètre du modèle et l’intérêt de l’intégrer au modèle probabiliste. Nous utilisons une
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méthode directe de propagation des incertitudes, les paramètres considérés comme in-
certains sont représentés par des variables aléatoires décrites par une fonction de densité
de probabilité fixée. En outre, l’étude paramétrique permet de motiver le choix de ces
pdf’s ainsi que leurs intervalles de valeurs. Pour les mêmes raisons que pour le chapitre 4,
la description probabiliste consiste à considérer les paramètres incertains uniformes sur
le domaine, la représentation par un champ aléatoire nécessitant un nombre trop impor-
tant d’informations. Contrairement à la modélisation du ruissellement, la modélisation
de l’érosion reste moins bien décrite en raison de la complexité des mécanismes qui
la composent et du nombre important de paramètres qu’ils nécessitent. De plus, les
interactions entre ces différents mécanismes sont méconnues. La plupart des études les
traitent séparément pour ensuite les additionner. Dans notre étude, nous considérons
plusieurs cas tests unidimensionnels dans lesquels nous étudions séparément les pro-
cessus du modèle HR : le détachement par la pluie uniquement, le détachement par le
ruissellement uniquement et le modèle HR complet. Un dernier cas test bidimensionnel
permet de considérer le modèle HR complet sur une topographie réaliste. Les quantités
d’intérêt sont la masse érodée spatialisée mero(x), la masse totale érodéeMero ainsi que
la masse totale déposée Mdepo. La hiérarchisation des paramètres d’entrée est réalisée
par une analyse de sensibilité globale où les différents indices de sensibilité sont esti-
més par la méthode du développement en Polynômes de Chaos. Nous proposons aussi
de comparer cette méthode d’estimation avec la méthode d’échantillonnage de Monte
Carlo.
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Modélisation déterministe et résolution
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Dans ce chapitre, nous décrivons dans un premier temps les modèles physiques choi-
sis pour les trois principaux processus physiques mis en jeu : les écoulements surfaciques,
l’infiltration et l’érosion. Nous renvoyons au Chapitre 1 pour une discussion sur les mo-
tivations de l’approche de modélisation retenue. Dans un second temps, nous détaillons
les différentes étapes de la résolution numérique pour les codes écoulement/infiltration
et écoulement/infiltration/érosion. Enfin, nous présentons quelques résultats où les pa-
ramètres prennent des valeurs déterministes afin d’illustrer les principaux processus.
2.1 Modélisation physique
2.1.1 Écoulements surfaciques (Saint–Venant)
Le système de Saint–Venant est un système d’équations aux dérivées partielles per-
mettant de modéliser les écoulements à surface libre en eaux peu profondes ; c’est-à-dire
lorsque la hauteur d’eau est très petite comparée à la taille horizontale caractéristique
du domaine d’étude. Ce système est obtenu en moyennant selon la verticale les équa-
tions de Navier–Stokes (Hervouet [62], Viollet et al. [147]) sous certaines hypothèses
simplificatrices. On suppose ici que la topographie est relativement lisse, ce qui permet
de considérer la même direction comme verticale dans l’ensemble du domaine. Tout
d’abord, la pression est supposée hydrostatique, i.e. le gradient de pression équilibre
la gravité. Cette hypothèse permet d’interpréter la pression comme proportionnel à
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la hauteur d’eau. On suppose également que la vitesse verticale est négligeable ce qui
permet de ne pas la représenter dans le système d’équations. Les équations de Navier-
Stokes (à masse volumique constante et avec pression hydrostatique) sont moyennées
sur la verticale, par intégration depuis le fond jusqu’à la surface libre sous une hypothèse
sur la forme du profil vertical des composantes horizontales de la vitesse (par exemple,
un profil constant). On obtient alors un système d’équations bidimensionnelles moins
complexe que celui des équations de Navier-Stokes tridimensionnelles parce que la dy-
namique de la surface libre est contenue dans une des variables du système (hauteur
d’eau).
z ,
 z
+ h
 
x
R(x,y,t)
u(x,y,t)
I(x,y,t) h(x,y,t)
z(x,y)
0
Figure 2.1 – Principales notations.
Dans cette thèse, nous considérons le système de Saint-Venant avec prise en compte
de la topographie, des frottements, de la pluie et de l’infiltration. Le système, composé
des équations de conservation de la masse et de la quantité de mouvement, s’écrit alors :
∂th+ ∂x(hu) + ∂y(hv) = R− I, (2.1a)
∂t(hu) + ∂x
(
hu2 + gh
2
2
)
+ ∂y(huv) = −gh (S0x + Sfx) , (2.1b)
∂t(hv) + ∂x(huv) + ∂y
(
hv2 + gh
2
2
)
= −gh
(
S0y + Sfy
)
. (2.1c)
Avec
– h [L] la hauteur d’eau locale ;
– u et v [L/T] les composantes de la vitesse locale ;
– R [L/T] le taux de pluie ;
– I [L/T] le taux d’infiltration ;
– S0x et S0y [L/L] les gradients de pente (S0x,y = ∂x,yz où z [L] est la topographie
du sol) ;
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– Sfx et Sfy [L/L] les termes de frottement.
Dans le cas de l’érosion, la topographie et donc les gradients de pente dépendent
également du temps. Leur évolution temporelle découle du couplage entre le système
de Saint–Venant et l’équation de conservation de la masse sédimentaire (ou équation
d’Exner) décrite à la sous-section 2.1.3.
Dans les equations (2.1b)-(2.1c), Sfx et Sfy sont les termes de frottement. Nous
avons considéré deux formulations souvent utilisées en applications hydrologiques : la
loi de Manning (2.2) et la loi de Darcy-Weisbach (2.3) (Esteves et al. [41], Fielder
et Ramirez [45], MacDonald et al. [91, 92]). Ces deux lois découlent de considérations
empiriques (Chow [30], Viollet et al. [147]) :
Sfx = K2
u
√
u2 + v2
h4/3
, Sfy = K2
v
√
u2 + v2
h4/3
, (2.2)
Sfx = f
u
√
u2 + v2
8gh , Sfy = f
v
√
u2 + v2
8gh , (2.3)
où K et f sont respectivement le coefficient de frottement de Manning et de Darcy–
Weisbach. Ces coefficients dépendent des propriétés du sol et sont estimés à partir
de calibrations ou de valeurs publiées (voir par exemple les tables dans le livre de
Chow [30, p. 98–114]). Ces coefficients sont ici supposés constants en temps.
2.1.2 Infiltration (Green–Ampt)
zone de
transmission
h
0
Zf
Δθ
front
d'humidification
θs
θ
θi
Figure 2.2 – Illustration du modèle de Green–Ampt.
Nous utilisons la formulation de Green–Ampt (GA) développée par Mein et Lar-
son [95] et utilisée par Esteves et al. [41]. Le modèle d’infiltration permet de calculer
le terme d’infiltration I dans l’équation (2.1a). Les paramètres et variables nécessaires
pour le modèle d’infiltration sont les suivants :
– I∗(x, y, t) [L], l’infiltration cumulée, fournit la quantité totale d’eau infiltrée dans
le sol entre les instants t0 (l’instant initial) et t.
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– Ic(x, y, t) [L/T], la capacité d’infiltration, représente le volume d’eau maximal
que le sol est capable d’infiltrer.
– Ks [L/T], la conductivité hydraulique à saturation, fait référence à la perméabilité
du sol à saturation. Il s’agit d’une mesure quantitative de la capacité du sol à
transmettre l’eau quand il est soumis à un gradient de pression. Ce paramètre
correspond à la valeur maximale du taux d’infiltration.
– Zf [L], la cote du front d’humidification.
– h(x, y, t) et hf [L], respectivement, la hauteur d’eau causée par le ruissellement
et la charge au front d’humidification.
– θi et θs [-], les teneurs en eau initiale et à saturation.
Dans la formulation GA, si le volume d’eau disponible sur la cellule (pluie et/ou
apport amont) est plus petit que la capacité d’infiltration du sol Ic, alors toute l’eau
est infiltrée. Sinon, le volume infiltré est égal à la capacité d’infiltration et l’excédent
ruisselle ou stagne selon la topographie locale. Le taux d’infiltration sur un intervalle
de temps [t, t+∆t] est (on omet la dépendance en les variables spatiales pour simplifier
l’écriture) :
I(t) = min(R+ h(t)/∆t, Ic(t)). (2.4)
La capacité d’infiltration du sol s’exprime comme suit :
Ic(t) = Ks
(Zf + hf + h(t))
Zf
, (2.5)
d’après la loi de Darcy. Le front d’humidification Zf dépend de la teneur en eau à
saturation et peut être écrit sous la forme
Zf =
I∗(t)
θs − θi =
I∗(t)
∆θ . (2.6)
D’où l’expression de la capacité d’infiltration du sol à l’instant t,
Ic(t) = Ks
(
1 + ∆θhf + h(t)
I∗(t)
)
. (2.7)
Des valeurs pour ces paramètres d’infiltration sont données pour différentes classes de
sol dans le livre de Chow [31, p.115].
Quelques cas test déterministes sont présentés à la section 2.3.1 pour mieux com-
prendre le modèle d’infiltration et ses conséquences sur les sorties du modèle.
2.1.3 Érosion (Hairsine–Rose)
Le modèle complet de Hairsine–Rose (HR) [54–56] est utilisé dans cette thèse pour
la prédiction des processus érosifs. Nous rappelons les principaux points qui ont motivé
notre choix :
– Ce modèle considère séparément les processus érosifs du détachement par la pluie,
du détachement par le ruissellement et le dépôt des sédiments à la surface du sol.
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– Il admet que les particules du sol détachées se déposant à la surface du sol forment
une couche de dépôt (ou de recouvrement) présentant des caractéristiques érosives
différentes de celles du sol original. Ainsi, une particule ayant déjà été arrachée
sera plus facilement détachable.
– Il considère différentes classes de tailles de sédiments, supposant ainsi que les
sédiments peuvent être conceptuellement séparés en K classes en fonction de leur
diamètre de grain. En raison de la nature sélective du processus de dépôt au
niveau de la taille des grains, la distribution des sédiments composant la couche
de dépôt sera donc différente de celle du sol.
Le modèle HR admet autant d’équations de conservation de la masse en sédiments dans
l’écoulement, cf. (2.8a), et dans la couche de dépôt, cf. (2.8b), que de classes de taille
de sédiments. Ces classes sont indiquées par k allant de 1 à K. L’évolution de la surface
du sol résulte alors de la somme de ces différents processus de détachement et de dépôt,
cf. (2.8c). Le modèle unidimensionnel s’exprime sous la forme suivante :
∀1 ≤ k ≤ K, ∂t(ckh) +∂x(ckhu) = esk + eck + rsk + rck −dk, (2.8a)
∀1 ≤ k ≤ K, ∂tmk =
esk si h = 0,dk − eck − rck sinon, (2.8b)
∂tz =
1
ρs(1− Φ)
(
K∑
k=1
dk − esk − rsk − eck − rck
)
, (2.8c)
où ck [M/L3] est la concentration en sédiments de la classe k, mk [M/L2] la masse
des sédiments déposés par unité de surface, ρs [M/L3] la densité des sédiments, Φ la
porosité du sol et (h, u, z) les variables du système de Saint–Venant vues précédemment.
Dans les termes sources [M/(L2T)], l’indice s fait référence au sol et c à la couche de
sédiments déposés. Les termes sources es et ec sont dus à l’action de la pluie, et rs et
rc à celle du ruissellement, voir la figure 2.3. Les quantités mk interviennent dans le
calcul des termes sources (voir ci-dessous).
Les cinq termes sources du système d’équations (2.8a)-(2.8c) sont dus aux diffé-
rents processus d’érosion du sol original et de la couche de dépôt pour la classe k de
sédiments :
1. esk est le taux de détachement du sol original par la pluie
esk = (1−H)pkaR,
avec
– H = min(mt/m∗t , 1) [-] le degré de protection fourni par les sédiments déposés,
– m∗t [M/L2] la masse de sédiments déposés par unité de surface requis pour
protéger le sol,
– mt =
∑
kmk [M/L2] la masse totale des sédiments déposés par unité de surface,
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Figure 2.3 – Représentation schématique des différents processus d’érosion.
– pk [-] la proportion de la classe de sédiments k dans le sol original,
– a [M/L3] la détachabilité du sol original.
2. eck est le taux de re-détachement de la couche de dépôt par la pluie
eck = H
mk
mt
adR,
où ad [M/L3] est la détachabilité de la couche de sédiments déposés.
Les détachabilités du sol et de la couche de dépôt ainsi que la masse de sédi-
ments déposés requis pour protéger complètement le sol original dépendent d’une
hauteur d’eau critique h0 sous la forme
a =
a0 si h ≤ h0,a0 h0h si h > h0, ad =
ad0 si h ≤ h0,ad0 h0h si h > h0, m∗t =
m∗t0 si h ≤ h0,m∗t0 h0h si h > h0,
(2.9)
où a0 et ad0 sont appelées les détachabilités, respectivement, du sol et de la couche
non cohésive.
3. rsk est le taux de détachement du sol original par le ruissellement
rsk = (1−H)pk
F (Ω− Ωcr)+
J
,
avec
– F [-] la fraction d’excès du stream power effectif en entraînement et ré-
entraînement,
– Ω = ρwghuSf [M/T3] le stream power, ρw [M/L3] étant la densité de l’eau,
– Ωcr [M/T3] le stream power critique,
– J [L2/T2] l’énergie requise par unité de masse en sédiments pour l’entrainement.
Le modèle suppose que Ω doit être supérieur à sa valeur critique Ωcr pour que
le détachement se produise, d’où l’évaluation de la partie positive de (Ω − Ωcr)
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notée (Ω− Ωcr)+.
4. rck est le taux de détachement de la couche de dépôt par le ruissellement
rck = H
mk
mt
F (Ω− Ωcr)+
ρs−ρw
ρs
gh
,
où Ω doit à nouveau être supérieur à sa valeur critique pour qu’il y ait détache-
ment.
5. dk est le taux de dépôt qui dépend à la fois de la vitesse de chute νk [L/T] et de
la concentration en sédiments ck de la classe associée
dk = νkck.
Nous précisons que esk et eck dépendent des variables d’état (h, u, ck) par le taux de
dépôt mk, rsk et rck dépendent directement des variables d’état (h, u, ck), et dk ne
dépend que de ck.
2.2 Résolution numérique
Dans cette section, nous décrivons l’ensemble des méthodes numériques pour la
résolution de notre modèle écoulement/infiltration/érosion.
2.2.1 Écoulements surfaciques et infiltration
Les équations de Saint–Venant constituent un système hyperbolique et nous uti-
lisons un schéma basé sur la méthode des volumes finis pour le discrétiser en espace
de façon conservative. Le schéma utilisé est dit “well–balanced” car il préseve les états
d’équilibre au repos. Il conserve également la positivité de la hauteur d’eau. Dans cette
thèse, nous utilisons un code orienté objet écrit en C++ appelé FullSWOF_2D (pour
Full Shallow Water equations for Overland Flow in 2D 1) pour simuler les écoulements
sans évolution temporelle de la topographie. Il a été développé notamment dans le cadre
du projet ANR METHODE 2, voir [35,40,123].
Nous considérons le système de Saint–Venant (2.1) et introduisons les cinq vecteurs
suivants pour une écriture plus compacte :
U =
 hhu
hv
 , F (U) =
 huhu2 + g2h2
huv
 , G(U) =
 hvhuv
hv2 + g2h2
 ,
BR,I =
R− I0
0
 , BS0(U) =
 0−ghS0x
−ghS0y
 et BSf (U) =
 0−ghSfx
−ghSfy
 .
1. disponible sur http ://www.univ-orleans.fr/mapmo/soft/FullSWOF/
2. projet ANR-07-BLAN-0232 financé par l’Agence Nationale de la Recherche
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U est le vecteur des variables conservatives ; F et G sont les vecteurs flux dans chaque
direction spatiale ; BR,I , BS0 et BSf correspondent aux termes sources, les deux derniers
dépendant de U (par le biais de h et en raison du frottement). Nous séparons le terme
source en trois parties puisque celui relatif à la topographie nécessite un traitement
spécifique dans le cadre d’un schéma “well balanced” et que celui relatif aux termes de
frottement nécessite un traitement spécifique pour la discrétisation en temps. Avec ces
notations, le système de Saint–Venant (2.1) s’écrit
∂tU + ∂xF (U) + ∂yG(U) = BR,I +BS0(U) +BSf (U). (2.10)
Nous considérons un maillage cartésien, présenté à la figure 2.4 pour le cas bidimen-
sionnel. Les cellules Cij = [xi−1/2, xi+1/2] × [yi−1/2, yi+1/2] sont centrées en les points
(xi, yj) où les suites de points (xi+1/2)i∈I et (yj+1/2)j∈J sont définies récursivement par
xi+1/2 = xi−1/2 + ∆x et yj+1/2 = yj−1/2 + ∆y, avec ∆x et ∆y les pas d’espace dans
chaque direction (pris constants pour simplifier) et où I et J sont des ensembles finis.
La formulation volumes finis semi-discrétisée en espace du système (2.10) est
d
dt
Ui,j +
1
∆x(F
?
i+1/2,j − F ?i−1/2,j) +
1
∆y (G
?
i,j+1/2 −G?i,j−1/2) = BR,Ii,j +BS0i,j +BSf i,j ,
(2.11)
où Ui,j est l’approximation de U dans la cellule Ci,j , F ?i+1/2,j (resp. G?i,j+1/2) le flux
numérique à l’interface entre Ci,j et Ci+1,j (resp. entre Ci,j et Ci,j+1) et BR,Ii,j , BS0i,j
et BSf i,j les discrétisations des termes sources. Le terme BR,Ii,j se discrétise de manière
élémentaire ; la discrétisation des deux autres termes sources sera présentée ultérieure-
ment.
y
∆ y
∆ x
Ci,j
x
(xi-1 , yj )
(xi , yj-1 )
xi-1/2 xi+1/2
yi+1/2
yi-1/2
Figure 2.4 – Maillage cartésien.
Par souci de simplicité, nous continuons la description de la discrétisation dans
le cas unidimensionnel. Nous présentons dans ce qui suit les différentes étapes pour
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l’obtention du schéma utilisé, i.e. un schéma volumes finis “well-balanced” du second
ordre (en espace et en temps).
Flux numérique
Nous utilisons le flux numérique HLL (Harten et al. [59]) qui est relativement simple
d’implémentation et permet une bonne précision tout en étant peu coûteux en temps
de calcul. Ce flux s’écrit sous la forme
F(Ul, Ur) =

F (Ul) si σ1 > 0,
σ2F (Ul)− σ1F (Ur)
σ2 − σ1 +
σ1σ2
σ2 − σ1 (Ur − Ul) si σ1 < 0 < σ2,
F (Ur) si σ2 < 0,
(2.12)
où
σ1 = inf
U∈{Ul,Ur}
inf
j∈{1,2}
λj(U), σ2 = sup
U∈{Ul,Ur}
sup
j∈{1,2}
λj(U),
et λ1(U) = u −
√
gh, λ2(U) = u +
√
gh sont les valeurs propres de la jacobienne du
système donnée par
∂F
∂U
=
(
0 1
gh− u2 2u
)
.
L’utilisation la plus simple du flux numérique consiste à poser dans (2.11)
F ?i+1/2 = F(Ui, Ui+1), (2.13)
mais nous allons maintenant modifier les arguments de F afin d’assurer d’une part une
montée en ordre et d’autre part un schéma “well balanced”.
Ordre deux en espace
Afin d’obtenir une précision du second ordre en espace, nous reconstruisons nos
variables par une reconstruction ENO modifiée linéaire et un limiteur de pente minmod.
Il s’agit d’une méthode classique pour étendre la précision d’un schéma volumes finis
(voir par exemple Leveque [85], Bouchut [16] et Delestre [35]).
Soit y une fonction scalaire à valeurs réelles. La reconstruction ENO modifiée du
second ordre est définie comme suit :
yi−1/2+ = yi −
∆x
2 Deno,m(y)i, yi+1/2− = yi +
∆x
2 Deno,m(y)i, (2.14)
avec
Deno,m(y)i = minmod(Deno(y)i, αeno,MDmm(y)i), (2.15)
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l’opérateur minmod suivant :
minmod(a, b) =

min(a, b) si a, b ≥ 0,
max(a, b) si a, b ≤ 0,
0 sinon,
(2.16)
et où Dmm(y)i et Deno(y)i sont les pentes respectives de la reconstruction MUSCL
(Monotonic Upwind Scheme for Conservation Law, Van Leer [143]) et ENO (Essentially
Non Oscillatory, Harten et al. [58]). Nous choisissons la reconstruction ENO modifiée
car elle offre un bon compromis entre précision et stabilité. En effet, l’opérateur de
reconstruction MUSCL, bien que stable, peut engendrer une perte de précision alors
que l’opérateur ENO est en général plus précis mais peut introduire des instabilités et
engendrer une perte du principe du maximum. La dérivée discrète MUSCL est définie
par
Dmm(y)i = minmod
(
yi − yi−1
∆x ,
yi+1 − yi
∆x
)
, (2.17)
alors que la dérivée discrète ENO s’écrit
Deno(y)i = minmod
(
yi − yi−1
∆x + αeno
∆x
2 D
2(y)i−1/2,
yi+1 − yi
∆x − αeno
∆x
2 D
2(y)i+1/2
)
,
(2.18)
avec
D2(y)i+1/2 = minmod
(
yi+1 − 2yi + yi−1
∆x2 ,
yi+2 − 2yi+1 + yi
∆x2
)
. (2.19)
Comme conseillé dans Bouchut [17], nous prenons αeno = 0.25 dans l’équation (2.18)
et αeno,M = 1.8 dans l’équation (2.15).
Dans le cas des équations de Saint-Venant (2.11), nous appliquons cette reconstruc-
tion ENO modifiée aux variables h, u et h+z (ce qui conduit également par soustraction
à une reconstruction de z, permettant de traiter correctement les interfaces sec/mouillé
(Audusse et al. [7])). De nouvelles variables reconstruites sont alors obtenues, notées
hi+1/2±, ui+1/2± et zi+1/2±. Ces reconstructions vérifient les relations de conservation
hi−1/2+ + hi+1/2−
2 = hi et
hi−1/2+ui−1/2+ + hi+1/2−ui+1/2−
2 = hiui. (2.20)
Schéma “well-balanced”
Il n’est pas évident d’obtenir un schéma préservant les états d’équilibre (en particu-
lier les équilibres au repos). Cette particularité est réputée importante dans un contexte
de modélisation du ruissellement. En l’absence de frottement et de termes source dus
à la pluie ou à l’infiltration, les états d’équilibre sont caractérisés par{
∂th = 0,
∂tu = 0,
⇒
{
∂x(hu) = 0,
∂x(h+ z + u2/g) = 0.
(2.21)
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Pour simplifier, nous nous restreignons aux états d’équilibre au repos (u  √gh)
caractérisés par les relations u = 0 et h+ z = cst.
Afin de préserver les états d’équilibre, l’idée depuis Greenberg et Leroux [52] consiste
à modifier les arguments du flux numérique F en lien avec une évaluation particulière du
terme source BS0 . Suite aux travaux de Audusse et al. [7], Bouchut [16] et Marche [93],
on introduit les reconstructions hydrostatiques suivantes :
hi+1/2L = max
(
0, hi+1/2− + zi+1/2− −max(zi+1/2−, zi+1/2 +)
)
,
hi−1/2R = max
(
0, hi−1/2 + + zi−1/2 + −max(zi−1/2−, zi−1/2 +)
)
,
Ui+1/2L =
(
hi+1/2L, hi+1/2Lui+1/2−
)t
,
Ui−1/2R =
(
hi−1/2R, hi−1/2Rui−1/2 +
)t
.
(2.22)
Puis (toujours en l’absence de frottement), on écrit le schéma (2.11) sous la forme
d
dt
Ui +
1
∆x(F
?
i+1/2L − F ?i−1/2R) = BR,Ii +BS0i , (2.23)
avec
F ?i+1/2L = F
(
Ui+1/2L, Ui+1/2R
)
+
 0g
2
(
(hi+1/2−)2 − (hi+1/2L)2
)
 , (2.24a)
F ?i−1/2R = F
(
Ui−1/2L, Ui−1/2R
)
+
 0g
2
(
(hi−1/2 +)2 − (hi−1/2R)2
)
 , (2.24b)
et
BS0i =
(
0
−g2
(
hi−1/2 + + hi+1/2−
)
(zi+1/2− − zi−1/2 +)
)
. (2.25)
Discrétisation en temps
Le schéma d’Euler explicite pour (2.23) s’écrit sous la forme
Un+1 = Un + ∆tΦn, (2.26)
avec
Φn = − 1∆x
(
F ?ni+1/2L − F ?ni−1/2R
)
+BnR,Ii +B
n
S0i
, (2.27)
où l’indice supérieur n au membre de droite signifie une évalutation avec Un.
Pour obtenir un schéma d’ordre deux en temps, nous utilisons le schéma de Heun,
qui est une méthode de prédiction-correction du second ordre simple d’implémentation
et possédant de bonnes propriétés de stabilité (sous condition CFL). Le schéma de
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Heun s’écrit
Uˆn+1 = Un + ∆tΦn,
Uˇn+1 = Uˆn+1 + ∆tΦˆn+1,
Un+1 = U
n + Uˇn+1
2 ,
(2.28)
où Φˆn+1 est évalué comme dans (2.27) en utilisant Uˆn+1 comme argument.
Le terme de frottement est traité de manière semi-implicite pour des raisons de
stabilité et de préservation des états d’équilibre au repos. Pour plus de détails, on
pourra se référer à Bristeau et Coussin [23]. Pour le schéma de Heun d’ordre deux, l’idée
consiste à décomposer chacun des sous-pas en une première étape explicite sans friction
(utilisant la technique de reconstruction hydrostatique ci-dessus) et une deuxième étape
semi-implicite avec la friction seule. Ainsi, le premier sous-pas du schéma de Heun est
décomposé selon {
Uˆn+1∗ = Un + ∆tΦn,
Uˆn+1 = Uˆn+1∗ + ∆tΨ(Un, Uˆn+1∗, Uˆn+1).
(2.29)
Dans le cas de la loi de frottement de Manning (2.2), on prend
Ψ(Un, Uˆn+1∗, Uˆn+1) =
 0
−gK2 (̂hu)
n+1|un|
(hˆn+1∗)4/3
 (2.30)
dont la deuxième composante fournit une approximation consistante de
−ghK2u|u|/h4/3. Dans le cas de la loi de frottement de Darcy-Weisbach (2.3),
on prend
Ψ(Un, Uˆn+1∗, Uˆn+1) =
 0
−f (̂hu)
n+1|un|
8hˆn+1∗
 (2.31)
dont la deuxième composante fournit une approximation consistante de −fu|u|/8. Le
deuxième sous-pas du schéma de Heun est traité de manière analogue.
2.2.2 Écoulements surfaciques, infiltration et érosion
Nous considérons le modèle couplé des équations de Saint–Venant avec le modèle
HR pour la prédiction des processus de ruissellement et d’érosion. La résolution nu-
mérique s’appuie sur les travaux de thèse de Minh Le [83]. Nous séparons le système
d’équations complet en deux groupes : le premier, cf. (2.32a), concerne le ruissellement
et le transport de sédiments, le second cf. (2.32b)-(2.32c), concerne l’érosion et le dé-
pôt ainsi que l’évolution de la topographie. Pour simplifier l’écriture, la résolution est
décrite dans le cas unidimensionnel. Le système complet s’écrit
2.2. Résolution numérique 33

∂
∂t
h+ ∂
∂x
(hu) = R− I,
∂
∂t
(hu) + ∂
∂x
(
hu2 + gh
2
2
)
= −ghS0 − Sf ,
∂t(hck) + ∂x(hcku) = esk + elk + rsk + rlk − dk, ∀1 ≤ k ≤ K,
(2.32a)
∀1 ≤ k ≤ K, ∂tmk = wk :=
esk si h = 0,dk − eck − rck sinon, (2.32b)
∂tz =
1
ρs(1− Φ)
K∑
k=1
(dk − esk − rsk − eck − rck) . (2.32c)
Nous introduisons les sept vecteurs suivants :
W =

h
hu
hc1
...
hcK
 , Fc(W ) =

hu
hu2 + g2h2
huc1
...
hucK
 , BSV (W ) =

R− I
−ghS0 − ghSf
0
...
0
 ,
Wc =

hc1
...
hcK
 , Bero(Wc) =

es1 + el1 + rs1 + rl1 − d1
...
esK + elK + rsK + rlK − dK
 ,
M =

m1
...
mK
z
 et D =

w1
...
wK
1
ρs(1−Φ)
∑K
k=1 (dk − esk − rsk − elk − rlk)
 .
Le système complet se réécrit ainsi sous la forme compacte
∂tW + ∂xFc(W ) = BSV (W ), (2.33a)
∂tWc = Bero(Wc) et ∂tM = D. (2.33b)
À chaque pas de temps, la résolution numérique se décompose en deux étapes : (1) la
résolution du système de Saint–Venant couplé aux K équations de transport pour les
sédiments dans l’écoulement, cf. (2.33a) (on notera l’absence de termes sources dans
les équations de transport pour les sédiments) ; (2) la résolution du système d’équa-
tions différentielles (2.33b) décrivant la contribution de l’érosion et l’évolution de la
topographie.
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Résolution écoulement surfacique/transport de sédiments
La résolution du système (2.33a) est réalisée au moyen d’un schéma volumes finis
“well-balanced” du second ordre en espace et du premier ordre en temps. Elle a été
réalisée dans le cadre de la thèse de Minh Le [83]. Nous reprenons les mêmes notations
qu’à la sous-section 2.2.1 pour l’écoulement surfacique. Hormis l’utilisation du schéma
d’Euler explicite à la place du schéma de Heun (2.26)-(2.27), il s’agit essentiellement
de la même méthode qu’à la section 2.2.1. Afin d’éviter les répétitions, les différentes
étapes sont énumérées mais non détaillées.
– Reconstruction des variables h, u, z + h et ck, ∀1 ≤ k ≤ N , par l’opérateur
de reconstruction MUSCL. On obtient les nouvelles variables hi+1/2±, ui+1/2±,
zi+1/2± et ck,i+1/2±.
– Reconstruction hydrostatique des variables h et u pour obtenir un schéma
“well-balanced”. Les variables hi+1/2L,R et ui+1/2L,R sont toujours reconstruites
selon (2.22).
– Résolution du système de Saint–Venant (en l’absence de frottement) avec les
variables reconstruites. On obtient alors le schéma (2.23) avec le flux numérique
HLL (2.24a)-(2.24b) et le terme source modifié (2.25).
– Traitement semi-implicite du terme de frottement BSf . La friction est traitée de
manière semi-implicite dans le cadre du schéma d’Euler explicite (2.26)-(2.27) en
prenant {
Un+1∗ = Un + ∆tΦn,
Un+1 = Un+1∗ + ∆tΨ(Un, Un+1∗, Un+1).
(2.34)
– Résolution des K équations du transport des sédiments, ∀1 ≤ k ≤ K,
(hck)∗n+1i − (hck)ni = −
∆t
∆x(F
?n
k,i+1/2L − F ?nk,i−1/2R), (2.35)
avec
F ?nk,i+1/2L = (F ?nh )i+1/2Lcnk,i+1/2−,
F ?nk,i−1/2R = (F ?nh )i−1/2Rcnk,i−1/2 +,
(2.36)
F ?nh étant la première composante du vecteur flux donné par (2.24a)-(2.24b).
Nous employons la notation (hck)∗n+1 dans (2.35) pour indiquer que les termes sources
doivent encore être pris en compte dans l’équation de transport des sédiments. Les
indices supérieurs n font référence au pas n du schéma d’Euler et ∆t représente le pas
de temps.
Résolution des processus d’érosion
Après avoir résolu le système (2.33a) et obtenu les variables hn+1, un+1 et (hck)∗n+1,
la seconde étape consiste à résoudre le système (2.33b) relatif aux processus de déta-
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chement et de dépôt. Ce système admet un traitement différent si l’on est en situation
de ruissellement ou non. Dans la suite, nous distinguons donc les deux situations :
hn+1 = 0 et hn+1 > 0. Dans ce qui suit, les différentes variables ne sont pas discrétisées
en espace pour ne pas surchager les notations.
Sans ruissellement (hn+1 = 0)
Les sédiments détachés par l’impact des gouttes de pluie ne sont pas transportés mais
s’accumulent dans la couche de dépôt. Il n’y a pas d’évolution de la topographie. La
concentration sédimentaire est nulle et seule l’incrémentation de la variable mk est
nécessaire {
(hck)n+1 = 0,
mn+1k = m
n
k + ∆ten+1sk .
(2.37)
L’indice supérieur (n+ 1) sur les termes sources indique que leur évaluation se fait en
utilisant l’état de l’écoulement au temps (n+ 1).
Avec ruissellement (hn+1 > 0)
Lorsque l’eau ruisselle à la surface du sol, les sédiments détachés sont transportés. Ce-
pendant, seuls les sédiments dont le diamètre est inférieur à la hauteur de l’écoulement
sont en suspension, les autres sont assimilés à la couche de dépôt. La résolution du
système (2.32b) dépend donc du diamètre dsk de la classe de sédiment k :
– si dsk ≥ hn+1 {
(hck)n+1 = 0,
mn+1k = m
n
k + (hck)n + ∆ten+1sk ,
(2.38)
ce qui revient à prendre enck = r
n
ck = rsk = 0, d
n
k = 1∆t(hck)∗n+1 et à négliger le
transport advectif.
– si dsk < hn+1{
(hck)n+1 = (hck)∗n+1 + ∆t(esk + eck + rsk + rck − dk)n+1,
mn+1k = m
n
k + ∆t(dk − eck − rck)n+1.
(2.39)
– Mise à jour de la topographie :
zn+1 = zn + ∆t
ρs(1− Φ)
∑
{k|dsk<hn+1}
(dk − esk − rsk − eck − rck)n+1. (2.40)
2.3 Illustration des processus
Dans cette section, nous présentons quelques cas tests déterministes afin d’illustrer
les processus d’infiltration et d’érosion qui sont étudiés en détail dans les Chapitres 4
et 5 dans le cadre d’une modélisation stochastique.
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2.3.1 Infiltration
Comme évoqué à la section 1.2.2 du chapitre introductif, la conductivité hydrau-
lique à saturation Ks joue un rôle prépondérant dans le processus d’infiltration, et ceci
indépendamment du modèle choisi. Ks représente la valeur maximale du taux d’infil-
tration et il est clair qu’au vu de l’équation (2.7), la capacité d’infiltration Ic(t) tend
vers Ks lorsque t est suffisamment grand. Nous nous focalisons tout d’abord sur cette
valeur limite et nous nous intéressons à l’évolution temporelle de la capacité d’infiltra-
tion et de l’infiltration cumulée I∗(t) calculée via l’équation (2.7) pour un apport d’eau
provenant d’une pluie de 60 mm.h−1 d’intensité et les valeurs de paramètres suivantes :
θs − θi = 0.3, hf = 0.023 m.
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Figure 2.5 – Évolution temporelle de la capacité d’infiltration Ic(t) et de l’infiltration
cumulée I∗(t) lors d’un apport d’eau de taux égal à 60 mm.h−1.
La figure 2.5 représente l’évolution temporelle de Ic(t) et I∗(t) pour deux valeurs de
Ks (Ks = 1 et 5 mm.h−1). On observe bien la convergence des capacités d’infiltration
vers la valeur de la conductivité hydraulique à saturation. Les valeurs de Ic décroissent
très rapidement au début de l’événement puis leur convergence vers Ks ralentit si-
gnificativement. On voit que dans le cas présent, les valeurs de Ic étant inférieures à
l’apport d’eau (60 mm.h−1), nous sommes tout de suite en présence de ruissellement.
Concernant le taux d’infiltration cumulé I∗, son comportement est plus uniforme.
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Configuration de référence et hydrogramme type
Une fois la convergence de Ic vers Ks vérifiée, nous nous intéressons maintenant aux
allures des hydrogrammes de sortie lors d’un événement pluvieux en faisant varier les
valeurs de Ks. Cette étude est motivée par le fait que Ks présente en général une très
forte variabilité spatiale (voir section 1.2.2). Nous considérons un plan unidimensionnel
de longueur L = 4.8 m et de pente constante ∂xz = 2% sur lequel nous simulons
une pluie constante, uniforme, de taux égal à 60 mm.h−1 sur une durée de 125 s. La
configuration initiale est présentée sur la figure 2.6(a). Les paramètres du sol, excepté
Ks, sont supposés uniformes le long du domaine et prennent les valeurs suivantes :
f = 0.25 (pour la loi de Darcy–Weisbach), θs − θi = 0.3, hf = 0.023 m.
L’hydrogramme (débit à l’exutoire) d’un événement pluvieux se décompose en trois
phases, présentées sur la figure 2.7 pour une configuration de sol imperméable :
1. Montée : il s’agit de la phase transitoire au cours de laquelle le débit à l’exutoire
croît jusqu’à atteindre sa valeur limite.
2. Équilibre : il s’agit de la phase pendant laquelle le débit à l’exutoire est égal à sa
valeur limite et l’écoulement est stationnaire. Cette phase débute quand toutes
les caractéristiques se propageant vers l’aval ont atteint l’exutoire.
3. Assèchement : il s’agit de la phase transitoire au cours de laquelle le débit à
l’exutoire décroît jusqu’à devenir nul. Cette phase débute à l’arrêt de la pluie.
(a) Configuration initiale pour des paramètres uni-
formes.
(b) Configuration initiale pour des Ks distribués.
Figure 2.6 – Configurations initiales.
Impact des valeurs de Ks sur les hydrogrammes
Dans le cas de la configuration initiale décrite précédemment (voir la figure 2.6(a)),
nous prenons différentes valeurs pour le paramètre Ks, uniformes sur tout le domaine.
Les différents hydrogrammes obtenus sont présentés sur la figure 2.8. Les valeurs de
la conductivité hydraulique à saturation modifient considérablement l’allure des hy-
drogrammes. Les hydrogrammes obtenus sur des sols perméables montrent que l’état
d’équilibre n’est pas atteint. Une partie (ou la totalité) de l’eau provenant de la pluie
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Figure 2.7 – Hydrogramme type (débit à l’exutoire) pour une configuration imper-
méable.
s’infiltrant dans le sol, le ruissellement n’apparaît pas dès le début de la pluie et les
débits à l’exutoire sont largement diminués, si bien que la seconde phase de l’hydro-
gramme (équilibre) n’est pas atteinte. Changer la valeur de Ks impacte donc consi-
dérablement le débit maximal obtenu à l’exutoire. Par rapport à un sol imperméable
(Ks = 0 mm.h−1), celui-ci est diminué de 20% pour Ks = 1 mm.h−1 et de moitié pour
Ks = 4 mm.h−1. En outre, la valeur de Ks impacte fortement l’aire sous la courbe des
débits qui représente le volume d’eau ruissellée. Par rapport au cas Ks = 0 mm.h−1,
cette aire décroît respectivement de 40%, 60% et 77% pour les valeurs de Ks égales à
1, 4 et 10 mm.h−1.
Impact de la distribution des Ks sur les hydrogrammes
Comme la conductivité hydraulique à saturation peut présenter une variabilité spa-
tiale relativement importante, nous nous intéressons à l’impact de la distribution de Ks
sur l’allure des hydrogrammes. Nous considérons maintenant la configuration initiale
décrite à la figure 2.6(b). Le domaine est découpé en trois sous-domaines de longueur
égale et auxquels une valeur de Ks différente est attribuée. Il est alors possible, par
exemple, de considérer un sol fortement infiltrant en amont, imperméable en aval et
intermédiaire au milieu. Dans un premier temps, nous choisissons deux configurations
où le sous-domaine aval est imperméable alors que l’eau peut s’infiltrer sur le reste
du domaine. Les courbes de débit obtenues sont présentées sur la figure 2.9. Les débits
calculés avec les conductivités hydrauliques à saturation spatialisées, en plus d’être infé-
rieurs à celui de la configuration imperméable, présentent différents paliers. Ces paliers
correspondent à la contribution en eau des sous-domaines en amont de l’exutoire. Par
exemple, les premières parties des hydrogrammes sont égales à celle de la configuration
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Figure 2.8 – Hydrogrammes (débits à l’exutoire) obtenus pour différentes valeurs de
Ks sur la configuration initiale avec Ks uniforme en espace.
imperméable. Ceci s’explique par le fait que, au début d’un événement pluvieux, seul le
bas du domaine approvisionne l’exutoire en eau. L’aval du domaine étant imperméable,
les courbes sont donc superposées jusqu’au moment où l’eau provenant de l’amont at-
teint l’exutoire et contribue au débit à l’exutoire. Ainsi, la distribution des Ks le long
du domaine a un impact significatif sur l’apport en eau au niveau de l’exutoire et donc
sur la forme des hydrogrammes de sortie.
Dans un second temps, nous choisissons trois valeurs de Ks pour représenter
trois types de sol bien différents : Ks = 1 mm.h−1 pour une infiltration faible,
Ks = 10 mm.h−1 pour une infiltration intermédiaire et Ks = 40 mm.h−1 pour une infil-
tration forte. Ces trois valeurs de Ks sont attribuées à chacun des trois sous-domaines.
Nous observons ainsi les débits à l’exutoire en fonction de la distribution des Ks. Les
résultats obtenus pour quatre des différentes distributions des trois valeurs de Ks sont
présentés à la figure 2.10. “faible - inter. - forte” signifie que le sous-domaine amont ad-
met une infiltration faible, celui du milieu une infiltration intermédiaire et celui en aval
une infiltration forte. Clairement, la distribution des Ks influence considérablement les
débits à l’exutoire. Par exemple, la configuration où le sous-domaine relatif à la forte
infiltration est situé en aval conduit à des débits nuls à l’exutoire, alors que si celui-ci
est localisé au milieu du domaine, le débit de sortie est non nul et son hydrogramme
prend la forme d’un plateau bien marqué. Cette différence s’explique par le fait que
l’on assigne au sous-domaine aval une valeur de Ks suffisamment élevée pour lui per-
mettre d’infiltrer toute l’eau de pluie tombant localement plus toute l’eau s’écoulant de
l’amont. Les débits ainsi que leurs maxima sont très différents d’un choix de distribution
à l’autre. Les mêmes remarques peuvent être faites pour les volumes d’eau ruisselée,
correspondant aux aires sous les courbes de débits. Ainsi, distribuer différemment trois
mêmes valeurs de Ks le long d’un domaine peut changer significativement les débits et
les volumes d’eau ruisselée.
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Figure 2.9 – Hydrogrammes (débits à l’exutoire) obtenus pour différentes distributions
de Ks sur trois sous-domaines, le sous-domaine aval étant imperméable.
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Figure 2.10 – Hydrogrammes (débits à l’exutoire) obtenus pour différentes distribu-
tions de Ks sur trois sous-domaines.
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2.3.2 Érosion
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Figure 2.11 – Résultats : (a) variation de la topographie entre les instants t = 0 s et
t = 600 s pour le modèle HR complet et le modèle HR avec détachement par la pluie
uniquement ; (b) distribution spatiale de la hauteur d’eau et de la vitesse au temps
T = 600 s.
Nous avons vu à la section 1.2.3 du chapitre introductif que le processus érosif
peut être décomposé en trois étapes distinctes qui sont le détachement par la pluie, le
détachement par le ruissellement et le dépôt. En outre, les interactions existant entre
ces trois étapes sont jusqu’à présent méconnues et la plupart des études les traitent
séparément. Les cas tests déterministes qui suivent visent en particulier à illustrer l’im-
portance du choix de la description. Notre démarche consiste ici à ne considérer qu’une,
deux ou trois de ces étapes. Tout d’abord, nous considérons un plan unidimensionnel
de 5 m de long et de pente constante ∂xz = 5%, sur lequel nous simulons une pluie
uniforme et constante de 60 mm.h−1 sur une durée T = 600 s. Tous les paramètres sont
pris uniformes. Les résultats obtenus sont présentés sur les figures 2.11(a) et 2.11(b). La
différence entre la topographie à l’instant T (où la pluie est arrêtée) et la topographie
initiale à l’instant t = 0 s est présentée sur la figure 2.11(a) pour les deux modèles (com-
plet et détachement par la pluie uniquement). Les profils de hauteur d’eau et vitesse à
l’instant T = 600 s sont présentés à la figure 2.11(b) (ces profils sont pratiquement indé-
pendants du modèle d’érosion). Les deux courbes de la figure 2.11(a) sont parfaitement
superposées sur les deux tiers amont du domaine, elles sont relativement constantes sur
la première moitié puis croissent. Ce comportement est typique du détachement par la
pluie. En effet, lors d’une pluie sur un plan unidimensionnel, les hauteurs d’eau ainsi
que les vitesses présentent des profils croissants le long du domaine, l’eau s’accumule
vers l’aval et l’écoulement gagne de la vitesse en descendant la pente. Ainsi, pour le
modèle HR avec détachement par la pluie uniquement, les sédiments sont arrachés par
l’impact des gouttes de pluie selon un taux uniforme sur la partie amont du domaine
(proportionnel au paramètre de détachabilité a0, voir la sous-section 2.1.3). Ensuite,
ce taux de détachement diminue car la hauteur d’eau crée une couche protégeant le
sol des impacts des gouttes. Le point de cassure de la courbe rouge (figure 2.11(a))
correspond au point où le profil de la hauteur d’eau atteint la hauteur d’eau critique
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h0 (voir l’équation (2.9)). Dans le cas du modèle HR complet, sur la partie amont du
domaine, le détachement ne provient que de la pluie car la vitesse d’écoulement n’est
pas assez importante pour arracher des sédiments, ce qui explique que les courbes des
deux modèles sont confondues sur les deux tiers amont du domaine sur la figure 2.11(a).
Le point à partir duquel la différence de topographie change de tendance et augmente
significativement, correspond au point où la vitesse atteint une valeur limite. Cette
valeur limite correspond à un stream power Ω supérieur au stream power critique Ωcr,
ce qui permet ainsi le détachement par le ruissellement qui est une fonction croissante
des vitesses. Au vu des résultats sur la variation de la topographie pour un simple cas
test unidimensionnel, le choix du modèle d’érosion apparaît déjà essentiel.
Figure 2.12 – Topographie initiale de la parcelle.
Le cas test précédent étant relativement simple, nous nous intéressons maintenant à
une configuration bidimensionnelle présentant des microtopographies. Nous considérons
une parcelle de 5 m de long et 1.5 m de large extraite du modèle numérique de terrain
(MNT) d’un bassin versant et présentée sur la figure 5.23. Nous simulons le même
événement pluvieux que précédemment, à savoir une pluie constante et uniforme de
60 mm.h−1 d’intensité sur une durée T = 600 s. Les résultats obtenus avec le modèle HR
complet et le modèle HR avec détachement par la pluie uniquement sont présentés sur
la figure 2.13. Tout d’abord, les hauteurs d’eau et les champs de vitesses sont similaires
pour les deux modèles d’érosion. Les hauteurs d’eau et les vitesses à l’instant final sont
présentés en haut de la figure 2.13. Les microtopographies de la parcelle entrainent la
formation d’une rigole où l’écoulement se concentre et les vitesses sont plus grandes.
La variation de la topographie entre les instants initial et final est présentée en bas
de la figure 2.13, à gauche pour le modèle HR complet, à droite pour le modèle HR
avec détachement par la pluie uniquement. Une nette différence apparaît entre les deux
modèles au niveau de la rigole alors que sur le reste du domaine, les résultats sont
semblables. Le modèle HR complet prédit un arrachement sur l’ensemble du domaine
et ne conduit pas à une zone de dépôt à l’aval de la rigole comme pour le modèle HR
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avec détachement par la pluie uniquement. En effet, l’eau accumulée à l’aval de la rigole
forme une couche protectrice contre les impacts des gouttes de pluie. Ainsi, le deuxième
modèle conduit à un taux d’arrachement moindre ou nul, ce qui permet aux sédiments
de se déposer. De plus, au niveau de la rigole, les champs de vitesses sont plus élevés
permettant ainsi le détachement des sédiments par le ruissellement notamment dans
le cas du modèle HR complet. Les quantités érodées et déposées sont fournies dans le
tableau 2.1. Le détachement est clairement plus important dans le cas du modèle HR
complet alors que les quantités de sédiments en suspension sont comparables.
Figure 2.13 – Résultats pour la topographie initiale de la figure 5.23. En haut : hauteur
d’eau (à gauche) et vitesse (à droite) à l’instant final t = T . En bas : variation de la
topographie entre les instants final et initial, à gauche pour le modèle HR complet, à
droite pour le modèle HR avec détachement par la pluie uniquement.
Tableau 2.1 Bilan sédimentaire pour les trois configurations testées : (1) événement
pluvieux et modèle HR complet, (2) événement pluvieux et modèle HR avec détache-
ment par la pluie uniquement et (3) apport d’eau en amont et modèle HR de détache-
ment par le ruissellement.
Modèle HR quantité sortie(g)
quantité dé-
posée (g)
quantité dé-
tachée (g)
quantité en sus-
pension (g)
(1) complet 230 0 249 19
(2) pluie 141 5 163 16
(3) ruissellement 158 0 160 2
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Enfin, pour mieux observer la différence entre les processus de détachement par
la pluie et par le ruissellement, nous simulons sur cette même parcelle un écoulement
généré par une hauteur d’eau de 2 cm imposée en amont du domaine. Ici, il n’est
plus question de détachement par la pluie, les résultats ne sont donc pas comparables
quantitativement avec les précédents. La figure 2.14 présente la hauteur d’eau et la
vitesse à l’instant final t = T ainsi que la variation de la topographie entre les instants
initial et final. Les quantités hydrauliques (hauteur et vitesse) sont plus importantes
car l’eau provient d’un apport en amont. Les hauteurs d’eau sont sensiblement plus
importantes au niveau de la rigole et les champs de vitesses sont clairement plus élevés
sur tout le domaine. D’ailleurs, la distinction au niveau de la rigole, où l’on avait des
vitesses plus importantes, est moins évidente. Dans cette configuration, il n’y a pas
de dépôt de sédiments, l’arrachement se fait sur tout le domaine et la rigole semble
plus étalée et moins marquée. On peut remarquer dans le tableau 2.1 que les quantités
détachées sont comparables à celles obtenues pour le modèle HR avec détachement par
la pluie uniquement. De plus, la masse de sédiments en suspension est plus faible dans
le cas du détachement par le ruissellement uniquement.
Figure 2.14 – Résultats pour le modèle HR avec détachement par le ruissellement,
avec une hauteur d’eau amont imposée à 2 cm. En haut : hauteur d’eau (à gauche) et
vitesse (à droite) à l’instant final t = T . En bas : variation de la topographie entre les
instants final et initial.
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Dans ce chapitre, nous définissons et détaillons le cadre probabiliste ainsi que les
outils statistiques utilisés pour la propagation et quantification des incertitudes para-
métriques.
3.1 Quelques éléments et définitions de la théorie des pro-
babilités
3.1.1 Cadre probabiliste
Espace de probabilité
Nous nous plaçons dans un espace de probabilité P := (Θ,Σ, P ) tel que Θ est
un ensemble d’événements aléatoires, Σ sa σ-algèbre associée, et P une mesure de
probabilité. Un tel espace de probabilité est dit complet s’il vérifie :
A,B ∈ Σ avec A ⊂ B et P (B) = 0⇒ P (A) = 0. (3.1)
Un espace de probabilité pouvant toujours être complété, nous supposons donc impli-
citement les espaces de probabilité complets. L’espace (Θ,Σ, P ) admet les propriétés
suivantes : P (Θ) = 1 et pour tout A,B ∈ Σ,
– P (A) ≤ P (B) pour A ⊆ B,
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– P (A¯) = 1− P (A), où A¯ = Θ \A,
– P (A ∪B) = P (A) + P (B)− P (A ∩B).
On dit qu’une propriété est satisfaite presque sûrement en θ (en abrégé, p.s. en θ) si elle
est satisfaite pour tout θ ∈ A¯ où P (A) = 0. En cas d’événements indépendants dans
des ensembles Θ1, . . . ,ΘN , on peut définir l’espace de probabilité produit (Θ,Σ, P ) à
partir des espaces (Θk,Σk, Pk) pour k = 1, · · · , N , tel que
Θ = Θ1 × · · · ×ΘN ,
Σ = Σ1 × · · · × ΣN ,
P = P1 × · · · × PN .
Dans le cas où les espaces (Θk,Σk, Pk) sont identiques, l’espace produit associé sera
noté (ΘN ,ΣN , PN ).
Soient (Θ,ΣΘ) et (Θ′,ΣΘ′) deux espaces mesurables. La fonction h : Θ → Θ′ est
dite mesurable de (Θ,ΣΘ) dans (Θ′,ΣΘ′) si, pour tout événement B de ΣΘ′ , on a
h−1(B) ≡ {θ ∈ Θ : h(θ) ∈ B} ∈ ΣΘ. (3.2)
Variables et vecteurs aléatoires
Soient un espace de probabilité (Θ,Σ, P ) et une fonction X : Θ→ R mesurable de
(Θ,Σ, P ) dans (R,B), où B est la tribu borélienne de R (l’utilisation de la mesure de
Lebesgue dans R notée dx, étant sous-entendue). Alors, X est une variable aléatoire à
valeurs réelles notée X(θ). On définit la distribution (ou loi de probabilité) de X, notée
Q : B → R, comme étant la mesure de probabilité induite par la transformation X de
Θ dans R sur l’espace mesurable (R,B) :
Q(B) = P (X−1(B)), ∀B ∈ B. (3.3)
Cette définition implique alors que X est une variable aléatoire si et seulement si
X−1((−∞, x]) ∈ Σ, ∀x ∈ R.
Il est possible d’étendre cette définition aux fonctions X Rd-mesurables de (Θ,Σ)
dans (Rd,Bd). Ainsi, si toutes les composantes de X sont des variables aléatoires, alors
X est appelé vecteur aléatoire.
Intégrabilité
Pour X : (Θ,Σ, P )→ (R,B), où B est la tribu borélienne de R, l’intégrale de X par
rapport à P sur l’événement A ∈ Σ s’écrit∫
Θ
1A(θ)X(θ)dP (θ) =
∫
A
X(θ)dP (θ), (3.4)
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où 1A est la fonction indicatrice de A. Si cette intégrale existe et est finie, X est alors
dite P -intégrable sur A. On note X ∈ L1(Θ,Σ, P ) lorsque X est P -intégrable sur
Θ. Un vecteur aléatoire X est dit P -intégrable sur A si toutes ses composantes sont
individuellement P -intégrables sur A.
Espérance
Dans le cas particulier où le domaine d’intégration est A = Θ, l’intégrale (3.4)
ci-dessus représente l’opérateur espérance que nous noterons E[·] :
E[X] ≡
∫
Θ
X(θ)dP (θ). (3.5)
Soient X et Y deux variables aléatoires réelles définies sur l’espace de probabilité
(Θ,Σ, P ) et P -intégrables sur Θ. L’espérance admet les propriétés suivantes :
– linéarité : E[aX + bY ] = aE[X] + bE[Y ], ∀a, b ∈ R2,
– X ≥ 0 (ce qui signifie X(θ) ≥ 0 p.s. en θ) =⇒ E[X] ≥ 0,
– Y ≤ X =⇒ E[Y ] ≤ E[X],
– |E[X]| ≤ E[|X|].
Espace L2
On note L2(Θ,Σ, P ) l’espace des variables aléatoires réelles X du second ordre
définies sur (Θ,Σ, P ), c’est-à-dire telles que E
[|X|2] <∞. Une propriété importante de
L2(Θ,Σ, P ) (utilisée par la suite), est qu’il peut être équipé d’un produit scalaire grâce à
l’opérateur d’espérance en posant, pour tout X,Y ∈ L2(Θ,Σ, P ), (X,Y )L2 := E[XY ].
La norme associée est notée ‖X‖L2 = E[X2]1/2.
3.1.2 Variables aléatoires réelles
Fonction de répartition d’une variable aléatoire réelle
Soient (Θ,Σ, P ) un espace de probabilité et X une variable aléatoire réelle de dis-
tribution. La fonction de répartition, ou loi de distribution, de X, notée FX : R → R
est définie telle que, pour tout x ∈ R,
FX(x) := Q ((−∞, x]) . (3.6)
On a donc FX(x) = P (X ≤ x). La fonction de répartition est croissante, à valeurs dans
[0, 1] et elle admet les propriétés suivantes :
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– lim
x→+∞FX(x) = 1, limx→−∞FX(x) = 0,
– Pour tout a ≤ b, P (a < x ≤ b) = FX(b) − FX(a) ≥ 0 et
P (a ≤ x < b) = FX(b)− FX(a) + P (x = a)− P (x = b) ≥ 0.
De plus, FX admet un nombre dénombrable de discontinuités et est continue en x si
pour tout x ∈ R, P (X = x) = 0.
Fonction de densité de probabilité d’une variable aléatoire réelle
On suppose par la suite que la fonction de répartition FX est suffisamment régulière
(au moins continue si bien que P (X = x) = 0 pour tout x ∈ R) pour pouvoir définir
sa dérivée (au moins dans un sens faible que nous ne précisons pas). Cette dérivée est
appelée fonction de densité de probabilité (pdf) et est notée fX . En calculant l’intégrale
de fX sur un intervalle (a, b), on obtient la probabilité de trouver X dans cet intervalle,
soit
P (a ≤ X ≤ b) = FX(b)− FX(a) =
∫ b
a
fX(x)dx, ∀a ≤ b. (3.7)
La pdf admet les propriétés suivantes :
– fX(x) ≥ 0,
–
∫ +∞
−∞
fX(x)dx = 1.
Pour un accroissement dx suffisamment petit, on a, à l’ordre 1,
P (X ∈ [x, x+ dx]) ≈ fX(x)dx.
Moments d’une variable aléatoire
Soient X une variable aléatoire réelle définie sur un espace de probabilité (Θ,Σ, P )
et g une fonction mesurable telle que g : (R,B) → (R,B). Alors, Y = g ◦ X est
une variable aléatoire réelle définie sur l’espace (Θ,Σ, P ) dont l’espérance s’exprime en
fonction de la fonction g et de la pdf de X :
E[Y ] =
∫
Θ
g(X(θ))dP (θ) =
∫
R
g(x)dFX(x) =
∫
R
g(x)fX(x)dx. (3.8)
Considérons maintenant le cas particulier
Y = g(X) = Xr, ∀r ≥ 1. (3.9)
Puisque g est continue, elle est mesurable dans la tribu borélienne et Y = Xr est une
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variable aléatoire réelle. L’espérance de Y est alors appelée le moment d’ordre r de X.
Il est noté mr(X) et est donné par
mr(X) = E[Xr] =
∫
R
xrdFX(x) =
∫
R
xrfX(x)dx. (3.10)
Le moment d’ordre r de X existe et est fini si X ∈ Lr(Θ,Σ, P ). En prenant r = 1, on
obtient le moment d’ordre 1 qui est l’espérance de X. La quantité E [(X −m1(X))r],
qui est l’espérance de la variable aléatoire Y = (X −m1(X))r, correspond au moment
centré d’ordre r. Le moment centré d’ordre 2 correspond à la variance de X et est noté
V (X). On a donc V (X) = E
[
(X −m1(X))2
]
, et un résultat classique est
V (X) = E[X2]−m1(X)2 = m2(X)−m1(X)2. (3.11)
3.1.3 Vecteurs aléatoires réels
Fonction de répartition jointe
Soit X un vecteur aléatoire réel. La notion de fonction de répartition jointe de X
est l’extension au cas de plusieurs variables de la notion de fonction de répartition d’une
variable aléatoire réelle. Cette fonction est définie par
FX(x) = P
(
N⋂
i=1
{Xi ≤ xi}
)
, ∀x = (x1, . . . , xN ) ∈ RN . (3.12)
La fonction de répartition jointe d’un vecteur aléatoire X admet les propriétés sui-
vantes :
– lim
xk→−∞
FX(x) = 0, ∀k = 1, . . . , N , les composantes de x hormis la k-ième étant
fixées.
– xk 7→ FX(x) est croissante, ∀k = 1, . . . , N , les composantes de x hormis la
k-ième étant fixées.
On supposera pour la suite que la fonction x 7→ FX(x) est continue sur RN .
Fonction de densité de probabilité jointe
La pdf jointe est, elle aussi, l’extension de la notion de pdf d’une variable aléatoire
réelle. Cette fonction est définie par
fX(x) =
∂NFX(x)
∂x1 . . . ∂xN
. (3.13)
La probabilité que le vecteur aléatoire prenne ses valeurs dans le pavé [x1, x1 + dx1]×
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. . . × [xN , xN + dxN ], pour un vecteur d’accroissements dx = (dx1, . . . , dxN ) est, à
l’ordre 1,
P
(
N⋂
i=1
{Xi ∈ (xi, xi + dxi]}
)
≈ fX(x)dx, (3.14)
où dx = dx1 . . . dxN .
Marginalisation
Chaque sous-ensemble de composantes du vecteur aléatoire X est caractérisé par
ses fonctions de répartition ou de densité de probabilité marginales. Ces fonctions mar-
ginales peuvent être obtenues à partir des fonctions de répartition ou de densité de
probabilité jointe en constatant que, pour tout 1 ≤ k ≤ N , la fonction de répartition
jointe du vecteur aléatoire X |k = (X1, . . . , Xk−1, Xk+1, . . . , XN ) de RN−1 est
FX|k(x|k) = limxk→+∞
FX(x), (3.15)
où x|k = (x1, . . . , xk−1, xk+1, . . . , xN ). On écrit par la suite x = (xk,x|k). La pdf
marginale résulte d’une intégration par rapport à xk,
fX|k(x|k) =
∫ +∞
−∞
fX(xk,x|k)dxk. (3.16)
De manière analogue, pour tout 1 ≤ i ≤ N , les composantes Xi ont pour fonction de
répartition marginale
FXi(xi) = FX(∞, . . . ,∞, xi,∞, . . . ,∞), (3.17)
et pour pdf marginale
fXi(xi) =
∫
RN−1
fX(xi,x|i)dx|i, (3.18)
où dx|i = dx1 . . . dxi−1dxi+1 . . . dxN .
Indépendance
De manière générale, soient I un ensemble d’indices et Xi, i ∈ I, une famille de
variables aléatoires réelles définies sur l’espace de probabilité (Θ,Σ, P ). On dit que ces
variables sont indépendantes si et seulement si
P (Xi ≤ xi, ∀i ∈ J) =
∏
i∈J
P (Xi ≤ xi), ∀J ⊆ I, ∀i ∈ J, ∀xi ∈ R. (3.19)
Pour un ensemble fini d’indices I = {1, . . . , N}, la famille de variables aléatoires peut
être considérée comme un vecteur aléatoire X à valeurs dans RN . Dans ces conditions,
l’hypothèse d’indépendance implique la factorisation de la fonction de répartition jointe
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FX(x1, . . . , xN ) =
N∏
i=1
FXi(xi), (3.20)
et de la pdf jointe
fX(x1, . . . , xN ) =
N∏
i=1
fXi(xi). (3.21)
Moments d’un vecteur aléatoire
Les notions de moments d’ordre un et deux ont une extension naturelle aux vecteurs
aléatoires. Le vecteur moyenne m est tel que m = E[X] = (µ1, . . . , µN ) où on a posé
µi = E[Xi] pour tout 1 ≤ i ≤ N . La matrice de corrélation r est définie telle que
r = E[XXt] si bien que rij = E[XiXj ]. (3.22)
La matrice de covariance c est définie telle que
c = E[(X−m)(X−m)t], si bien que cij = E[(Xi−µi)(Xj−µj)] = rij−µiµj . (3.23)
Pour ces deux matrices, des termes nuls ont la signification suivante : si cij = 0
pour i 6= j, alors Xi et Xj sont dits non corrélés ; si rij = 0 pour i 6= j, Xi et Xj sont
dits orthogonaux. De plus, si Xi et Xj sont indépendants, on a
cij = E[(Xi − µi)(Xj − µj)] = E[Xi − µi]E[Xj − µj ] = 0. (3.24)
Ainsi, des variables aléatoires indépendantes sont non corrélées ; cependant, des va-
riables aléatoires non corrélées ne sont pas nécessairement indépendantes. En normali-
sant cij par les écarts type de Xi et Xj , notés σi =
√
V (Xi) et σj =
√
V (Xj), on obtient
le coefficient de correlation entre Xi et Xj donnée par
ρij =
cij
σiσj
. (3.25)
Par construction, on a ρij ∈ [−1, 1] et si |ρij | = 1, alors il existe une relation linéaire
entre les deux variables aléatoires Xi et Xj qui permet d’écrire Xi = aXj + b (a, b ∈ R)
avec V (Xi) = a2V (Xj).
3.2 Quantification des incertitudes sur les sorties du mo-
dèle
Dans cette thèse, nous considérons des incertitudes paramétriques liées aux données
d’entrée X d’un modèle M, et notre objectif est de quantifier l’impact de ces incerti-
tudes sur les quantités de sortie Y . La relation entre les données d’entrée et les quantités
de sortie est écrite sous la forme Y =M(X). Pour la suite, nous notons les quantités
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déterministes par des minuscules et les quantités aléatoires par des majuscules. Par
exemple, une réalisation déterministe du modèle est notée y =M(x). Pour simplifier,
nous supposons que Y est à valeurs dans R, l’extension au cas des valeurs dans Rm
étant immédiate.
3.2.1 Cadre mathématique
Afin de propager les incertitudes liées aux paramètres d’entrée d’un modèle, il nous
faut d’abord paramétriser ces données d’entrée en définissant un cadre probabiliste.
On suppose que l’ensemble des paramètres d’entrée incertains peut être décrit par N
variables aléatoires réelles Xi, 1 ≤ i ≤ N . Pour tout 1 ≤ i ≤ N , la variable aléatoire Xi
est définie sur l’espace de probabilité (Θi,Σi, Pi). Les variables aléatoires sont supposées
indépendantes et de pdf’s connues fXi . On regroupe ces variables aléatoires dans le
vecteur aléatoire X = (X1, ..., XN ), défini sur l’espace de probabilité produit (Θ,Σ, P )
tel que Θ = Θ1 × . . .×ΘN , Σ = Σ1 × . . .× ΣN et P = P1 × . . .× PN .
Comme les Xi sont supposées indépendantes, la pdf jointe du vecteur aléatoire X
se factorise sous la forme
fX(x1, . . . , xN ) =
N∏
i=1
fXi(xi). (3.26)
Les fonctions fXi étant supposées connues, la fonction fX est une donnée du problème.
Soit Y une sortie du modèle. On suppose que le modèleM est une fonction mesu-
rableM : (Θ,Σ, P )→ (R,B), si bien que
Y (θ) =M(X(θ)), p.s. en θ. (3.27)
L’équation (3.27) montre que la sortie Y est une variable aléatoire dépendante de X.
Par abus de notation, on notera Y (θ) = Y (X(θ)) ou plus simplement Y (X), c’est
à dire que Y est vue comme une fonctionnelle de X. Plutôt que de travailler dans
l’espace abstrait (Θ,Σ, P ), on préfère travailler dans l’espace image (Ξ,BN , fXdx) où
Ξ = ∏1≤i≤N Ξi ⊂ RN est le codomaine de X (l’ensemble des valeurs prises par X), Ξi
étant le codomaine de Xi. On note L2(Ξ,BN , fXdx) l’espace des variables aléatoires Y
du second ordre muni du produit scalaire 〈·, ·〉L2(Ξ,BN ,fXdx), noté 〈·, ·〉 pour simplifier
l’écriture et défini par
〈Y, Y ′〉 =
∫
Ξ
Y (x)Y ′(x)fX(x)dx, ∀Y, Y ′ ∈ L2(Ξ,BN , fXdx). (3.28)
Il est alors possible d’exprimer l’espérance et la variance de Y dans l’espace image sous
la forme
E[Y ] = E[Y (X)] =
∫
Θ
Y (X(θ))dP (θ) =
∫
Ξ
Y (x)fX(x)dx, (3.29)
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et
V (Y ) = E
[
(Y − E[Y ])2
]
=
∫
Θ
(Y (X(θ))− E[Y ])2 dP (θ) =
∫
Ξ
(Y (x)− E[Y ])2 fX(x)dx.
(3.30)
3.2.2 Caractérisation de la variabilité
Fonction de densité de probabilié
La pdf de la variable aléatoire de sortie Y est telle que la probabilité que Y soit
dans l’intervalle réel [a, b] est donnée par
P (a ≤ Y ≤ b) =
∫ b
a
fY (y)dy =
∫
Ξ
1[a,b](Y (x))fX(x)dx. (3.31)
On suppose ici que la fonction de répartition Y est continue, si bien que P (Y = y) = 0
pour tout y ∈ R.
Corrélation
Quand plusieurs variables de sortie sont considérées, il est intéressant d’étudier les
corrélations entre ces variables. D’après (3.50), la covariance de deux variables aléatoires
Y et Y ′ est donnée par
cov(Y, Y ′) = E
[
(Y − E[Y ]) (Y ′ − E[Y ′])] . (3.32)
Le coefficient de corrélation des deux variables aléatoires, ρ(Y, Y ′), est obtenu
d’après (3.25) en normalisant la covariance par les écarts type de Y et de Y ′, notés
σ(Y ) =
√
V (Y ) et σ(Y ′) =
√
V (Y ′), ce qui donne
ρ(Y, Y ′) = cov(Y, Y
′)
σ(Y )σ(Y ′) . (3.33)
On vérifie finalement que ρ(Y, Y ′) ∈ [−1, 1].
Quantiles
Soit Y une variable aléatoire réelle et soit α ∈ ]0; 100[. On définit le α-ième quantile
Qα comme étant la valeur telle que la probabilité pour qu’on ait Y ≤ Qα soit égale à
α (en pourcentage). On a alors
P (Y ≤ Qα) = α (en pourcentage). (3.34)
Les quantiles, pour des valeurs de α bien choisies, fournissent des indications fort utiles
sur la distribution de la variable aléatoire Y .
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3.2.3 Analyse de la variance (ANOVA) et indices de sensibilité
Comme annoncé au Chapitre 1, afin de mieux comprendre le comportement d’un
modèle par rapport à ses données d’entrée, il est possible de réaliser une Analyse de
Sensibilité (AS) permettant d’étudier comment réagit la sortie du modèle lors de per-
turbations sur ses paramètres d’entrée. L’AS vise à quantifier l’importance de chaque
paramètre d’entrée, identifiant ainsi les paramètres clé en établissant leur hiérarchisa-
tion. Deux grandes classes d’AS existent. L’AS locale, bien que très classique et souvent
utilisée pour les applications hydrologiques, ne permet pas de considérer les interactions
paramétriques et s’intéresse aux valeurs des réponses lorsque les paramètres varient un à
un. L’AS globale étudie la variabilité de la réponse du modèle par rapport à la variation
de tous les paramètres simultanément et permet de considérer la densité de probabilité
imposée à chaque variable d’entrée. Nous rappelons qu’ici les variables d’entrée sont
supposées indépendantes.
Dans cette thèse, nous nous intéressons donc aux méthodes d’AS globale qui sont
basées sur l’étude de la variance appelée ANOVA (ANalysis Of VAriance). L’ANOVA de
la sortie Y (X) permet de caractériser l’influence des composantes deX, ou des groupes
de composantes sur la variabilité de la sortie Y . Elle repose sur la décomposition de
Sobol–Hoeffding [136] de Y .
Décomposition de Sobol–Hoeffding
Soit Y (X) ∈ L2(Ξ,BN , fXdx) où fX présente une structure produit, c’est-à-dire
que X est un vecteur aléatoire de composantes indépendantes. Y admet alors une
unique décomposition hiérarchique orthogonale de la forme
Y (X) = Y0 +
N∑
i=1
Yi(Xi) +
∑
1≤i<j≤N
Yij(Xi, Xj) + . . .+ Y12...N (X1, . . . , XN ), (3.35)
où Y0 est une constante.
On introduit la notation ensembliste suivante. Pour un ensemble d’indices i ⊆
{1, . . . , N}, on pose ∼i = {1, . . . , N} \ i. Les composantes de X sont regroupées sous
la forme (Xi,X\i) avec la décomposition hiérarchique de Y se ré-écrit alors sous une
forme plus compacte
Y (X) =
∑
i⊆{1,...,N}
Yi(Xi). (3.36)
Par convention, Y∅ est une constante notée Y0. Les intégrales des fonctions de la dé-
composition de Sobol–Hoeffding vérifient∫
Ξl
Yi(Xi)fXl(xl)dxl = 0, ∀ i ⊆ {1, . . . , N}, ∀ l ∈ i, (3.37)
∫
Ξ
Yi(Xi)Yj(Xj)fi(x)dx = 0, ∀ i, j ⊆ {1, . . . , N} et i 6= j. (3.38)
Ainsi, les fonctions de la décomposition Yi sont orthogonales et Y0 est la valeur moyenne
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de la variable aléatoire Y ,
Y0 =
∫
Ξ
Y (X)fX(x)dx. (3.39)
Il est possible d’interpréter les fonctions Yi en termes d’espérance conditionnelle.
On note
E[Y |Xi] =
∫
Y (X)fX∼i(x∼i)dx∼i, (3.40)
où fX∼i(y) =
∏
l /∈i
fXl(yl). L’espérance conditionnelle E[Y |Xi] correspond donc à la mar-
ginalisation de Y (X) vis à vis de ses composantes X∼i. On a alors les expressions
suivantes pour les différentes fonctions Yi :
Y∅ = E[Y |X∅] = E[Y ], (3.41)
Y{j} = E[Y |X{j}]− E[Y ], ∀1 ≤ j ≤ N, (3.42)
Yi = E[Y |Xi]−
∑
j(i
Yj , ∀ i ⊆ {1, . . . , N} avec card(i) ≥ 2. (3.43)
En utilisant la propriété d’orthogonalité des fonctions de la décomposition de Sobol–
Hoeffding, on peut exprimer la variance totale V (Y ) comme suit
V (Y ) =
∑
i⊆{1,...,N}
i 6=∅
Vi, Vi = E[Y 2i ]. (3.44)
Vi mesure ainsi la part de la variance de Y due aux interactions entre les entrées Xj ,
j ∈ i, ce qui n’est pas pris en compte dans l’AS locale. On définit alors les indices de
sensibilité globaux pour exprimer la sensibilité de Y (X) aux composantes Xj de X et
hiérarchiser leur influence. Ils sont définis comme suit :
Si =
Vi
V (Y ) , (3.45)
et sont donc tels que ∑
i⊆{1,...,N}\∅
Si = 1. (3.46)
Pour tout i ⊆ {1, . . . , N} avec card(i) = n où 1 ≤ n ≤ N , on dit que Si est un indice de
sensibilité d’ordre n. Pour le cas de N paramètres d’entrée, il y a au total 2N−1 indices
de sensibilité d’ordre 1 à N , si bien que l’analyse devient particulièrement riche quand
N augmente. Dans cette thèse, nous utiliserons uniquement les indices de sensibilité du
premier ordre S{i}, pour tout 1 ≤ i ≤ N , notés par la suite Si pour alléger l’écriture,
et les indices de sensibilité totaux que nous allons maintenant définir.
Pour tout 1 ≤ i ≤ N , l’indice de sensibilité total Ti (Homma et Saltelli [67])
quantifie, comme son nom l’indique, l’influence totale de l’entrée Xi, au sens où il
mesure la fraction de la variance qui est due non seulement à Xi seule (c’est-à-dire
l’indice du premier ordre Si) mais aussi à toutes ses interactions avec les autres entrées.
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Cet indice est défini par
Ti =
∑
i3{i}
Si. (3.47)
Observons que
N∑
i=1
Ti ≥ 1.
En se basant sur la définition (3.47), l’évaluation des N indices totaux implique
le calcul de tous les indices de sensibilité, ce qui est peu pratique. Cependant, il est
possible d’exprimer Ti plus simplement à partir des variances conditionnelles et ainsi
l’estimer sans calcul d’indices d’ordre supérieur à un. On a en effet
Ti =
∑
i3{i}
Si = 1−
∑
i⊆{1,...,N}\{i}
Si = 1− 1
V (Y )
∑
i⊆{1,...,N}\{i}
Vi
= 1− E
[
E[Y |X∼i]2
]− E[Y ]2
V (Y ) .
(3.48)
Cette dernière expression est utilisée dans la section 3.3 pour estimer les indices de
sensibilié totaux par la méthode de Monte Carlo.
Les principales conclusions que nous pouvons obtenir via l’estimation des indices
de sensibilité du premier ordre et totaux sont les suivantes. D’une part, une valeur
petite (resp. élevée) d’un indice de sensibilité du premier ordre Si signifie que l’entrée
Xi influence peu (resp. fortement) la variable de sortie Y individuellement. D’autre
part, le rapport Si/Ti permet de quantifier l’influence des interactions paramétriques
associées à Xi. En effet, un rapport proche de 1, Si/Ti ≈ 1, indique que les interactions
paramétriques ne sont pas significatives. À l’inverse, un rapport très petit devant 1,
Si/Ti  1, témoigne de l’importance des interactions paramétriques dans la sensibilité
du modèle par rapport au paramètre d’entrée Xi. Ainsi, l’influence de Xi sera négli-
geable (devant celle des autres paramètres) uniquement si Ti est très petit devant 1,
mais pas nécessairement si Si est très petit devant 1.
3.3 Méthodes numériques
3.3.1 Propagation des incertitudes par Monte Carlo
Dans cette thèse, nous utilisons la méthode de Monte Carlo afin de propager les in-
certitudes paramétriques. La méthode de Monte Carlo est fréquemment utilisée, surtout
dans les applications hydrologiques. Elle présente l’avantage d’être simple à implémen-
ter puisqu’elle ne demande pas de modifications du code de calcul déterministe. Elle
requiert par contre de nombreuses exécutions du code déterministe. Un point négatif
est donc qu’elle reste assez coûteuse en temps de calcul. En effet, le taux de convergence
de la méthode, typiquement O(1/√M) pour estimer l’espérance, ne dépend pas de la
dimension paramétrique mais est relativement lent comparé à d’autres méthodes sur
lesquelles nous reviendrons à la section 3.3.2.
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Le principe de la méthode Monte Carlo consiste à se servir du modèle comme d’une
boîte noire. On génère un ensemble deM réalisations d’un événement aléatoire θ, par la
loi de probabilité choisie, afin d’obtenir un ensemble deM réalisations des données d’en-
trée incertaines
{
X(1), . . . ,X(M)
}
. On obtient alors leM -échantillon
{
Y (1), . . . , Y (M)
}
correspondant aux sorties du modèle déterministe telles que
Y (j) := Y
(
X(j)
)
=M
(
X(j)
)
, ∀j ∈ {1, . . . ,M} . (3.49)
Ensuite, une fois obtenu cetM -échantillon de sorties du modèle, il est possible d’estimer
les différentes valeurs statistiques définies précédemment. Les méthodes utilisées pour
ces estimations sont décrites dans la suite de cette sous-section. On utilisera la notation
Q̂ pour indiquer l’estimateur empirique (basé sur le M -échantillon) de la quantité Q.
Estimation des premiers moments
Soit une variable aléatoire Y admettant un moment du second ordre fini. D’après
les équations (3.29)-(3.30), il est possible d’estimer l’espérance et la variance de Y par
les expressions suivantes :
Ê[Y ] := 1
M
M∑
j=1
Y (j), (3.50)
V̂ (Y ) := 1
M
M∑
j=1
(
Y (j)
2 − Ê[Y ]2
)
. (3.51)
Corrélation
La covariance et le coefficient de corrélation de deux variables aléatoires Y et Y ′
sont estimés comme suit :
̂cov(Y, Y ′) := 1
M
M∑
j=1
(
Y (j) − Ê[Y ]
) (
Y ′(j) − Ê[Y ′]
)
, (3.52)
̂ρ(Y, Y ′) :=
̂cov(Y, Y ′)
V̂ (Y )V̂ (Y ′)
. (3.53)
Quantiles
Les quantiles d’une variable aléatoire Y peuvent être estimés à partir d’un échan-
tillon Monte Carlo de taille suffisamment élevée, à partir de la fonction de répartition
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empirique de Y . La fonction quantile qui à α ∈ ]0, 100[ associe Qα s’estime comme suit :
Q̂α = inf
{
Y (j) tel que card{Y (k) ≤ Y (j)} ≥ αM/100
}
. (3.54)
En pratique, le calcul des quantiles est relativement simple : il consiste à trier l’échan-
tillon des variables Y de sortie par ordre croissant pour obtenir les statistiques d’ordre
et donc les différents quantiles simultanément. Ces quantiles permettent d’obtenir une
visualisation de la distribution de Y . Par exemple, Q̂50 représente la médiane, valeur
centrale de l’échantillon : il y a autant de valeurs qui lui sont supérieures que de valeurs
qui lui sont inférieures. Pour des distributions symétriques, la valeur de la médiane
est égale à celle de la moyenne. Comme la médiane représente mieux l’échantillon que
la moyenne, elle est souvent utilisée pour des distributions asymétriques. La médiane
présente aussi l’avantage d’être plus robuste que la moyenne pour des échantillons pré-
sentant des valeurs extrêmes.
On peut aussi représenter la distribution de manière compacte en mettant en évi-
dence les valeurs de différents niveaux de quantiles grâce aux boxplots, aussi appelés en
français boîtes à moustaches ou diagrammes en boîtes. Cette représentation a l’allure
d’une boîte, ses extrémités représentant la valeur des quartiles (Q̂25 et Q̂75 ) et se pro-
longeant par des segments (moustaches) de longueurs déterminées par exemple par les
premier et neuvième déciles (Q̂10 et Q̂90 ) ou par des valeurs extrêmes, comme illustré
à la figure 3.1.
médiane
moyenne
9ème décile Q90
1er décile Q10
3ème quartile Q75
1er quartile Q25
Figure 3.1 – Exemple de représentation sous forme de boîte à moustaches, aussi ap-
pelée boxplot.
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Fonction de densité de probabilité
Afin d’analyser la distribution de Y , il est possible d’estimer sa pdf. Ici, nous utili-
sons la méthode d’estimation par noyau, aussi appelée méthode de Parzen–Rozenblatt,
qui est une généralisation de la méthode par histogramme (Bowman et Azzalini [20]).
Le principe de cette dernière est le suivant : on approche en un point y la pdf de Y par
la proportion d’observations se trouvant à proximité du point y en regardant le nombre
d’observations appartenant à une boîte de largeur η centrée en y. Cette méthode dé-
pend alors du paramètre de lissage η et présente l’inconvénient de ne pas conduire à
une pdf continue. Afin d’obtenir la continuité de la pdf, on généralise cette méthode
en remplaçant les boîtes centrées en chaque point y et de largeur η par des courbes
centrées en y de forme dépendant d’un noyau choisi a priori, par exemple des courbes
en cloche pour un noyau Gaussien.
La pdf de Y est alors estimée comme suit :
f̂Yη(y) :=
1
Mη
M∑
j=1
G
(
y − Y (j)
η
)
, (3.55)
où G est une pdf spécifique, utilisée comme noyau et η est un paramètre de lis-
sage. Le noyau le plus couramment utilisé est la fonction Gaussienne G(z) =
(2pi)−1/2 exp (−12z2). Nous optons pour ce choix dans cette thèse.
0
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η1
Figure 3.2 – Exemple d’estimation d’une fonction de densité de probabilité à partir
des points (y1, y2, y3, y4, y5), d’un noyau gaussien et d’une fenêtre de lissage variable
(η1, η2, η3).
La pdf au point y est donc estimée par le nombre d’observations proches de y et
contrebalancée par la distance entre y et ces observations. La fonction de distribution
du noyau alloue un poids plus important aux observations proches du point y et un
poids plus faible aux observations distantes. Le paramètre η fixe la largeur de la fonction
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noyau et contrôle donc le lissage de la pdf estimée f̂Yη . Plus ce paramètre est petit,
plus l’estimation de la pdf est précise ; cependant, de trop faibles valeurs de η peuvent
générer des artefacts si l’échantillon n’est pas suffisamment grand.
Estimations des indices de sensibilité
Nous estimons ici les indices de sensibilité au moyen de la méthode d’échantillonnage
de Monte Carlo. Nous nous intéressons aux indices de sensibilité de Sobol du premier
ordre et totaux. Il faut alors estimer les quantités Vi et V∼i telles que
Si =
Vi
V (Y ) =
E[E[Y |Xi]2]− E[Y ]2
V (Y ) , (3.56)
Ti = 1− V∼i
V (Y ) = 1−
E[E[Y |X∼i]2]− E[Y ]2
V (Y ) . (3.57)
Précédemment, nous avons estimé l’espérance de Y par Ê[Y ] définie par (3.50), et
sa variance par V̂ (Y ) définie par (3.51). Il reste maintenant à déterminer les variances
des espérances conditionnelles de Y sachant les valeurs de Xi etX∼i (resp. E[E[Y |Xi]2]
et E[E[Y |X∼i]2]). Afin de réduire les coûts de calcul pour ces évaluations, Sobol [136]
propose d’estimer ces espérances conditionnelles comme des espérances classiques, le
conditionnement au paramètre Xi étant obtenu en faisant varier toutes les variables
d’entrée excepté le paramètre Xi. Ainsi, ces espérances conditionnelles sont calculées en
utilisant uniquement deux échantillons indépendants de variables d’entrée de dimension
M , {X(1), . . . , X(M)} et {X∗(1), . . . , X∗(M)} selon les formules
V̂i :=
1
M
M∑
m=1
Y
(
X(m)
)
× Y
(
X
(m)
i ,X
∗(m)
∼i
)
− Ê[Y ]2, (3.58)
V̂∼i :=
1
M
M∑
m=1
Y
(
X(m)
)
× Y
(
X
∗(m)
i ,X
(m)
∼i
)
− Ê[Y ]2. (3.59)
Finalement, les indices de sensibilité du premier ordre Si et les indices de sensibilité
totaux Ti sont estimés par les formules
Ŝi :=
V̂i
V̂ (Y )
, T̂i := 1− V̂∼i
V̂ (Y )
. (3.60)
En pratique, la procédure pour le calcul des N indices Si et des N indices Ti requiert
deux échantillons de paramètres d’entrée, chacun de dimension M , et M × (2N + 1)
évaluations du modèle déterministe pour l’estimation des indices du premier ordre
et totaux. Cette méthode, bien qu’efficace, devient rapidement coûteuse lorsque l’on
augmente significativement le nombre de paramètres d’entrée N et nécessite d’avoir des
temps de simulation suffisamment courts pour la résolution du modèle déterministe.
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3.3.2 Méthode des Polynômes de Chaos
Une autre possibilité pour l’obtention des différents indices de sensibilité de Sobol
est le développement en Polynômes de Chaos (PC) des sorties du modèle, qui permet
de déduire directement les valeurs des indices de sensibilité. Cette approche permet
également l’estimation des autres quantités statistiques considérées ci-dessus (moments,
quantiles, pdf, . . . ).
Le développement PC est une méthode probabiliste qui consiste à projeter les sorties
du modèle sur une base de polynômes orthogonaux en les paramètres d’entrée. Ce
développement est basé sur la théorie du Chaos Homogène introduit par Wiener [155]
et sur les travaux de Cameron et Martin [24]. Il permet d’approcher toute variable
aléatoire du second ordre par une série de polynômes en les variables d’entrée X. Le
développement en série s’écrit sous la forme générique
Y (X) =
∑
α
yαΦα(X(θ)), (3.61)
où les Φα sont des polynômes en les variables aléatoires et les yα sont appelés les
coefficients déterministes du développement spectral de Y , ou encore appelés modes
stochastiques.
Nous ne rentrons pas dans les détails de cette méthode mais présentons brièvement les
différentes étapes nécessaires à l’obtention des indices de Sobol.
Développement PC
Soit {Xi}Ni=1 un ensemble de N variables Gaussiennes centrées, normalisées, mu-
tuellement orthogonales, définies sur l’espace de probabilité P et de densité de proba-
bilité jointe fX(x1, . . . , xN ) =
∏N
i=1 fXi(xi). Soit Γ̂No l’espace de tous les polynômes en
{Xi}Ni=1 de degré total au plus égal à N0 > 0 et pour N0 ≥ 1, soient Γ˜No le supplémen-
taire orthogonal de Γ̂No−1 dans Γ̂No et BNo une base orthogonale de Γ˜No . On a alors
Γ̂No = Γ̂No−1 ⊕ Γ˜No , L2(Ξ,BN , fXdx) =
+∞⊕
i=0
Γ˜i, (3.62)
en posant conventionnellement Γ˜0 = Γ̂0. Le sous-espace Γ˜No de L2(Ξ,BN , fXdx) est
alors appelé le No-ième Chaos Homogène de dimension N et ΓNo le Chaos Polynomial
d’ordre No (et de dimension N). Le sous-espace Γ˜No est composé de tous les polynômes
d’ordre égal à No, faisant intervenir toutes les combinaisons possibles des variables
aléatoires {Xi}Ni=1.
Chaque variable aléatoire du second ordre Y ∈ L2(Ξ,BN , fXdx) admet la représen-
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tation suivante en fonction des polynômes de chaos (Cameron et Martin [24]) :
Y (X) = y0Γ0 +
N∑
i1=1
yi1Γ1(Xi1) +
N∑
i1=1
i1∑
i2=1
yi1i2Γ2(Xi1 , Xi2)
+
N∑
i1=1
i1∑
i2=1
i2∑
i3=1
yi1i2i3Γ3(Xi1 , Xi2 , Xi3)
+
N∑
i1=1
i1∑
i2=1
i2∑
i3=1
i3∑
i4=1
yi1i2i3i4Γ4(Xi1 , Xi2 , Xi3 , Xi4) + . . .
(3.63)
où ΓNo est un polynôme de la base BNo .
Afin d’obtenir une expression plus compacte du développement en PC, on définit
une relation univoque entre les fonctionnelles Γ(·) et de nouvelles fonctionnelles Φ(·)
telle que
Y (X) =
∑
α
yαΦα(X), (3.64)
où les yα sont appelés les modes stochastiques et les Φα sont ordonnés par ordre poly-
nomial croissant. Les polynômes Φα sont orthogonaux pour la mesure fXdx :
〈Φα,Φα′〉L2(Ξ,BN ,fXdx) ≡
∫
Ξ
Φα(x)Φα′(x)fX(x)dx = δαα′〈Φα,Φα〉L2(Ξ,BN ,fXdx)
(3.65)
La décomposition en polynômes de chaos s’étend au cas général de variables aléa-
toires X1, X2, . . . , XN indépendantes suivant des pdf’s connues. Afin de construire les
polynômes de chaos N -dimensionnels homogènes engendrant le sous-espace Γ˜No , la
procédure consiste à tensoriser partiellement des polynômes unidimensionnels. Pour
chaque 1 ≤ i ≤ N , les polynômes en Xi sont construits de sorte à être orthogonaux
pour la pdf de Xi. On obtient alors une famille de polynômes, définis par le choix de
la distribution imposée aux variables aléatoires {Xi}Ni=1 et orthogonaux pour la pdf
fX . Dans cette thèse, nous nous intéressons seulement à des distributions Gaussiennes
ou uniformes. Les familles de polynômes associées sont respectivement la famille des
polynômes de Hermite {Hl}l∈N et la famille des polynômes de Legendre {Ll}l∈N. Soit
α un multi-indice tel que
α ∈ NN , α = (α1, · · · , αN ), |α| =
N∑
i=1
αi. (3.66)
Les polynômes de Chaos Φα(X) sont orthogonaux pour la pdf fX et ont pour expression
générique
∀α, Φα(X) =
N∏
i=1
Φ(i)αi (Xi), (3.67)
où { Φ(i)l∈N} est la famille de polynômes orthogonaux pour la pdf de Xi (polynômes de
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Hermite ou de Legendre), Φ(i)l étant le polynôme de degré l. On a donc∫
Ξi
Φ(i)j Φ
(i)
k fXi(xi)dxi = δkj
∫
Ξi
(Φ(i)j )2fXi(xi)dxi, (3.68)
où Ξi est le codomaine de Xi.
Le développement tronqué à l’ordre No de Y , noté Y P, est donné par
Y (X) ≈ Y P(X) =
∑
|α|≤No
yαΦα(X). (3.69)
On cherche donc une approximation de Y sur l’espace SP tel que
SP = span {Φα, |α| ≤ No} ⊂ L2(Ξ,BN , fXdx), (3.70)
où P est la dimension de SP qui est donnée par
dim(SP) = P = (N + No)!N!No! . (3.71)
Les coefficients yα de l’approximation définissent le projeté de Y dans SP. Par ortho-
gonalité de la base de SP, ils ont pour expression
yα =
〈Y,Φα〉
〈Φα,Φα〉 . (3.72)
Les facteurs de normalisation 〈Φα,Φα〉 sont connus analytiquement. Dans la pratique,
Y (X) n’est pas explicitement connue si bien que l’intégrale
〈Y,Φα〉 =
∫
Ξ
Y (x)Φα(x)fX(x)dx (3.73)
doit être approchée.
Dans cette thèse, plutôt que de procéder par évaluation numérique des intégrales
définissant les modes stochastiques yα, on suivra une approche par régression qui est
mieux adaptée aux échantillonnages par Monte Carlo. Cette approche est maintenant
présentée avant de revenir sur l’estimation des indices de sensibilité.
Méthode des moindres carrés
La détermination des modes stochastiques du développement PC peut être vue
comme un problème de minimisation au sens des moindres carrés. De manière géné-
rale, l’estimation par moindres carrés est une méthode assez populaire qui consiste à
déterminer les paramètres d’un modèle à partir d’un jeu de mesures ou d’observations.
L’ensemble des observations est ici défini par les couples
{
(X(j), Y (j))
}
j∈{1,...,M}, où
Y (j) :=M(X(j)) est une observation de la sortie du modèle. Dans cet esprit, on peut
approcher les modes stochastiques Y P = {yα}|α|≤No par la solution du problème de
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minimisation de la somme des carrés des résidus
R2(Y P) ≡
M∑
j=1
Y (j) − ∑
|α|≤No
yαΦα(X(j))
2. (3.74)
Le minimum est obtenu en résolvant le système de dimension P suivant :
(ZtZ)Y P = ZtY , (3.75)
où Y est le vecteur d’observations {Y (i)}i∈{1,...,N} et la matrice rectangulaire Z a pour
entrées
Ziα = φα(X(i)), |α| ≤ No, i ∈ {1, . . . , N}. (3.76)
Estimation des indices de sensibilité
Connaissant l’approximation Y P de Y , l’approximation de la décomposition de
Sobol–Hoeffding (3.36) est immédiate. En effet, on a
Yi(Xi) ≈ Y Pi (Xi) =
∑
α∈Ki
yαΦα(X), ∀i ⊆ {1, . . . , N} , (3.77)
avec
Ki :=
{
α ∈ NN , |α| ≤ No, αl ≥ 1 si l ∈ i et αl = 0 si l /∈ i
}
. (3.78)
De même, on a pour la variance conditionnelle
V Pi =
∑
α∈Ki
(yα)2〈Φα,Φα〉, (3.79)
et la variance
V (Y ) ≈ V P =
∑
1≤|α|≤No
(yα)2〈Φα,Φα〉. (3.80)
On obtient alors l’estimation des indices de sensibilité du premier ordre selon
SPi =
∑
α∈Ki(yα)
2〈Φα,Φα〉∑
1≤|α|≤No(yα)2〈Φα,Φα〉
, (3.81)
où
Ki :=
{
α ∈ NN , |α| ≤ No, αi ≥ 1 et αl = 0 si l 6= i
}
, (3.82)
et l’estimation des indices de sensibilité totaux
TPi =
∑
α∈KTi (yα)
2〈Φα,Φα〉∑
1≤|α|≤No(yα)2〈Φα,Φα〉
, (3.83)
où
KTi :=
{
α ∈ NN , 1 ≤ |α| ≤ No, αi ≥ 1
}
. (3.84)
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Dans ce chapitre, nous nous intéressons à la propagation des incertitudes au tra-
vers du processus d’infiltration de Green–Ampt. Nous utilisons notre modèle écoule-
ment/infiltration décrit à la section 2.2.1. Nous étudions l’effet des échelles spatiale et
temporelle dans la propagation des incertitudes sur le paramètre clé de l’infiltration, à
savoir la conductivité hydraulique à saturation, ainsi que l’effet de sa distribution spa-
tiale sur la variabilité des sorties. Nous présentons dans la section 4.1 les motivations
du choix de la conductivité hydraulique à saturation comme paramètre incertain ainsi
que le modèle stochastique qui a été retenu. Puis, nous réalisons deux cas tests pour
évaluer ces effets ; décrits et analysés aux sections 4.2 et 4.3.
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4.1 Motivations et modèle stochastique
4.1.1 Motivations du choix du paramètre incertain
Comme nous l’avons vu à la section 1.2.2, la conductivité hydraulique à saturation
est reconnue dans la littérature comme étant un paramètre clé, voire même le plus
influent, du processus d’infiltration. Afin de vérifier cette hypothèse, nous présentons
une étude montrant que ce paramètre est bien le plus influent dans le modèle considéré.
Pour ce faire, une analyse de sensibilité est réalisée pour le modèle d’écoule-
ment/infiltration de la section 2.2.1, en considérant comme incertains les trois prin-
cipaux paramètres du modèle d’infiltration de Green–Ampt : Ks la conductivité hy-
draulique à saturation, hf la pression capillaire du front d’humidité et θs − θi la diffé-
rence entre l’humidité à saturation et initiale. Les conditions initiales de cette étude
sont choisies identiques à celles du cas test de la section suivante 4.2. Nous considérons
un plan unidimensionnel de longueur L = 4.8 m et de pente constante ∂xz = 2% sur
lequel une pluie constante et uniforme de 60 mm.h−1 est simulée pendant 1600 s. La
durée de simulation est de 1800 s. Le coefficient de friction est fixé à 0.25 pour la loi
de Darcy–Weisbach et les trois paramètres nécessaires au processus d’infiltration sont
des variables aléatoires indépendantes suivant une loi uniforme telles que
Ks(mm.h−1) ∼ U [5, 10], hf(m) ∼ U [0.025, 0.05], θs − θi ∼ U [0.2, 0.4].
Ces valeurs numériques ont été sélectionnés en se basant sur le tableau de la figure 4.1
et correspondent à du limon. Nous examinons les quantités d’intérêt suivantes : le débit
maximal à l’exutoire Qmax et le coefficient de ruissellement CR (égal au quotient du
volume d’eau ruisselée sur le volume d’eau de pluie). Les intervalles de valeurs des lois
uniformes sont choisis afin qu’il n’y ait pas trop d’infiltration. L’idée étant qu’il puisse
y avoir un ruissellement significatif à la surface du sol et que les valeurs des quantités
d’intérêt ne soient pas trop faibles ce qui pourrait induire des difficultés d’interprétation.
De plus, nous nous plaçons dans une configuration assez éloignée de l’état de saturation,
en prenant une différence de teneur en eau bien différente de 0.
La méthode utilisée pour propager les incertitudes de ces trois paramètres est celle
décrite au Chapitre 1. Pour résumer brièvement, les trois paramètres (Ks, hf , et θs−θi),
considérés comme des variables aléatoires indépendantes, sont échantillonnés par la
méthode de Monte Carlo suivant la loi de probabilité les définissant, afin d’obtenir des
échantillons des variables de sortie. La méthode de sensibilité globale utilisée est décrite
à la section 3.2.3.
Les résultats de l’analyse de sensibilité montrent que la conductivité hydraulique à satu-
ration est le paramètre le plus influent pour les deux variables de sortie considérées. La
figure 4.2 présente les valeurs des différents indices de sensibilité du premier ordre pour
les deux variables de sortie via la résolution numérique du modèle pluie-ruissellement-
infiltration. On voit clairement que l’indice relatif à Ks est le plus élevé, 55% pour Qmax
et 49% pour CR, alors que ceux relatifs à hf et θs − θi sont similaires avec des valeurs
de l’ordre de à 20% pour Qmax et 25% pour CR. De plus, on constate que la somme
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Figure 4.1 – Valeurs des paramètres du modèle de Green-Ampt en fonction du type
de sol (extrait de Chow et al. pg 115 [31])
de ces indices du premier ordre est proche de 1, ceci impliquant qu’il n’existe que très
peu d’interactions paramétriques (moins de 5%). L’hypothèse faite sur l’importance de
la conductivité hydraulique à saturation est donc bien vérifiée pour cette distribution.
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Figure 4.2 – Indices de sensibilité du premier ordre estimés pour les trois principaux
paramètres du modèle de Green–Ampt ; les quantités d’intérêt sont le débit maximal à
l’exutoire Qmax et pour le coefficient de ruissellement CR.
4.1.2 Modèle stochastique
Notre modèle stochastique consiste à subdiviser le domaine physique en p (typique-
ment on prend p = 2 ou 3 pour nos cas tests) sous-domaines et à attribuer à chaque
sous-domaine un paramètre incertain Ks, variable aléatoire de densité de probabilité
connue. On suppose donc que le champ aléatoire Ks(x, θ), où θ est un évènement aléa-
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toire, s’écrit
Ks(x, θ) =
p∑
i=1
1Ωi(x)Ks,i(θ), (4.1)
où 1Ωi est la fonction indicatrice du i-ème sous-domaine et {Ks,i(θ)}1≤i≤p est un en-
semble de variables aléatoires rélles et positives qui sont regroupées en un seul vecteur
aléatoire tel que X = (X1, . . . , Xp) = (Ks,1, . . . ,Ks,p). Les variables aléatoires Xi sont
supposées indépendantes si bien que la pdf de X se factorise sous la forme suivante
∀x = (x1, · · · , xp), pX(x) =
p∏
i=1
pXi(xi). (4.2)
Il reste à fixer la pdf pXi sur chaque sous-domaine. Nous considérons une pdf uniforme
sur chaque sous-domaine dont les paramètres dépendent du sous-domaine, c’est-à-dire
que chaque variable aléatoire Xi prend ses valeurs sur un intervalle différent. Ces in-
tervalles sont choisis de manière à être représentatifs de sols fortement, moyennement
ou faiblement infiltrants. Enfin, nous vérifions que les principales conclusions obtenues
avec des pdf’s uniformes restent inchangées si on considère à la place des pdf’s log-
normales dont la moyenne et la variance sont choisies de manière cohérente avec la
paramétrisation des pdf’s uniformes.
4.2 Cas test : “Trois-champs”
4.2.1 Description du cas test
Dans un premier cas test, nommé “Three-field”, on considère un plan unidimen-
sionnel de longueur L = 4.8 m et de pente constante ∂xz = 2%. Les paramètres du sol
sont supposés uniformes (excepté le Ks) et les valeurs suivantes ont été choisies :
f = 0.25 (pour la loi de Darcy–Weisbach), θs − θi = 0.3, hf = 0.023 m.
Une pluie constante d’intensité R(t) [L/T] est imposée pendant une durée TR [T] puis
stoppée. Le temps de simulation total est noté T [T]. Nous considérons deux événements
pluvieux : SRE (pour “Short Rainfall Event”) et LRE (pour “Long Rainfall Event”).
Les valeurs de l’intensité de pluie R, la durée de pluie TR, et le temps de simulation
sont indiqués dans le tableau 4.1.
Le domaine (c’est-à-dire le plan incliné de longueur L = 4.8 m) est divisé en trois
sous-domaines, ayant chacun sa propre conductivité hydraulique à saturation Ks,i, i ∈
{1, 2, 3}, qui est une variable aléatoire indépendante de Ks,j , j 6= i. Pour chaque sous-
domaine, Ks,i suit une loi de distribution uniforme
∀1 ≤ i ≤ 3, Ks,i ∼ U [Kmins,i ,Kmaxs,i ],
où Kmins,i et Kmaxs,i sont les valeurs minimale et maximale de Ks,i.
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Tableau 4.1 Cas test “Trois-champs”, données pour les deux événements pluvieux :
intensité de pluie R, durée de pluie TR, et temps total de simulation T .
R (m.s−1) TR (s) T (s)
Evénement SRE 1.66·10−5 125 250
Evénement LRE 1.66·10−5 1 250 2 500
Pour attribuer ces valeurs, on considère trois intervalles de valeurs possibles, chacun
représentant des valeurs réalistes pour un type de sol donné (voir le tableau de la
figure 4.1), un sol très peu infiltrant, un sol moyennement infiltrant et un sol fortement
infiltrant (en se plaçant en dehors des valeurs pour un sol sableux). On fait référence à
ces choix en utilisant un index −, o ou + indiquant respectivement des valeurs faible,
intermédiaire ou forte pour Ks. Les valeurs correspondant à ces trois types de sol sont
listées dans le tableau 4.2.
Ensuite, on considère les six distributions spatiales qui sont possibles pour les trois
sous-domaines : [+o−], [+−o], [o+−], [o−+], [−+o] et [−o+]. Par exemple, [+−o]
signifie que la variable aléatoire Ks,+ est attribuée au sous-domaine en amont (et il
est donc le plus perméable), la variable aléatoire Ks,− au sous-domaine du milieu et la
variable aléatoire Ks,o à celui en aval, voir la figure 4.3.
L
2%
R(t)
Ks,-
Ks,o
Ks,+
Figure 4.3 – Cas test “Trois-champs” : configuration initiale pour la distribution spa-
tiale [+−o].
Tableau 4.2 Cas test “Trois-champs” : valeurs minimale et maximale des Ks en m.s−1
(en mm.h−1) pour les trois types de sol.
− o +
Kmins 2.78·10−7 (1) 2.78·10−6 (10) 1.10·10−5 (40)
Kmaxs 1.10·10−6 (4) 5.50·10−6 (20) 1.66·10−5 (60)
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Les variables aléatoires d’entrée Ks,+/Ks,o/Ks,− sont alors échantillonnées par la
méthode de Monte Carlo avec une taille d’échantillon M = 100000 et ce pour les six
distributions spatiales et pour les deux événements pluvieux. Ainsi, via la résolution
numérique du modèle pluie-ruissellement-infiltration, nous obtenons des échantillons de
variables de sorties (Qmax, CR) que nous analysons.
4.2.2 Influence de la durée de l’événement pluvieux
Un premier résultat est que la durée de l’événement pluvieux a un impact important
sur les sorties du modèle. En effet, les variables de sorties des six distributions spatiales
(i.e. [+−o],[+o−], etc . . . ) s’organisent différemment selon la durée de l’événement
pluvieux.
Figure 4.4 – Cas test “Trois-champs” avec le SRE : pics de débit Qmax et coefficients
de ruissellement CR pour les six distributions spatiales possibles des types de sol.
Dans un premier temps, nous étudions les nuages de points résultant de l’échantillon-
nage par Monte Carlo. Les figures 4.4 et 4.5 représentent les 100000 couples (Qmax,CR)
pour les six distributions spatiales et les deux événements pluvieux (SRE et LRE). Une
première observation générale est, comme attendu, l’existence d’une très forte corréla-
tion entre les deux sorties Qmax et CR pour chacune des distributions spatiales. Tous
les coefficients de corrélation ont en effet une valeur supérieure à 0.9. Plus précisément,
pour le SRE, les coefficients de corrélation sont les suivants : 0.999 pour [o+−] et [+o−],
0.944 pour [+−o] et 0.988 pour [−+o] ; et pour le LRE les suivants : 0.934 pour [+o−],
0.936 pour [+−o], 0.973 pour [o+−], 0.994 pour [−+o], 0.998 pour [o−+] et [−o+].
Concernant le SRE (figure 4.4), les simulations donnent lieu à des sorties tellement
corrélées que les points s’alignent le long de courbes plus ou moins longues en fonction
de la variabilité des sorties (la distribution [−+o] n’a que très peu de variabilité en
sortie comparée à [+−o] par exemple).
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Figure 4.5 – Cas test “Trois-champs” avec le LRE : pics de débit Qmax et coefficients
de ruissellement CR pour les six distributions spatiales possibles des types de sol.
Concernant le SRE (figure 4.4), on constate que les nuages de points s’organisent par
paires.
– Paire (1) : on observe que Qmax = 0 quand le sous-domaine relatif à Ks,+ est
localisé en aval du domaine. Ceci est dû à l’infiltration complète de la pluie et
du ruissellement provenant de l’amont. En effet, Ks,+ prends des valeurs suffi-
samment élevées qui permettent d’infiltrer toute l’eau provenant de la pluie, plus
celle provenant des sous-domaines en amont.
– Paire (2) : le nuage de points pour la distribution spatiale [+−o] contient celui
pour [−+o] qui correspond aux plus faibles débits.
– Paire (3) : lorsque le sous-domaine relatif à Ks,− est localisé en aval du domaine,
les résultats sont similaires étant donné que Ks,+ et Ks,o sont suffisamment im-
portants pour infiltrer toute la pluie.
Les nuages de points pour le SRE semblent donc dépendre essentiellement du Ks relatif
au sous-domaine localisé en aval.
Concernant le LRE (figure 4.5), Qmax et CR prennent des valeurs plus grandes que pour
le SRE puisque l’événement pluvieux est plus long. Il en résulte que l’influence de Ks,+
est plus prononcée que pour le SRE, ce paramètre contribuant davantage aux débits à
l’exutoire, alors que l’influence deKs,− diminue. En effet, l’événement pluvieux générant
plus d’eau, la capacité d’infiltration du sol diminue et le sous-domaine où l’on attribue
Ks,+ n’est alors plus capable d’absorber toute l’eau. L’excédent d’eau va donc ruisseler
et Ks,+ va contribuer aux débits à l’exutoire. De plus, les nuages de points pour le LRE
dépendent essentiellement de la position du sous-domaine le plus infiltrant. Lorsque
ce dernier est localisé en aval du domaine, les deux nuages de points (en fonction du
positionnement relatif de Ks,o et Ks,−) sont identiques, alors que lorsqu’il se situe en
amont les deux nuages sont très proches et de forme semblable.
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Les figures 4.4 et 4.5 soulignent donc l’importance de la distribution spatiale des types
de sol puisque les sorties du modèle sont fortement influencées par l’infiltration au
niveau du sous-domaine en aval pour le SRE, et par le sous-domaine le plus infiltrant
pour le LRE.
On peut aussi constater l’influence de la durée de l’événement pluvieux sur les sorties
du modèle en regardant quelques valeurs statistiques des échantillons des variables de
sortie. La tableau 4.3 présente la moyenne µ, l’écart type σ, le coefficient de variation
cov = σ/µ, la médiane Q50 et le 90ème percentile Q90 relatif à Qmax (lignes blanches) et
CR (lignes grises). Dans l’ensemble, il y a plus de dispersion pour les valeurs obtenues
pour le SRE. Par exemple, cov est égal à 10% pour [+o−] et [o+−], 42% pour [+−o] et
217% pour [−+o]. En outre, les valeurs sont plus élevées pour le SRE. L’augmentation
de la durée de la pluie conduit à une diminution des valeurs de dispersion. De plus,
pour le SRE, la distribution n’est pas uniforme quandKs,o est attribué au sous-domaine
en aval puisque la médiane et la moyenne sont différentes. Finalement, des conclusions
identiques sont obtenues pour la sortie CR. On observe également que pour les deux
événements pluvieux, cov prend des valeurs plus importantes pour CR que pour Qmax.
Tableau 4.3 Cas test “Trois-Champs” : moyenne µ = Eˆ[Qmax], écart type σ =√
Vˆ (Qmax), coefficient de variation cov = σ/µ, médiane Q50, et 90ème percentile Q90
pour le pic de débit Qmax (lignes blanches) et le coefficient de ruissellement CR (lignes
grises).
SRE LRE
Ks,− en aval Ks,o en aval Ks,+ en amont Ks,+ au milieu Ks,+ en aval
+ o − o + − + − o − + o + o − + − o o + − − + o o − + − o +
µ 1.8·10−5 1.8·10−5 1.5·10−5 2.6·10−7 4.0·10−5 4.0·10−5 3.8·10−5 3.9·10−5 3.9·10−5 3.9·10−5
2.8·10−4 2.8·10−4 8.7·10−5 5.9·10−7 8.2·10−3 8.1·10−3 6.9·10−3 6.2·10−3 6.2·10−3 6.2·10−3
σ 1.8·10−6 1.8·10−6 6.1·10−6 5.6·10−7 1.8·10−6 1.8·10−6 3.4·10−6 3.3·10−6 3.3·10−6 3.3·10−6
6.3·10−5 6.3·10−5 6.1·10−5 1.5·10−6 5.2·10−4 5.4·10−4 6.6·10−4 8.2·10−4 8.3·10−4 8.3·10−4
cov 10% 10% 42% 217% 5% 5% 9% 9% 9% 8%
22% 22% 70% 250% 6% 7% 10% 13% 13% 13%
Q50 1.8·10−5 1.8·10−5 1.5·10−5 0 4.0·10−5 4.0·10−5 3.8·10−5 3.9·10−5 3.9·10−5 3.9·10−5
2.8·10−4 2.8·10−4 7.8·10−5 0 8.2·10−3 8.1·10−3 6.8·10−3 6.2·10−3 6.1·10−3 6.2·10−3
Q90 2.1·10−5 2.1·10−5 2.2·10−5 1.1·10−5 4.2·10−5 4.2·10−5 4.3·10−5 4.3·10−5 4.3·10−5 4.3·10−5
3.8·10−4 3.8·10−4 1.8·10−4 2.3·10−6 8.9·10−3 8.8·10−3 7.8·10−3 7.4·10−3 7.3·10−3 7.3·10−3
4.2.3 Influence de la distribution spatiale
Pour mieux comprendre l’influence de la durée de la pluie, nous nous sommes inté-
ressés au processus d’infiltration le long du domaine en regardant l’état de saturation
du sol. Cet état de saturation peut être analysé en calculant l’indice de saturation
Ic/Ks. En effet, l’équation (2.7) implique que le rapport Ic/Ks tend vers 1 lorsque le
volume d’eau infiltrée tend vers l’infini (correspondant à un sol saturé). En étudiant ce
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rapport, nous pouvons donc savoir si les sols sont plus ou moins proches de leur état
de saturation et les comparer entre eux.
La figure 4.6 présente les intervalles de confiance (obtenus à partir des valeurs
minimales et maximales pour les 100000 réponses du modèle) du rapport Ic/Ks au
temps final, en fonction de la position spatiale, en gris pour le SRE et en noir pour
le LRE. Comme attendu, le sol est clairement plus saturé pour le LRE puisque le
rapport est plus proche de 1. En outre, la variabilité de l’intervalle de confiance est, en
général, la plus forte pour le sous-domaine le moins infiltrant, et la plus faible pour le
sous-domaine le plus infiltrant. Les intervalles de confiance sont plus étendus pour le
sous-domaine relatif au Ks,−. Comme précédemment pour la dispersion des variables
de sortie, la variabilité décroit en fonction de la saturation du sol. En effet, plus le sol
est saturé, plus la variabilité est faible, excepté pour quelques cas limite où il n’y a pas
de ruissellement sur le sous-domaine concerné. C’est le cas par exemple lors du SRE
pour des distributions spatiales où le sous-domaine relatif à Ks,+ se situe en aval ou au
milieu du domaine.
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Figure 4.6 – Cas test “Trois-champs” : intervalles de confiance du rapport Ic/Ks
au temps final en fonction de la position spatiale pour les six distributions spatiales
possibles des types de sol ; SRE (en gris) et LRE (en noir).
Les figures 4.7 et 4.8 représentent les pdf’s de Qmax estimées par la méthode de
Parzen-Rozenblatt via des échantillons de sorties standardisés et les pdf’s sont repré-
sentées par groupe en fonction du Ks qui influence le plus les débits à l’exutoire. Un
premier point important est que l’allure des pdf’s montre que les processus étudiés ne
sont pas Gaussiens. Concernant le SRE, les distributions spatiales des sous-domaines
qui produisent des nuages de points corrélés et uniformément distribués dans la fi-
gure 4.4 (ceux où le sous-domaine le moins infiltrant se situe en aval du domaine),
génèrent des pdf’s étalées ressemblant à la fonction rectangulaire. La pdf obtenue pour
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la distribution [−+o] présente en revanche un pic marqué qui est dû aux nombreuses
simulations conduisant à des débits nuls. La pdf pour la distribution [+−o] est plus
étalée et présente un pic moins important qui correspond lui aussi aux simulations
donnant des débits nuls en sortie.
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Figure 4.7 – Cas test “Trois-champs” : fonctions de densité de probabilité du pic
de débit Qmax pour le SRE estimées avec une fenêtre de lissage η = 0.05 pour des
échantillons de sorties standardisés ; échelle linéaire (en haut) et logarithmique (en
bas).
Concernant le LRE, les six courbes de la figure 4.8 sont très proches les unes des autres
et ont la forme d’une cloche aplatie sur le dessus. Ces courbes sont symétriques par
rapport à zéro (i.e. par rapport à la moyenne car les échantillons sont standardisés).
Donc, contrairement au SRE, la distribution spatiale de Ks n’influence pas la distribu-
tion de Qmax pour le LRE. Les estimations des pdf’s pour CR conduisent aux mêmes
conclusions (voir les figures 4.9 et 4.10).
On peut donc conclure que les dispersions calculées dans le tableau 4.3 pour le SRE
sont confirmées par les distributions non-uniformes obtenues pour les courbes des pdf’s.
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Figure 4.8 – Cas test “Trois-champs” : fonctions de densité de probabilité du pic
de débit Qmax pour le LRE estimées avec une fenêtre de lissage η = 0.05 pour des
échantillons de sorties standardisés ; échelle linéaire (en haut) et logarithmique (en
bas).
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Figure 4.9 – Cas test “Trois-champs” : fonctions de densité de probabilité du coefficient
de ruissellement CR pour le SRE estimées avec une fenêtre de lissage η = 0.05 pour
des échantillons de sorties standardisés ; échelle linéaire (en haut) et logarithmique (en
bas).
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Figure 4.10 – Cas test “Trois-champs” : fonctions de densité de probabilité du coef-
ficient de ruissellement CR pour le LRE estimées avec une fenêtre de lissage η = 0.05
pour des échantillons de sorties standardisés ; échelle linéaire (en haut) et logarithmique
(en bas).
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4.2.4 Analyse de sensibilité globale
Un aspect important de notre étude est l’analyse de sensibilité globale car celle-ci
permet de hiérarchiser les paramètres d’entrée tout en tenant compte des interactions
paramétriques, elle est présentée à la Section 3.2.3. La méthode numérique utilisée
pour l’estimation des indices de sensibilité est celle de Monte Carlo, comme présentée
à la Section 3.3.1. Nous présentons ici les résultats obtenus pour le calcul des indices
de sensibilité de Sobol du premier ordre et totaux. Nous rappelons que l’indice de
sensibilité du premier ordre Si estime l’influence individuelle du paramètre Xi sur la
variable de sortie considérée. Cet indice est compris entre 0 et 1. Un indice Si égal à
1 signifie que seul le paramètre Xi influence la variable de sortie, à l’inverse 0 signifie
que l’influence individuelle est nulle. L’indice total Ti permet, quant à lui, d’estimer
l’effet total du paramètre Xi sur la sortie, i.e. son effet individuel plus l’effet de ses
interactions paramétriques. Il est lui aussi compris entre 0 et 1.
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Figure 4.11 – Cas test “Trois-champs” : indices de sensibilité du pic de débit Qmax ;
(a) SRE ; (b) LRE.
Les figures 4.11(a) et 4.11(b) présentent les indices de sensibilité du premier ordre
estimés à partir de l’échantillon des 100000 sorties du modèle et ce pour les deux
événements pluvieux. La variable de sortie considérée est le pic de débit Qmax. Les
indices de sensibilité relatifs à Ks,+, Ks,o et Ks,− sont respectivement notés S+, So et
S−. Une première observation est que la somme des indices du premier ordre est presque
égale à 1 (excepté pour la distribution spatiale [+−o] lors du SRE correspondant à la
petite partie blanche au dessus des parties grisées de la figure 4.11(a)), ceci impliquant
que la somme des indices d’ordres supérieurs est pratiquement nulle. Les indices de
sensibilité totaux sont donc égaux à leur indice du premier ordre correspondant et on
a Ti ≈ Si. Ces égalités signifient qu’il n’y a pas d’interactions significatives entre les
paramètres d’entrée.
Concernant le SRE, l’indice le plus élevé correspond au paramètre Ks localisé en aval
du domaine, ceci corroborant les conclusions précédentes sur le Ks le plus influent.
Comme l’illustre la figure 4.4, pour la distribution spatiale où le sous-domaine le moins
infiltrant est situé en aval, les nuages de points ne dépendent pas de la localisation de
Ks,o et Ks,+. Ceci signifie que seul Ks,− influence le débit à l’exutoire et en effet on
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obtient bien les indices S− égaux à 1. Dans le cas où le sous-domaine relatif au Ks,o
(intermédiaire) est en aval, on a So = 1 si le sous-domaine le plus infiltrant est situé
juste en amont. En effet, de par les grandes valeurs prises par Ks,+, toute l’eau de
pluie plus celle provenant de l’amont est infiltrée, si bien que seul le sous-domaine situé
en aval régit le débit à l’exutoire. Par contre, si le sous-domaine le plus infiltrant est
situé en amont du domaine, alors les deux autres sous-domaines contribuent aux débits
à l’exutoire, Ks,o ayant plus d’effet avec So = 68% que Ks,− avec S− = 30%. Dans
cette situation, l’analyse de sensibilité globale permet d’affirmer les conclusions tirées
de l’étude du nuage de points.
Concernant le LRE, puisque la durée de pluie est prolongée, les sous-domaines les plus
perméables génèrent plus de ruissellement en raison de la diminution de la capacité
d’infiltration et contribuent donc d’avantage aux débits à l’exutoire, i.e. aux variables
de sortie. La conséquence est que, contrairement au SRE, le sous-domaine relatif à
Ks,+ influence les sorties, ceci se traduisant dans l’analyse de sensibilité par le fait
que les indices de sensibilité S+ ne sont plus nuls. Dans la figure 4.11(b), on constate
deux scénaris en fonction de la position du Ks,+. Soit le sous-domaine le plus perméable
(relatif àKs,+) est situé en amont et le paramètre le plus influent estKs,o avec So = 70%,
Ks,+ et Ks,− ayant un effet comparable (S+ ≈ S− ≈ 15%). Soit la hiérarchisation est
la suivante : Ks,+ est le plus influent avec S+ = 72%, puis Ks,o avec So = 22% et enfin
Ks,− avec S− = 4%.
Concernant le coefficient de ruissellement CR (voir les figures 4.12(a) et 4.12(b)),
les résultats obtenus par l’analyse de sensibilité sont pratiquement identiques. La seule
différence significative concerne le LRE, lorsque le sous-domaine le plus infiltrant se
situe en amont, l’effet de son Ks (Ks,+) est négligeable sur le CR (S+ ≈ 0) alors qu’une
influence est perceptible sur Qmax (S+ de l’ordre de quelques %). Ceci est dû au fait que
l’excédent d’eau du sous-domaine en amont ne va pas beaucoup varier en raison de la
forte perméabilité du domaine et donc ne va pas modifier le ruissellement à l’exutoire.
Par contre, cette eau provenant de l’amont va permettre à l’écoulement de prendre de
la vitesse, augmentant ainsi le débit maximal à l’exutoire.
Ces conclusions signifient qu’en pratique, en cas de sols présentant de faibles niveaux
de saturation (pour le SRE), il est important de concentrer les mesures (en vue d’une
meilleure caractérisation du sol) sur le sous-domaine le plus proche de l’exutoire, là où
le paramètre influence le plus les sorties du modèle. Concernant des sols plus saturés
(pour le LRE), les mesures doivent être focalisées sur le sous-domaine contenant le sol
le plus perméable.
Enfin, nous vérifions que le nombre de simulations utilisé,M = 100000, pour l’échan-
tillonnage par Monte Carlo est bien suffisant pour déterminer avec précision les indices
de sensibilité. La figure 4.13 présente les indices de sensibilité totaux et du premier ordre
pour Qmax, pour une des distributions avec le SRE ([+−o]) en fonction du nombre de
simulations M . Les indices du premier ordre et totaux convergent très rapidement.
Pour M = 1000, une bonne convergence des résultats est déjà observée. De plus, on
constate bien que les indices totaux convergent vers les mêmes valeurs que les indices
du premier ordre correspondants, puisque nous avons vu qu’il y a peu d’interactions
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Figure 4.12 – Cas test “Trois-champs” : indices de sensibilité du coefficient de ruissel-
lement CR ; (a) SRE ; (b) LRE.
paramétriques sur les sorties du modèle.
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Figure 4.13 – Cas test “Trois-champs” : convergence des indices de sensibilité de Sobol
du premier ordre (Si) et totaux (Ti) en fonction du nombre de simulations M pour la
méthode de Monte Carlo.
4.2.5 Influence de la loi de distribution des Ks
Les résultats précédents sont obtenus pour des variables aléatoires suivant une loi
uniforme. Comme dans la littérature la loi log-normale est plus fréquemment utilisée,
nous vérifions que nos conclusions ne dépendent pas du choix des pdf’s fixées pour Ks.
Dans ce but, nous simulons les mêmes cas tests en utilisant une distribution log-normale
de moyenne et variance telles que Ks appartient à l’intervalle spécifié pour la distri-
bution uniforme avec une probabilité 0.9958. La figure 4.14 présente les distributions
uniforme et log-normale utilisées pour la variable aléatoire Ks,−.
Les figures 4.15 et 4.16 représentent les 100000 couples (Qmax,CR) pour les six
distributions spatiales des trois types de sol et ce pour les deux événements pluvieux
(SRE et LRE). On constate que l’allure des nuages de points est très proche de celle
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Figure 4.14 – Fonction de densité de probabilité du paramètre d’entrée K−s .
obtenue pour la loi de distribution uniforme aux figures 4.4 et 4.5. On peut donc en
tirer les mêmes conclusions, i.e. que les deux variables de sortie CR et Qmax sont
fortement corrélées et que la durée de l’événement pluvieux joue un rôle important
dans l’organisation des sorties du modèle.
Figure 4.15 – Cas test “Trois-champs” (pour une distribution log-normale) : pics
de débit Qmax et coefficients de ruissellement CR pour les six distributions spatiales
possibles des types de sol pour le SRE.
Les figures 4.17 à 4.20 présentent les pdf’s de Qmax et de CR estimées par la mé-
thode de Parzen-Rozenblatt via des échantillons de sorties standardisés. Ces pdf’s sont
représentées par groupes en fonction du Ks qui influence le plus les débits à l’exutoire
comme pour les figures 4.7 à 4.10. La comparaison avec les pdf’s obtenues avec les
lois uniformes en entrée montre des différences, mais celles-ci portent essentiellement
sur les valeurs faibles des pdf’s qui concernent les événements rares. Par contre, le
comportement global des pdf’s est similaire.
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Figure 4.16 – Cas test “Trois-champs” (pour une distribution log-normale) : pics
de débit Qmax et coefficients de ruissellement CR pour les six distributions spatiales
possibles des types de sol pour le LRE.
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Figure 4.17 – Cas test “Trois-champs” (pour une distribution log-normale) : fonctions
de densité de probabilité du pic de débit Qmax pour le SRE estimées avec une fenêtre
de lissage η = 0.05 pour des échantillons de sorties standardisés ; échelle linéaire (en
haut) et logarithmique (en bas).
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Figure 4.18 – Cas test “Trois-champs” (pour une distribution log-normale) : fonctions
de densité de probabilité du pic de débit Qmax pour le LRE estimées avec une fenêtre
de lissage η = 0.05 pour des échantillons de sorties standardisés ; échelle linéaire (en
haut) et logarithmique (en bas).
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Figure 4.19 – Cas test “Trois-champs” (pour une distribution log-normale) : fonctions
de densité de probabilité du coefficient de ruissellement CR pour le SRE estimées avec
une fenêtre de lissage η = 0.05 pour des échantillons de sorties standardisés ; échelle
linéaire (en haut) et logarithmique (en bas).
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Figure 4.20 – Cas test “Trois-champs” (pour une distribution log-normale) : fonctions
de densité de probabilité du coefficient de ruissellement CR pour le LRE estimées avec
une fenêtre de lissage η = 0.05 pour des échantillons de sorties standardisés ; échelle
linéaire (en haut) et logarithmique (en bas).
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Figure 4.21 – Cas test “Trois-champs” (pour une distribution log-normale) : indices de
sensibilité du pic de débit Qmax ; (a) SRE ; (b) LRE. Pour chaque distribution spatiale,
les résultats obtenus pour la distribution uniforme sont représentés sur la colonne de
gauche et ceux pour la distribution log-normale sur la colonne de droite.
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Les figures 4.21(a) et 4.21(b) comparent les indices de sensibilité du premier ordre
obtenus avec les deux distributions (uniforme et log-normale) pour les deux événements
pluvieux. Des résultats très proches sont obtenus, conduisant ainsi aux mêmes conclu-
sions, à savoir que le paramètre ayant le plus d’effet sur les sorties dépend de l’état
de saturation du sol. Pour un sol (très) peu saturé, le Ks le plus influent est celui se
situant en aval du domaine alors que pour un sol plus proche de la saturation, le Ks le
plus influent est généralement le plus infiltrant.
4.2.6 Influence de la longueur du domaine d’étude
Le cas test “Trois-champs” étant réalisé sur un domaine de simulation relativement
petit, nous nous sommes intéressés à l’effet de l’échelle spatiale du domaine sur les
résultats. Pour étudier l’impact de la longueur du domaine, nous reprenons ce cas test
pour une configuration de longueur dix fois plus grande, i.e., L = 48 m avec le LRE,
le SRE étant trop court pour un domaine aussi long. La conclusion générale est que
la longueur du domaine n’affecte pas les résultats obtenus. Une première observation
intéressante est que les nuages de points et les pdf’s ont les mêmes allures, aussi bien
pour la sortie Qmax que CR (voir les figures 4.22, 4.23 et 4.24).
Figure 4.22 – Cas test “Trois-champs” (pour un domaine dix fois plus long et le LRE) :
pics de débit Qmax et coefficients de ruissellement CR pour les six distributions spatiales
possibles des types de sol.
En comparant les intervalles de confiance de l’indice de saturation du sol (Ic/Ks),
on remarque également que ces derniers sont très proches pour les deux longueurs du
domaine et suivent les mêmes variations (voir la figure 4.25). En outre, l’analyse de sen-
sibilité conduit elle aussi aux mêmes résultats concernant le paramètre le plus influent
(voir les figures 4.26(a) et 4.26(b)). La seule différence significative est que l’indice de
sensibilité pour Ks,+ s’annule lorsque le sous-domaine le plus perméable est situé en
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Figure 4.23 – Cas test “Trois-champs” (pour un domaine dix fois plus long et le LRE) :
fonctions de densité de probabilité du pic de débit Qmax estimées avec une fenêtre de
lissage η = 0.05 pour des échantillons de sorties standardisés ; échelle linéaire (en haut)
et logarithmique (en bas).
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Figure 4.24 – Cas test “Trois-champs” (pour un domaine dix fois plus long et le LRE) :
fonctions de densité de probabilité du coefficient de ruissellement CR estimées avec une
fenêtre de lissage η = 0.05 pour des échantillons de sorties standardisés ; échelle linéaire
(en haut) et logarithmique (en bas).
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amont (ce qui était déjà le cas pour CR avec le LRE). Ce résultat peut être expliqué
par le fait que la longueur importante du domaine conduit à une augmentation de la
distance entre le sous-domaine en amont et l’exutoire, diminuant ainsi sa contribution
aux débits à l’exutoire.
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Figure 4.25 – Cas test “Trois-champs” (pour un domaine dix fois plus long et le
LRE) : intervalles de confiance du rapport Ic/Ks au temps final en fonction de la
position spatiale pour les six distributions spatiales possibles des types de sol.
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Figure 4.26 – Cas test “Trois-champs” (pour un domaine dix fois plus long et le LRE) :
indices de sensibilité de Sobol ; (a) pour le débit maximal à l’exutoire (Qmax) ; (b) pour
le coefficient de ruissellement (CR).
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4.3 Cas test : “Bandes Enherbées”
4.3.1 Description du cas test
Dans cette section, un deuxième cas test nommé “Bandes Enherbées” est étudié.
On considère un plan unidimensionnel de longueur L = 318 m et de pente constante
∂xz = 2%. Les paramètres du sol sont uniformes (excepté le Ks) et les valeurs suivantes
ont été choisies :
f = 0.25, θs − θi = 0.3, hf = 0.023 m.
Une pluie constante d’intensité R(t) [L/T] est simulée pendant une durée TR [T] puis
stoppée. Le temps de simulation total est noté T [T]. On considère deux événements
pluvieux : SRE (pour “Short Rainfall Event”) et LRE (pour “Long Rainfall Event”).
Les valeurs de l’intensité de pluie R, la durée de pluie TR et le temps de simulation
sont indiqués dans le tableau 4.4.
Tableau 4.4 Cas test “Bandes Enherbées”, données pour les deux événements plu-
vieux : intensité de la pluie R, durée de la pluie TR, et temps total de simulation T .
Evénement R (m.s−1) TR (s) T (s)
SRE 8.33·10−6 3,600 5,000
LRE 1.11·10−5 8,500 9,500
Le domaine contient des bandes enherbées (BE) d’une longueur totale de 6 m.
Deux distributions spatiales des BE sont considérées, comme représentées dans la figure
4.27 : soit trois BE larges de 2 m de long situées respectivement à l’exutoire, à un tiers
et deux tiers de la longueur du domaine en partant de l’exutoire, soit une seule BE
large de 6 m de long localisée à l’exutoire. Une valeur de conductivité hydraulique à
saturation est attribuée à la (les) BE(s) et une autre pour le reste du domaine que nous
appelons “champ”. Les deux Ks sont des variables aléatoires indépendantes suivant une
distribution uniforme. Pour le champ et la (les) BE(s), Ks,i suit une loi de distribution
uniforme
Ks,i ∼ U [Kmins,i ,Kmaxs,i ], i ∈ {champ,BE}
où Kmins,i et Kmaxs,i sont les valeurs minimale et maximale de Ks,i. Ces valeurs sont
listées dans le tableau 4.5 et correspondent à des valeurs représentatives de valeurs
obtenues pour des BE utilisées en aménagement du territoire afin de diminuer les effets
du ruissellement en ralentissant les écoulements.
On considère donc deux configurations spatiales possibles pour les BE et deux évé-
nements pluvieux, on obtient alors quatre combinaisons possibles : 1 BE avec le SRE,
3 BE avec le SRE, 1 BE avec le LRE et enfin 3 BE avec le LRE.
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Tableau 4.5 Cas test “Bandes Enherbées” : valeurs minimales et maximales de Ks en
m.s−1 (en mm.h−1).
champ BE
Kmins 3.57·10−6 (13) 2.22·10−5 (80)
Kmaxs 6.35·10−6 (23) 3.33·10−5 (120)
champ
2%
champ
champ
champ
3 BE minces 1 BE large
Configuration 3 BE Configuration 1 BE
R(t)R(t)
2%
Figure 4.27 – Cas test “Bandes Enherbées” : localisations des bandes enherbées ; trois
bandes enherbées régulièrement réparties (gauche) ou une bande enherbée trois fois
plus large à l’aval (droite).
Les deux variables aléatoires d’entrée Ks,i relatives au champ et aux BE sont échan-
tillonnées par la méthode de Monte Carlo avec une taille d’échantillon M = 100000 et
ce pour les deux configurations spatiales et les deux événements pluvieux. Les échan-
tillons obtenus pour les variables de sorties (Qmax, CR) sont analysés. Les résultats
sont présentés dans les sous-sections suivantes.
4.3.2 Influence de la durée de l’événement pluvieux
Tout comme pour le cas test précédent, la durée de l’événement pluvieux s’avère
importante au regard des réponses du modèle. Nous présentons différents résultats,
comme la corrélation des variables de sortie (Qmax et CR), leurs distributions ou encore
différents quantiles pour évaluer les événements rares.
La figure 4.28 représente les couples (Qmax,CR) correspondant aux 100000 réponses
du modèle pour les quatre configurations (1 ou 3 BE ; SRE ou LRE). Pour chaque
configuration, les deux sorties Qmax et CR sont si fortement corrélées que les points
s’alignent le long de courbes. Les coefficients sont respectivement : 0.959 pour 1 BE
avec le SRE, 0.985 pour 3 BE avec le SRE, 0.999 pour 1 BE avec le LRE et 0.995
pour 3 BE avec le LRE. De plus, comme attendu, les valeurs prises par Qmax et CR
sont plus grandes pour le LRE car, l’événement pluvieux étant plus long, il génère plus
d’eau donc plus de ruissellement que pour le SRE.
4.3. Cas test : “Bandes Enherbées” 89
Figure 4.28 – Cas test “Bandes Enherbées” avec le SRE et le LRE : pics de débit
Qmax et coefficients de ruissellement CR pour les deux configurations (une large bande
enherbée à l’aval (1 BE), ou trois bandes enherbées étroites (3 BE)).
Concernant Qmax, pour le SRE et le LRE, les valeurs sont contenues approximativement
dans le même intervalle indépendamment de la distribution spatiale des BE. Pour
le SRE on a : 0 < Qmax < 6.7·10−4 m2.s−1 et pour le LRE : 7.7·10−4 < Qmax <
1.8·10−3 m2.s−1.
Concernant CR, les valeurs sont légèrement plus grandes pour la configuration avec 1
BE et cette différence est plus significative pour le SRE. Pour le SRE on a : 0 < CR <
8% pour la configuration à 1 BE et 0 < CR < 8.6% pour celle à 3 BE ; pour le LRE
on a : 11.8 < CR < 39.1% pour la configuration à 1 BE et 12 < CR < 39.5% pour
les 3 BE. On peut donc conclure que l’influence de la distribution spatiale des BE est
faible concernant la variabilité du ruissellement et presque nulle concernant les débits
à l’exutoire.
Le tableau 4.6 présente les estimations statistiques des valeurs suivantes pour Qmax
(lignes blanches) et CR (lignes grises) : la moyenne µ, l’écart type σ, le coefficient de
variation cov = σ/µ, la médiane Q50 et le 90ème percentile Q90. En ce qui concerne
Qmax, ces valeurs confirment le fait que les configurations spatiales avec 1 BE ou 3 BE
donnent lieu à des résultats similaires pour le LRE et très proches pour le SRE. À noter
que pour le SRE, la présence des 3 BE diminue très légèrement toutes les valeurs de
Qmax exceptée la médiane. À l’inverse, toutes les valeurs de CR sont plus élevées pour la
configuration à 3 BE, excepté le coefficient de variation et ce plus significativement lors
du SRE. L’impact de la distribution spatiale des BE dépend donc de la sortie que l’on
considère. Répartir les 3 BE sur le domaine diminue légèrement les valeurs moyennes
des débits maximaux à l’exutoire mais augmente sensiblement celles du ruissellement.
En outre, alors que les estimations de la moyenne et de la médiane sont différentes
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Tableau 4.6 Cas test “Bandes Enherbées” : moyenne µ = Eˆ[Qmax], écart type σ =√
Vˆ (Qmax), coefficient de variation cov = σ/µ, médiane Q50, et 90ème percentile Q90
pour le pic de débit Qmax (lignes blanches) et le coefficient de ruissellement CR (lignes
grises).
SRE LRE
1 BE 3 BE 1 BE 3 BE
µ 1.49·10−4 1.44·10−4 1.30·10−3 1.30·10−3
1.10·10−2 1.30·10−2 2.48·10−1 2.51·10−1
σ 1.92·10−4 1.81·10−4 2.53·10−4 2.53·10−4
1.76·10−2 1.91·10−2 6.65·10−2 6.71·10−2
cov 129% 125% 19% 19%
160% 147% 27% 27%
Q50 0 5.05·10−5 1.30·10−3 1.30·10−3
0 2.18·10−3 2.45·10−1 2.49·10−1
Q90 4.63·10−4 4.52·10−4 1.64·10−3 1.65·10−3
4.06·10−2 4.49·10−2 3.40·10−1 3.44·10−1
pour le SRE, les mêmes valeurs sont obtenues pour le LRE, ce qui est en accord avec
l’allure des pdf’s décrites ci-dessous (voir les figures 4.29(a) et 4.29(b)). Pour les deux
variables de sortie, la dispersion est beaucoup plus importante pour le SRE, entre 125
et 160%, alors qu’elle est inférieure à 27% pour le LRE. Tout comme pour le cas test
“Trois-champs”, l’augmentation de la durée de la pluie conduit à une diminution de la
dispersion.
À ce stade, nous pouvons conclure que la présence d’une unique BE permet de
diminuer significativement le coefficient de ruissellement CR lors du SRE. Cependant,
cette tendance semble s’inverser au regard du pic de débit Qmax.
Les figures 4.29(a) et 4.29(b) représentent les pdf’s, respectivement, de Qmax et
CR, estimées par la méthode de Parzen-Rozenblatt via des échantillons de sorties stan-
dardisés pour les quatre configurations (1 ou 3 BE ; SRE ou LRE). Notons que les
résultats pour Qmax et CR sont très semblables, aussi les commentaires et conclusions
qui suivent sont faits pour ces deux sorties simultanément afin d’éviter les répétitions.
Cette similitude corrobore le fait que les corrélations obtenues pour les deux variables
de sortie sont très élevées (supérieures à 0.995) et que les nuages de points s’alignent
sur une droite. Cependant, il est à noter une différence significative entre 1 BE et 3 BE
concernant la pdf de Qmax pour le SRE sur la figure 4.29(a). Les deux pdf’s présentent
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Figure 4.29 – Cas test “Bandes Enherbées” : fonctions de densité de probabilité esti-
mées avec une fenêtre de lissage η = 0.05 pour des échantillons de sorties standardisés ;
échelle linéaire (en haut) et logarithmique (en bas) ; (a) sortie Qmax ; (b) sortie CR.
toutes deux un pic marqué en début de distribution mais alors que la pdf pour 1 BE
devient régulière et comparable à la distribution uniforme, celle pour 3 BE oscille avant
de converger vers la même allure en queue de distribution.
Le SRE et le LRE génèrent des distributions de sorties très différentes, la durée de
l’événement pluvieux impacte donc la distribution des variables de sortie. Concernant
le LRE, les distributions des variables de sortie sont similaires pour les deux configu-
rations de BE (1 BE et 3 BE). La configuration spatiale des BE n’a pas d’effet sur la
distribution des variables de sorties. En outre, les distributions ressemblent à la fonction
rectangulaire, elles se rapprochent de la loi uniforme avec des pdf’s voire essentielle-
ment plates. On peut d’ailleurs constater dans le tableau 4.6 l’égalité des valeurs pour
l’estimation de la moyenne et l’estimation de la médiane.
Concernant le SRE, les pdf’s estimées sont différentes bien qu’ayant des allures compa-
rables. Ceci signifie que la répartition des BE impacte la distribution des deux variables
de sortie. De plus, elles sont beaucoup plus marquées et présentent un pic relativement
important autour de l’abscisse -1, ce qui correspond aux nombreuses simulations gé-
nérant des débits nuls à l’exutoire. Les échantillons étant centrés et normés, ces pics
se situent autour d’une valeur égale à un écart type en dessous de la moyenne (0).
Le nombre important de réponses nulles n’est pas visible sur la figure 4.28 car une
représentation à l’aide de nuages de points ne permet pas de visualiser l’occurrence
des sorties contrairement à l’analyse des distributions. De plus, ces pics marqués non
centrés en 0 traduisent une distribution non symétrique, ce qui explique la différence
entre la moyenne et la médiane dans le tableau 4.6. Il est à noter aussi que les va-
leurs moyennes des sorties du modèle sont différentes des sorties du modèle pour les
valeurs moyennes des paramètres (non représentées ici). Ceci souligne l’importance des
92 Chapitre 4. Propagation des incertitudes dans le modèle d’infiltration
processus non linéaires.
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Figure 4.30 – Cas test “Bandes Enherbées” : intervalles de confiance du rapport Ic/Ks
a temps final en fonction de la position spatiale pour les deux configurations (une large
bande enherbée en aval (1 BE), ou trois bandes enherbées étroites (3 BE)) ; SRE (en
gris) et LRE (en noir).
Comme pour le cas test “Trois-champs”, la durée de l’événement pluvieux a un
impact important sur les variables de sortie. Nous nous intéressons donc un peu plus
en détail au processus d’infiltration en analysant la spatialisation des états de saturation
des sols. La figure 4.30 présente les intervalles de confiance (pour les 100000 réponses
du modèle) du rapport Ic/Ks au temps final, en fonction de la position spatiale, en gris
pour le SRE et en noir pour le LRE. Comme attendu, en raison de la prolongation de
la durée de pluie, les rapports sont plus proches de 1 pour le LRE. Ils sont d’ailleurs
plus proches de 1 que ceux obtenus lors du cas test “Trois-champs” (voir la figure 4.6),
signifiant que le sol est très proche de la saturation. Pour chaque événement pluvieux,
les intervalles de confiance des deux configurations spatiales (1 BE and 3 BE) sont
semblables. De plus, alors que pour le SRE la variabilité du rapport Ic/Ks est plus
forte au niveau des BE (deux à quatre fois plus élevée) que pour le champ, pour le LRE
elle est plus élevée au niveau du champ (approximativement trois fois plus importante)
que pour les BE. Enfin, concernant le SRE, un résultat intéressant est que le fait de
répartir 3 BE au lieu d’en imposer une seule à l’exutoire, revient en quelque sorte à
homogénéiser le niveau de variabilité de Ic/Ks le long du domaine.
4.3.3 Estimation des quantiles
Les résultats précédents ne concernant que les débits à l’exutoire, il est intéressant
de mieux comprendre ce qui se passe le long du domaine. En effet, deux simulations
peuvent donner lieu à des sorties identiques concernant l’exutoire mais sensiblement
différentes ailleurs sur le domaine. Nous nous intéressons aux débits spatialisés et plus
précisément à leurs maxima sur la durée de simulation.
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Les figures 4.31 et 4.32 présentent les trois estimateurs statistiques µ, Q50 et Q90
pour le pic de débit maxtQ(x, t) en fonction de la position spatiale et des deux valeurs
déterministes de cette quantité (avec Ks = Kmins ou Kmaxs ). Les courbes pour Q50 coïn-
cident presque avec celles de maxtQ(x, t) obtenues pourKs = Kmeans = 12(Kmins +Kmaxs )
(non représentées pour ne pas surcharger les figures). Contrairement au LRE où l’on
obtenait l’égalité, pour le SRE la médiane est inférieure à la moyenne pour 3 BE et
supérieure puis inférieure pour 1 BE. Pour les deux configurations, la distribution n’est
donc pas uniforme en espace. De plus, pour le SRE et le LRE, CR est légèrement plus
grand pour la configuration avec 1 BE. Bien que les volumes de ruissellement soient
comparables pour 1 BE et 3 BE, la distribution spatiale du débit maximal varie. En
effet, pour les deux figures 4.31 et 4.32, les débits le long du domaine spatial sont plus
faibles pour 3 BE en raison de la présence des trois BE qui ralentissent l’écoulement.
En outre, cet effet est plus significatif pour le SRE, ceci étant dû à la saturation du
sol. Ainsi, pour des processus tels que l’érosion qui sont influencés par les débits maxi-
maux, le résultat principal de la figure 4.31 est que la configuration avec 3 BE réduit
(spécifiquement pour le SRE) la probabilité d’obtenir de fortes valeurs pour maxtQ.
De plus, une information pertinente obtenue grâce à l’approche stochastique est que,
pour le SRE (resp. le LRE), le 90eme percentile est 33% (resp. 11%) plus faible pour
la configuration à 3 BE que pour celle à 1 BE.
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Figure 4.31 – Cas test “Bandes Enherbées” (3 BE à gauche, 1 BE à droite) : esti-
mations statistiques des pics de débit maxtQ(x, t) en fonction de la position spatiale
(moyenne µ = Eˆ[maxtQ(x, t)], médiane Q50, et 90ème percentile Q90) et quelques
valeurs déterministes de ces quantités (avec Ks = Kmins ou Kmaxs ) pour le SRE.
Les résultats de l’analyse de sensibilité pour les quatre configurations (1 BE ou 3
BE ; SRE ou LRE) montrent que les indices de sensibilité du premier ordre relatifs au
champ sont plus forts (compris entre 92 et 96%) que ceux relatifs aux BE. Ceci signifie
94 Chapitre 4. Propagation des incertitudes dans le modèle d’infiltration
0 100 200 3000
0.5
1
1.5
2
x 10-3
x (m)
m
a x
t Q
( x
, t )
  (
m
² . s
- 1
)
0 100 200 3000
0.5
1
1.5
2
x 10-3
x (m)
m
a x
t Q
( x
, t )
  (
m
² . s
- 1
)
µ
Q
 50
Q 90
Ks
min
Ks
max
Figure 4.32 – Cas test “Bandes Enherbées” (3 BE à gauche, 1 BE à droite) : esti-
mations statistiques des pics de débit maxtQ(x, t) en fonction de la position spatiale
(moyenne µ = Eˆ[maxtQ(x, t)], médiane Q50, et 90ème percentile Q90) et quelques
valeurs déterministes de ces quantités (avec Ks = Kmins ou Kmaxs ) pour le LRE.
que seul le Ks du champ est un paramètre influent. Ce résultat était attendu au vu
des valeurs élevées pour les capacités d’infiltration des BE. En effet, celles-ci infiltrant
presque toute l’eau, elles ne contribuent que très peu aux débits à l’exutoire.
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4.3.4 Influence de la loi de distribution des Ks
La loi log-normale étant fréquemment utilisée en applications hydrologiques, nous
vérifions que nos conclusions ne dépendent pas du choix de la loi de distribution choisie
pour les Ks. Nous simulons donc le même cas test en utilisant une distribution log-
normale de moyenne et variance telles que Ks appartient à l’intervalle prescrit par la
distribution uniforme avec une probabilité 0.9958.
Figure 4.33 – Cas test “Bandes Enherbées” (pour une distribution log-normale) : pics
de débit Qmax et coefficients de ruissellement CR pour les deux configurations (une
large bande enherbée à l’aval (1 BE), ou trois bandes enherbées étroites (3 BE)).
Les résultats sur la très forte corrélation entre les deux variables de sortie et la faible
influence de l’organisation spatiale des BE sont maintenus. En effet, sur la figure 4.33
représentant les 100000 couples (Qmax,CR), les nuages de points sont quasiment iden-
tiques à ceux obtenus pour les distributions uniformes sur la figure 4.28. De plus, les
conclusions tirées des distributions obtenues pour les variables de sortie restent inchan-
gées (voir les figures 4.34(a) et 4.34(b)). La configuration spatiale des BE n’a que très
peu d’impact (voire pas du tout pour le LRE) sur les distributions des réponses du
modèle. Il en est de même concernant les indices de saturation du sol, les commentaires
et remarques faits pour la figure 4.30 restent valables pour la figure 4.35.
La distribution log-normale ne modifie pas non plus les conclusions concernant
l’occurrence des événements rares. Les estimations statistiques des maxima des dé-
bits spatialisés sont similaires à celles obtenues pour la distribution uniforme (voir les
figures 4.36(a) et 4.36(b)), avec un changement relatif de 10 à 20%. Les enveloppes
contenant ces estimations sont moins larges dans le cas de distributions log-normales :
la médiane Q50 est plus grande et le 90ème percentile Q90 est plus petit. Ces change-
ments qualitatifs étaient attendus puisque la distribution log-normale assigne plus de
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Figure 4.34 – Cas test “Bandes Enherbées” (pour une distribution log-normale) :
fonctions de densité de probabilité estimées avec une fenêtre de lissage η = 0.05 et des
échantillons de sorties standardisés pour le SRE et le LRE ; échelle linéaire (en haut)
et logarithmique (en bas) ; (a) sortie Qmax (η = 0.05) ; (b) sortie CR (η = 0.05 pour
SRE et η = 0.1 pour LRE).
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Figure 4.35 – Cas test “Bandes Enherbées” (pour une distribution log-normale) :
intervalles de confiance du rapport Ic/Ks au temps final en fonction de la position
spatiale pour les deux configurations (une large bande enherbée à l’aval (1 BE) ou trois
bandes enherbées étroites (3 BE)) ; SRE (en gris) et LRE (en noir).
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Figure 4.36 – Cas test “Bandes Enherbées” (pour une distribution log-normale) :
estimations statistiques des pics de débit maxtQ(x, t) en fonction de la position spatiale
(moyenne µ = Eˆ[maxtQ(x, t)], médiane Q50 et 90ème percentile Q90) ; à gauche pour
trois bandes enherbées étroites (3 BE) et à droite pour une large bande enherbée en
aval (1 BE) ; (a) pour le SRE ; (b) pour le LRE.
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poids aux petites valeurs de Ks, ce qui conduit à de plus fortes valeurs pour les taux de
ruissellement. Cependant, le principal point de notre conclusion reste inchangé, à savoir
que la présence des 3 BE diminue la probabilité d’occurrence des valeurs extrêmes pour
les débits spatialisés et ce plus significativement pour le SRE.
4.3.5 Influence de la perméabilité des bandes enherbées
Nous nous intéressons enfin à l’influence des intervalles de valeurs retenues dans
la paramétrisation de la loi uniforme. Pour étudier l’effet de ces valeurs minimales et
maximales, considérées dans le tableau 4.5, nous simulons ce même cas test pour des
valeurs moins perméables au niveau des BE, référencées dans le tableau 4.7.
Tableau 4.7 Cas test “Bandes Enherbées” (pour une perméabilité des BE plus faible) :
valeurs minimales et maximales de Ks en m.s−1 (en mm.h−1).
champ BE
Kmins 4.40·10−6 (16) 1.11·10−5 (40)
Kmaxs 7.18·10−6 (26) 1.67·10−5 (60)
Les résultats obtenus corroborent les observations précédentes. Les descriptions et
les commentaires des différentes observations (figure 4.37 pour la corrélation des sorties,
figures 4.38(a) et 4.38(b) pour les distributions des variables de sortie, figure 4.39 pour
les indices de saturation du sol et figures 4.40(a) et 4.40(b) pour l’occurrence des pics de
débits spatialisés) sont les mêmes que précédemment. Les deux conclusions principales
restent inchangées : d’une part il n’y a pas de différence significative en termes de
ruissellement et de débit à l’exutoire entre 1 BE et 3 BE et d’autre part la présence
des 3 BE ralentit les débits le long du domaine et diminue la probabilité d’occurrence
de valeurs extrêmes de débit à l’intérieur du domaine.
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Figure 4.37 – Cas test “Bandes Enherbées” (pour une perméabilité plus faible des BE) :
pics de débit Qmax et coefficients de ruissellement CR pour les deux configurations (une
large bande enherbée en aval (1 BE) ou trois bandes enherbées étroites (3 BE)).
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Figure 4.38 – Cas test “Bandes Enherbées” (pour une perméabilité plus faible des
BE) : fonctions de densité de probabilité estimées avec une fenêtre de lissage η = 0.05
et des échantillons de sorties standardisés pour le SRE et le LRE ; échelle linéaire (en
haut) et logarithmique (en bas) ; (a) sortie Qmax ; (b) sortie CR.
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Figure 4.39 – Cas test “Bandes Enherbées” (pour une perméabilité plus faible des
BE) : intervalles de confiance du rapport Ic/Ks au temps final en fonction de la position
spatiale pour les deux configurations (une large bande enherbée à l’aval (1 BE) ou trois
bandes enherbées étroites (3 BE)) ; SRE (en gris) et LRE (en noir).
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Figure 4.40 – Cas test “Bandes Enherbées” (pour une perméabilité plus faible des BE) :
estimations statistiques des pics de débit maxtQ(x, t) en fonction de la position spatiale
(moyenne µ = Eˆ[maxtQ(x, t)], médiane Q50, et 90ème percentile Q90) et quelques
valeurs déterministes de ces quantités (prenant Ks = Kmins ou Kmaxs ) (3 BE à gauche,
1 BE à droite) ; (a) pour le SRE ; (b) pour le LRE.
102 Chapitre 4. Propagation des incertitudes dans le modèle d’infiltration
4.4 Conclusion
Dans ce chapitre, nous avons étudié l’impact de la variabilité des propriétés du sol
sur les écoulements à surface libre causés par des événements pluvieux. Nous avons
considéré la conductivité hydraulique à saturation Ks comme paramètre d’entrée incer-
tain dans le cadre du modèle d’infiltration de Green–Ampt. Pour modéliser les incerti-
tudes, le domaine d’écoulement a été découpé en sous-domaines reflétant l’organisation
spatiale du territoire (e.g., sous-domaines agricoles, bandes enherbées) et la conductivité
hydraulique à saturation a été décrite par des variables aléatoires statistiquement indé-
pendantes et uniformément distribuées, avec une variable aléatoire attribuée à chaque
sous-domaine. Concernant les quantités de sortie, nous nous sommes intéressés aux dé-
bits à l’exutoire (pic de débit et coefficient de ruissellement) et aussi aux pics de débit
en temps à l’intérieur du domaine. Deux cas tests, nommés “Trois-champs” et “Bandes
Enherbées” ont été étudiés.
Le cas test “Trois-champs” analyse le rôle de l’organisation spatiale des différents
types de sol dans la propagation des incertitudes. Les conclusions dépendent des niveaux
de saturation du sol. Pour des longs événements pluvieux générant des sols fortement
saturés, la variabilité des sorties du modèle reste modérée. En outre, le paramètre
d’entrée le plus influent est le Ks prenant les plus grandes valeurs, sauf quand le sous-
domaine le plus perméable est en amont, auquel cas c’est le Ks intermédiaire qui est le
plus influent. Pour des courts événements pluvieux avec des sols modérément saturés,
le paramètre le plus influent, indépendamment de ses valeurs relatives, est celui en aval,
qui est le plus proche de l’exutoire.
Le cas test “Bandes Enherbées” compare les incertitudes de ruissellement obtenues
avec deux distributions spatiales de bandes enherbées, à savoir trois bandes enherbées
étroites régulièrement réparties le long du domaine ou une seule bande plus large située
au niveau de l’exutoire. Une première conclusion est que la durée de la pluie impacte
considérablement l’allure des fonctions de densité de probabilité des réponses du modèle.
Spécifiquement, des pdf’s fortement piquées sont obtenues pour de courts événements
pluvieux (et des sols modérément saturés), alors que les pdf’s sont relativement étalées
et plates pour de longs événements pluvieux (et des sols fortement saturés). Une seconde
conclusion est que la distribution des bandes enherbées n’impacte pas la variabilité
des sorties du modèle. Cependant, une différence importante concerne la distribution
spatiale des débits maximaux en temps puisque la configuration avec trois BE conduit
à des valeurs extrêmes moins probables, comme le montrent les valeurs plus faibles du
90ème percentile.
Cette observation est pertinente dans une perspective de disposer les BE en vue de
limiter le risque d’érosion puisque le détachement des particules du sol est très sensible
aux pics de débit.
Les applications pratiques de ce travail sont doubles. La première permet de dé-
terminer où les efforts doivent être concentrés dans la collecte des paramètres d’entrée
pour réduire les incertitudes des sorties lors de la modélisation du ruissellement sur un
domaine composé de différents types de sol de capacité d’infiltration différentes. Cette
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étude montre que les conclusions dépendent de l’état de saturation du sol. Si le sol n’est
que peu saturé, il est pertinent de focaliser les mesures près de l’exutoire. À l’inverse, si
le sol est fortement saturé, il convient de concentrer les mesures sur les parties les plus
perméables du domaine. La seconde application concerne l’aménagement du territoire.
Décider de la répartition spatiale des bandes enherbées dans un sous-domaine où la
capacité d’infiltration est incertaine dépend de l’objectif envisagé. Quand le but est de
réduire le ruissellement, la répartition des BE n’a que peu d’importance en raison de la
variabilité modérée des sorties. En revanche, quand il s’agit de réduire le risque érosif,
des bandes enherbées régulièrement réparties sont plus efficaces pour réduire l’occur-
rence des valeurs extrêmes pour les pics de débit (le détachement des particules du sol
étant très sensible à ces valeurs).
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Nous nous intéressons dans ce chapite à la propagation et à la quantification des
incertitudes paramétriques au travers du modèle d’érosion proposé par Hairsine–Rose
(HR) [54–56]. C’est un modèle dit “à base physique” opérant une séparation concep-
tuelle sur les différents processus de détachement et de dépôt. Il nécessite un certain
nombre de paramètres d’entrée qui sont pour certains peu connus et non-mesurables.
Ces paramètres sont généralement calibrés grâce à des jeux de données observées. La
difficulté de paramétrer le modèle HR, ou tout autre modèle d’érosion, représente une
source d’incertitudes non négligeable amoindrissant les capacités prédictives du mo-
dèle. D’après Jetten et al. [71], la qualité des modèles d’érosion spatialement distribués
est fortement impactée par la forte variabilité spatiale et temporelle des processus mis
en jeu, mais aussi par les incertitudes relatives aux valeurs des paramètres d’entrée. À
notre connaissance, il n’existe que peu d’études sur l’analyse d’incertitudes dans les mo-
dèles d’érosion (cf. la section 1.3). Nous proposons une étude permettant de quantifier
la sensibilité du modèle HR à différents paramètres d’entrée. Au préalable, pour définir
notre modèle probabiliste, il est important de mieux comprendre la portée des différents
paramètres d’entrée et de considérer l’intérêt de les intégrer ou non à l’analyse. Nous
présentons donc une analyse paramétrique du modèle HR permettant de motiver nos
choix sur les paramètres à intégrer ainsi que leur modélisation probabiliste.
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5.1 Analyse paramétrique du modèle HR
5.1.1 Présentation du modèle
Le modèle HR est un modèle multi-classes permettant de distinguer le détachement
par la pluie, le détachement par le ruissellement et le dépôt à la surface du sol qui
entraîne la formation d’une couche de recouvrement plus érosive que le sol original. Le
modèle est défini par le système (2.8) décrit dans la sous-section 2.1.3. Nous rappelons
ici l’expression des cinq termes source représentant les différents processus d’érosion
du sol original et de la couche de recouvrement pour la k-ième classe de diamètre de
sédiment (le nombre total de classes est noté K) :
1. Le taux de détachement du sol original par la pluie
esk = (1−H)pkaP, (5.1)
2. Le taux de détachement de la couche de dépôt par la pluie
eck = H
mk
mt
adP, (5.2)
3. Le taux de détachement du sol original par le ruissellement
rsk = (1−H)pk
F (Ω− Ωcr)
J
, (5.3)
4. Le taux de détachement de la couche de dépôt par le ruissellement
rck = H
mk
mt
F (Ω− Ωcr)
mt
ρs−ρw
ρs
gh
, (5.4)
5. Le taux de dépôt
dk = νkck. (5.5)
Le modèle HR nécessite un certain nombre de paramètres d’entrée, plus ou moins
faciles à déterminer ou à mesurer, servant pour certains de paramètres de calage lors
de la validation des modèles. Nous proposons de les classer en trois catégories :
– Paramètres à mesure directe : cette première classe regroupe les paramètres
physiques mesurables directement. Ils sont admis depuis longtemps et répertoriés
dans des tables. De plus, ils sont utilisés dans de nombreux domaines et sont, en
général, indépendants du choix de modélisation.
– Paramètres à mesure indirecte : cette seconde classe regroupe les paramètres
bien définis physiquement, mais plus difficilement mesurables en pratique et dont
il n’existe pas de valeur précise. Ils dépendent généralement de trop nombreux
facteurs pour pouvoir être déterminés précisément. Ils sont généralement évalués
expérimentalement et intégrés dans un modèle de calibration.
– Paramètre de calage : cette troisième classe regroupe les paramètres claire-
ment empiriques, qui sont certes associés à un concept physique, mais il n’existe
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actuellement pas de techniques pour leur mesure directe (Rose et al. [121]).
Nous classons ainsi les paramètres du modèle HR :
– Paramètres à mesure directe : g, ρs, ρw, Φ et Ω,
– Paramètres à mesure indirecte : a, ad, Ωcr, ν et dsk , 1 ≤ k ≤ K,
– Paramètres de calage : m∗t , J et F .
Il y a peu d’intérêt à intégrer dans l’analyse d’incertitudes les paramètres que
nous considérons à mesure directe. Dans la suite de cette section, nous nous
intéressons donc aux paramètres dits “à mesure indirecte” et “de calage”, que
nous regroupons sous la vocable “principaux paramètres”.
5.1.2 Principaux paramètres du modèle
Dans cette sous-section, nous décrivons chacun des paramètres d’entrée (les para-
mètres principaux) du modèle HR susceptibles d’intégrer notre analyse d’incertitude
afin de mieux comprendre sa signification et son rôle dans le modèle. Nous nous intéres-
sons également aux valeurs attribuées à ces paramètres dans la littérature et essayons de
comprendre les raisons des différences (parfois relativement importantes) existant entre
celles-ci. Enfin, en vue de la modélisation probabiliste, nous examinons les éventuelles
dépendances entre les paramètres.
a et ad, les détachabilités respectives du sol et de la couche de dépôt
Les détachabilités du sol a et de la couche de dépôt ad par l’impact de la pluie repré-
sentent l’aptitude d’un sol à être fractionné en particules susceptibles d’être transpor-
tées. Ces deux détachabilités sont réputées dépendantes de la hauteur d’eau disponible
h, cette dernière protégeant le sol ou la couche de l’impact des gouttes de pluie. Nous
choisissons de considérer une hauteur d’eau critique h0 telle que pour des hauteurs
d’eau qui lui sont inférieures, les détachabilités restent constantes, puis diminuent à
partir de cette valeur critique. Ces détachabilités s’expriment donc comme suit (comme
dans les études de Proffitt et al. [115], Hairsine et Rose [54] et Heng et al. [60]) :
a =
a0 si h ≤ h0,a0 h0h si h > h0, ad =
ad0 si h ≤ h0,ad0 h0h si h > h0. (5.6)
La hauteur d’eau critique, h0, est fonction du diamètre des gouttes de pluie. Suivant
Mutchler et Hansen [103], la plupart des modèles existant considèrent h0 = 0.33Dr où
Dr représente le diamètre d’une goutte de pluie (Dr ≈ 2 mm en général). C’est ce que
nous avons choisi de considérer ici.
Les relations (5.6) ont été étudiées par Gao et al. [49]. L’étude montre que, lorsque
le ruissellement est inférieur à une hauteur d’eau critique, la détachabilité du sol due à
la pluie est bien constante pour un type de sol et une teneur en eau donnés. Par contre,
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en cas de ruissellement supérieur à ce seuil, la détachabilité devient décroissante en
fonction de la hauteur d’eau ruisselant. Misra et Rose [97] estiment différents paramètres
d’érosion, dont les détachabilités, en utilisant le modèle GUEST et en se basant sur la
théorie de Hairsine et Rose et des données expérimentales. Ils obtiennent la croissance
des valeurs de a et ad en fonction de la croissance de la pente, avec pour a une moyenne
de 94.5 en cas de sol faiblement cohésif et 31 en cas de sol fortement cohésif (compacté)
et pour ad respectivement des valeurs de 55800 et 19700 (kg.m−3). Il existe donc un
facteur 3 entre un sol compacté et non compacté. De plus, les valeurs de ad sont presque
1000 fois plus élevées que celles de a, indiquant que la couche de dépôt est beaucoup
plus facilement détachable que le sol original.
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Figure 5.1 – Intervalles de valeurs prises par les paramètres a et ad pour différentes
études du modèle HR.
Les paramètres a et ad peuvent prendre des valeurs très différentes dans la littéra-
ture. Quelques-unes sont répertoriées dans la figure 5.1 où pour différentes études, les
intervalles de valeurs prises par les paramètres de détachabilité sont représentés. Il est
à noter que ces valeurs correspondent aux a et ad et non aux a0 et ad0, excepté pour
l’article de Heng et al. [60] et la thèse de Le [83]. En effet, ces derniers utilisent des
détachabilités à seuil, comme exprimées dans l’équation (5.6).
L’intervalle obtenu par Sander et al. [128] se situe dans des plages de valeurs beau-
coup plus élevées que le reste et son amplitude est assez importante. Ces valeurs ont
été obtenues par calage d’une approximation de la solution analytique de HR sur les
données expérimentales de Proffitt et al [115]. Elles sont d’ailleurs plus importantes
que celles rapportées expérimentalement. Les auteurs expliquent ceci par le fait que les
valeurs expérimentales de a sont basées sur une valeur d’équilibre obtenue par obser-
vation visuelle avec H = 0.9. Hogarth et al. [65] ont aussi étudié ces mêmes données et
l’intervalle des valeurs qu’ils obtiennent par calage de leur modèle, bien que différent,
est inclus dans celui de Sander et al. [128]. Heng et al. [61] n’ont qu’une valeur repré-
sentée à la figure 5.1 car ils reprennent une des configurations des données de Proffitt
et al. [115] en prenant les valeurs obtenues par Hogarth et al. [65]. Ces trois études
conduisent donc à des valeurs beaucoup plus importantes que les quatre autres études
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référencées ici.
Pour l’étude de Asadi et al. [6], les valeurs des détachabilités qu’ils obtiennent par
calcul sont plus faibles. Ceci corrobore le fait qu’ils se placent dans une configuration
où le sol est compacté au préalable, impliquant donc qu’il est plus difficile à détacher.
Pour l’étude de Jomaa et al. [74], les valeurs, obtenues par optimisation, sont aussi plus
petites. Les tailles des particules composant le sol étant ici plus grosses que pour les
autres expérimentations, il est donc plus difficile de les arracher, ce qui corrobore le fait
que les détachabilités soient plus faibles. De plus, la hauteur d’eau à la surface du sol est
maintenue à h = 9 mm, ce qui peut constituer une couche protectrice diminuant l’arra-
chement des particules par l’impact des gouttes de pluie. Enfin, pour l’étude de Heng et
al. [60], les valeurs des détachabilités calibrées sont, elles aussi, plus faibles mais restent
comparables avec celles de Asadi et al. [6] et Jomaa et al. [74]. Le sol d’étude admet un
pourcentage d’argile plus faible (4.5%) comparé aux autres études, par exemple dans
Proffitt et al. [115] le pourcentage est égal à 32.2% ou à 62.2%. Cependant, les sols
argileux sont plutôt plus difficiles à détacher et devraient présenter une détachabilité
moindre. En outre, il est à noter que dans cette étude, contrairement aux autres, Heng
et al. [60] modélisent le détachement à la fois par la pluie et par le ruissellement. Les
détachabilités par la pluie deviennent donc moins importantes puisque le ruissellement
va, lui aussi, contribuer à l’érosion. Les valeurs calibrées vont alors dépendre de plus
de paramètres et l’importance des détachabilités dans la calibration va diminuer. C’est
d’ailleurs dans une étude du modèle HR complet que Le [83] obtient des valeurs de
détachabilités du même ordre pour différents types de croûtes sur de petites parcelles
sableuses.
Les détachabilités a et ad (ainsi que a0 et ad0) dépendent à la fois de la com-
paction du sol, de la taille des sédiments et de la pente. Ces paramètres sont
fonction de différentes caractéristiques du sol.
m∗t , la masse de sédiments déposés requis pour la protection totale du sol
La masse de sédiments déposés requis pour protéger complètement le sol original,
m∗t , diminue en fonction de la décroissance de l’érosivité de la pluie. Elle est donc
implicitement une fonction de la hauteur d’eau h (Heng et al. [60]). En fait, on observe
ce comportement tant que le rapport m∗t /ad reste constant (Lisle et al. [88]). m∗t est
donc une fonction de h, typiquement de même forme que ad. Nous considérons, comme
dans l’étude de Heng et al. [60], que
m∗t =
m∗t0 si h ≤ h0,m∗t0 h0h si h > h0. (5.7)
Dans la littérature, on trouve des valeurs plus ou moins étalées pour le paramètre
m∗t . Ces valeurs sont représentées dans la figure 5.2 pour différentes études. On constate
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Figure 5.2 – Intervalles de valeurs prises par le paramètre m∗t pour différentes études
du modèle HR.
que les valeurs utilisées par Heng et al. [60], bien que physiquement réalistes, sont
beaucoup plus élevées (un à deux ordres de grandeur) que celles utilisées dans les autres
études. Les auteurs expliquent cette différence par le fait que les autres études (Sander
et al. [128], Hogarth et al. [65] . . . ) supposent que le paramètre m∗t est indépendant de
la hauteur d’eau h et donc intègrent l’effet de h dans la calibration de m∗t . En effet,
Heng et al. [60] utilisent la formulation (5.7) pour m∗t et fournissent donc des valeurs de
m∗t0 et non de m∗t . En prenant une hauteur d’eau supérieure à la hauteur d’eau critique
d’un ordre de grandeur plus élevé dans (5.7), on retrouve bien des valeurs cohérentes.
Heng et al. [60] expliquent d’ailleurs qu’une limite inférieure physiquement raisonnable
pour m∗t0 est de 1 kg.m−2. En effet, une couche de sédiments déposés d’un millimètre
d’épaisseur correspond à une masse par unité de surface d’environ 1.4 kg.m−2. Ainsi,
la couche de dépôt requise pour protéger complètement le sol original ne peut être
plus fine que cette dernière (d’après Armstrong et al. [4]). Le [83], utilisant la même
formulation que Heng et al. [60] pour m∗t , obtient une valeur égale à 2.2 kg.m−2.
Les valeurs obtenues dans les études de Sander et al. [128], Hogarth et al. [65], Rose
et al. [121] ainsi que Heng et al. [61], conduisent à des intervalles plus ou moins proches
car tous ces auteurs utilisent les même données expérimentales (celles de Proffitt et
al. [115]) et réalisent une calibration sur ce paramètre. Par exemple, Heng et al. [61]
n’ayant simulé qu’une seule des configurations, une valeur unique est représentée. Dans
leur étude, Sander et al. [128] constatent que les valeurs obtenues sont plus petites
qu’attendu et qu’il n’apparait pas de relation uniforme entre ce paramètre et la hau-
teur d’eau. Ils remettent alors en question la définition du degré de protection H(t).
Leurs résultats obtenus par calibration restent cependant relativement proches de ceux
obtenus par Hogarth et al. [65]. Pour Rose et al. [121], les valeurs dem∗t résultant de leur
calibration sur les données de Proffitt et al. [115] sont beaucoup plus élevées que celles
de Sander et al. [128] et Hogarth et al. [65] (environ trois fois plus grandes). Ceci peut
être expliqué par le fait que ces auteurs utilisent une solution approchée des équations
de Hairsine et Rose et qu’ils optimisent leurs résultats grâce entre autres au paramètre
m∗t . En outre, la borne inférieure de l’intervalle de valeurs provient d’un autre jeu de
données pour lequel les auteurs obtiennent une valeur plus petite (≈ 0.02 kg.m−2). Il
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est difficile de comprendre cette différence, car il n’existe pas de différences importantes
entre la nature des sols et les hauteurs d’eau. D’ailleurs, la pente étant plus élevée pour
cette configuration (2% au lieu de 0.5%), la valeur de m∗t devrait être plus élevée.
Pour l’étude de Jomaa et al. [74], l’intervalle des valeurs est plus large que celui de
Sander et al. [128] et Hogarth et al. [65]. Jomaa et al. [74] estiment le paramètre m∗t par
la relationm∗t = (1−η)ρszd, où ρs est la densité des sédiments, η la porosité de la couche
de dépôt et zd la hauteur de la couche de dépôt. Ils utilisent trois modèles pour ajuster
ainsi la valeur de m∗t . L’intervalle présenté à la figure 5.2 comprend donc les valeurs
résultant des trois modèles d’ajustement. De plus, ces résultats sont obtenus pour des
canaux de largeurs différentes. Les plus grandes valeurs de m∗t sont obtenues pour
des canaux d’une largeur plus petite où la couche de dépôt nécessaire pour protéger
complètement le sol n’est jamais atteinte. Ceci est dû au fait que les sédiments se
déposent sur les bords du canal et manquent donc à la formation de la couche. Ainsi,
les valeurs les plus physiquement réalistes seraient de 0.2 et 0.4 kg.m−2, ce qui est
légèrement supérieur aux valeurs précédentes, tenant compte du fait que les hauteurs
d’eau sont plus importantes (h est fixée à 9 mm) et la pente légèrement plus élevée
(autour de 2% et entre 0.2 et 1% pour les deux autres).
m∗t semble dépendre de la pente et de la hauteur d’eau. En outre, Jomaa et
al. [74] l’expriment en fonction de la densité des sédiments et de la porosité et
hauteur de la couche de dépôt.
Ωcr, le stream power critique
Le stream power critique, Ωcr, représente le seuil à partir duquel le détachement
par le ruissellement a lieu. Il est montré que sa valeur dépend de la pente : plus le
sol est pentu, plus il est facile d’arracher des sédiments, c’est-à-dire que Ωcr diminue
en fonction de la pente. Les valeurs que l’on peut trouver dans la littérature pour Ωcr
s’étalent sur plusieurs ordres de grandeur. La figure 5.3 représente les valeurs obtenues
dans différentes études, soit expérimentales soit par calage.
Proffitt et al. [114], dans leur étude expérimentale, déterminent Ωcr pour deux types
de sol de pente 0.1% et ce pour une surface non érodée ainsi qu’une surface saturée
déjà érodée au préalable. Les valeurs obtenues sont Ωcr = 0.008 W.m−2 pour le sol de
texture argile lourde et 0.009 W.m−2 pour celui de type limon argilo-sableux. Le fait
que le lit soit ou non déjà érodé n’entraîne pas de différences significatives pour les deux
sols. Dans leur étude, Misra et Rose [97] se sont d’ailleurs basés sur ces résultats pour
fixer la valeur Ωcr = 0.007 W.m−2 (leurs pentes étant plus élevées et la nature du sol
différente).
Clairement, les valeurs obtenues par Beuselinck et al. [10, 11] sont beaucoup plus
grandes, de plus d’un ordre de grandeur. Ces auteurs expliquent ceci par le fait que,
contrairement à Proffitt et al. [114] qui observent Ωcr comme étant le seuil pour le
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Figure 5.3 – Intervalles de valeurs prises par le paramètre Ωcr pour différentes études
du modèle HR.
mouvement initial, considérant ainsi à la fois l’entraînement et le ré-entrainement, eux
ne tiennent pas compte du détachement initial car le flux qu’ils imposent en amont est
préalablement chargé en sédiments. Beuselinck et al. [11] reprennent cette expérimen-
tation et calibrent leur modèle de dépôt à une classe, ajustant les paramètres F et Ωcr,
les valeurs de Ωcr obtenues varient alors de 0 à 0.35 W.m−2, la meilleure estimation
étant obtenue avec la valeur Ωcr = 0.185 W.m−2. Cette dernière valeur est d’ailleurs
reprise par Heng et al. [61] dans la vérification de leur modèle sur ce même cas test.
Heng et al. [60] estiment Ωcr via la formulation de Abrahams et al. [2],
Ωcr =
1
F
5.74ρw(θcDsgR)3/2 log(12.3
θcR
S0
),
où θc est le paramètre de Shields (contrainte de frottement locale) critique pour le
mouvement initial, Ds est la taille médiane des particules et R = (ρs − ρw)/ρw la
densité relative. Ces auteurs obtiennent ainsi les valeurs du stream power critique en
fonction du paramètre F qui est considéré ci-dessous, soit Ωcr = F × 1.9 · 10−4 W.m−2
pour une pente de 3%, Ωcr = F × 1.5 · 10−4 W.m−2 pour une pente de 6% et Ωcr =
F×1.2·10−4 W.m−2 pour une pente de 9%. Leurs valeurs, qui sont alors comprises entre
0.006 et 0.019 W.m−2, sont comparables à celles de Proffitt et al. [114] qui considèrent
eux aussi les différents processus d’érosion.
La valeur prise par Rose et al. [121] est comparable à celles de Proffitt et al. [114].
Le [83] obtient Ωcr = 0.0016 W.m−2 en utilisant, comme Heng et al. [60], la for-
mulation de Abrahams et al. [2]. Cependant, cette valeur est plus petite car Le [83]
considère un F plus grand (F = 0.1) en raison de la présence de microtopographies
(parcelle réelle et non chenal en laboratoire).
Enfin, une valeur de Ωcr assez élevée peut être due à des processus de détachement
seulement par la pluie, comme dans l’étude de Jomaa et al. [74] où Ωcr est compris
entre 0.15 et 0.20 W.m−2.
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Ωcr dépend de la pente, de la densité des sédiments ainsi que de leur taille.
Il apparaît que ce paramètre dépend aussi de la configuration, à savoir si l’on
considère le mouvement ou seulement le ré-entraînement. De plus, Heng et
al. [60] expriment une relation avec un autre paramètre du modèle HR, à
savoir F .
F , la fraction de l’excès du stream power effectif
La fraction de l’excès du stream power (Ω − Ωcr) effectif dans l’entraînement et le
ré-entraînement, F , consiste à supposer que tout l’excès du stream power (Ω−Ωcr) n’est
pas utilisé pour l’érosion mais qu’une partie est perdue par dissipation. Le paramètre
F est difficile à évaluer expérimentalement (Misra et Rose [98]). Il peut être estimé
à partir d’études en canaux avec pluie à taux constant (Proffitt et al. [114], Misra et
Rose [97]). En outre, ce paramètre dépend du comportement de l’écoulement (Proffitt
et al. [114]) mais on peut aussi le supposer dépendant de la friction en raison des effets
de la topographie sur l’écoulement et ainsi supposer qu’il augmente avec l’importance
des microtopographies dans le domaine.
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Figure 5.4 – Intervalles des valeurs prises par le paramètre F pour différentes études
du modèle HR.
Les valeurs de F imposées ou calculées dans différentes études, sont représentées
sur la figure 5.4. L’intervalle de valeurs le plus grand est celui obtenu par Beuselinck
et al. [11], par calibration des paramètres F et Ωcr où ils obtiennent F = 0.0075
comme meilleure valeur. Proffitt et al. [114] obtiennent F = 0.1 pour des écoulements
turbulents grâce à des données de simulateurs de pluie. Cette valeur est consistante
avec celle calculée par Hairsine et Rose [56] (0.15) mais diffère de celle de Beuselinck et
al. [11] (F = 0.0075). Cependant, cette différence peut être expliquée par la différence
de méthode pour estimer le paramètre, mais aussi par le type de sol. En effet, Beuselinck
et al. [11] utilisent des sédiments plus fins et complètement dispersés, contrairement à
Proffitt et al. [114] qui utilisent des sédiments plus grossiers.
De même, Misra et Rose [97], en utilisant les valeurs de concentration sédimentaire
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de leur expérience, estiment la valeur de F entre 0.18 et 0.25. Ces valeurs sont compa-
rables à celles obtenues par Proffitt et al. [114] (F = 0.1) pour les sols de type argile
lourde et limon argilo-sableux. Le [83] obtient d’ailleurs la même valeur, F = 0.1, sur
des sols sableux.
Les valeurs de Rose et al. [121] sont assez étalées car ces auteurs testent deux jeux
de données. Pour le premier jeu, qui est celui de Proffitt et al. [114], ils obtiennent
F ≈ 0.1 pour les deux types de sol (argile lourde et limon argilo-sableux). Pour le
second jeu sur de l’argile, ils obtiennent une valeur plus petite, F = 0.0246. Ceci peut
s’expliquer par exemple par le type d’écoulement. En effet, le débit imposé en amont
est plus faible que pour la première expérience (0.000615 au lieu de 0.001 m2.s−1) et
on peut supposer que l’écoulement est en conséquence plus diffus.
Sander et al. [129] obtiennent des valeurs légèrement plus petites que Proffitt et
al. [114]. Les débits qu’ils imposent en amont sont plus petits. Ils obtiennent quatre
valeurs différentes pour F correspondant au choix de deux débits et si l’eau entrante
est chargée ou non en sédiments.
Heng et al. [60] déduisent de Abrahams et Parsons [3] que F doit être inférieur à
0.1. Ils obtiennent des valeurs calibrées comprises entre 0.01 et 0.02, ce qui est assez
petit comparé aux valeurs précédentes.
F semble dépendre de la taille des sédiments, du débit imposé en amont, de
la concentration sédimentaire initiale et du stream power. En outre, d’après
Proffitt et al. [114], la dépendance en fonction de la déposabilité du sol, de la
rugosité et du couvert végétal doivent être étudiées. De plus, Heng et al. [60]
expriment une relation entre F et Ωcr. Il apparaît envisageable que F soit relié
à Ωcr puisqu’il représente le facteur de diffusion, considérant que tout le stream
power effectif ne sert pas au processus de détachement mais qu’une partie est
perdue en dissipation.
J , l’énergie dépensée pour l’entraînement
L’énergie dépensée dans l’entraînement d’une unité de masse de sédiments cohésifs,
J , est un paramètre d’érodibilité entraînée par le ruissellement, qui, comme attendu,
dépend de la résistance du sol. Il n’est pas possible de mesurer directement la valeur de
J , elle doit être estimée expérimentalement (Hairsine et Rose [55]). Les valeurs rencon-
trées dans la littérature sont assez disparates et semblent dépendre des configurations.
Elles sont pour la plupart établies par calibration, quelques-unes sont présentées sur la
figure 5.5.
Misra et Rose [97] estiment la valeur de J en considérant le paramètre F constant
égal à 0.25 et en utilisant le modèle GUEST pour un sol meuble et un sol compacté.
Il n’apparaît pas de corrélation avec les valeurs de pente. Par contre, les valeurs de J
augmentent avec le degré de compaction du sol (comme prédit par Rose et al. [119]).
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En cas de sol meuble, la valeur moyenne de J est estimée à 8.5 J.kg−1, alors qu’en
cas de sol compacté, elle atteint 70.6 J.kg−1. Dans une autre étude, Misra et al. [98]
étudient la sensibilité de leur modèle d’érosion complet au paramètre J . Ils obtiennent
que J est le plus sensible à la longueur de la pente et que sa sensibilité peut dépendre
de la présence ou non de rigole (ravine). En effet, en cas d’absence de ravine, pour un
ruissellement donné, les hauteurs d’eau et les stream power sont plus faibles, ce qui
rend l’érosion par la pluie dominante et donc J moins sensible.
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Figure 5.5 – Intervalles des valeurs prises par le paramètre J pour différentes études
du modèle HR.
Proffitt et al. [114] évaluent le paramètre J pour deux types de sol (de type argile
lourde ou limon argilo-sableux) en utilisant la concentration sédimentaire minimum
à l’équilibre. Ils imposent des débits entrants avec ou sans ajout d’une pluie simulée.
Les valeurs moyennes évaluées (utilisant les concentrations sédimentaires minimum à
l’équilibre pour les expérimentations avec ou sans pluie pour des écoulements diffus et
concentrés) sont respectivement de 12.2 J.kg−1 et 10.4 J.kg−1. Elles ont ensuite été
réévaluées à 19.2 J.kg−1 et 14.4 J.kg−1 en supposant une valeur physique plus réaliste
pour F . Ces valeurs diffèrent significativement de celles obtenues par optimisation par
Rose et al. [121] (0.632 J.kg−1 et 0.224 J.kg−1) où ces auteurs testent leur solution
approchée des équations complètes de Hairsine et Rose pour ces mêmes données ex-
périmentales. Ici, cette différence peut provenir du fait que J est l’un des paramètres
utilisés pour l’optimisation, mais aussi que, contrairement à Proffitt et al. [114] qui
évaluent J pour l’ensemble des données (avec ou sans pluie), Rose et al. [121] n’ont
utilisé que celles où l’apport provient d’un débit en amont (et non de la pluie).
Hairsine et Rose évaluent le paramètre J comme étant égal à 30.5 dans [55] et
20± 5 J.kg−1 dans [56].
Sander et al. [129] testent leur modèle HR en reprenant les données de Polyakov
et Nearing [113]. Les valeurs imposées pour J sont assez petites (4.8 et 2.8 J.kg−1) et
dépendent du débit imposé en amont. Ces valeurs peuvent peut-être s’expliquer par le
fait que le sol est de pente plus importante que les autres études (7%). De plus, il est
préalablement mouillé pour arriver à saturation et le protocole expérimental prévoit
d’atteindre l’équilibre, ce qui peut faciliter le détachement.
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Heng et al. [60] mettent en relation les paramètres J et a0 en considérant la dé-
tachabilité du sol original (kg.m−3) comme étant le rapport entre l’énergie cinétique
par unité de pluie (J.m−3) et l’énergie requise pour détacher une unité de masse du sol
d’origine (J.kg−1)
J = 0.5ρwν
2
R
a0
,
où νR est la vitesse de l’impact de la pluie. En prenant νR = 5.5 m.s−1 et
ρw = 1000 kg.m−3, ces auteurs obtiennent la contrainte paramétrique suivante :
J ≈ 15000/a0. Ceci entraîne des valeurs très fortement supérieures aux autres réperto-
riées ci-dessus. En effet, pour les valeurs de a0 considérées par Heng et al. [60], J serait
compris entre 555 et 16666 J.kg−1. Cette différence peut paraître surprenante, mais en
mettant en relation les valeurs de J avec celles de la détachabilité du sol original a,
on obtient une cohérence dans les résultats. En effet, si un sol admet une faible déta-
chabilité, comme c’est le cas pour Heng et al. [60], le détachement du sol nécessitera
une énergie plus importante. De plus, l’expérience de Proffitt et al. [115], qui aboutit à
des valeurs de détachabilité beaucoup plus importantes que celles de Heng et al. [60],
considère bien des valeurs de J plus faibles. Il est aussi à noter qu’une valeur très forte
de J peut être compensée en prenant une valeur pour F plus petite. En effet, le taux
d’entraînement par le ruissellement du sol original, rsk , est clairement défini comme pro-
portionnel au rapport F/J . Or, ces deux paramètres sont la plupart du temps calibrés
simultanément.
J dépend de la compaction du sol, de la force de cohésion du sol, de la longueur
de pente et de la présence ou non de rigoles. Le paramètre semble également
dépendre de la détachabilité du sol ainsi que du débit amont imposé.
ν, vitesse de chute ou de sédimentation
Les vitesses de chute utilisées sont souvent établies soit expérimentalement et réper-
toriées dans des tables en fonction du diamètre de grain, soit calculées par des formules
empiriques. Il existe de nombreuses formulations (Cheng [29], Jimenez et Madsen [72])
de vitesse de chute dérivées de la formule de Stokes, celle-ci s’appliquant à des écou-
lements à faible nombre de Reynolds et à des particules sphériques. Ces vitesses sont
fortement liées à la taille des particules composant le sol. Dans notre modèle, nous
choisissons d’intégrer la formulation classique de Stokes en considérant le diamètre de
chaque classe de particules composant le sol, dsk , comme un paramètre incertain.
dsk , 1 ≤ k ≤ K, le diamètre attribué à chaque classe de sédiments
Même si, en principe, le diamètre d’un grain de sédiment pris individuellement peut
être mesuré directement, regrouper les grains en K classes auxquelles on attribue un
diamètre relève d’une conceptualisation. De plus, les études sont généralement basées
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sur des définitions de classes texturales de sol dont les limites sont approximatives dans
le sens où elles regroupent une gamme de tailles de grains, indiquant ainsi une valeur
caractéristique et non une loi de distribution.
5.1.3 Synthèse
Tableau 5.1 Analyse paramétrique du modèle HR : principales études avec les proces-
sus d’érosion considérés, les caractéristiques de l’apport d’eau, le type de sol étudié et
les paramètres estimés.
Article Type d’éro-
sion
Apport d’eau Type de sol Paramètres
estimés
Misra et
Rose [97]
pluie + ruis-
sellement +
dépôt
pluie (100 mm.h−1) pente de 1.7-10.5%, sol com-
pacté ou non (sable argilo-
limoneux)
a, ad, J , F
Sander et
al. [128]
pluie+dépôt pluie (56 et
100 mm.h−1)
Proffitt et al. [115] (2 sols,
pente de 0.1-1%)
a et ad (avec
H = 0.9)
Beuselinck
et al. [11]
ruissellement
+ dépôt
apport amont d’eau et
de limon (q = 2.5·10−4
ou 1.7 · 10−3 m2.s−1)
pente de 1% et 8%, sol limo-
neux
F et Ωcr
(seulement
réentraînement)
Hogarth et
al. [65]
pluie + dépôt pluie (100 mm.h−1) Proffitt et al. [115] a, ad, et m∗t
Rose et
al. [121]
ruissellement
+ dépôt
apport amont (h <
7 mm)
Proffitt et al. [115] (2 sols,
pente de 0.5%) et Asadi et
al. [5] (1 sol argileux, pente de
2%)
F , J , m∗t
Asadi et
al. [6]
pluie + dépôt pluie (25–110mm.h−1) 3 sols (loam argilo-sableux et
sable), pente de 0.5%
a et ad (H fixé
à 0.9)
Heng et
al. [60]
pluie + ruis-
sellement +
dépôt
pluie (47 mm.h−1) loam limoneux, pente de 3-6 et
9% (Armstrong et al. [4])
a0, ad0 , m∗t0, F
Jomaa et
al. [74]
pluie pluie (60 mm.h−1) loam agricole, pente de 2.2% a, ad, et
m∗t (pour
h ≈ 9 mm)
Le [83] pluie + ruis-
sellement +
dépôt
pluie (60 mm.h−1 et
120 mm.h−1)
sable, pente moyenne de 3.6 et
4.6%
a0,m∗t0, Ωcr, F
et h0
Les principales études ayant servi à l’analyse paramétrique du modèle HR sont ré-
pertoriées dans le tableau 5.1. En général, les processus de détachement par la pluie
et par le ruissellement sont étudiés séparément et simplement ajoutés. Les interac-
tions existant entre ces deux processus sont à ce jour peu connues. D’ailleurs, Misra et
Rose [97] insistent sur le fait qu’il existe des incertitudes dans l’ordre de grandeur des
paramètres d’érodibilité (relatifs au détachement par le ruissellement) lorsque l’on est
en présence de détachement à la fois par la pluie et par le ruissellement. En effet, ayant
fixé une valeur de stream power critique, bien qu’il soit possible que les stream power
calculés restent inférieurs à ce seuil, on ne peut être certain de l’origine du détachement
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des sédiments, par l’entraînement et/ou le ré-entraînement. De plus, lorsque les para-
mètres sont intégrés dans la méthode de calibration, les valeurs obtenues dépendent
très fortement des choix initiaux et du modèle utilisé. En outre, leur importance dé-
pend des processus que l’on choisit d’intégrer à l’étude et des hypothèses faites sur les
configurations considérées. Par exemple, dans le cas où l’un des processus est dominant,
les paramètres le caractérisant auront plus d’influence et n’auront donc pas le même
impact sur la calibration que les paramètres relatifs aux autres processus.
L’étude paramétrique du modèle HR montre que les paramètres que nous considé-
rons “à mesure indirecte” ne dépendent que des caractéristiques du sol (la configuration
initiale du sol : la pente, la longueur de pente, la compaction du sol, la taille des sédi-
ments,. . . ) alors que les paramètres “de calage” semblent dépendre aussi des conditions
relatives à l’écoulement (les hauteurs d’eau imposées ou engendrées, les débits imposés
en amont,. . . ). Même si ces dépendances ne sont jusqu’à présent pas précisément éta-
blies, ces paramètres se révèlent être clairement multifactoriels. Constatant cela, il est
d’autant plus difficile d’en obtenir une estimation ou une évaluation précise. Il appa-
raît donc intéressant de considérer les incertitudes relatives aux paramètres “à mesure
indirecte” ou “de calage” : a0, ad0 , m∗t0, Ωcr, F , J et le diamètre des particules du sol
dsk , pour 1 ≤ k ≤ K. Notons que nous utilisons les relations (5.6) pour obtenir les
détachabilités a et ad et la relation (5.7) pour obtenir la quantité m∗t . La hauteur d’eau
critique est fixée à h0 = 0.33× 2 mm.
5.2 Propagation des incertitudes
Dans la suite de ce chapitre, nous nous intéressons à la propagation des incerti-
tudes paramétriques au travers du modèle d’érosion HR. Dans un premier temps, nous
étudions sur une configuration unidimensionnelle les processus de détachement séparé-
ment : le détachement par la pluie, le détachement par le ruissellement puis le modèle
HR complet. Dans un second temps, nous nous intéressons à un cas test bidimensionnel
pour le modèle HR complet. Nous utilisons le modèle d’écoulement/infiltration/érosion
décrit à la section 2.2.2. Nous étudions et quantifions l’impact des incertitudes relatives
aux principaux paramètres d’entrée : a0, ad0 , m∗t0, Ωcr, F , J et ds = (dsk)1≤k≤K où
K est le nombre de classes de tailles de sédiments. Nous commençons par décrire le
modèle stochastique retenu.
5.2.1 Modèle stochastique
Le modèle stochastique consiste à considérer les principaux paramètres d’érosion
comme des variables aléatoires indépendantes et de fonction de densité de probabilité
(pdf) connues. Ces paramètres sont supposés uniformes en espace. Nous introduisons
le vecteur X dont les composantes sont les variables aléatoires réelles et positives telles
que
X = (Xi)1≤i≤K+6 = (a0, ad0 ,m∗t0, ωcr, F, J, ds1 , . . . , dsK ). (5.8)
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Il reste alors à fixer la pdf fXi pour chacune des variables aléatoires Xi, 1 ≤ i ≤ K + 6.
Les Xi étant supposées indépendantes, la pdf de X se factorise sous la forme
∀x = (x1, · · · , xK+6), fX(x) =
K+6∏
i=1
fXi(xi). (5.9)
5.2.2 Choix des valeurs des paramètres
Chaque variable aléatoire Xi prend ses valeurs dans un intervalle qui lui est propre
et que nous déterminons en fonction de l’étude paramétrique de la section 5.1 et de la
nature du sol choisi pour les cas tests.
Les détachabilités a0 et ad0 : Ces détachabilités du sol sont déterminées en
fonction de la nature du sol en se basant sur les études de Asadi et al. [6], Jomaa et
al. [74], Heng et al. [60] et Le [83]. Les fortes valeurs prises dans les études de Hogarth
et al. [65] et Sander et al. [128] ne sont pas retenues ici. Nous choisissons des valeurs
comprises entre 3 et 50 kg.m−3 pour la détachabilité du sol original et des valeurs
comprises entre 500 et 5000 kg.m−3 pour la détachabilité de la couche de dépôt. Ce
choix est motivé par le fait que l’on considère un sol de type limon, présentant une
cohésion plus importante que des sables et donc des valeurs de détachabilités plutôt
petites. Par rapport aux valeurs répertoriées dans la figure 5.1, nous avons choisi des
intervalles situés dans la partie inférieure.
La masse de sédiments requis pour protéger le sol m∗t0 : Nous choisissons de
considérer (cf. figure 5.2) un intervalle de valeurs comparable à celui de Heng et al. [60]
dont le minimum est légèrement inférieur à la valeur limite qu’ils déterminent. Nous
fixons l’intervalle à [0.5,4.5] kg.m−2.
Le stream power critique Ωcr : Il est moins facile d’après les études rapportées de
conclure sur un intervalle précis. Les valeurs sont relativement disparates et il apparaît
difficile de restreindre la plage de variation (cf. figure 5.3). Nous choisissons donc de
considérer un intervalle assez large pour couvrir l’ensemble des possibilités et rester le
plus général possible. La plage de variation est comprise entre 0.001 et 0.2 W.m−2.
La fraction d’excès du stream power F : Il s’agit typiquement d’un paramètre
de calage et les valeurs obtenues par calibration dans les différentes études s’étalent
sur plusieurs ordres de grandeur (cf. figure 5.4). Nous n’avons pas voulu restreindre
l’intervalle de ses valeurs que nous choisissons comprises entre 0.001 et 0.25.
L’énergie requise pour l’entraînement J : De même que pour F , nous auto-
risons une grande plage de variation pour J . Dans la littérature (cf. figure 5.5), les
valeurs plus faibles étant beaucoup plus nombreuses, nous prenons une borne inférieure
égale à 10 J.kg−1. La borne supérieure est fixée à 5000 J.kg−1 afin de correspondre à
la valeur de détachabilité minimale définie par Heng et al. [60].
Les diamètres des sédiments ds : Nous considérons un sol limoneux composé
de deux classes (K = 2) avec 30% de particules ayant un diamètre moyen relativement
petit de 4 µm et 70% de particules plus grosses ayant un diamètre moyen de 41 µm. Nous
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choisissons de ne considérer que deux classes de tailles de sédiments afin de distinguer
les petites particules des plus grosses sans pour autant augmenter excessivement le
nombre de paramètres incertains.
5.2.3 Choix des fonctions de densité de probabilité
Pour les paramètres a0, ad0 et m∗t0, nous fixons une loi de distribution uniforme.
Ceci est motivé par le fait que nous n’avons pas de valeurs de référence pouvant définir
la moyenne d’une loi normale. De plus, les intervalles choisis sont relativement petits et
ne s’étalent pas sur plus d’un ordre de grandeur. Pour les paramètres Ωcr, F et J , nous
choisissons une loi log-uniforme. La plage de variation de ces paramètres étant impor-
tante, le passage au logarithme permet d’obtenir une équiprobabilité sur les différentes
décades de l’intervalle. De plus, tout comme pour les paramètres précédents (a0, ad0 et
m∗t0), nous n’avons pas de valeurs de référence auxquelles accorder plus d’importance.
Enfin, pour les diamètres des particules, nous avons retenu des lois log-normales en
raison de l’importante variabilité de ces paramètres et de la valeur moyenne que nous
voulons leurs attribuer. Nous adaptons les variances de la loi log-normale pour que les
distributions des deux classes de sédiments ne se coupent pas (ds1 < ds2 avec une très
forte probabilité). Les lois de distribution des différents paramètres sont
a0(kg.m−3) ∼ U [3, 50], ad0(kg.m−3) ∼ U [500, 5000], m∗t0(kg.m−2) ∼ U [0.5, 4.5],
(5.10a)
log Ωcr(W.m−2) ∼ U [log(0.001), log(0.2)], logF ∼ U [log(0.001), log(0.25)], (5.10b)
log J(J.kg−1) ∼ U [log(10), log(5000)], (5.10c)
log ds1(µm) ∼ N
(
−12.5, (0.4)2
)
et log ds2(µm) ∼ N
(
−10.1, (0.25)2
)
, (5.10d)
et leurs fonctions de densité de probabilités sont présentées à la figure 5.6.
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Figure 5.6 – Fonctions de densité de probabilité des variables aléatoires associées aux
principaux paramètres d’entrée incertains du modèle d’érosion HR.
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5.3 Cas tests unidimensionnels
Dans cette section, nous nous intéressons à des cas tests unidimensionnels et nous
commençons par étudier séparément les processus d’érosion par la pluie et par le ruis-
sellement. Nous considérons un plan unidimensionnel de longueur L = 5 m et de pente
constante ∂xz = 4%. L’ensemble des paramètres est supposé uniforme en espace. Les
paramètres d’entrée incertains (a0, ad0 ,m∗t0,Ωcr, F, J, ds1 , ds2) sont décrits par des va-
riables aléatoires réelles suivant les lois de probabilité présentées à la section 5.2.3.
Le vecteur aléatoire X est échantillonné par la méthode de Monte Carlo avec une di-
mension d’échantillon M = 100000. Le nombre de paramètres aléatoires N dépend
alors du processus de détachement que nous étudions, N = 5 dans le cas du détache-
ment par la pluie uniquement, N = 6 dans le cas du détachement par le ruissellement
uniquement et N = 8 pour le modèle HR complet. Via la simulation du modèle écoule-
ment/infiltration/érosion, nous obtenons des échantillons des variables de sortie. Nous
nous intéressons à la masse érodée spatialisée par unité de largeur mero(x) (g/m) ainsi
qu’à la masse érodée totale par unité de largeur Mero (g/m). Par la suite le terme “par
unité de largeur” sera sous-entendu.
5.3.1 Paramètres communs à tous les cas tests
Les paramètres relatifs au processus d’infiltration (la conductivité hydraulique à
saturation varie en fonction du cas test) sont les suivants
Ψ = 0.15 m, θs − θi = 0.12, Ks = 1− 4− 5 mm.h−1.
Les paramètres à mesure directe relatifs au processus d’érosion sont
ρs = 2400 kg.m−3, ρw = 1000 kg.m−3, Φ = 0.42.
On rappelle que le stream power Ω est défini au point 3 de la section 2.1.3.
5.3.2 Érosion par la pluie
Description du cas test
Pour étudier et propager les incertitudes paramétriques au travers du modèle HR
avec détachement par la pluie uniquement, une pluie constante et uniforme de taux égal
à R(t) = 60 mm.h−1 est imposée sur une durée de 4 min puis stoppée. Le temps total
de simulation est de 5 min. La configuration initiale est représentée sur la figure 5.7. Le
coefficient de frottement pour la loi de Manning est fixé à K = 0.015 et la conductivité
hydraulique à saturation à Ks = 5 mm.h−1.
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4%
R(t)
L = 5 m
Figure 5.7 – Configuration initiale pour le cas test avec détachement par la pluie
uniquement et pour l’étude du modèle HR complet.
Distribution de la masse érodée
La figure 5.8(a) présente la pdf de la masse totale érodéeMero. Cette pdf est estimée
par la méthode de Parzen-Rozenblatt et l’échantillon Monte Carlo de dimension M =
100000 de la variable de sortie Mero. Un premier point est que l’allure de la pdf montre
que le processus que nous étudions n’est ni Gaussien ni uniforme. Cependant, la forme
de la pdf peut être rapprochée d’une loi de distribution log-normale pour une variance
assez importante. En effet, la pdf présente une croissance rapide ayant la forme d’une
cloche piquée sur la partie gauche de l’intervalle et son étalement est important sur sa
partie décroissante. De plus, cette observation est en accord avec les résultats présentés
dans la boxplot de la figure 5.8(b). Cette dernière présente les valeurs du premier et
neuvième déciles, du premier et troisième quartiles ainsi que les moyenne et médiane
du M échantillon de la masse totale érodée. L’écart relatif de la moyenne à la médiane
est ≈ 20%, cette différence est significative et indique que la distribution de Mero n’est
pas symétrique, ce que corrobore l’allure de la pdf. En outre, le fait que la moyenne est
supérieure à la médiane est expliquée par l’existence de valeurs extrêmes. En effet, la
valeur du neuvième décile est approximativement 120 g, en la reportant sur le graphe
de la pdf sur la figure 5.8(a), on voit que la pdf s’étale encore au delà de cette valeur.
Ceci indique l’existence d’événements extrêmes conduisant à de fortes valeurs pour la
masse érodée. De plus, la différence Q̂90 − Q̂75 est plus importante que Q̂25 − Q̂10.
La figure 5.9 présente la moyenne et la variance de la masse érodée spatialisée
mero(x). On remarque que le profil est décroissant le long du domaine, le détachement
par la pluie est plus important à l’amont du domaine où la masse de sédiments déposés
est plus faible. Les sédiments détachés forment une couche de dépôt protégeant le sol
de l’impact des gouttes de pluie, cf. section 2.1.3 où le paramètre H désigne le degré
de protection fourni par la couche de dépôt. La variance suit la même tendance et le
calcul du coefficient de variation cov (égal au rapport de l’écart type σ sur la moyenne
Ê) montre que la dispersion est relativement importante, cov = 71%.
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Figure 5.8 – Étude du détachement par la pluie : estimations statistiques pour l’échan-
tillon de la masse totale de sédiments érodés par unité de largeurMero (g/m) ; (a) fonc-
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Figure 5.9 – Étude du détachement par la pluie : estimations de la moyenne et de la
variance spatialisées pour la masse de sédiments détachés mero(x) (g/m).
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Analyse de sensibilité globale
Notre objectif est maintenant d’étudier l’influence des principaux paramètres incer-
tains dans le modéle HR par une analyse de sensibilité globale permettant de hiérarchi-
ser les paramètres d’entrée, tenant compte des interactions paramétriques. Rappelons
brièvement que l’indice de sensibilité du premier ordre Si, qui est compris entre 0 et 1,
représente la sensibilité de la sortie du modèle au paramètre Xi pris individuellement,
une valeur égale à 0 signifiant que Xi n’est pas influent individuellement et une valeur
égale à 1 que Xi influence à lui seul la variabilité de la sortie. L’indice de sensibilité
totale Ti estime, quant à lui, l’influence totale du paramètre Xi, à savoir son influence
individuelle plus l’influence de ses interactions avec les autres paramètres. La figure 5.10
présente les indices de sensibilité du premier ordre Si de la variable de sortie mero(x).
Ils sont spatialisés et estimés par la méthode de Monte Carlo à partir d’un échantillon
de 100000 sorties du modèle. L’indice de sensibilité le plus élevé est celui relatif à la
détachabilité du sol a0 avec une valeur supérieure à 40% sur toute la longueur du do-
maine ; vient ensuite l’indice relatif au diamètre des sédiments de la classe 1, ds1 , qui
regroupe les sédiments les plus petits. La spatialisation des indices de sensibilité permet
de voir que l’influence directe de la détachabilité a0 décroît le long du domaine alors
que celle du paramètre ds1 augmente. Ainsi, l’indice de sensibilité du premier ordre de
la détachabilité diminue de 54% à l’amont à 40% à l’aval du plan, alors que ds1 voit
son indice varier de 15% à l’amont à 34% à l’aval. La variation en fonction de x de ces
indices de sensibilité peut s’expliquer par l’existence d’une hauteur d’eau critique. En
effet, l’impact des gouttes de pluie qui est à l’origine du détachement des sédiments,
décroît le long de la pente car la hauteur d’eau crée une couche protectrice qui aug-
mente le long du domaine. Nous renvoyons à la section 2.3.2 où ce point a déjà été
discuté. Par ailleurs, bien que les sédiments plus gros (classe k = 2) soient présents en
plus grande proportion dans la composition du sol, leur diamètre ds2 obtient un indice
de sensibilité nul. Étant de taille plus importante, les sédiments sont plus difficilement
détachables par l’impact des gouttes de pluie et l’effet de leur diamètre est négligeable.
Pour finir, la masse érodée spatialisée n’est que peu sensible à la détachabilité de la
couche de dépôt ad0 et à la masse requise pour protéger le sol m∗t0. Leurs indices de
sensibilité du premier ordre sont compris entre 6 et 10%. Une dernière observation est
que la somme de ces indices du premier ordre est proche de 0.9, ce qui signifique que
les interactions paramétriques sont relativement faibles.
Les interactions paramétriques peuvent être appréhendées en comparant les indices
du premier ordre et totaux, Si et Ti. La figure 5.11 présente ces indices pour la masse
totale érodée cumulée sur la domaine Mero. À noter que Mero représente la somme de
toutes les masses érodées mero. Le paramètre ds2 qui n’est pas influent individuellement
ne l’est pas non plus par ses interactions avec d’autres paramètres car ses deux indices
sont nuls ; son impact sur Mero est donc négligeable. Les indices totaux Ti ne sont que
légèrement supérieurs aux indices du premier ordre Si (Si/Ti ≈ 0.8). Les interactions
paramétriques concernent les paramètres, énoncés par ordre croissant d’importance, a0,
ds1 , ad0 et m∗t0.
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Figure 5.10 – Étude du détachement par la pluie : indices de sensibilité du premier
ordre spatialisés pour la masse totale de sédiments détachés mero(x) (g/m).
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Figure 5.11 – Étude du détachement par la pluie : indices de sensibilité du premier
ordre et totaux estimés pour la masse totale de sédiments détachés Mero (g/m).
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Efficacité de l’approche par Polynômes de Chaos
Cette section est consacrée à la comparaison des méthodes d’estimation des indices
de sensibilité. En effet, comme énoncé et présenté à la section 3.3.2, une autre possibilité
pour l’estimation des différents indices de sensibilité est la décomposition de la sortie
du modèle en Polynômes de Chaos (PC) au moyen de l’estimation par les moindres
carrés. Nous comparons donc les méthodes d’estimation des indices de sensibilité par
Monte Carlo et par les PC.
Tout d’abord, nous avons vérifié la bonne convergence de l’estimation par Monte
Carlo des indices de sensibilité du premier ordre et totaux pour la masse érodée totale en
fonction de la taille de l’échantillon M . Cette convergence est illustrée à la figure 5.12.
Les indices Si et Ti convergent très rapidement et le nombre de simulations utilisé,M =
100000, pour l’échantillonnage par Monte Carlo est bien suffisant pour les déterminer
avec précision. Pour M = 5000, une bonne convergence des résultats est déjà observée.
Nous prenons donc pour valeurs de référence les valeurs des indices estimés avec M =
100000.
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Figure 5.12 – Étude du détachement par la pluie : convergence des indices de sensibilité
du premier ordre (Si) et totaux (Ti) pour la masse érodée totale Mero en fonction de
la taille de l’échantillon M pour la méthode de Monte Carlo.
La figure 5.13 présente la convergence des indices de sensibilité du premier ordre Si
et totaux Ti estimés par le développement PC pour une taille d’échantillonM = 2000 en
fonction de l’ordre de troncature No du développement. Les valeurs de référence sont
les valeurs obtenues par l’estimation Monte Carlo pour une dimension d’échantillon
M = 100000. On constate que la convergence est très rapide, dès No = 3 les indices
estimés sont très bons et ce pour une dimension d’échantillon relativement petite. La
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convergence en fonction de la dimension de l’échantillon est d’ailleurs illustrée sur la
figure 5.14 qui présente les indices de sensibilité du premier ordre et totaux estimés par le
développement PC pour un ordre de troncature No = 3. La précision de l’estimation est
très bonne dès M = 500. On peut ainsi voir que l’estimation des indices de sensibilité
par les PC est très précise et ce pour un ordre de troncature No et une dimension
d’échantillon M relativement petits. En outre, alors que la méthode par PC requiert
un seul échantillon de dimension M pour l’estimation de la totalité des indices de
sensibilité, celle par Monte Carlo requiert 2N + 1 échantillons de dimension M pour
l’estimation des indices du premier ordre et totaux. Le gain en coût de calcul est donc
considérable.
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Figure 5.13 – Étude du détachement par la pluie : convergence des indices de sensibilité
de la masse totale érodée estimés par le développement en Polynômes de Chaos pour
une dimension M = 2000 en fonction de l’ordre de troncature No ; à gauche les indices
du premier ordre ; à droite les indices totaux.
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Figure 5.14 – Étude du détachement par la pluie : convergence des indices de sensibilité
de la masse totale érodée estimés par le développement en Polynômes de Chaos pour
un ordre de troncature No = 3 en fonction de la dimension de l’échantillonM ; à gauche
les indices du premier ordre ; à droite les indices totaux.
5.3.3 Érosion par le ruissellement
Description du cas test
Pour l’étude des incertitudes paramétriques au travers du modèle HR avec déta-
chement par le ruissellement uniquement, une hauteur d’eau égale à 3 cm est imposée
en amont du plan unidimensionnel sans vitesse initiale (cf. figure 5.15). Cet apport
d’eau est stoppé au bout de 4 min et le temps total de simulation est égal à 5 min.
Tous les paramètres sont supposés uniformes en espace. La conductivité hydraulique
à saturation est égale à Ks = 5 mm.h−1 et le coefficient de frottement pour la loi de
Darcy-Weisbach est fixé à f = 0.3.
La modélisation probabiliste des paramètres d’entrée est quelque peu modifiée par
rapport à la section 5.2. F et J suivent des lois log-uniformes sur les intervalles, res-
pectivement, [0.001, 0.15] et [60,5000] (J.kg−1)
log(F ) ∼ U [log(0.001), log(0.15)], log(J) ∼ U [log(60), log(5000)]. (5.11)
Les intervalles de valeurs ont été réduits (au niveau de la borne supérieure de F et de la
borne inférieure de J) pour éviter les configurations conduisant à des quantités érodées
trop extrêmes pour lesquelles le code présente des difficultés de convergence.
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4%
L = 5 m
hauteur d'eau entrante h = 3 cm
(sans vitesse)
Figure 5.15 – Configuration initiale pour l’étude du modèle HR avec détachement par
le ruissellement uniquement.
Forte dispersion au niveau de la masse érodée
Tout d’abord, il est à noter que les sorties du modèle présentent une très forte
dispersion, les masses totales érodées par unité de largeur Mero présentent des valeurs
allant du gramme à quelques kilogrammes. Cette importante dispersion est d’ailleurs
visible sur les différentes estimations statistiques. La figure 5.16(a) présente la pdf de la
masse totale érodée Mero estimée par la méthode de Parzen-Rozenblatt et l’échantillon
Monte Carlo de dimension M = 100000. Un premier point est que l’allure de la pdf
illustre très bien le fait que l’échantillon de la variable de sortie admet une forte varia-
bilité car l’étalement de la pdf est très important, au-delà du kilogramme par mètre.
Cet étalement est d’ailleurs en accord avec la grandeur de la moustache supérieure de
la boxplot présentée à la figure 5.16(b). De plus, la pdf présente un pic marqué qui
est dû aux nombreuses simulations conduisant à de très faibles quantités érodées. Ceci
est d’ailleurs à mettre en relation avec l’estimation des différents quantiles de la fi-
gure 5.16(b). En effet, on peut y voir que les valeurs des premiers décile et quartile sont
très petites, respectivement, 3.28 g/m et 11.38 g/m alors que la valeur du neuvième
décile atteint 627.46 g/m. De plus, l’importance des valeurs extrêmes est corroborée
par l’écart relatif de la moyenne à la médiane qui est environ égal à 400%. La moyenne
est d’ailleurs supérieure au troisième quartile !
La figure 5.17 présente la moyenne et la variance de la masse érodée spatialisée
mero(x). On remarque que le profil est relativement uniforme le long du domaine.
De plus, les valeurs de la variance sont élevées et le calcul du coefficient de variation
cov (égal au rapport de l’écart type σ sur la moyenne Ê) conduit a une valeur très
importante, cov = 217%, ce qui signifie que la dispersion des valeurs de la masse érodée
est très importante.
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Figure 5.16 – Étude du détachement par le ruissellement : estimations statistiques pour
le M échantillon de la masse totale de sédiments érodés Mero (g/m) (M = 100000) ;
(a) fonction de densité de probabilité estimée avec une fenêtre de lissage η = 10 ;
échelle linéaire (en haut) et logarithmique (en bas) ; (b) boxplot représentant les valeurs
suivantes : 1er et 9ème déciles (Q̂10 et Q̂90), 1er et 3ème quartiles (Q̂25 et Q̂75), médiane
(Q̂50) et moyenne (Ê[Mero]).
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Figure 5.17 – Étude du détachement par le ruissellement : estimations de la moyenne
et de la variance spatialisées pour la masse de sédiments érodés mero(x) (g/m).
Influence des paramètres F et J
Concernant l’analyse de sensibilité globale, contrairement au cas test précédent,
nous ne présentons pas les indices de sensibilié spatialisés, les résultats des indices étant
identiques en tous points de l’espace. La figure 5.18 présente les indices de sensibilité du
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premier ordre Si et totaux Ti pour la masse totale érodée Mero (g/m). Ces indices sont
estimés par le développement en PC pour une dimension d’échantillon M = 3000 et
un ordre de troncature No = 3. Les résultats montrent que seuls les paramètres F et J
influencent la variabilité de la masse érodée. On peut de plus remarquer que l’indice du
premier ordre relatif au paramètre F est égal à 33% et est légèrement supérieur à celui
relatif au paramètre J qui est égal à 27%. Ceci s’explique par le fait que le paramètre
F intervient à la fois dans le détachement par le ruissellement du sol original mais
aussi dans celui de la couche de dépôt, alors que le paramètre J n’apparaît que dans le
détachement du sol. En outre, la somme de ces deux indices atteint 60%, ce qui signifie
que 40% de la variabilité de la masse érodée provient d’interactions paramétriques
essentiellement dues aux paramètres F et J . L’impact de ces deux paramètres est
donc considérable. Au vu de leur très forte influence sur les sorties et leur définition
ne permettant pas de mesure directe, nous pouvons nous demander s’il ne serait pas
préférable de re-paramétriser cette partie du modèle. La question est abordée dans la
discussion de ce chapitre et des perspectives sont envisagées pour approfondir l’analyse
dans le chapitre 6.
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Figure 5.18 – Étude du détachement par le ruissellement : indices de sensibilité du
premier ordre et totaux estimés pour la masse totale de sédiments détachés par unité
de largeur Mero (g/m) par la méthode des Polynômes de Chaos pour un échantillon de
dimension M = 3000 et un ordre de troncature No = 3.
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5.3.4 Érosion par la pluie et par le ruissellement
Description du cas test
Pour l’étude du modèle HR complet, nous considérons une pluie constante et uni-
forme de taux égal à R(t) = 100 mm.h−1 sur une durée de 4 min. Le temps total de
simulation est de 5 min. La configuration initiale est à nouveau celle présentée à la
figure 5.7. Le coefficient de frottement pour la loi de Manning est fixé à K = 0.015 et
la conductivité hydraulique à saturation à Ks = 1 mm.h−1. Comparé au cas test sur le
modèle HR avec détachement par la pluie uniquement, nous prenons un taux de pluie
plus important et une infiltration moindre pour favoriser le ruissellement et permettre
ainsi d’engendrer plus de détachement par le ruissellement.
Distribution quasi uniforme de la masse érodée
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Figure 5.19 – Étude du modèle HR complet : estimations statistiques pour leM échan-
tillon de la masse totale de sédiments érodés Mero (g/m) (M = 100000) ; (a) fonction
de densité de probabilité estimée avec une fenêtre de lissage η = 3 ; échelle linéaire (en
haut) et logarithmique (en bas) ; (b) boxplot représentant les valeurs suivantes : 1er et
9ème déciles (Q̂10 et Q̂90), 1er et 3ème quartiles (Q̂25 et Q̂75), médiane (Q̂50) et moyenne
(Ê[Mero]).
La figure 5.19(a) présente la pdf de la masse totale érodée Mero par la méthode de
Parzen-Rozenblatt via l’échantillon Monte Carlo de la variable de sortie. Tout d’abord,
notons que l’allure de la pdf permet de conclure que le processus étudié peut être
rapproché d’une loi uniforme sur sa partie gauche. La pdf atteint un plateau mais la
partie décroissante est légèrement plus étalée que dans le cas d’une loi uniforme. Ceci
est en accord avec les estimations des différentes valeurs statistiques présentées sur
la boxplot de la figure 5.19(b). En effet, la moustache inférieure ainsi que la boxplot
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correspond à une distribution uniforme puisque Q̂25 − Q̂10
Q̂75 − Q̂25
= 0.3 (≈ 1550) alors que ce
rapport est légèrement plus élevé pour la partie supérieure où Q̂90 − Q̂75
Q̂75 − Q̂25
= 0.39 (> 0.3).
On peut d’ailleurs rapprocher cette légère asymétrie l’écart relatif entre la moyenne et
la médiane qui est environ égal à 4%, ce qui est relativement faible comparé aux cas
tests précédents.
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Figure 5.20 – Étude du modèle HR complet : estimations des moyenne et variance
spatialisées pour la masse de sédiments détachés mero(x) (g/m).
La figure 5.20 présente la moyenne et la variance de la masse érodée spatialisée
mero(x) (g/m). Le profil de l’espérance de la masse érodée n’est pas uniforme, il est très
faiblement décroissant à l’amont du domaine puis décroît fortement. En effet, comme
l’intensité de la pluie est plus élevée, elle engendre des hauteurs d’eau plus importantes
qui créent une couche de protection. Le point de cassure du profil correspond au point
où la hauteur d’eau atteint la valeur critique h0 à partir de laquelle la détachabilité
décroît (cf. équation (5.6)). D’autre part, l’amont du domaine est principalement érodé
par l’impact des gouttes de pluie car les vitesses ne sont pas assez élevées pour permettre
le détachement des sédiments par le ruissellement. Concernant le coefficient de variation,
il est ici égal à cov = 55%, ce qui signifie une dispersion assez importante des valeurs
de masse érodée. Cependant, il reste largement inférieur à celui obtenu pour le cas du
détachement par le ruissellement uniquement.
Influence de la détachabilité du sol a0
La figure 5.21 présente l’estimation des indices de sensibilité du premier ordre pour la
masse érodée spatialisée par le développement en PC. L’indice de sensibilité du premier
ordre le plus élevé est celui relatif à la détachabilité du sol a0, viennent ensuite ceux
relatifs aux paramètres ad0 , m∗t0, ds1 et ds2 . La spatialisation des indices de sensibilité
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permet de voir que l’influence de la détachabilité a0 décroît le long du domaine avec
une valeur comprise entre 82% à l’amont et 64% à l’aval. Tout comme pour le cas
test sur le détachement par la pluie uniquement (cf. figure 5.10), cette décroissance
s’explique par l’existence d’une hauteur d’eau critique protégeant le sol de l’impact
des gouttes de pluie. On peut d’ailleurs constater cette décroissance pour les indices
relatifs aux paramètres ad0 et m∗t0, ainsi que la tendance inversée pour le paramètre
ds1 . Cependant, comme ces derniers indices sont relativement faibles (moins de 5%),
on peut conclure que les paramètres ad0 , m∗t0, ds1 et ds2 ont très peu d’influence directe
sur la masse totale érodée. La spatialisation des indices de sensibilité permet aussi
d’observer que les indices des paramètres relatifs au détachement par le ruissellement
sont nuls à l’amont du domaine mais prennent des valeurs significatives à l’aval du
domaine. Ceci est typique du détachement par le ruissellement, comme illustré à la
section 2.3.2 : à partir d’un certain point du domaine, l’écoulement atteint une vitesse
critique qui permet de détacher les sédiments. Ce seuil est représenté dans le modèle HR
par le stream power critique Ωcr. Le paramètre J a un indice de sensibilité du premier
ordre nul, ce qui signifie qu’il n’est pas influent (au moins de manière directe) et peut
laisser penser que le détachement par le ruissellement se fait majoritairement au niveau
de la couche de dépôt et non au niveau du sol original (le paramètre J n’intervenant
que dans le détachement du sol contrairement aux paramètres F et Ωcr). Concernant
les interactions paramétriques, la somme des indices de sensibilité du premier ordre
est très proche de un à l’amont du domaine, ce qui signifie qu’il n’existe que très
peu d’interactions. Cependant, cette somme décroît en présence de détachement par
le ruissellement et on peut ainsi observer que les interactions paramétriques sont plus
présentes à l’aval du domaine. La figure 5.21(b) présente les indices totaux de la masse
érodée spatialisée et montre que les interactions paramétriques proviennent en majorité
des paramètres F et Ωcr et donc du processus de détachement par le ruissellement.
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Figure 5.21 – Étude du modèle HR complet : indices de sensibilité spatialisés estimés
pour la masse de sédiments détachés mero(x) (g/m) par la méthode des Polynômes de
Chaos pour un échantillon de dimension M = 3000 et un ordre de troncature No = 3 ;
(a) indices de sensibilité du premier ordre ; (b) indices de sensibilité totaux.
136 Chapitre 5. Propagation des incertitudes dans le modèle d’érosion de Hairsine–Rose
Concernant la sensibilité de la masse totale érodée Mero, l’estimation des indices
de sensibilité totaux et du premier ordre sont présentés sur la figure 5.22. Les résultats
montrent que celle-ci n’est pas influencée par les paramètres relatifs au détachement
par le ruissellement. En effet, la configuration dans laquelle nous nous plaçons engendre
du détachement par la pluie sur tout le domaine et très peu de détachement par le
ruissellement qui a lieu seulement sur la partie aval du domaine. Le taux de pluie étant
important, l’impact des gouttes de pluie l’est aussi et l’écoulement engendré ne permet
pas de détachement par le ruissellement pour l’ensemble des simulations. De plus, ici
le détachement par le ruissellement se fait majoritairement au niveau de la couche de
dépôt et non du sol original. Ainsi, le paramètre le plus important est la détachabilité
du sol a0 avec un indice égal à 81%, viennent en suite ad0 et m∗t0. La somme des indices
du premier ordre est égale à 93% ce qui signifie que les interactions paramétriques n’ont
que peu d’effet sur la variabilité de la masse totale érodée.
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Figure 5.22 – Étude du modèle HR complet : indices de sensibilité du premier ordre et
totaux estimés pour la masse totale de sédiments détachés Mero (g/m) par la méthode
des Polynômes de Chaos pour un échantillon de dimension M = 3000 et un ordre de
troncature No = 3.
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5.4 Cas test bidimensionnel
Description du cas test
Dans cette section, nous considérons un cas test bidimensionnel avec le modèle
HR complet pour lequel la topographie utilisée est extraite d’un modèle numérique de
terrain. Le domaine est une parcelle mesurant 5 m de long et 1.5 m de large présentée à
la figure 5.23. Les paramètres du sol sont tous considérés uniformes, leurs valeurs sont
celles précisées à la section 5.3.1. Comme à la section 5.3.4, le coefficient de frottement
pour la loi de Manning est fixé à K = 0.015 et la conductivité hydraulique à saturation
à Ks = 1 mm.h−1. Nous considérons une pluie constante et uniforme de taux égal à
R(t) = 100 mm.h−1 sur une durée de 4 min et le temps de simulation est de 5 min. Cette
configuration présentant un domaine spatial plus grand et un maillage plus raffiné, les
temps de calcul sont donc plus importants, si bien que la dimension de l’échantillon
étudié est M = 24000. Nous nous intéressons à la masse totale des sédiments érodés
sur l’ensemble de la parcelle, Mero (g), ainsi qu’à la masse totale des sédiments déposés
Mdepo (g).
Figure 5.23 – Topographie initiale de la parcelle.
Impact des gouttes de pluie : source principale de détachement
Les figures 5.24(a) et 5.24(b) présentent les pdf’s, respectivement, de la masse totale
érodée Mero et de la masse totale déposée Mdepo, estimées par la méthode de Parzen-
Rozenblatt via l’échantillon Monte Carlo de la variable de sortie. Tout d’abord, notons
que l’allure des pdf’s permet de conclure que les processus étudiés ne sont ni Gaussiens,
ni uniformes, ni même symétriques. Concernant la variable de sortie Mero, la forme
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de la pdf ressemble à celle d’une loi de distribution log-normale dans le cas d’une
variance élevée, une forte croissance sur la partie gauche ainsi qu’un étalement sur
la partie droite étant typiques d’une telle distribution. En outre, ce comportement
corrobore la forme de la boxplot obtenue pour cette variable de sortie, présentée à la
figure 5.25(a) ; la moustache supérieure est plus grande que la moustache inférieure,
signifiant l’étalement de la distribution vers des valeurs plus élevées. De plus, l’écart
relatif de la moyenne à la médiane est significatif avec une valeur égale à ≈ 13%. Les
conclusions établies grâce à la pdf et à la boxplot sont comparables à celles obtenues
dans le cas de l’étude du détachement par la pluie uniquement sur les figures 5.8(a)
et 5.8(b). Concernant la variable de sortieMdepo, la pdf estimée présente un pic marqué
autour de zéro qui correspond aux nombreuses simulations conduisant à des dépôts nuls.
En effet, nous nous plaçons dans une configuration où le dépôt est très faible et où la
probabilité d’occurrence d’un dépôt nul est importante. Ceci se traduit sur la boxplot de
la figure 5.25(b) par une médiane proche de zéro. De plus, la moyenne est ici largement
supérieure à la médiane et même proche du premier quartile. Ceci est dû aux valeurs
extrêmes que l’on peut constater par la grandeur de la moustache supérieure.
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Figure 5.24 – Étude du modèle HR complet sur une petite parcelle : fonctions de
densité de probabilité estimées avec une fenêtre de lissage η ; échelle linéaire (en haut)
et logarithmique (en bas) ; (a) pour la masse totale de sédiments érodés Mero (g) et
η = 7 ; (b) pour la masse totale de sédiments déposés Mdepo (g) et η = 0.05.
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Figure 5.25 – Étude du modèle HR complet sur une petite parcelle : boxplots repré-
sentant les valeurs suivantes : 1er et 9ème déciles (Q̂10 et Q̂90), 1er et 3ème quartiles (Q̂25
et Q̂75), médiane (Q̂50) et moyenne (Ê[·]) pour l’échantillon des variables de sortie ;
(a) pour la masse totale de sédiments érodés Mero (g) ; (b) pour la masse totale de
sédiments déposés Mdepo (g).
Influence de la détachabilité du sol et du diamètre des sédiments
La figure 5.26(a) présente les indices de sensibilité du premier ordre Si et totaux Ti
de la variable de sortie Mero estimés à partir d’un échantillon de dimension M = 3000
et un ordre de troncature No = 3 par la méthode des PC. L’indice de sensibilité le
plus élevé est celui relatif à la détachabilité du sol a0 avec une valeur égale à 60%. En
comparant les résultats avec ceux obtenus pour l’étude unidimensionnelle du modèle
complet (voir la figure 5.22), on observe que a0 a une influence moins importante et
la valeur de son indice décroît de 81% à 60%. En outre, les paramètres ds1 , ad0 et m∗t0
ont une influence plus significative et leurs indices de sensibilité du premier ordre sont
égaux, respectivement, à 15%, 8% et 8%. La différence avec les résultats du cas test
unidimensionnel est plus marquée pour le diamètre des sédiments les plus petits, ds1 .
Le paramètre influence la masse totale érodée dans le cas d’une configuration bidimen-
sionnelle, alors que son influence est presque nulle pour le plan unidimensionnel. Ceci
peut être expliqué par le fait que dans le cas d’une topographie plus réaliste, la présence
de microtopographies favorise l’apparition de rigole(s) où l’écoulement se concentre et
les vitesses sont plus élevées favorisant ainsi le détachement par le ruissellement mais
aussi le dépôt des sédiments au niveau des “bosses”. La détachabilité du sol a alors
moins d’impact contrairement au diamètre des sédiments qui contribue aux proces-
sus de dépôt et de détachement par la formation de la couche de dépôt. Concernant
les interactions paramétriques, les conclusions sont les mêmes que pour le cas unidi-
mensionnel, la somme des indices du premier ordre étant égale à 91%, les interactions
n’influencent que très peu la variabilité de Mero. En outre, les interactions concernent
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les paramètres ayant une influence individuelle, c’est-à-dire a0, ds1 , ad0 et m∗t0 .
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Figure 5.26 – Étude du modèle HR complet sur une petite parcelle : indices de sensi-
bilité du premier ordre et totaux estimés par la méthode des Polynômes de Chaos pour
un échantillon de dimension M = 3000 et un ordre de troncature No = 3 ; (a) pour la
masse totale de sédiments détachés Mero (g) ; (b) pour la masse totale de sédiments
déposés Mdepo (g).
Concernant la masse totale de sédiments déposés, bien que présentant de faibles va-
leurs, nous nous sommes intéressés à sa sensibilité vis à vis des différents paramètres du
modèle HR. Les resultats des estimations des indices de sensibilité du premier ordre et
totaux sont présentés sur la figure 5.26(b). Tout d’abord, comme attendu, le paramètre
ayant le plus d’influence est le diamètre des sédiments de la classe 1, ds1 , avec un indice
de sensibilité du premier ordre égal à 33%. En effet, la vitesse de sédimentation dépend
fortement de ce paramètre. On peut constater que le paramètre a0 est beaucoup moins
influent sur la variabilité de la masse déposée que sur celle de la masse érodée. On a vu
à la section 2.3.2, que le dépôt se faisait principalement à l’aval de la rigole et ce pour le
modèle de détachement par la pluie uniquement et pour des valeurs déterministes des
paramètres. Ainsi, dans des configurations où les paramètres relatifs au détachement
par le ruissellement ne permettent pas de détacher, la configuration est comparable au
cas du détachement par la pluie uniquement et le dépôt a lieu. De plus, la somme des
indices de sensibilité du premier ordre est égale à 63%, ce qui signifie que pour la masse
totale déposée, l’impact des interactions paramétriques est significatif. Les indices de
sensibilité totaux nous montrent que ces interactions proviennent des paramètres déjà
importants individuellement, ds1 , F , a0, mais aussi du stream power critique Ωcr.
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5.5 Discussion
Dans ce chapitre, nous avons réalisé une étude paramétrique du modèle d’érosion
de Hairsine–Rose (HR) qui est un modèle multi-classes permettant de considérer sé-
parément le détachement par la pluie, le détachement par le ruissellement ainsi que le
dépôt. Nous avons tout d’abord présenté une analyse paramétrique du modèle HR dans
laquelle nous nous sommes intéressés aux paramètres que nous avons considérés comme
“à mesure indirecte” ou “de calage” et que nous avons regroupés sous le terme “para-
mètres principaux” (les paramètres dits “à mesure directe” présentant moins d’intérêts
pour l’analyse d’incertitudes). Les paramètres principaux du modèle HR sont difficile-
ment mesurables et sont généralement intégrés à un modèle de calibration, les valeurs
obtenues peuvent parfois perdre de leur sens physique. De plus, les plages de valeurs
que nous avons répertoriées pour les différents paramètres sont relativement étendues.
Nous avons donc intégré huit paramètres au modèle probabiliste de propagation d’in-
certitudes dans un modèle HR à deux classes : la détachabilité du sol a0, la détachabilité
de la couche de dépôt ad0 , la masse de sédiments déposés requise pour protéger complè-
tement le sol m∗t0, le stream power critique Ωcr, la fraction de l’excès du stream power
effectif F , l’énergie dépensée pour l’entraînement J , ds1 et ds2 les diamètres respectifs
des deux classes de sédiments. Dans notre étude, nous avons considéré d’abord des cas
tests unidimensionnels dans lesquels nous avons étudié séparément le modèle HR avec
détachement par la pluie uniquement, le modèle HR avec détachement par le ruisselle-
ment uniquement et enfin le modèle HR complet. Un dernier cas test bidimensionnel a
été réalisé afin de considérer le modèle HR complet sur une topographie réaliste extraite
d’un modèle numérique de terrain. Pour les quantités d’intérêt, nous nous sommes in-
téressés à la masse érodée spatialisée par unité de largeur mero(x) (g/m) ainsi qu’à la
masse totale érodée par unité de largeur Mero (g/m) pour les cas tests unidimension-
nels et aux masses totales de sédiments détachés et déposés, respectivement Mero (g)
et Mdepo (g), pour le cas test bidimensionnel.
Concernant les processus de détachement séparés, l’analyse de sensibilité globale
lors du détachement par la pluie uniquement montre que la détachabilité du sol a0 et
le diamètre de la classe des sédiments les plus petits ds1 sont les paramètres les plus
influents. Concernant le détachement par le ruissellement uniquement, seuls les para-
mètres F et J influencent la sortie. De plus, la dispersion de la masse érodée est très
élevée (217%), sa distribution est très étalée. Par exemple, la moyenne est supérieure
au neuvième décile, ce qui montre l’importance des valeurs extrêmes. Au vu des résul-
tats et des valeurs relevées pour les paramètres F et J , ces paramètres peuvent être
considérés comme des paramètres de calage. Le modèle d’érosion HR, bien qu’étant
essentiellement un modèle “à base physique”, utilise donc deux paramètres de calage
qui influencent à eux seuls le détachement par le ruissellement. Observant les équations
du modèle (5.3)-(5.4), on voit que le taux de détachement du sol original par le ruissel-
lement est proportionnel au rapport F/J et que le taux de détachement de la couche de
dépôt par le ruissellement est proportionnel à F . J est l’énergie dépensée pour l’entraî-
nement d’une unité de masse de sédiments cohésifs et F la fraction d’excès du stream
power effectif. En outre, l’utilisation du même paramètre F pour deux processus de
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détachement différents, du sol et de la couche de dépôt, n’est pas évident. Au vu de
l’impact considérable et de la définition initiale des paramètres F et J , il serait peut-
être envisageable de ne considérer qu’un paramètre par équation et remplacer ainsi ce
rapport. Nous proposons de considérer un unique paramètre qui tiendrait compte à la
fois de l’effet de dissipation du stream power effectif mais aussi de l’énergie dépensée.
On pourrait alors définir Fs comme la fraction d’excès du stream power effectif pour
le sol original qui remplacerait F/J dans l’équation (5.3), et Fc qui serait la fraction
d’excès du stream power effectif de la couche de dépôt et remplacerait F dans l’équa-
tion (5.4). L’étude du détachement par le ruissellement uniquement pourrait être ainsi
reparamétrée.
En configuration de détachement à la fois par la pluie et par le ruissellement sur
un plan unidimensionnel, l’analyse de sensibilité globale montre que le paramètre a0
influence majoritairement la variabilité de la masse totale érodée (à environ 80%) et
que les paramètres relatifs au détachement par le ruissellement ont une influence négli-
geable. En outre, les interactions paramétriques sont peu significatives et représentent
7% de la variabilité. Il est à noter, pour comprendre ces résultats et modérer leur im-
pact, que dans le cas test considéré l’apport d’eau provient d’un événement pluvieux
relativement court (4 min) et intense. Ainsi, l’impact des gouttes de pluie est la source
principale du détachement des sédiments du sol orignial. De plus, le détachement par
le ruissellement se fait majoritairement au niveau de la couche de dépôt. Cependant,
la spatialisation des indices de sensibilité permet de constater que les paramètres F
et Ωcr (relatifs au détachement par le ruissellement) ont un impact significatif lorsque
l’on se rapproche de l’aval du domaine. En effet, comme évoqué à la section 2.3.2, la
vitesse de l’écoulement augmente le long du domaine et atteint une vitesse critique
permettant de détacher les sédiments par le ruissellement, le seuil étant caractérisé par
la valeur du stream power critique. La spatialisation permet aussi de remarquer que les
interactions paramétriques sont plus significatives sur le dernier tiers du domaine. En
effet, les interactions paramétriques ont un impact beaucoup plus prononcé en présence
du détachement par le ruissellement (5% à l’amont et 15% à l’aval) et cette différence
provient principalement des paramètres F et Ωcr.
Concernant le cas test bidimensionnel, les conclusions obtenues sont légèrement dif-
férentes de celles obtenues à partir du cas test unidimensionnel. La détachabilité a0
reste le paramètre qui influence le plus la masse totale érodée (la valeur de son indice
de sensibilité du premier ordre est de 60%). Cependant, le diamètre de la plus petite
classe de sédiments composant le sol apparaît lui aussi important (la valeur de son
indice de sensibilité du premier ordre est de 15%). Ceci peut s’expliquer par la présence
de microtopographies et l’existence d’une rigole où l’écoulement se concentre au bas
du domaine (cf. la section 2.3.2), ce genre de phénomènes ne pouvant pas avoir lieu en
configuration unidimensionnelle. Ce résultat peut d’ailleurs être mis en parallèle avec
l’analyse de sensibilité globale réalisée par Laloy et Bielders [81] sur leur modèle d’éro-
sion. Ces auteurs obtiennent 15 % pour l’indice de sensibilité Si du diamètre moyen
des sédiments qui apparaît ainsi comme le paramètre relatif à l’érosion le plus impor-
tant. De plus, ce cas test est le seul qui nous permet d’obtenir des masses de sédiments
déposées non nulles. La présence de microtopographies permet d’arrêter les sédiments
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contrairement au plan unidimensionnel où il est normalement impossible d’obtenir du
dépôt. Les masses de sédiments déposés sont relativement faibles et présentent une forte
probabilité d’être nulles. L’analyse de sensibilité globale montre que le diamètre ds1 des
sédiments les plus petits est le paramètre le plus influent, viennent ensuite F , a0, les
autres paramètres n’ayant pas d’influence significative individuellement. Une remarque
importante concerne les interactions paramétriques. En effet, celles-ci ont beaucoup
plus d’effet sur la masse déposée (37%) que sur la masse érodée (9%) et proviennent
autant des paramètres ds1 et a0 que des paramètres F et Ωcr.
Ce chapitre a permis de réaliser une étude de sensibilité globale pour le modèle
d’érosion HR, ce qui n’avait pas encore été fait à notre connaissance, les analyses de
sensibilité des modèles d’érosion étant pour la plupart locales. Les résultats montrent
que les paramètres du modèle HR qui influencent le plus la variabilité de la masse
des sédiments érodés ou déposés sont a0, ds1 , F , J ainsi que Ωcr dans une moindre
mesure. De plus, une des conclusions de cette étude est que les interactions paramé-
triques sont peu significatives dans le modèle de détachement par la pluie mais s’avèrent
importantes dans le modèle de détachement par le ruissellement. L’apport du cas test
bidimensionnel sur une topographie plus réaliste est intéressant. Les configurations uni-
dimensionnelles sont certes utiles pour une meilleure compréhension des processus car
elles facilitent la visualisation des résultats. En effet, le profil spatial de la masse érodée
a, par exemple, permis de détecter l’influence de paramètres relatifs au détachement par
le ruissellement qui apparaissaient comme négligeables concernant la masse totale éro-
dée sur tout le domaine. Cependant, le passage au cas bidimensionnel semble important
car il permet d’obtenir des configurations plus réalistes mais surtout il rend possible
le processus de dépôt. En effet, les études sur des plans unidimensionnels ne peuvent
conduire à des dépôts définitifs, dans le sens où les sédiments peuvent être déposés sur
un plan mais sont toujours re-détachés en raison de l’écoulement vers l’aval. De plus, il
convient de souligner l’importance des conditions initiales imposées. En effet, dans la
configuration que nous avons retenue pour l’étude de la parcelle, les processus de déta-
chement par la pluie sont dominants si bien que les paramètres relatifs au détachement
par le ruissellement ne sont pas importants. Par contre, Nord et Esteves [108] étudient
une configuration où les processus de détachement par le ruissellement sont dominants
et montrent, par une analyse de sensibilité locale, que leur modèle d’érosion est plus
sensible aux paramètres relatifs au détachement par le ruissellement.

Chapitre 6
Conclusion générale et perspectives
Dans cette thèse nous avons étudié la propagation et la quantification des incerti-
tudes paramétriques au travers de modèles hydrologiques pour la simulation d’écoule-
ments en présence d’infiltration et/ou d’érosion. Les apports de ce travail sont doubles
et concernent à la fois la méthodologie mathématique et l’hydrologie.
Pour revenir sur l’aspect méthodologique, nous avons utilisé une méthode de propa-
gation directe considérant certains paramètres d’entrée comme des variables aléatoires
indépendantes décrites par une fonction de densité de probabilité fixée a priori. Le choix
de ces lois a été basé sur une revue bibliographique. Nous avons choisi un modèle pro-
babiliste relativement simple, considérant un domaine d’écoulement soit uniforme, soit
découpé en sous-domaines reflétant l’organisation spatiale du territoire. Pour l’échan-
tillonnage des variables aléatoires, nous avons utilisé la méthode de Monte Carlo, la
résolution du modèle déterministe ne demandant pas un coût de calcul trop élevé. En
outre, l’utilisation des Polynômes de Chaos (PC), plus récente et plus efficace, a aussi
été utilisée pour estimer les indices de sensibilité globale par le développement en PC
de la sortie du modèle. Ces approches ont permis notamment de hiérarchiser l’influence
des paramètres d’entrée sur les quantités de sortie.
Dans le chapitre 4, cette méthodologie a été appliquée au modèle écoule-
ment/infiltration au travers duquel nous avons propagé les incertitudes relatives au
paramètre clé du modèle d’infiltration de Green–Ampt, à savoir la conductivité hy-
draulique à saturation Ks. Les conclusions pratiques d’un premier cas test concernent
la collecte des paramètres d’entrée, à savoir où concentrer les efforts de mesure, dans le
cas d’un domaine présentant une capacité d’infiltration non uniforme, afin de réduire
les incertitudes des variables de sortie. En effet, nous avons montré que, en cas de sol
peu saturé, il est préférable de concentrer les mesures près de l’exutoire. À l’inverse, si
le sol est fortement saturé, il convient de focaliser les mesures sur les parties les plus
perméables du domaine. Un second cas test a montré que la distribution spatiale de
bandes enherbées le long d’un plan n’a pas d’impact significatif sur la variabilité des
quantités relatives au ruissellement. Cependant, la répartition des bandes enherbées le
long du domaine diminue la probabilité d’occurrence des valeurs extrêmes des débits
maximaux temporels et permet ainsi de réduire le risque érosif.
Le chapitre 5 a été consacré à l’étude paramétrique du modèle d’érosion de Hairsine–
Rose (HR) qui est un modèle multi-classes permettant de considérer séparément le dé-
tachement par la pluie, le détachement par le ruissellement ainsi que le dépôt. Concer-
nant l’analyse de sensibilité sur la masse érodée, sur huit paramètres d’entrée considérés
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comme incertains, il résulte que seuls cinq sont influents sur la variabilité des sorties
comme la masse érodée. Un point important concerne l’influence considérable de deux
paramètres relatifs au détachement par le ruissellement, F et J , qui apparaissent comme
des paramètres de calage. De plus, l’étude de sensibilité globale a permis de montrer
que les interactions paramétriques n’ont pas d’impact significatif lors du processus de
détachement par la pluie mais s’avèrent importantes lors du processus de détachement
par le ruissellement.
Perspectives
À l’issue de ce travail, différents points pourraient être approfondis, tant du point
de vue de la méthodologie mathématique que de l’hydrologie.
Concernant la méthodologie mathématique, il serait souhaitable d’approfondir les
résultats de notre analyse de sensibilité globale du détachement par le ruissellement
uniquement qui montrent que seuls les paramètres F et J sont influents. Ces résultats
ayant été obtenus pour des distributions fixées, ils peuvent être remis en question en se
demandant s’ils ne sont pas influencés par notre paramétrisation initiale. L’étude des
surfaces de réponse permettrait de répondre à ces questions et d’étudier la sensibilité
des lois. Par exemple, nous pourrions regarder la variabilité des sorties du modèle en
imposant d’autres lois de distribution pour les paramètres d’entrée ou bien en fixant un
ou plusieurs paramètres. L’utilisation du développement en PC donnerait la possibilité
de réaliser cette étude sans avoir besoin de ré-échantillonner. De plus, cette perspective
permettrait de répondre à des questions hydrologiques concernant l’influence des autres
paramètres relatifs au détachement par le ruissellement. Concernant l’utilisation des PC
pour l’estimation des indices de sensibilité globale, une perspective envisageable serait
l’utilisation d’une méthode autre que les moindres carrés pour l’obtention des différents
modes stochastiques du développement de la sortie du modèle. Par exemple, la méthode
d’estimation par Compressed Sensing pourrait présenter l’avantage d’être plus efficace.
D’un point de vue hydrologique, nous avons vu que la conductivité hydraulique
à saturation Ks influençait grandement les pics de débits spatialisés et la probabilité
d’occurrence des valeurs extrêmes auxquelles les mécanismes d’érosion des sols sont
très sensibles. Il serait donc intéressant d’intégrer à l’analyse d’incertitudes du modèle
d’érosion HR un paramètre d’infiltration incertain. De plus, l’utilisation de l’analyse
de sensibilité globale permettrait de hiérarchiser les paramètres d’entrée et de voir si le
paramètre hydrologique Ks impacte plus ou moins les quantités érodées. Il serait aussi
possible d’estimer les interactions paramétriques, ce qui n’a pas vraiment été réalisé
jusqu’à présent en hydrologie. Concernant l’étude du modèle HR complet, il serait en-
visageable de refaire l’analyse d’incertitudes en modifiant les conditions initiales du cas
test pour permettre plus de détachement par le ruissellement et diminuer l’intensité
de la pluie. Le but serait de hiérarchiser les différents paramètres du modèle HR dans
une configuration sans processus de détachement dominant. Il serait aussi souhaitable
d’approfondir l’analyse d’incertitudes sur des configurations plus réalistes, par exemple
sur des topographies réelles. Nos conclusions portant sur des événéments pluvieux rela-
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tivement courts, il serait aussi intéressant d’étudier des événements pluvieux plus longs,
engendrant plus de ruissellement et des états du sol plus saturés. Dans le chapitre 4,
nous avons montré que les conclusions établies dépendent de la saturation du sol. La
continuité de ce travail serait d’étudier l’impact de la saturation des sols sur les quan-
tités érodées. De plus, l’utilisation des PC pour l’estimation des indices de sensibilité
globale rend cette perspective envisageable car le nombre de simulations qu’elle requiert
est largement diminué.
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