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FINITE DIMENSIONAL QUANTUM TEICHMU¨LLER SPACE FROM THE
QUANTUM TORUS AT ROOT OF UNITY
HYUN KYU KIM
Abstract. Representation theory of the quantum torus Hopf algebra, when the parameter q is a root
of unity, is studied. We investigate a decomposition map of the tensor product of two irreducibles
into the direct sum of irreducibles, realized as a ‘multiplicity module’ tensored with an irreducible
representation. The isomorphism between the two possible decompositions of the triple tensor product
yields a map T between the multiplicity modules, called the 6j-symbols. We study the left and right
dual representations, and correspondingly, the left and right representations on the Hom spaces of
linear maps between representations. Using the isomorphisms of irreducibles to left and right duals, we
construct a map A on a multiplicity module, encoding the permutation of the roles of the irreducible
representations in the identification of the multiplicity module as the space of intertwiners between
representations. We show that T and A satisfy certain consistency relations, forming a Kashaev-type
quantization of the Teichmu¨ller spaces of bordered Riemann surfaces. All constructions and proofs in
the present work uses only plain representation theoretic language with the help of the notions of the
left and the right dual and Hom representations, and therefore can be applied easily to other Hopf
algebras for future works.
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1. Background and introduction
Quantum Teichmu¨ller theory emerged as an approach to 3 or 2+1 dimensional quantum gravity; it was
established in 1990’s independently by Kashaev [K98] and by Chekhov-Fock [F97] [CF99] (the latter
methodology generalized to Fock-Goncharov quantization of cluster varieties later). The Teichmu¨ller
space T (S) of a punctured surface S is the set of all isotopy classes of complex structures on S, with
various different prescribed behaviors at the punctures, leading to different versions. A version of
T (S) is a smooth manifold with a symplectic or Poisson structure, called the Weil-Petersson structure,
which is invariant under the natural action on T (S) of the mapping class group MCG(S) of S, defined
as the group of isotopy classes of orientation-preserving self-diffeomorphisms of S. One thus looks
for an ‘equivariant deformation quantization’ of T (S), which is to replace smooth real functions on
T (S) by self-adjoint operators on a Hilbert space depending on a real quantum parameter ~ so that
the commutators of these operators recover the classical Poisson bracket in the 1st order terms in ~,
together with a consistent assignment of unitary operators to elements of MCG(S) that intertwine
these self-adjoint operators, where in the classical limit ~ → 0 this intertwining action of MCG(S)
must recover the classical MCG(S) action. As a result, one would obtain a real-parameter family of
projective unitary representations of MCG(S) on a Hilbert space.
The quantization problem just described is too difficult to solve, and what has been done is as follows.
We first choose an extra combinatorial-topological data on S, namely an ideal triangulation of S, which
is a triangulation of S, defined up to homotopy, whose vertices are the punctures. With the help of
this extra data, one constructs a coordinate system of T (S), hence coordinate functions, which we
replace by certain self-adjoint operators on a Hilbert space, containing the information of the classical
Poisson bracket appropriately. A different ideal triangulation leads to different classical coordinate
functions, related to the previous ones by certain coordinate change formulas, and we construct different
quantum coordinate operators on a different Hilbert space. To each change of ideal triangulations,
we construct a unitary map between the corresponding Hilbert spaces that intertwine the quantum
coordinate operators, so that this intertwining formula recovers the classical coordinate change map in
the limit ~→ 0, and that the composition of changes of ideal triangulations goes to the composition of
unitary intertwining maps, up to multiplicative constants. This also leads to a projective representation
of MCG(S), because each element MCG(S) can be realized as a change of ideal triangulations, and the
above construction of quantum coordinate operators has a necessary built-in invariance under MCG(S).
Breaking down the problem even more, one observes that any change of ideal triangulations is gener-
ated by the elementary ones called the flip along an edge, which changes an ideal triangulation only on
one edge, replacing this edge by the other diagonal of the unique quadrilateral in which it was contained
as a diagonal. The flips satisfy certain algebraic relations; twice-flip at the same edge is the identity,
alternating sequence of five flips at two adjacent edges is the identity (called the pentagon relation), and
two flips at edges not shared by a triangle commute with each other. It is a theorem that any relation
is a consequence of those. Chekhov-Fock(-Goncharov) constructed suitable intertwining operator for
each flip, and verified that the algebraic relations are satisfied by these operators up to constants. For
Kashaev’s quantization, we use dotted ideal triangulations, which are ideal triangulations together with
the choice of a distinguished corner at each triangle and with the choice of labeling of triangles. Any
change of dotted ideal triangulations are generated by elementary moves of three types: 1) At, for a
triangle t, moves the dot of the triangle t counterclockwise, 2) Tst, for two adjacent triangles s and t,
is the flip that is confined to the dot configuration of triangles s and t as in Fig.1 1, and 3) Pγ , for a
permutation γ of triangle labels, permutes the triangle labels. Any algebraic relation among them is a
consequence of the following ones:
A3t = id, TstTrs = TrsTrtTst, AsTstAt = AtTtsAs, TstAsTts = AsAtP(st),(1.1)
and ‘trivial’ relations: any generators whose sets of subscripts are disjoint commute with one another,
conjugation by Pγ on a generator yields the same generator with subscripts applied by γ, and the
permutation group relations for Pγ . Kashaev constructs unitary intertwining operators for each ele-
mentary change of dotted ideal triangulations, and verified that the algebraic relations are satisfied up
1I note that the basic source code for Fig.1 is taken from [K16a].
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Figure 1. The actions of At and Tst on dotted ideal triangulations
to constants. See [K16a] for an interesting discrepancy between the MCG(S) representations from the
Chekhov-Fock-Goncharov quantization and the Kashaev quantization.
The Chekhov-Fock and Kashaev quantizations are built on infinite dimensional separable Hilbert
spaces, looking naturally like L2(Rn). Meanwhile, the unitary intertwining operators At,Tst,Pγ of
the Kashaev quantization are recovered purely from the representation theory of a Hopf algebra, in my
joint work with Igor Frenkel [FK12]. We considered one of the most basic quantum groups, called the
quantum plane algebra Bq, defined for a complex parameter q of modulus 1 which is not a root of unity,
which one can think as being related to the irrational positive real parameter ~ = b2 by q = eπ
√−1~.
It is defined by
〈X±1, Y |XY = q2Y X〉
as an algebra over C, equipped with the Hopf ∗-algebra structure given by
coproduct : ∆X = X ⊗X, ∆Y = Y ⊗X + 1⊗ Y,
counit : ǫ(X) = 1, ǫ(Y ) = 0,
antipode : S(X) = X−1, S(Y ) = −Y X−1,
∗-structure : X∗ = X, Y ∗ = Y.
A reader may recognize this as a Borel subalgebra of the famous quantum group Uq(sl2), or more pre-
cisely, Uq(sl(2,R)). When considering representations, the ∗-structure stipulates that the operators for
X and Y be self-adjoint. A certain class of nicely behaved representations called integrable representa-
tions of Bq is studied in the literature [S92]. An important observation is that an irreducible integrable
representation is unique up to unitary isomorphisms, denoted by H ≡ L2(R, dx), where the action of
the generators is given by (X.f)(x) = f(x − √−1 b) and (Y.f)(x) = e2πbxf(x) on a dense subspace
(recall ~ = b2); this observation is essentially from the Stone-von Neumann theorem [v31]. The tensor
product H ⊗H of Hilbert spaces becomes a representation of Bq via the coproduct, as usual in the
theory of Hopf algebras; it is integrable, so we expect it to decompose into direct sum of irreducibles, or
in this case, direct integral of the unique irreducible H . Such a decomposition is realized as a unitary
Bq-intertwining isomorphism
F : H ⊗H →M ⊗H ,(1.2)
where M ≡ L2(R), the ‘multiplicity space’, is a trivial representation of the Hopf algebra Bq, meaning
that the action is by counit; as a consequence, on the RHS of (1.2) the algebra Bq acts only on the
second tensor factor H . The triple tensor product H ⊗ H ⊗ H can also be decomposed into a
direct integral of H , or more precisely can be identified with M ⊗ M ⊗ H . This can be done in
two ways using the F map, depending on whether we choose the parenthesizing (H ⊗ H ) ⊗ H or
H ⊗ (H ⊗ H ); the first means to decompose the first two factors to get M ⊗ H ⊗ H , and then
decompose into M ⊗M ⊗H , while the second means first to go to H ⊗M ⊗H then to M ⊗M ⊗H .
Composition of these two decomposition maps yields a map M ⊗M ⊗ H → M ⊗M ⊗ H , which
is of the form T ⊗ id for some operator T : M ⊗ M → M ⊗ M , encoding the parenthesis-change
(H ⊗H )⊗H ❀H ⊗ (H ⊗H ). This operator corresponds to what is called the ‘6j-symbol’ in the
mathematical physics literature. Meanwhile, the above M can be viewed as the space of intertwiners
HomBq (H ,H ⊗H ); by studying the dual representations of the unique irreducible H with the help
of the antipode of Bq, we were able to construct a natural mapA :M →M which amounts to cyclically
permuting the roles of the three H ’s in the intertwiner space HomBq (H ,H ⊗H ). We then showed
that these operators T (on M ⊗M) and A (on M) coincide with the operators of the same names from
Kashaev’s quantum Teichmu¨ller theory, up to unitary transformation and a slight modification; the Pγ
operator is just the permutation of the M factors. One way of summarizing our result is to say that,
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in special cases, we recovered the quantum Teichmu¨ller (Hilbert) space as the space of intertwiners of
the quantum plane algebra Bq, and Kashaev’s unitary operators A,T,P as certain maps on the space
of intertwiners of Bq naturally constructed using the representation theory of Bq.
It is striking that although the representation theory of a Hopf algebra is purely algebraic, its rigid
tensor category structure yields the main result of Kashaev’s quantum Teichmu¨ller theory, which falls
into the realm of quantum geometry. So, our work [FK12] just described gives an indication that
the structure of the Kashaev quantization, although it may look not so natural at the first sight (e.g.
because of the usage of dotted triangulations), might also be something quite natural in mathematics.
To add one more such indication, here I make a small side remark to be revisited later; the Kashaev’s
original quantization, rather than Chekhov-Fock’s, is what is used crucially in Teschner’s solution [T07]
of the ‘sl2 modular functor conjecture’.
On the other hand, in the literature, a finite dimensional version of the Chekhov-Fock quantization
has been studied [BBL07]. To each ideal triangulation is assigned a finite dimensional complex vector
space, and for each flip an isomorphism between these vector spaces is constructed. A work in the flavor
of [FK12] for this finite dimensional version of Chekhov-Fock quantization is done by Bai [B07]. The
same Hopf algebra as Bq, without the ∗-structure, is considered, which is named the Weyl algebra W ,
or simply the quantum torus as is called in the present paper and by many authors. In case q is a root
of unity, there exist finite dimensional representations, although the irreducible representation is not
unique anymore. The corresponding 6j symbol is studied by Kashaev [K94] [K99a], and in [B07] Bai
showed that this 6j symbol coincides with the finite dimensional version of the quantum flip operator
for the Chekhov-Fock quantzation studied in [BBL07].
In the present paper, we continue the studies of Kashaev [K94] [K99a] and Bai [B07]. I first studied
and investigated the left and right dual representations which are one of the standard things to study
in the representation theory of Hopf algebras; the action of W on the dual space of a representation is
given as the transpose of the antipode action, or the inverse-antipode action. Although in our case the
left and the right duals are isomorphic, they are not identical. Inspired by these two duals, we study
‘left and right’ representation structures on the Hom spaces of linear maps between representations, and
find a natural but nontrivial link between these two; such must be a canonical aspect to be studied for
the representation theory of any Hopf algebra, and I find it surprising that it has not been emphasized
in the literature thus far, at least written in a language of the present style. Moreover, we find a new
answer for a decomposition map F (1.2) in an explicit and ‘compact’ form to be used conveniently for
our purposes. As a result, purely from the representation theory of the quantum torus Hopf algebra
W we fully recover the Kashaev-type operators A,T,P on finite dimensional vector spaces, satisfying
the consistency relations (1.1) up to constants; see Thm.5.19 for a precise formulation of our main
theorem. As pointed out to the author by a referee, a finite dimensional version of the Kashaev
quantum Teichmu¨ller theory, i.e. the operators A,T,P, is constructed in [K98] [K00b], and the rigid
tensor category structure for the category of representations of W is studied in [K99a] [GKT12], but in
a somewhat esoteric language. The present paper provides a concise and clear framework of establishing
theseA,T,P using only plain representation theoretic language, hence can easily be mimicked for other
Hopf algebras.
The key ingredient of the original quantization works of Kashaev and Chekhov-Fock is a special
function called the quantum dilogarithm of Faddeev-Kashaev [FK94], or more precisely, the ‘compact’
quantum dilogarithm Ψq(x) =
∏∞
i=1(1− q2i−1x)−1 or the ‘non-compact’ quantum dilogarithm Φ~(z) =
exp(− 14
∫
Ω
e−ipz
sinh(πp) sinh(π~p)
dp
p ), where Ω is the real line contour avoiding the origin by a small half
circle above the origin. The corresponding key ingredient in the present paper is the cyclic quantum
dilogarithm [FK94], which is a finite version, or a root of unity version. We slightly modify its definition,
and study its properties, and suggest more to be studied in the future.
Acknowledgments. This work was supported by the Ewha Womans University Research Grant of
2017. This research was supported by Basic Science Research Program through the National Research
Foundation of Korea(NRF) funded by the Ministry of Education(grant number 2017R1D1A1B03030230).
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2. Representations of the quantum torus at root of unity
In the present section, we mostly collect from the literature basic definitions and properties of repre-
sentations of the quantum torus algebra. We modify, re-define, and re-establish some of them.
2.1. Cyclic representations.
Definition 2.1 (quantum torus). Let q be either a formal symbol or a nonzero complex number. The
quantum torus W =Wq is a Hopf algebra over C[q, q−1], which is
〈X±1, Y | XY = q2Y X 〉(2.1)
as an algebra over C[q, q−1], and whose Hopf algebra structure is given by the following coproduct,
counit, and antipode: 
∆(X) = X ⊗X, ∆(Y ) = Y ⊗X + 1⊗ Y ;
ǫ(X) = 1, ǫ(Y ) = 0;
S(X) = X−1, S(Y ) = −Y X−1.
(2.2)
Remark 2.2. The algebra defined in (2.1) is often called the Weyl algebra in the literature, including
[B07].
The notation W , and the choice of the particular Hopf algebra structure as above, are taken from
[K94]; in particular, the coproduct convention is different from [B07]. As usual in the theory of Hopf
algebras [CP], a representation ofW (or aW-representation) is a leftW-module, whereW is viewed just
as an algebra. We shall only consider the case when q is a nonzero complex number, so a representation
is understood as a C-algebra homomorphism µ : W → EndC(V ) for some complex vector space V ;
action of an element W on a vector v ∈ V is denoted by µ(W )(v), or by W.v if µ is clear from the
context. In the present paper, all representations will be assumed to be finite dimensional complex
vector spaces. As pointed out in [B07], non-trivial finite dimensional representations exist only when
q2 is a root of unity. So, from now on, we assume that
q2 is a primitive N th root of unity, for some positive integer N .
More precisely, we could assume that
q = eπ
√−1/N .
In particular, we have qN = −1. For our purposes, we restrict ourselves to the case when
N is odd.(2.3)
Definition 2.3 ([K94], [K99a], [B07]). A finite dimensional representation µ :W → EndC(V ) is called
cyclic if µ(X) and µ(Y ) are invertible.
Prop.2 of [B07] says that every cyclic representation of W is a direct sum of cyclic irreducible repre-
sentations, and it also completely classifies the cyclic irreducibles. Here, let us come up with a notation
for them which is slightly different from [B07].
Definition 2.4 (cyclic irreducible representations; [B07]). A weight is a pair λ = (x, y) of complex
numbers x, y. A weight λ = (x, y) is said to be non-singular if both x and y are nonzero.
For a non-singular weight λ = (x, y), define the representation Vλ = V(x,y) of W as follows. It is CN
as a C-vector space, and the action
µλ :W → EndC(CN )
is given by
µλ(X) = x
1/N ·A, µλ(Y ) = y1/N · B,
on the generators, where x1/N and y1/N are arbitrary N th roots of x and y respectively, and A,B ∈
EndC(C
N ) are the unitary matrices defined by
Aek = q
2k ek, B ek = ek+1, for 0 ≤ k ≤ N − 1,(2.4)
where {e0, e1, . . . , eN−1} is a standard basis of CN , whose subscript indices are considered modulo N .
It is easy to observe
AB = q2BA, AN = id = BN ,(2.5)
as operators; just check on basis vectors. Now, [B07, Prop.2] translates to:
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Proposition 2.5 ([K99a], [B07]). In the above definition, any choice of x1/N and y1/N yields isomor-
phic representation, which is indeed a cyclic irreducible representation, with
µλ(X
N) = x · idCN , µλ(Y N ) = y · idCN .
Any cyclic irreducible representation is isomorphic to some µλ. Two representations µ(x,y) and µ(x′,y′)
are isomorphic if and only if x = x′ and y = y′. Any cyclic representation is a direct sum of cyclic
irreducible representations.
One can easily understood why XN and Y N should act as scalars on an irreducible representation;
note that XN and Y N commute with all elements of W . We separately write the following fact which
is related to the irreducibility of µλ, as it will be used later on:
Proposition 2.6 (irreducibility). If U is any linear operator on CN commuting with both A and B,
then U is a scalar operator.
Proof. Write Uei =
∑N−1
j=0 u
j
iej for some numbers u
j
i . Note AUei = A
∑
j u
j
iej =
∑
j u
j
i q
2jej and
UAei = Uq
2iei = q
2i
∑
j u
j
iej, so it must be that u
j
iq
2j = ujiq
2i, implying that uji = 0 unless i = j; so
Uei = u
i
iei. Note BUei = Bu
i
iei = u
i
iei+1 and UBei = Uei+1 = u
i+1
i+1ei+1, hence u
i
i = u
i+1
i+1, implying
that uii = u
j
j for all i, j. Writing u := u
i
i for any i, we have Uei = u · ei for all i, hence U = u · id.
Corollary 2.7 (conjugation action on A and B determines an operator). An invertible linear operator
U on CN is completely determined up to scalar by its conjugation action on A and B. That is, if
U,U ′ are invertible linear operators on CN with UAU−1 = U ′A(U ′)−1 and UBU−1 = U ′B(U ′)−1, then
U = α · U ′ for some α ∈ C×.
Proof. The condition on U,U ′ implies A(U−1U ′) = (U−1U ′)A and B(U−1U ′) = (U−1U ′)B, so by
Prop.2.6 the operator U−1U ′ is a scalar operator.
Throughout this paper, we assume that, for each nonzero complex number z we choose its N th root
z1/N arbitrarily once and fix it forever; the only condition we impose is:
11/N = 1, (z1/N )−1 = (z−1)1/N and (−z)1/N = −z1/N , ∀z ∈ C×;(2.6)
in particular, the expression z−1/N makes sense. For any z, w ∈ C×, both z1/Nw1/N and (zw)1/N are
N th roots of zw, hence differ by multiplication by an N th root of unity. Hence there exists a unique
number mz,w ∈ {0, 1, . . . , N − 1} such that
(zw)1/N = q2mz,w z1/Nw1/N .(2.7)
Note that the assignment (z, w) 7→ mz,w is symmetric, i.e. mz,w = mw,z, and satisfies the cocycle
condition: mz,w +mzw,u = mw,u +mz,wu.
2.2. The Clebsch-Gordan operators for regular pairs. It is standard in the theory of Hopf alge-
bras [CP] to define the tensor product of two or more representations of W using the coproduct of W ,
and to define a trivial representation of W by a W-representation where every element of W ∈ W acts
by counit ǫ(W ) · id. In particular, action of W ∈ W on the tensor product V ⊗ V ′ of representations
V and V ′ is given by
W.(v ⊗ v′) =
∑
(W(1).v)⊗ (W(2).v′),(2.8)
where we used the Sweedler notation ∆(W ) =
∑
W(1) ⊗W(2) for the coproduct.
Definition 2.8 ([K99a], [B07]). A sequence (µ1, µ2, . . . , µn) of W-representations is said to be regular
if the representation µi ⊗ µi+1 ⊗ · · · ⊗ µj is cyclic for any 1 ≤ i ≤ j ≤ n.
Definition 2.9. A sequence (λ1, . . . , λn) of weights is said to be regular if the sequence (µλ1 , . . . , µλn)
of W-representations is regular.
As pointed out in [K94], [K99a] and [B07], it is easy to observe
∆(XN ) = XN ⊗XN , ∆(Y N ) = Y N ⊗XN + 1⊗ Y N ;
use
∑N−1
i=0 q
2i = 0. It then follows that, for any non-singular weights λ = (x, y) and λ′ = (x′, y′),
the elements XN and Y N of W acts on the tensor product representation Vλ ⊗ Vλ′ as (xx′) · id and
(yx′ + y′) · id respectively. In fact, we have more:
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Lemma 2.10 (see [B07], and [K94], [K99a]; multiplication of weights). Define the multiplication of
any two weights λ = (x, y) and λ′ = (x′, y′) as
λλ′ := (xx′, y x′ + y′ ).(2.9)
If (λ, λ′) is a regular pair of weights, then µλ ◦ µλ′ is a direct sum of N copies of the cyclic irreducible
representation µλλ′ .
The following is an easy observation, but not found in [K94], [K99a], or [B07].
Lemma 2.11 (regular pair criterion). A pair (λ, λ′) of weights is regular if and only if all three weights
λ, λ′, λ λ′ are non-singular.
Proof. Let λ = (x, y) and λ′ = (x′, y′) be weights. Assume first that (λ, λ′) is a regular pair; in
particular, each of µλ and µλ′ must be cyclic, hence λ, λ
′ are non-singular. Then, automatically, xx′ 6= 0.
Since ∆X = X⊗X , the action ofX ∈ W on Vλ⊗Vλ′ is given byX = (µλ⊗µλ′)(X) = x1/N (x′)1/NA⊗A,
because X.(v ⊗ v′) = (X ⊗X)(v ⊗ v′) = (X.v) ⊗ (X.v′) = (x1/NAv) ⊗ ((x′)1/NAv′); in particular, the
X-action on Vλ⊗Vλ′ is already invertible. Likewise, since ∆Y = Y ⊗X+1⊗Y , the action of Y ∈ W on
Vλ⊗Vλ′ is given by Y = (µλ⊗µλ′)(Y ) = y1/N (x′)1/NB⊗A+(y′)1/N id⊗B. In order for this Y operator
to be invertible, it suffices that it has zero kernel. Suppose
∑
i,j fi,jei ⊗ ej ∈ CN ⊗CN = Vλ ⊗ Vλ′ is in
the kernel of Y , for some numbers fi,j . Then
0 = Y.
∑
i,j
fi,jei ⊗ ej =
∑
i,j
fi,j(y
1/N (x′)1/N (Bei)⊗ (Aej) + (y′)1/Nei ⊗ (Bej))
=
∑
i,j
fi,j(y
1/N (x′)1/Nq2j ei+1 ⊗ ej + (y′)1/N ei ⊗ ej+1)
=
∑
i,j
(fi−1,jy1/N (x′)1/Nq2j + fi,j−1(y′)1/N ) ei ⊗ ej,
which happens if and only if 0 = fi−1,jy1/N (x′)1/N q2j + fi,j−1(y′)1/N for all i, j. This condition is in
turn equivalent to
fi,j = −fi−1,j+1 · y
1/N (x′)1/N
(y′)1/N
· q2(j+1), ∀i, j.(2.10)
Using this recursivelyN times, with fi−N,j+N = fi,j , one obtains fi,j = fi,j·(−1)N yx
′
y′ q
2(1+2+···+(N−1)+N) =
−fi,j · yx
′
y′ q
N(N+1) = −fi,j · yx′/y′ for each i, j, where we used the fact (2.3) that N is odd. Hence, if
−yx′/y′ 6= 1, then ∑i,j fi,jei ⊗ ej ∈ kerY implies fi,j = 0 for all i, j, therefore kerY = 0 as desired.
On the other hand, if −yx′/y′ = 1, then one can find numbers fi,j so that
∑
i,j fi,jei ⊗ ej is a nonzero
element of kerY . For example, let f0,0 := 1, fi,−i := (− y
1/N (x′)1/N
(y′)1/N
)i q−i(i−1) for all i = 1, 2, . . . , N − 1,
and fi,j = 0 otherwise; one can easily verify that (2.10) is satisfied, hence
∑
i,j fi,jei ⊗ ej is indeed a
nonzero element in kerY .
Summarizing, the regularity assumption of (λ, λ′) implies kerY = 0, hence yx′ + y′ 6= 0, so λλ′ =
(xx′, yx′ + y′) is non-singular. Conversely, if λ = (x, y), λ′ = (x′, y′), and λλ′ = (xx′, yx′ + y′) are all
non-singular, then µλ and µλ′ are cyclic, and as seen above, the operators for X and Y on Vλ⊗Vλ′ are
invertible (we have kerY = 0), hence µλ ⊗ µλ′ is cyclic.
For a regular triple (λ, λ′, λ′′) of weights representations, one has (λλ′)λ′′ = λ (λ′ λ′′), from the
coassociativity of the coproduct. In fact, for this associativity of products of weights, we do not need
regularity, which is easy to check. So we omit parentheses in products of weights. We collect a couple
more observations:
Lemma 2.12 (properties of multiplication of weights). The multiplication of weights defined in (2.9)
is associative, but not commutative. The weight 1 := (1, 0) is the multiplicative identity, i.e. 1λ = λ1
for each weight λ.
Corollary 2.13 (regular sequence criterion). A sequence (λ1, . . . , λn) of weights is regular if and only
if the product λi λi+1 · · · λj is non-singular for any 1 ≤ i ≤ j ≤ n.
7
The notation in [K94], [K99a] and [B07] is:
when µ = µλ and ν = µλ′ , write µν := µλλ′ ;
notice that Bai [B07] used λλ′ = (xx′, x−1y′ + y), due to the different choice of coproduct.
Definition 2.14 ([K94], [K99a], [B07]). For a regular pair (µ, ν) of irreducible representations, define
V(µ,ν) := HomW(Vµν , Vµ ⊗ Vν) = {f : Vµν → Vµ ⊗ Vν | f intertwines the W actions}.
The elements of V(µ,ν) are called the Clebsch-Gordan operators. The map
Ω = Ω(µ,ν) : V(µ,ν) ⊗ Vµν → Vµ ⊗ Vν ,
defined by
Ω(f, v) := f(v), ∀f ∈ V(µ,ν), ∀v ∈ Vµν ,
is called the canonical map.
From Lem.2.10 it follows that
dimC V(µ,ν) = N.(2.11)
As defined, V(µ,ν) can be viewed as a ‘space of intertwiners’.
Here, in the style of [FK12], we would like to understand V(µ,ν) as a ‘multiplicity space’ which is in
particular a trivial W-module, and choose an explicit realization of V(µ,ν) as CN as a vector space. To
avoid confusion, we come up with a separate notation.
Definition 2.15 (the multiplicity space). Let (λ, λ′) be a regular pair of weights. Let Mλλ
′
λ,λ′ be C
N as
a vector space with the standard basis e0, . . . , eN−1, and let it be a trivial representation of the Hopf
algebra W.
One could explicitly compute a basis of HomW(Vλλ′ , Vλ ⊗ Vλ′ ), and thus obtain an identification of
V(µλ,µλ′ ) and C
N ≡Mλλ′λ,λ′ . Instead, we shall construct a decomposition map of Vλ ⊗Vλ′ into the direct
sum of N copies of Vλλ′ , realized as the following isomorphism of W-modules:
Vλ ⊗ Vλ′ →Mλλ
′
λ,λ′ ⊗ Vλλ′ ,
replacing the canonical map Ω above. Thus one understands Mλλ
′
λ,λ′ as the space of multiplicities (of
Vλλ′ in Vλ⊗Vλ′). Such isomorphism is not unique, and Kashaev constructs one answer in [K94] [K99a].
Shortly, using Faddeev-Kashaev’s ‘cyclic quantum dilogarithm’ [K94] [FK94], we shall construct another
answer which is written more neatly and has a favorable property.
2.3. Cyclic quantum dilogarithm. We review the notion of cyclic quantum dilogarithm of Faddeev
and Kashaev [FK94]. In quantum Teichmu¨ller theory and related subjects, a special function named
the quantum dilogarithm, established in [FK94], is used; a key intertwining operator is expressed
by applying the functional calculus for a certain self-adjoint operator on this function. However, in
case when q is a root of unity, it is best to understand the ‘cyclic quantum dilogarithm’ as a certain
functional-calculus-type construction, instead of as a function.
Definition 2.16 ([FK94], [BB93]; modified to two-parameter). For n ∈ {0, 1, . . . , N − 1} and two
complex numbers a, c satisfying the equation
cN − aN = 1,
define the function w(a, c|n) as
w(a, c|0) = 1, w(a, c|n) =
n∏
j=1
(c − a q2j)−1, ∀n ≥ 1.
Using the equation cN − aN = 1, one observes w(a, c|n +N) = w(a, c|n), so n can be considered as
an integer modulo N . The expression (c − a q2j)−1 always makes sense, because c− a q2j = 0 implies
c = a q2j , hence cN = aN , violating the equation cN − aN = 1.
We note that in the original papers [FK94] [BB93], a three parameter function is used w(a, c|n) =∏n
j=1
b
c−aq2j for a, c satisfying a
N + bN = cN ; I changed it here because everything depends only on
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the ratios ab and
c
b . For their notation, we have w(a, c|n) = w(a, 1, c|n). Another advantage of this
new definition is that w(a, c|n) is never zero.
For the next definition, first observe by a simple linear algebra that any linear operator C on a finite
dimensional complex vector space satisfying CN = id is diagonalizable with eigenvalues in {q2i : i =
0, 1, . . . , N − 1}.
Definition 2.17 (modified from [FK94]: the cyclic quantum dilogarithm). Let a, c be as in Def.2.16.
Suppose C is a linear operator on a complex vector space, say V , with CN = idV . The linear operator
Φ(C) = Φq
a,c(C) on V is defined as the operator acting as ζa,c · w(a, c|i) · id on the q2i-eigenspace of
C, where the nonzero complex number ζa,c is to be determined later. This operator Φ(C) is called a
cyclic quantum dilogarithm operator.
One can view the definition of Φ(C) as being an application of a finite version of ‘functional calculus’
for C. For the purposes of the present paper, it is a bit modified from [FK94]; there, they construct
Ψ(C) for operator C satisfying CN = −idN . The following lemma shows that Φqa,c(∼) indeed behaves
like functional calculus.
Lemma 2.18 (commuting with conjugation). If a, c, C are as in Def.2.17 and D,C′ are linear operators
on V such that DC = C′D and (C′)N = id, then
DΦq
a,c(C) = Φ
q
a,c(C
′)D.
When D is invertible, one has C′ = DCD−1 and
DΦq
a,c(C)D
−1 = Φq
a,c(DCD
−1).
Proof. It suffices to check the equality on each eigenvector of C, as C is diagonalizable. Let vi be a
q2i-eigenvector of C; then Dvi is a q
2i-eigenvector of C′, because C′Dvi = DCvi = Dq2ivi = q2iDvi.
So DΦqa,c(C)vi = Dζa,cw(a, c|i)vi = ζa,cw(a, c|i)Dvi, while Φqa,c(C′)Dvi = ζa,cw(a, c|i)Dvi. Hence
DΦq
a,c(C)vi = Φ
q
a,c(C
′)Dvi, as desired.
The following is the ‘defining’ functional relation of Φ.
Lemma 2.19 (see [FK94]). Let a, c, C be as in Def.2.17. Then, Φ(C) = Φq
a,c(C) is invertible and
satisfies
Φq
a,c(q
−2C)Φq
a,c(C)
−1 = c · id− a · C.
Proof. Each assertion can be checked on each q2i-eigenvector of C, say vi. The invertibility holds
because ζa,c · w(a, c|i) is a nonzero number, hence invertible. For the last assertion, note first that vi
is then a q2(i−1)-eigenvector of q−2C. So, observe
Φq
a,c(q
−2C)Φq
a,c(C)
−1 vi = Φqa,c(q
−2C)(ζ−1
a,c · w(a, c|i)−1 · vi)
= w(a, c|i − 1) · w(a, c|i)−1 · vi = (c− aq2i) · vi
= (c · vi − a · Cvi) = (c · id− a · C) vi.
Faddeev and Kashaev [FK94] assert without proof that this functional equation uniquely determines
Φqa,c(C) up to multiplicative constant; we do not attempt to prove it here.
Lemma 2.20 (conjugation by cyclic quantum dilogarithm). If a, c, C are as in Def.2.17 and D is a
linear operator on V , then
D ◦ Φqa,c(C) = Φqa,c(C) ◦ (cD − aCD), if CD = q2DC,
D ◦ Φqa,c(C)−1 = Φqa,c(C)−1 ◦ (cD − aDC), if CD = q−2DC.
Proof. Suppose CD = q2DC. As DC = (q−2C)D and (q−2C)N = id, note
DΦq
a,c(C)
Lem.2.18
= Φq
a,c(q
−2C)D Lem.2.19= (c · id− aC)Φq
a,c(C)D
Lem.2.18
= Φq
a,c(C) (c · id− aC)D.
Suppose CD = q−2DC. As DC = (q2C)D and (q2C)N = id, note
DΦqa,c(C)
−1 Lem.2.18= Φqa,c(q
2C)−1D Lem.2.19= Φqa,c(C)
−1 (c · id− a q2C)D.
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One can write the above as the ‘conjugation action’, written as{
Φq
a,c(C)
−1DΦq
a,c(C) = (c · id− aC) ◦D, if CD = q2DC,
Φqa,c(C)DΦ
q
a,c(C)
−1 = D ◦ (c · id− aC), if CD = q−2DC.(2.12)
The cyclic quantum dilogarithm Φ(C) satisfies a very important 5-factor identity called the quantum
pentagon identity; we postpone the discussion of this until §4.1.
2.4. Explicit decomposition of a tensor product. Using the results of the previous subsection,
we establish the explicit decomposition map of the tensor product representation Vλ ⊗ Vλ′ into direct
sum of N copies of Vλλ′
Proposition 2.21 (explicit decomposition map of a tensor product). Let (λ, λ′) be a regular pair of
weights; write λ = (x, y), λ′ = (x′, y′). Define the map Fλ,λ′ : CN ⊗ CN → CN ⊗ CN as
Fλ,λ′ := (B2)
−mx,x′ ◦ S ◦ Φqλ,λ′(B1A2B−12 ),(2.13)
where S : CN ⊗ CN → CN ⊗ CN is the unique linear map given on the basis by
S : ei ⊗ ej 7→ ei ⊗ ei+j , ∀i, j ∈ {0, . . . , N − 1},(2.14)
while
A1 = A⊗ id, B1 = B ⊗ id, A2 = id⊗A, and B2 = id⊗B,
with the operators A and B on CN are as in (2.4), mx,x′ is as in (2.7), and
Φqλ,λ′ := Φ
q
a,c with a = −
y1/N (x′)1/N
(yx′ + y′)1/N
, c =
(y′)1/N
(yx′ + y′)1/N
,(2.15)
where Φq
a,c is the cyclic quantum dilogarithm (Def.2.17). Then, Fλ,λ′ is invertible and provides a
W-intertwining map
Fλ,λ′ : Vλ ⊗ Vλ′ →Mλλ
′
λ,λ′ ⊗ Vλλ′ ,(2.16)
i.e. the intertwining equations hold:
Fλ,λ′(W.(v ⊗ v′)) = (id⊗W ).Fλ,λ′(v ⊗ v′),(2.17)
for all W ∈ W, v ∈ Vλ, and v′ ∈ Vλ′ .
Proof. First, the expression Φqλ,λ′(B1A2B
−1
2 ) = Φ
q
a,c(B1A2B
−1
2 ) makes sense, because c
N − aN =
y′
yx′+y′ +
yx′
yx′+y′ = 1 and (B1A2B
−1
2 )
N = q−2(1+2+···+(N−1))BN1 A
N
2 B
−N
2 = q
−(N−1)N · idCN⊗CN =
idCN⊗CN ; we used the relations (2.5) of the operators A and B, the fact that operators with different
subscripts commute (this is because they act on different tensor factors), as well as the fact (2.3) that
N is odd.
Note that S is invertible because the linear map
C
N ⊗ CN → CN ⊗ CN : ei ⊗ ej 7→ ei ⊗ ej−i, ∀i, j(2.18)
is the inverse of S, while (B2)
−mx,x′ is invertible with inverse (B2)mx,x′ , and Φqa,c(−B1A2B−12 ) is
invertible because a, c are nonzero (Lem.2.19).
Let us check the intertwining property (2.17). Note
A2 S = SA1A2, B2 S = SB2.(2.19)
Indeed, on a basis vector ei ⊗ ej , note (id ⊗ A)S ei ⊗ ej = (id ⊗ A) ei ⊗ ei+j = q2(i+j)ei ⊗ ei+j and
S (A⊗A) ei⊗ ej = S q2(i+j)ei⊗ ej = q2(i+j)ei⊗ ei+j hence the first assertion. Note (id⊗B)S ei⊗ ej =
(id ⊗ B) ei ⊗ ei+j = ei ⊗ ei+j+1 and S (id ⊗ B) ei ⊗ ej = S ei ⊗ ej+1 = ei ⊗ ei+j+1, hence the second
assertion.
Note now from AB = q2BA that
(A1A2)(B1A2B
−1
2 ) = (B1A2B
−1
2 )(A1A2), B2(B1A2B
−1
2 ) = q
−2(B1A2B−12 )B2.
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So A1A2 commutes with Φ
q
a,c(B1A2B
−1
2 ) by Lem.2.18, while from Lem.2.20 we have
B2Φ
q
a,c(B1A2B
−1
2 ) = Φ
q
a,c(B1A2B
−1
2 ) (cB2 − aB1A2B−12 B2)
= Φq
a,c(B1A2B
−1
2 ) (cB2 − aB1A2).
Also, from AB = q2BA we have
ABm = q2mBmA, for any integer m.(2.20)
Combining the results so far, we have
((xx′)1/NA2)Fλ,λ′ = (xx′)1/N A2 B
−mx,x′
2 SΦ(B1A2B
−1
2 )
= q−2mx,x′ (xx′)1/NB
−mx,x′
2 A2 SΦ(B1A2B
−1
2 )
= x1/N (x′)1/NB
−mx,x′
2 SA1A2Φ(B1A2B
−1
2 )
= x1/N (x′)1/N B
−mx,x′
2 SΦ(B1A2B
−1
2 )A1A2
= Fλ,λ′ (x
1/N (x′)1/NA1A2),
while
((yx′ + y′)1/NB2)Fλ,λ′ = (yx′ + y′)1/NB2B
−mx,x′
2 SΦ(B1A2B
−1
2 )
= (yx′ + y′)1/NB
−mx,x′
2 B2 SΦ(B1A2B
−1
2 )
= (yx′ + y′)1/NB
−mx,x′
2 SB2Φ(B1A2B
−1
2 )
= (yx′ + y′)1/NB
−mx,x′
2 SΦ(B1A2B
−1
2 ) (cB2 − aB1A2)
= Fλ,λ′ (y
1/NB1 (x
′)1/NA2 + (y′)1/NB2),
where we put in the values (2.15). For v ∈ Vλ, v′ ∈ Vλ′ , note from Def.2.4, (2.8), and (2.9) that
X.(v ⊗ v′) = (X.v)⊗ (X.v′) = x1/N (x′)1/N (A⊗A)(v ⊗ v′) = x1/N (x′)1/N A1A2 (v ⊗ v′),
Y.(v ⊗ v′) = (Y.v)⊗ (X.v′) + v ⊗ (Y.v′) = (y1/N (x′)1/N B1A2 + (y′)1/N B2) (v ⊗ v′),
(id⊗X).Fλ,λ′(v ⊗ v′) = (xx′)1/N A2Fλ,λ′(v ⊗ v′),
(id⊗ Y ).Fλ,λ′ (v ⊗ v′) = (yx′ + y′)1/N B2Fλ,λ′(v ⊗ v′).
Hence we proved (2.17) for W = X,Y , which suffices.
For the purposes of the present paper, the answer (2.13) we just found is more convenient to deal with
than Kashaev’s answer in eq.(1.13) of [K94], and in eq.(22)–(24) of [K99a]. The inverse of our Fλ,λ′
can be written neatly too, just as
F−1λ,λ′ = Φ
q
λ,λ′ (B1A2B
−1
2 )
−1 S−1 (B2)mx,x′ .(2.21)
The non-uniqueness of the decomposition isomorphism (2.16) is studied as follows.
Proposition 2.22. Let (λ, λ′) be a regular pair of weights. For any U ∈ EndC(CN ), the map (U ⊗
id)◦Fλ,λ′ is a W-module isomorphism map Vλ⊗Vλ′ →Mλλ′λ,λ′ ⊗Vλ λ′ , and any W-module isomorphism
Vλ ⊗ Vλ′ →Mλλ′λ,λ′ ⊗ Vλλ′ is of this form.
Proof. The first assertion is easy; sinceMλλ
′
λ,λ′ is a trivialW-module, any invertible linear mapMλλ
′
λ,λ′ →
Mλλ
′
λ,λ′ is a W-module isomorphism. For the second assertion, let Gλ,λ′ : Vλ ⊗ Vλ′ → Mλλ
′
λ,λ′ ⊗ Vλλ′
be a W-module isomorphism. Then H := Gλ,λ′ ◦ F−1λ,λ′ : Mλλ
′
λ,λ′ ⊗ Vλλ′ → Mλλ
′
λ,λ′ ⊗ Vλλ′ is a W-
module isomorphism. Let us extend to a more general case for later use; let M,M ′ be any trivial
W-representations (of any dimensions), Vλ0 be any irreducible W-representation where λ0 = (x0, y0) is
a non-singular weight, and let H : M ⊗ Vλ0 → M ′ ⊗ Vλ0 be any W-module homomorphism. We shall
show that H acts only on the first tensor factor. The intertwining equation H (id⊗W ) (f ⊗ v) = (id⊗
W )H (f⊗v) must hold for eachW ∈ W , f ∈M , and v ∈ Vλ0 . Choose a basis f1, f2, . . . , fn of the vector
space M and a basis f ′1, . . . , f
′
n′ of M
′, and write H as H(fi⊗ ej) =
∑
k,lH
k,l
i,j f
′
k⊗ el for numbers Hk,li,j .
The intertwining equation forW = X on fi⊗ej says
∑
k,l x
1/N
0 q
2jHk,li,j f
′
k⊗el =
∑
k,l x
1/N
0 q
2lHk,li,j f
′
k⊗el,
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leading to q2jHk,li,j = q
2lHk,li,j for all i, j, k, l, so we must have H
k,l
i,j = 0 unless j = l. The intertwining
equation for W = Y on fi ⊗ ej says
∑
k,l y
1/N
0 H
k,l
i,j+1f
′
k ⊗ el =
∑
k,l y
1/N
0 H
k,l
i,j f
′
k ⊗ el+1, leading to
Hk,li,j+1 = H
k,l−1
i,j for all i, j, k, l. Hence H
k,j
i,j = H
k,j′
i,j′ for all i, j, k, j
′; let us denote Hki := H
k,j
i,j . Thus,
in the end, we have H(fi ⊗ ej) =
∑
kH
k
i f
′
k ⊗ ej = (
∑
kH
k
i f
′
k) ⊗ ej, for each i, j. Define a linear map
U :M →M ′ by U(fi) :=
∑n′
k=1H
k
i f
′
k, ∀i = 1, . . . , n; then we showed H = U⊗ id, as asserted. For our
particular case when H = Gλ,λ′ ◦F−1λ,λ′ , we see that U is invertible and we haveGλ,λ′ = (U⊗ id)◦Fλ,λ′
as desired.
2.5. The 6j-symbol T. Let (λ, λ′, λ′′) be a regular triple of weights. Then one can make sense of the
W action on the tensor product of the corresponding representations either by writing (Vλ⊗Vλ′)⊗Vλ′′ ,
or by Vλ⊗(Vλ′⊗Vλ′′), using the coproduct ofW (recall that we know how to defineW-action on a tensor
product of any two W-representations using the coproduct). These two actions are the same, because
of the coassociativity of the coproduct; these two parenthesizings lead to two ways of decomposing the
representation Vλ ⊗ Vλ′ ⊗ Vλ′′ into the direct sum of Vλλ′λ′′ ; we shall realize this as a decomposition
map into M ⊗M ⊗ Vλλ′ λ′′ . We make use of our decomposition map F. Consider the diagram
(Vλ ⊗ Vλ′)⊗ Vλ′′
(Fλ,λ′)12
//
id

Mλλ
′
λ,λ′ ⊗ Vλλ′ ⊗ Vλ′′
(Fλλ′,λ′′ )23
// Mλλ
′
λ,λ′ ⊗Mλλ
′λ′′
λλ′,λ′′ ⊗ Vλλ′λ′′

Vλ ⊗ (Vλ′ ⊗ Vλ′′)
(Fλ′,λ′′ )23
// Vλ ⊗Mλ′λ′′λ′,λ′′ ⊗ Vλ′λ′′
(Fλ,λ′λ′′ )13
// Mλλ
′λ′′
λ,λ′λ′′ ⊗Mλ
′λ′′
λ′,λ′′ ⊗ Vλλ′λ′′ ,
where Fij means F is being applied to i-th and j-th tensor factors; for example, (Fλ,λ′ )12 = Fλ,λ′ ⊗ id.
Each of the five solid arrows above are W-module isomorphisms, hence so is their composition, which
is the dotted arrow:
(Fλ,λ′λ′′)13(Fλ′,λ′′)23(Fλ,λ′ )
−1
12 (Fλλ′,λ′′)
−1
23 :M
λλ′
λ,λ′ ⊗Mλλ
′λ′′
λλ′,λ′′ ⊗ Vλλ′λ′′ →Mλλ
′λ′′
λ,λ′λ′′ ⊗Mλ
′λ′′
λ′,λ′′ ⊗ Vλλ′λ′′ .
Since this is a W-module isomorphism, where Vλλ′λ′′ is irreducible and both Mλλ′λ,λ′ ⊗ Mλλ
′λ′′
λλ′,λ′′ and
Mλλ
′λ′′
λ,λ′λ′′ ⊗Mλ
′λ′′
λ′,λ′′ are trivial W-representations, by a claim shown in the proof of Prop.2.22 we deduce
that this map acts only on the first two tensor factors as an invertible map, which we denote by
T :M ⊗M →M ⊗M ; for our later purposes, we define it after switching the two M factors:
Proposition 2.23. For any regular triple (λ, λ′, λ′′) of weights, there exists a unique invertible linear
operator
Tλ,λ′,λ′′ :M
λλ′λ′′
λλ′,λ′′ ⊗Mλλ
′
λ,λ′ →Mλ
′λ′′
λ′,λ′′ ⊗Mλλ
′λ′′
λ,λ′λ′′
such that the dotted arrow in the above diagram is
(Fλ,λ′λ′′ )13(Fλ′,λ′′)23(Fλ,λ′)
−1
12 (Fλλ′,λ′′)
−1
23 = (Tλ,λ′,λ′′)21.(2.22)
Note that (Tλ,λ′,λ′′)21 can be understood as P(12) (Tλ,λ′,λ′′)12P(12), where P(ij) = P
−1
(ij) is the permu-
tation map of the i-th and the j-th tensor factors. This map Tλ,λ′,λ′′ , which identifies the two realiza-
tions of the multiplicity space of Vλλ′λ′′ inside Vλ⊗Vλ′ ⊗Vλ′′ , is called the 6j-symbol. One can think of
this 6j-symbol map Tλ,λ′,λ′′ as encoding the parenthesize-change (Vλ⊗Vλ′ )⊗Vλ′′ ❀ Vλ⊗ (Vλ′ ⊗Vλ′′ ).
Now consider a regular quadruple of weights (λ, λ′, λ′′, λ′′′), and the corresponding tensor product
representation Vλ ⊗ Vλ′ ⊗ Vλ′′ ⊗ Vλ′′′ . There are five different ways of putting the parenthesizes, each
leading to a particular way of decomposing this representation into M ⊗M ⊗M ⊗ Vλλ′λ′′λ′′′ . In the
diagram
((Vλ ⊗ Vλ′ )⊗ Vλ′′)⊗ Vλ′′′ → (Vλ ⊗ (Vλ′ ⊗ Vλ′′ ))⊗ Vλ′′′ → Vλ ⊗ ((Vλ′ ⊗ Vλ′′ )⊗ Vλ′′′ )
ց ւ
(Vλ ⊗ Vλ′)⊗ (Vλ′′ ⊗ Vλ′′′ )→ Vλ ⊗ (Vλ′ ⊗ (Vλ′′ ⊗ Vλ′′′ )),
all arrows are identity maps and are W-module isomorphisms, due to coassociativity of the coproduct.
For each of the five parenthesizing, the parentheses tell us how to use F maps to decompose into
M ⊗M ⊗M ⊗ Vλλ′λ′′λ′′′ , and one can rewrite the above diagram as five arrows among such spaces;
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each map is again a W-module isomorphism, and hence by a claim in the proof of Prop.2.22, it acts
only on the first three M factors. So we obtain the following commutative diagram
Mλλ
′λ′′λ′′′
λλ′λ′′,λ′′′ ⊗Mλλ
′λ′′
λλ′,λ′′ ⊗Mλλ
′
λ,λ′
(Tλ,λ′,λ′′ )23→ Mλλ′λ′′λ′′′λλ′λ′′,λ′′′ ⊗Mλ
′λ′′
λ′,λ′′ ⊗Mλλ
′λ′′
λ,λ′λ′′
(Tλ,λ′λ′′,λ′′′ )13→ Mλ′λ′′λ′′′λ′λ′′,λ′′′ ⊗Mλ
′λ′′
λ′,λ′′ ⊗Mλλ
′λ′′λ′′′
λ,λ′λ′′λ′′′
(Tλλ′,λ′′,λ′′′ )12 ց ւ (Tλ′,λ′′,λ′′′)12
Mλ
′′λ′′′
λ′′,λ′′′ ⊗Mλλ
′λ′′λ′′′
λλ′,λ′′λ′′′ ⊗Mλλ
′
λ,λ′
(Tλ,λ′,λ′′λ′′′ )23→ Mλ′′λ′′′λ′′,λ′′′ ⊗Mλ
′λ′′λ′′′
λ′,λ′′λ′′′ ⊗Mλλ
′λ′′λ′′′
λ,λ′λ′′λ′′′ .
Proposition 2.24 (the pentagon relation of the 6j-symbol). For any regular quadruple of weights
(λ, λ′, λ′′, λ′′′), one has
(Tλ,λ′,λ′′λ′′′ )23 (Tλλ′,λ′′,λ′′′)12 = (Tλ′,λ′′,λ′′′ )12 (Tλ,λ′λ′′,λ′′′)13 (Tλ,λ′,λ′′)23.
Notice that, whatever constants ζa,c we choose for the cyclic quantum dilogarithms, the above pentagon
relation of the T maps hold without any constant.
As the construction of the 6j-symbol map Tλ,λ′,λ′′ depends on a non-unique choice of the decomposi-
tion map Fλ,λ′ , one might worry about the uniqueness of Tλ,λ′,λ′′ . Note from Prop.2.22 that we could
have used a different choice of the decomposition map Vλ ⊗ Vλ′ → Mλλ′λ,λ′ ⊗ Vλ,λ′ for a regular pair
(λ, λ′) of weights other than our choice Fλ,λ′ , say F˜λ,λ′ , which would be of the form (U ⊗ id) ◦ Fλ,λ′ ,
or (F˜λ,λ′)12 = U1 (Fλ,λ′)12, for some invertible linear map U on M
λλ′
λ,λ′
∼= CN . Then the corresponding
new 6j-symbol T˜λ,λ′,λ′′ would be
(T˜λ,λ′,λ′′)21 = (F˜λ,λ′λ′′ )13 (F˜λ′,λ′′)23 (F˜λ,λ′)
−1
12 (F˜λλ′,λ′′)
−1
23
= U1 (Fλ,λ′λ′′)13U2 (Fλ′,λ′′ )23 (Fλ,λ′)
−1
12 U
−1
1 (Fλλ′,λ′′)
−1
23 U
−1
2
= U1U2 (Fλ,λ′λ′′)13 (Fλ′,λ′′)23 (Fλ,λ′ )
−1
12 (Fλλ′,λ′′)
−1
23 (U1U2)
−1
= (U1U2) (Tλ,λ′,λ′′)12 (U1U2)
−1,
hence T˜λ,λ′,λ′′ = (U ⊗U) ◦Tλ,λ′,λ′′ ◦ (U ⊗U)−1. So we have a control over the (non-)uniqueness of
Tλ,λ′,λ′′ .
3. The order three operator
Results thus far are stated clearly already in the literature, e.g. in [K94] [K99a], and [B07], or
references therein. The aspects of the representation theory of the quantum torus W studied in the
present section are not as clearly stated in the literature in the style of the present paper, although
most of the ingredients appear in [GKT12] in a different language. I find the formulation in [GKT12]
somewhat enigmatic and difficult to decode. The formulation of the present paper uses only plain
representation theory language, thus is more accessible.
3.1. Dual and Hom representations.
Definition 3.1 (Hom representations; modified from [CP]). For any W-representations V, U , de-
fine the left-Hom and right-Hom representations HomLC(V, U) and Hom
R
C (V, U) to be the vector space
HomC(V, U) with the W-actions defined respectively by
(W.f)(v) :=
∑
W(1).(f(S(W(2)).v)), for all W ∈ W , f ∈ HomLC(V, U), v ∈ V,
(W.f)(v) :=
∑
W(2).(f(S
−1(W(1)).v)), for all W ∈ W , f ∈ HomRC (V, U), v ∈ V,
where ∆W =
∑
W(1) ⊗W(2).
Definition 3.2 (dual representations; [CP]). In the above definition, when U is the one-dimensional
trivialW-representation C, we call the corresponding Hom-representations HomLC(V,C) and HomRC (V,C)
are denoted by V ∗ and ∗V and called the left dual and the right dual representations of V , respectively.
Remark 3.3. The terms ‘left-Hom’ and ‘right-Hom’ are coined here as such, inspired by the names
‘left dual’ and ‘right dual’ which are used e.g. in [CP].
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Let us check that the above defined Hom and dual representations are well-defined. First, the actions
on the dual representations can be simplified to:{
(W.f)(v) = f(S(W ).v), ∀W ∈ W , f ∈ V ∗, v ∈ V,
(W.f)(v) = f(S−1(W ).v), ∀W ∈ W , f ∈ ∗V, v ∈ V,(3.1)
using the facts
∑
ǫ(W(1))S(W(2)) = S(W ) and
∑
S−1(W(1)) ǫ(W(2)) = S−1(W ), which follows from
Hopf algebra axioms, or can just be checked in our case for W = X and Y . It is easy to see that
each of these two indeed defines a representation of the algebra W on the vector space HomC(V,C),
using the fact that S : W → W is a anti-homomorphism of rings; for the left dual, (W1.(W2.f))(v) =
(W2.f)(S(W1).v) = f(S(W2).(S(W1).v)) = f((S(W2)S(W1)).v) = f(S(W1W2).v) = ((W1W2).f)(v),
and similarly for the right dual.
Now, consider the canonical vector space isomorphisms
JLV,U : Hom
L
C(V, U)
∼→ U ⊗ V ∗ and JRV,U : HomRC (V, U) ∼→ ∗V ⊗ U.(3.2)
Of course, as vector spaces, the superscripts L and R do not matter, V ∗ and ∗V are the same, and
tensor products are commutative. The isomorphism sends each element
∑
i ui ⊗ fi (a finite sum) of
U ⊗ V ∗, equivalently an element ∑i fi ⊗ ui of ∗V ⊗ U , to the element of HomC(V, U) that sends each
v ∈ V to ∑i ui · fi(v).
Lemma 3.4 (composition of canonical maps). The map JRV,U ◦ (JLV,U )−1 : U ⊗ V ∗ → ∗V ⊗ U equals
the factor permuting map P(12) sending each u ⊗ ξ to ξ ⊗ u, if V ∗ and ∗V are identified naturally as
vector spaces.
Now, one can view U⊗V ∗ and ∗V ⊗U asW-representations using the coproduct ofW ; in particular, the
order of the tensor product does matter. Then, in view of Def.3.1, one observes that the isomorphisms
(3.2) are isomorphisms of W-representations. This shows that Def.3.1 indeed defines well-defined W-
representations.
Definition 3.5 ([CP]). For a W-representation V , the invariant subspace of V is defined to be the set
of all elements of V on which the Hopf algebra W acts trivially, i.e. by the counit:
Inv(V ) = {v ∈ V : W.v = ǫ(W ) · v, ∀W ∈ W}.
Lemma 3.6 (space of intertwiners as invariant subspace). For W-representations V, U , both spaces
Inv(HomLC(V, U)) and Inv(Hom
R
C (V, U)) coincide with the subspace HomW(V, U) := {f ∈ HomC(V, U) :
f(W.v) = W.(f(v)), ∀W ∈ W , ∀v ∈ V } of HomC(V, U).
Proof. We first show that HomW(V, U) is included in both invariant subspaces. Let f ∈ HomW(V, U) ⊂
HomC(V, U). Then, for eachW ∈ W and v ∈ V one has
∑
W(1).(f(S(W(2)).v)) =
∑
W(1).(S(W(2)).f(v)) =
(
∑
W(1) S(W(2))).(f(v)) = ǫ(W ) · f(v), thus the left-Hom action of W on f is trivial, hence f ∈
Inv(HomLC(V, U)). Likewise, observe for each W ∈ W and v ∈ V that
∑
W(2).(f(S
−1(W(1).v))) =∑
W(2).(S
−1(W(1)).(f(v))) = (
∑
W(2) S
−1(W(1))).(f(v)) = S−1(
∑
W(1)S(W(2))).(f(v)) = S
−1(ǫ(W )).(f(v)) =
ǫ(W ) · f(v), thus the right-Hom action of W on f is trivial, so f ∈ Inv(HomRC (V, U)) as asserted.
The reverse inclusion Inv(HomLC(V, U)) ⊂ HomW(V, U) is a standard exercise, using Hopf alge-
bra axioms, and one can adapt such a proof to show Inv(HomRC (V, U)) ⊂ HomW(V, U). For f ∈
Inv(HomRC (V, U)), v ∈ V , and W ∈ W with the Sweedler notations ∆W =
∑
W(1) ⊗ W(2) and
((∆⊗ 1)∆)W =∑W(1) ⊗W(2) ⊗W(3), note
f(W.v) = f((
∑
W(1) ǫ(W(2))).v) =
∑
ǫ(W(2)) · f(W(1).v) =
∑
(W(2).f)(W(1).v)
=
∑
W(3).(f(S
−1(W(2)).(W(1).v))) =
∑
W(3).(f(S
−1(S(W(1))W(2)).v))
=
∑
W(2).(f(S
−1(ǫ(W(1))).v)) =
∑
W(2).(f(ǫ(W(1)) · v))
=
∑
(ǫ(W(1)) ·W(2)).(f(v)) = W.(f(v)).
For those who are not familiar with Sweedler notations, we give explicit computation here for our
particular Hopf algebra W . Let f ∈ Inv(HomLC(V, U)). The triviality of the left-Hom action says∑
W(1).(f(S(W(2)).v)) = ǫ(W )·f(v) for allW ∈ W and v ∈ V . PuttingW = X±1 givesX.(f(X−1.v)) =
f(v) = X−1.(f(X.v)), thus f(X−1.v) = X−1.(f(v)) and f(X.v) = X.(f(v)). Putting W = Y gives
0 = Y.(f(X−1.v)) + f((−Y X−1).v) = Y.(f(X−1.v))− f(Y.(X−1.v)); put v = X.v′ for arbitrary v′ ∈ V
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to get f(Y.v′) = Y.(f(v′)). We thus proved f ∈ HomW(V, U), so Inv(HomLC(V, U)) ⊆ HomW(V, U),
leading to the equality.
Likewise, let f ∈ Inv(HomRC (V, U)). Similarly as above, the triviality of the right-Hom action
of W = X±1 gives f(X±1.v) = X±1.(f(v)) for all v ∈ V , while that for W = Y yields 0 =
X.(f(S−1(Y ).v))+Y.(f(S−1(1).v)) = X.(f((−X−1Y ).v))+Y.(f(v)) = −X.(f(X−1.(Y.v)))+Y.(f(v)) =
−X.(X−1.(f(Y.v))) + Y.(f(v)) = −(XX−1).(f(Y.v)) + Y.(f(v)) = −f(Y.v) + Y.(f(v)), so f(Y.v) =
Y.(f(v)) for all v ∈ V . Here we used S−1(X) = X−1 and S−1(Y ) = −X−1Y which can easily be
verified. Thus f ∈ HomW(V, U), so Inv(HomRC (V, U)) ⊂ HomW(V, U), leading to the equality.
The left-Hom representation is standard. Note that the right-Hom representation is different from
what is mentioned in the remark in §4.1.C of [CP]; what is there is the representation isomorphic to
U ⊗ ∗V . The above Lem.3.6 somewhat justifies why it is reasonable to consider the left-Hom and
right-Hom representations as defined in Def.3.1. I claim without proof that for a general Hopf algebra,
say A, if we define an A-representation on the vector space HomC(V, U) using the realization U ⊗ ∗V
or V ∗⊗U instead of U ⊗V ∗ or ∗V ⊗U as we did (3.2), then the corresponding invariant subspace does
not equal the space of intertwiners HomA(V, U).
3.2. Isomorphisms to dual representations. For a non-singular weight λ = (x, y), let us realize
the left and the right dual representations V ∗λ and
∗Vλ of the cyclic irreducible representation Vλ more
explcitly on the vector space CN with the basis e0, e1, . . . , eN−1, as we did for the cyclic irreducibles,
instead of the dual vector space HomC(Vλ,C) ≡ HomC(CN ,C). Here we view CN as the dual of CN ,
using the bilinear pairing
C
N × CN → C, (ei, ej) 7→ 〈ei, ej〉 = δi,j , ∀i, j,(3.3)
where δ·,· is the Kronecker delta. For W ∈ W denote by µ∗λ(W ) and ∗µλ(W ) the W-actions on V ∗λ ≡ C
and ∗Vλ ≡ C respectively. Then
〈µ∗λ(X).ei, ej〉
(3.1),(2.2)
= 〈ei, µλ(X−1).ej〉 = 〈ei, x−1/N q−2jej〉 = x−1/N q−2jδi,j
= x−1/N q−2iδi,j = 〈x−1/N q−2iei, ej〉 (2.4)= 〈x−1/NA−1ei, ej〉,
〈µ∗λ(Y ).ei, ej〉
(3.1),(2.2)
= 〈ei, µλ(−Y X−1).ej〉 = 〈ei,−y1/Nx−1/N q−2jej+1〉 = −y1/Nx−1/N q−2jδi,j+1
= −y1/Nx−1/N q−2(i−1)δi−1,j = 〈−y1/Nx−1/N q−2(i−1)ei−1, ej〉
(2.4)
= 〈−y1/Nx−1/NA−1B−1ei, ej〉,
hence the left dual action is given by
µ∗λ(X) = x
−1/N A−1, µ∗λ(Y ) = −y1/Nx−1/N A−1B−1.(3.4)
Similar computation shows that the right dual action is given by
∗µλ(X) = x−1/NA−1, ∗µλ(Y ) = −y1/Nx−1/N B−1A−1.(3.5)
In particular, µ∗λ and
∗µλ are cyclic, and hence also irreducible due to their dimensions and Prop.2.5.
To find out their corresponding weights, observe
(µ∗λ(X))
N = x−1 · id = (∗µλ(X))N , (µ∗λ(Y ))N = −yx−1 · id = (∗µλ(Y ))N .
So, both V ∗λ and
∗Vλ are isomorphic to the cyclic irreducible representation V(x−1,−yx−1).
Definition 3.7. For a non-singular weight λ = (x, y), define its dual weight as
λ∗ := (x−1,−yx−1).
Easy observation:
Lemma 3.8. For any non-singular weight λ, its dual weight λ∗ is non-singular, and one has
(λ∗)∗ = λ, λ λ∗ = 1 = λ∗ λ,
where 1 = (1, 0).
So λ∗ is the (unique) inverse of λ, with respect to the multiplication of weights.
Corollary 3.9. For any non-singular weights λ, λ′, one has (λλ′)∗ = (λ′)∗λ∗.
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Let us construct explicit isomorphisms to duals:
Proposition 3.10 (isomorphisms to duals). For a non-singular weight λ = (x, y), the linear maps
Cλ : V
∗
λ → Vλ∗ , ei 7→ q−2i·my,x−1 q−i(i−1) e−i, ∀i,
Dλ : Vλ∗ → ∗Vλ, ei 7→ q−2i·my,x−1 qi(i−1) e−i, ∀i,
are isomorphisms of W-representations.
In particular, the left dual and the right dual of a cyclic irreducible W-representation are also cyclic
irreducible and isomorphic to each other.
Due to the irreduciblity, the maps Cλ and Dλ are unique W-module isomorphisms up to scalar (see
Cor.2.7). For a proof of the above proposition and for later use, we compute:
Lemma 3.11 (conjugation action of Cλ, Dλ on A,B). For a non-singular weight λ = (x, y), one has
the following equalities of operators on CN :
C−1λ ACλ = A
−1, C−1λ BCλ = q
−2my,x−1A−1B−1,
D−1λ ADλ = A
−1, D−1λ BDλ = q
−2my,x−1AB−1.
Proof. For convenience, write m = my,x−1. It is easy to see that Cλ and Dλ are invertible, with
inverses given by C−1λ (ei) = q
−2imqi(i+1)e−i and D−1λ (ei) = q
−2imq−i(i+1)e−i. On the basis vector ei,
C−1λ ACλei = C
−1
λ Aq
−2imq−i(i−1)e−i = C−1λ q
−2imq−i(i−1)q−2ie−i = q−2iC−1λ Cλei = q
−2iei = A−1ei,
C−1λ BCλei = C
−1
λ Bq
−2imq−i(i−1)e−i = C−1λ q
−2imq−i(i−1)e−i+1
= q−2imq−i(i−1)q−2(−i+1)mq(−i+1)(−i+2)ei−1 = q−2mq−2(i−1)ei−1 = q−2mA−1B−1ei,
D−1λ ADλei = D
−1
λ Aq
−2imqi(i−1)e−i = D−1λ q
−2imqi(i−1)q−2ie−i = q−2iD−1λ Dλei = A
−1ei,
D−1λ BDλei = D
−1
λ Bq
−2imqi(i−1)e−i = D−1λ q
−2imqi(i−1)e−i+1
= q−2imqi(i−1)q−2(−i+1)mq−(−i+1)(−i+2)ei−1 = q−2mq2(i−1)ei−1 = q−2mAB−1ei.
Proof of Prop.3.10. Note first from (2.6) that (−yx−1)1/N = −(yx−1)1/N = −q2my,x−1 y1/Nx−1/N .
For convenience, denote m = my,x−1 . Observe
C−1λ µλ∗(X) = C
−1
λ x
−1/NA Lem.3.11= x−1/NA−1C−1λ
(3.4)
= µ∗λ(X)C
−1
λ ,
C−1λ µλ∗(Y ) = C
−1
λ (−yx−1)1/NB
Lem.3.11
= −y1/Nx−1/NA−1B−1C−1λ
(3.4)
= µ∗λ(Y )C
−1
λ ,
D−1λ
∗µλ(X)
(3.5)
= D−1λ x
−1/NA−1 Lem.3.11= x−1/NAD−1λ = µλ∗(X)D
−1
λ ,
D−1λ
∗µλ(Y )
(3.5)
= D−1λ (−y1/Nx−1/NB−1A−1)
Lem.3.11
= −y1/Nx−1/N q2mBA−1AD−1λ
= (−yx−1)1/NBD−1λ = µλ∗(Y )D−1λ ,
so C−1λ µλ∗(W ) = µ
∗
λ(W )C
−1
λ and D
−1
λ
∗µλ(W ) = µλ∗(W )D−1λ for W = X,Y , so C
−1
λ : Vλ∗ → V ∗λ and
D−1λ :
∗Vλ → Vλ∗ are indeed W-module maps.
Corollary 3.12. For a non-singular weight λ, we have isomorphisms of W-representations
(V ∗λ )
∗ ∼= ∗(V ∗λ ) ∼= (∗Vλ)∗ ∼= ∗(∗Vλ) ∼= Vλ.
3.3. Some lemmas on intertwiner spaces.
Lemma 3.13 (invariant subspace and trivial representations). Let V be a W-representation and M be
a trivial W-representation. We have the equality of vector subspaces
M ⊗ Inv(V ) = Inv(M ⊗ V )
of M ⊗ V .
Proof. Each element W ∈ W acts onM ⊗V as (µM ⊗µV )(
∑
W(1)⊗W(2)) =
∑
ǫ(W(1))⊗µV (W(2)) =
id⊗ µV (
∑
ǫ(W(1))W(2)) = id⊗ µV (W ), where ∆W =
∑
W(1) ⊗W(2). Let f1, . . . , fn be a basis of M .
Then each element of M ⊗ V can be written uniquely as∑ni=1 fi ⊗ vi for some vectors vi ∈ V . As just
16
seen, this element lies in Inv(M ⊗ V ) if and only if ∑i fi ⊗ (W.vi) = ǫ(W ) ·∑i fi ⊗ vi, which holds if
and only if W.vi = ǫ(W ) · vi for each i, which is equivalent to the condition
∑
i fi ⊗ vi ∈ M ⊗ Inv(V ).
Lemma 3.14 (taking out trivial representation from Hom). The linear map
M ⊗HomW(V, U)→ HomW(V,M ⊗ U)
sending f ⊗ g, for each f ∈ M and g ∈ HomW(V, U), to the element of V → M ⊗ U defined by
v 7→ f ⊗ (g(v)), ∀v ∈ V , is an isomorphism.
Proof. We have a following chain of identifications and isomorphisms:
M ⊗HomW(V, U)
1
= M ⊗ Inv(HomLC(V, U))
2→ M ⊗ Inv(U ⊗ V ∗) 3= Inv(M ⊗ U ⊗ V ∗)
4→ Inv(HomLC(V,M ⊗ U))
5
= HomW(V,M ⊗ U).
The equalities 1 and 5 are from Lem.3.6, the maps 2 and 4 are obtained by the restricting
to the invariant subspaces of the (left) canonical map in (3.2), and the equality 3 is from Lem.3.13.
From the defintion of the (left) canonical map (3.2), it is straightforward to verify that the composition
of the above five equalities and arrows is the asserted map.
Corollary 3.15 (multiplicity space as Hom). If V1, V2 are W-representations, V1 is irreducible, M is
a trivial W-representation, and F : V2 ∼= M ⊗ V1 is an isomorphism of W-representations, then the
linear map
M → HomW(V1, V2)(3.6)
sending each f ∈M to the element V1 → V2 defined by v 7→ F−1(f ⊗ v) is an isomorphism.
Proof. Consider the chain of isomorphisms
HomW(V1, V2)
1→ HomW(V1,M ⊗ V1)
2→ M ⊗HomW(V1, V1)
3→ M.
The map 1 is induced by F , 2 is by Lem.3.14, and 3 sends each f ⊗ id to f ; we used irreducibility
of V1 to deduce that HomW(V1, V1) is one-dimensional, generated by id. It is straightforward to verify
that the inverse of the composition of these three isomosphisms is the asserted map.
Lemma 3.16 (composition lemma). Let V1, V2, V3, V4 be W-representations.
1) Suppose that V1, V2 are irreducible, and that there exist trivial W-representations M1 and M2 such
that V4 ∼= M1⊗V2 and V2⊗V3 ∼= M2⊗V1 hold as isomorphisms of W-representations. Then the linear
map
HomW(V1, V2 ⊗ V3)⊗HomW(V2, V4)→ HomW(V1, V4 ⊗ V3),
sending f⊗g to (g⊗idV3)◦f for each f ∈ HomW(V1, V2⊗V3) and g ∈ HomW(V2, V4), is an isomorphism.
2) Suppose that V1, V3 are irreducible, and that there exist trivial W-representations M1 and M2 such
that V4 ∼= M1⊗V3 and V1⊗V3 ∼= M2⊗V1 hold as isomorphisms of W-representations. Then the linear
map
HomW(V3, V4)⊗HomW(V1, V2 ⊗ V3)→ HomW(V1, V2 ⊗ V4),
sending f⊗g to (idV2⊗f)◦g for each f ∈ HomW(V3, V4) and g ∈ HomW(V1, V2⊗V3), is an isomorphism.
Proof. 1) Consider the chain of isomorphisms
HomW(V1, V4 ⊗ V3)
1→ HomW(V1,M1 ⊗ V2 ⊗ V3)
2→ HomW(V1,M1 ⊗M2 ⊗ V1)
3→ M1 ⊗M2 ⊗HomW(V1, V1)
4→ M1 ⊗M2
5→ M2 ⊗M1
6→ HomW(V1, V2 ⊗ V3)⊗HomW(V2, V4).
1 is induced by V4 ∼= M1 ⊗ V2, 2 by V2 ⊗ V3 ∼= M2 ⊗ V1, 3 follows from Lem.3.14, 4 sends
f1⊗ f2⊗ id to f1⊗ f2 (we used HomW(V1, V1) = C · idV1), 5 is just factor permuting map P(12), and
6 is from Cor.3.15.
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To check that this is the asserted map, pick any f1 ∈M1, f2 ∈M2, and denote the given isomorphisms
by F1 : V4 →M1 ⊗ V2 and F2 : V2 ⊗ V3 →M2 ⊗ V1. Then, by 5 , 6 the element f1 ⊗ f2 ∈M1 ⊗M2
is sent to f ⊗ g, with f ∈ HomW(V1, V2 ⊗ V3) given by f(v1) = F−12 (f2 ⊗ v1), ∀v1 ∈ V1, and g ∈
HomW(V2, V4) given by g(v2) = F−11 (f1 ⊗ v2), ∀v2 ∈ V2. Meanwhile, by the inverses of 4 , 3 ,
2 , 1 , the element f1 ⊗ f2 is sent to the element of HomW(V1, V4 ⊗ V3) sending each v1 ∈ V1 to
(F−11 ⊗ id)(id⊗F−12 )(f1⊗ f2⊗ v1), which equals (g⊗ idV3)f(v1), as desired. We leave 2) as an exercise
to the readers.
3.4. The factor-permuting operator A. As promised in §2.2, we first give an identification of our
multiplicity space Mλ,λ′ with the space of intertwiners HomW(Vλλ′ , Vλ ⊗ Vλ′ ), using Cor.3.15.
Definition 3.17 (identification of the multiplicity space and the space of intertwiners). For a regular
pair (λ, λ′) of weights, denote by
Iλλ
′
λ,λ′ :M
λλ′
λ,λ′ → HomW(Vλλ′ , Vλ ⊗ Vλ′)(3.7)
the vector space isomorphism given in Cor.3.15, which is given by
(Iλλ
′
λ,λ′f)(v) = F
−1
λ,λ′(f ⊗ v), ∀f ∈Mλλ
′
λ,λ′ , ∀v ∈ Vλλ′ .
Now, consider the maps
HomLC(Vλλ′ , Vλ ⊗ Vλ′ )→ Vλ ⊗ Vλ′ ⊗ V ∗λλ′ → ∗Vλ∗ ⊗ Vλ′ ⊗ V(λλ′)∗ → HomRC (Vλ∗ , Vλ′ ⊗ V(λλ′)∗),
where the first and the last arrows are the canonical maps JL and JR in (3.2), and the middle one is
Dλ∗⊗ id⊗Cλλ′ (see Prop.3.10); so all three arrows areW-module isomorphisms. So these maps restrict
to isomorphisms among the corresponding invariant subspaces. In view of Lem.3.6, the restriction of
the composition of these maps to the invariant subspaces yield an isomorphism
AHom = (Aλλ
′
λ,λ′ )
Hom : HomW(Vλλ′ , Vλ ⊗ Vλ′ )→ HomW(Vλ∗ , Vλ′ ⊗ V(λλ′)∗),(3.8)
which via the identification maps defined in Def.3.17 translates to the invertible linear map
A = Aλλ
′
λ,λ′ :M
λλ′
λ,λ′ →Mλ
∗
λ′,(λλ′)∗ .
This can be thought of as cyclically permuting the roles of the three weights λ, λ′, λλ′ with certain
dualizing; note that this initial triple (λ, λ′, λλ′) of non-singular weights is characterized by the fact
that the third is the product of the first and the second. We first cyclically shift to (λ′, λλ′, λ) and
dualize the new second and third, to get the triple (λ′, (λλ′)∗, λ∗). I claim that this is also a triple of
non-singular weights whose third is the product of the first and the second. Non-singularity follows from
Lem.3.8, and one just needs to verify λ′ (λλ′)∗ = λ∗, which follows easily from Cor.3.9 and Lem.3.8.
Apply this transformation of triples of weights
(λ, λ′, λλ′)❀ (λ′, (λλ′)∗, λ∗)
three times and we are back into the same situation as the first triple
(λ, λ′, λλ′)❀ (λ′, (λλ′)∗, λ∗)❀ ((λλ′)∗, λ, (λ′)∗)❀ (λ, λ′, λλ′);
so it is reasonable to expect:
Proposition 3.18 (order three relation). The operator A3 is a scalar operator. More precisely, the
composition
Mλλ
′
λ,λ′
A
λλ′
λ,λ′
// Mλ
∗
λ′,(λλ′)∗
A
λ∗
λ′,(λλ′)∗
// M
(λ′)∗
(λλ′)∗,λ
A
(λ′)∗
(λλ′)∗,λ
// Mλλ
′
λ,λ′ .
is q−2mx,x′ times the identity operator.
Proof. We shall prove that the composition of three maps (3.8) on the HomW ’s is the identity. This
composition can be obtained first by composing all arrows in the following diagram and then restrict
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the resulting map HomLC(Vλλ′ , Vλ ⊗ Vλ′)→ HomRC (Vλλ′ , Vλ ⊗ Vλ′ ) to the invariant subspaces:
HomLC(Vλλ′ , Vλ ⊗ Vλ′)
1
// Vλ ⊗ Vλ′ ⊗ V ∗λλ′
2
// ∗Vλ∗ ⊗ Vλ′ ⊗ V(λλ′)∗
3
// HomRC (Vλ∗ , Vλ′ ⊗ V(λλ′)∗)
4

HomRC (V(λ′)∗ , V(λλ′)∗ ⊗ Vλ)
8

∗V(λ′)∗ ⊗ V(λλ′)∗ ⊗ Vλ
7
oo Vλ′ ⊗ V(λλ′)∗ ⊗ V ∗λ∗
6
oo HomLC(Vλ∗ , Vλ′ ⊗ V(λλ′)∗)
5
oo
HomLC(V(λ′)∗ , V(λλ′)∗ ⊗ Vλ)
9
// V(λλ′)∗ ⊗ Vλ ⊗ V ∗(λ′)∗
10
// ∗Vλλ′ ⊗ Vλ ⊗ Vλ′
11
// HomRC (Vλλ′ , Vλ ⊗ Vλ′),
where we enumerated the arrows for convenience. The maps 4 and 9 are identity maps on the
corresponding HomC(∼,∼), the maps 1 , 3 , 5 , 7 , 9 , 11 are canonical maps in (3.2), and the
remaining three maps are
2 = (Dλ∗)1(Cλλ′ )3, 6 = (D(λ′)∗)1(Cλ∗)3, 10 = (Dλλ′ )1(C(λ′)∗)3.
Observe by Lem.3.4 that the composition 5 ◦ 4 ◦ 3 is just the factor permuting map P(132), sending
each f ⊗ v1 ⊗ v2 to v1 ⊗ v2 ⊗ f . By the way, on any n-fold tensor product vector space and for any
permutation γ of 1, 2, . . . , n, one defines the permutation map Pγ as the one sending each i-th tensor
factor to γ(i)-th tensor factor, as seen in §2.5 for the case when γ is a transposition and just now for
the case when γ = (132). The properties we use are
Pid = id, Pγ ◦Pη = Pγ◦η, (hence P−1γ = Pγ−1)
Pγ (expression on i1, i2, . . .-th factors)Pγ−1 = (same expression on γ(i1), γ(i2), . . .-th factors).
Likewise, 9 ◦ 8 ◦ 7 and 1 ◦ id ◦ 11 are also P(132). So the composition 2 , 3 ,. . . , 10 is given
by
(Dλλ′)1(C(λ′)∗)3P(132) (D(λ′)∗)1(Cλ∗)3P(132) (Dλ∗)1(Cλλ′ )3
= P(132) (Dλλ′)2(C(λ′)∗)1(D(λ′)∗)1(Cλ∗)3P(132) (Dλ∗)1(Cλλ′ )3
= P(132)P(132) (Dλλ′)3(C(λ′)∗)2(D(λ′)∗)2(Cλ∗)1 (Dλ∗)1(Cλλ′ )3
= P(123) (Cλ∗ Dλ∗)1 (C(λ′)∗ D(λ′)∗)2 (Dλλ′ Cλλ′)3.
For any non-singular weight λ = (x, y), from the definition of the linear maps Dλ and Cλ in Prop.3.10,
observe
DλCλ : ei 7→ q−2imy,x−1 q−i(i−1)q2imy,x−1 q−i(−i−1)ei = q2iei = Aei,
CλDλ : ei 7→ q−2imy,x−1 qi(i−1)q2imy,x−1 ei(−i−1)ei = q−2iei = A−1ei,
so
DλCλ = A, CλDλ = A
−1,(3.9)
as linear maps on CN , for any non-singular weight λ. Hence,
10 ◦ · · · ◦ 2 = P(123)A−11 A−12 A3.
Consider applying this to an element of Inv(Vλ⊗Vλ′⊗V ∗λλ′). This element is invariant under the action
of W ; in particular, the X-action is (∆ ◦ id)(∆X) = X ⊗X ⊗X = x1/N (x′)1/N (xx′)−1/NA1A2A−13 =
q−2mx,x′A1A2A−13 in view of (3.5), λλ
′ = (xx′, yx′ + y′), and (2.7), while ǫ(X) = 1. Hence the
application of A−11 A
−1
2 A3 to this element results in multiplcation by q
−2mx,x′ . Thus, for any element
ξ ∈ Inv(HomLC(Vλλ′ , Vλ ⊗ Vλ′)), the application of the composed map 11 ◦ · · · ◦ 1 results in
11 ◦ · · · ◦ 1 ξ = 11 P(123)A−11 A−12 A3 ( 1 ξ) = 11 P(123) q−2mx,x′ 1 ξ = q−2mx,x′ ξ,
where we used 1 ξ ∈ Inv(Vλ⊗Vλ′⊗V ∗λλ′)⊗Vλ⊗Vλ′) and 1 ◦ 11 = P(132) = P−1(123). So the restriction
to the invariant subspaces of the composition of the maps 1 ,. . . , 11 is just the scalar multiplication
by q−2mx,x′ , on HomW(Vλλ′ , Vλ⊗Vλ′). Translating this to the mapMλλ′λ,λ′ →Mλλ
′
λ,λ′ via the identification
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Iλλ
′
λ,λ′ : M
λλ′
λ,λ′ → HomW(Vλλ′ , Vλ ⊗ Vλ′ ) in Def.3.17, we get (Iλλ
′
λ,λ′ )
−1 (q−2mx,x′ · id) Iλλ′λ,λ′ = q−2mx,x′ · id,
as asserted.
The above proposition says
A
(λ′)∗
(λλ′)∗,λ ◦Aλ
∗
λ′,(λλ′)∗ ◦Aλλ
′
λ,λ′ = q
−2mx,x′ · id.
If we apply the same proposition after replacing the initial triple (λ, λ′, λλ′) by (λ′, (λλ′)∗, λ∗), we see
that we must have q−2mx,x′ = q−2mx′,(xx′)−1 = q−2m(xx′)−1,x , for consistency. Indeed, it is a straightfor-
ward exercise to show mx,x′ = mx′,(xx′)−1 = m(xx′)−1,x.
4. Computation of formulas of the operators T and A
In the present section we compute explicit formulas of the operators T and A constructed in the
previous sections. If one is not so interested in these formulas, one may skip this section and go to the
next one.
4.1. Quantum pentagon identity of cyclic quantum dilogarithm. The following looks like what
was established in [FK94] [BB93], but a little different because the settting and definition for the cyclic
quantum dilogarithm are modified in the present paper (see §2.3). So we give an explicit proof.
Proposition 4.1 (quantum pentagon identity; primitive form). For complex numbers a1, . . . , a5, c1,
. . . , c5 and an integer m satisfying
c1 = c4c5, a1c2 = c4a5, a1a2 = −q2ma4, c2 = c3c4, a2c5 = a3,(4.1)
one has the identity of operators
Φq
a2,c2(B)Φ
q
a1,c1(A) = αΦ
q
a5,c5(A)Φ
q
a4,c4(q
2mAB)Φq
a3,c3(B),
for some constant α depending on the above eleven numbers a1, . . . , c1, . . . ,m.
Proof. Each of the five factors is invertible. The expression Φqa4,c4(q
2mAB) makes sense because
(q2mAB)N = id. Let’s compare the conjugation actions of both sides on the operators A and B.
Observe
Φqa2,c2(B)Φ
q
a1,c1(A)B
−1 Φqa1,c1(A)
−1 Φqa2,c2(B)
−1 = Φqa2,c2(B) (c1B
−1 − a1B−1A)Φqa2,c2(B)−1
= c1B
−1 − a1(c2B−1A− a2B−1AB) = c1B−1 − a1c2B−1A+ a1a2q2A,
which would equal
Φqa5,c5(A)Φ
q
a4,c4(q
2mAB)Φqa3,c3(B)B
−1Φqa3,c3(B)
−1 Φqa4,c4(q
2mAB)−1 Φqa5,c5(A)
−1
= Φqa5,c5(A)Φ
q
a4,c4(q
2mAB)B−1 Φqa4,c4(q
2mAB)−1 Φqa5,c5(A)
−1
= Φqa5,c5(A) (c4B
−1 − a4B−1q2mAB)Φqa5,c5(A)−1 = Φqa5,c5(A) (c4B−1 − a4q2mq2A)Φqa5,c5(A)−1
= c4(c5B
−1 − a5B−1A)− a4q2mq2A = c4c5B−1 − c4a5B−1A− a4q2mq2A
because of the stipulated condition of the numbers. Similarly, observe
Φqa5,c5(A)
−1 Φqa2,c2(B)Φ
q
a1,c1(A)AΦ
q
a1,c1(A)
−1 Φqa2,c2(B)
−1 Φqa5,c5(A)
= Φqa5,c5(A)
−1 Φqa2,c2(B)AΦ
q
a2,c2(B)
−1 Φqa5,c5(A) = Φ
q
a5,c5(A)
−1(c2A− a2AB)Φqa5,c5(A)
= c2A− a2(c5AB − a5AAB) = c2A− a2c5AB + a2a5A2B,
which would equal
Φqa4,c4(q
2mAB)Φqa3,c3(B)AΦ
q
a3,c3(B)
−1Φqa4,c4(q
2mAB)−1
= Φqa4,c4(q
2mAB) (c3A− a3AB)Φqa4,c4(q2mAB)−1
= c3(c4A− a4Aq2mAB)− a3AB = c3c4A− c3a4q2mA2B − a3AB,
because of the stipulated condition of the numbers; we used a2a5 = −q2mc3a4, which follows from the
conditions: a2a5−q2mc3a4 =
a1a2
−q2ma4 ·
c4a5
a1c2
· c2
c3c4
= 1. So we verified that the conjugation actions of the LHS
and the RHS on B−1 (hence on B) are equal, and those on A are equal. So the assertion follows from
Cor.2.7.
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Theorem 4.2 (quantum pentagon identity; see [FK94] [BB93] for a different version). For complex
numbers a1, . . . , a5, c1, . . . , c5, α as in Prop.4.1, and for linear operators C,D on a complex vector space
satisfying CN = DN = id and CD = q2DC, one has
Φqa2,c2(D)Φ
q
a1,c1(C) = αΦ
q
a5,c5(C)Φ
q
a4,c4(q
2mCD)Φqa3,c3(D).
Proof. The assignment of operators X 7→ C and Y 7→ D provides a cyclic representation of W ,
hence by Prop.2.5 decomposes into the direct sum of cyclic irreducibles; as CN = DN = id, each of
these cyclic irreducibles is labeled by the weight λ = (1, 1) hence is isomorphic to the one given by the
assignment of operators X 7→ A and Y 7→ B on CN . For the operators A and B we proved the identity
in Prop.4.1.
4.2. The T operator. How does the 6j-symbol map Tλ,λ′,λ′′ look like? In fact it almost looks like
the decomposition map F itself:
Proposition 4.3 (computation of the 6j-symbol T). For any regular triple (λ, λ′, λ′′) of weights, one
has
Tλ,λ′,λ′′ = αΦ
q
a,c(B2A1B
−1
1 )
−1 S−121 B
mx,x′
1 ,
where α is some nonzero complex constant depending on λ, λ′, λ′′, and
a = − y
1/N (x′)1/N (y′′)1/N
(yx′ + y′)1/N (y′x′′ + y′′)1/N
, c =
(y′)1/N (yx′x′′ + y′x′′ + y′′)1/N
(yx′ + y′)1/N (y′x′′ + y′′)1/N
,(4.2)
where λ = (x, y), λ′ = (x′, y′), λ′′ = (x′′, y′′).
Proof. We shall prove
(Fλλ′,λ′′)23 (Fλ,λ′)12 = (Fλ′′′,λ′′′′ )12 (Fλ,λ′λ′′)13 (Fλ′,λ′′)23,(4.3)
for some to-be-found regular pair (λ′′′, λ′′′′) of weights. Then, from (2.22) we would have (Tλ,λ′,λ′′)21 =
(Fλ′′′,λ′′′′ )
−1
12 , yielding the desired result. I first claim
S23 S12 = S12 S13 S23,
which can be directly verified on each basis vector ei ⊗ ej ⊗ ek. In view of the definition (2.14), one
has S23 S12 ei ⊗ ej ⊗ ek = S23 ei ⊗ ei+j ⊗ ek = ei ⊗ ei+j ⊗ ei+j+k, while S12 S13 S23 ei ⊗ ej ⊗ ek =
S12 S13 ei ⊗ ej ⊗ ej+k = S12 ei ⊗ ej ⊗ ei+j+k = ei ⊗ ei+j ⊗ ei+j+k. Like in (2.19), note A1S ei ⊗ ej =
A1 ei⊗ ei+j = q2i ei⊗ ei+j = S(q2iei⊗ ej) = SA1 ei⊗ ej and B1S ei⊗ ej = B1ei⊗ ei+j = ei+1⊗ ei+j =
S ei+1 ⊗ ej−1 = SB1B−12 ei ⊗ ej−1. Summarizing, we have
A2 S = SA1A2, B2 S = SB2, A1 S = SA1, B1 S = SB1B
−1
2 ,(4.4)
which we will use when moving the factor S ‘to the left’. Recall also ABm = q2mBmA (2.20) for each
integer m, and that any two factors whose subscript indices do not intersect commute.
Denote mλ,λ′ = mx,x′ for any regular pair (λ, λ
′) of non-singular weights; write m1 = mλ,λ′ , m2 =
mλ,λ′λ′′ ,m3 = mλ′,λ′′ ,m4 = mλλ′,λ′′ ,m5 = mλ′′′,λ′′′′ . From (2.13), Fλ,λ′ = (B2)
−mx,x′ SΦqλ,λ′(B1A2B
−1
2 ),
which equals SB
−mλ,λ′
2 Φ
q
λ,λ′(B1A2B
−1
2 ). Note (at each stage, I underlined the part that is being moved
to the left or being changed)
(Fλ′′′,λ′′′′)12 (Fλ,λ′λ′′)13 (Fλ′,λ′′)23 = (S12 B
−m5
2 Φ
q
λ′′′,λ′′′′(B1A2B
−1
2 )) (S13 B
−m2
3 Φ
q
λ,λ′λ′′(B1A3B
−1
3 ))
· (S23B−m33 Φqλ′,λ′′(B2A3B−13 ))
= S12 S13B
−m5
2 Φ
q
λ′′′,λ′′′′(B1B
−1
3 A2B
−1
2 )B
−m2
3 Φ
q
λ,λ′λ′′(B1A3B
−1
3 )
· S23B−m33 Φqλ′,λ′′(B2A3B−13 ) (∵ (4.4))
= S12 S13 S23B
−m5
2 B
m1
3 Φ
q
λ′′′,λ′′′′ (B1✚
✚B−13 A2B
−1
2 ✚✚B3)B
−m2
3
· Φqλ,λ′λ′′(B1A2A3B−13 )B−m33 Φqλ′,λ′′(B2A3B−13 ) (∵ (4.4))
= S12 S13 S23B
−m5
2 B
m1−m2
3 Φ
q
λ′′′,λ′′′′ (B1A2B
−1
2 )
· Φqλ,λ′λ′′(B1A2A3B−13 )B−m33 Φqλ′,λ′′(B2A3B−13 ) (∵ (2.20))
= S12 S13 S23B
−m5
2 B
m1−m2−m3
3 Φ
q
λ′′′,λ′′′′(B1A2B
−1
2 )
· Φqλ,λ′λ′′(q−2m3B1A2A3B−13 ) Φqλ′,λ′′(B2A3B−13 ) (∵ (2.20)),
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while
(Fλλ′,λ′′)23 (Fλ,λ′ )12 = (S23B
−m4
3 Φ
q
λλ′,λ′′(B2A3B
−1
3 )) (S12 B
−m1
2 Φ
q
λ,λ′ (B1A2B
−1
2 ))
= S23 S12B
−m4
3 Φ
q
λλ′,λ′′(B2A3B
−1
3 )B
−m1
2 Φ
q
λ,λ′(B1A2B
−1
2 ) (∵ (4.4))
= S23 S12B
−m1
2 B
−m4
3 Φ
q
λλ′,λ′′(B2A3B
−1
3 )Φ
q
λ,λ′ (B1A2B
−1
2 ).
We already proved S12S13S23 = S23S12. Note m1 −m2 −m3 = −m4 ⇔ m1 +m4 = m2 +m3, which
is equivalent to mλ,λ′ +mλλ′,λ′′ = mλ,λ′λ′′ +mλ′,λ′′ , which is true. We shall see that m1 = m5 can be
attained. What remains to establish is (up to constant)
Φqλ′′′,λ′′′′ (B1A2B
−1
2 )Φ
q
λ,λ′λ′′(q
−2m3B1A2A3B−13 )Φ
q
λ′,λ′′(B2A3B
−1
3 ) = Φ
q
λλ′,λ′′(B2A3B
−1
3 )Φ
q
λ,λ′(B1A2B
−1
2 ).
Put C = B1A2B
−1
2 and D = B2A3B
−1
3 , which are operators on C
N ⊗ CN ⊗ CN . They satisfy CN =
DN = id and CD = q2DC. We now apply Thm.4.2. For q2mCD = q−2m3B1A2A3B−13 = q
−2m3CD,
we put m = −m3 = −mλ′,λ′′ = −mx′,x′′ into the theorem. For the other parameters, we match up
factor by factor
Φq
a1,c1 = Φ
q
λ,λ′ = Φ
q
(x,y),(x′,y′) : a1 = −
y1/N (x′)1/N
(yx′ + y′)1/N
, c1 =
(y′)1/N
(yx′ + y′)1/N
Φq
a2,c2 = Φ
q
λλ′,λ′′ = Φ
q
(xx′,yx′+y′),(x′′,y′′) : a2 = −
(yx′ + y′)1/N (x′′)1/N
((yx′ + y′)x′′ + y′′)1/N
,
c2 =
(y′′)1/N
((yx′ + y′)x′′ + y′′)1/N
Φqa3,c3 = Φ
q
λ′,λ′′ = Φ
q
(x′,y′),(x′′,y′′) : a3 = −
(y′)1/N (x′′)1/N
(y′x′′ + y′′)1/N
, c3 =
(y′′)1/N
(y′x′′ + y′′)1/N
Φq
a4,c4 = Φ
q
λ,λ′λ′′ = Φ
q
(x,y),(x′x′′,y′x′′+y′′) : a4 = −
y1/N (x′x′′)1/N
(yx′x′′ + y′x′′ + y′′)1/N
,
c4 =
(y′x′′ + y′′)1/N
(yx′x′′ + y′x′′ + y′′)1/N
,
Φqa5,c5 = Φ
q
λ′′′,λ′′′′ .
In fact, we specify a5 and c5 as the numbers a and c in (4.2), instead of weights λ
′′′, λ′′′′. We leave it
as an exercise to check cN5 − aN5 = 1 and that the condition (4.1) is satisfied. So, in order for (4.3) to
hold, it suffices to have
Fλ′′′,λ′′′′ = αB
−m1
2 SΦ
q
a5,c5(B1A2B
−1
2 );
that is, we use the RHS of this equation as the definition of the symbol on the LHS, instead of trying
to find actual weights λ′′′, λ′′′′.
4.3. The A operator. As in the infinite dimensional case, the formula for the A operator is an analog
of a ‘Fourier transform’ or ‘exponential of quadratic expressions in Schro¨dinger operators’ (see §6.3 for
more discussion on such operators). Instead of computing A directly using its definition which would
be quite a complicated job, we compute its conjugation action on A and B to determine it indirectly,
using Cor.2.7.
Proposition 4.4 (computation of the A operator). Let (λ, λ′) be a regular pair of weights, with
λ = (x, y), λ′ = (x′, y′). Then the map
Aλλ
′
λ,λ′ :M
λλ′
λ,λ′ →Mλ
∗
λ′,(λλ′)∗
coincides up to multiplicative constant with the following linear map
C
N → CN : ei 7→
N−1∑
j=0
q−2ij−j
2+(2m1+1)j+2(m1−m2)iej , ∀i = 0, 1, . . . , N − 1,(4.5)
where
m1 := mx,x′ −myx′+y′,(xx′)−1 , m2 := m−yx−1,x.(4.6)
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Proof. Let f ∈Mλλ′λ,λ′ ≡ CN . Apply Iλλ
′
λ,λ′ in Def.3.17 to get I
λλ′
λ,λ′f ∈ HomW(Vλλ′ , Vλ⊗Vλ′), defined by
(Iλλ
′
λ,λ′f)(ej) = F
−1
λ,λ′(f⊗ej) for each j. Apply the canonical map HomLC(Vλλ′ , Vλ⊗Vλ′ )→ (Vλ⊗Vλ′)⊗V ∗λλ′
in (3.2); in view of the realization of V ∗λλ′ as C
N as we did in §3.2 using the pairing (3.3), this map
sends Iλλ
′
λ,λ′f to
∑
j F
−1
λ,λ′(f ⊗ ej)⊗ ej . Then apply Dλ∗ ⊗ id⊗Cλλ′ to land in the invariant subspace of∗Vλ∗ ⊗ Vλ′ ⊗ V(λλ′)∗ .
On the other hand, let us now start from the other end, i.e. from the image Af = Aλλ
′
λ,λ′f ∈
Mλ
∗
λ′,(λλ′)∗ . Apply I
λ∗
λ′,(λλ′)∗ in Def.3.17 to get I
λ∗
λ′,(λλ′)∗(Af) ∈ HomW(Vλ∗ , Vλ′ ⊗ V(λλ′)∗), defined by
(Iλ
∗
λ′,(λλ′)∗Af)(ej) = F
−1
λ′,(λλ′)∗((Af) ⊗ ej) for each j. Apply the canonical map HomRC (Vλ∗ , Vλ′ ⊗
V(λλ′)∗)→ ∗Vλ∗ ⊗ (Vλ′ ⊗V(λλ′)∗) in (3.2); using the realization ∗Vλ∗ as CN , this map sends Iλ∗λ′,(λλ′)∗Af
to
∑
j ej ⊗ F−1λ′,(λλ′)∗((Af)⊗ ej). Hence we are to solve the equation
(Dλ∗ ⊗ id⊗ Cλλ′ )(
∑
j F
−1
λ,λ′(f ⊗ ej))⊗ ej =
∑
j ej ⊗ F−1λ′,(λλ′)∗((Af)⊗ ej).
By applying D−1λ∗ ⊗ id⊗ id from the left on both sides, we get an equivalent equation∑
j F
−1
λ,λ′ (f ⊗ ej)⊗ (Cλλ′ej) =
∑
j(D
−1
λ∗ ej)⊗ F−1λ′,(λλ′)∗((Af)⊗ ej)
of elements in Inv(Vλ ⊗ Vλ′ ⊗ V(λλ′)∗). Instead of putting in the formulas of Dλ∗ , Cλλ′ , F−1λ,λ′ , and
F−1λ′,(λλ′)∗ and compute what A is, we shall compute the conjugation action of A on A and B, which
will determine A up to scalar, in view of Cor.2.7.
To ease computation, we first collect conjugation actions of F−1λ,λ′ = Φ
q
λ,λ′(B1A2B
−1
2 )
−1S−1B
mx,x′
2 . In
Prop.2.21 we already computed the conjugation on A2 and B2:
F−1λ,λ′ A2 Fλ,λ′ = q
−2mx,x′A1A2, F−1λ,λ′ B2Fλ,λ′ = (c · id− aB1A2B−12 )B2,
where a = − y1/N(x′)1/N
(yx′+y′)1/N
and c = (y
′)1/N
(yx′+y′)1/N
as in (2.15). Let’s now compute conjugation on A1 and
B1. First, note
S−1A−11 = A
−1
1 S
−1, S−1B−11 = B
−1
1 B2S
−1.
Indeed, on a basis vector ei⊗ ej, note S−1(A−1⊗ id)(ei⊗ ej) = S−1(q−2iei⊗ ej) = q−2iei⊗ ej−i, while
(A−1⊗ id)S−1ei⊗ej = (A−1⊗ id)ei⊗ej−i = q−2iei⊗ej−i, and S−1(B−1⊗ id)(ei⊗ej) = S−1ei−1⊗ej =
ei−1 ⊗ ej−i+1 while (B−1 ⊗B)S−1ei ⊗ ej = (B−1 ⊗B)ei ⊗ ej−i = ei−1 ⊗ ej−i+1.
As (B1A2B
−1
2 )A
−1
1 = q
2A−11 (B1A2B
−1
2 ), from Lem.2.20 or (2.12) one has
Φqλ,λ′(B1A2B
−1
2 )
−1A−11 = (c · id− aB1A2B−12 )A−11 Φqλ,λ′(B1A2B−12 )−1,
where Φqλ,λ′ = Φ
q
a,c. Observe
F−1λ,λ′A
−1
1 = Φ
q
λ,λ′(B1A2B
−1
2 )
−1S−1B
mx,x′
2 A
−1
1
= Φqλ,λ′(B1A2B
−1
2 )
−1S−1A−11 B
mx,x′
2
= Φqλ,λ′(B1A2B
−1
2 )
−1A−11 S
−1B
mx,x′
2
= (c · id− aB1A2B−12 )A−11 F−1λ,λ′
Now, as (B1A2B
−1
2 )B
−1
1 B2 = q
2B−11 B2(B1A2B
−1
2 ), from Lem.2.20 or (2.12) one has
Φqλ,λ′(B1A2B
−1
2 )
−1B−11 B2 = (c · id− aB1A2B−12 )B−11 B2Φqλ,λ′(B1A2B−12 )−1,
so
F−1λ,λ′ B
−1
1 = Φ
q
λ,λ′(B1A2B
−1
2 )
−1S−1B
mx,x′
2 B
−1
1
= Φqλ,λ′(B1A2B
−1
2 )
−1B−11 B2 S
−1B
mx,x,′
2
= (c · id− aB1A2B−12 )B−11 B2F−1λ,λ′ .
Summarizing, we obtained
F−1λ,λ′ A
−1
1 Fλ,λ′ = (c · id− aB1A2B−12 )A−11 , F−1λ,λ′ B−11 Fλ,λ′ = (c · id− aB1A2B−12 )B−11 B2.
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Conjugation of an invertible operator by an invertible one is also invertible, so we deduce that (c · id−
aB1A2B
−1
2 ) is invertible. This allows us to make the above results a bit neater, by certain combinations:
F−1λ,λ′ A1B2Fλ,λ′ = A1B2, F
−1
λ,λ′ B1B2Fλ,λ′ = B1.
Then, it is easy to deduce the following conjugation results for Fλ,λ′ , which we shall use shortly:
Fλ,λ′ A1B2F
−1
λ,λ′ = A1B2, Fλ,λ′ B1F
−1
λ,λ′ = B1B2.(4.7)
We will also need:
Fλ,λ′B
−1
2 F
−1
λ,λ′ = B
−mx,x′
2 SΦ
q
λ,λ′(B1A2B
−1
2 )B
−1
2 Φ
q
λ,λ′(B1A2B
−1
2 )
−1S−1B
mx,x′
2
= B
−mx,x′
2 SB
−1
2 (c− aB1A2B−12 )S−1B
mx,x′
2
= B
−mx,x′
2 B
−1
2 (c− a q−2B1A−11 A2)B
mx,x′
2
= B−12 (c− a q−2B1A−11 A2q2mx,x′ ),
yielding, in particular,
Fλ,λ′ A1F
−1
λ,λ′ = cA1 − aB1A2q2mx,x′ ,(4.8)
Fλ,λ′ A1B
−1
1 F
−1
λ,λ′ = cA1B
−1
1 B
−1
2 − a q2mx,x′A2B−12 .(4.9)
Replace f by A−1f . Then F−1λ,λ′(A
−1f ⊗ ej) = F−1λ,λ′A−11 (f ⊗ ej). So∑
j(D
−1
λ∗ ej)⊗ F−1λ′,(λλ′)∗((AA−1f)⊗ ej)
=
∑
j F
−1
λ,λ′(A
−1f ⊗ ej)⊗ (Cλλ′ej)
= (c · id− aB1A2B−12 )A−11 (
∑
j F
−1
λ,λ′(f ⊗ ej)⊗ (Cλλ′ej))
= (c · id− aB1A2B−12 )A−11
∑
j(D
−1
λ∗ ej)⊗ F−1λ′,(λλ′)∗((Af) ⊗ ej))
= (cA−11 − aB1A−11 A2B−12 ) (D−1λ∗ )1(F−1λ′,(λλ′)∗)23
∑
j ej ⊗ (Af)⊗ ej .
We shall move the factors (D−1λ∗ )1(F
−1
λ′,(λλ′)∗)23 to the left. From Lem.3.11 we have A
−1
1 (D
−1
λ∗ )1 =
(D−1λ∗ )1A1 and B1A
−1
1 (D
−1
λ∗ )1 = (D
−1
λ∗ )1q
−2m
−yx−1,xB−11 , in view of λ
∗ = (x−1,−yx−1). So
(cA−11 − aB1A−11 A2B−12 ) (D−1λ∗ )1 (F−1λ′,(λλ′)∗)23
= (D−1λ∗ )1 (cA1 − a q−2m−yx−1,x B−11 A2B−12 ) (F−1λ′,(λλ′)∗)23
= (D−1λ∗ )1 (F
−1
λ′,(λλ′)∗)23 (cA1 − a q−2m−yx−1,x B−11 (c2 A2B−12 B−13 − a2 q2mx′,(xx′)−1 A3B−13 ))︸ ︷︷ ︸,
where we used (4.9) for (F−1λ′,(λλ′)∗)23; so
a2 = − (y
′)1/N (xx′)−1/N
(y′(xx′)−1 − (yx′ + y′)(xx′)−1)1/N =
(y′)1/N (xx′)−1/N
(yx−1)1/N
, c2 =
((yx′ + y′)(xx′)−1)1/N
(yx−1)1/N
,
in view of λ′ = (x′, y′), (λλ′)∗ = (xx′, yx′ + y′)∗ = ((xx′)−1,−(yx′ + y′)(xx′)−1). Notice that the
underbraced part is being applied to
∑
j ej ⊗ (Af) ⊗ ej, which has ‘invariance’ properties. Applying
B−11 B
−1
3 to this element yields
∑
j ej−1 ⊗ (Af) ⊗ ej−1 which equals itself; likewise application of A1
on this element is same as application of A3. So the underbraced part can be replaced by
cA3 − a q−2m−yx−1 ,x c2A2B−12 + a q−2m−yx−1 ,x a2 q2mx′,(xx′)−1 A3.
I claim that the first and the third terms cancel. Indeed, note
c−1 a q−2m−yx−1,x a2 q
2mx′,(xx′)−1
=
(yx′ + y′)1/N
(y′)1/N
· −y
1/N (x′)1/N
(yx′ + y′)1/N
· q−2m−yx−1,x · (y
′)1/N (xx′)−1/N
(yx−1)1/N
· q2mx′,(xx′)−1
= x1/Ny1/N · q
2mx′,(xx′)−1 (x′)1/N ((xx′)−1)1/N
q2m−yx−1,x(−yx−1)1/Nx1/N = x
1/Ny1/N · x
−1/N
(−y)1/N = −1.
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Let’s simplify the coefficient of the surviving term:
−a q−2m−yx−1,x c2 = y
1/N (x′)1/N
(yx′ + y′)1/N
· q−2m−yx−1,x · ((yx
′ + y′)(xx′)−1)1/N
(yx−1)1/N
= −y
1/N (x′)1/Nx1/N
(yx′ + y′)1/N
· q
2myx′+y′,(xx′)−1 (yx′ + y′)1/N (xx′)−1/N
q2m−yx−1,x(−yx−1)1/Nx1/N
= −q2myx′+y′,(xx′)−1 y
1/N (x′)1/Nx1/N (xx′)−1/N
−y1/N = q
2(−mx,x′+myx′+y′,(xx′)−1 ).
In the end, we just proved
AA−1 f = q2(−mx,x′+myx′+y′,(xx′)−1 )AB−1A f, ∀f ∈Mλλ′λ,λ′ ,
which can be written as the following conjugation action of A on A−1:
AA−1A−1 = q−2m1 AB−1,
where we used m1 = mx,x′ −myx′+y′,(xx′)−1 from (4.6).
Similarly, we find out the conjugation action on B−1, using the accumulated results. Note∑
j(D
−1
λ∗ ej)⊗ F−1λ′,(λλ′)∗((AB−1f)⊗ ej)
=
∑
j F
−1
λ,λ′(B
−1f ⊗ ej)⊗ (Cλλ′ej)
= (cB−11 B2 − aA2)
∑
j F
−1
λ,λ′(f ⊗ ej)⊗ (Cλλ′ej)
= (cB−11 B2 − aA2)
∑
j(D
−1
λ∗ ej)⊗ F−1λ′,(λλ′)∗((Af)⊗ ej)
= (cB−11 B2 − aA2) (D−1λ∗ )1 (F−1λ′,(λλ′)∗)23
∑
j ej ⊗ (Af)⊗ ej
Lem.3.11
= (D−1λ∗ )1 (c q
2m
−yx−1,xA1B1B2 − aA2) (F−1λ′,(λλ′)∗)23
∑
j ej ⊗ (Af)⊗ ej
(4.7),(4.8)
= (D−1λ∗ )1 (F
−1
λ′,(λλ′)∗)23
◦ (c q2m−yx−1,xA1B1B2B3 − a (c2 A2 − a2 B2A3q2mx′,(xx′)−1 ))︸ ︷︷ ︸ ∑j ej ⊗ (Af)⊗ ej .
Again, we simplify the underbraced part by the same idea; application of B1B3 to
∑
j ej ⊗ (Af)⊗ ej
is identity application, and application of A1 is same as that of A3:
c q2m−yx−1,x B2A3 − a c2 A2 + aa2 q2mx′,(xx′)−1 B2A3.
I claim that the first and the third term cancels; for this we need c q2m−yx−1 ,x = −aa2 q2mx′,(xx′)−1 ,
which we already showed. For the coefficient of the surviving term, we also use the computed result
−ac2 = q2(−mx,x′+myx′+y′,(xx′)−1+m−yx−1,x) = q2(−m1+m2) (see (4.6) for m2). Hence we showed
AB−1A−1 = q2(−m1+m2)A.
Taking the inverses, we have the following conjugation actions of A on A and B:
AAA−1 = q2m1BA−1, ABA−1 = q2(m1−m2)A−1,(4.10)
which, in view of Cor.2.7, determines A up to constant, as desired.
It remains to verify that the map defined in (4.5) satisfies the conjugation equations (4.10). For
convenience, denote the map defined in (4.5) by A˜. Then
A˜Aei = A˜q
2iei = q
2i
∑
j q
−2ij−j2+(2m1+1)j+2(m1−m2)iej ,
q2m1BA−1Aei = q2m1BA−1
∑
j q
−2ij−j2+(2m1+1)j+2(m1−m2)iej
= q2m1
∑
j q
−2ij−j2+(2m1+1)j+2(m1−m2)iq−2jej+1
= q2m1
∑
j q
−2i(j−1)−(j−1)2+(2m1+1)(j−1)+2(m1−m2)iq−2(j−1)ej ,
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and one can verify that 2i− 2ij− j2+ (2m1+1)j +2(m1−m2)i coincides with 2m1− 2i(j− 1)− (j −
1)2 + (2m1 + 1)(j − 1) + 2(m1 −m2)i− 2(j − 1) for each i, j. Likewise, note
A˜Bei = A˜ei+1 =
∑
j q
−2(i+1)j−j2+(2m1+1)j+2(m1−m2)(i+1)ej ,
q2(m1−m2)A−1Aei = q2(m1−m2)A−1
∑
j q
−2ij−j2+(2m1+1)j+2(m1−m2)iej
= q2(m1−m2)
∑
j q
−2ij−j2+(2m1+1)j+2(m1−m2)iq−2jej ,
and one can check −2(i+1)j− j2+(2m1+1)j+2(m1−m2)(i+1) coincides with 2(m1−m2)− 2ij−
j2 + (2m1 + 1)j + 2(m1 −m2)i − 2j for each i, j.
5. Representation of Kashaev groupoid
5.1. Graphical encoding. To proceed further with the representation theory with the help of the
operators T and A, we pause for a moment and discuss how to encode the results obtained so
far by pictures. First, the multiplicity space Mλλ
′
λ,λ′ , which is identified with the intertwiner space
HomW(Vλλ′ , Vλ ⊗ Vλ′), is encoded as the following triangle.
Definition 5.1. A labeled dotted triangle, or LD-triangle, is a triangle on an oriented surface with a
distinguished corner depicted by a dot •, with all three edges labeled by non-singular weights.
Definition 5.2. Suppose that the edge labels of a LD-triangle are λ1, λ2, λ3, with this counterclockwise
order, with λ3 being the edge at the opposite of the dot. This LD-triangle is said to be sane if λ1λ2 = λ3.
Such a sane LD-triangle encodes the situation Mλ3λ1,λ2
∼= HomW(Vλ3 , Vλ1 ⊗ Vλ2), namely, ‘multiply λ1
and λ2 and decompose by λ3’; see Fig.2. We allow to glue LD-triangles along the edges with same
label. For several LD-triangles glued together, we assign the tensor product of the corresponding M
spaces, or HomW spaces.
λ1
λ2
λ3
•
Figure 2. A triangle representing Mλ3λ1,λ2
∼= HomW(Vλ3 , Vλ1 ⊗ Vλ2 )
λ1
λ2
λ3
•
t
λ∗1
λ2
λ∗3
•
t
At
Figure 3. The move representing At = A :M
λ3
λ1,λ2
→Mλ∗1λ2,λ∗3
Notice that the A operator can easily be understood as just ‘moving the dot of an LD-triangle, with
appropriate change of edge-labels’, and the T operator as the ‘flip of a quadrilateral, with appropriate
change of edge-label of the inner edge’; see Fig.3 and 4 2. These pictorial counterpart of A and T
operators satisfy certain consistency relations. For example, do the picture version of A three times,
then we are back to the same picture. And when three LD-triangles are glued, after a certain sequence
of five flips of inner edges we get back to the original picture. These two relations are indeed satisfied
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λ1
λ2
λ3
λ0λ4
•
•
s
t
λ1
λ2
λ3
λ0λ5
•
•
s
tTst
Figure 4. The move representing Tst = T12 :M
λ0
λ4,λ3
⊗Mλ4λ1,λ2 →Mλ5λ2,λ3 ⊗Mλ0λ1,λ5
λ1
λ2
λ3
λ0λ4
•
•
1
2
λ1
λ∗2
λ3
λ∗0λ
∗
4
•
•
1
2
λ1
λ2
λ3
λ0λ5
•
•
1
2
λ1
λ∗2
λ3
λ∗0λ
∗
5
•
•
1
2
T12
A−12 A1
T21
A−12 A1
Figure 5. The relation A1T12A2 = A2T21A1
λ1
λ2
λ3
λ0λ4
•
•
2
1
λ∗1
λ2
λ3
λ∗0λ
∗
4
• •
1
2
λ1
λ2
λ3
λ0λ5
•
•
2
1
λ∗1
λ2
λ3
λ∗0λ5
••
2
1
T21
A1A2P(12)
T12
A1
Figure 6. The relation T12A1T21 = A1A2P(12)
by our operators A and T, as we showed in Propositions 2.24 and 3.18. The two diagrams of pictures,
in Fig.5 and 6 suggest two more kinds.
Indeed, in the following subsections, we show that these relations are satisfied by our operators A and
T. As shall be pointed out again later, these are all possible consistency relations to be checked.
2I note here that the source codes of Figures 2–6 are taken from [FK12].
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5.2. First consistency relation involving T and A. For any regular triple (λ, λ′, λ′′) of weights,
recall the T map:
Tλ,λ′,λ′′ :M
λλ′λ′′
λλ′,λ′′ ⊗Mλλ
′
λ,λ′ →Mλ
′λ′′
λ′,λ′′ ⊗Mλλ
′λ′′
λ,λ′λ′′
We put
λ1 = λ, λ2 = λ
′, λ3 = λ′′, λ0 = λλ′λ′′, λ4 = λλ′, λ5 = λ′λ′′,(5.1)
in accordance with the upper row of the diagram in Fig.5; write
λi = (xi, yi), ∀i = 0, 1, . . . , 5.
We assume all five λi’s are non-singular; from the relations among them, we notice that λ1, λ2, λ3
determine λ4, λ5. In terms of HomW spaces the above T map translates first to the following version,
via the identification maps in Def.3.17
THomλ1,λ2,λ3 : HomW(Vλ0 , Vλ4 ⊗ Vλ3)⊗HomW(Vλ4 , Vλ1 ⊗ Vλ2 )
→ HomW(Vλ5 , Vλ2 ⊗ Vλ3)⊗HomW(Vλ0 , Vλ1 ⊗ Vλ5 ),
which in turn translates via Lem.3.16 to the following identity map
id : HomW(Vλ0 , (Vλ1 ⊗ Vλ2 )⊗ Vλ3 )→ HomW(Vλ0 , Vλ1 ⊗ (Vλ2 ⊗ Vλ3)).
Lemma 5.3 (Hom version of T map). Pick any elements
∑
f1 ⊗ f2 ∈ HomW(Vλ0 , Vλ4 ⊗ Vλ3) ⊗
HomW(Vλ4 , Vλ1 ⊗ Vλ2 ) and
∑
f3 ⊗ f4 ∈ HomW(Vλ5 , Vλ2 ⊗ Vλ3) ⊗ HomW(Vλ0 , Vλ1 ⊗ Vλ5 ). Then
THom(
∑
f1 ⊗ f2) =
∑
f3 ⊗ f4 if and only if
∑
(f2 ⊗ id) ◦ f1 =
∑
(id ⊗ f3) ◦ f4, as elements of
HomW(Vλ0 , Vλ1 ⊗ Vλ2 ⊗ Vλ3).
The first consistency relation involving both T and A and corresponding to the diagram in Fig.5 is
formulated and shown as follows. Instead of a computational proof using the explicit formulas of T
and A obtained in §4, which would be very complicated and brute force, we give a clean and more
enlightening representation theoretic proof.
Proposition 5.4 (ATA = ATA relation). Let λ0, λ1, λ2, λ3, λ4, λ5 be as above. Consider the map
Tλ,λ′,λ′′ written as
Tλ1,λ2,λ3 :M
λ0
λ4,λ3
⊗Mλ4λ1,λ2 →Mλ5λ2,λ3 ⊗Mλ0λ1,λ5 ,
and another T map
Tλ3,λ∗0,λ1 :M
λ∗2
λ∗4 ,λ1
⊗Mλ
∗
4
λ3,λ∗0
→Mλ
∗
5
λ∗0 ,λ1
⊗Mλ
∗
2
λ3,λ∗5
.
Then this map Tλ3,λ∗0 ,λ1 makes sense as a T map, and one has
(Tλ3,λ∗0 ,λ1)21 (A
λ∗2
λ1,λ∗4
)−12 (A
λ0
λ4,λ3
)1 = q
2m (A
λ∗5
λ1,λ∗0
)−12 (A
λ5
λ2,λ3
)1 (Tλ1,λ2,λ3)12,(5.2)
as maps Mλ0λ4,λ3 ⊗Mλ4λ1,λ2 →M
λ∗2
λ3,λ∗5
⊗Mλ∗5λ∗0 ,λ1 , where
m = mx1,x2 −mx1,x2x3 = mx,x′ −mx,x′x′′ .
One can symbolically write down the above relation (5.2) as A1T12A2 = q
−2mA2T21A1.
Proof. We prove the Hom version. The Hom versions of the two T maps are
(THomλ1,λ2,λ3)12 : HomW(Vλ0 , Vλ4 ⊗ Vλ3)⊗HomW(Vλ4 , Vλ1 ⊗ Vλ2 )
→ HomW(Vλ5 , Vλ2 ⊗ Vλ3)⊗HomW(Vλ0 , Vλ1 ⊗ Vλ5 ),
(THomλ3,λ∗0 ,λ1)21 : HomW(Vλ∗4 , Vλ3 ⊗ Vλ∗0 )⊗HomW(Vλ∗2 , Vλ∗4 ⊗ Vλ1)
→ HomW(Vλ∗2 , Vλ3 ⊗ Vλ∗5 )⊗HomW(Vλ∗5 , Vλ∗0 ⊗ Vλ1).
Pick any element
∑
f1⊗f2 ∈ HomW(Vλ0 , Vλ4 ⊗Vλ3)⊗HomW(Vλ4 , Vλ1⊗Vλ2 ). Then, as in the previous
lemma, the element THom12 (
∑
f1 ⊗ f2) =
∑
f3 ⊗ f4 of HomW(Vλ5 , Vλ2 ⊗ Vλ3) ⊗ HomW(Vλ0 , Vλ1 ⊗
Vλ5) can be described completely by the equation
∑
(f2 ⊗ id) ◦ f1 =
∑
(id ⊗ f3) ◦ f4 of elements in
HomW(Vλ0 , Vλ1 ⊗ Vλ2 ⊗ Vλ3).
We also use the Hom version (3.8) of the A operators. Understood appropriately, we would like to
show
q2m
∑
AHomf3 ⊗ (AHom)−1f4 = THom21 (
∑
AHomf1 ⊗ (AHom)−1f2),
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which is equivalent to
∑
(AHomf1⊗ id) ◦ ((AHom)−1f2) = q2m
∑
(id⊗ (AHom)−1f4) ◦ (AHomf3), which
is an equality of elements of HomW(Vλ∗2 , Vλ3 ⊗ Vλ∗0 ⊗ Vλ1).
We now go to Inv versions. Define the following elements via the left and right canonical maps (3.2):
f˜1 := J
Lf1 ∈ Inv(Vλ4 ⊗ Vλ3 ⊗ V ∗λ0), f˜2 := JRf2 ∈ Inv(∗Vλ4 ⊗ Vλ1 ⊗ Vλ2),
f˜3 := J
Lf3 ∈ Inv(Vλ2 ⊗ Vλ3 ⊗ V ∗λ5), f˜4 := JRf4 ∈ Inv(∗Vλ0 ⊗ Vλ1 ⊗ Vλ5),
f˜5 := J
RAHomf1 ∈ Inv(∗Vλ∗4 ⊗ Vλ3 ⊗ Vλ∗0 ), f˜6 := JL(AHom)−1f2 ∈ Inv(Vλ∗4 ⊗ Vλ1 ⊗ V ∗λ∗2 ),
f˜7 := J
RAHomf3 ∈ Inv(∗Vλ∗2 ⊗ Vλ3 ⊗ Vλ∗5 ), f˜8 := JL(AHom)−1f4 ∈ Inv(Vλ∗0 ⊗ Vλ1 ⊗ V ∗λ∗5 ).
Definition (3.8) of the AHom map says
f˜5 = (Dλ∗4 )1(Cλ0 )3f˜1, f˜6 = (Dλ4)
−1
1 (Cλ∗2 )
−1
3 f˜2, f˜7 = (Dλ∗2 )1(Cλ5)3f˜3, f˜8 = (Dλ0)
−1
1 (Cλ∗5 )
−1
3 f˜4.
Let us now make use of the condition
∑
(f2 ⊗ id) ◦ f1 =
∑
(id ⊗ f3) ◦ f4. Note that f˜2 ⊗ f˜1 ∈
∗Vλ4 ⊗ Vλ1 ⊗ Vλ2 ⊗ Vλ4 ⊗ Vλ3 ⊗ V ∗λ0 , and the symbol ◦ in (f2 ⊗ id) ◦ f1 means to pair out ∗Vλ4 and
Vλ4 ; these are 1st and 4th tensor factors, and we denote this pairing out map of these factors by ev14,
so that
∑
ev14(f˜2 ⊗ f˜1) ∈ Vλ1 ⊗ Vλ2 ⊗ Vλ3 ⊗ V ∗λ0 , which represents the element
∑
(f2 ⊗ id) ◦ f1 of
HomC(Vλ0 , Vλ1 ⊗ Vλ2 ⊗ Vλ3) via the canonical map JL of (3.2). In general, we denote by evij the map
that ‘pairs out’ the i-th and j-th factors; so the codomain has 2 tensor factors less than the domain.
Likewise, f˜4⊗ f˜3 ∈ ∗Vλ0 ⊗Vλ1 ⊗Vλ5 ⊗Vλ2 ⊗Vλ3 ⊗V ∗λ5 , so that
∑
ev36(f˜4⊗ f˜3) ∈ ∗Vλ0 ⊗Vλ1 ⊗Vλ2 ⊗Vλ3
represents the element
∑
(id⊗f3)◦f4 of HomC(Vλ0 , Vλ1 ⊗Vλ2⊗Vλ3) via the canonical map JR of (3.2).
In view of Lem.3.4, the equality
∑
(f2 ⊗ id) ◦ f1 =
∑
(id⊗ f3) ◦ f4 translates to the following equality
of elements in the vector space Vλ1 ⊗ Vλ2 ⊗ Vλ3 ⊗ V ∗λ0 :∑
ev14(f˜2 ⊗ f˜1) = P(1432)
∑
ev36(f˜4 ⊗ f˜3).(5.3)
We now move on to the equation
∑
(AHomf1 ⊗ id) ◦ ((AHom)−1f2) = q2m
∑
(id ⊗ (AHom)−1f4) ◦
(AHomf3) which we would like to prove. Note f˜5 ⊗ f˜6 ∈ ∗Vλ∗4 ⊗ Vλ3 ⊗ Vλ∗0 ⊗ Vλ∗4 ⊗ Vλ1 ⊗ V ∗λ∗2 , so
that
∑
ev14(f˜5 ⊗ f˜6) ∈ Vλ3 ⊗ Vλ∗0 ⊗ Vλ1 ⊗ V ∗λ∗2 represents the element
∑
(AHomf1 ⊗ id) ◦ ((AHom)−1f2)
of HomC(Vλ∗2 , Vλ3 ⊗ Vλ∗0 ⊗ Vλ1 ). Likewise, f˜7 ⊗ f˜8 ∈ ∗Vλ∗2 ⊗ Vλ3 ⊗ Vλ∗5 ⊗ Vλ∗0 ⊗ Vλ1 ⊗ V ∗λ∗5 , so that∑
ev36(f˜7 ⊗ f˜8) ∈ ∗Vλ∗2 ⊗ Vλ3 ⊗ Vλ∗0 ⊗ Vλ1 represents the element
∑
(id ⊗ (AHom)−1f4) ◦ (AHomf3)
of HomC(Vλ∗2 , Vλ3 ⊗ Vλ∗0 ⊗ Vλ1). Thus, the equation that we would like to prove is equivalent to the
following equation of elements in Vλ3 ⊗ Vλ∗0 ⊗ Vλ1 ⊗ V ∗λ∗2 :∑
ev14(f˜5 ⊗ f˜6) = q2mP(1432)
∑
ev36(f˜7 ⊗ f˜8).(5.4)
So the problem boils down to showing (5.4), assuming (5.3). Let us rewrite (5.4) by switching around
some factors, so that it becomes an equation in Vλ1 ⊗ Vλ∗2 ⊗ Vλ3 ⊗ Vλ∗0 :∑
ev14(f˜6 ⊗ f˜5) = q2mP(1432)
∑
ev36(f˜8 ⊗ f˜7).(5.5)
Note
ev14(f˜6 ⊗ f˜5) = ev14(Dλ4)−11 (Cλ∗2 )−13 (Dλ∗4 )4(Cλ0)6(f˜2 ⊗ f˜1),
ev36(f˜8 ⊗ f˜7) = ev36(Dλ0)−11 (Cλ∗5 )−13 (Dλ∗2 )4(Cλ5)6(f˜4 ⊗ f˜3)
Let’s establish a little lemma:
Lemma 5.5. For any non-singular weight λ = (x, y),
the map ev12 ◦ (D−1λ ⊗Dλ∗) : ∗Vλ ⊗ Vλ → Vλ∗ ⊗ ∗Vλ∗ → C equals ev12 ◦A−12 ,
and the map ev12 ◦ (C−1λ∗ ⊗ Cλ) : Vλ ⊗ V ∗λ → V ∗λ∗ ⊗ Vλ∗ equals ev12 ◦A2.
Proof. Note λ∗ = (x−1,−yx−1). For the first assertion, observe that ei ⊗ ej ∈ ∗Vλ ⊗ Vλ is sent
first by D−1λ ⊗Dλ∗ to q−2imy,x−1 q−i(i+1)e−i⊗ q−2jm−yx−1 ,xqj(j−1)e−j, and then by ev12 to the number
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q−2imy,x−1 q−2jm−yx−1 ,xq−i(i+1)qj(j−1)δ−i,−j which equals q
−2jmy,x−1 q2jm−yx−1 ,xq−2jδi,j = q−2jδi,j ; we
used
m−yx−1,x = myx−1,x = −my,x−1,(5.6)
which is straightforward to show.
For the second assertion, note that ei⊗ ej ∈ Vλ ⊗ V ∗λ is sent by C−1λ∗ ⊗Cλ to q−2im−yx−1 ,xqi(i+1)e−i ⊗
q−2jmy,x−1 q−j(j−1)e−j then by ev12 to q
−2im
−yx−1 ,xq−2jmy,x−1 qi(i+1)q−j(j−1)δ−i,−j , which simplifies to
q2jδi,j .
Using this lemma, we have
ev14(f˜6 ⊗ f˜5) = ev14(Cλ∗2 )−13 (Cλ0 )6A−14 (f˜2 ⊗ f˜1),
P(1432)ev36(f˜8 ⊗ f˜7) = P(1432)ev36(Dλ0)−11 (Dλ∗2 )4A6(f˜4 ⊗ f˜3).
Apply the invertible linear map (Cλ∗2 )2A
−1
3 (Dλ0)4 from left on both:
(Cλ∗2 )2A
−1
3 (Dλ0)4 ev14 (f˜6 ⊗ f˜5) = (Cλ∗2 )2A−13 (Dλ0)4 ev14 (Cλ∗2 )−13 (Cλ0 )6A−14 (f˜2 ⊗ f˜1),
= ev14✘✘✘(Cλ∗2 )3A
−1
5 (Dλ0)6✘✘
✘✘(Cλ∗2 )
−1
3 (Cλ0 )6A
−1
4 (f˜2 ⊗ f˜1),
(3.9)
= ev14 A
−1
4 A
−1
5 A6 (f˜2 ⊗ f˜1),
(Cλ∗2 )2A
−1
3 (Dλ0)4P(1432) ev36 (f˜8 ⊗ f˜7) = (Cλ∗2 )2A−13 (Dλ0)4P(1432) ev36 (Dλ0)−11 (Dλ∗2 )4 A3(f˜4 ⊗ f˜6)
= P(1432)(Cλ∗2 )3A
−1
4 (Dλ0)1ev36 (Dλ0)
−1
1 (Dλ∗2 )4A6(f˜4 ⊗ f˜3)
= P(1432) ev36 (Cλ∗2 )4A
−1
5 ✘✘
✘(Dλ0)1✘✘
✘✘(Dλ0)
−1
1 (Dλ∗2 )4 A6(f˜4 ⊗ f˜3)
(3.9)
= P(1432)ev36A
−1
4 A
−1
5 A6(f˜4 ⊗ f˜3).
As f˜1 ∈ Inv(Vλ4 ⊗ Vλ3 ⊗ V ∗λ0 ), the element X ∈ W acts as counit ǫ(X) = 1; since (∆ ⊗ id) ◦∆(X) =
X ⊗X ⊗X , the X-action is µλ4(X)⊗ µλ3(X)⊗ µ∗λ0(X) = x
1/N
4 x
1/N
3 x
−1/N
0 A⊗A⊗A−1 (see (3.4) for
µ∗λ), so A
−1
4 A
−1
5 A6(f˜2 ⊗ f˜1) = x1/N4 x1/N3 x−1/N0 (f˜2 ⊗ f˜1). Likewise, since f˜3 ∈ Inv(Vλ2 ⊗ Vλ3 ⊗ V ∗λ5), the
X-action µλ2(X) ⊗ µλ3(X) ⊗ µ∗λ5(X) = x
1/N
2 x
1/N
3 x
−1/N
5 A ⊗ A ⊗ A−1 on f˜3 is just multiplication by
ǫ(X) = 1, so that A−14 A
−1
5 A6(f˜4 ⊗ f˜3) = x1/N2 x1/N3 x−1/N5 (f˜4 ⊗ f˜3).
So, we showed that applying the invertible linear map (Cλ∗2 )2A
−1
3 (Dλ0)4 from left to both sides of the
sought-for equation (5.5) yields
x
1/N
4 x
1/N
3 x
−1/N
0
∑
ev14(f˜2 ⊗ f˜1) = q2m x1/N2 x1/N3 x−1/N5 P(1432)
∑
ev36(f˜4 ⊗ f˜3),
which is same as the assumption (5.3), provided that x
1/N
4 x
1/N
3 x
−1/N
0 = q
2m x
1/N
2 x
1/N
3 x
−1/N
5 , which
is the last remaining thing to check. First, cancel x
1/N
3 . From (5.1), we have x4 = x1x2, x5 = x2x3,
x0 = x1x2x3. So,
x
1/N
4 x
1/N
5
x
1/N
2 x
1/N
0
= (x1x2)
1/N (x2x3)
1/N
x
1/N
2 (x1x2x3)
1/N
=
q2mx1,x2 x
1/N
1 x
1/N
2 (x2x3)
1/N
x
1/N
2 q
2mx1,x2x3 x
1/N
1 (x2x3)
1/N
= q2(mx1,x2−mx1,x2x3 ) = q2m,
finishing the proof.
5.3. Second consistency relation involving T and A. Let us use same notation for λ, λ′, λ′′, λi,
i = 0, 1, . . . , 5, from the previous subsection. The second consistency relation of T and A corresponding
to the diagram in Fig.6 is formulated and shown as follows. Again, we give a representation theoretic
proof.
Proposition 5.6 (TAT = AAP relation). Let λ0, . . . , λ5 be as above. Consider the two T maps
Tλ1,λ2,λ3 :M
λ0
λ4,λ3
⊗Mλ4λ1,λ2 →Mλ5λ2,λ3 ⊗Mλ0λ1,λ5 ,
Tλ2,λ3,λ∗0 :M
λ∗1
λ5,λ∗0
⊗Mλ5λ2,λ3 →M
λ∗4
λ3,λ∗0
⊗Mλ
∗
1
λ2,λ∗4
.
Then this map Tλ2,λ3,λ∗0 written as above makes sense as a T map, and one has
(Tλ2,λ3,λ∗0 )12 (A
λ0
λ1,λ5
)1 (Tλ1,λ2,λ3)21 = (A
λ0
λ4,λ3
)1 (A
λ4
λ1,λ2
)2P(12),(5.7)
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as maps Mλ4λ1,λ2 ⊗Mλ0λ4,λ3 →M
λ∗4
λ3,λ∗0
⊗Mλ
∗
1
λ2,λ∗4
.
One can symbolically write the above relation (5.7) as T12A1T21 = A1A2P(12).
Proof. Again, we prove the Hom version. The Hom versions of the two T maps are
(THomλ1,λ2,λ3)21 : HomW(Vλ4 , Vλ1 ⊗ Vλ2)⊗HomW(Vλ0 , Vλ4 ⊗ Vλ3 )
→ HomW(Vλ0 , Vλ1 ⊗ Vλ5)⊗HomW(Vλ5 , Vλ2 ⊗ Vλ3 ),
(THomλ2,λ3,λ∗0 )12 : HomW(Vλ∗1 , Vλ5 ⊗ Vλ∗0 )⊗HomW(Vλ5 , Vλ2 ⊗ Vλ3)
→ HomW(Vλ∗4 , Vλ3 ⊗ Vλ∗0 )⊗HomW(Vλ∗1 , Vλ2 ⊗ Vλ∗4 ).
Pick any element
∑
f1⊗f2 ∈ HomW(Vλ4 , Vλ1 ⊗Vλ2)⊗HomW(Vλ0 , Vλ4 ⊗Vλ3). We shall apply the Hom
version of both sides of the sought-for equation TAT = AAP to this element. First, the RHS, which is
easier; properly understood, we get
∑
AHomf2 ⊗AHomf1. Now, the LHS. As in Lem.5.3, the element
THom21 (
∑
f1 ⊗ f2) =
∑
f3 ⊗ f4 of HomW(Vλ0 , Vλ1 ⊗ Vλ5 ) ⊗ HomW(Vλ5 , Vλ2 ⊗ Vλ3 ) can be described
completely by the equation ∑
(f1 ⊗ id) ◦ f2 =
∑
(id⊗ f4) ◦ f3(5.8)
of elements in HomW(Vλ0 , Vλ1 ⊗ Vλ2 ⊗ Vλ3 ). We then apply THom12 AHom1 to
∑
f3 ⊗ f4. So the task is
to show the equation THom12
∑
(AHomf3)⊗ f4 =
∑
AHomf2⊗AHomf1 of elements of HomW(Vλ∗4 , Vλ3 ⊗
Vλ∗0 ) ⊗ HomW(Vλ∗1 , Vλ2 ⊗ Vλ∗4 ) under the assumption (5.8), where each THom and AHom should be
understood appropriately. Lem.5.3 says that this sought-for equation is equivalent to the equation∑
(f4 ⊗ id) ◦ (AHomf3) =
∑
(id⊗ (AHomf2)) ◦ (AHomf1)(5.9)
of elements in HomW(Vλ∗1 , Vλ2 ⊗ Vλ3 ⊗ Vλ∗0 ). Hence, the problem is to show (5.9) using (5.8).
We now go to Inv versions. Define the following elements via the left and right canonical maps (3.2):
f˜1 := J
Lf1 ∈ Inv(Vλ1 ⊗ Vλ2 ⊗ V ∗λ4 ), f˜2 := JLf2 ∈ Inv(Vλ4 ⊗ Vλ3 ⊗ V ∗λ0),
f˜3 := J
Lf3 ∈ Inv(Vλ1 ⊗ Vλ5 ⊗ V ∗λ0 ), f˜4 := JLf4 ∈ Inv(Vλ2 ⊗ Vλ3 ⊗ V ∗λ5),
f˜5 := J
RAHomf1 ∈ Inv(∗Vλ∗1 ⊗ Vλ2 ⊗ Vλ∗4 ), f˜6 := JRAHomf2 ∈ Inv(∗Vλ∗4 ⊗ Vλ3 ⊗ Vλ∗0 ),
f˜7 := J
RAHomf3 ∈ Inv(∗Vλ∗1 ⊗ Vλ5 ⊗ Vλ∗0 ).
Definition (3.8) of the AHom map says
f˜5 = (Dλ∗1 )1(Cλ4 )3f˜1, f˜6 = (Dλ∗4 )1(Cλ0)3f˜2, f˜7 = (Dλ∗1 )1(Cλ0 )3f˜3.
By the same philosophy as in the previous subsection (I omit a detailed argument this time), the
equation (5.8) can be translated to the equation∑
ev34(f˜1 ⊗ f˜2) = P(243)
∑
ev26(f˜3 ⊗ f˜4)(5.10)
of elements in Vλ1 ⊗ Vλ2 ⊗ Vλ3 ⊗ V ∗λ0 , while the equation (5.9) to
P(243)
∑
ev26(f˜7 ⊗ f˜4) =
∑
ev34(f˜5 ⊗ f˜6)(5.11)
of elements in ∗Vλ∗1 ⊗ Vλ2 ⊗ Vλ3 ⊗ Vλ∗0 . So the Inv version of the problem is to assume (5.10) and
show (5.11). Apply the invertible linear map (Dλ∗1 )
−1
1 (Cλ0)
−1
4 from left to both sides of (5.11), so the
sought-for equation is now
(Dλ∗1 )
−1
1 (Cλ0)
−1
4 P(243)
∑
ev26(f˜7 ⊗ f˜4) = (Dλ∗1 )−11 (Cλ0)−14
∑
ev34(f˜5 ⊗ f˜6),(5.12)
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which is an equation in Vλ1 ⊗ Vλ2 ⊗ Vλ3 ⊗ V ∗λ0 . Note
(Dλ∗1 )
−1
1 (Cλ0)
−1
4 P(243) ev26(f˜7 ⊗ f˜4) = (Dλ∗1 )−11 (Cλ0 )−14 P(243) ev26 (Dλ∗1 )1(Cλ0)3 (f˜3 ⊗ f˜4),
= P(243) (Dλ∗1 )
−1
1 (Cλ0)
−1
2 ev26 (Dλ∗1 )1(Cλ0)3 (f˜3 ⊗ f˜4),
= P(243) ev26 (Dλ∗1 )
−1
1 (Cλ0)
−1
3 (Dλ∗1 )1(Cλ0)3 (f˜3 ⊗ f˜4),
= P(243) ev26 (f˜3 ⊗ f˜4),
(Dλ∗1 )
−1
1 (Cλ0 )
−1
4 ev34(f˜5 ⊗ f˜6) = (Dλ∗1 )−11 (Cλ0 )−14 ev34 (Dλ∗1 )1(Cλ4 )3(Dλ∗4 )4(Cλ0 )6(f˜1 ⊗ f˜2)
= ev34 (Dλ∗1 )
−1
1 (Cλ0 )
−1
6 (Dλ∗1 )1(Cλ4 )3(Dλ∗4 )4(Cλ0 )6(f˜1 ⊗ f˜2)
= ev34 (Cλ4)3(Dλ∗4 )4(f˜1 ⊗ f˜2).
A little lemma:
Lemma 5.7. For any non-singular weight λ = (x, y),
the map ev12 ◦ (Cλ ⊗Dλ∗) : V ∗λ ⊗ Vλ → Vλ∗ ⊗ ∗Vλ∗ → C equals ev.
Proof. Note λ∗ = (x−1,−yx−1). Observe ei⊗ej ∈ V ∗λ⊗Vλ is sent via Cλ⊗Dλ∗ to q−2imy,x−1 q−i(i−1)e−i⊗
q−2jm−yx−1,xqj(j−1)e−j ∈ Vλ∗ ⊗ ∗Vλ∗ , then via ev12 to q−2imy,x−1 q−i(i−1)q−2jm−yx−1 ,xqj(j−1)δ−i,−j
which equals q−2i(my,x−1+m−yx−1,x)δi,j = δi,j , where we used (5.6).
Hence (Dλ∗1 )
−1
1 (Cλ0)
−1
4 ev34(f˜5 ⊗ f˜6) = ev34(f˜1 ⊗ f˜2). So we just showed that the sought-for equation
(5.12) is equivalent to the assumption equation (5.10).
5.4. Groupoid of triangulations of n-gon. We shall now assemble all the results obtained so far
and formulate our main result. We first recall from the literature the notion of an ‘ideal triangulation’
of bordered surfaces with marked points on the boundary:
Definition 5.8. A bordered surface with marked points on the boundary is an oriented topological
surface S possibly with boundary, possibly with distinguished ‘marked’ points on the boundary. Boundary
minus the (possibly empty) set of marked points may have several connected components; a component
not homeomorphic to a circle is called a boundary arc, and any component is called a boundary piece.
An ideal triangulation of S is defined as follows. An ideal edge of S is a nontrivial homotopy class of
unoriented paths in S which intersect with the boundary of S only with its endpoints at boundary pieces
of S, where the homotopy allows each endpoint to move inside one boundary piece. A boundary edge
of S is a nontrivial homotopy class of unoriented paths contained in the boundary of S and containing
exactly one marked point, whose endpoints lie in boundary pieces and the homotopy allows each endpoint
to move inside one boundary piece. An ideal triangulation is a maximal collection of distinct non-
intersecting ideal edges and boundary edges.
For a more precise and detailed treatment, see Fock-Goncharov [FG06], Fomin-Shapiro-Thurston
[FST08], or references therein. An ideal triangulation divides the surface into (ideal) triangles. We
shall only deal with the following case:
Definition 5.9. For a positive integer n, an n-gon refers to a surface S as in Def.5.8, of genus 0 with
one boundary component, with n marked points on the boundary.
So one can think of an ‘n-gon’ as a usual Euclidean polygon with n sides, and an ideal triangulation
of it as a triangulation with straight line segments. Ideal triangulations (possibly with labeling for
triangles) are what are used in Chekhov-Fock(-Goncharov)’s quantization of Teichmu¨ller spaces, while
Kashaev’s quantization of Teichmu¨ller spaces uses the following.
Definition 5.10. A dotted ideal triangulation of a bordered surface with marked points on the boundary
S is an ideal triangulation of S, together with 1) the choice of a distinguished corner for each triangle,
depicted with the dot •, and with 2) the choice of (bijective) labeling for the triangles by some index set
I.
We usually take I = {1, 2, . . . , r}, where r is the number of triangles, which is an invariant. For
example, for an n-gon, we have r = n− 2. For the present paper we upgrade to the following notion,
as could have been predicted in §5.1:
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Definition 5.11. A LD-triangulation of S (or a labeled dotted ideal triangulation of S) is a dotted
ideal triangulation of S together with the choice of labeling of each edge by a non-singular weight, called
edge-labels.
An LD-triangulation of S is said to be sane if each triangle is sane, in the sense of Def.5.2.
In Kashaev’s quantum Teichmu¨ller theory, choice of a dotted ideal triangulation leads to quantum
coordinate operators on a certain version of Teichmu¨ller space on a Hilbert space of states. Different
ideal triangulation leads to different quantum coordinate operators on a different Hilbert space, and to
each change of dotted ideal triangulation Kashaev assigns a unitary map between the Hilbert spaces,
intertwining the quantum operators. In the classical limit, this unitary intertwiner recovers the classical
coordinate change formulas, and the assignment of these intertwining operators is consistent, in the
sense that the composition of changes of dotted ideal triangulations is preserved by the corresponding
unitary operators, up to constants. One way of formulating this is by Kashaev’s groupoid of dotted
ideal triangulations. For convenience, we first come up with:
Definition 5.12. A full groupoid based on a set C is the category whose set of objects is C, in which
there is exactly one morphism from any object to any object.
Definition 5.13 (groupoids of (changes of) triangulations). The Ptolemy groupoid of S is the full
groupoid based on the set of all ideal triangulations of S.
The Kashaev groupoid of S is the full groupoid based on the set of all dotted ideal triangulations of S.
The LD-groupoid of S is the full groupoid based on the set of all LD-triangulations of S.
The Chekhov-Fock(-Goncharov) quantization of Teichmu¨ller space of a surface S can be thought of
as a projective functor from the Ptolemy groupoid of S to the category Hilb of Hilbert spaces whose
morphisms are unitary maps, while the Kashaev quantization as a projective functor from the Kashaev
groupoid of S to Hilb. Here, functor is said to be ‘projective’ if the composition of morphisms is
preserved up to multiplicative constants. These results are written in terms of generators, or generating
morphisms, of the corresponding groupoids. We first view each element of a groupoid in Def.5.13 as a
‘change’ of corresponding triangulations.
Definition 5.14 (elementary morphisms). In a Ptolemy groupoid, a morphism is called a flip if it
connects two ideal triangulations differing only by one edge.
In a Kashaev groupoid: a morphism is denoted by At if it alters only one triangle labeled by t by moving
its dot to the counterclockwise next one. A morphism is denoted by Tst if triangles labeled by s, t are
adjacent with the dots configured as in Fig.1 in the first triangulation, and the second triangulation is
the same as the first one outside these triangles, on which it looks like in Fig.1. A morphism is denoted
by Pγ for a permutation γ of index set for triangle labels, if it changes the label t for each triangle in
the first triangulation to the label γ(t) in the second triangulation.
In an LD-groupoid: a morphism is denoted by AǫI , for a sequence (ǫt)t∈I ∈ {±1}I of signs, if it is∏
t∈I A
ǫt
t as in the Kashaev groupoid when forgetting the edge labels, and the edge labels change as in
Fig.3. A morphism is denoted by Tst if it is as in the Kashaev groupoid, and the edge labels change as
in Fig.4. A morphism is denoted by Pγ if it is as in the Kashaev groupoid.
Call these morphisms and their inverses the elementary morphisms of each groupoid.
Theorem 5.15 (“Whitehead’s classical fact”; see e.g. [P12]). The Ptolemy groupoid of S is generated
by flips, i.e. any morphism is a sequence of flips, and any algebraic relation of flips is generated by,
i.e. is a consequence of, the following ones: 1) flip on the same edge twice is identity, 2) for two edges
appearing as sides of exactly one triangle, the alternating sequence of five flips on these two edges is the
identity, and 3) for two edges not appearing as sides of any triangle, the flips on these edges commute
with each other.
Theorem 5.16 ([K00a],[T07],[K16b]). The Kashaev groupoid of S is generated by elementary mor-
phisms, and any algebraic relation among them is generated by the ones in eq.(1.1) and the ‘trivial ones’
mentioned after eq.(1.1).
In Chekhov-Fock(-Goncharov) and Kashaev quantizations, they assign unitary operators to the ele-
mentary morphisms, and verify that the relations corresponding to the ones above are satisfied by these
operators up to constants. For our situation, we would like to consider a subgroupoid of LD-groupoid
consisting of sane LD-triangulations. However, instead of full subgroupoid based on the set of all sane
LD-triangulations, we consider the subgroupoid generated by elementary morphisms.
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Definition 5.17. The sane LD-groupoid of S is the subgroupoid of the LD-groupoid of S with the set
of objects being the set of all sane LD-triangulations, in which there is a morphism from an object to an
object if and only if these two are connected by a sequence of elementary morphisms in the LD-groupoid.
In particular, not every two objects in the sane LD-groupoid are connected by a morphism. In practice,
it is probably wise to take a ‘connected component’ of the sane LD-groupoid which is of interest; one
may look for a characterization of connected components, in terms of the condition on the edge labels.
From Thm.5.16 we get:
Corollary 5.18. Any algebraic relation of elementary morphisms of an LD-groupoid is generated by
the ones shown in Propositions 2.24, 3.18, 5.4, 5.6 (i.e. the ones symbolized by the relations in eq.1.1),
and the ‘trivial ones’.
Now we are ready to formulate our main result in the following final form:
Theorem 5.19 (main result: representation of the sane LD-groupoid, from representation theory of
the quantum torus algebra W). Let Vec be the category of finite dimensional complex vector spaces,
where morphisms are linear maps. Let S be an n-gon for a positive integer n ≥ 3, and fix an index set
I for triangles of ideal triangulations of S. The following assignment yields a well-defined projective
functor from the sane LD-groupoid of S to Vec.
Consider a sane LD-triangulation of S. For each triangle labeled by t ∈ I, denote the edge-labels of
the sides of t by λt1 , λt2 , λtx3 in this counterclockwise order, so that λt3 is for the side facing the dot of
t. To this sane LD-triangulation we assign the vector space⊗
t∈I
M
λt3
λt1 ,λt2
For the elementary morphism AǫI we assign the operator
⊗
t∈I A
ǫt
t , where A
+1
t stands for the map
Aλ3λ1,λ2 :M
λt3
λt1 ,λt2
→Mλ
∗
t1
λt2 ,λ
∗
t3
and A−1t stands for the map (A
λ∗t2
λ∗t3 ,λt1
)−1 :M
λt3
λt1 ,λt2
→Mλ
∗
t2
λ∗t3 ,λt1
. For the
elementary morphism Tst we assign the operator (Tλs1 ,λs2 ,λt2 )st which is the operator Tλs1 ,λs2 ,λt2 :
M
λt3
λt1 ,λt2
⊗Mλs3λs1 ,λs2 → M
λs,t
λs2 ,λt2
⊗Mλt3λs1 ,λs,t applied on the s-th and t-th tensor factors, where λs,t :=
λs2λt2 is the edge-label for the new diagonal edge. For the elementary morphism Pγ we assign the
factor permuting operator Pγ :
⊗
t∈I M
λt3
λt1 ,λt2
→⊗t∈I Mλγ−1(t),3λγ−1(t)1 ,λγ−1(t)2 sending each t-th factor to the
γ(t)-th factor.
We may say that our final result is the construction of families of finite dimensional projective rep-
resentations of the sane LD-groupoid of an n-gon, which is the genus 0 bordered surface with one
boundary component with n marked points on the boundary, from the representation theory of the
quantum torus algebra W =Wq at root of unity q.
As an anonymous referee pointed out to the author, the existence of these projective representations
of the sane LD-groupoid was first asserted in Prop.9 of [K98, §2.1.2] without proof, and then developed
more concretely in [K00b]; in particular, an explicit formula for the order three operator A is not
written in [K98] but appears in [K00b]. The referee also mentioned that in a later work [GKT12],
the ‘tetrahedral symmetries’ of 6j-symbols were worked out in full generality in the case of the Borel
subalgebra of Uq(sl2), i.e. the quantum torus algebra W . The 6j-symbols there correspond to our T
operator, and I believe that our consistency relations involving A and T are somehow encoded in their
‘tetrahedral symmetries’.
6. Discussion
6.1. Going to higher genus: once-punctured torus. I first claim that in the case when S is an
n-gon which is dealt with in the present paper, there exists a ‘big enough’ connected component of
the sane LD-groupoid of S, in the sense that for any ideal triangulation of the n-gon, this connected
component contains an object (i.e. a sane LD-triangulation) whose underlying ideal triangulation is
this one. For investigation of a similar question for higher genus cases, here we consider an example of
the once-punctured torus.
First, notice that once-punctured torus can be obtained by identifying the two pairs of the ‘parallel’
outer edges of a 4-gon, as in the LHS of Fig.7. At the moment, one may view this as being a special
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case of the 4-gon situation; in particular, the identified edges of the 4-gon are labeled by a same weight.
The first question is, do there exist weights λ1 = (x1, y1) and λ2 = (x2, y2) so that the LD-triangulation
in the LHS of Fig.7 is sane? The condition is that λ1, λ2, λ3 = λ1λ2 = (x1x2, y1x2 + y2) must be non-
singular, and that λ1λ2λ1 = λ2, which as one can see by computation is equivalent to the condition
x2(x
2
1 − 1) = 0 and y1(x1x2 + 1) + y2(x1 − 1) = 0. From non-singularity x1, x2, y1, y2 are nonzero, so
x21 − 1 = 0, hence x1 = ±1. For x1 = 1, it must be that y1(x2 + 1) = 0 hence x2 = −1, while for
x1 = −1 it must be that y1(−x2 + 1)− 2y2 = 0 hence x2 = − 2y2y1 + 1. For the moment, let us choose
to work with the case x1 = 1, x2 = −1. Then the non-singularity of λ3 says y1 6= −y2. We would like
to be able to flip at the diagonal labeled by λ3; in order for the new LD-triangulation after the flip to
be sane, it must be that λ4 = λ2λ1 = (−1,−y2 + y1) is non-singular, i.e. y2 6= y1.
λ1
λ2
λ1
λ2λ3
•
•
s
t
λ1
λ2
λ1
λ2λ4
•
•
s
tTst
Figure 7. Flip at an edge labeled by λ3, for a once-punctured torus
To make the connected component for this sane LD-triangulation bigger, we’d better be able to flip
at other two edges of the triangulation too. To flip at the edge labeled by λ2, let us redraw the once-
punctured torus in the LHS of Fig.7 as in the LHS of Fig.8, and flip at the diagonal labeled by λ2. For
the newly obtained LD-triangulation to be sane, it must be that λ5 = λ1λ3 is non-singular, which one
can compute to be equivalent to the condition 2y1 6= y2. What about flipping at the edge labeled by
λ1? We first redraw the once-punctured torus like in the LHS of Fig.9. To be able to flip, we should
first change the dots by some A move, for example to make the picture like in the RHS of Fig.9. In
order for this picture to make sense, we must have λ1 = λ
∗
1 and λ3 = λ
∗
3. One can verify that λ1 = λ
∗
1
is impossible because of x1 = 1 (and, in case we chose x1 = −1 in the beginning, one can show that
λ3 = λ
∗
3 is impossible). So the flip at the edge labeled by λ1 is impossible.
λ1
λ3
λ1
λ3 λ2
•
•
s
t
λ1
λ3
λ1
λ3 λ5
•
•
s
tT−1st
Figure 8. Flip at an edge labeled by λ2, for a once-punctured torus
After a flip at the edge labeled by λ2 or λ3, are we able to go on flipping at other edges, to obtain new
LD-triangulations? For this, the above obtained conditions x1 = 1, x2 = −1, y1 6= ±y2, 2y1 6= y2 must
hold for the ‘new’ non-singular weights λ′1, λ
′
2 playing the role of the previous λ1, λ2 (more precisely,
λ′1 = λ1, λ
′
2 = λ4, or λ
′
1 = λ1,λ
′
2 = λ3). One can come up with such an example; if in the initial picture
we put λ1 = (1, α), λ2 = (−1, β) for any non-zero real numbers such that α/β is irrational, then one can
easily show that these conditions are preserved all the time, so in particular, this connected component
of sane LD-groupoid has infinitely many objects; lots of elements of the mapping class group SL(2,Z),
perhaps the elements of a subgroup isomorphic to Z, can be realized as morphisms (or, paths) inside
this connected component. One could investigate similar questions for other higher genus surfaces,
to see which subgroups (and how big they are) of the mapping class group can be represented in a
connected component of the sane LD-groupoid.
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Figure 9. Preparing the flip at an edge labeled by λ1, for a once-punctured torus
A referee pointed out that the case of genus three with one puncture is dealt with in [K00b], or in
its reference [K99b], but an explicit sane LD-triangulation of such a surface is not found there; so one
might try to construct a sane LD-triangulation for this case, using these works [K00b] [K99b].
6.2. On representation theory of other Hopf algebras. For any Hopf algebra, one might study
the left and right duals and the left and right Hom representations as done in the present paper, to
see if we get anything new, i.e. a new representation of the Kashaev-type groupoid. For the case
when the tensor product of two irreducibles decompose into the direct sum of a single irreducible as
in the present paper, one might hope to get something like we obtained in this paper, i.e. the A,T,P
operators, giving a representation of the LD-groupoid. A natural candidate is a Borel subalgebra of the
higher rank quantum groups Uq(sln), for q a root of unity. Or, maybe one can try (Borel subalgebras
of) affine quantum groups too. See also [GKT12].
6.3. On cyclic quantum dilogarithm. In the present paper, we avoided going too deeply into prop-
erties of the cyclic quantum dilogarithm, which we would need e.g. if we want to express the action of
the operator F (2.13) on the basis vectors explicitly and neatly, and to compute the formula for A more
directly using its definition. Properties that I suggest to establish is a ‘Fourier transform formula’ and
the ‘reflection formula’, as an analog of the counterpart [V05] [R05] for the compact or non-compact
quantum dilogarithm functions, defined for q not a root of unity. Vaguely saying, the former says that
the Fourier transform of a quantum dilogarithm is also a quantum dilogarithm.
Let us be more explicit. What can be called a Fourier transform on CN is the operator
F : CN → CN , ei 7→
N−1∑
j=0
q−2ijej , ∀i = 0, . . . , N − 1,
which has the properties: F−1(ei) =
∑
j q
2ijej, F2(ei) = e−i, F4 = id, and
F AF−1 = B, F B F−1 = A−1.
A generalization of such operator might look like
G : CN → CN , ei 7→
N−1∑
j=0
qai
2+bij+cj2+di+fjej , ∀i = 0, . . . , N − 1,
with some numbers a, b, c, d, f ; such operator was referred to in §4.3 as an analog of Fourier transform,
or exponential of a quadratic expression in Schro¨dinger operators. As seen in Prop.4.4, our A operator
is an example. These operators appear as ‘metaplectic representations’, in the sense that
G AG−1 = q2m1Ag1Bg2 , GB G−1 = q2m2Ag3Bg4 ,
for some integers m1,m2, g1, g2, g3, g4. So, conjugation by such operator on a cyclic quantum dilog-
arithm might help finding the explicit action of a cyclic quantum dilogarithm on basis vectors. One
suggestion to be studied for a sought-for ‘Fourier transform formula for cyclic quantum dilogarithm’ is
to investigate the operator F Φqa,c(A), and see if it can be written almost as Φqa,c(C) for some operator
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C. I think a basic question is to investigate the expression
∑N−1
j=0 q
−2ijw(a, c|i) and see if it equals
something like qaj
2+bj w(a′, c′|j).
I also expect that there is a ‘reflection identity’ that might look something like Φq
a,c(C)Φ
q
a,c(C
−1) =
the exponential of a quadratic expression in Schro¨dinger operators, or with the parameters a, c of the
second factor modified appropriately; more precise form could be deduced from the identity in Prop.5.6.
This problem is easier to tackle than the Fourier transform formula, for a version of a reflection identity
is established already in [K00b] (without proof).
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