Abstract. In this paper, we continue our investigation of the relation between various systems that can be derived from the Klein-Gordon-Zakharov system in the high-frequency and subsonic limits. In this paper we start from the singular nonlinear Schrödinger system which was derived in a previous work and derive the classical nonlinear Schrödinger system in two different limit cases. These two nonlinear Schrödinger systems have different coefficients in the nonlinearity.
Introduction.
In [15] , we investigated a resonance phenomenon in the high-frequency and subsonic limits of the Klein-Gordon-Zakharov system (KGZ)
where E and n describe the Langmuir oscillations and the ion sound waves in plasma, c 2 is the plasma frequency and α is the ion sound speed. Under the resonance condition αγ = 2c 2 with arbitrary fixed γ, we derived the following limit system as c goes to infinity:
where E = (E 1 , E 2 ): R 1+3 → C 3 × C 3 comes from the two modes of oscillations in E of KGZ, E ⊥ = (E 2 , E 1 ), and A γ denotes the following singular operator
which comes from a careful analysis of the resonances in KGZ. We refer to [15] for some of the properties of the operator A γ .
In this paper, we will take (1.2) as our starting point and study the two limits γ going to 0 and γ going to ∞. The dimension six of the range of E is completely irrelevant throughout this paper. Also the transform E → E ⊥ can be replaced with any complex linear map.
In the limit γ going to ∞, we prove the convergence towards the following coupled nonlinear Schrödinger system (NLS) 2iĖ − ∆E = |E| 2 E. (1.4) This is exactly the system derived in [13] and [14] as the limit of KGZ for (c, α) → ∞ in the case α < c. In the limit γ going to 0, we prove the convergence towards the following coupled nonlinear Schrödinger system 2iĖ 1 − ∆E 1 = (|E 1 | 2 + 2|E 2 | 2 )E 1 2iĖ 2 − ∆E 2 = (|E 2 | 2 + 2|E 1 | 2 )E 2 (1.5) which is the system derived in [11] as the nonrelativistic limit of the nonlinear Klein-Gordon equation: (1.6) which can be derived from KGZ if we send α to ∞ while keeping c fixed [3] .
Our goals in this paper are to rigorously affirm that nonlinear resonances can lead to different NLS's depending on the way (order) of taking the limits, and to propose the equation (1.2) as a simple model connecting such different limits by one parameter of the resonant frequency.
Preliminaries.
Before stating our main results, we need to introduce several notations. First we define a := (1 + |a| 2 ) 1/2 , a, b = (a · b), (2.1)
where a, b, f , g, u and v may be scalar or vector valued.
Fourier multipliers and frequency decomposition.
We define the space and the space-time Fourier transform by For the singular frequency γ, we need more precise cut-offs.
Definition 2.1.
fγ =φ(|∇/γ|)f , fγ =φ(|∇/γ|)f , fX = f − fγ, fX = f − fγ, (2.4) whereφ,φ ∈ C ∞ 0 (R) should satisfy (S1)φ(r) = 1 around r = 1. (S2)φ = 1 on a neighborhood of suppφ. (S3) Ifφ(r 1 ) =φ(r 2 ) = 1 then 2r 2 1 ≥ r 2 2 . To fix the estimates, we choose them such thatφ(r) = 1 for 8/9 ≤ r ≤ 10/9, suppφ ⊂ (7/8, 9/8),φ(r) = 1 for 6/7 ≤ r ≤ 8/7, and suppφ ⊂ (5/6, 7/6).
Also we denote for sufficiently big number N 1 (depending on the choice of the above cut-off functions),
For example, we can choose N = 999 for the above particular choice ofφ andφ.
Some spaces.
When dealing with the limit γ going to infinity we will work in a space with different Sobolev regularities depending on the frequency. We denote the inhomogeneous Besov space by B s p = B s p,2 . For any s ≥ s ≥ 0, 0 < ε < 1 and γ 1, we define the space G ε,r,s p by the norm
where r := (s −sε)/(1−ε) is chosen so that the second norm is larger for |ξ| > γ ε and smaller for |ξ| < γ ε than the first one. On the other hand, the third norm is smaller for |ξ| > γ and bigger for |ξ| < γ than the second one. In particular, we have
We will omit ε and p = 2, i.e., Those norms can be defined through the space-time Fourier transform, such as
We also define the space X by the norm
In order to use those norms for the local solutions in a uniform fashion, we extend the integral equation to the whole line. For 0 < T < 1, we define the extension operator ρ T from [0, T] to R by 13) and the associated integral operator I T by
Then we can formulate the extended integral equation for (1.2):
where χ ∈ C ∞ 0 (R) is a fixed cut-off satisfying χ(t) = 1 for |t| ≤ 1. Clearly, any global solution E of this equation satisfies (1.2) on [0, T]. Conversely, given any local solution E on [0, T], we obtain the unique global solution of the above which is equal to E on [0, T], just by plugging the local solution into the right-hand side.
In the following, our solution E will be always a global solution of (2.15). For brevity, we will also denote 
Proof. Since
we have
Main results.
In this section, we state the main results of this paper. We start by the limit γ going to infinity and state two results. The first one is set in the Sobolev space H s for s ≥ 3/2. THEOREM 3.1. Let s ≥ 3/2 and E γ be the solution of (1.2) , on a maximal time
on the maximal time interval [0, T ∞ ). Then, we have in the limit 
can be given in terms of the initial bound and E ∞ L ∞ (0,T;H s )∩L 4 L 6 (0,T) . It is in general easy to consider stronger convergences. In particular, if we assume that initially the second and the third components in the G ε,s,s norm (2.6) go to 0, then it persists for later time up to the maximal existence of the limit solution. That can be seen in the later estimates, just by dropping the first component in the second line of (2.6) whenever we apply that norm to functions with the highest frequency.
The next result concerns the convergence when γ goes to 0. 
on the maximal time interval [0, T ∞ ). Then, we have in the limit
The coefficients in the second limit NLS was written more explicitly in (1.5).
The rest of the paper is organized as follows. The next four sections deal with the limit γ going to infinity and more precisely with the proof of Theorem 3.2.
We point out that the critical case, namely s = 1/2 and s = 3/2 requires more work. In Subsection 4.1, we estimate the singular term in L 4 in space. Then, in Subsection 4.2, we prove the Strichartz estimate for the nonresonant part. In Section 5, we prove the estimate in the X space and in Section 6, we give the energy estimate at the resonant frequency, thereby concluding uniform boundedness of E γ in Subsection 6.1. Section 7 is devoted to the convergence proof.
Finally, Section 8 is devoted to the limit γ → 0 and the proof of Theorem 3.3.
In the appendix, we give two proofs of the L 4 bound on the operator A γ .
Strichartz estimate at the nonresonant frequency.
We start here the proof of Theorem 3.2. In this section and the next two ones, we will give uniform estimates which yield the existence of a solution to (1.2) on some small time interval (0, T) which is independent of γ. The goal of this section and sections 5 and 6 is to estimate those norms
The most difficult case is the critical case, namely s = 1/2 and s = 3/2. In particular there is a difficulty related to the lack of the L ∞ estimate for the low frequency part due to the failure of the Sobolev embedding of
Linear and quadratic estimates.
where L p,q denotes the Lorentz space.
Trivially we may replace
by L 2 G s,s 6 . Also remember that the last norm is the component for |ξ| ≥ γ in the norm G s,s
.
Proof. For the first inequality, we just use the Sobolev embedding for Eγ. For EX, we use the complex interpolation and then the Sobolev embedding (into the Lorentz space for the first inequality). The second inequality follows from Hölder after the embeddings
For the estimate of A γ (E 2 )γ, we use the fact that, when restricted to frequencies of order γ, A γ is bounded from L 4/3 to L 4 with a norm bounded by γ 3/2 (cf. Appendix). 
Cubic estimates.
Proof. The terms E 2 E are estimated by the standard Littlewood-Paley decomposition of the three functions, putting the highest frequency part in G s,s and the other two in L 6 .
Remark that for the high-high interactions, namely when the product has lower frequency than the highest one, we get even better decay for G s,s p compared with the standard B s p . For example, if the highest frequency k is put in the third component in the norm (2.6) and the product is in the second one, then the gain is
where on the right we put the gain in the case of B s p for comparison. The term with A γ (E 2 )X is treated in the same way, because the operator A γ restricted away from the singular frequency γ is uniformly bounded in any Besov space. Integrating in time, we get the first two inequalities in (4.4). Now we treat the term with A γ (E 2 )γ. The point here is that 
For the last term, we applied (4.2) to the L 8 L 4 norm.
The X estimate.
In this section, we derive the X s,b type estimate. Recall the space X defined in (2.12).
Proof. Using Lemma 2.2, the left-hand side is bounded by
Notice that the first norm is stronger than the second at frequency γ.
First in the cubic term (E 2 + A γ (E 2 )X)E, we put one of the E's having the highest frequency into G s,s and the two others in L 6 . Hence the product satisfies
where the regularity loss is due to the Sobolev L 6/5 ⊂ H −1 .
Next we estimate A γ (E 2 )γE γ , which does not contribute to theX frequency thanks to (4.6). Hence we can estimate the product by using (4.3),
For the remaining term with E γ , we put it in L ∞ (γ s−s H s ) and use (4.3) . Hence the product is in L 8 G s−3/4,s −3/4 and so we gain additional decay γ −1/4 T 1/8
Using the interpolation (4.2), we obtain the desired bound.
Energy estimate at the resonant frequency.
This estimate applies only to the true nonlinear solutions, in contrast with those in the previous section, which applies to the Duhamel formula. We denote the solution by E to emphasize the difference from the general functions E in the previous section. 
Proof. Here we use the frequency localized version of the "mass decreasing" identity
which follows from the equation. The right-hand side represents the dissipation driven by nonlinear resonance at the frequency γ.
By inserting the frequency localizer at γ in the above identity, we get
The first term equals (6.4) and the second term equals
The main observation here is that we will be able to estimate all the terms appearing on (6.4) and (6.5), because of their nonresonance property, except the last two terms of (6.5), which can be neglected thanks to the good sign. Now, we estimate the other quartic terms after integrating in time. In the term with three EX in (6.4), at least one of them has to have frequency γ. We put it in L 2 G s,s 6 and the two other EX in L 4 L 6 . Hence,
By (4.2), the right-hand side is bounded by that in (6.1). The same estimate applies to the other terms in (6.4) with E X γ , so we may replace EX in them by E γ .
To control them and similar terms in (6.5), we need the nonresonant property stated in the following lemma. We point out that this lemma is not needed if s > 1/2 and s ≥ 2. Indeed, in that case we can estimate EX in L 2 L ∞ by the Strichartz and we get better decay for the frequency of order γ.
For δ > 0, we decompose each function E(t, x) with respect to the distance from the characteristic τ = |ξ| 2 /2 as follows. Recall that our solution to (2.15) is defined on the whole space-time.
where χ is the same cut-off function as in (2.3). Also, to simplify notation, we will denote E C = E C . In addition, for any interval I ∈ R, we denote the characteristic function of I by I itself and define
There exists ε > 0 small such that for δ < εγ 2 we have
Proof. We only consider the version without A γ and I, since the others are proved in the same way. Those space-time integrals are given in the following form by using the Plancherel identity, (6.10) where (τ 1 , ξ 1 ) and (τ 3 , ξ 3 ) are such that (6.11) and each F j comes from some cut-offs of F 4 E, supported in
for some small θ 1 , θ 2 > 0 determined by the support ofφ in Definition 2.1.
To prove that the integral vanishes, we will prove that the intersection of those supports is empty. Indeed, if (τ 0 , ξ 0 ), (τ 1 , ξ 1 ), (τ 2 , ξ 2 ), (τ 3 , ξ 3 ) are all in the supports, then we have
for ε > 0 small enough. Now the support property (S3) in Definition 2.1 implies that
which gives a contradiction (for appropriate choice of ε and E γ in (2.5)), meaning that the support intersection is empty. Now, we apply the above lemma to the terms appearing in (6.4). For the second term in (6.4) (after disposing of the part E X γ ), we have
, where I = [0, T ] for T ∈ (0, T). The second, the third, and the fourth terms are estimated by using that
Then they are bounded by
For the first term of (6.15), we use
Hence it is bounded by
The last term of (6.15) is bounded by . However, this observation does not simplify the proof for the term EX · Eγ | EX · Eγ t,x , and moreover it is far from sufficient for the corresponding terms with the singular operator in (6.5). Now, we estimate the last term in (6.4), namely
. If s > 1/2, we only need Strichartz estimate since E γ would be in L 2 L ∞ . If s = 1/2, we have to use the nonresonant property and argue exactly as above. Thus it is bounded by
For the terms in (6.5), we may replace A γ (E 2 ) with A γ (E 2 )γ, since we can estimate the other part A γ (E 2 )X as in the case where there is no singular operator.
We decompose the first term of (6.5) into (6.22) and for the second term we used the fact that A γφ (|∇/γ|) maps L 3/2,1 into L ∞ with a norm bounded by Cγ 2 (See [15, Lemma 4.2] for the estimate on the singular part. The order in γ is given by scaling.) Hence
and hence the second term in (6.22) is bounded by
For the first term of (6.22), we use the above lemma, writing the decomposition as in (6.15) 
Then, using that A γφ (|∇/γ|) maps L 3/2,1 into L ∞ with a norm bounded by Cγ 2 , we can dominate this term by
Using (4.2), we can bound the right side by that in (6.1).
For
and that A γφ (|∇/γ|) maps L 6/5 into L 6 with a norm bounded by γ 2 (cf. [ 
15, Lemma 4.2]). Hence this term is bounded by
The estimate of the other three terms are the same and we do not detail them. We get
Finally, we treat the second term in (6.5). Here, we can not use the nonresonant property. However, by the Fourier support property (S2) in Definition 2.1, we have
hence by using Hölder,
and so by using the L 4/3 → L 4 bound on A γ ,
Then, we put the last EX in L 8 L 4 by (4.2) (notice that this part may have low frequency), and the term is controlled by
which is dominated by the right side of (6.1) due to (4.2).
Uniform estimate.
For the global solution E of (2.15) for any fixed T ∈ (0, 1), we denote
Notice that by definition of the integral equation (2.15), those L p t norms on t ∈ R are dominated by their restriction to [0, T]. We also denote the initial data size by
in H s . This is essential in the scaling critical case s = 1/2.
Putting the results of Propositions 4.3, 5.1 and 6.1 together, and using that
for some absolute constant C ≥ 1. Take M ≥ 2(C + 2). Then for small T > 0 we have We may assume that G(0) = 0 since otherwise the solution is trivial. Suppose that we have
Then from the above inequalities we obtain
hence in the same way we get
Since (6.37) holds at least for sufficiently small T > 0 (it may depend on γ), and L and G are continuous with respect to T, we have (6.37) as long as (6.36) is satisfied. Thus we have
It is classical to construct solutions on a fixed time interval using the above uniform a priori estimates and we do not detail this here.
Convergence proof.
For the convergence proof, we use the Duhamel formula for the nonresonant part and write
The Strichartz estimate implies
Estimating in the same way as in (4.4), we obtain
In addition, we have
6 , and moreover vanishing as T → +0 uniformly in γ, we obtain
In the case s = s ≥ 3/2, I 2 does not have explicit decay factor, so we need to approximate E by E ∞ also in I 2 . Then we have in the same way as (4.4),
and the last norm goes to 0. Since the other norms are uniformly bounded, we get (7.5) for small T > 0. Now, we have to
Eγ L ∞ H s goes to zero thanks to the uniform bound in G s,s . Hence, we have only to deal with the case s = s ≥ 3/2. From (6.1) we have
for small T > 0, and by the same argument for (5.1), we have also
Therefore in all cases we have
We can repeat this argument from t = T to prolong the interval of convergence as many times as we like. Since the smallness condition on T can be determined only by
we can extend the convergence interval as long as E ∞ stays in L 4 L 6 , i.e. up to the maximal existence time T ∞ . More precisely, for any T ∈ (0, T ∞ ) and any ε ∈ (0, 1), we can decompose (0,
Then applying the Strichartz estimate on I j := (T j , T j+1 ), we get
if ε > 0 is sufficiently small. Making ε > 0 small enough to satisfy the smallness condition for the convergence, we get the convergence up to t = T by N times repetition of the above argument.
8. The limit γ going to 0. To prove theorem 3.3, we first prove the existence on a uniform time interval and then prove the convergence.
The proof of existence is the same as for the proof of existence for the nonlinear Schrödinger in H 1/2 . However, due to the presence of the operator A γ here, we have to choose the Strichartz spaces the right way. We have
and hence
Then, we multiply by E
, we deduce that
Hence, if we choose T such that
we deduce by continuity of S T and G T that
This insures the existence on a uniform time interval.
The convergence proof is exactly similar and much easier than the case γ going to infinity, because
strongly on any Besov space as γ → 0, and
We do not give more details. In particular it yields the fact that when γ goes to zero the existence time of the initial system (1.2) T γ satisfies (3.6).
A. Appendix: L p bounds on A γ . In this appendix, we prove that when restricted to frequencies of order γ, A γ is bounded from L 4/3 to L 4 with a norm bounded by γ 3/2 . By scaling it is enough to prove it for γ = 1. When A γ is replaced by δ |∇|=1 , then the statement is the Tomas-Stein theorem (see [21] ).
Here, we would like to adapt that argument to deal with PV
. More precisely, we prove the following lemma:
We will give the proof in dimension n. In the next subsection, we give an alternative proof which uses the Tomas-Stein theorem and gives a stronger conclusion.
For the proof, we follow the proof of the Tomas-Stein theorem (see the notes of Tao [21] ). We denote T = PV
where supp χ ∈ (1/3, 3) and χ(ξ) = 1 for 1/2 ≤ |ξ| ≤ 2. We also denote K(x) its kernel. One can prove by explicit Fourier transform
Let φ be a radial smooth function which is equal to 1 near zero and which is compactly supported. We define for
Hence, we can write
The estimate on the first term is trivial from the kernel bound (A.2). To sum the other operators, we use the complex interpolation. Hence lemma A.1 follows from sup t∈R k∈N
by interpolating them at 1/2.
Hence, it remains to prove these two estimates. The first estimate follows from (A.2). For the proof of the second estimate, we have to show that
This is a consequence of the following claim
where d = |1 − |ξ|| is the distance from ξ to the unit sphere.
First, consider the case d ≥ 2 −k . Modulo a rotation, we can assume that ξ = |ξ|e 1 . In the following computations, we will omit PV. We have
where we put y = rω with ω ∈ S n−1 . The first term on the right-hand side is bounded by C/d. For the second term, we have
The first term is bounded by a constant C. For the second term, we split the integral over S n−1 into annulus where |ω − e 1 | is of order 2 −k+j and j ∈ N, replace the difference by the derivative of ψ k and use its rapid decay. Hence, it is bounded by .9) for any N ∈ N, which is bounded by
Hence, (A.12) can be written as the sum of three terms. The first term vanishes
because ψ k is radially symmetric and hence the integrand is odd in r − 1.
The second term is controlled by 
As above, we write Proof. We may assume that supp f ⊂ {γ/2 < |ξ| < γ} since outside of it the operator is a regular Fourier multiplier. Here we use a decomposition with respect to time frequency:
The first term is bounded by the wave decay estimate:
To sum the rest, we prove the following estimates:
For the L ∞ estimate, let ϕ ∈ S be radially symmetric, supp ϕ compact away from 0, and ϕ(ξ) = 1 on supp f . The support property implies that 
Obviously, the above argument applies also to A * k , just by switching the sign of the phase. Thus we get the desired L 2(n+1)/(n−1) estimates.
The estimates (A.29) can be regarded as the bilinear estimates
for ( p, q) = (1, 1), (2(n+1)/(n+3), 2), (2, 2(n+1)/(n+3)), where s q is the weighted q on 2 N with the norm a k s q = k s a k q (k∈2 N ) . By the complex interpolation, it is extended to inside the triangle spanned by those three points in the 
