Abstract. An implementation of the Cohen-Lenstra version of the Adleman-Pomerance-Rumely primality test is presented. Primality of prime numbers of up to 213 decimal digits can now routinely be proved within approximately ten minutes.
The Primality Test. Combination of the results from [2, Sections 10 and 12] and
leads to the primality testing algorithm described in this section. For the theoretical background we refer to [2] , [5] . The notation that we introduce here will be used throughout this paper.
Let N be some large integer. The primality testing algorithm described here can be used to determine whether an integer n, 1 < n ~ N, is prime. The algorithm consists of two parts. The first part, the preparation of tables, has to be executed only once, because it only depends on N; the second part, the primality test, has to be performed for every number n to be tested. Because e(55440) = 4.920 · 10 106 (rounded off downwards), we can handle numbers of up to 213 decimal digits. For this value of t the number of odd q-primes is 44. By using the improvement e( t) > N 1 1 3 mentioned in [2] , one could with the same t handle numbers of up to 320 digits, but this has not been implemented. (See also Remark (LS).) The choice of t can be made, e.g., by table look-up (see for instance Table 1 of [2] ).
(b) Perform steps (bl) and (b2) for each odd prime q I e(t) (so q -11 t).
(bl) Find by trial and error a primitive root g modulo q, i.e., an integer g ' ;;/= 0 mod q such that g<q-IJ/p ;f; 1 mod q for any prime p I q -1. In our implementation this was done by trying g = 2, 3, 4, ... in succession. Make a table of the function /: {1, 2,. .. , q -2} ~ {1, 2,. . ., q -2} defined by 1 -g' = gf(xl mod q. (So, first make a table of log(gxmodq) = x, for x = l,2, ... ,q -2, and next f(x) = log((l -gx) mod q), for x = 1, 2, ... , q -2.) (b2) Perform steps (b2a), (b2b), (b2c) for each p I q -1 (so p It).
(b2a) Put k = vp( q -1), the number of factors of p in q -1. Section 12].
The Jacobi sums in (b2b) and (b2c) can be computed as follows. We represent an element 2:: 0~,<(p l)p' 1a,t;• of Z [tpi] , with a, E Z, as a vector (a,) 0~i <(p-llp' 1. Initially, we put a,= 0 for 0 ~ i < ( p -1)pk · 1 . Let a, h E Z; for the computation of }p.q we take a = b = 1, for Jtq we take a = 2, b = 1, and for J{" finally a= 3 · 2k 3 , b = 2k- 3 . For x = 1, 2, ... , q -2 in succession we do the following:
Put l=a·x+b·f(x) modp''. If l<(p-l)pk-1 , increase a 1 by one. Otherwise, decrease a 1 _;p' 1 by one for i = 1, 2, ... , p -1. (Notice that, for each x, this is the same as replacing the vector (a;) by the vector (a,)+ t 1~A x+h·f<xl modulo the minimal polynomial of tp', the p" th cyclotomic polynomial I:f~0 1 X'P' 1 .) At the end of this process we have a representation for the Jacobi sum in the vector (a;).
This finishes the preparation of the tables. (1.2) Remark. Notice that only the Jacobi sums are tabulated, and not the Jacobi sum powers as in [2, Section 12] , because that would require a lot of memory space, even for moderately sized t. This implies that the Jacobi sum powers have to be recomputed for every n. As they are easily calculated, this takes only a relatively small amount of computing time (cf. remark after (6.1)). (In the Pascal program we stored the Jacobi sum powers, as in [2, Section 12] ; this resulted in a 1.5% speed-up.)
The reason that the Jacobi sums themselves are tabulated and not recomputed for every 11, is that their computation requires too much memory space (namely the space to store the table of the function f ).
We now present the primality testing algorithm as it follows from [2, Sections 10 and 12] and [5, Section 8] . A detailed description of the steps of the algorithm can be found in Sections 2 through 6.
(1.
3) The Primality Test. Let 11, 1 < /1 ~ N, be an odd integer to be tested for primality. Suppose that tables containing t, e(t), the q-primes, and the Jacobi sums are prepared according to (1.1 ).
Preliminary tests. (a) Test whether gcd(t · e(t), n) = 1. If not, then a prime divisor of n is obtained, because all factors of t · e( t) are known from (1.1 ). In this case, Algorithm (1.3) is terminated.
(b) Select a trial division bound B and perform the trial division step (2.1) as described in Section 2 for this value of B. If a nontrivial divisor of n is found, then n is composite and Algorithm (1.3) halts. If no nontrivial divisor of /1 is found and B > n 1 1 2 , then /1 is prime and Algorithm (1.3) halts. Otherwise, let r be the set of odd prime numbers ~ B dividing /1 -1, let r -be the largest odd factor of /1 -1 without prime factors ~ B, and let F = (n -1)/r be the factored part of /1 -1.
Similarly, Jet I+, r+, and j+ be the set of odd prime factors ~ B, the non factored part, and the factored part of /1 + 1, respectively.
(c) Select a small positive integer m, and perform the probabilistic compositeness test (3.4) as described in Section 3 at most m times. If. during the execution of (3.4), n is proved to be composite, Algorithm (1.3) halts.
( d) As explained in [2, Section 10] , it is useful to distinguish between the prime power factors of t that divide /1 -1 and those that do not divide /1 -1. Declare therefore for all prime powers pk dividing t a Boolean variable flagp', and put flagPk ="true" if n = 1 modp\ and flagP' ="false" otherwise.
We could have done something similar for the prime power factors oft that divide n + 1. We did not incorporate that in our implementations, however (see also Remark (4.6)).
(e) Perform the Lucas-Lehmer test (4.4) as described in Section 4. If n does not pass ( 4.4), report that (1.3) fails if ( 4.4) fails, and report that n is composite if that has been proved in (4.4) . In either case, Algorithm (1.3) is terminated.
If n passes ( 4.4) and its primality has been proved in ( 4.4), report that n is prime and halt. Otherwise let, for pk such that flagP' ="true", elements 13;, of Z/nZ be as in ( (1) Put ii. = n mods, r = 1, and perform steps (11), (12), (13).
(11) Replace r by (nr) mods in such a way that the new value of r satisfies 0 ~ r < s.
(12) If r = 1, report that n is prime and halt.
(13) If r In and r < n, report that n is composite and halt.
Notice that (11), (12), and (13) are performed at most t times, because 11 1 = 1 mods
This finishes the description of the primality testing algorithm (1.3). Remark (4.5)). The correctness of (i2a) follows from [2, Section 10].
(1.5) Remark. In (6] it is shown that for positive integers d, s, and n such that gcd( d, s) = 1 and s > 11 1 / 3 , there exist at most 11 divisors of n that are congruent to d modulo s. Furthermore, an efficient algorithm is presented to determine all these divisors.
Incorporation of this algorithm in the final trial division (l.3)(1) would change the conditions on e(t) in (l.l)(a) and s in (1.3)(f) into e(t) > N 1 1 3 and s > n 1 1 3 , respectively.We did not implement this.
In the rest of this paper we will have a closer look at the steps of Algorithm (1.3).
Trial Division.
Step (b) of the primality testing algorithm (1.3 ), the trial division, has two purposes: to detect composite numbers with a small factor, and to determine the small prime factors of 11 2 -1, for numbers n for which we attempt to prove primality. Let B be as in step (b) of (1.3) the trial division bound.
The trial division routine that will be described below needs a table of prime numbers up to B. Our implementations made use of a table of prime numbers up to 10 6 • To save memory space, only the differences between consecutive primes were stored in such a way that as many successive differences as possible were packed in one machine word.
For the primes up to 10 6 none of the differences exceeds 1000, so that on the CDC 170/750, which has 48-bit integers, we can accommodate four differences in one single-length integer. (In the Pascal implementation we use the full 60-bit machine words of the CDC 170/750 by packing 6 differences in one machine word; in the Fortran program we do not do so in order to make the program less machine dependent and to increase its portability.) (2.1) Trial Division. First set r-and r+ equal to the largest odd factors of n -1
and n + 1, respectively, and set 1-and 1+ both equal to the empty set 0. Next, for all primes p ~ B in succession, do the following: .2)). In practice, we always take B ~ 55441, so that step (a) of (1.3) can be avoided (where 55441 is the initial value oft + 1). Per two primes, this saves one 'multiple'-single division at the cost of two single-single divisions. It depends on the size of n and the actual implementation of the division routines whether this change will result in a speed-up of the trial division routine (on CDC 170/750 it resulted only in a 2% speed-up).
(2.4) Remark. In an early version of the Pascal program we attempted to find also some prime factors > B of r-and r+ by means of the Pollard rho-method. Because this Pollard step appeared to be quite time-consuming, and because we never found any factor > B, we left this step out in later versions.
As a referee pointed out, it might be useful to use Pollard's p -1 (or p + 1) method, or even the elliptic curve method, to find extra factors of r-and r+.
3. The Probabilistic Compositeness Test. Probabilistic compositeness tests are well known and can be found at many places in the literature [4] , [7] , [8] , [9] . In step (c) of the primality testing algorithm (1.3) we perform a number of these tests to detect composite numbers that passed the trial division step. Of course, we cannot guarantee that compositeness is always detected here (otherwise the rest of Algorithm (1.3) would have been superfluous), but in practice it never occurred that a composite number passed this step.
For completeness we formulate the probabilistic compositeness test that was applied in Algorithm (1.3); furthermore, we discuss some computational aspects of the test, which will also be useful in the sequel.
Let n -1 = u · 2* with u odd and k ~ 1. An integer a is called a witness to the compositeness of n if the following three conditions are satisfied: (3.1) n does not divide a, (3.2) au ¥= 1 mod n,
Obviously, if a is a witness to the compositeness of n, then n is composite.
Conversely, if n is an odd composite number, then there are at least 3(n -1)/4
witnesses to the compositeness of n among {1, 2, ... , n -1} (cf. [8] .3) the user can specify how often (3.4) should be performed (m in (l.3)(c)). For composite numbers, a small number of probabilistic compositeness tests (m = 1 or m = 2) usually suffices to detect compositeness. For numbers that already were declared to be 'probably prime' by others, and that had to be proved prime by (1.3), we skipped the probabilistic compositeness test (3.4) ( m = 0).
In fact, we only used (3.4) to debug the rest of Algorithm (1.3): If a number passed a small number of probabilistic compositeness tests, and it was declared to be composite by the rest of (1.3), this always led to the discovery of a bug in the implementation of (1.3). Of course, not all bugs are detectable in this way.
(3.6) Remark. We now discuss some computational aspects of the exponentiation modulo n in (3.2). As is well known, au mod n can be computed in lJog 2 u J squarings and 11( u) multiplications of integers modulo n, where 11( u) is the number of ones in the binary representation of u (cf. [4, Section 4.6.3]). We can improve on the number of multiplications modulo n as follows [4, p. 444] . Instead of the binary representation of u, we use, for some integer m to be specified below, the 2mary representation (u,, u 1 _ 1 , .
•. , u 1 , u 0 ) of u, i.e., u = u 1 2mr 
To compute au mod n, first compute the first 2" 1 -1 odd powers of a modulo n by repeated multiplication by a 2 mod n. This takes 2m-I multiplications of integers modulon. We get a 1 =a, a 3 = a 3 modn, ... ,a 2 ,,,_ 1 = a 2 "'-1 modn.
Next computer= au, mod n by I, successive squarings modulo n of a,,. Finally, perform the following three steps for i = t -1, t -2, ... , 1, 0 in successio~:
-raiser to the (2m-t,)th power by m -I; successive squarings modulo n; -multiply r by a,, modulo ni -raise r to the (2 1 · )th power by I; successive squarings modulo n. As a result, we get r =au mod n.
The total number of multiplications modulo n is 2m-t + 11m(u), where 11m(u) is the number of nonzero u;'s; the total number of squarings modulo n is, as in the binary method, lJog 2 uj. Clearly, m should be chosen in such a way that 2"'-1 + Pm(u) is minimal. We estimate iim(u) by (1 -2-"')flog 2 .. u] and because u will be of the same order of magnitude as n, we can take m such that 2 m -1 + (1 -2-"')flog 2 ,,, n] is minimized.
(The Fortran implementation was devised for numbers of up to 213 decimal digits, so that we used a fixed value m = 6. Notice that for this choice of m the 2mary method can be expected to perform considerably less multiplications modulo n than the binary method.) (3.7) Remark. Because of their constant use, we precomputed two tables containing V; and I; for all possible values of u; E {O, 1, ... , 2"' -1 }.
(3.8) Remark. In the sequel, we will use the method described in (3.6) for exponentiations in (Z/nZ)[T]/(T 2 -uT -a) and Z[tp'J/nZ(tp'] as well. The only difference then is that we have to apply other squaring and multiplication routines. The same tables as in (3.7) can be used.
4. The Lucas-Lehmer Test. In this section we present the details of the LucasLehmer test that is used in step (e) of (1.3). As we will see in Section 5, the Lucas-Lehmer test enables us to select fewer q-primes in step (f) of (1.3). Because the Lucas-Lehmer test is relatively fast, compared to the tests in step (i) of (1.3), this can save a lot of computing time. Let 1-, 1+, r-, r+, r. t+. be as computed in step (b) of (1.3) the odd prime factors ~ B. nonfactored parts, and factored parts of n -1 and n + 1, respectively.
In rare cases we can even omit the rest of (1.3). This happens if the following condition is satisfied, where B denotes the trial division bound: For an explanation of the Lucas-Lehmer test as it is formulated here, we refer to the extensive literature on this subject [10] . We need the following two auxiliary tests. By P; we denote the ith prime number.
(4.2) Test for n -1. Let p be an odd, not necessarily prime number dividing n -1, and let prod E Z/n Z be an integer modulo n to be specified in (4.4) .
Look for a prime number Set prod E Z/nZ equal to one; in prod we accumulate numbers that should be tested for coprimality with n at the end of the test.
We say that this test fails if it fails itself, or if one of the tests ( 4.2) or ( 4.3) fails; in either case, the execution of (4.4) can be terminated. It is also possible that n is proved to be composite during execution of this test or one of the tests (4.2) or (4.3). As soon as that happens, the execution of (4.4) halts. If the test does not fail and if 11 is not proved to be composite in this test, we say that n passes the Lucas-Lehmer test. In the latter case, it is possible that the primality of n is proved, namely if ( 4.1) holds (cf. step (f)).
(a) For all primes p E 1-verify that n passes Test (4.2).
(b) If (4.1) holds (i.e., if n is prime, then the Lucas-Lehmer test will be able to prove it) and if n -1 is not completely factored (i.e., ,-=!= 1 ), verify that n passes Test ( 4.2) with p replaced by r . For those values of I ;;,, 1 for which 2' divides t and for which flag 2 1 ="true" we set, in the course of the above computation, /321 = a'(" l)/l' mod n for i = 0, 1, ... ,2 1 -1.
(c2) Case n = 3 mod4. Set a= 1. Look for an integer u E {l, 2, ... , 50} such that the Jacobi symbol (!.C..,,' 4 ) equals -1. If no such u is found, the Lucas-Lehmer test fails. Otherwise, the ring A is defined as (Z/nZ)[T]/(T 2 -uT -l). Verify that a 11 + 1 = -1 in A; if this is not the case, the Lucas-Lehmer test halts, because n is composite.
(d) For all primes p E /+ verify that n passes Test (4.3).
( e) If ( 4.1) holds and if n + 1 is not completely factored (i.e., r + =!= 1 ), verify that n passes Test (4.3) with p replaced by r+.
(f) Check that gcd(prod, n) = 1. If this is not the case, the Lucas-Lehmer test halts, because a nontrivial divisor of n is found. Otherwise, report that n passes the Lucas-Lehmer test, and if (4.1) holds, report that n is prime.
This finishes the description of the Lucas-Lehmer test. (4.5) Remark. Notice that, by (4.4)(cl) and (4.4)(c2) and [2, (7.24), (10.8)], the Lucas-Lehmer test has also proved that the condition [2, (6.4) ] that has to be verified for all primes dividing t holds for p = 2 (and if this is not proved, it is shown that n is composite unless the test failed). This easily implies the slight improvement mentioned in connection with ( 4.1 ).
It follows from (4. uT -a) , we need multiplication and squaring routines for elements of this ring. Here we explain how these routines can be implemented. We distinguish the following cases: Multiplication for n = 1 mod 4 (so u = 0). multiplication for n = 3 mod 4 (so u -=F 0 and a = 1), and a combined squaring routine for 
elements of norm one in (Z/nZ)[T]/(T 2 -uT-a). We also mention how a"'i in

Yo+ y 1 a E (Z/nZ)[T]/(T 2 -uT -l)
; then (x 0 + Xia)(y0 + y 1a) = (x 0 ·Yo+ x 1 · y 1 ) + (x 0 ·Yi+ Xi ·Yo+ Xi ·Yi· u)a = z0 + z1a, which is computed by Po= Xo·Yo, P1=Xi·Y1, so=xo+X1, s1=Yo+Y1,and zo=(po+pi)modn, zi=
-Combined squaring in (Z/nZ)[T]/(T 2 -uT -a).
Because we only need this routine for x 0 + x 1 a E (Z/nZ)[T]/(T 2 -uT -a) of norm one, we have
, as is easily verified. This is computed by s = uxi + 2x 0 , and z0 = (x 0 • s -1) mod n. z 1 = ( x 1 · s) mod n.
-Computation of a"+ i in (Z/nZ)[T]/(T 2 -uT -1)
. Although a has norm -·l. we can apply the above multiplication and squaring (for elements of norm one) by observing that a 2 = ua +I has norm one, and that a"t 1 = (a 2 )( 11 +ii1 2 . (4.12) Remark. There are inequalities similar to (4.1) under which only the tests for n -1 (Test (4.2)) need to be done, or only the tests for n + 1 (Test (4.3) ). For instance, if r~ n 1 1 2 , then execution of (4.4)(a} suffices to prove the primality of n. 3) ; as soon as the condition is proved to hold for such a p, we put A. P ="true". On successful termination of Algorithm (1.3) all A.P will be set to "true", which justifies the above assumption.
For every prime power pk ~ 2 dividing t, we define a cost cp• E Z. This cost cp'
is an estimate (in milliseconds for instance) of the running time needed to perform step (i) of Algorithm (1.3) for pk and one q-prime with k = vp(q -1). In step (l.3)(i) the most time will be spent in the uth powering in (l.3)(i2); if flagP' ="true" this computation can be done in Z/nZ (as in (i2a)), otherwise we work in
Z[tp•JlnZ[tp•] (as in (i2b)).
Defining cp•("true") and cp•("false") as the cost of (i2a) and (i2b), respectively, we set c P' = c P' (flagP' ). Both c P' ("true") and c P<(" false") depend on the implementation and the number of binary bits of n, and they are best determined empirically as functions of the number of bits of n (this is what we have done in the Fortran implementation).
Having defined c p•, we define the cost w( q) of a q-prime as
Another function of the number of bits of n that we will need, and that is best determined empirically, is an estimate for the running time needed for one iteration of the final trial division step of Algorithm (1.3) (that is, one execution of (11), (12), and (13) 
and l(r) as above. Obviously, in order to be able to prove the primality of n by means of (1.3)(1), we should choose s 2 in such a way that s 1 • s 2 > n 1 l 2 • We now discuss how s 2 should be chosen such that s 2 > n 112 /s 1 and I: q 1 .s, w( q) is minimal (where we take the minimum over s 2 for which s 2 > n 1 1 2 /s 1 ). In (2, Section 4] we have seen that this problem can be formulated as a knapsack problem, which makes an efficient way of finding an optimal solution unlikely to exist. As suggested in [2, Section 4], we approximate an optimal solution in the following way.
First we put does not fail the corresponding approximations s2 (and s 2 ) to the optimal q-primes choice, and the total cost c( t ') = t'. c/1d + Lql-'iw(q).
Replace t by the value oft' for which c(t') is minimal, and puts= s 1 • s 2 , where s 1 and s 2 correspond to the chosen value fort. This finishes the description of (5.5).
(5.6) Remark. If we add a test "r ~ n 1 1 2 " in step (13) of Algorithm (l.3) before the test "r \ n" (and perform the latter only if the former is satisfied), then we can replace the t' · cf 1 aterm in Algorithm (5.5) by t' · cfid · n 112 · s -1 (where s corresponds tot'). Of course, this slightly increases the value of ljiJ· (5.7) Remark. It is possible that Algorithm (5.5) chooses t and s = s 1 • s 2 such that there is an odd prime number p dividing t for which p + q -1 for all primes q dividing s 2 • It can then be proved that p divides s, with vP(s) = vP(t) + v/nP-1 -1). Removing vP(t) factors p from s allows us to remove the same number of factors p from t also. This does not change the set of numbers that are congruent to a power of n modulo s. The resulting value of s, however, may be smaller than n 1 1 2 , and therefore it might be reasonable to take these s 's also into account in Algorithm (5.5).
This complicates step (13) of Algorithm (1.3), where we will have to trial divide all numbers of the form r + i · s ~ n 1 1 2 for i ;;:.: 0, and accordingly change the t' · c 11 a term in Algorithm (5.5) into t' · c 11 d · n 1 1 2 · s-1 . We did not implement this.
(5.8) Remark. The choice of t = 55440 guarantees that the Fortran implementation can handle numbers of up to 213 decimal digits. From (5.2) it follows that larger numbers can also be handled if we are able to find enough prime divisors of n2 -1.
(5.9) Remark. With respect to Remark (5.7) we mention the following, not implemented improvement, which is due to H. W. Lenstra, Jr. Instead of choosing s > n 1 1 2 , we could take s > n 1 1 2 t, where the factor t may be replaced by any sufficiently large number. We then expect that only one of the t possible divisors of n in step (l.3)(1) is ~ n 1 1 1 . At the cost of one test "r ~ n 1 1 1 " per iteration of (1.3)(1), this saves us most trial divisions.
It is not unlikely that this will prove to be an important improvement for larger values of n than we tested.
Pseudoprime
Tests with Jacobi Sums. Let q be a prime number dividing s 2 and let p be a prime number dividing q -1. Here we explain how the pseudoprime tests with Jacobi sums in (1.3)(i) and (l.3)(j), (k) for the pair q, pk can be performed. So we put k = vP( q -1) in case of (l.3)(i), and k = 1 in case of ( A straightforward implementation would need m 2 integer multiplications, whereas, owing to a theorem of Winograd [4, p. 495] , 2m -1 integer multiplications suffice. We did not implement Winograd's methods, however, because they involve a large overhead of additional operations. Instead we used special formulae for multiplication and squaring for each pk, which improve considerably on the m 2 -method, but which do not achieve Winograd's (2m -1) bound for the integer multiplications. In the Appendix, these formulae are given for pk = 3, 4, 5, 7, 8, 9, 11, 16. Better formulae can certainly be given and the authors would be happy to hear of nonnegligible improvements. For example, in auxiliary routine 3, one 'multiple'-'multiple' multiplication can be gained by noting that the second time auxiliary routine 1 is called, the quantity a 2 • b 2 is recomputed. This would gain three such multiplications in the multiplication for p = 11, and one in the squaring for p = 11.
The formulae in the Appendix have all been obtained by using recursively the identity
which uses only three multiplications instead of four. This was combined with trial and error methods to eliminate unnecessary multiplications and, if possible, also some additions or subtractions. (The identity above was already used to compute in Remark (4.9) .) It seems plausible that the number of multiplications in squaring for p = 7 can be reduced from 14 to 12 (as for pk = 9). Also, the number of multiplications in squaring for p = 11 seems really too high.
The inverse of the automorphism ox from (l.3)(ila) can be computed as follows. 
As a result, we have b such that o« b) = a. with /3~· for 0 ~ i < pk, where of course the equality should hold modulo n.
Examples and Running Times.
In both our implementations we distinguish between two kinds of fixed-length multiprecision integers, the ordinary 'multiples', and the so-called 'doubles'. The number of binary bits of a 'multiple' should be somewhat larger than the number of binary bits of n, and a 'double' contains twice as many bits as a 'multiple'. Addition and subtraction of two 'multiples' ('doubles') again yields a 'multiple' ('double'), multiplication of two 'multiples' yields a 'double', and remaindering modulo a 'multiple' of a 'multiple', or of a 'double', yields a 'multiple'. For all these operations the classical algorithms (cf. [4] ) were used.
In the Pascal program, devised for numbers of up to 104 decimal digits, a 'multiple' ('double') is represented by 8 (16) words of 47 binary bits each; in the Fortran program a 'multiple' ('double') contains 16 (32) words of 47 bits. In Table 1 we give the average running times (in milliseconds) of the elementary arithmetic operations on a CDC 170/750. These routines were written in the assembly language Compass. Notice that the numbers in Table 1 are still too small to get the expected ratios of the running times. For example, for the multiplication we would expect that the 16 word entry takes four times as long as the 8 word entry; instead, we get a ratio 0.21/0.07 = 3. This is due to overhead cost. The running times of the various steps of the CDC 170/750 version of the Fortran program are given in Table 2 . For each number din the first row we tested 20 prime numbers of d decimal digits. Each prime was selected by drawing a random number of d digits and using the program to determine the least prime exceeding the number drawn.
For each step of Algorithm (1.3) listed in the first column of Table 2 , and for each number of digits d in its first row, the table contains the following data: Average Table 3 ]. Notice that in Table 2 the average time to do the trial division does not depend on the size of the dividend. This is because, at the time we made the table, our 'multiple'-'single' division routine did not care about leading zeros, and because the Compass routines are written for numbers in fixed multiprecision (16 words of 47 bits in Table 2 ). This is, of course, quite inefficient, and the running times given in Table 2 could be easily improved by making the precision vary with the number of digits of n. The Fortran program was used to prove the primality of some of the numbers of the Cunningham tables [3] , which were not yet proved to be prime. To illustrate the primality testing algorithm (1.3) we will go through the primality proof for one of these numbers, namely n = 38765043353179975014693910353191097086635896251806 23029822890926723711514115245155566479256098717968 31049683605391251330391031054184702591128155858755 97000563569377039492262413967236168374702472481350 48208451745439902122005282381436679587515252273, being one of the factors of 2 892 + 1. (To handle this number, which has 247 decimal digits, we used 'multiples' of 24 words of 47 bits; as a consequence, the basic operations became somewhat slower.) Of course, we cannot guarantee beforehand that the Fortran program, with a maximal value of 55440 for t, will be able to prove the primality of this number, because n > N (cf. (1.l)(a) ). In several respects, however, n appears to be a lucky number. The running times below are on a CDC 170/750.
After verification of (l.3)(a), we performed (2.1) with B = 10 6 • After 8755 milliseconds we found 1-= {7,223,2017,4001,162553} ·and 1+= {3,19,367}. Because n was already declared to be 'probably prime' in the Cunningham tables, we did not perform any probabilistic compositeness test (3.4), so m = 0 in (l.3)(c) (cf. (3.5)).
In (1.3)( d) we found flag 3 ="false", flag 4 ="true", flag 5 ="false", flag 7 ="true", flag 8 ="true", flag 9 ="false", flag 11 ="false", flag 16 ="true".·This implies that the Jacobi sum tests are relatively cheap for pk = 4, 7, 8, 16. The Lucas-Lehmer test (4.4) for the primes in 1-u 1+u {2} took 14679 milliseconds. Because many prime divisors of n 2 -1 were found, all remaining q-primes (that is, the q-primes except 2, 3, 7, and 19) just appeared to be sufficient to get s 1 The corresponding t value is 55440. In (l.3)(g) all "A P for p It were found to be "true" already. The pseudoprime tests with Jacobi sums in (l.3)(h) & (i) were performed in 806940 milliseconds. We list some typical timings (in seconds) in Table   3 .
The additional tests in (l.3)U) & (k) do not have to be performed, because the "A P were already "true" in (l.3)(g); notice that "A P ="true" also follows from the h Obviously, the architecture of the Cray 1 is better suited for computations on integers of this size than the CDC 205. To take full advantage of the vector registers of the CDC 205, much longer vectors should be used, whereas the Cray 1 is designed to handle vectors of length 64 (which are, in our case, the 'doubles').
