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Background: Policy makers need models to be able to detect groups at high risk of HIV infection. Incomplete records and dirty data are frequently seen in national data sets. Presence of missing data challenges the practice of model development. Several studies suggested that performance of imputation methods is acceptable when missing rate is moderate. One of the issues which was of less concern, to be addressed here, is the role of the pattern of missing data. 
Methods: We used information of 2720 prisoners. Results derived from fitting regression model to whole data were served as gold standard. Missing data were then generated so that 10%, 20% and 50% of data were lost. In scenario 1, we generated missing values, at above rates, in one variable 
which was significant in gold model (age). In scenario 2, a small proportion of each of independent variable was dropped out. Four imputation methods, under different Event Per Variable (EPV) values, were compared in terms of selection of important variables and parameter estimation. 
Results: In scenario 2, bias in estimates was low and performances of all methods for handing 
missing data were similar. All methods at all missing rates were able to detect significance of age. In scenario 1, biases in estimations were increased, in particular at 50% missing rate. Here at EPVs of 10 and 5, imputation methods failed to capture effect of age. 
Conclusion: In scenario 2, all imputation methods at all missing rates, were able to detect age 
as being significant. This was not the case in scenario 1. Our results showed that performance of imputation methods depends on the pattern of missing data.
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Background
Iran is classified as a country with concentrated epidemic (HIV prevalence more than 5% in injection drug users (IDUs) (1). Prison is a place with a dynamic population and therefore is an ideal ground for transmission of HIV infection. It has been shown that HIV prevalence is about 10 times higher than that of the general population. Many of those in prison are because of drug injection. Such people 
usually find ways to continue their behaviour and this hugely speeds up HIV transmission (2).  What would be of interest is to identify risk factors associated with drug injection in prison. Development of such prediction models is of interest in policy decision 
making. To be able to implement appropriate prevention policies, policy makers need to know which factors govern this outcome. National data are available to develop prediction models. However, in particular in developing countries, such data include lots of missing values, and majority of forms are not 
filled accurately (3,4). This challenges model fitting. In this paper we concentrate of impact of mission data on decision making, rather than on social aspects of drug 
injection in prison. The method usually applied to deal with this problem is to only analyse subjects with available data on all variables (known as Complete-Case (C-C) analysis) (5,6). However, this method leads to bias in estimation of 
parameters, increases the width of Confidence Intervals (CI), and reduces the power of the study (7-9).
The art of imputation methods is to recover the data so as 
to improve the power and efficacy of analysis. Such methods use the observed part of data, and try to guess the best values for incomplete records.An ad hoc method, known as median substitution, replaces missing observations with median of the observed values. Although this approach is simple, but it is argued that median of observed values might not necessarily be the best guess for incomplete data (10-13). On the other hand likelihood-based approaches to 
Haji-Maghsoudi et al/International Journal of Health Policy and Management, 2013, 1(1), 69-7770impute missing data are available. Among them, Multiple Imputation via Chained Equations (MICE) is established as the standard tool (14,15). In MICE, each missing datum is replaced multiple times, therefore creating more than one 
(typically 10) data sets. This is one of the main advantages of the MICE that it takes into account imputation uncertainty. However, communication of results needs deep statistical skills (16-20). Besides MICE, there are easier likelihood based methods such as regression imputation and Expectation Maximum (EM) algorithm. In regression approach, each variable with missing data, in turn, is used as dependent variable and linked to the rest of variables. Missing data are then replaced from regression equations derived (21). EM algorithm is an extension of regression method. Here parameters of regression equation are used to impute 
missing values (Expectation step). Then using complete data and those imputed, new regression parameters are estimated (Maximisation step). Using new regression 
parameters missing data would be re-estimated. The whole process continues until model reaches convergence in terms of regression parameters (21-23). As median substitution, regression, and EM algorithm imputes missing data only once, through this manuscript we name them single imputation approaches (23-26). MICE is referred to as multiple imputation method, as it replaces each missing value with multiple plausible values (15).Several studies showed that, when missing rate is low or moderate performance of single imputation and multiple imputation methods are fairly the same (27,28). Under low or moderate missing rates, they are all able to recover the data and to provide unbiased estimates. However, performance of imputation methods is poor when missing 
rate is high. To make such conclusion, several factors 
influence performance of imputation methods (such as missing rate, mechanism of generation of missing data, number of independent variables, etc.) have been taken into account. We have to notify what we mean by missing rate is proportion of data missed in multifactorial modeling.We strongly believe that one of the issues which was of less concern in the literature is the distribution of missing 
data. To clarify this issue, consider a scenario to detect 
independent variables influence an outcome under two 
scenarios. In the first scenario only one independent variable includes 50% missing rate. In the second scenario each of independent variables include only a small missing 
rate (say 3%), but subjects with missing data on the first variable have available data on rest of variables, subjects with missing data on the second variable have available data 
on first and rest of variables, and so on. In both scenarios, we miss 50% of data in the C-C 
multifactorial model. However, in the first scenario imputation model imputes large proportion of data for a single variable, while in the second scenario it imputes small proportion of data for multiple independent variables. Many studies about optimum method for dealing missing data have published. But the majority of these simulation studies have generated missing data in one variable. In this study, to address impact of missing distribution, we generate missing by two approaches (explained above). Methods applied using a data set from national HIV Bio-Behavioral 
Surveillance Survey (BBSS) among prisoners, as an example. In particular we focus on ‘age’ as one of the most important 
factors that influence drug injection in prison (29).
MethodsInformation of national HIV BBSS among prisoners in 
2009 was used. The dependent variable was history of drug injection (yes/no question). Independent variables were age in years; history of imprisonment (in months); the onset of drug use; the main cause of recent incarceration including drug smuggling, murder, rape/sexual assault, violence/
aggregation, theft, smuggling of illegal goods and financial crimes (all yes/no questions); dominant drug used in last month before recent imprisonment (grass, ecstasy, opium, heroin-crack, crystal, methadone, and alcohol (all yes/no questions); education; job; marital status; and knowledge about AIDS.
This national data bank includes information of 5375 prisoners. However, information of majority of above mentioned variables were not available for a considerable number of prisoners. Information of dependent and all independent variables were available for 2720 subjects. Among them 618 prisoners had a history of drug injection. 
These 2720 subjects formed our final sample size.Using all 2720 subjects a regression model with Backward 
Elimination (BE) variable selection was fitted to identify 
variables which influenced the outcome (drug injection). 
Then missing data was generated at 10%, 20%, and 50%. It has been suggested that including enough number of independent variables, say more than 15, makes the MAR 
(missing at random) assumption plausible. This assumption indicates that missingness for each variable is related to other independent variables (30). Generation of missing data was performed under two scenarios. In scenario 1, missing data was generated randomly on one single variable 
which was significantly associated with the outcome of study (age). In scenario 2, a small proportion of each independent variable was randomly dropped out. In this situation missing rates on each variable and proportion of data missed for the multifactorial model were (0.5%, 10%), (1%, 20%) and (3%, 50%) respectively. On the other hand, the Event Per Variable rule (EPV) suggest that regression models provides stable results 
when EPV is as least 10. Here, the EPV was 25.  To address the impact of EPV, sample size of 2352 (EPV= 10) and 2227 
(EPV= 5) selected randomly from the data set. The whole process was then applied to data sets selected as well.In all six scenarios (3 different EPVs, and 2 missing generation scenarios) missing values were estimated with the regression imputation, EM algorithm, and MICE methods. In addition, missing data were replaced by median 
of observed values. Therefore, in total 24 scenarios were compared. Data sets obtained were analysis and results compared with data involved no missing value (served as the gold model). Under each scenario, multifactorial logistic regression model in conjunction with BE variable selection method has 
been applied, to identify significant variables.
To assess the impact of performance of methods for dealing missing data difference greater than 15% between estimates derived from gold standard model, and methods Citation: Haji-Maghsoudi S, Haghdoost AA, Rastegari A, Baneshi MR. Influence of pattern of missing data on performance of imputation methods: an example using national data on drug injection in prisons. International Journal of Health Policy and Management 2013; 1: 69-77.
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Information Criterion) of these models were compared. The EM and regression imputation were done using SPSS 16 (SPSS Inc., Chicago, IL, USA) and other analysis were done 
using STATA (StataCorp LP, Texas, USA) and R software.
 
Results
To check the MAR assumption, for each variable in turn, we investigated whether missingness was predictable by other independent variables (data not shown). We created 
indicator variables and fitted a series of logistic regression 
models. Our exploration confirms that the data satisfied the MAR assumption.
Results at EPV of 25
Scenario 1 (generation of missing data on one single variable 
(age))At EPV of 25, in the gold model, eight variables were 
remained significant in the model. At 10% missing rate, the results of all methods were similar to gold model with no bias estimate. At 20% missing rate, results of all models were the same as gold, in terms of variables retained in the model. However, median and regression methods predicted the effect of age variable in a biased way. In total, median substitution, regression, and EM estimated two, two, and one biased regression parameters respectively. But with increasing the missing rate to 50%, MI (Multiple Imputation) was the only method that led to results comparable to the gold model. All other three methods 
lost significance of one variable (Table 1). In addition, MI produced least number of biased estimates. 
Another finding was that at all missing rates models were 
able to select the age variable as being significant. However, at 50% missing rate, estimates derived were biased in all 
four imputation methods.In terms of AIC, the MI method resulted to estimates very closed to the gold model.
Scenario 2 (generation of missing data on all variables)At 10 and 20% missing rates, in terms of variables retained 
in the final model, results were similar to that of gold model (Table 1). In addition, none of estimates (i.e. regression 
coefficients and Standard Errors (SE)) were biased. At 50% missing rate, all methods but not regression had selected 
one wrong variable as being significant. Median substitution and MI methods suffered bias estimation of one variable. 
Corresponding figure for regression and EM was zero and two respectively. Even at 50% missing rate, all imputation 
methods captured significance of age. Furthermore, in terms of AIC, in all missing rates, results of MI and EM were closer to the gold model than that of median substitution.
Results at EPV of 10
Scenario 1 (generation of missing data on one single variable 
(age))
When EPV was 10, seven variables were significant in the gold model (Table 2). At 10% missing rate, results of all methods were similar to gold model (in terms of selection of variables and estimation of unbiased parameters). At 20% missing rate, performance of all methods but not regression were acceptable in terms of variable selection. All methods, but not regression, were able to identify the age variable as a 
significant predictor. However, estimation was biased under two imputation models (median substitution and MI). At 50% missing rate, all models were able to capture 
significance of all variables retained in the gold model except age. In addition, all methods had bias in estimation of three parameters (Table 2).
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Table 1. Performance of imputation models at EPV of 25, under different missing rates and scenarios
Method
Scenario 1 (Missing on age) Scenario 2 (Missing on all)
10% 20% 50% 10% 20% 50%
Does age 
include in 
the model?
Median Yes- Yes+ Yes+ Yes- Yes- Yes-
Regression Yes- Yes+ Yes+ Yes- Yes- Yes-
EM Yes- Yes- Yes+ Yes- Yes- Yes+
MICE Yes- Yes- Yes+ Yes- Yes- Yes-
Number 
of bias in 
estimates
Median 0 2 5 0 0 2
Regression 0 2 4 0 0 0
EM 0 1 4 0 0 3
MICE 0 0 1 0 0 2
AIC
Full Model 2339.86
Median 2343.91 2355.89 2368.80 2349.77 2359.96 2357.14
Regression 2347.91 2355.95 2371.44 2342.92 2354.98 2340.53
EM 2344.65 2353.51 2367.72 2339.91 2345.81 2332.42
 Min 2331.45 2331.53 2326.11 2336.66 2339.68 2321.75
MICE Median 2335.67 2343.13 2347.56 2341.23 2348.44 2335.03
 Max 2343.85 2349.00 2356.76 2343.17 2353.67 2342.97
Yes- : Age includes in the model without bias
Yes+ : Age includes in the model with bias
Min: Minimum, Max: Maximum
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Comparing AICs, we have seen that increase in missing rate has been associated with poorer estimation of AIC with 
respect to the gold method. This was the case in particular in median substitution method.
Scenario 2 (generation of missing data on all variables)At 10% missing rate, results of variable selection in all methods were similar to gold model (Table 2). In addition no bias in estimation was seen. At 50% missing rate, only median substitution showed a poor performance where two wrong variables (and inevitably with biased parameter 
estimates) were selected as being significant. Surprisingly, at 20% missing rate, again results of all four models were the same as gold model. All methods detected age as being 
significant. Coefficient of one variable was estimated in a bias way, under median substitution and MI but not EM. Regression imputation produced two biased estimates.In terms of AIC, result of median and regression imputation methods were not satisfying at 50% missing rate. While the 
real AIC was 1347.94, figure estimated under these two methods were 1360.04 and 1354.28 respectively. Estimates from other methods were around 1346.
Results at EPV of 5
Scenario 1 (generation of missing data on one single variable 
(age))
At this EPV, five variables were retained in the gold model. At 10% missing rate, the results of variable selection in all models were the same as gold model. However, median substitution was the only method which estimated 
coefficient of age in a biased way. At 20% missing rate, 
regression imputation was not able to capture significance of age, but other three models were the same as gold model, with no bias in parameter estimation (Table 3).
At 50% missing rate, all methods lost significance of age 
variable. In all methods, estimation of regression coefficients for four variables was biased. 
Scenario 2 (generation of missing data on all variables)Interestingly, at all missing rates, all methods were similar to the gold model. In addition, no bias in estimation of parameters has been seen (Table 3). Age remained 
significant in all settings. Estimation of AICs was fairly close to that of gold model. But at missing rate of 50%, AICs of median and regression models was far from the gold model. 
Regression coefficients and their SEs corresponded to all models are provided in Tables 4 to 6.
DiscussionIn general, we have seen that increase in the missing rate was associated with increase in the number of biases in estimates of model parameters. We also saw that when the rate of missing increases, bias in estimates increases. In addition, performance of MICE and EM was superior to that of regression and median (in terms of model composition and performance). 
Based on our finding, pattern of missing data can affect the performance of imputation methods. When 10% or 20% of age variable was dropped out (scenario 1), most of imputation methods were able to select age as being 
significant. However, when missing rate increase to 50%, at EPVs of 10 and 5, all methods were failed to detect the 
importance of age. At EPV of 25 age reached significance level but parameter estimation suffered bias.We should emphasize that our main aim in this paper was not to identify the variables that govern drug injection in prison, but to address impact of pattern of missing data on performance of imputation methods.
Table 2. Performance of imputation models at EPV of 10, under different missing rates and scenarios
Method
Scenario 1 (Missing on age) Scenario 2 (Missing on all) 
10% 20% 50% 10% 20% 50%
Does age 
include in 
the model?
Median Yes- Yes+ No Yes- Yes- Yes-
Regression Yes- No No Yes- Yes- Yes-
EM Yes- Yes- No Yes- Yes- Yes-
MICE Yes- Yes+ No Yes- Yes- Yes-
Number 
of bias in 
estimates
Median 0 1 4 0 0 5
Regression 0 4 4 0 0 2
EM 0 0 4 0 0 0
MICE 0 1 4 0 0 1
AIC
Full Model 1347.94
Median 1347.69 1353.11 1357.27 1343.66 1349.34 1360.04
Regression 1347.86 1357.27 1357.27 1347.44 1339.54 1354.28
EM 1346.65 1350.27 1357.27 1345.68 1345.44 1346.28
 Min 1337.86 1341.48 1341.90 1343.69 1338.38 1328.15
MICE Median 1345.04 1346.78 1352.81 1345.92 1342.28 1346.66
 Max 1348.68 1353.33 1357.27 1347.44 1351.17 1357.77
Yes- : Age includes in the model without bias
Yes+ : Age includes in the model with bias
Min: Minimum, Max: Maximum
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Comparison of two scenarios showed that, in the second scenario less bias in estimation and fewer mistakes in 
variable selection was seen. In the first method, bias in 
estimates of coefficient or SEs is more than the second method.  Especially bias in estimation of regression 
coefficient and SE for age (the main variable of interest) increased. In a similar study, 10%, 25% and 40% missing was generated in one single variable. When attrition was 10% , results of MICE model were similar to gold model. With 25% attrition, estimate of OR (Odds Ratio) was similar to gold model in multiple imputation, but result of regression imputation tended to overestimate. With 40% attrition both of methods (multiple imputation and regression imputation) had bias in estimation of ORs  (31).In another study, missing rates from 2.5% to 30% was generated in one variable, and performance of different imputation methods was compared. Comparison of results revealed  that MICE was superior to missing indicator and complete-case analysis even missing rate of 30% (5).In another study, authors generate missing rate of 10 to 90% in one variable under missing at random mechanism. Comparison of complete case and multiple imputation showed that multiple imputation led to less bias in 
regression coefficients (32).In another simulation study, missing rates were 10%, 30% and 50%. Authors generated missing data in one variable. Comparison of MSE (Mean Squared Errors) suggested that performance of EM algorithm was better than regression imputation in all missing rates (21).When we constructed scenario 2, (i.e. we generated 
missing data on all variables), significance of age variable was detected by all imputation methods at all EPVs and 
under all missing rates. In a similar study, missing data was generated on multiple variables, from 0% to 20.6%. Authors have seen that performances of MICE method was better than regression imputation, EM, and median replacement (7).In another study, missing rates of 5%, 10%, 25%, 50% and 75% were generated in four covariates Multiple imputation produced biased estimates for the incomplete skewed continuous variables at 50% and higher missing rates (4).One of the limitations of this study was that we only generated under different EPVs. We also generated missing datum only once. We believe more extensive simulation studies are required to take into account the impact of sampling variation as well. However, our study was one of 
the first studies which were designed to investigate how 
the distribution of missing values across data influences performance of imputation models.We have seen that EPV, imputation methods, and pattern 
of missing, can influence significance of variables and parameter estimation. Proportion of data used in likelihood based methods, to develop imputation model, can partially 
justify our findings. In the first scenario performance of 
likelihood-based methods are poor. This is because such methods use information of 50% of data to impute missing values for one single variable with 50% missing rate. Clearly, a regression model based on half of the data is not 
a powerful prediction tool. Therefore, application of such 
model to predict missing data might artificially change the distribution of variable with missing data.Here one might argue that second scenario suffers the same problem. Although in the second scenario 50% of 
data are used to fit regression equation, but this equation is then used to predict only 3% of data for each independent 
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Table 3. Performance of imputation models at EPV of 5, under different missing rates and scenarios
Method
Scenario 1 (Missing on age) Scenario 2 (Missing on all) 
10% 20% 50% 10% 20% 50%
Does age 
include in 
the model?
Median Yes+ Yes- No Yes- Yes- Yes-
Regression Yes- No No Yes- Yes- Yes-
EM Yes- Yes- No Yes- Yes- Yes-
MICE Yes- Yes- No Yes- Yes- Yes-
Number 
of bias in 
estimates
Median 1 0 5 0 0 0
Regression 0 5 5 0 0 0
EM 0 0 5 0 0 0
MICE 0 0 5 0 0 0
AIC
Full Model 828.19
Median 830.68 830.64 833.04 827.50 830.65 806.49
Regression 828.45 833.04 833.04 828.51 828.20 831.68
EM 829.13 828.80 833.04 828.24 827.08 827.67
 Min 826.42 826.99 827.34 827.83 824.33 827.67
MICE Median 828.07 828.95 832.07 828.41 827.65 830.64
 Max 830.51 831.24 833.04 828.75 830.74 834.01
Yes- : Age includes in the model without bias
Yes+ : Age includes in the model with bias
Min: Minimum, Max: Maximum
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Table 6. Estimation of regression coefficients and their standard errors at EPV of 5, under different missing rates and scenarios
Model Age
The onset of 
drug use
Heroin-crack Marital status
History of 
imprisonment 
(in months)
Coef. (SE) Coef. (SE) Coef. (SE) Coef. (SE) Coef. (SE)
Full 0.03 (0.01) -0.11 (0.02) 1.91 (0.26) 0.37 (0.13) 0.012 (>0.001)
10
 %
Median 
Missing on all 0.03 (0.01) -0.11 (0.02) 1.92 (0.26) 0.37 (0.13) 0.01 (>0.001)
Missing on age 0.03 (0.01) -0.10 (0.02) 1.91 (0.26) 0.36 (0.13) 0.01 (>0.001)
Regression 
Missing on all 0.03 (0.01) -0.11 (0.02) 1.91 (0.26) 0.37 (0.13) 0.01 (>0.001)
Missing on age 0.03 (0.01) -0.11 (0.02) 1.91 (0.26) 0.37 (0.13) 0.01 (>0.001)
EM 
Missing on all 0.03 (0.01) -0.11 (0.02) 1.91 (0.26) 0.37 (0.13) 0.01 (>0.001)
Missing on age 0.03 (0.01) -0.11 (0.02) 1.91 (0.26) 0.37 (0.13) 0.01 (>0.001)
MICE
Missing on all 0.03 (0.01) -0.11 (0.02) 1.93 (0.26) 0.364 (0.13) 0.01 (>0.001)
Missing on age 0.03 (0.01) -0.11 (0.02) 1.93 (0.26) 0.373 (0.13) 0.01 (>0.001)
20
 %
Median 
Missing on all 0.04 (0.01) -0.11 (0.02) 1.87 (0.25) 0.361 (0.13) 0.01 (>0.001)
Missing on age 0.03 (0.01) -0.1 (0.02) 1.91 (0.26) 0.35 (0.13) 0.01 (>0.001)
Regression 
Missing on all 0.03 (0.01) -0.11 (0.02) 1.90 (0.26) 0.36 (0.13) 0.01 (>0.001)
Missing on age - -0.08 (0.02) 1.91 (0.26) 0.31 (0.13) 0.01 (>0.001)
EM 
Missing on all 0.04 (0.01) -0.11 (0.02) 1.91 (0.26) 0.36 (0.13) 0.01 (>0.001)
Missing on age 0.04 (0.01) -0.11 (0.02) 1.92 (0.26) 0.35 (0.13) 0.01 (>0.001)
MICE
Missing on all 0.04 (0.01) -0.11 (0.02) 1.93 (0.26) 0.37 (0.13) 0.01 (>0.001)
Missing on age 0.03 (0.01) -0.11 (0.02) 1.93 (0.26) 0.37 (0.13) 0.01 (>0.001)
50
 %
Median 
Missing on all 0.03 (0.01) -0.01 (0.02) 1.85 (0.25) 0.40 (0.13) 0.01 (>0.001)
Missing on age - -0.08 (0.02) 1.91 (0.26) 0.31 (0.13) 0.01 (>0.001)
Regression 
Missing on all 0.04 (0.01) -0.10 (0.02) 1.90 (0.26) 0.38 (0.13) 0.01 (>0.001)
Missing on age - -0.08 (0.02) 1.91 (0.26) 0.31 (0.13) 0.01 (>0.001)
EM 
Missing on all 0.04 (0.01) -0.11 (0.02) 1.90 (0.26) 0.40 (0.13) 0.01 (>0.001)
Missing on age - -0.08 (0.02) 1.91 (0.26) 0.40 (0.13) 0.01 (>0.001)
MICE
Missing on all 0.04 (0.01) -0.10 (0.02) 1.91 (0.26) 0.40 (0.13) 0.01 (>0.001)
Missing on age - -0.08 (0.02) 1.92 (0.26) 0.31 (0.13) 0.01 (>0.001)
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variable. Therefore, even if regression equation is biased, it does not change the distribution of independent variables. 
When we fitted (C-C) models, results were much poorer 
(data not shown). In addition, these findings highlight how 
detection of factors influence drug injection in outcome can be misleading. We strongly recommend imputation of missing values in national data before any model development.
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