In terms of providing various scattering mechanisms, polarimetric target decompositions provide certain benefits for the interpretation of PolSAR images. This paper tested the capabilities of different polarimetric target decompositions in crop classification, while using a recently launched ensemble learning algorithm-namely Light Gradient Boosting Machine (LightGBM). For the classification of different crops (maize, potato, wheat, sunflower, and alfalfa) in the test site, multi-temporal polarimetric C-band RADARSAT-2 images were acquired over an agricultural area near Konya, Turkey. Four different decomposition models (Cloude-Pottier, Freeman-Durden, Van Zyl, and Yamaguchi) were employed to evaluate polarimetric target decomposition for crop classification. Besides the polarimetric target decomposed parameters, the original polarimetric features (linear backscatter coefficients, coherency, and covariance matrices) were also incorporated for crop classification. The experimental results demonstrated that polarimetric target decompositions, with the exception of Cloude-Pottier, were found to be superior to the original features in terms of overall classification accuracy. The highest classification accuracy (92.07%) was achieved by Yamaguchi, whereas the lowest (75.99%) was achieved by the covariance matrix. Model-based decompositions achieved higher performance with respect to eigenvector-based decompositions in terms of class-based accuracies. Furthermore, the results emphasize the added benefits of model-based decompositions for crop classification using PolSAR data.
Introduction
The accurate and systematic monitoring of croplands at the regional and global scale is crucial for many agricultural applications, ranging from the monitoring of crop productivity and biomass estimation, to managing agricultural subsidies. Due to the dynamic structure of crops, timely updates of the crop maps are needed for crop yield forecasting and the planning of agricultural policies [1, 2] . Due to its temporal and broad-coverage monitoring capabilities, remote sensing offers practical solutions to these challenges. To oversee the spatial and temporal changes of crops, as well as for accurate crop identification, the classification of multi-temporal images is a common approach, providing a cost-effective solutions as compared to traditional techniques, such as land surveying or cadastral surveying for mapping [3] [4] [5] . The unavailability of cloud-free images from optical sensors can restrict the temporal monitoring of agricultural lands in some particular regions (e.g., tropical regions). Cloud coverage and haze could be a problem for large-scale agricultural applications, especially during the growing (or vegetation) season of crops. In such cases, Synthetic Aperture Radar (SAR) images are essential, which provide high temporal coverage in time-critical agricultural applications [1, 4, 6] . The requirements for multi-temporal and multi-polarization SAR data for successful crop classification the inter-comparison of incoherent decompositions (eigenvector based decompositions versus model based decompositions) in discriminating crop types from multi-temporal C-band PolSAR data has yet to be fully explored in the literature. Jiao et al. [4] used only one method (Freeman-Durden) from the model-based decompositions in their experiment. Furthermore, none of these above studies compared the capabilities of the C or T matrices alongside polarimetric target decompositions in crop classification using multi-temporal PolSAR data.
Over the last two decades, an ensemble of classifiers (multiple classifiers) have been widely exploited in the field of pattern recognition and machine learning for classification/regression problems, as ensemble classifiers are believed to attain higher accuracy when compared to single classifiers [21, 22] . RF is the most widely used and recognized ensemble learning method in remote sensing due to its high accuracy, short computation time, and notable efficiency [22] . Recently, new ensemble learning algorithms, such as canonical correlation forest (CCF) (2015), extreme gradient boosting (XgBoost) (2016), and Light Gradient Boosting Machine (LightGBM) (2017), have been introduced to the machine learning community [23] [24] [25] . A very limited number of papers have been published regarding CCF [26, 27] and XgBoost [28] [29] [30] for classification purposes in remote sensing; however, no study has been published yet using the recently launched LightGBM, which is a highly efficient gradient boosting decision tree that was developed by Microsoft Research in the field of remote sensing for classification purposes. Only in one paper by Liu, Ji, and Buchroithner [31] has LightGBM been tested, in this case for soil property retrieval by combining partial least squares. To the best of our knowledge, this experimental study is the first implementation of LightGBM for crop classification while using PolSAR data.
The main contributions of this research can be summarized, as follows:
(1) The performances of incoherent polarimetric target decompositions (eigenvector-based versus model-based) for discriminating crops using multi-temporal C-band PolSAR data were compared. (2) For the first time, LightGBM was used for crop classification using the polarimetric features of multi-temporal C-band PolSAR data. (3) The performance of polarimetric target decomposed parameters for crop classification was compared with the original polarimetric features (linear backscatter coefficients, and T and C matrices).
Study Site and Dataset
In this section, the test site will be introduced and the details regarding the dataset will be presented. The test site contains about 42 km 2 of agricultural land, and it is situated approximately 65 km north of Konya city center (see Figure 1) The multi-temporal RADARSAT-2 quad-polarimetric dataset was acquired from the test site using the following four acquisition dates: 13 June, 7 July, 31 July, and 24 August in 2016 (see Figure  2) . All of the images were acquired as single look complex data and in fine quad-polarization The multi-temporal RADARSAT-2 quad-polarimetric dataset was acquired from the test site using the following four acquisition dates: 13 June, 7 July, 31 July, and 24 August in 2016 (see Figure 2) . All of the images were acquired as single look complex data and in fine quad-polarization acquisition mode. The specifications of the RADARSAT-2 images are presented in Table 1 .
Figure 1. Test site (R/G/B: HH/VH/VV).
The multi-temporal RADARSAT-2 quad-polarimetric dataset was acquired from the test site using the following four acquisition dates: 13 June, 7 July, 31 July, and 24 August in 2016 (see Figure  2) . All of the images were acquired as single look complex data and in fine quad-polarization acquisition mode. The specifications of the RADARSAT-2 images are presented in Table 1 . The agricultural fields were visited on the acquisition dates of the images and the ground truth data with the phenological stages for each crop type were recorded. Table 2 presents the details for the training and testing dataset (number of pixels). The agricultural fields were visited on the acquisition dates of the images and the ground truth data with the phenological stages for each crop type were recorded. Table 2 presents the details for the training and testing dataset (number of pixels). The Biologische Bundesanstalt, Bundessortenamt and CHemical industry (BBCH) scale [32] described the crop growth development, as leaf development, stem elongation, heading, and flowering in general (Table 3) . The phenological changes for each crop type in the multi-temporal dataset leads to better discrimination of the crops, as the backscattered signal for each phenological stage provides different information regarding crop structures and growth. There is no exact planting time for alfalfa crops.
Methodology
The methodology of this research includes the following steps: (1) data pre-processing, (2) extraction of the polarimetric features from polarimetric target decomposition, and (3) image classification and accuracy assessment. Figure 3 illustrates the general steps for the methodology. For the assessment of overall and class based accuracies, the overall classification accuracy and F1-score were used. The F1-score is the harmonic mean of the producer and user accuracy values, as defined in Equation (1) The phenological changes for each crop type in the multi-temporal dataset leads to better discrimination of the crops, as the backscattered signal for each phenological stage provides different information regarding crop structures and growth. There is no exact planting time for alfalfa crops.
The methodology of this research includes the following steps: (1) data pre-processing, (2) extraction of the polarimetric features from polarimetric target decomposition, and (3) image classification and accuracy assessment. Figure 3 illustrates the general steps for the methodology. For the assessment of overall and class based accuracies, the overall classification accuracy and F1-score were used. The F1-score is the harmonic mean of the producer and user accuracy values, as defined in Equation (1): In the following subsections, we will provide details regarding the data pre-processing of the PolSAR images and the extraction of decomposed polarimetric parameters, as well as a short summary of polarimetric target decomposition and image classification using LightGBM. In the following subsections, we will provide details regarding the data pre-processing of the PolSAR images and the extraction of decomposed polarimetric parameters, as well as a short summary of polarimetric target decomposition and image classification using LightGBM.
Pre-Processing

In this subsection, the details of PolSAR data pre-processing are introduced. The multi-temporal PolSAR data (RADARSAT-2) were acquired in single look complex format and pre-processing of the data is required in order to extract the polarimetric features from polarimetric target decomposition. The data pre-processing consists of the following steps: (1) calibration; (2) matrix generation (T and/or C matrices); (3) extraction of the polarimetric features from polarimetric target decomposition; and, (4) orthorectification.
The pre-processing of the data was performed using open-source SNAP (The Sentinel Application Platform) v6.0 toolbox, as provided by the European Space Agency under the Scientific Exploitation of Operational Missions (SEOM) programme [33] . First, the data was calibrated and the T and C matrices were generated. Following these steps, the polarimetric features were extracted by using incoherent polarimetric target decomposition. For each polarimetric target decomposition method, the window size was selected as 9 × 9. As the next step, the Range Doppler orthorectification method carried out the orthorectification process. The Shuttle Radar Topography Mission (SRTM) data (~30 m resolution) was automatically downloaded and used through the SNAP toolbox. The images were resampled to 10 × 10 m pixel size. No further speckle filters were applied to the data, since incoherent polarimetric target decompositions exploiting the T and/or C matrices represent second-order statistics and aim for a reduction in speckle (multiplicative noise) by spatial averaging. For each type of original feature or target decomposed polarimetric feature, a multi-temporal data stack was generated to be used in the classification step.
In following subsection, a brief summary of the polarimetric target decompositions and parameters will be provided.
Polarimetric Target Decomposition
In the PolSAR sensors, the radar wave interacts with the point (i.e., coherent or deterministic scatterers) or the distributed target (i.e., incoherent or distributed scatterers) on the earth, and the backscattered signal per pixel is recorded. This measured backscattered signal is usually described by the 2 × 2 complex scattering matrix S (also called the Sinclair matrix), which represents the combination of transmitted and received polarization.
In this matrix, the first and second subscripts represent the transmitted and received signals, respectively (H: horizontal; V: vertical). This scattering matrix cannot appropriately characterize the distributed targets and, for this, second order statistics, which are derived from the C or T, are required. These second order matrices (C or T) are formulated by using the vectorised forms (Pauli K P and Lexicographic K L basis vector) of the scattering matrix, as follows:
where represent the ensemble average for a given window of pixels and superscript *T denotes the conjugate transpose of a complex matrix or vector [7, 34] .
Polarimetric target decomposition is an effective method in interpreting the complex scattering mechanism and providing significant information about the geophysical and geometrical structure of the targets by simplifying and separating the complex scattering into several components [35, 36] . Since agricultural lands have a distributed scattering mechanism, only incoherent decompositions (two model-based and two eigenvector-based; four in total) were employed in this study. With some approximations, eigenvector-based decompositions present unique mathematical outputs to interpret and analyze the averaged scattering mechanism. The interpretation of the scattering mechanism with eigenvector based decompositions can be difficult in some cases, especially for the volume scattering in vegetation [37] . Model based decompositions are based on physical scattering models, and they aim to interpret the complex scattering mechanism as a sum of the various physical scattering elements (i.e., surface, double-bounce, and volume) [12, 13, 38] . The basic details of the polarimetric target decomposition methods implemented in this study are provided in the following paragraphs.
The Cloude-Pottier decomposition is based on the eigenvector decomposition of the T matrix, and it is also known as the H/A/α decomposition. This method separates the complex scattering into three polarimetric features (averaged parameters), which are entropy (H), anisotropy (A), and alpha angle (α). Entropy is defined to measure the randomness level of the scattering and it varies between 0 and 1. Low entropy values usually address the dominant scatterers, while high entropy values represent random combinations of different scattering mechanisms. The alpha angle ranges from 0 to 90 degrees, and it defines the scattering types of the target. The zero degree (α = 0 • ) denotes surface scattering, while (α = 90 • ) represents double-bounce scattering. Additionally, (α = 45 • ) denotes volume scattering. Anisotropy is useful in differentiating the scattering mechanisms and describing the relative importance of the second and third eigenvalues [9, 11, 39] .
The Freeman-Durden decomposition is a model-based decomposition of the C matrix. It divides the scattering mechanism into three polarimetric components: surface (single bounce) scattering, double-bounce scattering, and volume scattering. Surface scattering is defined as first order Bragg scattering. Double-bounce scattering and volume scattering describe the scattering from a dihedral corner reflector and random scattering from the canopy, respectively [7, 12] . This decomposition is particularly preferable in distinguishing between the natural land cover types (i.e., incoherent scatterers), such as vegetation, soil, and wetlands [7, 12, 40] .
The Yamaguchi decomposition is another model-based decomposition of the C matrix, and it extends the three polarimetric components of Freeman-Durden into four components (surface, double-bounce, volume, and helix) by adding helix scattering. For some cases in PolSAR images, it is possible to find the areas in which the reflection symmetry condition does not exist. This model corresponds to non-reflection symmetric cases through the helix scattering term, which considers the correlation between the co-pol and cross-pol channels. The helix scattering term is particularly useful for man-made targets, because it generally exists in complex urban areas and then disappears for natural distributed scatterers. This decomposition model can also be applied to general scattering cases (not just man-made targets), since it incorporates a modification for the volume scattering matrix by changing the probability density function, and it automatically includes the reflection symmetry condition in non-reflection symmetric cases [9, 13, 41] .
The Van Zyl decomposition (also known as the nonnegative eigenvalue decomposition, NNED) is another eigenvector-based decomposition method that was proposed by Zyl, Arii, and Kim [38] to avoid negative powers, and to estimate the volume contribution to the scattering for vegetated areas. In the model-based decompositions (i.e., Yamaguchi or Freeman-Durden), some of the scattering components could result in negative powers (negative eigenvalues of the C matrix) for a number of pixels. Negative eigenvalues are nonphysical results and they are not useful in the physical interpretation of targets. The power that is received by the radar system or the eigenvalues must be non-negative (greater than or equal to zero) if the scattering is modelled properly. This method combines the model-based and eigenvector decompositions to remove the significant shortcomings of the model based decomposition algorithms. Therefore, this method is also categorized as a hybrid (model-based combined with eigen-based) decomposition. The scattering mechanism is separated into three polarimetric components, which are surface scattering, double-bounce scattering, and volume scattering in this method [36, 38] .
The polarimetric features that were extracted by each polarimetric target decomposition method are listed in Table 4 [38] [39] [40] [41] . Table 4 . Polarimetric Target Decompositions.
Decomposition Method Parameters
Cloude-Pottier (H/A/α) [39] Entropy, Anisotropy, Alpha Angle Freeman-Durden [40] Surface, Double-Bounce and Volume Scattering Van Zyl [38] Surface, Double-Bounce and Volume Scattering Yamaguchi [41] Surface, Double-Bounce, Volume and Helix Scattering
Light Gradient Boosting Machine
Due to their superiority to single classifiers in terms of classification performance, over the last few years ensemble classifiers (also known as multiple classifiers) have received greater attention in pattern recognition and machine learning. These classifiers aim to improve classification accuracy by combining the predictions of individual (single) classifiers through the majority voting rule [42, 43] . There are several approaches that are used for generating ensemble classifiers, such as bagging, boosting, stacking, and RF [16] . Since we only implemented LightGBM as an ensemble method, we will only provide the basic principles of how boosting works. In the boosting approach, a series of individual classifiers are iteratively trained to improve the weak learner classifiers. In the initial phase of the iteration, the training data are equally weighted, and during the training process, the weights are re-calculated. The misclassified pixels, due to weak classifiers in the previous iterations, are assigned to stronger weights and are thus correctly classified [21, 42] . One of the most common boosting methods in the field of remote sensing and machine learning is gradient-boosted decision trees (GBDT), which is also known as gradient-boosting machines (GBM).
Recently, new ensemble learning algorithms, such as CCF (2015) and XgBoost (2016), have been explored and tested for the classification of remotely sensed images in a number of studies [26] [27] [28] [29] . A relatively new ensemble learning algorithm, LightGBM (2017), has been introduced to the machine learning community, and has been received with great interest because it has outperformed the existing boosting frameworks in recent machine learning and data science competitions, especially in regards to complex datasets [43] . A brief introduction of LightGBM is provided in the following paragraph; more details can be read in Ke et al.'s work [25] . LightGBM classifications were performed using the LightGBM Python Package v.2.2.2 [44] LightGBM is a gradient boosting framework that is based on decision tree algorithms. This method grows the trees by applying the leaf-wise (or best-first) strategy, while other ensemble learning algorithms use the level-wise (or depth-wise) strategy. LightGBM benefits from two novel techniques, called Gradient-Based One-Side Sampling (GOSS) and Exclusive Feature Bundling (EFB). The computation costs are reduced through these novel techniques, since GOSS uses a subset of smaller instances instead of all instances, and EFB can bundle exclusive features into less dense features. These techniques in LightGBM provide advantages, such as accelerating the training process and obtaining higher accuracy than other gradient boosting frameworks. This method is called "LightGBM" due to the high speed training process and low memory usage. LightGBM has many model parameters that need to be tuned, such as boosting type, max depth, learning rate, and number of leaves. As a boosting type, we chose GOSS [25, 31] . The parameters were tuned by the trial and error method, and they are listed in Table 5 . 
Experimental Results and Discussion
In this subsection, the classification results (and class based accuracies) are presented, and the impacts of polarimetric target decomposition are then discussed. The inter-comparison of the incoherent polarimetric target decomposition methods, along with the original PolSAR features for crop classification, was performed in this study by using the LightGBM ensemble learning classifier. The accuracies of the classified images (and class predictions) were derived from the error matrix (confusion matrix). Figure 4 displays the overall classification accuracies. The highest classification accuracy was obtained by the Yamaguchi decomposition method (92.07%), followed by the Van Zyl (91.76%) and Freeman-Durden (91.60%) decompositions. All of the polarimetric target decomposition methods, with the exception of Cloude-Pottier (78.83%), outperformed the backscatter coefficients (87.65%) in terms of overall classification accuracy. The model based decompositions (Yamaguchi and Freeman-Durden) outperformed the eigenvector based decompositions, with the exception of the Van Zyl method. Even though the Cloude-Pottier resulted in a lower classification accuracy than the backscatter coefficient and other polarimetric target decompositions, it obtained a higher classification accuracy than the T matrix (76.47%) and C matrix (75.99%). Furthermore, when comparing the classification performances of the T and C matrices, the T matrix outperformed the C matrix. The possible reason for this is because the T matrix includes information regarding the physical scattering mechanism, however the C matrix includes only the second order formalism of the scattering matrix and allows for the direct analysis of polarization channels [39] .
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In this subsection, the classification results (and class based accuracies) are presented, and the impacts of polarimetric target decomposition are then discussed. The inter-comparison of the incoherent polarimetric target decomposition methods, along with the original PolSAR features for crop classification, was performed in this study by using the LightGBM ensemble learning classifier. The accuracies of the classified images (and class predictions) were derived from the error matrix (confusion matrix). Figure 4 displays the overall classification accuracies. The highest classification accuracy was obtained by the Yamaguchi decomposition method (92.07%), followed by the Van Zyl (91.76%) and Freeman-Durden (91.60%) decompositions. All of the polarimetric target decomposition methods, with the exception of Cloude-Pottier (78.83%), outperformed the backscatter coefficients (87.65%) in terms of overall classification accuracy. The model based decompositions (Yamaguchi and Freeman-Durden) outperformed the eigenvector based decompositions, with the exception of the Van Zyl method. Even though the Cloude-Pottier resulted in a lower classification accuracy than the backscatter coefficient and other polarimetric target decompositions, it obtained a higher classification accuracy than the T matrix (76.47%) and C matrix (75.99%). Furthermore, when comparing the classification performances of the T and C matrices, the T matrix outperformed the C matrix. The possible reason for this is because the T matrix includes information regarding the physical scattering mechanism, however the C matrix includes only the second order formalism of the scattering matrix and allows for the direct analysis of polarization channels [39] . Alfalfa had the lowest F1-score value from among the crop types, ranging from 0.23 (as obtained by the C matrix) to 0.37 (as obtained by the backscatter coefficient). Even though the polarimetric target decomposition methods, with the exception of the Cloude-Pottier, outperformed the backscatter coefficient in terms of overall classification accuracy, the backscatter coefficient had the highest F1-score value for alfalfa. The second highest value for this class was obtained by Yamaguchi (0.36), followed by Van Zyl (0.34). No feature type (original features or polarimetric target decompositions) could reach the F1-score value of 0.50 (see Figure 5) for alfalfa, as this class was mostly misclassified as maize, as it can be deduced from the normalized confusion matrices in Table 6 . The row and column in the confusion matrix represent the true (actual) and predicted class, respectively. Additionally, the diagonal elements (in bold characters) in the matrix show the degree of correctly predicted classes. The major (and possible) reason for this failure is that alfalfa is the minor class in our experiment, and the classifiers mostly fail to classify the minor classes. Furthermore, the backscatter values of alfalfa and maize are close or equal to each other in the Alfalfa had the lowest F1-score value from among the crop types, ranging from 0.23 (as obtained by the C matrix) to 0.37 (as obtained by the backscatter coefficient). Even though the polarimetric target decomposition methods, with the exception of the Cloude-Pottier, outperformed the backscatter coefficient in terms of overall classification accuracy, the backscatter coefficient had the highest F1-score value for alfalfa. The second highest value for this class was obtained by Yamaguchi (0.36), followed by Van Zyl (0.34). No feature type (original features or polarimetric target decompositions) could reach the F1-score value of 0.50 (see Figure 5) for alfalfa, as this class was mostly misclassified as maize, as it can be deduced from the normalized confusion matrices in Table 6 . The row and column in the confusion matrix represent the true (actual) and predicted class, respectively. Additionally, the diagonal elements (in bold characters) in the matrix show the degree of correctly predicted classes. The major (and possible) reason for this failure is that alfalfa is the minor class in our experiment, and the classifiers mostly fail to classify the minor classes. Furthermore, the backscatter values of alfalfa and maize are close or equal to each other in the temporal domain (see Figure 6 ) on some polarizations (i.e., VV or VH channels). The highest value of F1-score for the maize class was obtained by Yamaguchi, Van Zyl, and Freeman-Durden (0.92), followed by the backscatter coefficient (0.86) and Cloude-Pottier (0.76) method. With the exception of the backscatter coefficient, the original feature, had the lowest F1-score value, at 0.74 for the maize class. Among the polarimetric target decompositions, only the Cloude-Pottier obtained a lower F1-score value than the backscatter coefficient for maize. The sunflower class is the most accurate classified class type, as Yamaguchi, Van Zyl, and Freeman-Durden obtained the maximum value of F1-score (1.00). Polarimetric target decompositions had higher F1-score values than the original features for sunflowers.
temporal domain (see Figure 6 ) on some polarizations (i.e., VV or VH channels). The highest value of F1-score for the maize class was obtained by Yamaguchi, Van Zyl, and Freeman-Durden (0.92), followed by the backscatter coefficient (0.86) and Cloude-Pottier (0.76) method. With the exception of the backscatter coefficient, the original feature, had the lowest F1-score value, at 0.74 for the maize class. Among the polarimetric target decompositions, only the Cloude-Pottier obtained a lower F1-score value than the backscatter coefficient for maize. The sunflower class is the most accurate classified class type, as Yamaguchi, Van Zyl, and Freeman-Durden obtained the maximum value of F1-score (1.00). Polarimetric target decompositions had higher F1-score values than the original features for sunflowers. The Cloude-Pottier decomposition outperformed the backscatter coefficient by 0.04 in terms of the F1-score value for sunflowers, whereas the backscatter coefficient obtained higher accuracy than temporal domain (see Figure 6 ) on some polarizations (i.e., VV or VH channels). The highest value of F1-score for the maize class was obtained by Yamaguchi, Van Zyl, and Freeman-Durden (0.92), followed by the backscatter coefficient (0.86) and Cloude-Pottier (0.76) method. With the exception of the backscatter coefficient, the original feature, had the lowest F1-score value, at 0.74 for the maize class. Among the polarimetric target decompositions, only the Cloude-Pottier obtained a lower F1-score value than the backscatter coefficient for maize. The sunflower class is the most accurate classified class type, as Yamaguchi, Van Zyl, and Freeman-Durden obtained the maximum value of F1-score (1.00). Polarimetric target decompositions had higher F1-score values than the original features for sunflowers. The Cloude-Pottier decomposition outperformed the backscatter coefficient by 0.04 in terms of the F1-score value for sunflowers, whereas the backscatter coefficient obtained higher accuracy than The Cloude-Pottier decomposition outperformed the backscatter coefficient by 0.04 in terms of the F1-score value for sunflowers, whereas the backscatter coefficient obtained higher accuracy than Cloude-Pottier by 8.82% for overall accuracy. This inconsistency clearly demonstrated that each crop type could have various scattering characteristics and impact on each polarimetric feature (both original features and polarimetric target decompositions) in the classification process. The F1-score values for sunflowers were less than 0.90 from the T (0.80) and C (0.79) matrices.
With the exception of the Cloude-Pottier decomposition, all of the decomposition methods obtained the highest F1-score values for potatoes (0.97), followed by the backscatter coefficient (0.94).
The Cloude-Pottier decomposition had the lowest F1-score value (0.71) for potatoes, which is an exception for this class. For the other class types, the C matrix obtained the lowest F1-score values. Potatoes were partially confused with maize for the classification of the C matrix and Cloude-Pottier decomposition (Table 6 ). For the all of the features (original or polarimetric target decomposition), wheat was classified with a higher value than 0.9 in terms of the F1-score (see Figure 5 ). This was a predictable result, since the backscatter response of wheat in the temporal domain for all polarization channels is clearly distinguishable from others (see Figure 6 ). The obtained results for wheat can also be considered to be an exception in our experiment, because the F1-score values that were obtained for the other classes were lower than 0.9 from the T or C matrix. The classified images for all incoherent polarimetric target decompositions and original features are depicted in Figure 7 .
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For the all of the features (original or polarimetric target decomposition), wheat was classified with a higher value than 0.9 in terms of the F1-score (see Figure 5 ). This was a predictable result, since the backscatter response of wheat in the temporal domain for all polarization channels is clearly distinguishable from others (see Figure 6 ). The obtained results for wheat can also be considered to be an exception in our experiment, because the F1-score values that were obtained for the other classes were lower than 0.9 from the T or C matrix. The classified images for all incoherent polarimetric target decompositions and original features are depicted in Figure 7 . 
Conclusions
This paper tested the capabilities of polarimetric target decompositions for crop classification using LightGBM, and evaluated the inter-comparison of polarimetric target decomposition in terms of overall and class based accuracies. Our experimental results demonstrated that all polarimetric target decomposition methods, with the exception of the Cloude-Pottier decomposition, were superior to the original features in terms of overall classification accuracy. The highest classification accuracy (92.07%) was achieved by Yamaguchi, whereas the lowest (75.99%) was obtained from the 
This paper tested the capabilities of polarimetric target decompositions for crop classification using LightGBM, and evaluated the inter-comparison of polarimetric target decomposition in terms of overall and class based accuracies. Our experimental results demonstrated that all polarimetric target decomposition methods, with the exception of the Cloude-Pottier decomposition, were superior to the original features in terms of overall classification accuracy. The highest classification accuracy (92.07%) was achieved by Yamaguchi, whereas the lowest (75.99%) was obtained from the C matrix. Additionally, model based decompositions can be concluded to be more powerful than eigenvector based decomposition in terms of class based accuracies (based on F1-score values) from our study. When class-based accuracies were evaluated (F1-score values), alfalfa and sunflowers were identified as the least and most correctly predicted class types, respectively. Alfalfa was mostly confused with maize and it had the lowest F1-score values. This result was predictable, since classification algorithms often fail to classify minor classes and the backscatter values of alfalfa were close or equal to maize in the temporal domain. Our results clearly prove the added benefits of model based decompositions for crop type classification from PolSAR data.
The main limitation of the data used in this research is that RADARSAT-2 is the commercial earth observation satellite data and it is not freely available to everyone. In most cases, obtaining the multi-temporal PolSAR data can be costly. In this case, there was not any freely available alternative to full polarimetric RADARSAT-2 in C band frequency for the investigation of polarimetric target decomposition. Additionally, we observed that the main drawback of the classification model (LightGBM) was the need for tuning of the parameters.
In addition, this study investigated, for the first time, the capabilities of LightGBM in the classification of crops from multi-temporal PolSAR data. Our future research will focus on testing the different types of polarimetric target decompositions (e.g., Touzi decomposition, Van Zyl/Arii Decompositions, etc.) for crop classification, using the CatBoost (gradient boosting with categorical features support), as well as the comparison with LightGBM.
