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A SIMPLE SOLUTION TO THE
BRAGA–MELLO CONJECTURE
DOUGLAS D. NOVAES1,2 AND ENRIQUE PONCE3
Abstract. Recently Braga and Mello conjectured that for a given n ∈ N
there is a piecewise linear system with two zones in the plane with exactly n
limit cycles. In this paper we prove a result from which the conjecture is an
immediate consequence. Several explicit examples are given where location
and stability of limit cycles are provided.
1. Introduction and statement of the main results
The computation of upper bounds for the number of limit cycles in all
possible configurations within the family of planar piecewise linear differen-
tial systems with two zones has been the subject of some recent papers.
Assuming that the separation boundary is a straight line, Han and Zhang
[Han & Zhang, 2010] conjectured in 2010 that for such planar piecewise lin-
ear systems there can be at most two limit cycles. However, Huan and Yang
[Huan & Yang, 2012] promptly gave a negative answer to this conjecture by
means of a numerical example with three limit cycles under a focus-focus con-
figuration. Such counter-intuitive example led researchers to look for rigorous
proofs of this fact, see [Llibre & Ponce, 2012] for a computer-assisted proof,
and [Freire et al, 2014] for an analytical proof under a more general setting.
When the boundary between the two linear zones is not a straight line any
longer, it is possible to obtain more than three limit cycles. Thus, by re-
sorting to the same example introduced in [Huan & Yang, 2012] and analyzed
in [Llibre & Ponce, 2012], Braga and Mello studied in [Braga & Mello, 2014]
some members of the following class of discontinuous piecewise linear differen-
tial system with two zones
(1) X ′ =
 G
−X if H(X, p) < 0,
G+X if H(X, p) ≥ 0,
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where the prime denotes derivative with respect to the independent variable
t, p is a parameter vector, X = (x, y), and
G± =
 g±11 g±12
g±21 g
±
22

are matrices with real entries satisfying the following assumptions:
(H1) g±12 < 0,
(H2) G− has complex eigenvalues with negative real parts while G+ has
complex eigenvalues with positive real parts, and
(H3) the function H is at least continuous.
After using some broken line as the boundary between linear zones, Braga
and Mello in [Braga & Mello, 2014] put in evidence the important role of the
separation boundary in the number of limit cycles. They obtained examples
with different number of limit cycles, and accordingly stated the following
conjecture in [Braga & Mello, 2014].
Conjecture 1. Given n ∈ N there is a piecewise linear system with two zones
in the plane with exactly n limit cycles.
In this paper, we prove that the above conjecture is true by showing how
to perturb a rather simple vector field in order to get as many limit cycles as
wanted. We provide several concrete examples. Furthermore, we show that
the involved methodology allow us to locate the position of the limit cycles
and determine their stability.
We start from the normal form given in [Freire et al, 2012] for systems of
kind (1) and after selecting an appropriate value for γ > 0, we take
(2) G± =
 ±2γ −1
γ2 + 1 0
 ,
and
(3) H(X) =
 x if y ≤ 0,
x− h(y) if y > 0,
where h(y) is a C1 function such that h(0) = 0. We also assume that for y > 0
the following hypotheses:
(H1′) |h(y)| < y/γ,
(H2′) h(y)(2γ − (1 + γ2)h′(y)) < y, and
(H3′) h(y)(2γ + (1 + γ2)h′(y)) > −y.
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Figure 1. Left: The unperturbed piecewise linear center for
γ = 0.75. Right: Here we consider the system of Corollary 3
for n = 2 and γ = 0.75. The continuous bold (dashed) closed
curve surrounding the origin represent one stable (unstable) limit
cycle, while the remaining orbits are not closed any longer. The
discontinuity set is represented by the dashed line crossing the
y–axis two times for y > 0.
As shown in Section 2, Hypothesis H1′ is just assumed to facilitate the com-
putation of solutions, whilst Hypotheses H2′ and H3′ allow us to assure
that the two linear vector fields can be concatenated across the discontinu-
ity manifold in the natural way, so avoiding the existence of sliding sets, see
[Kuznetsov et al, 2003].
It should be noticed that when h(y) ≡ 0 the boundary separating the two
linear zones is a straight line, namely the y-axis. In such a case, we have
indeed a continuous vector field with a global nonlinear center at the origin,
since from each side the origin is a focus and the expansion in the right part is
perfectly balanced with the contraction in the left part. Furthermore, all the
periodic orbits of the center are homothetic. See the left panel of Figure 1 and
Proposition 4.2 of [Freire et al, 2012] for more details.
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In the case of a non-vanishing function h, the discontinuity set for system
(1) is given by
Σ = {(h(y), y) : y > 0, h(y) 6= 0},
so that the balance between expansion and contraction is lost; as it will be
seen, some periodic orbits from the original center configuration can persist,
becoming isolated and so leading to limit cycles.
Our main result is the following.
Theorem 2. Assume γ > 0 and consider system (1)-(2) and the switching
manifold H(X) = 0 as in (3), where h satisfies Hypotheses H1′, H2′ and H3′.
For a given positive real number y∗ there exists a periodic solution of system (1)
passing through (h(y∗), y∗) if and only if h(y∗) = 0, in this case the periodic
solution cut the y–axis at the points (0, y∗) and (0,−e−γpiy∗). Moreover if
h′(y∗) < 0 (h′(y∗) > 0 ) this periodic solution is a stable (unstable) limit cycle.
Theorem 2 is proved in Section 2.
The Braga–Mello Conjecture 1 is a direct consequence of Theorem 2 as we
can see in the following corollaries. See also the right panel of Figure 1.
Corollary 3. If 0 < γ <
√
3/5 and
(4) h(y) =
2γ
(γ2 + 1)pi
 sin(piy), 0 ≤ y ≤ (2n+ 1)/2,(−1)n, y > (2n+ 1)/2,
then system (1) has exactly n limit cycles for any n ∈ N. These limit cycles
are nested and surround the origin, which is a stable singular point of focus
type. The limit cycles cut the y–axis at the points (0, k) and (0,−k exp(−piγ))
for k = 1, . . . , n, being stable (unstable) for k even (odd).
Using Theorem 2 we can find some systems exhibiting exotic configurations
of limit cycles. As an example we prove the following corollary, where we find
a infinite sequence of limit cycles accumulating at the origin.
Corollary 4. Given 0 < α < (−1 +√3)/2, if γ = 1 and h(y) = αy2 sin(1/y)
for y > 0 with h(0) = 0, then for each k = 1, 2, · · · there exists a limit cycle
of system (1) cutting the y–axis at the points (0, 1/(kpi)) and (0,−e−pi/(kpi))
being stable (unstable) for k even (odd). These limit cycles are nested and
surround the origin, which is a stable singular point of focus type.
Corollaries 3 and 4 are proved in Section 2. Note that the function h is
bounded and that its upper bound can be taken as small as desired. Thus, we
do not need a big perturbation to obtain as much limit cycles as wanted. Also
note that the oscillating line used to define the discontinuity set or switch-
ing manifold has the same effect for getting several limit cycles than the
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one achieved in continuous Lie´nard systems with an oscillating function, see
[Llibre & Ponce, 2003] and [Llibre et al, 2012].
To finish, we emphasize that with a suitable choice of function h one can
also get as much semi-stable limit cycles as you want. We call semi-stable
limit cycles the isolated periodic orbits that are stable from the interior and
unstable from the exterior or vice versa. Thus, we next state our last result.
Corollary 5. If 0 < γ <
√
3/13 and
(5) h(y) =
2γ
(γ2 + 1)pi
 1− cos(piy), 0 ≤ y ≤ 2n+ 1,2, y > 2n+ 1,
then system (1) has exactly n limit cycles for any n ∈ N. These limit cycles are
nested and surround the origin, which is a stable singular point of focus type.
The limit cycles cut the y–axis at the points (0, 2k) and (0,−2k exp(−piγ)) for
k = 1, . . . , n, being all of semi-stable type.
Corollary 5 can be proved in a very similar way than Corollary 3; in fact,
its proof (to be omitted for sake of brevity) is even easier since the function h
is non-negative. In showing the semi-stable character of limit cycles, first two
statements of Lemmma 7 should be taken into account, see below.
2. Proofs of Theorem 2 and Corollaries 3 and 4
The proof of Theorem 2 is made by constructing a displacement function
of points of kind (h(y), y). Since system (1) has a focus at the origin in the
both sides, we obtain this displacement function by computing the difference
between the position of the fist return to the section {x = 0 , y < 0} in
forward time and the position of the fist return to the section {x = 0 , y < 0}
in backward time considering the flow starting in (h(y), y).
Proof of Theorem 2. We start by computing
〈∇H(h(y), y) , G±(h(y), y)〉 = (1,−h′(y))T
 ±2γh(y)− y
(γ2 + 1)h(y)
 ,
so that, from Hypotheses H2′ and H3′, we get
〈∇H(h(y), y) , G+(h(y), y)〉 = −y + h(y) (2γ − (1 + γ2)h′(y)) < 0, and
〈∇H(h(y), y) , G−(h(y), y)〉 = −y + h(y) (−2γ − (1 + γ2)h′(y)) < 0.
Therefore for y > 0 the flow of system (1) in all points (h(y), y) crosses
always Σ from the right to the left, all becoming crossing points, in the usual
terminology of Filippov systems, see [Kuznetsov et al, 2003]. In other words,
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excepting at the origin, the two vector fields have with respect to Σ nontrivial
normal components of the same sign.
Let ϕ+(t, x, y) =
(
ϕ+1 (t, x, y), ϕ
+
2 (t, x, y)
)
be the solution of system (1) for
x > 0 such that ϕ+(0, x, y) = (x, y), and let ϕ−(t, x, y) =
(
ϕ−1 (t, x, y), ϕ
−
2 (t, x, y)
)
be the solution of system (1) for x < 0 such that ϕ−(0, x, y) = (x, y). Since
system (1) is piecewise linear, this solutions can be easily computed as
(6)
ϕ±1 (t, x, y) = e
±γt [(±γx− y) sin t+ x cos t] ,
ϕ±2 (t, x, y) = e
±γt [(γ2x∓ γy + x) sin t+ y cos t] .
Let pi/2 < tL(y) < 3pi/2 be the smallest positive time such that ϕ
−
1 (tL(y), h(y)
, y) = 0 and ϕ−2 (tL(y), h(y), y) < 0. We note that tL(y) > pi if h(y) > 0,
tL(y) = pi if h(y) = 0, and tL(y) < pi if h(y) < 0. Similarly let −3pi/2 <
tR(y) < −pi/2 be the biggest negative time such that ϕ+1 (tR(y), h(y), y) = 0
and ϕ+2 (tR(y), h(y), y) < 0. We note that tR(y) > −pi if h(y) > 0, tR(y) = −pi
if h(y) = 0, and tR(y) < −pi if h(y) > 0. From hypothesis H1′ we have
|h(y)| < y/γ, so y + γh(y) > 0 and y − γh(y) > 0, therefore we can easily
compute tL(y) and tR(y) as
tL(y) = pi + arctan
(
h(y)
y + γh(y)
)
,
tR(y) = −pi + arctan
(
h(y)
y − γh(y)
)
.
Accordingly, we have
cos(tL(y)) = − y + γh(y)√
(y + γh(y))2 + h(y)2
, sin(tL(y)) = − h(y)√
(y + γh(y))2 + h(y)2
,
and
cos(tR(y)) = − y − γh(y)√
(y − γh(y))2 + h(y)2 , sin(tR(y)) = −
h(y)√
(y − γh(y))2 + h(y)2 .
Finally, substituting in (6) and after some standard manipulations, we obtain
ϕ−2 (tL(y), h(y), y) = −e
−γpi−γ arctan
 h(y)
y + γh(y)
√
(y + γh(y))2 + h(y)2,
and
ϕ+2 (tR(y), h(y), y) = −e
−γpi+γ arctan
 h(y)
y − γh(y)
√
(y − γh(y))2 + h(y)2.
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We construct now the displacement function as f(y) = ϕ−2 (tL(y), h(y), y) −
ϕ+2 (tR(y), h(y), y), thus
f(y) = e
−γpi+γ arctan
 h(y)
y − γh(y)
√
y2 − 2γyh(y) + (1 + γ2)h(y)2
−e
−γpi−γ arctan
 h(y)
y + γh(y)
√
y2 + 2γyh(y) + (1 + γ2)h(y)2.
If y∗ > 0 is such that h(y∗) = 0 it is easy to see that f(y∗) = 0. Therefore
there exists a periodic solutions passing through (h(y), y). The following aux-
iliary results, where we prove a little bit more than needed for Theorem 2, can
be easily shown under the previous hypotheses.
Lemma 6. If for y > 0 we have h(y) > 0 (h(y) < 0) then f(y) > 0 (f(y) < 0).
Proof. We show first that if h(y) > 0 then f(y) > 0. To see this, we consider
for a fixed y > 0 the function
Fy(x) = e
γ arctan
( x
y − γx
)√
y2 + 2γyx+ (1 + γ2) x2
−e
−γ arctan
( x
y + γx
)√
y2 − 2γyx+ (1 + γ2) x2.
Clearly f(y) = e−piγFy(h(y)). We note that Fy(0) = 0 and
Fy(x) = δy(x)− δy(−x),
where
δy(x) = e
γ arctan
( x
y − γx
)√
y2 + 2γyx+ (1 + γ2) x2.
Since we are dealing with a difference of two positive terms, for determining
its sign we can work with the difference of squares, avoiding so to deal with
square roots. Now the derivative δy(x)
2 − δy(−x)2 with respect to x simplifies
to
2x
(
1 + γ2
)
e
2γ arctan
( x
y − γx
)
− 2x (1 + γ2) e−2γ arctan
( x
y + γx
)
,
which is obviously positive for all 0 < x < y/γ. Then Fy(x) is monotone
increasing for the same range, and we can assure that f(y) = e−piγFy(h(y)) is
positive.
Since Fy(−x) = −Fy(x), the case h(y) < 0 is a direct consequence of the
above reasoning and the lemma follows. 
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Lemma 7. Assume y∗ > 0 such that h(y∗) = 0. The following statements
hold.
(i) If there exists ε > 0 such that h(y) < 0 (h(y) > 0) for y∗ − ε < y < y∗
then the periodic orbit passing for (0, y∗) is stable (unstable) from the
interior.
(ii) If there exists ε > 0 such that h(y) > 0 (h(y) < 0) for y∗ < y < y∗ + ε
then the periodic orbit passing for (0, y∗) is stable (unstable) from the
exterior.
(iii) If h′(y∗) > 0 (h′(y∗) < 0) then there exist a periodic solution passing
for (0, y∗) which is a stable (unstable) limit cycle.
Proof. The three statements follow from the standard properties of displace-
ment function and Lemma 6.
In the case of statement (iii), an alternative proof can be obtained by di-
rect computations of derivatives of the displacement function f at y∗. The
expressions are quite long but simplify a lot after substituting h(y∗) = 0. One
obtains f ′(y∗) = 0, so that the limit cycles are non-hyperbolic and we need to
resort to successive derivatives, getting f ′′(y∗) = 0 and
f ′′′(y∗) =
8γ(1 + γ2)e−piγh′(y∗)3
y2
.
We conclude again that the periodic solution is a stable limit cycle if h′(y∗) > 0,
and an unstable limit cycle if h′(y∗) < 0. 
From Lemma 7, Theorem 2 is shown. 
It follows the proofs of corollaries.
Proof of Corollary 3. It is easy to see that
|h′(y)| ≤ 2γ
γ2 + 1
,
and to fulfill Hypothesis H1′ we should need
2γ
γ2 + 1
<
1
γ
,
which is true for all 0 < γ < 1.
Furthermore, for y ≤ (2n+ 1)/2 we have
h(y)(2γ ± (1 + γ2)h′(y)) = 4γ
2
(γ2 + 1)pi
sin(piy)(1± cos(piy)).
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We note that for 0 < γ <
√
3/5 the inequality 8γ2/(pi+ piγ2) < 1 hold. Again
using that | sin(y)| < y for y > 0 we obtain
h(y)(2γ − (1 + γ2)h′(y)) < 8γ
2
(1 + γ2)pi
y < y, and
h(y)(2γ + (1 + γ2)h′(y)) > − 8γ
2
(1 + γ2)pi
y > −y.
So the Hypotheses H2′ and H3′ hold for y ≤ (2n+ 1)/2.
Now for y > (2n+ 1)/2 ≥ 3/2 we have h′(y) = 0, so that
h(y)(2γ ± (1 + γ2)h′(y)) = 4γ
2
(γ2 + 1)pi
(−1)n,
and the inequalities in Hypotheses H2′ and H3′ trivially hold.
Computing the zeros of the function h and applying Theorem 2 we conclude
that system (1) has exactly n limit cycles for any given n ∈ N cuting the y-axis
at the points (0, k) and (0,−k exp(−piγ)) for k = 1, . . . , n. 
Proof of Corollary 4. We note first that the hypothesis 0 < α < (−1 +√3)/2
implies that 2α(1 + α) < 1. Thus, we also have α < 1, so that using the
inequality | sin(1/y)| < 1/y for y > 0, it is easy to see that |h(y)| < αy < y,
and Hypothesis H1′ holds.
Since γ = 1, we have
h(y)(2γ ± (1 + γ2)h′(y)) = 2h(y)(1± h′(y)),
and then
2h(y)(1± h′(y)) = 2αy2 sin
(
1
y
)
∓ 2α2y2 sin
(
1
y
)
cos
(
1
y
)
± 4α2y3 sin2
(
1
y
)
.
So using again the inequality | sin(1/y)| < 1/y for y > 0 we obtain
2h(y)(1− h′(y)) < 2αy + 2α2y = 2α(1 + α)y < y, and
2h(y)(1 + h′(y)) > −2αy − 2α2y = −2α(1 + α)y > −y.
Hence the inequalities in Hypotheses H2′ and H3′ hold for y > 0.
Computing the zeros of the function h and applying Theorem 2, we conclude
the proof of the corollary. 
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