Motivated by questions in robust control and switched linear dynamical systems, we consider the problem checking whether every element of a polytope of n × n matrices A is stable. We show that this can be done in polynomial-time in n when the number of extreme points of A is constant, but becomes NP-Hard when the number of extreme points grows as Θ(n). This result has two useful corollaries: (i) for the case when A is a line, we give a stability-testing algorithm considerably faster than the best currently known algorithms (ii) we show that verifying the absolute asymptotic stability of a continuoustime switched linear system with n − 1 n × n matrices A i satisfying 0 Ai + A T i is NP-hard.
I. INTRODUCTION
We consider the polytope of matrices with extreme points A 1 , . . . , A k , defined as
(1) We consider the problem of testing whether every matrix in A is Hurwitz stable, i.e. has eigenvalues with negative real parts. We assume that the matrices A i have rational entries, so that a finite-length description of them exists. Our motivation is grounded in applications to problems in robust stability and switched dynamical systems.
In practice, given the dynamical systemẋ = Ax, one often does not have precise knowledge of the elements of A. One possible way to deal with this is to model A as an arbitrary element of a given set of matrices. In this case, testing whether every matrix in the set A is stable corresponds to testing whether whether all trajectories of the robustlymodeled system will converge to 0.
The stability of convex combinations of matrices also plays an important role in the control of switched systems. Given a continuous-time switched system, i.e.
where A(t) is a piecewise constant matrix function with finite range {A i } ⊂ R n×n , the stability of convex combinations of the range matrices A i is, in many cases equivalent to the asymptotic stability of the system in Eq. (2) (see [11] ). We consider in Section III a particular class of continuous time switching systems satisfying 0 A i +A T i for which the absolute switching is equivalent to the stability of A. We will L. Gurvits is with Los Alamos National Laboratory, Los Alamos, NM,
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This problem, and some of its natural generalizations, have been considered before in the control theory literature (see [1] , [9] , [5] , [24] , [26] , [7] , [21] , [13] ). Notable results include the solution of the k = 2 case in [1] , [9] , [24] and a Lyapunov-search algorithm in [7] for the general case, which, however, has not been proven to terminate in finite time.
Our contributions to this area are as follows.
• We show that when there are n/2 − 1 different matrices A i , the problem of deciding whether there exists an unstable matrix in A is NP-hard (Section II) (note also that a similar problem was recorded as unsolved in [4] ). This provides an explanation why many approaches to this problem fail (see [5] for proofs that various approaches do not work). • As a consequence of this NP-hardness result, we show that checking the absolute asymptotic stability of the dynamical system in Eq. (2) with n − 1 n × n matrices A i satisfying 0 A i +A T i is also NP-hard (Section III). As far as we know, this is the first such hardness result for continuous-time switched linear dynamical systems. • We provide an O(n ω+2 ) algorithm for the solution of this problem when k = 2, where ω ≈ 2.237 is the exponent of matrix multiplication. The case of k = 2 was considered in the papers [1] , [9] where it was reduced to checking that the spectrum of an O(n 2 ) × O(n 2 ) operator does not intersect with a subset of the real line. If the standard methods (e.g. the QR algorithm) are used for eigenvalue computation, this approach takes O(n 6 ) timem in contrast to our algorithm. • We provide an algorithm for deciding whether there exists an unstable matrix in A (Section V). Our algorithm takes polynomial time in n when k is fixed.
In summary, we show that testing the stability of A can be done in polynomial time if the number of extreme points k is a fixed constant, but is NP-hard when k = Θ(n).
We conjecture that the threshold between polynomial-time solvability and NP-hardness occurs at k = O(log n).
II. NP-HARDNESS OF STABILITY TESTING OF MATRIX POLYTOPES
In this section, we consider the computational complexity of deciding whether every matrix in the set A (defined by Eq. (1)) is stable. We will show that this problem is NPhard through a reduction from the maximum clique problem, which is known to be NP-complete [18] . The details of this reduction are described below.
Given k rational matrices A 1 , . . . , A k in R n×n , we will refer to the problem of deciding whether there exists an unstable matrix in A (defined by Eq. (1)) as the (k, n)-POLYTOPE-STABILITY problem.
Theorem 1: (n, 2n + 2)-POLYTOPE-STABILITY is NPhard.
Notice that the interval stability problem 1 corresponds to (k, n)-POLYTOPE-STABILITY with k exponential in n. In other words NP-HARDNESS of interval stability [23] does not imply NP-HARDNESS of (n, 2n+2)-POLYTOPE-STABILITY.
We first give a series of definition and lemmas before proving Theorem 1. Given k rational matrices A 1 , . . . , A k in R n×n , we will refer to the problem of deciding whether there exists a singular matrix in the associated polytope A as the (k, n)-POLYTOPE-NONSINGULARITY problem.
Lemma 1: There is a polynomial-time reduction from the (k, n)-POLYTOPE-NONSINGULARITY problem to the (k, 2n)-POLYTOPE-STABILITY problem Proof: Given a square matrix A ∈ R n×n define B as
We claim B is Hurwitz if and only if A is nonsingular. The statement follows from the following well known and easy result: if 0 P = A + A T then A is Hurwitz if and only if the pair (A, P ) is observable. Suppose we are given k n × n matrices A i , and we want to decide whether the set A defined by Eq. (1) contains a nonsingular matrix. Define
when i α i = 1, it follows by the previous item that testing POLYTOPE-NONSINGULARITY with the set A is the same as testing POLYTOPE-STABILITY on the set
However, note that the construction has double the dimension, since the matrices B i belong to R 2n×2n . This concludes the proof that (k, n)-POLYTOPE-NONSINGULARITY can be reduced to (k, 2n)-POLYTOPE-STABILITY. q.e.d.
Consider the problem of deciding whether there exists a nonnegative vector p in R n whose components sum to 1 such that p T Mp = 1 for an arbitrary invertible matrix M . We will consider M −1 to be the input to this problem. We will refer to the problem as the n-QUADRATIC-THRESHOLD problem.
Lemma 2: There is a polynomial-time reduction from the n-QUADRATIC-THRESHOLD problem to the (n, n + 1)-POLYTOPE-NONSINGULARITY problem.
Proof:
Define
where e i is the column vector with 1 in the i'th entry and zeros elsewhere.
In other words, X is the set of matrices of the form
with p ∈ S n . By the Schur complement formula such a matrix is singular if and only if p T Mp = 1. Thus given an invertible matrix M , we can solve the QUADRATIC-THRESHOLD problem by solving an instance of the POLYTOPE-NONSINGULARITY problem with the polytope X . q.e.d.
The MAX-CLIQUE problem is the problem of determining the size of the largest clique in an undirected graph, denoted by ω(G).
Lemma 3: There is a polynomial-time reduction from the MAX-CLIQUE problem to the QUADRATIC-THRESHOLD problem Proof: 1. It is known that [22] :
where A is the adjacency matrix of the graph G.
2. Because the QUADRATIC-THRESHOLD problem is defined only for nonsingular matrices, for our reduction to work we will need to modify A to insure its nonsingularity. To this end, we consider the matrices A i = A + 1 n 2 +i I for i = 1, . . . , n+1. At least one A i must be nonsingular, because A cannot have n+1 eigenvalues. We find a nonsingular A i (this can be done in polynomial time with Gaussian elimination for each i = 1, . . . , n + 1). Let us denote this nonsingular
In the proof below, we will threshold the form p T A i * p; recall from Lemma 2 that this requires the computation of A −1 i * . This involves a polynomial number of computations in n, and the bit-sizes remain polynomial as well (see [25] ). 3. We have that for p ∈ S n ,
It follows that
Because the optimal solution of Eq. (3) is 1−1/ω(G), and ω(G) is an integer between 1 and n, this optimal solution must be in the set S = {0, 1/2, 2/3, 3/4, . . . , 1 − 1/n}. Because the gap between the elements of S is less than 1/n 2 , and consequently less than 1/(n 2 + i * ), it follows from Eq. (5) that the largest element of S smaller than max p∈Sn p T A i * p must be 1 − 1 ω(G) , the solution of the MAX-CLIQUE problem. Let this element be called k * ; then, it follows that
for some p ∈ S n , and that k * is the largest element of S with this property. For each k ∈ S, the existence of a p ∈ S n satisfying Eq. (6) can now due to the invertibility of A * i be decided with a single call to the QUADRATIC-THRESHOLD problem. This is the reduction from MAX-CLIQUE to QUADRATIC-THRESHOLD. q.e.d. Proof of Theorem 1: Lemmas 1, 2, 3 provide a reduction from the POLYTOPE-STABILITY problem to the MAX-CLIQUE problem. The size of the problem goes from n in the QUADRATIC-THRESHOLD problem to (n, n + 1) after to POLYTOPE-NONSINGULARITY; and from (n, n+ 1) to (n, 2(n + 1)) in the reduction from POLYTOPE-NONSINGULARITY to POLYTOPE-STABILITY. Since MAX-CLIQUE is known to be NP-complete [18] , it follows that (n, 2n+2)-POLYTOPE-STABILITY is NP-hard. q.e.d.
III. NP-HARDNESS OF CHECKING CONTINUOUS-TIME ABSOLUTE SWITCHING STABILITY In this section, we will show that checking the absolute switching stability of a class of continuous-time linear switched systems is NP-hard. Given k n×n rational matrices A 1 , . . . , A k , we will refer to the problem of deciding whether there exists a norm || · || in R n and a > 0 such that the induced operator norms satisfy the inequalities:
as the (k, n) − CASS problem. This is equivalent to testing whether the dynamical system defined by Eq. (2) is absolutely asymptotically stable for any choice of switching rule.
We also consider a subcase of the problem where the matrices A i satisfy the (nonstrict) Lyapunov inequalities 0
We will call this subcase the (k, n)-CASS 2 problem.
The following Lemma 4 together with Theorem 1 prove that (n, 2n + 2)-CASS 2 problem is NP-HARD. As far as we know it is a first such hardness result in the area of continuous time absolute switching stability .
Lemma 4: Consider the following 2n × 2n matrices
Then there exists a norm ||·|| in R 2n and a > 0 such that the induced operator norms satisfy the following inequalities:
if and only if all matrices in the convex hull A are nonsingular.
Proof: We only sketch a proof here; the argument is very similar to Theorem 4.7 in [11] and Corollary 2.8 in [12] . We already proved in Lemma 1 that all matrices in the convex hull B are Hurwitz if and only if all matrices in the convex hull A are nonsingular. This proves the "only if" part. Consider the following family of "differential" equations (strictly speaking, they ought to be viewed as integral equations):ẋ
with initial condition satisfying ||x(0)|| 2 = 1.
Here
is a Lebesgue-measurable vector function whose range is a subset of S k . It is easy to prove that the above equation has a unique Lipschitz solution. Since
Assume that there is no norm ||.|| in R n and a > 0 such that the induced operator norms satisfy the following inequalities:
Then there exists a measurable vector function on [0, 1] p 1 (t) . . . p k (t) ∈ S k and x(0) with ||x(0)|| 2 = 1 such that ||x(1)
In other words, the entire curve x(t) belongs to a linear subspace R n ⊕ 0 and ||x(t)|| 2 = 1, 0 ≤ t ≤ 1. Which gives that t 0 ( 1≤i≤k p i (τ )A i )x(τ )dτ = 0 for all 0 ≤ t ≤ 1. As the Lebesgue measurable vector function on [0, 1] p 1 (t) . . . p k (t) ∈ S k is bounded thus up to measure zero, it follows that ( 1≤i≤k p i (τ )A i )x(τ ) = 0. Recall that ||x(t)|| = 1, 0 ≤ t ≤ 1. Therefore there must exist a singular matrix in A. q.e.d.
Remark 1) Lemma 4, crucial in our proof of NP-hardness of Checking Continuous-Time Absolute Switching Stability, strongly benefited from the structure of matrices B i . But even in this relatively simple finitedimensional case, our proof was based on infinitedimensional arguments and (elementary) measure theory. We conjecture that the similar result holds if just 0 ..., B k ) is a finite set of complex n×n matrices. See discussions in [12] on this conjecture and its "quantum"/operator generalizations. The positive answer to this conjecture would have important complexity implications, on the other hand we don't exclude the possibility of refuting the conjecture by proving the corresponding NP-hardness result.
2) A natural discrete time analogue of the problem treated in Theorem 1 is the following decision question : given n × n matrices A i :
3) Consider for the structure, used in our NP-HARDNESS proofs (see Lemma 1), the synthesis problem , i.e. the existence of a Hurwitz matrix in B (this is not the same as checking the existence of a stable switching sequence, which is also sometimes referred to as the "synthesis problem"; in our case, that problem is easy). In our case this synthesis problem is equivalent to checking if the determinantal polynomial Det( 1≤i≤k x i A i ) is not identically zero.
If k = poly(n) then this problem has randomized poly-time algorithm; on the other hand the existence of deterministic poly-time algorithm for this symbolic determinant problem is one of the most fundamental open problems in theoretical Computer Science [17] , [14] , [15] .
IV. AN ALGORITHM FOR THE TWO MATRIX CASE In this section, we describe an algorithm for testing whether every convex combination of two matrices is Hurwitz stable. This algorithm requires O(n ω+2 ) operations, where ω is the exponent of matrix multiplication. If the usual multiplication method is used, this becomes O(n 5 ) operations; on the other hand, if the currently best known algorithm of [8] is used, the number of operations is approximately O(n 4.237 ).
We devote special attention to the case of two matrices for two reasons. First, this case has been specifically considered in the control literature [1] , [9] . Second, this will make it easier to introduce the generalization to the multiplematrix/conical-region case in the next section.
A. Outline of the algorithm
We begin by outlining the main ideas behind the algorithm we propose. We will consider the case when we are given two matrices A, B and we must test if every convex combination αA + (1 − α)B, α ∈ (0, 1) is Hurwitz stable (We will assume without loss of generality that both A, B are stable; this can be efficiently checked by a number of methods, for example the brute force approach of computing the determinant polynomial explicitly in O(n 3 ) time applying the Routh-Hurwitz test, which in turn takes O(n 2 ) time).
The algorithm rests on the following theorem of Hermite. Let p(x) be a polynomial of one variable with degree n and let p(ix) = g(x) + ih(x), where g(x), h(x) have real coefficients. Let us define a polynomial in two variables b(x, y) through the relation
Since h(x)g(y) − g(x)h(y) is zero when x = y, it must be divisible by x − y and the right-hand side of Eq. (7) is indeed a polynomial. The matrix [b kl ] k,l=0...n−1 is called the Bezoutian of the polynomial p(x). Note that by definition the Bezoutian matrix is symmetric. With these definitions in place, we now state Hermite's theorem. Theorem 2: [16] , [19] The polynomial p(x) is stable (i.e. has only roots with negative real parts) if and only if the Bezoutian matrix [b kl ] is positive definite. This theorem is the backbone of our algorithm, which we now outline. Outline: We will explicitly compute the determinant polynomial p(α, λ) = det(λI − [αA + (1 − α)B] ). Our problem is then to check whether this polynomial has any roots with Re(λ) ≥ 0 and α ∈ (0, 1). Viewing p(α, λ) as a polynomial in λ with coefficients which are polynomials in α, we will construct the Bezoutian matrix, whose elements will be functions of α. We will use a division-free algorithm (i.e. an algorithm which only adds, subtracts, and multiplies its inputs) for computing the Bezoutian matrix, thus showing that its elements will in fact be polynomials in α.
By Hermite's theorem, our problem is equivalent to testing whether this matrix is positive definite for all α ∈ (0, 1). This is in turn equivalent to testing whether the Bezoutian is nonsingular for all α ∈ (0, 1). Indeed, since the Bezoutian is symmetric, it has real eigenvalues. Moreover, eigenvalues are continuous functions of matrix elements, and as we remarked in the previous paragraph, the elements of the Bezoutian are polynomials (i.e. continuous functions) of α; thus, eigenvalues must be continuous functions of α. Since we assume without loss of generality that the matrices A, B are Hurwitz stable, the Bezoutian must be positive definite when α = 0 and α = 1. If for some α ∈ (0, 1) it has a nonpositive eigenvalue, then by continuity it must have a 0 eigenvalue for some α ∈ (0, 1); at that point, it will be singular.
Thus, we must test whether the Bezoutian is nonsingular for all α ∈ (0, 1). Thus, we compute the determinant; since each entry is a polynomial in α, the determinant will be a polynomial in α as well. We check whether it has any roots in (0, 1) using the method of Sturm sequences (described below).
To summarize, we have that by Hermite's theorem the stability of αA + (1 − α) B is equivalent to the positive definiteness of the Bezoutian of αA+(1−α)B over the range α ∈ (0, 1); that this is in turn equivalent to the nonsingularity of this Bezoutian; which is in turn equivalent to the strict positivity of a polynomial (which is the determinant of this Bezoutian) over the range α ∈ (0, 1). Thus, our algorithm will first compute the Bezoutian of αA + (1 − α)B; then, it will compute the determinant of this Bezoutian; finally, it will check whether this determinant has any roots for α ∈ (0, 1). We go through all of these steps in detail below.
B. A detailed description of the algorithm
1. We first compute the coefficients of the polynomial p(α, λ) = det(λI − [αA + (1 − α)B] ). The steps of this computation are described next.
WeD06.2 1 .a Evaluate p(α, λ) (using Gaussian elimination) on the two-dimensional rectangular grid α = α 0 , . . . , α n , λ = λ 0 , . . . , λ n where α i , λ i , i = 0, . . . , n can be chosen to be any two sets of distinct real numbers.
1.b Fit a two dimensional polynomial of degree n in each variable to the data computed in the previous step.
1.b.i Compute each p(α, λ 1 ), p(α, λ 2 ), · · · , p(α, λ n ) using one-dimensional interpolation.
1.b.ii Solve the Vandermonde system of equations
which now has degree n − 1 in both of the variables x, y. The polynomial b(x, y, α) may be computed as follows. Note that Eq. (8) can be rewritten as,
(9) Now we compute the coefficients of the polynomial on the right hand side above -p i (α, x)p r (α, y) − p r (α, x)p i (α, y) -let us call the coefficient of x i y j in this polynomial by r i,j (α). Similarly, we will call the coefficient of x i y j in b(α, x, y) by b i,j (α). Equating the coefficients of y n in (9) gives us the equation,
Moreover, Eq. (9) gives us the following recursion,
where by convention, b i,j (α) = 0 if one of the indices is less than zero.
Since Eq. (10) gives us b i,n−1 (α) we can use the recursion of Eq. (11) to compute all the remaining b ij (α)'s. Note that the degree of b(α) is at most 2n 2 . Indeed, r ij (α) has degree at most 2n by construction. Since b ij (α) is obtained by via Eq. (11) by subtracting and adding various elements of the matrix [r ij (α)], it has degree at most 2n as well. The determinant, which is the sum of the products of n elements of the matrix [b ij (α)] thus has degree at most 2n · n.
Therefore, a one-dimensional grid of size 2n 2 + 1 should suffice to compute b(α). 4. Apply Euclid's algorithm to b(α) and b (α). Specifically, compute the sequence of V (a 1 , a 2 , . . . , a n ) with a 1 , . . . , a n ∈ R be the number of sign variations in the sequence a 1 , a 2 , . . . , a n . b 1 (1), . . . , b n (1) ). If the result is zero, output that all convex combinations are stable. If the result is nonzero, output that there exists an unstable convex combination.
C. Proof of the correctness of the algorithm
Using the notation of the previous section, we remark that it was proved in Section IV-A that the convex combination αA + (1 − α)B is Hurwitz for all α ∈ (0, 1) if and only if b(α) = det([b kl (α)]) has no real roots with α ∈ (0, 1).
• Step 1 computes the determinant polynomial p(α, λ)
Because each entry of the matrix αA + (1 − α)B is a polynomial of degree 1 in α, the determinant is a polynomial of degree at most n in α; because αA + (1 − α)B is an n × n matric, the degree in λ is at most n. Thus, p(α, λ) may be computed by evaluating it on a grid of size (n + 1) 2 and interpolating, as described in Step 1. • Steps 2 and computes the determinant Bezoutian matrix b ij (α). Since our algorithms are division free, the final answer is a polynomial -see Step 3 for a proof that the degree of this polynomial is at most 2n 2 . Thus, we can once again compute this polynomial by evaluating det[b ij (α)] on a grid of size O(n 2 ) and applying polynomial interpolation. • The last two steps check whether b(α) has real roots in (0, 1) using the methods of Sturm sequences. For an explanation of this method of counting the real roots of a polynomial in an interval see [10] .
D. Proof of the operations count
We describe the number of operations used by the algorithm step by step.
1) The computation of the polynomial p(α, λ) involves evaluating it on an (n + 1) × (n + 1) grid and interpolating. operations, and there are at most n steps, so that the complexity of this step is O(n 3 ). We see that the running time is dominated the determinant evaluations in the first and third steps, which take O(n ω+2 ).
V. AN ALGORITHM FOR THE MULTIPLE-MATRIX CASE
Let Ω + be the region lying to the left (or right) of a line in C passing through the origin; given matrices A 1 , . . . , A k , we will give check whether the matrix k i=1 α i A i has eigenvalues in Ω + , for all choices of real numbers α i that satisfy k i=1 α i = 1 and α i ≥ 0 for all i. For an open conical region lying between two lines, two checks are needed to verify that eigenvalues remain on the appropriate side of each line.
The algorithm rests on a generalization of Theorem 2 by Lev-Ari, Bistritz, and Kailath [20] . While Theorem 2 relates the number of roots of a polynomial lying to the left of the imaginary axis to the eigenvalues of an appropriately defined matrix, this generalization replaces the imaginary axis with arbitrary lines in the complex plane 2 .
Let us define a line Ω in the complex plane passing through the origin by the equation
All lines in the complex plane passing through the origin may be defined this way. Without loss of generality we can pick β such that |β| = 1. 
The following theorem is from [20] . Theorem 3: B p,q Ω is a polynomial in z, w * for all polynomials p(z), q(z). Let B = [b ij ] be a matrix whose elements are the coefficients of B p,p Ω , i.e.
Then B is Hermitian and if all roots of p(z) lie on one side of the curve Ω, then B is nonsingular.
We now sketch our algorithm for testing whether all convex combinations of the matrices A i have eigenvalues in Ω + . The Algorithm: Given a region Ω + defined by the equation d Ω (z, z) > 0, and matrices A 1 , . . . , A k all in R n×n , the problem is to check that all the roots of det(λI − k i=1 α i A i ) lie in Ω + , when k i=1 α i = 1, and all α i are nonnegative. Without loss of generality, we can assume that each matrix A i has eigenvalues which lie in Ω + -this can be efficiently checked for each matrix (see [20] ).
Because Ω + is a cone, our problem is equivalent to checking whether all nonnegative combinations k i=1 α i A i , α i ≥ 0, lie in Ω + . Thus, we need to check whether p(λ, α 1 , . . . , α k ) = det(λI − k i=1 α i 2A i ) has roots in Ω + for all possible choices of real numbers α 1 , . . . , α k .
Viewing p(λ, α 1 , . . . , α k ) as a polynomial in λ with coefficients which are polynomials in α 1 , . . . , α k , we form the Ω-Bezoutian of p. As before, the Bezoutian may be computed with a division-free algorithm by solving a linear system of equations arising from Eq. 12. Thus the elements of the Bezoutian are continuous functions of α 1 , . . . , α k ; because the eigenvalues of a matrix are continuous functions of the matrix elements, it follows that if any eigenvalues of m i=1 α i A i lie outside Ω + , then for some other choice of α i 's there must be an eigenvalue on the boundary of Ω + . By Theorem 2, for that choice of α i 's the Ω-Bezoutian matrix is then singular; thus our problem is reduced to checking that this Ω-Bezoutian is nonsingular for all possible choice of real numbers α 1 , . . . , α k .
We will compute the determinant of the Ω-Bezoutian, which will then also be a polynomial in α 1 , α 2 , . . . , α k ; call it p (1) (α 1 , . . . , α k ). Our problem is now reduced to checking whether p (1) has any real roots. This can be checked in polynomial time in n O(k+1) via quantifier elimination [3] .
