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Проблема автономного (независимого) упра
вления составляющими управляемого выхода
объекта относится к числу особо важных в практи
ческом плане задач при синтезе систем автоматиче
ского управления (САУ), пожалуй, для большин
ства многомерных по выходу объектов управления.
Она нашла свое отражение во многих публикациях,
в том числе и монографиях, в частности в [1–4].
Более детально проработаны вопросы автоно
мизации для линейных стационарных многомер
ных объектов. Чаще всего ставятся и решаются за
дачи автономизации (развязки) каждого из выхо
дов объекта, причем не обладающего избыточной
размерностью m вектора управления (ИРВУ). В
связи с недостижимостью в принципе подобного
решения для многих объектов указанного типа, эта
задача модифицирована в более общую задачу по
строчной развязки, определяемую как задача Мор
гана [5, 6], когда для объекта с p выходами необхо
димо определить p множеств из m≥p управлений и
соответствующий закон управления, при которых
каждое из множеств влияет только на один выход.
Тем самым решение определяется в классе САУ с
избыточной размерностью вектора управления по
сравнению с размерностью вектора управляемых
переменных.
Наряду с вышеуказанными постановками, зада
чи автономизации сформулированы и как задачи
поблочной автономизации (развязки), когда обеспе
чивается независимость лишь между выходными
координатами, входящими в разные их блоки, но
не внутри этих блоков (групп), а также каскадной
автономизации. В последнем случае зависимость
выходных координат между собой носит «цепоч
ный» характер (каждая последующая зависит толь
ко от предыдущих, но не последующих в устано
вленном для них ряде). И в этих случаях решение
задач автономизации часто требует избыточности в
размерности вектора управления по сравнению с
числом управляемых переменных.
Условия разрешимости задач автономизации
Решения задач автономизации обычно находят
ся в классе линейных прекомпенсаторов либо ли
нейных статических или динамических обратных
связей, причем для этих целей применяется как ап
парат передаточных матриц (чаще всего), так и ме
тоды пространства состояний, структурный [2, 7] и
геометрический [1, 5, 8] подходы. Два последних
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подхода удачно дополняют первые, так как факти
чески только с их помощью удалось установить
большинство известных условий разрешимости за
дач автономизации [5], дать более глубокие интер
претации их решений.
При использовании для автономизации (раз
вязки) выходов линейного многомерного объекта
прекомпенсатора, т. е. регулятора, реализующего
жесткое управление в функции задания μ(t) без об
ратной связи, его передаточная матрица Wy(s) вы
бирается из условия
(1)
где Wo(s) – передаточная матрица объекта управле
ния, а Wж(s) – желаемая передаточная матрица
синтезируемой системы, удовлетворяющая усло
виям ее развязки по выходам.
Используемой для этих целей линейной стати





Указанные обратные связи реализуемы как с ре
гулярным (матрица G обратима), так и с нерегуляр
ным преобразованием задания μ(t) системы.
Согласно [1] вышеуказанные динамические об
ратные связи могут быть определены как частный
случай динамических расширений, дополняющих
объект, описываемый системой уравнений в форме
«входсостояниевыход» вида
(далее условно обозначаемой как Σo(C,A,B)), бан
ком интеграторов в контурах обратных связей по
компонентам вектора состояния и во входных це
пях. При этом алгоритм управления можно пред
ставить в виде [5]
где или обобщенным операторным
уравнением
Управление объектом с моделью вида по алго
ритму (2) дает итоговую передаточную матрицу си
стемы
(4)
где Wo(s)=C(sI–A)–1B и H(s) – соответственно, пе
редаточные матрицы объекта и прекомпенсатора,
эквивалентного по эффекту обратной связи; I –
единичная матрица размерности n×n.
Используемое в геометрическом подходе кано
ническое преобразование Морза g=(T,F,G,R,S) с
обратимыми T,G,S передаточной матрицы Wo(s)
объекта Σo(C,A,B)
сводит Wo(s) к ее бикаузальным преобразованиям
слева и справа вида
(5)
где  
Из (4) и (5) следует, что регулярные статическая
(2) и динамическая (3) обратные связи могут ин
терпретироваться как бикаузальные прекомпенса
ции, т. е. могут быть заменены эквивалентными им
по эффекту бикаузальными прекомпенсаторами.
По отношению ко второй справедливо и обратное
утверждение, однако бикаузальный прекомпенса
тор H(s) реализуем согласно [9] в виде эквивалент
ной линейной статической обратной связи лишь
для объекта с Wo(s) минимальной реализации, при
чем тогда и только тогда, когда Wo(s) и H
–1(s) – по
линомиальные матрицы.
Из (5) можно также сделать вывод, что бикау
зальные прекомпенсаторы и соответствующие им
регулярные статическая и динамическая обратные
связи не могут изменить структуру системы на бес
конечности и обусловленные ею свойства, в част
ности минимальные инерционности (запаздыва
ния) автономных каналов управления. Эти измене
ния могут быть достигнуты лишь в классе нерегу
лярных алгоритмов управления.
Условия разрешимости задач автономизации
связаны со структурными свойствами управляемых
объектов, описываемыми их списками инвариан
тов. Причем, необходимый для этого набор опре
деляется тем, какой алгоритм (компенсатор) пла
нируется использовать для этих целей. Согласно [5]
для определения реализуемых развязывающих ди
намических обратных связей достаточно информа
ции о входвыходной структуре объекта, заложен
ной в его передаточной матрице или в минималь
ной части описания в пространстве состояний.
Разрешимость этой задачи с использованием ста
тической обратной связи по состоянию устанавли
вается по внутренней структуре объекта управле
ния, в частности на основе исследования его си
стемных матриц Розенброка или Кронекера [2] или
канонической декомпозиции Морза [7].
Построчно развязывающий выходы объекта пре
компенсатор согласно [5] может быть определен из
(1) тогда и только тогда, когда m≥p, а матрицы
[Wo(s)#Wж(s)] и Wo(s) имеют одинаковую структуру
формы Смита–Макмиллана на бесконечности.
Если передаточная матрица объекта имеет пол
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ной развязки, обеспечиваемое лишь при m≥p), то
развязку может обеспечить прекомпенсатор с пере
даточной матрицей
где W n
об(s) – обратная справа к Wo(s) матрица, а k –
такое целое число, которое делает Wn(s) собствен
ной матрицей.
В [9] доказано, что развязка с помощью регу
лярной статической обратной связи (2) возможна
тогда и только тогда, когда возможна развязка с по
мощью регулярной динамической обратной связи
(3). В свою очередь, согласно [10], последнее воз
можно тогда и только тогда, когда бесконечная
структура передаточной матрицы объекта является
объединением бесконечных структур ее строк.
Регулярность обратных связей фактически
предполагает отсутствие у объекта избыточности в
размерности вектора управления (m=p). Поэтому,
если развязка в этом случае не достижима, а упра
вляемый объект имеет потенциальную ИРВУ, то
для достижения автономности управления каждой
из выходных величин целесообразно воспользо
ваться этой избыточностью либо какимито кон
структивными изменениями объекта управления
предварительно добиться у него ИРВУ. Следует
также иметь в виду, что и в ситуациях, когда m>p,
регулярная обратная связь может не привести к же
лаемому результату, в то время как в классе нерегу
лярных прекомпенсаторов или тех же обратных
связей он может быть получен. Например, у объек
та с передаточной матрицей
выходы не развязываемы с помощью регулярных
обратных связей, но развязываемы статическим
прекомпенсатором с передаточной матрицей
Нерегулярным обратным связям соответствуют
просто каузальные (строго собственные) преком
пенсаторы. Поэтому образуемые ими с объектом
управления системы в общем случае не будут сох
ранять на бесконечности структуру управляемого
объекта. Этим, в частности, можно воспользовать
ся для обеспечения устойчивости синтезируемой
системы. Напомним, что еще в [11] было доказано,
что с помощью регулярной обратной связи развяз
ка и устойчивость системы могут быть одновремен
но достигнуты тогда и только тогда, когда у объек
та не существует неустойчивых инвариантных нулей
взаимосвязи. Последними называют такие инвари
антные нули Σo(C,A,B), которые не являются одно
временно и инвариантными нулями строчных под
систем Σi(C,A,B). Здесь ci, i∈1,p⎯ – iя строка матри
цы C объекта. Эти нули по условиям развязки об
условливают ограничения на выбор полюсов син
тезируемой системы. При этом множество фикси
рованных (не допускающих произвольного назна
чения) полюсов развязанной по выходам системы
должно обязательно включать все инвариантные
нули взаимосвязи.
Таким образом, алгоритм управления в случае
правых инвариантных нулей взаимосвязи в объек
те необходимо выбирать из условия, что он спосо
бен будет внести необходимую по условиям устой
чивости коррекцию в структурные свойства систе
мы. Таковыми, как показано выше, и могут быть
алгоритмы с нерегулярной обратной связью, реа
лизуемые фактически в классе систем с ИРВУ.
Полного решения задачи развязки с помощью
обратной связи для объектов с правыми инвари
антными нулями взаимосвязи до сих пор не полу
чено. В частности, для ее реализации со статиче
ской обратной связью необходимо, как следует из
[5], сделать структуру максимального подпро
странства управляемости, содержащегося в KerC,
достаточно богатой для возрастания бесконечной
структуры до списка существенных порядков
объекта. Последние характеризуют степень зависи
мости на бесконечности между отдельными выхо
дами и всеми остальными и могут быть вычислены
по формуле:
(6)
Здесь ni – порядок бесконечного нуля системы si
в форме Смита–Макмиллана передаточной матри
цы объекта. Первая сумма в (6) определяется для
системы Σo(C,A,B) в целом, а вторая – дляΣ(Ci,A,B), где Ci – матрица C без iй строки. Указан
ные здесь существенные порядки определяют ми
нимальную бесконечную структуру, которая может
быть получена у развязанной системы.
Для динамической нерегулярной обратной свя
зи в [12] установлено лишь условие развязки, сво
дящееся к тому, что избыточность размерности
вектора управления (m–p) должна быть больше или
равна дефициту столбцового ранга в бесконечно
сти матрицы интерактора Wo(s), а последняя дол
жна иметь полный строчный ранг. Указанный ин
терактор передаточной матрицы объекта Wo(s) –
это матрица, обратная к эрмитовой форме Wo(s).
Попутно заметим, что iй существенный порядок
объекта может быть определен через интерактор
его передаточной матрицы и равен полиномиаль
ной степени его iго столбца.
Выводы
Общих решений для синтеза алгоритмов упра
вления в классе САУ с ИРВУ даже для линейных
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их выходов, до сих пор не получено. Использова
ние управлений избыточной размерности при ре
шении задач построчной развязки (автономизации
выходов) объекта является фактически необходи
мым условием в тех случаях, когда управляемый
объект не удовлетворяет условиям разрешимости
этой задачи в классе бикаузальных прекомпенсато
ров и соответствующих им обратных связей.
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В системах автоматического регулирования
объектами, свойства которых изменяются с тече
нием времени, необходимо обеспечить целенапра
вленное изменение динамических характеристик
регулирующего устройства. В большинстве случаев
это осуществляется изменением параметров про
порциональноинтегральнодифференциальных
регуляторов (ПИДрегуляторов). Такие подходы
описаны, например, в [1, 2], однако реализация эт
их подходов связана либо с идентификацией, либо
с использованием специальных методов, основан
ных на вычислениях по кривой переходного про
цесса. Оба эти подхода требуют значительного вре
мени на подстройку.
В настоящей работе приводятся результаты ис
следования свойств систем автоматического регу
лирования с ПИДрегулятором и последователь
ными адаптивными амплитудным и фазовым псев
долинейными корректорами динамических харак
теристик. Такой способ адаптации характеризуется
тем, что в процессе работы системы регулирования
параметры регулятора не меняются и соответству
ют настройке, предшествующей запуску системы в
работу. В процессе работы системы регулирования,
в зависимости от типа используемого корректора,
меняется коэффициент передачи корректора или
создаваемый им фазовый сдвиг. Эти изменения
происходят только в тех случаях, когда возникают
колебания регулируемой величины, связанные с
изменением свойств объекта управления или изза
воздействия на объект управления возмущений. А
это позволяет обеспечить устойчивость системы и
повысить качество переходных процессов.
Выбор псевдолинейных корректоров для реали
зации адаптивной системы объясняется следую
щим. Корректоры, используемые для изменения
динамических свойств систем автоматического ре
гулирования, можно разбить на три группы: линей
ные, нелинейные и псевдолинейные [3–5]. Основ
ной недостаток линейных корректоров связан с
УДК 681.511.4





Предложены адаптивные псевдолинейные амплитудный и фазовый корректоры динамических свойств систем автоматического
регулирования. Проведено исследование свойств систем автоматического регулирования с адаптивными корректорами. Пока%
зана эффективность применения псевдолинейных адаптивных корректоров в системах автоматического регулирования с неста%
ционарными параметрами. 
