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ABSTRACT 
Techniques are .presented for studying the dynamic response 
of circular disks excited by moving loads. The loading system, 
consisting of a mass, spring, and dashpot, travels in a circular path 
concentric with the disk at constant angular velocity. For cases 
involving elastically- supported rigid disks, the equations of motion 
for the disk and moving load may be written as a set of coupled Hill-
Mathieu equations, typical of moving mass problems. By applying 
relatively simple transformations~ the equations may be rewritten as 
a set of coupled linear differential equations with constant coefficients. 
The problem is then reduced to solving an ordinary eigenvalue problem. 
When the eigenvalues are pure imaginary numbers, they 
correspond to the frequency components in the motion of the moving 
mass, and describe the disk motion as well. In certain regions the 
eigenvalues have positive real parts, corresponding to motions which 
are unbounded in time. There are three distinct regions of instability 
which appear in the rigid disk problem. A stiffness instability region 
occurs immediately above the critical speed of the disk, and is caused 
by load stiffness. At higher speeds, a region of instability due to 
modal coupling appears. Finally, if the load speed exceeds a ·certain 
terminal velocity (determined primarily by the mass of the load), an 
unstable solution will always exist. 
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The dynamic response of circular elastic disks with similar 
loading is investigated using the conventional eigenfunction expansion 
technique. The system of coupled Hill-Mathieu equations obtained by 
applying this method reduces to an ordinary eigenvalue problem when 
certain transformations are made. Thus, many modes may be included 
in the solution, although it is generally sufficient to consider only a 
few modes. Solutions to the eigenvalue problem reveal regions of 
instability directly anal.ogous to those observed ·in the rigid disk 
examples~ 
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I. INTRODUCTION 
The dynamic response of structures subjected to moving loads 
has been of interest to ·engineers and applied theoreticians for many 
years. Often, the load applied to a structure is due to a traveling mass, 
whose inertia is neglected for simplicity. There are clearly many 
problems of physical importance in which load inertia is not negligible 
and may alter the dynamic behavior of a system significantly. The 
mathemati-cs describing the response of systems with moving massive 
loads involves equations which are sufficiently complex that many 
assumptions are generally made before a solution is attempted. One 
such assumption is that the velocity of the moving mass is much less 
than the critical velocities of the structure. This assumption is 
generally useful for the kinds of physical problems which have 
attracted interest in the past, but with the development of machinery 
operating at higher speeds, the assumption is often violated. The 
dynamics of such systems appears to be poorly understood. 
In the computer industry, disk file memory units are often us ~d 
for storage of large amounts of data when core storage space is insuf-
ficient and magnetic tape storage is too slow. A typical disk memory 
unit consists of a thin metal disk (circular plate), spinning at high speed, 
upon which data are recorded by means of a magnetic re cording head. 
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Generally, an air bearing separates the recording head from the disk, 
and the head is fastened to a supporting frame by a spring restraint 
mount of some type. The stiffness of this restraint is kept low to 
decrease the transverse force applied to the disk if the disk deflects. 
Because the stiffness of the air bearing is much greater than that of the 
restraint, the displacement of the head can usually be as su.m.ed to be 
equal to the transverse deflection of the disk. In a reference frame 
fixed with respect to the spinning disk, the recording head would appear 
as a massive load moving around the disk in a ci.~cular path, with 
constant angular velocity equal to the disk rotation speed. 
In many applications involving rotating machinery, it is 
desirable to achieve the highest possible speeds. In computer appli-
cations this corresponds to the highest possible information transfer 
rate. When rotation speeds approach the lowest critical speeds of the 
disky the low speed assumption often made in moving mass problems 
must be abandoned. 
Many types of rotating machinery involve structural interactions 
similar to those in disk memory systemsQ The effects of load inertia 
and stiffness are often involved in pro bl ems of this type. The analytic 
techniques necessary for understanding these effects are developed in 
this thesis. The class of problems dealt with here relates to .the · 
dynamics of stationary rigid and elastic disks subjected to mass-spring 
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loads traveling in concentric circular paths. By considering stationary 
disks, the complication of rotational inertia effects on the disk is · 
elim.inated. Thus, the problem is reduced to investigating the effects 
of the inertia and stiffness of the loading system. 
The literature related to the free and forced vibration of circular . 
plates is quite extensive, and the references cited should be considered 
as a representative sample of available literature, by no means complete. 
The most helpful in connection with this thesis are the papers by 
[I] . [2] . [3] 
Southwell , McLeod and Bishop , and Weiner , as well as 
. [4]-[6] 
the numerous papers by Tobias . Many of the techniques 
developed for the analys~s of the vibration of circular plates are 
·utilized within this thesis to study the effects of moving load inertia 
and stiffness. These techniques are prim.arily used in the chapters 
dealing with elastic disks, but have been valuable in providing -insight 
into the rigid disk problems of the earlier chapters. 
While there are some papers dealing with the response of 
circular plates subjected to moving forces, such as that by Weiner, 
there appears to be no literature regarding moving massive loads on 
circular plates. In fact, the literature on moving massive loads 
interacting with any s~ructure is relatively sparse, although such 
problems have been of interest for many years. 
-4-
Todhunter and Pearson [ 7 J have docurriented the early history 
(pre-1900) of moving mass problems very well. These problems were 
motivated by fears of railway bridge failures due to the passage of 
heavy moving trains, and therefore were of considerable interest. 
Willis [ 8 ]' in 1849, derived an approximate ordinary differential 
equation for the trajectory of a heavy particle traveling with constant 
velocity along a beam with negligible inertia. This equation was of 
sufficient difficulty that Willis felt compelled to request his friend 
G. G. Stokes [ 9 J to undertake the analysis. Stokes was able to solve the 
equation by means of a convergent series, and thus provided a solution 
for the limiting case in which the mass of the load far exceeded the 
mass of the beam. Although valuable at the time, the inertia of most 
bridges could not really be considered negligible, and thus other 
investigators began to consider more complicated cases. The develop-
ments in the period 1850-1880 appear to be marred by nurrierous errors, 
which were rectified by Saint-Venant [ lO J in 1883. His analysis was 
based on Bernoulli-Euler beam theory as was the previous research, 
and followed a perturbation technique which was based on the assumption 
of relatively low velocity. This assum.ption was certainly valid for all 
physically meaningful problems of the time, and .evidently was enough 
to satisfy bridge designers for the next 50 years, for further literature 
until 1934 appears very sparse. 
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In 1934 a book was written by C. E. Inglis [l l]' which presented 
a significant amount of material relating to the vibration of railway 
bridges, and including the most comprehensive study of the effects of 
load inertia until that time. The major assumption of Inglis was that 
the beam (as usual, a Bernoulli-Euler beam) vibrated in its fundamental 
mode shape, and thus the influence of higher modes was neglected. This 
as sum.ption led to an ordinary· differential equation with the complication 
of time-dependent coefficients, for which Inglis obtained an approximate 
solution in series form. The fundamental mode assumption has been 
. [12] [13 J 
utilized by others such as Piszczek , Bolotin , and Raske and 
[14] 
Joung . This assumption generally leads to Mathieu-Hill type 
equations which are known to possess regions of unstable solutions. [15 J 
However, since higher modes are neglected in the analysis, it cannot 
be claimed that the system is actually unstable in such regions (note 
the word "possibility" in the title of Reference 12). 
In order to avoid making single-mode assumptions, other 
[16 J' [ 17 J 
authors have tried various forms of s~~ies solutions, and 
still others [ 18 J proceed. with a direct numerical integration approach. 
The disadvantage of these procedures is that it is difficult to make 
· generalizations from the results of the analysis. It is interesting to 
note that despite the formidable problems encountered in the early 
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research, the trend in current research has been to complicate the 
problem by considering more complex loading systems (e.g., the 
vehicle structure of Reference 18, and the variable mass velocity of 
Reference 14) or to repl?-ce the simpler beam structure by a more 
complicated one (e.g., the orthotropic plate of Reference 17). 
To develop methods for understanding the behavior of circular 
plates with traveling inertial loads, it is helpful to consider the simplest 
systems first. The problems studied in Chapters '2 and 3 involve 
elastically supported rigid d~sks subjected to moving mass - spring loads. 
The nonlinear equations of motion for these systems are derived using 
Lagrange's equations, and by suitable transformation are shown to be 
similar to the equations often derived using the fundamental mode 
. . . [12]-[14] 
as surn.phon on elastic systems . That is, they are of the 
Mathieu-Hill type, involving time-dependent coefficients. It is shown 
that a simple transformation can be made which reduces this set of 
coupled Mathieu-Hill equations to an equivalent set of equations with 
coefficients which are constant in time. Thus, the problem can be 
reformulated as an ordinary eigenvalue problem. An exact solution to 
the equations can be obtained, giving the frequencies of vibration for 
steady-state oscillations when the eigenvalues a~~ pure imaginary, and 
indicating regions of unstable behavior when the eigenvalues have 
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positive real parts. In addition, the exact solution for transient motions 
can be obtained for any initial conditions of the system. No assumptions 
are necessary on mass ratios or load speed. 
The solutions presented in Chapters 2 and 3 reveal that there 
are three distinct types of instability which occur in systems of this 
type. They are attributable to the inertia of the moving load, the stiff-
nes s of the load, and modal coupling. This information is helpful in 
understanding the more complicated behavior of elastic disks, discussed 
in detail in Chapters 4 and 5. 
In the analysis of elastic disks in Chapters 4 and 5, the eigen-
f . . hn" 1 d'b h [l 2 ],[l4 ] unction expansion tee ique common y use y ot ers . is 
employed. By using the same transformation techniques as in Chapters 
2 and 3, it is shown that the equations may be written as an equivalent 
set with constant coefficients. Thus, if the eigenfunction series is 
truncat_ed, an ordinary eigenvalue problem is obtained. This permits 
a large number of modes to be used in the expansion if necessary. As 
many as 12 modes have been used in some examples, but generally far 
fewer modes are necessary to understand the disk behaviore If a one 
mode approximation is used, the equations reduce to those of Chapter 2, 
and if a two mode approximation is used, the equations resemble those 
of Chapter 3. Thus, understanding the behavior of the rigid disks in 
Chapters 2 and 3 is valuable in interpreting the results in the later 
chapters. 
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II. TWO DEGREE OF FREEDOM RIGID DISK 
2. 1 Introduction 
The dynamic response of circular elastic plates subjected to 
moving massive loads involves the study of systems of coupled differ-
ential equations which are, in general, very complex. In order to 
understand the behavior of the solutions for systems of this type, it is 
helpful to begin with a mathematically simple case which retains the 
important physical features. The equations of motion describing the 
displacement of a rigid disk on an elastic foundation, subjected to a 
moving massive load, are of the same type as those found in elastic 
disk problems. The rigid disk equations, though highly nonlinear and 
with periodic coefficients, can be solved exactly using techniques that 
are directly applicable to the more complicated elastic disk equations. 
Further, the solutions to the rigid disk problems illustrate the same 
types of behavior encountered in the elastic disk problems, making 
it easier to understand the dynamic behavior of elastic disks. 
In this chapter, the dynamic response of a two degree of freedom 
rigid disk subjected to a moving load consisting of a mass, spring,· 
and dashpot will be studied. An exact solution for the problem is ob-
tained by transforming the nonlinear equations of motion (having 
periodic coefficients) into an equivalent set of linear equations with 
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constant coefficients. .The result is an ordinary eigenvalue problem, 
permitting the direct study of steady-state response, transient re-
sponse, and stability. 
2. 2 Formulation of Equations of Motion 
Consider the motion of a rigid disk, simply supported at the center 
and constrained against rotation about the z-axis as shown in Figure 
1. The equilibrium position of the disk is in _the horizontal plane, · and 
the position of the disk at any time may be specified by the Euler 
angles Cl and f3 indicated in the figure. The angle Cl is the angle be-
tween the disk and the horizontal plane, and f3 is the angle between the 
x-axis (8= 0°) and the nodal diameter {sometimes called the line of 
nodes). Motion away from the equilibrium. position is opposed by a 
restoring torque linear in Cl , and with no preferential direction in 8. 
This can be provided by several arrangements, one of which is the 
Winkler foundation, which provides a restoring force at a point pro-
portional to the deflection of that point. If the angle Cl is small, the 
resultant torque provided by the Winkler foundation will be linear in 
Cl. The elastic foundation modulus k for the Winkler foundation has 
2 
units (FIL) I L . 
Defining u(r, 8, t) to be the deflection of the disk at the point 
(r, 8) and at the time t, the disk deflection for small a is: 
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z 
y 
x 
Fig. 1: Eu~er angles for the rigid circular disk. 
fig. _2: Ci_rcu).ar c:l:isk: -~th r:n<?ving lo~d system 
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u ( r' e 't) = r . a ( t). sin [ 8- f3 ( t) J (2. 1) 
The kinetic energy of the disk is given by: 
a 2rr 1 ( 8 \2 
T = J J - p(2h)· ~) rdrd8 
D O O 2 ot 
(2. 2) 
1 4j.2 2·21 
= - rr p ha I a + a f3 4 - ~ (2. 3) 
The potential energy of the foundation is: 
Jar2rrl 2 v = J -2k(u) rdrd e ~ 0 0 (2. 4) 
1 4 2 
= -rrka [a. ] 8 . ( 2. 5) 
Further, the foundation is assumed to include viscous dissipation 
. . FI (L/'r) 
c per umt area (umts 2 ), so that a dissipation function FDmay L 
be defined as: 
a 2rr 1 ou 2 
F = J J - c (- ) rdrd e · 
D O O 2 ot 
(2. 6) 
( 2. 7) 
Attached to the disk, and moving around the disk with constant 
angular velocity 0 at fixed radius r , is a spring-mass -dashpot 
L . 
system as shown in Figure 2. The displacement of the mass, z(t), is 
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assmned to be equal to the deflection of the disk at the point 
r = r , 9 = Ot : L 
z{t) = [ u(r, e 1 t) J lr=r 
L 
9= Ot 
(2. 8) 
Similarly, the velocity and acceleration of the mass are equal to the 
first and second total derivatives (sometimes called material deriv-
atives) of the displacement at the point r=r , 9=0t: 
. L 
dz=_i_{[u(r,9,t)l l } 
dt dt _J r=rL 
(2. 9) 
9=0t 
-[OU +O OU l . 
- Ot a 8 _; I r= r L ( 2. 10) 
9= Ot 
d
2
z d
2 
{ } 2=2 [u(r,9,t)l 1 = 
dt dt --· r r L 
( 2. 11) 
6=0t 
2 2 2 
= [a u +20 a u +o2 a u J 1 2 at a e . 9 2 r= r 
at 8· L 
(2. 12) 
8= Ot 
The kinetic energy of the load mass m is then: 
. . L 
T = _!_m (dz )2 
L 2 L dt (2. 13) 
=l2mL[ u (r , Ot, t) +ou 9(r , Ot, t)l 2 . t L L ~ (2. 14) 
Substituting u(r, 6, t)=r· a.(t). sin( 9 -f3(t) L this becomes 
1 2[· 2 2 2 • 2 2 I . TL~ zmL r L a. sin (Ot-[3) +a. (0-[3) cos (Ot-[3) ( (2. 15) 
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+2a.a(O-~)sin(Ot-f3)cos(Ot-f3) J l (2.15) j cont. 
The potential energy of the load spring (spring constant kL) is: 
1 2 v =-k z 
L 2 L 
(2.16) 
(2.17) 
(2.18) 
Finally, the dissipation function associated with the load dashpot 
(damping constant c L) is: 
I Zr· 2 2 2 • 2 2 
= -2 c · r I a. sin ( 0 t - f3) +a. ( 0 - f3 ) cos ( 0 t- f3) L L ._ 
+ 2 a. a ( 0 - ~) sin ( 0 t- f3) c 0 s ( 0 t- f3) J 
(2. 19) 
(2. 20) 
(2. 21) 
The Lagrangian and dissipation functions for the system con-
sisting of the disk and moving spring, mass, and dashpot are: 
L= T-V= (TD+T )-(V +V ) L D L 
F= F +F D L 
(2. 22) 
(2. 2 3) 
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where TD, VD and FD are given by (2. 3), · (2. 5), and (2. 7) respectively, 
and TL' VL and FL are given by (2.15), (2.18)! and (2. 21) respectively. 
Using Lagrange's equations: 
-9:._ ai: _ BL +a~ = 0 
dt aq. aq. aq. 
1 1 1 
(2. 24) 
where q{ a., q 2=13 represent the generalized coordinates of the problem, 
a set of two coupled nonlinear equations with periodic coefficients can 
be obtained. These are: 
• k 
•• AZ 2 ' c • L . 2 
a. - a. I-' + p a. + z p h a. + .6 M · a. . sin ( 0 t - j3) 
m 
+ .6 ML {[Ci -a. ( 0 - ~) z ] sin 2 ( 0 t - j3) 
+ [ 2 a ( 0 - ~) - a. fi J sin ( 0 t- j3) co s ( 0 t - j3) } 
c L{· z· • } + .6 M O'.. · sin ( 0 t - j3) + ( 0 - j3 ) O'.. sin ( 0 t- j3) cos ( 0 t - j3) = 0 (2. 25) 
. k 2·· • c 2 • L 2 
a. f3 + Za.aj3 + Zph a. j3-.6 M a. sin(Ot-j3)cos(Ot-j3) 
m 
L {r z·· • J z +.6; M La. 13 -za.0:.(0-13) cos (Ot-!3) 
z· • z 
+ [a. ( 0 - j3) - a. Ci J sin ( 0 t- j3) cos ( 0 t - j3) } 
c 
L{ 2 • 2 } 
- .6 M a. ( o -13) cos ( o t- 13) + a.a sin ( o t - 13) co s ( o t - 13) = o (2. 26) 
where 2r 2 
~=(~) 
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2 2 k 
M= 2PhTia , p = 2 Ph 
(2. 27) 
Equations (2. 25) and (2. 26) are coupled second-order nonlinear 
differential equations for a(t) and f3(t), having time-dependent co-
efficients. The equations may be transformed to a linear set of 
equations by introducing time-dependent functions C(t) and D(t) related 
to a. (t) and f3{t) by: 
C(t) = -a.(t) sinf3(t) 
(2. 28) 
D(t) ~ a.(t) cosf3(t) 
The corresponding .inverse transformations are: 
2 2 2 
·a. (t) = C (t) + D (t) 
-1[-C(t)l 
f3 (t) = Tan D (t) _J 
(2. 29) 
Using these relations, a set of coupled secon4-order linear dif-
ferential equations are found for C(t) and D(t), still having time-
dependent periodic coefficie . nts. The new equations are: 
~ cL) cL m (; +[-c- +~ - +~ - cos20t-2o~--1:!sin20t le 2Ph 2M 2M 2M __1 (2. 30) 
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(2. 30) 
cont. 
m m m 
[ L l .. [( L) L l .. ~--sin20t C + l+.6.- -~- cos20t D 2M J 2M 2M _I 
m m . c • +[(-20~-1:i '\;+ 20~~cos20t +~~ sin20t]c 2M 2M 2M 
[( 
c cL \ cL mL . 1 .. 
+ -- +~-)-~-cos20t+20~--s1n20t ,D 
2Ph 2M 2M 2M J 
( 2. 31.) 
k m k m c 
[( 2 L 2 L) ( L 2 L) L . l + P +~ 2M-O ~ 2M - ~ 2M-O ~ 2M cos20t+0~ 2Ms1n20t_JD=O 
The transformation (2. 28) is equivalent to writing the deflection 
u(r, 8, t) as u(r, 8, t)=r· [ ~(t)cos 8+D(t)sin8 J, rewriting the Lagrangian 
L and dissipation function F as functions of C and D, and using . 
Lagrange's equations to deduce equations for C(t) and D(t). The re-
sult of this procedure is of course the same as by the direct tTans-
formation (2. 28), namely, equations (2. 30) and (2. 31). 
Equations (2. 30) and (2. 31) are coupled equations of the Hill-
Mathieu type, similar to equations that are encountered in other 
moving mass problems.. Usually, in problems having a fixed boundary, 
only one of the two equations (2 . 30) or (2 ~ 31) is obtained. Such would 
be the case here if tl?-e line of nodes were fixed; in that event, C(t) 
would vanish and only one equation would result for D(t). Remarkably, 
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the coupled set of equations is more readily solved than one equation 
alone. In fact, by making one ·more transfoJimation an exact solution 
to this problem may be found. Let A(t) and B(t) be related to C(t) 
and D(t) by: 
A ( t) = C ( t) cos 0 t + D ( t) sin 0 t 
(2. 32) 
B (t) = -C(t) sinOt+D(t) cos Ot 
with the inverse relations: 
C ( t) = A ( t) cos 0 t- B ( t) sin 0 t 
(2. 33} 
D (t) = A(t) sinOt+B (t) cos Ot 
Making use of this transformation gives the following coupled second-
order linear differential equations for A(t) and B(t). Note that the 
coefficients are now all constant in time: 
m c k ( L)·· ( c L) • • ( 2 L 2) c l+~- A+-+~- A-20B+ p +~--0 A-- OB=O M 2Ph M M 2Ph (2. 34) 
.. • c • c ( 2 2) 
B+20A+ ZPhB+ Zph OA+ p -0 B=O (2. 35) 
This transformation corresponds to a change from a fixed ref-
erence frame to a reference frame rotating with angular velocity 0. 
In the rotating frame, the disk reflection will be u 1(r, g?, t)= 
r. [ A(t) cos~ +B(t)sin P J, where P = 8-0to Thus in the rotating frame 
the angular position of the :nioving mass is a constant, at ~ = O. 
Equations (2. 34) and (2. 35) can be derived by writing the Lagrangian 
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in the rotating frame, but some care must be taken when using this 
0 I 
method, since 
0
: (r, ~, t) no longer gives the actual velocity of the 
disk at the point (r, ~ ). This is due to the fact P depends on time, 
and thus the point r = constant, ~ = constant in the rotating frame does 
not correspo.nd to a fixed mass point of the disk. 
Since the equations for A(t) and B(t) have c:onstant coefficients, 
conventional methods may be used to solve for A(t) and B(t). The 
inverse transformations (2. 33) and (2. 29) may then be used to de-
termine a. (t) and f3(t) exactly. First, Equations (2. 34) and (2. 35) may 
be written in dimensionless form as follows: 
mL 
'f =pt , m=--, M 
~ 1 kL 
k=-·-2 M p 
1 CL 1 c 0 
c =- --L p M 1 C= -·-- S = -p 2Ph' p 
(2. 36) 
With the above substitutions, Equations (2. 34) and (2. 35) become: 
2 
- d A (- - ~ - dB ( - -2) --(l+.6m) d'f 2+ c +.6cL)drr -2s d'f + l+.6k-s A-sc B=O (2. 37) 
2 
d B - dA - dB -- ( - 2) 
d 'f 2 + 2s d 'f + c d 'f + s cA+ 1-s B= 0 (2. 38) 
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2. 3 Solution of the Equations of Motion 
Equations (2. 37) and (2. 38) may be rewritten as a matrix 
differential equation as follows: 
(2. 3 9 ) 
where xis a four element column vector and P and Qare four by 
four matrices: 
A 
1 0 0 0 
B 
0 1 0 0 
dA 
x= d'T" P= 0 0 l+D.ffi 0 
dB 0 0 0 iJ d'T" 
0 0 1 0 
0 0 0 1 
Q= 
- -2 
-(1 +.6.k-s ) sc -(c +.6.cJ 2-s 
--
-s c 
-2 
-(1-s } -28 
Premultiplying by P- 1, the first of Equations (2. 39} becomes: 
• dx -1 
-== p Qx dt -
As sum.ing a solution of the form 
x = et.. T ~ 
(2. 40) 
(2.41) 
(2. 42) 
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where ~ is a constant vector, (2. 41) becomes: 
-1 (P Q-AI)~ = 0 (2. 43) 
For a nontrivial solution, the determinant of (P .. i Q-A.I) must vanish: 
- A 0 1 0 
0 -A 0 1 
- . 2 c +.6cL Zs I+.6k-s s c 
-A =0 (2. 44) l+Lrin l+.6m -l+.6ffi l+.6m 
-2 
-2 s -c -A -s c -(1-s ) 
Expanding this. determinant, a fourth order polynomical for A is 
obtained: 
2 3 4 
a 0 +a A +a2 A +a A +a A = o 1 3 4 
-2 - -2 -2 -2 
a 0 = ( 1 - s )( 1 + .6k - s ) + s c 
- - - - -2 --
a = (2c +.6 c:rJ+(Zc -.6 c:rJ s +.6c k 1 . 
- --2 - -- -
a 2=(2+.6m.)+(2-.6m)s +.6k +c (c +.6cL) (2. 45) 
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2. 4 Properties of the Solution of the Undamped Eguations of Motion 
When there is no foundation damping and no load dashpot 
(c = c = 0), the fourth order equation for A becomes a biquadratic 
L 
2 
equation, from which an exact analytic expression for X may be 
obtained. The polynomial in A becomes: 
( i + .:6.m ) x4 + [( 2 + .:6.m) + ( 2 - .:6.m) 8 2 + .:6.k J l + ( I -s 2) ( i + .:6.k-8 2) = o 
2 
This equation may be solved for A to give: 
2 1 ~ - - - -21 A = - ( 1 A - ) ( 2 + .6.m) + .:6.k + ( 2- .:6.m) s 2 +wm - _ 
(2. 46) 
(2.47) 
. 1 {~ - - -212 2 - 2 }.1. 
± ( 1 - ) ( 2 + .:6.m) + .:6.k + ( 2 - .6ffi) s - 4 ( 1 + .:6.m )( 1 -s )(I + .:6.k-s ) 2 2 +.:6.m ~ 
Case 1: m= k= c= c =0 L 
This corresponds to the free vibration of the disk alone, with no 
attached spring or masse In this case, Equation (2. 47) reduces to: 
2 - 2 
A. = - ( 1 +s ) - 2 -(1-s) · (2. 48) 
~ A.= ±i(l+s) ±i(I-s) (2. 49) 
Corresponding to these four eigenvalues are the four complex eigen-
vectors given below: 
(2.50) 
-1 ~l 1 J 1 -i i -i i x = x = x = x = 
-1 -2 -3 -
-10 +s) i( i +s) i(l-s) 4 yi(l-S) 
l+s i+s i-s l i-s 
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The above eigenvectors (which have not been normalized) are orthog-
onci.l by the usual definition of complex inner product. That is, 
(x., ~.) = 0 if i f: j (2. 51) 
1 J 
where i. denotes the complex conjugate of the vector x .. 
-J -J 
The general solution will be of the form: 
( ) i(I+s)'f -i(l+-s-)'f x 'f z c e x +c 2 e x 2 - 1 -1 -
(2. 52) 
i ( I -s) r - i ( 1 -s ) r 
+c 3 e ~ 3 +c 4 e ~ 4 
where the constants c
1
, c
2
, c
3
, and c 
4 
are complex. It can be shown 
that if x( 'f) satisfies a real initial condition x (0) = f , where f , f
2
, £ 
- . - - 1 3 
and £4 are real constants, then c1=c 2, and c 3= c 4 .. Further, ~ (T) 
will then be real for all 'f ~ The constants c'. may be written: 
1 
c =d -id 
2 1 2 
c =d -id 4 3 4 
The expression for~ {'f) may then be written in real form as: 
where: 
x('f)=2d r ('f)+2d r 
2
(rr)+2d r (T)+2d r ('f) 
- i-1 2- 3-3 4-4 
r ( T) = 
-1 
-cos(l+S)rr 
sin(l+s) 'f 
(l+s)sin( 1 +s) r 
( I +s) cos ( 1 + s ) rr 
r ( 'f )= 
-2 
sin(l+s) 'f 
cos(l+s)T 
( i +s ) cos ( i +s) 'f 
- ( 1 +s) sin(l+s) 'f 
(2. 5 3) 
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cos(l-s)T -sin{l-s) T 
sin{l-s) T cos(l-s)T 
r ( T )= 
- 3 - ( 1-s) sin(l -s) T ' E. 4 ( T )= - { 1 -s) cos ( 1-s) T (2. 54) 
(l~s)cos(l-s)'T - ( 1-s ) sin ( 1 -s ) 'T 
In the discussion following Equation (2. 35), it was pointed out 
that the transformation to the A(T) and B(T) coordinates corresponds 
to a transformation into a reference frame rotating with constant 
angular velocity 0 (corresponding to dimensionless angular velocity s). 
With this in mind, some physical meaning can be attached to the eigen-
values and eigenvectors given by (2. 49) and (2. 54). Returning to the 
coordinates a. (T) and f3(T ), the normalized forms of the nonlinear 
differential equations (2. 25) and ( 2. 26) for the case .6.k = .6.ffi= c L= c = 0 
are: 
d2 ~ 2 ~ - a.( ) + a. = 0 2 d'f 
d 'f 
(2. 55) 
2 
a.2 .iJ? + 2a. da. ~ = 0 
d'T2 dT dT 
(2. 5 6) 
Several solutions to Eq11ations (2. 55) and (2. 56) may be found by 
inspection. If f3(T)=f3o is independent of time, (2. 56) is immediately 
satisfied and (2. 55) becomes 
2 d a. 
- . -+a.=O 
dTZ 
(2. 5 7) 
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Thus, one solution of the equations of motion is: 
u ( r' e ' t) = r. a ( t) sin [ e -{3 ( t) J 
=r.a. cospt·sin(6-{3) 0 0 (2. 58) 
because T = pt. Physically, this is a harmonic oscillation of the disk 
about a nodal ·diameter whose position is 6 = {3 • The frequency of the 
0 
oscillation is p. 
A second solution -can be obtained when a.(T )= a.
0 
is a constant, 
2 
and when {3(T) is a linear function of T, so that~ vanishes. Again 
. dT 
(2. 56) is immediately satisfied, and (2. 55) becomes: 
( ~)2 = i _. ~ = ± 1 _. {3 ( T) = T dT dT ( 2. 5 9) 
Thus, other possible motions of the disk are: 
u(r' e, t) = r· a. l. sin( e ±pt) (2. 60) 
Wb.en the positive sign is chosen, the solution (2. 60) corresponds to 
a wave (or wobbling) motion with a fixed angle to the horizontal, and 
a nodal diameter position given by 8 = -pt. The wave motion is then 
in the negative e direction with angular velocity -p and is denoted 
as a backward traveling waveo 'When the negative sign in Equation 
. 
(2.60) is chosen, the solution is a wave traveling in the positive e 
direction with angular velocity +p and is denoted as a forward traveling 
wave. It is easy to show that when the forward and backward waves 
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given by (2. 60) are superposed, the resulting motion is simply an 
oscillation about a fixed nodal diameter, given by Equation (2. 58) 
with O'.. 0 = 2 O'.. 1 and P 0 = 0. 
If the wave motions (2. 60) are viewed from a reference frame 
rotating with respect to the disk at a constant angular velocity 0 
in the positive e direction, the observed wave velocities will change. . 
If 0 is less than p, the forward traveling wave will appear slowed 
down and will have velocity p - 0 in the rotating frame, whereas 
the backward traveling wave will appear speeded up and will have 
velocity -p - 0 . The frequencies of vibration of a point fixed in the 
rotating frame will be p - 0 and p + 0 for the forward and backward 
waves, respectivelyg rn normalized notation, the frequencies are 
divided by p to obtain 1-s and 1 +s respectiv~ly, corresponding to the 
eigenvalues given in (2e 49) and also as the frequencies in equation 
(2. 54)~ 
If the rotating frame angular velocity 0 is exactly equal to the 
wave velocity p, the forward traveling wave will appear to be 
stationary. This condition is known as the "critical speed" of the 
diske A constant force traveling around the disk at this velocity 
will cause unbounded response. 
If 0 is greater than p, the forward traveling wave appears with 
velocity p - 0< 0. Thus, the rotating frame is moving faster than the 
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forward wave. The observed frequencies of vibration of a point 
fixed in the rotating frame are given by 0-p and p + 0 for the forward 
and backward traveling waves, respectively. These results are 
swn.marized in Figure 3, which is _the so-called 11 frequency-speed 11 
plot for the disk, giving the observed frequencies as a function of 
speed. 
The time-dependent vectors ..E. l ( 'T) and.£ 2 ( 'T) given by (2. 54) are 
backward traveling waves, having nodal diameters located at e = rr /2 
and 8= 0 at time t=O. Similarly, the vectors r 
3
(1") and ,£ 4 (1") given 
by (2. 54) are forward traveling waves, having nodal diameters located 
at 8 = -rr /2 and 8 = 0 at t= O. The general solution to any initial value 
problem will be a linear •combination of these four vectors. 
For the case of an attached spring and mass, the express:i,on for 
the eigenvalues is (repeating (2. 47) ): 
2 I r - 2.., 
A. = - Z(l+6 m) t_(2+~)+6k +(2-6m)s J (2. 47) 
2 1 
± Z(l+~m) {[(2+.6ffi)+.6k +(2-.6ffi)S 2 J -4(1+.6ffi}(l-S 2)(1 Mk-S 2) }2 
Wb.en the normalized load velocity s is zero, the expression for 
2 
A becomes: 
2 l+.6'k 
A. =-1,- l+.6ffi ( 2. 61) 
IM(A) RE(A) 
-
I .. 
-
2 
~ 
-
o I , ~ ~ s+I ~ 
-
-1 .. 
-
0 I. 2 a · s~ 
-
Fig. 3: Frequency- speed diagram for the disk alone (m = k = c = c L = 0) . 
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The equations of motion for this case are very simple. Equations 
(2. 37) and (2. 38) uncouple for s = 0, giving one equation for B('T) and 
one for A('T), w:ith frequencies given by the first and second of (2. 61) 
respectively. For s = 0, Equations ( 2. 3 3) show that C ( 'T) = A( 'T ) · and 
D('T) = B('T ). Further, Equations (2. 29) then imply that 
2 2 2 2 2 
a. { 'T) = C ( 'T) + D { T)= A ( 'T) + B ( 'T) 
(2. 62) 
_ -1 [-C ( 'T) 1- -1 [-A( 'T) l f3 ( 'T ) _ Tan D ( 'T ) _ - Tan B ( 'T ) _ 
2 
Thus, when A = -1, or A;l= i, B( 'T) will be nonzero but A{ 'T"} will vanish. 
Then a ('T) will have frequency 1 in the 'T domain (frequency p in the t 
domain) and f3( T) will be zero. In other words, the attached spring-
mass will be sitting on the nodal diameter and will have no effect on 
the disk frequency in this position. 
The second eigenvalue corresponds to the case when the mass 
lies on a diameter perpendicular to the nodal diameter. Whether this 
frequency is greater than or less than 1 depends on the parameters 
.6k and .6m. The analytic expression for this frequency may be 
easily verified by el~mentary methods. 
For load speeds O~ s < 1, an analysis of Equation (2. 47) reveals 
-2 - -2 
that since 4( 1 +.6m)(l- s · )( 1 +.6k - s ) > 0, the term under the radical 
sign will be less than the first quantity in (2., 47). Therefore, which-
2 
ever sign is chosen i:i:i (2., 47), the resulting values of A will both be 
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negative, and hence all values of A. will be pure imaginary. The 
solution in the A('T) and B('T) coordinates will be simple linear com-
binations of the two frequencies, resulting in oscillatory behavior. The 
transformations to C('T), D('T) and a.('T), {3('T) give very complicated 
motions which will be discussed in greater detail in later sections. If 
2 2 2 
the two values of A. are denoted as - w L and - w u (the lower and upper 
frequencies) the general solution to the eigenvalue problem, analogous 
to Equation (2. 52) is: 
(2. 63) 
where the constants c 
1
, c
2
, c 
3 
and c 
4 
are complex. The new eigen-
vectors x , x , x , and x correspond to the eigenvalues iW L' -iW L' 
-1 -2 -3 -4 
iW , and -iW respectively. 
u u 
Whens= 1, the lower of the two frequencies, w ' becomes zero. 
u 
Then the A('T) and B('T) corresponding to this eigenvalue are constants. 
An inspection of the Equations of motion (2. 37) and (2. 38) reveals that 
(2. 37) will be satisfied only if A( 'T' = 0 1 and that (2. 38) will be 
satisfied if B(T) = B
0 
is an arbitrary constant. Since the motion as 
viewed from th~ rotati~g frame has the form u' (r, ~' t) = [A(t)cos ~ 
+B(t)sin Pl where ~ = 8 -Ot, this means that the spring and mass are 
riding on the nodal diameter of the forward traveling wave, 
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which appears stationary at ~ = 0 in the rotating frame. 
Immediately above the critical speeds= 1, the nature of the 
solution will change c.onsiderably. Referring to the expression for 
A..
2
, Equation (2. 47), note that when the speeds ~ies in the range: 
_2 -
1 < s < 1 + 6k , ( 2. 64) 
the quantity 4(1+6m)(l-s 2)(1+6k-s 2) will be negative. Thus, one 
value of A 2 wii'l be negative, but the other will be positive. That is, 
in this region the eigenvalues and solution of the problem are: 
A= ±µ ±iW 
' u 
µr -µr 
x('r)=c e x +c
2
e x 
- 1 -1 -2 
iW T 
u 
-iW T 
u 
+c e x +c
4
e 3 -3 ~4 
(2. 65) 
(2. 66) 
Thus, depending on initial conditions, the solution may be either 
oscillatory, exponentially decaying, exponentially growing or a 
combination of these. Because of the possibility of unbounded solutions 
on this region, and due to the fact that the region boundaries given by 
(2. 64) depend only on the stiffness of the attached spring and not on 
the attached mass, this zone will be referred to as the 11 stiffness 
instability region". Note that as k-+ 0, the width of this region 
tends toward zero. 
- 2 , .. 2 ' 
When 1 +6k <s < (S''') , wheres~.~ will be defined shortly, the 
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nature of the solution is much like that of the subcritical zone, with · 
pure imaginary values of A and hence oscillatory motion. The general 
solution in this region is of the type given by (2. 63), although the 
eigenvectors are of course not the sameo 
As the load speeds continues to increase, there will be one more 
major change in the disk response. Equation (2. 47) can be rearranged 
as: 
2 -1 r _ - _ 2] 
A = 2 (l+Lllii) • L(2+~)+L\k +(2-L\m)s 
2 
i {c - - J 21.( 6 s 2- 2 - -1 
± Z(l+L\m) L\m-L\k +s ~l + L\m-2L\ m )+(8+2L\m)L\k _J (2. 67) 
1 
-~ 4[ L\m(8-L\m)l }2 
Hence, if L\:rTI. < 8 (which is the case if the attached mass is no more 
than double the disk mass), the quantity under the radical sign will 
become negative for load speeds s > 5~:<. ,,, Thus, for speeds s > s''', 
2 
the values of A will be complex conjugates. The four corresponding 
values of A are then: 
A= iW +µ, iw-µ, -iw+µ, -iw-µ (2. 68) 
The general solution will then be of the form: 
µT iWT µt -iWT 
x ( T )= c e e x + c 2e e x - I -1 -2 
(2. 69) 
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(2. 69) 
cont. 
-µT iWT -µ'T -iWT 
+c 3e e x +c e e x 4 -3 4 -
where x , x
2
, x , and x are the corresponding eigenvectors. 
-1 - -3 -4 Solutions 
in this region are therefore oscillatory with a growing or decaying 
exponential envelope. The initial conditions determine whether or not 
the motion becomes unbounded in time. The regions>~:< will be de-
noted as the "terminal instability zone", ands* will be called the 
''terminal velocity''. 
These results are summarized in Table 1, and a typical frequency-
speed plot is shown in Figure 4. Note that the parameters which are 
important in Equation (2. 47) are .6:ffi and .6k. These quantities are 
assumed constant for any given plot.. A given value of .6m may 
correspond to a wide variety of load positions and mass ratios, since 
2r 2 m 
- ( L\ L 
.6m = ---;;;-F M · (2.70) 
Similarly, a given value of .6k may correspond to many spring 
stiffness and load positions, since 
2r 2 k 
.6k = ( a L} ~· . :;_ (2 .. 71) 
p 
Figure 5 is a frequency-speed plot for the system with a moving 
mass only (k= 0. ), for values of .6m = O. 0, O. 1, O. 5, 1. 0, and 5. 0, 
representing many possible loading conditions. Figure 6 is a frequency-
speed plot for the system with a moving spring only (m = O. ), for values 
of .6k=O. 0, 1. 0, and 4. O. Note that in the mass-only case the · 
Speed Range Terminology Possible Solutions 
±iWLT ±iw T 
O~s<l Subcritical Speed u e 
' e 
Ot ±iW T 
s = 1 Critical Speed u e 
' e 
1<s<J1+6k 
±iw T 
Stiffness Instability Region eµT, -µ,T u e ' e 
±iwLT ±ill) T F .,, k ~ s ~ s"I' Supercritical Stable Region u e 
' e 
.,, ±µT ±iWT 
"I' S>S Terminal Instability Region e 
.,, 
'•'The system is said to be unstable if there exist initial conditions 
for which unbounded motions occur. 
Table 1. Solution Behavior of the Undamped 
Two Degree of Freedom Disk with an 
Attached Moving Spring and Mass 
.,, 
Stability "I' 
Stable 
Stable 
Unstable 
I 
VJ 
VJ 
Stable I 
Unstable 
IM(A) RE(A) 
.....-
-
2 
3 0 I I I I \ I S -1 ~ 2 
-1 
0 2 a S-> 
Fig. 4a: Typical frequency-speed diagram (6rn = O. 5, 6k = 1. 0, c= cL= 0) . 
IM (i\) 
2 
0 
RE(/\' 
r---" 
2 
I i I I 0 I I I . 3 S-
-1 
2 a s~ 
Fig. 4b: Typical frequency- speed diagram {.6ffi = 1. 0, .6k = I. 0, c = c L = 0., 0 ) 
I 
VJ 
U1 
I 
·1M(;\) 
....---
2 
0 
RECA) 
r--
I 
3 
i ; I 01 Ii I I s-
-1 
2 3 s~ 
Fig 5: Frequency-speed diagrams for disk with moving mass only 
( 6rn = 0. 1_, 0. 5, 1. 0, 5. 0; 6k = c = c L _ = 0. 0 ) 
I 
VJ 
O' 
I 
.IM(i\) 
r----r----r---r-1~-r----~------
RE(1') 
2 
3 
~ I I I 0 I I I S-
- I 
-1 
0 · 2 3 s~ 
Fig. 6: · Frequency-speed diagrams for disk with moving spring only. 
( .6k = 1. 0, 4. 0, .6:ffi = c = c L = 0. 0 ) 
I 
VJ 
-J 
I 
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t 
.o.k 
2 
0 2 4 s~ · 
Fig. 7: Stiffness instability boundaries as a function of .6k • 
t 
~m Ak=O 
Ak: I 
2 UNSTABLE 
Ak=4 
0 
Fig. 8: Terminal speed s':~as a function of .6m, for several values of .6k . 
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terminal velocity decreases as .6m increases, and that there is no 
instability region imme'diately aboves= 1. In the spring-only cases, 
the width of the stiffness instability region increases with increasing 
.6k, but there is no longer a region of instability at high speed 
,,, 
(s'''= oo). The width of the stiffness instability region as a function of 
.6k is given by (2. 64), and Figure 7 shows how this width varies with 
increasing .6k . Figure 8 shows how the terminal velocity s ~:~ varies 
with .6m, for several fixed values of .6k (.6k= 0. 0, 1. 0, 4. 0, 9. 0). 
Note that increasing .6k tends to increase the terminal velocity s~:<, 
at the expense of widening the stiffness instability region. As .6k 
increases, the stable region between the two instability zones narrows, 
and moves to a higher speed range. 
The physical meaning of the frequencies shown in the frequency-
speed plots may be obtained by recalling that the vertical deflection 
of the moving mass, z(t), is related to the disk deflection u(r, 8 1 t) 
by Equation (2. 8): 
z(t)=lu(r,8,t)l 1 _ 
L _ r-r L 
8dlt 
Using the relations (2. 1), (2. 28), and (2. 32), this becomes: 
z(t)=[u(r,8,t)l 1 = 
_, r rL 
(2. 72) 
8= Ot 
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=r · a(t)· sin[Ot-!3(t) 1 
L -
= r L [ C ( t) sin 0 t + D ( t) cos 0 t J 
=r L . A(t) 
(2. 72) 
cont .. 
Therefore, the frequency components of A(t) will be the same as the 
frequency components of the motion of the moving mass, and in 
general the motion of the mass will be given by a linear combination 
of those frequencies shown in the frequency-speed plots .. 
2. 5 Solutions to Initial Value Problems (Undamped) 
It may be recalled that the deflection of the disk as seen from a 
reference frame rotating at constant angular velocity 0 is: 
u' ( r 1 P , T ) = r.. [A ( T ) cos P + B ( T ) sin P J 
Hence the general solution for any initial conditions may be written: 
A T 
u' ( r, P , 'T' )= r • e 1 [A cos P + B sin Pl 1 1 ..J 
A2 T 
+re I A 2cos P + B 2sin P] 
A T 
+re 
3 [A cos P+B sin Pl 3 3 _; 
A T 
+re 
4 l A cos P + B sin Pl 
L 4 4 _I (2. 7 3) 
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The ratios between the complex constants A. and B. (j= 1, 2, 3, 4) are 
. J J 
given by the eigenvector corresponding to the eigenvalue A. .• 
J A T 
Alternatively, this ratio may be found by substituting A( T) = A.e j 
f....T J 
and B('T) = B.e J into Equation (2. 38) giving 
J 
-2sA.. 
(2. 74) 
It was demonstrated in the previous section that in two separate 
regions the eigenvalues of the problem were pure imaginary, while in 
two other regions the eigenvalues could have real parts. One of the 
later cases is the stiffness instability zone, which occurs when 
_2 -
l < s < 1 +.6k . In this zone the stability of the solution depends on 
initial conditions. 
2. 5. 1 Stiffness Instability Zone 
To better understand how the stability of the system in the stiff-
nes s instability region depends on the initial conditions, consider the 
general solution for speeds sin this region. From Equation (2. 65 ), 
the eigenvalues A.. are of the form: 
1 
A. 1 = -µ, A. 2 = + µ , . A. 3 = i w u' A. 4 =-i w u (2. 7 5) 
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The general solution (2. 73) may then be written: 
1 . [ -µT µT 
u (r,<.P,'T)=r A
1
e .(cosili-Csin<P)+A{ (cosili+Csinili) 
iw T -iw r (2. 76) 
+A e u (cos9?+i'rlsin9?)+A4e u(cos<J?-irisin9?)] 3 . ' 
where C and 1'l are given from (2. 74) as: 
-2µ8 
C= 2 
-2 (1-s )+µ 
-2w s 
. u 
Note that C and 1'l are both real constants. It can be shown that if 
u'(r, <.P, 'f) (and hence u(r, e, 'f)) satisfies real initial conditions, then 
A and A are real and A 3 and A 4 are complex conjugates. Denoting 1 2 -
(2 . 77) 
the expression for u' (r, ili, 'T) becomes: 
+2 l(a cos w 'f -a sinw 'T )cos ili L 3 u 4 u (2.78) 
- (a cos w T + a sin W 'f ) 11 sin <.P l } 
4 u 3 u -
Note that all quantiti'es in Equation (2. 78) are real. The displacement 
of the load, z('f ), is simply u' (r, <.P, 'T) evaluated at r = r Land P = 0. 
The deflection of the disk in the stationary reference frame is found 
by substituting <.P = 9 -Ot = 9 -s rr. That is: 
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~ -wr wr l z( T )= r • A e +A e + 2(a cos w T-a sinW T) L .. 1 2 } u 4 u i (2. 79) 
{ -µTr - "J u ( r, 8 , T ) = r • A e ! cos ( 8-s T) - S sin ( 9 - s T )1 1 L __ , 
(2. 80) 
+2(a cosW T-a sinW 'T)cos(8-sT) 
3 u 4 u 
-2(a4 cos w T +a sinw T) '11sin(8-s T)} u 3 u 
The velocity of the disk in the stationary reference frame is given by 
au au . 
-= p- At time 'T = 0 the initial deflection and velocity are: at a T • ' 
ut(r, 8, O)=r· { [( (s-µ )A1+(µ-Cs)A 2+2(811-w u)a 4 J cos 8 
+ [ ( s µ + s )A 1 + ( C µ + s )A2 + 2 (s - w u 'r) ) a 3 J sin 8 } 
(2. 81) 
( 2. 8 2) 
To make use of Equations (2. 81) and (2. 82), it is somewhat more 
convenient to specify the C(T) and D(T) coordinates at T = 0, rather 
than the Euler angles a.(T) and 13('T) at T= 0. The relations between 
C(T), D(T) and a.(r), 13(T) are given by (2. 28) and (2. 29). At T = 0, 
the initial displacement and velocity of the disk can then be written: 
u ( r, 9, 0) = r- l C cos 9 + D sin 9 l L 1 i ~ (2. 83) 
u ( r, 9, 0) = r .f C 2 cos 8+ D sin 8] t . L 2 (2. 84) 
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The constants c
1
, c
2
, D
1
, and D
2 
are known constants describing 
the initial conditions of the disk at T = 0. By comparing (2. 81) and 
(2. 82) with (2. 83) and (2. 84), the following four equations are 
obtained: 
A +A +2a = C 1 2 3 1 
-CA +CA -2ria =D 
1 2 4 1 (2. 85) 
(Cs -µ)A +(µ-Cs)A2+2{Srj-W )a4= c2 1 . U 
· A unique nontrivial solution for this system of equations exists H the 
determinant of the coefficients of A
1
, A 2, a 3, and a 4 does not vanish. 
An evaluation of this determinant shows that in the stiffness in:stability 
region,l< s 2<1 +.6k, the determinant is nonvanishing. 
As an example of the dependence of the solution on initial con-
ditions, consider the case: 
.6k = 1. 0, .6m = 1. 0, c L = c = 0. 0, s = 1. 2 5 
~ µ= o. 2087 w = 1. 6807 
u 
(2.86) 
As can be seen from Figure 4 b, this value of s lies in the stiffness 
instability region. Four particular sets of initial conditions will be 
considered, and for simplicity, only the behavior of O.(T) will be 
discussed. 
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Case 1: Exponential Growth (Unstable Response) 
From Equations (2. 79) and (2. 80), it can. be seen that if A 1 = a 3 
=a = 0, but A f. 0, then u(r, 8, rr) and z('T) will have positive exponential 
4 2 
growth. This will be the case if (from (2. 85) ): 
C=A 1 2 
c = (µ-Cs)A 2 2 
D =CA I 2 (2. 87) 
The corresponding value of C, given by the equation following (2. 76}, 
is C = 1. 0056. Thus, Equations (2. 87) give: 
C=a 1 2 
C =-1 0484A 2 . 2 
D = l.0056A 
l 2 (2. 89) 
The Euler angle a ( 'T ), which is the angle the disk makes with the 
horizontal, can be found from Equation (2. 80) using the transformations 
(2. 28) and (2. 29). Corresponding to the above initial conditions, 
(2. 90) 
The initial conditions (2. 89) were used along with a standard differential 
. equation solving routine, to solve Equations (2. 30) and (2. 31) nUITleri-
cally for C('T") and D('T), from which O.('T) was computed and compared 
with the analytical expression (2. 90). A 2 was chosen so that a.(0)= 1 ° 
(i.e., A 2=0. 0123). The resulting solution agrees with the analytic 
expression (2. 90) to four figures in a ( 'T), and as Figure 9a shows, 
15° 
0 
a 10 
0 
a 10° 
0 
5 
0 
0 
15 
a 
0 
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Fig. 9a: Unstable solution (Case 1) 
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Fig. 9b: Stable solution (Case 2) 
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Figo 9c: Oscillatory solution (Case 3) 
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there is no recognizable difference between the two results. 
Case 2: Exponential Decay (Stable Response) 
From Equations (2. 79) and (2. 80), it can be seen that if A 2=a 3 
=a4=0, but A/ 0, then u(r,8,'T) and z('T) will have negative exponential 
behavior. The analytical expression for a.('T) becomes: 
(2. 91) 
The corresponding values of c 1, c 2, D 1, and D 2 were calculated from 
(2. 85) and used as initial conditions in a num.erical solution of Equations 
(2. 30) and (2. 31), from which a.('T) was GOmputed and comp?-red to the 
analytic expression (2.91). The results of this comparison are shown 
in Figure 9b (the value of A 1 was chosen so that a.(O) = 10°). Note 
that the num.erical solu~on began to diverge at 'T ~ 17, due to num.erical 
round-off errors which bring in some of the positive exponential 
growth as in Ce;ts e 1. 
Case 3: Oscillatory Behavior (Stable Response) 
If in Equations (2. 79) and (2. 80) the constants A
1 
and A 2 are both 
zero, the disk response u(r, 8, 'I") and the load mass response will be 
oscillatory in nature~ If a 3-f 0, but A =A = a = 0 the expression for 1 2 4 , 
a('T) becomes: 
-48-
- 2 2 2 _!_ 
a ( 'T ) = 2 a · l co s w 'T + Ti sin w 'T 12 3 . u u . · (2. 92) 
2 2 I 
[
l +ri 1-T] . 1-
= 2a · -- + --cos2w 'T 12 3 2 2 u _, 
When the initial conditiop.s evaluated from (2o 85) were used in the 
numerical solution of (2. 30) and (2. 31), the comparison with Equq.tion 
(2o 92) was once again good, as shown in Figure 9c. In this particular 
example, the step size in r was not small enough for good accuracy, as 
can be seen by the fact that the num.erical solution dips below 10 ° at 
r= L 9, whereas (2. 92) indicates that the value of a(O) is the minimum 
2· 2 ( ri > 1). Since w u = 1. 68 07, the theoretical period for a ( r) is T= 2: 
=TI /1. 6807 = 1. 87, agreeing well with the num.erical result. 
Case 4: Arbitrary Initial Conditions 
When the initial conditions are such that more than one of the 
previous three types of motion are present, the disk response becomes 
much more complicatedo Figure 9d illustrates such a case. Here, 
a (0) was chosen as 1°, and ~(O) as -90 °. Figure 9d shows ~( 'T ), which 
is the location of the nodal diameter in the fixed reference frame, and 
z(r ), which is the vertical displacement of the moving mass, as well 
as the angle of inclination, a ( r ). The figures are from the computer 
solution of Equations (2. 30) and (2. 31).. Note that from the analytical 
expression for z(r ), Equation (2 .. 79), the frequency content of z(T) 
should correlate with the eigenfrequency w , which in this case is 
u 
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Fig. 9d: Undamped response in stiffness instability reQ'.ion .. 
- -(6m_=l. 0, 6k=l. 0, c =cL=O. 0, s =l. 25). 
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1. 68 07. The period of the oscillations in z ( T) should then be 
2ir 
T = - =::: 3. 74, which agrees well with the computer result. 
w 
u 
Clearly9 in the stiffness instability region the stability of the 
solution depends on the initial conditions at 'T = O. Further, since the 
basic equations for A( 'T) and B ( 'T) were written as an ordinary linear 
dx 
eigenvalue problem Pd-;= Q~ , if x ( 'T )=y ( 'T) + e; ~( 'T), where y( 'f) is 
one of the 11 stable 11 solutions and w('T) represents an arbitrary 
perturbation, then the eigenvalue problem for ~('T) is simply Case 4 
discussed above. Thus, even the 11 stable 11 solutions in this region 
could be regarded as unstable because an arbitrary perturbation 
results in a solution that is unbounded in time. For these reasons, 
this region will be denoted as an unstable region of operation. 
2. 5. 2 Terminal Instability Zone 
In the regions> s~:\ the eigenvalues a .re of the form (see Equation 
(2. 68) ): 
A = iw+µ, A· =-iw+µ, A= iw-µ J.. = -iw-µ 1 - 2 3 ' 4 (2. 93) 
The general solution (2. 7 3) then becomes: 
u I ( r' ip' 'T ) = A e µ'Tei w Tr re 0 s ip - ( G-iH) sin ~ l 
1 I~ _ 
µ T -iW'f f l 
+A2 e e rlcos~-(G+iH)sin~ _· (2. 94) 
-µ'f iwT r l 
+A 3e e rlcos <P +(G+iH)sin ~ _ _, 
-µ 'T -iw'T r l 
+A 4e e r Leos ~+(G-iH)sin <P_; 
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where G and H are the real constants: 
-[ -2 2 21 2 -2µ s 1-s -w + µ , + 4w µ s 
G- - -· 
- [ -2 2 2 12 2 2 
1-s :-W +µ _' -4w µ 
2- - [ - 2 2 21 4.w µ s - 2 µ s 1 - s - w + µ I 
H= . . 2 -·· 
[ -2 2 21 2 2 1 - s - w + µ ..J -4w µ 
( 2. 9 5) 
Equation (2. 94) will be real if A 1 and A 2 are complex conjugates, and 
if A and A are also complex conjugates. 
3 4 
becomes: 
(2. 96) 
+r sini.P 1(-a G+a H)cosw'f-(a H+a
2
G)sinwr l }1 L I 2 1 _: 
The disk deflection in the fixed frame, u(r, 8, T), is found by substituting 
<.P= 8 - sr in (2. 96). The vertical deflection of the load mass, z(T), is 
simply u 1(r L' 0, T ): 
z(T)=2eµr{r ·la cosw'T-a sinw'Tl} L ,_ 3 4 ... 1 
(2. 97) 
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The real constants a , a , a , and a 4 are found by evaluating u(r, 8, 0) 1 2 3 
and u (r, 8, 0) in a fashion similar to the preceding section, although 
t 
the algebra is more tedious. From (2. 96) and (2. 97), it is apparent 
that there will be a positive exponential term involved in the solution 
unless a 3=a 4=0. Therefore, the region above s=s':< is denoted as an 
unstable region. Figure 10 shows the result of a nUITlerical solution 
of Equations (2. 30) and ,(2. 31) for the data .6k=l. ·O, .6m=l. 0, cLc=O. 0, 
s=3.0(S':<:::::2.l3L withthe initial conditions a.(0)=1°, j3(0)=-90°, and 
the initial velocity of a forward traveling wave. 
2. 5. 3 Oscillatory Regions 
1 
In the regions s < I and [I+.6k]Z < s < s':<, the eigenvalues A. are 
1 
of the form: 
A. = -iw 2 ·L' (2.98) 
The general solution may then be written: 
iw · r -iw r 
u'(r, ~' T)= r· [ A 1 e L (cos~ +i'r]Lsin~)+A2e L (cos~ -i'rl Lsin~) J 
where r) Land r)u are given from (2. 74) as: 
-2w s L -2w s u 
ri = u -2 2 (1-s )-w 
u 
(2. 99) 
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It can be shown that if u / (r, <ii, T) satisfies real initial conditions of the· 
form (2. 83) and (2. 84), then A 1 and A 2 are complex conjugates, as 
are A and A . Taking A =a +ia , A
2
=a -ia , A 3=a +ia4, and A 4= . 3 4 1 1 2 1 2 3 
a
3
-ia4 , the expression (2. 99) becomes: 
u
1 (r,<.P,T)=r-f2·(a coswLT-a sinwL'f)cos<.P 
·- 1 2 
(2. 100) 
+2(a cosw 'f -a4 sinw 'f )cos <.P 3 u u 
-2(a cosw r+a sinw 'f }·'rl sin<P l 4 u 3 u u _J 
where all the constants are real. The deflection of the disk in the 
stationary reference frame, u(r,8, T ), is obtained by substituting 
<.P= 8 -s 'f into Equation (2. lOO)o The deflection of the moving mass is 
given by z ( r ) = ~ / ( r L' 0, r ) : 
z( T )=rL [2(a1 cosw LT -a2sinw LT) 
+2(a cosw T -a
4
sinw T) l 
3 u u _J 
(2. 101) 
At 'f=O, the deflection u(r, 8, 0) and velocity ut(r, 8,0) in the stationary 
frame become: 
u(r, 8, 0)= r· [(2a +2a )cos 8-(211 a 2 +2'fl a )sin8 l . 1 3 L u 4 _, (2. 102) 
u (r,e, O)=r·{[2(s11L-wT)a2+2(s'fl -w )a4 lcos8 t - .J....J u u -· 
(2.103) 
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Combining these equations with Equations (2. 83) and (2. 84) gives four 
equations for the four unknowns a
1
, a 2, a 3, and a 4 . From Equation 
(2. 101) it is apparent that the frequency component's of the displacement 
of the moving load will be relatively simple linear combinations of the 
two eigenfrequencies wL and Wu· Similarly, the displacement of any 
point at fixed i.P in the rotating frame will have components of both 
frequencies superposed linearly. However, the motion as seen in the 
fixed reference frame will be very complicated, due to the nonlinear 
transformations (2. 33) and (2. 29). A relatively well-behaved example 
of oscillatory behavior is shown in Figure 11, for which ~k=l. 0, .6ffi.= 
1. 0, cL=c = O. 0, and s=2. O. The frequency components are wL=l. 0000 
and wu= 1. 7 320. (WL=l. 0000 is due to the fact that /k/m= 1. 0, exactly 
equal to ·wL for the disk with no attached spring and mass, thus having 
no effect on the lower natural frequency of the disk. ) The initial 
conditions are a.(0)=1°, f3(0)=-90°, and the initial disk velocity is 
selected so that only the w =l. 7320 frequency component is present. 
u 
This frequency is readily identifiable in the mass displacement 
record, since T= 21T ~ 3e 62 is very close to the period of z('T ). Further, 
w 
u 
since there is only one frequency component present, analogous to 
case 3 in 2. 5. 1, the behavior of a( T) is of the type (2. 92). Thus, the 
frequency of a.('T) is .Zw, and the period of a.('T) is T= 21T ~ 1. 81, which 
u 2w 
u 
checks well with Figure ll. It should be emphasized again that this is 
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Fig.11: Undamped response in supercritical stable region. 
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a special case where only one frequency component is present. In a 
following section, an ·example of a case in which both frequency com-
ponents are present is studied with various values of foundation 
damping (refer to Figure 17). The response is of course much more 
complicated. 
2. 6 Properties of The Solution to The Damped Equations of Motion 
When there is either load damping, cL, or f~undation damping, 
c, present in the problem, the polynomial for A as given by Equation 
(2. 45) is no longer a biquadratic, but a polynomial of degree four. 
Therefore, it is much more convenient to employ a root-finding 
routine on a computer rather than to attempt to find an analytic 
expression for A 0 This was done using a standard double-precision 
root-finding routine. The results for several values of foundation 
damping for a moving mass only case, and a moving spring-mass 
case are shown in Figures 12 and 13 respectively. Note that only the 
positive values of Im.{/..} are plotted; in fact, there is a negative value 
corresponding with each positive value Im{/...}, so that each branch of 
the Re{!..} plot has associated with it one positive and one negative 
value of Im.{!.. } . That is, the values of A are generally complex 
conjugatese The only exception to this occurs when Im.{/.. } vanishes, 
in which case the corresponding values of Re{/..} are not equal. 
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Fig. 12: Frequency-speed diagram, mass only (.6m = 1. O), with foundation damping. 
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As the foundation damping is increased, the general tendency of 
the Re {A. } curves is to shift downward. Below the critical speed 
(s = 1), the amplitude of the motion will decay due to the negative Re {A.} 
contribution. In the moving spring-mass case, Figure 13, the stiff-
ness instability zone narrows with increasing foundation damping, and 
eventually disappears completely. The terminal instability zone is 
still present, but in general the magnitude of Re {A.} is less than the 
value in the undamped case, so that the amplitude grows at a lesser 
rate.. Note, however, that the terminal stable velocity, ~:\ shifts 
toward a lower value in both cases, so that in neglecting fo.undation 
damping one would pr.edict too high a terminal velocity $~:'. This will 
be discussed further as an initial value problem in the next section. 
Figure 14 shows in .detail the behavior of the terminal stability 
boundaries of Figures 12 and 13, and the behavior of the stiffness 
instability region of Figure 13, as the foundation damping coefficient 
c varies .. 
Figures 15 and 16 correspond to data of Figures 12 and 13, except 
that the load damping c L is being varied and the foundation damping 
c is taken as zeroG Belows= 1, the behavior is as expected, with 
Re {A.} less than zero, so that the amplitude decays exponentially. 
For ; > 1, however, a positive Re {A. } appears, indicating unstable 
behavior beyond that point. The behavior of the system in this region 
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Fig.15: Frequency-speed diagram, mass ,only (6rn=l. O),with load damping. 
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Fig. 16: Frequency-speed diagram with load damping (~m=l. 0, ~k = 1. 0). 
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when load damping and foundation damping are simultaneously present 
appears to be worthy of further study. 
2. 7 Solutions to Initial Value Problems (Damped) 
To further understand the qualitative behavior of the dampe~ 
system, the damped forms of Equations (2. 30) and (2. 31) were solved 
m.u:nerically using a st~ndard differential equation solving rout~ne. 
Figure 17 shows the transient response of a.(T) and r3(T) for the 
undamped case and with two values of foundation damping. Note that 
even in the undamped case, the behavior of a.( 'T) and r3 ( 'T) is highly 
nonlinear, as was discussed following Equation (2.103). The initial 
conditions in this case were chosen arbitrarilyo 
Figures 18a and 18b have the same parameters as Figure 9d, 
with added foundation damping of c =0. 2 and c=l. 0 respectively. The 
load speed s=L 25 is in the stiffness instability region for the ':lndamped 
caseq Figure 13, which is the Frequency-Speed plot for these cases, 
shows that as damping is increased, the positive value of Re {A} 
decreases in magnitude, and finally becomes negative. Figures 18a 
and 18b support this conclusion. 
One of the. more important conclusions in section 2. 2. 3 was that 
when foundation damping is added, the terminal velocity 5>:< decreases. 
From Figure 13, . it is apparent that at s= 2. 0 (which in the undamped 
case gave an oscillatory response) the response with sufficient 
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foundation damping should become unstable. Figure 19 has the same 
parameters as Figure 11 (the undamped oscillatory case), with the 
exception of added foundation damping c = 1. O. In this example, the 
initial conditions were such that the higher of the two frequency 
components, w == 1. 83, is the only one present. The period of the 
u 
oscillatory part of z( 'r) is then ~~ 8 3 = 3. 43, agreeing well with the . 
numerical: solution. After a few cycles, the negative exponential 
component has decayed appreciably, and the positive exponential 
component may be estimated from the response of z(T). If z 1 and z 2 
are peaks of the response, with correspo:i;iding times 'T 1 and 'T 2, the 
exponential component, µ, is given approximately by: 
µ==-1- . Ln ( z2) 
T - 'T z 
· 2 1 I 
Using the peaks at \ == 17. 1 and T2== 27. 2, with corresponding values 
z 1 ==. 46 and z 2==1. 37, the calculated value ofµ is O. 108. The positive 
value of Re [A.} as calculated. from the fourth order polynomial (2 .. 45) · 
for this case is O. 1070, agreeing quite well with the numerical solution. 
2o 8 Discussion 
The techniques and results of this chapter are fundamental to 
understanding the dynamic behavior of the three degree of freedom 
rigid disk and elastic disk problems presented in the following 
chapters. In each case, the transformation (2. 28) is used to reduce 
0.2 
0.1 
-O.I 
Fig.19: ?amped response in supercritical region. 
(~m=l. o, ~k=l. o, ~=l. o, cL~.o. o, s=2. O). 
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a nonlinear set of differential equations to a set of coupled linear 
differential equations with periodic coefficients. The second 
transformation (2. 32) yields a linear set of coupled differential 
equations with constant coefficients, so that the equations may be 
arranged as an ordinary eigenvalue problem. The eigenvalues are 
plotted as a function of load speed, and the resulting Frequency-
Speed diagrams provide . one of the major source.s of information about 
the dynamic response of the disk-spring-mass system. When the 
eigenvalues are all pure imaginary, the motion of moving mass is 
given by a simple linear combination of the corresponding frequencies. 
Further, the motion of the disk as seen from a reference frame 
rotating with the mass will appear as a linear combination of these 
frequencies .. 
The two types of instabilities, and instability regions, discussed 
in this chapter will appear in the other problems as well. . In general, 
the speed ranges corresponding to the instability regions will be 
immediately apparent from the Frequency-Speed diagram. Hence, 
the Frequency-Speed diagram actually contains information about 
transient response and stability as well as steady-state response'. 
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III. THREE DEGREE OF FREEDOM RIGID DISK 
3. 1 Introduction 
The three degree of freedom rigid disk problem discussed in this 
chapter is in many ways similar to the two degree of freedom problem 
of the previous chapter. However, · the addition of another degree of 
freedom introduces a third type of dynamic instability which arises 
from modal coupling. "The three basic types of instability are 
fundamental to understanding the complex behavior of elastic disks. 
The solution procedure is identical to that in the previous chapter. 
The nonlinear equations describing the dynamic response of the disk- · 
spring-mass system are transformed into a linear set of coupled 
differential equations with constant coefficients. The equations may 
then be written as a matrix eigenvalue problem, so that an exact 
solution may be obtained. 
3. 2 Formulation of Equations of Motion 
If the rigid disk of Chapter 2 (refer to Figure l} is given an additional 
degree of freedom by allowing the disk to translate vertically, then 
deflection of the disk u(r, e~ t) for small angles a (t) is: 
u(.r, e, t)=r· a(t)· sin[ 8-f3(t)J +v(t) ( 3. 1) 
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Thus, the vertical displacement of the center of the disk is given by 
v(t), and the Euler angles a (t) and f3 (t) are defined as before. The 
disk is assumed to be supported by a Winkler foundation of modulus 
k as in chapter 2. 
In this case, the kinetic energy, potential energy, and dissipation 
function as defined in (2. 2), (2. 4), and (2. 6) respectively, become: 
[
1 4 • 2 2 • 2 2 • 21 
TD= 1T Ph 4 a ( a + a f3 ) + a ( v ) _J ( 3. 2) 
( 3. 3) 
1 {l 4 .2 2·2 2 .2} 
FD= 21T c 4 a · (a + a f3 ) + a ( v ) ( 3. 4) 
As in Chapter 2, the deflection, velocity, and acceleration of the 
attached moving mass are given by (2.8), (2.10), and (2.12). The 
kinetic energy, potential energy, and dissipation function of the moving 
load then become: 
(3. 6) 
(3. 7) 
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The Lagrangian and dissipation functions for the system consisting 
of the three degree of freedom disk with t1:1e moving spring, mass, and 
dashpot are then: 
( 3. 8) 
F=FD+FL (3. 9) 
Using Lagrange's Equations (2. 24), a set of three coupled nonlinear 
differential equations with periodic coefficients can be obtained. 
These are: 
.. • 2 c • 
o:. - o:. 13+ p o:. + 2 Ph a 
m 
+ .6. ~ {[a -o:._( 0 -~) 2 l sin 2 (Ot-f3 )+-!-v sin(Ot-f3) 
- L 
+[ 2 c1 (0 -P )- o:.~ J sin( Ot-(3) cos ( Ot-13)} (3.10) 
kL{ 2 1 
+ .6. M a sin (Ot-13)+-v sin(Ot-f3)} 
rL 
c 
+ .6. ~ {a sin 2 ( 0 t-13) + 0:. ( 0 - ~) sin ( 0 t -13) c 0 s ( 0 t -13) +_!_vs in ( 0 t-13 )} = 0 
rL 
2.. • • c 2. 
o:. (3+ 2aa{3+- a 13 
2ph 
m . L{[ 2·· · 1 2 1 + .6. M _.a f3 - 2 a a( 0 - {3) _1 cos ( 0 t - f3) - a·;:- v cos ( 0 t - {3) 
L 
+[ a.2 (!J- ~) 2- a. Ci 1sin(0 t-(3 )cos (Ot- (3)} 
kL 2 1 
- /::,. M {a. sin(Ot-(3)cos(Ot-(3)+ a. r L v cos(Ot-(3)} 
c 
. L{2 .. 2 • 1. } 
- .6. M a (0-13)cos (Ot-f3)+aasin(Ot-13)cos(Ot-13)+a-v cos(Ot-13) =0 
. rL 
-74-
.. c • 2 
v+ZPhv+pv 
m 
+ML { rL[a- a (0 -P )2 J sin(Ot-[3)+rL[2a (0 -~)-a~J cos (Ot-[3)+ v} 
k (3.12) 
+ ~{r L <lsin(Ot-[3)+v} 
c 
+ ~{r L[a sin(Ot-[3)+ a(O-p)cos(Ot-13)] +v} = 0 
where, as before: 
2 2 ~=( >) 2 M= 2Phrra 2 k p - 2ph 
Using the same transformations as in Chapter 2, 
C(t) = - a (t) sinf3 (t) 
D(t)= a(t)cosf3(t) 
The Equations of motion (3.10), (3. 11), and (3 .. 12) become: 
m m m m . fi( L) L l "" [ L -, .. r L -, .. 111+.6- +~-cos20t· c+ .6- sin20t ID+ ~--cosOt v 
.. 2M 2M _ _ 2M . . M __ ' 
c c m ~( c L ) L L l • 
+l 2 h +.6 2M +.6 2Mcos20t-20.6--sin20t :C P . 2M _ .. 
mL mL cL • cL • +r( 20.6-)+ 20.6--cos20t+.6-2 sin20t]n+[.6M cosOtl v L1 2M 2M M - _, 
[~ 2 kL 2 mL .) ( ~ 2 kL \ cL . l + p +.6- -0 .6- + .6- -0 ,6- )cos20t-0.6- s1n20t C 2M 2M 2M 2M 2M _ j 
= 0 
. (3.13) 
(3.14) 
(3.15) 
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( 
m m c • 
+[ -2062)+206~cos20t+6~ sin20tlc 2M 2M 2M _. 
( c CL) CL . mL l. [ CL . l..'.'.'.... +ri -+.6- -.6- cos20t+20.6-- sin20t D+ 6- s1nOt v L1 2 Ph 2M 2M 2M _! - M -· 
c c ( kL 2 mL) 
+lil (-o6-1:i )+06_!=_cos20t+ 6- -0 .6 2M sin20t le . 2M 2M 2M _J 
(3.16) 
~~ 2 kL 2 mL) ( k~ 2 mo ) . CL . l { 1'L . . 1-+ p +.6- -0 6- - 6- -0 .6- cos20t+06-2 s1n20t D 6Ms1nOt1v 2M 2M 2M 2M M _ ! . __ : 
= 0 
· c m c 
f c L1· [ L L l• +1-. -+- v + -20--sinOt+- cosOt C 
.. 2 Ph M _, . M M _ ( 3. 17) 
m c k 
[ L L l. ~2 L1· + 20- cos Ott- sinOt D + p +- v M M _ M-· 
k m c k ~ c 
+l'""(-1:i -02 ~)cosOt-0~ sinOt lc+I( _1:i -02-)sin0t+0_1:i cosOt!D= 0 M M M _, l~M M M _ 
where v =..J- v. The vertical displacement v(t) has been normalized in 
L · 2r 2 
this way so that the load radius r L appears only in 6= ( a L) in the 
equations above. 
As in the two degree of freedom problem, the equations' describing 
the system may be transformed to an equivalent set of differential 
equations by using the transformation (2. 32). That is, let A(t) and 
B(t) be related to C(t) and D(t) by: 
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A ( t) = C ( t) cos 0 t + D ( t) sin 0 t 
(3.18) 
B(t)= -C(t) sinOt+D(t)cos Ot 
The vertical displacement v(t) remains the same. Again, this trans -
formation corresponds to a change from the fixed reference frame to a 
frame rotating .with angular velocity 0, in which the disk displacement 
is u 1(r, P, t)=rlA(t)cosP+B(t)sinPJ+v(t). The result of the transformation 
(3. 18) is a set of three coupled linear differential equations with constant 
coefficients. These equatio~s involve coupling in the second derivative 
terms as well as the lower order terms, but it is relatively easy to 
rearrange the equations so that the second derivatives uncouple. The 
equations, in normalized form, are: 
2 
{l+m+Lilll) d A
2
+(c +m. c +~c )dA -2(l+m)sdB 
d'T Ld'T' d'T 
+(Sci;~m. c)~~ +[(1+rn)(1-s 2)+~k:JA (3.19) 
-s c(I+m)B+(~k-~)v=o 
2 d B - dA - dB _ _ 2 
--2 +2sdr + c d T + s cA+(l-s )B=O ( 3. 20) 
d'T 
2-
- - d v (- - - dA _ dB (l+m+~m) dT 2 + cL-m c)dr +2ms d'T 
+(C +CL1m+ CL)~~+ (k-ffi+m S 2)A (3. 21) 
+scmB+(I+.6.ID+kJV = o 
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As in Chapter 2, the quantities appearing in (3.19 ), (3. 20), and (3. 21) 
are: 
m 
L 
T = pt , m=-
M 
I CL 
1 kL 
k=-z· M 
p 
1 c 0 
c = - -L M' c =-·-- s =-p 2P~ ' p . p 
3. 3 Solution of Equa tions of Motion 
(3. 22) 
Equations (3. 20), (3. 21), and (3. 22) may be rewritten as a matrix 
differential equation: 
dx . 
P-= = Qx , x (0) = f dT - - - (3. 23) 
where x is a six element column vector and P and Q are six by six 
matrices with constant coefficients: 
v 1 0 0 0 0 0 
A 0 I 0 0 0 0 
B 0 0 1 0 0 0 
dv P= 0 0 0 i+m.+~ffi 0 0 (3. 24) x= dT , 
dA 0 0 0 0 i+m.+l:in. 0 
dT 
dB 0 0 0 0 0 1 
dT 
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-1 
Premultiplying by P , Equation (3. 23) becomes: 
( 3. 25) 
Assuming a solution of the form 
'A.T 
x= e ~ (3. 26) 
where ~ is a constant vector, (3. 25) becomes: 
-1 (P Q-A.I)~ = 0 (3. 27) 
-1 
For a nontrivial solution, the determinant of (P Q- A. I) must vanish: 
(3. 28) 
Expanding this determinant, a sixth order polynomial for A. is obtained: 
(3. 29) 
Although the analytic expressions for a 0, ... a 6 have been obtained by 
straightforward computation of Equation (3. 28), it is generally more 
convenient to evaluate the eigenvalues and eigenvectors of (3. 28) by 
using one of the standard numerical eigenvalue routines on a digital 
computero This technique is used throughout the remainder of this 
chapter, unless otherwise indicated. 
When there is no damping in the system (cL= c = 0), the sixth order 
equation for A. reduces to a cubic equation in i. Thus, if only the 
eigenfrequencies of the system are desired, it may be more convenient 
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to solve the cubic equation rather than solve the matrix eigenvalue 
. 2 
problem. The cubic equation for A is: 
(3. 30) 
where 
[ -1 [ -1 2 - 4 b 0= i +(1 +~)k ..J -2 i +(I+~)k __ . 8 +(l +k )s 
b 4= [3+2m +2.6.:ffi +( 1 +~)k J +[ 2 + 2m. -~m J 8 2 
When the eigenvectors are also desired, it is easier to return to 
the form (3. 28). 
3. 4 Properties of the Solutions to the. Equations of Motion 
Case 1: m = k = ~L = c = O ~ 
This corresponds to the free vibration of the disk alone, with no 
moving mass or spring. The matrix differential Equation (3. 25) 
becomes: 
- 8 1-
I -v 0 0 0 1 0 0 v A A 0 0 0 0 1 0 
B 0 0 0 0 l B ~ 0 d dv dv = -d 'T d 'T -1 0 0 0 0 0 dT 
dA 0 -2 s -1 0 0 e 28 dA 
dT 
-2 
dT 
0 0 s -1 0 -25 0 
dB d B j dT d T 
( 3. 31) 
The characteristic Equation (3. 28 ) is therefore 
p, 2 + i>[A 2+(1+ s"J2 l. [ :>.. 2+(1-SJ2 ]= 0 ( 3. 32) 
=> A. 
2
= ±i(l+s), A. = ±i(I-s) A. = ±i .(3. 33) 1, 3, 4 , 5, 6 
Corresponding to these six eig envalues are the six complex eigen-
vectors: 
0 0 0 I: l -1 -1 1 
~ -i i -1 l X = x = x = x4 -1 0 -2 0 -3 0 0 
-i(l+s) i( 1 +s) i( 1-s) -i(l-s) 
I 
( l+s l+s 1-s I I - J I 1-s j \.. 
( 3. 34) 
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1 1 
0 0 
0 0 
x = x = 
-5 i -6 -i 
0 0 
0 0 
The general solution is thus of the form: 
( ) i(I+s)'T · + -i(l+s)rr x 'T = c 1 e ~l c 2 e · ~2 
( 3. 35) 
,..., 
As in Chapter 2, x (T) will be real if c 2= c 1, c 4= c3, and c 6= c5. The 
constants c. may be written: 
l 
The expression for x( T) may then be written in real form as: 
(3. 36) 
(3. 37) 
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The vectors r ( T), r ( T ), r ( T ), and r ( T) corre spond directly to the 
-1 -2 -3 -4 
vectors in Equations (2. 54) of Chapter 2, as would be expec;ted by 
comparing (3. 34) with. (2. 50). The terms in the six-dimensional 
vectors r ( T ) ••• r
4
. ( T) corresponding to v ( 'T) and ddv are zero. Hence, 
-1 - T 
the physical meaning of the vectors r 
1 
( 'T ) ••• !.4 ( T) is exactly the same 
as in Chapter 2, and the discussion following Equation (2. 54) applies. 
to these motions also. The new vectors r 5 ( T) and !.6 ( T) are: 
COS T -sin T 
0 0 
0 0 
!.5('T)= - sin 'T r 6(r) -cosT ( 3. 38) 
0 0 
0 0 
Clearly, the vectors r (r) and r 6(r) correspond to vertical trans--5 -
lational vibrations of the disk. The frequency of vibration is equal to 
I in the T domain (pin the t domain) and is independent of the speed 
of the rotating reference frame because there are no wave motions 
associated with this mode.. The Frequency-Speed plot shown in 
. Figure 20 indicates the behavior of the eigenfrequencies for this case. 
It is interesting to note that in the stationary reference frame 
(s = 0) the frequency of the vertical translational motion is equal to 
the frequency of the disk vibrating about a nodal d~ameter (refer to 
Equation (2~ 58) ). This additional degeneracy, which is due to the 
IM('A) 
,....------.,-----,--~-----------
RE (l) 
I ... .,; 
2 
-
0 I I I I s ; ~ 2 3 ~ 
-
- 1 I-
-
0 2 3 S-P 
Fig. 20 : Frequency-speed diagram for the 3-degree - of-freedom rigid disk. 
I 
00 
~ 
I 
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properties of the Winkler foundation, could be removed by attaching 
a point mass or spring at the disk center, r=O. The frequency of the 
vertical translational motion would then be changed, but the 
frequencies of the wave (wobbling) motions would not be changed, 
since the disk center always lies on the line ·of nodes. Thus, the 
frequency of the vertical motion shown as a horizontal line in Figure 
20 could be increased or decreased by including a spring or mass 
at r=O. 
Case 2: 
The behavior of the system with an attached moving spring-mass 
is most easily discussed by referring first to specific examples. 
Figure 21 shows the Frequency-Speed plot for a disk with a moving 
mass only, for both the undamped case and with one value of 
foundation damping (c = 0 .. 0 and O. 5). The other parameters are 
k= 0. 0, m= L 0, cL= O. 0, and~= 1. O. Note that~ must be specified 
individually in these cases, because k and m appear alone in (3. 24) 
and not as products with ~ as was always the case in Chapter 2. 
Figure 21 is much like Figure 12, which is tlie two degree of freedom 
disk with the same parameters (~= L 0, k= 0. 0, rn= 1. 0), but with 
one major difference. A new region of instability appears in the region 
1. 45 ~ s ~ 1. 95, characterized by the loop which appears in the Re [A.} 
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Fig. 21: Typical frequency- speed diagram, mass only; damped and undamped 
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plane. Since this region arises because of modal coupling, it will 
be referred to as the 11modal coupling instability region". 
The eigenvalues in this new instability region for the undamped 
case have the form: 
(3. 34) 
As foundation damping c is added to the system, the Re [A} branches 
move downward, tending to stabilize the system. Furthermore, as c 
increases, the modal coupling instability region narrows and eventually 
disappears completely, as indicated in Figure 22. The terminal 
stability velocity s~:< decreases slightly as c is increased, although 
not as markedly as in the two degree of freedom case. 
Figure 23 has the same parameters as Figure 21, with the exception 
of an added spring, k = 2. O. Here, as in the two degree of freedom 
·case, there is a stiffness instability region imme9-iately aboves= 1. 
The boundaries of this region in the undamped case can be found 
analytically from Equation (3~ 30) with A set equal to zero~ The 
. _2 h 
resulting quadratic equation for s can t en be solved to give the 
values of s 2 at the boundaries of the instability region. The stiffness 
instability region is t;hus given by: 
-2 .6.k 
l< s < l+ 1+1< ( 3. 40) 
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When compared with the two degree of freedom result (2. 64), it is 
evident that this instability region is always narrower in the three 
degree of freedom case than in the former case. 
As in the mass only case of Figure 21, there is a new instability 
region caused by modal coupling. This region lies between the 
stiffness instability region and the terminal velocity. As foundation 
damping c is added, the Re{:\.} branches shift downward, stabilizing 
the system. Both the modal coupling instability region and the 
stiffness instability region narrow and then disappear entirely, as 
Figure 24 indicates. The stiffness instability region stabilizes first, 
when c= O. 28, and when c exceeds O. 33 the modal coupling instability 
zone stabilizes. The terminal velocity s':< decreases slightly as in 
the previous casese' 
Note that in Figure 20.11 the intersection of the branch corresponding 
to vertical translational motion with the branch corresponding to the 
forward wave motion occurs at s = 2 with a frequency equal to 1. If 
the natural frequency of the attached spring and mass alone is less 
1 kL k 
than p, (that is, if l> - 2 -- =-::. ), then the mode coupling i.nstability m m p L 
region will be entirely below s = 2. However, if the natural frequency 
of the attached spring and mass alone is greater than p, (that is, if 
1 kL k 
l<- - = - ) then the. modal coupling instability' region will lie 
P2 ~ rn ' 
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entirely above s = 2. Figure 21 is an example of the former case and 
Figure 23 is an example of the latter. 
k 1 kL 
If~= p 2 IX\.= 1, then the mode coupling instability region disappears 
completely, even without damping. This is because the attached spring 
and mass have preciseiy the same frequency as the vertical translation-
al mode of the disk, and hence do not affect the vibration of that mode 
at al11 eliminating modal coupling. Such a case is shown in Figure 25, 
which has a stiffness instability region, but no modal coupling instability 
region. As foundation damping c is added, the stiffness instability 
region narrows and then disappears completely, as shown in Figure 26. 
Figure 27 sh.ows how the stiffness instability region and the modal 
coupling instability ·region change in width as the spring stiffness k 
is varied continuously. The parameters ~ and m are held fixed at 
~ = 1. 0 and m = 1. 0 as in Figures 21, 23, and 25. Thus, Figure 25 
is the special case when k= 1, corresponding to the point at which the 
modal coupling instability region disappears, and Figure 21 and 23 
have the values k = 0. 0 ~nd k = 2. 0 respectively. 
Figure 28 shows the behavior of the terminal velocity as m is . 
varied continuously, for ~=l. 0 and for k= O. 0, 1. 0, and 2. O. Thus, the 
terminal velocities of Figures 21, 23, and 25 are given by m= 1. 0, with 
th~ corresponding values of k Q The curves plotted in Figures 27 and 
28 are for zero foundation damping, c = 0. O. 
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The physical meaning of the frequencies shown in the Frequency-
Speed plots is the same as in Chapter 2. The vertical deflection of 
the moving mass, z(t), is related to the disk deflection u(r, 8, t) by 
Equations (2. 8) and (3.1): 
z(t)= [u(r, 8, t)} I 
r=r L 
8= Ot 
= r La (t) s'in[o t-{3 (t)J + v(t) 
=r L [c(t)sinOt+ D(t)cosOt] + v(t) 
=r · A(t) +v(t) L . 
(3. 41) 
Therefore, the frequency components of A(t) and v(t), which are given 
by the Frequency-Speed plot, will be the same as the frequency com-
ponents of the moving mass. Further, the mass motion will be a 
simple linear combination of these frequencies. 
3. 5 Modal Participation 
Corresponding to each of the six eigenvalues A.. is a complex 
1 
eigenvector y_ .• In order to describe the motion of the system in a 
1 
relatively simple fashion,, the eigenvectors of the disk-spring-mass 
system y_. may be expressed as a linear combination of the eigenvectors 
1 
describing the motion of the disk alone, x.. The vectors x. given by 
-1 -1 
( 3. 34) are linearly independent and thus form a basis in which any 
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other vector can be decomposed. That is: 
(3.42) 
If the vectors x. and v. are unit vectors, then the 6 .. will be measures 
~ ~ ~ 
of the participation of the modes of the disk alone in the more 
complicated motions of the disk-spring-mass system. The vectors may 
be normalized so that (x., x.)= 1. Equations (3. 34) then give the eigen-
-i -i 
vectors x. in normalized form as: 
-i 
0 
1 
n1 
i 
nl 
x = 
-1 0 x = -2 
0 
1 
n1 
i 
n1 
0 
i{l + s) ip+ s} 
nl nl 
I+ s l+s 
nl n1 
0 
1 
n2 
i 
n2 
x = 
-3 0 (3. 43) 
i{l-s) 
n2 
1- s 
--
n2 
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0 1 1 
7 2 72 
1 
n2 0 0 
i 0 0 
n2 
i i 
x = 0 x = / 2 x = -72 (3. 43) 
-4 -5 
' 
-6 
cont .. 
i{l - s) 0 0 
-
n2 
1-s 0 0 
n2 J 
where 
1 
·n 1 = { 2 [1 + ( 1 + s ) 2 J } 2 
. 1 
n 2 = { 2 [1 + ( 1 -s) 
2 ]} 2 
The c onstants o .. in (3. 42) are in general complex, although if all the 
lJ 
eigenvalues A.. are pure imaginary a s in a stable region then the o .. 
1 ~ 
Because the Yj_ and; are all unit vectors , and since the 
x. are orthogonal, in a stable region: J . 
are all real. 
6 
\ ; o 2 = 1 (i fixed) l ji 
j= 1 
( 3. 44) 
If any of the o .. are complex, as in an unstable region, o 2 must be lJ ij 
,...., 
replaced by o .. o .. in (3. 44). lJ lJ 
In matrix form, (3. 42) becomes: 
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{Y.1Y2· •• y6}={~1~2· .. x6} 0u 612· .• 616 
~21 622" .. ~26 
~l 662 ... 666 J 
( 3. 45) 
Hence, the o matrix is obtained by premultiplying (3. 45) by the ma.trix 
{~1~2· . · ·~6 }- l .. 
The vectors ~I and ~2 correspond to backward traveling waves, 
~3 and x 4 correspond to forward traveling waves, and ~5 and ~6 
correspond to vertical motions. Hence the backward, forward, and 
vertical modal participation factors for a given vector~ can be 
defined as: 
2 2 2 0b = 61i + 62i 
2 2 2 
0f = 63i + 04i 
2 2 2 
6 = 05. + 06. 
v 1 1 
( 3. 46) 
The modal participation factors ob, of, and ov are therefore measures 
of the relative amplitudes of forward and backward waves and vertical 
motion in the composition of an eigenvector~ of the disk-spring-mass 
2 2 2 
system. From ( 3. 45), it follows that ob+ 6 f + 6v = 1. If the 6ij are 
not all real, then the squares of the moduli must be used in (3. 46). 
Figures 29a, b, and c show the modal participation factors as a 
function of speed for each of the three undamped branches of Figure 23. 
The three branches are denoted as vertical, backward, and forward 
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depending on their proximity to the corresponding branches in the 
disk-only case of Figure 20. 
The backward branch of F:'igure 23 is the branch which begins at 
Im {A.}== 1. 29. Figure 29b shows the modal participation factors for 
the motion along this backward branch. Note that at s= 0, which occurs 
when the attached spring ·and mass are stationary, the motion is com-
posed of equal parts of.forward and backward wave components, as w'ell 
as some vertical motion. This motion may be pictured as follows: If 
no vertical motion were allowed, then the equal forward and backward 
waves would superpose to form a nodal diameter at right angles to a 
radial line through the attached spring and mass. However, there is a 
vertical motion with the same frequency superposed, so the disk will go 
· up and down as well as rocking back and forth. The nodal line will 
remain perpendicular to a radial line through the attached spring and 
mass, but will no longer be a diameter of the disk. Instead the nodal 
line will be a chord lying between the disk center and the point of 
attachment of the spring and mass. The frequency of this mode is in-
creased over that of the disk alone (wdisk=p) because the frequency of 
the attached spring and mass taken alone is greater than p. (The nor-
malized frequency of the disk alone is 1, and that of the spring -mass is 
1"2; hence it is not surprising that the frequency of the system lies 
somewhere in between, at Im {A.}== 1. 29). 
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As the load speed increases, the motion of the backward wave 
predominates, until at s == O. 414 the motion is entirely a backward 
moving wave. This is because at s = J2-l, the frequency of the 
backward branch of the disk alone is exactly equal to J2 (see Figure 20). 
The spring and mass have the same frequency, and hence the mode 
shape of the disk alone remains unaffected~ As the speed increases 
further 1 the backward wave motion predominates until terminal 
velocity s~:~ is reached, where there is a greater contribution from the 
forward wave. 
The modal participation components of the vertical and forward 
branches behave similarly to the backward branch discussed above, 
. but are somewhat more complicated because the character of the 
solution changes more often as s increases. The forward branch has 
six distinguishable regions of behavior, for example: stable oscillations 
belows= 1, the stiffness instability region, a second oscillatory region, 
the modal coupling instability region, a third oscillatory region, and 
finally the terminal instability zone. 
Figures 30a, b, and c show the behavior of the modal pa~ticipation 
factors along the damped branches of Figure 23. These figures 
generally resemble the plots for the undamped caseF except that they 
appear to be smoothed s.omewhat so that the various regions of 
behavior are no longer as distinct. The forward branch plot,. Figure 30a, 
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Fig. 30a: Damped forward branch. 
1.0 
-----/ ----
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Fig .. 30b: Damped backward branch. 
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Fig. 30c: Damped vertical branch. 
Figs. 30a, b, c: Modal Part~~ipation Factors. 
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now has double branches in the region O. 95 ::;; s::;; 1. 25, indicating that 
the two solutions possible on this branch in this region have somewhat 
different motions. (At-;= 1. 1, for example, the two values of 'A 
corresponding to the forward bran.ch are 'A== -0. 1 and 'A== -0. 4. This 
is the only region in which the eigenvalues are not complex conjugates.) 
In general, the 'modal participation factor which predominates in eac}:l 
plot is the one which would describe the motion of the disk alone along 
each branch, even for this case of relatively large load parameters .• 
3. 6 Discussion 
The introduction of a third degree of freedom has of course resulted 
in a more complicated set of differential equations. However, the trans-
formation techniques developed in Chapter 2 reduce the nonlineai-: 
equations to a set of coupled linear differential equations with constant 
coefficients, so that an ordinary eigenvalue problem may be solved. 
The stiffness instability region and the terminal instability zone which 
were important characteristics of the two degree of freedom problem 
remain as significant features of this more complicated case. In 
addition, a new region of instability has appeared due to modal coupling. 
These same three types of instability will be present in the following 
chapters involving the dynamic response of elastic disks. 
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IV. ELASTIC DISK 
4. 1 Introduction 
In the previous chapters, the dynamic behavior of rigid disks with 
I 
moving massive loads was studied. Other problems of physical im-
portance include the response of elastic disks subjected to similar 
loading systems. If the disk deflections are small, and the disk is 
thin, the motion of a flexible disk can be des~ribed by the following 
partial differential equation: [i 9J 
32 u Eh 2 32 1 3 1 32 2 1 
p-2 + 2 [-2+--;-+z--2lu=2hq(r,8jlt) 
at 3 ( 1 - a ) . 3 r r u r r a 8 ..  ( 4. 1) 
When the transverse force q(r, 8, t) is a known function of space and 
time, Equation (4. 1) may be solved by well-known methods. However, 
in the case of a· moving massive load, the applied force depends on the 
disk displacement, velocity, and acceleration, and hence q(r, 8, t) is 
not known explicitly. The fact that the applied force is a function of 
the unknown quantity complicates the problem considerably. 
The technique used in this chapter is the eigenfunction expansion 
method most often used when q(r, 8, t) is a known function of space and 
tim.e. Since q(rp 8,; t) depends on the deflection u(r, 8, t) in this case, 
substitution of the eigenfunction series and the use of orthogonality 
relationships will yield a set of coupled differential equations for the 
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eigenfunction coefficients. These equations strongly resemble (3. 10)-
(3.12), or (3. 15)-(3. 17), depending on how the eigenfunction series is 
written, but there will be an infinite set of equations rather than only 
three. If the series is truncated so that an approximate solution is 
sought, then there will be a finite system of -equations but the compli-
cations of coupling and periodic coefficients will remain. This finite 
system of equations can be transformed into an ordinary eigenvalue 
problem by the methods developed in Chapters 2 and 3. The Frequency-
Speed plots obtained in this way indicate areas of instability directly 
analogous to those discussed in the previous chapters. 
4. 2 Free Vibration of an Elastic Disk 
The partial diffe:i;ential equation describing the small amplitude 
vibrations of an elastic disk with no loads applied is: 
Using the separation of variables technique, let: 
u(r, 8, t)= T(t) '¥ (r, 8) 
The resulting equations for T(t) and '¥ (r, 8) are: 
d 2T 2 
-- +p T = 0 2 
dt 
(4. 2) 
( 4. 3) 
(4. 4) 
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where 
. 2 2 
4 3P(1- a )p 
K = 2 
Eh 
Equation (4. 5) may be satisfied by: 
ta
2 
i a i a
2 l 2 
--+--+--- 'f±K 'f=O 
8r2 r or r2 382_ . 
Separating variables once again, let: 
'f(r,8)= W(r)®(8) 
( 4. 5) 
( 4. 6) 
(4. 7) 
( 4. 8) 
Substituting (4. 8) into (4. 7), the following equations are obtained for 
W(r) and @ ( 8): 
2 d 2W dW 2 2 2 
r --+r-+(±K r -j )W= 0 (4.10) 
dr2 dr 
Continuity in 8 requires that j be an integer (j=O, 1, 2 ..• )o The value 
of j corresponds to the munber of nodal diameters of th~ motion. 
With j an integer, the solution to (4o 10) has the form: 
W(r)= a:J. (Kr)+l3Y. (Kr)+ YI. (Kr)+ o ;K. (Kr) 
J J J J 
( 4. 11) 
where J.(Kr) and Y.(Kr) are Bessel functions of order j, and I.(Kr) and 
J J J 
K.(Kr) are modified Bessel functions of order je 
J 
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Associated with the fourth order partial differential Equation (4. 2) 
are four boundary conditions on the disk disp,lacement u(r, 8, t) and its 
derivatives. For example, if the inner boundary (r=b) is clamped, and 
the outer boun<;lary is free, the boundary conditions are: 
r u 11 = o 
·-· · ·- r=b 
[au l l = o Br _ b 
r= ( 4. 12) 
[Mr] I = 0 
r=a 
BM IQ _.!. ~l ~-- r r a e _: I = 0 
r=a 
The bending moments M , M 9 and the shearing force Q are related r r r 
to the deflection u(r' e, t) by: 
2 2 2 
M = _ Eh . I~+ cr (_!_au +l a u) l 
r 3 ( 1 - cr 2) ' a r 2 r a r r 2 a e 2 --
2 2 
M = ( 1- cr) Eh [ .!. a u - .!_ OU l 
re 3(1-cr2) r arae r2 ae_ .. ( 4. 13) 
When the expression (4. 11) for W(r) is substituted into the four 
boundary conditions (4. 12), !a system of four linear algebraic equations 
is obtained for the constants a, j3, Y 1 and o. Because these equations 
are homogeneous, the determinant of the coefficients must vanish for 
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a nontrivial solution. The values of K for which this determinant 
vanishes are the eigenvalues of the problem. For fixed j, there are 
an infinite number of eigenvalues K. (n= 0, 1, 2, ... ) and as j corresponds 
Jn 
to the nurnber of nodal diameters of the mode of vibration, so n 
corresponds to the number of nodal circles. ·The ratios of the constants 
o., (3, y, and o are given by (4. 12) with K replaced by K: • , and the 
Jn 
· frequency of vibration of the mode is given by a rearrangement of 
( 4. 6): 
Eh2 K 4 
P
2 = jn 
. 2 
Jn 3 p ( 1- a ) 
(4.14) 
The general solution to the problem for arbitrary initial conditions 
may be written as a linear combination of all these modes. That is, 
the deflection u(r, e, t) may be expressed as: 
(X) (X) 
\ \ ' 
u(r, e, t)= .L !. 
. j=O n=O 
(X) 00 
T. (t)'Y. (r,9) 
Jn Jn 
- \ \ · T . ( t) sin (j 9 - € • ) W. ( r) 
- L.. L Jn Jn Jn 
j=O n=O 
(4.15) 
(4.16) 
The time dependent part of (4. 15) may be written in either real or 
complex form as: 
-ll 1-
T. (t)= F.· sin(pt-t. ), [F. , t. reall 
Jn Jn Jn Jn Jn ... 
ip. t -ip. t 
= E e Jn + E. e Jn jn Jn 
( 4. 17) 
where E. is the complex conjugate of E .. 
Jn Jn 
The spatial eigenfunctions 'l'. ( r, 8) are orthogonal and may be 
Jn 
normalized so that they satisfy the orthogonality condition: 
2,,. a 
I I '1'. (r,9)'1' (r,8)rdrd8= 6. 6 Jn kQ Jk ne ( 4. 18) 
0 b 
The o. and o,_n are Kronecker delta functions, and should not be con-
Jn ..tU'.. 
fused with the delta appearing in Equation (4. 11). 
A typical mode of vibration thus has j nodal diameters and n nodal 
circles, and vibrates with frequency p. • If j ~ 1, the mode can be 
Jn 
thought of as a superposition of a forward traveling wave and a back-
ward traveling wave, since 
. 1 p. 1 p. 
sin p. t sin j e = -2. cos j( 8- ~-~:!\)- -2 cos j (8+~t) 
Jn J J 
( 4o 19} 
The first term on the right hand side of (4. 19) corresponds to 
a forward traveling wave with velocity p. /j , while the second term 
Jn 
is a backward traveling wave with velocity -p. /j . The relation 
Jn 
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between this decomposition and the discussion following Equation (2. 60) 
in Chapter 2 should be quite clear. The forward and backward wave 
components of the flexible disk are analogous to the forward and 
backward ''wobbling'' motions of the rigid disk. 
If the mode has j = 0 (i.e., no nodal diameters), the decomposition 
into forward and backward waves does not apply. These modes are 
analogous to the vertical translational motion v(t) discussed in Chapter 3. 
If a normal mode having one or more nodal diameters is viewed 
from a reference frame rotating at constant angular velocity 0, the 
backward traveling wave will appear speeded up, and the forward 
traveling wave will appear slowed down. The wave velocities will be 
1 1 
-(-:-p. + 0) and (-:-p. -0) for the backward and forward wave components 
J Jn J Jn 
respectively. When 0= ~ p. the forward traveling wave will appear 
J Jn . ' 
stationary. The value of 0 corresponding to this condition is known as 
the critical speed of the mode with j nodal diameters and n nodal circles. 
A typical Frequency-Speed plot for a centrally clamped disk is shown 
in Figure 3L 
4. 3 Equations of Motion for Elastic Disk with Moving Spring and Mass 
When the disk has a transverse load applied,, the equation of motion 
has the form: 
( 4. 20) 
IM(") 
-
RE(~A~)------------------------, 
7 -
6 I .... 
-
:f\ \/\/~ J I I I I I 
2 3 4 5 s-¢.1 I 
I-' 
I-' 
VJ 
3 l- \ / \ /I \ I u I- I I 
2 -1 .... 
0 2 3 4 s s~ 
Fig. 31: Frequency-speed diagram for elastic disk. (rn=k=c =0. 0) 
. L 
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The transverse load q(r, 8, t) has units of force per unit area. The 
force applied to the disk is just that due to the moving spring, mass, 
and dashpot. Using delta functions to denote that the position of the 
load is given by 8 = fh, r= r L , the transverse load q(r, 8, t) becomes: 
. 6 (r-r L) 
q(r,8,t)=6(8-0t) rL [-f(t)l (4.21) 
where f(t) is the force on the .atta.ched moving mass. If the mass 
deflection is z(t), then: 
2 d z dz f(t)=m . -+c -+k z 
Ldt2 . Ldt L 
( 4. 22) 
As in the previous chapters, the displacement z(t) of the attached mass 
is assumed to be equal to that of the disk at the point r= r L, 8 = Ot. 
That is: 
z(t)= [u(r, 8,t)l J ( 4. 23) 
- r=r 
L 
8=0t 
Similarly, the velocity and acceleration of the mass are equal to the 
first and second total d~rivatives of (4. 23) . · 
:: = d~ { [u(r, 8, t) J I } (4. 24) 
r=r 
L 
8= Ot 
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[ OU. r. OU 1 I = - . +::.1.- I 
_at · a 8 _J 
· r=r L 
( 4. 24) 
cont. 
8=0t 
2 2 
d z d {r: -, } 
- 2 =~ Lu(r,8,t) 11 dt dt · __ , r=r 
L 
8=0t ( 4. 25) 
2 2 
-[a u+20 au 
- _ at 2 ata 8 
Hence, the partial differential equation for the disk-spring-mass-
dashpot system becomes: 
( 4. 26) 
Since the eigenfunctions of the homogeneous pro bl em form a 
complete set and span the space of the problem the disk deflection 
u(r, 8, t) may be written as an infinite series of those functions . 
That is: 
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00 
00 00 
(4. 27) 
+ \ . >.-. : T . ( t) sin I j e - 8. ( t) l w. ( r) L ~ Jn L Jn _I Jn 
j= In= 0 
Those modes having zero nodal diameters have been separated from the 
double sum for clarity. Comparing (4. 27) with Equation (3. 1) of 
Chapter 3, it is apparent that the T (t) are analogous to the vertical On 
motion v(t) of that chapter, whereas T. (t) and 8. (t) are comparable 
Jn Jn 
to a. (t) and f3 (t) in ( 3. 1). 
It is apparent that substituting the eigenfunction series (4. 27) into · 
the partial differential Equation (4. 26), and utilizing the orthogonality 
condition given by (4. 18), will yield a set of nonlinear coupled 
ordinary differ~ntial equations for the eigenfunction coefficients. These 
equations wi.11 be analogous to Equations (3.10), (3.11), and (3.12) of 
Chapter 3. By using a transformation of the form (3. 14) directly on 
the eigenfunction series (4. 27), a large amount of algebra can be 
saved and the nonlinear set of equations can be avoided entirely. 
· Define the new functions C. (t) and D. (t) as below: 
Jn Jll 
For j= 0: c 0 (t) = T (t), n On 
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For j > 0: C . ( t) = -l' . ( t) sin e . ( t) 
Jil Jil Jil 
( 4. 28) 
D. (t)= T. (t)cos e. (t) 
Jil Jil Jil 
With these definitions, the eigenfunction expansion of u(r, 9, t) becomes: 
00 
u(r, 9,t)= \ ' c
0 
(t)W (r) L n On 
n=O 
(4. 29) 
00 00 
+ J __ · \' [c. (t)cosj 8 +D. (t)sinj elw. (r) l Jn Jn -· Jn 
j= 1 n=O 
If the eigenfunction expansion (4o 29) is now substituted into the 
partial differential Equation (4. 26) and use is made of the orthogonality 
condition, the result will be an infinite set of coupled linear differential 
equations with periodic coefficients, resembling Equations (3. 15 ), 
(3. 16), and (3. 17). Realizing that the transformation (3. 18) reduced 
that set of equations to a form with constant coefficients, define the 
new variables A. (t) and B. (t) by the equations: 
. Jn Jn 
For j>O: A. (t)= C. (t)cosjOt+D. (t)sinjOt 
Jn Jn Jn 
( 4. 30) 
B. (t)= -C. (t)sinjOt+D. (t)cosjOt 
Jll Jn Jn 
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The inverse relations for the j > 0 case are: 
C. (t)= A. (t)cosj Ot-B. (t) sinj Ot 
Jil Jil JU 
D. (t)= A. (t)sinjOttB. (t)cosjOt 
JU Jil Jn 
The expression for u(r, e, t) thus becomes: 
00 
u(r, e, t)= I: Aon (t)W On (r) 
n=O 
00 00 
+ \ . J __ · f A. (t)cosj(9-0t)+B. (t)sinj(9-0t)lw. (r) L . ... Jil Jil .. : JU 
j= 1 n=O 
Hence, if the variable ~ is defined as: 
~ = 9 - Ot, 
(4. 31.) 
(4. 32) 
( 4. 3 3) 
The displacement u / r~lative to the coordina~es r, ~, and t is simply: 
00 
u'(r, ~, t)= \ A
0 
(t)W (r) L n On 
n=O ( 4. 34) 
00 00 
+ \' \ [A. (t)cosj 9? +B. (t)sinj ~Jw. (r) L L . Jn Jn J:ttl 
j= 1n=0 
u
1(r, ~, t) corresponds physically to the deflection of the disk as observed 
from a reference frame rotating with respect to the disk at constant 
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angular velocity 0. The traveling load appears at a constant angular 
position <I>= 0, r= r L in this rotating reference frame. 
In order to make use of the new coordinates, the partial differential 
Equation ( 4. 26) must be written in terms of r, ~, and t rather than 
r, 8, and t. The following relations hold: 
OU au' 2 2 I a u a u 
-=-' or or ar 2 = ar2 
I ;i:. I 
ou ou 3'1' 3u 
39=31 as=~, 
I I . I I 
au= au + OU ~ = OU - 0 OU 
at at a <.t> at at a ~ 
(4. 35) 
The partial differential equation for u / ( r, ~, t) is therefore: 
1 ° ( r - r L) a 2 u I OU I I 
= -- o( ~ ) {m -- + c - + k u } Zh r L 2 Lat L 
L at 
( 4. 36) 
To simplify the subsequent analysis, the terms in the eigenfunction 
expansion (4. 34.) corresponding to j= 0 will be included in the double 
surn.mation, with the index j running from 0 t~ co. Thus B (t) will be On 
understood to be equal to zero wherever it may appear.. When the 
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eigenfunction expansion (4. 34) is substituted into (4. 36), the resulting 
equation becomes: 
00 00 2 
\ l { d A. dB. ( 2 2 2) L l PW. (r)cosj~[ 2Jn_2jOT+\P· -j 0 A. 1 Jn d t Jll Jll -
j=O n=O t 
2 
[
d B dA. ( 2 2 2) } . 
+PW. (r)sinj ~ 2in +2j D ___.l!!;d n + P. -j D B. 1 Jn . dt t Jn Jn -·· 
(4. 37) 
If Equation (4. 37) is multiplied by rW (r)sinq P and integrated from 0 
qv 
to 21T in ip, and from b to a in r, the following equation is obtained: 
2 . 
d B dA ( 2 2 2) 
_qv+ZqD_qv+ p -q D B =0 
dtz dt qv , qv 
(4 .• 38) 
The contributions from the right-hand side of (4. 37) vanish bec;ause 
21T ·~ 
COSJ 'i' I o(ip)sinq!l?{ }dip= O ~ 
0 
sinj P 
Similarly, if (4. 37) is multiplied by rW (r)cosq <P and integrated over r 
. qv 
and ip, the result is: 
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2 
d A dB 2 2 2 
-
2 
qv -2q0-qv + (p -q 0 )Aqv 
dt dt qv 
00 00 
m d 2 A c dA k 
= - \ ...  · \.-. · G [__b jn +--1.. _jn +__b A l /. ( jnqv .2Ph dt2 2Ph dt 2Ph jn _ 
j=O n=O 
where 
G. =W. (rL)W (rL) (4. 39) 
Jnqv Jn qv 
Equations (4. 38) and (4. 39) hold for O~ q~ oo and O~v ~ oo. These 
equations constitute an infinite set of coupled equations for the A (t) qv 
and B (t). The important characteristic which makes these equations 
qv 
of use is that the coefficients of the A's and B's are all independent of 
time. This would not have been the case if the transformations (4. 28) 
and ( 4. 30) had not been utilized. 
Equations ( 4. 38) and ( 4. 39) may be normalized by making use of the 
following notations: 
mL 
m=--, 
M 
k 
- 1 L k=- -
2 M 
Pio 
p c 
_g_y- i L p = ,c =----, 
qv Pio L Pio M 
- 0 S=--
PiQ 
- 2 2 
a= 'IT(b - a ) 
Then (4e 38) and (4. 39) become: 
( 4. 40) 
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d 2B dA . 
qv - qv (-2 2-2) 
-- +2qs- + p -qs B =0 2 dT qv qv dT . 
( 4. 41) 
2 
d A _ dB ( 2 2 2) 
__ qv -2qs _qv + p -q s A 
2 d 'T qv qv dT ( 4. 42) 
00 00 d 2A dA 
\ \, - [- - jn - - jn - 1 
=-1_, ! aGJ.nqv m 2 +cL dT . +kAJ.n '. 
- dT -
j=O n=O 
The general form of Equations (4. 41) and (4. 42) is very similar to that 
of (2. 37) and (2. 38) for the two degree of freedom rigid disk, and also 
similar to Equations (3. 1,9), (3. 20), and (3. 21) for the three degree of 
freedom rigid disk. An eigenvalue problem of the same type as in 
the previous chapters may be obtained by truncating the infinite series 
for u 1(r, ~, t) at j=j 1, and n=n1• Thus, the displacement u'(r, ~ ,·t) is 
approximated by a finite number of modes, as given by: · 
j 1 nl 
u 1(r 1 ~1 T)==:\'_ ' "-·· jA. (rr)cosj~+B. (T)sinj~lw. (r) L. !. .. Jn Jn _, Jn (4. 43) 
j=O n=O 
The infinite set of equations for the functions A. ( T) and B. ( T) is · 
Jn Jn 
replaced by a finite s~t, given by (4. 41) and (4. 42) but with the series 
truncated at j = j l . and n= n 1, and with O~ q ~ j l' O~ v ~ n 1. The 
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number of equations in the truncated set is (n1 +l)x(2j 1 +l). This is 
because for q=O, B0 ·= 0 (refer to the discussion following Equation v . 
(4. 36) ), so (4. 41) is identically satisfied. Thus, corresponding to 
q=O, there are n 1 +l equations like (4. 42). For each q in the range 
1 ~ q ~ j
1
, there are n
1
-n equations like (4. 41), and n 1 +l equations like 
(4. 42). Thus, the total number of equations is (n
1
+l)+j 1x2(n1 +l) = 
(n
1 
+l)x(2j
1 
+l). This corresponds to the number of unknowns 
Ajn ( 'f )(j= 0, ... j 1, n= 0, ..• n 1) .and B jn ( T )(j= 1, •.. j 1, n= 0, ..• n 1). 
Define the (n1 +l)x(2j 1 +l) component column vector w(r) as: 
Aoo 
A 
. 01 
A 
. On1 
[ (j +l)x(n +l)A 1 s] 1 1 
~( 'f}= =>(n1 +l)x(2j 1 +l)elements 
. [j 1x(n1 +l)B's] 
B. 0 
: J 1 
l B. J1n1 (4. 44) 
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Further, define the 2xl(rt +l)x(2j +l) l component column vector l.1 1 1 
~('f) as: 
~ ( 'f )= 
Then, the truncated system of equations may be written in matrix 
form as: 
( 4. 45) 
where P and Qare each [2x[(n1 +l}x(2j 1 +l}] }x[2xQn1 +l}x(2j 1 +l)] } 
square matrices. The matrices P and Q may be written most 
conveniently as: 
I 0 
P= 
0 p 
m 
( 4. 46) 
0 I 
Q= 
~ Q c 
The matrix Pm involves all of the terms with m, while Qk and Qc 
contain all of the quantities involving k and cL respectively. All of 
the submatrices in (4. 46) are square matrices of dimension 
[(n1 +l)x(2h +l} J. 
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The matrix P has the form: 
m 
E 0 
m 
P =I+ (4.47) 
m 
0 0 
where P and I are each square matrices of the dimension 
m 
[(n +l)x(2j +l) J, and E is a square matrix of dimension 
1 1 m 
[(n
1
+1)x(j
1
+1)], whose elements em(i,j) are given by: 
e (i, j)= am G p, ~ 
m a,~y v 
where 
f3 = ( j - 1 ) - ( n +I ) IP ( __i:_!_l ) 1 n 1+ 
( i-1 ) 6= (i-l)-(n1+l)IP --1 nl+ 
The constants Gaf3y 6 in (4. 48) were defined in Equation (4. 39). 
( 4. 48) 
( 4. 49) 
The 
notation "IP" appearing in Equation (4. 49) stands for "Integer Part. 11 
IP(x) is defined as the greatest integer less than or equal to x. 
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The matrix Qk appearing in ( 4. 46) has t~e form: 
TO 
Tl 0 
• T. E 0 
Q = J I + k k 
Tl 0 0 
( 4. 50) 
0 . T. 
J1 
where Qk is a square matrix of dimension [ (n1 +l)x(2j 1 +l) ] , ~is a 
square matrix of dimension [(n 1 +l )x(j 1 +l) ] , and the Ti are square 
diagonal matrices of dimension (n1 +l) . T. has the form: 1 
-2 .2-2 
-pi0+1 s 0 0 
T.= 0 
_2 .2-2 
-pil+1 s 
1 ~ 
0 
-2 _2_2 
-pin +1 s 
1 
The matrix Ek has element ek (i, j) given by: 
where a., (3, y, and o are given by (4. 49). 
( 4. 51) 
(4. 52) 
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The matrix Q appearing in Equation (4. 46) has the form: 
c 
0 
0 
0 
E 
c 
-s · 
l 
0 
0 
o ... 0 
-s 
. 2 
-s j 
0 0 ••• o 
0. ~ . 0 
0 
. . 
0. . s. 
Jl 
0 
J 
( 4. 5 3) 
The matrices s . . appearing in (4.53) are square diagonal matrices of 
1 
dimension (n
1 
+l) having the form: 
2is 
2is 
s = i 2is 
The matrix E is a square matrix of dimension [(n +l)x(j +l)] 
c 1 1 
having elements e (ijl j) given by: 
c 
( 4. 54) 
( 4. 5 5) 
With these definitions for the matrices P and Q, the matrix differential 
(4. 45) may be solved by assuming a solution of the form: 
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AT ~ ( T )= e !_ , ( 4. 5 6) 
where _! is a time independent vector. The matrix Equation ( 4. 45) 
then becomes: 
-1 (P. Q-A.I)!_ = 0 (4 .• 57) 
-1 
For a nontrivial solution, the determinant of (P Q- AI) must vanish: 
Since the dimension of P and Q is [ 2x[(n
1 
+l)x(2j 1+1)]}, 
the number of eigenvalues \ is also [2x [(n
1 
+l )x(2j 1 +l) ]}. 
4. 4 Low Order Approximations 
Case 1: Single mode approximation. 
( 4. 58) 
The matrix eigenvalue problem derived in section 4. 3 assumed that 
the series expression for u'(r, 1>, T) (given by Equation (4. 43) ) begins 
with j=O and n=O. Hence, a single mode truncation of that series 
obtained by setting j 1=0 and n 1=0 would approximate the disk Yr1-0tion by 
the mode shape having no nodal diameters and no nodal circles. It is 
more helpful to consider a single mode approximation having a general 
number of nodal diameters and nodal circles, so assume that the 
deflection u '(r, 1>, T) is approximated by: 
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u'(r, ~, T)==rA. n(T)cosj ~+B. n (T)sinj ~lw: n (r) (4. 59) 
·- J 1 1 1 J 1 1 1 -' J 1 1 
Thus, the double sum in (4. 43) begins and ends at j=j 1 and n=n1. The ~ 
equations for AJ. n ( T) and BJ. n ( T) are given by ( 4. 41) and ( 4. 42) with 
1 1 1 1 ' 
all other A. and B. vanishing. Thus, Equations (4. 41) and (4. 42) 
Jn Jn 
becomes: 
(4.60) 
( 4. 61) 
where 
The above equations have been normalized with respect to p. rather 
· Jlnl 
than p
10 as in (4. 40), so that the comparison with .Equations (2. 37) and 
~ 
(2. 38) is clearer. Note that equations (4o 60) and (4. 61) are identical 
to the equations describing the motion of the two degree of freedom rigid 
disk, if the following parameters are changed in (2. 37) and (2. 38): 
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~ 
- ~l 
Two degree of 
-
0 
One mode approximation 
freedom rigid c of elastic disk 
disk s 
- jls ( 4. 6 3) 
Hence, if the disk motion is represented by a single mode approximation 
of the type (4. 59), the predicted response will be precisely like that 
discussed in Chapter 2. In particular, the stiffness instability region 
and terminal instability zones will be present. Further, all the 
figures and equations describing the behavior of the rigid disk in both 
the steady ... state and transient cases apply for the single mode approx-
imation here, if the relations (4. 63) are kept in mind. It is interesting 
to note that c , which is the coefficient of foundation damping for the 
two degree of freedo1?1- rigid disk, must vanish for the analogy to be 
valid. The reason is that the partial differential Equation (4. 1) 
contains no dissipation term, and so there is no damping associated 
with the disk, except of course the load damping cL. 
Case 2: Two mode approximation 
Consider the case when the eigenfunction series is terminated at 
J 1 = 1 and n 1 = 0. The disk displacement u' (r, P, 'f) is thus approximat~d 
by: 
u I ( r, p' 'f ) = A 0 0 ( 'f) w 0 0 ( r) 
( 4. 64) 
+ ~ A.10 ('f )cosP+B 10 ('f )sinPlw10 (r) 
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The two modes represented in (4. 64) are the mode having zero nodal 
diameters and zero nodal circles, and the mode with one nodal di- · 
ameter and zero nodal circles. In this case, Equations (4. 41) and (4. 42) 
become: 
(4. 65) 
2 . 
d BIO - dAlO -2 
- 2 +2s dr +(1-s )B 10= o d 'f 
( 4. 66) 
( 4. 67) 
The equations above have much the same for~ as (3o 19), (3. 20), and 
(3.-21) of Chapter 3.9 although (3.19), (3. 20), and (3. 21) have been 
arranged so that the second derivatives are uncoupled. 
A general analogy such as (4o 63) cannot be made in this case, since 
the frequencies p
00 
and p
10 are not equal for elastic disks except in 
special cases. A direct analogy would be possible if the frequency p 00 
in the rigid disk problem (that is, the frequency of v(t) in Chapter 3) · 
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were changed in the manner described in the second paragraph 
following Equation (3. 38). The modal coupling instability region, 
present in the three degree of freedom rigid disk problem, remains as 
an important characteristic of elastic modal interaction. 
The effects of taking a larger number of modes in the eigenfunction 
series (4. 43) may be seen quite easily in a Frequency-Speed plot. 
Since the precise character of the Frequency-Speed plot depends on the 
specific boundary conditions of the problem, a particular example will 
be considered in the following section. 
4. 5 Elastic Disk with Clamped Center 
The free transverse vibration of an elastic disk, clamped at its 
center and free at the ou~er boundary, was investigated in a classic 
paper by Southwell in 19 21. The boundary conditions for such a disk 
are given by Equations (4. 12) with b set equal to zero. Southwell was 
able to show that the determinental equations giving the eigenfrequencies 
and eigenfunctions of modes having one or more nodal diameters reduce 
to the same forms as those for a completely free disk.. This is helpful 
analytically, because the Y. and K. functions appearing in Equation ( 4. 11) 
. J J ' 
then do not appear for j ~ L The expressions for these eigenfunctions, 
as well as comprehensive tables of eigenfrequencies and receptance 
data for forced vibration problems, may be found in the monograph by 
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McLeod and Bishop. [ 2 J The eigenfunctions W. (r), for j :2: 1, are: 
Jn 
W. (r)=N (K:. a)J.(K. r)-N (K. a)I.{K. r) 
Jn 7 Jn J Jn 5 Jn J Jn 
(4. 68) 
where 
. . K. (1-CY) 
N (K. a)=[J(J-l)(l-CY)+K~ lr.(K. a)- Jn I. (K. a) 
7 Jn 2 Jn-' J Jn a J + 1 Jn 
a 
• . K. (1-CY) 
N (K. a)=[J(J-l){l-CY) -K~ lJ.(K. a)+ Jn J. (K. a) 
5 Jn _ 2 Jn _ J Jn a J + 1 Jn 
a 
One exception to (4. 68) occurs when j= 1 and n=O, which is a special 
case to be discussed shortly. The radial eigenfunctions given by 
(4. 68) are not properly normalized as required by Equation (4. 18). 
That is, the functions W. (r) must be scaled so that: 
Jn 
a 
'Tr I w.2 (r)rdr = 1 
Jn 
0 
( 4. 69) 
The normalized eigenfunction W. (r) in (4. 69) is then related to the 
. . Jn ' . 
eigenfunction of ( 4. 68) by: 
W. (r)= 
Jn 
W. (r) 
Jn 
a 1 
[rr J W~ (r)rdr J2 
0 
( 4. 70) 
The integral necessary in the denominator of (4. 70) may be evaluated 
in closed form as: 
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a 
I 2 2 2 W. (r)rdr=N7 (K. a) J 1-2N7(K. a)N5(K. a)J2 +N5 (K. a)J3 Jn Jn Jn Jn Jn ( 4. 71) 
0 
where 
1 2f 2 _&_ . 2 l J=-a 1J. (K. a)- J. (K. a)J.(K. a)+J. (K. a) 
1 2 '--· J -1 3n K. a J -1 Jn J Jn J Jn _j 
Jn 
J =_a_rJ.(K. a)I. (K. a)-I.(K. a)J. (K. a) 1 
2 2K. l~J Jn J-1 Jn J Jn 3-l Jn _ Jn . 
1 2~2 ~ 2 ~ J =--a I. (K. a)• I. (K. a)I . (K. a)-I. (K. a) I 
3 2 J -1 Jn K. a J -1 Jn J 3n J Jn .. 
. Jn 
For the modes having zero nodal diameters, the eigenfunctions w0n(r) 
are clearly different from those for a completely free disk. McLeqd and 
Bishop give the eigenfunctions for the disk with a fixed center as: 
w (r)= lY (K a)-~K (K a)lrr (K r)-J (K r)l. On L . 1 On rr 1 On .J~ 0 On 0 On _ 
( 4. 72) 
Once again, these eigenfunctions must be normalized so that Equation 
(4.18) is valid, reducing in this case to: 
a 
J-2 2rr won (r)rdr = 1 ( 4. 7 3) 
0 
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The factor of 2 which does not appear in (4. 69) is due to the integration 
over 8. The normalized eigenfunctions W (r) are related to those of 
on 
(4. 72) by: 
w.0 (r)= a 1 
' n r r 2 ·2 
L2irj w0n(r)rdrJ 
(4. 74) 
0 
Because of the appearance of Y 0 (r) and K 0 (r) in (4. 72), the integral 
appearing in (4. 74) is most easily evaluated numerically. 
As was pointed out earlier in this section, the assumption that the 
disk is clamped at its center (that is, b=O in Equations (4. 12)) eliminates 
the Y. and K. functions from the eigenfunctions W. (r) for j;;:::: 1. This 
J J Jn 
simplifies the analysis considerab~y, but introduces another difficulty · 
which is undesirable from a physical standpoint. The problem, which 
has been discus·sed in detail by Southwell, [ 1 J is that as the inner 
clamping radius b tends toward zero, the eigenvalue K10 (and therefore 
the frequency p 10) tends toward zero as well. For very small but non- . 
vanishing values of b, K10 behaves as is shown in Figure 32. Clearly, 
most physically meaningful problems lie somewhere in the range of 
nonvanishing K10. In order to approximate the physical problem, 
Southwell introduces the· approximate eigenfunction '¥10 (r, 8) to 
accompany the eigenvalue K 10 , where: 
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'1'
10 (r, 8)= (l+C r)r sin( 8 - e10 ) 
( 4. 7 5) 
The function '1' (r, 8) satisfies the partial differential Equation (4. 2) 
10 
when K 
0 
vanishes, and satisfies the boundary conditions, provided I . I 
that C is infinitesimal but satisfies the relation: 
I+ C jio g r + i l 1 = 0 
· . ! r=b 
( 4. 7 6) 
The choice of b/ a is relatively arbitrary, and will affect the shape as 
well as the frequency of the mode having one nodal diameter and zero 
nodal circles. 
-7 
From Figure 32 a value of b/a= 10 was selected as a 
representative figure. This value of b/a lies in a relatively flat 
portion of the curve, and has a corresponding value of K10a ==I. 015. 
The value of C from Equation (4. 76) is O. 078. . The eigenfunction 
W 
10 
(r) must also be normalized according to (4.18), giving: 
W (r)= . a 1 
io r I 2 2 
1_rr W 10 (r)rdr J 
b 
(4. 77) 
The integral appearing in the denominator of (4. 77) can be evaluated 
analytically in this case. 
Combining the results of Southwell, and McLe~d and Bishop, the 
eigenvalues K a are given in Table 4. 1 belowe jn 
n=Nurnber 
of Nodal 
Circles 
0 
1 
2 
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j =Number of Nodal Diameters 
0 1 2 3 
1. 95 1. 015 2. 29 3. 50 
4.73 4.53 5.96 7. 28 
7.79 7.73 9. 20 10.58 
Table 4. 1 Frequency Parameters K a jn 
4 5 
4. 64 5. 75 
8. 57 9,82 
11. 93 13. 25 
The frequencies p. are related to the eigenvalues K. by the 
Jn . Jn 
Equation (4. 14). That is the p. are proportional to K~ • Normalized 
Jn Jn 
with respect to. p 10, as indicated in (4. 40), the normalized natural 
frequencies p: are given in Table 4. 2 below. 
Jn 
n=Number 
of Nodal 
Circles 
0 
1 
2 
j =Number of Nodal Diameters 
0 1 2 3 
3. 69 1. 00 5.10 11. 9 
21. 8 20.0 34.6 51. 5 
58. 9 58. 0 820 5 109 
4 
21. 0 
71. 4 
138 
Table 4. 2 Normalized Natural Frequencies p. 
Jn 
5 
32.2 
93. 7 
171 
The critical speed of the mode with j nodal diameters and n nodal 
circles was defined earlier as p. /j. The normalized critical speeds 
p . Jn 
are given by - 1- _jn , summarized in Table 4. 3 below. 
P10 J 
n=Nurnber 
of Nodal 
Circles 
0 
1 
2 
-139-
j=Num.ber of Nodal Diameters 
0 1 2 3 
1. 00 2. 55 3.95 
20.0 17. 3 17. 2 
58.0 41. 2 36.4 
4 
5. 25 
17. 9 
34.5 
Table 4. 3 Normalized Critical Speeds 
5 
6.45 
18. 7 
34.2 
These results are summarized in Figure 31, which is the Frequency-
Speed plot for the centrally-clamped elastic disk. The only modes with 
branches which appear in Figure 31 are the lowest six modes, having 0 
nodal circles and 0 to 5 nodal diameters. 
In order to follow the conventions established by Southwell, McLeod 
and Bishop, arid others, the radial coordinate r has not yet been 
normalized. It is somewhat more convenient to define- r as r I a, 
reducing integrals of the type in the denominator of (4. 70) to the form: 
a 1 
1T jr w.2 (r)rdr = 1Ta 2 I w. (r )rd r-
Jn Jn 
( 4. 7 8) 
0 0 
The factor Tia 2 will then cancel a as it appears in Equations (4. 42), 
(4. 48), (4. 52), and (4. 55) 11 so that only dimensionless quantities are 
present throughout. This added normalization will be used in the 
following discussions in order to represent a wider range of problems 
with the same number of parameters .. 
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To set up the eigenvalue problem (4. 58) for the disk with an 
attached moving spring_ and mass, it ·is first necessary to compute 
the matrices P and Q. The parameters which distinguish one disk 
problem from another, aside from the frequencies p. , are the 
Jn 
eigenfunctions W. ( r). 
Jn 
These enter through the constants G. given 
Jnqv . 
in Equation (4. 39), which are: 
G. = w. (rL)W (rL) Jnqv Jn qv ( 4. 7 9) 
Hence1 having determined the eigenfrequencies and modal shapes for· 
the free vibration of the disk alone, the constants G. are evaluated 
Jnqv 
at the load radius r L~ These constants are independent of the load. 
speed O. The load mass, stiffness, and damping parameters are 
then used in computing the submatrices P , Qk, and Q , from which 
m c 
P and Q are determined. The matrix P is then inverted, and the 
eigenvalues of the matrix P-lQ are found by the use of standard 
numerical techniquesv 
As an example of the Frequency-Speed behavior of a centrally-
clamped elastic disk, consider the results shown in Figures 33a, b, c, 
and d. These figures correspond respectively to one, two, three, 
and six mode approximations with the normalized load parameters in 
rL 
each case given by: r L= ~ = O. 5, k = 1. 0, m = Ov 1, and cL = 0. 0. 
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The one mode approximation of Figure 33a assumes that the . 
deflection of the disk is given by Equation (4. 59) with j 
1
=1 and n
1
=0. 
This is the mode with one nodal diameter and zero nodal circles. In 
a one mode approximation such as this, it is easier to use the relation 
(4. 63) in Equation (2. 47) to obtain the eigenvalues exactly rather than 
to solve the eigenvalue problem (4. '58) numerically. For the param-
. eters of Figure 33a. the constant .6
1
= aG
1010= 0. 967, so that 
.61m = 0. 0967 and .6 1 k = O. 967. The width of the stiffness instability 
region may be calculated from Equation (2. 64) of Chapter 2, with the 
substitution (4. 63L as 1<s<1. 40, and the terminal velocity s~:< may 
be estimated from Figure 8 ass-~:<= 5. 7. Because the stiffness 
instability region and terminal velocity are so easily predicted from 
the one mode approximation and the results of Chapter 2, it will be 
of particular interest to note how these regions change as more modes 
are taken into account • . 
If the mode having zero nodal diameters and zero nodal circles is 
included, then the disk displacement will be of the type (4. 64). The 
result of this two mode approximation :Ls shown in the Freq,uency-
Speed diagram in Figure 33b~ This figure was obtained by solving 
the eigenvalue problem (4 .. 58), with n
1 
=0 and j 
1
= 1. The matrices P 
and Q are 6x6 matrices .in this case, and the. 6 eigenvalues were 
obtained for 240 discrete values of s (that is, the step size ins was 
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0. 025). Figure 33b shows the exp~cted modal coupling instability 
region at the intersection of the j=O, n=O branch with the reflected 
branch of the j= 1, n=O mode. This instability region occurs for 
speeds _in the range 4. 5·5 <s< 4. 75. The. stiffness instability region 
appears to be essentially unchanged from the one mode approximation, 
but the terminal velocity 5:~ appears to be increased somewhat to 
---·~ about s'' = 5. 75. If Figures 33a and 33b are superposed, the two mode 
approximation differs only in the immediate neighborhood of the coupling 
zones, and near the terminal velocity 5:~~ 
Figure 33c shows a three mode approximation, formed by adding the 
mode with two nodal diameters and zero nodal circles (j= 2, n= 0) to the 
approximation. Thus, in (4.43) j 1=2 and n 1=0. The matrices P and 
Qin the eigenvalue problem (4. 58) are now lOxlO, and Figure 33c was 
obtained by solving the eigenvalue problem at 240 discrete values of s. 
There are now four new regions of instability in addition to the three 
regions of Figure 33b. One is a stiffness instability region for the 
j= 2, n= 0 mode which occurs immediately above the critical speed of 
that mode, in the region 2. 55< s< 2. 60. If the j=2, n=O mode is used 
in a one mode approximation, the stiffness instability region may be 
approximated by Equation (2. 64), using the substitutions (4. 63). 
That is; 
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o2 1 k 
l< 4 -2< l+aG2020 -2- M ( 4. 80) 
P20 P20 . 
This equation may be rewritten as: 
-2 < 4-2 -2 + G k 
P20 s < p 20 a 2020 ( 4. 81) 
Substituting the appropriate values into Equation (4. 81), the stiffness 
instability region for the mode with two nodal diameters and zero 
nodal circles is found to be 2. 55 < s < 2o 58. This compares well with 
the three mode result, the accuracy of which is limited by the discrete 
step size ins of 0. 025. 
The other three new regions of instability are all due to modal 
coupling, and all have t4e same property in common. If that part of 
the forward branch which lies beyond the critical speed of a particular 
mode is denoted as the reflected branch, then it can be seen in Figure 
3 3c that the modal coupling instability regions occur where reflected 
branches intersect nonreflected branches. Additionally, there is no 
apparent modal coupling instability at the intersection of two non-
reflected branches, or at the 'intersection of two reflected branches. 
These properties appear to be valid in every case which has been 
studied to date. 
As more modes are added, the resulting Frequency-Speed plot 
becomes more complicated until all the six modes shown in Figure 31 
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are used. The addition of modes which do not have branches appearing 
in the region being investigated (0 s s s 6, 0 s Im [A.} s 8) have no 
noticable affect on this region when they are added to the approximation . 
. Figure . 33d shows the result of the six mode approximation obtained for 
j =5 and n =0 in Equation (4. 43). The matrices P and Q for this case 
1 1 
are each 22x22. With the step size ins of O. 025, only two new regions 
of instability were found. However, when finer divisions were used 
ins, it was confirmed that modal coupling instability regions occur 
only when reflected branches intersect nonreflected branches. Those 
modal coupling instability regions which have width ins of less than 
0. 025 are indiCated by small arrows on the s axis of the Re [A.} plot. 
The stiffness instability regions which occur immediately above the 
critical speed of. each mode narrows for higher mode so This is to be 
expectedJI since a one mode approximation using the mode with j nodal 
diameters and n nodal circles predicts a stiffness instability zone 
in the region: 
-2 .2-2 -2 -p. <J s <p. +aG .. k 
Jn Jn JnJn 
(4. 82) 
' Thus, as j increases, the width of the stiffness instability region is 
expected to decreaseo 
The points which are superposed on the Im [A.} plot at speeds s= 0. 0, 
0. 5, 1. 0, 2. 0, 4. 0, and · 6. 0 are the results of' a twelve mode approximation 
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with j
1
=5 and n
1
=L In this case, it is necessary to find the eigen-
values of a 44x44 matrix at each speed s. As can be seen in Figure 
33d, there are no significant. differences between the six mode 
approximation curves and the points at which twelve modes were 
included. 
The discussion above indicates a method for approximately deter-
mining the regions of instability of an undamped disk- spring-mass 
system without actually solving the eigenvalue pro,blem~ It is 
necessary to know only the Frequency-Speed diagram for the disk 
alone (Figure 31), and to mp.~e use of the one-mode approximation 
technique~ To illustrate, suppose that the load parameters are 
m= O. 51 k= 1. 0, and rL= 0. 5. It is first necessary to calculate 
aG1010, which in this case is equal to 0. 967. The width of the 
stiffness instability region above the first critical speed may be 
calculated from (4. 82) as 1<°S<1. 40. (The same as in Figure 33 
since k has not been changed). From Figure 8 of Chapter 2, replacing 
.6.ill. by a G 1010m. as indicated in (4. 63), the terminal velocity of the 
mode j= 1, n=O is approximately~:'== 20 75,, From the Frequency-
Speed plot of the disk alone,. it can be seen that the only modal coupling 
instability region at speeds less than 2. 75 is expected at the inter-
section of a reflected m·ode branch with a nonreflected branch at 
5= 2. 1. The width of this region cannot be easily estimated.I' however. 
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There is another stiffness instability region lying below s = 2. 7 5, 
immediately above the second critical speed. The width of this region 
can be calculated from (4. 81) if the constant G2020 is known. Since 
r Land k are the same ·as in Figure 33, the width of this region is the 
same as in that case, 2. 55< s < 2. 58. The results of a three mode 
approximation for this set of parameters is shown in Figure 34. The 
instability regions appear as expected from the discussion above. 
Including more modes in the approximation will not yield any signifi-
cant new instability zone's, since all such zones will lie at speeds 
greater than the terminal velocity s~:~==: 2. 75. 
4. 6 Influence of Load Damping 
The addition of load damping has the same effect in elastic disk 
problems as it had in the rigid disk problems of the previous chapters 
as shown in Figure 35. Below the first critical speed the amplitude of 
the motion will decay due to the negative Re [A.} contribution. However, 
above the first critical speed, s = ll' a positive branch of Re [A.} appears, 
indicating unstable behavior beyond that point. When a viscous type 
dissipation is included in the partial differential equation for the disk, 
the tendency is to stabilize the system in a fashion analogous to that 
of the foundation damping in Chapter 2e Including this type of disk dis-
sipation, or some other form of dissipation within the disk, along with 
load damping, appears to merit further studye 
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4. 7 Modal Participation 
The nature of the motion of the disk-spring-mass system on any of 
the branches of the Frequency-Speed figures may be analyzed by the 
modal participation technique, directly analogous to the discussion in 
section 3. 5 of Chapter 3. Any eigenvector Yj_ of the disk-spring-mass 
system may be written as a linear combination of the eigenvectors 
describing the motion of the disk alone, denoted by x.. The modes 
-.i.. 
having zero nodal diameters correspond to the vertical motion v(t) of 
Chapter 3, and each such mode has two eigenvalues and eigenvectors 
associated with it. Modes having j nodal diameters (j > 0) can be 
decomposed into forward and backward waves, each of which h,as two 
associated eigenvectors. Thus, in the six mode approximation of 
Figure 33d, for example, there would be two eigenvectors corresponding 
to the mode with j=O, n=O, and four eigenvectors for each mode with j 
nodal diameters (1 ~ j :::;; 5). These 22 vectors, describing the motion of 
the disk alone, · form an orthonormal basis in which an eigenvector v . 
"'-1 
of the disk-spring-mass system may be decomposed. Modal participa-
tion factors may then be defined as in Chapter 3. For the six mode 
case of Figure 33d, there are 11 modal participation factors~ These 
measure the participation of the mode with zero nodal diameters and 
zero nodal circles, denoted by 6 (0, 0), the participation of the 
v 
backward waves of each mode with j nodal diameters ( 1 :::;; j ~ 5)~ 
0 
v 
ob 
ob 
ob 
ob 
ob 
of 
of 
of 
of 
of 
-
s 
(0, 0) 
( 1, 0) 
(2, 0) 
(3, 0) 
(4, 0) 
(5, 0) 
( 1, 0) 
(2, 0) 
(3, 0) 
( 4, 0) 
(5, 0) 
0.00 o. 25 0.50 0.75 1. 00 2.00 3.00 4.00 5.00 
0.046 o. 040 0.059 0.167 0.001 o. 015 o. 050 0.015 0.077 
0.027 0.020 0.019 0. 019 0.001 0.067 o. 201 0.034 o. 572 
0.706 o. 028 0. 011 0.005 0.000 0. 007 o. 025 0.003 0.022 
0.005 0.003 o. 002 0.001 0.000 0. 002 0.007 o. 001 0.006 
0.002 0.001 0.000 0.000 0.000 0. 001 0.003 0.000 o. 002 _ 
0.000 0.000 o. 000 o. 000 0.000 0.000 0.001 0.000 o. 001 
0.027 0.015 0.010 0.007 0.000 0. 342 o. 268 o. 295 0.426 
0.706 0.998 0.998 0.986 I. 000 o. 937 0.941 0.955 o. 696 
0.005 0.003 0.002 0.001 0.000 0.002 o. 009 0.000 0.007 
0. 002 0.001 0.000 0.000 o. 000 0.001 0.003 0.000 0.001 
0.000 0.000 0.000 0.000 0.000 0.000 0.001 0. 000 0.002 
Table 4. 4 - Typical Modal Participation Factors for Six Mode Approximation 
6.00 
0. 004 
o. 618 
0.003 
0.001 
0.000 
o. 000 
0.039 
0.785 
0.004 
0.000 
0.000 
I 
I 
~ 
U1 
~ 
I 
-155-
denoted by ob (j, 0), and the participation of the forward waves of 
each mode with j nodal diameters ( 1 ~ j ~ 5), denoted by of (j, 0). 
Table 4. 4 lists the 11 modal participation factors at certain 
discrete speeds s along a particular branch of Figure 33d. The branch 
chosen is the one which most nearly follows the forward branch of the 
mode with 2 nodal diameters and 0 nodal circles in the case of the 
disk alone: This is not a continuous branch in Figure 33d, but the one 
on which 6 (2, 0) is expected to predominate (the branch begins at 
f 
hn{A.}==5. 07, reaches a critical speed at s== 2. 55, and has the value 
hn{A.}== 6. 85 whens= 6. 0). 
Table 4. 4 indicates that of (2, O) · does generally predominate along 
this branch, but also shows the presence of other modes at various 
speeds on the branch. . When s = 0, the modal participation factors · 
ob(j, 0) and of(j, 0) are equal for each j, indicating that the forward 
and backward waves superpose equally for each mode. This does not 
mean that there is a nodal diameter, however, since there is mo!e 
than one mode present. The frequency of 5. 07 on this branch at 
s =0 is lower than that of the j=2, n=O mode natural frequency of. 5. 10 
because the natural frequency of the attached spring and mass alone is 
equal to JI 0 == 3. 16. 
As the load speeds increases, o/2, 0) begins to ·predominate, until 
at s = O. 75 a significant contribution from o (0, O) appears. Referring 
v 
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to Figure 33d, it can be seen that this is to be expected, since this 
point is in close proximity to the branch for j=O, n=O. At s=l. 0, the 
mode shape is nearly the same as for the undisturbed disk. The 
frequency of the j=2, n=O mode of the disk alone is very close to JlO 
at this point, and therefore the attached mass and spring, which have 
nearly the same frequency, do not affect this mode of the disk at this 
particular speed. As the speed continues to increase, significant 
contributions are noted from the wave components with j= 1 and n=O. 
These contributions are especially noticable at-s=5. 0, which is nearly 
within the modal coupling instability region which occurs for 5.10 < s < 
5. 65. In this way1 the modal participation factors indicate the amount 
of coupling which is taking place. 
4. 8 Discussion 
The conventional eigenfunction expansion technique, when used with 
the transformations developed in the earlier chapters, res·ults in an 
infinite system of differential equations with constant coefficients. 
Hence, if an approximate solution is sought by truncating the eigen-
function series, an ordinary eigenvalue problem is obtained. The 
solutions to the eigenvalue problem indicate that the dynamic behavior 
of the elastic disk is much the same as the rigid disk behavior, for 
which exact solutions have been obtained. 
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V. ELASTIC DISK ON AN ELASTIC FOUNDATION 
5. 1 Introduction · 
In the previous chapters, the dynamic behavior of rigid and elastic 
disks with moving massive loads was studied. In this chapter, an 
interesting special case of an elastic disk on an elastic (Winkler) 
foundation is investigated which exhibits rigid body motions as the 
lower normal modes, and elastic deformations as the higher normal 
modes. When the elastic foundation modulus k is small (i. e., a s .oft 
foundation), the rigid body modes have a much lower natural frequency 
than the modes of elastic deformation, and the disk behaves like the 
rigid disk of Chapter 3. Fo;r larger values of k (i.e., firm foundations), 
modal interaction becomes more important, and the Frequency-Speed 
plots resemble those of Chapter 4. 
5. 2 Free Vibration of an Elastic Disk on an Elastic (Winkler) 
Foundation 
If an elastic foundation is used to support a circular elastic disk, 
the partial differential Equation (4. 2) becomes: 
( 5. 1) 
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where k is the foundation modulus. Using the separation of variables 
technique as in Chapter 4, let: 
u(r, 8, t)= T(t) 'Y (r, 8) (5. 2) . 
Substituting (5. 2) into (5. 1) gives: 
2 
d T 2 
- +p T=O 
dt2 
(5. 3) 
2 . 2 2 
[ a . i a i a 1 4 --+--+2- 1 'Y-K 'Y=O 3r2 r or r 382...J (5. 4) 
where 
2 
K4= 3P(l_-cr )j 2 _ _l_ 1 
2 , P 2Ph 1 Eh '- -
(5. 5) 
Equations (5. 3) and (5. 4) are identical to those of Chapter 4, (4. 4) and 
(4. 5), except that the relation between K and the frequency pis mod-
ified by the foundation modulus term. The solution procedure from 
this point on is identical to Chapter 4. If the separation of variables 
technique is applied to (5. 4) by letting 'Y(r, 8)=W(r)B(8), the result is: 
B ( 8) = sin (j 8 - e ) 
W(r)= aJ.(K r)+~Y .(Kr)+ yI.(K r)+ oK.(K: r) 
J J J J 
The eigenvalues K. are found by substituting the expression for 
Jn 
(5. 6) 
u(r, e, t) into the four boundary conditions of the problem, leading to a 
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homogeneous set of four linear algebraic equations for the constants 
a, 13, y, ·and 6. Since the presence of the elastic foundation· does not 
affect the boundary conditions of the problem, this set of equations is 
identical to the set obtained when no foundation is present. Therefore, 
the eigenvalues K:. and the eigenfunctions if. ' (r, 8) are precisely the 
Jn Jn 
sarrle as those for the disk with no foundation and with the same 
boundary conditions. The frequencies of vibration p. are different, Jn 
of course, from (5. 5):. 
I 2 k 
= p jn + 2 Ph 
(5. 8) 
where p~ is the frequency of vibration of the corresponding mode for 
Jn 
the disk with no elastic foundation. For fixed foundation modulus k, 
the greatest change in frequency occurs for the lowest modes (when 
p~ is smallest). Jn 
The wave speeds associated with modes having one or more nodal 
diameters are changed as well, and are given by 
I 
1 1 [ ,2 k 1-
-:-p. =-:- p +Zph 1 2 J Jn J . -' Jn 
(5. 9) 
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The preceding results are of particular interest for the case of a 
disk with a free outer boundary as well as a free center. The boundary 
conditions in this case are given by the last two equations of (4. 12), 
applied at r=O as well as at r=a. The eigenvalues K:. and eigenfunctions 
: Jn 
I . [ 2 J 
'Y. (r, 8) have been given by McLeod and Bishop for the problem 
Jn 
with no elastic foundation. The eigenvalues K:. a are tabulated below: 
Jn 
n=Num.ber 
of Nodal 
Circles 
0 
1 
2 
0 . 
0 
3e 01 
6. 20 
j=Num.ber of Nodal Diameters 
1 2 3 4 
0 2.29 3. 50 4.64 
4.53 5.96 7.28 8. 57 
7.73 9.20 10. 58 11. 93 
Table 5. 1 Eigenvalues K: a jn 
5 
5.75 
9.82 
13. 25 I 
For the disk with no foundation, the zero values of K: a and K: a 00 10 
signify respectively rigid body translational motion, and rigid body 
rotational motion about a nodal diameter. The frequencies of these 
motions, p 00 and p 10 given by (4. 14), are zero because the disk is 
free to rotate and translate with the prescribed free boundary conditions. 
When ·an elastic foundation is present, the frequencies p 00 and p 10 
are not zero, but are given by (5. 8) as: 
(5. 9) 
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Thus, the presence of the elastic foundation gives rise to oscillatory 
motions with frequency~ as the lowest modes of the disk. Note 
from (5. 8) that if k is small (i.e., a soft foundation) the frequencies 
of the lowest modes p 00 and ;p 10 will be much lower than the frequencies 
of the higher modes. Further, the critical speed of the mode j= 1, 
n=O is given by (5. 9) as lzkph . Thus, the critical speed for this mode 
can be made much lower than the critical speeds of the higher modes if 
k is small. 
The radical eigenfunctions w00 (r) and w10 (r) are not given by' 
(So 6) since K00= l\o= 0. Instead, for these modes the separation of 
variables technique leads to: 
(5.10) 
where · j= 0 or L The solutions to this equation which satisfy the 
particular boundary conditions, and the corresponding spatial eigen-
functions are: 
( 5. 11) 
Thus, the lowest two .normal modes of the .disk have the fo r m: 
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(5. 12) 
k I 
Where P - p - 1-12 These modes are clearly rigid body modes 0 0 - I 0 - ~ 2 Ph .. ! • 
directly analogous to those of Chapter 3, and as such they involve no 
elastic distortion of the disk as do the higher modes. 
The radial eigenfunctions W. (r) for higher modes having one or 
. Jn 
more nodal diameters are given by McLeod and Bishop [ 2 J, an.cl are 
the same as those in (4. 68) of Chapter 4. The eigenfunctions for the 
symmetric modes, W On (r), for n~ I, are: 
W (r) = J (K: a)I (K r)-I (K a)J (K r) 
On I On 0 0 n I 0 n O 0 n (5.13) 
Before these eigenfunctions are used in the analysis of the moving mass 
and spring, the functions W. (r) (j >O) must be normalized according to 
Jn 
(4. 70), and the functions . W (r) must be normali'z.ed according to (4. 74). 
On 
The general solution to the free vibration problem for arbitrary initial 
conditions ?1-ay then be written as a linear combination of all the normal 
modes: 00 00 
\ 
u(r,8,t)= ) L T. (t)'¥. (r,8) 
Li · Jn Jn 
(5. 14) 
j=O n=O 
00 00 
=) \ ' T. (t) sin(j 8- 8. )W. (r) 
I_ L Jn . Jn Jn ( 5. 15) 
j=O n=O 
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The time dependent terms T. (t) may be written in either real or 
Jn 
complex form as: 
T . ( t) = F. sin ( p . t -t. ) , 
Jn Jn Jn Jn 
l F. , t. re al l 
I .. Jn Jn ' -·: 
ip. t -ip. t 
Jn r.J Jn 
=E e +E e jn jn 
where E. is the complex conjugate of E .. 
Jn Jn 
( 5. 16) 
It should be clear from the preceding discussion that it is not 
possible to make one Frequency-Speed diagram to cover all ranges of 
the foundation parameter ke For example, if k is chosen so that 
1 2 k/2 Ph= 100 p 20 , then the frequencies p 00 and p 10 will be one-tenth 
of the frequency of the next highest mode, p 20 . Thus, a Frequency-
Speed diagram of the same scale as Figure 20 would indicate only the 
branches shown in that figure, with none of the higher modes appearing. 
On the other hand, if k is larger, then the branches of the higher modes 
will lie in much closer proximity to the rigid body mode branches, and 
branch intersections will occur at lower speeds. 
5. 3 Effects of a Moving Spring and Mass 
If a moving spring and mass is included in the system in the same 
fashion as in previous chapters, the partial differential Equation (5. 1) 
becomes: 
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(5.16) 
The solution procedure follows the same pattern in this case as in 
Chapter 4. The displacement u(r, 8, t) is expanded in an infinite series 
of the eigenfunctions of the homogeneous problem, in the form: 
00 00 
u(r, 8, t)= I l Tjn (t)sin~ 8- e;jn (t)J ~n (r) 
j=O n=O 
(5.17) 
The transformations (4. 28) and (4. 30) are util~zed so that the series 
(5.17) becomes~ 
00 00 
u'(ryq?1 t)= )- \ ·: jA. (t)cosjq?+B. (t)sinjq?lw. (r) 
L e L '-· Jn Jn __; Jn (5.18) 
j=O n=O 
where q?= 8 -Ot. The partial differential Equation (5.16) is written in 
terms of r, q?, and t, so the equation for u / has the form: 
(5.19) 
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J (5. 19) cont. 
The series (5.18) is substituted into (5.19), and the orthogonality 
relations for the trigonometric functions and for the W. (r) functions 
Jn 
are used to arrive at the set of Equations (4. 38) and (4. 39). If the 
eigenfunction expansion (5. 18) is truncated at j=j 
1 
and n=n
1
, the number 
of equations in the set is equal to the number of unknown functions. 
Since the equation set is linear and homogeneous, and has constant 
coefficients, the set may be expressed as a matrix differential 
equation of the type: 
dx 
P-= = Qx, x(0)=£ ( 5. 20) 
dt 
The vector x appearing above has the same definition as in Chapter 4, 
as do the matrices P and Q. These quantities are all defined following 
Equation (4. 44). Premultiplying (5. 20) by P- 1, ·and assuming a 
solution of the form x = e At_! , where _! is a time independent vector, 
results in: 
(5. 21) 
-1 For a nontrivial solution, the determinant of (P Q- AI) must vanish: 
(5. 22) 
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5. 4 Two Mode Approximation 
If the series expansion (5.18) is truncated at j=l and n=O, the disk 
motion will be approximated by the rigid body modes (5. 11) alone. The 
equations resulting from this two mode approximation were given 
explicitly in Chapter 4 by Equations (4. 65), (4. 66), and (4. 67). The 
constants aGcq3yo appearing in those equations may be easily shown 
to be: 
(5. 23) 
If the second derivative terms appearing in (4. 65) and (4. 67) are 
uncoupled, the equations are identical to ( 3. 19), ( 3. 20), and ( 3. 21) of 
Chapter 3, providing thc;i.t following identifications are made: 
A ( 'T) = ar iTI v ( 'f) 
00 L 
2 
A ( 'T )= a /TI A( 'T) 
10 2 (5. 23) 
2 
B ( 'T )= a /TI B ( 'T) 
10 2 
The equations in Chapter 3 }vere investigated quite fully, and thus the 
two mode approximation here may be understood simply by applying .the 
results of Chapter 3. 
A two mode approximation such as this will provide a good estimate 
of the low .frequency and low speed portion of the Frequency-Speed 
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diagram only if the foundation modulus is small. In that case the 
frequencies and critical velocity of the rigid body modes will be 
substantially less than those of the modes with elastic deformation, 
and therefore the lower regions of instability discussed in Chapter 3 
will occur before appreciable coupling with elastic modes takes place. 
Since the behavior of the rigid body modes alone is well understood 
. 
· from Chapter 3, it is of somewhat greater interest to examine a 
particular case in which the elastic modes are more significant. 
5. 5 Firm Elastic Foundation 
As the foundation modulus k becomes larger, the frequency and 
critical speed of the rigid body modes increase and lie in closer 
proximity to the modes of elastic deformation. The Frequency-Speed 
diagram for such a case is shown in Figure 36. Clearly, the forward 
traveling branches of the modes of elastic deformation will have some 
influence on the Frequency-Speed diagram for the disk-spring-mass 
system. 
As an example, consider the Gase with load parameters "Ji= 0. 5, 
m= 1. 0, and k= 2 .. O. The two mode approximation is shown as the 
undamped branch in Figure 23. A five mode approximation, formed 
with j 
1 
=4 and n
1 
=0, gives the Frequency-Speed diagram shown in 
Figure 37. The expected modal coupling is evident in this figure, 
although the particular choice of parameters is such that all new areas 
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of instability lie above the terminal velocity of the rigid body modes. 
The most interesting feature of Figure 37 is that it incorporates the 
basic features of the three degree of freedom rigid disk pro bl em along 
with the complicated modal interactions found in .elastic disk problems. 
Specifically, there is no apparent change in the boundaries of the 
instability regions predicted by the rigid disk theory, although new 
· areas of instability occur because of the presence of higher modes. 
The shape of the disk along any of the branches will include some 
elastic deformation, as a modal participation analysis will show, 
because of the effects of modal coupling. 
5. 6 Discussion 
The case of a free _elastic disk, supported by an elastic foundation, 
provides an interesting example by which the results of the previous 
chapters may be combined. The techniques developed in the previous 
chapters apply here as well, and indicate that the elastic disk behaves 
in much the same way as the rigid disk, and that modal coupling occurs 
between rigid and elastic modes as· well. 
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VI. SUMMARY AND CONCLUSIONS 
An analytical technique is developed to investigate the dynamic. 
response of circular disks subjected to moving loads with inertia and 
stiffness. In Chapters 2 and 3, nonlinear equations of motion are 
derived for cases of elastically supported rigid disks with moving mass-
1 
spring loads. Although the equations are nonlinear and have time-
dependent coefficients as well, exact solutions are obtained by applying 
two relatively simple transformations. These transformations allow 
the nonlinear equations to be written as a set of coupled linear differ en -
tial equations with constant coefficients. By this method, the problem is 
reduced to solving an ordinary eigenvalue problem. 
When the load position, mass, and stiffness are specified, the 
eigenvalues are plotted as a function of load speed, called a "frequency-
speed" diagram~ The frequency-speed diagrams provide information on 
stability and transient response as well as the frequencies of steady-
state oscillations. In regions where all the eigen~alues are pure 
imaginary, the imaginary parts correspond to the frequency components 
in the mot~on of the moving mass. The motion of the disk may be 
found by inverting the transformations used to obtain the eigenvalue 
pro blemo This in general results in motions which may be very 
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complicated. In other regions, one or more eigenvalues have positive 
real parts, corresponding to motions of both the disk and moving mass 
which are unbounded in time. Such regions are denoted as unstable, 
although the stability will in fact be dependent on initial con¢1.itions. 
Three distinct areas of instability appear in the rigid disk 
problems. A stiffness instability region occurs immediately above 
the critical speed of the p.isk, and is caused by the load stiffness. At 
higher speeds, in the three degree ·of freedom disk of Chapter 3, a 
region of instaqility due to modal coupling appears. Finally, beyond a 
certain terminal veloc~ty, there will always ?e an eigenvalue with a 
positive real part.. This causes unstable behavior beyond this limiting 
speed. 
In Chapters 4 and 5, the dynamic response of circular elastic 
disks subjected to moving mass- spring loads is investigated. The 
conventional eigenfunction expansion technique is utilized, reducing the 
partial differential equation to a system of coupled ordinary differential 
equations. As is generally the case when this technique is applied to 
moving mass problems" the system of coupled equations involves the 
complication of time-dependent periodic coefficients. It is shown, 
however, that when the ~ransformations developed in Chapters 2 and 3 
are employed, the resulting system of coupled differential equations 
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reduce to a set with constant coefficients. Thus, if the eigenfunction . 
series is truncated, the system of equations may be rewritten as an 
eigenvalue problem. 
If a one mode approximation is made, the resulting set of 
equations is identical to. the set describing the behavior of the two 
degree of freedom rigid disk of Chapter 2. Similarly, if a two mode 
approximation is made, the equations have the same form as for the 
three degree of freedom rigid disk of Chapter 3. In particular, the 
stiffness instability region, ,modal coupling instability region, and 
terminal instability zone appear for elastic disks as well. As more 
modes are considered in the approximation, the regions of instability 
predicted by the one and two mode approximations do not appear to 
change significantly. ·However, new regions of instability appe.ar. The· 
number of modes necessary to adequately represent the frequency-
speed diagram depends on the particular load parameters involved. 
Areas for Further Investigation 
The results of this analysis indicate several major areas for 
possible future investigations. These are: 
1. Dynamic response of rigid disks with foundation damping and 
load damping simultaneously applied. Above cri'tical speedj these appear 
to have opposing effects in influencing the terminal instability zone. 
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2. Investigation of more complicated loading systems. For 
example, inclusion of another spring between the mass and disk may 
cause new areas of dynamic instability. 
3. Investigation of multiple loading systems. The presence 
of more than one mass - spring system may also influence stability 
boundaries. 
4. Investigation of the response of other structures subjected 
to similar loading systems. The methods developed here are quite 
likely applicable to other structures with circular symmetry, such as 
circular rings or cylinders. Similar methods may prove helpful in 
the analysis of beams and plates subjected to moving massive loads, 
although the boundary conditions in such problems generally do not 
allow the direct application of the transformations presented here. 
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