Information Theoretic Limits for Wireless Information Transfer Between Finite Spatial Regions by Bashar, Farhana
Information Theoretic Limits for
Wireless Information Transfer
Between Finite Spatial Regions
Farhana Bashar
November 2015
A thesis submitted for the degree of Doctor of Philosophy
of The Australian National University
 3 6 . 6  < : ,  . < 0 + , 3 0 5 , :   4 ( 9 * /     ; / ,  ( < : ; 9 ( 3 0 ( 5  5 ( ; 0 6 5 ( 3  < 5 0 = , 9 : 0 ; @ 
;OL(5<SVNVPZHJVU[LTWVYHY`
YLÅLJ[PVUVMV\YOLYP[HNL
0[JSLHYS`WYLZLU[ZV\YUHTL
V\YZOPLSKHUKV\YTV[[V!
-PYZ[[VSLHYU[OLUH[\YLVM[OPUNZ
;OL(5<SVNVYLTHPUZWYVWLY[`VM[OL<UP]LYZP[ `;VWYLZLY]L
[OLH\[OLU[PJP[`VMV\YIYHUKPKLU[P[ `[OLYLHYLY\SLZ[OH[
NV]LYUOV^V\YSVNVPZ\ZLK
7YLMLYYLKSVNV
;OLWYLMLYYLKSVNVZOV\SKIL\ZLKVUH^OP[LIHJRNYV\UK
;OPZ]LYZPVUPUJS\KLZISHJR[L_[^P[O[OLJYLZ[PU+LLW.VSKPU
LP[OLY74:VY*4@2
)SHJR
>OLYLJVSV\YWYPU[PUNPZUV[H]HPSHISL[OLISHJRSVNVJHU
IL\ZLKVUH^OP[LIHJRNYV\UK
9L]LYZL
;OLSVNVJHUIL\ZLK^OP[LYL]LYZLKV\[VMHISHJR
IHJRNYV\UKVYVJJHZPVUHSS`HUL\[YHSKHYRIHJRNYV\UK
3VNVHUKHWWYV]HSZJHUILVI[HPULKMYVTIYHUK'HU\LK\H\
+LLW.VSK
*4@2
9.)
74:4L[HSSPJ
74:
)SHJR
*4@2
9.)
74:7YVJLZZ)SHJR
7YLMLYYLKSVNV )SHJR]LYZPVU
9L]LYZLK]LYZPVU
Any application of the ANU logo on 
a coloured background is subject 
to approval by the Marketing Of!ce. 
Please send to brand@anu.edu.au
(5<3VNV<ZL.\PKLSPULZ
Research School of Engineering
College of Engineering and Computer Science
The Australian National University

Declaration
The contents of this thesis are the results of original research and have not been
submitted for a higher degree to any other university or institution.
The research work presented in this thesis has been performed jointly with Prof.
Thushara D. Abhayapala and Dr S. M. Akramus Salehin. The substantial major-
ity of this work was my own.
Much of the work in this thesis has been submitted or to be submitted for publi-
cation as journal papers. These papers are:
• F. Bashar, T. D. Abhayapala and S. M. A. Salehin, “Dimensionality of Spatio-
Temporal Broadband Signals Observed Over Finite Spatial and Temporal
Windows,” IEEE Transactions on Wireless Communications, in revision.
• F. Bashar and T. D. Abhayapala, “Performance Analysis of Spatially Dis-
tributed MIMO Systems,” IET Communications, under review.
• F. Bashar and T. D. Abhayapala, “Information Capacity of Signals Observed
over Finite Spatial Regions,” IEEE Transactions on Wireless Communica-
tions, in preparation.
Papers published or submitted in conference proceedings are:
• F. Bashar and T. D. Abhayapala, “Degrees of freedom of band limited signals
measured over space,” in 2012 International Symposium on Communications
and Information Technologies (ISCIT), Oct. 2012, pp. 735-740.
• F. Bashar, S. M. A. Salehin and T. D. Abhayapala, “Analysis of degrees of
freedom of wideband random multipath fields observed over time and space
windows,” in 2014 IEEE Workshop on Statistical Signal Processing (SSP),
June 2014, pp. 45-48.
• F. Bashar, T. D. Abhayapala and S. M. A. Salehin, “Capacity of Band Lim-
ited Wavefields Observed Over Finite Spatial and Temporal Windows,” in
i
ii
The 8th International Conference on Signal Processing and Communication
Systems (ICSPCS), Dec. 2014, pp. 1-7.
• F. Bashar, T. D. Abhayapala and S. M. A. Salehin, “On Bandwidth of Broad-
band Wavefields Observed Over Spatial Regions,” in 2016 Australian Com-
munications Theory Workshop (AusCTW’16), January 2016, in press.
• F. Bashar and T. D. Abhayapala, “Information Capacity of Broadband Sig-
nals Observed over a Spatial Region,” in The 2016 European Signal Pro-
cessing Conference (EUSIPCO 2016), 29 August-02 September 2016, under
review.
• F. Bashar and T. D. Abhayapala, “Outage Probability Analysis for Commu-
nication between Spatial Regions,” in The 2016 European Signal Processing
Conference (EUSIPCO 2016), 29 August-02 September 2016, under review.
Farhana Bashar
Research School of Engineering
The Australian National University
Canberra ACT 0200
Australia
To my friends
Rajendra, Pavel, Prasanga and Pei
for their belief in my potential
iii

Acknowledgements
The work presented in this thesis would not have been possible without the support
of a number of individuals and organizations and they are gratefully acknowledged
below:
• I would like to express my deepest gratitude to my supervisor Prof. Thushara
D. Abhayapala who gave me constant guidance and support throughout my
PhD candidature.
• My co-supervisor Dr S. M. Akramus Salehin for reviewing my research progress
periodically and providing fruitful insights.
• ANU PhD Scholarship for giving me the opportunity to pursue my PhD
degree.
• Administrative and IT support staff from the Research School of Engineering
for providing timely assistance.
• Fellow PhD students at the Applied Signal Processing group for their friend-
ship and support.
• My good friends, Xian Long and Jason Bolito, for their conversation, advice,
and attempts at humour.
• My family for their unconditional care and encouragement, and their will-
ingness to sacrifice everything to give me every opportunity.
v

Abstract
Since the first multiple-input multiple-output (MIMO) experiments performed at
Bell Laboratories in the late 1990’s, it was clear that wireless communication sys-
tems can achieve improved performances using multiple antennas simultaneously
during transmission and reception. Theoretically, the capacity of MIMO systems
scales linearly with the number of antennas in favorable propagation conditions.
However, the capacity is significantly reduced when the antennas are collocated.
A generalized paradigm for MIMO systems, spatially distributed MIMO sys-
tems, is proposed as a solution. Spatially distributed MIMO systems transmit
information from a spatial region to another with each region occupying a large
number of antennas. Hence, for a given constraint on the size of the spatial regions,
evaluating the information theoretic performance limits for information transfer
between regions has been a central topic of research in wireless communications.
This thesis addresses this problem from a theoretical point of view.
Our approach is to utilize the modal decomposition of the classical wave equa-
tion to represent the spatially distributed MIMO systems. This modal analysis is
particularly useful as it advocates a shift of the “large wireless networks” research
agenda from seeking “universal” performance limits to seeking a multi-parameter
family of performance limits, where the key parameters, space, time and frequency
are interrelated. However, traditional performance bounds on spatially distributed
MIMO systems fail to depict the interrelation among space, time and frequency.
Several outcomes resulting from this thesis are: i) estimation of an upper bound
to degrees of freedom of broadband signals observed over finite spatial and tem-
poral windows, ii) derivation of the amount of information that can be captured
by a finite spatial region over a finite bandwidth, iii) a new framework to illus-
trate the relationship between Shannon’s capacity and the spatial channels, iv) a
tractable model to determine the information capacity between spatial regions for
narrowband transmissions. Hence, our proposed approach provides a generalized
theoretical framework to characterize realistic MIMO and spatially distributed
MIMO systems at different frequency bands in both narrowband and broadband
conditions.
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Chapter 1
Introduction
1.1 Motivation
The development of wireless communication systems has been accelerating at an
extraordinary pace for last few decades. Perhaps even more surprising is that
the last decade has seen wireless systems becoming an essential part of modern
life style requirements, almost exclusively fuelled by the widespread adoption of
communication between devices: cellular mobile radio systems, wireless local area
networks, sensor networks, digital broadcasting networks and smart grid schemes.
The aim of wireless communication systems is to enable users to communicate
with anyone or anything, anywhere, at any time, using a range of multimedia ser-
vices. The most popular matric for measuring the performance of such systems is
the capacity of wireless channels; an information theoretic concept which gives a
useful, although idealistic bound on the maximum information that can be trans-
mitted and received with negligible probability of error. Wireless communication
systems, thus, continue to strive for higher channel capacity to fulfil the dream of
flawless communications. The pioneering work of Shannon [1] was the first work
that analytically evaluated the capacity for an additive Gaussian noise channel for
point to point communications.
The traditional approach to improve performance of wireless communication
systems is, however, to increase the signal to noise ratio (SNR) at the receiver by
transmitting more power which is relatively costly [2]. A more successful scheme
1
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to improve performance of wireless systems is by exploiting some form of diversity,
i.e., frequency diversity, time diversity, spatial diversity, polarization diversity etc.
The principle idea is to allow the transmitted power to be received in a number
of different ways. For instance, frequency diversity spreads the transmitted power
over wider bandwidths or across a number of separate frequency channels [3].
However, with the rapid allocation of the frequency spectrum that is favorable for
propagation conditions, the frequencies of interest have become a scarce and very
expensive resource [4].
Introducing the concept of smart antennas or adaptive array antennas has
proved highly efficient in the use of the frequency spectrum and shown a great
potential by providing a significant improvement in the performance of wireless
communications [5–7]. Smart antenna systems can be defined in a simple manner.
These systems are consist of an antenna array combined with simultaneous pro-
cessing of signals across both spatial and temporal dimensions, a technique known
as space-time processing (STP) [8]. The use of spatial processing offers improved
performance including range extension, capacity enhancement, higher data rates
and better bit error rate performance [6, 9, 10].
Depending on the location of antenna array at the transmitter or receiver,
a smart antenna system may be defined as either multiple-input single-output
(MISO) or single-input multiple-output (SIMO), respectively. Further, multiple-
input multiple-output (MIMO) systems have emerged as one of the most signif-
icant technical breakthroughs in modern communications where antenna arrays
are employed at both receiver and transmitter. MIMO systems establish multiple
parallel channels between the transmit and the receive antenna array and these
channels operate simultaneously at the same frequency band. In addition, to en-
sure improved performance MIMO systems do not even require additional power
or bandwidth over the single antenna case. The work of Teletar [11] portrayed the
potential of MIMO systems in achieving significant capacity gains in rich scatter-
ing environments where the antennas within the transmit and receive arrays are
uncorrelated. This capacity gains evolved over the consecutive years to encompass
multiuser MIMO systems. Multiuser MIMO is a set of advanced MIMO technolo-
gies where multiple multi-antenna transmitters/ receivers are spread in the spatial
dimension [12]. Thus, multiuser MIMO systems promise an increase in capacity
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gain compared to conventional MIMO systems. However, in realistic scattering
environments where antennas are insufficiently separated, the received signals be-
come correlated, resulting in an overall lowering of system capacity. This issue can
be resolved by means of spatially distributed antenna elements.
A generalized paradigm for MIMO systems, distributed antenna systems, is
proposed as a solution where spatially separated antenna are connected to a com-
mon source via a transport medium that provides wireless service within a geo-
graphic area or structure [13]. A large body of research works proved that dis-
tributed antenna systems can improve the link reliability [14], provide an excellent
signal quality [15] and enhance the system capacity [16–18] compared to conven-
tional MIMO systems. Furthermore, [19–21] provided a characterization of the
inherent outage capacity analysis of distributed antenna systems.
More recently, there is a growing interest in the literature in the use of dis-
tributed transmit and receive antennas in clusters to achieve large performance
gains in wireless networks. Several works (i.e., [22–29]) demonstrated that ‘more
realistic’ capacity limits are best explained by considering the antennas over fi-
nite spatial diversity (compact volumes of space), since the antennas are typically
much farther apart from each other, thus an independent and identically dis-
tributed (i.i.d.) fading model may seem appropriate. Further, as the spatially
distributed MIMO systems capture most multiuser communication scenarios, this
area has drawn a lot of attention with the growing popularity of ad-hoc and sensor
networks. One rigorous way to characterize the capacity of such systems is based
on the work of Gupta and Kumar [30] who proposed the simpler case in which all
nodes in the network transmit at same bit-rate. The bounds in [30] were derived
under some additional assumptions on the physics of propagation and on some
restrictions on the communication strategy employed by nodes (i.e., multi-hop
operation and pairwise coding and decoding). Later, a large number of articles
appeared in the information-theoretic literature [31–38] presenting bounds on the
capacity scaling of wireless ad-hoc and sensor networks. In consequence, the works
of [39–44] stated the capacity scaling of narrowband spatially distributed MIMO
systems and showed performance gains. These results, however, depend on the as-
sumptions made on the propagation process, presence or absence of fading, choice
of fading and path loss models etc., providing different lower and upper bounds
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on the scaling limit of the capacity.
Despite their fundamental focus, most of these studies are limited in their gen-
erality, relying on specified propagation environments (isotropic, line of sight or
rich scattering), transmission regimes (narrowband or broadband transmissions),
propagation structures (radiating or interior wavefield) and source distributions
(nearfield or farfield). Thus, we have identified, there is a need for a more gen-
eral theoretical analysis of fundamental performance limits of spatially distributed
MIMO systems from a physical wavefield perspective. This is a complex and the-
oretically challenging problem that is aimed to be answered in this thesis. This
thesis approaches this problem by using the underlying physics of free-space wave
propagation to explore the fundamental performance limits of wireless systems due
to constraints imposed by the basic laws governing wavefield behavior.
1.2 Problem Statement
For the conventional MIMO systems, it is now well established that there are
a number of qualitatively different operating regimes. For instance, for point to
point communications, SNR determines the operating regime of the channel. When
SNR  0 dB, the channel is in a bandwidth-limited regime. In this regime, the
capacity is approximately linear in the bandwidth, and the performance depends
critically on the bandwidth available, but not so much on the transmit power.
In contrast, when SNR  0 dB, the channel is in a power-limited regime. In
this regime, the capacity is approximately linear in the transmit power, and the
performance depends critically on the transmit power available, but not so much
on the bandwidth. Similarly, in MIMO systems, when the antennas are placed
sufficiently apart, the capacity increases linearly with the number of antennas.
However, for dense antenna arrays the capacity is limited by physical constraints
and cannot increase linearly with the number of antennas. To obtain an analogous
understanding of the operating regimes of large scale wireless systems, this thesis
advocates a shift of the “large networks” research agenda from seeking “universal”
performance limits, to seeking a multi-parameter family of performance limits,
where the key parameters (space, time and frequency) are strongly linked and
many different limits with respect to these parameters are studied.
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In accordance with this idea, consider two regions of finite size populated with
antennas, as depicted in Figure 1.1. Further, consider communication between the
regions in a rich scattering environment irrespective of the configuration of the
antennas (number of antennas and their placements).
Transmitter Region Receiver Region
Figure 1.1: Communication between regions.
Based on this framework, the main problem solved in this thesis can be stated as
For a given constraint on the size of the transmitter and receiver regions, what
are the information theoretic performance limits for wireless information transfer
between regions?
This general question motivates the work in this thesis to develop a new ap-
proach where space, time and frequency are treated as finite resources which place
fundamental limits on the performance of wireless systems. The significant fea-
tures of our approach is that it can be applied to any array geometry regardless of
number of antennas/ sensors and their placements, can be used over a large band-
width or in narrowband transmission regime and can deal with transmit antennas
in the nearfield or farfield of the receiver region.
In addition, the above mentioned general question can be divided into multiple
sub-questions as follows:
• What would be the limit to the signal degrees of freedom in a region of
space, for a given constraint on the region size, signal bandwidth and time
of observation?
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• What would be the amount of information that can be captured/ received
by a limited spatial region?
• What would be the amount of information that can be emitted/ excited from
a limited spatial region?
• What would be the information capacity between the limited spatial regions?
In order to address these questions, the general philosophy of our approach is
to analyse the underlying physical and mathematical structure of the free-space
wave propagation, and to exploit this knowledge to gain insights into the funda-
mental performance limits of wireless communication systems. Physically, there
are two signal domains of interest: space domain and time/ frequency domain.
The mapping between them imposes the limits to the performance of wireless sys-
tems. Furthermore, at a physical level signals are characterized by the classical
wave equation. The general solution to the wave equation can be decomposed into
modes which are orthogonal functions of the spatial coordinates. These modes
exhibit interesting mathematical properties and form a useful set of basis set to
analyse any signal. Hence, the set of analysis tools we use, called modal anal-
ysis techniques, are based on traditional techniques used to solve the classical
wave equation. The modal analysis techniques provide insights into the intrinsic
structure of the general wave propagation, in effect, help to gain insights into the
fundamental performance limits of wireless systems.
However, the philosophy incorporated behind our approach is well established
in literature (i.e., [45–48]). The capacity limit of narrowband spatially distribited
MIMO systems was given based on modal analysis techniques in [45,46]. Whereas,
the wideband MIMO has motivated the analysis of the performance limits of spatial
wireless systems to support transmission over significant bandwidth. The degrees
of freedom results provided in [49,50] were derived analytically using a geometrical
argument to extend the narrowband degrees of freedom results of [47, 48] to a
broadband scenario. Hence, there is a need to develop a theoretical framework to
analyse the fundamental performance limits of wireless systems applying the modal
analysis techniques. This will help to better understand the fundamental principles
of wireless systems. This thesis, indeed, develops the theoretical framework to
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derive fundamental limits of spatio-temporal wireless systems under constraint of
limited spatial observation region.
Hence, from the above discussion, the flow of underlying ideas are shown pic-
torially in a mind map in Figure 1.2.
Wireless
Channel
Space-Time Signal
Degrees of Freedom
Frequency Effects Observation Region Size Effects
Exterior/ Interior EffectsNearfield/ Farfield Effects
Mode/ Order of Wavefields
Modal
Analysis
Continuous Spatial 
and Temporal 
Regions
Narrowband
and Broadband 
Transmission
Fundamental Limits 
of Wireless Systems
Figure 1.2: Mind map of the thesis.
1.3 Thesis Aims
In this section, we highlight the main questions that are to be answered in the
different parts of this thesis. These are:
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• How the broadband space-time signals can be coupled to a limited region of
space?
• What is the limit to the degrees of freedom of signals observed within a region
of space, when the only constraints are the region size, signal bandwidth and
time of observation?
• How the spatial degrees of freedom is interrelated to the time-frequency
degrees of freedom?
• What is the amount of information that can be captured by a limited spatial
region for a given bandwidth?
• What are the key propagation conditions to model the spatial channels that
provide this capacity?
• How Shannon’s communication model can be extended to spatial domain in
addition to the time-frequency domain?
• What is the relationship between Shannon’s capacity and the continuous
spatial channels?
• Is there a tractable model which describes the spatial characteristics of nar-
rowband transmissions between arbitrary shaped regions of finite size?
1.4 Thesis Structure
Figure 1.3 shows the breakdown of the work carried out in this thesis. The body
of this thesis is structured around two main parts. The first part describes funda-
mental performance limits of wireless systems for broadband transmissions in both
two and three dimensions (2D and 3D). The second part tackles the narrowband
transmission regime. Further, the first part investigates the performance limits for
a given constraint on the size of the receiver region without having any knowledge
about the configuration of the transmitter region. In comparison, the second part
focuses on communication between the arbitrary shaped transmitter and receiver
regions. A summary of the thesis is listed as follows.
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Spatio-Temporal
Wireless Systems
Chapter 2
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Chapter 3
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of Freedom 
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Chapter 4
Channel 
Capacity 
in 3D
Chapter 5
Spatial 
Characterization 
in 2D
Chapter 2
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Chapter 6
Spatial Characterization
of Spatially Distributed 
MIMO Systems
Figure 1.3: The breakdown of the thesis.
• The remainder of this chapter lists the contribution of the thesis.
• Chapter 2 reviews related literature on the fundamental performance limits
of wireless communication systems and also provides a brief background to
the approach developed and described in this thesis.
• Chapter 3 provides the degrees of freedom of broadband signals observed
over a finite region of space.
• Chapter 4 demonstrates how much information can be captured by a limited
region for a given bandwidth.
• Chapter 5 illustrates the spatial characteristics of a broadband MIMO chan-
nel analogous to Shannon’s communication model.
• Chapter 6 develops a rigorous method to analyse the instantaneous capacity
and outage probability of narrowband transmissons between two arbitrarily
shaped clusters.
• Chapter 7 concludes the thesis and suggests some projects for further re-
search.
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1.5 Contribution of Thesis
In this thesis, performance of wireless communication systems will be examined
in more physically realistic environments. By including the spatial limits, this
thesis derives new bounds and fundamental limitations on performance of wireless
systems. A summary of the major contributions of this thesis follows.
• Chapter 2: provides an up-to-date literature review with respect to the ap-
plication of space-time processing in wireless communication systems. This
chapter also provides the general background concepts behind the different
theories and applications introduced in this thesis. The main objective is to
provide a brief background to the approach developed and described in this
thesis, and also to discuss relevant recent development in the literature.
• Chapter 3: presents a closed-form expression for the degrees of freedom
of band limited signals observed over finite temporal and spatial windows.
In order to address this topic, for given restrictions on size of the observa-
tion region, bandwidth and observation time, we characterize the observable
signals using modal expansion of wave propagation. When signals are trans-
mitted to a spatially constrained region, an infinite number of spatial modes
are excited in the spatial region. Our analysis shows that the effective ob-
servation time is independent of spatial modes and dependent on the size
of the observation region. Further, though the effective bandwidth at the
lower spatial modes is equal to the given frequency bandwidth, the effec-
tive bandwidth drops as mode index increases depending on the acceptable
signal to noise ratio (SNR) at each spatial mode. Thus, only a finite num-
ber of spatial modes carry information. In the context of broadband MIMO
communications, these findings indicate that the classical degrees of freedom
result of time-bandwidth product does not extend directly to the product of
spatial degrees of freedom and time-bandwidth product. Instead, finite num-
ber of spatial modes (independent channels) are available, each with its own
time-frequency degrees of freedom.
• Chapter 4: derives the information theoretic capacity of a finite spherical
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region for a given bandwidth irrespective of any specific assumptions on the
propagation conditions, channel gains or propagation structure. The pro-
posed MIMO system is designed with receiving antennas distributed within
a spherical region of finite size and transmitting antennas located outside
the region of interest. The design problem is approached from a physical
wavefield perspective, in particular using the modal expansion of the free
space wave propagation in 3D. When signals are transmitted to a spatially
constrained receiver region, there will be an infinite number of spatial modes
excited in the region and only a finite number of those excited modes will
carry information. Further, the effective spatial modes represent the maxi-
mum number of independent parallel channels available for communication.
We show that for a given limitation on transmit power per spatial mode, how
channel gain over the spherical region is distributed over frequency among
the independent channels. Further, we evaluate the total amount of infor-
mation that can be captured by the region for a given bandwidth.
• Chapter 5: studies the channel capacity for broadband transmissions in
a 2D wavefield observed on the edge of a limited source-free disk region
over a finite temporal window. It has a wide range of applications, such
as characterizing broadband distributed or large scale MIMO systems and
evaluating the capacity of these systems. However, to address this topic,
for given constraints on region size, bandwidth and observation time, the
2D multipath field is characterized as a series of orthogonal basis functions
encoded in a finite number of spatial orders. Each of these spatial orders
represents an independent channel. We show that for each channel, how the
observable time and band limited signals are coupled to a limited region of
space. Afterwards, analogous to Shannon’s work, we evaluate the capacity of
each channel. The derived result indicates that due to the space-frequency
coupling relation, for a fixed average signal power over the bandwidth, not
all channels have the same capacity. Rather, the lower spatial orders provide
large performance gains and channel capacity drops as spatial order index
increases. In addition, different orders provide optimum performance at
different radial positions.
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• Chapter 6: investigates the performance limits of narrowband transmis-
sions between two arbitrary shaped clusters subject to Rayleigh fading. This
chapter considers that each cluster contains antennas distributed at random.
Further, we consider communication between the clusters in terms of or-
thonormal basis functions encoded in modes. Hence, we can think of the
antenna elements in a form of mode excitation, where each mode of the trans-
mit cluster is coupled via the non-line of sight, rich scattering environment
to a receive mode. In this context, we define the coupling coefficients and
show the relation between transmit and received signals in terms of these co-
efficients. A sum rule to evaluate the coupling strengths is also derived which
implies that the total coupling strength is finite and invariant upon changes
in the orthonormal basis functions. Based on this mathematical formalism,
for a given constraint on the total transmit power and considering presence
of additive white Gaussian noise (AWGN) at the receiver, we investigate the
usefulness of various channel capacity definitions: instantaneous capacity
and outage capacity. We demonstrate that the distributed MIMO systems
provide best performance when the clusters are of same size. Further, pop-
ulating clusters with different number of antennas simply adds redundancy
to the system. In addition, to facilitate the total transmit power alloca-
tion among the channels, we look at a descending transmit power allocation
algorithm which outperforms the existing equal transmit power allocation
scheme at both low and high SNR.
Chapter 2
Underlying Fundamentals of Spatio-
Temporal Communications
Overview: This chapter provides the key background and fundamental concepts
behind the space-time processing theories for wireless communication systems in-
troduced in this thesis. The main objective is to provide a brief background to the
approach developed, namely the modal decomposition of wireless signals. The sub-
sequent chapters utilize this approach to derive novel solutions for the performance
limits of wireless systems (i.e., signal degrees of freedom, channel capacity) for
narrowband and broadband signal transmissions. At the same time, this chapter
highlights an up-to-date literature review with respect to the different areas of re-
search done in this thesis including, spatial sampling, broadband communications,
conventional MIMO systems, distributed networks and large scale MIMO systems.
2.1 Introduction
Traditionally, before the emergence of wireless systems capable of employing the
diversity over spatial dimension, signals were generally transmitted in time/ fre-
quency domain. However, when it turned out that additional information can
be conveyed using spatial diversity, global research started focusing on wireless
systems that incorporate transmission of signals in both spatial and temporal di-
mensions, such as MISO and MIMO technologies.
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The fundamental performance limits of wireless systems have been studied now
for many decades. The signal processing techniques used for this purposes are
constantly being evolved with our understanding on wave propagation. The study
of the information content of propagating waves has been addressed in different
contexts. Physics papers often refer to the early works of Toraldo di Francia
[51–53], which were the starting point for the more rigorous analysis of [54–56]. In
the context of communication theory, the topic has gained renewed attention in
the study of performance limits of wireless systems, specially MIMO systems and
have been addressed by a large number of authors (e.g., [48,49,57–62]). The main
objective of this thesis is to analyse the performance of spatio-temporal wireless
systems. Therefore, we require a solid basis on the motion and propagation of
spatio-temporal waves.
This chapter highlights the key background and fundamental concepts needed
and related to the thesis contributions. At the same time, we review the related
literature for the different areas of research done in this thesis. We then formalize
a simple framework to analyse the characteristics of space-time signals which is
used in the upcoming chapters to derive novel solutions.
There are contributions from this thesis towards the areas of spatial sampling,
broadband MIMO systems, distributed networks, large scale MIMO systems and
sensor and ad-hoc networks. Therefore, the relevant literature for this variety of
contributions is from different areas including conventional and distributed MIMO
systems, array signal processing and more as seen in Figure 1.1. Further, the
chapters dealing with the respective contributions provide detailed analysis of the
relevant literature.
However, at the physical level, signals are characterized by the classical wave
equation. In this chapter, we discuss the wave equation solution in terms of a
finite and compact expansion of modal components. We show that each mode is
associated with a spatial basis function in the form of a cylindrical or spherical
harmonic function for 2D or 3D propagation of waves, respectively. This enables
the direct application of the wave equation in array signal processing targeting
the performance analysis of spatio-temporal wireless systems. In order to derive
realistic fundamental performance limits, we consider a few special cases of the
aforementioned modal expansion. All of these theories are effectively utilized in
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the subsequent chapters as a key to examine the interrelation among space, time
and frequency.
2.2 Overview of Wireless Communications
Communication systems convey information from one point to another via physi-
cal channels that propagate electromagnetic, acoustic or other wave. For practical
purposes, a communication system can be considered to be ‘wired’ or ‘wireless’
(e.g., conventional telephone, radio communications etc.). A general communica-
tion system is depicted schematically in Figure 2.1.
Source of
Information
Message
Transmitter
Channel
Transmitted
Signal
Receiver
Received
Signal
Reproduced
Message
User of
Information
Communication System
Figure 2.1: General communication system.
Communication system consists essentially of three elements.
• Transmitter: operates on massage and produces a signal suitable for trans-
mission to the receiving end over the channel.
• Channel: the physical medium used to transmit the signal from the trans-
mitting to the receiving end. It can be a pair of wires, a coaxial cable or a
band of frequencies. During transmission or at the receiving end, the signal
may be perturbed by noise or distortion.
• Receiver: operates on the received signal and attempts to reconstruct the
original message from it.
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Since the invention of the radio telegraph by Marconi in 1895, wireless commu-
nication has drawn great interest and is now one of the most rapidly developing
technologies. From narrowband voice communications to broadband multimedia
communications, the data rate provided by the wireless communications has in-
creased dramatically, from kilobits per second to gigabits per second. However,
with increasing demand on wireless internet and personal multimedia, the per-
formance limits of wireless communications need to be further expanded. This
chapter highlights the key background and fundamental concepts of performance
of wireless communications needed and related to the thesis contributions. In order
to do so, we begin with a brief introduction to: Shannon’s capacity for broadband
transmission and performance analysis of MIMO as well as spatially constrained
MIMO systems. We then discuss the relevant signal processing theories and tech-
niques available in literature related to the characteristics of space-time signals.
2.3 Broadband Communications: Fundamental Per-
formance Limits
This section introduces the basic concepts in point to point wireless systems that
are related to this thesis’s contributions. The study of point to point broadband
wireless links helps to gain a better understanding of the wireless communication
systems. In order to analyze the performance of broadband transmissions, we
start with a clear view of the sampling theorem introduced by Shannon [1, 63] to
information theory.
2.3.1 Sampling Theorem
Shannon’s sampling theory allows to represent a continuous bandlimited signal by a
discrete sequence of its samples without the loss of any information. It also specifies
the lowest rate of such sample values that is required to reconstruct the original
signal. However, the interest of communication engineers in sampling theory may
be tracked back to Nyquist [64]. Further, [65] stated that Shannon’s sampling
theorem was organized by E. T. Whittaker [66], J. M. Whittaker [67,68] and Ferrar
[69], even some attribute it to Cauchy [pp. 41] [70]. In the Russian literature this
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theorem was introduced to communication theory by Kotel’nikov [71], whereas, in
Japanese literature, it was introduced by Someya [72]. In addition, this celebrated
theorem, with some variations from Shannon’s, was discussed briefly by a number
of works [73–84].
Consider a continuous bandlimited time function denoted by f(t). Then this
function is uniquely characterized by its continuous Fourier transform, F (ω), where
ω is the angular frequency. Bandlimited functions are those whose Fourier trans-
form is non-zero only within some limited frequency range [−W,W ]. Further, due
to this compact support in the frequency domain, all bandlimited functions have
infinite extent in the time domain.
Hence, we can express the time signal as
f(t) =
1
2pi
∫ 2piW
−2piW
F (ω)eωtdω. (2.1)
Then over the range −2piW ≤ ω ≤ 2piW , the Fourier series expansion of the signal
spectrum F (ω) is
F (ω) =
∞∑
n=−∞
cne
−jω n
2W (2.2)
where the Fourier coefficients cn is defined as
cn =
1
4piW
∫ 2piW
−2piW
F (ω)ejω
n
2W dω (2.3)
=
1
2W
f(
n
2W
). (2.4)
Here, (2.4) follows from substituting (2.1) with t = n/2W in (2.3).
Note that cn is proportional to the samples of f(t). It illustrates that the sam-
ples of f(t) determines the coefficients cn in the Fourier series expansion. As a
result, according to the uniqueness property of Fourier transform, f(t) is deter-
mined. Hence, the time signal f(t) can be reconstructed from its samples as
f(t) =
∞∑
n=−∞
f(
n
2W
)
sin pi(2Wt− n)
pi(2Wt− n) (2.5)
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where sin(·)/(·) are the orthogonal basis functions. This result is obtained by
substituting the Fourier series (2.2) in (2.1), applying (2.4) and then exchanging
the integration and summation.
According to [53], reconstructing the entire Fourier transform would require the
recovery of a countably infinite number of samples, or degrees of freedom (DoF). In
the absence of noise, all of these DoF can be recovered and f(t) can be perfectly
reconstructed. However, in the presence of even the minutest amount of noise,
only some smaller number of parameters can be recovered [85]. In this context,
Shannon’s sampling theorem showed that in order to limit f(t) within the time
interval [0, T ], f(n/2W ) in (2.5) is non-zero for only the appropriate values of n:
0 ≤ n/2W ≤ T. (2.6)
This implies
f(t) =
2WT∑
n=0
f(
n
2W
)
sin pi(2Wt− n)
pi(2Wt− n) . (2.7)
Hence, there are at most 2WT + 1 non-zero terms in (2.7), in effect, the available
signal degrees of freedom is 2WT + 1.
However, in another approach, [86–89] investigated this essential signal degrees
of freedom by deriving a set of optimal basis functions for the space of time limited
signals; the Prolate Spheroidal Wave Functions (PSWF) and stated that although
an infinite number of the functions is needed to model the bandlimited recon-
struction problem, only approximately 2WT of them can be reconstructed in the
presence of noise1.
Therefore, if the number of samples taken, denoted by D, is greater than 2WT ,
then the time signal f(t) is perfectly reconstructed. As a result, the performance
of the sampled system will be dictated by the fundamental performance of the
continuous system. If D < 2WT , then we cannot reconstruct the time signal
perfectly, and the performance will be less than the fundamental continuous bound.
1Though this is a well acceptable result, impact of noise is not well documented.
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2.3.2 Shannon Capacity
Based on the sampling theorem, Shannon showed that considering an additive
white Gaussian noise (AWGN) channel, the capacity of the channel [1, 63] is
C = W log2
(
1 +
P
N
)
bits/sec (2.8)
with minimal frequency of errors where P/N is the signal to noise ratio (SNR).
In Shannon’s communication model, the noise in the system is assumed to be
AWGN, bandlimited to 2W and it is added to the transmitted signal of average
power P to produce the received signal. The AWGN has the property that each
sample is perturbed independently of all the other, and the distribution of each
amplitude is Gaussian with standard deviation
√
N where N is the average noise
power. Analogous to Shannon, this thesis will restrict its attention to AWGN.
2.4 Performance Limits of MIMO Systems
The pursuit of higher performance gains has established MIMO systems as a stan-
dard technique in modern wireless communications. The core idea in MIMO sys-
tems is space-time signal processing in which time (the natural dimension of sig-
nals) is complemented with the spatial dimension inherent in the use of multiple
antennas. This allows to spatially multiplex several streams of data and transmit
them simultaneously, thus, ensures significant performance gain [90]. Further, the
prospect of many orders of magnitude improvement in wireless system’s perfor-
mance at no cost of extra spectrum is largely responsible for the success of MIMO
systems. This has prompted progress in areas as diverse as channel modeling, sig-
nal processing, antenna design, information theory and coding and fixed or mobile
multi-antenna aware cellular design.
2.4.1 Overview of MIMO Systems
The concept of MIMO systems has been under development for many years for both
wired and wireless communications. The earliest MIMO applications in wireless
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communications date back to the mid-1980s, when the pioneering works of Winters
[91–94] introduced a technique of transmitting data from multiple users over the
same frequency/ time channel using multiple antennas at both the transmitter and
receiver ends. Afterwards, several research works [95–102] made further significant
advances in the field of MIMO communications. In the late-1990s, Fochini [103]
and Telatar [11] proposed new approaches for improving the efficiency of MIMO
systems, which inspired numerous further contributions [104–114].
We can define MIMO systems in a simple manner. Given an arbitrary wireless
communication system, we consider a link between the transmitting end and the
receiving end where both ends are equipped with multiple antenna elements. Such
a setup is illustrated in Figure 2.2. The idea behind MIMO is that the signals
on the transmit antennas at one end and the receive antennas at the other end
are ‘combined’ in such a way that the quality (bit-error rate) or the data rate
(bits/sec) of the communication for each MIMO user will be improved. Such an
advantage increase the network’s quality of service significantly.
TX S/P
TX
TX
TX
Signals
Channel RX S/P
RX
RX
RX
Figure 2.2: A MIMO system with N transmit antennas (TX) and M receive
antennas (RX). The transmit and receive signal processing (S/P) includes coding,
modulation, mapping etc., and may be realized jointly or separately.
A key feature of MIMO systems is the ability to exploit the spatial aspects
of multipath propagation, which traditionally is a pitfall of wireless transmission.
MIMO systems, rather, turn multipath propagation into a benefit for the user [115].
MIMO systems effectively takes advantage of random fading [11,103,105] and when
available, multipath delay spread [104,116] for multiplying transfer rates. Further,
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MIMO channels provide a number of advantages over conventional single-input
single-output (SISO) channels such as the array gain, the diversity gain and the
multiplexing gain. Though the array and diversity gains are not exclusive of MIMO
channels and also exist in single-input multiple-output (SIMO) and multiple-input
single-output (MISO) channels, the multiplexing gain is a unique feature of MIMO
channels.
Here, we briefly describe these gains:
• Array Gain: is the improvement in receiver signal-to-noise ratio (SNR) that
results from the coherent combining at the receiver. For instance, ifM receive
antennas are employed, the combined signals are added in phase, while the
noise is added incoherently, producing a gain of M with M antennas.
• Diversity gain: is the improvement in link reliability obtained by transmitting
the same data on independently fading branches.
• Spatial multiplexing gain: is the performance gain obtained at no additional
power or bandwidth consumption due to the use of multiple antennas at both
sides of a wireless radio link.
2.4.2 MIMO Channel Model
In MIMO systems, the channel capacity grows linearly with the number of degrees
of freedom, which is therefore a key performance measure. The ground-breaking
papers of Fochini [103] and Telatar [11] showed that the number of degrees of
freedom is the minimum of the number of transmit and receive antennas and when
the scattering environment is rich enough to allow receive antennas to separate out
signals from different transmit antennas, MIMO channels offer large capacity gains.
Lets briefly discuss the findings of [11, 103]. In order to do so, consider s(t)
as the signal transmitted at time t, then the received signal y(t) at the receiver is
given by the convolution of the channel impulse response, h(τ, t) and s(t) as
y(t) =
∫ ∞
−∞
h(τ, t)s(t− τ)dτ + z(t) (2.9)
where h(τ, t) is a function of both time t and delay τ of the channel and z(t)
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represents the additive white Gaussian noise (AWGN) at the receiver. However,
noise models other than AWGN can also be considered [117,118].
A MIMO system is shown in Figure 2.2 with N transmit and M receive anten-
nas. The channel impulse response can be described by a M ×N matrix H(τ, t)
where element [H(τ, t)]rt is the impulse response of the channel from transmitter
t to receiver r.
Collect the transmitted signals into a N × 1 vector s , [s1, s2, · · ·sN ]T and the
received signals into a M × 1 vector y , [y1, y2, · · ·yM ]T where [·]T is the vector
transpose operator. Then (2.9) can be written as
y(t) =
∫ ∞
−∞
H(τ, t)s(t− τ)dτ + z(t) (2.10)
where z(t) is the M × 1 noise vector.
Though the continuous channel representation given by (2.10) is natural from
wave propagation point of view, understanding of digital communications is facil-
itated by a discrete time representation. Therefore, consider the sampling of the
received signal at t = nT with period T , then letting y(n) = y(nT ), we have
y(n) =
∞∑
m=−∞
H(m,n)s(n−m) + z(n). (2.11)
However, for narrowband transmissions or flat fading, there is negligible delay2 τ ,
hence, we can simplify the model to
y = Hs+ z (2.12)
where for simplicity, the time index n has also been dropped.
The channel matrix H in (2.12) is now a M ×N matrix
H =

h11 h12 . . . h1N
h21 h22 . . . h2N
...
... . . .
...
hM1 hM2 . . . hMN
 (2.13)
2Symbol duration is big enough compared to the delay spread.
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with elements [H ]rt = hrt representing the complex channel gain between the
tth transmit antenna and rth receive antenna. Further, to maximize performance
gain, it is reasonable to assume that the collection {[H ]rt} is jointly Gaussian and
circularly symmetric [11].
In most physical scenarios, the complex channel gainH is due to the collection
of many small contributions. For instance, imagine that the signals transmitted
from the transmit antennas first travel to a ‘cloud’ of scatterers, and then from
this cloud they travel to the receive antennas. Assume that once in the cloud,
the signals forget wherefrom they came. This translates to the assumption that
[H ]rt = [A˜]t[B˜]r where [A˜]t is the gain from the transmit antenna t to the cloud,
[B˜]r is the gain from the cloud to the receive antenna r and that the ‘A˜’ gains
and ‘B˜’ gains are independent. However, it is likely that when antennas t and
t′ are close to each other [A˜]t and [A˜]t′ will be correlated, and similarly for [B˜]r
and [B˜]r′ . Then letting these correlations be [A]t′t and [B]r′r, the entries of the
channel gain matrix H have a correlation structure given by [119]
E{[H ]rt[H ]∗r′t′} = [A]t′t[B]r′r (2.14)
where E{·} represents the expectation operator and [·]∗ represents the complex
conjugate of [·]. Further, it is clear from (2.14) that we should assume that A and
B are non-negative definite matrices. However, it is common to assume that the
collection {[H ]rt} form an independent collection ({[H ]rt} are uncorrelated).
2.4.3 Capacity Limits of MIMO systems
So far, we have considered a MIMO system shown in Figure 2.2 with N transmit
and M receive antennas and channel model is given by (2.13). Then the channel
capacity of a narrowband MIMO channel operating at a particular frequency with
total transmit power restricted to PT is defined as [2]
C = max
p(s):tr(V s)≤PT
I(s;y) (2.15)
where p(s) is the transmitter statistical distribution, V s = E{ss†} is the co-
variance matrix of the transmitted signals s with s† representing the complex
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conjugate transpose of s, tr(V s) is the trace of the square matrix V s and I(s;y)
is the mutual information of the transmitted and received signals.
Assuming the receiver noise is independent from the transmitted signals, the
mutual information is given by
I(s;y) = H(y)−H(z) (2.16)
with H being the differential entropy of a continuous random variable, thus, max-
imum capacity is achieved by maximizing the entropy H(y).
The entropy of a complex Gaussian vector y has the following identity [11]
H(y) = log2 |pieV y| (2.17)
where Vy = E{yy†} is the covariance matrix of the received signals y. Equality
in (2.17) is achieved if and only if y is a circularly symmetric complex Gaussian,
which is the case when s is circularly symmetric complex Gaussian. Then the
mutual information becomes
I(s;y) = log2
Vy
Vz
(2.18)
where Vz = E{zz†} is the noise covariance matrix and the received covariance
matrix becomes
Vy = HV sH
† + Vz. (2.19)
Then assuming uncorrelated noise at each receive antenna, the noise covariance
matrix Vz = σ2IM with noise variance σ2 andM×M identity matrix IM . In effect,
the mutual information can be written as
I(s;y) = log2
∣∣∣∣IM + 1σ2HVsH†
∣∣∣∣ . (2.20)
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2.4.4 Equal Transmit Power Allocation
When the receiver is aware of the realization of the channel, but the transmitter
only knows the statistics of the channel, it was shown in [11, 103] that in inde-
pendent and identically distributed (i.i.d.) Rayleigh fading, the optimal input
covariance matrix that maximizes capacity occurs for equal power uncorrelated
sources, V s = (PT/N)IN . Therefore, from (2.15) and (2.20), the instantaneous
capacity of the narrowband MIMO channel capacity is given by [11,103]
C = log2
∣∣∣IM + η
N
HH†
∣∣∣ (2.21)
where η = PT/σ2 is the average SNR at any receive antenna and † is the complex
conjugate transpose. Further, the capacity in (2.21) is in bits/s/Hz.
To emphasis the capacity growth achievable consider the singular value de-
composition (SVD) of the channel matrix H that decomposes the MIMO channel
into an equivalent system of parallel AWGN SISO channels. By SVD theorem,
any matrix H ∈ CnR×nT can be written as H = UDV †, where U ∈ CnR×nR
and V ∈ CnT×nT are unitary, and D ∈ RnR×nT is non-negative and diagonal.
D = diag{√λ1,
√
λ2, · · ·
√
λK , 0, · · 0}, where
√
λk, k = {1, 2, · · ·K} are the singular
values of the channel matrix and K = rank(H) ≤ min{N,M}. Therefore, (2.12)
can be rewritten as
y˜ = Ds˜+ z˜ (2.22)
where y˜ = U †y, s˜ = V †s and z˜ = U †z.
Hence, we have a system of K equivalent parallel SISO eigen-channels, as
depicted in Figure 2.3, with signal powers given by the non-zero eigenvalues
{λ1, λ2, · · ·λK}. In effect, the narrowband MIMO channel capacity in (2.21) can
be expressed as the sum of the capacities of the individual sub-channels as
C =
K∑
k=1
log2
(
1 +
η
N
λk
)
. (2.23)
It is evident that with a reduced number of significant eigenvalues in (2.23), the
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Input Output
Figure 2.3: Illustration of parallel eigen-channels of a MIMO system for singular
value decomposition H = UDV †.
capacity of the MIMO channel will be reduced because of a rank deficient channel
matrix. This situation occurs when the signals become correlated due to antenna
placement or scattering environment.
2.4.5 Fading Correlation in MIMO Systems
Since the first MIMO experiments performed at Bell Laboratories in the late nine-
teen nineties [120], it was clear that spatial aspects of MIMO systems can enhance
the throughput of the systems. Theoretically, it was predicted that the Shannon
capacity of MIMO systems could scale linearly with the number of antennas in
certain physical propagation conditions providing independence of channel gains
between transmitters and receivers [11, 105]. Consider a system employing nT
transmit antennas and nR receive antennas in narrowband flat fading channel. It
was shown in [105] that as min (nT , nR) tends to infinity, then the capacity of the
system grows proportionally to min (nT , nR) for fixed transmit power, provided the
fading between antennas is independent. This linear capacity growth has emerged
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as one of the most promising solutions for overcoming the demand for higher data
rates in wireless communications. However, it has also been pointed out that insuf-
ficient antenna spacing violates the assumption of independent fading and prevent
channel capacity to increase linearly with the number of antennas [105,121].
The works of [11, 103] assumed an i.i.d. fading model for channels between
different antenna pairs, whereas [122–124] assumed Rayleigh/Ricean/Nakagami
fading envelopes for the received signals and/ or independent fading between each
of the transmit-receiver antenna pairs. All of these models, however, have poor
physical significance, since the antenna configuration is not modelled. Thus, they
do not provide any insight into spatial aspects of MIMO channels and are not
an ideal framework to build space-time communication systems. In addition, a
significant hurdle in analyzing the performance of fading MIMO systems is the
random nature of the channel. As a result, the ergodic or mean capacity is often
used to characterize the random channel capacity [125–133]. By definition, the
ergodic capacity is the average of all occurrences of C and is expressed as
Cerg , E{C} = E
{
log2
∣∣∣IM + η
N
HH†
∣∣∣} (2.24)
where E{·} is the expectation over all possible channel realizationsH . The ergodic
capacity gives information on the average data rate offered by the channel and gives
a useful measure of the possible performance for a randomly fading channel.
Further, the deployment of the antenna elements in distances of more than the
half a wavelength to one wavelength (corresponding to the transmitted frequency)
is in general consideration to secure minimal correlation between the communica-
tion channels, since this allows the exploitation of the full system spatial diver-
sity [134]. The main obstacle towards this goal is the limited available physical
space for deployment of large numbers of antenna elements in both base stations
and mobile devices. Packing more antennas in a given space makes the fading cor-
related and therefore, cannot increase the capacity indefinitely. This is analogous
to Shannon’s communication model [63] where given the bandwidth constraint 2W
and transmission interval T , the available degrees of freedom is fundamentally lim-
ited to 2WT . Hence, increasing the number of time samples will also not increase
the capacity indefinitely.
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Dense deployment of antenna elements creates two main effects: spatial correla-
tion due to the proximity of the antennas as signal sources and mutual coupling due
to the proximity of the antennas as electrical components [135]. Numerous works
investigated the effect of spatial correlation on the performance of communication
systems by means of modeling [136–138], experimentation [139,140], and theoreti-
cal analysis [121,129,141–152], which also provided a characterization of the effect
of channel correlation on the performance of the wireless channels [153–157]. In
addition, the effect of the mutual coupling of the antenna elements on the system
performance has been well studied in the literature [158–166].
2.5 Introducing Spatial Constraints into MIMO Sys-
tems
As discussed in the previous section, even though MIMO systems emerged with
the promise of proving large spectral efficiencies, due to spatial correlation, it is
not possible to fully take into account the spatial aspects of MIMO systems. This
results in a significant reduction in the performance of MIMO systems. There-
fore, to demonstrate the ‘more realistic’ performance limits of MIMO systems, the
spatial aspects need to be exploited thoroughly.
2.5.1 Multiuser MIMO Systems
In conventional MIMO systems, the information transmitted via the multi-antenna
channels is limited to one user. Further, the performance of these systems strongly
depends on properties of the antenna arrays and the propagation environment in
which the system is operating. The complexity of the propagation environment,
in combination with the capability of the antenna arrays to exploit this com-
plexity, limits the achievable system performance. When the number of antenna
elements in the arrays increases, we meet both opportunities and challenges. The
opportunities include utilizing the extra spatial dimension provided by the mul-
tiple antennas, which makes it possible to transmit information to multiple users
simultaneously over the same bandwidth. This leads naturally into the topic of
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multiuser MIMO which allows a to transmit (or receive) signal to (or from) mul-
tiple users in the same band simultaneously, while the users are differentiated in
the spatial domain [167–171]. It is an attractive approach to increase spectral
efficiency in wireless links. Massive MIMO [172–174], MIMO-SDMA [175, 176],
cooperative MIMO [177–179] or in other words macrodiversity [180, 181] and ad
hoc MIMO [182] are all family of terminologies within multiuser MIMO, as each
of those technologies leverages multiple users as a degree of freedom in achieving
successful radio transmission.
The multiuser MIMO systems provide increased data rate, because with ad-
ditional antennas, more independent data streams can be transferred. Further,
these systems ensure enhanced reliability, since the more antennas are deployed,
the more distinct paths are available for the signals to propagate over. However,
multiuser MIMO technology for wireless communications in its conventional form
is maturing, and incorporated into recent and evolving wireless broadband stan-
dards like 4G LTE [183,184] and LTE-Advanced (LTE-A) [185,186].
2.5.2 Spatially Distributed MIMO Systems
It is expected that in multiuser MIMO systems, the system performance will in-
crease far beyond that of conversional MIMO systems in rich scattering propa-
gation environments. On the other hand, for limited scattering propagation en-
vironments, the performance and diversity order achieved will be limited, due to
the existence of strong correlation between channel paths. This is indeed what
happens for a multiuser MIMO system, in which multiple antennas are collocated,
since the antennas are only few wavelengths apart. Intuitively this can be ex-
plained by the fact that if the antennas are close together and one of the links
has poor quality, the others will have poor quality with high probability, and thus,
the overall system performance will be poor. On the contrary, for a system with
independent links, if one of the links has poor quality, at least one of the other
links will have good quality with a fairly high probability, which increases with
the number of considered links. Therefore, to achieve high spectral efficiencies and
attain high performance gains, the channels should be independent. Due to this
limitation, the number of antennas deployed in a multiuser MIMO system cannot
30 Underlying Fundamentals of Spatio-Temporal Communications
be high. One possible solution to cope with this problem is to have distributed
antennas [187–190].
The scope of this thesis is restricted to spatially distributed MIMO systems.
With spatially distributed MIMO systems, we think of wireless systems in which
information is transmitted from a spatial region to another where a large number
of antennas occupy each of the spatial region. Unlike conventional collocated an-
tenna systems, antennas in spatially distributed MIMO systems are geometrically
separated within a region of space, as depicted in Figure 2.4. Thus, spatially dis-
tributed multiuser MIMO shows a fundamental paradigm shift from conversional
MIMO and multiuser MIMO systems with regards to theory, implementation and
performance.
Transmitter Region Receiver Region
Figure 2.4: Schematic diagram of spatially distributed MIMO systems.
Consider a MIMO system where a spatially constrained source distribution
generates a wavefield which is observed within some spatial region. We can then
define the problem:
For a given constraint on the spatial region size, what are the fundamental perfor-
mance limits of spatially distributed MIMO systems?
The problem is illustrated in Figure 2.5. It should be noted that in Chapter 3,
Chapter 4 and Chapter 5 of this thesis, we analyze the fundamental performance
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limits of spatially distributed MIMO systems for given restriction only on the size
of the receiver region. Whereas, Chapter 6 considers size constraints on both the
transmitter and receiver region.
Spatially Constrained
Source Distribution
Spatially Constrained
Observable Wavefield
Information is Transmitted
to Observable Region
What Amount of Information is
Captured by Observable Region?
Figure 2.5: A Framework for spatially constrained MIMO systems.
However, in order to address this problem, we have to move away from standard
point-defined MIMO models to a functional-analysis viewpoint. The modeling of
multiple-element arrays as collections of points is not appropriate for the systems
with large numbers of antenna elements distributed within some spatially con-
strained region of space. Rather, we can consider space as a continuous parameter
for signals and view antenna elements as sampling functions that sample a con-
tinuous spatial signal, in an analogous way to the sampling of a continuous time
signal at varying intervals.
Further, one important aspect of the problem is that we are only able to observe
space-time signals over some finite region of space and time. These region con-
straints can be used to specify a wide variety of wavefield observations schemes
including:
• Spatial sampling or continuous regions of space.
• Temporal sampling or continuous regions of time.
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• Regions where space and time regions are independent.
However, despite the wide variety of different applications, the performance
limits in this problem are dependent on the fundamental effects of certain con-
straints including:
• Exterior (radiating) and interior wavefields.
• Farfield and nearfield antenna distributions.
• Narrowband and broadband transmissions.
A detailed discussion on exterior and interior wavefields as well as farfield and
nearfield distributions is provided in Section 2.6.
2.5.3 Performance Limits of Spatially Distributed MIMO
Systems
The physical limits of the number of degrees of freedom and of the information
capacity of spatially distributed narrowband MIMO systems have been considered
by a number of authors [40, 41, 45, 47, 48, 191–202]. These limits are universal, in
the sense that hold in any propagation conditions and do not depend on specific
assumptions on the channel gains, correlations structure, etc. The main result
of all of these works is that the number of degrees of freedom and information
capacity are physically limited by the size of the spatial region.
Moreover, the performance limits between two spatial volumes containing the
antenna arrays was studied by a large number of research works. Earlier works
[22,203,204], presented an exact, complete method for defining, evaluating and op-
timizing the best-connected orthogonal communication channels, modes or degrees
of freedom for scalar waves between two volumes of arbitrary shape and position.
In another approach, [23] addressed the capacity limits of compact MIMO arrays,
constrained in space but not in the number of antenna elements and compared
with traditional unconstrained arrays. In addition, [125, 205] presented a model
for MIMO outdoor wireless fading channels and predicted excellent performance
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for reasonable value of scattering radius of the transmitter and the receiver, al-
most regardless of how large the antenna spacing is. Furthermore, [62] numer-
ically studied the electromagnetic degrees of freedom of a noise limited system
in two dimensions with random multiple scattering and showed that the average
degrees of freedom is strongly dependent on the sizes of the transmit volume,
the receive volume and the scattering region, whereas, [28,60] proposed numerical
techniques for estimating channel capacity for MIMO systems where the system is
modeled using a transmit volume, a receive volume and a set of reflective scatter-
ers. In [25,26,149,206–209] an analytical model was developed for generating the
channel gains between arbitrary arrays of transmitter and receiver antennas for
general scattering environments and showed that there exists a maximum achiev-
able capacity for communication between spatial regions of space, which depends
on the size of the regions and the statistics of the scattering environment. More-
over, [29, 58, 210] studied the information capacity of Gaussian channels between
two volumes under a constraint in the average radiated power.
On top of that the works of [39–44] stated the capacity scaling of narrowband
spatially distributed MIMO systems in line of sight propagation environment. Ac-
cording to [39], capacity can be significantly improved when users form distributed
MIMO arrays and for no given limitation on transmit power, the capacity can scale
almost linearly with number of antennas. In another approach, the capacity result
in [40] was derived under the assumption that the phases of the channel gains
are functions of the locations of the antennas. Further, the capacity scalings pro-
posed in [41, 42] suffer from spatial limitations when the clusters are separated
by long distances, whereas, [43,44] studied the performance of distributed MIMO
transmissions between far away clusters of antennas.
In addition, the fundamental limits of spatially constrained broadband MIMO
systems were studied by [49, 50, 195, 211–214]. The definition of total degrees of
freedom of broadband multiple-antenna channels provided in [211,214] agreed with
the “rule of thumb” of multiplying the degrees of freedom available in space and
frequency. Whereas, [49,50,195] showed that for spherically restricted broadband
wireless transmissions the parameters space, time and frequency are linked together
and the degrees of freedom, as started in [49,50], is proportional to the surface area
of the spatial region, the square of the center frequency and bandwidth and the
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degrees of freedom of the broadband signal itself. Further, [212,213] indicated that
due to the mutual coupling of space and time spectra, it is not possible to exploit
time and space diversity gains simultaneously and the ultimate physical capacity
limit along both space and time dimensions corresponds either to the maximum
achievable information rate of an arbitrarily large MIMO narrowband system, or
to the one of a single-input single-output (SISO) ultra-wideband (UWB) system.
2.6 A Simple Framework to Analyze Space-Time
Signals
The classical wave equation is one of the fundamental equations in signal process-
ing. It governs how space-time signals radiated from a source distribution generate
a wavefield. Thus, to study the fundamental performance limits of spatio-temporal
wireless systems we require a solid knowledge in the physics of wave propagation.
In this section, we study the solution to the wave equation in detail and exploit
it to develop modal analysis techniques which provide insight into the structure
of the space-time signals. In order to do so, we start with reviewing the adiabatic
equation, which describes the wavefield at any arbitrary point within a homoge-
nous medium, often referred to as the Helmholtz wave equation. We then derive
solutions to the Helmholtz equation following [215, 216], which uses orthogonal
basis functions to parameterize a source free wavefield. In the subsequent chap-
ters, we use these solutions explicitly to develop modal analysis techniques to solve
the general performance limit problems of spatio-temporal wireless communication
systems.
2.6.1 Helmholtz Equation
The physics of wave propagation is described by the scalar wave equation given by(
∇2 − 1
c2
∂2
∂t2
)
ψ(x , t) = 0 (2.25)
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where ∇2 denotes the Laplacian operator, c denotes the wave velocity and ψ(x , t)
is the scalar wave field at an arbitrary point x and time t. Conventionally, it is
assumed that the wavefield ψ(x , t) has a time-harmonic dependence of angular
frequency ω [217, p. 48], in the form
ψ(x , t) = Ψ(x , ω)eiωt (2.26)
where Ψ(x , ω) is the space dependent part of the wavefield and i =
√−1. For
broadband signal environment, an arbitrary time dependent solution ψ(x , t) can
be obtained by using the principle of linear superposition as
ψ(x , t) =
∫ ∞
−∞
Ψ(x , ω)eiωtdω. (2.27)
In the context of this thesis, we are more interested in the space dependent
part of a given wavefield (2.26), and the explicit time dependence is dropped
for notational convenience. Substitution of (2.26) into (2.25) yields the time-
independent reduced wave equation or Helmholtz equation [218]
∇2Ψ(x , ω) + k2Ψ(x , ω) = 0 (2.28)
where k denotes the scalar wavenumber, which is related to the angular frequency
ω and wavelength λ through
k =
ω
c
=
2pi
λ
(2.29)
with c denoting the wave velocity.
The Helmholtz equation given in (2.28) determines all wavefields discussed in
this thesis. Note that even though we only consider scalar waves, our derived
results are equally valid for vector waves [219, p. 166].
In the following section, we solve the Helmholtz equation (2.28) in the spherical
coordinate system to obtain the space dependent wavefield Ψ(x , ω) where x =
(r, θ, φ). Here, r = ‖x‖ denotes the Euclidean distance of x from the origin, which
is the center of the region of interest, φ ∈ [0, 2pi) represents the azimuth angle and
θ ∈ [0, pi] the elevation.
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2.6.2 General Solution
The solution of (2.28) in the spherical coordinates is given by representing the
Laplacian operator in spherical coordinates as [215, p. 183]
∇2(·) = 1
r2
∂
∂r
[
r2
∂
∂r
(·)
]
+
1
r2 sin θ
∂
∂θ
[
sin θ
∂
∂θ
(·)
]
+
1
r2 sin2 θ
∂2
∂φ2
(·) (2.30)
and using a technique called the separation of variables as [215, p. 184]
Ψ(x , ω) = X(r, ω)Θ(θ, ω)Φ(φ, ω) (2.31)
which leads to three ordinary differential equations of the form [215, pp. 185-186]
d2Φ
dφ2
+m2Φ = 0 (2.32)
1
sin θ
d
dθ
(
sin θ
dΘ
dθ
)
+
[
n(n+ 1)− m
2
sin2 θ
]
Θ = 0 (2.33)
1
r2
d
dr
(
r2
dX
dr
)
+ k2X − n(n+ 1)
r2
X = 0 (2.34)
where n and m are integers.
The solution to (2.32) is
Φ(φ) = Φ1e
imφ + Φ2e
−imφ (2.35)
with arbitrary constants Φ1 and Φ2. Whereas, the finite solution to (2.33) is
Θ(θ) = Θ1Pnm(cos θ) (2.36)
where Pnm(·) denotes the associated Legendre function of the first kind and Θ1 is
an arbitrary constant.
2.6 A Simple Framework to Analyze Space-Time Signals 37
Further, the solution to (2.34) is
X(r) = X1jn(kr) +X2yn(kr) (2.37)
where X1 and X2 are arbitrary constants and jn(·) and yn(·) are spherical Bessel
functions of the first and second kinds, respectively. These functions are, respec-
tively, related to the Bessel functions of the first and second kind through
jn(z) =
√
pi
2z
Jn+1/2(z) (2.38)
and
yn(z) =
√
pi
2z
Nn+1/2(z). (2.39)
An alternate solution to (2.34) is be given by
X(r) = X3h
(1)
n (kr) +X4h
(2)
n (kr) (2.40)
where h(1)n (·) and h(2)n (·) are spherical Hankel functions of the first and second kinds,
respectively. They are also related to the Hankel functions of the first and second
kind through equations similar to (2.38) and (2.39). The distinct solutions (2.37)
and (2.40) will be later incorporated in Sections 2.6.3 and 2.6.4 with appropriate
wavefields depending upon the locations of the sources.
For convenience, the angle function solutions (2.35) and (2.36) are combined
into a single function called the spherical harmonic Ynm(θ, φ), defined by
Ynm(θ, φ) = (−1)m
√
(2n+ 1)
4pi
(n−m)!
(n+m)!
Pnm(cos θ)e
imφ. (2.41)
An important property of spherical harmonics is their orthonormality [215, p. 191]∫ 2pi
0
∫ pi
0
Ynm(θ, φ)Y
∗
n′m′(θ, φ) sin θdθdφ = δnn′δmm′ (2.42)
where [·]∗ denotes the complex conjugate operator and δnn′ denotes the Kronecker
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delta function
δnn′ =
1, n = n′0, n 6= n′. (2.43)
Furthermore, due to the above property, spherical harmonics form an orthonormal
set of basis functions spanning the spherical shell, and therefore, any arbitrary
function on a sphere g(θ, φ) can be expanded in terms of them.
From (2.37) and (2.41), it is apparent that jn(kr)Ynm(θ, φ) and yn(kr)Ynm(θ, φ)
are both solutions to (2.28). Consequently, a general solution to the Helmholtz
equation can be derived in terms of
Ψ(x , ω) =
∞∑
n=0
n∑
m=−n
[αnm(ω)jn(kr) + α̂nm(ω)yn(kr)]Ynm(θ, φ) (2.44)
where αnm(ω) and α̂nm(ω) are the frequency dependent modal coefficients. Simi-
larly, from (2.40) and (2.41) it is apparent that h(1)n (kr)Ynm(θ, φ) and h
(2)
n (kr)Ynm(θ, φ)
are also solutions to (2.28). As a result, an alternate solution to the Helmholtz
equation can be derived in terms of
Ψ(x , ω) =
∞∑
n=0
n∑
m=−n
[βnm(ω)h
(1)
n (kr) + β̂nm(ω)h
(2)
n (kr)]Ynm(θ, φ) (2.45)
where βnm(ω) and β̂nm(ω) are the frequency dependent modal coefficients.
Equation (2.44) supports cases where the standing wave solutions are more
appropriate, while (2.45) supports cases where the traveling wave solutions are
more appropriate [215]. Either of these solutions yield a completely general and
equivalent solution to the wave equation in a source-free region.
In the following two sections, we present two kinds of boundary value problems
which arise and are of interest to us, each being a subset of the solutions (2.44)
or (2.45). In the first case, we consider an incoming wavefield, in which the origin
is included and the sources are located completely outside the outer boundary. In
the second case, we consider an outgoing wavefield, in which the inner boundary
encloses all the sources and the outer boundary may extend up to infinity.
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2.6.3 Interior Field Solution
An incoming wavefield caused by sources located completely outside the field’s
outer boundary is known as an interior field. For numerical simplicity, let us
assume the interior field of interest lies over a spherical region of radius R centered
about the origin O, as shown in Figure 2.6. What distinguishes this case from the
annular region case is that (i) there is only a single boundary surface and (ii) the
region of validity includes the origin.
Region of 
Validity
Sources Sources
Figure 2.6: Interior field problem where all the sources are located outside the
outer boundary of the region of interest of radius R.
Noting that the field must be finite at the origin O (since the homogeneous dif-
ferential equation is valid there), the representation (2.45) is an ill-suited solution
for this case, since the spherical Hankel functions approach infinity at the origin.
Thus, we use (2.44) where the spherical Bessel function of the first kind jn(·) is
finite at the origin. However, since the spherical Bessel function of the second
kind yn(·) is infinite at the origin, we set α̂nm(ω) = 0 for all n and m yielding the
general solution for an interior field
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Ψ(x , ω) =
∞∑
n=0
n∑
m=−n
αnm(ω)jn(kr)Ynm(θ, φ). (2.46)
2.6.4 Exterior Field Solution
An outgoing wavefield caused by sources that are completely enclosed by the field’s
inner boundary is known as an exterior field. The outer boundary of an exterior
field may extend up to infinity and the region of validity does not include the
origin. For numerical simplicity, let us assume that the exterior field of interest
lies outside of a spherical region of radius Rs centered about the origin O, as shown
in Figure 2.7.
Region of 
Validity
Sources
Figure 2.7: Exterior field problem where all the sources are enclosed within the
inner boundary of the region of interest of radius Rs.
Since the requirement for a finite field at the origin is no longer valid, we turn
to (2.45) for the solution. In this equation, however, the second term represents
an in-coming wave which can not be excited when all the sources are within the
boundary. Thus, we set the the coefficient of the second term β̂nm(ω) = 0 for all
n and m yielding the general solution for an exterior field
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Ψ(x , ω) =
∞∑
n=0
n∑
m=−n
βnm(ω)h
(1)
n (kr)Ynm(θ, φ). (2.47)
The spherical harmonic decompositions given in (2.46) and (2.47) serve as
highly important tools in array signal processing due to their capability of effi-
ciently parameterizing any given source-free wavefield in terms of spherical ba-
sis functions [220–223]. Furthermore, since the wavefield coefficients αnm(·) and
βnm(·) are independent of the observation point, they are capable of characterizing
an entire continuous wavefield for a given frequency ω.
However, in practical scenarios, there exist one or more sources that cause the
wavefield of concern. In the following section, we model the wavefield generated
from a single source or distribution of sources, which requires (2.28) to be modified
by introducing a non-zero element to its right-hand side, transforming it to an
inhomogeneous Helmholtz equation [220, pp. 9-10 ]. We discuss two basic models
of sources that are widely used, i.e. point sources and plane waves. We also derive
solutions to the inhomogeneous Helmholtz equation caused by both source types,
which we later reduce into appropriate modal decompositions.
2.6.5 Nearfield and Farfield Distributions
A 3D point source can be regarded as an infinitely small object that radiates
spherically and uniformly distributed signal energy. A point source located at the
position vector x s defines the inhomogeneous Helmholtz equation
∇2g(x |x s, ω) + k2g(x |x s, ω) = −δ(x − x s) (2.48)
where x is the point of observation and g(x |x s, ω) is the Green’s function, which
also satisfies the homogeneous Helmholtz equation everywhere except at the source
position x = x s. Solutions to the inhomogeneous Helmholtz equation should
also satisfy the Sommerfeld radiation condition [224] ensuring that a point source
radiates outgoing waves up to infinity.
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It is shown in [220, p. 10] that a solution to (2.48) in 3D space, which also
satisfies the aforementioned radiation condition is
g(x |x s, k) = e
ik‖x−xs‖
4pi‖x − x s‖ (2.49)
where x = (r, θ, φ) and x s = (rs, θs, φs) in spherical coordinates. The expression
(2.49) is valid for any arbitrary point within the inhomogeneous wavefield including
the location of the point source [215]. This can be expanded into eigenfunctions
in spherical coordinates as [216,225]
eik‖x−xs‖
4pi‖x − x s‖ =

ik
∞∑
n=0
n∑
m=−n
h
(1)
n (krs)Y ∗nm(θs, φs)jn(kr)Ynm(θ, φ), rs > r
ik
∞∑
n=0
n∑
m=−n
jn(krs)Y ∗nm(θs, φs)h
(1)
n (kr)Ynm(θ, φ), rs < r.
(2.50)
It is important to note that (2.50) does not define the wavefield at the source
location x s and therefore, represents two separate homogeneous wavefields inside
and outside the virtual sphere of radius rs.
The second type of sources discussed in this thesis are plane waves, which can
be interpreted as point sources at infinity (rs → ∞) with appropriate normaliza-
tion [216]. Substituting rs =∞ and performing farfield transition to (2.49) yields
a general solution to the plane wave problem
Ψ(x |x s, ω) = eikiT ·x (2.51)
where [·]T denotes the transpose of a matrix and ki = kk̂i with k̂i = (θi, φi)
representing the plane wave’s incident angles. Since the source is at infinity (rs =
∞), (2.51) can be regarded as a homogeneous interior field. The eigenfunction
expansion of (2.51) in spherical coordinates, then can be expanded as
eiki
T ·x =
∞∑
n=0
n∑
m=−n
inY ∗nm(θi, φi)jn(kr)Ynm(θ, φ). (2.52)
Therefore, an arbitrary farfield wave propagation (incoming) can be given in
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terms of one or more plane waves, and an arbitrary nearfield wave propagation (in-
coming or outgoing) can be given in terms of one or more point sources. In effect,
(2.52) and (2.50) are capable of accurately representing any arbitrary source-free
wavefield caused by one or more sources lying in the farfield or nearfield.
In other words, for a given set of sources, the first case of (2.50) and (2.52)
resemble an interior field
Ψ(x , ω) =
∞∑
n=0
n∑
m=−n
αnm(ω)jn(kr)Ynm(θ, φ). (2.53)
with
αnm(ω) =
{
ikh(1)n (krs)Y ∗nm(θs, φs), nearfield sources
inY ∗nm(θi, φi), farfield sources
(2.54)
In contrast, the second case of (2.50) resembles an exterior nearfield
Ψ(x , ω) =
∞∑
n=0
n∑
m=−n
βnm(ω)h
(1)
n (kr)Ynm(θ, φ). (2.55)
with
βnm(ω) = ikjn(krs)Y ∗nm(θs, φs). (2.56)
It is evident from (2.53) and (2.55) that the spherical harmonic decompositions
indicate the coupling between the space domain and the frequency domain. Fur-
thermore, the wavefield coefficients αnm(·) and βnm(·), represented by (2.54) and
(2.56), respectively, are capable of characterizing an entire continuous wavefield
for a given frequency ω, since they are independent of the observation point.
In Chapter 3 and Chapter 4 of this thesis, we use (2.53) to evaluate the signal
degrees of freedom and the information capacity for broadband communications,
respectively.
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2.6.6 Wave Equation Solution in Two Dimensions
For computational simplicity, Chapter 5 of this thesis considers wavefield behavior
to be height invariant. That is, Ψ(x , ω) is restricted to the horizontal plane,
having no components arriving at significant elevations. Without loss of generality
this may be considered as a 2D environment, since Ψ(x , ω) is independent of x ’s
variations in the vertical axis. For that reason, we derive the wave equation solution
in polar coordinates, which can be utilized in the 2D space.
Following [pp. 115-116] [215], we solve the Helmholtz equation (2.28) for
Ψ(x , ω) with x = (r, φ) in polar coordinates using the separation of variables
technique
Ψ(x , ω) = X(r, ω)Φ(φ, ω) (2.57)
and the Laplacian operator in polar coordinates
∇2(·) = ∂
2
∂r2
(·) + 1
r
∂
∂r
(·) + 1
r2
∂2
∂φ2
(·) (2.58)
which leads to two ordinary differential equations of the form
d2Φ
dφ2
+ n2Φ = 0 (2.59)
∂2X
∂r2
+
1
r
∂X
∂r
+
(
k2 − n
2
r2
)
X = 0. (2.60)
The solution to (2.59) is
Φ(φ) = Φ1e
inφ + Φ2e
−inφ (2.61)
with Φ1 and Φ2 denoting arbitrary constants.
Moreover, the finite solution to (2.60) is
X(r) = X1Jn(kr) +X2Yn(kr) (2.62)
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with X1 and X2 denoting arbitrary constants and Jn(·) and Yn(·) are Bessel func-
tions of the first and second kinds, respectively. An alternate solution to (2.60)
is
X(r) = X1H
(1)
n (kr) +X2H
(2)
n (kr) (2.63)
where H(1)n (·) and H(2)n (·) are spherical Hankel functions of the first and second
kinds, respectively.
The exponential function solutions given by (2.61) fully describe the angular de-
pendence of Ψ(x , ω) and exhibit the following orthogonal property
∫ 2pi
0
einφe−imφdφ = 2piδnm. (2.64)
From (2.61) and (2.62), a general solution to the Helmholtz equation can be
derived in terms of
Ψ(x , ω) =
∞∑
n=−∞
[αn(ω)Jn(kr) + α̂n(ω)Yn(kr)]einφ (2.65)
suitable for standing wave type solutions with αn(ω) and α̂n(ω) denoting frequency
dependent modal coefficients. Alternatively, from (2.61) and (2.63), another solu-
tion to the Helmholtz equation can be derived in terms of
Ψ(x , ω) =
∞∑
n=−∞
[βn(ω)H
(1)
n (kr) + β̂n(ω)H
(2)
n (kr)]e
inφ (2.66)
suitable for traveling wave type solutions with βn(ω) and β̂n(ω) denoting frequency
dependent modal coefficients.
For the special case of an interior field, we derive an exact solution following
the approach given in Section 2.6.3. Assuming that the interior field of interest
lies over a circular region of radius R centered at the origin O, the general solution
(2.65) reduces to
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Ψ(x , ω) =
∞∑
n=−∞
αn(ω)Jn(kr)einφ. (2.67)
Similarly, analogous to Section 2.6.4, for the special case of an exterior field as-
sumed to be lying outside of an circle or radius Rs centered at O, the general
solution (2.66) reduces to
Ψ(x , ω) =
∞∑
n=−∞
βn(ω)H
(1)
n (kr)e
inφ. (2.68)
Note that similar to 3D scenario, (2.67) and (2.68) represent the interrelation
between the space domain and the frequency domain in 2D environment where
the wavefield coefficients αn(·) and βn(·) can characterize the entire continuous
wavefields for a given frequency ω, since they are independent of the observation
point.
2.7 Summary
This chapter briefly discusses the space-time processing theories for wireless com-
munication systems relevant to the contributions of this thesis. In addition, a
detailed literature review with respect to the different areas of research done in
this thesis including, spatial sampling, broadband communications, conventional
MIMO systems, distributed networks and large scale MIMO systems, is given. To
the general context, in this chapter, we introduced the concept of modal decom-
position of wavefields using the underlying physics of of wave propagation. More
precisely, we discussed the technique of decomposing a homogeneous wavefield into
spatially orthogonal basis-functions, in both two and three dimensions to support
cylindrical and spherical wave propagation, respectively. We also defined the con-
cepts of interior and exterior fields with corresponding boundary conditions, which
lead to simplified modal expansions. As the scope of this thesis is diverse, we would
encourage the reader to explore more understanding from the chapters ahead.
Chapter 3
Degrees of Freedom of Spatio-Temporal
Broadband Signals
Overview: This chapter presents a closed-form expression for the degrees of free-
dom of band limited signals observed over a source-free finite spherical region within
a finite time window. To address this topic, we characterize the observable signals
using modal expansion of wave propagation in 3D. When signals are transmitted
to a spatially constrained region, an infinite number of spatial modes are excited in
the spatial region. Our analysis shows that the effective observation time, which is
greater than the given time window, is independent of spatial modes and dependent
on the size of the observation region. Further, though the effective bandwidth at the
lower spatial modes is equal to the given frequency bandwidth, the effective band-
width drops as mode index increases depending on the acceptable signal to noise
ratio (SNR) at each spatial mode. Thus, only a finite number of spatial modes carry
information. In the context of broadband MIMO communications, these findings
indicate that the classical degrees of freedom result of time-bandwidth product does
not extend directly to the product of spatial degrees of freedom and time-bandwidth
product. Instead, finite number of spatial modes (independent channels) are avail-
able, each with its own time-frequency degrees of freedom.
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3.1 Introduction
The evaluation of the maximum amount of information that can be captured from
the data transmission in the presence of noise is a problem of primary concern.
The first step forward this goal is to determine the number of independent param-
eters required to represent the observed wavefield or signal, which is known as the
number of degrees of freedom.
However, the performance of wireless communication systems is physically gov-
erned by the underlying wave propagation process. In propagation of signals, space
and frequency are separate, but strongly linked entities that pose a fundamental
limit to the amount of information that can be captured. The purpose of this
chapter is to determine: What is the degrees of freedom of band limited signals
observed over a finite region of space? Answering this question will help to pre-
dict the amount of information received by a finite region. Further, it has a wide
range of applications including evaluating the information capacity of broadband
distributed MIMO and massive MIMO systems.
The spatial (narrowband) degrees of freedom available in multi-antenna sys-
tems for a given constraint on the area of the spatial region is well established in
literature [22, 25, 28, 41, 47, 48, 198, 226–228]. On the contrary, limited works are
available on the degrees of freedom of wideband multi-antenna systems for a given
constraint on the observation region [195,211,214]. In [211], a mathematical model
is used in which the concept of antenna theory is incorporated to derive a funda-
mental limit to the degrees of freedom. Yet in another approach, Slepian’s theory
of spectral concentration is applied to develop the mathematical model [214]. In
these works, the degrees of freedom is defined as a product of spatial degrees of
freedom and time-bandwidth product. However, for wideband transmissions, space,
time and frequency are strongly coupled. Hence, available bandwidth and obser-
vation time over space respectively differ from actual bandwidth and observation
time depending on the available spatial information. The works of [211, 214] did
not take this into account, thus, resulted in a loose upper bound. In addition, [195]
stated that in the case of wideband frequency transmission, space and time are
strongly coupled. However, how information is conserved in space-time was left as
an open and important problem.
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In contrast, the analysis in this chapter considers multiple receivers distributed
within a limited source-free spherical region of space. Using the modal decompo-
sition techniques in 3D as discussed in Chapter 2, the signals observable within
the region of space over a bandwidth for a finite time window are studied as a
series of orthogonal basis functions encoded in an infinite but countable number
of spatial modes1. We illustrate that beyond a certain spatial mode, the effective
bandwidth2 becomes zero. Thus, we can truncate the infinite representation to a
finite number of spatial modes which in turn, allows us to determine the signal
degrees of freedom. This mathematical framework is similarly used in [49, 50].
However, in these works the degrees of freedom result was derived by using a geo-
metrical argument. Further, these works did not consider the effect of space on the
observation time and did not clarify, for different spatial modes, how the usable
bandwidth varies from the given bandwidth. In comparison, in this chapter, the
degrees of freedom result is derived analytically. Moreover, we consider the effect
of space on the observation time. This chapter also clarifies that at each spatial
mode, how (and why) the effective bandwidth varies from the given bandwidth.
Thus, this chapter depicts a strong relation between space and time as well as
space and frequency for broadband transmissions.
We show that the effective observation time3 is independent of spatial modes
and essentially related to the radius of the observable region. Further, though
the usable bandwidth at the lower spatial modes is equal to the given frequency
bandwidth, the usable bandwidth drops as mode index increases. Hence, depend-
ing on the spatial mode, the observable signal is band limited within an effective
frequency bandwidth and beyond a certain spatial mode, the effective bandwidth
becomes zero. The effective bandwidth result also shows the effect of signal to
noise ratio (SNR) on each spatial mode that depicts the ability of the system to
detect signals buried in noise. Thus, the classical degrees of freedom result of
time-bandwidth product can not be extended directly to the product of spatial de-
grees of freedom and time-bandwidth product as shown in [211,214]. Rather, finite
1The modal decomposition technique provides a modal based solution to the wave equation
where the modes are orthogonal functions of the spatial coordinates and form a useful set of
basis set to analyse any spatial signal.
2The useable bandwidth at a particular spatial mode.
3The observation time over a finite spatial region.
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number of spatial modes (independent channels) are available, each with its own
time-frequency degrees of freedom. Hence, the derived signal degrees of freedom
for broadband transmission clearly indicates how the spatial degrees of freedom is
interrelated to the time-frequency degrees of freedom and provides a tighter bound
compared to [211,214].
The publications covering the contents in this chapter are [229–231], and they
are listed here for completeness:
• F. Bashar, T. D. Abhayapala and S. M. A. Salehin, “Dimensionality of Spatio-
Temporal Broadband Signals Observed Over Finite Spatial and Temporal
Windows,” IEEE Transactions on Wireless Communications, in revision.
• F. Bashar and T. D. Abhayapala, “Degrees of freedom of band limited signals
measured over space,” in 2012 International Symposium on Communications
and Information Technologies (ISCIT), Oct. 2012, pp. 735-740.
• F. Bashar, T. D. Abhayapala and S. M. A. Salehin, “On Bandwidth of Broad-
band Wavefields Observed Over Spatial Regions,” in 2016 Australian Com-
munications Theory Workshop (AusCTW’16), January 2016, in press.
3.2 Problem Formulation and Background
3.2.1 Physical Problem
We focus on a wavefield observed within a spherical region of radius R. Further,
the wavefield is band limited to [F0−W,F0 +W ] and observed over a time window
[0, T ] where F0 represents the center frequency. We consider multiple receivers
distributed randomly over the region of space to sample the wavefield which is
generated by transmitters and scatterers that exist outside the region of interest
in the farfield. Figure 3.1 depicts the schematic diagram of the proposed system.
Now, the observable band limited space-time signal within the spherical region
is
ψ(x , t) =
1
2pi
∫ 2pi(F0+W )
2pi(F0−W )
Ψ(x , ω)eiωtdω (3.1)
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Figure 3.1: Schematic diagram of the proposed system.
where Ψ(x , ω) is the Fourier transform of ψ(x , t) with respect to t, x represents a
position vector in 3D space, such that r = ‖x‖ ≤ R denotes the Euclidean distance
of x from the origin, which is the center of the region of interest and i =
√−1.
Further, due to the band limitedness, Ψ(x , ω) is assumed to be zero outside the
band [F0 −W,F0 +W ].
In this chapter, we aim to answer the fundamental question: Given a set of
constraints on the size of the observation region, frequency bandwidth and obser-
vation time window, what is the degrees of freedom of signals observable within
wavefields?
We will utilize and extend Shannon’s result [63] that provides the degrees of
freedom of temporal signals for band limited communications over a single channel.
Shannon’s result states that if the transmission is band limited to [−W,W ] over
the time interval [0, T ], the available time-frequency degrees of freedom is limited
to 2WT + 1. We provide more detailed reasoning of Shannon’s result in the next
subsection.
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3.2.2 Shannon’s Time-Bandwidth Product
Let us now review the reasoning behind the time-bandwidth product result [63]. In
time domain we have a wideband signal and in frequency domain this signal can be
expressed as a spectrum. The mapping between these two domains is the Fourier
transform. The spectrum is then expanded over the frequency range with the help
of Fourier series expansion. This expansion represents the time domain signal by
a weighted sum of orthogonal basis functions. Given the signal is approximately
time limited to [0, T ] and its spectrum is band limited to [−W,W ], the minimum
number of terms required in the sum to satisfy both of these constraints provide the
available degrees of freedom of the signal, 2WT +1. Note that there may be slight
discrepancy as the time domain signal obtained by the Fourier series expansion
over the time interval will not be strictly limited within the frequency band, rather
it may contain some frequency components outside the band. However, in another
approach, [86–89] argued that roughly 2WT+1 samples are enough to approximate
any signal in energy for the best choice of a complete set of band limited functions
which possess the property of being orthogonal over a given finite time interval.
Afterwards, the time-bandwidth product result was formalized by several authors
(i.e., [78, 84]) for various other configurations.
However, Shannon’s result only accounts for broadband transmissions over a
single channel. Such a channel can be viewed as a ‘point to point’ channel. In the
following subsection, using the spherical harmonics analysis of the wavefields, we
show that wavefields sampled over a region of space provide multiple channels for
information transmission.
3.2.3 Spherical Harmonics Analysis of Wavefields
In the spherical coordinate system, the space-frequency spectrum Ψ(x , ω) in (3.1),
operating at a particular frequency ω can be decomposed into spherical harmonics
which form an orthogonal basis set for the representation of the wavefield. Using
the Jacobi-Anger expansion [218, p. 32] and the addition theorem [218, Theorem
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2.8], we can express Ψ(x , ω) in (3.1) as follows
Ψ(x , ω) =
∞∑
n=0
n∑
m=−n
αnm(ω)jn
(ω
c
r
)
Ynm(x̂ ) (3.2)
where spatial mode n(≥ 0) and spatial order m (|m| ≤ n) are integers, such that
for any particular mode n, there are 2n + 1 orders, x̂ , x/‖x‖ is the unit vector
in the direction of nonzero vector x , αnm(ω) is the nth mode signal spectrum,
jn(ωr/c) are the spherical Bessel functions of the first kind and Ynm(·) are the
spherical harmonics.
Further, we can denote the nth mode space-frequency spectrum as the product
of the nth mode signal spectrum αnm(ω) and the spherical Bessel functions of the
first kind jn(ωr/c) [215, p. 227] as follows
Ψnm(r, ω) , αnm(ω)jn
(ω
c
r
)
. (3.3)
Therefore, we can express the band limited space-time signal (3.1) as
ψ(x , t) =
∞∑
n=0
n∑
m=−n
1
2pi
∫ 2pi(F0+W )
2pi(F0−W )
Ψnm(r, ω)e
jωtdωYnm(x̂ ) (3.4)
Note that according to [48, 198], the spatial modes indicate the number of
independent channels, since the spherical harmonics Ynm(·) are orthogonal to each
other. Hence, in order to evaluate the signal degrees of freedom, we need to find a
suitable way to determine the effective observation time and effective bandwidth
of each spatial mode (i.e., independent channel) for wideband transmissions.
3.3 Space-Frequency Degrees of Freedom
In this section, we derive the available degrees of freedom of any band limited
signal observed over a spherical region of finite radius during a finite time interval.
Before proceeding to the main result presented in this chapter, we first show that
how the observable time and band limited signals are coupled to a limited region
of space for each spatial mode.
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3.3.1 Effective Observation Time of the Spatial Modes
Let us consider that a wavefield is generated due to a single source transmitting a
time domain signal. The wavefield is enclosed within a spherical region of radius
R. Hence, time required for the time domain signal to travel across the diameter
of the spherical region is 2R/c. Further, the wavefield is observed over a time
window [0, T ]. As a result, the observable field captures information content of
the time domain signal over an “effective time interval” T + 2R/c. This statement
is true even the resulting wavefield is due to any number of sources. In the fol-
lowing proposition, we formalize this statement for the nth mode space-time signal
ψnm(r, t) generated by the nth mode time domain signal anm(t) where ψnm(r, t)
and anm(t) are the inverse Fourier transform of Ψnm(r, ω) and αnm(ω) in (3.3),
respectively.
Proposition 3.1 (Observation time of the Spatial Modes) : For given con-
straints on the size of the observation region r ≤ R and observation time window
[0, T ], a wavefield encoded in a countable number of spatial modes, it is possible
to capture information about the underlying nth mode time domain signal over an
effective time interval
Teff = T +
2R
c
. (3.5)
This proposition indicates that the effective observation time is related to the
radius of observation region and is independent of the spatial mode index n.
Proof of the proposition is provided in Appendix 3.A1.
3.3.2 Effective Bandwidth of the Spatial Modes
The performance of wireless communication systems is highly determined by noise.
If the wireless communication systems are noiseless, it would be possible to measure
signals with infinite precision and each spatial mode n would have an effective
bandwidth equal to the given frequency bandwidth, i.e., from F0 −W to F0 +W .
However, in practical systems, signals are perturbed by noise. Hence, it is not
possible to detect signals within the band of frequencies where the signal to noise
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ratio (SNR) drops below a certain threshold γ. This threshold is dependent on
the antenna/ sensor sensitivity or the robustness of the signal processing method
to noise.
To determine how noise affects the available bandwidth at each spatial mode
n, let us assume that η(x , ω) is the white Gaussian noise associated with the
antennas/ sensors. Hence, the space-frequency spectrum with noise is
Ψ(x , ω) = Ψ(x , ω) + η(x , ω) (3.6)
where Ψ(x , ω) is defined in (3.2).
Based on Gallager’s theorem on white Gaussian noise in L2 [232, eqn 8.1.35],
the spatial Fourier coefficient of noise for the nth mode is
νnm(r, ω) =
∫
S2
η(x , ω)Y ∗nm(x̂ )dx̂ . (3.7)
In effect, by substituting (3.2) in (3.6) and then applying (3.7), we can rewrite
(3.6) as
Ψ(x , ω) =
∞∑
n=0
n∑
m=−n
[
αnm(ω)jn
(ω
c
r
)
+ νnm(r, ω)
]
Ynm(x̂ ). (3.8)
Therefore, we can define the nth mode space-frequency spectrum with noise as
Ψnm(r, ω) = αnm(ω)jn
(ω
c
r
)
+ νnm(r, ω) (3.9)
and we assume that the noise and the signal are independent of each other.
Note that applying Parserval’s theorem with respect to the spherical harmon-
ics4, the average power of the spectrum from all propagation directions is a sum
over the average power in the different modes, such that∫
S2
E{|Ψ(x , ω)|2}dx̂ =
∞∑
n=0
n∑
m=−n
E{|Ψnm(r, ω)|2} (3.10)
4Since the spherical harmonics are independent of each other, we can encode each mode with
independent signal spectrums to achieve the maximum degrees of freedom observed in the region.
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where E{·} represents the expectation operator.
Since the noise is independent of the signal, using (3.9) we obtain
E{|Ψnm(r, ω)|2} = E{|αnm(ω)|2}|jn
(ω
c
r
)
|
2
+ E{|νnm(r, ω)|2}. (3.11)
Therefore, at frequency ω, signal to noise ratio (SNR) for the nth mode is
(SNR)nm(ω) =
E{|αnm(ω)|2}|jn
(
ω
c
r
) |2
E{|νnm(r, ω)|2}
. (3.12)
Let us consider that the power of the nth mode signal spectrum αnm(ω) is finite
and bounded for all modes n, orders m and frequencies ω, i.e.,
E{|αnm(ω)|2} ≤ P, ∀n,m, ω. (3.13)
Further, the noise power is
E{νnm(r, ω)ν∗nm(r′, ω)} =
0, r 6= r′σ2, otherwise. (3.14)
Here, as we consider white Gaussian noise, the noise power is the same at all
frequencies ω, independent of the mode n and order m and have identical power
at each of the antennas/ sensors. Thus, E{νnm(r, ω)ν∗nm(r′, ω)} = σ2 if r = r′.
Hence, we can rewrite (3.12) as
(SNR)nm(ω) ≤
P
σ2
|jn
(ω
c
r
)
|
2
. (3.15)
Now, at the nth mode, to detect signals within the band of frequencies we need
to ensure that (SNR)nm(ω) is at least equivalent to some threshold γ. However, for
a fixed value of r, jn(ωr/c) can be treated as a function of frequency. It is evident
from Figure 3.2 that except for the the 0th order, the spherical Bessel functions
jn(·) start small before increasing monotonically to their maximum. Therefore,
at the nth mode (n > 0), for frequencies less than a critical frequency Fn, the
magnitude of the spherical Bessel function jn(·) is negligible. In effect, at each
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spatial mode n > 0, (SNR)nm(ω) is less than the threshold γ for frequencies less
than the critical frequency Fn. As a result, we can not detect the space-frequency
spectrum for frequencies less than Fn.
argument z
j n(
z)
j0(z)
j1(z)
j3(z)
j8(z)
0 2 4 6 8 10 12 14 16 18 20
−0.5
0
0.5
1
Figure 3.2: Spherical Bessel functions of first kind jn(z) vs. argument z for n =
0, 1, 3, 8.
We note that the nth mode space-frequency spectrum (3.3) is a product of
αnm(ω) and jn(ωr/c). Further, αnm(ω) is band limited over the range [F0−W,F0+
W ]. In addition, as depicted in Figure 3.2, the spherical Bessel functions jn(·)
(n > 0) start slowly as n increases. Thus, after a certain spatial mode n, the
critical frequency Fn > F0 −W and the useable bandwidth of the modes above
varies from the given frequency bandwidth. Further, if we keep increasing n,
beyond a certain mode n, Fn > F0 +W and the useable bandwidth of the modes
above is zero. The following theorem provides the effective bandwidth available at
each spatial mode n.
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Theorem 3.1 (Effective Bandwidth of the Spatial Modes) : Any wavefield
observed within a spherical region bounded by radius R over a frequency range
[F0 −W,F0 + W ] is encoded in a finite number of spatial modes 0 ≤ n ≤ Nmax
where the effective frequency bandwidth of the nth mode space-frequency spectrum
is
Wn =

2W, 0 ≤ n ≤ Nmin
F0+W − Fn, Nmin < n ≤ Nmax
0, otherwise.
(3.16)
Here, Nmin is the lowest spatial mode beyond which the critical frequency Fn > F0−
W , Nmax is the lowest spatial mode beyond which the critical frequency Fn > F0+W
and
Fn =
nc
epiR
+
c
epiR
log
(√ γ
P/σ2
)
(3.17)
with the threshold γ depicting the ability of the system to detect signals buried in
noise. Further, P and σ2 are defined in (3.13) and (3.14), respectively.
Proof of the theorem is given in Appendix 3.A2.
Here, we summarize a few observations based on Theorem 3.1.
• Effective bandwidth of each spatial mode is dependent on Fn. Let us consider
ρ = (P/σ2)/γ, then for a fixed value of ρ, Fn is a function of radius. This
shows the strong link between space and frequency.
• For n > Nmax, Fn > F0 +W , hence, we can truncate the infinite sum in (3.8)
to a finite number of terms. Thus, the observable band limited space-time
signal can be expressed as
ψ(x , t) =
Nmax∑
n=0
n∑
m=−n
1
2pi
∫ 2pi(F0+W )
2pi(F0−W )
Ψnm(r, ω)e
jωtdωYnm(x̂ ). (3.18)
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Here, using (3.17), the upper bound for the spatial modes Nmax is
Nmax =
⌈
epi(F0 +W )
R
c
+ log
(√P/σ2
γ
)⌉
(3.19)
where d·e is the ceiling value, since by definition spatial modes are integers.
Similarly, the lowest spatial mode Nmin beyond which the critical frequency
Fn > F0 −W is
Nmin =
⌈
epi(F0 −W )R
c
+ log
(√P/σ2
γ
)⌉
. (3.20)
• Keeping ρ fixed, at a particular radius, for lower modes the effective band-
width is equivalent to the given bandwidth. However, for higher modes
(n > Nmin) effective bandwidth varies from the given bandwidth. This ob-
servation can be explained with an example. Consider a sensor network
scenario for 5G frequency transmissions (i.e., center frequency F0 = 1.2 GHz
and 20 MHz bandwidth) where receivers/sensors are distributed over a finite
spherical region. Further, the wave velocity c = 3× 108 m per seconds, and
consider ρ = (P/σ2)/γ = 0.5. It is evident from Figure 3.3 that at a par-
ticular radius, effective bandwidth at lower modes is equivalent to the given
bandwidth. However, as n becomes large, the effective bandwidth drops,
since the higher modes can utilize only a fraction of the given bandwidth.
3.3.3 Signal Degrees of Freedom Result
We are now in a position to provide the available degrees of freedom of wideband
signals observed over finite spatial and temporal windows. In order to do so, first
note that in Shannon’s proposed communication model [63] wideband signals are
encoded in only one spatial mode or one channel is available over which information
is transmitted. On the contrary, we consider wideband space-time signals encoded
in finite number of spatial modes. Further, the nth mode space-time signal is
observed over the effective time window Teff (3.5) and its spectrum is band limited
to Wn (3.16). Thus, following the classical degrees of freedom result of time-
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Figure 3.3: Effective bandwidth as a function of spatial modes considering ρ =
(P/σ2)/γ = 0.5 and center frequency F0 = 1.2 GHz with a 20 MHz bandwidth.
bandwidth product+ 1, the available signal degrees of freedom for the nth mode is
WnTeff + 1.
In effect, the total signal degrees of freedom available in the observable wavefield
is
D =
Nmax∑
n=0
n∑
m=−n
(WnTeff + 1) (3.21)
where for different values of n,Wn is provided in (3.16) and Teff is defined in (3.5).
Here, we summarize a few observations based on (3.21).
• Due to the availability of measurements over a spatial region, finite number
of independent channels5 are available to receive information. Further, each
5According to [48, 198], the spatial modes indicate the number of independent channels irre-
spective of the characteristics of the signals incoming to the finite region, fading gains between
transmit and receive modes/antennas and the transmit antenna configuration (location).
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mode or channel has its own time-frequency degrees of freedom. For broad-
band transmissions, observing information over a finite region, therefore,
provides multiple independent channels over which time-frequency informa-
tion can be transmitted.
• In wideband transmission regime, for a given constraint on observation re-
gion, space-time and space-frequency are strongly linked (respectively, (3.5)
and (3.16)) that pose a fundamental limit to the amount of information cap-
tured. Thus, evaluating signal degrees of freedom as a product of spatial
degrees of freedom and time-bandwidth product [211, 214] only provides a
loose upper bound.
However, using Proposition 3.1 and Theorem 3.1, we now provide the following
theorem for the degrees of freedom of any signal observed within a broadband
wavefield.
Theorem 3.2 : Given a wavefield band limited to [F0−W,F0 +W ] over the time
interval [0, T ] within a spherical region of radius R, the degrees of freedom of any
signal observable within this field is
D=(Nmax + 1)
2 + 2W
(
T +
2R
c
)
(Nmin + 1)
2
+
(
T +
2R
c
)
(Nmax−Nmin)
[
(Nmax+Nmin + 2)
(
F0 +W +
c
epiR
log
(√P/σ2
γ
))
− c
epiR
(
5
6
+
2
3
N2max +
1
6
(Nmax +Nmin)(4Nmin + 9)
)]
(3.22)
where Nmax and Nmin are defined in (3.19) and (3.20), respectively.
A detailed proof of the theorem is given in Appendix 3.A3.
We can elucidate the following asymptotic results based on Theorem 3.2.
Let us consider that the threshold γ is equivalent to the maximum SNR of the
nth mode signal spectrum αnm(ω), i.e., γ = P/σ2. This means that signals below
the frequency Fn = nc/(epiR) are submerged in noise and cannot be detected. As
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a result, (3.19) and (3.20), respectively, become
Nmax =
⌈
epi(F0 +W )
R
c
⌉
(3.23)
and
Nmin =
⌈
epi(F0 −W )R
c
⌉
. (3.24)
In consequence, from (3.22), we obtain
D=(Nmax + 1)
2︸ ︷︷ ︸
D1
+ 2W
(
T +
2R
c
)
(Nmin + 1)
2︸ ︷︷ ︸
D2
+
(
T +
2R
c
)
(Nmax −Nmin)
[
(Nmax +Nmin + 2)(F0 +W )
− c
epiR
(
5
6
+
2
3
N2max +
1
6
(Nmax +Nmin) (4Nmin + 9)
)]
︸ ︷︷ ︸
D3
(3.25)
which yields the following observations:
• When we consider a single spatial point (R = 0), both Nmax in (3.23) and
Nmin in (3.24) become zero. As a result, D becomes only a summation6 of
D1 and D2 where D1 reduces to 1 and D2 reduces to 2WT . Thus, (3.25)
provides a dimensionality of 2WT + 1 which is consistent with Shannon’s
time-frequency dimensionality result [63].
• When we consider narrowband frequency transmissions (W = 0), based on
(3.23) and (3.24), Nmax = Nmin = depiF0R/ce. In effect, D1 reduces to
(depiF0R/ce+1)2, whereas, both D2 and D3 become zero. Hence, in terms of
wavelengths, there are (depiR/λ0e+1)2 dimensions available where λ0 = c/F0
is the wavelength corresponding to the center frequency F0. This result is
6D3 becomes zero, since the sum Teff
∑Nmax
n=Nmin+1
(2n+1)(F0 +W −Fn) in (3.52a) (Appendix
C) which results in D3 becomes an empty sum for Nmax = Nmin = 0, and by convention, the
value of any empty sum is zero.
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consistent with the dimensionality result derived in [48, eqn. 44] at wave-
length λ0.
• If any signal observable within a wavefield is representable with only one
sample in time domain (T = 0), we obtain
D=(Nmax + 1)
2 + 4W
R
c
(Nmin + 1)
2
+
2
epi
(Nmax −Nmin)
[e
2
pi(F0 +W )(Nmax +Nmin + 2)
−1
6
(Nmax +Nmin) (4Nmin + 9)− 2
3
N2max −
5
6
]
. (3.26)
This equation indicates that even when there is only one sample available
in time domain (T = 0), size of the spatial region influences the amount of
information that can be captured. It should be noted that both Nmax (3.23)
and Nmin (3.24) are functions of radius of the region R.
In the next section, we graphically illustrate our derived degrees of freedom result
(3.22).
3.4 Graphical Illustrations
Consider λ0 as the wavelength corresponding to the center frequency F0. Then R,
W , and T can be represented in terms of λ0 or F0 as follows
R = aλ0, a ∈ [0,∞)
W = bF0, b ∈ [0, 1]
T = d/F0, d ∈ [0,∞) (3.27)
where a, b and d are real numbers.
Furthermore, c = F0λ0 and W = F0 represents the extreme broadband sce-
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nario. Hence, using (3.27), we can write (3.22) as
D=(ηmax + 1)
2 + 2b(2a+ d)(ηmin + 1)
2
+(2a+ d)(ηmax − ηmin)
[
(1 + b)(ηmax + ηmin + 2)
− 1
2epia
(
(ηmax + ηmin)
(
4
3
ηmin − log ρ+ 3
)
+
4
3
η2max − 2 log ρ+
5
3
)]
(3.28)
where considering ρ = (P/σ2)/γ,
ηmax = Nmax(a, b, ρ) = depia(1 + b) + (1/2) log ρe (3.29)
and
ηmin = Nmin(a, b, ρ) = depia(1− b) + (1/2) log ρe. (3.30)
Here, (3.29) and (3.30) are derived utilizing (3.19) and (3.20), respectively. Note
that for simulations we disregard the ceiling value conditions on ηmax and ηmin,
since ceiling value conditions result in a piecewise linear curve.
In Figure 3.4, the degrees of freedom D in (3.28) is plotted as a function of
radius of the spherical region and fractional bandwidth. From the figure, for a
given observation time window, a sub-quadratic growth in available degrees of
freedom is evident with increasing region size irrespective of bandwidth. This
significant growth is also true if we increase the bandwidth but keep the radius of
the region and observation time constant. However, this scenario considers a small
value of ρ. Increasing ρ (which is equivalent of minimizing the effect of noise) we
can achieve higher signal degrees of freedom.
Next, Figure 3.5 shows that for a given observation time window, increasing
the value of ρ shows growth in degrees of freedom as a function of (a) radius of
the observable region and (b) bandwidth, respectively.
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Figure 3.4: Degrees of Freedom (DoF) D vs. radius R vs. fractional BW at a
fixed observation time window (d = 1) for ρ = 0.5. Radius, fractional BW and
observation time are defined in (3.27).
3.5 Potential Applications
In this section, we briefly discuss about the applications of our derived results.
• In the context of spatial broadband communications such as MIMO commu-
nications, this chapter addresses the fundamental question of how the spatial
degrees of freedom is interrelated to the time-frequency degrees of freedom.
The derived results indicate that finite number of independent channels (spa-
tial degrees of freedom) are available for broadband transmission and each
channel has its own time-frequency degrees of freedom.
• Recently, distributed MIMO communications have seen an increase in im-
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(a = 1).
portance due to the popularity of sensor and ad-hoc networks. Distributed
MIMO networks include all multi-user communication configurations where
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the communication’s inputs and outputs are distributed over different users.
Works of [39–41] studied the spatial degrees of freedom of distributed MIMO
systems considering different channel conditions and showed performance
gains. These works looked at only narrowband transmissions. However,
practical wireless transmissions are performed over a bandwidth. Consid-
ering this, our work shows the maximum degrees of freedom available over
space, time and frequency for users in a limited spherical region cooperating
to receive broadband information. Also, we show how the time-frequency
degrees of freedom is distributed over the spatial modes.
• The massive or large scaled MIMO systems have gained huge consideration
due to high achievable data rates, improved energy efficiency, reduced inter-
ference and connection reliability for future wireless networks [233–235]. In
massive MIMO systems, multiple signal paths due to multiple antennas po-
sitioned at transmitter or receiver are responsible for large throughput. This
chapter shows that when signals are transmitted to a spatially constrained
region packed with randomly distributed antennas, multiple independent
channels are available to carry information and we can predict the amount
of information received by a finite region.
3.6 Summary and Contributions
This chapter provides a closed-form expression for the degrees of freedom of any
band limited signal observed over finite spatial and temporal windows. In order
to do so, we consider a broadband MIMO system with receiving antennas located
within a limited spatial region and transmitting antennas exist outside the region
of interest.
Some specific contributions made in this chapter are:
1. A mathematical framework is developed to sample any broadband MIMO
system observed over a region of space. We show that the sampling of the
observable receive aperture of spherical shape with antenna elements is a
form of spherical harmonics representation or mode excitation. In this rep-
resentation, the spatial modes indicate the number of independent channels,
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since the spherical harmonics are orthogonal to each other.
2. The effective observation time is independent of spatial modes and related
to the spatial dimension of the observable region. This finding shows how
the observable time limited signals are coupled to a limited region of space.
3. For broadband transmissions, at each spatial mode, the observable signal
is band limited within an effective frequency bandwidth. The usable band-
width at the lower spatial modes is equal to the given frequency bandwidth.
However, for the higher modes, the usable bandwidth is less than the given
frequency bandwidth depending on the acceptable signal to noise ratio (SNR)
and beyond a certain spatial mode, the effective bandwidth becomes zero.
Thus, finite number of independent channels are available to carry informa-
tion. These findings portray the strong coupling relation between space and
frequency.
4. From a spatial diversity perspective, Shannon’s communication model con-
siders wideband signals encoded in only one spatial mode or one channel over
which information is transmitted. Thus, the available degrees of freedom of
wideband space-time signals encoded in finite number of spatial modes is
Shannon’s degrees of freedom result extended form single spatial mode to
finite modes. Further, due to the space-time and space-frequency coupling
relations, each mode or channel has its own time-frequency degrees of free-
dom.
5. Derived signal degrees of freedom indicates that in the context of spatial
broadband MIMO communications, how the spatial degrees of freedom is
interrelated to the time-frequency degrees of freedom.
6. Simulation results show that increasing the radius of the spatial region leads
to a sub-quadratic growth in the degrees of freedom irrespective of bandwidth
or observation time. Hence, analogous to time, space can be treated as an
information bearing object.
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Appendices
This section provides the mathematical derivation of Proposition 3.1, Theorem 3.1
and Theorem 3.2, respectively, in Appendix 3.A1, Appendix 3.A2 and Appendix
3.A3.
Appendix 3.A1 Effective Observation Time
Here, we provide a detailed proof of Proposition 3.1. In order to do so, note that
the nth mode space-time signal ψmn(r, t) is a convolution between the nth mode
time domain signal amn(t) with the Legendre polynomial Pn(tc/r) as
ψnm(r, t) = anm(t) ∗ Pn(tc
r
)
=
∫ ∞
−∞
anm(t− τ)Pn(τc
r
)dτ (3.31)
where anm(t) is the inverse Fourier transform of αnm(ω) and Pn(tc/r) is the inverse
Fourier transform of jn(ωr/c).
However, from the definition in [218, p. 23], Legendre polynomials Pn(τc/r)
are defined only for −r/c ≤ τ ≤ r/c. This characteristic of Legendre polynomials
is also evident from Figure 3.6.
Hence, (3.31) can be rewritten as
ψnm(r, t) =
∫ r/c
−r/c
anm(t− τ)Pn(τc
r
)dτ (3.32)
where t ∈ [0, T ] and r ∈ [0, R].
Note that at t = 0, we have anm(τ) and the argument of anm(τ) is defined over the
range [−R/c, 0]. Similarly, at t = T , we have anm(T−τ) with the argument defined
over the range [0, T + R/c]. Therefore, for the given constraints on observation
time window and spatial region size, we can capture information content of the nth
mode time domain signal amn(t) over a maximum time window [−R/c, T +R/c].
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Appendix 3.A2 Effective Bandwidth
A thorough proof of Theorem 3.1 is incorporated in this section. Note that based
on the properties of the spherical Bessel functions [236, p. 437] and following a few
intermediate steps, we can derive the following asymptotic form for the spherical
Bessel functions
|jn(z)| ≤
√
pi
2
(z
2
)n 1
Γ(n+ 3/2)
, z  n (3.33)
where Γ(·) is the Gamma function. Therefore, we can rewrite (3.15) as
(SNR)nm(ω)<
P
σ2
√
pi
2
(ωr
2c
)n 1
Γ(n+ 3/2)
(3.34)
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which is applicable for ωr/c n.
It is evident from (3.34), for the the nth mode, at a particular frequency ω,
considering r = R provides the maximum SNR. Thus, we replace r by R in (3.34)
which yields
(SNR)nm(ω)<
P
σ2
√
pi
2
(
ωR
2c
)n
1
Γ(n+ 3/2)
. (3.35)
Further, using the Stirling lower bound for the Gamma functions [237, p. 45]
Γ(n+ 3/2) >
√
2pie
(
n+ 1/2
e
)n+1
(3.36)
we can rewrite (3.35) as
(SNR)nm(ω)<
P
σ2
e
2(2n+ 1)2
(
eωR/c
2n+ 1
)2n
(3.37)
or
(SNR)nm(ω) ≤
P
σ2
βe(eωR/c−2n). (3.38)
Here β = 2en2/(2n+ 1)4. This result is obtained using the exponential inequality
[198], (1 + x/n)n ≤ ex for n 6= 0 (with equality in the limit n→∞).
Since β < 1, for n > 0, we have
(SNR)nm(ω) <
P
σ2
e(eωR/c−2n). (3.39)
Note that at the nth mode, it is not possible to detect signals within the band
of frequencies where the (SNR)nm(ω) drops below a certain threshold γ. Hence,
(SNR)nm(ω) must be larger than or equal to the threshold γ. The frequency at
which the (SNR)nm(ω) is at least equal to the threshold γ is the critical frequency
Fn (where ωn = 2piFn). Therefore,
P
σ2
e(2pieFnR/c−2n) = γ. (3.40)
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This result is easily derived based on the reasoning provided in Section 3.3.2. Here,
we briefly discuss the reasoning: as depicted in Figure 3.2, expect for the 0th order,
spherical Bessel functions show a high pass characteristics. As a result, at the nth
mode (n > 0), for frequencies less than a critical frequency Fn, magnitude of the
signal spectrum as a product of αnm(·) and jn(·) becomes negligible. Therefore,
at each spatial mode n > 0, for frequencies less than the critical frequency Fn, it
is not possible to maintain the SNR at least equal to the threshold γ.
Now, making Fn the subject of the formula in (3.40) yields (3.17). This means
that for spatial modes n > 0, signals below frequency Fn (3.17) are not detectable,
since (3.40) will not be satisfied. Observe that for any particular mode n(> 0), if
Fn > F0−W , the effective bandwidth of that mode is F0 +W −Fn. In addition, if
Fn > F0 +W , the effective bandwidth of this mode and modes above this is zero.
It should also be noted that for a fixed value of radius, j0(·) is active within the
frequency range [0,∞) as depicted in Figure 3.2, hence, effective bandwidth of the
0th mode is 2W . These arguments are written mathematically as (3.16).
Appendix 3.A3 Signal Degrees of Freedom
This section includes a comprehensive derivation of Theorem 3.2. In order to do
so, let us think of the nth mode space-frequency spectrum Ψnm(r, ω) in time domain
ψnm(r, t) =
1
2pi
∫
Ωn
Ψnm(r, ω)e
jωtdω (3.41)
where ψnm(r, t) is the inverse Fourier transform of Ψnm(r, ω) with respect to ω
and the integration is taken over Ωn with Ωn ∈ [2pi(F0 − W ), 2pi(F0 + W )] for
0 ≤ n ≤ Nmin and Ωn ∈ [2piFn, 2pi(F0 + W )] for Nmin < n ≤ Nmax where Fn is
defined in (3.17).
We expand Ψnm(r, ω) over the frequency range using the Fourier series expan-
sion, similar to [63], as follows
Ψnm(r, ω) =
∞∑
`=−∞
cnm`(r)e
−jω `
Wn (3.42)
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where the Fourier coefficients
cnm`(r) =
1
2piWn
∫
Ωn
Ψnm(r, ω)e
jω `
Wn dω
=
1
Wn
ψnm(r,
`
Wn
) (3.43)
are proportional to the samples of ψnm(r, t) and Wn is the effective bandwidth of
the nth mode defined in (3.16). The result (3.43) is obtained from (3.41) when
t = `/Wn. It illustrates that the samples of ψnm(r, t) determine the coefficients
cnm`(r) in the Fourier series expansion. Therefore, analogous to Shannon’s work
[63], we can reconstruct the nth mode space-time signal ψnm(r, t) from its samples
as follows
ψnm(r, t) =
∞∑
`=−∞
ψnm(r,
`
Wn
)ej2piW0n(t−
`
Wn
)
sin piWn(t− `Wn )
piWn(t− `Wn )
(3.44)
where W0n is the center frequency of the nth mode. We obtain (3.44) by substi-
tuting the Fourier series (3.42) in (3.41), applying (3.43) and then exchanging the
integration and summation.
Hence, it is possible to reconstruct the space-time signal ψ(x , t) (3.1) by sum-
ming the nth mode space-time signals for all possible values of n and m over all
propagation directions, i.e.,
ψ(x , t) =
Nmax∑
n=0
n∑
m=−n
ψnm(r, t)Ynm(x̂ ) (3.45)
and substituting (3.44) yields
ψ(x , t) =
Nmax∑
n=0
n∑
m=−n
∞∑
`=−∞
ψnm
(
r,
`
Wn
)
ej2piW0n(t−
`
Wn
)
sinpiWn(t− `Wn )
pin(t− `Wn )
Ynm(x̂ ).
(3.46)
Observe that the spherical harmonics Ynm(x̂ ) are orthogonal over the spherical
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region [215, p. 191]. Further, let us consider
φ`(t) , ej2piW0n(t−
`
Wn
)
sin piWn(t− `Wn )
piWn(t− `Wn )
. (3.47)
The functions φ`(t) are orthogonal over time, since∫ ∞
−∞
φ`(t)φ
∗
`′(t)dt =
∫ ∞
−∞
ej2piW0n(t−
`
Wn
)
sin piWn(t− `Wn )
piWn(t− `Wn )
× e−j2piW0n(t− `
′
Wn
)
sin piWn(t− `′Wn )
piWn(t− `′Wn )
dt
= κ
∫ ∞
−∞
sin piWn(t− `Wn )
piWn(t− `Wn )
sin piWn(t− `′Wn )
piWn(t− `′Wn )
dt
=
{
0 ` 6= `′
1
Wn
` = `′
(3.48)
where κ = e−j2pi(`−`′)W0n/Wn and for ` = `′, κ = 1. Here, (3.48) is derived using the
fact that [63, eqn. 11]
∫ ∞
−∞
sin piWn(t− `Wn )
piWn(t− `Wn )
sinpiWn(t− `′Wn )
piWn(t− `′Wn )
dt =
{
0 ` 6= `′
1
Wn
` = `′.
(3.49)
Therefore, the space-time signal ψ(x , t) is representable as a sum of orthogonal
functions. In effect, following the same reasoning as Shannon [63], discussed in
Section 3.2.2, the minimum numbers of terms required in the sum (3.46) that
satisfy the constraints on observation region size, bandwidth and observation time
window provide the available signal degrees of freedom within the given wavefield.
Here, ` can be truncated to [0,WnTeff ]. We truncate ` based on the fact that
the nth mode space-time signal ψnm(r, t) (3.44) is band limited to Wn. Hence,
we can determine ψnm(r, t) by taking samples 1/Wn units apart. Now, in order
to limit ψnm(r, t) within the interval Teff , ψnm(r, `/Wn) is non-zero for only the
appropriate values of `, such that 0 ≤ ` ≤ WnTeff . This means that the degrees
of freedom of the nth mode space-time signal ψnm(r, t) is 1 + WnTeff . Hence, the
total degrees of freedom of any signal available in the given wavefield considering
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all modes and orders is given by
D =
Nmax∑
n=0
n∑
m=−n
(WnTeff + 1). (3.50)
Now, by expanding the sum, we obtain
D =
Nmax∑
n=0
(2n+ 1) + Teff
Nmax∑
n=0
(2n+ 1)Wn. (3.51)
Further, substituting (16) in (3.51) yields
D =
Nmax∑
n=0
(2n+ 1) + 2WTeff
Nmin∑
n=0
(2n+ 1) + Teff
Nmax∑
n=Nmin+1
(2n+ 1)(F0 +W − Fn)
(3.52a)
=
Nmax∑
n=0
(2n+ 1) + 2WTeff
Nmin∑
n=0
(2n+ 1) + Teff
[
(F0 +W )
Nmax∑
n=0
(2n+ 1)
−
Nmax∑
n=0
(2n+ 1)Fn − (F0 +W )
Nmin∑
n=0
(2n+ 1) +
Nmin∑
n=0
(2n+ 1)Fn
]
(3.52b)
= D1 + 2WTeffD2 + Teff
[
(F0 +W )(D1 −D2)−D3 +D4
]
(3.52c)
where
D1 =
Nmax∑
n=0
(2n+ 1), (3.53)
D2 =
Nmin∑
n=0
(2n+ 1); (3.54)
D3 =
Nmax∑
n=0
(2n+ 1)Fn, (3.55)
76 Degrees of Freedom of Spatio-Temporal Broadband Signals
and
D4 =
Nmin∑
n=0
(2n+ 1)Fn. (3.56)
Now, replacing Fn by (17) in (3.55) yields
D3 =
Nmax∑
n=0
(2n+ 1)
(
nc
epiR
+
c
epiR
log
(√ γ
P/σ2
))
=
c
epiR
(
Nmax∑
n=0
(2n2 + n)− log
(√P/σ2
γ
)Nmax∑
n=0
(2n+ 1)
)
=
c
epiR
(
1
6
Nmax(Nmax + 1)(4Nmax + 5)− log
(√P/σ2
γ
)
D1
)
(3.57)
where (3.57) is derived using the properties of finite series
∑Q
q=1 q
2 = Q(Q +
1)(2Q + 1)/6 and
∑Q
q=1 q = Q(Q + 1)/2, and following a few intermediate steps.
Further, D1 is defined in (3.53).
In addition, analogous to (3.57), (3.56) can be rewritten as
D4 =
c
epiR
(
1
6
Nmin(Nmin + 1)(4Nmin + 5)− log
(√P/σ2
γ
)
D2
)
(3.58)
where D2 is defined in (3.54).
Furthermore, using the sum of the first q odd numbers,
∑Q
q=0(2q + 1) =
(Q+ 1)2, we can rewrite (3.53) and (3.54) as
D1 = (Nmax + 1)
2 (3.59)
and
D2 = (Nmin + 1)
2. (3.60)
Afterwards, substituting (3.59), (3.60), (3.57) and (3.58) in (3.52c), and following
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a few intermediate steps we deduce the signal degrees of freedom result as
D = (Nmax + 1)
2 + 2WTeff(Nmin + 1)
2
+Teff(Nmax−Nmin)
[
(Nmax +Nmin + 2)
(
F0 +W +
c
epiR
log
(√P/σ2
γ
))
− c
epiR
(
5
6
+
2
3
N2max +
1
6
(Nmax +Nmin)(4Nmin + 9)
)]
. (3.61)
Finally, substituting Teff by (5), we obtain (22).

Chapter 4
Capacity of Finite Spatial Regions for
Broadband Transmissions
Overview: This chapter evaluates the amount of information that can be captured
by a limited spherical region over a finite bandwidth. We show that the informa-
tion capacity of a limited spherical region over a finite bandwidth is equivalent to
the contribution of finite number of independent parallel broadband channels, each
with independent channel capacity. Further, the number of effective channels is
proportional to the product of the upper bound of the channel bandwidth and radius
of the spatial region, and by distributing the total transmit power equally among
these channels, we can achieve an enormous performance gain. In addition, we
show that the channel gain over a limited spherical region is dependent on the op-
erating frequency and the size of the region, and illustrate how the channel gain is
distributed over frequency among the independent channels.
4.1 Introduction
The characterization of the capacity of wireless networks is of great importance
in information theory. This is a problem of great mathematical depth and en-
gineering interest. As a continuation of Chapter 3, where degrees of freedom of
broadband signals observed over a finite spherical region was studied, in this chap-
ter, we determine the information theoretic capacity of a finite spherical region
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for broadband transmissions. In order to do so, we use the MIMO communication
concepts and the modal analysis techniques in 3D as discussed in Chapter 2.
In practical wireless networks, signals are transmitted over a finite bandwidth
and captured by antennas located within a finite region. Hence, this chapter aims
to evaluate the theoretical maximum to the information capacity of a finite region
for a given bandwidth irrespective of the configuration of the antennas (number
of antennas and their placements). For instance, assume a lecture theatre (finite
region) full with students each of whom possesses a mobile phone (antenna). We
want to determine the amount of information that can be captured over the region
when each student may wish to receive information from someone outside of the
lecture theatre. In effect, the question arises: For a limited region of space, what
would be the amount of information that can be captured by the region for a given
bandwidth?
In order to address the above question, this chapter considers broadband trans-
missions over a spherical region of finite size populated with receiving antennas,
and transmitting antennas are located outside the region of interest. In addition,
no information is available about the number or position of the transmitting anten-
nas, however, partial information about the receiving antennas (antenna locations)
is available. Given these characteristics, we analyse the multipath field observed
within the spherical region as a sum of orthogonal waveforms or spatial modes
using the modal expansion of the free space wave propagation in 3D as discussed
in Chapter 2. As it was shown in Chapter 3 that when signals are transmitted to
a spatially constrained receiver region, though an infinite number of spatial modes
are excited in the region, only a finite number of those excited modes carry infor-
mation. Further, the effective spatial modes represent the maximum number of
independent parallel channels available for communication. Then we incorporate
these findings with the concepts of MIMO communications described in Chap-
ter 2. We show that for a given limitation on transmit power per spatial mode,
how channel gain over the spherical region is distributed over frequency among
the independent channels. In consequence, we evaluate the information capacity
available over the region for broadband transmissions. Some distinctive features of
our derived capacity expression in this chapter is that it holds in any propagation
structure (e.g., scattering or line of sight), and does not depend on any specific
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assumption on the channel gain.
The publications covering the contents in this chapter are [238,239], and listed
here for completeness:
• F. Bashar and T. D. Abhayapala, “Information Capacity of Signals Observed
over Finite Spatial Regions,” IEEE Transactions on Wireless Communica-
tions, in preparation.
• F. Bashar and T. D. Abhayapala, “Information Capacity of Broadband Sig-
nals Observed over a Spatial Region,” in The 2016 European Signal Pro-
cessing Conference (EUSIPCO 2016), 29 August-02 September 2016, under
review.
4.2 Capacity of Conventional MIMO Systems
Consider a narrowband MIMO system consisting of nT transmit and nR receive
antennas. Each transmit antenna nt transmits a signal st over the channel with the
complex channel gain βrt to generate a signal yr at each receive antenna nr. Collect
the channel gains into a matrix H such that [H ]rt , βrt, transmitted signals into
a vector s , [s1, s2, · · ·snT ]T and received signals into a vector y , [y1, y2, · · ·ynR ]T
where [·]T is the vector transpose operator. Further, let z , [z1, z2, · · ·znR ]T be
the additive white Gaussian noise (AWGN) at the receive antennas. Then based
on the MIMO model developed in Chapter 2, the channel model is
y = Hs+ z. (4.1)
Further, in the situation where the receiver is aware of the realization of the
channel, but that the transmitter only knows the statistics of the channel, it is
optimal to uniformly distribute the power across all transmit antennas. Therefore,
the instantaneous channel capacity of a narrowband MIMO channel operating at
frequency ω with total transmit power restricted to PT is given by [11,103]
C(ω) = log2
∣∣∣∣InR + Pσ2HH†
∣∣∣∣ (4.2)
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where P = PT/nT is the power per transmit antenna, σ2 is the noise variance and
InR is the nR × nR identity matrix.
Lets define the nR × nT channel matrix as
H ,
 | | |β1 β2 · · · βnT
| | |
 (4.3)
with elements {βrt} describing the complex gain of the channel between the tth
transmit antenna and the rth receive antenna. We denote the tth column of H by
βt, i.e., the nR-dimensional propagation vector corresponding to the tth transmit-
ted signal.
For uncorrelated MIMO Rayleigh fading channels, the entries of H are i.i.d.
Gaussian random variables with zero-mean, independent real and imaginary parts
with equal variance. When the correlation among the receiving antennas exists, the
columns of H are independent random vectors, but the elements of each column
are correlated with the same mean and covariance matrix. For the case of Rayleigh
fading, this implies that E{βt} = 0 and correlation matrix at the receiver is defined
as Σ , E{βtβ†t}, where the expectation is over all transmissions and channel
realizations. In effect,
Σ =

γ11 γ12 . . . γ1nR
γ21 γ22 . . . γ2nR
...
... . . .
...
γnR1 γnR2 . . . γnRnR
 (4.4)
with elements Σ
∣∣∣
rr′
= γrr′ corresponding to the spatial correlation between two
receive antennas r and r′.
Consider the situation with sufficient transmit antenna spacing which corresponds
to independent βt vectors and the sample correlation matrix, defined as
Σ˜ , 1
nT
nT∑
t=1
βtβ
†
t (4.5)
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converges to Σ for large number of transmit antennas [209]. Further, observe that
the channel matrix product can be expressed as
HH† =
nT∑
t=1
βtβ
†
t. (4.6)
In consequence, for a large number of significantly separated transmit antennas
(4.2) can be rewritten as
C(ω) = log2 |InR + ηΣ| (4.7)
where η = PT/σ2 is the average SNR at any receive antenna. Further, consider
K = rank(Σ) and λk are the rank and eigenvalues of the spatial correlation matrix
Σ, respectively. Then analogous to [24, eqn. 3.1b], we obtain
C(ω) = log2
K−1∏
k=0
(1 + ηλk)
=
K−1∑
k=0
log2 (1 + ηλk) (4.8)
Since the capacity of a signal-input single-output (SISO) channel is given by
log2(1 + η), then the capacity (4.8) is equivalent to the contribution of K parallel
SISO sub-channels, each with independent gain corresponding to the eigenvalues of
the correlation matrix Σ. Hence, the properties of the set {λk} play an important
role in the achievable capacity of MIMO channels. In the next section, we discuss
these properties.
4.2.1 Capacity Scaling Limits
When there is no correlation between the receive antennas, i.e., Σ = InR , for nR
antennas
∑
k λk = trace(Σ) = nR. Thus, the capacity given by (4.8) is maximized
for K = nR independent equal gain sub-channels, i.e., λk = 1, ∀k [24], resulting in
Cmax(ω) = nR log2 (1 + η) . (4.9)
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Hence, in the idealistic situation of zero correlation at both transmitter and receiver
(corresponding to the i.i.d. case), capacity scales linearly with the number of
receive antennas. In this case, the system achieves the equivalent of nR independent
non-fading sub-channels, each with SNR η.
In contrast, when each pair of receive antennas are fully correlated, the correla-
tion matrix becomes the nR × nR matrix of ones, Σ = 1nR . In effect, the capacity
in (4.8) is minimized, and all the power is used on a single sub-channel, i.e., λ0 = 1
and λk = 0, ∀k 6= 0 [24]. In this case, the capacity is given by
Cmin(ω) = log2 (1 + nRη) . (4.10)
Therefore, we see that the minimum capacity scales logarithmically with increasing
number of receive antennas due to an effective increase in the average SNR of the
single antenna case.
4.3 Size Constrained MIMO Systems
Based on the discussion of the previous section, in this section, we develop a
channel model for sized constrained MIMO systems. In order to do so, we consider
that the receive antennas are packed within a fixed region of space, and develop a
framework to represent the signals received over this region.
4.3.1 Signals Over a Region
Consider a point, given by a position vector x , within a spherical region. We
denote r = ‖x‖ as the distance of x from the origin, which is the center of the
region of interest and x̂ , x/‖x‖ as the unit vector in the direction of nonzero
vector x .
Consider nR receive antennas located at positions x i ≡ rix̂ i, i = 1, 2, . . . nR
such that
R ≥ max
i=1,2,...nR
ri (4.11)
is the radius of the spherical region that contains all the receive antennas. Figure
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4.1 depicts the schematic diagram of the proposed system.
Figure 4.1: Schematic diagram of the proposed system.
Let gt(φ, ω) represent the complex-valued gain as a function of direction of
arrival φ and angular frequency ω. Note that gt(φ, ω) represent the gain for a
transmitted signal st(ω) arriving at the finite size spherical region from direction φ
via any number of paths through the scattering environment. Assuming scatterers
are farfield to all the receive antennas, the noiseless signal received at an antenna
located at position x ≡ rx̂ at a particular angular frequency ω is
Ψ(rx̂ , ω) =
nT∑
t=1
st(ω)
∫
S2
gt(φ̂, ω)e
ikx ·φ̂dφ (4.12)
where S2 represents the 2−sphere or unit sphere, φ̂ is a unit vector in the direction
of φ, k = ω/c is the scalar wavenumber with wave velocity c, and at a particular
angular frequency ω, define
βrt(ω) ,
∫
S2
gt(φ̂, ω)e
ikx ·φ̂dφ (4.13)
as the random complex channel gain from the tth transmit antenna to the rth
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receive antenna.
Then we can rewrite (4.12) as
Ψ(rx̂ , ω) =
nT∑
t=1
βrt(ω)st(ω). (4.14)
In the next section, we evaluate the total received power based on the repre-
sentation (4.14).
4.3.2 Total Received Power
Note that analogous to [24, p. 72], using the representation (4.14), at a particular
angular frequency ω, the total received power can be calculated as
PR =
nR∑
r=1
E
{
|Ψ(rx̂ , ω)|2
}
=
nR∑
r=1
nT∑
t=1
P
∫
S2
E
{
|gt(φ̂, ω)|
2
}
dφ
= nRσ
2
HPT (4.15)
where P = PT/nT is the power per transmit antenna, and it is assumed that
at frequency ω, the channel variances σ2H = E
{
|βrt(ω)|2
}
= E
{
|gt(φ̂, ω)|
2
}
are
constant, usually normalized such that σ2H = 1.
Therefore, if we fix the channel variances σ2H and hold the total transmit power
PT constant, the total power received by the antennas located within the spherical
region scales linearly with the number of receive antennas nR. In effect, results in
at least logarithmic capacity growth with increasing number of receive antennas,
regardless of the antenna placement within the region. This logarithmic growth
with increasing number of receive antennas is plausible if the antennas are signifi-
cantly separated. However, if the antennas are constrained within a limited region,
the assumption of unlimited total power is questionable.
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4.3.3 Channel Model for a Limited Region
Based on the discussion of previous section, the channel model given by (4.1) is
justified when the receive antennas are separated from each other by some multiple
(e.g., 1/2) of the wavelength. However, when a large number of antennas are
packed into a fixed region of space, the assumption of unlimited total received
power is arguable. In this context, [240] proposed that the total received power
should remain a constant for a given region, regardless of the number of antennas
within. Hence, it is not possible to increase the total received power by placing
more antennas into the region. This leads us to consider the channel model as
y =
√
1
nR
Hs+ z (4.16)
where the scaling of the information carrying component Hs of the received sig-
nal by
√
1/nR assures that the total received power remains bounded with the
increasing number of receive antennas.
However, the work of [240] did not specify the affects of the size of the region.
In this chapter, we consider that the receive antennas occupy a spherical region
of finite size. In effect, the total received power should increase proportionally to
the volume of the region. Hence, for any multi-antenna system with nR receive
antennas located within a spherical region of radius R, we can express the channel
model as
y =
√
4
3
piR3
nR
Hs+ z (4.17)
where the scaling of the information carrying componentHs of the received signal
by
√
4piR3/3 assures that the total received power increases with increasing region
size. Whereas, the scaling factor
√
1/nR ensures that the total received power
remains a constant as the number of receive antennas is increased.
In the next section, we use the findings of this section to evaluate the amount
of information that can be captured by the limited region of space.
88 Capacity of Finite Spatial Regions for Broadband Transmissions
4.4 Information Captured Over a Region
This section provides the amount of information that can be captured by a spheri-
cal region of fixed size under no specific assumptions on the propagation conditions
(i.e., scattering or line of sight), channel gains or propagation structure (i.e., num-
ber of the transmitting and receiving antennas). To do so, we start with the modal
decomposition of the received signal (4.12) using the 3D modal analysis technique
discussed in Chapter 2.
4.4.1 Modal Representation of Signals
Using the spherical harmonics expansion of eikx ·φ̂ [218, p. 32] in (4.12), we can
express Ψ(rx̂ , ω) as follows
Ψ(rx̂ , ω) =
N∑
n=0
n∑
m=−n
αnm(ω)jn(
ω
c
r)Ynm(x̂ ) (4.18)
where spatial mode n and spatial order m are integers, jn(ωr/c) are the spherical
Bessel functions of the first kind, Ynm(x̂ ) are the spherical harmonics and αnm(ω)
are the (n,m)th frequency dependent modal coefficients given by
αnm(ω) = 4pii
n
nT∑
t=1
st(ω)
∫
S2
gt(φ̂, ω)Y
∗
nm(φ̂)dφ. (4.19)
Note that according to [218, p. 32], in the modal expansion, signals are en-
coded in infinite number of spatial modes. However, at this point we consider
the truncation depth N as a significantly large number. Later in this chapter
we will determine the effective number of spatial modes beyond which the signal
components become small and negligible in amplitude.
Also note that from (4.18), s = [α00(ω), α1−1(ω), . . . αNN(ω)]T is the (N + 1)
2 × 1
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vector of transmitted signals (signals incoming to the region),
H =

β00(r1x̂ 1) β1−1(r1x̂ 1) . . . βNN(r1x̂ 1)
β00(r2x̂ 2) β1−1(r2x̂ 2) . . . βNN(r2x̂ 2)
...
... . . .
...
β00(rnR x̂nR) β1−1(rnR x̂nR) . . . βNN(rnR x̂nR)
 (4.20)
is the nR × (N + 1)2 channel matrix with βnm(rix̂ i) , jn(ωri/c)Ynm(x̂ i) and the
received signal vector from nR antennas can be written as
y = [Ψ(r1x̂ 1, ω),Ψ(r2x̂ 2, ω), . . .Ψ(rnR x̂nR , ω)]
T . (4.21)
Further, consider z = [ν(r1x̂ 1, ω), ν(r2x̂ 2, ω), . . . ν(rnR x̂nR , ω)]T as the nR×1 noise
vector. We assume uncorrelated noise at each receive antenna. We also assume
that the noise power is independent of the position of the antennas over the spher-
ical region.
In addition, since the spherical harmonics are orthogonal [215, p. 191], we can
consider the transmitted signals, encoded in modes (4.19), as orthogonal wave-
forms. Thus, for each mode the incoming signal αnm(ω) to the spherical region
has a unique radiation pattern. In effect, the observable signal over the spherical
region is the combination of all these patterns. The radiation pattern of the first
six modes is depicted in Figure 4.2.
4.4.2 Narrowband Capacity
Using the findings of the previous section, in this section, considering the channel
model (4.17) we evaluate the amount of information captured by the limited region
at a particular frequency ω.
We start with assuming the transmit signal vector s in (4.17) is zero-mean with
covariance E{ss†} = V s. Moreover, considering AWGN, the noise components are
statistically independent with covariance V z = E{zz†} = σ2InR for all frequencies
ω and have identical power at each of the nR receive antennas. Then the receive
90 Capacity of Finite Spatial Regions for Broadband Transmissions
Figure 4.2: Radiation pattern of the first six modes incoming to a spherical region.
signal vector y in (4.17) is zero-mean with covariance
V y = E{yy†} =
4
3
piR3
nR
HV sH
† + V z. (4.22)
Note that by definition, the channel capacity of a narrowband MIMO channel1
operating at a particular frequency ω with total transmit power restricted to PT
is given by [2]
C(ω) = max
p(s):tr(V s)≤PT
I(s;y) (4.23)
where p(s) is the transmitter statistical distribution and
I(s;y) = log2
Vy
Vz
(4.24)
is the mutual information of the transmitted and received signals.
Thus, normalized information capacity of the limited spherical region is given by
C(ω) = log2
∣∣∣∣InR + 43piR3nR 1σ2HV sH†
∣∣∣∣
1A detail discussion is provided in Section 2.4.3 in Chapter 2.
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= log2
∣∣∣∣I(N+1)2 + 43piR3nR 1σ2V sH†H
∣∣∣∣ . (4.25)
Here, the second equality follows from the determinant identity |I +AB| = |I +
BA|.
In this chapter, we consider that the channel H , given by (4.20), is determin-
istic, since the entries of H are dependent on the location of the receive antennas.
Further, since the spherical harmonics are independent of each other, we can en-
code each transmit mode with independent signals. Therefore, considering each
transmit mode has power2 P , then V s = PI(N+1)2 . In this situation, the normal-
ized capacity is given by
C(ω) = log2
∣∣∣∣I(N+1)2 + 43piR3nR Pσ2H†H
∣∣∣∣ . (4.26)
It should also be noted that the (nm, n′m′)th element of the matrix product
H†H is given by
H†H|nm,n′m′ =
nR∑
i=1
β†nm(rix̂ i)βn′m′(rix̂ i)
=
nR∑
i=1
jn
(ω
c
ri
)
jn′
(ω
c
ri
)
Ynm(x̂ i)Y ∗n′m′(x̂ i) (4.27)
where H is defined in (4.20).
However, analogous to [226, eqn. 14], for a large number of receive antennas
nR, we can approximate (4.27) with the integrals
H†H|nm,n′m′ ≈ nR4
3
piR3
∫
S2
∫ R
r=0
jn
(ω
c
r
)
jn′
(ω
c
r
)
Ynm(x̂ )Y ∗n′m′(x̂ )r
2drdx̂
=
nR
4
3
piR3
∫ R
r=0
jn
(ω
c
r
)
jn′
(ω
c
r
)
r2dr
∫
S2
Ynm(x̂ )Y ∗n′m′(x̂ )dx̂
(4.28)
2The mechanism of allocating equal power to each transmit antenna is well established in
literature as discussed in Section 2.4.4 in Chapter 2. However, since sampling of any spatial
region populated with antennas is only a form of mode excitation [226], the total transmit power
has been allocated equally among the transmit modes.
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From (4.28), based on the orthogonal property of spherical harmonics, as shown
in Section 2.6.2 in Chapter 2,
∫
S2
Ynm(x̂ )Y ∗n′m′(x̂ )dx̂ =
1, n = n′, m = m′0, Otherwise, (4.29)
the (nm, n′m′)th element of the matrix product
H†H|nm,n′m′ =

nR
4
3
piR3
∫ R
r=0
j2n
(
ω
c
r
)
r2dr, n = n′, m = m′
0, Otherwise.
(4.30)
Thus, H†H is a diagonal matrix with diagonal entries
H†H|nm,nm = nR4
3
piR3
∫ R
r=0
j2n
(ω
c
r
)
r2dr. (4.31)
Then by definition, the eigenvalues of the diagonal matrix H†H is
λnm =
nR
4
3
piR3
∫ R
r=0
j2n
(ω
c
r
)
r2dr. (4.32)
Hence, analogous to (4.8), (4.26) can be rewritten as
C(ω) =
N∑
n=0
n∑
m=−n
log2
(
1 +
4
3
piR3
nR
P
σ2
λnm
)
. (4.33)
In effect, the normalized information capacity of the spherical region at a particular
frequency ω is given by
C(ω) =
N∑
n=0
(2n+ 1) log2
(
1 +
P
σ2
Gn(ω)
)
(4.34)
where the gain over the spherical region for the nth spatial mode is
Gn(ω) =
∫ R
r=0
j2n
(ω
c
r
)
r2dr
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=
R3
2
[
j2n
(ω
c
R
)
− jn−1
(ω
c
R
)
jn+1
(ω
c
R
) ]
(4.35)
where (4.35) follows from [241, p. 624]. It is evident from the equation that the
channel gain over the spherical region is dependent on the operating frequency and
size of the region.
Note that (4.34) determines the amount of information that can be captured by
a limited spherical region at a particular frequency. This equation also indicates,
how the channel gain over a spherical region is distributed among the spatial
modes. Hence, the properties of the gain function Gn(ω) play an important role
in the achievable channel capacity of the spherical region. In the next section, we
discuss these properties.
4.4.3 Information Gain Over a Region
In this section, we illustrate some important properties of the gain Gn(ω) (4.35)
as follows
• In the spherical harmonics representation (4.18), the spatial modes indicate
the number of independent channels, since the spherical harmonics are or-
thogonal to each other [48, 198]. Thus, (N + 1)2 independent channels are
available to carry information, nth channel (0 ≤ n ≤ N) with independent
gain Gn(ω).
• At a particular frequency ω, the 0th mode provides the maximum channel
gain. As the mode index n increases, channel gain decreases due to the
asymptotic characteristics3 of the spherical Bessel functions jn(·). This ob-
servation can be explained with an example. Consider transmissions at 5G
frequency F = 1.2 GHz (ω = 2piF ). It is evident from Figure 4.3 that,
channel gain Gn(ω) as a function of radius of the region decreases as the
spatial mode index n increases. It is also clear from the figure that with
increasing mode index n, channel gain starts small due to the asymptotic
characteristics of jn(·) and the maximum gain of the nth mode is obtained
3Except for the j0(·), with increasing n, spherical Bessel functions starts small (in the order
of 0) as depicted in Figure 3.2 in Chapter 3.
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at a larger radial position compared to the maximum provided by the prede-
cessor mode. Further, for the nth mode, after reaching the maximum value,
channel gain remains constant.
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Figure 4.3: Channel gain as a function of radius of the spherical region considering
ω = 2piF with F = 1.2 GHz.
4.4.4 Broadband Capacity
Now, we are in a position to evaluate the amount of information that can be
captured by a spherical region of fixed size for a given bandwidth. Considering
equal power P per transmit mode, the total information capacity of a limited
spherical region for a given bandwidth is
C =
∫
BW
C(ω)dω (4.36)
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=
∫
BW
N∑
n=0
(2n+ 1) log2
(
1 +
P
σ2
Gn(ω)
)
dω (4.37)
=
∫
BW
N∑
n=0
(2n+ 1) log2
[
1 +
P
σ2
R3
2
(
j2n
(ω
c
R
)
− jn−1
(ω
c
R
)
jn+1
(ω
c
R
))]
dω
(4.38)
=
N∑
n=0
(2n+ 1)
∫
BW
log2
[
1 +
P
σ2
R3
2
(
j2n
(ω
c
R
)
− jn−1
(ω
c
R
)
jn+1
(ω
c
R
))]
dω
(4.39)
where C(ω) (4.36) and Gn(ω) (4.37) are defined in (4.34) and (4.35), respectively
and N is a significantly large number. Further, (4.39) follows from the property
[242, Theorem B, p. 147].
∑∫
fn(x)dx =
∫ ∑
fn(x)dx, if fn(x) > 0, ∀n, x (4.40)
Observe that considering equal power per transmit mode and AWGN at each
receive antenna, (4.39) determines the amount of information that can be captured
by a limited spherical region over a finite bandwidth. It is also evident from this
equation that given any signal captured by a spherical region of finite size over a
bandwidth, the normalized capacity of the nth channel4 is
Cn =
∫
BW
log2
[
1 +
P
σ2
R3
2
(
j2n
(ω
c
R
)
− jn−1
(ω
c
R
)
jn+1
(ω
c
R
))]
dω. (4.41)
Further, considering N = 0 in (4.39), there is one channel available with normal-
ized capacity C0. Whereas, when N = 1, there are one channel available with
normalized capacity C0 and three channels with normalized capacity C1 and so
on5. In effect, (N + 1)2 independent channels are available to carry information.
Hence, the information capacity of a limited spherical region over a finite band-
width is equivalent to the contribution of (N + 1)2 parallel independent broadband
channels where capacity of the nth channel (0 ≤ n ≤ N) is given by Cn (4.41). In
4Due to the orthogonal property of the spherical harmonics [48,198], the spatial modes indicate
the number of independent channels.
5For any particular mode n, there are 2n+ 1 orders.
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the following section, we graphically illustrate our derived result (4.39).
4.5 Illustrations
This section provides insights of the result derived in (4.39) based on numeri-
cal examples. Regarding that consider 5G frequency transmissions with a center
frequency of F0 = 1.2 GHz. Note that wave velocity c = 3× 108 m per seconds.
In Figure 4.4, the information capacity of a limited spherical region (4.39) is
plotted as a function of bandwidth and radius of the region. We consider that the
total transmit power PT = 1 kW and noise power per receive antenna σ2 = 1 W.
Furthermore, consider a significantly large value of truncation depth, i.e., N = 20.
In effect, since for any particular mode n, there are (2n + 1) orders, power per
transmit mode P = PT/(N + 1)2 ≈ 2.5 W. In consequence, P/σ2 ≈ 4 dB. Given
these power constraints, it is evident from the figure that capacity increases with
the size of the observable region and channel bandwidth. In addition, the figure
helps to predict the amount of information captured over a finite spherical region
for a given bandwidth. For instance, the figure indicates that we can achieve an
approximate capacity of 18 MHz over a spherical region of radius 50 cm at a 20
MHz bandwidth.
Next, Figure 4.5 illustrates how many terms are required in (4.39). To do so, we
consider 20 MHz bandwidth and different values of radius R. Further, we consider
that P/σ2 = 5 dB without imposing any constraints on total transmit power or
noise power per receive antenna. However, it was shown in [215, pp. 243-244] as a
rule of thumb that in the modal expansion, though signals are encoded in infinite
number of spatial modes, the signal components are limited to 0 ≤ n ≤ N where
N = ωR/c with ω representing the operating frequency. In addition, for n > N the
signal components are small and negligible in amplitude. In this context, Figure
4.5 indicates that n in (4.39) can be truncated to [0, N ] where N = dωuR/ce, since
considering more spatial modes provide no additional gain in information. Here,
ωu represents the upper bound of the given bandwidth. Note that since in the
spherical harmonics representation (4.18), the spatial modes indicate the number
of independent channels [48, 198], (N + 1)2 independent channels are available to
carry information.
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Figure 4.4: Capacity as a function of bandwidth and radius considering 5G fre-
quency transmissions, P/σ2 ≈ 4 dB and N = 20. Capacity is in (a) linear scale,
(b) log scale.
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Figure 4.5: Evaluating truncation depth N in (4.39) with ∗ mark representing the
point when N = dωuR/ce where ωu is the upper bound of the given bandwidth.
Now, based on the findings illustrated in Figure 4.5, we revise the results
demonstrated in Figure 4.4. It is clear from Figure 4.6 that considering trun-
cation depth as N = dωuR/ce, we obtain a significant increase in the amount of
information captured over a finite spherical region for a given bandwidth. For
instance, considering a spherical region of radius R = 50 cm and 20 MHz band-
width, N = dωuR/ce = 13 and power per transmit mode P = PT/(N + 1)2 ≈ 5
W. Here, the upper bound of the given bandwidth ωu = 2pi(F0 + 10) radian per
seconds. In this scenario, we can achieve an approximate capacity of 40 MHz over
the spherical region for the given bandwidth, as depicted in 4.6. This result indi-
cates a significant improvement in performance compared to the approximate 18
MHz capacity gain shown in 4.4.
4.6 Summary and Contributions
This chapter presents a theoretical normalized capacity of a finite spherical region
for a given bandwidth. We consider that receive antennas are located within a
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Figure 4.6: Capacity as a function of bandwidth and radius considering 5G fre-
quency transmissions and N = dωuR/ce where ωu is the upper bound of the given
bandwidth. Capacity is in (a) linear scale, (b) log scale.
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spherical region of fixed size and transmit antennas exist outside the region of
interest. The proposed system ensures that the total received power remains a
constant for the given region, regardless of number of receive antennas in it. In
addition, since the receive antennas occupy a spherical region of finite size, the to-
tal received power increases proportionally to the volume of the region. For given
constraints on total received power, we show that sampling the receiving aperture
of spherical shape with antenna elements is a form of spherical harmonics repre-
sentation or mode excitation. This representation is used to decompose the spatial
channel where the transmit modes are coupled to the receiving antennas. Further-
more, based on this representation, we evaluate the information capacity of any
spherical region of finite size for narrowband as well as broadband transmissions.
Some specific contributions made in this chapter are:
1. Determines the amount of information that can be captured by a limited
spherical region over a finite bandwidth considering equal power per transmit
mode and AWGN at each receive antenna. We show that the information
capacity of a limited spherical region over a finite bandwidth is equivalent to
the contribution of multiple parallel independent broadband channels, each
with independent channel capacity.
2. Provides the channel gain over a limited spherical region at a particular fre-
quency. We show that the channel gain over a limited spherical region is
dependent on the operating frequency and the size of the region. In addi-
tion, we evaluate how the channel gain over the limited spherical region is
distributed over frequency among the independent channels (spatial modes).
The derived results indicate that at a particular frequency, the 0th mode pro-
vides the maximum channel gain, and the channel gain decreases with the
increasing mode index. In addition, the maximum gain of a particular mode
is obtained at a larger radial position compared to the maximum provided by
the predecessor mode. Further, for each mode, after reaching the maximum
value, channel gain remains constant.
3. Calculates the effective number of independent channels (spatial modes) that
are available to carry information. We illustrate that the proposed system
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with receive antennas enclosed within a limited spherical region suffers a ca-
pacity saturation, where further increase in spatial modes gives no further
capacity gain. This saturation point in the number of spatial modes is pro-
portional to the product of the upper bound of the channel bandwidth and
radius of the spatial region. Further, distributing the total transmit power
equally among the effective independent channels, we can achieve an enor-
mous performance gain over a finite spherical region for a given bandwidth.

Chapter 5
Introducing Space into Shannon’s Ca-
pacity Theorem
Overview: This chapter studies the channel capacity of band limited wavefields
observed on the edge of a limited source-free disk region over a finite time window.
The design problem is approached from a physical wavefield perspective, in partic-
ular using the modal expansion of the free space wave propagation in 2D. When
signals are transmitted to a spatially constrained receiver region, though an infinite
number of spatial orders excited in the region, only a finite number of them carry
information. Further, the effective spatial orders represent the number of indepen-
dent channels available for communication. We show that for each channel, how
the observable time and band limited signals are coupled to a finite disk region,
and evaluate the capacity of each channel. The derived result indicates that for
a fixed average signal power over the bandwidth, the channels associated with the
lower spatial orders provide large performance gains and channel capacity drops as
spatial order index increases. In addition, different orders provide optimum per-
formance at different radial positions. These findings have significant implications
in characterizing the performance of broadband distributed MIMO systems.
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5.1 Introduction
In this chapter, we provide a rigorous characterization of the theoretical maximum
to the channel capacity of a finite spatial region for broadband transmissions in
2D. Our derived result addresses how information is conserved in space-frequency
when spatial diversity resulted by the imposed spatial constraint is considered, in
addition to broadband transmission. In this context, the previous contributing
chapters showed that there is a limit to the amount of information received over
a finite spatial region for broadband transmissions. This limit is showed to be
independent of the number of antennas populating the observable region of space.
Rather, the limit relates only to the size of the region and the frequency bandwidth.
In this chapter, this simplification is shown to result based on the classical concept
of Shannon’s capacity theory [63]. Regarding this, we develop a novel framework
to study broadband multi-antenna systems observed at the edge1 of a fixed disk
region. This framework extends the results of Shannon [63] to the spatial domain in
addition to the time-frequency domain using the modal decomposition techniques
in 2D and the concepts of Shannon’s capacity theorem discussed in Chapter 2.
The analysis of this chapter builds upon studying a band limited 2D multipath
wavefield observed at the edge of a limited source-free disk region over a finite
time window. Analogous to the previous chapters, we assume that the multipath
field is generated by transmitting antennas and scatterers that exist outside the
observable region of space. In effect, the signals observable within this wavefield are
characterized as a series of orthogonal basis functions encoded in a finite number
of spatial orders. Afterwards, similar to Chapter 3, we show that the effective
frequency bandwidth of each spatial order is essentially related to the size of the
observable region and varies from the frequency bandwidth of the channel. Our
results indicate that even though for lower spatial orders, effective bandwidth is
equal to the given frequency bandwidth, for higher orders, effective bandwidth is
less than the given frequency bandwidth. Moreover, we show that the effective
observation time is independent of spatial order and is related to the finite size
1This chapter aims at characterizing the theoretical maximum to the channel capacity of a
finite disk region enclosing the receiving antennas. Hence, it should suffice to determine the
wavefield incident on the disk region from the field distribution at the edge of the region.
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of the observation region. These findings clearly indicate the strong link between
space and time as well as space and frequency in multi-antenna systems. Further,
following the classical degrees of freedom result of time-bandwidth product, we
evaluate the signal degrees of freedom for each order. However, from the spatial
diversity perspective, each of these orders represents an independent channel. Then
analogous to Shannon’s work [63], we (i) represent the signals observed within the
channels geometrically and (ii) calculate an upper bound to the capacity of each
channel.
In comparison, Chapter 3 provided a more detailed discussion on the total
degrees of freedom of signals observed over a spherical region (3D) of finite size.
Though this chapter uses the similar mathematical formalism as Chapter 3, the
distinctive features of Chapter 3 are: the derived signal degrees of freedom of
freedom result (i) studied the affect of signal to noise ratio on each spacial mode,
(ii) clearly indicated how the spatial degrees of freedom is interrelated to time-
frequency degrees of freedom. In addition, Chapter 4 evaluated the amount of
information captured over a spherical region for broadband transmissions. The
proposed framework in Chapter 4 is developed based on incorporating the MIMO
communication concepts with the modal analysis techniques in 3D discussed in
Chapter 2. Whereas, in this chapter, we consider broadband multi-antenna sys-
tems observed at the edge of a fixed disk region (2D) and derive a theoretical
maximum to the information capacity of each channel. The analysis of this chap-
ter is based on the classical concept of Shannon’s capacity theory [63]. Typically
the concept of Shannon’s theory only considers the time domain along with its
transformed counterpart, the frequency spectra. In this chapter, we apply the
space domain in addition to the time-frequency domain to evaluate the capacity
of each channel.
The publications covering the contents in this chapter are [243,244], and they
are listed here for completeness:
• F. Bashar, S. M. A. Salehin and T. D. Abhayapala, “Analysis of degrees of
freedom of wideband random multipath fields observed over time and space
windows,” in 2014 IEEE Workshop on Statistical Signal Processing (SSP),
June 2014, pp. 45-48.
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• F. Bashar, T. D. Abhayapala and S. M. A. Salehin, “Capacity of Band Lim-
ited Wavefields Observed Over Finite Spatial and Temporal Windows,” in
The 8th International Conference on Signal Processing and Communication
Systems (ICSPCS), Dec. 2014, pp. 1-7.
5.2 System Model
We focus on a wireless multipath wavefield observed within a 2D disk region of
radius R and is generated by a source or distribution of sources and scatterers
that exist outside the region of interest as depicted in Figure 5.1. In this ideal
configuration all fields are scalar so that the presentation is simplified. Further,
the wavefield is assumed to be band limited to [F0−W,F0 +W ] and observed over
a finite time interval [0, T ] with F0 representing the mid band frequency.
Figure 5.1: Schematic diagram of the system.
5.2.1 Plane Wave Representation
Let Ψ(x , ω) denote a finite complex-valued multipath field in the region of interest
where x ≡ (r, φx) represents a position vector within the 2D observation region,
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r = ‖x‖ ≤ R denotes the distance of x from the origin, φx ∈ [0, 2pi) is the azimuth
angle of vector x and ω is the angular frequency. Note that a standard multipath
model involves modeling every distinct path explicitly as a plane wave. Hence, in
this model, the multipath field is generated by the superposition of plane waves as
Ψ(x , ω) =
∫ 2pi
0
a(φ, ω)eikx ·ŷdφ (5.1)
where ŷ ≡ (1, φ), k = ω/c is the scalar wavenumber, c is the wave velocity and
a(φ, ω) is the complex-valued gain of scatterers as a function of direction of arrival
φ ∈ [0, 2pi) and angular frequency ω.
5.2.2 Orthogonal Basis Expansion
We consider that the multipath field is generated by sources external to the region
of interest. Hence, we can use Jacobi-Anger expansion [218, p. 67] to represent
the plane waves in (5.1) as
eikx ·ŷ =
∞∑
n=−∞
inJn(
ω
c
r)ein(φx−φ) (5.2)
where Jn(·) is the Bessel function of the first kind of integer order n, and we can
identify a countable set of orthogonal basis functions over the 2D disk, since
∫ 2pi
0
einφxe−imφxdφx =
2pi, n = m0, otherwise. (5.3)
Observe that by substituting (5.2) into (5.1), we obtain the space-frequency
spectrum on the edge of a limited source-free region
Ψ(R, φx, ω) =
∞∑
n=−∞
αn(ω)Jn(
ω
c
R)einφx (5.4)
where αn(ω) is the nth order frequency dependent coefficient and using (5.1) can
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be defined as
αn(ω) = i
n
∫ 2pi
0
a(φ, ω)e−inφdφ. (5.5)
However, the information available about scatterers that generate the multi-
path field Ψ(R, φx, ω) is usually limited. Thus, it is reasonable to represent the
multipath field as a random process. Referring to (5.1), the scattering gain a(φ, ω)
is random and so is αn(ω) in (5.5). For mathematical simplicity of the analysis, we
assume uncorrelated scattering. As a result, the random gains a(φ, ω) and a(φ′, ω′)
at two distinct incident angles and different frequencies are uncorrelated from each
other. Hence, using (5.5), the uncorrelated scattering assumption, and following
a few intermediate steps, we find that
E{|αn(ω)|2} =
∫ 2pi
0
E{a(φ, ω)a∗(φ, ω)}dφ (5.6)
where E{·} represents the expectation operation.
Therefore, our observable field (5.4) is a random multipath field and can be rep-
resented by an infinite but countable set of orthogonal basis functions.
Further, the nth order space-frequency spectrum on the edge of the observable
region can be expressed as the product of the nth order signal spectrum αn(ω) and
the Bessel functions of the first kind Jn(ωR/c) as [215, p. 227]
Ψn(R,ω) , αn(ω)Jn
(ω
c
R
)
. (5.7)
5.3 Spatial Sampling Theorem
In this section, we evaluate the minimum number of basis elements/ samples (de-
grees of freedom) required to represent the nth order wideband signal observed
over a finite time interval on the edge of a 2D disk region. Before proceeding to do
so, we evaluate the observation time of time limited signals at each spatial order
n.
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5.3.1 Observation time of the nth Order
Let ψn(R, t) be the inverse Fourier transform of Ψn(R,ω). Then, by taking the
inverse Fourier transform of (5.7), we obtain
ψn(R, t) = an(t) ∗ Un(tc
R
) (5.8)
where the time domain coefficients an(t) are the inverse Fourier transform of αn(ω),
the Chebyshev Polynomial of the first kind Un(tc/r) is the inverse Fourier trans-
form of Jn(ωr/c) [245] and ∗ represents the convolution operator.
Observe that in (5.8), the nth order space-time signal ψn(R, t) is a convolu-
tion between the nth order time domain signal an(t) and the Chebyshev Polyno-
mial Un(tc/R). Hence, any information content in the nth order space-time signal
ψn(R, t) is contained in the nth order time domain signal an(t).
We observe the nth order space-time signal ψn(R, t) over a time window [0, T ].
Moreover, the Chebyshev Polynomial Un(z) is defined only for −1 ≤ z ≤ 1, as
illustrated in Figure 5.2. Hence, Un(tc/R) is defined only for −R/c ≤ t ≤ R/c.
As a result, if we consider that the nth order space-time signal is observed on
the edge a disk of radius R over the time window [0, T ], it is possible to capture
information about the nth order time domain signal an(t) over the time window
[−R/c, T +R/c]. This is equivalent to observing the nth order time domain signal
an(t) over a maximum time window of T + 2R/c.
Therefore, given that the spatial orders n are separated, observing a random
wireless wavefield at the edge of a 2D disk of radius R for a time interval T is
equivalent to observing all the separated, individual orders n over an effective
time interval
Teff = T +
2R
c
. (5.9)
Further, this effective time interval Teff is not order dependent and increases with
the size of the observation region2.
2Analogous to the effective time interval result (3.5) presented in Chapter 3 where wavefields
are observed over a 3D spherical region of finite size, the effective time interval for the 2D case
is also dependent on the size of the region.
110 Introducing Space into Shannon’s Capacity Theorem
−1 −0.8 −0.6 −0.4 −0.2 0 0.2 0.4 0.6 0.8 1
−1
−0.8
−0.6
−0.4
−0.2
0
0.2
0.4
0.6
0.8
1
U0(z)
U1(z)
U2(z)
U3(z) U4(z)
argument z
U n
(z)
Figure 5.2: Chebyshev Polynomial of the first kind Un(z) for n=0,1,2,3,4.
In the next subsection, we show the coupling relation between space and fre-
quency. This relation truncates the expansion in (5.4) to a finite number of spatial
orders.
5.3.2 Bandwidth of the nth Order
This subsection shows that depending on the order index n, the effective bandwidth
of the space-frequency spectrum varies from the given bandwidth. We show this
below with a rigorous analysis of the nth order space-frequency spectrum Ψn(R,ω)
(5.7).
We can observe from Figure 5.3 that the 0th order Bessel function J0(z) is active
within the range z ∈ [0,∞). On the contrary, for a given z, the Bessel functions
Jn(z) start small (in the order of zero) as n increases. For n > 0, this observation
is supported by the following asymptotic form [236, eqn 9.1.7]
Jn(z) ∼ (1
2
z)
n
/Γ(n+ 1), n ≥ 0 (5.10)
where Γ(·) is the Gamma function.
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Figure 5.3: Bessel functions of first kind Jn(z) vs. argument z for different values
of n.
According to this bound, in (5.7), for the nth order, when argument ωR/c n,
magnitude of Jn(ωR/c) is significantly small. In effect, the magnitude of the
space-frequency spectrum Ψn(R,ω) (5.7) becomes trivial. Therefore, magnitude
of Jn(ωR/c) has to be at least equivalent to some threshold γ. Lets assume that at a
fixed radius R, ωn is the maximum angular frequency below which the magnitude of
the Bessel function Jn(ωR/c) is less than the threshold γ. Therefore, substituting
z by ωnR/c in (5.10), we obtain
Jn
(ωn
c
R
)
= γ ≈
(
1
2
ωn
c
R
)n
1
Γ(n+ 1)
. (5.11)
Now, using the Stirling lower bound for the Gamma functions [237, p. 45]
Γ(n+ 1) >
√
2pin
(n
e
)n
, (5.12)
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we rewrite (5.11) as
β
(
eωnR/2c
n
)n
< γ (5.13)
where β = 1/
√
2pin. Further, using the exponential inequality [198], (1 + x/n)n ≤
ex for n 6= 0 (with equality in the limit n→∞), yields
βe(eωnR/2c−n) ≤ γ (5.14)
Since β < 1, for n > 0 and ωn = 2piFn, we have
e(epiFnR/c−n) < γ. (5.15)
We define Fn as the critical frequency. Now, making Fn the subject of the formula
in (5.15), the maximum value of the critical frequency for the nth order is
Fn =
nc
epiR
+
c
epiR
log γ (5.16)
such that at radius R, above this critical frequency Fn magnitude of the Bessel
function Jn(ωR/c) is greater than a predefined threshold γ. This means that for
order n, signals below frequency Fn are not detectable.
Note that the nth order signal spectrum αn(ω) (5.7) is band limited over the
range [F0−W,F0+W ], since the multipath field is band limited to [F0−W,F0+W ].
Moreover, as depicted in Figure 5.3, the Bessel functions Jn(z) (n > 0) start
slowly as n increases. Therefore, beyond a certain order n, the critical frequency
Fn > F0 − W and the useable bandwidth of the orders above is F0 + W − Fn.
Further, if we keep increasing n, beyond a certain order n, Fn > F0 + W and the
effective bandwidth of the orders above is zero.
Hence, the effective frequency bandwidth3 of the nth order space-frequency
3Though the effective bandwidth result (5.17) is derived following the similar approach to the
3D case, unlike (5.17), the effective bandwidth result (3.16) in Chapter 3 demonstrates the affect
of signal to noise ratio on each spatial mode.
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spectrum Ψn(R,ω) is
Wn =

2W, |n| ≤ Nmin
F0+W −max{F0−W,Fn}, Nmin < |n| ≤ Nmax
0, otherwise
(5.17)
where Nmin is the lowest order beyond which the critical frequency Fn > F0 −W
and Nmax is the lowest order beyond which the critical frequency Fn > F0 + W .
In effect, we can truncate the infinite series in (5.4) to |n| < Nmax
5.3.3 Degrees of Freedom of the nth Order Signal
We are now in a position to set up the mathematical formalism to evaluate the
degrees of freedom of the nth order wideband space-time signal observed at the
edge of the 2D disk region. In order to do so, it is useful to think of nth order
space-frequency spectrum Ψn(R,ω) at radius R in time domain as
ψn(R, t) =
1
2pi
∫
Ωn
Ψn(R,ω)e
jωtdω (5.18)
where the integration is taken over Ωn with Ωn ∈ [2pi(F0 −W ), 2pi(F0 + W )] for
|n| ≤ Nmin and Ωn ∈ [2piFn, 2pi(F0 + W )] for Nmin < |n| ≤ Nmax where Fn is
defined in (5.16).
Lets replace t in (5.18) by t = `/Wn where ` is any positive or negative integer.
Hence, we obtain
ψn
(
R,
`
Wn
)
=
1
2pi
∫
Ωn
Ψn(R,ω)e
jω `
Wn dω. (5.19)
Note that on the left side, we have the values of the nth order space-time signal
ψn(R, t) at sampling points in time domain, whereas, on right side, we have the
`th coefficients in the Fourier series expansion of the nth order space-frequency
spectrum Ψn(R,ω). According to the uniqueness property of Fourier transform,
ψn(R, t) is determined completely by its samples, and analogous to Shannon’s
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work [63], we can reconstruct ψn(R, t) from its samples as
ψn(R, t) =
∞∑
`=−∞
ψn
(
R,
`
Wn
)
φn`(t) (5.20)
where
φn`(t) = e
j2piW0n(t− `Wn )
sin piWn(t− `Wn )
piWn(t− `Wn )
(5.21)
denote the basis functions with W0n representing the mid band frequency of the
nth order. We obtain (5.20) by substituting Ψn(r, ω) from (5.19) in (5.18) and then
exchanging the integration and summation.
Therefore, following the same reasoning as Shannon [63], the minimum numbers
of terms required in the sum (5.20) that satisfy the constraints on observation
region size, bandwidth and observation time window provide the available degrees
of freedom of the nth order space-time signal ψn(R, t). Note that ψn(R, t) can be
determined by taking samples 1/Wn units apart and is limited within the interval
Teff . This means that we can truncate ` in (5.20) to [0,WnTeff ].
Thus, the degrees of freedom4 of the nth order space-time signal ψn(R, t) ob-
served at the edge of a 2D disk the region is
Dn = WnTeff + 1 (5.22)
where for different values of n,Wn is provided in (5.17) and Teff is defined in (5.9).
However, in multi-antenna systems, the information capacity grows linearly
with the number of signal degrees of freedom. Therefore, in the following section,
analogous to Shannon’s work [63] we develop a geometrical framework based on
the findings of this section. This framework helps to evaluate the information
capacity of each channel of any wideband multi-antenna system observed at the
edge of a 2D disk.
4In comparison, (3.21) in Chapter 3 portrays the total signal degrees of freedom available
in any broadband wavefield observed over a limited 3D spherical region considering all effective
modes and orders.
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5.4 Geometrical Representation of Signals
Shannon’s work [63] established a mapping between communication systems and
certain geometrical ideas. Shannon’s argument is based on the fact that a set of
m numbers a1, a2, a3, . . . am regardless of their source, can always be thought of as
coordinates of a point in m-dimensional space. Further, each particular selection
of these numbers corresponds to a particular point in this space. This section use
this analogy to represent the proposed system in terms of geometry.
5.4.1 Representation of Observed Signals without Noise
From (5.7), we observe that the gain of the nth spatial channel Jn(ωR/c) varies
with angular frequency ω. Lets consider a small bandwidth ∆Wnν where the gain
can be assumed to be constant at Jn(ωνR/c) with ων representing the mid band
angular frequency for the bandwidth ∆Wnν .
Now, if we consider that the nth order space-time signal ψn(R, t) is operating at
angular frequency ων with a bandwidth ∆Wnν , then (5.20) can be rewritten as
ψ(ν)n (R, t) =
∞∑
`=−∞
ψ(ν)n
(
R,
`
∆Wnν
)
φ
(ν)
n` (t) (5.23)
where
φ
(ν)
n` (t) = e
j2piW0nν(t− `∆Wnν )
sin pi∆Wnν(t− `∆Wnν )
pi∆Wnν(t− `∆Wnν )
(5.24)
denote the basis functions with W0nν representing the mid band frequency.
Therefore, we can truncate ` in (5.23) to [0,∆WnνTeff ]. In effect, at frequency
ων , the available degrees of freedom of the nth order space-time signal ψ
(ν)
n (R, t)
on the 2D disk is
Dnν = ∆WnνTeff + 1. (5.25)
Consider a space of Dnν dimensions, then the Dnν samples of the signal can
always be considered as the coordinates of a point in this space. In this section,
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we use this geometric idea to map the observable signals in the Dnν dimensional
space. We start with the following theorem that proves the orthogonal property
of the basis functions over time.
Theorem 5.1 (Orthogonality of Basis Functions) : The basis functions φ(ν)n` (t)
in (5.24) exhibit orthogonal property over time, since
∫ ∞
−∞
φ
(ν)
n` (t)φ
(ν)∗
n`′ (t)dt =
{
0 ` 6= `′
1
∆Wnν
` = `′
(5.26)
Proof of the orthogonality of the functions φ(ν)n` (t) is provided in Appendix 5.A1.
Based on the above mentioned theorem, at a particular frequency ων , ψ
(ν)
n (R, t)
(5.23) represents a sum of orthogonal functions. As a result, by truncating ` to
[0,∆WnνTeff ] in (5.23) and integrating over time, we have
∫ ∞
−∞
|ψ(ν)n (R, t)|
2
dt=
1
∆Wnν
∆WnνTeff∑
`=0
ψ(ν)n
2
(
R,
`
∆Wnν
)
.
(5.27)
Here on the right side,
(d(ν)n )
2
=
∆WnνTeff∑
`=0
ψ(ν)n
2
(
R,
`
∆Wnν
)
(5.28)
is the square of the distance from the origin analogous to two or three dimensional
cases, for instance, if (a0, a1) represents the coordinates of a point in the two
dimensional space, the square of the distance from the origin is d22 = a20 + a21.
Further, on the left side, we have energy En(ων) of the corresponding signal at
radius R operating at a particular frequency ων .
Thus, the square of the distance from the origin to a point is
(d(ν)n )
2
= ∆WnνEn(ων)
= ∆WnνTeffPn(ων) (5.29)
where at frequency ων , Pn(ων) is the average power of the nth order space-frequency
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spectrum at radius R over time Teff .
By definition,
Pn(ων) = E{|Ψn(R,ων)|2}
= E{|αn(ων)|2}|Jn
(ων
c
R
)
|
2
. (5.30)
This definition is derived using (5.7).
In this chapter, we consider that the nth order signal spectrum αn(ω) is limited
to a certain average power5 P irrespective of orders n and frequencies ω, i.e.,
E{|αn(ω)|2} ≤ P, ∀n, ω. (5.31)
In effect, (5.30) can be rewritten as
Pn(ων) ≤ P |Jn
(ων
c
R
)
|
2
. (5.32)
Hence, at a particular frequency ων , the nth order space-time signal with an
average power less than Pn(ων) corresponds to a point within a sphere of radius
r
(ν)
t =
√
∆WnνTeffPn(ων). (5.33)
Lets denote this sphere as Shannon’s sphere.
So far, for a given constraint on the average signal power, considering trans-
mission at a particular frequency, we have developed a geometrical framework to
represent the space-time signals in a noiseless system. In the next section, we use
this formalism to represent of the space-time signals geometrically in the presence
of noise.
5Since αn(ω) can be thought of as the transmitted spectrum encoded in n orders, we can
place a restriction on the average power of the nth order signal spectrum αn(ω).
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5.4.2 Representation of Observed Signals with Noise
In practical systems, signals are perturbed by noise. Hence, the space-frequency
spectrum actually observed on the disk is
Ψ(R, φx, ων) = Ψ(R, φx, ων) + ηR(φx, ων) (5.34)
where ηR(φx, ων) is the white Gaussian noise at the edge of the disk region as-
sociated with the receive antenna at an angle φx and Ψ(R, φx, ων) is defined in
(5.4).
The following theorem proves that the white Gaussian noise power remains the
same at all frequencies in the modal expansion.
Theorem 5.2 (White Gaussian Noise in L2) : Given a zero mean white Gaus-
sian noise with variance σ20 in L2(S1) represented by a random variable ηR(φ) where
φ ∈ S1, such that for any function ψi(φ) ∈ L2(S1) the complex scalar µi
µi ,
∫
S1
ηR(φ)ψ
∗
i (φ)dφ = 〈ηR(φ), ψi(φ)〉 (5.35)
is also a zero mean Gaussian random variable with variance
E{|µi|2} = σ20
∫
S1
|ψi(φ)|2dφ = σ20(‖ψi(φ)‖L2)2. (5.36)
A detailed proof of this theorem is provided in [232, eqn 8.1.35].
Definition 5.1 : By taking ψi(φ) to be the orthogonal basis functions einφx, the
spatial Fourier coefficients for the noise is
µn(ων) =
∫
S1
ηR(φx, ω)e
−inφxdφx (5.37)
and applying Theorem 5.1, µn(ων) are also zero mean Gaussian random variables
with variance E{|µn(ων)|2} = σ20(ων). Since the noise is white Gaussian, the noise
power is the same at all frequencies ων, i.e.,
E{|µn(ων)|2} = σ20. (5.38)
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and independent of the order.
Based on Definition 5.1, we can rewrite (5.34) as
Ψ(R, φx, ων) =
∞∑
n=−∞
in
[
αn(ων)Jn
(ων
c
R
)
+ µn(ων)
]
einφx .
(5.39)
This expression is derived by substituting (5.4) in (5.34) and then applying (5.37).
Further, with the presence of white Gaussian noise, we can define the nth order
received spectrum at a particular frequency ων at the edge of the region as
Ψ (ν)n (R,ων) = αn(ων)Jn
(ων
c
R
)
+ µn(ων). (5.40)
Note that in the Dnν dimensional space, perturbation of signal by noise during
transmission will introduce a small region of uncertainty about each point that
represents the nth order signal. As a result, each point that represents the nth
order signal will move a certain distance in the space by
√
∆WnνTeff times the
rms value of noise. Hence, in the Dnν dimensional space, the nth order received
signal will correspond to a point within a Shannon’s sphere of radius
r(ν)r =
√
∆WnνTeff (Pn(ων) + σ20). (5.41)
Considering transmission at a particular frequency, the above equation geo-
metrically represents the space-time signals in the presence of noise. This finding
helps to determine an upper limit to the number of reliably distinguishable signals
for the given constraints on observation region size and observation time.
5.4.3 Limit to the Number of Distinguishable Signals
To this point all we have done mathematically is to represent the proposed system
operating at a particular frequency ων in terms of geometry. Table 5.1 summarizes
the correspondence between the proposed communication system and geometry.
Moreover, it is evident that for a significantly large T , the received signals with
an average power Pn(ων) + σ20 lie at the edge of a Shannon’s sphere of radius r
(ν)
r .
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Table 5.1: Correspondence between Proposed System and Geometry
Communication System Geometrical Representation
A set of possible nth order signals
operating at frequency ων
A space of Dnν dimensions
Any arbitrary nth order signal A point in the Dnν dimensional space
Perturbation in nth order signal
by noise
A region of uncertainty about the point
A set of possible nth order signals
of power Pn(ων)
A set of of points in a sphere of radius√
∆WnνTeffPn(ων)
nth order received signal with
noise power σ20
A point within a sphere of radius√
∆WnνTeff (Pn(ων) + σ20)
Hence, the number of signals distinguishable reliably will certainly not be more
than the volume of the Shannon’s sphere of radius r(ν)r divided by the volume of the
Shannon’s sphere of radius
√
∆WnνTeffσ20, since the overlap of the noise sphere
results in the uncertainty to the received information. Note that it is possible to
distinguish reliably M different signal functions of duration Teff (5.9) on the nth
channel. Therefore, an upper limit for the number M is
M ≤
(√
Pn(ων) + σ20
σ20
)Dnν
, (5.42)
since the volume of an q-dimensional sphere of radius r is given by [63, eqn. 20]
V =
piq/2
Γ(q/2 + 1)
rq. (5.43)
In the subsequent section, we use the findings of this section to derive a theo-
retical maximum to the capacity of each channel of any broadband multi-antenna
system observed at the edge of a 2D disk region.
5.5 Channel Capacity 121
5.5 Channel Capacity
From a spatial diversity perspective, in Shannon’s proposed communication model
[63], wideband signals are encoded in only one spatial order or information is
transmitted over one channel. As a result, in our proposed model, a finite number
of independent channels are available for information transmission. In this section,
we provide a theorem to evaluate the capacity of the nth channel.
Before proceeding to do so, note that at a particular frequency ων , capacity of
the nth channel is
Cn(ων) = lim
T→∞
log2M
Teff
(5.44)
where M and Teff are defined in (5.42) and (5.9), respectively.
Hence, we can provide the following theorem to evaluate the capacity of the
nth channel over the given bandwidth [F0 −W,F0 +W ].
Theorem 5.3 (Spatial Channel Capacity) : Given any signal observed within
a multipath wireless field band limited to [F0 −W,F0 + W ] over the time interval
[0, T ] at the edge of a 2D disk region of radius R, then the capacity of the nth
channel due to the availability of measurements over the spatial region is
Cn ≤ 1
2
∫
Ωn
log2
(
1 +
P |Jn
(
ω
c
R
) |2
σ20
)
dω bits/sec (5.45)
with minimal frequency of errors. Here, at a particular frequency ω, σ20 and Pn(ω)≤
P |Jn
(
ω
c
R
) |2 represent the average noise power and the average signal power of the
nth channel, respectively. Further, Ωn ∈ [2pi(F0 −W ), 2pi(F0 +W )] for |n| ≤ Nmin
and Ωn ∈ [2piFn, 2pi(F0 +W )] for Nmin < |n| ≤ Nmax where Fn is defined in (5.16).
A detailed proof of the theorem is provided in Appendix 5.A2.
This theorem indicates if we consider that the average noise power and the
average signal power over the bandwidth are fixed, then not all the channels have
the same capacity. Instead, as n becomes large Cn drops, since the higher orders
can utilize only a fraction of the given bandwidth. Thus, the higher orders have
less capacity.
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In the following section, we provide more insights of the result derived in (5.45)
based on a numerical example.
5.6 Numerical Analysis
We consider transmissions at a 5G wireless network frequencies (i.e., center fre-
quency F0 = 1.2 GHz and 20 MHz bandwidth). Further, radius of the 2D obser-
vation region is considered to be a multiple of the maximum wavelength λmax, i.e.,
R = κλmax where κ is any positive real number. Note that λmax = c/(F0−W ) = 25
cm with the wave velocity c = 3 × 108 m per seconds. In addition, we keep the
ratio P/σ20 fixed at 10 dB. We plot the capacity upper bound (5.45) of different
spatial orders as a function of radius.
It is evident from Figure (5.4) that different orders provide best performance at
different radial positions. Moreover, with increasing n, capacity starts small due to
the asymptotic characteristics of the Bessel function Jn(ωR/c) and the optimum
performance is obtained at a larger radial position. Further, the maximum capacity
achieved at the nth order is greater than the maximum provided by the successor
orders.
The simulation results clearly indicate the amount of information available for
users in a limited 2D disk region cooperating to receive broadband information.
We envisage that these results have significant implications in characterizing the
performance of broadband distributed MIMO systems. The derived results can
help to determine how the capacity is distributed over the different spatial channels
for broadband communications in distributed MIMO systems. Further, as seen
here, performance gain of each spatial channel is dependent on the size of the
receive region of the distributed MIMO systems.
5.7 Summary and Contributions
This chapter has considered broadband multi-antenna systems observed at the
edge of a limited source-free 2D disk region and derived a theoretical maximum
to the capacity of each channel. We provide an itemized list of our contributions:
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Figure 5.4: Capacity Cn as a function of radius R. Capacity Cn is in (a) linear
scale, (b) log scale.
1. The concept of information transmission in multi-antenna systems is related
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to the diversity signals carry in both time and space domain. On the contrary,
the classical view of Shannon’s capacity theorem considers only the time do-
main along with its transformed counterpart, the frequency spectrum. In
this chapter, we characterize the space-time signals as a sum of orthogonal
basis functions encoded in a finite number of spatial orders (independent
channels) incorporated with Shannon’s time domain representation of sig-
nals. This characterization portrays the strong coupling between time and
space domain for broadband transmission. We use this characterization to
evaluate an upper bound to the capacity of each channel. Our derived result,
thus, indicates how information is conserved in time-space domain.
2. The derived capacity expression indicates that due to the space-frequency
coupling relation, for a fixed average signal power over the bandwidth, not
all channels have the same capacity. Rather, the lower spatial orders provide
large performance gains and channel capacity drops as order index increases.
Our result provides the distribution of the capacity over the different spatial
channels. In addition, simulation results indicate that at different orders
optimum capacity is achieved at different radial positions and the maxi-
mum capacity achieved at a particular order is greater than the maximum
provided by the successor orders. These findings help in characterizing the
performance of broadband distributed MIMO systems.
3. Shannon’s work considers broadband transmission over a single channel.
However, when spatial diversity is considered, in addition to broadband
transmission, there are finite number of channels available. This means that
considering spatial diversity, we can capture more information from broad-
band transmission. Hence, analogous to time, space becomes an information
bearing object.
Appendices
This section provides the mathematical derivations of Theorem 5.1 and Theorem
5.3 in Appendix 5.A1 and Appendix 5.A2, respectively.
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Appendix 5.A1 Orthogonal Property of Basis Functions
Here, we incorporate a detailed proof of Theorem 5.1. Observe that since
φ
(ν)
n` (t) = e
j2piW0nν(t− `∆Wnν )
sinpi∆Wnν(t− `∆Wnν )
pi∆Wnν(t− `∆Wnν )
, (5.46)
∫ ∞
−∞
φ
(ν)
n` (t)φ
(ν)∗
n`′ (t)dt =
∫ ∞
−∞
ej2piW0nν(t−
`
∆Wnν
)
sin pi∆Wnν(t− `∆Wnν )
pi∆Wnν(t− `∆Wnν )
× e−j2piW0nν(t− `
′
∆Wnν
)
sinpi∆Wnν(t− `′∆Wnν )
pi∆Wnν(t− `′∆Wnν )
dt
= κ
∫ ∞
−∞
sin pi∆Wnν(t− `∆Wnν )
pi∆Wnν(t− `∆Wnν )
×sin pi∆Wnν(t−
`′
∆Wnν
)
pi∆Wnν(t− `′∆Wnν )
dt
=
{
0 ` 6= `′
1
∆Wnν
` = `′
(5.47)
where κ = e−j2pi(`−`′)W0nν/∆Wnν and for ` = `′, κ = 1. Here, (5.26) is derived using
the fact that [63, eqn. 11]
∫∞
−∞
sin pi∆Wnν(t− `∆Wnν )
pi∆Wnν(t− `∆Wnν )
sin pi∆Wnν(t− `′∆Wnν )
pi∆Wnν(t− `′∆Wnν )
dt
=
{
0 ` 6= `′
1
∆Wnν
` = `′.
(5.48)
Thus, the functions φ(ν)n` (t) are orthogonal over time.
Appendix 5.A2 Spatial Channel Capacity
To prove the capacity expression (5.45), we must show that the nth channel can
transmit 1/2
∫
Ωn
log2[1 +P |Jn
(
ω
c
R
) |2/σ20]dω bits per sec with a frequency of error
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less than  where  is arbitrarily small. We can prove this with the help of geometry
discussed in Section 5.4.
As discussed in Section 5.4, at a particular frequency ων , the nth order space-
time signal B and nth order received signal A lie very close to the edge of high-
dimensional Shannon’s spheres of radius r(ν)t and r
(ν)
r , respectively, as depicted
in Figure 5.5. Hence, the high-dimensional lens-shaped region L is the region of
possible signals that might have resulted in A, since the distance between A and
B is certainly very close to
√
∆WnνTeffσ20. However, the volume of L must be
smaller than that of a Shannon’s sphere of radius h. We can determine the value
of h by equating the area of the triangle OAB in two different ways as follows
1
2
r(ν)r h =
1
2
r
(ν)
t
√
∆WnνTeffσ20 (5.49)
h =
√
∆WnνTeff
Pn(ων)σ20
Pn(ων) + σ20
. (5.50)
Figure 5.5: The geometry involved in deriving (5.45) where OA = r(ν)r (5.41),
OB = r
(ν)
t (5.33), h in defined in (5.50) and O is the origin of the region of
interest.
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Hence, any particular signal point (other than the actual cause of A) may exist
within L with a probability less than the ratio of the volume of Shannon’s spheres
of radius h and r(ν)t . Using (5.43), the ratio results in(
h
r
(ν)
t
)Dnν
=
(
σ20
Pn(ων) + σ20
)Dnν/2
(5.51)
Since we consider M signal points on the nth channel, if p represents the prob-
ability that all expect the actual cause of A are outside L, then the following
condition must be satisfied
p >
[
1−
(
σ20
Pn(ων) + σ20
)Dnν/2]M−1
. (5.52)
However, when all these points are outside L, the signal is correctly interpreted.
Thus, if we make p greater than 1− , the frequency of errors will be less than .
This will be true if[
1−
(
σ20
Pn(ων) + σ20
)Dnν/2](M−1)
> 1− . (5.53)
Now, (1− x)n is always greater than 1 − nx when n is positive. Consequently,
(5.53) will be true if
1− (M − 1)
(
σ20
Pn(ων) + σ20
)Dnν/2
> 1−  (5.54)
or if
(M − 1) < 
(
Pn(ων) + σ
2
0
σ20
)Dnν/2
. (5.55)
Then taking log on both sides, substituting Dnν by ∆WnνTeff +1 and dividing
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both sides by Teff = T + 2R/c, we obtain
log2(M − 1)
Teff
<
∆Wnν
2
log2
(
1 +
Pn(ων)
σ20
)
+
log2
(
1 + Pn(ων)
σ20
)
2Teff
+
log2 
Teff
. (5.56)
It should be noted that for any fixed value of , we can specify (5.56) by taking
T sufficiently large, and also have log2(M − 1)/Teff or log2M/Teff as close to
(∆Wnν/2) log2(1 + Pn(ων)/σ
2
0) as we desire.
Consequently, capacity of the nth channel over the bandwidth [F0−W,F0 +W ]
is
Cn ≤ lim
ν→∞
∑
ν
1
2
log2
(
1 +
Pn(ων)
σ20
)
∆Wnν (5.57)
≤ 1
2
∫
Ωn
log2
(
1 +
Pn(ω)
σ20
)
dω. (5.58)
Note that when n > Nmin, for ∆Wnν ’s that are below the the critical frequency
Fn (5.16), the signal is not detectable. As a result, the infinite sum in (5.57) is
replaced by the integration defined only over Ωn in (5.58). Afterwards, replacing
Pn(ω) by (5.32), we can transmit at a rate arbitrarily close to Cn in (5.45) with
an arbitrarily small frequency of errors.
Chapter 6
Communication Between Clusters for
Narrowband Transmissions
Overview: This chapter develops a novel framework to evaluate the performance
limits of narrowband transmissions between arbitrary shaped clusters. The frame-
work is independent of transmit and receive antenna configuration, hence, dis-
tributed MIMO can be considered as an implementation. We represent the com-
munication between the clusters in terms of orthonormal basis functions encoded
in modes to describe the outgoing/ incoming signals in the transmit/ receive clus-
ter. Thus, we can think of the antenna elements in a form of mode excitation
with each mode of the transmit cluster coupling to a mode of the receive cluster via
the non-line of sight scattering environment. Based on this formalism, for a given
constraint on the total transmit power and considering presence of additive white
Gaussian noise (AWGN) at the receiver, we investigate the usefulness of various
channel capacity definitions: instantaneous capacity and outage capacity probabil-
ity. In addition, we propose a descending power allocation algorithm. Simulation
results indicate that the proposed algorithm results in a significant performance
improvement compared to the conventional equal power allocation scheme.
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6.1 Introduction
MIMO techniques are widely employed in wireless networks to address the ever
increasing capacity and quality demands. Theoretically, it was predicted that
the Shannon capacity of MIMO systems could scale linearly with the number of
antennas in certain propagation conditions providing independent channel gains
between transmitters and receivers [11, 105]. Consider a system employing nT
transmit antennas and nR receive antennas in narrowband flat fading channel. It
was shown in [105] that as min (nT , nR) tends to infinity, the capacity of the system
grows proportionally to min (nT , nR) for fixed transmit power, provided the fading
between antennas is independent. This linear capacity growth has emerged as one
of the most promising solutions for overcoming the demand for higher data rates
in wireless communications.
However, the question arises, whether the enormous gains predicted can be
achieved in realistic propagation scenarios, especially when the number of antennas
becomes large. In other words, if we keep adding antennas into MIMO systems,
can we keep obtaining expected returns even if the increased cost in deployment,
hardware and computation can be afforded? Unfortunately the answer is no,
resulting from the spatial correlation due to existence of few dominant scatterers
and small angle spread [90]. Furthermore, it has also been pointed out that when
the number of antennas becomes large, insufficient antenna spacing violates the
assumption of independent fading [105,121].
Since the antenna elements are not the limiting factor in the performance anal-
ysis of multi-antenna systems, rather simply one choice of implementation of a
more general spatial processing underlying all wireless communication systems,
this chapter considers mode to mode communication between two continuous clus-
ters in space. Although the modes considered are generated from spatially con-
strained antenna arrays, advances in multi-mode antennas1 allow the excitation of
several modes of the same frequency on a single antenna. From electromagnetic
antenna theory, several modes or solutions can exist at the same time on the same
1For instance, employing multiple modes, microstrip [246–248], circular microstrip [249, 250]
and biconical [251] antenna structures offer MIMO capacity gains similar to that of an antenna
array [252].
6.1 Introduction 131
structure. In fact, it is possible to excite several modes at the same frequency
on a single antenna and regard these as separate antenna elements. Further, due
to the orthogonal property of the basis functions, each mode has a unique ra-
diation pattern; the radiation pattern of the first six modes of the circular and
spherical apertures are depicted in Figure 6.1 and Figure 6.2, respectively. Hence,
mode to mode communication is effectively a pattern diversity, where the signals
obtained by different modes are combined to yield a diversity gain. The level
of diversity achieved depends on the correlation between modes and is strongly
dependent on the scattering environment. However, utilizing the properties of
spatial modes, [22, 203, 204] presented a rigorous method for defining, evaluating
and optimizing the best-connected orthogonal communication channels and de-
grees of freedom for scalar waves between two volumes of arbitrary shape and
position, whereas, [24] studied the fundamental or intrinsic capacity between two
continuous clusters in space.
Figure 6.1: Radiation pattern of the first six modes in 2D.
In contrast, in this chapter, a novel framework is developed to evaluate the
capacity for narrowband transmissions between two arbitrary shaped clusters. The
framework is independent of transmit and receive antenna configuration and signal
processing. The channel capacity represents the instantaneous capacity as well as
the outage capacity probability analysis between two continuous clusters in space,
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Figure 6.2: Radiation pattern of the first six modes in 3D.
and distributed MIMO can be considered as an implementation, where the clusters
are sampled such that the discrete system approaches the limits of the continuous
space channel.
Further, the previous chapters have shown the performance limits to broadband
transmissions for a given constraint on the size of the receive cluster without having
any knowledge about the configuration of the transmit cluster. In comparison,
this chapter investigates the spatial characteristics of narrowband transmissions
between the arbitrary shaped transmit and receive clusters.
The publication covering the contents in this chapter are [253,254], and is listed
here for completeness:
• F. Bashar and T. D. Abhayapala, “Performance Analysis of Spatially Dis-
tributed MIMO Systems,” IET Communications, under review.
• F. Bashar and T. D. Abhayapala, “Outage Probability Analysis for Commu-
nication between Spatial Regions,” in The 2016 European Signal Processing
Conference (EUSIPCO 2016), 29 August-02 September 2016, under review.
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6.2 Communication between Clusters
Consider narrowband transmission between arbitrary shaped transmit and receive
clusters where each cluster is populated with randomly distributed antennas. The
system schematic is shown in Fig. 6.3.
Transmit Cluster Receive Cluster
Figure 6.3: Spatially distributed MIMO system schematic.
Assume that the transmit cluster, denoted by ΩT , is excited by some means
that radiates signals into the surrounding complex scattering environment and
after propagation via the complex scattering environment the transmitted signals
arrive at the receive cluster, denoted by ΩR. Denote Φ(φ̂) as the source signal
radiating in direction φ̂ from the surface of the transmit cluster ΩT . Let Ψ(ψ̂)
denote the signal received from direction ψ̂ to the receive cluster ΩR, generated
by the transmitted signals, given by
Ψ(ψ̂) =
∫
ΩT
g(φ̂, ψ̂)Φ(φ̂)ds(φ̂) (6.1)
where ds(φ̂) is a surface element of transmit cluster ΩT with unit normal φ̂ and
g(φ̂, ψ̂) is the effective complex random scattering gain function of the scattering
environment for signals radiating from the transmit cluster in direction φ̂ and ar-
riving at the receive cluster along ψ̂. The spatial channel model for communication
between the spatial clusters in shown in Fig. 6.4 where all scatters are considered
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external to clusters ΩT and ΩR.
Figure 6.4: Spatial channel model with g(φ̂, ψ̂) representing the effective complex
random scattering gain function of the scattering environment for signals radiating
from the transmit cluster in direction φ̂ and arriving at the receive cluster along
ψ̂.
Note that the scattering gain function g(φ̂, ψ̂) describes the channel, given the
received signal is generated at ψ̂ ∈ ΩR due to the input function Φ(φ̂), φ̂ ∈ ΩT .
Also, note that in the absence of scatterer the scattering gain function is given
by [218]
g(φ̂, ψ̂) =
e−ik‖φ̂−ψ̂‖
4pi‖φ̂− ψ̂‖
(6.2)
which is the fundamental solution to the Helmholtz equation2 for a point source at
φ̂. However, scattering environments result into much more complicated expres-
sion for the channel g(φ̂, ψ̂) than (6.2).
2A detail discussion about fundamental solutions to Helmholtz equation have been provided
in Section 2.6 in Chapter 2.
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6.2.1 Basis Function Representation of Signals
To describe the arbitrary outgoing source function Φ(φ̂) in the transmit cluster
ΩT , we choose a complete orthonormal basis set of functions that is defined within
ΩT , donated as {φ1(φ̂), φ2(φ̂), ...}. The orthonormality of the basis set is with
respect to the natural inner product
〈φn(φ̂), φn′(φ̂)〉ΩT ≡
∫
ΩT
φn(φ̂)φ
∗
n′(φ̂)ds(φ̂) = δ(n− n′). (6.3)
The source function Φ(φ̂) can, therefore, be represented by the basis set as follows
Φ(φ̂) =
∑
n
snφn(φ̂) (6.4)
where sn are the series coefficients given by the projection of φn on Φ;
sn = 〈Φ(φ̂), φn(φ̂)〉ΩT . (6.5)
Similarly, to describe the arbitrary incoming receive function Ψ(ψ̂) in the re-
ceive cluster ΩR, we choose a complete orthonormal basis set of functions that
is defined within ΩR, namely, {ψ1(ψ̂), ψ2(ψ̂), ...} with the basis set satisfying the
orthonormality relation
〈ψm(ψ̂), ψm′(ψ̂)〉ΩR ≡
∫
ΩR
ψm(ψ̂)ψ
∗
m′(ψ̂)ds(ψ̂) = δ(m−m′). (6.6)
Henceforth, the receive function Ψ(ψ̂) can be represented by the basis set as follows
Ψ(ψ̂) =
∑
m
ymψm(ψ̂) (6.7)
where ym are the series coefficients given by the projection of ψm on Ψ;
ym = 〈Ψ(ψ̂), ψm(ψ̂)〉ΩR . (6.8)
Note that the coefficient sn (6.5) corresponds to the transmitted signal encoded
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in the nth mode of the expression (6.4). Similarly, ym (6.8) corresponds to the
received signal encoded in the mth mode of the expression (6.7). To compute
the information content of the continuous spatial channel, we need to develop the
relationship between the transmit and receive modes. Consider that the received
signal from the direction ψ̂ due to the transmitted signal sn encoded in the nth
transmit mode is given by
Ψn(ψ̂) = sn
∫
ΩT
g(φ̂, ψ̂)φn(φ̂)ds(φ̂). (6.9)
The total received signal from the direction ψ̂ can, thus, be evaluated by taking
the sum over all the transmit modes as follows
Ψ(ψ̂) =
∑
n
Ψn(ψ̂). (6.10)
Observe that from (6.8), (6.9) and (6.10), the relationship between the mth
mode received signal ym due to the transmitted signals encoded in the n modes is
given by
ym =
∑
n
〈Ψn(ψ̂), ψm(ψ̂)〉ΩR
=
∑
n
βnmsn (6.11)
where
βnm = 〈〈g(φ̂, ψ̂), φ∗n(φ̂)〉ΩT , ψm(ψ̂)〉ΩR
=
∫
ΩR
∫
ΩT
g(φ̂, ψ̂)φn(φ̂)ψ
∗
m(ψ̂)ds(φ̂)ds(ψ̂). (6.12)
The variables βnm can be thought of as the coupling coefficients between the nth
transmit mode in cluster ΩT and the mth receive mode in cluster ΩR.
Note that (6.11) via the representations (6.4) and (6.7) is an exactly equivalent
to (6.1). Instead of expressing the value of the signal at a given point in ΩR
directly, we have given the coefficients ym for the basis functions ψm(ψ̂). It can
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be conceptually useful to think of (6.11) in matrix terms, in which case we can
rewrite it as 
y1
y2
y3
·
·
·

=

β11 β
2
1 · · ·
β12 β
2
2 · · ·
β13 β
2
3 · · ·
· · · · ·
· · · · ·
· · · · ·


s1
s2
s3
·
·
·

(6.13)
where it should be noted that these matrices will be infinite.
6.2.2 Connection Strengths of Coupling Coefficients
To this point all we have done mathematically is to recast the proposed commu-
nication system in terms of basis sets, coupling coefficients and matrix notation.
We can now proceed to use this formalism to derive a sum rule on the strengths of
the coupling coefficients. The work of [22] provided a sum rule on the strengths of
the coupling coefficients for a point source at any particular position considering a
scatter-free environment. In contrast, the sum rule derived in this section is more
general, since we consider random scattering.
The sum rule is derived by expansion of the complex scattering gain function
g(φ̂, ψ̂) in the orthonormal basis sets. Note that based on (6.12), the Fourier series
expansion of g(φ̂, ψ̂) is given by
g(φ̂, ψ̂) =
∑
n
∑
m
βnmφ
∗
n(φ̂)ψm(ψ̂). (6.14)
Then we have
|g(φ̂, ψ̂)|2 =
[∑
n
∑
m
βnmφ
∗
n(φ̂)ψm(ψ̂)
][∑
n
∑
m
(βnm)
∗φn(φ̂)ψm(ψ̂)∗
]
. (6.15)
Now, integrating both sides of the above equation over the clusters ΩT and ΩR and
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using the orthonormality relations of (6.3) and (6.6) of the basis sets, we obtain
G(φ̂, ψ̂) =
∑
n
∑
m
|βnm|2 (6.16)
where
G(φ̂, ψ̂) =
∫
ΩR
∫
ΩT
|g(φ̂, ψ̂)|2ds(φ̂)ds(ψ̂) (6.17)
represents the total connection strength over departure and arrival angles φ and
ψ with normalization ∫
ΩR
∫
ΩT
G(φ̂, ψ̂)ds(φ̂)ds(ψ̂) = 1. (6.18)
Thus, the total connection strength G(φ̂, ψ̂) is computed by the evaluation
of the complex scattering gain function g(φ̂, ψ̂) over the clusters ΩT and ΩR. In
effect, (6.16) indicates that the sum of the modulus squared of the coupling coef-
ficients depend only on the shapes of the clusters and the scattering environment,
not on the choice of basis sets in each cluster. Rather, as long as the basis sets
are complete and orthonormal, this result is true independent of the basis sets we
choose in each cluster. Therefore, only the geometry of the clusters and the scat-
tering environment will determine the possible limits to communication between
the clusters.
6.3 Communication Modes
So far, we have used basis sets in the clusters ΩT and ΩR encoded in infinite number
of modes. We can reasonably ask whether there is a finite limit to the number of
modes to be considered for which the mathematical results become particularly
simple and the physical interpretation becomes clearer. In fact, for any pair of
clusters, it is possible to determine such limits to the number of modes, and we
can view these as defining communications modes. We now proceed to derive these
finite dimensional sets.
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6.3.1 Heuristic Approach to Communications Modes
It is clear from (6.16) that there is some maximum value of |βnm|2. Hence, there
must be some pair [φ1(φ̂), ψ1(ψ̂)] of source and receive functions that are most
strongly coupled, i.e., a pair for which the coupling coefficient |β11 | has the largest
squared modulus |β11 |2. We can now find the second members [φ2(φ̂), ψ2(ψ̂)] of
the basis sets, such that these functions are orthogonal to the corresponding first
members. The corresponding coupling coefficient |β22 | will have the next-largest
squared modulus value. We can continue to proceed in this manner to find all the
other members of the basis set, requiring that each successive member of each set
be orthogonal to all the previous members of that set.
Observe that according to (6.16), the total connection strength G(φ̂, ψ̂) is in-
variant to the choice of basis functions. Thus, it is possible to choose the basis sets
such that the number of connections with strengths above the threshold imposed
by noise is maximized. In effect, to analyse the communication between arbitrary
shaped clusters, it is necessary to study the properties of the basis functions of the
clusters and the connection between them due to scattering. A well established
arena to study the properties of the basis functions of the clusters and the con-
nection between them due to scattering is that of the Hilbert Spaces3 L2(ΩT ) and
L2(ΩR) with associated inner products on ΩT and ΩR. Appendix 6.A1 provides
the Hilbert Space analysis of the mapping from the transmit cluster ΩT to receive
cluster ΩR.
It should also be note that the integral on the right hand side of (6.17) is finite,
stating that the total connection strength G(φ̂, ψ̂) is bounded. Then according
to (6.16), the total strength of coupling between the clusters is bounded. Further,
since the members of the basis set are chosen in such a way that |β11 |2 > |β22 |2 >
· · · > |βnm|2, the higher order modes will lead to vanishingly small basis function
components (vanishingly small |βnm|). In effect, the number of basis function pairs
must be finite and |βnm| is negligible for all but a finite set of modes4.
Hence, analogous to the sampling of band limited signals, where there is a
threshold of sampling in the time domain at which any further sampling gives
3A Hilbert space is a complete inner product space. Many of the main results of linear algebra
generalize neatly to linear operations on separable Hilbert spaces. For more details see [255].
4A detailed discussion is available in [22].
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no additional increase in information, for sampled spatial clusters in the presence
of finite precision or noise, there will be a fundamental limit to the information
content that the cluster can bear. For the circular and spherical clusters, this
manifested in the number of significant coefficients in the wavefield expansions and
can be showed analytically (e.g., [47, 48, 256]). In contrast, for arbitrary clusters,
finding the significant modes or dominant eigenfunctions poses a much harder
problem. However, [22] provided a rigorous method for finding the best-connected
modes for scalar waves between two volumes of arbitrary shape. Further, since
every finite cluster can be enclosed within a finite sphere, it is possible to find an
upper limit to the number of modes.
6.4 Spatially Distributed MIMO Systems
In this section, we utilize the findings of the previous sections to develop a frame-
work for distributed MIMO systems from the mode-to-mode communication per-
spective.
Based on the discussion of the previous section, form a communication point of
view, an infinite number of modes are excited for each spatial cluster irrespective
of the number or location of the transmit/ receive antennas. However, there is a
very little energy associated with the higher order modes. In terms of practical
systems, these weakly connected modes lead to weak receiving waves that become
insignificant when the presence of noise is considered. In effect, the infinite di-
mensional representation (6.11) can be truncated to a finite set of appropriately
chosen transmit modes (cardinality N) and receive modes (cardinality M), such
that
|βnm| ≤ , for n > N , m > M and small . (6.19)
In consequence, consider that the transmitted signals are denoted by a N × 1
vector s where {sn}Nn=1 refers to the the nth transmit mode signal. The total
power of the transmitted signal s is constrained to PT regardless of the number of
transmit modes. In this chapter, we assume that the total transmit power PT is
assigned to the effective modes at the scatter-free transmit cluster in such a way
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that
tr{Q} ≤ PT (6.20)
where Q = E{ss†} is the covariance of s and non-negative define (Q ≥ 0). Here,
E{·} represents the expectation operator and s† is the complex conjugate transpose
of s.
Furthermore, we consider that the transmitted signal bandwidth is narrow
enough, thus, its frequency response can be considered as flat. Then the signals
received at the receive cluster is given by
y = Hs+ z (6.21)
where y is an M × 1 vector denoting the M receive mode signals {ym}Mm=1, z is
an M × 1 noise vector and H is the M ×N scattering channel matrix.
Note that the (m,n)th element of the channel matrixH is given by (6.12), such
that
H =

β11 β
2
1 . . . β
N
1
β12 β
2
2 . . . β
N
2
...
... . . .
...
β1M β
2
M . . . β
N
M
 (6.22)
The (m,n)th entry βnm of the matrix H represents the channel fading coefficient
(gain) from the nth transmit mode to mth receive mode.
In addition, this chapter considers additive Gaussian noise which is assumed
to be white and has a given spectral density function. Hence, the components of z
are statistically independent complex zero mean Gaussian random variables with
covariance
E{zz†} = σ2IM (6.23)
where σ2 is the identical noise power per receive mode and IM is the M × M
identity matrix.
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Therefore, the average signal to noise ratio (SNR) at each receive mode is
defined as
ρ =
PT
σ2
. (6.24)
Moreover, we consider non-line of sight propagation and a zero-mean uncorre-
lated scattering environment (Rayleigh5).
Based on the formalism of this section, the following section evaluates the
performance limits of spatially distributed MIMO systems for narrowband signal
transmissions.
6.5 Capacity Limits of Spatially Distributed MIMO
Systems
Up to this point, we have developed a narrowband spatially distributed MIMO
system between arbitrarily shaped spatial clusters. The proposed system takes
a power constrained function as its input and has a function as its output. The
output is then corrupted by additive white Gaussian noise. Now, we can proceed
to use this formalism to evaluate the instantaneous capacity and outage capacity
probability of the system. Before proceeding to the main results presented in this
chapter, we first determine the number of independent channels available between
the spatial clusters.
6.5.1 Favourable Propagation Characteristics
Independent channels between transmit and receive cluster is one of the most
important characteristics of the favourable propagation in spatially distributed
MIMO systems subject to Rayleigh fading. Although there are infinitely many
connections between the clusters, finite number of independent practical channels
are available to carry information between transmit and receive clusters.
5Rayleigh fading model represents excellent approximation of practical scenarios as it de-
scribes the effect of heavily built-up urban environments on radio signals [257].
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In conventional MIMO systems the rank of the channel matrix determines the
maximum number of independent parallel channels between the transmitter array
and the receiver array. In the literature [258], the idealistic model assumes that
the channel matrix has independent elements corresponding to sufficiently spaced
antennas. However, when realistic antenna configurations and scattering environ-
ments are considered, the elements of the channel matrix become correlated, and
the number of possible independent parallel channels is reduced.
In corollary, in case of spatially distributed MIMO communications, the rank
of the scattering channel matrix H (6.22) would determine the maximum number
of independent parallel channels between the transmit and the receive clusters.
Therefore, number of independent parallel channels
K = rank(H) ≤ min{N,M} (6.25)
with the richness factor
ks =
rank(H)
min{N,M} (6.26)
where ks ∈ (0, 1] characterizes the scattering environment, such that
1. ks = 1 corresponds to a uncorrelated high rank channel model where the
elements of the channel matrix H are independent. Thus, characterizes a
rich scattering environment.
2. ks < 1 corresponds to a correlated low rank channel model. Therefore, the
scattering environment is not rich enough to support the full set of indepen-
dent modal gains.
6.5.2 Capacity Limits
We are now in position to derive exact closed-form expressions for the instanta-
neous capacity and outage probability of spatially distributed MIMO systems for
mode-to-mode communications. We start with evaluating the instantaneous ca-
pacity of spatially distributed MIMO systems for narrowband transmissions.
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Instantaneous Capacity
The instantaneous capacity of the spatially distributed MIMO system can simply
be characterized in terms of the mutual information between the transmit and
receive clusters.
Hence, based on the characteristics of system model (6.21), we can define the
instantaneous capacity as [11]
Cins = I(s,y|H)
= log |IM + 1
σ2
HQH†|
= log |IN + 1
σ2
QH†H| (6.27)
where IM and σ2 are defined in (6.23) and Q is defined in (6.20). Further, IN is
the N×N identity matrix. Note that (6.27) follows from the determinant identity
|I +AB| = |I +BA|.
However, the singular value decomposition (SVD) theorem or eigen channel
based evaluation of conventional MIMO instantaneous capacity is well established
in literature [90,210,259–264]. Utilizing (6.27), the following theorem provides the
SVD theorem or eigen channel based instantaneous capacity of spatially distributed
MIMO systems.
Theorem 6.1 For a given constraint on the total transmit power PT , the instan-
taneous capacity of any spatially distributed MIMO system for mode-to-mode com-
munication over Rayleigh fading channels is given by
Cins =
K∑
k=1
log(1 +
1
σ2
Pkλk). (6.28)
where K = min{N,M} represents the number of independent channels with N and
M denoting the number of transmit and receive modes, σ2 is the identical additive
white Gaussian noise (AWGN) power per receive mode, Pk is the power of the
kth channel such that
∑K
k=1 Pk ≤ PT and λk is the kth eigenvalue of the channel
matrix.
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Proof of the theorem is given in Appendix 1.
Next, we proceed to quantify the outage capacity probability of narrowband
spatially distributed MIMO systems.
Outage Capacity Probability
By definition, the outage capacity probability, denoted by Pout is the probability
of not achieving a threshold capacity, outage capacity.
Thus, the outage probability for spectral efficiency R is defined as
Pout = Pr{I(s,y|H) < R} (6.29)
where I(s,y|H) = Cins is defined in Theorem 1. Now, based on this definition we
provide the following theorem to determine the outage probability of narrowband
spatially distributed MIMO systems.
Theorem 6.2 Considering narrowband signal transmissions between arbitrary shaped
spatial clusters in terms of orthonormal basis functions encoded in wave modes to
describe the outgoing/ incoming signals in transmit/ receive cluster, outage prob-
ability of any spatially distributed MIMO system subject to Rayleigh fading is
Pout =
K∏
k=1
(
1− e−2Rζk
)
, 2R ≥ 0 (6.30)
where R is the desired spectral efficiency and
ζk =
1
1 + λkPk/σ2
(6.31)
is the rate parameter of Rayleigh distribution. In addition, K, σ2, Pk and λk are
defined in Theorem 1.
A comprehensive proof of the theorem is given in Appendix 2.
In the following section, we elucidate some physical insights of the derived
theorems.
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6.5.3 Discussion
Observe that Theorem 1 and Theorem 2 represent closed-form expressions for the
instantaneous capacity and the outage probability of narrowband spatially dis-
tributed MIMO systems. These expressions indicate that the available mutual
information in the spatially distributed MIMO system, as well as the distributed
MIMO outage probability, is limited by the number of independent channels avail-
able between the transmit and the receive clusters. Further, since the effective
number of independent channels K = min{N,M}, the maximum outcomes from
(6.28) and (6.30) are achieved when equal number of transmit and receive modes
are excited.
In this context, for any arbitrary antenna configuration (number of antennas
and their location), [24] developed a modal decomposition method that maps the
transmitted signals to the transmit modes and the receive modes to received sig-
nals. The modal decomposition method showed that the transmit and the receive
modes are generated from the spatially constrained transmit and receive antenna
arrays, respectively, and the number of antennas is restricted by the number of
effective modes. For instance, if nT and nR denote number of transmit and re-
ceive antennas, respectively, then nT = 2N + 1, nR = 2M + 1 for circular clusters
and nT = (N + 1)
2, nR = (M + 1)
2 for spherical clusters. Furthermore, according
to [24], if we consider transmit and receive clusters of radius rT and rR, respectively,
then for circular/ spherical clusters, N = depirT/λe and M = depirR/λe where λ
represents the wavelength corresponding to the operating frequency. Therefore,
the effective number of modes excited in the transmit and the receive clusters is
limited by the size of the clusters.
Based on the above discussion, it is evident that the narrowband spatially
distributed MIMO systems provide best performances with each spatial cluster
containing equal number of randomly distributed antennas. Populating clusters
with different number of antennas simply adds redundancy to the system. How-
ever, since the effective number of modes is dependent on size of the cluster, the
best performance requires equal sized clusters.
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6.6 Transmit Power Allocation
In this section, we discuss two transmit power allocation schemes to distribute the
total transmit power among the independent channels between the transmit and
receive clusters.
Note that modeling spatial channels around the transmit and receive clusters
utilizing modal decomposition is well established in literature [24,215]. The modal
representation indicates that when a signal is transmitted from a spatial cluster,
an infinite number of modes are excited at the transmit cluster and only a finite
number of these modes carry information to the other end of the channels. Fur-
thermore, for transmissions between circular clusters, the independent channels
are represented by Bessel functions. While, spherical Bessel functions indicate the
the channels for spherical clusters.
It is evident from the characteristics curves of Bessel functions6 and spheri-
cal Bessel functions7 that except for the 0th mode, Bessel/ spherical Bessel func-
tions start small before increasing monotonically to their maximum. In addition,
the Bessel/ spherical Bessel functions start more slowly as the mode n increases.
Hence, intuitively, allocating the total transmit power in a descending order among
the independent channels is the most feasible way to distribute power among the
channels.
Based on the above discussion, this section provides a descending transmit
power allocation scheme. We also consider the well established equal transmit
power allocation scheme. Hence, depending on how the total transmit power is
distributed among the channels, we review two cases: (i) equal transmit power
allocation and (ii) descending transmit power allocation.
(i) Equal Transmit Power Allocation:
In this case, the total transmit power PT is distributed equally among the K
channels, hence, power at each channel is
Pk =
PT
K
. (6.32)
6A characteristics curve of Bessel functions is provided in Chapter 5, Figure 5.3.
7A characteristics curve of spherical Bessel functions is provided in Chapter 3, Figure 3.2.
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Therefore, using the definition of the average SNR per receive mode ρ (6.24), the
instantaneous capacity (6.28) can be written as
Cins =
K∑
k=1
log(1 +
ρ
K
λk). (6.33)
Further, (6.31) can be rewritten as
ζk =
1
1 + λkρ/K
. (6.34)
Thus, the outage probability (6.30) becomes
Pout =
K∏
k=1
(
1− e−2R/(1+λkρ/K)
)
, 2R ≥ 0. (6.35)
(ii) Descending Transmit Power Allocation:
In this case, the total transmit power PT is distributed among the K channels
in a descending order such that
P1 > P2 > · · · · · > PK . (6.36)
Thus, power at each channel can be represented as
Pk = akPT (6.37)
where ak = (0, 1) such that the following criterions are satisfied
1. a1 > a2 > · · · > aK .
2.
∑K
k=1 akPT ≤ PT .
We propose Algorithm 6.1 to generate Pk. Here, it should be noted that in this
algorithm, due to the exponential property of the spread factor, i.e., ξk, for ξ → 1,
the total transmit power PT is distributed uniformly among the K channels in a
descending order. Whereas, for ξ ≤ 0.5, most of the power is contained in the
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most favorable (k = 1) channel. Further, this algorithm does not give an optimum
solution. The optimum solution is an interesting open problem.
Algorithm 6.1 Generate Pk
Input: Total transmit power PT , number of channels K and spread factor γ ∈
(0, 1).
Output: Descending transmit power allocation p = P1 > P2 > · · · > PK .
Ensure:
∑K
k=1 Pk ≤ PT .
1: function GenerateDTPA(PT , K, γ)
2: let a = (a1, a2 . . . , aK) be a randomly generated vector with ak ∈ (0, 1)
3: sort a in descending order
4: Z ← 0
5: for k = 1 to K do
6: ak ← akγk
7: Z ← Z + ak
8: end for
9: p ← PTZ−1a
10: return p
11: end function
Hence, the instantaneous capacity (6.28) can be rewritten as
Cins =
K∑
k=1
log(1 + akρλk) (6.38)
where ρ is the average SNR per receive mode defined in (6.24).
In addition, (6.31) yields
ζk =
1
1 + akρλk
. (6.39)
In effect, the outage probability (6.30) can be expressed as
Pout =
K∏
k=1
(
1− e−2R/(1+akρλk)
)
, 2R ≥ 0. (6.40)
In the next section, we show numerical comparison between the equal power
and descending power allocation schemes.
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6.7 Numerical Analysis
In this section, we study the performance of spatially distributed MIMO systems
numerically considering a simple Rayleigh fading channel with unit average gain.
To do so, we consider circular transmit and receive clusters of radius rT = aTλ
and rR = aRλ, respectively where λ represents the wavelength corresponding to
the operating frequency and aT and aR are any positive real numbers.
It is evident from Theorem 1 and Theorem 2 that populating the transmit
and the receive clusters with different number of antennas (modes) simply adds
redundancy to the system. In addition, since the number of effective modes is
limited by the size of the clusters, the spatially distributed MIMO systems provide
best performance when the clusters are of same size. Hence, we consider circular
transmit and receive clusters of radius rT = rR = 2λ. Then according to [24],
number of transmit modes N = depirT/λe and number of receive modes M =
depirR/λe. In effect, N = M = 18. Further, we exploit Algorithm 6.1 for different
values of spread factor ξ.
In Fig. 6.5, the instantaneous capacity (6.28) is illustrated as a function of
average SNR per receive mode. The figure shows a comparison between the equal
power and descending power allocation schemes. It is evident from the figure that
considering spread factor ξ ≤ 0.5 (most of the transmit power is contained in the
k = 1 channel) in Algorithm 6.1, the proposed descending power allocation algo-
rithm provides better performance compared to the equal power allocation scheme
at low SNR. It is also clear from the figure that with increasing values of spread
factor ξ (total transmit power distributed uniformly among the K channels in a
descending order), the proposed descending power allocation scheme outperforms
equal power allocation scheme at both low and high SNR.
The outage probability performance (6.30) is demonstrated as a function of
average SNR per receive mode for different values of spectral efficiency in Fig.
6.6. This figure provides a comparison between the equal power and descending
power allocation schemes for different values of spread factor ξ in Algorithm 6.1.
The figure illustrates that for a desired spectral efficiency, our proposed algorithm
outperforms equal power allocation scheme at both low and high SNR. In addition,
as can be seen, the smaller values of spread factor ξ provide large performance
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Figure 6.5: Instantaneous capacity as a function of average SNR per receive mode
for different values of spread factor ξ in Algorithm 6.1.
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Figure 6.6: Outage probability as a function of average SNR per receive mode for
different spectral efficiency R (in bit/s/Hz). We consider different values of spread
factor ξ in Algorithm 6.1.
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gains. This finding indicates that the probability of attaining a desired spectral
efficiency at a low average SNR is higher when most of the transmit power is
contained in the k = 1 channel, rather than distributing the power uniformly
among the K channels in a descending order.
Note that there are two regimes of interest that one can look at for rayleigh
fading channel: high SNR and low SNR. While the performance of multi-antenna
systems is well studied in high SNR regime, the impact of fading and diversity on
capacity is much more significant in low SNR than high SNR. However, determin-
ing the performance limits is quite challenging at the low SNR. The simulation
results indicate that at low SNR, the proposed algorithm results in significant
performance improvement compared to the well established equal transmit power
allocation scheme.
6.8 Summary and Contributions
This chapter has investigated the performance limits to narrowband communica-
tion between two continuous clusters of arbitrary shape in space regardless of the
number of antennas or array geometry. Spatially distributed MIMO system is an
implementation of sampling the clusters with antenna elements in a form of mode
excitation, where each mode of the transmit cluster is coupled via the non-line of
sight, rich scattering environment to a receive mode. In this context, we defined
the coupling coefficients and showed the relation between transmit and received
signals in terms of these coefficients that form an infinite coupling matrix. Further,
we derived a sum rule to evaluate the coupling strengths which implies the total
coupling strength is finite and invariant upon changes in the orthonormal trans-
mit and receive basis functions; i.e., even the best strategy for the selection of the
transmit and receive functions cannot lead to more than a finite number of effective
modes. In addition, we studied the properties of the basis functions of the clusters
and the connection between them due to scattering using the general concepts
of separable Hilbert Spaces. Based on this mathematical formalism, for a given
constraint on the total transmit power and considering presence of AWGN at the
receiver, we quantify the usefulness of various channel capacity definitions, namely
instantaneous capacity and outage capacity probability of narrowband distributed
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MIMO systems.
Some specific contributions made in this chapter are:
1. Favorable propagation, defined as mutual orthogonality (independence) among
the channels to the transmit and receive clusters which is one of the key
properties of the radio channel in distributed MIMO systems is exploited.
Further, we study how favorable the channels can be for the extreme sce-
narios: rayleigh fading and non-line of sight propagation in rich scattering
environment.
2. We establish an analogy between the conventional MIMO and the spatially
distributed MIMO systems. We show that the instantaneous capacity of the
distributed MIMO systems has a similar formulation as the instantaneous
capacity of conventional MIMO systems in a rich scattering environment.
Moreover, analogous to conventional MIMO systems, the distributed MIMO
system provides best performance with each cluster containing equal number
of randomly distributed antennas. Populating clusters with different number
of antennas simply adds redundancy to the system. However, since the
number of effective antennas is dependent on cluster size, to obtain the best
performance, we need to consider equal sized clusters.
3. We derived exact closed-form expressions for the outage probability and in-
stantaneous capacity of the narrowband distributed MIMO systems deployed
over non-line of sight Rayleigh fading channels. To facilitate the total trans-
mit power allocation among the channels, we look at a descending transmit
power allocation algorithm. Our proposed algorithm depends on how the to-
tal transmit power is distributed in a descending order among the channels.
The simulation results indicate that when the total transmit power is dis-
tributed uniformly among the independent channels in a descending order,
the proposed power allocation algorithm outperforms the conventional equal
power allocation scheme at both low and high average SNR. On the contrary,
when most of the transmit power is allocated to the most favorable channel,
the proposed algorithm provides better performance compared to the con-
ventional scheme at low average SNR. In addition, employing the proposed
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algorithm, the probability of attaining a desired spectral efficiency at both
low and high average SNR is higher than applying the equal power allocation
scheme. This outcome is feasible irrespective of how the total transmit power
is distributed in a descending order among the independent channels. How-
ever, for a desired spectral efficiency, allocating most of the transmit power
to the most favorable channel provides large performance gains compared to
uniform descending order power allocation among channels.
Appendices
This section provides a detailed discussion about Hilbert Spaces in Appendix 6.A1.
In addition, this section provides the mathematical derivation of Theorem 6.1 and
Theorem 6.2, respectively, in Appendix 6.A2 and Appendix 6.A3.
Appendix 6.A1 Spatial Information and Communication
Lets consider a source free finite sized cluster Ω ∈ R3, for which we want to
determine the complete subspace of solutions f ≡ f(x ), x ∈ Ω to the homogenous
Helmholtz equation
4f + k2f = 0 (6.41)
describing wavefields f in Ω due to sources in R3\Ω.
Note that with respect to the inner product
〈f, g〉 ,
∫
Ω
f(x )g∗(x )dΩ(x ), (6.42)
the set of functions satisfying ‖f‖2Ω <∞ is a separable Hilbert Space, and solutions
to (6.41) are a strict subspace. Since the Hilbert Space {f ∈ L2(Ω) : 4f+k2f = 0}
is separable, the functions f can be expressed by complete (in Hilbert Space)
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orthonormal sequence {θp} as
f =
∑
p
〈f, θp〉Ωθp. (6.43)
Under this Hilbert Space setting, the infinite dimensional wavefield f(x ) in Ω
can be reduced to a finite dimension which portrays a useful property of wavefields
called essential dimensionality. This property states that despite the wavefields
being strictly infinite dimensional, there is a well defined threshold in dimension,
beyond which the best finite dimensional approximation achieves a high relative
precision [265]. That is, we can find the best finite dimensional approximation to
(6.43) of the form
f =
∑
p∈P
〈f, θp〉Ωθp (6.44)
where P is a finite index set with cardinality |P| = P < ∞ and {θp}p∈P is a
finite incomplete orthonormal besis function set within Ω. Clearly, The metric to
determine the degree of approximation should be the induced norm
‖ f ‖2Ω ,
∫
Ω
| f(x ) |2dΩ(x ) (6.45)
where dΩ(x ) is a volume element of Ω at x .
Therefore, to obtain the best approximation fP to f , an orthonormal set
{θp}p∈P along with an index set P must be determined satisfying
min
{θp}p∈P
‖f − fP‖2Ω. (6.46)
However, regardless of the difficulties in determining the basis set {θp}p∈P , it is
possible to define a threshold where including more basis functions provide limited
reduction in the error of the approximation. This implies that the wavefield can
be reconstructed using finite number of coefficients.
Lets consider the effect of essential dimensionality in the presence of noise.
In the presence of noise, the coefficients associated with modes greater than the
essential dimensions will be almost entirely corrupted by noise [266]. Thus, the
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Figure 6.7: Transmitting in Hilbert Spaces.
wavefield can be effectively modeled using only the essential dimension of coeffi-
cients and coefficients associated with higher modes can be safely ignored. This
allows the infinite dimensional wavefield to be safely modeled to finite dimensional
approximation in the presence of noise. In effect, the infinite dimensional operator
can be represented by a finite matrix representation.
Now, consider two non-intersecting finite size clusters ΩT and ΩR, as shown in
Figure 6.7, where the input u(x ) is a function taken from a Hilbert Space L2(ΩT )
{u ≡ u(x ) ∈ L2(ΩT )} and the output v(y) is a function taken from a Hilbert
Space L2(ΩR) {v ≡ v(y) ∈ L2(ΩR)} with the natural inner product (6.42) and
induced norm (6.45).
The mapping from the transmit cluster ΩT to receive cluster ΩR can then be
posed as a linear operator between Hilbert Spaces. Let us define the linear integral
operator L by taking functions in L2(ΩT ) to functions in L2(ΩR):
L : {u(x ) ∈ L2(ΩT )→ v(y) ∈ L2(ΩR) : v(y) = Lu(x )} (6.47)
where
v(y) =
∫
ΩT
g(x , y)u(x )dΩT (x ) (6.48)
with dΩT (x ) is a volume element of ΩT at x .
Consider two sets of functions {φn(x )} and {ψm(y)}, orthonormal and com-
plete in Hilbert Spaces L2(ΩT ) and L2(ΩR), respectively. The input and output
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functions can be expressed as
u =
∑
n
〈u, φn〉ΩTφn, (6.49)
v =
∑
m
〈v, ψm〉ΩRψm. (6.50)
Denote the Fourier coefficients µn = 〈u, φn〉ΩT and ϑm = 〈v, ψm〉ΩR in the
transmit and receive clusters, respectively. Then following the similar approach as
Section 6.2.1, it immediately follows that
ϑm =
∑
n
γnmµn (6.51)
where
γnm =
∫
ΩR
∫
ΩT
g(x , y)φn(x )ψ∗m(y)dΩT (x )dΩR(y). (6.52)
The variables γnm can be thought of as coupling coefficients between the trans-
mission from nth mode in ΩT and the reception by mth mode in ΩR. Note that the
representation (6.51) is equivalent to (6.48) via (6.49) and (6.50), where the basis
functions are parameterized by coefficients {µn} and {ϑm} and coupling coefficients
γnm. Further, the infinite dimensional representation (6.51) can be reduced to a
finite dimensional matrix form. Thus, for given clusters, the information bearing
functions u and v can essentially be reconstructed using a finite set of coefficients
{µn} and {ϑm}, respectively.
Based on the above discussion, the infinite dimensional representation (6.11)
can be reduced to a finite dimension. This means that in (6.11), a finite subset of
the coefficients can be used to very closely approximate the infinite dimensional
representation, especially in the presence of noise. However, the choice of finite
set of coefficients may not be optimal in the sense of communication between two
clusters in an arbitrary scattering environment and as such the connection between
basis functions within the clusters must also be considered.
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Appendix 6.A2 Instantaneous Capacity
This section includes a comprehensive derivation of Theorem 6.1. To do so, lets
define [11]
Ĥ =
H†H M ≥ NHH† M < N (6.53)
where Ĥ is an K ×K random non-negative matrix with K = min{N,M} repre-
senting the number of independent channels. In effect, the identity matrix and Q
in (6.27) also become K ×K matrices.
However, by singular value decomposition (SVD) theorem, any matrix H ∈
CM×N in (6.27) can be written as H = UDV †, where U ∈ CM×M and V ∈
CN×N are unitary, and D ∈ RM×N is non-negative define and diagonal. Further,
D = diag{√λ1,
√
λ2, . . .
√
λK , 0, ··0}, where
√
λk, k = {1, 2, . . . K} are the singular
values of the channel matrix.
Consider that
Q̂ =
V †QV M ≥ NU †QU M < N (6.54)
and
Λ =
D†D M ≥ NDD† M < N. (6.55)
Then we can rewrite (6.27) as
I(s,y|H) = log |IK + 1
σ2
ΛQ̂| (6.56)
where tr(Q̂) = tr(Q). Observe that to maximize (6.56), Q̂ has to be a diagonal
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matrix, Q̂ = diag{P1, P2, · · ·PK} with optimal power distribution Pk such that
K∑
k=1
Pk ≤ PT . (6.57)
If, however, λk is the (k, k)th element of Λ, then λk represents the kth eigenvalue
of Ĥ (6.53).
Based on this mathematical formalism, the instantaneous capacity of the pro-
posed spatially distributed MIMO system (6.27) can be rewritten as (6.28)
Appendix 6.A3 Outage Probability
A thorough proof of Theorem 6.2 is incorporated in this section. Observed that
based on Theorem 6.1, I(s,y|H) in (6.29) can be rewritten as
I(s,y|H) = Cins
= log(1 +
P1
σ2
λ1) + log(1 +
P2
σ2
λ2) + · · ·+ log(1 + PK
σ2
λK)
= log
[
(1 +
P1
σ2
λ1)(1 +
P2
σ2
λ2) · · · (1 + PK
σ2
λK)
]
= log
(
K∏
k=1
(1 +
Pk
σ2
λk)
)
. (6.58)
In effect, (6.29) can be expressed as follows
Pout = Pr{
K∏
k=1
(1 +
Pk
σ2
λk) < 2R}. (6.59)
Lets denote wk = (1 + Pkσ2 λk). Now, since we consider Rayleigh fading, wks’ can
be thought of as exponentially distributed random variables with rate ζk where ζk
is defined in (6.31). Hence, the cdf of wk for k = 1, 2, · · ·K is given by
Pr{wk < w} = 1− e−wζk , w ≥ 0. (6.60)
Now, define a random variableW =
∏K
k=1 wk. Considering the ζks’ are distinct,
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the cdf of W can be given as
Pr{W < w} =
K∏
k=1
(
1− e−wζk) , w ≥ 0. (6.61)
Thus, the outage probability can be expressed in terms of the cdf of W as
Pout = Pr{W < 2R}. (6.62)
Note that using (6.61) in (6.62) and replacing W =
∏K
k=1wk where wk =
(1 + λkPk/σ2), we obtain Theorem 6.2.

Chapter 7
Conclusions and Future Research
In this chapter we state the general conclusions drawn from this thesis. The
summary of contributions can be found at the end of each chapter and are not
repeated here. We also outline some future research directions arising from this
work.
7.1 Conclusions
This thesis has studied in detail the fundamental performance limits of wireless
information transfer between finite spatial regions from a theoretical point of view.
The most general conclusion that can be drawn from this work is that space, time
and frequency are finite resources; in effect, only a limited amount of information
can be captured from a wavefield observed within some finite region of space and
time for narrowband/ broadband transmissions. Therefore, in practical wireless
systems, along with the presence of noise at the observation region, placing con-
straints on the source distribution (such as bandlimits: narrowband or wideband
transmissions) or decreasing the size of the space-time observation region tend
to reduce the projected signal power, decreasing signal degrees of freedom and
channel capacity and imposing a performance bound.
With the aim of answering the research questions listed in Section 1.3, the
following main achievements have been made in this thesis:
• A seemingly simple modal representation of space-time signals observed over
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2D and 3D regions has been proposed for wideband transmissions. Fur-
ther, the modal representation can be accommodated for both farfield and
nearfield source distributions. However, Chapter 3 has demonstrated that
how the broadband space-time signals can be coupled to a finite spherical
(3D) region of space, determined the limit to the number of signals that
can be detected in the region of space, for given constraints on the region
size, signal bandwidth and time of observation, and showed the interrelation
between the spatial degrees of freedom and the time-frequency degrees of
freedom. In addition, in Chapter 4, the information theoretic capacity of a
finite spherical region for a given bandwidth has been proposed along with
the key propagation conditions to achieve this capacity. Whereas, Chapter 5
has proposed an alternative approach to determine the theoretical maximum
to the channel capacity of a finite disk (2D) region for broadband transmis-
sions. This alternative solution has been derived by extending Shannon’s
communication model to spatial domain in addition to the time-frequency
domain which clearly indicates the relationship between Shannon’s capacity
and the continuous spatial channels.
• Chapter 6 has investigated the spatial characteristics of narrowband dis-
tributed MIMO communication systems between two clusters of arbitrary
shape in space. The instantaneous capacity of narrowband distributed MIMO
systems has been shown to be determined by cluster shape and size, along
with the richness of the scattering environment and is independent of the
number of antennas and their geometry. Further, one of the most signif-
icant outcomes of this chapter is the rigorous analysis of outage capacity
probability. Besides that a descending power allocation scheme has been
proposed which indicates a significant performance improvement compared
to the conventional equal power allocation scheme.
The research problems investigated in this thesis are the fundamental ques-
tions that commonly arise in multi-antenna wireless communication systems. The
findings herein allow the research community to characterize realistic MIMO and
spatially distributed MIMO systems at different frequency bands in both narrow-
band and broadband conditions.
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7.2 Future Research Directions
A substantial portion of this thesis is devoted to the analysis of the wireless commu-
nications between finite spatial regions utilizing modal decomposition techniques.
While the contributions made in the thesis have enhanced our knowledge of the
fundamental performance limits of wireless information transfer between finite spa-
tial regions, further theoretical analysis is required to gain a thorough and deep
understanding of the nature of the wireless transmissions between spatial regions.
Based on the material in this thesis, we outline a few future research directions out
of many possibilities, which could lead to a deeper understanding of multi-antenna
systems and other areas in array signal processing and provide solutions to related
problems.
Capacity of Radiating Regions
In Chapter 4, the amount of information that can be captured by a finite spherical
region for a given bandwidth was determined. It would be interesting to develop
a similar framework to evaluate the amount of information that can be emitted/
excited from a finite region of space.
Channel Modeling
The spatially distributed MIMO channel studied in Chapter 6 considers rich scat-
tering environment, hence, the channel matrix is full rank. It is of great interest
to investigate the joint effect of transmit and receive correlation and rank-deficient
phenomenon on the fundamental performance limits of the spatially distributed
MIMO systems. Further, the proposed channel model is subjected to Rayleigh
fading. However, while the performance of Rayleigh fading channels has been
extensively studied and well understood, it is considered as a special case of the
more generalised concept of Rician fading. Thus, it is important to analytically
characterize the performance of the proposed system subject to Rician fading, and
compare it with the Rayleigh fading case to gain more insights.
Algorithm Development
In Chapter 6, we proposed an algorithm to distribute the total transmit power
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effectively among the modal channels. However, the proposed algorithm does not
give an optimum solution. Developing an algorithm with the optimum solution is
an interesting open problem.
Noise Modeling
The performance limits of the wireless communications between finite spatial re-
gions proposed in this thesis have assumed the presence of additive white Gaussian
noise (AWGN). In effect, the proposed performance limits do not hold for any kind
of noise other than AWGN; for example, impulse noise, or thermal noise. How-
ever, if the signal is perturbed by one of these types of noise, there will still be
a definite channel capacity. To tackle such scenarios, non-white Gaussian noise is
considered as a sum of white Gaussian components. In this context, lets consider
a noise limited to the bandwidth have power N and entropy power N1. Then if
the noise is a white Gaussian noise, N1 = N . For any other noise, N1 < N . This
is why white Gaussian noise is the worst among all possible noises and results in
upper bounded performance limits of wireless systems. Hence, to achieve tighter
performance bounds, it is important to develop realistic noise models to analyti-
cally characterize non-white Gaussian noise.
Spatially distributed MIMO multi-hop system
An interesting area to look into is the multi-hop communication systems. Multi-
hop communication systems has attained enormous attentions from the research
community due to its high reliability, as well as, power saving and coverage ex-
tension advantages. As the spatially distributed MIMO technology becomes ma-
ture, it is expected that spatially distributed MIMO system will be incorporated
with multi-hop system to form a spatially distributed MIMO multi-hop system.
Hence, analytical characterization of the performance limits of spatially distributed
MIMO multi-hop systems is a very important and interesting topic. For spatially
distributed MIMO multi-hop channels, the key challenge is to characterize the ef-
fective channels of interest, and it remains an open problem whether the approach
developed in the thesis can be applied in the general case.
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