Basis functions for solving partial differential equations of vector fields using the finite element method are presented. The basis functions are a combination of cubic Hermite splines and second-order Lagrange interpolation polynomials and allow the divergence to be set as a constraint. The basis functions are tested on 3-D resonant cavities and there are no spurious modes. There is good agreement with analytical solutions in cases where they exist and with calculations using edge elements in other cases. The method is extended to solve problems with singularities at edges and corners. For perfect conductors, this includes mesh refinement in the neighborhood of the edge or corner. For dielectrics, constraints are derived so that the flux of the field is zero through a closed surface that contains the edge or corner. The method is used to solve problems using the electric and magnetic field formulations. Through a change of variables, the method is applied to problems in cylindrical coordinates.
I. INTRODUCTION

M
AXWELL'S equations are partial differential equations describing the electric and magnetic fields. A curl and divergence equation describe each vector field. It follows from Helmholtz's theorem that the fields are uniquely determined once appropriate boundary conditions are applied [1] , [2] . This paper contains a description of basis functions for the finite element method that admit the divergence of the field as a constraint. The curl equations are then solved using basis functions that have the correct divergence. The basis functions are tested on 3-D resonant cavities, specifically to verify that spurious modes are not present.
This paper begins with a discussion of the variational formulation of the resonant cavity problem, which is appropriate for the finite element method, as well as a discussion of spurious modes. There is also a brief review of existing finite element methods that are used for solving Maxwell's equations in cases when the dependent variable is a vector field. Following this, the basis functions are defined and the divergence constraints are derived. A simple 2-D example illustrates that the spurious modes are removed by applying the divergence constraints.
The new basis functions exactly model the discontinuity in the normal component of the field at a planar interface. The method is extended to solve problems containing singularities at edges and corners. While most of the examples are solved using the electric field formulation, the magnetic field formulation is also included since it is continuous across boundaries of nonmagnetic materials. The effects arising from different boundary conditions of the electric and magnetic fields are emphasized. Finally, the basis functions are modified to solve problems in cylindrical coordinates. This paper is a summary of the Ph.D. thesis of Pinciuc [3] . The basis functions were first introduced in [4] .
II. RESONANT CAVITY PROBLEM AND SPURIOUS MODES
Consider a 3-D cavity with perfectly conducting walls containing dielectric materials characterized by the permittivity (r) and magnetic materials characterized by the permeability μ(r). The polarization and magnetization depend linearly on the electric and magnetic fields and free charge is absent inside of the cavity. The resonance frequencies and fields are obtained by simultaneously solving the curl-curl eigenvalue equation
and the divergence equation
with the boundary condition
where n is the outward unit normal on the boundary. The functional for the variational formulation of the problem [5] - [7] is
The stationary points of the functional are obtained when the first variation is set to zero.
The stationary points of the functional are given by fields that satisfy the curl-curl eigenvalue (1) and the boundary conditions. However, the divergence of the field is not stipulated by (5) .
Solving the variational problem without solving the divergence results in extra nonphysical solutions referred to as spurious modes. It can be shown that the divergence of the spurious modes is nonzero and they are static, that is, ω 2 = 0. The physical solutions, by definition, satisfy the homogeneous divergence equation ∇ · ( E) = 0. Thus, a distinguishing feature between physical modes and spurious modes is whether or not the divergence is zero.
Another distinguishing feature between spurious and physical modes is whether the eigenvalue ω 2 is zero or nonzero, respectively. Using Green's first identity, it can be shown that if ω = 0 and ∇ · ( E) = 0, then E = 0 (the proof is similar to that found, for example, in [8] ). Thus, if ∇ · ( E) = 0 then the nontrivial solutions are not static, that is, ω 2 > 0. Therefore, the eigenvalues of the physical modes are nonzero, whereas the spurious modes are static.
The finite element method can be used to obtain an approximate solution to the variational problem. However, approximate eigenvalues of the spurious modes are not necessarily zero. Some of the approximate, nonzero eigenvalues for the spurious modes may be greater than the approximate values for the low-lying eigenvalues of the physical solutions. It is not possible to determine a cutoff value for the eigenvalue with the property that the eigenvalues of the physical modes lie above the cutoff whereas the eigenvalues for the spurious modes lie below the cutoff. Thus, unless special methods are employed, the physical modes cannot be distinguished from the spurious modes by their eigenvalues.
III. SUMMARY OF EXISTING METHODS
Spurious modes were first reported in [9] while calculating dispersion relations of inhomogeneous waveguides with the finite element method. Since then, the finite element methods developed to resolve the spurious modes problem have fallen into three categories. A brief discussion of these methods follows. (More detail can be found, for example, in [3] .)
The first category of methods is to solve the curl and divergence equations simultaneously. Hara et al. [10] and Rahman and Davies [11] use a penalty function method whereby the integrand of the functional is appended with a term proportional to |∇ · ( E)| 2 . Konrad [12] , [13] has developed a method involving divergence constraints for a single curvilinear brick. Kobelansky and Webb [14] have used global basis functions that enforce the divergence free condition in the curl-curl equation. A method developed in [15] uses divergence constraints on a mesh that allows for smooth interpolation of random data.
The second category of methods does not involve divergence free fields, but rather ensures that the eigenvalues of the spurious modes are zero (or close to zero). This is accomplished by accurately modeling the numerical approximation of the null space of the curl operator. The most popular method is edge elements, first derived in [16] and implemented in [17] . Edge elements are found in commercial software packages from COMSOL [18] and ANSYS [19] . A similar method is the covariant projection elements derived in [20] and applied further in [21] . Spurious modes are not eliminated but can be identified by their eigenvalue since it is guaranteed to be close to zero. In that case, a shift-and-invert technique can be used to solve the generalized eigenvalue problem [22] with the result that only physical modes are computed. Advantages and disadvantages of edge elements are discussed in more detail in [23] - [29] .
The third category of methods applies specifically to waveguide problems [30] - [32] . The longitudinal component of the field can be expressed as a linear combination of the transverse components using the divergence equation. This relation is used to eliminate the longitudinal component from the functional. The resulting variational formulation contains the simultaneous solution of the curl and divergence equations. These methods illustrate very clearly that the spurious modes are removed if the divergence of the field is imposed in the variational formulation for the curl-curl equation.
IV. DEFINITION OF NEW BASIS FUNCTIONS
The divergence of the field is the flux per unit volume, which, in Cartesian coordinates, can be expressed by the formula
provided the partial derivatives exist and are continuous. If each of the terms ∂ E x /∂ x, ∂ E y /∂y, and ∂ E z /∂z are continuous functions then the divergence of the field is continuous. Using the Lagrange interpolation polynomials, it is easy to impose continuity of the field between adjacent subdomains in the mesh. However, imposing continuity of the derivative in the normal direction spoils the sparsity of the S and T matrices. This problem can be alleviated using cubic Hermite splines. Consider a mesh of bricks. The length of a side of a particular brick is δ x = x 1 − x 0 , and the global coordinate x and the local coordinate x are related by x = (x − x 0 )/δ x . Similar quantities are defined for y and z. The notation used for the second-order Lagrange interpolation polynomials is such that L 0 (0) = 1, L 1 (0.5) = 1 and L 2 (1) = 1. The notation used for the cubic Hermite splines is such that H 0 (0) = 1,
where the prime denotes derivative with respect to the argument.
The basis functions for the Cartesian components of the field E are defined as a product of cubic Hermite splines and second-order Lagrange interpolation polynomials within a particular brick. Fig. 1 . There are two degrees of freedom per node: one for the value of the field component and one for the derivative of the field component in the divergence, see (6) . The variables xi , yj , and zk are included to simplify the divergence constraints. In the x-direction, x0 = x2 = 1 and x1 = x3 = δ x , and there are analogous definitions for yj and zk .
Since E x is continuous across the faces y = 0, y = 1, z = 0, and z = 1, then ∂ E x /∂ x is also continuous since the derivative involves infinitesimally close points that both lie in the plane. On the faces x = 0 and
and
respectively. Equating c x 1 j k with the coefficients c x 3 j k from the adjacent brick that shares the plane x = 0 ensures that ∂ E x /∂ x is continuous across that face. Similarly, equating c x 3 j k with the coefficients c x 1 j k from the adjacent brick that shares the plane x = 1 ensures that ∂ E x /∂ x is continuous across that face. Thus, ∂ E x /∂ x can be made continuous using the basis functions defined in (7) . Similarly, ∂ E y /∂y and ∂ E z /∂z can be made continuous using the basis functions defined in (8) and (9), respectively.
V. DIVERGENCE CONSTRAINTS
The derivatives of the cubic Hermite splines can be expressed as a linear combination of second-order Lagrange interpolation polynomials.
If the field is expanded in the basis functions defined in (7)- (9) , then the divergence can be expressed as a linear combination of a product of second-order Lagrange interpolation polynomials. 
The coefficients in this constraint correspond to nodes of the field components located only at the corner (1, 0, 1), as shown in Fig. 2(a) . This property holds for the constraints at the other corners as well. Once the continuity of the partial derivatives is imposed between adjacent bricks, then the constraint at a given corner is the same for all of the bricks with this corner. For example, if a particular corner is shared by eight bricks, then all eight constraints (one from each brick) are identical. Thus, there is one divergence constraint for each corner in the mesh. This property would not hold if third-order Lagrange interpolation polynomials were used instead of cubic Hermite splines in (7)- (9) . Consequently, the constraint preserves the sparsity of the S and T matrices. 
The coefficients for E x and E y correspond to nodes that are located at the midpoint. Although E z does not have a node at the midpoint (1, 0, 1/2), the coefficients for E z correspond to nodes that are located on the edge (1, 0, z ), as shown in Fig. 2(b) . This would not be true if third-order Lagrange interpolation polynomials were used instead of cubic Hermite splines in (7)- (9). Once the continuity of the field and its derivatives are imposed, then the constraint at the midpoint of the edge is the same for all bricks that share this edge. This is true for the other edges of the brick as well. Therefore, the set of constraints for all edge midpoints of all bricks reduces to one constraint for the midpoint of each edge in the mesh. The constraint in (18) can be imposed by eliminating c x 301 or c y 211 , preserving the sparsity of the S and T matrices. Note that some of the coefficients in the edge constraints occur in the corner constraints. Thus, the edge constraints are imposed before the corner constraints.
If the divergence is imposed at (1, 1/2, 1/2), which is the center of the face in the plane x = 1, then the following constraint is obtained. The node locations are plotted in Fig. 2 (c). Once the continuity of the field and its derivatives are imposed, this is the same as the constraint at (0, 1/2, 1/2) in the adjacent brick that shares this face. The constraints at the other face centers are similar. One constraint per face center results in a linearly independent set of constraints for the mesh that preserves the sparsity of the S and T matrices. The face constraints are imposed prior to the edge and corner constraints since the coefficients that are eliminated in the edge and corner constraints occur in the face constraints. The divergence constraint obtained by evaluating (16) at (1/2, 1/2, 1/2), the center of the brick, is given below and the nodes are shown in Fig. 2(d) . In this constraint, the nodes occur in six adjacent bricks, which makes it more difficult to implement than the face, edge, or corner constraints. Suppose that c x 211 is eliminated in one brick and then the same thing is attempted in the next brick in the direction of increasing x. The coefficient c x 011 in the next brick is related to the coefficient c x 211 of the previous brick by the continuity (or discontinuity, as the case may be) of the normal component of the field. Thus, as the coefficients c x 211 are eliminated by stepping through the mesh they are related to previous bricks through c x 011 and this reduces the sparsity. Note also that the coefficient c x 311 occurs in (20) and (19) and so the constraints at the center of each brick must be eliminated before the face constraints. 
The divergence constraints at the center of each brick are implemented by moving in a straight line from one end of the mesh to the other. This reduces the sparsity by creating non-zero off-diagonal elements between nodes occurring in the chain of bricks. Unfortunately, it is not possible to implement the constraints by moving around in a rectangle and thus creating a super brick with sets of four bricks having reduced sparsity rather than an entire string of bricks. The constraints are not linearly independent on the four interior nodes to be eliminated, rather, only three of the interior nodes can be eliminated. The 4 × 4 matrix that results from the four interior nodes has a rank of three and so an exterior node must be eliminated to guarantee that all four constraints are implemented. This reduces the sparsity, and an equation similar to (21) will result as the exterior node of the super brick is eliminated throughout the mesh. The S and T matrices are constructed by expanding the field components using the basis functions defined in (7)-(9). The divergence constraints are then imposed, reducing the size of the matrices. An efficient way to do this is to construct square matrices that are the identity matrix modified to include the divergence constraints in the rows. There is one matrix for each of the constraint types D corner , D edge , D face , and D center . All of the divergence constraints are contained in the product
Define S and T to be equal to S D and T D , respectively, with rows and columns removed corresponding to the unknowns that are eliminated to impose the divergence constraints. The matrix sizes change only once in this procedure, at the end.
The sparsity of S and T are reduced compared with S and T , respectively. The amount depends on the mesh size. The worst case scenario is an N × N × N mesh, where the total number of nonzero matrix elements increases by approximately a factor of four.
Using the basis functions defined in (7)- (9), there are 27 divergence constraints per brick in the mesh. These are linearly dependent. As a result of using a product of cubic Hermite splines and second-order Lagrange interpolation polynomials, it is easy to identify a relatively simple, linearly independent set of constraints. This set consists of one constraint for each corner, edge midpoint, face center, and brick center in the mesh.
VI. RATE OF CONVERGENCE OF EIGENVALUE SOLVER
The examples below are perfectly conducting cavities where the boundary is a single equipotential surface. In such cases, the static electric field is zero. (The proof is similar to that found, for example, in [8] .) Since there are no static modes then the resonant angular frequencies, ω, are nonzero, and thus k 2 = ω 2 /c 2 > 0. The T matrix is defined by the integral
and therefore it is positive definite, that is,
and since k 2 > 0 and x T T x > 0 for all x = 0, then x T Sx > 0 for all x = 0, that is, the S matrix is also positive definite. For the Lanczos algorithm to be used in a generalized eigenvalue problem, where the equation is of the form Ax = λBx, the matrix B must be positive definite [22] . In the case where A = S, B = T and λ = k 2 , the lowest frequency modes correspond to the lowest eigenvalues. However, the Lanczos algorithm converges faster if the greatest eigenvalues are sought after. Since the S matrix is also positive definite, then it is possible to solve the eigenvalue equation in the case where A = T , B = S and λ = 1/k 2 . In the test calculations that follow, there are sometimes more than 300 iterations required for convergence when the problem is set up with λ = k 2 , while there are only between eight and 30 iterations required for convergence when λ = 1/k 2 . The code for all of the calculations was written in MATLAB [33] . The eigenvalues were calculated with an implementation of the Lanczos algorithm called in MATLAB by the function eigs, which uses the software package Arpack [34] .
Parenthetically, when using edge elements, the eigenvalue k 2 = 0 occurs many times. Thus, the S matrix is not positive definite. The iterative projective methods, such as the Lanczos algorithm and the Jacobi-Davidson algorithm, obtain approximations for eigenvalues that lie at the extremities of the eigenvalue spectrum, that is, the greatest or least eigenvalues. To avoid computation of all the eigenvectors for which k 2 = 0, a shift-and-invert scheme is employed [22] , which requires a greater amount of computation.
VII. SIMPLE 2-D EXAMPLE
A simple 2-D cavity is solved to illustrate that the spurious modes are removed once the divergence constraints have been imposed. The domain is a unit square with perfectly conducting walls. The exact solution can be calculated using separation of variables. The eigenvalues are k 2 = π 2 (m 2 +n 2 ), where m and n are non-negative integers with the provision that both are not zero. The mesh is 2 × 1, which results in matrices that are small enough so that all of the modes can be computed and easily examined. The nodes for the different field components are shown in Fig. 3 . Since the problem is 2-D, there are only three types of constraints-those at the corners, at the midpoint of each edge and in the center of the rectangles. The matrices are assembled using the basis functions defined in (7)- (9) with the boundary conditions imposed. The matrices are 10 × 10 without the divergence constraints imposed. Once the divergence constraints are imposed, the matrices are 7 × 7.
The eigenvalues with and without the divergence constraints imposed are listed in Table I . Three spurious modes exist in the solution without divergence constraints. These spurious modes are eliminated if the divergence constraints are imposed.
In this small problem, all of the eigenvalues of the spurious modes are lower than all of the eigenvalues of the physical modes. This is not true in general, particularly as the matrix sizes increase. It is also observed that there is no approximation for the modes at k 2 = 8π 2 , 9π 2 , and 10π 2 using this particular discretization. This is caused by the uneven distribution of degrees of freedom in the mesh, shown in Fig. 3 .
VIII. DISCONTINUITIES AT PLANAR INTERFACES
The new basis functions can be used to solve problems where the field is discontinuous at an interface. (The interface conditions for the different fields can be found, for example, in [8] .) Suppose that the unit normal is n = x, where x is the unit vector parallel to the x-axis. The subscripts 1 and 2 denote field components on either side of the interface such that n points in the direction from 1 to 2. Continuity of the tangential component of the electric field is imposed with the new basis functions by equating coefficients of E y and E z on either side of the interface. The normal component of the electric field satisfies E x,2 = ( 1 E 1 . Note that this interface condition cannot be imposed using edge elements, even in the case where the electric field is continuous. Rather, the normal components converge to E x,2 = ( r,1 / r,2 )E x,1 as the mesh is refined further and further, specifically as the area of that face of the tetrahedron goes to zero [23] .
The new basis functions also contain derivative terms that have nodes on the interface. Since E y and E z are continuous at all points in the plane then ∂ E y /∂y and ∂ E z /∂z are also continuous. Since E x is discontinuous across the interface then it is not defined at the interface, and therefore ∂ E x /∂ x is not defined at the interface either. However, as the interface is approached from either side, limiting values of the partial derivative exist. If the permittivity is constant on either side of the interface then ∇ · E 1 = ρ 1 / 1 and ∇ · E 2 = ρ 2 / 2 , where ρ denotes the volume charge density. Since ∂ E y,1 /∂y = ∂ E y,2 /∂y and ∂ E z,1 /∂z = ∂ E z,2 /∂z, then upon subtracting the divergence equations, the result
is obtained. If ρ 1 = 0 and
If the permittivity is not piecewise constant then ∂ E y /∂y and ∂ E z /∂z are still continuous and although the discontinuity in ∂ E x /∂ x is more complicated, it can be derived in a straightforward manner. The resonant frequencies and fields of a rectangular cavity containing a dielectric slab that includes discontinuities at planar interfaces are solved in [3] and [4] . There is an excellent agreement between the results obtained using the new basis functions and the solution of the transcendental equation that is obtained using separation of variables.
IX. EDGES AND CORNERS
The new basis functions can be used to obtain approximate solutions for geometries where the material boundaries form edges and corners. An asymptotic expansion for the field near an edge for a variety of configurations is given in [35] . The component of the field that is tangential to the edge is continuous and finite. The components that are perpendicular to the edge are proportional to ρ t −1 , where ρ is the radius in cylindrical coordinates with the z-axis on the edge. For the case where either one of the dielectrics subtends an angle of 90°t = 2 π arccos 1 2
The values of t are between 2/3 and one. The solution t = 1 occurs in the limit that 1 = 2 , that is, in the limit that the permittivity is continuous, which implies that the electric field is continuous. The solution t = 2/3 occurs in the limit that either permittivity is infinite. Thus, the radial dependence of the field components perpendicular to the edge is between ρ −1/3 and ρ 0 = 1. Note that in the case where a perfect electric conductor subtends 90°, the perpendicular components are proportional to ρ −1/3 , which is the same as the asymptotic behavior for infinite permittivity. In addition, note that the electric field for an infinitely long line charge is proportional to ρ −1 , so the behavior of the field near an edge is comparable with the field from an induced line charge density on the edge. The partial derivatives ∂ E x /∂ x, ∂ E y /∂y, and ∂ E z /∂z must exist if the divergence is to be given by (6) . However, at the edge, the partial derivatives do not exist because of the singularity. In spite of this, the flux through a closed surface containing the edge of a dielectric is zero since there is no free charge inside the closed surface. This fact is used to derive a method for solving problems with singularities at dielectric edges and corners.
The utility of the basis functions in (7)- (9) stems from the fact that the diverence constraints that occur at a node that is common to more than one brick are identical for all bricks. There are two conditions that must be met for this to be true.
1) The tangential component(s) of the field are continuous across an edge or face. 2) The derivatives ∂ E x /∂ x, ∂ E y /∂y, and ∂ E z /∂z have the same value for each of the bricks that form a common boundary. It is possible for the perpendicular field components to be discontinuous. This is why the basis functions can exactly model the discontinuity in the normal component of the field across a planar interface, as described in the previous section.
If the finite element method is used with nodal basis functions, then at an interface between mesh elements, the derivative in the perpendicular direction is, in general, discontinuous. If this derivative occurs in the functional and if it is equal, in some sense, to the delta function, then the square of a delta function occurs in the functional, which leads to what Strang refers to as a variational crime [36] , [37] . Therefore, the approximate solution may or may not converge to the exact solution. However, the functional for the curl-curl equation (1) contains only derivatives that are tangential to the field components.
Specifically, the functional does not contain the derivatives Thus, the normal component of the field can be discontinuous across an interface without producing a delta function in the functional. This fact is used to construct edge elements and is also used below for calculations with the new basis functions, (7)- (9), involving edges and corners.
X. EDGES AND CORNERS OF PERFECT CONDUCTORS
This section contains a description of the method used for solving problems with edges and corners formed by the boundary of a perfect conductor. The component of the electric field that is tangential to the edge is zero, and so the focus of what follows is on the components perpendicular to the edge. Fig. 4 shows two diagrams of four bricks that are adjacent to a metal edge. The perfect conductor is in brick 1, so the electric field is zero inside of that brick and the tangential components are zero on the surface of the conductor. Since the metal edge is parallel to the z-axis, E z is zero on the edge of bricks 2-4.
Between bricks, the components of the field that are tangential to the interface are continuous.
The tangential components of E are zero at the surface of the perfect conductor. As a result of the constraints in (27)- (31), the field in the bricks outside of the perfect conductor is given by
as shown in Fig. 4(b) . The constraints for the electric field at a corner of a perfect conductor are derived to meet the same criteria as at an edge of a perfect conductor: the tangential components of the field are continuous between bricks and the tangential components of the electric field are zero on the surface of the perfect conductor. Fig. 5 shows eight bricks with a common corner, and the perfect conductor is in brick 1. The constraints at the corner node are
The method has been extended so that the mesh can be refined within a particular brick. The mesh can be refined uniformly within a brick as well as made successively finer near an edge or corner, as shown in Fig. 6 . The implementation of the divergence constraints is modified within a refined brick in a straightforward, although algebraically tedious, way that is described in detail in [3, Ch. 3 ]. Mesh refinement is observed to work effectively near edges and corners of perfect [3] .
A. Example: Cavity With L-Shaped Cross Section
The simplest 3-D problem with a 90°edge is an empty cavity with a cross section in the shape of an L. The dimensions of the cavity are shown in Fig. 7 . The lowest four resonant frequencies and fields are obtained for 12 different meshes, nine of which incorporate mesh refinement at the edge. For comparison, the problem is solved with the software package HFSS [19] using second-order edge elements and adaptive mesh refinement. The lowest four eigenvalues for each mesh are found in Table II and the values from HFSS are in the last row. All of the values agree to less than 2%, so there is good agreement between the new basis functions and second-order edge elements with adaptive mesh refinement.
The lowest eigenvalue is shown again in Table III the 4 × 4 × 4 mesh that is refined results in small bricks with lengths in two of the dimensions that are the same size as the bricks in the 4 × 8 × 8 mesh. In this example, bricks that are adjacent to the edge are refined, so a brick in the uniform mesh is refined into 2 × 2 × 2 smaller bricks, and then out of those, only 1 × 1 × 2 that are in contact with the edge are refined further. The results in Table III show that the changes in the estimate for the lowest eigenvalue arise almost entirely out of increasing the fineness of the mesh near the edge.
B. Example: Cavity With Perfectly Conducting Post
This section contains results for the resonant frequencies of a cavity containing a rectangular post. This problem contains singularities at the edges and the corners. The dimensions are shown in Fig. 8 .
The eigenvalues for the four lowest modes using three meshes with refinement are given in Table IV . The mesh is refined in two different ways: around the edges and corners, and above the post only. Results from HFSS [19] , using second-order edge elements with adaptive mesh refinement, are also included in this table. The amount of mesh refinement is set by the parameter λ target . The eigenvalues diverge as the mesh is refined with edge elements and with the new basis functions because with either method, the piecewise polynomials cannot accurately model the infinite field at the edges and corners.
XI. DIELECTRIC EDGES AND CORNERS
Where the boundary of adjacent dielectrics forms an edge, the tangential component of the electric field is continuous and the perpendicular components are, in general, singular. The following discussion focuses on the constraints imposed on components of the electric field that are perpendicular to a dielectric edge. Briefly, the method uses constraints to ensure that the flux is zero through a closed surface surrounding the edge or corner. The same method applies in cases where the magnetic field is singular at an edge or corner of a magnetic material.
If there are no constraints used at an edge or corner, that is, the normal components are discontinuous and free to vary, then there are spurious modes. The eigenvalue, k 2 , of the spurious modes increases as the mesh is made finer around the edges and corners. Constraints are applied at the singularity to remove the spurious modes.
It was noted above that continuity of the tangential components of the field ensures that delta functions do not appear in the functional due to the terms containing the curl [see (26) ]. Since the tangential components of the field are continuous between bricks, then the derivatives that occur in the curl are also continuous between those bricks. This implies that the line integral of the field around a square with sides of length 2L that encloses an edge (see Fig. 9 ) is also zero in the limit that L → 0. This suggests an analogous method for treating the singularities at corners and edges: derive a constraint such that the flux through a closed surface surrounding the edge or corner is zero. This follows from the integral form of Gauss' law, since there is no free charge on the edge or corner.
Consider an edge parallel to the z-axis, as shown in Fig. 9 . Let in be the permittivity in brick 1 and out be the permittivity in bricks 2-4. The flux through a square of dimensions 2L × 2L is evaluated in the limit that L → 0, so the field components are considered constant over the surface. The total electric flux through the square is zero, since there is no free charge on the edge.
The tangential components of the field are continuous, that is,
, and E y,3 = E y,4 , and so (41) reduces to the flux constraint in the following:
Note that if in = out , then the constraint reduces to E x,1 = −E y,1 + E x,3 + E y,3 , which is true for a continuous field. The constraint in (42) can be modified for geometries that are reflections and permutations of that shown in Fig. 9 . (The results are listed in [3] .) The constraint for a corner can be derived in a way similar to (42). Consider a geometry similar to Fig. 5 , where instead brick 1 is a dielectric with permittivity in and the permittivity of the other bricks is out . The corner constraint is
(43) This constraint can be modified for geometries that are reflections of that shown in Fig. 5. (The results are listed in [3] .)
A. Example: Dielectric Loaded Cavity
Consider a cavity containing a dielectric with perfectly conducting walls with dimensions shown in Fig. 10 . This example is chosen to test the constraints for singularities on the edges. There are no singularities at the corners because at those locations E y = 0 and E z = 0 since they are located on the surface of the perfectly conducting box.
The problem is solved for two different permittivities. In the first example, the relative permittivity r is 2.05, while in the second example, r = 10. The discontinuity in the normal component of the field is relatively small in the first case and The values of k 2 1 obtained with the flux constraints and HFSS differ by 0.15% for the solutions with the greatest number of unknowns. The value of k 2 3 with the greatest number of unknowns differs by 0.01% using the flux constraints and HFSS. Therefore, this example provides evidence that the method of treating singularities at edges using the flux constraints given in (42) is comparable in accuracy with using edge elements.
XII. MAGNETIC FIELD FORMULATION
In the preceding calculations, the variational problem was solved using the electric field formulation. However, if the permeability is continuous, then the magnetic field is continuous, including where discontinuities in the permittivity form edges and corners. The magnetic field formulation is nearly identical to the electric field formulation provided the permittivity and the permittivity μ are interchanged. A major difference is the boundary condition for nonstatic magnetic fields at the surface of a perfect conductor
where n is the outward unit normal on the boundary. The boundary condition implied by the surface integral in the first variation can be permuted to show that the implied boundary condition is the boundary condition at the surface of a perfect conductor.
While the boundary condition implied by the surface term in the variational formulation is valid at the surface of a perfect conductor, it is not identically satisfied by the Dirichlet boundary condition in (44). The boundary condition implied by the variational formulation will converge to zero as the mesh is refined, in the same way that the Euler-Lagrange equation converges to zero as the mesh is refined. It is referred to as a natural boundary condition. The divergence of the magnetic field is solved using the basis functions in (7)- (9) . However, the divergence constraint at the center of each brick (21) involves eliminating a degree of freedom for H x at the boundary, which is also a degree of freedom that should be set to zero to satisfy the Dirichlet boundary condition (44). Thus, there is a conflict between satisfying the divergence constraint and the boundary condition. Konrad [13] has observed that if the boundary condition of (44) is not satisfied, then there are spurious modes. The boundary condition H · n = 0 is valid for a nonstatic field at the surface of a perfect conductor, which also implies that all of the energy is reflected at the surface. If the degree of freedom on the surface is eliminated to satisfy the divergence constraint in (21) , then the spurious modes caused by not satisfying the boundary condition H · n = 0 can be identified by evaluating the flux of the Poynting vector through the surface.
A. Example: Dielectric Resonator Filter
This section contains results for the dielectric resonator developed in [38] . The dimensions of the filter are shown in Fig. 13 . Table V contains the four lowest eigenvalues of the dielectric resonator. Results are obtained using the basis functions defined in (7)-(9) using both the electric field formulation with flux constraints and the magnetic field formulation. In both cases, the mesh is 9 × 16 × 30. The number of unknowns using the electric field formulation is 66 279 and the number of unknowns using the magnetic field formulation is 73 175. Results from the software package HFSS [19] with second-order edge elements and adaptive mesh refinement are included for comparison. The adaptive mesh parameter λ target is set to 0.04 resulting in 63 369 unknowns. The values of the lowest eigenvalue k 2 1 obtained with each method differ by 0.6% while the values of k 2 4 differ by less than 4%.
XIII. CYLINDRICAL COORDINATES
The basis functions defined in (7)-(9) for Cartesian coordinates are modified to solve problems in cylindrical coordinates. The components V r , V φ , and V z are defined as V r = E r /r , V φ = E φ , and V z = E z /r , respectively. The divergence equation, given in the following, has the same combination of derivatives as the divergence in Cartesian coordinates.
Thus, the basis functions for (E x , E y , E z ) defined in (7)- (9) are also used for (V r , V φ , V z ) with an appropriate substitution of coordinates. On the coordinate axis r = 0, the angle φ is not defined, and neither are the unit vectors in the radial and angular directions. Singularities at the origin in the curl and divergence equations cannot be removed using the new basis functions. Nonetheless, the method can be used to solve problems where the domain excludes the coordinate axis.
The resonant frequencies of a cavity with dimensions shown in Fig. 14 are solved using the new basis functions. The cavity is empty and the walls are perfect conductors. A transcendental equation for the eigenvalue involving Bessel functions can be obtained using separation of variables. (More details are found in [3] .)
The results obtained with the basis functions using an n r × n φ × n z = 16 × 24 × 16 mesh with 71 040 unknowns are found in Table VI . The exact solutions are also given. The multiplicity is correct and the agreement of the eigenvalues is excellent.
XIV. CONCLUSION
This paper describes basis functions for partial differential equations of vector fields that allow the divergence of the field to be input as a constraint. This is useful for solving Maxwell's equations with the finite element method since the curl equations are often solved for dynamic problems in the frequency domain and the divergence of the field is approximately solved via the basis functions. For the basis functions described in this paper, the divergence is modeled to second-order accuracy for problems with a geometry that is conformal to an orthogonal coordinate system, specifically Cartesian and cylindrical coordinates. This is accomplished by imposing the continuity of the normal component of the field between mesh elements, as well as the derivative of the normal component in the normal direction by using cubic Hermite splines.
The test problem for the new basis functions is to determine the resonant frequencies of closed cavities with perfectly conducting walls. The values of the resonant frequencies show good agreement in cases where analytic solutions exist. In other examples, there is a good agreement with the software package HFSS [19] , using second-order edge elements with adaptive mesh refinement.
A highlight of the new method is that there are no spurious modes when using the electric field formulation. One consequence is that the lowest frequency physical, dynamic modes, which are commonly the modes of interest, lie at one of the extremities of the eigenvalue spectrum. Since the Lanczos algorithm converges fastest for the largest eigenvalue, the eigenvalue problem is transformed to solve for λ = 1/k 2 without any further need for a shift-and-invert scheme that is necessary when using edge elements.
This method could be extended for other orthogonal coordinate systems provided that there are no singularities in the coordinate system, as with Cartesian coordinates, or the singularities in the coordinate system are absent from the domain, as with the example solved in cylindrical coordinates. The test problem for the new basis functions is the resonant cavity problem since it is clearly established that the lack of divergence constraints results in nonphysical, spurious modes. Since the divergence is the flux through a closed surface per unit volume, then it would be interesting to apply this method to other problems where flux conservation is important. More specifically, since current conservation is a built-in constraint, it would be interesting to compare the convergence rate using the basis functions described herein with other methods for problems with electric currents, and possibly for fluid mechanics problems. This is left for future work.
