Distributed source coding schemes are typically based on the use of channels codes as source codes. In this paper we propose a new paradigm, termed "distributed arithmetic coding", which exploits the fact that arithmetic codes are good source as well as channel codes. In particular, we propose a distributed binary arithmetic coder for Slepian-Wolf coding with decoder side information, along with a soft joint decoder. The proposed scheme provides several advantages over existing Slepian-Wolf coders, especially its good performance at small block lengths, and the ability to incorporate arbitrary source models in the encoding process, e.g. context-based statistical models.
I. INTRODUCTION AND BACKGROUND
In recent years, distributed source coding (DSC) has received an increasing attention from the signal processing community. DSC considers a situation in which two (or more) statistically dependent data sources must be encoded by separate encoders that are not allowed to talk to each other. Performing separate lossless compression may seem less efficient than joint encoding; however, DSC theory proves that, under certain assumptions, separate encoding is optimal, provided that the sources are decoded jointly [1] . For example, with two sources it is possible to perform "standard" encoding of the first source (called side information) at a rate equal to its entropy, and "conditional" encoding of the second one at a rate lower than its entropy, with no information about the first source available at the second encoder; we refer to this as "asymmetric" Slepian-Wolf (S-W) problem. DSC theory also encompasses lossy compression [2] ; it has been shown that, under certain conditions, there is no performance loss in using DSC [2] , [3] , and that possible losses are bounded below 0.5 bit per sample (bps) for quadratic distortion metric [4] . In practice, lossy DSC is typically implemented using a quantizer followed by lossless DSC, while the decoder consists of the joint entropy decoder followed by a joint dequantizer. Lossless and lossy DSC have several potential applications. e.g. coding for non co-located sources such as sensor networks, distributed video coding [5] , [6] , [7] , [8] , layered video coding [9] , [10] , error resilient video coding [11] , and satellite image coding [12] , [13] , just to mention a few. The interested reader is referred to [14] for an excellent tutorial.
Traditional entropy coding of an information source can be performed using one out of many available methods, the most popular being arithmetic coding (AC) and Huffman coding. "Conditional" (i.e., DSC) coders are typically implemented using channel codes, by representing the source using the syndrome (or the parity bits) of a suitable channel code of given rate. The rationale of this approach is that channel codes often provide geometrical structures with maximum distance properties, so that decoding an ambiguous description of a source at a rate less than its entropy (given the side information) incurs minimum error probability.
Regarding asymmetric S-W coding, the first practical S-W coding technique has been described in [15] , and employs trellis channel codes. Recently, more powerful channel codes such as turbo codes have been proposed in [6] , [16] , [17] , and low-density parity-check (LDPC) [18] codes have been used in [19] , [20] , [21] . Turbo and LDPC codes can get extremely close to channel capacity, although they require the block size to be rather large. Note that the constituent codes of turbo-codes are convolutional codes, hence the syndrome is difficult to compute. In [6] the cosets are formed by all messages that produce the same parity bits, even though this approach is somewhat suboptimal [17] , as these cosets do not have as good geometrical properties as those of syndrome-based coding.
In [22] a syndrome former is used to address this problem. Multilevel codes have also be addressed; in [23] trellis codes are extended to multilevel sources, whereas in [24] a similar approach is proposed for LDPC codes.
Besides techniques based on channel coding, a few authors have also investigated the use of source coders for DSC. This is motivated by the fact that existing source coders obviously exhibit nice compression features that should be retained in a DSC coder, such as the ability to employ flexible and adaptive probability models, and low encoding complexity. In [25] the problem of designing a variable-length DSC coder is addressed; it is shown that the problem of designing a zero-error such coder is NP-hard. In [26] a similar approach is followed; the authors consider the problem of designing Huffman and arithmetic DSC coders for multilevel sources with zero or almost-zero error probability. The idea is that, if the joint density of the source and the side information satisfies certain conditions, the same codeword (or the same interval for the AC process) can be associated to multiple symbols. This approach leads to an encoder with a complex modeling stage (NP-hard for the optimal code, though suboptimal polynomial-time algorithms are provided in [26] ), while the decoding process resembles a classical arithmetic decoder.
Although several near-capacity DSC coders have been designed for simple ideal sources (e.g., binary and Gaussian sources), the applications of practical DSC schemes to realistic signals typically incurs the following problems.
• Capacity-achieving channel codes require very large data blocks (typically in excess of 10 5 symbols). This requirement is often not compatible with practical applications, where the basic units to be encoded are of the order of a few hundreds to a few thousands symbols.
• The symbols contained in a block are expected to follow a stationary statistical distribution.
However, typical real-world sources are not stationary; this calls for either the use of short blocks, which weakens the performance of the S-W coder, or the estimation of conditional probabilities over contexts, which cannot be accommodated by existing S-W coders.
• When the sources are very correlated (i.e., in the most favorable case), very high-rate channel codes are needed (e.g., rate-99 100 codes). However, capacity-achieving channel codes are often not very efficient at high rate.
• In those applications where DSC is used to limit the encoder complexity, it should be noted that the complexity of existing S-W coders is not negligible, and often higher than that of existing non-DSC coders. This seriously weakens the benefits of DSC.
• Upgrading an existing compression algorithm like JPEG 2000 or H.264/AVC in order to provide DSC functionalities requires at least to redesign the entropy coding stage, adopting one of the existing DSC schemes.
Among these issues, the block length is particularly important. While it has been shown that, on ideal sources with very large block length, the performance of some practical DSC coders can be as close as 0.09 bits to the theoretical limit [14] , so far DSC of real-world data has fallen short of its expectations, one reason being the necessity to employ much smaller blocks. For example, the PRISM video coder [5] encodes each macroblock independently, with a block length of 256 samples;
for the coder in [6] , the block length is equal to the number of 8x8 blocks in one picture (1584 for the CIF format). The performance of both coders is rather far from optimal, highlighting the need for DSC coders addressing realistic block lengths.
A solution to this problem has been introduced in [27] , where an extension of AC, named distributed arithmetic coding (DAC), has been proposed for asymmetric S-W coding 1 . DAC and its decoding process do not currently have a rigorous mathematical theory that proves they can asymptotically achieve the S-W rate region; such theory is very difficult to develop because of the non-linearity of AC.
However, DAC is a practical algorithm that was shown in [27] to outperform other existing distributed coders. In this paper, we build on the results presented in [27] , providing several new contributions.
First, we generalize DAC to the encoding of binary sources with arbitrary and time-varying probability distribution; this allows to employ DAC in a wider set of applications, including context-based coding through the estimation of conditional probabilities. Second, we introduce and discuss an improved termination procedure for the DAC encoder. Third, we investigate the rate allocation problem for DAC, in terms of how to optimally select the encoding parameters to achieve a desired target rate with minimum decoder error probability. Finally, we evaluate the performance of this new design comparing it with turbo codes and LDPC codes. We also consider the case of extremely correlated sources with highly non-uniform probabilities; this is of interest in multimedia applications because the most significant bit-planes of the transform coefficients of an image or video sequence are almost always equal to zero, and are very correlated with the side information.
Interestingly, we have found that the DAC can be applied to highly non-uniform sources (i.e., when the two symbols have significantly skewed probability distribution), without any performance loss with respect to the uniform case, as opposed to turbo codes [29] . Finally, it should be noted that the DAC principle can also be used for symmetric S-W coding; preliminary results are shown 1 A similar scheme has been independently and concurrently developed in [28] using quasi-arithmetic codes.
in [30] .
This paper is organized as follows. In Sect. IV we describe the DAC encoding process. In Sect.
III we study the rate allocation and parameter selection problem. In Sect. IV we describe the DAC decoder. In Sect. V we report the results of a performance assessment of DAC, and in Sect. VI we draw some conclusions and outline possible research developments.
II. DISTRIBUTED ARITHMETIC CODING: ENCODER
Before describing the DAC encoder, it should be noted that the AC process typically consists of a modeling stage and a coding stage. The modeling stage has the purpose of computing the parameters of a suitable statistical model of the source, in terms of the probability that a given bit of the input sequence takes on value 0 or 1. This model can be arbitrarily sophisticated, e.g. by using contexts, adaptive probability estimation, and so forth. The coding stage takes the probabilities as input, and implements the actual AC procedure, which outputs a binary codeword describing the input source.
] be a length-N binary symbol sequence with probabilities
The dependence of the source probabilities on i emphasizes the fact that the sequence X may be an occurrence of a nonstationary random process. The modeling and coding stages are shown in Fig. 1 -a. The modeling stage takes as input the sequence X, and outputs an estimate of the probabilities p X i,0 and p X i,1 ; the estimation process is typically causal, i.e. p X i,j is estimated using samples X 0 , . . . X i−1 . The coding stage takes as input X, p X i,0 and p X i,1 , and generates a codeword C X . The average length of C X depends on p X i,0
and p X i,1 , and is determined once these probabilities are given. In order to use the DAC , we consider two sources X and Y, where
is a length-N binary symbol sequence with probabilities p Y i,0 = P (Y i = 0) and p Y i,1 = P (Y i = 1), with i = 0, . . . , N − 1. We also assume that X i and Y i are statistically dependent. For DAC, three blocks can be identified, as in Fig. 1-b , namely the modeling, rate allocation, and coding stages.
The modeling stage is exactly the same as for the classical AC. The coding stage will be described in Sect. II-B; it takes as inputs X, the probabilities p X i,0 and p X i,1 , and a set of parameters k X i , and outputs a codeword C ′ X . In addition, we also have a rate allocation stage that selects the target average rate of the codeword C ′ X . Unlike a classical AC, where the average rate is function of the source probabilities, and hence cannot be selected a priori, the DAC allows to select any desired bit-rate not larger than the average rate of a classical AC. This is very important, since in a DSC setting the bit-rate for X should depend not only on how much "compressible" the source is (e.g.,
), but also on how much correlated X i and Y i are. For this reason, the rate allocator takes as input the probabilities p X i,0 and p X i,1 , the conditional entropies H(X i |Y i ), and outputs a set of parameters k X i that will drive the DAC coding stage to achieve the desired rate. In Sect. III we show how the rate allocation can be performed with a few simple statistical models.
In this paper we deal with the coding and rate allocation stages, and assume that the input probabilities p X i,0 , p X i,1 and conditional entropy H(X i |Y i ) are known a priori. This allows us to focus on the distributed coding aspects of the proposed scheme, and, at the same time, keeps the scheme independent of the modeling stage, so that any such stage can be applied to the DAC, e.g. a contextbased probability model, feeding the AC process with conditional probabilities that are different for each input bit. Therefore, from now on, we will assume that the input probabilities are known.
A. Arithmetic coding
We first review the classical AC coding process, as this sets the stage for the description of the DAC encoder. The binary AC process for X is based on the probabilities p X i,0 and p X i,1 , which are used to partition the [0, 1) interval into sub-intervals associated to possible occurrences of the source symbols. At initialization the "current" interval I 0 is set to I 0 = [0, 1). For each input symbol X i , the current interval I i is partitioned into two adjacent sub-intervals whose lengths are proportional to p X i,0 and p X i,1 . The sub-interval corresponding to the actual value of symbol X i is selected as the next current interval I i+1 , and this procedure is repeated for the next symbol. After all N symbols have been processed, the sequence is represented by the final interval I N . in the fractional part of the binary representation of any number inside I N (e.g., the mid-point, the lowest endpoint, or the shortest number in I N ), and requires approximately − log 2 |I N | bits, where
As an example, consider the drawing in Fig. 2 , where a binary AC encodes a string of N = 3 symbols X = [0 0 1]. The figure shows the interval lengths at each step of the encoding process, as well as the final interval I N . The probabilities p X i,0 and p X i,1 are also reported, using the simplified notation p 0 and p 1 .
B. DAC encoder
The encoder can be used for both asymmetric and symmetric DSC. In the asymmetric case, which is considered in this paper, X is coded using a DAC, and the side information Y is assumed to be available at the decoder. The source X is encoded using a DAC at a certain coding rate R ′ X , not less than H(X|Y); the problem of how to select the DAC coding parameters to achieve the target rate R ′ X is discussed in Sect. III. The codeword C ′ X generated by the DAC is communicated to the decoder, which can then perform joint decoding as described in Sect. IV. While AC provides a complete description of the input string X, the DAC provides a lower-rate incomplete description that cannot be decoded exactly in absence of a side information Y.
Similarly to other S-W coders, DAC is based on the principle of inserting some ambiguity in the source description during the encoding process. This is obtained using a modified interval subdivision strategy; in particular, the DAC employs a set of intervals whose amplitudes are proportional to the modified probabilities p X i,0 and p
. In order to fit the enlarged sub-intervals into the [0, 1) interval, the sub-intervals are allowed to partially overlap. For example, at initialization the current interval is set to [0, 1); if the interval for symbol "0" precedes that for symbol "1", the two subintervals for classical AC would be [0, p X i,0 ) and [p X i,0 , 1); instead, the subintervals for DAC are taken as [0, p X i,0 ) and [1− p X i,1 , 1). The intuition behind this process is that, since 1− p X i,1 ≤ p X i,0 , the intervals are generally not disjoint. Therefore, since the received codeword does not generally allow the decoder to select one out the two intervals at time i, unambiguous decoding is not possible without additional information.
The detailed DAC encoding procedure is described in the following. At initialization the "current"
. For each input symbol X i , the current interval I ′ i is subdivided into two partially overlapped sub-intervals whose lengths are proportional to p X i,0 and p X i,1 . The interval representing the symbol X i is selected as the next current interval I ′ i+1 . After all N symbols have been processed, the sequence is represented by the final interval I ′ N ; the codeword C ′ X can consist in the fractional part of the binary representation of any number inside I ′ N , and requires approximately − log 2 |I ′ N | bits. This procedure is sketched in Fig. 3 using the simplified notation p 0 and p 1 ; at the decoder side, whenever the codeword points to an overlapped region, the source symbol cannot be detected unambiguously, and additional information must be exploited by the joint decoder to solve the ambiguity. It is worth noticing that the DAC encoding procedure is a generalization of AC. As a matter of fact, setting p X i,0 = p X i,0 and p X i,1 = p X i,1 for all i yields the AC encoding process described in Sect. II-A, with
, the intervals are larger, so that |I ′ N | > |I N |; as a consequence, the codeword C ′ X is shorter than C X , to an extent that depends on the amount of overlap. This is consistent with the notion that an ambiguous description of a source requires less bits than a complete description, and provides the further compression warranted by DSC.
It should also be noted that, for simplicity, the description of the AC and DAC provided above assumes infinite precision arithmetic. While we have described an ideal DAC, its practical implementation needs to employ a few technicalities, such as interval renormalization, approximations of the unit interval, and so on, to speed up the encoding and decoding process, as well as to operate in finite precision arithmetic.
III. RATE ALLOCATION AND CHOICE OF THE OVERLAP FACTOR
The length of codeword C ′ X is determined by the length |I ′ N | of the final interval, which in turn depends on how much p X i,0 and p X i,1 are larger than p X i,0 and p X i,1 . As a consequence, in order to select the desired rate, it is important to quantitatively determine how much the average rate depends on the overlap, because this will drive the selection of the desired amount of overlap. Moreover, we need to understand how to select the overlap in order to achieve good performance. In the following we derive the average bit-rate obtained by the DAC as a function of the set of input probabilities and the amount of overlap, and investigate how to select the proper overlap to obtain a given target bit-rate.
A. Definition of the rate allocation problem
The derivation of the average bit-rate uses the probabilities p X i,j , with i = 0, . . . , N −1 and j = 0, 1. As has been said, we do not make any assumptions on these probabilities; we assume that the modeling stage knows or estimates them, and passes them to the DAC rate allocation and encoding stages. We are interested in finding the average rate R l k (X) that a DAC employs to describe the bits with index from k to l of the input sequence, with 0 ≤ k ≤ N − 1 and k ≤ l ≤ N − 1. The total rate employed to describe X is R N −1 0 (X). The rate R l k (X) is given by the following formula:
where R i i (X) is the average instantaneous rate used to encode the i-th input bit:
This can be derived straightforwardly from the property that the codeword generated by an AC has an average length that depends on the size of the final interval [31] , that is, on the product of the probabilities p X i,j at each instant i, and hence on the amount of overlap; the expectation is computed using the true probabilities p X i,j . We set p X i,j = α X i,j p X i,j , where α X i,j ≥ 1, so that p X i,0 + p X i,1 ≥ 1. This amounts to enlarging each interval by an amount proportional to the overlap factors α X i,j . The average coding rate achieved by the DAC becomes
where r X i,j = − log 2 p X i,j , and δr X i,j = log 2 α X i,j . Note that r X i,j represents the rate contribution of symbol j at time i yielded by standard AC, while δr X i,j represents the average decrease of this contribution, i.e. the average number of bits saved in the binary representation of the j-th input symbol at time i given by DAC.
B. Design of the overlap factors
The expression above reflects the intuitive concept that the average bit-rate depends on the amount of overlap between the intervals, and on how this overlap is distributed between them. In general, a large amount of overlap will lead to a larger final interval, and hence to a shorter codeword.
Through proper selection of α X i,j , this overlap can be assigned in various ways to symbols "0" and "1". Hence, the problem arises of selecting suitable overlap factors α X i,j . In particular, we state our design problem as selecting the set of α X i,j that are optimal under some criterion, given a constraint on the target bit-rate such that R l k (X) = R ′ X . To address this problem, we can interpret the DAC encoder as is shown in Fig. 4 . For simplicity, and without loss of generality, we drop the subscript i and consider a source X with prior probabilities p X 0 and p X 1 , which define the intervals as shown in the top part of Fig. 4 . The DAC uses overlapped intervals of size α X 0 p X 0 and α X 1 p X 1 respectively, as in the bottom part of Fig. 4 . The codeword C X generated by an AC identifies input symbol 0 or 1 according to whether it is contained in the leftmost or rightmost interval; by construction, this happens with probability respectively p 0 and p 1 .
For the DAC, four different cases are possible; we consider these cases as the elements of the alphabet {0, A1, A0, 1} of a new source Z, and interpret the DAC as an M -ary AC, with M = 4. The statistical properties of this alphabet are given by the probabilities p Z 0 , p Z A0 , p Z A1 , and p Z 1 . Specifically, when a symbol of X is equal to 0, the DAC outputs one out of the symbols 0, A1 and A0; the union X=0 X=1 of the intervals associated to 0, A1 and A0 is the interval of length α X 0 p X 0 that the DAC associates to symbol 0. Similarly, when a symbol of X is equal to 1, the DAC outputs one out of the symbols A1, A0 and 1.
The symbols A0 and A1 are "ambiguous" symbols that are selected when the codeword C ′ X lies in the overlapped portion of the intervals. From the decoder standpoint, given C ′ X , a classical binary arithmetic decoder will be unable to determine the original input sequence X. The decoder may be able to decode some bits of X, namely those bits where the codeword lies in a non-overlapped portion of either interval, corresponding to symbol 0 or 1 of Z. However, oftentimes the codeword will fall in the overlapped portion, and the decoder will need to resort to the side information to disambiguate the symbol.
It is worth noting that, given C ′ X , a 4-ary arithmetic decoder can univocally determine the source Z corresponding to that codeword; moreover, there is no other sequence Z * = Z that yields the same codeword C ′ X . It is hence evident that the source Z carries as much information about X as the codeword C ′ X . In other terms, the DAC generates a codeword C ′ X that describes X ambiguously; the same codeword C ′ X univocally determines a sequence Z, as the output of the arithmetic decoding process of C ′ X , using the intervals related to the probability distribution of Z. Nevertheless, one should not consider C ′ X as the codeword generated by an AC that encodes Z. If this were the case, the average length of C ′ X would be approximately H(Z); on the contrary, this length is approximately equal to H(X), which is significantly smaller than H(Z). The trick is that, when the DAC encodes X, it does not choose symbols A0 and A1; rather, A0 and A1 are fictitious symbols generated as a by-product of the encoding process.
The design of the overlap factors should be done in such a way that the source Z yielded by a 4-ary arithmetic decoder contains as much information as possible about X, given a target bit-rate.
To derive the statistical properties of Z, we use the definition of the DAC. In particular, when the input symbol of X is 0, the DAC chooses the interval that is the union of the intervals of 0, A1 and A0. If the codewords related to input symbol 0 of X are uniformly distributed over the interval of length α X 0 p X 0 , the probability of 0, A1 and A0 is proportional to the interval lengths. Similarly, when the input symbol of X is 1, the DAC chooses the interval that is the union of the intervals of A1, A0 and 1, and the probability of these symbols is proportional to their interval length. Therefore, we obtain the following set of marginal probabilities for Z:
. The joint probability distribution p(X, Z) can be written as follows.
The overlap factors α X 0 and α X 1 must maximize the mutual information I(Z; X), subject to the constraint that the average bit-rate is equal to R ′ X . The mutual information can be written as I(Z; X) = I(X; Z) = H(X) − H(X|Z). As a consequence, since H(X) does not depend on the overlap factors, maximizing I(Z; X) amounts to minimizing H(X|Z). This conditional entropy can be computed using the joint and conditional distributions of X and Z, which are readily derived using the joint and marginal distributions given above. The computations, which are omitted for brevity, yield the following expression:
Letting α X 0 = α X 1 = 1, i.e. no overlap at all, yields that H(X|Z) = 0, and hence I(Z; X) = H(X), confirming that this choice yields the classical lossless AC coding process.
Regarding the rate constraint, from (2) it can be seen that the rate R ′ X can be written as
Comparing (3) and (4) shows that the constraint equation, which is a function of α X 0 and α X 1 , is "parallel" to the cost function. This implies that any choice of α X 0 and α X 1 , such that the target rate is met, will provide a codeword C ′ X containing the maximum possible amount of information about X.
This result leaves a lot of freedom in the design of the DAC encoder, since the only constraint on the α X i,j is the rate constraint, i.e. we have one equation and two unknowns. In other terms, it is the total amount of overlap, and not how it is distributed over the symbols "0" and "1", that determines I(X; Z). This result has also been confirmed by simulation; in Sect. V it will be shown that the DAC performance is actually independent of the specific choice of α X i,j . As an example, a possible choice is to take equal overlap factors α X 0 = α X 1 = α X . This implies that each interval is enlarged by a fixed percentage α X , which does not depend on the source probability p X j . This choice leads to a target rate
C. A practical interval design rule
While the example interval choice described above is intuitive, it is not devoid of problems. Indeed, in order to allow any rate to be chosen, we need to make sure that the enlarged intervals [0, α X 0 p X 0 ) and
are both contained inside the [0, 1) interval, because the AC and DAC coding process is defined over this interval, and not outside. Therefore, we should make sure that the following conditions are met:
It should be noted that choosing α X 0 = α X 1 = α X may lead to intervals that lie outside of [0, 1). For example, let us assume that the source probabilities are p X 0 = 0.1 and p X 1 = 0.9; taking α X ≥ 1/0.9 will lead to an enlarged interval for symbol 1 that does not fit into [0, 1). In other terms, this selection of α X 0 and α X 1 is such that, given p X 0 and p X 1 , there exists a maximum value
such that (6) holds. This constitutes a lower bound to the average bit-rate of the codeword C ′ X generated by the DAC, i.e. it is not possible to generate a codeword shorter than H(X) − log 2 α X max .
Therefore, we argue that the degrees of freedom in the DAC encoder design could be used to select overlap factors α X i,j that satisfy (6) by construction. While there are many possible such choices, we have found that the following design performs nicely and has an intuitive interpretation. In particular, we impose that the overlap factors α X i,j satisfy the following additional constraint:
with k X i a positive constant independent of j. Substituting the definition of r X i,j , δr X i,j into the previous expression, and solving for α X i,j , we obtain
which respect the constraint (6), taking 0 ≤ k X i ≤ 1. Equation (7) can be interpreted as an additional constraint that, at each instant i, the average instantaneous bit-rate saving of DAC with respect to classical AC for the i-th input bit is distributed over the symbols "0" and "1" of the input alphabet depending on their probabilities. In particular, the independence of j means that the amount of bitrate saving is taken as the same constant fraction of the average instantaneous bit-rate for either symbol "0" or "1". In terms of amount of information, the least probable symbol requires a higher instantaneous bit-rate, which can be decreased more than the rate of the most probable symbol. In this way we balance the average rate of each symbol of the source alphabet, as determined by its prior probability, and the rate decrease due to the interval overlapping, in such a way that all symbols are treated in the same way. In terms of interval lengths, without overlapping, the least probable symbol has the narrowest interval, and the most probable symbol has the broadest interval. With overlapping, since the interval of the most probable symbol is enlarged less, the non-overlapped portion of the narrowest interval is smaller than the non-overlapped portion of the broadest interval, so that, from the DAC decoder viewpoint, the average amount of ambiguity is the same for either symbol.
D. Derivation of target rate
Using (8), the average coding rate achieved by the DAC can be written as
where R i i (X) is the instantaneous rate achieved by a classical non-distributed AC for the i-th input bit. Finally, the average DAC coding rate can be expressed ad the average of these instantaneous rates at time i, each of which is reduced by a factor 1 − k X i . Comparing Eqs. (1) and (10), the following expression can be obtained for the instantaneous bit-rate of the DAC, as a function of the equivalent instantaneous rate of an AC:
This shows that one way to achieve the target bit-rate is to allocate the rate bit by bit, based on the probability mass function at each instant i. Given the probabilities p X i,0 and p X i,1 , which in turn determine R i i (X), and the target instantaneous rate R i i (X), (11) can be solved for k X i . The statistical modeler has to find a proper way to subdivide the total target bit-rate R l k (X) into l−k+1 contributions R i i (X). Two factors come into play in this subdivision, i.e. whether the source is stationary, and hence p X i,0 and p X i,1 do not depend on i, and whether the correlation of the source is also stationary. Both factors contribute to the selection of the proper rate for each index i. Intuitively, a source with small entropy should be allocated a smaller rate than a source with high entropy. On the other hand, the rate should generally be higher if the source and the side information are not very correlated at index i. These two aspects are reflected by the two terms R i i (X) and 1 − k X i of (11), which account respectively for the source entropy and the correlation with the side information.
In more general terms, looking at (10) globally and not bit by bit, it can be seen that the allocation problem where one has to select a set of coefficients k X i , i = 0, . . . , N − 1 so as to achieve a target rate R N −1 0 (X), is underdetermined. Indeed, given the prior probabilities p X i,j , we have one equation and N unknowns k X i ; as a consequence, any set of coefficients k X i that satisfy the equation above will generate a codeword whose average length is as desired. However, it should be noted that not all set of coefficients k X i are equally good from the DAC decoder standpoint. For example, let us consider a source that emits two symbols (N = 2), with probability distribution independent of i; moreover, let us assume that the first symbol X 0 is extremely correlated with the side information Y 0 , while the second symbol X 1 is weakly correlated with Y 1 . It is intuitive that, although the average instantaneous rate for X 0 and X 1 is the same, i.e. R 0 0 (X) = R 1 1 (X), the DAC encoding process should allocate more ambiguity to X 0 than X 1 , because the side information carries more information on X 0 than X 1 . As a consequence, the value of k X i should be set bit by bit based on the prior probabilities and the correlation with the side information.
In particular, we define N allocation problems in the form
, with i = 0, . . . , N − 1, subject to the constraint that
We assume that a set of conditional entropies H(X i |Y i ) is available as in Fig. 4 , modeling the correlation between X and Y. In asymmetric DSC, X should be ideally coded at a rate arbitrarily close to H(X|Y). In practice, due to the suboptimality of any practical coder, some margin µ ≥ 1 should be taken; hence, we assume that the i-th allocation problem can be written as µH(
Since µ is a constant, H(X i |Y i ) is given, and R i i (X) is fixed once the prior probabilities p X i,j are given, one can solve for k X i and then perform the encoding process.
E. A few special cases
Although so far the notation has been kept very general, particularly regarding the dependence on i, a few special cases can be identified, which are important for practical applications, and for which the rate allocation problem can be simplified.
The special case k X i = 0 for all i represents a classical, non distributed AC, which does not perform any interval overlapping, and achieves a coding rate equal to
Another special case is particularly interesting, i.e. when the source X is identically distributed, and the correlation between X i and Y i is stationary (i.e., H(X i |Y i ) does not depend on i). This occurs for example when X is an i.i.d. process, and Y is derived from X through a memoryless transformation; e.g., Y can be obtained as the output of a binary symmetric channel with crossover probability p. The first condition implies that the probabilities p X i,j are independent of i, and can be written as p X i,0 = p X 0 and p X i,1 = p X 1 . The second condition allows to choose k X i = k X ∀i. Therefore, the expression of the average coding rate can be further simplified as
Another interesting case occurs when context-based coding takes place, i.e. when each sample of the source can be modeled as belonging to one out of a given number C of contexts C w , w = 0, . . . , C −1.
Inside each context C w , the source can be modeled as an i.i.d. source with probabilities p X (w),0 and p X (w),1 that do not depend on i. Let us denote as R w the set of all indexes i such that X i belongs to context C w , i.e. R w = {i : X i ∈ C w }. We also assume that, within each context, the correlation with the side information is stationary, i.e. H(X i |Y i ) =H w ∀i ∈ R w . Then, the target rate R ′ X can be written as
with |R w | the cardinality of R w , and H w (X) = − 1 j=0 p X (w),j log 2 p X (w),j the entropy of the i.i.d. model inside context C w . The rate allocation problem can be separated into w problems, one per context, where one solves for DAC parameter k X (w) , to be used for all i ∈ R w , such that
IV. DISTRIBUTED ARITHMETIC CODING: DECODER
The objective of the distributed arithmetic decoder is joint decoding of the source message X given the correlated side information Y. The decoding process can be formulated as a symbol-driven sequential search along a proper decoding tree, where each node represents a state of the sequential arithmetic decoder. Transitions between different states are driven by a suitable metric; for DAC, we employ the Maximum A Posteriori (MAP) metric P (X|C ′ X , Y). The decoder operates as follows; the number of symbols N is assumed to be known.
Algorithm 1 DAC decoder
Initialize the sequential AC decoder and store its state as the root node of the decoding tree decision on the i-th symbol X i . As a consequence, two alternative decoding attempts are pursued. On one branch, the X i = 0 hypothesis is considered and the MAP metric P (X 0 , X 1 , . . . , X i = 0|C ′ X , Y) is updated accordingly. On the other branch the opposite decision is considered, and the MAP metric
is evaluated. In general, there will be a certain number of ambiguous positions i, yielding a tree of decoder states that must be visited by the sequential search algorithm seeking the most likely solution.
Given the correlation model in terms of the probability distribution P (X|Y), the MAP metric can be evaluated iteratively as
We adopt a memoryless correlation model with P (X|Y) =
The last term of the MAP metric can be then simplified as P (X i |C ′ X , Y i ) = P (X i |Y i ). The same approach can be extended to correlation models with memory with proper adaptation of the branch metric.
It is worth noticing that most applications will adopt a logarithmic implementation of the previous metrics so as to substitute multiplications with additions. As far as tree pruning, possible techniques are the Viterbi, stack, and M algorithms (see e.g. [32] ). In the present implementation of Algorithm 1 we adopt the M algorithm for tree pruning, thus only the M nodes, which exhibit the best metrics at each iteration i are stored for future recursions. M shall be selected as a trade-off between memory/complexity cost and the probability that the path corresponding to the encoded sequence X is accidentally dropped. As in the case of standard Viterbi decoding, the path metric turns out to be stable and reliable as long as a significant amount of terms, i.e. number of decoded symbols X i , are taken into account. In the pessimistic case when all symbol positions i trigger a decoder branching, given M , one can guarantee that at least log 2 (M ) symbols are considered for metric comparisons and pruning. On the other hand, in practical cases, the interval overlap is only partial and branching does not occur at every symbol iteration. In practice, we have empirically found that M = 2048 is a good compromise between metric stability and complexity; this value has been used for all the experimental results presented in Sect. V.
Finally, metric reliability cannot be guaranteed for the very last symbols of a finite length sequence X; for channel codes, e.g. convolutional codes, this issue is tackled by imposing a proper termination strategy, e.g. forcing the encoded sequence to end in the first state of the trellis. A similar approach is necessary when using DAC. Examples of AC termination strategies are the encoding of a known termination pattern or end-of-block symbol with a certain probability or, in the case of context-based AC, the driving of the AC encoder in a given context. For DAC, we employ a new termination policy that is tailored to its particular features. Termination is obtained by encoding the last T symbols of the source block without interval overlap, i.e. p X i,j = p X i,j , for i ≥ N − T . As a consequence, all the nodes in the DAC decoding tree will not cause branching in the last T steps, making the final metrics more reliable for the selection of the most likely sequence. Using the notation defined in Sect.III, the overall coding rate yielded by DAC in presence of termination turns out to be:
The rate penalty incurred by the termination policy depends on the number of terminating symbols T and their rate cost
V. RESULTS
In the following we provide results of a performance evaluation carried out on DAC. We implement a communication system that employs a DAC and a soft joint decoder, with no feed-back channel; at the decoder, pruning is performed using the M-algorithm [32] , with M=2048. The side information is obtained by sending the sequence X through a binary symmetric channel with transition probability p, which measures the correlation between the two sources. Unless otherwise specified, each point of the figures/tables presented in the following has been generated averaging the results obtained encoding 10 7 samples.
A. Effect of termination
As a first experiment, the benefit of the termination policy is assessed. T . The same simulation is performed with N = 1000. In all simulated cases, the DAC overlap has been selected to compensate for the rate penalty incurred by the termination, inverting (13) so as to achieve the 0.5 bps overall target rate. The overlap factors α X i,j are selected according to (8) . The results are shown in Fig. 6 ; it can be seen that the proposed termination is effective at reducing the BER. There is a trade-off in that, for a given bit-rate, increasing T reduces the effect of errors in the last symbols, but requires to overlap the intervals more. The optimal values of T are around [15] [16] [17] [18] [19] [20] symbols. Therefore, we have selected T = 15 and used this value for all the experiments reported in the following. 
B. Effect of the overlap design rule
Next, an experimental validation of the theoretical analysis of the effects of different overlap designs shown in Sect. III-B, is provided. In Fig. 7 the performance obtained by using the design of equations (5) and (8) 
C. Performance evaluation at fixed rate
The performance of the proposed system is compared with that of a system where the DAC encoder and decoder are replaced by a punctured turbo code similar to that in [6] ; we use turbo codes with rate-1 2 generator (17,15) octal (8 states) and (31, 27) octal (16 states), and employ S-random interleavers, and 15 decoder iterations. We consider the case of symmetric source (p 0 = p 1 = 0.5) and asymmetric source (in particular p 0 = 0.9 and p 0 = 0.8); for an asymmetric source, as an improvement with respect to [6] , the turbo decoder has been modified by adding to the decoder metric the a priori term, as done in [16] . Block sizes N = 50, N = 200 and N = 1000 have been considered (with S-random interleaver spread of 5, 11 and 25 respectively); this allows to assess the DAC performance at small and medium block lengths. Besides turbo codes, we also considered the rate-compatible LDPC codes proposed in [21] . For these codes, a software implementation is publicly available on the web; among the available pre-designed codes, we used the matrix for N = 396, which is comparable with the block sizes considered for the DAC and the turbo code.
The results are worked out in a fixed-length coding setting as in [14] , i.e. the coding rate is the same for each sample realization of the source. Fig. 8 reports the results for the symmetric source case; the abscissa H(X|Y) is the conditional entropy of the source given the side information, and is related to p. The higher p, the less correlated the sources, and hence the higher H(X|Y). The performance is measured in terms of the residual BER after decoding, which is akin to the distortion in the Wyner-Ziv binary coding problem with Hamming distortion metric. Both the DAC and the turbo code generate a description of X of size N/2 bits, achieving a 2:1 compression ratio; the total bit-rate of X and Y is 1.5 bps. Since H(Y) = 1, we also have that H(X, Y) = 1 + H(X|Y); this makes it possible to compare these results with the case of asymmetric sources which is presented later in this section.
As can be seen, the performance of DAC slightly improves as the block length increases. This is mostly due to the effect of the termination. As the number of bits used to terminate the encoder is chosen independently of the block length, the rate penalty for non overlapping the last bits weights more when the block length is small, while the effect vanishes for large block length. In [27] , where the termination effect is not considered, the performance is shown to be almost independent of the block size. It should also be noted that the decoder memory required for near-optimal performance grows exponentially with the block size. As a consequence, the memory which leads to near-optimal performance for N = 50 or N = 200 limits the performance for N = 1000. This is also a reason why the DAC performance is little dependent on the block length.
We compared both 8-states and 16-states turbo codes; the 8-states code is often used in practical applications, as it exhibits a good trade-off between performance and complexity; the 16-states code is more powerful, and requires more computations. It can be seen that, for block length N = 50 and N = 200, the proposed system outperforms the 8-states and 16-states turbo codes. For block length N = 1000, the DAC performs better than the 8-states turbo code, and is equivalent to the 16-states code. It should be noted that, in this experiment, only the "channel coding performance" of the DAC is tested, since for the symmetric source no compression is possible (H(X) = 1); consequently, it is remarkable that the DAC turns out to be generally more powerful than the turbo code at equal block length. Note that the performance of the 16-states code is limited by the error floor, and could be improved using an ad-hoc design of the code or the interleaver; the DAC has no error floor, but its waterfall is less steep. For H(X|Y) ≥ 0.35, a result not reported in Fig. 8 DAC N=200  DAC N=1000  TC8S N=50  TC8S N=200  TC8S N=1000  TC16S N=50  TC16S N=200  TC16S The results for an asymmetric source are reported in Fig. 9 for p 0 = 0.8. In this setting, we select various values of H(X, Y), and encode X at rate 1 − H(Y), with a total rate budget of 1.5 bps.
Consistently with [33] , all turbo codes considered in this work perform rather poorly on asymmetric sources. In [33] this behavior is explained with the fact that, when the source is asymmetric, the states of the turbo code are used with uneven probability, leading to a smaller equivalent number of states.
On the other hand, the DAC has good performance also for asymmetric sources, as it is designed to work with unbalanced distributions. The performance of the LDPC codes is similar to that of the best turbo codes, and slightly worse than the DAC. Similar remarks can be made in the case of p 0 = 0.9, whose results are reported in Fig. 10 . For this case, we have selected a total rate of 1 bps, since the source is more unbalanced and hence easier to compress. In this case the turbo code performance is better than in the previous case. This is due to the fact that the sources are more correlated, and hence the crossover probability on the virtual channel is lower. Therefore, the turbo code has to correct a smaller number of errors, whereas in the p 0 = 0.8 case the correlation was weaker and hence the crossover probability was higher. DAC N=200  DAC N=1000  TC16S N=50  TC16S N=200  TC16S N=1000  TC8S N=50  TC8S N=200  TC8S 
D. Performance evaluation for very correlated sources
We also considered the case of extremely correlated sources, for which high-rate channel codes are needed. These sources are a good model for the most significant bit-planes of several multimedia signals; due to the inefficiency of syndrome-based coders, practical schemes often assume that no DSC is carried out on those bit-planes, e.g. they are not transmitted, and at the decoder they are directly replaced by the side information [9] .
The results are reported in Tab. I for the DAC and the 16-state turbo code. As can be seen, the DAC has similar performance to the turbo codes and LDPC codes, and becomes better when the source is extremely correlated, i.e. H(X|Y) = 0.001.
E. Performance evaluation at variable rate
Finally, the coding efficiency of DAC is measured in terms of average coding rate required to achieve error-free decoding. This amounts to re-encoding the source at increasing rates, and represents the optimal DAC performance if the encoder could exactly predict the decoder behavior. Since each realization of the source is encoded using a different number of bits, this case is referred to as variable-length encoding. This scenario is representative of practical distributed compression settings, e.g. [6] , in which one seeks the shortest code that allows to reconstruct without errors each realization of the source process.
For this simulation, the following setup is used. The source correlation H(X|Y) is kept constant and, for each sample realization of the source, the total coding rate is progressively increased beyond the S-W bound until error-free decoding is obtained. This operation is repeated on 1000 different realizations of the source; the average of the rates yielding correct decoding is then computed. We have proposed DAC as an alternative to existing DSC coders based on channel coding.
DAC achieves good compression performance, comparable with or better than that of turbo and LDPC codes at small and medium block lengths; this is very important in many applications, e.g. in the multimedia field, where the encoder partitions the compressed file into small units (e.g. packets in JPEG 2000, slices and NALUs in H.264/AVC) that have to be coded independently.
As for encoding complexity, which is of great interest for DSC, DAC has linear encoding complexity, like a classical AC [34] . Turbo codes and the LDPC codes in [21] also have linear encoding complexity, whereas general LDPC codes typically have more than linear, and typically quadratic complexity [35] . As a consequence, the complexity of DAC is suitable for DSC applications.
A major advantage of DAC lies in the fact that it can exploit statistical prior knowledge about the source very easily. This is a strong asset of ACs, which is retained by DAC. Probabilities can be estimated on-the-fly based on past symbols; context-based models employing conditional probabilities can also be used, as well as other models providing the required probabilities. These models allow to account for the nonstationarity of typical real-world signals. This is a significant advantage over DSC coders based on channel codes, as these coders are designed assuming a stationary signal model over the whole block, and hence cannot take proper advantage of prior information.
Another advantage of the proposed DAC lies in the fact that the encoding process can be seen as a simple extension of the AC process. As a consequence, it is straightforward to extend an existing scheme employing AC as final entropy coding stage in order to provide DSC functionalities. 
