A key component for vehicular ad-hoc networks (VANET) simulations is a realistic vehicular mobility model, as this ensures that the conclusions drawn from simulation experiments will carry through to the real deployments. Node mobility in a vehicular network is strongly affected by the driving behaviour such as route choices. While route choice models have been extensively studied in the transportation community, as far as we know, the effects of driver behaviour on vehicular network simulations have not been discussed much in the networking literature. In this work, we set out to understand the effects of destination selection vehicular network simulation. We also discuss how different destination selection models affect event broadcasting in ITS application. We conclude that selecting a sufficient level of detail in the simulations, such as modelling of destination selection, is critical for evaluating VANET protocol design.
Introduction
Vehicular ad-hoc network (VANET) communication has recently become an increasingly popular research topic in the area of wireless networking, as well as in the automotive industry. The goal of VANET research is to develop a vehicular communication system to enable the quick and cost-efficient distribution of data for the benefit of passengers' safety and comfort.
While it is crucial to test and evaluate protocol implementations in a real world environment, simulations are still commonly used as a first step in the protocol development for VANET research. Several communication networking simulation tools already exist to provide a platform to test and evaluate network protocols, such as ns-2 (Breslau et al., 2000) , OPNET (Chang, 1999) and Qualnet (2008 Qualnet ( -2011 . However, these tools are designed to provide generic simulation scenarios, without being particularly tailored for applications in the transportation environment. In addition, simulations also play an important role in the field of transportation. A variety of simulation tools, such as PARAMICS (Cameron and Duncan, 1996) , CORSIM (Halati et al., 1997) and VISSIM (Fellendorf, 1994) , have been developed to analyse transportation scenarios at the micro-and macro-scale levels. However, to date there have been only few attempts (Saha and Johnson, 2004; Mahajan et al., 2006; Baumann et al., 2007; Dressler and Sommer, 2010) to create communication scenarios in a realistic transportation simulation environment.
One of the most important parameters in simulating vehicular networks is the node mobility. It is important to use a realistic mobility model so that results from the simulation correctly reflect the real world performance of a VANET, as shown in some prior studies (Saha and Johnson, 2004; Heidemann et al., 2001) . Node mobility in a vehicular network is strongly affected by the drivers' behaviour, which can change road traffic at different levels. Drivers' preferences in path and destination selection can further affect the overall network topology. It has been shown that drivers tend to use certain regular routes for their daily routines (Abdel-aty et al., 1994) , and only 15.5% of commuters reported that they did not always choose the same exact route to work. Once a commuter has settled on a habitual route, the route choice strategies they deploy might possibly descend to a subconscious level, unless there are external factors (e.g., accidents or traffic jams) that bring the choice of route back to the conscious level (Tawfik et al., 2010) . Furthermore, some commuters might select their routes based on the suggestions of some travel guidance system, such as variable message signs. Once a commuter has had a good experience with using a travel guidance system, they might increase their reliance on such advice the next time they travel (Zhao and Shao, 2010) . While most current navigation systems use the shortest path to the destination for selecting routes, some commuters use faster paths instead of shorter ones to avoid congestion and reduce travel time. Some studies also show that path selection could possibly change on a temporal basis (Li et al., 2005; Chen and Mahmassani, 1993) . For example, when driving in the evening commuters usually have more flexibility in selecting alternate routes than when they drive to work in the morning.
In this paper, we set out to understand the effect of path selection (for a particular destination) and destination selection on vehicular network simulations. We also consider an application scenario in which cars want to disseminate their sensor information over the vehicular network via vehicle-to-vehicle communication only. The contributions of this paper are twofold:
• first, we model destination selection and analyse cluster size in VANET simulation
• second, we demonstrate how the destination selection could potentially affect the performance of practical ITS application.
The remainder of this paper is organised as follows: in Section 2 we review the related literature. In Section 3, we model and analyse the effect of different destination selection models on a ITS application scenario. We use simulations to demonstrate how the destination selection could potentially affect the performance of practical ITS application in Section 4. Finally, in Section 5 we show how destination selection models interact with other parameters in the simulations, and conclude this paper in Section 6.
Related work
Details in the mobility model may have a critical effect on the fidelity, and thus the usefulness, of the resulting network simulations. Zhang et al. (2007) used traces taken from the UMass DieselNet project (Burgess et al., 2006) to study the effect of mobility models on the performance of DTN. They showed that a finer-grained route-level model of inter-contact times is able to predict performance much more accurately than a coarser-grained all-bus-pairs aggregated model, which suggests caution should be taken in choosing the right level of detail when modelling vehicle mobility.
Random waypoint (RWP) (David and David, 1996) is an earlier mobility model that has been widely used in mobile ad-hoc network (MANET) simulations, such as those in (Das et al., 2000; Holland and Vaidya, 1999; Perkins and Royer, 1999) . RWP assumes that nodes can move freely in a simulation area, without considering any obstacles. RWP model fails to provide a steady state in that the average nodal speed consistently decreases over time (Yoon et al., 2003) , and its is inapplicable in VANET simulation since in a VANET environment vehicles are typically restricted by streets, traffic lights and obstacles. Hong et al. (1999) proposed a reference point group mobility (RPGM) model to characterise the relationship between mobile hosts. Bettstetter (2001) presented a random direction model, which introduces a stop-turn-and-go behaviour that can mimic vehicle behaviour at intersections. Saha and Johnson (2004) proposed a macro mobility model based on the TIGER map database. They considered the use of the Dijkstra shortest path algorithm to select the path from source to destination. Treiber et al. (2000) discussed a model that supports car turning at the intersections. Bai et al. (2003) undertook a similar study, and further introduced Freeway and Manhattan mobility models in which car following and turning behaviours are included. Sven Jaap and Wolf (2005) presented a city mobility model that is based the intelligent-driver model (IDM). Stepanov et al. (2005) described a spatial model that considered path selection and user movement dynamics (such as road congestion and car following behaviour). However, unlike our study, none of these works considers the effect of traffic lights in their simulations.
The street random waypoint (STRAW) (Choffnes and Bustamante, 2005 ) model considers traffic light control and car following and uses a shortest path algorithm to calculate the movement paths. Mahajan et al. (2006) discussed the stop sign model (SSM), probabilistic traffic sign model (PTSM), and traffic light model (TLM) in the context of a traffic control system. In SSM, every vehicle stops at the stop sign for a fixed duration time. In contrast, PTSM uses a probability p to decide if a vehicle needs to stop at an intersection. Meanwhile, in TLM, traffic from different directions is considered in order to adjust the traffic light cycle to minimise road congestion. Mahajan et al. (2006) showed that a simpler SSM model could have significantly different results when compared to a more sophisticated PTSM model. Finally, Baumann et al. (2007) proposed two mobility models, one using vectorised street information from the Swiss geographic information system (GIS), and the other is based on a microscopic, multi-agent traffic simulator (MMTS) (Raney et al., 2002) to generate vehicle movement traces. In the GIS-based mobility model, the actual node movement is generated according to the random trip model (Boudec and Vojnovic, 2005) on the vectorised street map. In contrast, MMTS models the behaviour of people living in the area, and the travel plans of each individual as well as road congestion are considered in their simulations. However, such a trace-based model, while closely imitating reality, requires a high level of computing power to generate the traces. Huang et al. (2010) designed three model parameters: turn probability, road section speed and travel pattern to capture the regularity of the taxi mobility from GPS traces. Travel pattern depicts the regularity of long run trips based on travel grids from origination to destination for probability matrixes. However, to decide the size of the travel grid is challenging since a large size of the travel grid will merge different travel patterns and a small size of the travel gird cannot capture the characteristic of the travel pattern. Most of these prior work selected routes in their simulations based on random decisions and use the same routes throughout the simulation. In reality, drivers might have habitual routes from the source to the destination and change their routes from time to time to avoid congestion. Complementary to previous studies, in this paper we look at the effect of preferred routes on VANET simulations.
Many different route choice models have been proposed. For example, Dia and Panwai (2007) used fuzzy logic to model the impact of traveller information system on route choices. Liu and Huang (2007) investigated day-to-day route paths and modelled them with the logit-based stochastic user equilibrium state. In addition, Shenpei and Xinping (2008) discussed how route choices are affected by signal split, while Zhao and Li (2010) proposed a route choice model that considers human memory and traffic information factors. Guo et al. (2010) proposed a path choice model based on game theory, and assumed that drivers obey traffic information to select their alternate routes. Dingus et al. (1996) discussed how route choices are affected by human factors such as efficiency (e.g., fastest route vs. shortest route), problem avoidance (e.g., safer routes) and road condition (e.g., number of traffic lights). They showed a shortest path is not necessarily the driver's first choice when selecting routes, and that very often commuters use faster paths to avoid congestion and reduce travel time (Jan et al., 2000) . Finally, Tawfik et al. (2010) showed that drivers' perceptions are significantly different from their actual experiences, and drivers' choices can be better explained by the former rather than the latter.
While there are a huge amount of works that model driving behaviour in the transportation literature, there are only a few studies in the networking literature that described the impact of driving behaviour on vehicular network simulations. For example, Mahajan et al. (2006) compared SSM, PTSM, and TLM models in simulations. Fiore and Härri (2008) simulated different mobility models and observed their effect on cluster size and link duration. Viriyasitavat et al. (2009) provided an analysis of how traffic lights affect network topology and connectivity. Dressler and Sommer (2010) evaluated route choice strategies via different route choices to show their impact on average speed. They did not consider the effect of route choice on the performance of network communication though. In this work, we set out to understand the effect of destination selection. We also discuss the effects of different destination selection models on ITS applications.
Modelling and analysis of destination selection
In this section, we show that a destination selection model could have different effects on ITS application, data dissemination in a vehicular network (Spyropoulos et al., 2005; Costa et al., 2006) . We consider a scenario in which a car wants to broadcast an event (e.g., a car accident) over the whole network via vehicle-to-vehicle communication in a flooding-like fashion [e.g., using epidemic routing (Vahdat and Becker, 2000) ]. For data dissemination applications, the aim is to quickly disseminate data (e.g., accident information) over the whole network. Therefore, the performance of such applications might depend on the concentration of the nodes in a certain area. In other words, the distribution of cluster sizes could play an important role for the effectiveness of such applications. In this section, we first briefly discuss how different destination selection models affect network connectivity and cluster size.
Modelling of destination selection
As described previously, drivers tend to exhibit a bias in their destination selection (Abdel-aty et al., 1994) , and thus some locations could potentially be visited more often than others. Different destination selection patterns will result in different network topologies and levels of connectivity. To simplify the discussion, let us assume that the selection of destinations follows a certain probability distribution. Here we consider three different probability distributions: Pareto, exponential, and uniform. We model the destination selection process as follows: Given a two-lane, bi-directional roads graph, G = (I, R), which consists of a set of intersections, I(i 1 , i 2 ,…,i K ), and a set of roads, R(r 1 , r 2 ,…,r L ), where K is the number of intersections and L is the number of roads. The vehicle chooses the shortest path from the source intersection i s to the destination
Each car is initially placed at a random intersection i s within the simulation area. Next, each car chooses a new intersection i k by a probability ζ d (i.e., uniform, exponential, or Pareto distribution) to move with a velocity v chosen from the interval [0, v max ], where v max is the maximum speed allowed on the road. v changes over time depending on several factors, including the acceleration/deceleration ability of the car, car-following and lane-changing behaviours, and encounters of traffic lights. Each car continues this process for the duration of the simulation.
When the selection of destinations follows a uniform distribution, it suggests that the probability of a car visiting any location on the map is uniformly distributed. On the other hand, when the selection of destination follows a Pareto distribution, it implies that some locations are visited much more often than others. To understand the effects of destination selection, we setup a simulation using a 4 × 4 grid map with 100 cars. The length of the road segment is 400 m. As shown in Figures 1 and 2 , when cars pick their destination following a Pareto destination, the network will have a larger cluster coefficient (Fiore and Härri, 2008) over time and every car will have more neighbouring nodes, as compared to the cases when cars choose their destinations following an exponential or uniform distribution. 210  220  230  240  250  260  270  280  290  300  310  320  330  340  350  360  370  380  390  400  410  420  430  440  450  460  470  480  490  500 Time (sec) Average clustering coefficient
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Exponential Pareto However, this is not unexpected, as when more cars select the same destination (e.g., when students select their school as the destination), the chance that some road segments in their selected paths to the destination overlap will become higher. More overlapping road segments suggest a higher node density, shorter inter-car distance and a lower moving speed, which typically leads to a better network connectivity.
Analysis of destination selection
We consider the effect of preferred destination selection on the distribution of network cluster sizes. We define a cluster as a group of cars that can find at least one multipath route to each other and the cluster size as the number of the cars in the same cluster. Thus, cars travelling on two adjacent 'connected roads' will be in the same cluster. If we model the road network as a graph in which that roads are the edges and intersections are the vertexes in the graph, we can then use a greedy algorithm as the following to search for all the adjacent connected roads to computer clusters and their sizes. T i in the following algorithm represents a cluster i.
if (finding an segment e* =(u*, v*) with connectivity is 1 among all the edges e (u, v) such that Accordingly, we can get the size of each cluster (i.e., the summation of the number of cars in the connected tree), N(T i ) ∀i∈{1, 2,…,n}. We run the simulation again using the same grid topology as discussed previously, and orderly plot the normalised cluster size for different destination selection models. As shown in Figure 3 , the axis represents the index of the cluster sorted by the cluster size and y-axis is the normalised cluster size (i.e., cluster size/total number of cars). Our results show that, when the Pareto distribution is used to model the destination selection process, most of the cars will concentrate in the same cluster. Hence, we can expect that a data dissemination application will have smaller forwarding delays when the drivers choose their destinations following a Pareto distribution, as compared to when uniform or exponential distribution is used. In addition, we observe that, when the Pareto distribution is employed, the cluster size distribution is less affected by the node density. Next, we further use simulations to demonstrate how the destination selection could potentially affect the performance of practical ITS application.
Performance evaluation
To understand the effect of destination selection on vehicular network simulation, we use MOVE (2008) (2009) (2010) (2011) to simulate various driving behaviours. MOVE runs on top of an open-source micro-traffic simulator called SUMO (Krajzewicz et al., 2002) , and allows users to simulate road dynamics on the fly by utilising the traffic control interface (TraCI) (Wegener et al., 2008) . More details about MOVE can be found in our prior work (Karnadi et al., 2007) . MOVE also supports modelling obstacles on roads by allowing users to specify the shape of the obstacle and their penetration loss. We used Cramer's Rule (Leon, 2006) to check if there is an obstacle between the sender and the receiver and adjust the radio signal attenuation accordingly based on the obstacle's penetration loss. The roads in our simulations have two lanes and are bi-directional. Each simulation runs for 2,000 seconds and the maximum radio transmission range is 250 m. We enabled CSMA/CA in our simulations and used the two ray ground model to simulate the radio propagation. The road topology generated in our simulation is based on the TIGER database (Marx, 1986 ) using real-world traces. All nodes employ 802.11 MAC operating at 2 Mbps.
Here we consider that the store-and-forward mechanism is employed so that a car can carry a packet around when it cannot immediately find the next forwarder. The performance metric we are interested in here is how long the message takes to reach every car in the network. We use a 4 × 4 grid map. The length of each grid is 400 m. Each car periodically (i.e., every one second) broadcasts hello message to discover neighbouring node. We employ simple MAC in ns-2 as the underlying MAC protocol. Simple MAC supports CSMA (without the backoff mechanism when data needs to be retransmitted). The sender is randomly selected. For simplicity, here we only consider three different node densities: 20, 80 and 140. Generally speaking, the delay in data dissemination is a function of the inter-contact time of vehicles. Here, we define data dissemination delay as the duration from when the originating car sends out the event until when the other cars receives the event, and inter-contact time as the time interval between two contacts (i.e., the duration from when one car encounter finishes and the next one begins). Karagiannis et al. (2007) showed that inter-contact time tends to follow a power law and exponential decay distribution.
As shown in Figure 4 , when cars select their destinations following a uniform distribution, most of the MAC-layer collisions occur at the intersections and the central part of the map. In contrast, when cars select destinations following an exponential or Pareto distribution, more than 90% of collisions happen in the bottom part of the map. As shown in Figure 5 (each point in the graph is the result from one simulation), we find that the average inter-contact time and dissemination delay are larger when cars choose their destinations following a uniform distribution, as compared to when they follow an exponential or Pareto distribution. This is because many cars might cluster together as their selected destinations and the paths to them are similar when they choose destinations following either of these distributions. As a result, the inter-contact distance between cars will be shorter and, consequently, the inter-contact time and dissemination delay are smaller. In addition, we observe that the dissemination delay is not significantly affected by the changing node density when the node density is high (e.g., when nodes = 80 and 140), if the selected destinations follow a Pareto distribution (i.e., most of the cars are in the same cluster). Note that some large delays in Figure 5 (e.g., > 130 seconds) are because we happened to select a sender that was far from all the other nodes in that simulation.
Next, we consider the effect of destination selection on the network protocol. Many different forwarding techniques have been previously proposed for data dissemination of vehicular network. In this work, we consider the following three different forwarding strategies including epidemic (Vahdat and Becker, 2000) , probability-based (Lindgren et al., 2003) and distance-based (Karp and Kung, 2000) forwarding protocols. For our application scenario, we assume that some cars want to send data to a road-side unit (RSU) which is located at the centre of the map. All the protocols we consider use the concept of store-carry-forward to manage the intermittent connectivity between nodes. The number of nodes in our simulations is 50 from which we randomly select a number of cars as the sources (Note that we also try other node densities and the results are similar). As shown in Figure 6 , due to its aggressive flooding, epidemic forwarding performs best regardless which destination selection scenario is used. On the other hand, the results of the probability-based protocol are the worst for all three destination selection scenarios because from time to time it might select 'wrong' forwarders which lead to an unnecessary longer delay. We find that, when the source vehicles select their destinations following the uniform distribution, nodes tend to cross the centre of the map with a relatively high frequency, a phenomenon previously observed in the RWP mobility model. As shown in Figure 7 , when nodes selects their destinations following the uniform distribution, the RSU (which is located at the centre of the map) have more neighbouring nodes, as compared to the cases when the other two distributions are used. As a result, as shown in Figure 8 , regardless which forwarding strategy is employed, when nodes selecting the destination following the uniform distribution, the forwarding delay is lower as compared to the other two scenarios because it is easier to find a forwarder to carry the data toward the RSU. On the other hand, if the RSU is moved from the centre to the bottom of the map, we then obtain an opposite result as shown in Figure 9 , in which when the Pareto distribution is used to model the destination selection has the shortest forwarding delay. This is due to that, in our simulations, when nodes choose their destinations following a Pareto distribution, the bottom part of the map will have a higher node density as described previously. Replication strategy is an important parameter when designing a vehicular network protocol. Multiple-copy forwarding is commonly used to cope with intermittent network connectivity in a vehicular network. For example, epidemic routing floods the network to exploit the best possible delivery delay brought by mobility. This scheme achieves optimal delay assuming unlimited bandwidth and relay buffers. In general, a multiple-copy scheme that allows multiple replicates of the same message to be distributed on multiple relay nodes can improve delivery delay by providing more diverse delivery paths. However, it also incurs significant overhead on the storage space and communication bandwidth requirements of the relay nodes. When multiple messages have to be delivered simultaneously across a vehicular network, these common network resources are under contention. In this work, we show that the distribution of node density can be a function of the destination selection model. For example, as previously in our simple grid network example, more nodes concentrate at the centre of map when the uniform distribution is employed, but cluster in the bottom part of the map when the Pareto distribution is used. One might be able to utilise such insights to design a protocol that can dynamically adjust the replication policy that adapts to the node distribution, assuming that the distribution of drivers' preferred destinations can be known in advance.
Discussion
Selecting an appropriate level of details for the mobility model used in VANET simulation is a challenging task. Unrealistic mobility models can produce misleading or incorrect results. On the other hand, adding details requires more time to implement and debug the system. In this section, we discuss the interaction between the destination selection and other parameters in VANET simulations. Specifically, we consider different simulation topology and MAC protocol and observe the effect of destination selection in VANET simulations. Finally, we show the distributions of destination selection obtained from real-world vehicle traces.
In Section 4, we used a simple grid topology to evaluate the performance of ITS application. In order to understand if our results will be affected by different road topologies, we re-run our simulations for the event broadcasting application using real-world traces obtained from TIGER map database. The results are shown in Figure 10 , which has similar delay distributions as those in Figure 5 . That is, generally, when drivers select their destinations following a Pareto distribution, the application has a better performance as compared to when uniform or exponential distribution is employed.
Furthermore, we compare fixed backoff (simple MAC) and dynamic backoff (802.11 MAC) in NS2 to observe the effects of destination selection on different MAC protocols. In both MAC protocols, the contention window (CW) is randomly selected from a specific to avoid collision and reduce collision probability. The difference between these two protocols is that the former uses a fixed backoff time while in the latter the CW is exponentially increased (in addition, RTS/CTS is disabled in this case). As shown in Figure 11 , when network density is sparse (nodes number = 20), the dissemination delay are similar in uniform and exponential distributions due to that there are only few collisions happened. A dynamic backoff MAC has a better performance in the case of Pareto distribution because a fixed backoff MAC will result in more collisions when nodes are clustered together. When we increase network density, the dynamic backoff MAC results in a shorter delay in uniform and exponential distributions because it is able to adjust CW effectively and reduce collision probability. On the other hand, when drivers select their destination following a Pareto distribution, a dynamic backoff MAC has a poor performance when nodes are highly concentrated in a small area (i.e., in the bottom part of the map). This is because the dynamic backoff cannot effectively reduce collision and only lead to a larger and larger waiting time when the collision repeatedly occurs. In other words, when the collision probability is small, a dynamic backoff MAC can achieve a shorter dissemination delay than a fixed backoff MAC. On the other hand, when collisions repeatedly happen, a fixed MAC protocol might be a better choice. We also find that most of the collisions occur at intersections due to traffic light introduce clustering nodes. One might want to consider this phenomenon when designing a MAC protocol for vehicular network, for example, by employ big CW at intersection to reduces collision. Previously, Jerbi et al. (2008) proposed a virtual infrastructure to disseminate information at intersections. 40  60  80  100  120  140  160  180  200  220  240  260  280  300  320  340  360  380  400  420  440  460  480  500  520  540   0  3  6  9  12  15  18  21  24  27  30  33  36  39 In order to understand the distributions of destination selection in the real world, we observe nodes' visited locations in a large taxi trace (Lai et al., 2009) . For simplicity, the map is divided into many blocks and each block has a size of 100 m × 100 m. The number of visited times is counted when a node enters a new block. As shown in Figure 12 , the results show that most of the blocks are visited only for a few times. On the other hand, a small percentages of blocks (most are in the downtown area) are visited by most of the taxies. We find that we can fit the distribution of block visited times into a Pareto distribution. 
Conclusions and future works
Performing a realistic VANET simulation is challenging, since many factors could affect the node mobility in real life situations. In this paper, we discuss the effect of destination selection on the network topology and application performance. We model destination selection with uniform, exponential, and Pareto distributions and analyse the effect of destination selection on the cluster size. Furthermore, we find that our simulation results are not significantly affected by different node density settings when cars pick their destination following a Pareto distribution. Finally, we show that a fixed backoff MAC might perform better than a dynamic backoff MAC when a large number of nodes are clustered in the same area (e.g., traffic jam). In summary, selecting an appropriate level of details in the mobility model for a VANET simulation is important. As for our future work, we plan to look at how other driving behaviours, such as lane changing, car following and intersection behaviour, affect the results of vehicular simulations. In addition, we plan to use real-world vehicle traces to derive a trace-based destination selection model.
