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VERIFICATION OF PRANDTL BOUNDARY LAYER ANSATZ
FOR THE STEADY ELECTRICALLY CONDUCTING FLUIDS
WITH A MOVING PHYSICAL BOUNDARY
SHIJIN DING, ZHILIN LIN, AND FENG XIE∗
Abstract. In this paper, we are concerned with the validity of Prandtl bound-
ary layer expansion for the solutions to two dimensional (2D) steady vis-
cous incompressible magnetohydrodynamics (MHD) equations in a domain
{(X, Y ) ∈ [0, L]×R+} with a moving flat boundary {Y = 0}. As a direct con-
sequence, even though there exist strong boundary layers, the inviscid type
limit is still established for the solutions of 2D steady viscous incompressible
MHD equations in Sobolev spaces provided that the following three assump-
tions hold: the hydrodynamics and magnetic Reynolds numbers take the same
order in term of the reciprocal of a small parameter ǫ, the tangential com-
ponent of the magnetic field does not degenerate near the boundary and the
ratio of the strength of tangential component of magnetic field and tangential
component of velocity is suitably small. And the error terms are estimated in
L∞ sense.
1. Introduction
In this paper, we consider the Prandtl boundary layer expansion for 2D incom-
pressible viscous electrically conducting fluid with high Reynolds numbers in a do-
main with a moving flat boundary, which is described by the following 2D steady in-
compressible viscous MHD equations in the domain (X,Y ) ∈ Ω := [0, L]× [0,+∞):

(U∂X + V ∂Y )U − (H∂X +G∂Y )H + ∂XP = νǫ(∂XX + ∂Y Y )U,
(U∂X + V ∂Y )V − (H∂X +G∂Y )G+ ∂Y P = νǫ(∂XX + ∂Y Y )V,
(U∂X + V ∂Y )H − (H∂X +G∂Y )U = κǫ(∂XX + ∂Y Y )H,
(U∂X + V ∂Y )G− (H∂X +G∂Y )V = κǫ(∂XX + ∂Y Y )G,
∂XU + ∂Y V = 0, ∂XH + ∂YG = 0,
(1.1)
where (U, V ) and (H,G) are velocity and magnetic field respectively. The viscosity
and resistivity coefficients take the same order of a small parameter ǫ. ν and κ are
two positive constants. The boundary condition of velocity is imposed as follows:
(U, V )|Y=0 = (ub, 0), (1.2)
with ub > 0. It shows that the physical boundary is non-penetration and moves
with a speed of ub. The magnetic field satisfies the perfect conducting boundary
condition on the boundary:
(∂YH,G)|Y=0 = (0, 0). (1.3)
We are interested in the inviscid type limit problem of (1.1). Precisely, when the
small parameter ǫ in (1.1) goes to zero, what is the exact limit state of solutions
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to (1.1)-(1.3). Such a kind of limit process is one of central problems in magnetic
hydrodynamics. Moreover, the mathematical analysis of this singular limit process
is extremely challenging due to the appearance of strong boundary layers.
Formally, let ǫ = 0, the system (1.1) is reduced into the ideal MHD equations:

(U0∂X + V0∂Y )U0 − (H0∂X +G0∂Y )H0 + ∂XP0 = 0,
(U0∂X + V0∂Y )V0 − (H0∂X +G0∂Y )G0 + ∂Y P0 = 0,
(U0∂X + V0∂Y )H0 − (H0∂X +G0∂Y )U0 = 0,
(U0∂X + V0∂Y )G0 − (H0∂X +G0∂Y )V0 = 0,
∂XU0 + ∂Y V0 = 0, ∂XH0 + ∂YG0 = 0.
(1.4)
For the well-posedness of solutions to this ideal MHD equations (1.4), it suffices
to impose non-penetration conditions for both velocity and magnetic field on the
boundary {Y = 0}. That is,
V0|Y=0 = 0, G0|Y=0 = 0.
In general, there exists an obvious mismatch between the tangential components
(U,H) and (U0, H0) in the study of inviscid limit process from (1.1) to (1.4). Ac-
cording to the Prandtl boundary layer ansatz [25], it is necessary to introduce the
boundary layer corrector functions. These boundary layer functions change from
the boundary conditions of tangential components (U,H) in (1.2) to the trace of
(U0, H0) on the boundary {Y = 0} in a thin layer near the physical boundary with
width of
√
ǫ. Moreover, the boundary layer functions decay to zero rapidly outside
this thin layer. It is obvious that the vorticity of these boundary layer functions
becomes uncontrollable when ǫ goes to zero. This is indeed one of the essential
difficulties to achieve the vanishing viscosity limit problem with strong boundary
layers. The main goal of this paper is to study the inviscid type limit problem of
(1.1)-(1.3). To this end, we introduce the Prandtl fast variables:
x = X, y =
Y√
ǫ
,
and the new unknowns:

U ǫ(x, y) = U(X,Y ), V ǫ(x, y) = 1√
ǫ
V (X,Y ),
Hǫ(x, y) = H(X,Y ), Gǫ(x, y) = 1√
ǫ
G(X,Y ),
P ǫ(x, y) = P (X,Y ).
(1.5)
Rewrite the viscous MHD equations (1.1) in the Prandtl fast variables as follows:

(U ǫ∂x + V
ǫ∂y)U
ǫ − (Hǫ∂x +Gǫ∂y)Hǫ + ∂xP ǫ = νǫ∂xxU ǫ + ν∂yyU ǫ,
(U ǫ∂x + V
ǫ∂y)V
ǫ − (Hǫ∂x +Gǫ∂y)Gǫ + ∂yP
ǫ
ǫ
= νǫ∂xxV
ǫ + ν∂yyV
ǫ,
(U ǫ∂x + V
ǫ∂y)H
ǫ − (Hǫ∂x +Gǫ∂y)U ǫ = κǫ∂xxHǫ + κ∂yyHǫ,
(U ǫ∂x + V
ǫ∂y)G
ǫ − (Hǫ∂x +Gǫ∂y)V ǫ = κǫ∂xxGǫ + κ∂yyGǫ,
∂xU
ǫ + ∂yV
ǫ = 0, ∂xH
ǫ + ∂yG
ǫ = 0.
(1.6)
In this paper, we only focus on the case that the inner ideal MHD flow is a special
but important shear flow. Precisely, the solutions to (1.4) take the following form:
(U0(Y ), 0, H0(Y ), 0), (∂XP0, ∂Y P0) = (0, 0). (1.7)
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According to the classical Prandtl boundary layer ansatz, the solutions to (1.6)
should be decomposed into the following three parts:
(U ǫ, V ǫ, Hǫ, Gǫ) =(U0(
√
ǫy), 0, H0(
√
ǫy), 0)
+ (u(x, y), v(x, y), h(x, y), g(x, y)) + o(1),
where (u, v, h, g)(x, y) are the leading order boundary layer corrector functions.
And the error terms o(1) tend to zero, as ǫ goes to zero.
To justify the validity of above Prandtl boundary layer ansatz, it is usual to
construct a higher order approximation solution to (1.6). Precisely, we search for
the solutions (U ǫ, V ǫ, Hǫ, Gǫ, P ǫ) to the scaled viscous MHD equations (1.6) in the
following form:
(U ǫ, V ǫ, Hǫ, Gǫ, P ǫ) = (uapp, vapp, happ, gapp, papp) + ǫ
1
2+γ(uǫ, vǫ, hǫ, gǫ, pǫ) (1.8)
for some γ > 0, where

uapp = u
0
e(
√
ǫy) + u0p(x, y) +
√
ǫ
(
u1e(x,
√
ǫy) + u1p(x, y)
)
,
vapp = v
0
p(x, y) + v
1
e(x,
√
ǫy) +
√
ǫv1p(x, y),
happ = h
0
e(
√
ǫy) + h0p(x, y) +
√
ǫ
(
h1e(x,
√
ǫy) + h1p(x, y)
)
,
gapp = g
0
p(x, y) + g
1
e(x,
√
ǫy) +
√
ǫg1p(x, y),
papp =
√
ǫ
(
p1e(x,
√
ǫy) + p1p(x, y)
)
+ ǫp2p(x, y),
(1.9)
in which (uje, v
j
e , h
j
e, g
j
e, p
j
e) and (u
j
p, v
j
p, h
j
p, g
j
p, p
j
p) with j = 0, 1 denote the inner
flows and boundary layer profiles respectively. It should be emphasized that the
leading order inner flow (u0e, v
0
e , h
0
e, g
0
e , p
0
e) = (U0(Y ), 0, H0(Y ), 0, 0) and the inner
flows are always evaluated at (x, Y ) = (x,
√
ǫy), while the boundary layer profiles
are at (x, y). And (uǫ, vǫ, hǫ, gǫ, pǫ) stand for the error terms.
1.1. Boundary conditions. To construct the approximate solutions in (1.9), it is
necessary to determine the boundary conditions for the profiles (uje, v
j
e, h
j
e, g
j
e, p
j
e)
and (ujp, v
j
p, h
j
p, g
j
p, p
j
p) (j = 0, 1) in term of the order of
√
ǫ.
(I) Since the zeroth-order inner ideal MHD flows (u0e, 0, h
0
e, 0) are given, the
boundary values for the zeroth-order inner flow are ue = u
0
e(0), he = h
0
e(0), which
are different from the “slip” boundary condition of velocity U ǫ(x, 0) = ub in (1.2)
and the perfectly conducting boundary condition ∂YH
ǫ(x, 0) = 0 in (1.3). By
the first equality in (1.9), we impose the boundary conditions for the zeroth-order
boundary layer profile u0p(x, y) as follows:
ue + u
0
p(x, 0) = ub, lim
y→∞
u0p = 0.
And the boundary conditions of the zeroth-order boundary layer profile h0p(x, y)
are given by
∂yh
0
p(x, 0) = 0, limy→∞
h0p = 0.
For the vertical components of velocity and magnetic fields, the boundary conditions
satisfy that
v1e(x, 0) + v
0
p(x, 0) = g
1
e(x, 0) + g
0
p(x, 0) = 0.
Since ub > 0, the x variable direction can be regarded as a “time” variable. So, the
zeroth-order boundary layer profiles satisfy a parabolic-type system of equations.
To solve this system, the “initial data” (in fact, the value on the boundary {x = 0})
are also needed:
(u0p, h
0
p)(0, y) = (u0(y), h0(y)).
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(II) For the first-order inner ideal MHD flows, the profiles obey an elliptic system,
see Subsection 2.3. For this, we impose the following boundary conditions:

(u1e, h
1
e)(0, Y ) = (u
1
b , h
1
b)(Y ),
(v1e , g
1
e)(x, 0) = −(v0p, g0p)(x, 0),
(v1e , g
1
e)(0, Y ) = (Vb0, Gb0)(Y ),
(v1e , g
1
e)(L, Y ) = (VbL, GbL)(Y ),
(v1e , g
1
e)→ (0, 0) as Y →∞,
with compatibility conditions at corners{
(Vb0, Gb0)(0) = −(v0p, g0p)(0, 0),
(VbL, GbL)(0) = −(v0p, g0p)(L, 0).
(III) The first-order boundary profiles satisfy a linearized MHD boundary layer
system of equations, which is a also parabolic type system. The boundary con-
ditions on {y = 0} and the “initial data” on {x = 0} we impose are listed as
follows: 

(u1p, h
1
p)(0, y) = (u1, h1)(y),
(u1p, ∂yh
1
p)(x, 0) = −(u1e, ∂Y h0e)(x, 0),
(v1p, g
1
p)(x, 0) = (0, 0),
(u1p, h
1
p)→ (0, 0) as y →∞.
(IV) As a consequence of the construction above and the Prandtl boundary layer
expansion (1.8)-(1.9), the boundary conditions for the remainder (uǫ, vǫ, hǫ, gǫ) are
thus given as
(uǫ, vǫ, ∂yh
ǫ, gǫ)|y=0 = (0, 0, 0, 0), (uǫ, vǫ, hǫ, gǫ)|x=0 = (0, 0, 0, 0),
pǫ − 2νǫ∂xuǫ = 0, ∂yuǫ + νǫ∂xvǫ = hǫ = ∂xgǫ = 0 on {x = L}.
It should be emphasized that the boundary condition of the magnetic field is still the
perfectly conducting boundary condition due to the construction of h1e in Subsection
2.4.
1.2. Main result and comments.
The main results in this paper are stated as follows.
Theorem 1.1. Let ub > 0 be a constant tangential velocity of the viscous MHD
flow on the boundary {Y = 0} and u0e(Y ), h0e(Y ) be the given smooth positive in-
ner ideal MHD flows such that ∂Y u
0
e, ∂Y h
0
e and their derivatives decay exponen-
tially fast to zero at infinity. Assume that the data u1b , h
1
b , Vb0, VbL, Gb0, GbL and
u0, h0, u1, h1 are smooth and decay exponentially fast at infinity in their arguments.
Moreover, suppose that |(VbL − Vb0, GbL − Gb0)(Y )| . L for some small L > 0,
‖〈Y 〉∂Y (u0e, h0e)‖L∞ < δ0 for some suitably small δ0 > 0, and u0e(Y ) >> h0e(Y )
uniformly in Y , and
ue + u0(y) > he + h0(y) ≥ ϑ0 > 0 (1.10)
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uniform in y for some ϑ0 > 0, also, if
|u0e(
√
ǫy) + u0(y)| >> |h0e(
√
ǫy) + h0(y)|,
|〈y〉l+1∂y(ue + u0, he + h0)(y)| ≤ 1
2
σ0,
|〈y〉l+1∂2y(ue + u0, he + h0)(y)| ≤
1
2
ϑ−10 ,
(1.11)
uniform in y, here σ0 > 0 is another suitably small constant. Then, there exists
a constant L0 > 0 that depends only on the given data such that the boundary
layer expansion (1.8) holds on [0, L] × [0,+∞) for γ ∈ (0, 14 ) and 0 < L ≤ L0.
Furthermore, the following estimate holds:
‖∇ǫuǫ‖L2 + ‖∇ǫvǫ‖L2 + ‖∇ǫhǫ‖L2 + ‖∇ǫgǫ‖L2
+ ǫ
γ
2 ‖uǫ‖L∞ + ǫ
γ
2+
1
2 ‖vǫ‖L∞ + ǫ
γ
2 ‖hǫ‖L∞ + ǫ
γ
2+
1
2 ‖gǫ‖L∞ ≤ C0,
(1.12)
where the constant C0 > 0 depends only on the given data. Here, ∇ǫ = (
√
ǫ∂x, ∂y)
and ‖ · ‖Lp denotes the usual Lp norm over [0, L]× [0,∞).
With the above theorem in hand, we have the following corollary.
Corollary 1.1. Under the assumptions in Theorem 1.1, there exists a solution
(U, V,H,G) to the original viscous MHD equations (1.1) in Ω = [0, L]× [0,∞) with
L > 0 being as what is described in Theorem 1.1, so that
sup
(X,Y )∈Ω
∣∣∣∣U(X,Y )− u0e(Y )− u0p
(
X,
Y√
ǫ
)∣∣∣∣ . √ǫ,
sup
(X,Y )∈Ω
∣∣∣∣V (X,Y )−√ǫv0p
(
X,
Y√
ǫ
)
−√ǫv1e(X,Y )
∣∣∣∣ . ǫ γ2+ 12 ,
sup
(X,Y )∈Ω
∣∣∣∣H(X,Y )− h0e(Y )− h0p
(
X,
Y√
ǫ
)∣∣∣∣ . √ǫ,
sup
(X,Y )∈Ω
∣∣∣∣G(X,Y )−√ǫg0p
(
X,
Y√
ǫ
)
−√ǫg1e(X,Y )
∣∣∣∣ . ǫ γ2+ 12 ,
(1.13)
for ǫ ∈ [0, ǫ0) with ǫ0 being suitably small, where (u0e, 0, h0e, 0) is the given inner
ideal MHD flows, (v1e , g
1
e) and (u
0
p,
√
ǫv0p, h
0
p,
√
ǫg0p) are the the ideal MHD flows and
boundary layer profiles constructed in approximate solution (1.9).
Remark 1.1. The condition that u0e(Y ) >> h
0
e(Y ) uniform in Y implies that
sup
Y
∣∣∣∣h0eu0e
∣∣∣∣ << 1.
This is an important condition in the analysis. First, it ensures the elliptic system
of the first-order ideal MHD correctors is non-degenerate, see Subsection 2.3 for
details. Second, it play a key role to achieve the uniform estimates of the first-
order ideal MHD correctors (u1e, v
1
e , h
1
e, g
1
e , p
1
e), see Subsection 2.3 for details.
Remark 1.2. The condition (1.10), ue+u0(y) > he+h0(y) uniform in y, is needed
to guarantee that the systems, such as the MHD boundary layer equations, are
forward “parabolic” system. Without magnetic diffusion, Wang and Ma [27] showed
the steady MHD boundary layer equations have no global-in-x variable solution when
the strength of magnetic field is larger than the the strength of velocity. At this
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moment, we have no idea that this condition is needed only for technical reason, or
it is an essential one.
In addition, the condition that |u0e(
√
ǫy) + u0(y)| >> |h0e(
√
ǫy) + h0(y)| uniform
in y will imply the following conclusion:∥∥∥∥hsus
∥∥∥∥
L∞
<< 1, (1.14)
provided that 0 < L << 1. Here us, hs are approximate solutions defined in
Section 3. And the condition (1.14) is needed in the proof of the validity of the
Prandtl layer ansatz. It is noted that the first condition in (1.11) is satisfied by
two different cases: (1) the strength of tangential magnetic field is small enough;
(2) the strength of tangential velocity is much larger than the strength of tangential
magnetic field.
Before proceeding, we first review some related works on the Prandtl boundary
layer theories and high Reynolds number limit problem in fluid dynamics. In fact,
without the magnetic field (H,G) in (1.1), the system is reduced into the two
dimensional steady incompressible Navier-Stokes equations. As is well-known that
the rigorous justification of the Prandtl boundary layer expansion for unsteady
Navier-Stokes equations has a long history. The key issue is to verify the solution
to the Navier-Stokes equations can be written as the superposition of solutions to
Euler and Prandtl systems with small error term in the study of vanishing viscosity
limit. To our knowledge, the rigorous mathematical results were achieved only in
some infinite regularity function spaces, for example, in the analytic framework
[24, 26, 19] and in Gevrey class [5] recently. However, for the steady incompressible
Navier-Stokes equations, there are some satisfactory and interesting results about
the validity of Prandtl boundary layer ansatz in Sobolv spaces. This kind of result
was initiated by Guo and Nguyen in [9]. Under the assumption that the physical
boundary is moving with a speed of ub > 0, then error terms can be estimated in
Sobolev spaces by finding some positive estimates for the linearized Navier-Stokes
operator. And this result was extended to the rotating disk case in [10]. Very
recently, the moving boundary condition was removed by Guo and Iyer in [8] by
using the classical Blasius profile as the leading order boundary layer corrector
function. At the same time, Gera´rd and Maekawa also established the convergence
result for steady Navier-Stokes equations with some additional force term for no-slip
boundary boundary case in [4]. Li and the first author in [14] studied the Prandtl
boundary layer expansions of steady Navier-Stokes equations on bounded domain.
In addition, Iyer established a x-global steady Prandtl expansion with a moving
boundary under the assumption that the Euler flow is (1, 0) in a series of works
[11, 12, 13].
Motivated by the fifteenth open problem in Oleinik-Samokhin’s classical book
[22] (page 500-503), “15. For the equations of the magnetohydrodynamic bound-
ary layer, all problems of the above type are still open,” efforts have been made
to study the well-posedness of solutions to the unsteady MHD boundary layer
equations and to justify the MHD boundary layer expansion for the two dimen-
sional unsteady MHD equations in [17, 18]. Precisely, when the hydrodynamic and
magnetic Reynolds numbers have the same order, the well-posedness of solutions
to the unsteady MHD boundary layer equations and the validity of the Prandtl
ansatz were established without any monotone condition imposed on the velocity
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in [17, 18]. Also refer to [3] for the derivation of MHD boundary layer equations
in different physical regime. The long-time existence of solutions to the unsteady
MHD boundary layer equations in analytic settings was also studied in [28].
The inviscid type limit problem of the steady MHD equations (1.1)-(1.3) is con-
sidered in this paper, it is necessary to compare the assumptions and main results
in this paper with the case of steady incompressible Navier-Stokes equations in [9]
and the case of unsteady MHD equations in [17, 18], which include the following
four main aspects:
(a) For the well-posedness of solutions to the zeroth-order boundary layer profiles
(u0p, v
0
p, h
0
p, g
0
p), which satisfy a nonlinear parabolic system with nonlocal terms.
The main difficulty in analysis in Sobolev spaces lies in the terms of loss of x-
derivatives. This feature is similar as that of the unsteady Prandtl equations.
Unlike the idea in [9], whose authors used the classical von Mises transformation
for the steady Prandtl equations, here, we apply a modified energy method to deal
with steady MHD boundary layer equations directly, instead of searching for a
nonlinear coordinate transformation to reduce the MHD boundary layer equations.
This method is inspired by the work due to Liu, Yang and the third author in [17].
We can also find a function transformation to cancel the terms including the loss
of x-derivatives by introducing the equation of stream function for the magnetic
fields. And the condition that the tangential component of magnetic field has a
lower positive bound is essentially used to ensure the cancellation functions are
well-defined. See Subsection 2.1 and Appendix A for more details.
(b) As we will see in the Subsection 2.3, the first-order inner ideal MHD flows
(u1e, v
1
e , h
1
e, g
1
e) obey a coupled elliptic system and the condition in Theorem 1.1 that
u0e(Y ) >> h
0
e(Y ) uniform in Y guarantees that the system is non-degenerate. It is
remarked that the positive type estimate in [9] can not be obtained directly here
by applying the vorticity formulations for both velocity and magnetic fields as in
[9]. The reason is due to the coupling effects of velocity and magnetic fields. To
overcome the difficulties, one key observation is that the third equation in (2.29)
for the tangential magnetic field can be rewritten as
∂Y (u
0
eg
1
e − h0ev1e) = 0,
which gives that
g1e =
h0e
u0e
v1e +
1
u0e
(hev0p − ueg0p),
where the notation of f := f(x, 0) denotes the trace of a function f(x, y) on the
boundary {y = 0}.
This yields a direct algebraic relation between v1e and g
1
e . Consequently, the
following intrinsic structure can be used:

− u0e∆v1e + ∂2Y u0e · v1e +
(
h0e∆g
1
e − ∂2Y h0e · g1e
)
= · · · ,
g1e =
h0e
u0e
v1e +
1
u0e
(hev0p − ueg0p).
In this way, the key part of the above formulation still has following positive oper-
ator part:
−u0e∆+ ∂2Y u0e ,
provided that
∣∣∣h0eu0e
∣∣∣ is sufficiently small. This is exact the reason why we can obtain
the positivity estimates for MHD case. Moreover, for the higher order weighted
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estimates, one can modify the arguments slightly to establish the desired estimates.
It should be pointed out that the key structure and positive part is preserved in
the formulation for higher order weighted estimates. Refer to Subsection 2.3 for
details.
(c) For the equations of first-order boundary layer profiles (u1p, v
1
p, h
1
p, g
1
p), it is
also difficult to apply the formulation proposed in [9] due to the fact that the
equation of magnetic fields will destroy the structure (the fourth order equation)
introduced in [9]. Therefore, with the help of the stream function of the magnetic
field similar as in (a) above, we avoid using the fourth PDE formulation of [9]. See
Subsection 2.5 for more details.
(d) The key estimates for equations of the remainder terms rest with the positive
estimates for ∇ǫvǫ,∇ǫgǫ. Under the small assumptions imposed on the ratio of
magnetic field and velocity, the positive estimates as in [9] also can be achieved for
the MHD equations. See Section 3 for more details (also refer to Remark 1.2).
The rest of this paper is organized as follows: In Section 2, we will construct a
suitable approximation solution and derive some key estimates. In Section 3, the
error terms are estimated in L∞-norm for the proof of Theorem 1.1. Finally, to
make the paper self-contained, we will provide several key proofs and computations
in the Appendix A– C.
2. Construction of approximate solution
The strategy to prove Theorem 1.1 usually includes the following two steps: (1)
Construct a suitable approximate solution in the form of (1.9), which satisfies the
equations (1.6) with high order error terms of ǫ; (2) Suppose the viscous solutions
to (1.6) can be written as a superposition of approximate solution and remainder
terms, it suffices to estimate the remainder terms in L∞-norm.
In this section, the approximate solution will be constructed step by step: (a)
Plug the form of (1.9) into the system of equations (1.6); (b) Compare the order of√
ǫ, we obtain the systems of ideal inner flows and the systems of boundary layer
functions for each order of
√
ǫ; (c) Prove the well-posedness of solution to each
system of ideal inner flows and system of boundary layer functions, and derive the
key estimates of solutions. Based on the estimates achieved in (c), the error terms
can be estimated in L∞ sense.
Plugging the ansatz (1.8) with (1.9) into the scaled viscous MHD equations
(1.6), and match the order of ǫ to determine the equations of the corresponding
profiles. With the definition given in (1.9), one can calculate the error caused by
the approximation solutions as follows.

R1app =[uapp∂x + vapp∂y]uapp + ∂xpapp
− [happ∂x + gapp∂y]happ − ν∆ǫuapp,
R2app =[uapp∂x + vapp∂y]vapp +
1
ǫ
∂ypapp
− [happ∂x + gapp∂y]gapp − ν∆ǫvapp,
R3app =[uapp∂x + vapp∂y]happ − [happ∂x + gapp∂y]uapp − κ∆ǫhapp,
R4app =[uapp∂x + vapp∂y]gapp − [happ∂x + gapp∂y]vapp − κ∆ǫgapp,
(2.1)
in which ∆ǫ = ǫ∂
2
x + ∂
2
y .
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2.1. Zeroth-order boundary layer. In this subsection, we will construct the
zeroth-order boundary layer profiles (u0p, v
0
p, h
0
p, g
0
p, 0). Keep in mind that the trace
of a function f on {y = 0} is denoted as f := f(x, 0). The leading order terms in
the first, third and fourth equations in (2.1) can be written as follows:


R1,0 =
[
(u0e + u
0
p)∂x + (v
0
p + v
1
e)∂y
]
(u0e + u
0
p)
− [(h0e + h0p)∂x + (g0p + g1e)∂y] (h0e + h0p)− ν∂2y(u0e + u0p),
R3,0 =
[
(u0e + u
0
p)∂x + (v
0
p + v
1
e)∂y
]
(h0e + h
0
p)
− [(h0e + h0p)∂x + (g0p + g1e)∂y] (u0e + u0p)− κ∂2y(h0e + h0p),
R4,0 =
[
(u0e + u
0
p)∂x + (v
0
p + v
1
e)∂y
]
(g0p + g
1
e)
− [(h0e + h0p)∂x + (g0p + g1e)∂y] (v0p + v1e)− κ∂2y(g0p + g1e).
Recall that ∂xu
0
e = ∂xh
0
e = 0 and the ideal MHD flows (u
0
e, h
0
e) are evaluated at
(0, Y ) = (0,
√
ǫy), direct calculations lead to
(
v0p + v
1
e
)
∂yu
0
e =
√
ǫ
(
v0p + v
1
e
)
∂Y u
0
e,
(
g0p + g
1
e
)
∂yh
0
e =
√
ǫ
(
g0p + g
1
e
)
∂Y h
0
e,(
v0p + v
1
e
)
∂yh
0
e =
√
ǫ
(
v0p + v
1
e
)
∂Y h
0
e,
(
g0p + g
1
e
)
∂yu
0
e =
√
ǫ
(
g0p + g
1
e
)
∂Y u
0
e,(
v0p + v
1
e
)
∂yg
1
e =
√
ǫ
(
v0p + v
1
e
)
∂Y g
1
e ,
(
g0p + g
1
e
)
∂yv
1
e =
√
ǫ
(
g0p + g
1
e
)
∂Y v
1
e .
Consequently,
u0e∂xu
0
p + v
1
e∂yu
0
p − h0e∂xh0p − g1e∂yh0p
= ue∂xu
0
p + v
1
e∂yu
0
p +
√
ǫy
(
u0eY (
√
ǫy)∂xu
0
p + v
1
eY (x,
√
ǫy)∂yu
0
p
)
−he∂xh0p − g1e∂yh0p −
√
ǫy
(
h0eY (
√
ǫy)∂xh
0
p + g
1
eY (x,
√
ǫy)∂yh
0
p
)
+ E1,
and
u0e∂xh
0
p + v
1
e∂yh
0
p − h0e∂xu0p − g1e∂yu0p
= ue∂xh
0
p + v
1
e∂yh
0
p +
√
ǫy
(
u0eY (
√
ǫy)∂xh
0
p + v
1
eY (x,
√
ǫy)∂yh
0
p
)
−he∂xu0p − g1e∂yu0p −
√
ǫy
(
h0eY (
√
ǫy)∂xu
0
p + g
1
eY (x,
√
ǫy)∂yu
0
p
)
+ E3,
and
u0e∂xg
0
p + v
1
e∂yg
0
p + u
0
p∂xg
1
e − h0e∂xv0p − g1e∂yv0p − h0p∂xv1e
= ue∂xg
0
p + v
1
e∂yg
0
p +
√
ǫy
(
u0eY (
√
ǫy)∂xg
0
p + v
1
eY (x,
√
ǫy)∂yg
0
p
)
−he∂xv0p − g1e∂yv0p −
√
ǫy
(
h0eY (
√
ǫy)∂xv
0
p + g
1
eY (x,
√
ǫy)∂yv
0
p
)
+u0p∂xg
1
e − h0p∂xv1e + E4,
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where (ue, he) := (u
0
e, h
0
e)(0), and


E1 =ǫ∂xu
0
p
∫ y
0
∫ θ
y
∂2Y u
0
e(
√
ǫτ)dτdθ + ǫ∂yu
0
p
∫ y
0
∫ θ
y
∂2Y v
1
e(x,
√
ǫτ)dτdθ
− ǫ∂xh0p
∫ y
0
∫ θ
y
∂2Y h
0
e(
√
ǫτ)dτdθ − ǫ∂yh0p
∫ y
0
∫ θ
y
∂2Y g
1
e(x,
√
ǫτ)dτdθ,
E3 =ǫ∂xh
0
p
∫ y
0
∫ θ
y
∂2Y u
0
e(
√
ǫτ)dτdθ + ǫ∂yh
0
p
∫ y
0
∫ θ
y
∂2Y v
1
e(x,
√
ǫτ)dτdθ
− ǫ∂xu0p
∫ y
0
∫ θ
y
∂2Y h
0
e(
√
ǫτ)dτdθ − ǫ∂yu0p
∫ y
0
∫ θ
y
∂2Y g
1
e(x,
√
ǫτ)dτdθ,
E4 =ǫ∂xg
0
p
∫ y
0
∫ θ
y
∂2Y u
0
e(
√
ǫτ)dτdθ + ǫ∂yg
0
p
∫ y
0
∫ θ
y
∂2Y v
1
e(x,
√
ǫτ)dτdθ
− ǫ∂xv0p
∫ y
0
∫ θ
y
∂2Y h
0
e(
√
ǫτ)dτdθ − ǫ∂yv0p
∫ y
0
∫ θ
y
∂2Y g
1
e(x,
√
ǫτ)dτdθ
+
√
ǫu0p
∫ y
0
∂Y xg
1
e(x,
√
ǫτ)dτ −√ǫh0p
∫ y
0
∂Y xv
1
e(x,
√
ǫτ)dτ.
(2.2)
Collecting the leading order terms, we obtain the nonlinear MHD boundary layer
equations as follows.


(ue + u
0
p)∂xu
0
p + (v
0
p + v
1
e(x, 0))∂yu
0
p − (he + h0p)∂xh0p
− (g0p + g1e(x, 0))∂yh0p = ν∂2yu0p,
(ue + u
0
p)∂xh
0
p + (v
0
p + v
1
e(x, 0))∂yh
0
p − (he + h0p)∂xu0p
− (g0p + g1e(x, 0))∂yu0p = κ∂2yh0p,
(ue + u
0
p)∂x(g
0
p + g
1
e) + (v
0
p + v
1
e(x, 0))∂y(g
0
p + g
1
e)
− (he + h0p)∂x(v0p + v1e)− (g0p + g1e(x, 0))∂y(v0p + v1e) = κ∂2yg0p,
(v0p, g
0
p)(x, y) =
∫ ∞
y
∂x(u
0
p, h
0
p)(x, z)dz,
(v1e , g
1
e)(x, 0) = −
∫ ∞
0
∂x(u
0
p, h
0
p)(x, z)dz,
(u0p, ∂yh
0
p)(x, 0) = (ub − ue, 0),
(v0p, g
0
p)(x, 0) = −(v1e , g1e)(x, 0), (u0p, h0p)(0, y) = (u0(y), h0(y)).
(2.3)
Since the third equation in (2.3) is a direct consequence of the second equation in
(2.3), the divergence-free conditions and the boundary conditions, in this way, it
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suffices to consider the following initial-boundary value problem:

(ue + u
0
p)∂xu
0
p + (v
0
p + v
1
e(x, 0))∂yu
0
p − (he + h0p)∂xh0p
− (g0p + g1e(x, 0))∂yh0p = ν∂2yu0p,
(ue + u
0
p)∂xh
0
p + (v
0
p + v
1
e(x, 0))∂yh
0
p − (he + h0p)∂xu0p
− (g0p + g1e(x, 0))∂yu0p = κ∂2yh0p,
(v0p, g
0
p)(x, y) =
∫ ∞
y
∂x(u
0
p, h
0
p)(x, z)dz,
(v1e , g
1
e)(x, 0) = −
∫ ∞
0
∂x(u
0
p, h
0
p)(x, z)dz,
(u0p, ∂yh
0
p)(x, 0) = (ub − ue, 0),
(v0p, g
0
p)(x, 0) = −(v1e , g1e)(x, 0), (u0p, h0p)(0, y) = (u0(y), h0(y)).
(2.4)
After extracting the equations (2.4) satisfied by the leading order boundary layer
profiles, the accuracy of the error terms of R1,0, R3,0 and R4,0 can be improved as
the following forms:

R1,0 =
√
ǫ
(
v0p + v
1
e
)
∂Y u
0
e +
√
ǫy
(
∂Y u
0
e(
√
ǫy)∂xu
0
p + ∂Y v
1
e∂yu
0
p
)− νǫ∂2Y u0e
−√ǫ (g0p + g1e)∂Y h0e −√ǫy (∂Y h0e(√ǫy)∂xh0p + ∂Y g1e∂yh0p)+ E1,
R3,0 =
√
ǫ
(
v0p + v
1
e
)
∂Y h
0
e +
√
ǫy
(
∂Y u
0
e(
√
ǫy)∂xh
0
p + ∂Y v
1
e∂yh
0
p
)− κǫ∂2Y h0e
−√ǫ (g0p + g1e)∂Y u0e −√ǫy (∂Y h0e(√ǫy)∂xu0p + ∂Y g1e∂yu0p)+ E3,
R4,0 =E4.
(2.5)
Further improvement of accuracy of R1,0, R3,0 in term of ǫ will be left to the next
subsection by solving the equations of next order inner flows and boundary layer
profiles in the first and third equalities in (2.1) with the source terms coming from
R1,0 and R3,0 in (2.5).
To solve the problem (2.4), it is convenient to homogenize the boundary condi-
tions at {y = 0} and at infinity. To this end, let us introduce the cut-off function
φ(y) =
{
1, y ≥ 2R0,
0, 0 ≤ y ≤ R0 (2.6)
for some constant R0 > 0. It is reasonable to assume that the derivatives of φ(y)
are bounded. Define the new unknowns as follows.

u = u0p + ue − ueφ(y) − ub(1 − φ(y)),
v = v1e(x, 0) + v
0
p,
h = h0p + he − heφ(y),
g = g1e(x, 0) + g
0
p.
(2.7)
Consequently, we have 

(u, v, ∂yh, g)|y=0 = (0, 0, 0, 0),
(u, h)→ (0, 0) as y →∞,
∂xu+ ∂yv = ∂xh+ ∂yg = 0,
(2.8)
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and the new unknowns satisfy the following initial-boundary value problem:

[(
u+ ueφ(y) + ub(1− φ(y))
)
∂x + v∂y
]
u− [(h+ heφ(y))∂x + g∂y]h
−ν∂2yu− gheφ′(y) + v(ue − ub)φ′(y) = r1,[(
u+ ueφ(y) + ub(1− φ(y))
)
∂x + v∂y
]
h− [(h+ heφ(y))∂x + g∂y]u
−κ∂2yh− g(ue − ub)φ′(y) + vheφ′(y) = r2,
∂xu+ ∂yv = ∂xh+ ∂yg = 0,
(u, v, ∂yh, g)|y=0 = (0, 0, 0, 0),
(u, h)→ (0, 0) as y →∞,
(u, h)|x=0 = (u0(y) + (ue − ub)(1− φ(y)), h0(y) + he(1 − φ(y)) , (u0, h0)(y),
(2.9)
with
r1 = ν(ub − ue)φ′′(y), r2 = κheφ′′(y).
Let us define the weighted Sobolev spaces used in this subsection. For l ∈ R,
denote
L2l :=
{
f(x, y) : [0, L)× [0,∞)→ R, ‖f‖2L2
l
=
∫ ∞
0
〈y〉2l|f(y)|2dy <∞
}
,
where 〈y〉 =
√
1 + y2. For α = (β, k) ∈ N2, Dα = ∂βx∂ky , we define
Hml :=
{
f(x, y) : [0, L]× [0,∞)→ R, ‖f‖2Hm
l
<∞
}
with the norm
‖f‖2Hm
l
=
∑
|α|≤m
‖〈y〉l+kDαf‖2L2y(0,∞).
First, one deduces from the definition of φ(y) and (2.7) that
‖(u, h)‖Hm
l
− C(ue, ub, he) ≤ ‖(u0p, h0p)‖Hml ≤ ‖(u, h)‖Hml + C(ue, ub, he). (2.10)
Moreover, for any x ∈ [0, L], λ ≥ 0 and |α| ≤ m, it holds that
‖〈y〉λDα(r1, r2)‖L2 ≤ C(ue, he, ub). (2.11)
Similarly,
‖(u0, h0)‖Hm
l
− C(ue, ub, he) ≤‖(u0p, h0p)(0, y)‖Hml
≤‖(u0, h0)‖Hm
l
+ C(ue, ub, he).
(2.12)
The well-posedness of solutions to the system of equations for the leading order
boundary layers (2.9) is stated as follows.
Proposition 2.1. Let m ≥ 5 and l ≥ 0. Suppose that u0e, h0e are the smooth ideal
MHD flows so that ∂Y u
0
e, ∂Y h
0
e and their derivatives decay exponentially fast to zero
at infinity. Moreover, suppose that
ue + u
0
p(0, y) > he + h
0
p(0, y) ≥ ϑ0 > 0 (2.13)
uniform in y for some ϑ0 > 0, also if
|u0e(
√
ǫy) + u0p(0, y)| >> |h0e(
√
ǫy) + h0p(0, y)|,
|〈y〉l+1∂y(ue + u0p, he + h0p)(0, y)| ≤
1
2
σ0,
|〈y〉l+1∂2y(ue + u0p, he + h0p)(0, y)| ≤
1
2
ϑ−10 ,
(2.14)
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uniform in y, here σ0 > 0 is also another suitably small constant. Then there exists
L1 > 0, such that the problem (2.9) admits local-in-x smooth solutions u, v, h, g in
[0, L1]× [0,∞) with
sup
0≤x≤L1
‖(u, h)‖Hm
l
(0,∞)
+ ‖∂y(u, h)‖L2(0,L;Hm
l
(0,∞)) ≤ C(l,m, u0, h0),
(2.15)
and for any x ∈ [0, L1]. Moreover, for (x, y) ∈ [0, L1]× [0,∞),
he + h
0
p(x, y) ≥
ϑ0
2
> 0,
|u0e(
√
ǫy) + u0p(x, y)| >> |h0e(
√
ǫy) + h0p(x, y)|,
|〈y〉l+1∂y(ue + u0p, he + h0p)(x, y)| ≤ σ0,
|〈y〉l+1∂2y(ue + u0p, he + h0p)(x, y)| ≤ ϑ−10 .
(2.16)
Based on Proposition 2.1, we have the following corollary.
Corollary 2.1. Under the assumptions in Proposition 2.1, then u0p, v
0
p, h
0
p, g
0
p enjoy
that
sup
0≤x≤L1
‖〈y〉lDα(u0p, v0p, h0p, g0p)‖L2(0,∞) ≤ C,
|〈y〉l+1∂y(u0p, h0p)(x, y)| ≤ σ0, (x, y) ∈ [0, L1]× [0,∞),
|u0e(
√
ǫy) + u0p(x, y)| >> |h0e(
√
ǫy) + h0p(x, y)|, (x, y) ∈ [0, L1]× [0,∞),
(2.17)
for any α,m, l with |α| ≤ m.
The proof of the Proposition 2.1 is relatively tricky and long, and it is left to be
handled in the Appendix A.
2.2. First-order correctors. Next, by collecting all terms with a factor of
√
ǫ
from R1app and R
3
app, together with the
√
ǫ-order terms from R1,0 and R3,0, we have


Ru,1 =
[
(u1e + u
1
p)∂x + v
1
p∂y
]
(u0e + u
0
p) +
[
(u0e + u
0
p)∂x + (v
0
p + v
1
e)∂y
]
(u1e + u
1
p)
+ ∂x(p
1
e + p
1
p)− ν∂2y(u1e + u1p) + (y∂xu0p + v0p + v1e)∂Y u0e + y∂Y v1e∂yu0p
− [(h1e + h1p)∂x + g1p∂y](h0e + h0p)− [(h0e + h0p)∂x + (g0p + g1e)∂y](h1e + h1p)
− (y∂xh0p + g0p + g1e)∂Y h0e − y∂Y g1e∂yh0p,
Rh,1 =
[
(u1e + u
1
p)∂x + v
1
p∂y
]
(h0e + h
0
p) +
[
(u0e + u
0
p)∂x + (v
0
p + v
1
e)∂y
]
(h1e + h
1
p)
− κ∂2y(h1e + h1p) + (v0p + v1e)∂Y h0e + y∂Y u0e∂xh0p + y∂Y v1e∂yh0p
− [(h1e + h1p)∂x + g1p∂y](u0e + u0p)− [(h0e + h0p)∂x + (g0p + g1e)∂y](u1e + u1p)
− (g0p + g1e)∂Y u0e − y∂Y h0e∂xu0p − y∂Y g1e∂yu0p.
(2.18)
Note that when the operator ∂y acts on the inner flow terms which are evaluated
at Y =
√
ǫy, there will produce a factor of
√
ǫ. In this way, these terms should be
moved into the next order of
√
ǫ. For example,
[v0p + v
1
e ]∂yu
1
e =
√
ǫ[v0p + v
1
e ]∂Y u
1
e, ∂
2
yu
1
e = ǫ∂
2
Y u
1
e.
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Consequently, the terms of related ǫ
1
2 -order MHD inner flow satisfy{
u0e∂xu
1
e + v
1
e∂Y u
0
e − h0e∂xh1e − g1e∂Y h0e + ∂xp1e = 0,
u0e∂xh
1
e + v
1
e∂Y h
0
e − h0e∂xu1e − g1e∂Y u0e = 0,
(2.19)
and the ǫ
1
2 -order boundary layer terms are governed by the following system of
equations:

(u1e + u
1
p)∂xu
0
p + u
0
p∂xu
1
e + (u
0
e + u
0
p)∂xu
1
p + v
1
p(∂yu
0
p +
√
ǫ∂Y u
0
e)
+ (v0p + v
1
e)∂yu
1
p + ∂xp
1
p − ν∂2yu1p + (y∂xu0p + v0p)∂Y u0e + y∂Y v1e∂yu0p
− (h1e + h1p)∂xh0p − h0p∂xh1e − (h0e + h0p)∂xh1p − g1p(∂yh0p +
√
ǫ∂Y h
0
e)
− (g0p + g1e)∂yh1p − (y∂xh0p + g0p)∂Y h0e − y∂Y g1e∂yh0p = 0,
(u1e + u
1
p)∂xh
0
p + u
0
p∂xh
1
e + (u
0
e + u
0
p)∂xh
1
p + v
1
p(∂yh
0
p +
√
ǫ∂Y h
0
e)
+ (v0p + v
1
e)∂yh
1
p − κ∂2yh1p + v0p∂Y h0e + y∂Y u0e∂xh0p + y∂Y v1e∂yh0p
− (h1e + h1p)∂xu0p − h0p∂xu1e − (h0e + h0p)∂xu1p − g1p(∂yu0p +
√
ǫ∂Y u
0
e)
− (g0p + g1e)∂yu1p − g0p∂Y u0e − y∂Y h0e∂xu0p − y∂Y g1e∂yu0p = 0.
(2.20)
After constructing the above profiles, the errors of Ru,1 and Rh,1 in (2.18) are
further reduced to
√
ǫ
[
(v0p + v
1
e)∂Y u
1
e − (g0p + g1e)∂Y h1e
]− νǫ∂2Y u1e (2.21)
and √
ǫ
[
(v0p + v
1
e)∂Y h
1
e − (g0p + g1e)∂Y u1e
]− κǫ∂2Y h1e. (2.22)
Next, we consider the approximation of normal components, which correspond
to the second and fourth equalities in (2.1). Clearly, the leading order term in the
second equality in (2.1) yields 1√
ǫ
∂yp
1
p = 0. Therefore, it holds that
p1p(x, y) = p
1
p(x). (2.23)
Furthermore, the next order terms in the second and fourth equalities in (2.1)
consists of

Rv,0 =
[
(u0e + u
0
p)∂x + (v
0
p + v
1
e)∂y
]
(v0p + v
1
e) + ∂Y p
1
e + ∂yp
2
p
− ν∂2y(v0p + v1e)−
[
(h0e + h
0
p)∂x + (g
0
p + g
1
e)∂y
]
(g0p + g
1
e),
Rg,0 =
[
(u0e + u
0
p)∂x + (v
0
p + v
1
e)∂y
]
(g0p + g
1
e)− κ∂2y(g0p + g1e)
− [(h0e + h0p)∂x + (g0p + g1e)∂y](v0p + v1e).
(2.24)
As above, we enforce Rv,0 = Rg,0 = 0. It should be noted that some terms in Rg,0
have been determined in the leading order boundary layer equations in Subsection
2.1, see (2.3) for details. The rest terms in Rg,0 read as
Rg,0 =u0e∂xg
1
e − h0e∂xv1e +
√
ǫ
[
(v0p + v
1
e)∂Y g
1
e − (g0p + g1e)∂Y v1e
]− κǫ∂2Y g1e . (2.25)
And (v1p, g
1
p) is determined by the divergence-free conditions and (u
1
p, h
1
p). Conse-
quently, the first order inner flow profiles (u1e, v
1
e , h
1
e, g
1
e , p
1
e) enjoy{
u0e∂xv
1
e − h0e∂xg1e + ∂Y p1e = 0,
u0e∂xg
1
e − h0e∂xv1e = 0.
(2.26)
BOUNDARY LAYER ANSATZ FOR THE STEADY MHD EQUATIONS 15
Whereas, the next order boundary layer of pressure p2p is taken as
p2p(x, y) =
∫ ∞
y
[
(u0e + u
0
p)∂xv
0
p + u
0
p∂xv
1
e + (v
0
p + v
1
e)∂yv
0
p
− (h0e + h0p)∂xg0p − h0p∂xg1e − (g0p + g1e)∂yg0p − ν∂2yv0p
]
(x, θ)dθ.
(2.27)
As a consequence, the error terms Rv,0, Rg,0 can be reduced into the following
forms: {
Rv,0 =
√
ǫ
[
(v0p + v
1
e)∂Y v
1
e − (g0p + g1e)∂Y g1e
]− νǫ∂2Y v1e ,
Rg,0 =
√
ǫ
[
(v0p + v
1
e)∂Y g
1
e − (g0p + g1e)∂Y v1e
]− κǫ∂2Y g1e . (2.28)
2.3. The ideal MHD correctors. Based on the above deduction, we solve the
following system of equations with some suitable boundary conditions to obtain the√
ǫ order ideal inner MHD correctors (u1e, v
1
e , h
1
e, g
1
e , p
1
e):

u0e∂xu
1
e + v
1
e∂Y u
0
e − h0e∂xh1e − g1e∂Y h0e + ∂xp1e = 0,
u0e∂xv
1
e − h0e∂xg1e + ∂Y p1e = 0,
u0e∂xh
1
e + v
1
e∂Y h
0
e − h0e∂xu1e − g1e∂Y u0e = 0,
u0e∂xg
1
e − h0e∂xv1e = 0,
∂xu
1
e + ∂Y v
1
e = ∂xh
1
e + ∂Y g
1
e = 0,
(2.29)
with the boundary conditions

(v1e , g
1
e)(x, 0) = −(v0p, g0p)(x, 0),
(v1e , g
1
e)(0, Y ) = (Vb0, Gb0)(Y ),
(v1e , g
1
e)(L, Y ) = (VbL, GbL)(Y ),
(v1e , g
1
e)→ (0, 0) as Y →∞.
(2.30)
And the compatibility conditions hold at corners:{
(Vb0, Gb0)(0) = −(v0p, g0p)(0, 0),
(VbL, GbL)(0) = −(v0p, g0p)(L, 0).
(2.31)
To solve the problem (2.29)-(2.31), by the divergence-free conditions for velocity
and magnetic fields, the third equation in (2.29) can be rewritten as
∂Y (u
0
eg
1
e − h0ev1e) = 0,
which gives that
g1e =
h0e
u0e
v1e +
1
u0e
(hev0p − ueg0p) :=
h0e
u0e
v1e +
b(x)
u0e
(2.32)
with
b(x) = (hev0p − ueg0p).
Moreover, we deduce from the first, second and fifth equations in (2.29) that
−u0e∆v1e + ∂2Y u0e · v1e +
(
h0e∆g
1
e − ∂2Y h0e · g1e
)
= 0. (2.33)
To avoid the singularity resulted from the presence of corners, we consider the
following modified elliptic problem instead of (2.33):
−u0e∆v1e + ∂2Y u0e · v1e +
(
h0e∆g
1
e − ∂2Y h0e · g1e
)
= Eb, (2.34)
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with the boundary conditions (2.30). Here Eb will be defined later.
To define Eb, we introduce

Bv(x, Y ) :=
(
1− x
L
) Vb0(Y )
v0p(0, 0)
v0p(x, 0) +
x
L
VbL(Y )
v0p(L, 0)
v0p(x, 0),
Bg(x, Y ) :=
(
1− x
L
) Gb0(Y )
g0p(0, 0)
g0p(x, 0) +
x
L
GbL(Y )
g0p(L, 0)
g0p(x, 0)
(2.35)
for the case that all of v0p(0, 0), v
0
p(L, 0), g
0
p(0, 0), g
0
p(L, 0) are nonzero. If this is not
the case, for example, if v0p(0, 0) = 0, we would replace
Vb0(Y )
v0p(0,0)
v0p(x, 0) by Vb0(Y )−
v0p(x, 0). Then the definition of Bv is changed into the following form:
Bv(x, Y ) =
(
1− x
L
) [
Vb0(Y )− v0p(x, 0)
]
+
x
L
VbL(Y )
v0p(L, 0)
v0p(x, 0).
Similar modifications can be done for the case that some of v0p(L, 0), g
0
p(0, 0) and
g0p(L, 0) are zero.
According to the compatibility assumptions (2.31) at corners, it is easy to check
that the Bv, Bg satisfy the boundary conditions (2.30). Additionally, it follows that
Bv, Bg ∈W k,p for arbitrary k, p, provided that |∂kY (VbL−Vb0, GbL−Gb0)(Y )| ≤ CL.
Then, we introduce the function Fe with the definition being given as follows:
−u0e∆Bv + ∂2Y u0e ·Bv +
(
h0e∆Bg − ∂2Y h0e · Bg
)
= Fe, (2.36)
and Fe is arbitrarily smooth and it holds that
‖〈Y 〉nFe‖Wk,q ≤ C (2.37)
for any n, k ≥ 0 with q ∈ [1,∞], where the constant C > 0 is independent of small
L. Set
v1e = Bv + w1, g
1
e = Bg + w2,
then it follows that

− u0e∆w1 + ∂2Y u0e · w1 +
(
h0e∆w2 − ∂2Y h0e · w2
)
= Eb − Fe,
w2 =
h0e
u0e
(w1 +Bv) +
b
u0e
−Bg,
wi|∂Ω = 0, i = 1, 2.
(2.38)
Therefore, it suffices to establish the estimates for w1. It is convenient to introduce
the boundary layer corrector Eb as follows to obtain the high regularity
Eb := χ
(
Y
ǫ
)
Fe(x, 0), (2.39)
where χ(·) is a smooth cut-off function with support in [0, 1] with χ(0) = 1. Then
we have
‖〈Y 〉n∂kY Eb‖Lq . ǫ−k+
1
q , q ≥ 1, n, k ≥ 0. (2.40)
Lemma 2.1. Suppose that Vb0, VbL, Gb0 and GbL are sufficiently smooth, decay
rapidly as Y →∞, and satisfy |∂kY (VbL −Vb0, GbL −Gb0)(Y )| ≤ CL for any k ≥ 0,
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uniformly in Y . Then, there exist unique smooth solutions v1e , g
1
e to the elliptic
problem (2.30), (2.32), (2.34) and (2.39), and it holds that
‖(v1e , g1e)‖L∞ + ‖〈Y 〉n(v1e , g1e)‖H2 ≤ C0,
‖〈Y 〉n(v1e , g1e)‖H3 ≤ C0ǫ−1/2,
‖〈Y 〉n(v1e , g1e)‖H4 ≤ C0ǫ−3/2,
for any n ≥ 0 and some constant C0 > 0 independent of small L > 0. Moreover,
‖〈Y 〉n(v1e , g1e)‖W 2,q ≤ C(L),
‖〈Y 〉n(v1e , g1e)‖W 3,q ≤ C(L)ǫ−1+1/q,
‖〈Y 〉n(v1e , g1e)‖W 4,q ≤ C(L)ǫ−2+1/q,
for n ≥ 0 and q ∈ (1,∞), and for some C(L) > 0, which depends only on L > 0.
Proof. The condition that u0e(Y ) >> h
0
e(Y ) uniform in Y yields that the system
is non-degenerate. The existence of w1 and w2 can be obtained by the classical
elliptic theory and we only focus on the derivation of estimates of solutions that
will be used later.
Multiplying the first equation in (2.38) by w1u0e
and integrating by parts, we get
that ∫∫
|∇w1|2 +
∫∫
∂2Y u
0
e
u0e
|w1|2
=
∫∫
h0e
u0e
∇w2 · ∇w1 +
∫∫
∂Y
(
h0e
u0e
)
∂Y w2 · w1
+
∫∫
∂2Y h
0
e
u0e
w1 · w2 +
∫∫
(Eb − Fe)
u0e
w1 =:
4∑
i=1
si.
Each of si (i = 1, 2, 3, 4) can be estimated as follows:
s1 =
∫∫
h0e
u0e
∇w2 · ∇w1 . |h
0
e
u0e
|‖∇w1‖L2‖∇w2‖L2,
s2 =
∫∫
∂Y
(
h0e
u0e
)
∂Y w2 · w1
.(|h
0
e
u0e
||∂Y u
0
e
u0e
|+ |∂Y h
0
e
u0e
|)‖w1‖L2‖∂Y w2‖L2
.L(|h
0
e
u0e
||∂Y u
0
e
u0e
|+ |∂Y h
0
e
u0e
|)‖∂xw1‖L2‖∂Y w2‖L2,
and
s3 =
∫∫
∂2Y h
0
e
u0e
w1 · w2
.‖w1‖L2‖w2‖L2
.L2‖∂xw1‖L2‖∂xw2‖L2 .
In addition,
s4 =
∫∫
Eb − Fe
u0e
w1 . L‖∂xw1‖L2‖Eb − Fe‖L2.
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Applying the crucial positivity estimate (see [9] for details), it follows that
∫∫ (
|∂Y w1|2 + ∂
2
Y u
0
e
u0e
|w1|2
)
=
∫∫
|u0e|2
∣∣∣∣∂Y
(
w1
u0e
)∣∣∣∣
2
≥ θ0
∫∫
|∂Y w1|2
for some constant θ0 independent of ǫ, L.
On the other hand, according to the second equation in (2.38), one has
∇w2 =

 h0eu0e ∂xw1
h0e
u0e
∂Y w1 + ∂Y
(
h0e
u0e
)
w1

+∇(h0e
u0e
Bv +
b
u0e
−Bg
)
.
Therefore, we have
‖∇w2‖L2 . 1 + sup
Y
∣∣∣∣h0eu0e
∣∣∣∣ ‖∇w1‖L2 + L
(
sup
Y
∣∣∣∣h0eu0e
∣∣∣∣+ ‖∂Y h0e‖L∞
)
‖∂xw1‖L2 .
Combining the above estimates and using the smallness of sup
Y
∣∣∣h0eu0e
∣∣∣ and |∂Y h0e|,
one gets that
‖w1‖H1 ≤ C, (2.41)
in which we have used the Poincare’s inequality and Young’s inequality. Moreover,
we have
‖w2‖H1 ≤ C. (2.42)
Now we establish the higher order energy estimates. To this end, we rewrite the
equation as follows.
−∆w1 + h
0
e
u0e
∆w2 = Ge, (2.43)
where
Ge :=
1
u0e
(
Eb − Fe − ∂2Y u0e · w1 + ∂2Y h0e · w2
)
.
It is direct to calculate that ‖Ge‖L2 ≤ C.
Since Eb(x, 0)− Fe(x, 0) = 0, therefore Ge = 0 on {Y = 0}, and it follows from
the first equation in (2.38) that
− ∂2Y w1 +
he
ue
∂2Y w2 = 0, on {Y = 0}. (2.44)
Applying the operator ∂Y on (2.43) to get that
−∆∂Y w1 + h
0
e
u0e
∆∂Y w2 + ∂Y
(
h0e
u0e
)
∆w2 = ∂YGe. (2.45)
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Multiplying (2.45) by ∂Y w1, one has∫∫
|∇∂Y w1|2 +
∫ L
0
(
−∂2Y w1 +
he
ue
∂2Y w2
)
∂Y w1(x, 0)
−
∫ ∞
0
∂xY w1 · ∂Y w1
∣∣x=L
x=0
+
∫ ∞
0
h0e
u0e
∂xY w2 · ∂Y w1
∣∣x=L
x=0
=
∫∫
h0e
u0e
∇∂Y w1 · ∇∂Y w2 +
∫∫
∂Y
(
h0e
u0e
)
∂Y Y w2 · ∂Y w1
−
∫ L
0
∂Y
(
h0e
u0e
)
∂Y w1 · ∂Y w2
∣∣
Y=0
+
∫∫
∂Y
(
h0e
u0e
)
∇w2 · ∇∂Y w1
+
∫∫
∂2Y
(
h0e
u0e
)
∂Y w1 · ∂Y w2 −
∫∫
Ge∂Y Y w1.
All of boundary integrals on the left-hand side of above equality disappear due to
the zero boundary conditions in (2.38) and (2.44). Hence, it follows that∫∫
|∇∂Y w1|2 =
∫∫
h0e
u0e
∇∂Y w1 · ∇∂Y w2 +
∫∫
∂Y
(
h0e
u0e
)
∂Y Y w2 · ∂Y w1
−
∫ L
0
∂Y
(
h0e
u0e
)
∂Y w1 · ∂Y w2
∣∣
Y=0
+
∫∫
∂Y
(
h0e
u0e
)
∇w2 · ∇∂Y w1
+
∫∫
∂2Y
(
h0e
u0e
)
∂Y w1 · ∂Y w2 −
∫∫
Ge∂Y Y w1 ,
6∑
i=1
Ii.
Each term in the right-hand side is estimated as follows. First
I1 =
∫∫
h0e
u0e
∇∂Y w1 · ∇∂Y w2 . sup
Y
∣∣∣∣h0eu0e
∣∣∣∣ ‖∇∂Y w1‖L2‖∇∂Y w2‖L2 ,
and
I2 =
∫∫
∂Y
(
h0e
u0e
)
∂Y Y w2 · ∂Y w1 .
∥∥∥∥∂Y
(
h0e
u0e
)∥∥∥∥
L∞
‖∇∂Y w2‖L2‖∂Y w1‖L2
.‖∇∂Y w2‖L2‖w1‖H1 ,
By trace theorem, we have
I3 =
∣∣∣∣
∫ L
0
∂Y
(
h0e
u0e
)
∂Y w1 · ∂Y w2
∣∣
Y=0
∣∣∣∣
.
∥∥∥∥∂Y
(
∂Y
(
h0e
u0e
)
∂Y w1
)∥∥∥∥
L2
‖∂Y w2‖L2
+
∥∥∥∥∂Y
(
h0e
u0e
)
∂Y w1
∥∥∥∥
L2
‖∂2Y w2‖L2
.‖∇∂Y w1‖L2‖∂Y w2‖L2 + ‖∂Y w1‖L2‖∇∂Y w2‖L2
.‖∇∂Y w1‖L2‖w2‖H1 + ‖w1‖H1‖∇∂Y w2‖L2.
The Cauchy-Schwatz inequality gives that
I4 =
∫∫
∂Y
(
h0e
u0e
)
∇w2 · ∇∂Y w1 . ‖∇∂Y w1‖L2‖w2‖H1 ,
I5 =
∫∫
∂2Y
(
h0e
u0e
)
∂Y w1 · ∂Y w2 . ‖w1‖H1‖w2‖H1 ,
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and
I6 = −
∫∫
Ge∂Y Y w1 . ‖Ge‖L2‖∂2Y w1‖L2.
Therefore, we deduce that
‖∇∂Y w1‖2L2 . sup
Y
∣∣∣∣h0eu0e
∣∣∣∣ ‖∇∂Y w1‖L2‖∇∂Y w2‖L2
+ ‖∇∂Y w1‖L2‖w2‖H1 + ‖w1‖H1‖∇∂Y w2‖L2
+ ‖w1‖H1‖w2‖H1 + ‖Ge‖L2‖∂2Y w1‖L2.
(2.46)
On the other hand, we find that
∇∂Y w2 =

 ∂Y
(
h0e
u0e
)
∂xw1 +
h0e
u0e
∂xY w1
2∂Y
(
h0e
u0e
)
∂Y w1 + ∂
2
Y
(
h0e
u0e
)
w1 +
h0e
u0e
∂2Y w1


+∇∂Y
(
h0e
u0e
Bv +
b
u0e
−Bg
)
.
(2.47)
Thus we have
‖∇∂Y w2‖L2 . 1 + ‖w1‖H1 + sup
Y
∣∣∣∣h0eu0e
∣∣∣∣ ‖∇∂Y w1‖L2 . (2.48)
Combining (2.46) and (2.48), using the Young’s inequality and the smallness of
sup
Y
∣∣∣h0eu0e
∣∣∣, we have
‖∇∂Y wi‖L2 ≤ C, i = 1, 2. (2.49)
Similar arguments yield the estimates for ∂xxwi (i = 1, 2) by using the equations
(2.38). Thus, the estimates of wi (i = 1, 2) in H
2-norms are obtained, and hence
of v1e , g
1
e , uniformly in small L > 0.
For the L∞ norms, since wi = 0 on boundaries, then for i = 1, 2, one gets that
|wi(x, z)| ≤
∫ x
0
|∂xwi(s, z)|ds
.
∫ x
0
(∫ z
0
|∂xwi∂xY wi|(s, η)dη
)1/2
ds
.
√
x‖∂xwi‖
1
2
L2‖∂xY wi‖
1
2
L2 .
√
L,
(2.50)
where the uniform H2 bounds of wi (i = 1, 2) are used in the last inequality.
For n ≥ 1, to derive the weighted estimates, we consider the following elliptic
problem for 〈Y 〉nwi (i = 1, 2), which satisfies

−∆(〈Y 〉nw1) + h
0
e
u0e
∆(〈Y 〉nw2) = 〈Y 〉
n
u0e
(
Eb − Fe − ∂2Y u0e · w1
+ ∂2Y h
0
e · w2
)− w1∂2Y 〈Y 〉n − 2∂Y w1 · ∂Y 〈Y 〉n
+
h0e
u0e
(
w2∂
2
Y 〈Y 〉n + 2∂Y w2 · ∂Y 〈Y 〉n
)
,
〈Y 〉nw2 = h
0
e
u0e
〈Y 〉n(w1 +Bv) + b
u0e
〈Y 〉n − 〈Y 〉nBg,
(2.51)
with the homogenous boundary conditions.
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By the induction, suppose 〈Y 〉n−1w1, 〈Y 〉n−1w2 are uniformly bounded in H2-
norm and then the right-hand side of the two equations in (2.51) are uniformly
bounded inH1. Following the same arguments as above for the unweighed estimates
yield that
‖〈Y 〉n(w1, w2)‖H2 ≤ C for any n ≥ 1.
Next, we turn to derive higher regularity estimates for wi (i = 1, 2). It is direct
to see that
‖〈Y 〉n∂kY (Eb − Fe)‖Lq ≤ C(1 + ǫ−k+
1
q ), q ≥ 1, n, k ≥ 0.
Consider the following problems for ∂Y wi and ∂
2
Y wi (i = 1, 2) respectively:

−∆∂Y w1 + h
0
e
u0e
∆∂Y w2 + ∂Y
(
h0e
u0e
)
∆w2 = ∂YGe,
w2 =
h0e
u0e
(w1 +Bv) +
b
u0e
− Bg,
∂Y wi|x=0,L =
(
−∂2Y w1 +
he
ue
∂2Y w2
) ∣∣∣∣
Y=0
= 0
(2.52)
and 

−∆∂2Y w1 +
h0e
u0e
∆∂2Y w2
= ∂2YGe − 2∂Y
(
h0e
u0e
)
∆∂Y w2 −∆w2 · ∂2Y
(
h0e
u0e
)
,
∂Y wi|x=0,L =
(
−∂2Y w1 +
he
ue
∂2Y w2
) ∣∣∣∣
Y=0
= 0.
(2.53)
Notice that the right-hand side terms in the first equations in both (2.52) and (2.53)
are bounded by Cǫ−1/2 and Cǫ−3/2 in L2-norm, respectively. Therefore, one can
deduce that
‖〈Y 〉n∂kY wi‖H2 ≤ Cǫ−k+1/2, k = 1, 2, i = 1, 2, n ≥ 0. (2.54)
It is noted that the above estimates (2.54) can be achieved by the above standard
arguments. For example, testing the first equation in (2.52) by 〈Y 〉2n∂Y w1 and
combining the second equation in (2.52), using the smallness of sup
Y
∣∣∣h0eu0e
∣∣∣, one can
obtain the desired estimates for ‖〈Y 〉n∂Y wi‖H2 in (2.54). For the case that k = 2,
the arguments are similar.
To obtain the desired H3, H4 norms of wi (i = 1, 2), it remains to estimate ∂
3
xwi
in L2 and H1, respectively. Recall that
−∂3xw1 +
h0e
u0e
∂3xw2 = ∂xY Y w1 −
h0e
u0e
∂xY Y w2 + (−∆∂xw1 + h
0
e
u0e
∆∂xw2)
= ∂xY Y w1 − h
0
e
u0e
∂xY Y w2 + ∂xGe.
(2.55)
Applying ∂3x on the second equation in (2.52) and combining (2.55), one can obtain
the weighted L2 and H1 norms on ∂3xwi (i = 1, 2) by using the similar arguments
as above, and hence the full weighted H3 and H4 estimates on wi (i = 1, 2).
To derive the W k,q estimates, after making the odd extension to Y < 0 for
(2.43), the estimates are derived by the standard elliptic theory in [0, L] × R. It
should be pointed out that the construction of boundary layer corrector guarantees
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that odd extension of Ge ∈W 2,q is possible. Other arguments are similar to those
in [9], which are standard in the elliptic theory, see [9] and the references therein
for details. 
2.4. Ideal MHD profiles. After constructing (v1e , g
1
e), we define the ideal MHD
profiles (u1e, v
1
e , h
1
e, g
1
e , p
1
e) as follows. Let (v
1
e , g
1
e) be determined in the Lemma 2.1,
thanks to (2.29) and the divergence-free conditions, we take

u1e := u
1
b(Y )−
∫ x
0
∂Y v
1
e(s, Y )ds,
h1e := h
1
b(Y )−
∫ x
0
∂Y g
1
e(s, Y )ds,
p1e :=
∫ ∞
Y
[
u0e∂xv
1
e − h0e∂xg1e
]
(x, θ)dθ,
(2.56)
where (u1b , h
1
b)(Y ) := (u
1
e, h
1
e)(0, Y ).
Let η(y) be a smooth cut-off function satisfying
η(y) =
{
1, y ∈ [0, 1],
0, y ∈ [2,∞).
To ensure that the boundary conditions of the magnetic field can be preserved in
the construction of the approximate solutions, we introduce a boundary corrector
ρ(x, y) as follows
ρ(x, y) := −∂Y h1e(x) · yη(y).
It is direct to check that
∂yρ(x, 0) = −∂Y h1e(x).
Then, we define 

h˜1e = h
1
e +
√
ǫρ,
g˜1e = g
1
e − ǫ
∫ y
0
∂xρ(x, s)ds.
(2.57)
It is easy to get that
∂xh˜1e + ∂Y g˜
1
e = 0, (∂Y h˜
1
e, g˜
1
e)(x, 0) = (0, g
1
e(x)).
Without causing confusion, we still use h1e, g
1
e to replace h˜
1
e, g˜
1
e for the simplicity of
the presentation from now on.
By the definitions of (u1e, h
1
e) in (2.56) and (2.57) and Lemma 2.1, we have
‖(u1e, h1e)‖L∞ + ‖〈Y 〉n(u1e, h1e)‖H1 ≤ C0, n ≥ 0. (2.58)
By a direct calculation, the ideal MHD profiles constructed above satisfy
u0e∂xu
1
e + v
1
e∂Y u
0
e − h0e∂xh1e − g1e∂Y h0e + ∂xp1e
= −
∫ ∞
Y
Eb(x, θ)dθ −
√
ǫh0e∂xρ− ǫ
∫ y
0
∂xρ(x, s)ds · ∂Y h0e,
(2.59)
where (2.34) is used. And a new error term is created, which will be merged into
(2.18), that is
Ru,1 =
√
ǫ
[
(v0p + v
1
e)∂Y u
1
e − (g0p + g1e)∂Y h1e
]− νǫ∂2Y u1e
+
∫ ∞
Y
Eb(x, θ)dθ −
√
ǫh0e∂xρ− ǫ
∫ y
0
∂xρ(x, s)ds · ∂Y h0e.
(2.60)
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Next, we estimate each error term in (2.60). Keep in mind that we work with the
coordinates (x, y), whereas the ideal MHD flows are evaluated at (x, Y ) = (x,
√
ǫy).
Thanks to Lemma 2.1, we have
√
ǫ‖ [(v0p + v1e)∂Y u1e − (g0p + g1e)∂Y h1e] ‖L2
.
√
ǫ
(
‖v0p + v1e‖L∞‖∂Y u1e(x,
√
ǫy)‖L2
+ ‖g0p + g1e‖L∞‖∂Y h1e(x,
√
ǫy)‖L2
)
.ǫ
1
4
(‖∂Y u1e(x, Y )‖L2 + ‖∂Y h1e(x, y)‖L2) .
Similarly,
νǫ‖∂2Y u1e(x,
√
ǫy)‖L2 . ǫ
3
4 ‖∂2Y u1b(Y )‖L2 + ǫ
3
4 ‖〈Y 〉n∂3Y v1e‖L2 . ǫ
1
4 ,
∥∥∥∥
∫ ∞
√
ǫy
Eb(x, θ)dθ
∥∥∥∥
L2
. ǫ−
1
4 ‖〈Y 〉nEb‖L2 . ǫ
1
4 ,
√
ǫ‖h0e∂xρ‖L2 .
√
ǫ‖h0e‖L∞‖∂2Y g1e(x)‖L2(0,L)‖yη(y)‖L2(0,∞)
.
√
ǫ‖∂3Y g1e‖
1
2
L2‖∂2Y g1e‖
1
2
L2 . ǫ
1
4 ,
and also,
ǫ
∥∥∥∥
∫ y
0
∂xρ(x, s)ds · ∂Y h0e
∥∥∥∥
L2
. ǫ
1
4 ,
in which, the trace theorem, (2.40) and Lemma 2.1 have been used in the above
estimates.
Therefore, we conclude that
‖Ru,1‖L2 ≤ Cǫ
1
4 . (2.61)
Similar arguments yield that
‖(Rh,1, Rv,0, Rg,0)‖L2 ≤ Cǫ
1
4 . (2.62)
Finally, E1, E3 and E4 defined in (2.2) are estimated as follows:
‖(E1, E3)‖L2 . ǫ3/4, ‖E4‖L2 . ǫ1/4, (2.63)
which is resulted from the estimates obtained before and a similar argument as that
in [9].
2.5. First-order MHD boundary layer correctors. In this subsection, we are
devoted to constructing the MHD boundary layer correctors (u1p, v
1
p, h
1
p, g
1
p, p
1
p) by
solving (2.20). For convenience, we define
u0 := u0e(
√
ǫy) + u0p(x, y), h
0 := h0e(
√
ǫy) + h0p(x, y).
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Without causing confusion, the superscript 1 is omitted here for simplification of
notation, then (up, vp, hp, gp, p
1
p) enjoy that


u0∂xup + up∂xu
0 + vp∂yu
0 + (v0p + v
1
e)∂yup − ν∂2yup
− h0∂xhp − hp∂xh0 − gp∂yh0 − (g0p + g1e)∂yhp
=− ∂Y u0e[y∂xu0p + v0p]− y∂Y v1e∂yu0p − u1e∂xu0p − u0p∂xu1e − ∂xp1p
+ ∂Y h
0
e[y∂xh
0
p + g
0
p] + y∂Y g
1
e∂yh
0
p + h
1
e∂xh
0
p + h
0
p∂xh
1
e =: F
1
p ,
u0∂xhp + up∂xh
0 + vp∂yh
0 + (v0p + v
1
e)∂yhp − κ∂2yhp
− h0∂xup − hp∂xu0 − gp∂yu0 − (g0p + g1e)∂yup
=− ∂Y h0ev0p − y∂xh0p∂Y u0e − y∂Y v1e∂yh0p − u0p∂xh1e − u1e∂xh0p
+ ∂Y u
0
eg
0
p + y∂Y h
0
e∂xu
0
p + y∂Y g
1
e∂yu
0
p + h
1
e∂xu
0
p + h
0
p∂xu
1
e =: F
2
p ,
(2.64)
Notice that the source term F 1p includes the unknown pressure p
1
p. Since
p1p = p
1
p(x),
then evaluating the first equation in (2.64) at y = ∞ yields that ∂xp1p = 0. The
system of equations (2.64) should be solved with the divergence free conditions:
∂xup + ∂yvp = 0, ∂xhp + ∂ygp = 0, (2.65)
and the following boundary conditions.


(up, hp)(0, y) = (u1, h1)(y),
(up, ∂yhp)(x, 0) = −(u1e, ∂Y h0e)(x, 0),
(vp, gp)(x, 0) = (0, 0),
(up, hp)→ (0, 0) as y →∞.
(2.66)
To determine (up, vp, hp, gp), we will study the following system of equations,
instead of (2.64):


(ue + u
0
p)∂xup + up∂xu
0
p + vp∂yu
0
p + (v
0
p + v
1
e)∂yup − ν∂2yup
− (he + h0p)∂xhp − hp∂xh0p − gp∂yh0p − (g0p + g1e)∂yhp
=− ∂Y u0e[y∂xu0p + v0p]− y∂Y v1e∂yu0p − u1e∂xu0p − u0p∂xu1e
+ ∂Y h0e[y∂xh
0
p + g
0
p] + y∂Y g
1
e∂yh
0
p + h
1
e∂xh
0
p + h
0
p∂xh
1
e =: F˜
1
p ,
(ue + u
0
p)∂xhp + up∂xh
0
p + vp∂yh
0
p + (v
0
p + v
1
e)∂yhp − κ∂2yhp
− (he + h0p)∂xup − hp∂xu0p − gp∂yu0p − (g0p + g1e)∂yup
=− ∂Y h0ev0p − y∂Y u0e∂xh0p − y∂Y v1e∂yh0p − ∂xh1eu0p − u1e∂xh0p
+ ∂Y u0eg
0
p + y∂Y h
0
e∂xu
0
p + y∂Y g
1
e∂yu
0
p + h
1
e∂xu
0
p + ∂xu
1
eh
0
p =: F˜
2
p .
(2.67)
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Consequently, there will produce some new additional error terms in the order of
O(
√
ǫ), which can be summarized as follows:

Er1 :=
√
ǫ
{
(u0e − ue)∂xup + vp∂yu0e + (v1e − v1e)∂yup − (h0e − he)∂xhp
− gp∂yh0e − (g1e − g1e)∂yhp + (∂Y u0e − ∂Y u0e)(y∂xu0p + v0p)
+ y(∂Y v
1
e − ∂Y v1e)∂yu0p + (u1e − u1e)∂xu0p + (∂xu1e − ∂xu1e)u0p
− (∂Y h0e − ∂Y h0e)(y∂xh0p + g0p)− y(∂Y g1e − ∂Y g1e)∂yh0p
− (h1e − h1e)∂xu0p − (∂xh1e − ∂xh1e)h0p
}
,
Er2 :=
√
ǫ
{
(u0e − ue)∂xhp + vp∂yh0e + (v1e − v1e)∂yhp
− (h0e − he)∂xup − gp∂yu0e − (g1e − g1e)∂yup
+ (∂Y h
0
e − ∂Y h0e)v0p + y∂xh0p(∂Y u0e − ∂Y u0e)
+ y∂yh
0
p(∂Y v
1
e − ∂Y v1e) + (∂xh1e − ∂xh1e)u0p + (u1e − u1e)∂xh0p
− (∂Y u0e − ∂Y u0e)g0p − y(∂Y h0e − ∂Y h0e)∂xu0p
− y(∂Y g1e − ∂Y g1e)∂yu0p − (h1e − h1e)∂xu0p − (∂xu1e − ∂xu1e)h0p
}
.
(2.68)
We will establish the well-posedness of the solution (up, vp, hp, gp) to the problem
(2.67) and (2.65)-(2.66). To this end, the similar ideas used to achieve the well-
posedness of (u0p, v
0
p, h
0
p, g
0
p) in Subsection 2.1 are needed again.
More precisely, from the divergence free conditions, we rewrite the second equa-
tion in (2.67) as
∂y
[− (ue + u0p)gp − (g0p + g1e)up + (v0p + v1e)hp + (he + h0p)vp]− κ∂2yhp
=∂y
[− y∂Y h0ev0p + y∂Y u0eg0p − y∂Y v1eh0p + y∂Y g1eu0p + u1eg0p − h1ev0p]. (2.69)
Introduce the stream function ψ˜, such that
ψ˜ =
∫ y
0
hp(x, s)ds,
then from ∂xhp + ∂ygp = 0 and gp(x, 0) = 0, we have
∂xψ˜ = −gp.
Integrating the equation (2.69) over [0, y], one has
(ue + u
0
p)∂xψ˜ + (v
0
p + v
1
e)∂yψ˜ − (g0p + g1e)up + (he + h0p)vp
]− κ∂2y ψ˜
=− y∂Y h0ev0p + y∂Y u0eg0p − y∂Y v1eh0p + y∂Y g1eu0p + u1eg0p − h1ev0p
+ u1eg
1
e − h1ev1e + κ∂Y h0e,
(2.70)
where the following boundary conditions are used.
(v0p, g
0
p, vp, gp, ∂yhp)(x, 0) = (−v1e ,−g1e , 0, 0,−∂Y h0e).
Recall from Subsection 2.1 that for small L > 0, we have
ue + u
0
p − (he + h0p) ≥ c0 > 0,
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then the system (2.67) is non-degenerate.
For simplicity, here we only give the outline about the application of the energy
estimates method used in Subsection 2.1, also see [17, 18].
First, the weighted L2-estimates of solution to (2.67)
Dα(up, hp), D
α = ∂βx∂
k
y , α = (β, k) ∈ N2, |α| ≤ m, β ≤ m− 1
can be done by the standard energy methods.
Next, to derive the weighted L2-estimates of highest order tangential derivatives
∂αx (up, hp), |α| = m,
from Proposition 2.1, it holds, for small L > 0, that
he + h
0
p ≥
ϑ0
2
> 0.
Introduce the new unknowns as follows.
uαp := ∂
α
x up −
∂yu
0
p
he + h0p
∂αx ψ˜, h
α
p := ∂
α
x hp −
∂yh
0
p
he + h0p
∂αx ψ˜,
combining (2.67) and (2.70), one can derive the equations of uαp , h
α
p , in which the
terms involving ∂αx (vp, gp) vanish. Therefore, it is possible to obtain the weighted
L2-estimates of uαp , h
α
p .
Finally, similar as that in the Appendix A, one need to prove the equivalence of
L2-norms between ∂αx (up, hp) and u
α
p , h
α
p for |α| = m. With this, we will obtain the
desired estimates of ∂αx (up, hp) and close the whole energy estimates. Therefore,
the well-posedness and weighted estimates of the solutions (up, vp, hp, gp) can be
concluded as follows.
Proposition 2.2. Let (u0p, v
0
p, h
0
p, g
0
p) and (u
1
e, v
1
e , h
1
e, g
1
e) be the solutions constructed
in Proposition 2.1 and Subsection 2.5, respectively. Then there exists 0 < L2 ≤ L1,
such that the problem (2.67)and (2.65)-(2.66) admits a local-in-x smooth solution
(up, vp, hp, gp) in [0, L2]× [0,∞) with
‖(up, vp, hp, gp)‖L∞ + sup
0≤x≤L2
‖〈y〉l∂yy(vp, gp)‖L2(0,∞)
+ ‖〈y〉l∂xy(vp, gp)‖L2 ≤ C(L, ζ)ǫ−ζ ,
sup
0≤x≤L2
‖〈y〉l∂xyy(vp, gp)‖L2(0,∞) + ‖〈y〉l∂xxy(vp, gp)‖L2 . C(L)ǫ−1,
(2.71)
here ζ = 1− 1q > 0 is arbitrary small constant provided that q is close to 1 enough.
Moreover, by performing the similar arguments as those in the Subsection 2.4,
we derived the estimates for the error terms Eri(i = 1, 2) as follows:
‖(Er1, Er2)‖L2 ≤ C(L, κ)ǫ3/4−ζ . (2.72)
2.6. Cut-off boundary layers. Next, we will introduce the modified boundary
layer functions which will be used in the subsequent analysis. Let (up, vp, hp, gp) be
constructed as in the Subsection 2.5. Define a cut-off function χ(·) with its support
being contained in [0, 1] and introduce

(u1p, h
1
p) := χ(
√
ǫy)(up, hp) +
√
ǫχ′(
√
ǫy)
∫ y
0
(up, hp)(x, s)ds,
(v1p, g
1
p) := χ(
√
ǫy)(vp, gp).
(2.73)
BOUNDARY LAYER ANSATZ FOR THE STEADY MHD EQUATIONS 27
It is direct to check that
∂xu
1
p + ∂yv
1
p = ∂xh
1
p + ∂yg
1
p = 0.
Based on the estimates for up, hp in Proposition 2.2, we have
∣∣∣∣√ǫχ′(√ǫy)
∫ y
0
up(x, s)ds
∣∣∣∣ ≤ √ǫy|χ′|‖up‖L∞ ≤ C(L, ζ)ǫ−ζ
and
∣∣∣∣√ǫχ′(√ǫy)
∫ y
0
hp(x, s)ds
∣∣∣∣ ≤ √ǫy|χ′|‖hp‖L∞ ≤ C(L, ζ)ǫ−ζ .
Therefore,
‖(u1p, v1p, h1p, g1p)‖L∞+ sup
0≤x≤L2
‖〈y〉l∂yy(v1p, g1p)‖L2(0,∞)
+ ‖〈y〉l∂xy(v1p, g1p)‖L2 ≤ C(L, ζ)ǫ−ζ ,
sup
0≤x≤L2
‖〈y〉l∂xyy(v1p, g1p)‖L2(0,∞) + ‖〈y〉l∂xxy(v1p, g1p)‖L2 . C(L)ǫ−1.
(2.74)
Thanks to the compact support of the cut-off function χ(·), it holds that
‖∂xv1p‖2L2 ≤
∫∫
{√ǫy≤1}
|∂xv1p|2dxdy
. ǫ−1/2
∫∫
〈y〉l|∂xyv1p|2dxdy ≤ C(L, ζ)ǫ−1/2−2ζ
(2.75)
due to the weighted estimates (2.74). Similarly,
‖∂x(v1p, g1p)‖2L2 ≤C(L, ζ)ǫ−1/2−2ζ ,
‖∂y(v1p, g1p)‖2L2 ≤C(L, ζ)ǫ−1/2−2ζ ,
‖∂xx(v1p, g1p)‖2L2 ≤C(L)ǫ−5/2.
(2.76)
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Putting (u1p, v
1
p, h
1
p, g
1
p) into (2.64), or equivalently into (2.20), it will produce
other new error terms due to the cut-off function χ(·). Denoted by Ru,1p and Rh,1p


Ru,1p :=
(
u0∂x + ∂xu
0 + (v0p + v
1
e)∂y − ν∂2y
)(√
ǫχ′(
√
ǫy)
∫ y
0
upds
)
− 2ν√ǫχ′(√ǫy)∂yup + up[(v0p + v1e)
√
ǫχ′(
√
ǫy)− νǫχ′′√ǫy)]
+ (1− χ(√ǫy))(u0eY (yu0px + v0p) + yv1eY u0py + u1eu0px + u0pu1ex)
−
(
h0∂x + ∂xh
0 + (g0p + g
1
e)∂y
)(√
ǫχ′(
√
ǫy)
∫ y
0
hpds
)
− hp(g0p + g1e)
√
ǫχ′(
√
ǫy)
− (1− χ(√ǫy))(h0eY (yh0px + g0p) + yg1eY h0py + h1eh0px + h0ph1ex),
Rh,1p :=
(
u0∂x + (v
0
p + v
1
e)∂y − κ∂2y
)(√
ǫχ′(
√
ǫy)
∫ y
0
hpds
)
+ ∂xh
0
(√
ǫχ′(
√
ǫy)
∫ y
0
upds
)
+ hp[(v
0
p + v
1
e)
√
ǫχ′ − κǫχ′′]
− 2κ√ǫχ′∂yhp
+ (1− χ)(h0eY v0p + yh0pxu0eY + yv1eY h0py + u0ph1ex + u1eh0px)
−
(
h0∂x + (g
0
p + g
1
e)∂y
)(√
ǫχ′(
√
ǫy)
∫ y
0
upds
)
− ∂xu0
(√
ǫχ′(
√
ǫy)
∫ y
0
hpds
)
− up(g0p + g1e)
√
ǫχ′
− (1− χ)(u0eY g0p + yh0eY u0px + yg1eY u0py + h1eu0px + h0pu1ex),
(2.77)
These terms will contribute to Ru,1, Rh,1, and hence R1app, R
3
app. Note that the
u0p, h
0
p are rapidly decaying at ∞ and then u0x, h0x also decay rapidly at ∞. There-
fore the integrals of u0x
∫ y
0
upds, u
0
x
∫ y
0
hpds, h
0
x
∫ y
0
upds and h
0
x
∫ y
0
hpds are uniformly
bounded by ǫ−ζ .
Applying the estimates for the ideal MHD and boundary layer profiles, we know
that the L2 norms for the terms involving up, hp in R
u,1
p , R
h,1
p are bounded by
Cǫ−ζ
√
ǫ‖χ(√ǫy)‖L2 ≤ Cǫ1/4−ζ . (2.78)
Now we estimate the rest terms of the form (1− χ)(· · · ) in Ru,1p , Rh,1p . Recall that
the boundary layers u0p, v
0
p, h
0
p, g
0
p decay rapidly as y → ∞, which are of order ǫl
when
√
ǫy ≥ 1, for large enough l ≥ 0. Therefore we obtain
‖(Ru,1p , Rh,1p )‖L2 ≤ C(L, ζ)ǫ1/4−ζ . (2.79)
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For p2p, it is defined as follows:
∂xp
2
p(x, y) =
∫ ∞
y
∂x
[
(u0e + u
0
p)∂xv
0
p + u
0
p∂xv
1
e + (v
0
p + v
1
e)∂yv
0
p
− (h0e + h0p)∂xg0p − h0p∂xg1e − (g0p + g1e)∂yg0p − ν∂2yv0p
]
(x, θ)dθ
=
∫ ∞
y
[
(u0e + u
0
p)∂xxv
0
p + u
0
p∂xxv
1
e + (v
0
p + v
1
e)∂xyv
0
p − ν∂xyyv0p
− (h0e + h0p)∂xxg0p − h0p∂xxg1e − (g0p + g1e)∂xyg0p
]
(x, θ)dθ,
(2.80)
where we used the divergence-free conditions for (u0p, v
0
p) and (h
0
p, g
0
p) in the second
equality.
Each term in the right hand side of (2.80) can be estimated as follows:∫ ∞
y
(u0e + u
0
p)∂xxv
0
p ≤ C〈y〉−(n−1)‖u0‖L∞‖〈y〉n∂2xv0p‖L2(0,∞),
∫ ∞
y
u0p∂
2
xv
1
e ≤ C〈y〉−(n−1)‖〈y〉nu0p‖L2(0,∞)‖∂2xv1e(x,
√
ǫy)‖L2(0,∞),
∫ ∞
y
(v0p + v
1
e)∂xyv
0
p ≤ C〈y〉−(n−1)‖v0p + v1e‖L∞‖〈y〉n∂xyv0p‖L2(0,∞),
and ∫ ∞
y
ν∂xyyv
0
p ≤ C〈y〉−(n−1)‖〈y〉n∂xyyv0p‖L2(0,∞),
with n ≥ 2. The similar arguments can be applied on the estimates for the other
terms involving h0p, g
0
p in (2.80). Recall that the ideal MHD flows are evaluated at
(x, Y ), we have
‖∂xp2p‖L2 . ǫ−1/4. (2.81)
Base on the above constructions and energy estimates, the main results of this
section can be concluded into the following proposition.
Proposition 2.3. Under the assumptions in the Theorem 1.1, it holds that
‖R1app‖L2 + ‖R3app‖L2 +
√
ǫ
(‖R2app‖L2 + ‖R4app‖L2) ≤ C(L, ζ)ǫ3/4−ζ ,
for arbitrarily small ζ > 0.
Proof. Collecting all error terms from the constructions of the approximate ideal
MHD flows and approximate boundary layer profiles in Subsections 2.1–2.6, we get
that 

R1app :=E1 − νǫ∂Y Y u0e +
√
ǫ(Ru,1 +Ru,1p ) + ǫ
[
(u1e + u
1
p)∂x
+ v1p∂y
]
(u1e + u
1
p)− ǫ
[
(h1e + h
1
p)∂x + g
1
p∂y
]
(h1e + h
1
p)
+ ǫ∂xp
2
p − νǫ∂2x
(
u0p +
√
ǫ(u1e + u
1
p)
]
+ Er1,
R3app :=E3 − κǫ∂Y Y h0e +
√
ǫ(Rh,1 +Rh,1p ) + ǫ
[
(u1e + u
1
p)∂x
+ v1p∂y
]
(h1e + h
1
p)−
[
(h1e + h
1
p)∂x + g
1
p∂y](h
1
e + h
1
p)
− κǫ∂2x
[
h0p +
√
ǫ(h1e + h
1
p)] + Er2.
(2.82)
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Based on the estimates of E1, E3, R
u,1, Ru,1p , R
h,1, Rh,1p , Er1, Er2 above, we have
‖E1 − νǫ∂Y Y u0e +
√
ǫ(Ru,1 +Ru,1p ) + ǫ∂xp
2
p + Er1‖L2 ≤C(L, ζ)ǫ3/4−ζ ,
‖E3 − κǫ∂Y Y h0e +
√
ǫ(Rh,1 +Rh,1p ) + Er2‖L2 ≤C(L, ζ)ǫ3/4−ζ .
(2.83)
From the estimates of the inner ideal MHD flows and boundary layer profiles, it
follows that
ǫ‖(u1e + u1p)∂x(u1e + u1p)‖L2 ≤(‖u1e‖L∞ + ‖u1p‖L∞)
× (‖∂xu1e‖L2 + ‖∂xu1p‖L2)
≤C(L, ζ)ǫ3/4−ζ ,
ǫ‖v1p∂y(u1e + u1p)‖L2 ≤ǫ‖v1p‖L∞(
√
ǫ‖∂Y u1e‖L2 + ‖∂yu1p‖L2)
≤C(L, ζ)ǫ1−ζ ,
ǫ‖(h1e + h1p)∂x(h1e + h1p)‖L2 ≤(‖h1e‖L∞ + ‖h1p‖L∞)
× (‖∂xh1e‖L2 + ‖∂xh1p‖L2)
≤C(L, ζ)ǫ3/4−ζ ,
ǫ‖g1p∂y(h1e + h1p)‖L2 ≤ǫ‖g1p‖L∞(
√
ǫ‖∂Y h1e‖L2 + ‖∂yh1p‖L2)
≤C(L, ζ)ǫ1−ζ ,
ǫ‖ν∂2x
(
u0p +
√
ǫ(u1e + u
1
p)
]‖L2 ≤ǫ‖∂2xu0p‖L2
+ ǫ3/2(‖∂2xu1e‖L2 + ‖∂2xu1p‖L2)
≤C(L)ǫ,
(2.84)
here ζ > 0 is arbitrarily small constant. Therefore, we deduce that
‖R1app‖L2 ≤ C(L, ζ)ǫ3/4−ζ .
Similar arguments yield that
‖R3app‖L2 ≤ C(L, ζ)ǫ3/4−ζ .
We turn to estimate R2app and R
4
app. Collecting all error terms together give that

R2app :=R
v,0 +
√
ǫ
[
(u0e + u
0
p +
√
ǫ(u1e + u
1
p))∂x + (v
0
p + v
1
e +
√
ǫv1p)∂y
]
v1p
−√ǫ[(h0e + h0p +√ǫ(h1e + h1p))∂x + (g0p + g1e +√ǫg1p)∂y]g1p
+
√
ǫ
[
(u1e + u
1
p)∂x + v
1
p∂y
]
(v0p + v
1
e)− ν
√
ǫ∂yyv
1
p
−√ǫ[(h1e + h1p)∂x + g1p∂y](g0p + g1e)− νǫ∂2x(v0p + v1e +√ǫv1p),
R4app :=R
g,0 +
√
ǫ
[
(u0e + u
0
p +
√
ǫ(u1e + u
1
p))∂x + (v
0
p + v
1
e +
√
ǫv1p)∂y
]
g1p
−√ǫ[(h0e + h0p +√ǫ(h1e + h1p))∂x + (g0p + g1e +√ǫg1p)∂y]v1p
+
√
ǫ
[
(u1e + u
1
p)∂x + v
1
p∂y
]
(g0p + g
1
e)− κ
√
ǫ∂yyg
1
p
−√ǫ[(h1e + h1p)∂x + g1p∂y](v0p + v1e)
− κǫ∂2x(g0p + g1e +
√
ǫg1p) + E4.
(2.85)
Recall the estimates of Rv,0, Rg,0, E4 in (2.62)-(2.63), one has
‖(Rv,0, Rg,0, E4)‖L2 . ǫ1/4.
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And other terms can be estimated as follows:
√
ǫ
∥∥∥∥[(u0e + u0p +√ǫ(u1e + u1p))∂x + (v0p + v1e +√ǫv1p)∂y]v1p
∥∥∥∥
L2
.
√
ǫ‖(u0e, u0p, v0p, u1e, v1e)‖L∞‖∇v1p‖L2
≤ C(L, ζ)ǫ1/4−ζ ,
√
ǫ
∥∥∥∥[(h0e + h0p +√ǫ(h1e + h1p))∂x + (g0p + g1e +√ǫg1p)∂y]g1p
∥∥∥∥
L2
.
√
ǫ‖(h0e, h0p, g0p, h1e, g1e)‖L∞‖∇g1p‖L2
≤ C(L, ζ)ǫ1/4−ζ ,
(2.86)
and
√
ǫ
∥∥∥∥[(u1e + u1p)∂x + v1p∂y](v0p + v1e)
∥∥∥∥
L2
.
√
ǫ‖(u1e, u1p, v1p)‖L∞(‖∂xv0p + ∂xv1e‖L2 + ‖∂yv0p +
√
ǫ∂Y v
1
e‖L2)
≤ C(L, ζ)ǫ1/4−ζ ,
√
ǫ
∥∥∥∥[(h1e + h1p)∂x + g1p∂y](g0p + g1e)
∥∥∥∥
L2
.
√
ǫ‖(h1e, h1p, g1p)‖L∞(‖∂xg0p + ∂xg1e‖L2 + ‖∂yg0p +
√
ǫ∂Y g
1
e‖L2)
≤ C(L, ζ)ǫ1/4−ζ ,
(2.87)
where we have used the facts that
‖∂x(v1p, g1p)‖L2 ≤ C(L, ζ)ǫ−1/4−ζ
and
‖∂x(v1e , g1e)(x,
√
ǫ·)‖L2 . ǫ−1/4.
It is direct to calculate that
‖ν√ǫ∂yyv1p + νǫ∂2x(v0p + v1e +
√
ǫv1p)‖L2 . C(L)ǫ1/4−ζ ,
where the estimates for v1p, v
0
p, v
1
e are also used. Therefore,
‖R2app‖L2 ≤ C(L, ζ)ǫ1/4−ζ .
Similar arguments imply that
‖R4app‖L2 ≤ C(L, ζ)ǫ1/4−ζ .
The proof is completed. 
3. convergence estimates: proof of the main theorem
After the construction of approximate solutions in Section 2, we will turn to
prove the main theorem in this section.
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3.1. Linear stability estimates. First, we focus on the energy estimates for the
linearized problem. To state the linearized problem, we denote

us(x, y) =u
0
e(
√
ǫy) + u0p(x, y) +
√
ǫu1e(x,
√
ǫy),
vs(x, y) =v
0
p(x, y) + v
1
e(x,
√
ǫy),
hs(x, y) =h
0
e(
√
ǫy) + h0p(x, y) +
√
ǫh1e(x,
√
ǫy),
gs(x, y) =g
0
p(x, y) + g
1
e(x,
√
ǫy),
(3.1)
then we linearize the scaled viscous MHD equations (1.6) around the approximate
solution (us, vs, hs, gs) to obtain that

us∂xu
ǫ + uǫ∂xus + vs∂yu
ǫ + vǫ∂yus + ∂xp
ǫ − ν∆ǫuǫ
− (hs∂xhǫ + hǫ∂xhs + gs∂yhǫ + gǫ∂yhs) = f1,
us∂xv
ǫ + uǫ∂xvs + vs∂yv
ǫ + vǫ∂yvs +
∂yp
ǫ
ǫ
− ν∆ǫvǫ
− (hs∂xgǫ + hǫ∂xgs + gs∂ygǫ + gǫ∂ygs) = f2,
us∂xh
ǫ + uǫ∂xhs + vs∂yh
ǫ + vǫ∂yhs − κ∆ǫhǫ
− (hs∂xuǫ + hǫ∂xus + gs∂yuǫ + gǫ∂yus) = f3,
us∂xg
ǫ + uǫ∂xgs + vs∂yg
ǫ + vǫ∂ygs − κ∆ǫgǫ
− (hs∂xvǫ + hǫ∂xvs + gs∂yvǫ + gǫ∂yvs) = f4,
∂xu
ǫ+∂yv
ǫ = ∂xh
ǫ + ∂yg
ǫ = 0,
(uǫ, vǫ,∂yh
ǫ, gǫ)|y=0 = (0, 0, 0, 0), (uǫ, vǫ, hǫ, gǫ)|x=0 = (0, 0, 0, 0),
pǫ − 2νǫ∂xuǫ = 0, ∂yuǫ + νǫ∂xvǫ = hǫ = ∂xgǫ = 0 on {x = L}.
(3.2)
According to the arguments stated in the previous sections, we have
‖y∂y(us, hs)‖L∞ < Cσ0
for some suitably small constant σ0 and for some small 0 < L << 1.
The linear stability of (3.2) can be stated as the following Proposition 3.1.
Proposition 3.1. For any given fi ∈ L2 (i = 1, 2, 3, 4), there exists L > 0 such that
the linearized problem (3.2) has a unique solution (uǫ, vǫ, hǫ, gǫ, pǫ) on [0, L]×[0,∞),
satisfying the following estimate
‖∇ǫuǫ‖L2 + ‖∇ǫvǫ‖L2 + ‖∇ǫhǫ‖L2 + ‖∇ǫgǫ‖L2
. ‖f1‖L2 + ‖f3‖L2 +
√
ǫ(‖f2‖L2 + ‖f4‖L2).
(3.3)
The existence of the solution can be obtained via the standard fixed point argu-
ments and the estimates of classical elliptic system, we refer to [9] for details. Here
we only focus on the derivation of uniform a priori energy estimates.
Lemma 3.1. Let (uǫ, vǫ, hǫ, gǫ) be the solutions to the problem (3.2), and suppose
that ǫ << L, then there holds that
ν‖∇ǫuǫ‖2L2 + κ‖∇ǫhǫ‖2L2 +
∫
x=L
us(|uǫ|2 + ǫ|vǫ|2 + ǫ|gǫ|2)
. L(‖∇ǫvǫ‖2L2 + ‖∇ǫgǫ‖2L2) + ‖(f1, f3)‖2L2 + ǫ‖(f2, f4)‖2L2 .
(3.4)
The proof of this lemma will be left to Appendix B.
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Before giving the following positivity estimates, by the definitions of us, hs, using
the facts that u0e >> h
0
e and |u0e + u0p| >> |h0e + h0p| uniform in y and the estimates
for u0p, u
1
e, h
0
p, h
1
e and the smallness of ǫ, we have∥∥∥∥hsus
∥∥∥∥
L∞
<< 1
uniform in x ∈ [0, L] for 0 < L << 1.
Lemma 3.2 (Positivity estimates). If
∥∥∥hsus
∥∥∥
L∞
<< 1 and ‖y∂y(us, hs)‖L∞ < Cσ0
uniform in 0 < L << 1 for suitably small σ0, then there holds that
‖∇ǫvǫ‖2L2 + ‖∇ǫgǫ‖2L2 +
∫
x=0
ǫ2(ν|vǫx|2 + κ|gǫx|2)
us
+ ǫ
∫
x=L
|vǫy|2
us
≤C
[
‖(f1, f3)‖2L2 + ǫ‖(f2, f4)‖2L2 + ‖∇ǫuǫ‖2L2 + ‖∇ǫhǫ‖2L2
+
(
L+
∥∥∥∥hsus
∥∥∥∥
L∞
+ ‖y∂y(us, hs)‖L∞
)
(‖∇ǫvǫ‖2L2 + ‖∇ǫgǫ‖2L2)
] (3.5)
for some constant C which is independent of ǫ and L.
The proof of this lemma will be shown in Appendix C.
In order to study the nonlinear problem, the L∞ estimates of the solutions to
the nonlinear problem are needed.
Lemma 3.3. Suppose that uǫ, vǫ, hǫ, gǫ, pǫ are the solutions to the system

− ν∆ǫuǫ + ∂xpǫ = F1,
− ν∆ǫvǫ + ∂yp
ǫ
ǫ
= F2,
− κ∆ǫhǫ = F3,
− κ∆ǫgǫ = F4,
∂xu
ǫ + ∂yv
ǫ = ∂xh
ǫ + ∂yg
ǫ = 0,
(3.6)
with the following boundary conditions

(uǫ, vǫ, ∂yh
ǫ, gǫ)|y=0 = (0, 0, 0, 0),
(uǫ, vǫ, hǫ, gǫ)|x=0 = (0, 0, 0, 0),
pǫ − 2νǫ∂xuǫ = 0, ∂yuǫ + νǫ∂xvǫ = hǫ = ∂xgǫ = 0 on {x = L}.
(3.7)
Then it holds that
ǫ
γ
4 (‖uǫ‖L∞ + ‖hǫ‖L∞) + ǫ
γ
4+
1
2 (‖vǫ‖L∞ + ‖gǫ‖L∞)
≤Cγ,L
[
‖∇ǫuǫ‖L2 + ‖∇ǫhǫ‖L2 + ‖∇ǫvǫ‖L2 + ‖∇ǫgǫ‖L2
+ (‖F1‖L2 + ‖F3‖L2) +
√
ǫ(‖F2‖L2 + ‖F4‖L2)
]
.
(3.8)
Proof. Note that each of uǫ, vǫ satisfies a Stokes equation, then the estimates for
the uǫ, vǫ can be obtained by modifying the proof in [9]. For the estimates of hǫ, gǫ,
they obey the Possion equations, therefore the desired estimates can be obtained
by the standard arguments for the elliptic system [6]. 
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3.2. Proof of the Theorem 1.1. With the above preparation, it is ready to prove
the Theorem 1.1.
Proof of the Theorem 1.1. Consider the nonlinear scaled viscous MHD system (1.6),
and suppose the solutions to the viscous MHD can be decomposed as
(U ǫ, V ǫ, Hǫ, Gǫ, P ǫ) =(uapp, vapp, happ, gapp, papp)(x, y)
+ ǫ
1
2+γ(uǫ, vǫ, hǫ, gǫ, pǫ)(x, y),
(3.9)
where the approximate solutions are constructed as in the previous section. Recall
that 

us(x, y) =u
0
e(
√
ǫy) + u0p(x, y) +
√
ǫu1e(x,
√
ǫy),
vs(x, y) =v
0
p(x, y) + v
1
e(x,
√
ǫy),
hs(x, y) =h
0
e(
√
ǫy) + h0p(x, y) +
√
ǫh1e(x,
√
ǫy),
gs(x, y) =g
0
p(x, y) + g
1
e(x,
√
ǫy),
(3.10)
then the remainder terms of (uǫ, vǫ, hǫ, gǫ, pǫ) satisfy

us∂xu
ǫ + uǫ∂xus + vs∂yu
ǫ + vǫ∂yus + ∂xp
ǫ − ν∆ǫuǫ
− (hs∂xhǫ + hǫ∂xhs + gs∂yhǫ + gǫ∂yhs) = R1(uǫ, vǫ, hǫ, gǫ),
us∂xv
ǫ + uǫ∂xvs + vs∂yv
ǫ + vǫ∂yvs +
∂yp
ǫ
ǫ
− ν∆ǫvǫ
− (hs∂xgǫ + hǫ∂xgs + gs∂ygǫ + gǫ∂ygs) = R2(uǫ, vǫ, hǫ, gǫ),
us∂xh
ǫ + uǫ∂xhs + vs∂yh
ǫ + vǫ∂yhs − κ∆ǫhǫ
− (hs∂xuǫ + hǫ∂xus + gs∂yuǫ + gǫ∂yus) = R3(uǫ, vǫ, hǫ, gǫ),
us∂xg
ǫ + uǫ∂xgs + vs∂yg
ǫ + vǫ∂ygs − κ∆ǫgǫ
− (hs∂xvǫ + hǫ∂xvs + gs∂yvǫ + gǫ∂yvs) = R4(uǫ, vǫ, hǫ, gǫ),
∂xu
ǫ+∂yv
ǫ = ∂xh
ǫ + ∂yg
ǫ = 0,
(3.11)
in which the source terms Ri (i = 1, 2, 3, 4) are given by

R1 : = ǫ
− 12−γR1app −
√
ǫ
[
(u1p + ǫ
γuǫ)∂xu
ǫ + uǫ∂xu
1
p + (v
1
p + ǫ
γvǫ)∂yu
ǫ
+ vǫ∂yu
1
p − (h1p + ǫγhǫ)∂xhǫ − hǫ∂xh1p − (g1p + ǫγgǫ)∂yhǫ − gǫ∂yh1p
]
,
R2 : = ǫ
− 12−γR2app −
√
ǫ
[
(u1p + ǫ
γuǫ)∂xv
ǫ + uǫ∂xv
1
p + (v
1
p + ǫ
γvǫ)∂yv
ǫ
+ vǫ∂yv
1
p − (h1p + ǫγhǫ)∂xgǫ − hǫ∂xg1p − (g1p + ǫγgǫ)∂ygǫ − gǫ∂yg1p
]
,
R3 : = ǫ
− 12−γR3app −
√
ǫ
[
(u1p + ǫ
γuǫ)∂xh
ǫ + uǫ∂xh
1
p + (v
1
p + ǫ
γvǫ)∂yh
ǫ
+ vǫ∂yh
1
p − (h1p + ǫγhǫ)∂xuǫ − hǫ∂xu1p − (g1p + ǫγgǫ)∂yuǫ − gǫ∂yu1p
]
,
R4 : = ǫ
− 12−γR4app −
√
ǫ
[
(u1p + ǫ
γuǫ)∂xg
ǫ + uǫ∂xg
1
p + (v
1
p + ǫ
γvǫ)∂yg
ǫ
+ vǫ∂yg
1
p − (h1p + ǫγhǫ)∂xvǫ − hǫ∂xv1p − (g1p + ǫγgǫ)∂yvǫ − gǫ∂yv1p
]
,
(3.12)
here Riapp (i = 1, 2, 3, 4) are the error terms caused by approximation solutions,
which are estimated in Proposition 2.3.
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To perform the standard contraction mapping argument, we define the function
space S with the norm
‖(uǫ, vǫ, hǫ,gǫ)‖S
:=‖∇ǫuǫ‖L2 + ‖∇ǫvǫ‖L2 + ‖∇ǫhǫ‖L2 + ‖∇ǫgǫ‖L2
+ ǫ
γ
2 ‖uǫ‖L∞ + ǫ
γ
2+
1
2 ‖vǫ‖L∞ + ǫ
γ
2 ‖hǫ‖L∞ + ǫ
γ
2+
1
2 ‖gǫ‖L∞ .
(3.13)
For each (uǫ, vǫ, h
ǫ
, gǫ) ∈ S, we will solve the following linear problem for
(uǫ, vǫ, hǫ, gǫ):

us∂xu
ǫ + uǫ∂xus + vs∂yu
ǫ + vǫ∂yus + ∂xp
ǫ − ν∆ǫuǫ
− (hs∂xhǫ + hǫ∂xhs + gs∂yhǫ + gǫ∂yhs) = R1(uǫ, vǫ, hǫ, gǫ),
us∂xv
ǫ + uǫ∂xvs + vs∂yv
ǫ + vǫ∂yvs +
∂yp
ǫ
ǫ
− ν∆ǫvǫ
− (hs∂xgǫ + hǫ∂xgs + gs∂ygǫ + gǫ∂ygs) = R2(uǫ, vǫ, hǫ, gǫ),
us∂xh
ǫ + uǫ∂xhs + vs∂yh
ǫ + vǫ∂yhs − κ∆ǫhǫ
− (hs∂xuǫ + hǫ∂xus + gs∂yuǫ + gǫ∂yus) = R3(uǫ, vǫ, hǫ, gǫ),
us∂xg
ǫ + uǫ∂xgs + vs∂yg
ǫ + vǫ∂ygs − κ∆ǫgǫ
− (hs∂xvǫ + hǫ∂xvs + gs∂yvǫ + gǫ∂yvs) = R4(uǫ, vǫ, hǫ, gǫ),
∂xu
ǫ+∂yv
ǫ = ∂xh
ǫ + ∂yg
ǫ = 0.
(3.14)
Applying the Proposition 3.1 to the linear system (3.14), one gets that
‖∇ǫuǫ‖L2 + ‖∇ǫvǫ‖L2 + ‖∇ǫhǫ‖L2 + ‖∇ǫgǫ‖L2
.‖R1(uǫ, vǫ, hǫ, gǫ)‖L2 + ‖R3(uǫ, vǫ, hǫ, gǫ)‖L2
+
√
ǫ(‖R2(uǫ, vǫ, hǫ, gǫ)‖L2 + ‖R4(uǫ, vǫ, hǫ, gǫ)‖L2).
(3.15)
It remains to estimate every remainder Ri (i = 1, 2, 3, 4).
First, from the Proposition 2.3, it is direct to derive that
ǫ−γ−
1
2
[
‖R1app‖L2 + ‖R3app‖L2 +
√
ǫ(‖R2app‖L2 + ‖R4app‖L2)
]
≤ C(L)ǫ−γ−ζ+ 14 ,
where ζ > 0 is an arbitrary small constant. In what follows, we take any γ < 14
and ζ such that γ + ζ < 14 .
For R1, we have √
ǫ‖(u1p + ǫγuǫ)∂xuǫ‖L2
≤√ǫ(‖u1p‖L∞ + ǫγ‖uǫ‖L∞)‖∂xuǫ‖L2
≤ǫ 12−ζC(u1p) + ǫ
γ
2 ‖(uǫ, vǫ, hǫ, gǫ)‖2S
and
√
ǫ‖(v1p + ǫγvǫ)∂yuǫ‖L2
≤√ǫ(‖v1p‖L∞ + ǫγ‖vǫ‖L∞)‖∂yuǫ‖L2
≤ǫ 12−ζC(v1p) + ǫ
γ
2 ‖(uǫ, vǫ, hǫ, gǫ)‖2S .
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Similarly,
‖(h1p + ǫγh
ǫ
)∂xh
ǫ‖L2
≤√ǫ(‖h1p‖L∞ + ǫγ‖h
ǫ‖L∞)‖∂xhǫ‖L2
≤
(
ǫ
1
2−ζC(h1p) + ǫ
γ
2 ‖(uǫ, vǫ, hǫ, gǫ)‖S
)
‖(uǫ, vǫ, hǫ, gǫ)‖S
and
√
ǫ‖(g1p + ǫγgǫ)∂yh
ǫ‖L2
≤√ǫ(‖g1p‖L∞ + ǫγ‖gǫ‖L∞)‖∂yh
ǫ‖L2
≤
(
ǫ
1
2−ζC(g1p) + ǫ
γ
2 ‖(uǫ, vǫ, hǫ, gǫ)‖S
)
‖(uǫ, vǫ, hǫ, gǫ)‖S .
Also, notice that |(uǫ, vǫ, hǫ, gǫ)| ≤ √y‖∂y(uǫ, vǫ, hǫ, gǫ)‖L2(0,∞) and the weighted
H1 bounds on u1p and h
1
p in (2.74)-(2.76), we deduce that√
ǫ‖uǫ∂xu1p + vǫ∂yu1p‖L2
≤ √ǫ sup
x
(‖〈y〉n∂xu1p‖L2(0,∞) + ‖〈y〉n∂yu1p‖L2(0,∞)) ‖∂y(uǫ, vǫ)‖L2
≤ C(u1p)ǫ
1
2−ζ‖(uǫ, vǫ, hǫ, gǫ)‖S
and √
ǫ‖hǫ∂xh1p + gǫ∂yh1p‖L2
≤ √ǫ sup
x
(‖〈y〉n∂xh1p‖L2(0,∞) + ‖〈y〉n∂yh1p‖L2(0,∞)) ‖∂y(hǫ, gǫ)‖L2
≤ C(h1p)ǫ
1
2−ζ‖(hǫ, vǫ, hǫ, gǫ)‖S .
For R2, we get that√
ǫ‖(u1p + ǫγuǫ)∂xvǫ‖L2
≤√ǫ(‖u1p‖L∞ + ǫγ‖uǫ‖L∞)‖∂xvǫ‖L2
≤
(
ǫ
1
2−ζC(u1p) + ǫ
γ
2 ‖(uǫ, vǫ, hǫ, gǫ)‖S
)
‖(uǫ, vǫ, hǫ, gǫ)‖S ,
and
√
ǫ‖(v1p + ǫγvǫ)∂yvǫ‖L2
≤√ǫ(‖v1p‖L∞ + ǫγ‖vǫ‖L∞)‖∂yvǫ‖L2
≤
(
ǫ
1
2−ζC(v1p) + ǫ
γ
2 ‖(uǫ, vǫ, hǫ, gǫ)‖S
)
‖(uǫ, vǫ, hǫ, gǫ)‖S .
Similarly,
‖(h1p + ǫγh
ǫ
)∂xg
ǫ‖L2
≤√ǫ(‖h1p‖L∞ + ǫγ‖h
ǫ‖L∞)‖∂xgǫ‖L2
≤
(
ǫ
1
2−ζC(h1p) + ǫ
γ
2 ‖(uǫ, vǫ, hǫ, gǫ)‖S
)
‖(uǫ, vǫ, hǫ, gǫ)‖S ,
and √
ǫ‖(g1p + ǫγgǫ)∂ygǫ‖L2
≤√ǫ(‖g1p‖L∞ + ǫγ‖gǫ‖L∞)‖∂ygǫ‖L2
≤
(
ǫ
1
2−ζC(g1p) + ǫ
γ
2 ‖(uǫ, vǫ, hǫ, gǫ)‖S
)
‖(uǫ, vǫ, hǫ, gǫ)‖S .
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For the other terms in R2, we have
√
ǫ‖uǫ∂xv1p + vǫ∂yv1p‖L2
≤ √ǫ
(
‖uǫ‖L∞‖∂xv1p‖L2 + sup
x
‖〈y〉n∂yv1p‖L2(0,∞)‖∂yvǫ‖L2
)
≤ C(v1p)ǫ
1
4−γ2−ζ‖(uǫ, vǫ, hǫ, gǫ)‖S
and √
ǫ‖hǫ∂xg1p + gǫ∂yg1p‖L2
≤ √ǫ
(
‖hǫ‖L∞‖∂xg1p‖L2 + sup
x
‖〈y〉n∂yg1p‖L2(0,∞)‖∂ygǫ‖L2
)
≤ C(v1p)ǫ
1
4− γ2−ζ‖(uǫ, vǫ, hǫ, gǫ)‖S .
Therefore, we conclude that
‖R1(uǫ, vǫ, hǫ, gǫ)‖L2 +
√
ǫ‖R2(uǫ, vǫ, hǫ, gǫ)‖L2
≤C(us, vs, hs, gs)ǫ−γ−ζ+ 14
+ C(u1p, v
1
p, h
1
p, g
1
p)ǫ
1
2+
γ
2
(
‖(uǫ, vǫ, hǫ, gǫ)‖S + ‖(uǫ, vǫ, hǫ, gǫ)‖2S
)
.
(3.16)
Similar arguments yield that
‖R3(uǫ, vǫ, hǫ, gǫ)‖L2 +
√
ǫ‖R4(uǫ, vǫ, hǫ, gǫ)‖L2
≤C(us, vs, hs, gs)ǫ−γ−ζ+ 14
+ C(u1p, v
1
p, h
1
p, g
1
p)ǫ
1
2+
γ
2
(
‖(uǫ, vǫ, hǫ, gǫ)‖S + ‖(uǫ, vǫ, hǫ, gǫ)‖2S
)
.
(3.17)
It remains to estimate the L∞ norm. By the Lemma 3.3, we take

F1 :=− (us∂xuǫ + uǫ∂xus + vs∂yuǫ + vǫ∂yus)
+ (hs∂xh
ǫ + hǫ∂xhs + gs∂yh
ǫ + gǫ∂yhs) +R1,
F2 :=− (us∂xvǫ + uǫ∂xvs + vs∂yvǫ + vǫ∂yvs)
+ (hs∂xg
ǫ + hǫ∂xgs + gs∂yg
ǫ + gǫ∂ygs) +R2,
F3 :=− (us∂xhǫ + uǫ∂xhs + vs∂yhǫ + vǫ∂yhs)
+ (hs∂xu
ǫ + hǫ∂xus + gs∂yu
ǫ + gǫ∂yus) +R3,
F4 :=− (us∂xgǫ + uǫ∂xgs + vs∂ygǫ + vǫ∂ygs)
+ (hs∂xv
ǫ + hǫ∂xvs + gs∂yv
ǫ + gǫ∂yvs) +R4,
then we have
ǫ
γ
2 (‖uǫ‖L∞ + ‖hǫ‖L∞) + ǫ
γ
2+
1
2 (‖vǫ‖L∞ + ‖gǫ‖L∞)
.ǫ
γ
4
(
‖∇ǫuǫ‖L2 + ‖∇ǫvǫ‖L2 + ‖∇ǫhǫ‖L2 + ‖∇ǫgǫ‖L2
)
+ ǫ
γ
4
(
‖F1‖L2 + ‖F3‖L2
)
+ ǫ
γ
4+
1
2
(
‖F2‖L2 + ‖F4‖L2
)
.
(3.18)
Note that the estimates for ∇ǫ(uǫ, vǫ, hǫ, gǫ) and Ri (i = 1, 2, 3, 4) have been done,
and it remains to estimate the other terms involving us, vs, hs, gs in Fi (i = 1, 2, 3, 4).
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For these terms, we have
ǫ
γ
4 ‖us∂xuǫ + vs∂yuǫ‖L2 ≤ǫ
γ
4−ζC(L, us, vs)(‖∂xuǫ‖L2 + ‖∂yuǫ‖L2)
≤ǫ γ4−ζC(L, us, vs)‖(uǫ, vǫ, hǫ, gǫ)‖S ,
ǫ
γ
4 ‖uǫ∂xus + vǫ∂yus‖L2 ≤ǫ
γ
4
(
‖∂yuǫ‖L2 sup
x
‖√y∂xus‖L2(0,∞)
+ ‖∂yvǫ‖L2 sup
x
‖√y∂yus‖L2(0,∞)
)
≤Cǫ γ4−ζ‖(uǫ, vǫ, hǫ, gǫ)‖S ,
ǫ
γ
4 ‖hs∂xhǫ + gs∂yhǫ‖L2 ≤ǫ
γ
4−ζC(L, hs, gs)(‖∂xhǫ‖L2 + ‖∂yhǫ‖L2)
≤ǫ γ4−ζC(L, hs, gs)‖(uǫ, vǫ, hǫ, gǫ)‖S ,
and
ǫ
γ
4 ‖hǫ∂xhs + gǫ∂yhs‖L2 ≤ǫ
γ
4
(
‖∂yhǫ‖L2 sup
x
‖√y∂xhs‖L2(0,∞)
+ ‖∂ygǫ‖L2 sup
x
‖√y∂yhs‖L2(0,∞)
)
≤Cǫ γ4−ζ‖(uǫ, vǫ, hǫ, gǫ)‖S .
Similarly, one has
ǫ
γ
4+
1
2 ‖us∂xvǫ + vs∂yvǫ‖L2 ≤ǫ
γ
4+
1
2−ζC(L, us, vs)(‖∂xvǫ‖L2 + ‖∂yvǫ‖L2)
≤ǫ γ4C(L, us, vs)‖(uǫ, vǫ, hǫ, gǫ)‖S ,
ǫ
γ
4+
1
2 ‖uǫ∂xvs + vǫ∂yvs‖L2 ≤ǫ
γ
4+
1
2
(
‖∂yuǫ‖L2 sup
x
‖√y∂xvs‖L2(0,∞)
+ ‖∂yvǫ‖L2 sup
x
‖√y∂yvs‖L2(0,∞)
)
≤Cǫ γ4−ζ‖(uǫ, vǫ, hǫ, gǫ)‖S ,
ǫ
γ
4+
1
2 ‖hs∂xgǫ + gs∂ygǫ‖L2 ≤ǫ
γ
4+
1
2C(L, hs, gs)(‖∂xgǫ‖L2 + ‖∂ygǫ‖L2)
≤ǫ γ4−ζC(L, hs, gs)‖(uǫ, vǫ, hǫ, gǫ)‖S ,
and
ǫ
γ
4+
1
2 ‖hǫ∂xgs + gǫ∂ygs‖L2 ≤ǫ
γ
4+
1
2
(
‖∂yhǫ‖L2 sup
x
‖√y∂xgs‖L2(0,∞)
+ ‖∂ygǫ‖L2 sup
x
‖√y∂ygs‖L2(0,∞)
)
≤Cǫ γ4−ζ‖(uǫ, vǫ, hǫ, gǫ)‖S .
Moreover, similar arguments can be applied to estimate the terms in F3, F4. Con-
sequently, we conclude that
ǫ
γ
2 (‖uǫ‖L∞ + ‖hǫ‖L∞) + ǫ
γ
2+
1
2 (‖vǫ‖L∞ + ‖gǫ‖L∞)
≤C(us, vs, hs, gs)ǫ−
3γ
4 +
1
4−ζ + C(L, us, vs, hs, gs)ǫ
γ
4−ζ‖(uǫ, vǫ, hǫ, gǫ)‖S
+ C(us, vs, hs, gs)ǫ
− γ4+ 12−ζ
(
‖(uǫ, vǫ, hǫ, gǫ)‖S + ‖(uǫ, vǫ, hǫ, gǫ)‖2S
)
.
(3.19)
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Taking γ + ζ ≤ 14 and ζ < γ4 , we have
‖(uǫ, vǫ, hǫ, gǫ)‖S . 1 + ǫ
γ
4−ζ‖(uǫ, vǫ, hǫ, gǫ)‖S + ǫ 38 ‖(uǫ, vǫ, hǫ, gǫ)‖2S . (3.20)
This estimate shows that the operator (uǫ, vǫ, h
ǫ
, gǫ) 7→ (uǫ, vǫ, hǫ, gǫ) via solving
the problem (3.14) maps the closed ball B = {‖(uǫ, vǫ, hǫ, gǫ)‖S ≤ 4C(us, vs, hs, gs) =:
K} in S into itself for small enough ǫ. Furthermore, we have
‖(uǫ1 − uǫ2, vǫ1 − vǫ2, hǫ1 − hǫ2, gǫ1 − gǫ2)‖S
≤ 2KC(L, us, vs, hs, gs)ǫ
γ
4−ζ‖(uǫ1 − uǫ2, vǫ1 − vǫ2, h
ǫ
1 − h
ǫ
2, g
ǫ
1 − gǫ2)‖S .
(3.21)
Then the existence of the solutions to (3.14) follows via the standard contraction
mapping theorem for small enough ǫ. This completes the proof. 
Appendix A. Well-posedness of solutions to the MHD boundary
layer system (2.9)
To prove the Proposition 2.1, we shall focus on a priori estimates of solutions
to the system of equations (2.9) in Sobolev spaces. Below, we derive the weighted
estimates for Dαu and Dαh, |α| ≤ m.
Proposition A.1. Let m ≥ 5 be an integer and l ∈ R with l ≥ 0, and suppose that
(u0e, h
0
e) satisfy the hypotheses in Proposition 2.1. Assume that
ue + u
0
p(0, y) > he + h
0
p(0, y) ≥ ϑ0 > 0 (A.1)
uniform in y for some ϑ0 > 0, also if
|〈y〉l+1∂y(ue + u0p, he + h0p)(0, y)| ≤
1
2
σ0,
|〈y〉l+1∂2y(ue + u0p, he + h0p)(0, y)| ≤
1
2
ϑ−10 ,
(A.2)
uniform in y, here σ0 > 0 is a suitably small constant. Then there exists a small
L > 0, such that the problem (2.9) admits a classical solution (u, v, h, g) in [0, L]×
[0,+∞), which satisfies
(u, h) ∈ L∞(0, L;Hml (0,∞)), ∂y(u, h) ∈ L2(0, L;Hml (0,∞)),
and the following estimates hold for small L > 0,
(i) sup
x∈[0,L]
‖(u, h)‖Hm
l
≤ Cϑ−40
(
P (C(ue, ub, he) + ‖(u0, h0)‖Hm
l
) + Cx
)1/2
·
{
1− Cϑ−240
(
P (C(ue, ub, he) + ‖(u0, h0)‖Hm
l
) + Cx
)2
x
}−1/4
,
(A.3)
(ii) ‖〈y〉l+1∂iy(u, h)‖L∞ ≤ ‖〈y〉l+1∂iy(u0, h0)‖L∞
+ Cxϑ−40
(
P (C(ue, ub, he) + ‖(u0, h0)‖Hm
l
) + Cx
)1/2
·
{
1− Cϑ−240
(
P (C(ue, ub, he) + ‖(u0, h0)‖Hm
l
) + Cx
)2
x
}−1/4
, i = 1, 2,
(A.4)
(iii) h(x, y) ≥ h0 − Cxϑ−40
(
P (C(ue, ub, he) + ‖(u0, h0)‖Hm
l
) + Cx
)1/2
·
{
1− Cϑ−240
(
P (C(ue, ub, he) + ‖(u0, h0)‖Hm
l
) + Cx
)2
x
}−1/4
,
(A.5)
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and
(iv) u− h ≥(u0 − h0)
− Cxϑ−40
(
P (C(ue, ub, he) + ‖(u0, h0)‖Hm
l
) + Cx
)1/2
·
{
1− Cϑ−240
(
P (C(ue, ub, he) + ‖(u0, h0)‖Hm
l
) + Cx
)2
x
}−1/4
.
(A.6)
Moreover, for (x, y) ∈ [0, L]× [0,∞), it holds that
(v) h(x, y) + heφ(y) ≥ ϑ0
2
> 0,
u(x, y) + ueφ(y) + ub(1− φ(y)) > h(x, y) + heφ(y),
‖〈y〉l+1∂y(u, h)‖L∞ ≤ σ0,
‖〈y〉l+1∂2y(u, h)‖L∞ ≤ ϑ−10 .
(A.7)
In what follows, we will establish the a priori estimates in Proposition A.1 by
two steps. It is noted that all of the energy estimates will be derived based on the
a priori assumptions (A.7). And the a priori assumptions (A.7) can be verified by
the energy estimates established and the fact that L is suitably small.
Step 1: Estimates for Dα(u, h), |α| ≤ m,Dα = ∂βx∂ky , β ≤ m− 1.
Lemma A.1 (Weighted estimates for Dα(u, h) with |α| ≤ m,β ≤ m − 1). Let
m ≥ 5 be an integer and l ∈ R with l ≥ 0, and suppose that (u0e, h0e) satisfy the
hypotheses in Proposition 2.1. Assume that (u, v, h, g) is a classical solution to the
problem (2.9) in [0, L] and satisfies
(u, h) ∈ L∞(0, L;Hml (0,∞)), ∂y(u, h) ∈ L2(0, L;Hml (0,∞)).
Then, there exists a constant C > 0, depending on m, l, φ, such that for any small
0 < δ1 < 1, it holds that
∑
α∈{α=(β,k):|α|≤m,β≤m−1}
(
s(x) + ν
∫ x
0
‖∂yDαu‖2L2
l
+ κ
∫ x
0
‖∂yDαh‖2L2
l
)
≤Cδ1
∫ x
0
‖∂y(u, h)‖2Hm0 + Cδ
−1
1
∫ x
0
E2u,h
(
1 + E2u,h
)
+
∫ x
0
C(ub, ue, he) + s(0),
(A.8)
where
s(x) = ‖(u+ ueφ(y) + ub(1− φ(y))) 12 〈y〉l+kDα(u, h)‖2L2y
and
E2u,h =
∑
|α|≤m
‖(u+ ueφ(y) + ub(1 − φ(y))) 12 〈y〉l+kDα(u, h)‖2L2y .
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Proof. Applying the operator Dα, α = (β, k) with β ≤ m− 1 on the equations in
(2.9), then we have


[(
u+ ueφ(y) + ub(1− φ(y))
)
∂x + v∂y
]
Dαu− [(h+ heφ(y))∂x + g∂y]Dαh
−ν∂2yDαu = −[Dα,
(
u+ ueφ(y) + ub(1− φ(y))
)
∂x + v∂y ]u+D
α(gheφ
′(y))
+[Dα, (h+ heφ(y))∂x + g∂y]h−Dα(v(ue − ub)φ′(y)) +Dαr1,[(
u+ ueφ(y) + ub(1− φ(y))
)
∂x + v∂y
]
Dαh− [(h+ heφ(y))∂x + g∂y]Dαu
−κ∂2yDαh = −[Dα,
(
u+ ueφ(y) + ub(1 − φ(y))
)
∂x + v∂y]h
+Dα(g(ue − ub)φ′(y)) + [Dα, (h+ heφ(y))∂x + g∂y]u
−Dα(vheφ′(y)) +Dαr2.
(A.9)
Multiplying the first and second equations in (A.9) by 〈y〉2(l+k)Dαu, 〈y〉2(l+k)Dαh,
respectively, integrating them over [0,∞) with respect to the variable y, and adding
them together, we obtain that
1
2
d
dx
‖(u+ ueφ(y) + ub(1− φ(y))) 12 〈y〉l+kDα(u, h)‖2L2y(0,∞)
=
∫ ∞
0
(
Dαr1 · 〈y〉2(l+k)Dαu+Dαr2 · 〈y〉2(l+k)Dαh
)
dy
+ ν
∫ ∞
0
∂2yD
αu · 〈y〉2(l+k)Dαudy + κ
∫ ∞
0
∂2yD
αh · 〈y〉2(l+k)Dαhdy
+
∫ ∞
0
y〈y〉2(l+k)−2v (|Dαu|2 + |Dαh|2) dy
−
∫ ∞
0
(
I1 · 〈y〉2(l+k)Dαu+ I2 · 〈y〉2(l+k)Dαh
)
dy,
(A.10)
where

I1 =[D
α,
(
u+ ueφ(y) + ub(1− φ(y))
)
∂x + v∂y]u
− [(h+ heφ(y))∂x + g∂y]Dαh− [Dα, (h+ heφ(y))∂x + g∂y]h
+Dα(v(ue − ub)φ′ − gheφ′),
I2 =[D
α,
(
u+ ueφ(y) + ub(1− φ(y))
)
∂x + v∂y]h
− [(h+ heφ(y))∂x + g∂y]Dαu− [Dα, (h+ heφ(y))∂x + g∂y]u
+Dα(vheφ
′ − g(ue − ub)φ′).
(A.11)
First, based on the following a priori assumption,
u+ ueφ(y) + ub(1− φ(y)) ≥ c˜ > 0 (A.12)
for some c˜ > 0, we have∫ ∞
0
(
Dαr1 · 〈y〉2(l+k)Dαu+Dαr2 · 〈y〉2(l+k)Dαh
)
dy
≤1
2
‖(u+ ueφ(y) + ub(1− φ(y))) 12 〈y〉l+kDα(u, h)‖2L2y
+
1
2
C(ϑ0, c˜)‖〈y〉l+kDα(r1, r2)‖2L2y .
(A.13)
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Next, we will estimate the other terms in (A.10). Since the term ν
∫∞
0
∂2yD
αu ·
〈y〉2(l+k)Dαudy and the term κ ∫∞0 ∂2yDαh · 〈y〉2(l+k)Dαhdy can be estimated sim-
ilarly, we only handle the first one.
ν
∫ ∞
0
∂2yD
αu · 〈y〉2(l+k)Dαudy
=− ν‖〈y〉l+k∂yDαu‖2L2y
+ ν(∂yD
αu ·Dαu)|y=0 + 2ν(l + k)
∫ ∞
0
〈y〉2(l+k)−2y∂yDαu ·Dαudy.
(A.14)
The last term in (A.14) can be estimated as
2ν(l + k)
∫ ∞
0
〈y〉2(l+k)−2y∂yDαu ·Dαudy
≤ ν
14
‖〈y〉l+k∂yDαu‖2L2y + 14ν(l + k)
2‖〈y〉l+kDαu‖2L2y ,
(A.15)
it suffices to control the boundary integral term, and it will be treated by the
following two cases.
Case 1: |α| ≤ m− 1.
In this case, it is easy to deduce that for any small 0 < δ1 < 1,
ν(∂yD
αu ·Dαu)|y=0 ≤ν‖∂2yDαu‖L2y‖Dαu‖L2y + ν‖∂yDαu‖2L2y
≤δ1‖∂2yDαu‖2L2y + ν‖∂yD
αu‖2L2y
+
ν2
4δ1c˜
‖(u+ ueφ(y) + ub(1− φ(y))) 12Dαu‖2L2y
≤δ1‖∂yu‖2Hm0 + Cδ
−1
1 E
2
u,
(A.16)
where
E2u =
∑
|α|≤m
‖(u+ ueφ(y) + ub(1− φ(y))) 12 〈y〉l+kDαu‖2L2y .
Case 2: |α| = β + k = m.
In this case, one has k ≥ 1 from β ≤ m−1. Denote γ = (β, k−1), then|γ| = m−1
and ∂yD
α = Dγ∂2y . Therefore,
ν∂yD
αu = νDγ∂2yu = D
γ
{[
(u + ueφ(y) + ub(1− φ(y)))∂x + v∂y
]
u
− [(h+ heφ(y))∂x + g∂y]h
− gheφ′(y) + v(ue − ub)φ′(y)− r1
}
.
Note that φ ≡ 0 near {y = 0}, then on y = 0, one gets that
ν∂yD
αu|y=0 =Dγ
[(
(u+ ub)∂x + v∂y
)
u− (h∂x + g∂y)h]|y=0
=
[
Dγ ((u+ ub)∂xu− h∂xh) +Dγ (v∂yu− g∂yh)
]
|y=0.
(A.17)
By Leibnitz formula, it is direct to calculate that
Dγ((u + ub)∂xu) =
∑
γ˜≤γ
(
γ
γ˜
)
(Dγ˜(u + ub) ·Dγ−γ˜+(1,0)u),
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then ∣∣(Dγ((u+ ub)∂xu) ·Dαu)|y=0∣∣
≤C
∑
γ˜≤γ
(
‖∂y(Dγ˜(u+ ub) ·Dγ−γ˜+(1,0)u)‖L2y‖Dαu‖L2y
+ ‖Dγ˜(u + ub) ·Dγ−γ˜+(1,0)u‖L2y‖∂yDαu‖L2y
)
.
(A.18)
Note that |γ| = m− 1 ≥ 3, then we have
‖∂y(Dγ˜(u + ub) ·Dγ−γ˜+(1,0)u)‖L2y
≤‖∂yDγ˜(u+ ub) ·Dγ−γ˜+(1,0)u‖L2y + ‖Dγ˜(u+ ub) ·Dγ−γ˜+(1,0)∂yu‖L2y
≤‖∂yu‖Hm−10 ‖∂xu‖Hm−10 + ‖u‖Hm−10 ‖∂xyu‖Hm−10 + |ub|‖∂xyu‖Hm−10
≤C
∑
|α|≤m
‖(u+ ueφ(y) + ub(1− φ(y))) 12 〈y〉l+kDαu‖L2y‖∂yu‖Hm0
+ C
∑
|α|≤m
‖(u+ ueφ(y) + ub(1 − φ(y))) 12 〈y〉l+kDαu‖2L2y
+ |ub|‖∂yu‖Hm0
(A.19)
and
‖Dγ˜(u+ ub) ·Dγ−γ˜+(1,0)u‖L2y
≤ C
∑
|α|≤m
‖(u+ ueφ(y) + ub(1 − φ(y))) 12 〈y〉l+kDαu‖2L2y + |ub|‖u‖Hm0 .
(A.20)
Therefore we get that∣∣∣∣(Dγ((u + ub)∂xu) ·Dαu)|y=0
∣∣∣∣
≤C
∑
γ˜≤γ
{( ∑
|α|≤m
‖(u+ ueφ(y) + ub(1 − φ(y))) 12 〈y〉l+kDαu‖L2y‖∂yu‖Hm0
+
∑
|α|≤m
‖(u+ ueφ(y) + ub(1− φ(y))) 12 〈y〉l+kDαu‖2L2y + |ub|‖∂yu‖Hm0
)
‖Dαu‖L2y
+
∑
|α|≤m
‖(u+ ueφ(y) + ub(1− φ(y))) 12 〈y〉l+kDαu‖2L2y‖∂yD
αu‖L2y
}
≤δ1
3
‖∂yu‖2Hm0 +
ν
14
‖∂yDαu‖2L2y + Cδ
−1
1 E
4
u + CE
2
u + C(ub),
(A.21)
where
E2u =
∑
|α|≤m
‖(u+ ueφ(y) + ub(1− φ(y))) 12 〈y〉l+kDαu‖2L2y .
Similarly, we have∣∣∣∣(Dγ(h∂xh) ·Dαu)|y=0
∣∣∣∣
≤δ1
3
‖∂y(u, h)‖2Hm0 +
ν
14
‖∂yDαu‖2L2y + Cδ
−1
1 E
4
u,h + CE
2
u,h,
(A.22)
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where
E2u,h =
∑
|α|≤m
‖(u+ ueφ(y) + ub(1 − φ(y))) 12 〈y〉l+kDα(u, h)‖2L2y .
Now we turn to control the term∣∣∣∣(Dγ(v∂yu) ·Dαu)|y=0
∣∣∣∣.
Note that Dγ = ∂βx∂
k−1
y and v|y=0 = 0, then we have
Dγ(v∂yu) =∂
β
x
(
v∂kyu+
k−1∑
i=1
(
k − 1
i
)
∂iyv · ∂k−iy u
)
=−
∑
β˜≤β,0≤j≤k−2
(
k − 1
j + 1
)(
β
β˜
)(
∂β˜+1x ∂
j
yu · ∂β−β˜x ∂k−j−1y u
)
,
(A.23)
where we have denoted
(
j
i
)
= 0 for i > j. When k = 1 the right hand side will
disappear, we only need to consider the case k ≥ 2. By the formula (A.23), we have∣∣∣∣ (Dγ(v∂yu) ·Dαu) |y=0
∣∣∣∣
≤C
∑
β˜≤β,0≤j≤k−2
(
‖∂y(∂β˜+1x ∂jyu · ∂β−β˜x ∂k−j−1y u)‖L2y‖Dαu‖L2y
+ ‖∂β˜+1x ∂jyu · ∂β−β˜x ∂k−j−1y u‖L2y‖∂yDαu‖L2y
)
.
(A.24)
Since 0 ≤ j ≤ k − 2, we have
‖∂y(∂β˜+1x ∂jyu · ∂β−β˜x ∂k−j−1y u)‖L2y
≤‖∂β˜+1x ∂j+1y u · ∂β−β˜x ∂k−j−1y u‖L2y + ‖∂β˜+1x ∂jyu · ∂β−β˜x ∂k−jy u‖L2y
≤C‖∂yu‖2Hm−1
l
+ C‖∂xu‖Hm−1
l
‖∂yu‖Hm−1
l
≤C‖(u+ ueφ(y) + ub(1− φ(y))) 12 〈y〉l+kDαu‖2L2y
(A.25)
and
‖∂β˜+1x ∂jyu · ∂β−β˜x ∂k−j−1y u‖L2y
≤ C‖(u+ ueφ(y) + ub(1− φ(y))) 12 〈y〉l+kDαu‖2L2y ,
(A.26)
provided that β + k = |α| = m. Therefore, we get that∣∣∣∣ (Dγ(v∂yu) ·Dαu) |y=0
∣∣∣∣
≤C
∑
β˜≤β,0≤j≤k−2
(
E2u‖Dαu‖L2y + E2u‖∂yDαu‖L2y
)
≤ ν
14
‖∂yDαu‖2L2y + CE
4
u + CE
2
u,
(A.27)
where Eu is defined as before.
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Applying the similar arguments to yield that∣∣∣∣ (Dγ(g∂yh) ·Dαu) |y=0
∣∣∣∣ ≤ ν14‖∂yDαu‖2L2y + CE4u,h + CE2u,h. (A.28)
Consequently, for |α| = β + k ≤ m with β ≤ m− 1, we obtain∣∣∣∣ (ν∂yDαu ·Dαu) |y=0
∣∣∣∣ ≤δ1‖∂y(u, h)‖2Hm0 + 3ν7 ‖∂yDαu‖2L2y
+ Cδ−11 E
2
u,h(1 + E
2
u,h) + C(ub).
(A.29)
Putting the above estimates into (A.14), we arrive at
ν
∫ ∞
0
∂2yD
αu · 〈y〉2(l+k)Dαudy ≤ −ν
2
‖〈y〉l+k∂yDαu‖2L2y
+ δ1‖∂y(u, h)‖2Hm0 + Cδ
−1
1 E
2
u,h(1 + E
2
u,h) + C(ub).
(A.30)
By similar arguments, one achieves that
κ
∫ ∞
0
∂2yD
αh · 〈y〉2(l+k)Dαhdy
≤− κ
2
‖〈y〉l+k∂yDαh‖2L2y + δ1‖∂y(u, h)‖
2
Hm0
+ Cδ−11 E
2
u,h(1 + E
2
u,h).
(A.31)
It remains to control the following terms
−
∫ ∞
0
(I1 · 〈y〉l+kDαu+ I2 · 〈y〉l+kDαh)dy
and ∫ ∞
0
(l + k)y〈y〉2(l+k)−2 · v (|Dαu|2 + |Dαh|2) dy.
First of all, it is easy to see that
∫ ∞
0
(l + k)y〈y〉2(l+k)−2 · v (|Dαu|2 + |Dαh|2) dy
≤C
∥∥∥∥ v〈y〉
∥∥∥∥
L∞y
‖(u+ ueφ(y) + ub(1− φ(y))) 12 〈y〉l+kDα(u, h)‖2L2y
≤C‖ux‖L∞y ‖(u+ ueφ(y) + ub(1 − φ(y)))
1
2 〈y〉l+kDα(u, h)‖2L2y
≤C‖u‖H30 ‖(u+ ueφ(y) + ub(1− φ(y)))
1
2 〈y〉l+kDα(u, h)‖2L2y .
(A.32)
For I1 and I2, we have
I1 =− [(h+ heφ(y))∂x + g∂y]Dαh
+ [Dα, [(u+ ueφ(y) + ub(1− φ(y)))∂x + v∂y]− [Dα, (h+ heφ)∂x + g∂y]h
+Dα(−gheφ′(y) + v(ue − ub)φ′(y))
=:I11 + I
2
1 + I
3
1 ,
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and
I2 =− [(h+ heφ(y))∂x + g∂y]Dαu
+ [Dα, [(u+ ueφ(y) + ub(1− φ(y)))∂x + v∂y]h− [Dα, (h+ heφ)∂x + g∂y]u
+Dα(−g(ue − ub)φ′(y) + vheφ′(y))
=:I12 + I
2
2 + I
3
2 .
Therefore, we only need to control the following three parts
−
∫ ∞
0
(I1 · 〈y〉2(l+k)Dαu+ I2 · 〈y〉2(l+k)Dαh)dy
= −
3∑
i=1
∫ ∞
0
(Ii1 · 〈y〉2(l+k)Dαu+ Ii2 · 〈y〉2(l+k)Dαh)dy
=: J1 + J2 + J3.
(A.33)
By the definition of φ(y) in (2.6), then we have
‖〈y〉i−1φ(i)(y)‖L∞y , ‖〈y〉λφ(j)(y)‖L∞y ≤ C
for i = 0, 1, j ≥ 2, λ ∈ R.
Estimate of J1.
J1 =
∫ ∞
0
[(h+ heφ(y))∂x + g∂y]D
αh · 〈y〉2(l+k)Dαudy
+
∫ ∞
0
[(h+ heφ(y))∂x + g∂y]D
αu · 〈y〉2(l+k)Dαhdy.
By integrating by parts, we have
J1 =
d
dx
∫ ∞
0
(h+ heφ)D
αh · 〈y〉2(l+k)Dαudy
−
∫ ∞
0
(l + k)gDαh · 〈y〉2(l+k)−22yDαudy.
The second term can be estimated as
−
∫ ∞
0
gDαh · 〈y〉2(l+k)−22yDαudy
≤C
∥∥∥∥ g〈y〉
∥∥∥∥
L∞y
‖(u+ ueφ(y) + ub(1− φ(y))) 12 〈y〉l+kDα(u, h)‖2L2y
≤C‖hx‖L∞y ‖(u+ ueφ(y) + ub(1 − φ(y)))
1
2 〈y〉l+kDα(u, h)‖2L2y
≤C‖h‖H30 ‖(u+ ueφ(y) + ub(1− φ(y)))
1
2 〈y〉l+kDα(u, h)‖2L2y .
Estimate of J2.
It is easy to find that
J2 ≤C‖〈y〉l+kI21‖L2y‖(u+ ueφ(y) + ub(1− φ(y)))
1
2 〈y〉l+kDαu‖L2y
+ C‖〈y〉l+kI22‖L2y‖(u+ ueφ(y) + ub(1− φ(y)))
1
2 〈y〉l+kDαh‖L2y ,
thus it remains to estimate ‖〈y〉l+kI2i ‖L2y (i = 1, 2). Keep this goal in mind, we will
only handle the term ‖〈y〉l+kI21‖L2y , and the term of ‖〈y〉l+kI22‖L2y can be done by
the similar arguments.
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Recall that
I21 =[D
α, u∂x + v∂y]u− [Dα, h∂x + g∂y]h
+ [Dα, (ueφ+ ub(1− φ))∂x]u− [Dα, heφ∂x]h
=:I21,1 + I
2
1,2.
So, we will estimate ‖〈y〉l+kI21,i‖L2y (i = 1, 2) respectively in the subsequent parts.
For I21,1,
I21,1 =
∑
0<α˜≤α
(
α
α˜
){
(Dα˜u∂x +D
α˜v∂y)D
α−α˜u
− (Dα˜h∂x +Dα˜g∂y)Dα−α˜h
}
.
(A.34)
Denote α˜ = (β˜, k˜), the above terms in (A.34) will be classified into two cases.
Case A: k˜ = 0.
In this case, Dα˜ = ∂β˜x , β˜ ≥ 1. Then, we have
‖〈y〉l+kDα˜u ·Dα−α˜∂xu‖L2y = ‖〈y〉l+k∂β˜−1x (∂xu) ·Dα−α˜(∂xu)‖L2y
≤ C‖u‖2Hm
l
. E2u,
provided that m− 1 ≥ 3.
Similar arguments yield that
‖〈y〉(l+k)Dα˜h ·Dα−α˜∂xh‖L2y . E2h,
where
E2h =
∑
|α|≤m
‖(u+ ueφ(y) + ub(1 − φ(y))) 12 〈y〉l+kDαh‖2L2y .
On the other hand, since v = −∂−1y ∂xu, one has
Dα˜v · ∂yDα−α˜u = −∂β˜x∂−1y ∂xu · ∂β−β˜x ∂k+1y u.
Thus, for |α| = β + k ≤ m− 1 with m− 1 ≥ 3, we get
‖〈y〉l+kDα˜v ·Dα−α˜∂yu‖L2y =‖〈y〉l+k∂β˜x∂−1y (∂xu) · ∂β−β˜x ∂ky (∂yu)‖L2y
≤C‖∂xu‖Hm−10 ‖∂yu‖Hm−1l
.E2u.
When |α| = m, it yields that k ≥ 1 since β ≤ m− 1, therefore,
‖〈y〉l+kDα˜v ·Dα−α˜∂yu‖L2y
=‖〈y〉l+k∂β˜−1x ∂−1y (∂2xu) · ∂β−β˜x ∂k−1y (∂2yu)‖L2y
≤C‖∂2xu‖Hm−20 ‖∂
2
yu‖Hm−2
l
.E2u.
provided that m− 2 ≥ 3. Hence, for |α| ≤ m,β ≤ m− 1, we have
‖〈y〉l+kDα˜v ·Dα−α˜∂yu‖L2y . E2u.
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Similarly, one obtains
‖〈y〉l+kDα˜g ·Dα−α˜∂yh‖L2y . E2h.
Consequently, for α˜ = (β˜, k˜) with k˜ = 0, it holds that∥∥〈y〉l+k{(Dα˜u∂x +Dα˜v∂y)Dα−α˜u
− (Dα˜h∂x +Dα˜g∂y)Dα−α˜h}
∥∥
L2y
. E2u,h.
(A.35)
Case B: k˜ ≥ 1.
For this case, we have
(Dα˜u∂x +D
α˜v∂y)(D
α−α˜u)− (Dα˜h∂x +Dα˜g∂y)(Dα−α˜h)
=(Dα˜u∂x −Dα˜−(0,1)(∂xu)∂y)(Dα−α˜u)
− (Dα˜h∂x −Dα˜−(0,1)(∂xh)∂y)(Dα−α˜h).
Then, each term of the right-hand side of the above equality is estimated as follows.
‖Dα˜u∂xDα−α˜u‖L2
l+k
=‖Dα˜−(0,1)∂yu∂xDα−α˜u‖L2
l+1+(k−1)
≤C‖∂yu‖Hm−1
l+1
‖∂xu‖Hm−10
.E2u,
and
‖Dα˜−(0,1)(∂xu)∂yDα−α˜u‖L2
l+k
=‖Dα˜−(0,1)(∂xu)∂yDα−α˜u‖L2
l+1+(k−1)
≤C‖∂yu‖Hm−1
l+1
‖∂xu‖Hm−10
.E2u.
Similarly,
‖(Dα˜h∂x −Dα˜−(0,1)(∂xh)∂y)(Dα−α˜h)‖L2
l+k
. E2h.
Collecting the above estimates leads to
‖〈y〉l+kI21,1‖L2y ≤ CE2u,h. (A.36)
Next, we are in position to estimate the term I21,2. Rewrite the term I
2
1,2 as
follows:
I21,2 =
∑
0<α˜≤α
(
α
α˜
){
Dα˜(ueφ+ ub(1− φ))Dα−α˜(∂xu)−Dα˜(heφ)Dα−α˜(∂xh)
}
.
Therefore, one has
‖〈y〉l+kI21,2‖L2y ≤ C(ue, ub, he)Eu,h. (A.37)
Consequently, from the above estimates, we achieve that
‖〈y〉l+kI21‖L2y ≤ C(C(ue, ub, he) + Eu,h)Eu,h. (A.38)
By similar arguments, we also obtain
‖〈y〉l+kI22‖L2y ≤ C(C(ue, ub, he) + Eu,h)Eu,h. (A.39)
It is noted that the constant C(ue, ub, he) > 0 depends only on the given data
ue, ub, he in the above estimates.
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Finally, one gets that
J2 ≤C(C(ue, ub, he) + Eu,h)Eu,h
· ‖(u+ ueφ(y) + ub(1− φ(y))) 12 〈y〉l+kDα(u, h)‖L2y
≤C(C(ue, ub, he) + Eu,h)E2u,h.
(A.40)
Estimate of J3.
For J3, we have
J3 ≤‖〈y〉l+kI31‖L2y‖〈y〉l+kDαu‖L2y + ‖〈y〉l+kI32‖L2y‖〈y〉l+kDαh‖L2y . (A.41)
It is left to estimate the terms ‖〈y〉l+kI3i ‖L2y (i = 1, 2). And it suffices to give the
weighted estimate on I31 , the estimate on the other term I
3
2 can be derived by the
similar arguments.
Since
Dα(gheφ
′ − v(ue − ub)φ′)
=
∑
α˜≤α
(
heD
α˜gDα−α˜φ′ − (ue − ub)Dα˜vDα−α˜φ′
)
, (A.42)
notice that α = (β, k), |α| ≤ m,β ≤ m− 1, we have
‖〈y〉l+kDα(gheφ′ − v(ue − ub)φ′)‖L2y ≤ CC(ue, ub, he)Eu,h. (A.43)
Furthermore, one gets that
J3 . E
2
u,h. (A.44)
Collecting the above estimates, integrating it with respect to x variable and
summing over |α| ≤ m, we have
∑
α∈{α=(β,k):|α|≤m,β≤m−1}
(
s(x) + ν
∫ x
0
‖∂yDαu‖2L2
l
+ κ
∫ x
0
‖∂yDαh‖2L2
l
)
≤Cδ1
∫ x
0
‖∂y(u, h)‖2Hm0
+ Cδ−11
∫ x
0
E2u,h
(
1 + E2u,h
)
+
∫ x
0
C(ub, ue, he)
+
∫ ∞
0
(h+ heφ(y))〈y〉2(l+k)DαuDαh+ s(0),
(A.45)
where
s(x) = ‖(u+ ueφ(y) + ub(1 − φ(y))) 12 〈y〉l+kDα(u, h)‖2L2y .
Recall that
u(x, y) + ueφ(y) + ub(1− φ(y)) > h(x, y) + heφ(y) > 0,
it follows that ∫ ∞
0
(h+ heφ(y))〈y〉2(l+k)DαuDαh ≤ 1
2
s(x),
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which leads to
∑
α∈{α=(β,k):|α|≤m,β≤m−1}
(
s(x) + ν
∫ x
0
‖∂yDαu‖2L2
l
+ κ
∫ x
0
‖∂yDαh‖2L2
l
)
≤Cδ1
∫ x
0
‖∂y(u, h)‖2Hm0 + Cδ
−1
1
∫ x
0
E2u,h
(
1 + E2u,h
)
+
∫ x
0
C(ub, ue, he) + s(0).
(A.46)
The proof is completed. 
Step 2: Estimate for ∂βx (u, h), β = m.
It is well-known that the essential difficulty to solve the MHD Prandtl boundary
layer equations in finite regularity function spaces is to deal with the terms of
loss of derivative in the tangential variable x. Precisely, the two functions v =
−∂−1y ∂xu and g = −∂−1y ∂xh will cause the loss of x-derivative, which prevents us
from applying the standard energy methods to reach the closure of energy estimates.
Let us explain the main idea used to overcome the difficulty here.
First, by using the divergence free conditions, the equation of h (2.9) can be
rewritten as
∂y [v(h+ heφ)− g(u+ ueφ+ ub(1 − φ))]− κ∂2yh = κφ′′(y)he,
Integrating the above equation from [0, y] and using the boundary conditions v|y=0 =
g|y=0 = ∂yh|y=0 = φ′|y=0 = 0, we have
v(h+ heφ)− g(u+ ueφ+ ub(1− φ)) − κ∂yh = κφ′(y)he.
Since ∂xh+ ∂yg = 0, then there exists a stream function ψ, such that
h = ∂yψ, g = −∂xψ, ψ|y=0 = 0.
Then, the equation of ψ reads as
[(
u+ ueφ(y) + ub(1− φ(y))
)
∂x + v∂y
]
ψ + vheφ− κ∂2yψ = κheφ′(y). (A.47)
Applying the operator ∂βx , β = m on (A.47) to yield that
[(
u+ ueφ(y) + ub(1 − φ(y))
)
∂x + v∂y
]
∂βxψ + (h+ heφ(y))∂
β
x v − κ∂2y∂βxψ
= −[∂βx ,
(
u+ ueφ(y) + ub(1 − φ(y))
)
∂x]ψ −
∑
0<β˜<β
C
β˜
β (∂
β˜
x v∂
β−β˜
x ∂yψ) =: R
β
ψ.
(A.48)
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And applying ∂βx , β = m on the equations in (2.9), we have

[(
u+ ueφ(y) + ub(1− φ(y))
)
∂x + v∂y
]
∂βxu−
[
(h+ heφ(y))∂x + g∂y
]
∂βxh
+ (∂yu+ (ue − ub)φ′(y))∂βx v − (∂yh+ heφ′(y))∂βx g − ν∂2y∂βxu
= −[∂βx ,
(
u+ ueφ(y) + ub(1− φ(y))
)
∂x]u+ [∂
β
x , (h+ heφ(y))∂x]h
−
∑
0<β˜<β
C
β˜
β (∂
β˜
xv∂
β−β˜
x ∂yu− ∂β˜xg∂β−β˜y h) =: Rβu,
[(
u+ ueφ(y) + ub(1− φ(y))
)
∂x + v∂y
]
∂βxh−
[
(h+ heφ(y))∂x + g∂y
]
∂βxu
+ (∂yh+ heφ
′(y))∂βx v − (∂yu+ (ue − ub)φ′(y))∂βx g − κ∂2y∂βxh
= −[∂βx ,
(
u+ ueφ(y) + ub(1− φ(y))
)
∂x]h+ [∂
β
x , (h+ heφ(y))∂x]u
−
∑
0<β˜<β
C
β˜
β (∂
β˜
xv∂
β−β˜
x ∂yh− ∂β˜xg∂β−β˜y u) =: Rβh
(u, v, ∂yh, g)|y=0 = (0, 0, 0, 0),
(u, h)→ (0, 0) as y →∞,
(u, h)|x=0 = (u0(y) + (ue − ub)(1 − φ(y)), h0(y) + he(1− φ(y)).
(A.49)
Recall that for (x, y) ∈ [0, L]× [0,∞),
h+ heφ ≥ ϑ0
2
> 0,
then we define
η1 =
∂yu+ (ue − ub)φ′
h+ heφ
, η2 =
∂yh+ heφ
′
h+ heφ
,
and introduce
uβ = ∂
β
xu− η1∂βxψ, hβ = ∂βxh− η2∂βxψ.
Then, the equations of (uβ, hβ) can be derived from (A.48) and (A.49), which are
described as follows.

[(
u+ ueφ(y) + ub(1 − φ(y))
)
∂x + v∂y
]
uβ −
[
(h+ heφ(y))∂x + g∂y
]
hβ
−ν∂2yuβ + (κ− ν)η1∂yhβ = Rβ1 ,[(
u+ ueφ(y) + ub(1 − φ(y))
)
∂x + v∂y
]
hβ − [(h+ heφ(y))∂x + g∂y]uβ
−κ∂2yhβ = Rβ2 ,
(A.50)
where 

R
β
1 =R
β
u − η1Rβψ − ∂βxψζ1 + 2ν∂yη1∂βxh
+ gη2∂
β
xh+ (κ− ν)η1η2∂βxh,
R
β
2 =R
β
h − η2Rβψ − ∂βxψζ2 + 2κη2∂y∂βxh+ gη1∂βxh,
(A.51)
in which

ζ1 =
[(
u+ ueφ(y) + ub(1− φ(y))
)
∂x + v∂y
]
η1
−[(h+ heφ(y))∂x + g∂y]η2 − ν∂2yη1 + (κ− ν)η1∂yη2,
ζ2 =
[(
u+ ueφ(y) + ub(1− φ(y))
)
∂x + v∂y
]
η2
−[(h+ heφ(y))∂x + g∂y]η1 − κ∂2yη2.
(A.52)
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The direct calculations yield that the boundary conditions and “initial data” (the
data at x = 0) of (uβ , hβ) can be written as follows.

uβ|x=0 =∂βxu(0, y)−
∂yu0(y) + (ue − ub)φ′
h0(y) + heφ
∫ y
0
∂βxh(0, z)dz
,uβ0(y),
hβ |x=0 =∂βxh(0, y)−
∂yh0(y) + heφ
′
h0(y) + heφ
∫ y
0
∂βxh(0, z)dz
,hβ0(y),
(uβ , ∂yhβ)|y=0 = (0, 0).
(A.53)
Therefore, we obtain the initial boundary value problem of (uβ , hβ) as follows.

[(
u+ ueφ(y) + ub(1− φ(y))
)
∂x + v∂y
]
uβ −
[
(h+ heφ(y))∂x + g∂y
]
hβ
− ν∂2yuβ + (κ− ν)η1∂yhβ = Rβ1 ,[(
u+ ueφ(y) + ub(1− φ(y))
)
∂x + v∂y
]
hβ − [(h+ heφ(y))∂x + g∂y]uβ
− κ∂2yhβ = Rβ2 ,
(uβ,hβ)|x=0 = (uβ0, hβ0)(y),
(uβ,∂yhβ)|y=0 = (0, 0).
(A.54)
Since ψ = ∂−1y h, we have
‖〈y〉−1∂βxψ‖L2y . ‖∂βxh‖L2y . (A.55)
due to the Hardy-type inequality. From the definitions of ηi (i = 1, 2), it follows
from the Hardy-type inequality and Sobolev embedding that for λ ∈ R and i = 1, 2,
‖〈y〉ληi‖L∞y . ϑ−10
(
C(ue, he, ub)
+
∑
|α|≤3
‖(u+ ueφ(y) + ub(1− φ(y)) 12 〈y〉λ−1Dα(u, h)‖L2y
)
,
‖〈y〉λ∂yηi‖L∞y . ϑ−20
(
C(ue, he, ub)
+
∑
|α|≤4
‖(u+ ueφ(y) + ub(1− φ(y)) 12 〈y〉λ−1Dα(u, h)‖L2y
)2
,
(A.56)
and
‖〈y〉λζi‖L∞y . ϑ−30
(
C(ue, he, ub)
+
∑
|α|≤5
‖(u+ ueφ(y) + ub(1− φ(y)) 12 〈y〉λ−1Dα(u, h)‖L2y
)3
.
(A.57)
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Therefore, for β = m ≥ 5, l ≥ 0, the following inequality holds true.
‖Rβ1‖L2l ≤‖R
β
u‖L2l + ‖〈y〉
l+1η1‖L∞y ‖〈y〉−1Rβψ‖L2y
+ ‖〈y〉l+1ζ1‖L∞y ‖〈y〉−1∂βxψ‖L2y
+
(
‖2ν∂yη1 + (κ− ν)η1η2‖L∞y
+ ‖〈y〉−1g‖L∞y ‖〈y〉η2‖L∞y
)
‖〈y〉l∂βxh‖L2y
≤Cϑ−30
(
C(ue, he.ub) + Eu,h
)3
Eu,h.
(A.58)
Similarly,
‖Rβ2‖L2l ≤ Cϑ
−3
0
(
C(ue, he.ub) + Eu,h
)3
Eu,h. (A.59)
Now, it is ready to give the weighted estimates of (uβ, hβ).
Lemma A.2 (Weighted estimates of (uβ , hβ)). Under the assumptions in Propo-
sition A.1, for any x ∈ [0, L], there holds that
sβ(x) + ν
∫ x
0
‖∂yuβ‖2L2
l
+ κ
∫ x
0
‖∂yhβ‖2L2
l
≤Cϑ−20
∫ x
0
(C(ue, he, ub) + Eu,h)
2 · sβ(x)
+ Cϑ−40
∫ x
0
(C(ue, he, ub) + Eu,h)
4 · E2u,h +
∫ x
0
C(ub, ue, he) + sβ(0),
(A.60)
where
sβ(x) = ‖(u+ ueφ(y) + ub(1− φ(y))) 12 〈y〉l(uβ , hβ)‖2L2y
and
E2u,h =
∑
|α|≤m
‖(u+ ueφ(y) + ub(1 − φ(y))) 12 〈y〉l+kDα(u, h)‖2L2y .
Proof. Multiplying the first and second equations in (A.54) by 〈y〉2luβ and 〈y〉2lhβ,
respectively, and integrating by parts over y ∈ [0,∞), we have
1
2
d
dx
sβ(x) + ν‖〈y〉l∂yuβ‖2L2y + κ‖〈y〉
l∂yhβ‖2L2y
=l
∫ ∞
0
〈y〉2l−2yv · (|uβ |2 + |hβ|2)dy
+
∫ ∞
0
∂x
(〈y〉2l(h+ heφ)uβhβ) dy −
∫ ∞
0
2l〈y〉2l−2yguβhβdy
+ (ν − κ)
∫ ∞
0
〈y〉2l(η1∂yhβ · uβ)dy
+
∫ ∞
0
〈y〉2l(uβRβ1 + hβRβ2 )dy
− l
∫ ∞
0
〈y〉2l−22y(νuβ∂yuβ + κhβ∂yhβ)dy.
(A.61)
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First,
l
∫ ∞
0
〈y〉2l−2yv · (|uβ |2 + |hβ|2)dy −
∫ ∞
0
2l〈y〉2l−2yguβhβdy
≤C
(∥∥∥∥ v1 + y
∥∥∥∥
L∞y
+
∥∥∥∥ g1 + y
∥∥∥∥
L∞y
)
‖〈y〉l(uβ , hβ)‖2L2y
≤C
(
‖ux‖L∞y + ‖hx‖L∞y
)
sβ(x) . Eu,hsβ(x).
(A.62)
Notice that uβ|y=0 = 0, then integrating by parts yields
(ν−κ)
∫ ∞
0
〈y〉2l(η1∂yhβ · uβ)dy
=− ν
∫ ∞
0
hβ∂y
(〈y〉2lη1uβ) dy − κ
∫ ∞
0
〈y〉2l(η1∂yhβ · uβ)dy
≤ν
4
‖∂yuβ‖2L2
l
+
κ
4
‖∂yhβ‖2L2
l
+ C(1 + ‖η1‖2L∞ + ‖∂yη1‖L∞)sβ(x)
≤ν
4
‖∂yuβ‖2L2
l
+
κ
4
‖∂yhβ‖2L2
l
+ Cϑ−20 (C(ue, he, ub) + Eu,h)
2sβ .
(A.63)
By Cauchy-Schwartz inequality, (A.58) and (A.59), it follows that∫ ∞
0
〈y〉2l(uβRβ1 + hβRβ2 )dy ≤‖Rβ1‖L2l ‖uβ‖L2l + ‖R
β
2‖L2l ‖hβ‖L2l
≤Cϑ−20 (C(ue, he, ub) + Eu,h)2 · sβ
+ Cϑ−40 (C(ue, he, ub) + Eu,h)
4
E2u,h.
(A.64)
Similarly, ∣∣∣∣− l
∫ ∞
0
〈y〉2l−22y(νuβ∂yuβ + κhβ∂yhβ)dy
∣∣∣∣
≤ ν
4
‖∂yuβ‖2L2
l
+
κ
4
‖∂yhβ‖2L2
l
+ Csβ(x).
(A.65)
Plugging (A.62)-(A.65) into (A.61), we have
d
dx
sβ(x) + ν‖〈y〉l∂yuβ‖2L2y + κ‖〈y〉
l∂yhβ‖2L2y
≤
∫ ∞
0
∂x
(〈y〉2l(h+ heφ)uβhβ) dy
+ Cϑ−20 (C(ue, he, ub) + Eu,h)
2 · sβ
+ Cϑ−40 (C(ue, he, ub) + Eu,h)
4
E2u,h.
(A.66)
From the a priori assumption, which will be verified latter,
u(x, y) + ueφ(y) + ub(1− φ(y)) > h(x, y) + heφ(y) > 0,
one has ∫ ∞
0
(h+ heφ(y))〈y〉2luβhβ ≤ 1
2
sβ(x).
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Then, integrating (A.66) with respect to x variable yields that
sβ(x) + ν
∫ x
0
‖∂yuβ‖2L2
l
+ κ
∫ x
0
‖∂yhβ‖2L2
l
≤Cϑ−20
∫ x
0
(C(ue, he, ub) + Eu,h)
2 ·
∑
β=m
sβ(x)
+ Cϑ−40
∫ x
0
(C(ue, he, ub) + Eu,h)
4 · E2u,h +
∫ x
0
C(ub, ue, he) + sβ(0).
(A.67)
This completes the proof. 
Then, it is left to show the equivalence in the weighed Sobolev space L2l between
∂βx (u, h) and (uβ , hβ). Which is summarized in the following lemma.
Lemma A.3. Under the assumptions in Proposition A.1, we have
M(x)−1‖(u+ ueφ(y) + ub(1− φ(y))) 12 〈y〉l∂βx (u, h)‖L2y
≤‖(u+ ueφ(y) + ub(1− φ(y))) 12 〈y〉l(uβ, hβ)‖L2y
≤M(x)‖(u+ ueφ(y) + ub(1− φ(y))) 12 〈y〉l∂βx (u, h)‖L2y ,
(A.68)
and
‖∂y∂βx (u, h)‖L2l ≤ ‖∂y(uβ , hβ)‖L2l +M(x)‖hβ‖L2l , (A.69)
where
M(x) := ϑ−10
(
C(ue, he, ub) + ‖〈y〉l+1∂y(u, h)‖L∞ + ‖〈y〉l+1∂2y(u, h)‖L∞
)
. (A.70)
Proof. This lemma can be proved directly by the definitions of uβ, hβ, the main
idea to prove Lemma A.3 is similar as what was proposed in [17]. We omitted it
here for simplicity of presentation. 
Step 3: Completeness of a priori estimates. Now we will prove the Propo-
sition A.1. First of all, based on the a priori assumption
‖〈y〉l+1∂y(u, h)‖L∞ ≤ σ0,
‖〈y〉l+1∂2y(u, h)‖L∞ ≤ ϑ−10 ,
then if we choose ϑ0 > 0 small enough, we have
‖〈y〉l+1ηi‖L∞ ≤ 2ϑ−10 σ0 ≤ 2ϑ−20 ,
M(x) ≤ ϑ−10 (C(ue, he, ub) + ϑ−10 + σ0) ≤ 5ϑ−20 .
Therefore, it follows that
E2u,h =
∑
α∈{α=(β,k):|α|≤m,β≤m−1}
s(x)
+ ‖(u+ ueφ(y) + ub(1 − φ(y))) 12 〈y〉l∂mx (u, h)‖2L2y
≤
∑
α∈{α=(β,k):|α|≤m,β≤m−1}
s(x) + 25ϑ−40 sm(x),
(A.71)
and
‖∂y(u, h)‖2Hm
l
≤
∑
α∈{α=(β,k):|α|≤m,β≤m−1}
‖∂yDα(u, h)‖2L2
l
+ 2‖∂y(um, hm)‖2L2
l
+ 50ϑ−40 ‖hm‖2L2
l
.
(A.72)
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With the above estimates in hand, we can derive the desired a priori estimates
of (u, h) for the boundary layer problem (2.9). Thanks to Lemma A.1 and A.2, it
follows from (A.71)-(A.72) that for m ≥ 5, small enough δ1 > 0 and any x ∈ [0, L],∑
α∈{α=(β,k):|α|≤m,β≤m−1}
s(x) + 25ϑ−40 sm(x)
+
∫ x
0
( ∑
α∈{α=(β,k):|α|≤m,β≤m−1}
‖∂yDα(u, h)‖2L2
l
+ 25ϑ−40 ‖∂y(um, hm)‖2L2
l
)
≤
∑
α∈{α=(β,k):|α|≤m,β≤m−1}
s(0) + 25ϑ−40 sm(0) +
∫ x
0
C(ue, ub, he, ϑ0, σ0)
+ Cϑ−80
∫ x
0
( ∑
α∈{α=(β,k):|α|≤m,β≤m−1}
s(x) + 25ϑ−40 sm(x)
)3
.
(A.73)
Denote
F0 :=
∑
α∈{α=(β,k):|α|≤m,β≤m−1}
s(0) + 25ϑ−40 sm(0)
and
F := C(ue, ub, he, ϑ0, σ0),
then it follows from the Gronwall inequality that∑
α∈{α=(β,k):|α|≤m,β≤m−1}
s(x) + 25ϑ−40 sm(x)
≤
(
F0 +
∫ x
0
F
){
1− 2Cϑ−80
(
F0 +
∫ x
0
F
)2
x
}−1/2
,
(A.74)
which gives that
sup
x∈[0,L]
Eu.h ≤
(
F0 +
∫ x
0
F
)1/2{
1− 2Cϑ−80
(
F0 +
∫ x
0
F
)2
x
}−1/4
. (A.75)
Moreover, under the assumptions in Proposition A.1, we obtain
sup
x∈[0,L]
‖(u, h)‖Hm
l
≤ C
(
F0 +
∫ x
0
F
)1/2{
1− 2Cϑ−80
(
F0 +
∫ x
0
F
)2
x
}−1/4
.
(A.76)
For i = 1, 2, by Newton-Leibnitz formula, we have
〈y〉l+1∂iy(u, h) = 〈y〉l+1∂iy(u0, h0) +
∫ x
0
〈y〉l+1∂x∂y(u, h),
u− h = u0 − h0 +
∫ x
0
∂x(u− h),
and
(u, h) = (u0, h0) +
∫ x
0
∂x(u, h).
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Therefore, we deduce from the Sobolev embedding and (A.76) that
‖〈y〉l+1∂iy(u, h)‖L∞
≤‖〈y〉l+1∂iy(u0, h0)‖L∞ +
∫ x
0
‖〈y〉l+1∂x∂y(u, h)‖L∞
≤‖〈y〉l+1∂iy(u0, h0)‖L∞ + Cx sup
x∈[0,L]
‖(u, h)‖H5
l
≤‖〈y〉l+1∂iy(u0, h0)‖L∞
+ Cx
(
F0 +
∫ x
0
F
)1/2{
1− 2Cϑ−80
(
F0 +
∫ x
0
F
)2
x
}−1/4
.
(A.77)
Similarly,
h(x, y) ≥h0(x, y)−
∫ x
0
‖∂xh‖L∞
≥h0 − Cx · sup
x∈[0,L]
‖h‖H3
l
≥h0 − Cx
(
F0 +
∫ x
0
F
)1/2{
1− 2Cϑ−80
(
F0 +
∫ x
0
F
)2
x
}−1/4 (A.78)
and
u− h ≥(u0 − h0)
− 2Cx
(
F0 +
∫ x
0
F
)1/2{
1− 2Cϑ−80
(
F0 +
∫ x
0
F
)2
x
}−1/4
.
(A.79)
Proof of the Proposition A.1. Notice that∫ x
0
F ≤ C(ue, ub, he, ϑ0, σ0)x,
and F0 is a polynomial of ‖(u0, h0)‖Hm
l
. Precisely,
F0 ≤ Cϑ−80 P (C(ue, ub, he) + ‖(u0, h0)‖Hml ).
Putting the above estimates into (A.76)-(A.79), the Proposition A.1 follows. 
We are in a position to prove the Proposition 2.1.
Proof of Proposition 2.1. The existence of solutions to the problem (2.9) can be
achieved by the classical Picard iteration scheme and the fixed point theorem. And
the uniform a priori energy estimates of solutions to the linear problem are derived
similarly as those in (A.76)-(A.79) for the nonlinear problem, which also guarantee
the lifespan of the solution sequences to the linear problem will not shrink to zero.
We refer to [17, 20] for more details for instance. Here we omit it here for simplicity
of presentation. 
Appendix B. Proof of Lemma 3.1
Now we will prove the Lemma 3.1 in this Appendix.
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Proof of Lemma 3.1. Multiplying the equations in (3.2) by uǫ, ǫvǫ, hǫ, ǫgǫ respec-
tively, integrating by parts on [0, L] × [0,+∞) and adding all resulting equalities
together, we obtain that∫
x=L
us
|uǫ|2 + ǫ|vǫ|2
2
+
∫
x=L
us
|hǫ|2 + ǫ|gǫ|2
2
+ ν
∫∫ [
2ǫ|uǫx|2 + (uǫy + ǫvǫx)2 + 2ǫ|vǫy|2
]
+ κ
∫∫ [
2ǫ|hǫx|2 + (hǫy + ǫgǫx)2 + 2ǫ|gǫy|2
]
=−
(∫∫
∂xus|uǫ|2 +
∫∫
vǫ∂yusu
ǫ −
∫∫
hs∂xh
ǫuǫ
−
∫∫
gs∂yh
ǫuǫ −
∫∫
gǫ∂yhsu
ǫ +
∫∫
uǫ∂xvsǫv
ǫ
+ ǫ
∫∫
∂yvs|vǫ|2 −
∫∫
hs∂xg
ǫǫvǫ −
∫∫
hǫ∂xgsǫv
ǫ
+
∫∫
gs∂yg
ǫǫvǫ +
∫∫
vǫ∂yhsh
ǫ −
∫∫
hs∂xu
ǫhǫ
−
∫∫
∂xus|hǫ|2 −
∫∫
gs∂yu
ǫhǫ −
∫∫
gǫ∂yush
ǫ
+
∫∫
uǫ∂xgsǫg
ǫ −
∫∫
hs∂xv
ǫǫgǫ −
∫∫
hǫ∂xvsǫg
ǫ
−
∫∫
gs∂yv
ǫǫgǫ −
∫∫
ǫ|gǫ|2∂yvs
)
+
∫∫
(f1u
ǫ + f3h
ǫ) + ǫ
∫∫
(f2v
ǫ + f4g
ǫ).
(B.1)
Notice that ∫∫ [
2ǫ|uǫx|2 + (uǫy + ǫvǫx)2 + 2ǫ|vǫy|2
]
≥ 1
2
‖∇ǫuǫ‖2L2 − 2ǫ‖∇ǫvǫ‖2L2 ,
(B.2)
and ∫∫ [
2ǫ|hǫx|2 + (hǫy + ǫgǫx)2 + 2ǫ|gǫy|2
]
≥ 1
2
‖∇ǫhǫ‖2L2 − 2ǫ‖∇ǫgǫ‖2L2 .
(B.3)
Since (uǫ, vǫ, hǫ, gǫ)|x=0 = (0, 0, 0, 0), the following Poincare´ type inequalities
hold.
‖uǫ‖L2 ≤ L‖uǫx‖L2 = L‖vǫy‖L2, ‖hǫ‖L2 ≤ L‖hǫx‖L2 = L‖gǫy‖L2,
‖vǫ‖L2 ≤ L‖vǫx‖L2 , ‖gǫ‖L2 ≤ L‖gǫx‖L2 .
By using (vǫ, gǫ)|y=0 = (0, 0) again, one has
vǫ =
∫ y
0
vǫy ≤
√
y
(∫ y
0
|vǫy |2
)1/2
, gǫ =
∫ y
0
gǫy ≤
√
y
(∫ y
0
|gǫy|2
)1/2
.
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Therefore, we obtain that∫∫
(f1u
ǫ + f3h
ǫ) + ǫ
∫∫
(f2v
ǫ + f4g
ǫ)
≤ ‖uǫ‖L2‖f1‖L2 + ‖hǫ‖L2‖f3‖L2 + ǫ (‖vǫ‖L2‖f2‖L2 + ‖gǫ‖L2‖f4‖L2)
≤ L2‖∇ǫ(vǫ, gǫ)‖2L2 + ‖(f1, f3)‖2L2 + ǫ‖(f2, f4)‖2L2 .
(B.4)
Moreover, one has the following estimates.∫∫
∂xus|uǫ|2 ≤ ‖∂xus‖L∞‖uǫ‖2L2
≤ L2‖∂xus‖L∞‖uǫx‖2L2 = L2‖∂xus‖L∞‖vǫy‖2L2 ,
(B.5)
and ∫∫
vǫ∂yusu
ǫ ≤ L‖vǫy‖L2‖y∂yus‖L∞‖uǫx‖L2
= L‖y∂yus‖L∞‖vǫy‖2L2 ,
(B.6)
where uǫx + v
ǫ
y = 0 is used in the last equality. Similarly,
−
∫∫
hs∂xh
ǫuǫ ≤ ‖hs‖L∞‖uǫ‖L2‖∂xhǫ‖L2
≤ L‖hs‖L∞‖uǫx‖L2‖gǫy‖L2 = L‖hs‖L∞‖vǫy‖L2‖gǫy‖L2,
(B.7)
−
∫∫
gs∂yh
ǫuǫ ≤ ‖gs‖L∞‖uǫ‖L2‖∂yhǫ‖L2
≤ L‖gs‖L∞‖vǫy‖L2‖hǫy‖L2 ,
(B.8)
−
∫∫
gǫ∂yhsu
ǫ ≤ L‖y∂yhs‖L∞‖uǫx‖L2‖gǫy‖L2
= L‖y∂yhs‖L∞‖vǫy‖L2‖gǫy‖L2 ,
(B.9)
∫∫
uǫ∂xvsǫv
ǫ ≤ Lǫ‖vsx‖L∞‖vǫx‖L2‖vǫy‖L2 , (B.10)∫∫
gs∂yg
ǫǫvǫ ≤ ǫ‖gs‖L∞‖gǫy‖L2‖vǫ‖L2
≤ ǫL‖gs‖L∞‖gǫy‖L2‖vǫx‖L2,
(B.11)
∫∫
vǫ∂yhsh
ǫ ≤ L‖y∂yhs‖L∞‖gǫy‖L2‖vǫy‖L2 , (B.12)
−
∫∫
hs∂xu
ǫhǫ ≤ ‖hs‖L∞‖uǫx‖L2‖hǫ‖L2
≤ L‖hs‖L∞‖uǫx‖L2‖hǫx‖L2 = L‖hs‖L∞‖vǫy‖L2‖gǫy‖L2 ,
(B.13)
−
∫∫
∂xus|hǫ|2 ≤ ‖usx‖L∞‖hǫ‖2L2
≤ L2‖usx‖L∞‖hǫx‖2L2 = L2‖usx‖L∞‖gǫy‖2L2 ,
(B.14)
−
∫∫
gs∂yu
ǫhǫ ≤ L‖gs‖L∞‖hǫx‖L2‖uǫy‖L2 = L‖gs‖L∞‖gǫy‖L2‖uǫy‖L2, (B.15)
−
∫∫
gǫ∂yush
ǫ ≤ L‖gǫy‖L2‖y∂yus‖L∞‖hǫx‖L2 ≤ L‖yusy‖L∞‖gǫy‖2L2, (B.16)
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uǫ∂xgsǫg
ǫ ≤ ǫ‖gsx‖L∞‖uǫ‖L2‖gǫ‖L2
≤ ǫL2‖gsx‖L∞‖uǫx‖L2‖gǫx‖L2 = ǫL2‖gsx‖L∞‖vǫy‖L2‖gǫx‖L2 ,
(B.17)
∫∫
hs∂xv
ǫǫgǫ ≤ ǫ‖hs‖L∞‖gǫ‖L2‖vǫx‖L2 ≤ ǫL‖hs‖L∞‖vǫx‖L2‖gǫx‖L2 , (B.18)∫∫
hǫ∂xvsǫg
ǫ ≤ L2ǫ‖vsx‖L∞‖hǫx‖L2‖gǫx‖L2 = ǫL2‖vsx‖L∞‖gǫy‖L2‖gǫx‖L2 ,
(B.19)
−
∫∫
gs∂yv
ǫǫgǫ ≤ ǫ‖gs‖L∞‖vǫy‖L2‖gǫ‖L2 ≤ ǫL‖gs‖L∞‖vǫy‖L2‖gǫx‖L2 , (B.20)
−
∫∫
ǫvsy|gǫ|2 ≤ ǫ‖vsy‖L∞‖gǫ‖2L2 ≤ ǫL2‖vsy‖L∞‖gǫx‖2L2 . (B.21)
Collecting all estimates above together, using the estimates of us, vs, hs, gs and
the facts that L << 1 and choosing ǫ < L, the desired conclusion (3.4) is obtained.

Appendix C. Proof of Lemma 3.2
It is left to give the proof of Lemma 3.2.
Proof of Lemma 3.2. Recall that us has a strictly positivity lower bound. We begin
with (3.2)1 × ∂y
(
vǫ
us
)
− ǫ(3.2)2 × ∂x
(
vǫ
us
)
+(3.2)3 × ∂y
(
gǫ
us
)
− ǫ(3.2)4 × ∂x
(
gǫ
us
)
to
get that∫∫
∂y
(
vǫ
us
)
(us∂xu
ǫ + uǫ∂xus + vs∂yu
ǫ + vǫ∂yus + ∂xp
ǫ − ν∆ǫuǫ)
−
∫∫
∂y
(
vǫ
us
)
(hs∂xh
ǫ + hǫ∂xhs + gs∂yh
ǫ + gǫ∂yhs)
−
∫∫
ǫ∂x
(
vǫ
us
)(
us∂xv
ǫ + uǫ∂xvs + vs∂yv
ǫ + vǫ∂yvs +
∂yp
ǫ
ǫ
− ν∆ǫvǫ
)
+
∫∫
ǫ∂x
(
vǫ
us
)
(hs∂xg
ǫ + hǫ∂xgs + gs∂yg
ǫ + gǫ∂ygs)
+
∫∫
∂y
(
gǫ
us
)
(us∂xh
ǫ + uǫ∂xhs + vs∂yh
ǫ + vǫ∂yhs − κ∆ǫhǫ)
−
∫∫
∂y
(
gǫ
us
)
(hs∂xu
ǫ + hǫ∂xus + gs∂yu
ǫ + gǫ∂yus)
− ǫ
∫∫
∂x
(
gǫ
us
)
(us∂xg
ǫ + uǫ∂xgs + vs∂yg
ǫ + vǫ∂ygs − κ∆ǫgǫ)
+ ǫ
∫∫
∂x
(
gǫ
us
)
(hs∂xv
ǫ + hǫ∂xvs + gs∂yv
ǫ + gǫ∂yvs)
=
∫∫
∂y
(
vǫ
us
)
f1 − ǫ
∫∫
∂x
(
vǫ
us
)
f2
+
∫∫
∂y
(
gǫ
us
)
f3 − ǫ
∫∫
∂x
(
gǫ
us
)
f4 =: F.
(C.1)
Following the similar arguments as in [9], we derive that
F . (‖f1‖L2 +
√
ǫ‖f2‖L2)‖∇ǫvǫ‖L2 + (‖f3‖L2 +
√
ǫ‖f4‖L2)‖∇ǫgǫ‖L2
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and
∫∫
∂y
(
vǫ
us
)
(us∂xu
ǫ + uǫ∂xus + vs∂yu
ǫ + vǫ∂yus + ∂xp
ǫ − ν∆ǫuǫ)
−
∫∫
ǫ∂x
(
vǫ
us
)(
us∂xv
ǫ + uǫ∂xvs + vs∂yv
ǫ + vǫ∂yvs +
∂yp
ǫ
ǫ
− ν∆ǫvǫ
)
+
∫∫
∂y
(
gǫ
us
)
(us∂xh
ǫ − hǫ∂xus + vs∂yhǫ − gǫ∂yus − κ∆ǫhǫ)
− ǫ
∫∫
∂x
(
gǫ
us
)
(us∂xg
ǫ − hǫ∂xvs + vs∂ygǫ − gǫ∂yvs − κ∆ǫgǫ)
.−
∫∫
|∇ǫvǫ|2 −
∫∫
|∇ǫgǫ|2 + ‖∇ǫ(uǫ, hǫ)‖2L2 + L‖∇ǫ(vǫ, gǫ)‖2L2
−
∫
x=0
ǫ2(ν|vǫx|2 + κ|gǫx|2)
2us
− ǫ
∫
x=L
|vǫy|2
4us
+
∫∫ |gǫ|2|∂yus|2
u2s
+ ‖∇ǫ(uǫ, hǫ)‖L2‖∇ǫ(vǫ, gǫ)‖L2 .
It remains to estimate the other terms in LHS of (C.1) .
Here we only give the estimates of the terms which are new and different from
those in [9], and other terms can be estimated by the similar arguments, see also
[9]. Note that us has a strictly positivity lower bound, then the new and different
terms are estimated as follows:
∫∫
∂y
(
vǫ
us
)
hs∂xh
ǫ =
∫∫
∂yv
ǫ
us
hs∂xh
ǫ −
∫∫
∂yusv
ǫ
u2s
hs∂xh
ǫ
.
∥∥∥∥hsus
∥∥∥∥
L∞
‖∂xhǫ‖L2‖∂yvǫ‖L2
+ ‖y∂yus‖L∞‖∂yvǫ‖L2‖∂xhǫ‖L2
.
∥∥∥∥hsus
∥∥∥∥
L∞
‖∂ygǫ‖L2‖∂yvǫ‖L2
+ ‖y∂yus‖L∞‖∂yvǫ‖L2‖∂ygǫ‖L2 ,
∫∫
∂y
(
vǫ
us
)
gǫ∂yhs =
∫∫
∂yv
ǫ
us
gǫ∂yhs −
∫∫
∂yusv
ǫ
u2s
gǫ∂yhs
≤C‖y∂yhs‖L∞‖∂ygǫ‖L2‖∂yvǫ‖L2
+ C‖y∂yus‖L∞‖y∂yhs‖L∞‖∂ygǫ‖L2‖∂yvǫ‖L2 ,
−ǫ
∫∫
∂x
(
vǫ
us
)
hs∂xg
ǫ =− ǫ
∫∫
∂xv
ǫ
us
hs∂xg
ǫ + ǫ
∫∫
∂xusv
ǫ
u2s
hs∂xg
ǫ
≤Cǫ
∥∥∥∥hsus
∥∥∥∥
L∞
‖∂xvǫ‖L2‖∂xgǫ‖L2
+ CǫL|hs|‖∂xus‖L∞‖∂xvǫ‖L2‖∂xgǫ‖L2 ,
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∂y
(
gǫ
us
)
hs∂xu
ǫ =
∫∫
∂yg
ǫ
us
hs∂xu
ǫ −
∫∫
∂yusg
ǫ
u2s
hs∂xu
ǫ
≤
∥∥∥∥hsus
∥∥∥∥
L∞
‖∂ygǫ‖L2‖∂xuǫ‖L2
+ C|hs|‖y∂yus‖L∞‖∂ygǫ‖L2‖∂xuǫ‖L2
≤
∥∥∥∥hsus
∥∥∥∥
L∞
‖∂ygǫ‖L2‖∂yvǫ‖L2
+ C|hs|‖y∂yus‖L∞‖∂ygǫ‖L2‖∂yvǫ‖L2 ,
ǫ
∫∫
∂x
(
gǫ
us
)
hs∂xv
ǫ =ǫ
∫∫
∂xg
ǫ
us
hs∂xv
ǫ − ǫ
∫∫
∂xusg
ǫ
u2s
hs∂xv
ǫ
≤Cǫ
∥∥∥∥hsus
∥∥∥∥
L∞
‖∂xvǫ‖L2‖∂xgǫ‖L2
+ CǫL|hs|‖∂xus‖L∞‖∂xvǫ‖L2‖∂xgǫ‖L2 ,∫∫
∂y
(
gǫ
us
)
vǫ∂yhs =
∫∫
us∂yg
ǫ − gǫ∂yus
u2s
vǫ∂yhs
≤C(‖us‖L∞ + ‖y∂yus‖L∞)‖y∂yhs‖L∞‖∂ygǫ‖L2‖∂yvǫ‖L2,∫∫ |gǫ|2|∂yus|2
u2s
. ‖y∂yus‖2L∞‖∂ygǫ‖2L2 .
Combining the above estimates together, using the smallness of the
∥∥∥hsus
∥∥∥
L∞
and
‖y∂y(us, hs)‖L∞ , then the desired estimate (3.5) follows. 
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