2.
Abbreviations of variables used in the paper are given in appendix 1. In this paper, growth rates of quantities and GDP prices are Q4-to-Q4. Another variable that has been found to outperform many macroeconomic indicators in some studies [Stock and Watson (1989) Whether the money demand relationship is specified with or without a time trend, the semi-elasticity of real M2 to a funds rate change is a bit less than unity within the year of change. The long-run semi-elasticity is also about unity in the absence of a time trend, and about 0.4 with a time trend. Regressing the log level of velocity on the funds rate alone gives a semi-elasticity near unity, and adding leads and lags of changes in the funds rate [as in the dynamic OLS procedure of Stock and Watson (1993) ] also gives a result close to unity. Because of its parsimony and perhaps more reasonable long-run semi-elasticity, the model without time trend is used in the basic macro model below, but the choice is discussed further in the discussion of long-run properties. 8
Reaction Function
The Federal Reserve's reaction function, with the federal funds rate as its 8. Using a measure of M2 opportunity costs gave a slightly better fit, but no error correction, in the basic specification, and a slightly worse fit in the model with time trend. Perhaps error correction to opportunity costs occurs somewhat faster than is well modelled with annual data. Using a log of the interest rate or opportunity cost term gave about the same fit as with the above semi-log specification.
... policy instrument, is modelled in appendix 4. The first column shows a bivariate error correction relationship between the funds rate and inflation. The change in the nominal funds rate (dff) is regressed on the current year change in inflation
and on a kg of the funds rate and the inflation rate. This formulation captures the data surprisingly well. As shown in columns 2 and 3, neither the GDP gap (lgap) nor real GDP growth come in significantly when added to this regression.9 Nevertheless, the simple error correction relationship failed a Chow test, suggesting parameter instability. The sample was then split in 1979. As shown in column 4, in the earlier period, policy seemed to respond to lagged income growth (the GDP gap was not significant). However, as shown in column 5, in the period since 1979, lagged income growth was insignificant, and policy seemed to respond to the current GDP gap, to the exclusion of the current change in inflation--which may indicate a more forward-looking policy regime. Another important difference between the regressions in columns 4 and 5 is that the longrun response of the funds rate to inflation became much stronger in the recent period. Column 6 shows a regression over the entire sample in which the coefficient on lagged inflation is allowed to differ after 1980 (a term is added with the inflation rate multiplied by a dummy variable that equals unity beginning in 1980). In this regression, in which lagged real income proved to be significant, the adjusted R2 of 78 percent outperforms that for either of the subperiod models in columns 4 and 5. This is the relationship used in the macro model; diagnostics statistics are shown in appendix 4-2.10
The Su~PIY Side and Price Determination
For the supply side of the economy, appendix 5, column 1 shows a simple 9. The output gap is the log of the Federal Reserve Board's potential GDP series less the log of actual GDP.
Phillips curve type of regression. Changes in inflation (ddlycp) are regressed on a lag of the output gap."
As shown in column 2, the gap was broken into its two pieces--the log of potential output (lpot) and logged real income (lyr)--and a log of real M2 was added to test for a P*-type of result [Hallman, Porter, and Small .. (1992) It has always been difficult to interpret a P* result. Here, the IS-type equation shows that real M2 is a leading indicator of real spending. Apparently, households build up real liquidity well in advance of making actual real expenditures. Nevertheless, actual spending relative to the economy's capacity to supply goods is not as well related to the acceleration of prices as intended spending, proxied by real money holdings. Indeed, if current real GDP is added to the regression of column 2, it comes in insignificant and with the wrong sign.
Perhaps the gap between notional demands, proxied by real liquidity, and long-run
aggregate supply is what in fact results in inflation pressures in the economy.
Column 4 is a simple attempt to account for the mid-1970s oil price shock 11. A contemporaneous gap term and a constant were insignificant here. Using the level of inflation as the dependent variable, lagged inflation came in with a coefficient very close to unity. over the sample period as a whole. Column 5 shows that current and lagged values of inflation in the CRB index have about the same sign; they are combined as a two-year average in column 6. Column 7 instruments for this variable, using lagged values of commodity and general inflation rates and of the P* term.
The Macro Svstem
The simple macroeconomic system that arises from the above analyses is summarized below. Tests of the stationarity of these variables are shown in appendix 6. Both the federal funds rate and the inflation rate appear to require differencing to be stationary. Nonstationarity of residuals of the estimated cointegrating vector in the price equation could be rejected, but the failure to reject nonstationarity of the 12. This is equivalent to adjusting the change in inflation by a variable that takes a +1 in 1974 and a -1 in 1975.
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other cointegrating vectors and of the real funds rate was unexpected. 13
Because of possible simultaneity bias, the above system cannot yet be interpreted as a structural model.
Having instrumented for commodity prices already, however, the last two equations can be taken as a triangular block. ..
Taking potential output and lagged variables to be predetermined, the change in the rate of inflation can be obtained from the price equation. Then the change in the federal funds rate can be obtained from the reaction function. However, the first two equations are not yet identified, as they each include a contemporaneous value of the other's dependent variable; to deal with this, a two-stage least squares procedure was employed. As reported in appendix 3, column 4, there was little effect on the basic money demand regression from using 2SLS. 14 However, as shown in appendix 2, column 6, the coefficient on the contemporaneous money A vector system test (Johansen, 1991) suggested the presence of a single cointegrating vector (see table A6-2 in appendix 6). The above velocity relationship could be interpreted as such if the nominal funds rate reflected a nonstationary inflation component that was cointegrated with velocity and a stationary real interest rate. The univariate tests did not corroborate such an interpretation, however, perhaps (at least partly) because of measurement error in inflation expectations.
14.
As shown in column 6 of appendix 3, a 2SLS procedure did have a noticeable effect on the extended money demand model (with time trend and lagged dependent variable) --the coefficient on the lagged dependent variable became insignificant in a second stage regression for that equation.
15.
Another effect in the IS equations was to reduce the t-statistic for a lagged velocity term so that it failed significance at the 10 percent level (it had previously failed at the 5 percent level). A further attempt to break the fitted money demand value into the interest rate contribution (mint), the scale variable contribution (mscale), and the constant and lagged own values (mother), and their use in a real output regression is shown in table 13. The separation of these sources of money demand tend to make each insignificant in the real output regression. Of the three pieces of the fitted money demand values, the interest rate contribution shows the largest coefficient and highest t-value. The residual from the money demand regression continues to exhibit the strongest coefficient overall, however, and it remains significant in explaining real GDP growth. Using the alternative specification for money demand with a time trend and lagged money growth, a similar result was found, as shown below. Under this specification, the fitted value (mfit2) and the residual (mres2) from the money demand regression had about the same coefficient value, and while both appear _.
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significant, the fitted value has a substantially larger t-statistic. the period. However, changes in inflation were consistently underpredicted, and money demand was consistently overpredicted, with errors of unprecedented size--both these results were apparently attributable to the failure of real money balances to error-correct to their previous levels relationship with actual or potential output.
Estimates of the M2 Velocity Shift
The 
20
from an underprediction, with no long-run velocity adjustment (the bottom panel of chart 3), to an overprediction after making the adjustment (the bottom of chart 4). The overprediction persists through 1996, which is consistent with the unusually favorable performance of inflation of late relative to historical patterns.
-.
Conclusion
This study showed that real M2 growth was an important indicator GDP growth over the three decades ending in the early 1990s. While the of real correlation between concurrent values of these series was explainable as the response of money demand to income, the residual from a money demand function helped to explain GDP growth in the following year. Although other studies, using shorter lag lengths, have at times found that interest rates and spreads have dominated M2 as an indicator, the reverse was shown to be the case using the smoothing and longer-lagged relationships inherent in annual data. effects (such as the credit crunch) apparently were also important. After making adjustments for a shift in long-run velocity, the simulated inflation forecasts came in above the actual readings, corroborating the impression that inflation has been more favorable recently than historical relationships would have suggested.
AR~endix 1 Variable Names
Note: 1 at the beginning of a variable means taking the log; d at the beginning of a variable means taking a first difference. crb = Commodity Research Bureau index of raw industrial commodity annual average. dlcrb2y = two-year average of dlcrb. ff = nominal federal funds rate, annual average. prices, ffr = real federal funds rate (deflated by the Q4-to-Q4 growth of the chainweight GDP price index), annual average. lgap = Q4 output gap, defined as the log of potential GDP (FRB estimate) less log of actual real GDP. m2 = Q4 nominal M2. m2r = Q4 m2 deflated by chain-weighted GDP price index. dlm2r2y = two-year average of dlm2r. mint = estimated interest rate contribution to money growth. refit = fitted value from money demand regression. mother = estimated contribution to money growth from constant and lagged own terms. mres = residual from the money demand regression. mscale = estimated GDP contribution to money growth. pot = Q4 potential GDP. tlOtb = yield on 10-year Treassury note less three-month Treasury bill rate, annual average. tyme = a linear time trend. V2 = Q4 velocity of M2. y = Q4 level of nominal GDP. ycp = Q4 level of chain-weighted GDP price index. yr = Q4 level of real (chain-weighted) GDP. 10 .057 -.1 l*(lm2r-lpot) + .08*dlcrb2y, -3.68* with one lagged first difference ** (*) Rejects the null of nonstationarity at the 5 (10) percent level. Unless otherwise specified, each univariate test was a Dickey-Fuller test with a constant term with -3.00 (-2.63) critical 5 (10) percent levels for 25 observations. The 5 (10) percent critical value for cointegrating vector tests, from Engle and Yoo (1987) , is -3.67 (-3.28) for 50 observations. 
