The objectives of this study are to: 1) examine the applicability of the double Poisson (DP) generalized linear model (GLM) for analyzing motor vehicle crash data characterized by overand under-dispersion and 2) compare the performance of the DP GLM with the ConwayMaxwell-Poisson (COM-Poisson) GLM in terms of goodness-of-fit and theoretical soundness. The DP distribution has seldom been investigated and applied since its first introduction two decades ago. The hurdle of applying the DP is related to its normalizing constant (or multiplicative constant) which is not available in closed form. This study proposed a new method to approximate the normalizing constant of the DP with high accuracy and reliability. The DP GLM and COM-Poisson GLM were developed using two observed over-dispersed datasets and one observed under-dispersed dataset. The modeling results indicate that the DP GLM with its normalizing constant approximated by the new method can handle crash data characterized by over-and under-dispersion. Its performance is comparable to the COM-Poisson GLM in terms of goodness-of-fit (GOF), although COM-Poisson GLM provides a slightly better fit. For the overdispersed data, the DP GLM performs similar to the NB GLM. Considering the fact that the DP GLM can be easily estimated with inexpensive computation and that it is simpler to interpret coefficients, it offers a flexible and efficient alternative for researchers to model the count data.
. As for the DP, its distribution has seldom been investigated and applied since its first introduction about 25 years ago. A handful of research studies have mentioned that the hurdle of applying the DP is its normalizing constant (or multiplicative constant), which is not available in the closed form (Winkelmann, 2008; Hilbe, 2011; Zhu, 2012) . They found that the results of the DP with its normalizing constant approximated by Efron's original method are not exact. Instead of using Efron's approximation method, this study documents a different method for handling the normalizing constant.
The objectives of this study are to: 1) examine the applicability of the DP GLM for analyzing motor vehicle crash data characterized by over-and under-dispersion and 2) compare the performance of the DP GLM with COM-Poisson GLM in terms of goodness-of-fit and theoretical soundness. Two empirical over-dispersed datasets (one for the high mean scenario and one for the low mean scenario) and one empirical under-dispersed dataset were used.
BACKGROUND
This section describes the characterization and GLM framework of the DP and COM-Poisson models.
Double Poisson Model
Based on the double exponential family, Efron (1986) proposed the double Poisson distribution.
The double Poisson model, based on the distribution, has two parameters  and  . The approximate probability mass function (PMF) is given as: 
The exact double Poisson density is given as:
Where the factor ( , ) c   can be calculated as:
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With ( , ) c   being the normalizing constant nearly equal to 1. The constant ( , ) c   ensures that the density sums to unity.
The expected value and the standard deviation (SD) referring to the exact density , ( ) f y    are estimated as follows: Efron (1986) demonstrated the closed form approximation to the infinite series in Equation (3) and even the approximate density in Equation (2) ). Winkelmann (2008) and Hilbe (2011) also indicated that the normalizing constant is the hurdle in applying the DP. They found that the results of the DP with its normalizing constant approximated by Efron's original method are not exact. Some researchers approached the DP model by completely ignoring the normalizing constant. However, this method is associated with both theoretical and practical limitations. It should be noted that the removal of the normalizing constant in the PMF will make the sum of all the likelihoods not equal to unity, which substantially diminishes the DP's mathematical appeal. Corresponding application based on this method also results in unreliable estimates. Zhu (2012) recently tested the DP without the normalizing constant, and found that the model provides a good fit for the mean, but does a terrible job for adequately capturing the variance.
In light of the inadequacy of the approximate density function and the aforementioned approximation to the normalizing constant in handling low mean data, it is important to approximate the normalizing constant with high accuracy and reliability. Given the fact that the infinite series , 0
is similar to the Poisson sum and that it converges very quickly especially when  is small, this study takes the k-th partial sum of the infinite series (i.e., the sum of the first k terms) to approximate its sum. This method makes it possible to compute the normalizing constant to some modest accuracy by adjusting the number k according to user's preference. After multiple trials on the selection of k values, we recommend the value of k to be as least twice as large as the sample mean. For the DP GLM, the expected number of crashes per year is linked to the explanatory variables j x by the following link function (similar to the traditional Poisson):
where the vector j  is the coefficients to be estimated.
Conway-Maxwell-Poisson Model
In order to model queues and service rates, Conway and Maxwell (1962) first introduced the COM-Poisson distribution as a generation of the Poisson distribution. However, this distribution was not widely used until Shmueli et al. (2005) further examined its statistical and probabilistic properties. Kadane et al. (2006) developed the conjugate distributions for the parameters of the COM-Poisson distribution.
The COM-Poisson distribution has two parameters with  as the centering parameter and  as the dispersion parameter. When  is close to one, the centering parameter  is approximately equal to the mean. When  gets small,  differs substantially from the mean. For the over-dispersed data,  would be expected to be small and thus a COM-Poisson GLM based on the original COM-Poisson formulation would be very difficult to interpret and use for the over-dispersed data.
To circumvent the problem, Guikema and Coffelt (2008) proposed a re-parameterization of the COM-Poisson distribution to provide a clear centering parameter. They substituted
and then the new formulation of the COM-Poisson distribution is summarized in Equations (7) and (8):
Correspondingly, the mean and variance of Y are given by Equations (9) and (10) in terms of the new information and the asymptotic approximations of the mean and variance of Y are given by Equations (11) and (12):
The approximations are especially accurate once 10   . However, Francis et al. (2012) Based on the new parameterization, Guikema and Coffelt (2008) developed a COMPoisson GLM framework to model discrete count data using Bayesian framework in WinBUGS (Spiegelhalter et al., 2003) . Their modeling framework is a dual-link GLM in which both the mean and variance depend on the covariates. It should be noted that parameter estimation for the dual-link GLM is complex and difficult. To make all the models in this paper comparable, this paper used the single-link COM-Poisson GLM framework (Lord et al., 2008a) . The link function is given as:
where j x are the explanatory variables (traffic and geometric variables) and j  are the coefficients to be estimated. With the derivation of the likelihood function of the COM-Poisson GLM by Sellers and Shmueli (2010) , the maximum likelihood estimation (MLE) of the parameters of a COM-Poisson GLM was greatly simplified when compared to the Bayesian estimating method. The MLEbased COM-Poisson GLM is available in R package (COMPoissonReg on CRAN). Note that the MLE-based COM-Poisson GLM was developed under the original parameterization and thus it is difficult to interpret the coefficients in terms of their impact on the mean.
METHODOLOGY
This section describes the link functions and parameter estimation methods for different models as well as the goodness-of-fit (GOF) statistics for comparing different models.
Link Function

Toronto Data
For the first over-dispersed dataset (Toronto data), the linear predictor for all the models are linked to their respective centering parameter i  . Note i  here always do not denote the expectation of a variable (i.e. ( ) i E Y ). For the COM-Poisson GLM, it is not directly linked to the expected mean as is the case with the NB GLM and DP GLM. The link function for the DP GLM is given as:
The link function for the NB GLM is given as:
The link function for the COM-Poisson GLM is given as: Although the functional form may be affected by the omitted variable bias (Lord and Mannering, 2010) , it is still adequate for the purpose of this exercise.
With the parameters ˆi  and v , the mean response for the COM-Poisson GLM can be obtained using the asymptotic approximations given in Equation (11) (Lord et al., 2008a ). However, it should be noted that the approximation is accurate only when 10   . Given the fact that the sample mean is below 10, 100,000 samples were simulated for estimating ˆi  and v for the COM-Poisson GLMs. Then, the mean of those samples was as the mean response. For other methods on obtaining fitted values, the reader is referred to Sellers and Shmueli (2010) .
Texas Data
Similar to the Toronto data, the link function for the DP GLM when fitting the second overdispersed dataset (Texas data) is given as:
The link function for the COM-Poisson GLM is given as:
Where , , , , ,      = coefficients.
Under-Dispersed Data
For the under-dispersed data, the link function for fitting all the models are the same with previous studies using this dataset (Oh et al., 2006; :
Where, 
Parameter Estimation
The parameters of the DP GLMs were estimated using the NLMIXED procedure in SAS (SAS, 2002) 1 . The default quasi-Newton algorithm was applied to obtain the estimated parameters along with their approximate standard errors.
For the COM-Poisson GLM, the coefficients were estimated using the Bayesian framework in WinBUGS (Spiegelhalter et al., 2003) . More information on estimating the coefficients of the COM-Poisson GLMs using WinBUGS can be found in Lord et al. (2008a) .
Goodness-of-fit Statistics
The following GOF statistics were used to compare different models for both over-and underdispersed data:
AIC is a measure that is used to describe the tradeoff between accuracy and complexity of the model. The model with smaller AIC is preferred to others. AIC is defined as:
1 The NLMIXED procedure was designed to fit nonlinear mixed models, that is, models with nonlinear random and fixed effects. The statement PROC NLMIXED offers an interface for specifying and coding a user-defined conditional distribution. Besides, PROC NLMIXED provides a variety of optimization techniques to maximize an approximation to the likelihood. Although NLMIXED procedure was often intended for mixed effects model, it was used to fit models with only fixed effects in this study.
where L is the maximized value of the likelihood function for the estimated model, and p is the number of parameters in the statistical model. By penalizing models with a large number of parameters, the AIC attempts to select the model that best explains the data with a minimum of parameters. Lower the AIC, better the model.
The DIC is a hierarchical modeling generalization of the AIC. The model with smaller DIC is preferred to others. DIC is defined as: 
 Mean Prediction Bias (MPB)
The MPB is used to measure the magnitude and direction of the average model bias. MPB is calculated using the following equation (Oh et al., 2003) :
where n is the sample size, ˆi y and i y are the predicted and observed crashes at site i respectively. When the model over-predicts crashes, MPB is positive and when the model under-predicts crashes, MPB is negative.
 Mean Absolute Deviance (MAD)
The MAD is the average of the absolute deviations and it measures the average misprediction of the model. The model closest to 0 is considered to be the best. It is computed by the following equation (Oh et al., 2003) :
The MSPE is often used to access the error associated with a validation or external data set. The model closest to 0 is considered to be the best. It can be calculated by the following equation (Oh et al., 2003) :
DATA DESCRIPTION
This section describes the summary characteristics of the two observed over-dispersed datasets and one observed under-dispersed dataset.
Over-Dispersed Data
The first over-dispersed dataset, Toronto data, contained crashes collected at urban 4-legged signalized intersections in Ontario, Toronto from the year 1990 to 1995. A total number of 54, 869 crashes that occurred at 868 intersections were reported. The data were found to be of good quality and then applied to many studies (Lord, 2000; Miaou and Lord, 2003) . The crash data for the year 1995 with a total number of 10,030 crashes were used in this study. Traffic flow data from both major approaches (Major AADT) and minor approaches (Minor AADT) were also collected. TABLE 1 shows the summary statistics for the key variables in this dataset. The second dataset, Texas data, contained crashes that occurred on 4-lane rural undivided and divided roadway segments for five years (from 1997 to 2001) in Texas. The dataset was used to develop the statistical models and accident modification factors in the project NCHRP 17-29 (Lord et al., 2008b) . The data were provided by the Texas Department of Public Safety (DPS) and the Texas Department of Transportation (TxDOT). Only undivided segments crash data were used in this study. Other than the crash frequency classified by the year and severity level, information about variables such as annual average daily traffic (AADT), shoulder width, number of intersections was also collected for those segments. TABLE 2 shows the summary statistics of the key variables in this dataset. 
Under-Dispersed Data
The dataset used for modeling under-dispersion were collected at railway-highway crossings in Korea. This dataset were found to be under-dispersed and were used for establishing the gamma count models to examine factors associated with railroad crossing crashes (Oh et al., 2006) . Traffic accident records were recorded at a total of 162 railway-highway crossings in the 5-year period from 1998 to 2002. A total of 56 continuous and categorical explanatory variables including average daily traffic (ADT) were collected through site visits and investigations. TABLEs 3 and 4 summarize the key continuous and categorical variables of that dataset respectively. 
MODELING RESULTS
This section presents the modeling results of the two observed over-dispersed datasets and one observed under-dispersed dataset. The results of the DP without the normalizing constant were not included in this study due to its theoretical and practical limitations as mentioned in Section 2.1.The level of significance is 10%. TABLE 5 summarizes the results of the DP GLMs, NB GLM and COM-Poisson GLM for the Toronto data. Two types of DP GLMs were investigated and each type represents a method to approximate the infinite series of the normalizing constant in the PMF. The "DP Exact" denotes the DP GLM in which the PMF includes a normalizing constant which is approximated by its partial sum and ensure the coefficients accurate to four decimal places. The "DP Approximate" denotes the DP GLM in which the PMF includes a normalizing constant which was originally approximated using a closed form formula given in Equation (3) (Efron, 1986) . As shown in TABLE 5, both the DP Exact and DP Approximate provide similar coefficients with those of the NB GLM whereas the coefficients estimated by the COM-Poisson GLM are different from the other three models. The difference can be explained by the fact that the coefficients of the COM-Poisson GLM are linked to the mode rather than the mean, as is the case with the other three models. The standard errors of those coefficients for the DP Approximate have shown to be slightly smaller than those for the DP Exact. In terms of GOF, the COM-Poisson GLM fits the data slightly better than the other three with the smallest DIC, MAD and MPB value. The DP Exact fits the data almost the same as the NB GLM but better than the DP Approximate. TABLE 6 summarizes the results of the DP GLM, NB GLM and COM-Poisson GLM for the Texas data. The results of the DP Approximate were not included because it had a convergence issue related to the low mean of this dataset. The absolute values of all the coefficients and their standard errors for the DP Exact and COM-Poisson GLM are larger than those for the NB GLM. Same as found in the Toronto data, the DP Exact provides estimated coefficients similar to the NB GLM. The GOF statistics in TABLE 6 indicate that the three models perform equally well. (Lord et al., 2008b) . TABLE 7 summarizes the results of the DP GLM (i.e. DP Exact), COM-Poisson GLM and Gamma count model for the under-dispersed data. Again, the results for DP Approximate are not presented because of its failure on convergence for the low mean data. As shown in TABLE 7, variables significant in one model are found to be not necessarily significant in another model. The estimated shape parameter of the DP GLM is larger than 1, indicating some evidence of under-dispersion but not very strong; note that for the DP, the shape parameter being 1 is the cutoff point between over-and under-dispersion. It should be noted, however, that all three models are consistent in showing that under-dispersion is present (when conditioned on the mean).
Toronto Data
Texas Data
Under-Dispersed Data
For those variables significant in two or three models, their estimated coefficients and standard errors are shown to differ much across models. Those differences between the DP GLM and COM-Poisson GLM could be explained by the fact that the coefficients estimated by the COM-Poisson GLM are for the centering parameter  , rather than the mean as in the case of the DP GLM and Gamma count model . In spite of the difference from the coefficients, the DP GLM and COM-Poisson GLM provide very close GOF statistics and the COM-Poisson GLM is slightly better with its AIC, MAD and MSPE being the smallest. For the differences on coefficients between the DP GLM and Gamma count model, however, the inferior performance of the Gamma count model might be a major contribution, which is illustrated by its overall GOFs being the worst among three models and not quite close to the other two (at least for three GOF measures). So we could further conclude that the Gamma count model could not provide the precise estimated coefficients as the DP GLM and COM-Poisson GLM do. 
Marginal Effects
With the aim to better interpret the effects of corresponding variables on crash frequency, this study investigates the relative marginal effects of significant variables produced by different models for the three datasets. (Note: the discussion results about the various relationships between the number of crashes and the covariates can be found in the original documents from which the data were used.) An example using the traffic flow as the interested variable has been provided, as shown in FIGURE 1. The vertical axis is based on the logarithmic scale. The relative marginal effects of other variables can be generated and interpreted similarly. The relative marginal effect of a particular variable i X is estimated as the following (Cameron and Trivedi, 1998) :
Given that the mean for the COM-Poisson is not directly available from its estimated parameters as the case with the DP GLM, NB GLM and Gamma count model, Equation (11) was used to approximate the mean and thus the relative marginal effect for the COM-Poisson GLM.
FIGURE 1 Relative Marginal Effects of the Traffic Flows for Three Datasets: (a) Marginal Effect for the Toronto Data, (b) Marginal Effect for the Texas Data and (c) Marginal Effect for the Korea Data
From the relative marginal plot for the Toronto data (FIGURE 1a) , all three models show very similar results and they tend to be closer to each other with the increase on the flow variable for the major approach. For the relative marginal effects for the Texas data shown in FIGURE 1b, the DP GLM and NB GLM provide similar results while the COM-Poisson GLM tends to give smaller estimated marginal effect for one unit change on the flow variable. The difference between the COM-Poisson GLM and the other two models is obvious when the flow variable is less than 10,000 veh/day and the difference becomes smaller with the increase of the flow variable. This difference could be explained by the lack of accuracy in applying the mean approximation of the COM-Poisson model to the low mean data (see Equation (11) and the discussion of its use documented in Section 2.2).
FIGURE 1c shows the marginal effects for the Korea data. The Gamma count model is shown to always provide the smallest marginal effect for a particular flow value, which is consistent with the fact that its coefficient for the flow variable is considerably smaller than those for the other two. The difference on the results between the DP GLM and COM-Poisson GLM decreases with the increase of the flow variable, which is consistent with our findings for the other two datasets. The difference is hardly detectable when the flow variable is larger than 20,000 veh/day. Overall, the marginal effects for the three datasets in FIGURE 1 indicate that the DP GLM and COM-Poisson GLM provide similar results unless when the flow variable is so small that the mean approximation of the COM-Poisson GLM is not able to work properly.
DISCUSSION
First, this study has demonstrated that the DP GLM with its normalizing constant approximated by the new method can handle both over-dispersed and under-dispersed datasets. Its performance is comparable to the COM-Poisson GLM in terms of GOF, although the COM-Poisson GLM provides a slightly better fit in all types of datasets.
Second, the DP distribution has seldom been investigated and applied since its first introduction more than two decades ago. The hurdle of applying the DP is related to the approximation of its normalizing constant by the closed form equation originally proposed by Efron (1986) . This study has found that this approximation method is inaccurate and not reliable enough for the low mean count data. Imposing this approximation leads to convergence issues as evident from the two low mean datasets used in this study. More importantly, this study has documented the use of the partial sum to approximate the infinite series for the normalizing constant of the DP distribution. The newly proposed approximation method not only improved the GOF performance of the DP GLM but also solved the convergence issue when applying to datasets with a relatively low sample mean. Besides, this method makes it possible to compute the normalizing constant to some modest accuracy according to user's preference. With more terms included in the partial sum, the values for the coefficients and deviance of the DP GLM approach their limits more closely. Thus, it is possible to approximate those values to the desired decimal places. Although more accuracy is achieved by increasing the nonlinearity of the PMF, this method does not significantly increase computational complexity. For example, the DP GLM for the Texas data using the first 100 terms partial sum converged in less than 10 seconds in SAS 9.3. In comparison, the COM-Poisson GLM also converged in less than 10 seconds in the software R (R Development Core Team., 2006) . Third, the DP GLM provides very similar estimates to those coefficients provided by the NB GLM. The mathematics to manipulate the DP models is very simple and very similar to the NB models, since both of the two models use the mean as the centering parameter and have a shape parameter to capture dispersion. Moreover, both the DP GLM and NB GLM in this study were developed based on the MLE in SAS. However, the application of the NB GLM is only limited to modeling the over-dispersed data and provides unreliable parameter estimates when fitting the under-dispersed data . On the other hand, the shape parameter of the DP GLM has been found to be very flexible and it can handle under-, equi-, and over-dispersion
The simplicity and flexibility of the DP mathematics also allows for the further development of multilevel models such as the random parameter models (Anastasopoulos and Mannering, 2009) , finite mixture models (Park and Lord, 2009) , Markov switching models (Malyshkina et al., 2009) , etc., which will better account for the unobserved heterogeneity in crash datasets. This will encourage the potential use of the DP models to handle more complex crash dataset. Fourth, the DP GLM can be more easily estimated and computationally inexpensive than the COM-Poisson GLM although the former fits the data slightly worse than the latter (at least for these datasets). It is simple to use the DP GLM for interpreting the coefficients in terms of their impact on the mean since the mean parameter is linked to the linear predictor through the logarithmic link. On the other hand, certain mean approximation methods have to be made for applying the COM-Poisson GLM to obtain its mean and thus the marginal effects. However, those approximation methods may not work well for low mean datasets. Previous studies have investigated the accuracy of those approximation methods. For the COM-Poisson GLM based on its original parameterization, the estimated means can be approximated using the asymptotic expression but is only accurate for 1 v  or 10v   (Sellers and Shmueli, 2010) . Although the re-parameterization of the COM-Poisson distribution proposed by Guikama and Coffelt (2008) was based on a more clear centering parameter (i.e., the mode), it is still not directly comparable to the mean in the DP GLM.
Despite of the aforementioned advantages of the DP GLM, the application of the DP GLM is associated with several limitations. Due to the scarcity of the observed under-dispersed crash data, this study investigated the performance of the DP GLM using only one observed dataset. Further investigation should be conducted on how the DP GLM will handle underdispersed count data in a broader context. Besides, to make a fair comparison, the model specifications of the DP GLMs are consistent with those of the COM-Poisson GLMs, which have been documented in past studies. However, doing this does not guarantee the models are not affected by the issue of omitting variable bias. Future work should investigate how including more variables in the model will affect the comparison in terms of performance between these two models, especially for variables that are known to significantly influence the frequency of crashes. Further work is also recommended to better understand under which circumstances the DP GLM is preferred over the COM-Poisson GLM.
SUMMARY AND CONCLUSIONS
This study has examined the applicability of the DP GLM for analyzing motor vehicle crash data characterized by over-and under-dispersion and compared its performance to that of the COMPoisson GLM. The DP GLM was developed based on a new method to approximate its normalizing constant with high accuracy and reliability. The normalizing constant of the DP distribution used to be left out or approximated using a closed form formula, and neither of them can provide accurate enough results especially for the low mean data. The DP GLM and COM-Poisson GLM were developed using two observed over-dispersed datasets and one observed under-dispersed dataset. The results of the NB GLM and Gamma count model were also provided as reference.
The modeling results for both over-and under-dispersed datasets indicate that the DP GLM with its normalizing constant approximated by the new method performs slightly worse than the COM-Poisson GLM in terms of the GOF statistics. The differences, however, are not large enough to disregard its use for analyzing crash data. Indeed, the former is much easier to use and estimate than the latter. The coefficients in terms of their impact on the means are simpler to interpret with the DP GLM than for the COM-Poisson GLM. The computational time needed for the DP GLM to converge is so small that it only takes several seconds to generate the modeling results. In sum, the DP GLM with its properly approximated normalizing constant offers a very flexible and efficient alternative for researchers for modeling count data.
