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Abstract
The electron propagator in a laser background has been shown to be made up of a series of
sideband poles. In this paper we study this decomposition by analysing the impact of the residual
gauge freedom in the Volkov solution on the sidebands. We show that the gauge transformations do
not alter the location of the poles. The identification of the propagator from the two-point function
is maintained but we show that the sideband structures mix under residual gauge transformations.
PACS numbers: 11.15.Bt,12.20.Ds,13.40.Dk
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I. INTRODUCTION
The recent rapid progress in laser technologies offers a timely testing ground for quantum
field theory techniques associated with non-trivial backgrounds [1]. In this paper we are going
to study charge propagation in such a background. A novel feature of a propagating charge
in a laser is that it is indistinguishable from a charge which absorbs a given number of laser
photons and also emits the same number of photons degenerate with the laser. Such laser
induced degeneracies have a close parallel with the soft and collinear degeneracies associated
with the infra-red regime in both QED and QCD [2][3][4][5] while the induced mass effects in
a laser background should help to refine our understanding of the current versus constituent
mass distinction in QCD [6]. Needless to say, the new generation of laser facilities that will
soon be on line will help to both inform and refine our theoretical understanding of these
vexed issues.
In QED we usually expand around the free theory but in a laser background we use the
interacting, Volkov solution [7][8] as our starting point. This solution is much richer than
in the normal perturbative vacuum and, as we will summarise below, alters the propagator
which becomes a sum of so-called sideband poles [9][10]. As this is not a free theory, we have
to address the effects of local gauge transformations [11] on this solution and the propagator.
We recall [7] that the solutions of a scalar field in a plane wave background are distorted.
For a linearly polarised background where the vector potential is given by
Aµ(x) = aµ cos(k·x) , (1)
and where the constant amplitude aµ is space-like and taking the null vector k
µ to be
spatially aligned along the laser direction, the matter field is described by
φ
V
(x) =
∫
d¯ 3p
2E∗p
(
D(x, p)a
V
(p) +D(x,−p)b†
V
(p)
)
, (2)
where
D(x, p) = e−ip·xei(eu sin(k·x)+e
2v sin(2k·x)) , (3)
and
u = −
p·a
p·k
and v =
a2
8p · k
. (4)
In this expression the momentum p is on-shell at m⋆ where the laser shifted mass [9][12][13]
[14][15] is
p2 = m⋆
2 = m2 − 1
2
e2a2 . (5)
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In this paper we do not explicitly distinguish between on-shell and off-shell momenta as it
has no impact on our discussion of gauge dependence. See [16] for a fuller discussion.
We recall further that (2) may be written as a sum over modes
φ
V
(x) =
∑
n
φn(x) , (6)
where
φn(x) =
∫
d¯ 3p
2E∗p
(
e−iep·xeink·xJn(eu, e
2v)a
V
(p) + eiep·xeink·xJn(eu,−e
2v)b†
V
(p)
)
, (7)
and the generalised Bessel function, Jn(eu, e
2v), is defined in terms of Bessel functions via
Jn(eu, e
2v) =
∑
r
Jn−2r(eu)Jr(e
2v) . (8)
The Volkov propagator contains not just the standard pole i/(p2 − m∗
2) familiar from
perturbation theory but also infinitely many sideband poles of the form i/((p+nk)2−m∗
2)
where n is any integer [12][17][18][19][20]. As we have previously seen [16], the propagator is
not given by the two-point function of the full Volkov field but is identified as the diagonal
part of the two-point function in the vacuum |0〉
V
picked out by the Volkov annihilation
operators:
iDV (x− y) =
∑
n
V
〈0|Tφn(x)φ
†
n(y)|0〉V . (9)
This is to ensure that the propagator represents processes where there is a fixed momentum
flow through the matter field. This can also be understood [16] in terms of degenerate
processes extending the Lee-Nauenberg [4] characterisation of the infra-red problem [5].
The form of the vector potential chosen here requires that k · a = 0 which corresponds
from (1) to a Landau like gauge as ∂µA
µ = 0. In [16] the propagator was constructed in this
gauge. The mass shift and wave function renormalisation were calculated to all orders in an
operator formalism. This was further verified to the first few orders by explicit diagrammatic
calculations. Each term in the sum (9) generates a separate, so-called sideband structure:
∫
d4x e−ip·(x−y)
V
〈0|T (φn(x)φ
†
n(y))|0〉V =
Z
(n)
2 (u, v)
(p+ nk)2 −m∗2 + iǫ
, (10)
showing the common mass shift and distinct wave function renormalisations of the sidebands.
Here p is off-shell. It has been argued that the central sideband, corresponding to n = 0
and produced by the φ0(x) mode, may dominate in some regimes [17]. In this paper we
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want to address the issue of the residual gauge freedom which is opened up by the boundary
conditions imposed on the plane wave laser background.
Below we will show that, although the Volkov field transforms with the expected phase
shift characteristic of a charged matter field under such a residual gauge transformation,
the modes (6) actually mix with each other in a non-trivial manner. This mixing of the
modes raises a question about whether the above identification of the propagator (9) is
consistent with gauge transformations. We will demonstrate below that the construction
of the propagator is robust under such transformations and that the overall effect of gauge
transformations may be absorbed into shifts of the wave function renormalisation factors.
We therefore now turn to the gauge freedom in the Volkov formalism, its effects on
the various modes of the Volkov field and thus build up the diagonal sum (9). Although
our conclusions hold to all orders, we shall, for illustrative purposes, demonstrate them
perturbatively.
II. RESIDUAL GAUGE TRANSFORMATIONS
There is in the gauge fixing discussed above a residual gauge freedom as we can make
the replacement
Aµ(x) → Aµ(x) + ∂µλ(x) , (11)
where λ(x) = λ sin(k·x) and λ is a constant. This corresponds to the amplitude shift
aµ → aµ + λkµ , (12)
which still preserves our gauge choice due to the null nature of kµ. Under this transformation
we have, from (4),
u→ u− λ and v → v . (13)
Similarly the distortion factor transforms as
D(x, p) → e−ieλ(x)D(x, p) . (14)
From (2) we see the phase shift
φ
V
(x) → e−ieλ(x)φ
V
(x) , (15)
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as would be expected of a charged matter field under gauge transformations. This is a
local gauge transformation and, as the field extends to spatial infinity along the laser di-
rection, the transformation does not vanish asymptotically along the laser. This residual
gauge transformation is consistent both with our original Landau gauge condition and the
boundary conditions of the Volkov solution.
We now want to analyse the impact of the gauge freedom on the various modes of the
Volkov field. As the propagator is constructed from the diagonal sum over the modes (9) it
is crucial that we know how they transform. In (7) the generalised Bessel functions, through
their dependence on u, are responsible for the gauge dependence of the fields
Jn(eu, e
2v) → Jn(e(u− λ), e
2v) =
∑
m
Jm(eλ)Jn+m(eu, e
2v) , (16)
where we used (13). This means that the Volkov modes mix under such a local gauge
transformation as
φn(x) →
∑
s
Js(eλ)φn+s(x)e
−isk·x , (17)
with a Bessel function dependent weighting. It is useful here to verify that this is consistent
with the overall transformation of the Volkov field. From (6) we have
φ
V
(x) →
∑
n
∑
s
Js(eλ)φn+s(x)e
−isk·x . (18)
Shifting the label n and using the standard result
eiℓ sin(k·x) =
∑
r
eirk·xJr(ℓ) , (19)
we find that the Volkov field
φ
V
(x) → e−ieλ(x)
∑
r
φr(x) , (20)
which shows that, as expected from (15), the phase may be extracted from the sum over
modes.
It is clear from (17) that there is a mixing of the modes and it is not obvious that the
identification of the propagator as a diagonal sum is compatible with this mixing. To study
this perturbatively, let us consider the lowest modes in the propagator. It will be apparent
how this extends to higher orders. The first few terms in the diagonal sum around the
central term (n = 0) are:
V
〈0|T (φ0(x)φ
†
0(y) + φ1(x)φ
†
1(y) + φ−1(x)φ
†
−1(y) + . . . |0〉V . (21)
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Now from (17) and the standard series representation of the Bessel function we see that at
order e2 the only term that is gauge dependent is φ0(x)φ
†
0(y). We find that
φ0(x) →
(
1− 1
4
e2λ2
)
φ0(x) +
eλ
2
φ1(x)e
−ik·x −
eλ
2
φ−1(x)e
ik·x , (22)
and similar for φ†0.
We see that the modes mix under a gauge transformation and that, more generally,
expanding up to order e2n mixes modes whose labels are separated by n. Furthermore,
the factors of e±ik·x here might initially appear concerning as such a k-dependence in the
diagonal two-point function would be incompatible with its interpretation as a propagator.
However, we will see below that although the mixing is real this k-dependence cancels in
our result and the propagator interpretation of the diagonal sum (9) holds.
We now want to express the modes in terms of the Volkov creation and annihilation
operators. Rewriting the generalised Bessel functions in (7) in terms of Bessel functions via
(8) yields
J0(eu, e
2v) = J0(eu)J0(e
2v) + J2(eu)J−1(e
2v) + J−2(eu)J1(e
2v) + . . . . (23)
The second and third terms on the right hand side here are of order e4, so to order e2
J0(eu, e
2v) = 1−
e2
4
u2 . (24)
We thus obtain to leading order in the coupling
φ0(x) =
∫
d¯ 3p
2E∗p
(
e−ip·x
(
1−
e2
4
u2
)
aV (p) + e
ip·x
(
1−
e2
4
u2
)
b†V (p)
)
. (25)
A similar calculation leads to
φ±1(x) = ∓
e
2
∫
d¯ 3p
2E∗p
(
e−ip·xe±ik·x
(
1−
e2
4
u2
)
aV (p) + e
ip·xe∓ik·x
(
1−
e2
4
u2
)
b†V (p)
)
. (26)
It is important to notice how the factors of e±ik·x enter here. This means that such factors
cancel on substitution into (22). We find from (22), (25) and (26) that the mode φ0(x),
expressed in terms of creation and annihilation operators, up to order e2 transforms under
the residual gauge transformation as
φ0(x) →
∫
d¯ 3p
2E∗p
(
1−
e2
4
(u− λ)2
)(
e−ip·xaV (p) + e
ip·xb†V (p)
)
. (27)
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This last equation shows the leading order, local gauge transformations of the mode φ0.
However, it should be emphasised that this result includes terms from mixing with the
modes φ±1 and will receive further contributions from φ±2 at order e
4 etc. It is clear that at
all orders, all of the modes will mix under a gauge transformation. This demonstrates that
restricting to specific modes is a gauge dependent, and unphysical approximation. The eik·x
factors have cancelled in (27) and so if under our gauge transformation φn → φ˜n the diagonal
term
V
〈0|T (φ˜n(x)φ˜
†
n(y))|0〉V continues to generate solely the sideband pole in (p+nk)
2−m∗2,
although φ˜n itself contains contributions from all the other modes in the original gauge.
We have thus seen that under gauge transformations, propagators defined through the
diagonal sum over modes remain as propagators. The changes affect the wave function
renormalisation which acquires a λ-dependence. For the central sideband
Z
(0)
2 (eu, e
2v)→ 1−
e2
2
(u− λ)2 +O(e4) . (28)
If we recall [16] that the all orders wave function renormalisation constant for the n-th
sideband in a linear background has the form
Z
(n)
2 (eu, e
2v) = J2n(eu, e
2v) , (29)
then (28) corresponds to the shift
Z
(0)
2 (eu, e
2v)→ Z02(e(u− λ), e
2v) . (30)
This exemplifies the gauge dependence of the wave function renormalisation and we reiterate
that it is in part caused by a mixing of modes which previously generated other sideband
states in the initial gauge. Note that although Z
(±1)
2 is gauge invariant at this order, it
becomes gauge dependent at the next order, and so on. The mass shift, as a potentially
measurable quantity [14], is gauge invariant as under our residual gauge tranformation
a2 → (aµ + λkµ)(a
µ + λkµ) = a2 ,
where we have used that k2 = 0 and the Landau gauge k · a = 0. This is reflected in the
expression for the mass shift which is only generated by diagrams with the four-point vertex
and not by the gauge dependent three-point vertex in scalar QED. This is also the case
for circular polarised backgrounds [16]. It should be contrasted with fermionic QED where
the gauge dependent vertex is proportional to e/a and it is possible to generate the gauge
invariant structure a2 via /a/a from the fermionic vertex.
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We have seen in this paper that the mass shift is gauge invariant and that the wave
function renormalisation factors are gauge dependent. Furthermore, the different sidebands
mix with each other under gauge transformations although, in the resulting gauge, each
mode in the diagonal sum generates its corresponding sideband pole. This shows that in
this theory we have a consistent identification of the propagator with its sideband structure.
The next step in understanding the quantum field theory of the Volkov solution is to iden-
tify the vertex structures in scalar QED in laser backgrounds. We expect similar structures
in fermionic QED, however, this does introduce an additional complexity to the theory [18]
which needs to be revisited. Progress in these areas is essential in the development of the
theory of scattering in laser backgrounds.
Acknowledgements: We thank Tom Heinzl and Ben King for helpful discussions.
8
REFERENCES
[1] A. Di Piazza, C. Muller, K. Hatsagortsyan, and C. Keitel, Rev. Mod. Phys. 84, 1177 (2012),
arXiv:1111.3886 [hep-ph].
[2] F. Bloch and A. Nordsieck, Phys. Rev. 52, 54 (1937).
[3] T. Kinoshita, J. Math. Phys. 3, 650 (1962).
[4] T. D. Lee and M. Nauenberg, Phys. Rev. 133, B1549 (1964).
[5] M. Lavelle and D. McMullan, JHEP 03, 026 (2006), arXiv:hep-ph/0511314.
[6] M. Lavelle and D. McMullan, Phys. Rept. 279, 1 (1997), arXiv:hep-ph/9509344 [hep-ph].
[7] D. M. Volkov, Z. Phys. 94, 250 (1935).
[8] T. Heinzl, Int. J. Mod. Phys. A27, 1260010 (2012), arXiv:1111.5192 [hep-ph].
[9] H. R. Reiss, J. Math. Phys. 3, 59 (1962).
[10] H. R. Reiss, Eur. Phys. J. D 55, 365 (2009).
[11] T. Heinzl and A. Ilderton, Opt. Commun. 282, 1879 (2009), arXiv:1301.3072 [hep-ph].
[12] L. S. Brown and T. W. B. Kibble, Phys. Rev. A 133, 705 (1964).
[13] A. Nikishov and V. Ritus, Sov. Phys. JETP 19, 529 (1964).
[14] C. Harvey, T. Heinzl, A. Ilderton, and M. Marklund, Phys. Rev. Lett. 109, 100402 (2012),
arXiv:1203.6077 [hep-ph].
[15] C. Kohlfu¨rst, H. Gies, and R. Alkofer, Phys. Rev. Lett. 112, 050402 (2014),
arXiv:1310.7836 [hep-ph].
[16] M. Lavelle, D. McMullan, and M. Raddadi, Phys. Rev. D87, 085024 (2013),
arXiv:1301.3072 [hep-ph].
[17] J. H. Eberly and H. R. Reiss, Phys. Rev. 145, 1035 (1966).
[18] H. R. Reiss and J. H. Eberly, Phys. Rev. 151, 1058 (1966).
[19] F. Ehlotzky, Z. Phys. 203, 120 (1967).
[20] A. Ilderton and G. Torgrimsson, Phys. Rev. D87, 085040 (2013), arXiv:1210.6840 [hep-th].
9
