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In this paper, we provide a mathematical foundation for the least square regression learn-
ing with indeﬁnite kernel and coeﬃcient regularization. Except for continuity and bound-
edness, the kernel function is not necessary to satisfy any further regularity conditions. An
explicit expression of the solution via sampling operator and empirical integral operator
is derived and plays an important role in our analysis. It provides a natural error decom-
position where the approximation error is characterized by a reproducing kernel Hilbert
space associated to certain Mercer kernel. A careful analysis shows the sample error has
O ( 1√
m
) decay. We deduce the error bound and prove the asymptotic convergence. Sat-
isfactory learning rates are then derived under a very mild regularity condition on the
regression function. When the kernel is itself a Mercer kernel better rates are given by
a rigorous analysis which shows coeﬃcient regularization is powerful in learning smooth
functions. The saturation effect and the relation to the spectral algorithms are discussed.
© 2010 Elsevier Inc. All rights reserved.
1. Introduction
The aim of this paper is to provide a mathematical foundation for the use of indeﬁnite kernels and coeﬃcient regulariza-
tion in the least square regression and kernel network learning framework. This is motivated by the considerably increasing
attention to the learning with indeﬁnite kernels due to its great success in support vector machines [10,14], kernel principal
component analysis [8], and protein sequence similarity analysis [13].
Let X be a compact metric space and Y = R, ρ be a Borel probability distribution on Z = X × Y . The regression function
fρ : X → Y is given by
fρ(x) = E(y|x) =
∫
Y
y dρ(y|x)
where ρ(y|x) is the conditional distribution of y for given x. In the supervised learning framework, ρ is unknown and the
task is to learn a good approximation of fρ from a set of observations z= {(xi, yi)}mi=1 ∈ Zm which are drawn independently
and identically distributed according to ρ . This is a typical ill-posed problem and regularization technique is needed [21].
Tikhonov regularization is commonly used to overcome the ill-posedness which, given H , a set of functions from X to Y
* Corresponding author.
E-mail addresses: ss_sunhw@ujn.edu.cn (H. Sun), wuqiang@math.msu.edu (Q. Wu).
1 The author is supported by the Nature Science Fund of Shandong Province, China [Project No. Y2007A11], and the Doctor Fund of University of Jinan
[Project No. XBS0832].1063-5203/$ – see front matter © 2010 Elsevier Inc. All rights reserved.
doi:10.1016/j.acha.2010.04.001
H. Sun, Q. Wu / Appl. Comput. Harmon. Anal. 30 (2011) 96–109 97called hypothesis space, and a penalty functional Ω :H → R+ called regularizer, searches for an approximation of fρ by
the following scheme:
fz,H = arg min
f ∈H
1
m
m∑
i=1
(
yi − f (xi)
)2 + λΩ( f ). (1.1)
Kernel methods have been widely used in many areas of machine learning and achieved great success. Among others
kernel regression has drawn much attention. The study has focused on the application of Mercer kernels and regularization
in the associated reproducing kernel Hilbert space. Recall a Mercer kernel K is a function on X × X which is continuous,
symmetric, and positive deﬁnite. The reproducing kernel Hilbert space HK is deﬁned to be the completion of the span of
{Kx = K (·, x): x ∈ X} with the inner product 〈Kx, Kt〉K = K (x, t). The reproducing property
f (x) = 〈 f , Kx〉K
holds for every f ∈HK . For more properties of HK see [1]. The regularization in HK with the norm square regularizer is
given as
fz,K = argmin
HK
1
m
m∑
i=1
(
yi − f (xi)
)2 + λ‖ f ‖2K . (1.2)
It has been well understood due to a lot of literatures ([2,4–6,9,12,17,18,22,29,30], etc.).
In this paper we consider a different kernel scheme. Let K : X × X → R be a continuous and bounded function called
kernel.2 Let the hypothesis space given by
HK ,x =
{
fα(x) =
m∑
i=1
αi K (x, xi): α = (α1, . . . ,αm) ∈ Rm, m ∈ N
}
and the regularizer is deﬁned as Ω( fα) = Ω(α) by a positive function Ω on Rm . In this setting every hypothesis function
is determined by its coeﬃcients and the penalty is imposed on these coeﬃcients. We call this regularization technique the
coeﬃcient regularization. In kernel regression the coeﬃcient regularization becomes
fz = fαz where αz = arg min
α∈Rm
1
m
m∑
i=1
(
yi − fα(xi)
)2 + λΩ(α).
The application of HK ,x and the coeﬃcient regularization was ﬁrst introduced by Vapnik [21] to design linear program-
ming support vector machines. It has some advantages. Firstly, the algorithm is directly a ﬁnite dimensional optimization
problem and easy to be adapted to other algorithms. Secondly, one can freely choose the regularizer for different purposes.
For instance the sparse representation can be obtained if 1 norm of the coeﬃcients is used as the regularizer while it
gives back the regularization scheme (1.2) if Ω(α) = α	Kxα where Kx = [K (xi, x j)] is the m × m kernel matrix on the
input data x. Lastly, it enables the use of indeﬁnite kernels if one has some a priori knowledge and wants to ﬁt the data
in certain trend. This has been shown powerful by the great success of sigmoid kernel in support vector machines [14] and
the fractional power polynomials in face recognition [8]. Due to the lack of representer theorem, coeﬃcient regularization
seems to be the most natural regularization approach for learning with indeﬁnite kernels. Besides these advantages, an
important observation is, when the positive deﬁnite kernel is used, the coeﬃcient regularization scheme usually provides
quite comparable performance as the regularization scheme in HK ; see [24,25].
In this paper we will study the theoretical performance of the least square kernel regression with a particular coeﬃcient
regularization:
fz = fαz where αz = arg min
α∈Rm
1
m
m∑
i=1
(
yi − fα(xi)
)2 + λm m∑
i=1
α2i . (1.3)
In our analysis, except for the continuity and boundedness we do not assume any capacity or regularity conditions on
the kernel function K . However, we can still obtain an order O ( 1√
m
) estimate for the sample error, the same as that for
the positive deﬁnite kernel case. Another interesting observation we will prove is the approximation ability of coeﬃcient
regularization can be measured by the reproducing kernel Hilbert space associated to a positive deﬁnite kernel
K˜ (x, t) = Eu K (x,u)K (t,u). (1.4)
2 In the literature, the term “kernel” is usually used for positive deﬁnite functions on X × X . Here we extend it to general functions to include both
indeﬁnite kernels and Mercer kernels.
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capacity independent error bound which leads to the asymptotic convergence and provide the learning rates under mild
regularity conditions on the regression function fρ.
Note that the hypothesis space HK ,x depends on the input data. This makes the analysis quite diﬃcult and different
from that for the algorithms with a data independent hypothesis space [25]. There are some literatures in this area but
the research is not very rich yet. In [3] the uniform convergence inequality is studied for the data dependent functions. In
[24–26] the coeﬃcient regularization was analyzed under the restriction that the kernel is positive deﬁnite or has certain
smoothness condition (such as Lipschitz condition). Since our aim is a capacity independent analysis for a rather general
kernel, the kernel function K in our setting will have no capacity or smoothness assumptions and may even be non-positive
deﬁnite. This makes previous techniques invalid. To overcome this diﬃculty we will take full use of the explicit expression
of fz (see Section 3 below) and develop an elaborative analysis.
In Section 2 we will state the asymptotic convergence and learning rates for the coeﬃcient regularization kernel scheme
(1.3) with general kernels. The proofs will be given in the following sections. Particularly, we will prove an explicit expres-
sion of the solution fz in terms of the sampling operator and integral operator in Section 3. In Section 4, we will prove the
error bound and learning rate. Noticing that when the kernel is a positive deﬁnite one, a better analysis is possible which is
given in Section 5. The results will show that the convergence may be faster than the kernel scheme (1.2) if the regression
function is smooth enough. We close by discussions on the saturation effect and kernel learning in Section 6.
2. Convergence and rates
Throughout this paper we always assume |y| < M almost surely. So the regression function fρ is bounded and square
integrable with respect to the marginal distribution ρX and the variance of ρ is ﬁnite, i.e., fρ ∈ L2ρX (X) and σ 2 = E(y −
fρ(x))2 < ∞. For the kernel function K , we only assume it is continuous and bounded and denote
κ = sup
t,x∈X
∣∣K (x, t)∣∣< ∞.
The goodness of the approximation of fρ by fz is usually measured by ‖ fz − fρ‖L2ρX . To estimate this error, we introduce
the integral operator associated to the kernel K˜ ,
LK˜ f (x) =
∫
X
K˜ (x, t) f (t)dρX (t)
and the regularizing function
fλ = (λI + LK˜ )−1LK˜ fρ.
Then we have the following error decomposition:
‖ fz − fρ‖L2ρX  ‖ fz − fλ‖L2ρX + ‖ fλ − fρ‖L2ρX (2.1)
where the ﬁrst term on the right hand side is called sample error and the second term is approximation error. In Section 3
below we will explain why this decomposition appears naturally.
Our ﬁrst main result is an O ( 1√
m
) estimate for the sample error.
Theorem 2.1. Let fz be given by (1.3). If λ 1, then for any δ ∈ (0,1), with probability 1− δ there holds
‖ fz − fλ‖L2ρX 
C1
δ
λ−
3
2m−
1
2
where C1 = (2
√
10κ3 + 2√6κ2)M.
The approximation error is estimated by the properties of the integral operator L K˜ . Note that K˜ is a positive deﬁnite
kernel, the integral operator L K˜ has been well studied in a series of papers [15–17,19]. In our setting we have the following
estimate. Let HK˜ be the completion of HK˜ in L
2
ρX
.
Theorem 2.2. If fρ ∈HK˜ then
‖ fλ − fρ‖L2ρX → 0 as λ → 0.
In addition, if L−r fρ ∈ L2ρ for some r > 0, thenK˜ X
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min{1,r}
where C2 = max{1, κ2r}‖L−rK˜ fρ‖L2ρX .
The overall error bound is obtained by combining the estimates for the sample error in Theorem 2.1 and approximation
error in Theorem 2.2. Moreover, we can immediately have two corollaries. The ﬁrst one is the asymptotic convergence.
Corollary 2.3. Assume fρ ∈HK˜ . Then by choosing λ = λ(m) satisfying
lim
m→∞λ(m) = 0 and limm→∞λ
3/2√m → ∞
we have ‖ fz − fρ‖L2ρX converges to 0 in probability.
With the additional regularity condition on fρ as in Theorem 2.2 we can also derive the learning rates.
Corollary 2.4. Assume L−r
K˜
fρ ∈ L2ρX . Then if 0< r  1, choosing λ =m−
1
2r+3 we obtain
‖ fz − fρ‖L2ρX = O
(
m−
r
2r+3
)
and, if r > 1, choosing λ =m− 15 we obtain
‖ fz − fρ‖L2ρX = O
(
m−
1
5
)
.
If the positive deﬁnite kernel K˜ is used in (1.2) then under the assumption L−r
K˜
fρ ∈ L2ρX the learning rate will be
O (m−
r
1+2r ) [20,29] which is better. But we should note that K˜ is diﬃcult or even impossible to compute since ρX is un-
known. In practice, if a priori knowledge guarantees the good approximation error (i.e. r is large), the rate in Corollary 2.4
decays polynomially and is acceptable.
In [26], Xiao and Zhou analyzed the coeﬃcient regularization using the 1 norm. Under a Lipschitz condition of the
kernel K the rate of order O (m−r/2(1+n)) is obtained. It is very slow since n is usually very large. Comparing with their
result, our rates are much better while our assumptions are less restrictive.
3. An explicit operator expression of fz
Let C(X) be the space of bounded continuous functions on X with supremum norm ‖ · ‖∞ . Deﬁne the sampling operator
S = Sx associated to the sampling points x= {x1, . . . , xm} as follows:
S : C(X) −→ Rm,
f −→ ( f (x1), . . . , f (xm)).
Let T and T∗ be operators from Rm to C(X) deﬁned as, for α = (α1, . . . ,αm),
Tα = 1
m
m∑
i=1
αi K (x, xi),
T∗α = 1
m
m∑
i=1
αi K (xi, x).
Simple computation shows that
‖Tα‖L2ρX  ‖Tα‖∞  κm
−1
m∑
i=1
|αi| κm− 12 ‖α‖2
and similarly
‖T∗α‖L2ρX  κm
− 12 ‖α‖2
where ‖α‖2 is the 2 norm on Rm . So both T and T∗ are bounded operator from Rm to L2ρ with bound κm−
1
2 .X
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Kx =mST and K	x =mST∗.
Using these notations, we can prove the following expression of fz .
Theorem 3.1. The solution fz of the coeﬃcient scheme (1.3) can be expressed as
fz = T (λI + ST∗ST )−1ST∗y
where y = (y1, . . . , ym)	 and I is the identity operator.
Proof. By (1.3) and the deﬁnition of T we see fz = mTαz . So it suﬃces to prove mαz = (λI + ST∗ST )−1ST∗y. For this
purpose we denote
E(α) := 1
m
m∑
i=1
(
fα(xi) − yi
)2 + λm m∑
i=1
α2i =
1
m
‖Kxα − y‖22 + λmαTα
and compute the gradient
∇E(α) = 2
m
[
K	x Kxα − K	x y
]+ 2mλα.
Then αz is given by the solution of the equation ∇E(α) = 0 and has the expression
αz =
(
λI + 1
m2
K	x Kx
)−1 1
m2
K	x y=
1
m
(λI + ST∗ST )−1ST∗y. (3.1)
This proves our conclusion. 
By the expression of αz in (3.1), we have
λmαz + ST∗ST (mαz) = ST∗y.
Multiplying T both sides and using the fact fz =mTαz we obtain
λ fz + T ST∗S fz = T ST∗y
which informally gives
fz = (λI + T ST∗S)−1T ST∗y. (3.2)
It is not diﬃcult to check that, for any ﬁxed function g , ET ST∗Sg converges to L K˜ g . So intuitively the sample limit of fz
is naturally given by (λI + L K˜ )−1L K˜ fρ. This explains why we characterize the approximation error via integral operator L K˜
and decompose the error as (2.1). However, notice that (λI + T ST∗S)−1 may not exist. So the expression (3.2) is rather
informal and cannot be used for a rigorous analysis.
4. Error analysis
In this section we prove our main results in several steps.
4.1. Approximation of the integral operator
As we have mentioned above, intuitively an empirical estimate of L K˜ is given by T ST∗S . However, the latter is not a
bounded operator on L2ρX . So the norm ‖T ST∗S − L K˜ ‖ cannot be bounded. But we can estimate ‖T ST∗ST − L K˜ T‖ where
both operators T ST∗ST and L K˜ T are bounded operators from Rm to L2ρX .
The following estimate will play a crucial role in our error analysis.
Lemma 4.1.We have
E‖T ST∗ST − LK˜ T‖
2
√
10κ3
m
. (4.1)
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ηi, j,l(x) = K (xi, xl)K (xi, x j)K (x, x j) − (LK˜ Kxl )(x)
and denote ξl(x) = 1m2
∑m
i, j=1 ηi, j,l. Then
‖T ST∗ST − LK˜ T‖2 = sup‖α‖21
∥∥(T ST∗ST − LK˜ T )α∥∥2L2ρX
= sup
‖α‖21
∥∥∥∥∥ 1m
m∑
l=1
αlξl
∥∥∥∥∥
2
L2ρX
 1
m2
∫
X
m∑
l=1
(
ξl(x)
)2
dρX
= 1
m6
∫
X
m∑
i, j,p,q,l=1
ηi, j,l(x)ηp,q,l(x)dρX .
When all the indices i, j, p,q, l are pairwise different there holds
Ex,x
(
ηi, j,l(x)ηp,q,l(x)
)= 0.
Therefore
E‖T ST∗ST − LK˜ T‖2 
1
m6
Ex,x
(
m∑
i, j,p,q,l=1
ηi, j,l(x)ηp,q,l(x)
)
 4κ
6
m6
(
m5 −m(m − 1)(m − 2)(m − 3)(m − 4))
 40κ
6
m2
and the conclusion follows from Schwartz inequality. 
4.2. Estimate of the sample error
In this subsection let us estimate the sample error and prove Theorem 2.1.
Proof of Theorem 2.1. Let gz = (λI + L K˜ )−1T ST∗y and write
fz − fλ = ( fz − gz) + (gz − fλ). (4.2)
For the ﬁrst term on the right hand side, by Theorem 3.1, we have
fz − gz = (λI + LK˜ )−1(λI + LK˜ )T (ST∗ST + λI)−1ST∗y
− (λI + LK˜ )−1T (ST∗ST + λI)(ST∗ST + λI)−1ST∗y
= (λI + LK˜ )−1(LK˜ T − T ST∗ST )(ST∗ST + λI)−1ST∗y
= (λI + LK˜ )−1(LK˜ T − T ST∗ST )(mαz). (4.3)
Thus
‖ fz − gz‖L2ρX  λ
−1m‖LK˜ T − T ST∗ST‖‖αz‖2.
Since αz is the minimizer of the function E(α) there holds
λm‖αz‖22  E(0) =
1
m
m∑
i=1
y2i  M2.
So ‖αz‖2  M√ . Then by Lemma 4.1
λm
102 H. Sun, Q. Wu / Appl. Comput. Harmon. Anal. 30 (2011) 96–109E‖ fz − gz‖L2ρX  λ
− 32m
1
2 E‖LK˜ T − T ST∗ST‖ 2
√
10κ3Mλ−
3
2m−
1
2 . (4.4)
To bound ‖gz − fλ‖L2ρX , let
ζi, j(x) = yi K (xi, x j)K (x, x j) − LK˜ fρ(x).
We have
E‖gz − fλ‖2L2ρX = E
∥∥(λI + LK˜ )−1(T ST∗ y − LK˜ fρ)∥∥2L2ρX
 λ−2 E‖T ST∗ y − LK˜ fρ‖2L2ρX
= λ−2 E
∫
X
(
1
m2
m∑
i, j=1
ζi, j(x)
)2
dρX
= λ−2m−4
m∑
i, j,u,v=1
Ex,x
(
ζi, j(x)ζu,v(x)
)
.
If i, j,u, v are pairwise distinct then Ex,x(ζi, j(x)ζu,v(x)) = 0 and otherwise, by the fact |ζi j(x)| 2κ2M almost surely,
Ex,x
(
ζi, j(x)ζu,v(x)
)
 4κ4M2.
Thus,
E‖gz − fλ‖2L2ρX  4M
2κ4λ−2m−4
(
m4 −m(m − 1)(m − 2)(m − 3)) 24κ4M2λ−2m−1.
Applying Schwartz inequality we get
E‖gz − fλ‖L2ρX  2
√
6κ2Mλ−1m−
1
2 . (4.5)
Combining the estimates in (4.4) and (4.5) we obtain that, if λ 1,
E‖ fz − fλ‖L2ρX 
(
2
√
10κ3 + 2√6κ2)Mλ− 32m− 12 .
The desired probabilistic error bound then follows from Markov inequality. 
4.3. Approximation error
Let us turn to estimate the approximation error and prove Theorem 2.2.
Recall a function on X × X is a Mercer kernel if it is continuous, symmetric, and positive deﬁnite. The integral operator
associated to a Mercer kernel is positive, bounded and compact on both L2ρX and the corresponding reproducing kernel
Hilbert space if this Mercer kernel is uniformly bounded. We refer to [17,19] for more properties and discussions.
By the deﬁnition of K˜ , it is clearly a Mercer kernel with bound κ2. Hence L K˜ is positive, bounded and compact on both
L2ρX and HK˜ . Moreover, the operator norm is bounded by κ
2.
Proof of Theorem 2.2. It is easy to check that
fλ = arg min
f ∈HK˜
(‖ f − fρ‖2L2ρX + λ‖ f ‖2K˜
)
.
The ﬁrst conclusion then follows:
‖ fλ − fρ‖2L2ρX  ‖ fλ − fρ‖
2
L2ρX
+ λ‖ fλ‖2K˜ = minf ∈HK˜
(‖ f − fρ‖2L2ρX + λ‖ f ‖2K˜
)→ 0
where the last step holds when fρ ∈HK˜ .
Assume L−r
K˜
fρ ∈ L2ρX (X) with some constant r > 0. Then if 0< r  1,
‖ fλ − fρ‖L2ρX =
∥∥λ(λI + LK˜ )−1 fρ∥∥L2ρX =
∥∥λ(λI + LK˜ )−1LrK˜ L−rK˜ fρ∥∥L2ρX
 λ
∥∥(λI + LK˜ )−1LrK˜∥∥∥∥L−rK˜ fρ∥∥L2ρX .
This together with the facts
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and ∥∥(λI + LK˜ )−1LrK˜∥∥ ∥∥Lr−1K˜ ∥∥ κ2r−2 when r > 1
leads to the second conclusion and we ﬁnish the proof. 
4.4. Apply to Mercer kernel case
Our results are proved for rather general kernels. In particular, they are also true if the kernel is a Mercer kernel.
When a Mercer kernel is used, we would like to use the reproducing kernel Hilbert space HK and the integral operator
LK to characterize the approximation error, where
LK f (x) =
∫
X
K (x, t) f (t)dρX .
Note that L K˜ = L2K . We can restate Corollary 2.4 as follows.
Corollary 4.2. Let K be a Mercer kernel on X × X and fz given by the regularization scheme (1.3). If L−rK fρ ∈ L2ρX (X) with some
constant r > 0, then with large probability there holds
‖ fz − fρ‖L2ρX = O
(
m−
r
2r+6
)
if 0< r  2
and
‖ fz − fρ‖L2ρX = O
(
m−
1
5
)
if r > 2.
In this result, we do not use the properties of the Mercer kernel K and the corresponding integral operator LK and the
rate is suboptimal. In next section we will reﬁne the rates.
5. Reﬁned rates for Mercer kernel case
If a Mercer kernel is used in the coeﬃcient regularization scheme (1.3), the error analysis can be reﬁned to provide
better convergence rates by taking full use of properties of LK . In particular, we will used the following conclusions:
• LK is a positive, compact, and bounded by √κ on both L2ρX and HK ;
• L
1
2
K is isomorphism from H¯K (the completion of HK in L
2
ρX
to HK ), i.e., ‖ f ‖L2ρX = ‖L
1
2
K f ‖K for all f ∈ H¯K .
The main result of this section is the following:
Theorem 5.1. Let K be a Mercer kernel and fz given by (1.3). Assume L
−r
K fρ ∈ L2ρX . Then for any 0< δ < 1, with conﬁdence 1− δ
‖ fz − fρ‖L2ρX  C
{
λmin(
r
2 ,1) + 1
δ
(
λ−
1
2m−
3
4 + λ− 14m− 12 )(σ + λmin( 2r−14 , 12 ))}
provided that λ < 1, where C is a constant depending only on κ and ‖L−rK fρ‖L2ρX .
To see this bound is asymptotically better we deduce the learning rate.
Corollary 5.2. Under the assumptions of Theorem 5.1, we have
(i) if 0< r  12 , choosing λ =m−1 , then
‖ fz − fρ‖L2ρX = O
(
m−
r
2
);
(ii) if 12  r  2, choosing λ =m−
2
1+2r , then
‖ fz − fρ‖L2ρX = O
(
m−
r
1+2r
);
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‖ fz − fρ‖L2ρX = O
(
m−
2
5
)
.
Recall the learning rate for the HK norm regularization scheme (1.2) is O (m
− r1+2r ) if 0 < r  1 and O (m−1/3) if r  1;
see [2,17,18,29]. We see that, when 0 < r < 12 our rate for coeﬃcient regularization is slightly worse; when
1
2 < r  1 the
rate for two schemes are the same; and when r > 1 the rate for coeﬃcient regularization is better. These comparisons
together with the discussions on the saturation effect in Section 6 below seem to suggest that the HK norm regularization
is powerful to approximate less smooth functions while the coeﬃcient regularization is powerful to approximate smoother
functions.
5.1. Preliminaries
Before giving the proof let us ﬁrst clarify some notations. We restrict the sampling operator S on HK , a subspace of
C(X). Then it is a bounded operator from HK to Rm and its adjoint is given by
S∗α =
m∑
i=1
αi Kxi .
Together with the symmetry of K , we have
T = T∗ = 1
m
S∗.
Since now 1m S
∗S is positive bounded operator on HK and so is T ST∗S = ( 1m S∗S)2, the operator (λI + T ST∗S)−1 = [λI +
( 1m S
∗S)2]−1 exists. We can use the expression (3.2) for fz to get
fz =
[
λI +
(
1
m
S∗x Sx
)2]−1 1
m2
S∗x SxS∗xy.
By the fact L K˜ = L2K ,
fλ =
(
L2K + λI
)−1
L2K fρ.
Note that λ fλ = L2K ( fρ − fλ), we have the following expression
fz − fλ =
[
λI +
(
1
m
S∗x Sx
)2]−1{( 1
m
S∗x Sx
)
1
m
S∗xy−
[(
1
m
S∗x Sx
)2
+ λI
]
fλ
}
=
[
λI +
(
1
m
S∗x Sx
)2]−1{( 1
m
S∗x Sx
)
1
m
m∑
i=1
(
yi − fλ(xi)
)
Kxi − L2K ( fρ − fλ)
}
=
[
λI +
(
1
m
S∗x Sx
)2]−1( 1
m
S∗x Sx
)
U +
[
λI +
(
1
m
S∗x Sx
)2]−1
VW , (5.1)
where
U = 1
m
m∑
i=1
(
yi − fλ(xi)
)
Kxi − LK ( fρ − fλ),
V =
(
1
m
S∗x Sx − LK
)
,
W = LK ( fρ − fλ).
The following lemma provides an estimate for ‖U‖K .
Lemma 5.3. There holds
E‖U‖2K 
κ
m
(
σ 2 + ‖ fλ − fρ‖2L2ρX
)
.
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gives
E
∥∥∥∥∥ 1m
m∑
i=1
ξ(zi) − LK ( fρ − fλ)
∥∥∥∥∥
2
K
= E
(
1
m2
m∑
i=1
∥∥ξ(zi)∥∥2K
)
− 1
m
∥∥LK ( fγ − fρ)∥∥2K
 1
m
E
∥∥(y − fλ(x))Kx∥∥2K
 κ
m
∫
Z
(
y − fλ(x)
)2
dρ
= κ
m
∫
Z
(
y − fρ(x)
)2
dρ + κ
m
∫
X
(
fρ(x) − fλ(x)
)2
dρX
 κ
m
(
σ 2 + ‖ fρ − fλ‖2ρX
)
.
This proves the lemma. 
We need the following bound for ‖LK − 1m S∗x Sx‖, which could be found in [18].
Lemma 5.4.
E‖V ‖2 = E
∥∥∥∥LK − 1m S∗x Sx
∥∥∥∥
2
 κ
2
m
.
We also need the following inequality which follows from the fact that t
1
2 is an operator monotone function and was
proved in [20]:
∥∥∥∥
(
1
m
S∗x Sx
) 1
2
− L
1
2
K
∥∥∥∥
∥∥∥∥ 1m S∗x Sx − LK
∥∥∥∥
1
2
. (5.2)
5.2. Proof of reﬁned error bound
After the preparations in the previous subsection now we are in position to prove the reﬁned error bound.
Proof of Theorem 5.1. By (5.1) we have
‖ fz − fλ‖K  λ− 12 ‖U‖K + λ−1‖V ‖‖W ‖K (5.3)
and ∥∥∥∥
(
1
m
S∗x Sx
)1/2
( fz − fλ)
∥∥∥∥
K
 λ− 14 ‖U‖K + λ− 34 ‖V ‖‖W ‖K . (5.4)
Since both fz and fλ are in HK , we can use the isomorphism L
1
2
K to obtain the following estimate:
‖ fz − fλ‖L2ρX =
∥∥L 12K ( fz − fλ)∥∥K

∥∥∥∥
[
L
1
2
K −
(
1
m
S∗x Sx
) 1
2
]
( fz − fλ)
∥∥∥∥
K
+
∥∥∥∥
(
1
m
S∗x Sx
) 1
2
( fz − fλ)
∥∥∥∥
K
 ‖V ‖ 12 (λ− 12 ‖U‖K + λ−1‖V ‖‖W ‖K )+ (λ− 14 ‖U‖K + λ− 34 ‖V ‖‖W ‖K )
= λ− 12 ‖V ‖ 12 ‖U‖K + λ− 14 ‖U‖K + λ−1‖V ‖ 32 ‖W ‖K + λ− 34 ‖V ‖‖W ‖K .
Using Schwartz inequality,
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− 12 (E‖V ‖2) 14 (E‖U‖2K ) 12 + λ− 14 (E‖U‖2K ) 12
+ λ−1(E‖V ‖2) 34 ‖W ‖K + λ− 34 (E‖V ‖2) 12 ‖W ‖K

(
κλ−
1
2m−
3
4 + √κλ− 14m− 12 )(σ + ‖ fλ − fρ‖L2ρX )
+ (κ3/2λ−1m− 34 + κλ− 34m− 12 )∥∥LK ( fλ − fρ)∥∥K
= (κλ− 12m− 34 + √κλ− 14m− 12 )(σ + ‖ fλ − fρ‖L2ρX + λ− 12 κ∥∥LK ( fλ − fρ)∥∥K ). (5.5)
What left is to estimate ‖ fλ − fρ‖L2ρX and ‖LK ( fλ − fρ)‖K . Note the former is exactly the approximation error. By the fact
that fλ − fρ = −λ(λI + L2K )−1 fρ and assumption L−rK fρ ∈ L2ρX we have
‖ fλ − fρ‖L2ρX = λ
∥∥(λI + L2K )−1LrK L−rK fρ∥∥ λmin( r2 ,1)∥∥L−rK fρ∥∥L2ρX (5.6)
and
∥∥LK ( fλ − fρ)∥∥K = ∥∥L 12K ( fλ − fρ)∥∥L2ρX = λ
∥∥(λI + L2K )−1L 12+rK L−rK fρ∥∥
 λmin( 1+2r4 ,1)
∥∥L−rK fρ∥∥L2ρX . (5.7)
Plugging (5.6) and (5.7) into (5.5) we obtain
E‖ fz − fλ‖L2ρX  C3
(
λ−
1
2m−
3
4 + λ− 14m− 12 )(σ + λmin( 2r−14 , 12 )∥∥L−rK fρ∥∥L2ρX
)
where C3 = κ(√κ + 1)2. Applying Markov inequality and combining with the estimate for the approximation error in (5.6)
gives the desired error bound. 
5.3. An empirical study
Our theoretical analysis of coeﬃcient regularization shows that it is eﬃcient in regression learning. The comparison
between the upper bounds for two regularization methods even leads us to conjecture that coeﬃcient regularization (1.3)
might be better than the RKHS regularization (1.2) when the target function is very smooth. In this subsection we compare
these two methods by an empirical study.
We consider X = [0,1] and the Gaussian kernel K (x, t) = exp(− (x−t)2
2s2
) with s = 1. The target functions will have the
form fρ = L2K g to guarantee the smoothness. Two models g = sin(πx) and g = x2 will be considered. The sample pairs
(xi, yi) are generated as follows: xi is independently and uniformly distributed on [0,1] and
yi = fρ(xi) + i, i ∼ N
(
0,σ 2
)
.
Three different noise levels are considered: σ = 0.01,0.05,0.25. The mean square error on an independent test set {x˜i}nti=1
of size nt = 1000,
mean square error = 1
nt
nt∑
i=1
(
fz(x˜i) − fρ(x˜i)
)2
,
is evaluated to measure the eﬃciency of the methods. Throughout the experiments the true values of fρ are simulated by
Monte Carlo integral.
To investigate the trend as n increases we generate samples of size from 20 to 200. For each case, the experiment is
repeated 100 times and the mean of the mean square errors will be reported. The results are summarized in Fig. 1. For
both models, we see that coeﬃcient regularization performs better when σ = 0.01, RKHS regularization performs better
when σ = 0.25, and two methods performs similar when σ = 0.05. This observation suggests that the performance of the
regularization methods depends not only on the smoothness of the target function, but also the nose level. It also shows
that coeﬃcient regularization might be better for small noise situation while RKHS regularization is better for large noise
level situation.
Finally, we remark that upper bound analysis and empirical study are not enough for a comprehensive theoretical com-
parison between these two regularization methods. Lower bound analysis and analysis of the inﬂuence of noise level are
also necessary. They are out of the scope of this paper and will be left for future research.
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6. Discussions
In this paper, we considered the kernel regression with coeﬃcient regularization (1.3). The only conditions we impose on
the kernel function are the continuity and boundedness. We deduced the error bound, proved the asymptotic convergence,
and obtained satisfactory learning rates. This provides a mathematical foundation for regression learning with indeﬁnite
kernels. When the kernel itself is a Mercer kernel reﬁned error bound and learning rates are proved.
From our results we can make the following observations and discussions:
• Approximation error and reproducing kernel Hilbert space. Our analysis shows that the approximation error can always be
characterized by certain reproducing kernel Hilbert space. This observation is not new. In fact, it has been used in
[24,25] for positive deﬁnite kernel and in [26] for non-positive deﬁnite kernels. However, the use there is somewhat
mandatory and serves only as a stepping stone. Unlike in previous literatures, the appearance of the integral opera-
tor and reproducing kernel Hilbert space in our analysis is very natural from the operator expression of the solution
obtained in Section 3.
• Saturation effect. In general the learning rates improve as the regularity of the regression function increases. But we
observe that they no longer improve after the regularity is beyond certain level: r = 1 in Corollary 2.4 for general
kernels and r = 2 in Corollary 5.2 for positive deﬁnite kernels. This phenomenon is called Saturation effect. Saturation
effect is well known in the theory of inverse problems. In learning theory, it was discussed in [2,9]. From the analysis
there and of this paper, the estimation of the sample error usually does not depend on the regularity of the sample
error and the saturation effect is caused by the estimation for the approximation error.
Let us compare the coeﬃcient regularization and Tikhonov regularization in HK when a Mercer kernel K is used.
Deﬁne the saturation index as the maximal r so that the approximation error achieves fastest decay rate under the
regularity condition L−rK fρ ∈ L2ρX . Then (5.6) shows the saturation index for coeﬃcient regularization is 2 while for
Tikhonov regularization in HK it is 1 as shown in [2,9]. Note when r = 1 the rates for two methods are the same as
O (m− 13 ). When r > 1 the rate for coeﬃcient regularization keeps improving while the Tikhonov regularization suffers
from saturation and the rate stops improving. This explains why our rate obtained in Corollary 5.2 are better when
r > 1.
• Spectral algorithm. For learning in a reproducing kernel Hilbert space HK , the spectral regularization has been consid-
ered [2,9].
A family gλ : [0, κ] → R is regularization if there are constants A, B, Dr > 0 such that
sup
∣∣gλ(t)t∣∣ A,0<tκ
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0<tκ
∣∣gλ(t)∣∣ B
λ
,
sup
0<tκ
∣∣1− gλ(t)t∣∣ D0,
sup
0<tκ
∣∣1− gλ(t)t∣∣tr  Drλφ(r) for all r  r¯ (6.1)
where φ is a strictly increasing function with φ(0) = 0 and r¯ is the maximal r that makes (6.1) true.3
For positive deﬁnite kernels, the spectral algorithms with given regularization gλ is
fz,g = gλ
(
1
m
S∗x Sx
)
1
m
S∗xy=
m∑
i=1
αi K (·, xi) where α = 1
m
gλ
(
1
m
Kx
)
y.
We note that Tikhonov regularization (1.2) corresponds to gλ(t) = 1λ+t (with φ(r) = r) and coeﬃcient regularization
(1.3) corresponds to gλ(t) = tλ+t2 (with φ(r) = r2 ). Also, r¯ is exactly the saturation index.
We can extend the algorithms to non-positive deﬁnite case by considering
fz,g = T gλ(ST∗ST )ST∗Sy=
m∑
i=1
αi K (·, xi) with α = gλ
(
1
m2
K	x Kx
)
1
m2
K	x y.
We conjecture that the analysis might be done for this algorithm by combining the techniques developed in this paper
and [2].
• Learning the kernel. In our analysis the sample error always decays in order O ( 1√
m
) no matter what a kernel is used.
This is in fact very common in statistical analysis of various machine learning algorithms. This decay is usually fast
enough for practical use where a set of ﬁnite samples are available. So what determines the learning accuracy is the
approximation error. In kernel regression, this is determined by the choice of the kernel and boosts the importance
of the learning of the kernel [7,11,23] and constructing reﬁned kernels [27,28]. All these works have focused on the
selection or construction of Mercer kernels while the analysis in [26] and this paper shows this is not always necessary.
In fact, non-positive deﬁnite kernels may have very good performance provided that their approximation ability is
guaranteed by some a priori knowledge. We expect this will stimulate the research of learning or constructing general
kernels.
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