Abstract-The Kaczmarz algorithm is popular for iteratively solving an overdetermined system of linear equations. Randomized version of the Kaczmarz algorithm can converge exponentially and independent of number of equations. Recently an algorithm for finding sparse solution to a linear system of equations has been proposed based on weighted randomized Kaczmarz algorithm. These algorithms solves single measurement vector problem; however there are applications where multiplemeasurements are available. In this work, the objective is to solve a multiple measurement vector problem with common sparse support by modifying the sparse randomized Kaczmarz algorithm. We have also modeled the problem of face recognition from video as the multiple measurement vector problem and solved using our proposed technique. We have compared the proposed algorithm with state-of-art spectral projected gradient algorithm for multiple measurement vectors on both real and synthetic datasets. The Monte Carlo simulations confirms that our proposed algorithm has better recovery and convergence rate than the MMV version of spectral projected gradient algorithm under fairness constraints.
I. INTRODUCTION
The Kaczmarz algorithm [1] iteratively solves an overdetermined system of linear equations. It is known for its speed, simplicity and memory efficiency. It has applications in various areas of signal processing such as computed tomography [2] , nonlinear inverse problems for semiconductor equations and schlieren tomography [3] . The Kaczmarz algorithm is also known as Algebraic Reconstruction Technique (ART) that can be used to solve problem of three-dimensional reconstruction from projections in electron microscopy and radiology [4] .
The convergence of the Kaczmarz algorithm can be accelerated to an exponential rate [5] by random row selection criterion rather than sequential selection. The randomized Kaczmarz (RK) algorithm was applied for reconstruction of band-limited functions from nonuniform samples. Paper [5] also proves that RK algorithm can converge faster than conjugate gradient algorithm.
Solving a linear system of equations is generally termed as linear regression. The Kaczmarz algorithm provides a least squares solution to the regression problem. It is well known that the least squares solution is dense. Such a dense solution lacks interpret-ability; i.e. the observations are interpreted in terms of all the explanatory variables. This is not useful in practice; ideally we would like to know the few variables which have contributed to the observations. In other words we seek a sparse solution. To overcome the deficiencies of leastsquares solutions, the least absolute shrinkage and selection H.K. Aggarwal is supported by TCS research fellowship. operator (LASSO) was proposed [6] . The LASSO problem try to minimize the sum of square error with an additional sparsity constraint on regression variables to promote a sparse solution.
The sparse solution of a linear system of equations is of particular interest in many different areas of engineering and sciences including compressed sensing [7] . There are various approaches to find sparse solutions. The most well known approach is to regularize the least squares solution by a sparsity promoting term such as 1 -norm [8] . There are other greedy approaches which solve for sparse solution heuristically [9] . Recently the sparse randomized Kaczmarz (SRK) algorithm [10] was proposed to address the same problem. The SRK algorithm is somewhere between the optimization based approach and the greedy method. It yields an accurate solution (similar to the optimization based approach) but at speeds comparable to the greedy methods. SRK algorithm has been experimentally shown to converge faster than SPGL1 algorithm under fairness constraint of having almost equal number of vector-vector multiplications.
There are applications such as neuro-magnetic imaging [2] where multiple measurements vectors (MMV) are obtained and a solution is sought which has common sparse support. Common sparse support means that when all the measurement vectors are stacked as columns of a matrix then for each row of that matrix either all elements will be zero or nonzero. In this case solution sought will be row-sparse owing to the requirement of common sparse support. The problem of sparse recovery from multiple measurements has been studied in [11] - [14] . In this work we propose a modification of SRK algorithm [10] for solving row-sparse MMV problems. We empirically show that our proposed algorithm has high recovery rate and converges faster than MMV version of spectral projected gradient algorithm [11] under fairness constraint.
We have also shown the application of proposed algorithm to handle sparse classification [15] problems. In particular we have modeled the problem of face recognition from video as multiple measurement problem and solved it using our proposed technique. Comparison with MMV version of spectral projected gradient algorithm [11] has also been done.
The rest of the paper is organized into several sections. Section II describes the mathematical problem formulation. The proposed algorithm is discussed in section III. Section IV describes the sparse classification problem. Section V shows various experimental results. The conclusions are discussed in section VI.
II. MATHEMATICAL REPRESENTATION
The linear system of equations can be represented as
where A ∈ R m×n and x ∈ R n . However the analytical solution to the overdetermined system of equations can be found by minimizing 2 -norm of error. This can be explicitly written as the unconstrained convex optimization problem (also called least-square problem) :
whose analytical solution is given by
but when A is very large or when A is not explicitly available as a matrix but as a fast operator, e.g. Fourier, wavelet transform then it is computationally expensive to invert the matrix therefore instead of analytical solution, iterative solution is preferred. The Kaczmarz algorithm can find the solution to (1) iteratively by starting with some initial random estimate of solution and then sequentially moves from one equation to another. In this algorithm, at every step, the previous iterate x k−1 is orthogonally projected on to the space of all points u ∈ C n defined by hyperplane a i , u = b i . i.e:
where a i represents the i th row of A, b i represents the i th element of vector b, and i = k mod m + 1. The rate of convergence of Kaczmarz method has been improved to expected exponential rate in the RK algorithm. Strohmer and Vershynin's RK algorithm [5] randomly selects a row based on the relevance of that row. The probability of i th row was defined as
, where · F represents the Frobenius norm of the matrix. The benefit of randomly selecting a row is that the randomized version converges very fast as compare to sequential Kaczmarz. Almost sure convergence of RK algorithm has also been proved in [16] .
The set S 0 which contains the indexes of nonzero entries in x is called the true support of vector x, more formally S 0 can be written as :
The number of elements in the support set S 0 is denoted as K which represents the number of nonzero elements in the vector x. This is also called sparsity of the solution.
The variation of RK algorithm to find the sparse solution of (1) is shown in Algorithm 1. This SRK algorithm can find sparse solution in even lesser number of iterations than RK algorithm. Since the support and sparsity are unknown therefore the SRK algorithm starts with a initial estimate of the sparsity with all the elements in the support set. Then in every iteration, the SRK algorithm updates the estimated support set with the indexes of vector x which are larger in magnitude and reduce it by one. The weighting criterion in j th iteration of SRK algorithm is:
Choose the row vector a i indexed by i ∈ {1, 2, . . . , m} with probability
Identify the support estimate S, such that S = supp x j−1 | max{k,n−j+1}
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Generate the weight vector w j such that
It ensures that the undesired rows are removed from actual support as well as any missed row gets included in successive iterations. This is a heuristic method and works amazingly well in practice.
III. PROPOSED ALGORITHM
In this work, we have extend the SRK algorithm to handle multiple measurement vectors. The problem of multiple measurement vectors can be defined as follows:
where A ∈ R m×n and X ∈ R n×L and B ∈ R m×L . The matrices B, X are called multiple measurement matrix and source matrix respectively. Here L represents total number of multiple measurement vectors. This problem (2) can be decomposed into several single measurement vector (SMV) problems as:
, which can be individually solved using SRK algorithm but in that case common sparsity constraint may be violated as described in [12] .
We have changed two steps in the SRK algorithm to handle multiple measurement vectors. The first change we did is the way of selecting the support set. To achieve the common sparsity goal, we have updated the support set with the indexes of those rows of matrix X which are largest in 2 -norm.
The second change we did is the projection step. We did the projection for each of the multiple measurements to reach close to the solution in every sweep. The modified projection step which updates the matrix X can be considered as doing the individual projections L times i.e. ∀i = 1, . . . , L
All these projections can be combined into matrix X as
. We refer to this proposed modified
Find index idx of rows which are largest in 2 -norm 7 Choose number of elements in support set from idx as max{k, n − j + 1}
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SRK algorithm as SRK-MMV algorithm and is shown in Algorithm 2.
IV. SPARSE CLASSIFICATION
The Sparse Classification (SC) approach was first introduced in [15] . It is assumed that the new test sample of a particular class can be expressed as a linear combination of the training samples belonging to that class. For example if the test sample belongs to class k, then
where v k,i represents the i th sample of the k th class, v test is the test sample (assumed to be in the k th class) and α k,i is a linear weight. 
In a concise matrix-vector notation (4) can be expressed as:
The test sample (v test ) is known, and the matrix formed by stacking the training samples as columns (V ) is also known. The linear weights vector (α) is unknown. In [15] , the first step towards classification is the computation of the linear weights by solving the inverse problem (5). According to the assumption in [15] , the vector α will be sparse, i.e. it will have zeroes everywhere except for α k , i.e. non-zero values corresponding to the correct class (assumed to be k).
Solving α is the first step in the SC approach. We do not go into the detailed mechanism of the solution. It can be solved using LASSO or greedy algorithms like OMP. After α is obtained, in the next step the residual for each class is computed as follows,
The test sample is assigned to the class having the lowest residual. The term V i α i is the representative sample for the i th class. The assumption is that, for the correct class (k), the representative sample will be similar to the test sample, and therefore the residual error will be the least.
This approach is suitable for image based recognition tasks in fact, it was actually applied for face recognition. This problem was generalized to the video based recognition problem in [17] . It is assumed that there is a single training video sequence available for each person. This is a realistic assumption, since in practical situations, e.g. customer authentication in banks, the training sequence will be comprised of only one video sequence.
Each frame of the video sequence is an image that will be considered as a sample. When all the training samples are stacked as columns, the matrix V is the same as in (5) . But instead of a single test sample, will be comprised of n frames,
test Extending the assumption in [15] , each frame of the test sequence is assumed to be a linear combination of the training frames i.e.
Considering all the v (j) test in compact matrix-vector notation, (6) can be expressed as the following Multiple Measurement Vector (MMV) formulation,
According to the assumption of SC, each of the α (i) 's will be sparse, i.e. they will have non-zero values only for the Fig. 1 . Effect of estimated number of nonzero rows on the relative error for different sparsity levels on the proposed SRK-MMV algorithm correct class. Therefore, the matrix will be row sparse, i.e. will it will have non-zero values on rows that correspond to the correct class and zeros elsewhere. We are not interested in the algorithm used for estimatingα. Onceα is solved, finding the class of the training sequence proceeds similar to [15] . The residual error is computed for each class,
The class with the lowest residual error is assumed to be the class of the training sample.
V. EXPERIMENTS AND RESULTS
Experiments were performed using both synthetic and real datasets which are described in following subsections.
A. Synthetic Data
We had conducted three sets of experiments to find out performance of the SRK-MMV algorithm. The first experiment was done to estimate the effect of initial estimate of sparsity (K) on the relative error. The second experiment was done to see the effect of increasing the number of iterations on the relative error. The third experiment was done to see the performance by varying the sparsity for different number of multiple measurement vectors. In the second and third experiment we also compared our proposed SRK-MMV algorithm with SPG-MMV [11] algorithm.
1) Effect of initial sparsity estimate:
The SRK algorithm is dependent on the initial estimate of the true sparsity and therefore our proposed SRK-MMV algorithm is also dependent on initial estimate of the true sparsity level. In the first experiment we show how the performance of SRK-MMV algorithm gets affected by the change in estimated sparsity level. This experiment gives a rough idea of what can be the best approximation of initial sparsity level. We generated random Gaussion matrices A ∈ R m×n , X ∈ R n×L , B = AX with m = 500, n = 100, L = 5, J = 5. The total number of iterations was set to be J × m i.e. total five sweeps were done through all the rows of matrix A. Matrix X was used 
2) Effect of iterations:
This experiment was done for under-determined system with following configurations: m = 100, n = 400, L = 5, J = 50, K = 10, and estimated sparsity level of 20. The relative error was calculated for each sweep of SRK-MMV and SPG-MMV algorithms for a total of 50 sweeps. This process was repeated 500 times in different configurations and then the average error was plotted against the number of sweeps as shown in Figure 2 . The number of iterations of SPG-MMV was limited to the number of iterations of SRK-MMV divide by m so as to ensure fairness constraint [10] . From the Figure 2 it is clear that SRK-MMV can converge faster as compared to SPG-MMV.
3) Effect of sparsity : This set of simulations were carried out to find the effect of varying sparsity on the recovery rate of the algorithm with different number of multiple measurement vectors. The experiment was done for both overdetermined and under-determined case.
The experimental configuration for overdetermined case was the following: m = 500, n = 100, J = 5. Success threshold was set to 1 × 10 −3 which means that if the relative error is less than the success threshold then recovery is termed as successful. The number of non-zero rows were varied from 5 to 50 with step size of two. Initial estimated support was set to actual value of support plus fifteen. For each sparsity level experiment was repeated 500 times with different configurations and the recovery rate was calculated. This whole experiment was repeated for four different values of multiple-measurement vectors (L=2, 5, 10 and 15). Figure 3 shows how recovery rate varies as we increase the number of non-zero rows for different number of multiple measurement vectors in the overdetermined case. The result shows that 100% recovery rate can be achieved for fewer nonzero rows (upto 20% of total number of rows) however as the number of non-zero rows is increased the recovery rate decreases becomes zero when the number of non-zero rows is more than 40% of the total number of rows. When multiple measurement vectors become large (i.e. 10 and 15) then the SRK-MMV algorithm performs well till about the point where the number of non-zero rows is 20% of the total number of rows. as before and this experimental setup was repeated 500 times for three different values of multiple measurements. We also did comparison with recovery rate of SPG-MMV algorithm. 
B. Real Data
We choose to use the VidTIMIT [18] database which is designed for recognition of human faces from frontal views. The same database was used in the previous work [17] . The dataset is comprised of videos and their corresponding audio recordings for 43 people, reciting short sentences. For each person there are 13 sequences; 3 sequences contain head movements (no audio) while 10 sequences contain frontal views reciting short sentences. The recording was done in an office environment using a broadcast quality digital video camera. The video of each person is stored as a numbered sequence of JPEG images with a resolution of 512 × 384 pixels. quality setting of 90% was used during the creation of the JPEG frame images.
In this work, we work with the 10 sequences containing frontal faces. Leave-One-Out cross validation (LOO) is used for evaluation. For each person, a single sequence is used for training and the remaining 9 sequences are used for testing. We compute theα in (7) using two methods. In [17] , the spectral projected gradient algorithm was used for solving (7) . In this work, we use the proposed SRK-MMV algorithm for the same. In Table I , the recognition rates from the two algorithms are shown. The results are shown for different lower dimensional Eigenface projections. The result shows that the proposed method fairs over MMV especially when the number of Eigenfaces are large
VI. CONCLUSION
The proposed SRK-MMV algorithm can handle applications where multiple measurements are available and the signal has same sparsity structure. The 2 -norm of each row was used as a heuristic to achieve row sparsity . The algorithm works for both over-determined and under-determined system of equations. Experimentally it was shown that high recovery rate can be achieved when data is sufficiently sparse even when we have many multiple measurement vectors. Since SRK-MMV algorithm requires an initial estimate of actual sparsity therefore experimentally it was found that a good approximation of initial sparsity value is the twice of actual sparsity for sufficiently sparse data. Monte Carlo simulations show that for the same number of vector-vector multiplications the proposed algorithm converges faster than state of art SPG-MMV algorithm. The sparse classification problem has also been considered in this paper in particular the problem of face recognition from video was modeled as the multiple measurement vector problem and solved using our proposed technique SRK-MMV. Experiments have shown that SRK-MMV algorithm works well when number of Eigenfaces are large.
Following the philosophy of reproducible research, our Matlab implementation of SRK-MMV algorithm is available from Matlab-central website [19] or via email to corresponding author.
