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BACKGROUND COHOMOLOGY OF A NON-COMPACT KA¨HLER
G-MANIFOLD
MAXIM BRAVERMAN†
Abstract. For a compact Lie group G we define a regularized version of the Dolbeault coho-
mology of a G-equivariant holomorphic vector bundles over non-compact Ka¨hler manifolds. The
new cohomology is infinite-dimensional, but as a representation of G it decomposes into a sum
of irreducible components, each of which appears in it with finite multiplicity. Thus equivariant
Betti numbers are well defined. We study various properties of the new cohomology and prove
that it satisfies a Kodaira-type vanishing theorem.
1. Introduction
If E is a holomorphic vector bundle over a compact Ka¨hler manifold, the Dobeault cohomol-
ogy H0,•(M,E) is finite dimensional and has a lot of nice properties. If M is non-compact,
H0,•(M,E) is infinite dimensional space and much less is known about it. In this paper we
consider a Hamiltonian action of a compact Lie group G on a non-compact manifold M and
assume that E is a G-equivariant holomorphic vector bundle over M . If the moment map µ for
this action is proper and the vector field induced by µ does not vanish outside of a compact
subset of M , we construct a new regularized Dolbeault cohomology space H0,•bg (M,E), called
the background cohomology of E. It is still infinite dimensional. But as a representation of G
it decomposes into a direct sum of irreducible components and each component appears in this
decomposition finitely many times:
H0,pbg (M,E) =
∑
V ∈Irr G
βpbg,V · V, p = 0, . . . , n. (1.1)
The alternating sum of the background cohomology is equal to the regularized index of the pair
(E,µ) which was introduced in [3] (see also [18], [15] for more details and [14] for an application
of the regularized index to a proof of a conjecture of Vergne [22]).
The background cohomology (1.1) behaves in many respects as the Dolbeault cohomology of a
compact Ka¨hler manifold. In Section 8 we prove an analogue of the Kodaira vanishing theorem
for the regularized cohomology. In a separate paper [4] we specialize to the case when G = S1
is a circle group. In this case we prove an analogue of the holomorphic Morse inequalities of
Witten [23] (see also [24]).
†Supported in part by the NSF grant DMS-1005888.
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1.1. The assumptions. The construction of the background cohomology in this paper is done
under the following two assumptions:
(i) The moment map µ is proper;
(ii) Via a G-invariant scalar product on the Lie algebra g of G, µ induces a map v :M → g.
Let v denote the vector field on M associated to this map, cf. (3.2). We assume that
this vector field does not vanish outside of a compact subset K of M .
The assumption (i) above is rather restrictive. It excludes, for example, the action of the
circle group S1 on Cn, which has both positive and negative weights. Unfortunately it is not
clear how to define the regularized cohomology without this condition for the general compact
Lie group G. However, in [4] we consider the case when G = S1 is a circle group and in this case
extend the definition of the background cohomology to the situation when the moment map is
not necessarily proper.
1.2. The deformed cohomology. A smooth strictly increasing function s : [0,∞)→ [0,∞) is
called admissible if it satisfies a rather technical growth condition at infinity, cf. Definition 4.8.
For an admissible function s we set
φ(x) := s
( |µ(x)|2/2 ) x ∈M,
and consider the deformed Dolbeault differential
∂¯s = e
−φ ◦ ∂¯ ◦ eφ.
We view ∂¯s as a densely defined operator on the space L2Ω
0,p(M,E) of square-integrable differ-
ential forms with values in E and we define the deformed Dolbeault cohomology H0,•s (M,E) as
the reduced cohomology of ∂¯s:
H0,ps (M,E) =
Ker
(
∂¯s : L2Ω
0,p(M,E)→ L2Ω0,p+1(M,E)
)
Im
(
∂¯s : L2Ω0,p−1(M,E)→ L2Ω0,p(M,E)
) .
The space H0,ps (M,E) decomposes as a sum of irreducible representations of G. In Theorem 5.11
we show that
H0,ps (M,E) =
∑
V ∈Irr G
βps,V · V.
In other word, each irreducible representation ofG appears inH0,ps (M,E) with finite multiplicity.
We set
H0,ps,V (M,E) := β
p
s,V · V,
and call it the V -component of the deformed cohomology.
1.3. The background cohomology. The multiplicities βps,V are non-negative integers, which
depend on the choice of the admissible function s. The function s is called V -generic if the value
of βps,V is the minimal possible. Theorems 5.7 and 5.9 show that for any two V -generic functions
s1 and s2 the V -components H
0,p
s1,V
(M,E) and H0,ps2,V (M,E) of the deformed cohomology are
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naturally isomorphic. Thus we can define the V -component H0,pbg,V (M,E) of the background
cohomology as H0,ps,V (M,E) for some V -generic function s.
The background cohomology of E is by definition the direct sum
H0,pbg (M,E) :=
∑
V ∈Irr G
H0,pbg,V (M,E).
1.4. Kodaira-type vanishing theorem. Let L be a positive G-equivariant line bundle over
M . In Section 8 we prove the following extension of the Kodaira vanishing theorem to our
non-compact setting: for every irreducible representation V of G there exists a integer k0 > 0,
such that for all k ≥ k0 the V -component of the background cohomology
H0,pbg,V (M,E ⊗ L⊗k) = 0,
for all p > 0.
1.5. The organization of the paper. This paper is organized as follows: In Section 2 we
introduced some notations used in the rest of the paper. In Section 3 we recall some results
about the index theory on non-compact manifolds constructed in [3]. In Section 4 we introduce
the notion of an admissible function and show that the set of admissible functions is a non-empty
convex cone. By technical reasons we also extend our construction to manifolds which are only
asymptotically Ka¨hler. In Section 5 we define the background cohomology. We also compute
the background cohomology in a simple but important example. In Sections 6 and 7 we prove
that the background cohomology is independent of all the choices made in the definition. In
Section 8 we prove a Kodaira-type vanishing theorem for the background cohomology.
Acknowledgment. I am grateful to the referee for correcting several mistakes and misprints
in the preliminary version of this manuscripts and for many useful remarks and suggestions.
2. Preliminaries and notations
2.1. Complex manifolds. Throughout the paper M denotes a complex manifold without
boundary endowed with a Riemannian metric gM , such that the complex structure
J : TM → TM
is an anti-symmetric operator, J∗ = −J . The complexification TM ⊗C of TM decomposes into
the direct sum of the holomorphic and the antiholomorphic tangent bundles:
TM ⊗ C = T 1,0M ⊕ T 0,1M,
where J |T 1,0M = i, J |T 0,1M = −i. Each vector v ∈ TM has a unique decomposition
v = v1,0 + v0,1, v1,0 ∈ T 1,0M, v0,1 ∈ T 0,1M.
Similarly, the cotangent bundle T ∗M decomposes as
T ∗M ⊗ C = (T 1,0M)∗ ⊕ (T 0,1M)∗.
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Let I : TM → T ∗M denote the isomorphism defined by the Riemannian metric gM . Then
for any two vector fields u and v on M we have
Iu(v) = gM (u, v). (2.1)
Notice that
I(T 1,0M) =
(
T 0,1M
)∗
, I(T 0,1M) =
(
T 1,0M
)∗
For a smooth function f :M → C we write
∂f = I
(∇f0,1 ), ∂¯f = I(∇f1,0 ). (2.2)
Then the de Rham differential d = ∂ + ∂¯.
2.2. Hamiltonian group action. Suppose now the the metric gM is Ka¨hler and let ω denote
the Ka¨hler form on M . Our sign convention is that
ω(u, Jv) = g(u, v).
From (2.1) we see that
ιuω = I(Ju), u ∈ TM.
Assume that a compact Lie group G acts on M preserving the complex structure J and the
Riemannian metric gM . Let g denotes the Lie algebra of G.
A vector u ∈ g generates a vector field
uM (x) :=
d
dt
∣∣
t=0
exp(tu) · x, x ∈M, (2.3)
on M . The action of G on M is Hamiltonian if their exists a moment map µ : M → g∗ such
that
d〈µ,u〉 = ιuMω = I(JuM ). (2.4)
Equivalently,
uM = − J ∇〈µ,u〉. (2.5)
Using (2.2) we obtain
u
1,0
M = − i I−1∂¯〈µ,u〉, u0,1 = i I−1∂〈µ,u〉. (2.6)
2.3. The Clifford action and the Dirac operator. Let Λ0,• := Λ•(T 0,1M)∗ denote the
bundle of antiholomorphic forms over M . It is endowed with a natural Clifford action of TM ≃
T ∗M , defined by
c(v)α =
√
2
(
Iv1,0 ∧ α − ιv0,1α
)
. (2.7)
Let E be holomorphic vector bundle overM . We extend the Clifford action (2.7) to the tensor
product
E := E ⊗ Λ•(T 0,1M)∗ (2.8)
The space of smooth section of E is denoted by Ω0,•(M,E) and is called the space of antiholo-
morphic differential forms on M with values in E. The holomorphic structure on E defines the
antiholomorphic differential ∂¯ : Ω0,•(M,E)→ Ω0,•+1(M,E) and, hence, the Dolbeault complex
0→ Ω0,0(M,E) ∂¯−→ Ω0,1(M,E) ∂¯−→ · · · ∂¯−→ Ω0,n(M,E) → 0.
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The cohomology of this complex is called the Dolbeault cohomology of E and is denoted by
H0,•(M,E).
Fix a Hermitian metric hE and a holomorphic connection ∇E on E. The metrics gM and hE
define the L2-metric on Ω0,•(M,E). Let
∂¯
∗
: Ω0,•(M,E)→ Ω0,•−1(M,E)
denote the adjoint operator of ∂¯ with respect to this metric. We consider the Dolbeault-Dirac
operator
D =
√
2
(
∂¯ + ∂¯
∗)
: Ω0,•(M,E) → Ω0,•(M,E). (2.9)
If M is a closed manifold then the kernel of D is naturally isomorphic to the Dolbeault coho-
mology H0,•(M,E).
If the metric gM is Ka¨hler, then D coincides with the Dirac operator associated with the
Clifford action (2.7) and the connection ∇E, cf. [1, Prop. 3.67]. More precisely, let
∇E = ∇E ⊗ 1 + 1⊗∇LC : Ω0,•(M,E) → Ω0,•(M,E) (2.10)
denote the connection on E defined as the tensor product of ∇E and the Levi-Civita connection
∇LC on TM ≃ T ∗M . Then
D =
n∑
j=1
c(ei)∇Eei ,
where {e1, . . . , en} is an orthonormal basis of TM .
3. Index on non-compact manifolds
In this section we recall the construction of the analytical index of a Dirac operator on a
non-compact manifold M , which was introduced in [3] and further studied in [15]. It was also
shown in [3] that this analytical index is equal to the topological index of a transversally elliptic
symbol studied in [18]. This index was used by X. Ma and W. Zhang [14] in their proof of a
conjecture of M. Vergne [22].
3.1. Clifford modules and Dirac operators. First, we recall the basic properties of Clifford
modules and Dirac operators. When possible, we follow the notation of [1].
Suppose (M,gM ) is a complete Riemannian manifold without boundary. Let C(M) denote
the Clifford bundle of M (cf. [1, §3.3]), i.e., a vector bundle, whose fiber at every point x ∈ M
is isomorphic to the Clifford algebra C(T ∗xM) of the cotangent space.
Suppose E = E+ ⊕ E− is a Z2-graded complex vector bundle on M endowed with a graded
action
(a, s) 7→ c(a)s, where a ∈ Γ(M,C(M)), s ∈ Γ(M, E),
of the bundle C(M). We say that E is a (Z2-graded self-adjoint) Clifford module on M if it is
equipped with a Hermitian metric such that the operator c(v) : Ex → Ex is skew-adjoint, for all
x ∈M and v ∈ T ∗xM .
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A Clifford connection on E is a Hermitian connection ∇E , which preserves the subbundles E±
and
[∇EX , c(a)] = c(∇LCX a), for any a ∈ Γ(M,C(M)), X ∈ Γ(M,TM),
where ∇LCX is the Levi-Civita covariant derivative on C(M) associated with the Riemannian
metric on M .
The Dirac operator D : Γ(M, E)→ Γ(M, E) associated to a Clifford connection ∇E is defined
by the following composition
Γ(M, E) ∇E−−−−→ Γ(M,T ∗M ⊗ E) c−−−−→ Γ(M, E).
In local coordinates, this operator may be written as D =
∑
c(dxi)∇E∂i . Note that D sends
even sections to odd sections and vice versa: D : Γ(M, E±)→ Γ(M, E∓).
Consider the L2-scalar product on the space of sections Γ(M, E) defined by the Riemannian
metric on M and the Hermitian structure on E . By [1, Proposition 3.44], the Dirac operator
associated to a Clifford connection ∇E is formally self-adjoint with respect to this scalar product.
Moreover, it is essentially self-adjoint with the initial domain smooth, compactly supported
sections, cf. [6], [9, Th. 1.17].
3.2. Group action. The index. Suppose that a compact Lie group G acts on M . Assume
that there is given a lift of this action to E , which preserves the grading, the connection, and
the Hermitian metric on E . Then the Dirac operator D commutes with the action of G. Hence,
KerD is a G-invariant subspace of the space L2(M, E) of square-integrable sections of E .
If M is compact, then KerD± is finite dimensional. Hence, it breaks into a finite sum
KerD± =
∑
V ∈Irr G m
±
V V , where the sum is taken over the set Irr G of all irreducible represen-
tations of G. This allows one to defined the index
indG(D) =
∑
V ∈Irr G
(m+V −m−V ) · V, (3.1)
as a virtual representation of G.
Unlike the numbersm±V , the differencesm
+
V−m−V do not depend on the choice of the connection
∇E and the metric hE . Hence, the index indG(D) depends only onM and the equivariant Clifford
module E = E+ ⊕ E−. We set indG(E) := indG(D),and refer to it as the index of E .
3.3. A tamed non-compact manifold. In [3] we defined and studied an analogue of (3.1) for
a G-equivariant Clifford module over a complete non-compact manifold with an extra structure.
This structure is given by an equivariant map v :M → g, where g denotes the Lie algebra of G
and G acts on it by the adjoint representation. By (2.3) v induces a vector field v on M defined
by
v(x) := v(x)M =
d
dt
∣∣∣
t=0
exp (tv(x)) · x. (3.2)
Definition 3.4. Let M be a complete G-manifold. A taming map is a G-equivariant map
v : M → g, such that the vector field v on M , defined by (3.2), does not vanish anywhere
outside of a compact subset of M . If v is a taming map, we refer to the pair (M,v) as a tamed
G-manifold.
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If, in addition, E is a G-equivariant Z2-graded self-adjoint Clifford module over M , we refer
to the pair (E ,v) as a tamed Clifford module over M .
The index we are going to define depends on the (equivalence class) of v.
3.5. A rescaling of v. Our definition of the index uses certain rescaling of the vector field v.
By this we mean the product f(x)v(x), where f : M → [0,∞) is a smooth positive function.
Roughly speaking, we demand that f(x)v(x) tends to infinity “fast enough” when x tends to
infinity. The precise conditions we impose on f are quite technical, cf. Definition 3.6. Luckily,
our index turns out to be independent of the concrete choice of f . It is important, however, to
know that at least one admissible function exists. This is this is proven in Lemma 1.7 of [3].
We need to introduce some additional notations.
For a vector u ∈ g, we denote by LE
u
the infinitesimal action of u on Γ(M, E) induced by the
action on G on E . On the other side, we can consider the covariant derivative ∇Eu : Γ(M, E) →
Γ(M, E) along the vector field u induced by u. The difference between those two operators is a
bundle map, which we denote by
µE(u) := ∇Eu − LEu ∈ End E . (3.3)
We will use the same notation | · | for the norms on the bundles TM,T ∗M, E . Let End (TM)
and End (E) denote the bundles of endomorphisms of TM and E , respectively. We will denote
by ‖ · ‖ the norms on these bundles induced by | · |. To simplify the notation, set
ν = |v| + ‖∇LCv‖+ ‖µE(v)‖ + |v|+ 1. (3.4)
Definition 3.6. We say that a smooth G-invariant function f : M → [0,∞) on a tamed G-
manifold (M,v) is admissible for the triple (E ,v,∇E ) if
lim
M∋x→∞
f2|v|2
|df ||v|+ fν + 1 = ∞. (3.5)
By Lemma 1.7 of [3] the set of admissible functions is not empty.
3.7. Index on non-compact manifolds. We use the Riemannian metric on M , to identify
the tangent and the cotangent bundles to M . In particular, we consider v as a section of T ∗M .
Let f be an admissible function. Consider the deformed Dirac operator
Dfv = D + i c(fv). (3.6)
This is again a G-invariant essentially self-adjoint operator on M , cf. the remark on page 411
of [6].
One of the main results of [3] is the following
Theorem 3.8. Suppose f is an admissible function. Then
1. The kernel of the deformed Dirac operator Dfv decomposes, as a Hilbert space, into an
infinite direct sum
KerD±fv =
∑
V ∈Irr G
m±V · V. (3.7)
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In other words, each irreducible representation of G appears in KerD±fv with finite multiplicity.
2. The differences m+V −m−V (V ∈ Irr G) are independent of the choices of the admissible
function f and the G-invariant Clifford connection on E, used in the definition of D.
Following [3], we refer to the pair (D,v) as a tamed Dirac operator. The above theorem allows
to define the index
indG(D,v) := indG(Dfv)
using (3.1).
4. Tamed asymptotically Ka¨hler manifold
In this section we first formulate the assumptions on a manifold under which the background
cohomology is constructed in the next section. We then define the notion of an admissible
function, which will be used in the construction of the regularized cohomology. The main result
of this section is that the set of admissible functions is a non-empty convex cone, cf. Lemmas 4.11
and 4.12.
4.1. Asymptotically Ka¨hler manifolds. Let (M,gM ) be a complex Riemannian manifold
without boundary.
Definition 4.2. We say that (M,gM ) is asymptotically Ka¨hler if there exists a compact subset
K ⊂M , such that the restriction of gM to M\K is a Ka¨hler metric.
We refer to M\K as the Ka¨hler part of M .
From now on we assume that (M,gM ) is asymptotically Ka¨hler.
4.3. Asymptotically Hamiltonian group action. Suppose a compact Lie group G acts holo-
morphically on an asymptotically Ka¨hler manifold M .
Definition 4.4. We say that a holomorphic action of G on an asymptotically Ka¨hler manifold
(M,gM ) is asymptotically Hamiltonian if there exists a G-invariant compact subset K ⊂ M ,
such that M\K is a Ka¨hler manifold and the restriction of the action of G to M\K is Hamil-
tonian. In other words we assume that there exists a moment map µ :M\K → g∗ such that for
every u ∈ g
d〈µ,u〉 = ι(uM )ω,
where ω ∈ Ω2(M\K) is the Ka¨hler form on M\K and uM is the verctor field defined in (2.3).
4.5. Tamed asymptotically Ka¨hler manifolds. Fix an invariant scalar product 〈·, ·〉 on g∗
and let |µ|2 denote the square of the norm of µ with respect to this scalar product. This scalar
product defines and isomorphism ψ : g∗ → g and we denote
v(x) := ψ
(
µ(x)
) ∈ g. (4.1)
Consider the vector field
v(x) := − J ∇ |µ(x)|
2
2
(4.2)
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on M . By (2.5), the restriction of v to M\K is equal to the vector field vM generated by v, cf.
(2.3).
Definition 4.6. A tamed complex manifold is a complete asymptotically Ka¨hler manifold
(M,gM ) together with an asymptotically Hamiltonian action of the group G, such that
(i) the moment map µ is proper;
(ii) the vector field (4.2) does not vanish outside of a compact set.
If, in addition, the metric gM is Ka¨hler everywhere on M , then we refer to (M,gM ) as a
tamed Ka¨hler manifold.
4.7. Rescaling. Let us choose a G-equivariant extension µ˜ : M → g∗ of the moment map
µ :M\K → R. As in (4.1), (4.2) we set
v(x) := ψ
(
µ˜(x)
) ∈ g, v(x) := − J ∇ |µ˜(x)|2
2
, x ∈M. (4.3)
Our definition of the regularized cohomology uses certain rescaling of the function |µ˜|2/2. By
this we mean the function
φ(x) := s
( |µ˜(x)|2/2 ), (4.4)
where s : [0,∞) → [0,∞) is a smooth positive strictly increasing function satisfying certain
growth conditions at infinity. Roughly speaking, we demand that φ(x) tends to infinity “fast
enough” when x tends to infinity. The precise conditions we impose on φ are quite technical,
cf. Definition 4.8, but our construction turns out to be independent of the concrete choice of φ.
It is important, however, to know that at least one admissible function exists. This is proven in
Lemma 4.11 below.
The construction of the rescaling in this section is an adaptation of the rescaling procedure
for a taming vector field in [3]. In particular, the condition we impose on the rescaling function
s is similar to the one in Section 2.5 of [3], see also Definition 3.6 above. To formulate it we use
the notation of Subsection 3.5. More precisely we consider a G-equivariant holomorphic vector
bundle E over M endowed with a G-invariant holomorphic connection ∇E. Fix a Hermitian
metric hE on E. Consider the bundle E = E ⊗ Λ•(T 0,1M)∗ and endow it with the Hermitian
metric induced by hE and gM . Let ∇E denote the connection on E induced by ∇E and the
Levi-Civita connection on TM , cf. (2.10). Then we define the function ν by (3.4).
Definition 4.8. A smooth function s : [0,∞) → [0,∞) is called admissible for the quadruple
(M,gM , E, hE) if s′(r) > 0 and the function
f(x) := s′
(|µ˜(x)|2/2) (4.5)
satisfies the following condition
lim
M∋x→∞
f2|v|2
|df ||v|+ fν + 1 = ∞. (4.6)
We denote by F = F(M,gM , E, hE) the set of admissible functions for (M,gM , E, hE)
Clearly, the above definition is independent of the choice of the extension µ˜ of µ.
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Remark 4.9. The condition (4.6) on f is exactly the same as (3.5). Notice however that while in
(3.5) f was an arbitrary G-invariant function now we demand that f is a function of the square
of the moment map. In fact, the assumption (i) of Definition 4.6 implies that M is a manifold
with a cylindrical end. More precisely, there exists a compact set K ⊂M and a diffeomorphism
Φ : M\K −→ N × [1,∞), Φ(x) = (y, t), x ∈M, y ∈ N, t ∈ [1,∞)
with t = |µ|2/2. Thus we now require that the restriction of f to the cylindrical end depends
only on the coordinate t.
Remark 4.10. Suppose hE1 ≤ hE2 are two Hermitian metrics on E. Then it follows immediately
from the definition that F(M,gM , E, hE2 ) ⊆ F(M,gM , E, hE1 ).
Lemma 4.11. Given a holomprphic Hermitian G-equivariant vector bundle (E, hE) over a
tamed asymptotically Ka¨hler manifold (M,gM ), the set F = F(M,gM , E, hE) of admissible
functions is not empty. Moreover, for any function κ : [0,∞)→ [0,∞) there exists an admissible
function s ∈ F such that s(t) ≥ κ(t) and s′(t) ≥ κ(t) for all t > 0.
Proof. Choose a smooth function r : [0,∞)→ [0,∞) such that
(i) r(t) ≥ κ(t) for all t ≥ 0 and limt→∞ r(t) =∞;
(ii) r′(t) > 0 and limt→∞ r
′(t) =∞;
(iii) r′′(t) > 0 for all t ≥ 0.
Since µ˜ is proper the set {x ∈M : |µ˜(x)| = t} is compact. Set
a(t) = min
{ |v(x)|2 : |µ˜(x)| = t};
b(t) = max
{ |dµ˜(x)| |v(x)| + ν(x) + 1 : |µ˜(x)| = t}. (4.7)
Since v(x) 6= 0 outside of a compact set, we conclude that a(t) 6= 0 for large t. Hence, we can
choose a smooth strictly increasing function c : [0,∞) → [0,∞) which increases fast enough so
that
(i) c(t) ≥ κ(t) and limt→∞ c(t) =∞; (4.8)
(ii) the function c(t)e−t > 1 and is strictly increasing;
(iii) lim
t→∞
c(t)
a(t)
b(t)
= ∞. (4.9)
(iv) c(t) ≥ r
′(t)2
r′′(t)
for all t ≥ 0. (4.10)
Then from (ii) we conclude that for t < τ
1
c(τ)
<
et−τ
c(t)
.
Hence, ∫ ∞
t
dτ
c(τ)
≤ 1
c(t)
·
∫ ∞
t
et−τ dτ =
1
c(t)
. (4.11)
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Set
s(t) = r(0) +
∫ t
0
1∫∞
u
dτ
c(τ)
du.
Then s′(t) > 0 for all t > 0. We will show that s(t) ∈ F .
First, using (4.11) we obtain
s′(t) =
1∫∞
t
dτ
c(τ)
≥ c(t) −→ ∞, as t→∞. (4.12)
In particular, s′(t) ≥ c(t) ≥ 1 for large t. It follows that
|s′′(t)| = 1/c(t)( ∫∞
t
dτ
c(τ )
)2 = s′(t)2c(t) ≥ s′(t) ≥ 1. (4.13)
Hence,
|s′′(t)| + s′(t) + 1 ≤ 3 |s′′(t)| = 3 s
′(t)2
c(t)
. (4.14)
Using (4.14), and the definition (4.7) of the functions a(t) and b(t) we conclude that for all
x ∈M with µ˜(x) = t (|t| ≫ 1) we have
f2|v|2
|df | |v|+ |f | ν + 1 =
s′(µ˜)2|v|2
|s′′(µ˜)| |dµ˜| |v|+ |s′(µ˜)| ν + 1 ≥
a(t)
b(t)
· s
′(t)2
|s′′(t)|+ |s′(t)|+ 1
≥ a(t)
b(t)
· s
′(t)2
3s′(t)2/c(t)
=
1
3
a(t)
b(t)
c(t).
By (4.9) the right hand side of the above inequality tends to infinity as t → ∞. Hence, s(t) is
an admissible function.
From (4.8) and (4.12) we conclude that s′(t) ≥ κ(t) for all t > 0. It remains to show that
s(t) ≥ κ(t). From (4.10) we obtain
1
c(t)
≤ r
′′(t)
r′(t)2
= − d
dt
1
r′(t)
.
Hence, ∫ ∞
t
1
c(τ)
dτ ≤ 1
r′(t)
and
s(t) = r(0) +
∫ t
0
1∫∞
u
dτ
c(τ)
du ≥ r(t) ≥ κ(t).

Lemma 4.12. Suppose s1 and s2 are admissible functions for the quadruple (M,g
M , E, hE).
Then for any positive real numbers t1, t2 > 0 the function s := t1s1 + t2s2 is admissible. Thus,
the set F = F(M,gM , E, hE) of admissible functions is a convex cone.
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Proof. Let s1, s2 be admissible functions and let s = t1s1 + t2s2. Set
f(x) := s′
( |µ˜(x)|2/2 ), fi(x) := s′i( |µ˜(x)|2/2 ), i = 1, 2.
Then f = t1f1 + t2f2. Since f1, f2 > 0 we have
f2 ≥ t21f21 + t22f22 ≥ min
{
t21, t
2
2
} · ( f21 + f22 ). (4.15)
Also
|df ||v|+ |f |ν + 1 ≤ t1
( |df1||v| + |f1|ν + 1 ) + t2 ( |df2||v| + |f2|ν + 1 )
≤ (t1 + t2) ·max
{ |df1||v|+ |f1|ν + 1, |df2||v|+ |f2|ν + 1}. (4.16)
Set
τ :=
min
{
t21, t
2
2
}
t1 + t2
> 0.
Then from (4.15) and (4.16) we obtain
f2|v|2
|df ||v|+ |f |ν + 1 ≥
τ |v|2 (f21 + f22 )
max
{ |dfi||v| + |fi|ν + 1 : i = 1, 2}
= min
{
τ |v|2 (f21 + f22 )
|dfi||v| + |fi|ν + 1 : i = 1, 2
}
≥ τ min
{ |v|2 f2i
|dfi||v| + |fi|ν + 1 : i = 1, 2
}
Since
lim
M∋x→∞
f2i |v|2
|dfi||v| + |fi|ν + 1 = ∞,
for i = 1, 2, we conclude from the last inequality that f satisfies (4.6). 
5. The background cohomology of a tamed Ka¨hler manifold
From now on we assume that (M,gM ) is a tamed asymptotically Ka¨hler manifold endowed
with an asymptotically Hamiltonian action of a compact Lie group G and that E is a G-
equivariant holomorphic vector bundle over M . The purpose of this section is to define the
backgraund Dolbeault cohomology H0,•bg (M,E). First we fix a Hermitian metric h
E on E and an
admissible function s ∈ F(M,gM , E, hE), cf. Definition 4.8, and use it to define a deformation
∂¯s of the Dolbeault differential, cf. (5.1). We then define the deformed cohomology H
0,•
s (M,E)
as the reduced cohomology of ∂¯s. We use the results of [3] to prove that every irreducible
representation of G appears in H0,•s (M,E) with finite multiplicity. In other words,
H0,•s (M,E) =
∑
V ∈Irr G
H0,•s,V (M,E)
where each H0,•s,V (M,E) is a finite dimensional representation of G, which decomposes as a direct
sum of a finite number of copies of V .
The function s is called V -generic if the dimension of H0,•s,V (M,E) is minimal possible. The-
orems 5.7 and 5.9 state that H0,•s,V (M,E) is independent of the choice of the generic function
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s and the Hermitian metric hE . We define the background cohomology H0,•bg (M,E) as the de-
formed cohomology H0,•s (M,E) for some choice of the metric hE and the generic function s. We
conclude this section with a computation of the background cohomology of Cn endowed with
the action of the circle group G = S1.
5.1. Deformed Dolbeault differential. Let s : [0,∞)→ [0,∞) be an admissible function, cf.
Definition 4.8, and set
φ(x) := s
( |µ˜(x)|2/2 ), x ∈M.
Consider the deformed Dolbeault differential
∂¯sα = e
−φ ◦ ∂¯ ◦ eφ α = ∂¯α + f ∂¯( |µ˜|2/2 ) ∧ α, (5.1)
where, as in Definition 4.8, f = s′(|µ˜|2/2).
Let v be as in (4.3). Then from (2.2) we conclude that for x ∈M\K
∂¯
( |µ|2/2 ) = i Iv1,0.
Hence
∂¯s α := ∂¯ α + if Iv
1,0 ∧ α, ∂¯∗s α = ∂¯∗ α − if ι(v0,1)α.
The deformed Dolbeault-Dirac operator is defined by
Ds =
√
2
(
∂¯s + ∂¯
∗
s
)
. (5.2)
Comparing with (2.7) and (2.9) we now conclude that the restriction of Ds to M\K coincides
with the deformed Dirac operator Dfv defined in (3.6). Hence,
Ds = Dfv + R, (5.3)
where R is a zero-oder operator supported on K.
5.2. Deformed Dolbeault cohomology. Let L2Ω
0,p(M,E) denote the space of square-integ-
rable differential (0, p)-forms onM with values in E.1 We view the operators ∂¯s, ∂¯
∗
s,Ds as densely
defined operators on the space L2Ω
0,•(M,E) and we define the deformed Dolbeault cohomology
H0,•s (M,E) of the triple (M,E, s) as the reduced cohomology of the deformed differential ∂¯s.
Thus we set
H0,ps (M,E) =
Ker
(
∂¯s : L2Ω
0,p(M,E)→ L2Ω0,p+1(M,E)
)
Im
(
∂¯s : L2Ω0,p−1(M,E)→ L2Ω0,p(M,E)
) . (5.4)
The space H0,•s (M,E) is naturally isomorphic to the kernel of the deformed Dirac operator Ds,
cf., for example, [13, (3.1.22)]. From Theorem 3.8 and the equation (5.3) we now obtain the
following
1The space L2Ω
0,p(M,E) depends on the metrics gM and hE. But we omit them from the notation for
simplicity.
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Theorem 5.3. Suppose s ∈ F(M,gM , E, hE) is an admissible function. Then the deformed
Dolbeault cohomology H0,ps (M,E) decomposes, as a Hilbert space, into an infinite direct sum
H0,ps (M,E) =
∑
V ∈Irr G
βps,V · V. (5.5)
In other words, each irreducible representation of G appears in H0,ps (M,E) with finite multiplic-
ity.
For each irreducible representation V the finite dimensional representation
H0,ps,V (M,E) = β
p
s,V · V
is called the V -component of the deformed cohomology. Then
H0,ps (M,E) =
∑
V ∈Irr G
H0,ps,V (M,E).
From Theorems 3.8 and 5.3 and the equation (5.3) we now obtain the following
Proposition 5.4. Define E+ = E⊗Λeven(T 0,1M)∗, E− = E⊗Λodd(T 0,1M)∗. Then E = E+⊕E−
is a graded vector bundle over M . Fix an admissible function s and set f = s′
(|µ˜|2/2). Let
Dfv : Γ(M, E) → Γ(M, E) be the Dirac operator (3.6) and let m±V be as in (3.7) . Then, for
every V ∈ Irr G,
m+V −m−V =
n∑
j=1
(−1)p βps,V . (5.6)
The numbers βps,V are non-negative integers, which depend on the choice of the admissible
function s.
Definition 5.5. The minimal possible value of βps,V is called the background Betti number and
is denoted by βpbg,V :
βpbg,V := min
{
βps′,V : s
′ ∈ F } (5.7)
An admissible function s is called V -generic if βps,V = β
p
bg,V for all p = 0, . . . , n.
5.6. Independence of the V -generic function. The main results of this paper are the fol-
lowing two theorems which show that the deformed cohomology is essentially independent of
the choice of a generic function s ∈ F and the Hermitian metric hE on E.
Theorem 5.7. Let V ∈ Irr G be an irreducible representation of G. For any two V -generic
admissible functions s1, s2 ∈ F(M,gM , E, hE) there exists a canonical isomorphism
ΦVs1s2 : H
0,•
s1,V
(M,E) −→ H0,•s2,V (M,E), (5.8)
satisfying the cocycle condition
ΦVs2s3 ◦ ΦVs1s2 = ΦVs1s3 . (5.9)
If τ = s2 − s1 ≥ 0 is an admissible function then the isomorphism ΦVs1s2 is induced by the
map
α 7→ e−τ(|µ˜|2/2) α, α ∈ L2Ω0,•(M,E). (5.10)
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The proof is given in Section 6.
5.8. Independence of the Hermitian metric. Suppose hE1 and h
E
2 are two Hermitian metrics
on E. By Remark 4.10
F(M,gM , E, hE1 ) ∩ F(M,gM , E, hE2 ) ⊃ F(M,gM , E, hE1 + hE2 ) 6= ∅.
Thus there exists a function s : [0,∞)→ [0,∞) which is admissible for both Hermitian metrics
hE1 and h
E
2 .
Theorem 5.9. Suppose hEi (i = 1, 2) are two Hermitian metrics on E. We denote by Ei the
vector bundle E endowed with the metric hEi . Let V ∈ Irr G and let s be a V -generic admissible
function for both bundles E1 and E2. Then there is a natural isomorphism
ΘV
hE
1
hE
2
: H0,ps,V (M,E1) −→ H0,ps,V (M,E2), (5.11)
satisfying the cocycle condition
ΘV
hE
2
hE
3
◦ΘV
hE
1
hE
2
= ΘV
hE
1
hE
3
. (5.12)
The proof is given in Section 7.
Theorems 5.7 and 5.9 justify the following
Definition 5.10. If V ∈ Irr G, the V -component of the background cohomology H0,pbg,V (M,E)
of the triple (M,gM , E) is defined to be the deformed cohomology H0,•s,V (M,E) for any Hermitian
metric hE and any V -generic function s.
The background cohomology H0,pbg (M,E) is the direct sum
H0,pbg (M,E) :=
∑
V ∈Irr G
H0,pbg,V (M,E). (5.13)
Theorem 5.11. Define E+ = E⊗Λeven(T 0,1M)∗, E− = E⊗Λodd(T 0,1M)∗. Then E = E+⊕E−
is a graded vector bundle over M . Fix an admissible function s and set f = s′
(|µ˜|2/2). Let
Dfv : Γ(M, E) → Γ(M, E) be the Dirac operator (3.6) and let m±V be as in (3.7) . Then, for
every V ∈ Irr G,
m+V −m−V =
n∑
j=1
(−1)p βpbg,V . (5.14)
Proof. From Proposition 5.4 we conclude that (5.14) holds if s is a V -generic function. But
from Theorem 3.8.2 it follows that the left hand side of (5.14) is independent of the choice of
an admissible function s. 
5.12. An examples. We finish this section by computing the background cohomology in the
following simple case. Suppose G = S1 is the circle group and M = Cn endowed with the
standard metric. We assume that G = S1 acts on Cn by
ei θ : (z1, . . . , zn) 7→ (e−i λ1θz1, . . . , e−i λnθzn), (5.15)
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where λ1, . . . , λn are positive integers. The moment map is given by the formula
µ(z) =
n∑
i=1
λi|zi|2/2 ∈ R ≃ g∗.
For an integer k ∈ Z we denote by Vk the one dimensional representation of G = S1 on which
the element eiθ ∈ G acts by
eiθ : u 7→ e−ikθv, u ∈ Vk ≃ C.
Consider the line bundle Ek = Vk ×M over M = Cn. It is a G-equivariant line bundle with
the action of G given by
eiθ · (u,m) 7→ (e−ikθu, eiθ ·m).
Proposition 5.13. If G = S1 acts on Cn by (5.15), then
H0,pbg (C
n, Ek) = 0, for all p > 0,
and H0,0bg,Vm(C
n, Ek) (m ∈ Z) is isomorphic to the space of polynomials in z1, . . . , zn spanned by
the monomials zm11 · · · zmnn such that
n∑
i=1
λimi = m− k.
Proof. Let s : [0,∞) → [0,∞) be a smooth strictly increasing function such that for t ≥ 1 we
have s(t) =
√
2t. A straightforward computation shows that s(t) is an admissible function for
Ek. Thus the deformed cohomology H
0,•
s (Cn, Ek) is isomorphic to the kernel of the deformed
Dirac operator Ds =
√
2(∂¯s + ∂¯
∗
s), where
∂¯s = e
−µ ◦ ∂¯ ◦ eµ.
This kernel is computed in [23] and [24, Prop. 3.2]. It follows from this computation that
H0,ps (Cn, Ek) is equal to 0 for p > 0 and is isomorphic to the space of polynomials in z1, . . . , zn
spanned by the monomials zm11 · · · zmnn such that
n∑
i=1
λimi = m− k
Since H0,ps (Cn, Ek) vanishes for all but one value of p, it follows from Theorem 5.11 that s is
V -regular for all V and, hence, H0,•bg (M,E) = H
0,•
s (M,E). 
Remark 5.14. Recall that the Bargmann space L2hol(C
n, ν) is the Hilbert space of holomorphic
functions on Cn, which are square-integrable with respect to the measure ν = i ne−|z|
2/2dzdz.
The Bargmann space is usually considered as a quantization of Cn, cf., for example, [7], [8,
Ch. 6]. The monomials zm11 · · ·zmnn form an orthogonal basis for L2hol(Cn, ν), so that this space
is the completion of the background cohomology space H0,0bg (M,Ek).
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Remark 5.15. With a little more work and using the computations of [24] one obtain an analogue
of Proposition 5.13 for the case when M is the total space of a holomorphic vector bundle over
a Ka¨hler manifold B on which G = S1 acts by fiberwise linear transformations.
Remark 5.16. It is natural and very important to consider a more general action of G = S1 on
C
n given by
ei θ : (z1, . . . , zr, zr+1, . . . , zn) 7→ (e−i λ1θz1, . . . , e−i λrθzr, ei λr+1θzr+1, . . . , ei λnθzn), (5.16)
where λ1, . . . , λn are positive integers. Unfortunately, the moment map for this action is not
proper and we can not construct the background cohomology for such an action using the
methods of this paper. In [4] we study the background cohomology in the case G = S1 and
show that in this case it can be defined even if the moment map is not proper. In particular,
we compute the background cohomology for the action (5.16).
6. Proof of Theorem 5.7
In this section we construct the canonical isomorphism ΦVs1s2 , cf. (5.8).
6.1. A family of admissible function. Let s1, s2 ∈ F be admissible V -generic functions. Set
s(t) := s1 + ts2. (6.1)
By Lemma 4.12, s(t) ∈ F for all t ≥ 0. Consider the deformed Dirac operator
D(t) =
√
2
(
∂¯s(t) + ∂¯
∗
s(t)
)
. (6.2)
Let
L2Ω
0,•(M,E)V := HomG
(
L2Ω
0,•(M,E), V
)⊗ V
denote the V -component of the space of square-integrable differential forms. Let DV (t) denote
the restriction of D(t) to L2Ω
0,•(M,E)V .
Set
H0,pt := KerD(t) ∩ L2Ω0,p(M,E)V , p = 0, . . . , n. (6.3)
Then H0,pt is canonically isomorphic to H0,ps(t),V (M,E).
The following proposition states that though DV (t) is a family of unbounded operators, its
kernel behave like one would expect from the kernel of an analytic family of bounded operators.
Proposition 6.2. There exists a discrete sequence of positive numbers t1, t2, ... such that
dimH0,pt = βpbg,V , p = 0, . . . , n, (6.4)
for all t ≥ 0, t 6∈ {t1, t2, ...}.
Furthermore, there exists a unique continuous family of orthogonal projections
Pt : L2Ω
0,•(M,E)V → L2Ω0,•(M,E)V , t ≥ 0
such that
ImPt = H0,•t , (6.5)
for all t 6∈ {t1, t2, ...}.
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The proof, based on the Kato’s theory of holomorphic family of operators [10, Ch. VII], is
given in Appendix A.
Set
H¯0,•t := ImPt, t ≥ 0. (6.6)
Then
H¯0,•t ⊂ H0,•t ≃ H0,•s(t),V (M,E)
6.3. A map from H¯0,•s(t1) to H¯
0,•
s(t2)
for t2 > t1. For t ≥ 0 consider the map
Ψt : L2Ω
0,•(M,E) −→ L2Ω0,•(M,E), Ψt(α) := e−ts2(|µ˜|2/2)α.
For every t2 > t1 ≥ 0 we have
∂¯s(t2) ·Ψt2−t2 = Ψt2−t1 · ∂¯s(t1).
Hence, Ψt2−t1 induces a map of cohomology
Φt1,t2 : H
0,•
s(t1),V
(M,E)→ H0,•s(t2),V (M,E).
Clearly, if t3 > t2 > t1 ≥ 0, then
Φt2,t3 ◦ Φt1,t2 = Φt1,t3 . (6.7)
Consider the map
Φt1,t2 : H¯0,•s(t1) −→ H¯
0,•
s(t2)
, Φt1,t2 := Pt2 ◦Ψt2−t1 . (6.8)
Note that if s(t2) is V -generic and h ∈ H¯0,•s(t1) , then Φt1,t2(h) is the harmonic representative of
the cohomology class of h. Hence, it follows from (6.7) that if s(t2) and s(t3) are V -generic then
Φt2,t3 ◦ Φt1,t2 = Φt1,t3 . (6.9)
Proposition 6.4. For every t2 > t1 ≥ 0 the map (6.8) is bijective.
We present a proof of the proposition in Subsection 6.7 after some additional constructions
are introduced.
6.5. A covariant derivative on H¯0,pt . We consider the collection of spaces H¯0,•t (t ≥ 0) as a
finite dimensional vector bundle over R≥0. Let us define a connection on this bundle by
∇d/dth(t) := Pt
(
h′(t) + s2h(t)
)
. (6.10)
Lemma 6.6. Fix h0 ∈ H¯0,•0 and set
h(t) := Φ0,t
(
h0
)
= Pt
(
e−ts2(|µ˜|
2/2)h0
)
. (6.11)
Then h(t) is a flat section, i.e.,
∇d/dth(t) = 0. (6.12)
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Proof. It suffices to check (6.12) for generic t. Fix a V -generic t0. Then there exists an ε > 0
such that all t ∈ (t0 − ε, t0 + ε) are V -generic. It follows from (6.9) that for t ∈ (t0, t0 + ε)
Φ0,t = Φt0,t ◦Φ0,t0 .
Thus there exists a function α : (t0, t0 + ε)→ L2Ω0,•(M,E)V such that α(t0) = 0 and
h(t) = Pt
(
e−(t−t0)s2(|µ˜|
2/2)h(t0) ) = e
−(t−t0)s2(|µ˜|2/2)h(t0) + ∂¯tα(t)
Hence,
h′(t0) = −s2h(t0) +
( d
dt
∣∣
t=t0
∂¯t
)
α(t0) + ∂¯tα
′(t0) = −s2h(t0) + ∂¯tα′(t0),
where in the last equality we used α(t0) = 0. We conclude that
h′(t0) + s2h(t0) = ∂¯tα
′(t0)
and
∇d/dth(t) := Pt
(
h′(t) + s2h(t)
)
= 0.

6.7. Proof of Proposition 6.4. By Lemma 6.6 the map Φt1,t2 is equal to the monodromy map
of the connection ∇. Hence, it is an isomorphism. 
6.8. Proof of Theorem 5.7. By Proposition 6.4 the maps
Φs1,s1+s2 : H¯0,•s1 −→ H¯0,•s1+s2
and
Φs2,s1+s2 : H¯0,•s2 −→ H¯0,•s1+s2
are isomorphisms. Hence, the map
Φs1,s2 := Φ
−1
s2,s1+s2 ◦Φs1,s1+s2 : H¯0,•s1 −→ H¯0,•s2
is an isomorphism.
Since s1 and s2 are V -generic, H¯0,•si is canonically isomorphic to H0,•si,V (M,E) (i = 1, 2). We
now set
ΦVs1,s2 := Φs1,s2 . (6.13)
It remains to show that ΦVs1s2 satisfies the cocycle condition (5.9). Let s1, s2, s3 ∈ F be
V -generic functions. From (6.9) we conclude that
Φs1+s2,s1+s2+s3 ◦ Φs1,s1+s2 = Φs1+s3,s1+s2+s3 ◦Φs1,s1+s3 . (6.14)
Recall that for each s ∈ F the map Φs,s+sj (j = 1, 2, 3) is induced by the map
e−sj : Ω0,•(M,E) → Ω0,•(M,E),
To simplify the notation we will denote Φs,s+sj by e
−sj . By permuting the indices 1,2,3 in (6.14)
we conclude that the following diagram commutes:
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H¯0,•s1
Φs1,s2 > H¯0,•s2
Φs2,s3 > H¯0,•s3
H¯0,•s1+s2
e−s1
<
e−s2
>
H¯0,•s2+s3
e−s2
<
e−s3
>
H¯0,•s1+s2+s3
e−s1
<
e−s3
>
H¯0,•s1+s3
e−s2
∧ Φs3,s1+s3=e−s1
<
Φs1,s1+s3=e
−s3
>
Hence,
Φs2,s3 ◦ Φs1,s2 = Φ−1s3,s1+s3 ◦Φs1,s1+s3 = Φs1,s3 .

7. Proof of Theorem 5.9
7.1. The case hE1 > h
E
2 . Suppose first that h
E
1 > h
E
2 . Then L2Ω
0,•(M,E1) ⊆ L2Ω0,•(M,E2).
This inclusion induces a map of cohomology
i : H0,•s (M,E1) −→ H0,•s (M,E2).
Since µ˜ :M → g is proper there exists a compact set K1 ⊂M and a smooth function
κ: [0,∞) → [0,∞)
such that
e−2κ(|µ˜|
2/2) hE1 < h
E
2 (7.1)
on M\K1. By Lemma 4.11 there exists τ ∈ F(M,gM , E, hE1 + hE2 ) with τ ≥ κ. It follows from
Remark 4.10 that τ ∈ F(M,gM , E, hEi ) for i = 1, 2.
Assume now that s is V -generic for both bundles E1 and E2. Then it follows from Proposi-
tion 6.2 that there exists t > 1 such that s+ tτ is also V -generic. From (7.1) we conclude that
for any α ∈ L2Ω0,•(M,E2)
e−tτ(|µ˜|
2/2)α ∈ L2Ω0,•(M,E1).
Since
∂¯s+tτ ◦ e−tτ(|µ˜|2/2) = e−tτ(|µ˜|2/2) ◦ ∂¯s
the multiplication by e−tτ(|µ˜|
2/2) defines a map
e−tτ(|µ˜|
2/2) : H0,•s (M,E2) −→ H0,•s+tτ (M,E1).
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By Theorem 5.7 the map α 7→ e−tτα induces isomorphisms
Φs,s+tτ = e
−tτ : H0,•s (M,Ei) −→ H0,•s+tτ (M,Ei), i = 1, 2.
Since s and s+ tτ are V -generic for the bundles E1 and E2, we get an isomorphism
Φs,s+tτ = e
−tτ : H0,•bg,V (M,Ei) −→ H0,•bg,V (M,Ei), i = 1, 2.
Thus we obtain a commutative diagram
H0,•bg,V (M,E1)
i
> H0,•bg,V (M,E2)
H0,•bg,V (M,E1)
e−tτ
∨
i
>
e−tτ
<
H0,•bg,V (M,E2)
e−tτ
∨
Since the vertical arrows in this diagram are isomorphisms, it follows that horizontal arrows are
also isomorphisms.
We now set
ΘV
hE
1
hE
2
:= i : H0,•bg,V (M,E1) −→ H0,•bg,V (M,E2).
7.2. Proof of Theorem 5.9 in the general case. Set hE = hE1 + h
E
2 . Then h
E > hEi
(i = 1, 2). By Theorem 5.7 it is enough to prove Theorem 5.9 for the function
s ∈ F(M,gM , E, hE) ⊂ F(M,gM , E, hE1 ) ∩ F(M,gM , E, hE2 ).
For such s the map
ΘV
hE
1
hE
2
:=
(
ΘV
hE
2
hE
)−1 ◦ΘV
hE
1
hE
is an isomorphism. The proof that it satisfies the cocycle condition (5.12) is a verbatim repetition
of the arguments in Subsection 6.8 . 
8. The Kodaira-type vanishing theorem
Let L be a holomorphic line bundle over M and let ∇L be a holomorphic connection on L.
Recall that L is called positive if the curvature FL = (∇L)2 of ∇L is positive, i.e.
FL(v, v) > 0, for all v ∈ T 1,0M. (8.1)
The purpose of this section is to prove the following analogue of the Kodaira vanishing theorem:
Theorem 8.1. Let L be a G-equivariant positive line bundle over a tamed Ka¨hler G-manifoldM .
For any holomorphic G-equivariant vector bundle E over M and any irreducible representation
V ∈ Irr G, there exists an integer k0 > 0, such that for all k ≥ k0 the V -component of the
background cohomology
H0,pbg,V (M,E ⊗ L⊗k) = 0,
for all p > 0.
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The rest of this section is occupied with the proof of Theorem 8.1. First we explain the main
idea of the proof.
8.2. The plan of the proof. In Lemma 8.8 we show that there exists a function s which is
admissible for Ek = E ⊗ L⊗k for all k ∈ N. Let Dk : Ω0,•(M,Ek) → Ω0,•(M,Ek) denote the
Dolbeault-Dirac operator and let Ds,k denote its deformation. A direct computation shows that
(cf. Lemma 8.10)
D2k,s = D
2
k + Tfv,k − 2i∇Ekfv ,
where Tfv,k is a zero order operator and ∇Ek is the connection on Ek = Ek ⊗ Λ•(T 0,1M)∗. The
operator ∇Ekfv is a first order differential operator, but for each V ∈ Irr G its restriction to the
V -component Ω0,•(M,Ek)
V of Ω0,•(M,Ek) is a zero order operator. It follows that there exists
a function rV :M → R such that
D2s,k|Ω0,•(M,Ek)V ≥ D2k|Ω0,•(M,Ek)V + rV . (8.2)
In Lemma 8.11 we show by a direct computation that there exists a compact set K1 ⊂M such
that for all x 6∈ K1, we have rV (x) > ‖B(x)‖ + 1, where B(x) is the bundle map defined in the
Bochner-Kodaira formula (8.5). Then in Subsection 8.12 we use the Bochner-Kodaira formula
and (8.2) to show that for large k ∈ N
D2s,k|Ω0,•(M,Ek)V ≥ 1, for all p > 0.
The regularized cohomology H0,ps,V (M,E ⊗ L⊗k) is isomorphic to the kernel of D2s,k|Ω0,p(M,Ek)V
and, hence, vanish for p > 0. The theorem follows now from the fact that
dimH0,pbg,V (M,E ⊗ L⊗k) ≤ dimH0,ps,V (M,E ⊗ L⊗k). (8.3)
We now present the details of the proof of Theorem 8.1.
8.3. The Dolbeault-Dirac operator on E⊗L⊗k. Choose a Hermitian metric hE on E and a
Hermitian metric hL on L. For k ∈ N let Ek = E⊗L⊗k and let hEk denote the Hermitian metric
on Ek induced by h
E and hL. Let ∇E and ∇L denote the holomorphic Hermitian connections
on E and L and let ∇Ek be the induced connection on Ek. We denote by
Dk :=
√
2
(
∂¯ + ∂¯
∗)
: Ω0,•(M,Ek) → Ω0,•(M,Ek)
the corresponding Dolbeault-Dirac operator on anti-holomorphic differential forms with values
in Ek. Set
Ek := Ek ⊗ Λ•(T 0,1M)∗.
The space Ω0,•(M,Ek) of anti-holomorphic forms with values in Ek is isomorphic to the space
Γ(M, Ek) of smooth sections of Ek. Let
∇Ek := ∇Ek ⊗ 1 + 1⊗∇LC
denote the connection on Ek induces by∇Ek and the Levi-Civita connection ∇LC on Λ•(T 0,1M)∗.
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8.4. The action of FL. Consider an endomorphism λ(FL) of Ek defined by the formular (cf.
[1, §3])
λ(FL)α =
∑
i,j
FL(wi, wj)wi ∧ ιwj (α), α ∈ Ek, (8.4)
where {w1, . . . , wn} is an orthonormal basis of T 1,0M .
The positivity assumption (8.1) immediately implies (cf. for example formula (1.5.19) of [13])
the following
Lemma 8.5. For all p > 0 the restriction of λ(FL) to the space Ω0,p(M,Ek) is a strictly positive
operator
λ(FL)
∣∣
Ω0,p(M,Ek)
> 0, p > 0.
8.6. The Bochner-Kodaira formula. It follows from the Bochner-Kodaira formula [1, The-
orem 3.71], that
D2k = ∆
0,1
k + k λ(F
L) + B, (8.5)
where
∆0,•k =
(∇0,1)∗∇0,1
is the generalized Laplacian on Ek and B ∈ End (Ek) is independent of k.
8.7. Admissible functions for Ek. For u ∈ g let u denote the corresponding vector field on
M , cf. (3.2). We denote by LE
u
, LEku , and LLu the infinitesimal action of u on Γ(M, E), Γ(M, Ek),
and Γ(M,L) respectively. As in Subsection 3.5, we set
µEk(u) := ∇Eku − LEku , µL(u) := ∇Lu − LLu. (8.6)
Then
µEk(u) = µE(u) + k µL(u). (8.7)
By Kostant formula ([12], [21, (1.13)]) the moment map µ is related to µL by
µL(u) = 2pii 〈µ,u〉. (8.8)
Combining (8.7) and (8.8) we obtain
µEk(u) = µE(u) + 2piki 〈µ,u〉.
In particular, when u = v is given by (4.1), we obtain
µEk(v) = µE(v) + 2piki |v|2. (8.9)
Hence, from (8.6) we get
∇Ek
v
= LEk
v
+ µE(v) + 2piki |v|2. (8.10)
Lemma 8.8. There exists a function s : [0,∞)→ [0,∞) with the following properties:
(i) it is admissible for Ek for all k ∈ N;
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(ii) there exits a compact set K ⊂M such that for all x ∈M\K
f(x) := s′
(|µ(x)|2/2) >
√
2‖B(x)‖ + 2
|v(x)| . (8.11)
Here B ∈ End (E) ⊂ End (Ek) is defined in (8.5).
Proof. Fix a function τ :M → [0,∞) with limM∋x→∞ τ(x) =∞. By Lemma 4.11 we can choose
a function s admissible for (E, hE) such that for all x ∈M\K
f(x) := s′
(|µ(x)|2/2) > max{ |v(x)|2|v(x)|2 τ(x),
√
2‖B(x)‖ + 2
|v(x)|
}
. (8.12)
Let ν be as in (3.4) and let
νk = |v|+ ‖∇LCv‖+ ‖µEk(v)‖ + |v|+ 1.
Then from (8.9) and (8.12) we obtain
νk ≤ ν + 2pik|v|2 ≤ ν + 2pikf |v|
2
τ
.
Hence,
f2|v|2
|df ||v|+ fνk + 1 ≥
f2|v|2
|df ||v|+ fν + 1 + 2pikf2|v|2τ
(8.13)
Using (4.6) and the fact that limM∋x→∞ τ(x) =∞, we conclude from (8.13) that
lim
M∋x→∞
f2|v|2
|df ||v|+ fνk + 1 = ∞.

8.9. Deformation of Dk. Let s be a function admissible for Ek for all k ∈ N and let φ(x) =
s(|µ|2/2). Let
Ds,k :=
√
2
(
∂¯s + ∂¯
∗
s
)
: Ω0,•(M,Ek) → Ω0,•(M,Ek),
where as in (5.1)
∂¯sα = e
−φ ◦ ∂¯ ◦ eφ α = ∂¯α + f ∂¯( |µ|2/2 ) ∧ α, α ∈ Ω0,•(M,Ek).
Consider the operator
Au =
∑
c(ei) c(∇LCei u) : Ek → Ek. (8.14)
Lemma 8.10. The following equality holds
D2s,k = D
2
k + f
2|v|2 + iAfv − 2i∇Ekfv. (8.15)
The proof of the lemma is a straightforward calculation, cf. [3, Lemma 9.2] or [21, Theo-
rem 1.6].
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Lemma 8.11. Let s be the admissible function constructed in Lemma 8.8. There exists a smooth
function rV :M → R and a compact set K1 ⊂M such that
rV (x) > ‖B(x)‖+ 1. (8.16)
for all x ∈M\K1 and
D2s,k|Ω0,•(M,Ek)V ≥ D2k|Ω0,•(M,Ek)V + rV . (8.17)
Proof. Since ‖c(v)‖ = |v| and ‖c(ei)‖ = 1, we have
‖Afv‖ ≤
∑
i
‖∇LCei (fv)‖ ≤ C
(
|df | |v|+ f ‖∇LCv‖
)
, (8.18)
for some constant C > 0.
For u ∈ g let LV
u
: V → V denote the action of u on V . Then there exists a constant cV such
that for any G-invariant scalar product on V we have
‖Lu‖ ≤ cV |u|.
Consider the space
Ω0,•(M,Ek)
V = Γ(M, Ek)V := HomG
(
Γ(M, Ek), V
)⊗ V. (8.19)
The restriction of the operator LEku to Γ(M, Ek)V decomposes as LEku = 1⊗ LVu . Hence∥∥LEk
u
|Γ(M,Ek)V
∥∥ ≤ cV |u|. (8.20)
Combining, (8.15), (8.18), (8.20) and (8.10), we obtain
D2s,k|Ω0,•(M,Ek)V ≥ D2k|Ω0,•(M,Ek)V
+ f2 |v|2 − λV
(
|df | |v| + f ( |v|+ ‖µE (v)‖ + ‖∇LCv‖ ) ) + 4pikf |v|2, (8.21)
where λV = max{1, cV , C}. Set
rV := f
2 |v|2 − λV
(
|df | |v| + f ( |v|+ ‖µE (v)‖ + ‖∇LCv‖ ) ) + 4pikf |v|2.
Then (8.21) is equivalent to (8.17). From (4.6) we conclude that there exists a compact set
K1 ⊂M such that
rV (x) ≥ 1
2
f2(x) |v(x)|2 (8.22)
for x 6∈ K1.
Let K be the compact set defined in Lemma 8.8. We can assume that K1 ⊃ K. Then the
inequality (8.16) follows form (8.11). 
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8.12. Proof of Theorem 8.1. From Lemma 8.5 we see that for large enough integer k, for
every x ∈ K1, and for every p > 0
k λ(FL)(x) + B(x) + rV (x) ≥ 1.
From Lemmas 8.5 and 8.11 we conclude that for any k > 0 and x 6∈ K1 we have
k λ(FL)(x) + B(x) + rV (x) ≥ B(x) + rV (x) ≥ 1.
Combining these two inequalities with the Bochner-Kodaira formula (8.5) and Lemma 8.11 we
conclude that for p > 0
D2s,k|Ω0,•(M,Ek)V ≥ ∆0,•k |Ω0,p(M,Ek)V + 1 ≥ 1.
Hence,
KerD2s,k|Ω0,p(M,Ek)V = 0, for all p > 0. (8.23)
The space H0,pbg,V (M,Ek) is equal to the cohomology of the complex
(
Ω0,•(M,Ek)
V , ∂¯s
)
. Thus
H0,pbg,V (M,Ek) is isomorphic to the kernel of the restriction of D
2
s,k to Ω
0,p(M,Ek)
V . Theorem 8.1
follows now from (8.23) and (8.3). 
Appendix A. Dependence of the spectrum of Ds on s
In this appendix we study the spectral properties of the family of operators DV (t) introduced
in Subsection 6.1 and prove Proposition 6.2. Throughout the appendix we use the notation
introduced in Section 6.
A.1. Small values of t. We start with showing that the admissible function s(t) are V -generic
for small t.
Lemma A.2. There exists δ > 0 such that for all t ∈ [0, δ) we have
dimKerDV (t) = dimH0,•bg,V (M,E). (A.1)
Moreover, Pt (t ∈ [0, δ)) is a continuous family of projections.
Proof. It is shown in the proof of Proposition 10.5 of [3] that the spectrum of DV (t) is discrete.
Hence, there exists an ε > 0 such that
DV (0)2
∣∣
Im(Id−P0)
> ε. (A.2)
The same argument as in the proof of Lemma 8.11 shows that there exists a compact set
K ⊂M and a smooth function rV (x) such that rV (x) > 1 for all x ∈M\K and
DV (t)2 ≥ DV (0)2 + t rV (x).
Thus there exists m > 0 such that rV (x) ≥ −m for all x ∈M . Then
DV (t)2 ≥ DV (0)2 − tm. (A.3)
Set
δ :=
ε
2m
.
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Combining (A.2) with (A.3) we obtain
DV (t)2
∣∣
Im(Id−P0)
> ε/2, for all t ∈ [0, δ) (A.4)
Hence,
dimKerDV (t) = dimKerDV (t)2 ≤ dimKerDV (0), t ∈ [0, δ)
Since s is a V -generic function
dimKerDV (0) = dimH0,•bg,V ≤ KerDV (t)
for all t. Hence, we obtain (A.1).
Let γ(τ) = ε3e
iτ . Then there are no non-zero eigenvalues of DV (t)2 on or inside γ for all
t ∈ [0, δ). Hence,
Pt =
1
2pii
∫
γ
(
λ−DV (t)2)−1 dλ
depends continuously on t. 
A.3. Continuity of Pt for t > 0. We now study the dependence of the spectrum of D
V (t)
on t for t > 0. First, we show that DV (t)2 is a holomorphic family of operators. For this we
represent
DV (t)2 = DV (t0)
2 + (t− t0)S1 + (t− t0)2 S2
and apply Theorem 4.12 of [10, Ch. VII]. We now make this argument more precise.
Lemma A.4. The family of operators DV (t)
2, t > 0 is a holomorphic family of type (B) in the
sense of Kato [10, Ch. VII §4.4].
Proof. Fix t0 > 0 and let
fi := s
′
i
(|µ˜|2/2), i = 1, 2
As in Lemma 8.11 one shows that there exists a smooth function rV :M → R such that
DV (t0)
2 = DV (0)2 + rV (x) (A.5)
and
rV (x) >
1
2
f2(x)
2|v(x)|2 (A.6)
for all x outside of a compact subset of M (the last inequality is obtained the same way as
(8.22)).
Set
a1 := max
x∈M
(
1
2
f2(x)
2|v(x)|2 − rV (x)
)
.
Then it follows from (A.5) that for every form ω in the domain of DV (0)2 we have〈
DV (t0)
2 ω, ω
〉
>
(
1
2
f2(x)
2|v(x)|2 − a1
)
‖ω‖2. (A.7)
As in Lemma 8.10 one shows that
DV (t)2 = DV (t0)
2 + (t− t0)2f22 |v|2 + i (t− t0)Af2v − 2i (t− t0)∇Ef2v, (A.8)
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where E = E ⊗ Λ•(T 0,1M)∗. Set
S1 := Af2v − 2i∇Ef2v
∣∣
Ω0,•
V
(M,E)
, S2 := f
2
2 |v|2.
Then
DV (t)2 = DV (t0)
2 + (t− t0)S1 + (t− t0)2 S2. (A.9)
From (A.7) we obtain ∣∣ 〈S2ω, ω〉 ∣∣ ≤ 2 〈DV (t0)2 ω, ω 〉+ 2a1‖ω‖2, (A.10)
for every ω in the domain of DV (t0)
2.
It is shown in the proof of Lemma 8.11 that S1 is a bundle map and that there exists a
compact set K1 ⊂M and a constant λV such that∥∥S1(x)∥∥ ≤ λV ( |df2| |v| + f2 ( |v| + ‖µE(v)‖ + ‖∇LCv‖ ) )
for all x 6∈ K1. From (4.6) we now conclude that there exists a compact set K ⊃ K1 such that∥∥S1(x)∥∥ ≤ 1
2
f22 (x)|v(x)|2
for x 6∈ K. Set
a2 := max
x∈K
‖S1(x)‖,
then ∥∥S1(x)∥∥ ≤ 1
2
f22 (x)|v(x)|2 + a2.
Comparing with (A.7) and setting a = a1 + a2 we obtain∣∣ 〈S1(x)ω, ω〉 ∣∣ ≤ a‖ω‖2 + 〈DV (t0)2 ω, ω 〉, (A.11)
for all ω in the domain of DV (t0)
2.
Combining (A.9) with (A.10) and (A.11) and using Theorem 4.12 of [10, Ch. VII], we conclude
that there exist an ε > 0 such that DV (t)2 is a holomorphic family of operators of type (B) on
the interval (t0 − ε, t0 + ε). Since this result holds for every t > 0 the lemma is proven.
A.5. Proof of Proposition 6.2. Since DV (t)2 is a holomorphic family of type (B) for t > 0,
the eigenvalues of DV (t)2 depend analytically on t > 0 by the result of Section VII.4.6 of [10].
It follows that there are finitely many eigenvalues of DV (t)2 which a identically equal to zero
and a discrete sequence of positive numbers t1, t2, ... such that the rest of the eigenvalues do not
vanish for t 6∈ {t1, t2, ...}. Moreover, the eigenfunctions corresponding to zero eigenvalue also can
be chosen to be analytic functions of t. Let Pt denote the orthogonal projection onto the span of
these eigenfunctions. Then Pt (t > 0) is a holomorphic family of projections and, in particular,
depends continuously on t. Combination of this result with Lemma A.2 proves Proposition 6.2.

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