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Abstract
This paper has proposed a new baseline deep learn-
ing model of more benefits for image classifica-
tion. Different from the convolutional neural net-
work(CNN) practice where filters are trained by
back propagation to represent different patterns of
an image, we are inspired by a method called
”PCANet” [Chan et al., 2015] to choose filter vec-
tors from basis vectors in frequency domain like
Fourier coefficients or wavelets without back prop-
agation. Researchers have demonstrated that those
basis in frequency domain can usually provide
physical insights, which adds to the interpretabil-
ity of the model by analyzing the frequencies se-
lected. Besides, the training process will also be
more time efficient, mathematically clear and in-
terpretable compared with the ”black-box” training
process of CNN.
1 Introduction
Convolutional Neural Networks(CNN) [Jarrett et al., 2009]
has witnessed tremendous success in image classification
[Krizhevsky et al., 2012], with filters performing convolu-
tion operations that aim to capture different patterns in an
image. Yet in order to obtain these filter vectors, it is nec-
essary to solve the complicated optimization problem of re-
sorting to back propagation, which makes the whole process
a black-box, thereby leading to the lack of clear mathemat-
ical interpretations of the resulting filter vectors. [Chan et
al., 2015] put forward a baseline model for image classifi-
cation, which does not require any kind of back propaga-
tion to learn those filters. Instead, they suggested adopting
left eigen-vectors of stacked images which are commonly
known as principal component vectors as the candidate fil-
ters. This idea stems from the eigen-decomposition where we
can decompose the target onto the orthogonal basis (eigen-
vectors). Projection along each orthogonal basis can repre-
sent ”non-overlapping” patterns in the image. However, the
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process of obtaining those eigen-vectors can be quite time-
consuming, especially for large datasets, even when some
randomized algorithms [Halko et al., 2011] are applied. In
the classical literature regarding computer vision, researchers
have developed multi-scaled representation of images with-
out resorting to optimization. Two most widely used ones are
Discrete Fourier Transformation(DFT) [Nordberg, 1995] and
Wavelets analysis [Mallat, 1996].
Researchers have found that different frequencies can cap-
ture different levels of information in images. For example,
the high-pass filter will only select high-frequency signals
to get the structured information like edges, while the low-
pass filter will select low-frequency signals and thus gen-
erate an over-smoothed and blurry image. [Costen et al.,
1996]. There are many traditional models focusing on the
detection of high-frequency information. For instance, typi-
cal gradient-based methods such as the sobel operator [Gao et
al., 2010], prewitt operator [Yang et al., 2011] and canny op-
erator [Canny, 1986] detect the high-frequency information in
the 1-order gradient domain. The laplacian operator [Wang,
2007] focuses on the 2-order gradient, which has been widely
applied in image processing to sharpen images. We refer [Ku-
mar et al., 2013] for interested readers to gain a comprehen-
sive picture of edge detectors in image processing. In this
work, our major focus is the discrete Fourier transformation,
since it has a simpler form and can be easily extended to con-
volutional filters.
In this paper, we shall explore the possibilities of adopting
basis from DFT and Wavelets analysis as candidates for filter
vectors. Before presenting our algorithms, let us have a brief
review of both Discrete Fourier Transformation and Wavelets
analysis.
1.1 Discrete Fourier Transformation
Discrete Fourier Transformation (DFT) [Beerends et al.,
2003] can represent vectorized images with different compo-
nents at different frequencies. Mathematically, given a vec-
torized image vector x of length n, 1D DFT decompose x
into Fourier basis eiωk = c(ωk)− is(ωk) with coefficient as
the inner product between x and eiωk . Here sk, ck are defined
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c(ωk) =
1√
n
(1, cosωk, . . . , cos(n− 1)ωk)>,
s(ωk) =
1√
n
(1, sinωk, . . . , sin(n− 1)ωk)>,
(1)
and ωk = 2pikn are the discrete Fourier frequencies whose in-
dex k belongs to a set denoted as Fn:
{−[n−12 ], . . . , [n2 ]}
where [x] is the integer part of x. Noticing {sk, ck, k ∈
Fn and k ≥ 0} forms a complete orthogonal basis for Rn
(s0 = 0), sometimes researchers only consider the non-
negative frequencies in the Fn. In the following parts, the
set containing all non-negative indices in Fn is referred to as
F+n .
1.2 Wavelets Analysis
Different from DFT, wavelets aim to conduct spectral anal-
ysis locally in the graph which can be seen from the differ-
ence in their orthogonal basis: each Fourier coefficient vector
share while wavelets basis vector, which will be introduced
later, behaves more abruptly [Strang, 1993], [Chui, 2016],
[Daubechies, 1992], [Mallat, 1988]. This means wavelets
can captures edge information in the computer vision com-
pared to DFT, which will be demonstrated in recover image
in Figure 6. In this paper we chosee to apply Daubechies D4
Wavelet Transform to the image. The wavelet and scaling
function coefficients of the Daubechies D4 wavelet are
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where h is the scaling function coefficients and g is the
wavelet function coefficients. h is like calculating the moving
average, which performs as low pass filtering, while g is cap-
turing the comparison of local graph performing as high pass
filtering in the above section. Then for vectorized image x,
the first layer wavelet transform is like linear transformation
in for n filter vectors ash0 h1 h2 h3 · · · · · · · · ·0 0 h0 h1 h2 h3 · · ·... ... ... ... ... ... . . .
x. (3)
g0 g1 g2 g3 · · · · · · · · ·0 0 g0 g1 g2 g3 · · ·... ... ... ... ... ... . . .
x. (4)
where the first half of the transform is computed via (3) and
the second half of the transform via (4). The second layer
wavelet transform is then computed by taking the first half of
the first layer transform results, which is results of (3), treat
it as an averaged version of the original vectorized image x,
and perform linear transformation using row vectors in (3)
and (4) with length n2 . Then each successive iteration simply
repeat the same process. Notice the vector x and the aver-
aged x in each layer will be padded to even length if it has
Figure 1: The level-3 wavelet transformation: the first half of the
wavelet transformation (cA1 and cA2) will be taken to perform the
next level transformation, and then concatenate the final level trans-
formation (cA3 and cD3) results with the latter half of transforma-
tion in the previous levels (cD1 and cD2) as the level-3 wavelet
transformation result.
an odd length. The final level transformation results and the
second half results from the previous levels, which are the
results of (4) of the previous levels, will be concatenated to
form the wavelets transformation results. The structure for
level-3 wavelet transform is shown in 1. In this case, we can
treat each line of left matrix in (3) and (4) as the pool of our
potential filter vectors.
2 FrequentNet
Our method is inspired by [Chan et al., 2015], with the differ-
ence of adopting basis in frequency domain rather than prin-
cipal component vectors. The overall pipeline is the same
as PCANet, which are composed of two procedures. The
first procedure is selecting filter vectors, performing convolu-
tional/filter transformation and repeating it once again. (Im-
plementing this procedure once again and presenting its re-
sults have also been taken into account). The second proce-
dure is applying hashing and histogram and running the sup-
port vector machine to output from the previous procedure
and achieve classification.
2.1 Problem Setup
We mainly follow the settings in [Chan et al., 2015]. Provided
with N input training images: {Ii}Ni=1 of size m× n, we set
the patch size (or 2D filter size) as k1 × k2. Throughout the
paper, padding size has been set to be (k1 − 1)/2 for the top
and the bottom, (k2 − 1)/2 for the left and the right, with
the padding value at zero. Meanwhile, stride for patch is set
to be one, which is also listed in Table 3. Under this setting
after the filter transformation, the output size will be the same
as the input image size: m × n. We call those vectorized
patches xi,1, · · · ,xi,mn where the first index is for images
and the second index is for patches. The patch mean has been
subtracted from each patch and stacked for each image as
X¯i = [x¯i,1, · · · , x¯i,j , · · · , x¯i,mn], 1 ≤ j ≤ mn (5)
Algorithm 1 Select top K Fourier Basis
Input: X¯, L1
for k in F+k1k2 do
ck ← ‖〈c(ωk), X¯〉‖
sk ← ‖〈s(ωk), X¯〉‖
end for
Select c(ωk) or s(ωk) with top L1 largest corresponding
values in ck, sk and call the set of DL1
Output: DL1
where x¯i,j is the de-meaned patch. We further stack them as
X¯i again to obtain
X¯ = [X¯1, · · · , X¯i, · · · , X¯N ] ∈ Rk1k2×Nmn, 1 ≤ i ≤ N.
(6)
Filter vectors are intended for representing patterns in
columns in xi,j effectively. PCANet chooses the filter vectors
to be the top left eigen-vectors of X¯. In this paper, adopting
basis in DFT and wavelets have been proposed in a detailed
manner.
2.2 FourierNet
The First Stage: We choose {c(ωk), s(ωk)}, k ∈ F+n as
our candidate orthogonal basis, and then select filters at
different frequencies based on the magnitude of the inner
product of vectorized patches xi,j and candidate filters, as
summarized in Algorithm 1. With the obtained L1 filters
v1, · · · ,vk, · · · ,vL1 , every input image Ii is mapped to L1
new feature maps:
I`i = Ii ∗matk1,k2(v`), (7)
where ∗ is the two dimensional convolution and mat is an
operator reshaping filter back to its original shape of the
patch: k1 × k2. For convenience, we index the vector set
v ∈ DL1 based on ‖〈v, X¯〉‖ reversely, i.e., ‖〈v1, X¯〉‖ ≥· · · ≥ ‖〈vL1 , X¯〉‖.
The Second Stage: After the first stage, for each filter vec-
tor v` in DL1 , we can get a new set of feature matrices of the
same size as the original image: m × n. For the new L1N
feature matrices denoted by I`i ∈ Rm×n, i = 1, · · · , N, ` =
1, · · ·L1, steps in the first stage are repeated to continue to
stack all the overlapping patches and subtract mean from
them. For each filter v`, 1 ≤ ` ≤ L1, by stacking Nmn de-
meaned patches we can get Y¯`, like X¯ defined in the first
stage:
Y¯` = [y¯`i,1; · · · ; y¯`i,mn] ∈ Rk1k2×Nmn, 1 ≤ i ≤ N (8)
where y¯`i,j is the de-meaned patch in the Ii. Then we stack
all Y¯` to obtain our final feature matrix
Y¯ = [Y¯1; · · · ; Y¯` · · · ; Y¯L1] ∈ Rk1k2×L1Nmn. (9)
Algorithm 1 is applied on Y¯ to select top L2 Fourier ba-
sis. Following the above definition, we call selected basis
u1, · · · ,uL2 . According to our setting in stride and padding,
the output feature matrix is still of the same size as the origi-
nal input image: m × n. We call it the output feature matrix
O`i :
O`2i = I`1i ∗matk1,k2(u`2), 1 ≤ `1 ≤ L1, 1 ≤ `2 ≤ L2.
(10)
Output Stage: In this section, we follow exactly the proce-
dure of output stage in [Chan et al., 2015] to finally transform
the output of feature matrix, and run support vector machine
to make the prediction. Steps have been briefly sketched. For
more details, we refer readers to [Chan et al., 2015]. This
procedure works for both the first and second stages, with no-
tations used in the two stage model for explanation. Given
the NL1 input feature matrix: I`1i and selected L2 filters u`2 ,
we aggregate filter information as
T `1i = ΣL2`2=12`2−1H(I`1i ∗ u`2) (11)
where H is binary operator turning positive elements to be
one while others to zero element wise. It is easy to see each
element fall into [0, 2L2 − 1].
For each patch in T `1i , we computer the histogram (2L2
bins) with two parameters called block size and block stride.
Concatenating all histograms for each T `1i of Bhist(T `1i )
across L1 filters, we can obtain the feature vector
fi =
[
Bhist(T 1i ), · · · ,Bhist(T L1i )
]
∈ R2(2
L2 )L1B . (12)
Then we run support vector machine on feature vector fi to
obtain the classification results.
2.3 WaveletsNet
For WaveletsNet, the whole process is the same as FourierNet
except that now the pool of candidate filter vectors become all
rows in orthogonal basis in wavelets. In this paper, we only
consider basis from three layers in Daubechies D4 wavelets.
Again, for stage I, L1 filter vectors are selected based on the
magnitude of inner product between filter vectors and vec-
torized image vectors. At this point, we can either go to the
output stage, or repeat the selecting procedure to further se-
lect L2 filters and then move on to the output stage.
2.4 PCANet, RandNet
In [Chan et al., 2015], researchers proposed PCANet where
the filter candidates are from PCA vectors for X¯ in the first
stage and for Y¯ in the second stage. With the importance of
PCA vectors naturally sorted by corresponding eigen-values,
we just choose the top L1 or L2 PCA vectors. For Rand-
Net, as the name suggests, filter vectors are chosen randomly
from multivariate Gaussian distributions. By comparing our
method with those two methods, it is worth noting that unlike
PCANet, filters in FreqNet are data independent.
3 Experiments
We evaluated the performances of proposed models, which
are described in the Table 2, and compared with PCANet and
RandNet on two tasks, the hand-written digits recognition and
object recognition. Then we analyzed the extracted filters in
FourierNet and WaveletsNet by visualizing the filtered image
Table 1: Model Structure Description
Model Description
FourierNet-1 one-stage FourierNet
FourierNet-2 two-stage FourierNet
WaveletsNet-1 one-stage FourierNet
WaveletsNet-2 two-stage FourierNet
PCANet-1 one-stage PCANet
PCANet-2 two-stage PCANet
RandNet-1 one-stage RandNet
RandNet-2 two-stage RandNet
FourierNet2D-2 two-stage FourierNet using 2D Fourier basis
Table 2: Descriptions of MNIST variations picked for experiment
Dataset Description
basic A smaller subset of standard MNIST
bg-rand MNIST with noise background
rot MNIST with rotation
bg-img MNIST with image background
bg-img-rot MNIST with rotation and image background
by selected filters. We use level-1 Daubechies D4 wavelet
transformation for all kinds of WaveletsNet below during the
experiments. The code for the model and experiments are
publicly available 1.
3.1 Hand-written Digits Recognition
We first conducted the experiment on MNIST variations.
The MNIST [LeCun et al., 1998] and MNIST variations
[Larochelle et al., 2007] are common benchmarks for test-
ing hierarchical representations [Chan et al., 2015]. We pick
a subset of MNIST variations to experiment on. The datasets
and their descriptions are listed in the Table 2.
Experiment Setup
Following the experiment setup in [Chan et al., 2015], we
conducted experiments using both one-stage and two-stage
models. For one-stage model, we fixed patch size to 7 × 7,
then investigated the impact of number of filters L1. For two-
stage models, we followed the recommended configurations
for different datasets in the original PCANet paper. Notice in-
stead of using the parameter block overlap ratio in the block-
wise histogram stage, we explicitly define the block stride by
computing the overlap and truncated to the nearest integer.
For all the experiments, we fixed patch stride to 1 and padded
zero around the image in the patch collection stage. Other
detailed experiment parameters, for both one-stage and two-
stage models, are listed in Table 3 and Table 4 respectively.
Experiment Results
The test accuracy of the one stage models on the selected
datasets, with the number of filters varies from 2 to 8 are
shown in Figure 3. We can see from the results that the test
accuracy increases when the number of filters grows. The
test results for the two-stage models, with the key setup in
1https://github.com/ijcaiworkshop2020/freqnet
Table 3: Experiment setup of one-stage models
Dataset L1 patch size block size block stride
basic 8 7×7 7×7 3
bg-rand 8 7×7 4×4 2
rot 8 7×7 4×4 2
bg-img 8 7×7 4×4 2
bg-img-rot 8 7×7 4×4 2
Table 4: Experiment setup of two-stage models
Dataset L1
patch
size L2
block
size
block
stride
basic 6 8 7×7 7×7 3
bg-rot 6 8 7×7 4×4 2
bg-rand 6 8 7×7 4×4 2
bg-img 6 8 7×7 4×4 2
bg-img-rot 6 8 7×7 4×4 2
Table 4 are listed in Table 5. One can see that FourierNet-2
and WaveletsNet-2 achieve similar testing accuracy on these
datasets.
Discussion
To understand what the proposed models are learning, we
listed the learned first and second stage Fourier filters from
bg-rand dataset in Figure 2. We could see from the visualized
filters that most of them are on the low frequency side, like the
first four columns of Figure 2. Furthermore, we investigated
the selected frequencies for other MNIST variations, and we
observe that the low frequencies , such as 2pi/49, 12pi/49
and 14pi/49 appear in selected frequencies for all the datasets.
Hence, we believe that the low frequency components carry
significant information for the MNIST variations. We report
the selected Fourier basis in FourierNet-2 for MNIST varia-
tions in Table 6.
In order to get an intuitive sense of the features captured
by the learned filters, we visualized some of the convolution
results of an original image from dataset and a single filter
selected by the models. Two samples are selected randomly
from MNIST dataset, and are convoluted with learned filters,
including Fourier filter, Wavelet filter, PCA filter and Random
Table 5: Testing Accuracies(%) of different models of MNIST vari-
ations. The model parameters follow Table 3 and Table 4
Model basic
bg-
rand rot
bg-
img
bg-
img-rot
FourierNet-2 98.05 90.50 89.45 86.55 60.25
FourierNet-1 98.75 89.95 85.15 85.45 49.65
WaveletsNet-2 98.55 88.05 83.60 84.45 49.25
WaveletsNet-1 97.55 83.60 83.60 78.05 42.20
PCANet-2 98.15 91.55 89.50 87.20 62.50
PCANet-1 98.65 91.80 87.35 86.65 54.35
RandNet-2 97.55 82.70 86.00 83.40 40.00
RandNet-1 97.95 70.90 77.55 67.55 29.90
Figure 2: The Fourier filters learned from bg-rand dataset. Top: the
first stage filters. Bottom: the second stage filters.
Figure 3: Test accuracy(%) of FourierNet-1 and PCANet-1 on
MNIST basic and rot test set for varying number of filters(L1). We
tested L1 varies from 2 to 8.
filter. The feature captured by the learned filters are shown in
Figure 6, each of the images is the convolution results of a
raw image sample with a selected filter.
Extension
We further constructed FourierNet2D, which is a two-stage
FourierNet using 2D Fourier basis, and tested on MNIST
variations. The results are shown in Table 7. However, we did
not observe improvements in test accuracy using 2D Fourier
basis.
3.2 CIFAR10 Object Recognition
Experiment Results
CIFAR10 contains 10 classes with 50000 training samples
and 10000 test samples, which vary in object position, scale,
colors and textures [Chan et al., 2015]. We fix the number of
filters in the first stage to 40, the number of filters in second
stage to 5. We also set the patch size to 5 × 5, block size to 8
× 8 and block stride to 4. Apart from the two-stage Fourier-
Net and two-stage WaveletsNet, we tried combining Fourier
basis and Wavelets basis together to form two combined two-
stage models, namely Fourier-PCA, which uses Fourier fil-
ters in the first stage and PCA filters for the second stage,
and PCA-Fourier, which uses PCA filters in the first stage
and Fourier filters in the second stage. The test accuracy of
different combinations are listed in Table 8.
Discussion
We now look at the learned filters of FourierNet-2 and
PCANet-2 from CIFAR10 dataset, which are shown in Fig-
ure 4 and Figure 5 respectively. One could easily tell that the
first stage filters of FourierNet-2 includes both low frequency
and high frequency components, and the second stage filters
consist of mainly low frequency filters, while one can hardly
get intuitive sense from the visualization of PCANet-2 filters
learned from CIFAR10 dataset.
Figure 5: The PCA filters learned from CIFAR10 dataset. Top: the
first stage filters, the number of filters for each channel is set to 40.
Bottom: the second stage filters, the number of filters is set to 8.
Figure 4: The Fourier filters learned from CIFAR10 dataset. Top:
the first stage filters, the number of filters for each channel is set to
40. Bottom: the second stage filters, the number of filters is set to 8.
4 Conclusion
In this paper, we propose adopting orthogonal basis in fre-
quent domain like from Discrete Fourier Transformation or
wavelets analysis as candidates for filter vectors in CNN. Dif-
ferent from [Chan et al., 2015], our filter vectors are data
Dataset Selected first stage basis Selected second stage basis
basic c(ω1) c(ω6) c(ω7) s(ω1) s(ω6) s(ω7) c(ω1) c(ω6) c(ω7) c(ω8) s(ω1) s(ω6) s(ω7) s(ω8)
bg-rand c(ω1) c(ω6) c(ω7) s(ω1) s(ω6) s(ω7) c(ω1) c(ω6) c(ω7) c(ω8) s(ω1) s(ω6) s(ω7) s(ω8)
rot c(ω1) c(ω6) c(ω7) s(ω1) s(ω6) s(ω7) c(ω1) c(ω6) c(ω7) c(ω8) s(ω1) s(ω6) s(ω7) s(ω8)
bg-img c(ω1) c(ω6) c(ω7) s(ω1) s(ω6) s(ω7) c(ω1) c(ω6) c(ω7) c(ω8) s(ω1) s(ω6) s(ω7) s(ω8)
bg-img-rot c(ω1) c(ω6) c(ω7) s(ω1) s(ω6) s(ω7) c(ω1) c(ω6) c(ω7) c(ω9) s(ω1) s(ω6) s(ω7) s(ω9)
Table 6: Selected Fourier basis in FourierNet-2 for different datasets. Following the definition in Section 1.1, c(ωk) and s(ωk) are the
orthogonal Fourier basis, where ωk = 2kpi49 since the patch size for all the MNIST variation datasets is 49 (7 × 7). The model parameters
follow Table 4.
Table 7: Testing Accuracies(%) of FourierNet2D-2
Model basic
bg-
rand rot
bg-
img
bg-
img-rot
FourierNet2D-2 97.80 89.60 87.60 86.05 45.30
Table 8: Testing accuracy(%) of two-stage models on CIFAR10
Model Accuracy
FourierNet-2 67.70
PCANet-2 70.95
Fourier-PCA 68.30
PCA-Fourier 69.75
independent, with no requirement for solving any optimiza-
tion problem in the selection procedure, thereby rendering the
whole process more transparent and understandable. Through
extensive experiments, it is demonstrated that our method has
witnessed comparable results in several benchmark data sets.
Furthermore, analysis in frequency domain for computer vi-
sion can provide us with insights from different perspectives
that cannot be achieved by principal component analysis. In
the future, we plan to explore more datasets so as to figure
out scenarios where these methods fit best and give full play
to their effectiveness.
(a) Fourier (b) Wavelet (c) PCA (d) Random
Figure 6: The low rank approximations using a single filter learned
from the network, from left to right: (a) Fourier filter; (b) Wavelet
filter (c) PCA filter; (d) Random filter. We picked four selected fil-
ters for each basis. Then, for each of the selected filters, we per-
formed convolution with the two randomly selected 28 × 28 image
samples. From the above figures, one could see that Fourier filters
and PCA filters extract features with similar patterns, and selected
wavelet filters extract ”edge-like” features from the images.
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