Abstract-This article proposes to monitor industrial process faults using Kullback Leibler (KL) divergence. The main idea is to measure the difference between the distributions of normal and faulty data. Sensitivity analysis on the KL divergence under Gaussian distribution assumption is performed, which shows that the sensitivity of KL divergence increases with the number of samples. For non-Gaussian data, a recently proposed kernel method for density ratio estimation is used to estimate the KL divergence. The density ratio estimation method does not involve direct estimation of probability density functions, hence is fast and efficient. For monitoring of non-Gaussian data, the confidence limits are obtained through a window based strategy. Application studies involving a simulation example and an industrial melter process show that the performance of the proposed monitoring strategy is better than the principal component analysis (PCA) based statistical local approach.
I. INTRODUCTION
The requirements of reliability, safety and efficiency of modern industrial processes have made the problem of fault detection and diagnosis increasingly important. It has been recognized that statistical-based techniques have many attractive advantages in dealing with large variable sets encountered in complex industrial systems. Among various statistical-based techniques, multivariate projectionbased methods like principal component analysis (PCA) and partial least squares (PLS) [1] , [2] , [3] , [4] are perhaps the most popular ones. It is found that PCA is an optimal procedure when the errors in variables are independently and identically distributed (i.i.d.). However, the structure of errors in variables is generally unpredictable, making the estimation by traditional PCA inconsistent in some cases [5] . Reference [6] proposed to use maximum likelihood PCA (MLPCA) to get a consistent estimation of the model matrix by applying Cholesky decomposition to the error covariance matrix. Moreover, the reference also proposed an algorithm emal:xuyifu001@gmail.com for simultaneously estimating the error covariance matrix and the model matrix. Recently, Fietal et al. [7] presented a revised version of this algorithm by introducing a method for estimation of the number of source signals. The general procedure of process monitoring by PCA is to use T 2 and Q statistics to detect process faults exhibited in the latent variables and the residuals. By using T 2 and Q statistics, the underlying assumption is that the data considered follow Gaussian distribution. However, due to different kinds of practical reasons, many process variables exhibit significantly non-Gaussian behaviors. The latent variables may exhibit significant non-Gaussian information, so that monitoring by T 2 statistic may not be appropriate. It is shown in Liu et al. [8] that the non-Gaussian components are encapsulated in the first k dominant principal components, the authors suggested to use independent component analysis (ICA) to extract non-Gaussian components, similar lines are employed by [9] , [10] .
As the problem of monitoring Gaussian components is well defined in literature, monitoring of non-Gaussian signal components is not so straightforward. Several different approaches have been proposed, including kernel density estimation (KDE) [11] , support vector data description (SVDD) [8] , statistical local approach [12] etc. The main problem of KDE is that the identification of confidence limits is laborious, especially when the dimension of non-Gaussian components is high. Moreover, KDE is not suitable for sparse or clustered data distribution [13] . In contrast, the confidence limits and regions can be obtained by solving a quadratic programming problem using SVDD. Comparing to KDE, SVDD is computationally efficient; however, it is difficult to determine the parameters (kernel width and misclassification probability) of SVDD. Different from KDE and SVDD, the statistical local approach transforms the problem of fault detection of non-Gaussian processes to the monitoring of the mean of a Gaussian vector, hence significantly simplifying the monitoring task. However, according to the central limit theorem, the monitoring statistic follows a Gaussian distribution only when the length of samples tends to infinity, which is always not the case in practice.
In this paper, MLPCA is used to get a consistent estimation of the model and the error covariance matrix. Unlike previous work which uses ICA to the extracted dominant principal components, this paper addresses the problem of determining the confidence limits for non-Gaussian distributed principal components by inspecting the deviation between probability density functions (PDF) of normal and faulty data, which is measured by Kullback Leibler (KL) divergence. The sensitivity analysis of the KL divergence as a test statistic is also presented. It is found that direct estimation of PDF can be avoided and only the density ratio between normal and faulty data needs to be estimated [14] , [15] . With the density ratio function, an empirical estimation of Kullback-Leibler divergence between the distributions of normal and faulty data can be easily obtained. A window based monitoring scheme is then explored by using KL divergence as a test statistic.
Comparing to existing work in the literature, the monitoring strategy by KL divergence is conceptually more straightforward and easier to understand. The proposed framework shares the advantages of statistical local approach; it only requires univariate monitoring statistics. Through a windowbased approach, it is also sensitive in detecting incipient fault conditions. Moreover, since the proposed framework considers the difference between distributions, it can detect more general kinds of process faults.
The remainder of the paper is organized as follows. In Section 2, statistic properties of KL divergence as a test statistic is explored. Section 3 presents a kernel based density ratio estimation method for estimation of KL divergence. Sections 4 develop a monitoring strategy for non-Gaussian components by using a permutation test procedure. Section 5 and Section 6 consider two application studies involving a simulation example and a glass melter process. Finally, concluding summaries of this article are presented in Section 7.
II. KULLBACK LEIBLER DIVERGENCE AS A TEST

STATISTIC
In multivariate statistical process control (MSPC), an important task is to monitor the difference between normal data and test data to check whether faulty operation arises. A natural idea would be to measure the difference between the probability density functions of normal data and test data, which can be achieved by observing the KL divergence between the two distributions. The KL divergence provides a means to compare between different distributions and has a wide range of applications from text and image retrieval [16] , pattern recognition [17] , change detection [18] etc. The KL divergence has several favorable properties, e.g., it shares some properties of distance metric, it is invariant to monotonic transformation of data and easily applicable to multivariate cases etc.
The general procedure of statistical monitoring is to collect a large number of data samples operating on normal condition and use the normal data as reference data set. The test data is then compared with the normal data to check whether abnormal conditions occur. Hence it is reasonable to regard the distribution of normal data as reference distribution when computing the KL divergence. Assume d dominant principal components s =PP T x have been obtained by MLPCA and there is a reference/normal data set
with the distribution of p(s) and a test setS = s j |s j ∈ R d m j=1
with the distribution ofp(s). The KL divergence between p(s) andp(s) can be expressed as
The KL divergence is equal to zero if and only if p(s) = p(s), hence we can introduce the following hypothesis test to decide whether the test data are sampled from the same distribution as the reference data H 0 : S andS are sampled from the same distribution, such that p(s) =p(s); H 1 : S andS are sampled from different distributions, such that p(s) =p(s).
The above hypothesis can be expressed in terms of KL divergence as H 0 : KL = 0;
This hypothesis test, however, can only be used when the critical value of the null hypothesis can be obtained. For Gaussian distributed data, Refs. [21] showed that the KL divergence is related to the χ 2 when Σ = Σs. Here, s ∼ N(µ, Σ) ands ∼ N(μ,Σ), µ and µs are the mean vector and Σ and Σs the covariance matrix of reference and test data.
Ref. [22] also confirmed that the KL divergence follows a χ 2 distribution. However, none of them have investigated its distribution and properties under finite samples, i.e., how the distribution is related to sample number m. While in many practical settings, this is an important issue. Proposition 1 gives the distribution of KL divergence under finite samples.
Proposition 1: Under the assumption that s ∼ N (µ, Σ) ,s ∼ N (µs, Σs) and m → ∞, the KL divergence between p(s) andp(s) asymptotically converges to a χ 2 distribution, i.e.,
In Proposition 1, the distribution of normal data is used to replace the true distribution as the true data generating distribution is generally unavailable. The larger the sample size n of the normal data set is, the closer the estimated distribution is from the true distribution. In most applications, a large number of data operating under normal condition would be collected and a relatively small number of faulty data can be obtained. Hence this replacement is reasonable. With Proposition 1, the sensitivity of KL divergence can be compared with that of Hotelling's T 2 statistic. Again, consider the case of Gaussian variables. If there is no fault, the KL divergence between p(s) andp(s) will be inside the critical value determined in Proposition 1. For the case of faulty conditions, consider the additive fault in the following forms
where ∆s is vector containing the fault magnitude. The fault only affects the mean value while the covariance remains unchanged
For Gaussian distributed data, the KL divergence between the distribution of normal data p(s) and the distribution of faulty datap(s) can be reduced to
Define the following sensitivity index as
where KL d,0.95 is the critical value of KL divergence under the 95% significance and KL(s) is the KL divergence for ∆s = 0. Combining Proposition 1 and Eqn (6) we have
It can seen from Eqn (7) that the sensitivity index is determined by both the fault magnitude ∆s and the number of test samples. By selecting a larger test set, higher sensitivity can be obtained. For comparison, the sensitivity index of T 2 statistic is also examined. T 2 statistic for the faulty condition can be expressed as
In contrast, the T 2 statistic for ∆s = 0 is
The sensitivity index for T 2 statistic can now be obtained as
Comparing Eqn (7) and Eqn (10) it can be seen that by including more test samples, the sensitivity of KL divergence will be much higher than that of the T 2 statistic.
III. KERNEL BASED DENSITY RATIO ESTIMATION Provided the distribution functions of normal data and test data can be estimated, the monitoring problem using KL divergence reduces to examine the difference between distribution functions. However, estimation of probability density function is difficult, especially for high dimensional non-Gaussian data sets. To alleviate this difficulty, density ratio estimation methods [23] have been developed and explored in the field of machine learning. In this section, the least squares approach to density ratio estimation proposed by Kanamori et al. [14] is presented.
The core idea of the least squares density ratio estimation is to use a kernel function to approximate the density ratio between an i.i.d reference set S = s i |s i ∈ R d n i=1
and test setS = s j |s j ∈ R d m j=1
as follows
where p(s) andp(s) are the probability density functions of the reference and test set. The density ratio function f (s) can be approximated using the following kernel model
Here, α = [α 1 , α 2 , . . . , α n ] are unknown parameters to be estimated from data
are kernel basis functions. Generally, the kernel is chosen as the Gaussian function
where σ denotes the width of Gaussian kernel. The parameter α can be determined by minimizing the following squared error function
It should be noted that the last term is a constant and therefore can be ignored. Denote the first two terms by J we have
where H is the n × n matrix defined by
and h is the n-dimensional vector
The matrix H and vector h are expectations over density functions p(s) andp(s), which are unavailable. However, it is possible to approximate the expectations by their empirical averages as followŝ
So that the cost function in Eqn (16) can be approximated byĴ
The optimization problem for the kernel based density ratio estimation can be formulated by including a regularization term as followŝ
Here λ( 0) is the regularization parameter and 1 2 α T α is the regularization term. Differentiating over the above objective function with respect to α and equating it to zero we can get the solution asα = Ĥ + λI n −1ĥ (23) where I n is the identity matrix. Finally, the density ratio estimator can be obtained aŝ
With the analytic form expression, the kernel based density ratio estimator is computationally efficient and it is possible to select the kernel width σ and the regularization parameter λ by cross validation [14] .
IV. FAULT DETECTION BASED ON KL DIVERGENCE
In this section, a fault detection scheme is formulated using the KL divergence. An empirical estimation of KL divergence using the density ratio estimator is proposed and the confidence limit of the KL divergence for non-Gaussian data is obtained by a moving window approach.
With the density ratio estimator, it is possible to measure the difference between the distributions of training data S and test dataS using the KL divergence, which can be approximated by the following empirical averagê
Replace the density ratio function f (s) by the estimation in Eqn (24) the following KL divergence estimator can be obtainedK
KL vanishes if and only if p(s) =p(s).
As is shown in Proposition 1, the sample distribution of KL divergence for Gaussian distributed data follows a χ 2 distribution and the confidence limits can be obtained easily for the monitoring task. For non-Gaussian data, the confidence limits in Proposition 1 cannot be used anymore. In this section, a window based procedure is developed to obtain the confidence limits for non-Gaussian data.
Assume there are L normal non-Gaussian data samples. The normal data is then divided into two data sets with equal length, i.e., Since the reference data and test data are assumed to be sampled from the same distribution, the KL divergence should be very close to zero. The sample distribution of the KL divergence under the null hypothesis that normal data are drawn from the same distribution can be constructed for the With the confidence limit obtained, a window based strategy can then be developed for online monitoring.
1) For the test sample collected at time instance
; 2) Compute the estimation of KL divergencê KL(S,S test ); compare it with the confidence limit. If the KL divergence exceeds the confidence limit, then a fault occurs; 3) For a new test sample, repeat the above steps by including the new sample and discarding the oldest sample to determine whether a faulty condition can be observed.
V. SIMULATION EXAMPLE
In this section, a simulation example involving 5 input variables is considered. The 5 input variables are linear combination of 3 non-Gaussian sources, corrupted by Gaussian distributed noises with zero mean and variance of 0.04. The data generating model is as follows 
The proposed method is compared with the PCA based local approach [24] . A total of 5000 samples are generated as the training data. MLPCA model is then determined using the 5000 samples and 3 principal components are extracted using the MLPCA. To test the proposed monitoring strategy based on KL divergence, a fault involving rotation of mixing matrix Monitoring results for rotation of source variables using KL divergence by 15
• to the first two non-Gaussian sources is considered as follows 
A data set containing the fault with 2000 samples is considered, with the first 1000 samples under normal operational condition while the last 1000 samples are faulty data. For the proposed monitoring strategy, the first step would be to determine the window length, i.e., the length of test data set m. As is shown in Section 3.2, larger m value will increase the sensitivity of KL divergence, however, at the cost of larger delay for monitoring of faults. An appropriate window size is selected as m = 100. The first 2500 samples of the training set is selected as the reference set and the remaining 2500 samples are used to generate the confidence limit of the KL divergence. Two separate statistics are constructed, i.e., KL P C and KL e , where KL P C is the test statistic constructed for the 3 retained principal components and KL e is the test statistic for the residual space. The monitoring results for the rotation fault is shown in Figure 1 . For comparison, Fig 2 presents the monitoring results using local PCA. For local PCA, the window length is also set as 100. Two separate statistics T 2 P C and T 2 e are constructed for the retained principal components and the residual space. It is shown in Figure 1 that rotation of the first 2 nonGaussian sources can be detected by the KL P C of the posed KL divergence based approach, however, the statistic KL e is not sensitive to this fault. In contrast,both the T powder continuously fill in the vessel and the raw material in the form of glass frit is introduced every 120 seconds. This composition is then heated by four induction coils, positioned around the vessel. During the heating procedure, the glass becomes molten homogeneously. The filling and heating procedure results in an increased liquid column. The process continuous until a desired height of the liquid column is achieved. At this stage, the molten mixture is poured out through an exit funnel until the vessel is emptied. After that the next cycle of filling and heating begins. A detailed description of this process can be found in Liu et al. [8] In this section, the recorded data collected from a melter unit is used to test the proposed monitoring strategy. The data set include 8 temperature variables, denoted by T 1 , ..., T 8 , the power in the induction coils, denoted by P 1 , ..., P 4 , the viscosity of the molten glass P 5 and the voltage supplied to the induction coils, denoted by P 6 . The collected variable data exhibit strong non-Gaussian behaviors, similarly to the observation in Liu et al. [8] The data is collected at an interval of 5 minutes. Similar to the work in Ge et al. [21] , a linear relationship between the source signals and the recorded signals are assumed. A data set with 1050 samples (87.5h) are considered, where a developing crack was observed in the melter vessel. This data set included normal process data over a period of 60h and a faulty condition resulting from a developing crack, which is manifested in several sensor readings. The last 300 samples corresponds to the developing crack. Application of MLPCA to the normal data reveals that 4 principal components are sufficient to extract more than 95% variance. Again, a window length of 100 is adopted and the monitoring strategy based on KL divergence is used. Figure 3 gives the results. It is shown in Figure 3 that the fault is successfully detected by both the KL P C and KL e statistics.
For comparison, Figure 4 presents the monitoring results using local PCA, which shows that the fault is only detected at the later stage. This further shows the superiority of our monitoring strategy based on KL divergence. 
VII. CONCLUSIONS
In this paper, a monitoring strategy based on KL divergence is developed for fault detection of industrial systems. Maximum likelihood PCA is firstly used to reduce the dimension of the original data and encapsulate the nonGaussian information. Statistical properties of KL divergence as a monitoring statistic is investigated by using Monte Carlo simulations. It is found that KL divergence between two Gaussian data sets follows a χ 2 distribution and a confidence limit can be easily obtained. The sensitivity of KL divergence is then compared with that of T 2 statistic. The sensitivity of KL divergence increases as the number of test samples increases. A window based monitoring strategy is then developed for non-Gaussian distributed variables and the monitoring strategy is then test on fault monitoring of a simulation example and an industrial melter process. The monitoring strategy based on KL divergence is then compared with that of local PCA and the results show that the developed monitoring strategy has better sensitivity and less false alarms. Comparing the monitoring methods in the literature, this method is conceptually more straightforward.
