Abstract. In the paper the equations describing the motion of a drop of a viscous heat-conducting capillary fluid bounded by a free surface are examined. Assuming that the viscosity coefficients, the coefficient of heatconductivity, the pressue and the specific heat at constant volume of the fluid depend on its density and temperature we prove the existence of a global in time solution which is close to a constant state for any moment of time.
Introduction
In this paper we study the motion of a drop of a viscous compressible heatconducting capillary fluid, the viscosity and the heat-conductivity coefficients of which depend on its density and temperature.
Let Ω t ⊂ R 3 be a bounded domain of the drop at time t. Let v = v(x, t) be the velocity of the fluid, ρ = ρ(x, t) the density, θ = θ(x, t) the temperature, f = f (x, t) the external force field per unit mass, r = r(x, t) the heat sources per unit mass,θ =θ(x, t) the heat flow per unit surface, p = p(ρ, θ) the pressure, c v = c v (ρ, θ) the specific heat at constant pressure, µ = µ(ρ, θ) and ν = ν(ρ, θ) the viscosity coefficients, κ = κ(ρ, θ) the coefficient of heat-conductivity, σ the constant coefficient of the surface tension, p 0 the external (constant) pressure. Then the motion of the drop is described by the following system of equations:
(1.1)
where Ω T = t∈(0,T ) Ω t × {t}, S T = t∈(0,T ) S T × {t}, S t = ∂Ω t , ϕ(x, t) = 0 describes S t (at least locally), n is the unit outward vector normal to the boundary, i.e. n = ∇ϕ/|∇ϕ|; Ω = Ω t | t=0 = Ω 0 . By T = T(v, p) we denote the stress tensor of the form
where S(v) = {S ij (v)} i,j=1,2,3 = {v ixj + v jxi } i,j=1,2,3 is the velocity deformation tensor.
Moreover, H is the double mean curvature of S t which is negative for convex domains and can be expressed in the form Hn = ∆ St (t)x, x = (x 1 , x 2 , x 3 ), where ∆ St (t) is the Laplace-Beltrami operator on S t . Let S t be given locally by x = x(s 1 Finally, thermodynamic considerations imply c v > 0, κ > 0, ν > µ/3 > 0, σ > 0.
From (1.1) 2,5 it follows that the total mass of the fluid in Ω t is conserved, i.e.
(1.3)
In this paper we prove the existence of global-in-time solutions to (1.1) which are close to an equilibrium solution.
Assume that p ρ > 0, p θ > 0 for ρ, θ ∈ R 1 + and consider the equation (1.4) p M (4/3)πR 3 e , θ e = p 0 + 2σ R e .
We assume that there exist R e > 0 and θ e > 0 satisfying (1.4). Then we have the following definition.
Definition 1.1. Let f = r = θ = 0. By an equilibrium (constant) state we mean a solution (v, θ, ρ, Ω t ) of problem (1.1) such that v = 0, θ = θ e , ρ = ρ e , Ω t = Ω e for t ≥ 0, where ρ e = M/((4/3)πR 3 e ), Ω e is a ball of radius R e , R e > 0 and θ e > 0 satisfy equation (1.4) .
In order to prove the existence of solutions to problem (1.1) we have to introduce the Lagrangian coordinates which are initial data to the Cauchy problem (1.5) dx dt = v(x, t), x| t=0 = ξ ∈ Ω.
Integrating (1.5) we obtain the following relation between the Eulearian x and the Lagrangian coordinates:
where u(ξ, t) = v(X u (ξ, t), t). Moreover, we have
Using the Lagrangian coordinates we write problem (1.1) in the form (1.6) 2, 3 , is the unit matrix,
(∂ xi ξ k are the elements of the matrix ξ x which is inverse to x ξ = I+ t 0 u ξ (ξ, t ) dt ) and the summation over repeated indices is assumed. This paper consists of five sections. In Section 2 notation and auxiliary results are introduced. In Section 3 we prove the local existence theorem for problem (1.1) (see Theorem 3.3) . In Section 4 we derive some estimates which are necessary for the global existence (see Lemmas 4.1-4.2). Finally, Section 5 is devoted to the global existence theorem for problem (1.1) (see Theorems 5.1-5.2).
In this paper we prove the global existence of a solution
to problem (1.1), which is close to the equilibrium state (see Definition 1.1).
To obtain this result we use methods similar to those of [8] , [7] , [4] , [15] , [12] and [13] . Papers [15] , [12] and [13] are concerned with problem (1.1) in the case when ν, µ and κ do not depend on ρ and θ. In [15] the local existence theorem for problem (1.1) is proved, while papers [12] and [13] are devoted to the global existence of a solution to this problem. Moreover, the regularity of solutions obtained in papers [15] and [13] is the same as in this paper.
In papers [8] and [7] the motion of compressible barotropic viscous capillary fluids bounded by a free surface is considered, while in [4] the authors study the global motion of a compressible barotropic viscous fluid with boundary slip condition.
Finally, papers [11] , [9] and [10] are concerned with free boundary problems for equations describing the motion of viscous incompressible capillary fluids with the surface tension dependent on the temperature.
Notation and auxiliary results
Let Ω ⊂ R 3 be a bounded domain with the boundary S. The Sobolev-Slobodetskiȋ space with the norm
Similarly we can define the norms in space W k+α 2
(Ω) and W
Moreover, we use the notation: 
In the paper we use the following imbedding for the Besov spaces (see [1, Section 18]):
and the following interpolation inequality
where κ = (n/p − n/q + |σ| + )/l (which holds for n/p − n/q + |σ| + < l).
In the above notation B l p (R n ) with l ∈ Z + is the Sobolev space.
All above remarks can be applied for spaces of functions defined on a bounded domain Ω ⊂ R n , and by using a partition of unity we can also define spaces of traces on the boundary of Ω and formulate corresponding trace theorems.
such that D σ u is bounded on Q with the norm
where Ω l with l ∈ M are interior subdomains and Ω l with l ∈ N are boundary subdomains), which is used in Section 4 to derive one of inequalities necessary for the global existence. Let Ω l be one of the Ω l,s and ζ l (ξ) be the corresponding function. If Ω l is an interior subdomain then let ω l ⊂ Ω l and ζ l (ξ) = 1 for ξ ∈ ω l . Otherwise we assume that Ω l ∩ S = φ,
where α ij is a constant orthogonal matrix such that S l is determined by
Next, we introduce functions u , ϑ and η by
where ξ = ξ(y) is the inverse transformation to (2.3). Further we introduce new variables by
which will be denoted by z = Φ(y), where F is an extension of F to Ω l . Let
, where χ(ξ) = Φ(ψ(ξ)) and y = ψ(ξ) is defined by (2.3). Introduce also the notation Then problem (1.6) takes the following form in an interior subdomain:
where
T and B indicate that operator ∇ u is replaced by ∇; n = (0, 0, 1), n is the vector n u written in z coordinates and
In particulary g b
and we assume that d from (2.4) and (2.5) is so small that
Moreover, we can write
Local existence
First, consider the following auxiliary problem (3.1)
and assume that for some a > 0
where δ is a sufficiently small constant. Let
and let the following compatibility conditions be satisfied:
where (Ω T ) of problem (3.1) and
where φ 1 is a positive continuous nondecreasing function of its arguments.
Proof. The existence can be proved by using the method of successive approximations, and the uniqueness of a solution follows from estimate (3.3). Thus, we shall only derive (3.3). First, consider the problem
where µ, ν are positive constants, D 0w (u) = µS w (u) + (ν − µ)div w uI, the data S, η, w, F , G 1 , G 2 satisfy the assumptions of the lemma and moreover
Then in view of (3.2), using the methods of [7] (see also [2] ) we obtain the unique existence of a solution u ∈ W 2+α,1+α/2 2
(Ω T ) of (3.4) satisfying the estimate
In order to prove estimate (3.3) introduce a partition of unity ({ζ k (ξ)}, {Ω k }) (see [5] , [6] 
. Then (3.1) yields the system of problems:
where R i (i = 1, 2, 3) contain terms with lower order derivatives,
and (ξ k , t k ) ∈ Q k . Since each problem (3.6) has the form (3.4), estimate (3.5) holds for u k , i.e.
Now, we estimate the terms on the right-hand side of (3.7). First, consider
where R 4 contains terms with lower order derivatives. In order to estimate I 2 we rewrite it in the form
First, we estimate
where 0 < β < α − 1/2 and we have used the imbedding W 1+α 2
(Ω) ⊂ W
1/4+α 4
(Ω) and the interpolation inequality
which hold for α > 3/4.
Using the imbedding W 1+α 2
(Ω) ⊂ C β (Ω) (which holds for 0 < β < α − 1/2) estimate (3.8) yields
Next, we have
In the above estimates of K 1 and K 2 , c and c(ε) are positive continuous increasing functions of |η| The terms R 1 and R 4 are estimated by using the imbedding (2.1) and the interpolation inequality (2.2) as follows:
, b 1 is a continuous positive increasing function, a 1 > 0 is a constant. The boundary terms in (3.6) can be estimated in the same way. Thus, summarizing the above considerations and assuming that λ, ε, T and δ from (3.2) are sufficiently small we get
where b 2 is a continuous positive increasing function and a 2 > 0 is a constant. Now, summing (3.9) over all sets of the partition of unity and assuming that ε is sufficiently small we obtain (3.3) and the assertion of the lemma.
In the same way the following lemma can be proved.
(Ω) and let the compatibility condition holds:
Then there exists a unique solution
(Ω T ) of the problem
Moreover, the following estimate is satisfied
where φ 3 is a positive continuous nondecreasing function of its arguments. Now, using Lemmas 3.1-3.2, Lemma 6.1 of [2] and the method of successive approximations (see [15] ) we obtain the following theorem.
Then there exists T > 0 such that there exists a unique solution
of problem (1.6) and the following estimates hold for t ≤ T
where A is a constant, φ is a positive continuous nondecreasing function of its arguments,
Some estimates for the global existence
In this section we derive some estimates for the local solution which are crucial in the proof of the global existence. We use the same methods as in the case of coefficients µ, ν and κ independent of and θ.
First, in the same way as Theorem 3.5 from [16] we prove the following lemma.
(Ω)), α ∈ (3/4, 1), be a local solution to problem (1.1) and let the assumptions of Theorem 3.3 be satisfied and let f = 0. Then for any 0 < t 0 < T and λ > 0,
(Ω)) and the estimate holds In order to obtain the other estimates we assume the following condition:
(4.1) Ω t is diffeomarphic to a ball and
where t ≤ T (T is the time of the local existence, S 1 is the unit sphere).
Moreover, we assume:
for all x ∈ Ω t and t ∈ [0, T ]. By ∆ s (h)f (ξ) we denote the s-th difference of f such that
Introduce the functions:
(see [1] ).
The following lemma holds. 
, where α ∈ (3/4, 1), T is the time of the local existence.
positive continuous function nondecreasing with respect to its arguments, c ≤ 1
is a positive constant, ε 1 ∈ (0, 1) is a sufficiently small constant and
Proof. The way of the proof is similar as in ( [8] , [4] , [17] ). First, we obtain the estimate in an interior subdomain Ω = B 2λ
where 3 = 1 in B λ+ε0 (ξ 0 ) for some −λ < ε 0 < λ. In comparison to the case of u, ν and κ independent of and θ (see [17] ) we have to estimate the following additional terms:
We get
and (Ω) which hold for α ≥ 1/2 and p 1 , p 2 satisfying 3/2 − 3/2p 1 + (1 + α)/2 ≤ 1 + α and 3/2 − 3/2p 2 + (1 + α)/2 ≤ 1 + α. I 3 and I 4 can be estimated by using similar imbeddings as in the cases of I 1 and I 2 . I 5 consists of several terms, most of which can be estimated in the same way as I i (i = 1, . . . , 4). Therefore, we estimate only one term of I 5 which has the qualitative form
We have The other terms are estimated in [17] and [4] . Hence we obtain the following inequality
where 
It suffices to estimate only the third and the fourth terms on the righthand side (multiplied by ∆ t u t ) because the others are the same as in the case of constant µ and ν. Moreover, we choose only these terms of ∆ t k 1i and of [ 
Taking into account (4.6), (4.7) and calculations from [17] and [4] we obtain the inequality 
First, we have The remaining terms are estimated similarly, so we obtain for Ω the analogous estimate to (4.8) . The other estimates for boundary subdomains are derived in the same way as (4.5), (4.8) and the corresponding estimates from [17] and [4] . Thus, inequality (4.4) holds.
Global existence
First, we introduce some notation. Assume It is proved in [12] (see also [13] , [14] ) that in the case when ν 0 ∈ I i and 0 < Φ i (µ 0 , γ i , p 0 , β, e 1 , 2 , M ) ≤ δ 0 for i ∈ {1, 2, 3} we have 
