Abstract-Traditional indoor localization method based on the received signal strength (RSSI) has many drawbacks, such as the low localization accuracy, the high hardware requirements, and the complex algorithm. It is essential to create a robust system that can be suitable for varying indoor environment. In order to solve this problem, an automatic calibration indoor target signal positioning system is proposed in the paper, it can be used to process large-scale and real-time positioning. The system is based on the analysis of large amount measurement during the intensive experiments, mainly including low-complexity Gaussian Filter (GF), Virtual Calibration Technology (VCT), Probabilistic Positioning Algorithm (PPA) and People Pace Model (PPM). In the actual indoor environment, the algorithm is verified by MATLAB simulation. The results show that 100% of the average position error is 57cm, and 70% of the average position error is 15cm, this indoor localization method can be applied to the actual location environment.
I. INTRODUCTION
Since the concept of positioning navigation was proposed, the global positioning system (GPS) has been the earliest known in [1] . Today, with the rapid development of mobile Internet, smart city, and the widespread popularity of smart mobile devices, positioning navigation has produced a huge economic benefit and widely used in scientific research. In [2] , indoor positioning system based on the Radio Frequency Identification (RFID) is one of the most typical representatives.
Traditional researches in RFID indoor positioning system are focus on the accuracy of positioning and real-time performance, none of them consider the adaptive capacity of the system in [3] . In [4] , most of traditional indoor positioning system is based on LANDMARC, while the positioning accuracy is limited to 1 m to 2 m. In the same time, there are many common positioning algorithm, such as DV-Hop positioning algorithm in [5] , k-Nearest neighbor (k-NN) positioning algorithm in [6] , Support Vector Machine (SVM) algorithm in [7] and a high degree of complexity of neural network algorithm in [8] , they are mainly applied for small and medium indoor environment. However, in the actual demand, large and medium scale indoor positioning environment is desired.
In this paper, we propose an automatic calibration procedure of the signal propagation model that is only based the RSSIs measured among readers and that can be executed periodically and automatically. Low-complexity GF is used to process the RSSIs before calibration procedure, and the Probabilistic Positioning Algorithm (PPA) based on RSSIs works for estimate the locations of objects. Considering the uncertainties caused by the varying environment, the automatic virtual calibration and Bayesian inference is proposed to improve the localization accuracy. This RF-based indoor positioning system is easy to deploy and cost-effective, it can periodically and automatically calibrate the propagation model parameters without human intervention and additional equipment.
RFID sensors, and all readers also can collect their power signals transmitted by each other, this collected data are transmitted to `data processing layer. The data processing layer receives RSSI and processes the data for positioning. In practice, the whole detection area may be covered by many tags, readers and servers. For simplicity, Fig. 1 is the hierarchical architecture. In this indoor positioning system mainly includes three kinds of devices: RFID tags, RFID readers and servers. The active tags is shown in Fig. 2 , the Reader board is shown in Fig. 3 . Table I is the Manufacturer and parameters of them 
B. Experimental Environment
The experimental environment is in the actual laboratory environment laboratory, the size of the laboratory is about 20m length, 8m width, 3.5m height. In the laboratory, it lay some office segment baffle lattice in per 1.5 square meters, and place some 2.5 meters high experimental equipment cabinet, several experimental platforms. The target in laboratory environment moved in random, some reference tags are also deployed. The laboratory environment is shown in Fig. 4 .
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III. PRELIMINARY EXPERIMENTS ANALYSIS AND PROCESSING
In this section, the preliminary experiments analysis and processing are the main work. The data collection layer has been discussed, mainly including the positioning of the tag cards and readers, readers and readers. However, the RSSI can be affected by the complex indoor environment. So the rough data should be processed firstly. In this paper, a kind of low complexity Gauss filter is proposed to process data.
In fact, the relationship between the signal strength and the distance is not very clear, and there is a lot of fluctuation of RSSI in the environment. During a certain period of time, the RFID readers can read a series of RSSI values. However, the non-line-of-sight and multipath effects cause these RSSI values with a lot of fluctuation. In [9] , filtering of RSSI is necessary to obtain a group of highly credible RSSI values.
In the data collection layer, due to the fluctuation of RSSI, the data usually should be collected repeatedly. In [10] , L. N. Chen suppose that each measurement is independent, and assume that the distribution of RSSI values is a normal distribution. So the Gaussian filter is a good way to process The values of RSSI is smooth after the Gaussian filter processing, it improved the positioning accuracy, and the RSSIs' distribution is a normal distribution, its mean is μ, and standard deviation is σ. For a specific set of RSSI values, expressed as {RSSI t , t=1,2,3…n}, which is received at a fixed position from time slot 1 to slot n. Assume that x∈RSSI t , f(x) is to represent Probability Density Function (PDF) of x in [11] As we know, above two set of values are unfiltered data (or called original data). Our filtering process is to eliminate those values which do not meet the interval [0.26σ+μ, 3.09σ+μ]. This interval is to use unfiltered data calculated out. After filtering, the rest of data is filtered data.
IV. AUTOMATIC CALIBRATION PROCEDURE

A. Global Automatic Calibration Procedure
In [13] - [15] , most researchers model the indoor path loss with the one-slope model, which assumes a linear dependence between the path loss (dBm) and the logarithm of the distance d between the object (tag) and reader:
In [16] proposed that WAF can be expressed as:
where k i is the number of penetrated wall of type i, and l i is the attenuation of the wall of type i. The received power RSSI is obtained as the difference between the transmitted power P t and PL(d), i.e.
substituting eq. (2) into (4) yields (5),
Letting α 0 = P t -PL(d 0 ) be the RSSI at the reference distance of 1 meter. Equation (5) can be expressed as: 00 1 10 log( )
Eq. (6) will be used during the calibration procedure to estimate the propagation model parameters (α 0 , η, l i ). Our calibration procedure is independent of the propagation model. In fact, it show that this method are able to estimate the parameters of the chosen propagation model by exploiting the communications among readers, without performing a preliminary measurement phase.
During the virtual calibration procedure, we estimated all the required parameters (α 0, η, l i ) using the Eq. (6). The Global Virtual Calibration Procedure (G-VCP) considers that l i of all types of walls are the same (l w ). Therefore, in Eq. (6), replacing d (i, j) with the actual distance between reader i and reader j , k (i, j) with the number of walls crossed by the direct path between reader i and reader j , we get a estimation RSSI′(i, j):
() ij i, j : reader ,reader C  where, it define C = {reader i , reader j }, reader i and reader j represent any two communicated readers. The estimated RSSI′ (i, j) differs from the actual measured RSSI (i, j) by an error item ε (i, j), we assume that all ε (i, j) are independent and identically distributed. Keep in mind that α 0 is a priori, according to the approximation of the remaining two parameters (η, l w ) can be achieved by a direct method that minimized the minimum mean square error (MMSE):
the computational overhead for direct method processing a linear MMS estimator problem is polynomial.
B. Calibration Performance Analysis
Let us assume that there are q types of walls in the positioning environment, define L = {l 1 , l 2 ,…, l q }, L is the set of attenuation factor for each wall. So, Equation (6) becomes:
is the number of wall of type l d crossed by the direct path between reader i and reader j in Eq. (9) . The η (path loss exponent) used in this procedure is previously estimated by the G-VCP. Therefore, in our Per-wall Virtual Calibration Procedure (P-VCP), we only estimated the parameters l i ∊ L, the approximation of the remaining q parameters (l 1 , l 2 , l 3 ,…, l q ) also can be achieved by the same method.
In order to evaluate the performance of the calibration methods, in this section, we discuss the estimated distance error after VCT (G-VCP and P-VCP). To facilitate the analysis, we introduce the estimated distance of ideal propagation model for comparison, which is called realistic physical calibration procedure (R-PCP), details refer to. The followings are the estimated distances of these three procedures. Each procedure has two equations, the first equation is the RSSI formula, and the second equation is the estimated distance. 
where d is the distance between reader and tag, k (i, j) l w is the interference term of path loss model, α 0 is the RSSI at distance of 1 meter, η is the path loss exponent. Keep in mind that k (i, j) is the number of walls crossed by the direct path between reader i and tag j . d G-procedure is the estimated distance between reader i and tag j .
where d is the distance between reader and tag, and
is the interference term of path loss model, α 0 is the RSSI at distance of 1 meter, η is the path loss exponent. Keep in mind that k (i, j) is the number of walls crossed by the direct path between reader i and tag j . d P-procedure is the estimated distance between reader i and tag j .
After the analysis presented above, we analyze the estimated distance. The main purpose of our error analysis is to obtain a distribution of difference value, and select a method with a smallest error. We define following formulas to describe the distance errors:
where
practical is the actual distance between reader and tag. Since each RSSI value corresponds to an estimate of the distance, it also corresponds to an estimation error. We assume that each set of RSSI values is a uniformly distribution as well as estimation errors. In this part, we just analyze a single value based on this point of view, so as to distinguish it. Fig. 7 is the flow chart of error analysis.
Based on the set of all the RSSIs measured between reader and tag, this set of RSSIs is R 2m . We evaluated the CPD of the estimated distance errors. Fig. 8 shows that there are three cumulative probability function curves, each curve representing a calibration method. This figure highlights that the P-VCP performs better than the G-VCP and R-PCP. Unsurprisingly, the P-VCP outperforms the G-VCP, due to the better accuracy in the wall modeling. We can also know that virtual calibration procedure results in small estimated distance errors because of more expensive and complicated R-PCP. Table II shows intuitive results of calibration performance. V. PROBABILISTIC POSITIONING ALGORITHM
A. Probability Model of Path Loss
In this section, we establish the probability model of propagation path loss formula, and previous section introduces the propagation path loss model of our experiment.
However, there are a lot of interferences from outside in the practical propagation. For example, walls, elevators, furniture, human activities, multipath effects, shadow effects, etc. In [17] , Eq. (2) can be converted into:
where N (0, σ 2 ) denotes a Gaussian distribution with mean of 0 and variance of σ. As we know that RSSI is the received power, P t is the transmit power, we have ()
2 00 ( ) 10 log( ) (0 )
As we know, P t -PL(d 0 ) is a priori, it is α 0 . Then, Eq. (24) can be changed as:
where RSSI could be regarded as a Gaussian distribution with the mean of (α 0 -10ηlogd) and variance of σ
2
. The PDF of RSSI is given by: In other words, if the standard deviation σ of each set of RSSI is big, the estimated distance will deviate from the true value. Therefore, a stable set of RSSI (with small σ) is very important for our system. Fortunately, we can obtain a relatively stable set of RSSI with the help of GF process and VCT procedure. 
B. People Pace Model
As we know, in our localization procedure, we divide the location area into N grids (see Fig. 9 ). Each grid has a coordinate corresponding to the center of the grid's coordinate, which is defined as C (gxi,gyi) , i∈ (1,2,3…N) . People move between different grids.
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First of all, we study the interval pace of a normal person (interval pace: distance between the adjacent steps, see Fig. 10 ). In our study, d 1 Looking into the figure above, the maximum fluctuation of each set of interval paces is less than 10cm. Through this experiment, we can draw a conclusion that each people has a different interval pace. In most cases, these values trend to 50cm, and the maximum fluctuation of one person's interval paces is less than 10cm.
We carried out an experiment: there are four people aged 25, 35, 45, 55 years old. Everyone were moving straight up to 100m, and recorded each person's walking step (or called interval pace-IP). Experimental atmosphere is under everyday natural conditions, and there is no interference with emotions, such as anxiety and anger. Statistics are as follows. After numerical statistics, we turn to model analysis. Firstly, Fig. 12 shows the location scenario, the solid red circle represents the object, and the location of object is the center of the grid. There are two concentric circles with radius R-min and R-max which share the common center object. In Fig. 12 , R-min and R-max represent the minimum value (smallest interval pace) and the maximum value (biggest interval pace). Keep this principle: People can go to the adjacent grid at every step (see Fig. 13 , the solid gray circle represents the next random position of object after walking a step).
Looking closely at Fig. 12, circle1 is the circumcircle of a grid (each grid is a square), circle2 is the circle inscribed in a square (this square consists of nine grids). In order to determine the size of each grid, we analyzed in two different conditions in [18] :
1. Considering R-min is the interval pace Under this condition, we can achieve the length L g1 of grid. 
2. Considering R-max is the interval pace Under this condition, we can also achieve the length L g2 of grid. Therefore, we can obtain the range of the length of grid, which is [0.667R max , 1.414R min ]. According to this interval, we can set up a suitable size of grid, rather than setting up without any basis. This is one of the strengths of our article. 
C. RSSI Processing Method
As we all know, the arithmetic average method is widely used in positioning system for processing the RSSI. However, we can know that each RSSI value will correspond to a probability in [19] . Therefore, in this section, we propose a weighted average method to process the RSSI. Following Fig. 14 
D. Bayesian Localization Scheme
As we know, the key of tracking and positioning is to get location information. In our system, we define the location information x as a series of coordinate points. In [20] , we can obtain the following formula.
where p(x) is the priori probability of the object's location. 
We assume that Bel(x) is the probability of object at location x. Bel -(x) is the initial probability of object at location x. β is a constant, to normalize the Bel(x) we have
Bel
-(x) can be computed from Eq. (35).
where x k is the location of object at time k and x k-1 is the location of front moment. p(x k |x k-1 ) is the Dynamic Model of system. 
Then we can get our Bayesian estimation model. We divide the location area into N grids. Looking back to the previous Section, the interval of the length is [0.667R max , 1.414R min ], and according to those four sets of interval paces, there is a minimum of 43, and a maximum of 53, then, we can obtain an interval of actual data that is [35. 4, 60.8] .
In our experiment, we choose 40cm as the length of each grid. The grid size is 40cm×40cm, just like the size of a tile. Each grid has a coordinate corresponding to the center of the grid's coordinate, which is defined as C (gxi,gyi) , i∈ (1,2,3…N) . In this area, the small red dot represents an object tag, and three big solid red circles are readers, That is shown in Fig. 16 .
As described above, the initial p(x) could be set as 1/N, thus the initial value of Bel(x k ) is 1/N. The p(RSSI t |x k ) is a Fit Model, which can be calculated by the following formula. Fig. 15 shows the Fit Model of a tracked point.
There are two pictures in the Fig. 15 , the precondition of this model is that RSSIs are known and unchanged. The upper one represents the probability of the distance from tag to one reader. The lower one represents the distances from tag to the other two readers. From Fig. 16 , we can know that was the Fit Model relatively large values are achieved, when the estimated locations are close to the actual location. And the maximum value is obtained when the estimated location is actual location. 16 ). The scene of our experiment is a room with size of 16m×16m, the length of room is marked as X-axis, and the width of room is marked as Y-axis. The coordinate of reader1 is (0, 16, 3), the coordinate of reader2 is (16, 16, 3) , the coordinate of reader3 is (8, 0, 3) . The coordinate of object tag is (8, 8, 1) , this tag is placed on a 1-meter-high triangle bracket. From Fig. 17 , we can draw the conclusion that Fit Model can clearly reflect the result of the positioning procedure.
We tracked three objects in this room (see Fig. 18 ), and the plane coordinates of these three objects have been marked out in the figure. From Fig. 18 , the result of positioning procedure is still very clear, even there are multiple targets in the same room.
At the end of algorithm, we evaluate the credibility of output by defining a confidence function Bel'(x k ).
We set a threshold T (0≤T≤1) and only choose those grids with Bel'(x k )>T. After one recursion, an estimated area is obtained. Fig. 19 shows sectional drawing of space corresponding to Fig. 18 . There are three objects in environment. The white areas are estimated areas of tracked objects. There are four pieces of sectional drawings with different thresholds, and from above figure, we can observe that estimated areas of three tracked objects are smaller as T increasing. Fig. 19 . Sectional drawing of space Therefore, we can achieve one more precise estimated area, if increasing the recursion time R and threshold T.
VI. SYSTEM PERFORMANCE ANALYSIS
A. Average Positioning Distance Error
In this part, we define the APDE (Average Positioning Distance Error) to evaluate our system's positioning error, which is given by
The estimated points are in the estimated area, denoted as (gx k ,gy k ), k=1,2,3…E. E is the number of grids covered by the estimated area. (x 0 ,y 0 ) is the actual coordinate of object tag. The D(C (gxk,gyk) ) is denoted as the Euclid Distance from estimated point to the object's actual point. We have
The APDE is the average error distance between the object and grid points in the estimated area. It represents the accuracy of positioning. When the APDE is the minimum value of zero, the system has the highest accuracy. The greater the APDE value, the worse the position accuracy.
B. Impact of System Parameters
In this part, we will investigate the system performance depending on a number of system and environment parameters and then simulate the experiment. We use MATLAB to simulate the impact of the following parameters on the localization accuracy, which is represented by average positioning error distance (APDE): filtered data and unfiltered data, recursion time R, threshold T, path loss exponent η, and window size w, etc.
We study the impact of filtered data and unfiltered data on average positioning error through experiment 1.
Experiment 1: We assume two scenarios: 1) the input RSSI values are unfiltered data. 2) the input RSSI values are filtered data. The system is based on the following configuration: grid size L=40cm, threshold T=0.5, path loss exponent η=3, standard deviation σ=1.45, α 0 = -59.7581, window size w=200. In the first scenario, we observe that the decrease of APDE's rate is very slow as we increase the recursion time. After several rounds of recursive, APDE is still large, and the rate of decline in APDE is not significant. However, in the second scenario, we observe that APDE decreases after increasing the recursion time. In other words, we can draw a conclusion that the use of the Gaussian Filter which will significantly improve the reliability of RSSI values. Fig. 21 illustrates the APDE as a function of the recursion time for different objects in the above second scenarios. From Fig. 21 , we observe that APDE reduced speed is a function of the object locations within the basic detection area. For object 2 and object 3, the localization accuracy increases much faster than that of object 1, with increasing of the recursion time. Generally speaking, the position accuracy is increased with the increasing of the recursion time. plots APDE as a function of the window size w. In this part, we plan to evaluate the impact of window size on the localization accuracy. We perform the simulation for object 1, object 2 and object 3 as depicted in Fig. 21 .
From Fig. 22 , we observe that APDE decrease as the window size w increase. In another words, the greater the window size w, the higher the localization accuracy. We also find that the APDE decrease rate depends on the window size. The APDE decrease rate will very high when the window size is relatively large.
From Fig. 22 , we can also observe a unique phenomenon, when the window size w is very small, for example w = 2 or 4, the APDE decrease in early stage, but it slightly increases in later stage. The main reasons for this phenomenon are sample quantity and fault-tolerant rate. The fault-tolerant rate will increase with a less sample quantity. So, APDE will decrease with a bigger sample quantity (or called window size w). The system configured as: grid size L=40cm, path loss exponent η=3, standard deviation σ=1.45, α0= -59.7581. In this experiment, we aim to evaluate the impact of threshold on the localization accuracy. We perform the simulation for object 1, object 2 and object 3. Fig. 24 plots APDE as a function of the threshold T. From Fig. 23 , we can get the conclusion that in most situation, the large the threshold T, the better the localization accuracy. We also can know that the relationship between threshold T and localization accuracy is linearly decreasing. In other words, the localization accuracy can be fully decided by the threshold T, and the system will not appear the phenomenon of a steady state of APDE (see Fig. 20, Fig.  21 , Fig. 22 and Fig. 24 , the APDE may finally be stable in a value).
Experiment 4: The system configured as: grid size L=40cm, threshold T=0.5, standard deviation σ=1.45, α 0 = -59.7581. In this part, we plan to evaluate the impact of path loss exponent on the localization accuracy. We perform the simulation for object 1, object 2 and object 3. Fig. 24 plots APDE as a function of the path loss exponent η.
From Fig. 24 , we can see that localization accuracy increase with the increase of path loss exponent η. But in a real environment, the path loss exponent η can't be artificial changed, and in the same environment, η is basically unchanged.
However, from above conclusion, it can give us an instruction that a higher path loss exponent η will reduce APDE of our system. Fig. 25 . CPD of different conditions Experiment 5: This experiment is designed to probabilistically evaluate the system localization performance under the following settings: Using the same reader network topology. We track 169 objects which are uniformly distributed within the basic detection area. The other simulation parameters are: grid size L=40cm, path loss exponent η=3, standard deviation σ=1.45, α 0 = -59.7581, threshold T=0.5, 0.7, 0.9. We test the system performance for two scenarios: 1) recursion time R=10; 2) recursion time R=20. Fig. 25 shows the cumulative probability distribution (CPD) obtained from scenarios 1 and 2. There are six figures of different conditions. From the six figures, we can know that in 100% percent of the localization estimation, the system provides objects location with the APDE less than 60cm. If we keep threshold T unchanged, Fig. 25 shows that the high precision positioning range (in this range, the APDE is less than 20cm) increased by 20% with the recursion time increasing from R=10 to R=20.
VII. CONCLUSION
In this paper, we presented a new method, easy-setup and cost-effective indoor positioning method based on off-the-shelf active RFID technology. It is used a large number of experimental data to achieve the positioning, and we have evaluated the performance of our proposal by MATLAB simulations. In this system, the simulation results show that the APDE are less than 57cm in 100% percent, the APDE are less than 35cm in 80%, and the APDE are less than 15cm in 70%. The simulation also shows that the system performance improved in the higher values of recursion time, window size, and path loss exponent. The simulation results can prove that the proposed system is an accuracy and cost-effective candidate for future indoor localization.
