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Ein Ausfallkorb (Default Basket, Basket Default Swap, BDS) ist die Bündelung
einer relativ geringen Anzahl einzelner Kreditpositionen. Der Sicherungsgeber (In-
vestor) verpflichtet sich, den i-ten Forderungsausfall zu übernehmen und wird als
ith-to-default-Käufer bezeichnet. Da es sich um die Bündelung einer relativ gerin-
gen Anzahl von, möglicherweise sehr heterogenen Kreditpositionen handelt, las-
sen sich herkömmliche Modellierungsansätze aus dem Kreditrisiko nicht direkt zur
Risikobewertung anwenden. Der vorliegende Beitrag stellt deshalb Möglichkeiten
vor, eine Risikobewertung für Ausfallkörbe vorzunehmen. Der Modellierungsan-
satz über das Ein-Faktormodell ist dabei sehr stark an die typische Kreditrisiko-
modellierung angelehnt, weicht aber in einigen Punkten auch erheblich davon ab.
Zentrales Anliegen dieses Artikels ist es daher, die wesentlichen Mechanismen zu
verdeutlichen, welche die Risikobewertung in diesem Modell beeinflussen. Hierbei
wird insbesondere das Zusammenspiel von Abhängigkeitsstruktur (in Form der
Korrelation), Ausfallwahrscheinlichkeiten der Einzelpositionen und den Ausfall-
wahrscheinlichkeiten für die Risikogeber betrachtet.
Einleitung
Bei einem Ausfallkorb handelt es sich um ein Kreditportfolio mit wenigen, in der Regel höchs-
tens 10 Forderungen.1 Der Sicherungsgeber (Investor, protection seller) verpflichtet sich, den
i-ten Forderungsausfall zu übernehmen und wird als ith-to-default-Käufer bezeichnet. Das
größte Risiko trägt der sogenannte First-to-default-Käufer (FtD-Käufer), da dieser als Siche-
rungsgeber für den ersten Ausfall im Portfolio einsteht. Die Wahrscheinlichkeit für den ersten
Ausfall wird auch als hitting probability bezeichnet.2 Die Wahrscheinlichkeit für den Gesamt-
ausfall des Korbes wird als wipe-out probability bezeichnet. Als Risikokompensation zahlt der
Sicherungsnehmer (protection buyer) periodisch eine Prämie als Ausgleich. Im vorliegenden
Artikel wird ein Duo-Basket betrachtet, d. h. ein Ausfallkorb mit genau zwei Forderungen
gleicher Forderungshöhe.
1Bluhm & Overbeck (2007, S. 27)
2Bluhm & Overbeck (2007, S. 34)
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Dieser Beitrag ist wie folgt aufgebaut. In Abschnitt 1 wird das Konzept der Ausfallmodellier-
ung mit Bernoullivariablen eingeführt. Hierbei wird insbesondere auf den Zusammenhang zwi-
schen Randverteilungen und Korrelation im zweidimensionalen Fall eingegangen. Abschnitt 2
beschäftigt sich mit den Möglichkeiten der Modellierung von Abhängigkeit zwischen den Aus-
fallvariablen, wobei zunächst ein Mischungsmodell mit einem diskreten gemeinsamen Faktor
den Ausgangspunkt bildet. Im letzten Schritt wird das Gaußsche Ein-Faktormodell mit einem
stetigen gemeinsamen Faktor eingeführt und es werden wichtige Modelleigenschaften im Zu-
sammenhang mit einem Duo-Basket vorgestellt. Abschnitt 3 beinhaltet eine Anwendung des
Copula-Konzepts innerhalb eines Duo-Baskets, um unterschiedliche Abhängigkeitsstrukturen
zu modellieren. Abschnitt 4 schließt den Beitrag mit einer kurzen Zusammenfassung ab.
1 Ausfallmodellierung durch Bernoullivariablen
Der Ausfall der i-ten Forderung eines Duo-Baskets wird durch die Ausfallvariable Yi beschrie-
ben,
Yi =
{
1, falls Forderung i ausfällt,
0, falls Forderung i nicht ausfällt,
für i = 1, 2. Jede Ausfallvariable Yi besitzt somit eine Bernoulliverteilung und es gilt
pii
def= P (Yi = 1) = E[Yi].
Der Parameter pii ∈ ]0, 1[ wird als unbedingte Ausfallwahrscheinlichkeit bezeichnet. Für das
Risiko der Sicherungsgeber ist die gemeinsame Verteilung der Ausfallvariablen entscheidend.
Im Fall eines Duo-Baskets handelt es sich um eine zweidimensionale diskrete Verteilung
mit Bernoulli-verteilten Rändern. Die gemeinsame Wahrscheinlichkeitsfunktion inklusive der
Randverteilungen ist in Tabelle 1 dargestellt. Sind lediglich die Randverteilungen bekannt, so
Tabelle 1: Gemeinsame Wahrscheinlichkeitsfunktion der Ausfallvariablen im zweidimensiona-
len Fall
Y1 = 0 Y1 = 1
Y2 = 0 P (Y1 = 0, Y2 = 0) P (Y1 = 1, Y2 = 0) 1− pi2
Y2 = 1 P (Y1 = 0, Y2 = 1) P (Y1 = 1, Y2 = 1) pi2
1− pi1 pi1 1
gibt es unendlich viele gemeinsame Verteilungen, die mit diesen Randverteilungen verträglich
sind. Die gemeinsame Verteilung liegt im zweidimensionalen Fall fest, falls mindestens eine
gemeinsame Wahrscheinlichkeit oder die Ausfallkorrelation Corr[Y1, Y2] bekannt ist.
1.1 Ausfallwahrscheinlichkeiten für einen Duo-Basket
Im Folgenden sollen die unterschiedlichen Ausfallwahrscheinlichkeiten der Sicherungsgeber
bestimmt werden. Weil die Ausfallvariablen nur die Werte Null und Eins annehmen können,
entspricht die Summe der Ausfallvariablen der Anzahl der Ausfälle.
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Das Risiko des FtD-Käufers ist die Wahrscheinlichkeit für mindestens einen Forderungs-
ausfall innerhalb des Ausfallkorbes (hitting probability) und wird als FtD-Wahrscheinlichkeit
pi∗1 bezeichnet,
pi∗1
def= P (Y1 + Y2 > 0)
= P (Y1 = 1, Y2 = 0) + P (Y1 = 0, Y2 = 1) + P (Y1 = Y2 = 1)
= P (Y1 = 1)− P (Y1 = 1, Y2 = 1) + P (Y2 = 1)− P (Y1 = 1, Y2 = 1) + P (Y1 = Y2 = 1)
= P (Y1 = 1) + P (Y2 = 1)− P (Y1 = Y2 = 1). (1)
Das Risiko des Second-to-Default-Käufers (StD-Käufer) ist die Wahrscheinlichkeit für genau
zwei Forderungsausfälle innerhalb des Ausfallkorbes und wird als StD-Wahrscheinlichkeit
pi∗2
def= P (Y1 + Y2 = 2) = P (Y1 = Y2 = 1) (2)
bezeichnet. Für einen Duo-Basket ist pi∗2 äquivalent zur Wahrscheinlichkeit des Totalausfalls
(wipe-out probability). Mit (1) und (2) gilt für einen Duo-Basket allgemein
pi∗1 + pi∗2 = pi1 + pi2. (3)
Bei den bisherigen Überlegungen hat sich für die FtD- und StD-Wahrscheinlichkeit die si-
multane Ausfallwahrscheinlichkeit P (Y1 = Y2 = 1) als zentral herausgestellt. Dies ist insofern
interessant, weil die Ausfallwahrscheinlichkeiten der Einzelpositionen eines Ausfallkorbes (also
die Randverteilungen) in der Regel bekannt sein dürften und die simultane Ausfallwahrschein-
lichkeit somit die gemeinsame Verteilung festlegt. Im Fall der stochastischen Unabhängigkeit
gilt
P (Y1 = Y2 = 1) = P (Y1 = 1)P (Y2 = 1) = pi1pi2
und es folgt sofort Corr[Y1, Y2] = 0. Allgemein gilt
Corr[Y1, Y2] =
Cov[Y1, Y2]√
V[Y1]V[Y2]
= E[Y1Y2]− pi1pi2√
pi1(1− pi1)pi2(1− pi2)
= P (Y1 = Y2 = 1)− pi1pi2√
pi1(1− pi1)pi2(1− pi2)
. (4)
Daraus folgt
P (Y1 = Y2 = 1) = Corr[Y1, Y2]
√
pi1(1− pi1)pi2(1− pi2) + pi1pi2. (5)
Hierbei können die Werte für die Ausfallkorrelation und die Randwahrscheinlichkeiten nicht
beliebig gewählt werden, um eine gültige simultane Ausfallwahrscheinlichkeit P (Y1 = Y2 = 1)
– und damit eine gültige gemeinsame Verteilung – zu erhalten. Grundsätzlich sind für die
Randwahrscheinlichkeiten zwei Fälle zu unterscheiden, wobei gilt
pi1 + pi2 ≤ 1 =⇒ P (Y1 = Y2 = 1) ∈ [0,min{pi1, pi2}]
pi1 + pi2 > 1 =⇒ P (Y1 = Y2 = 1) ∈ [pi1 + pi2 − 1,min{pi1, pi2}] .
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Für die jeweilige minimale bzw. maximale simultane Ausfallwahrscheinlichkeit ergibt sich
die entsprechende minimale bzw. maximale Ausfallkorrelation. Damit ist die Spezifizierung
der mehrdimensionalen Bernoulliverteilung bereits im zweidimensionalen Fall relativ komplex
und es führt nicht jede beliebige Kombination von Ausfallkorrelation und Randverteilungen zu
einer gültigen gemeinsamen Verteilung. Basierend auf (4) enthält Tabelle 2 die entsprechenden
Konstellationen, unter denen eine gültige gemeinsame Verteilung existiert, wobei o. B. d.A.
pi1 ≤ pi2 unterstellt wird. Gemäß Tabelle 2 kann die Ausfallkorrelation insbesondere nur
dann beliebige Werte im Intervall [−1, 1] annehmen, falls pi1 = pi2 = 0.5. Dies bedeutet
zusammengefasst, dass Ausfallkorrelation und Randverteilungen nicht getrennt voneinander
betrachtet werden können.
Voraussetzung Spezialfall Intervall der zulässigen Korrelationen Corr[Y1, Y2]
pi1 + pi2 ≤ 1
allgemein
[
− pi1 pi2√
pi1(1− pi1)pi2(1− pi2)
,
pi1(1− pi2)√
pi1(1− pi1)pi2(1− pi2)
]
pi1 = pi2 = pi
[
− pi1− pi , 1
]
pi1 + pi2 = 1
[
− 1, pi11− pi1
]
pi1 + pi2 > 1
allgemein
[
− (1− pi1) (1− pi2)√
pi1(1− pi1)pi2(1− pi2)
,
pi1(1− pi2)√
pi1(1− pi1)pi2(1− pi2)
]
pi1 = pi2 = pi
[
− 1− pi
pi
, 1
]
Tabelle 2: Zulässige Ausfallkorrelationen in Abhängigkeit von den Randverteilungen im zwei-
dimensionalen Fall, falls pi1 ≤ pi2 und pi1, pi2 ∈ ]0, 1[
Beispiel 1 Das folgende Zahlenbeispiel in Tabelle 3 soll die allgemeinen Zusammenhänge aus
Tabelle 2 für ausgewählte Situationen noch einmal konkret veranschaulichen. Der Fall Nr. 1
Tabelle 3: Die Randverteilungen sind mit pi1 = 0.05 und pi2 = 0.1 gegeben. Damit liegen die
zulässigen Korrelationen im Intervall [−0.076, 0.688]
Fall Nr. Corr[Y1, Y2] FtD-Risiko, pi∗1 StD-Risiko, pi∗2
1 0 0.145 0.005
2 0.6 0.106 0.044
3 -0.07 0.1496 0.00042
4 0.8 unzulässige Korrelation
5 -0.4 unzulässige Korrelation
entspricht hier gerade dem Unabhängigkeitsfall, was aus (5) folgt. Im Vergleich zum Unab-
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hängigkeitsfall steigt bei positiver Korrelation (Fall Nr. 2) wegen (5) die simultane Ausfall-
wahrscheinlichkeit P (Y1 = Y2 = 1) und damit das StD-Risiko. Wegen (1) sinkt jedoch das
FtD-Risiko. Die umgekehrte Argumentation ergibt sich entsprechend für den Fall negativer
Korrelation (Fall Nr. 3). Die Fälle Nr. 4 und 5 beschreiben Konstellationen, in denen keine
gültige gemeinsame Verteilung existiert.
Insgesamt wird aus den Gleichungen (1), (2) (5), und konkret auch aus Beispiel 1, Folgen-
des deutlich. Eine negative Korrelation verschiebt das Risiko in Richtung des FtD-Käufers
und eine positive Korrelation in Richtung des StD-Käufers.3 D. h. die Abhängigkeitsstruk-
tur in Form der Korrelation ist bei gegebenen Randwahrscheinlichkeiten die entscheidende
Bestimmungsgröße für das Risiko der Sicherungsgeber.
1.2 Ausfallreihenfolge
Allgemein ändert sich das Risiko aller nachfolgenden Sicherungsgeber, falls mindestens eine
Forderung ausfällt. Speziell für einen Duo-Basket soll nun geklärt werden, wie sich das Risiko
des StD-Käufers mit dem ersten Forderungsausfall ändert, falls genau eine Forderung aus-
fällt. D. h. wie groß ist die Ausfallwahrscheinlichkeit der verbleibenden Forderung unter der
Annahme, dass die andere Forderung ausgefallen ist? Unter der Annahme, dass Forderung 1
ausgefallen ist, gilt für die StD-Wahrscheinlichkeit
P (Y2 = 1|Y1 = 1) = P (Y1 = Y2 = 1)
P (Y1 = 1)
= pi
∗
2
P (Y1 = 1)
.
Unter der Annahme, dass Forderung 2 ausgefallen ist, gilt für die StD-Wahrscheinlichkeit
P (Y1 = 1|Y2 = 1) = pi
∗
2
P (Y2 = 1)
.
Das verbleibende Risiko des StD-Käufers ist umso größer, je besser die Bonität der zuerst
ausgefallenen Forderung ist.
2 Abhängigkeitsmodellierung im Mischungsmodell
In Abschnitt 1.1 wurde deutlich, dass die Abhängigkeitsstruktur im Fall der mehrdimensio-
nalen Bernoulliverteilung relativ komplex ist. In Abschnitt 2 wird das sogenannte Bernoulli-
Mischungsmodell (BMM) verwendet, um diese komplexe Struktur zu beschreiben. Den Aus-
gangspunkt bildet ein diskretes BMM und im zweiten Schritt erfolgt der Ausbau zum stetigen
BMM. Die hier verwendete sehr einfache Form des BMM ist in einer allgemeinen Darstellung
z. B. in McNeil, Frey & Embrechts (2005, S. 352, Definition 8. 10) zu finden.
2.1 Diskretes Mischungsmodell
Mit einem BMM lassen sich Abhängigkeiten zwischen den Ausfallvariablen modellieren. Zen-
tral ist dabei eine zusätzliche stochastische Größe, die auf alle Forderungen wirkt und gleich-
zeitig alle Ausfallwahrscheinlichkeiten beeinflusst. Diese stochastische Größe kann ein unbe-
obachtbarer gemeinsamer Faktor Z sein, welcher das systematische Risiko der Forderungen
darstellt und z. B. als Konjunkturzustand interpretiert werden kann.
3Diese funktionalen Zusammenhänge sind dabei monoton bezüglich der Ausfallkorrelation.
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Annahme 1 Die unbeobachtbare Zufallsvariable Z besitzt genau zwei Ausprägungen
Z =
{
1, gute Konjunktur,
0, schlechte Konjunktur.
Die Wahrscheinlichkeiten für das Eintreten dieser Zustände seien bekannt und es gilt P (Z =
0) + P (Z = 1) = 1.
Annahme 2 Die Ausfallwahrscheinlichkeiten sind bedingt auf jede Realisation z des gemein-
samen Faktors Z stochastisch unabhängig (bedingte Unabhängigkeit).4
Der Träger der Verteilung von Z ist die Menge {0, 1}, was aus Annahme 1 folgt. Damit wird
im BMM für jede Realisation z des Konjunkturzustandes Z eine bedingte Ausfallwahrschein-
lichkeit
pii(z)
def= P (Yi = 1|Z = z), i = 1, 2
festgelegt.
Bemerkung 1 Formal betrachtet ist die bedingte Ausfallwahrscheinlichkeit pii(z) der i-ten
Forderung eine Funktion der Realisation des systematischen Risikofaktors. Das BMM lässt
sich deshalb auch als zweistufiges Zufallsexperiment interpretieren. In der ersten Stufe wird
eine Realisation des gemeinsamen Faktors gezogen und damit eine bedingte Ausfallwahrschein-
lichkeit festgelegt. In der zweiten Stufe handelt es sich beim Ausfallereignis um ein Bernoulli-
Experiment mit der bedingten Ausfallwahrscheinlichkeit aus der ersten Stufe.
Da die Zufallsvariable Z hier eine diskrete Verteilung besitzt, lassen sich die folgenden Wahr-
scheinlichkeiten jeweils als Summe ausdrücken. Mit dem Satz von der totalen Wahrscheinlich-
keit ergibt sich die unbedingte Ausfallwahrscheinlichkeit pii der i-ten Forderung zu
pii = P (Yi = 1)
= P (Yi = 1|Z = 0)P (Z = 0) + P (Yi = 1|Z = 1)P (Z = 1)
=
∑
z∈{0,1}
pii(z)P (Z = z). (6)
Die unbedingten Wahrscheinlichkeiten lassen sich in die auf den gemeinsamen Faktor Z be-
dingten Wahrscheinlichkeiten zerlegen. Damit gilt für den simultanen Ausfall
P (Y1 = Y2 = 1) = P (Y1 = Y2 = 1|Z = 0)P (Z = 0)
+ P (Y1 = Y2 = 1|Z = 1)P (Z = 1)
= P (Y1 = 1|Z = 0)P (Y2 = 1|Z = 0)P (Z = 0)
+ P (Y1 = 1|Z = 1)P (Y2 = 1|Z = 1)P (Z = 1)
= pi1(0)pi2(0)P (Z = 0) + pi1(1)pi2(1)P (Z = 1)
=
∑
z∈{0,1}
pi1(z)pi2(z)P (Z = z). (7)
4Vgl. hierzu McNeil et al. (2005, S. 360, Definition 8. 18).
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Das erste Gleichheitszeichen gilt aufgrund des Satzes von der totalen Wahrscheinlichkeit.
Das zweite Gleichheitszeichen gilt wegen Annahme 2 (bedingte Unabhängigkeit). Durch den
gemeinsamen Faktor Z sind die unbedingten Verteilungen der Ausfallvariablen Y1, Y2 nicht
stochastisch unabhängig, beispielsweise gilt im Allgemeinen
P (Y1 = Y2 = 1) 6= P (Y1 = 1)P (Y2 = 1).
Ausgehend von (1) folgt unter Verwendung von (6) und (7) im Mischungsmodell für die
FtD-Wahrscheinlichkeit
pi∗1 = P (Y1 = 1) + P (Y2 = 1)− P (Y1 = Y2 = 1)
=
∑
z∈{0,1}
pi1(z)P (Z = z) +
∑
z∈{0,1}
pi2(z)P (Z = z)−
∑
z∈{0,1}
pi1(z)pi2(z)P (Z = z)
=
∑
z∈{0,1}
(
pi1(z) + pi2(z)− pi1(z)pi2(z)
)
P (Z = z). (8)
Aus (2) und (7) folgt sofort für die StD-Wahrscheinlichkeit
pi∗2 =
∑
z∈{0,1}
pi1(z)pi2(z)P (Z = z). (9)
Beispiel 2 Für die Zufallsvariable Z wird P (Z = 0) = 0.25 und damit P (Z = 1) = 0.75
unterstellt. Es werden die bedingten Ausfallwahrscheinlichkeiten
P (Y1 = 1|Z = 0) = 0.28 und P (Y2 = 1|Z = 0) = 0.14 sowie
P (Y1 = 1|Z = 1) = 0.04 und P (Y2 = 1|Z = 1) = 0.02
als bekannt angenommen. Unter diesen Voraussetzungen ergeben sich die unbedingten Aus-
fallwahrscheinlichkeiten mit dem Satz von der totalen Wahrscheinlichkeit zu
pi1 = P (Y1 = 1) = 0.1 und pi2 = P (Y2 = 1) = 0.05.
Das Risiko eines FtD- bzw. StD-Käufers beträgt
pi∗1 = 0.1396 und pi∗2 = 0.0104
und die Ausfallkorrelation
Corr[Y1, Y2] = 0.0826.
Die Wahrscheinlichkeit des Nichtausfalls beträgt P (Y1 = Y2 = 0) = 0.8604. Nach dem ersten
Ausfall beträgt das verbleibende Risiko des StD-Käufers
P (Y2 = 1|Y1 = 1) = 0.104 bzw. P (Y1 = 1|Y2 = 1) = 0.208.
Das verbleibende Risiko des StD-Käufers ist umso größer, je besser die Bonität der zuerst
ausgefallenen Forderung ist.
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2.2 Stetiges Mischungsmodell
In Abschnitt 2.1 wurde mit Hilfe eines gemeinsamen Faktors, in Form einer diskreten Zu-
fallsvariablen, die Abhängigkeit der Ausfallvariablen beschrieben. Im nächsten Schritt wird
dieser Ansatz ausgebaut, indem der gemeinsame Faktor als stetige Zufallsvariable modelliert
wird. Dies führt in der vorgestellten Form zum sogenannten Gaußschen Ein-Faktormodell
(GEFM).5
Annahme 3 Im GEFM werden die standardisierten Bonitätsänderungsvariablen Ri, beschrie-
ben durch
Ri =
√
%Z +
√
1− % εi, 0 < % < 1, i = 1, . . . ,m
mit dem unbeobachtbaren systematischen Faktor Z ∼ N(0, 1) und den davon stochastisch
unabhängigen unbeobachtbaren unsystematischen Faktoren εi i.i.d.∼ N(0, 1). Der Parameter
%
def= Corr[Ri, Rj ] ∈ ]0, 1[, i 6= j
bezeichnet die Assetkorrelation ( 6= Ausfallkorrelation). Ein Ausfall des i-ten Kreditnehmers
tritt ein, wenn dessen standardisierte Bonitätsänderung Ri am Ende der betrachteten Periode
unter der kritischen Schranke ci ∈ R liegt,
Yi = 1{Ri<ci}.
Bemerkung 2 Der Zufallsvektor (Z, ε1, . . . , εm) besitzt eine multivariate Normalverteilung,
da alle Komponenten stochastisch unabhängig und eindimensional normalverteilt sind. Jede
Zufallsvariable Ri ist eine Linearkombination des multivariat normalverteilten Zufallsvektors
(Z, ε1, . . . , εm). Deshalb besitzt auch der Vektor (R1, . . . , Rm) eine multivariate Normalvertei-
lung, genauer eine multivariate Standardnormalverteilung. Die zufälligen Bonitätsänderungs-
variablen sind damit univariat standardnormalverteilt, Ri ∼ N(0, 1).
Die folgenden Betrachtungen beziehen sich auf eine Periode (z. B. ein Jahr) und eine zeitli-
che Indizierung unterbleibt aus Vereinfachungsgründen.6 Betrachtet wird wieder ein Ausfall-
korb mit m = 2 Kreditnehmern. Es gilt
pii = P (Yi = 1) = P (Ri < ci).
Für die folgenden Betrachtungen im GEFM wird die Ausfallschranke ci = Φ−1(pii) gewählt,
was zur Ausfallbedingung
Yi = 1{Ri<Φ−1(pii)} (10)
führt, wobei Φ−1 die Umkehrfunktion der Verteilungsfunktion Φ der Standardnormalvertei-
lung bezeichnet.
Die auf eine Realisation des gemeinsamen Faktors Z bedingte Ausfallwahrscheinlichkeit des
i-ten Kreditnehmers ist
pii(z; %)
def= P (Yi = 1|Z = z) = P (Ri < ci|Z = z)
5Bluhm & Overbeck (2007, S. 28f.)
6Bei Berücksichtigung eines Zeitindex t könnte die Modellgleichung wie folgt lauten: Rit =
√
%Zt +
√
1− % εit.
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und ergibt sich im GEFM als7
pii(z; %) = Φ
(
Φ−1(pii)−√% z√
1− %
)
. (11)
Im Gegensatz zum diskreten Fall ergibt sich die Eigenschaft der bedingten Unabhängigkeit der
Ausfallvariablen aus den Modellvereinbarungen in Annahme 3,8 d. h. die Ausfallvariablen sind
bedingt auf die Realisation des systematischen Faktors stochastisch unabhängig. Ausgehend
von (1) und mit Verwendung der Eigenschaft der bedingten Unabhängigkeit gilt für die FtD-
Wahrscheinlichkeit
pi∗1(z; %) = P (Y1 + Y2 > 0)
= P (Y1 = 1) + P (Y2 = 1)− P (Y1 = Y2 = 1)
= P (Y1 = 1) + P (Y2 = 1)−
∫
R
P (Y1 = Y2 = 1|Z = z) dΦ(z)
= pi1 + pi2 −
∫
R
pi1(z; %)pi2(z; %) dΦ(z). (12)
Für die StD-Wahrscheinlichkeit gilt
pi∗2(z; %) = P (Y1 + Y2 = 2)
=
∫
R
P (Y1 = Y2 = 1|Z = z) dΦ(z)
=
∫
R
pi1(z; %)pi2(z; %) dΦ(z). (13)
Für gegebene Randausfallwahrscheinlichkeiten variieren die FtD- und StD-Wahrscheinlich-
keiten in Abhängigkeit von der Assetkorrelation %. Die Gleichungen (12) und (13) sind also
Funktionen der Assetkorrelation % wegen Gleichung (11). Dieser Zusammenhang wird bei-
spielhaft in Abbildung 1 dargestellt.
Im Folgenden sollen die Ober- und Untergrenzen für die Ausfallwahrscheinlichkeiten der
Risikogeber in Abhängigkeit von der Assetkorrelation untersucht werden. Dafür ist zunächst
eine Betrachtung der Monotonieeigenschaften erforderlich, um im nächsten Schritt aufgrund
von Grenzwertbetrachtungen entsprechende Aussagen zu machen.
Lemma 1 Im GEFM gemäß Annahme 3 ist die StD-Wahrscheinlichkeit pi∗2(z; %) für gegebene
Randausfallwahrscheinlichkeiten streng monoton wachsend in %.
Beweis von Lemma 1
Mit den Ausführungen in Bemerkung 2 ist die StD-Wahrscheinlichkeit des Duo-Baskets im
GEFM durch
pi∗2(z; %) = P (Y1 = Y2 = 1) = P (R1 < c1, R2 < c2) = Φ2(Φ−1(pi1),Φ−1(pi2); %) (14)
7Vgl. Bluhm & Overbeck (2007, S. 35, (2.12)).
8McNeil et al. (2005, Lemma 8.19, S. 360)
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Abbildung 1: Funktionaler Zusammenhang zwischen Assetkorrelation % und FtD- sowie StD-
Wahrscheinlichkeit im GEFM. Dabei wurde pi1 = 0.05 und pi2 = 0.1 unterstellt.
gegeben, wobei Φ2(·, ·; %) die Verteilungsfunktion der bivariaten Standardnormalverteilung mit
dem Korrelationsparameter % ∈ ]0, 1[ bezeichnet. Gemäß Tong (1980, Lemma 2.1.2, S. 10) ist
die Verteilungsfunkion Φ2(·, ·; %) der bivariaten Normalverteilung streng monoton wachsend
in %. Damit ist auch die Funktion pi∗2(z; %) streng monoton wachsend in %. 
Lemma 2 Im GEFM gemäß Annahme 3 ist die FtD-Wahrscheinlichkeit pi∗1(z; %) für gegebene
Randausfallwahrscheinlichkeiten streng monoton fallend in %.
Beweis von Lemma 2
Aus (3) folgt
pi∗1(z; %) = pi1 + pi2 − pi∗2(z; %).
Für gegebene Randausfallwahrscheinlichkeiten ist die Summe pi1 + pi2 konstant. Wegen Lem-
ma 1 ist pi∗1(z; %) streng monoton fallend in %. 
Lemma 3 Im GEFM gemäß Annahme 3 gilt für die StD-Wahrscheinlichkeit
lim
%↘0
pi∗2(z; %) = pi1pi2 (15)
und
lim
%↗1
pi∗2(z; %) = min{pi1, pi2}. (16)
Beweis von Lemma 3
Gleichung (15):
Mit Gleichung (14) gilt
lim
%↘0
pi∗2(z; %) = lim
%↘0
Φ2(Φ−1(pi1),Φ−1(pi2); %)
= Φ2(Φ−1(pi1),Φ−1(pi2); 0)
10
= Φ
(
Φ−1(pi1)
)
Φ
(
Φ−1(pi2)
)
= pi1pi2.
Das zweite Gleichheitszeichen folgt mit der Stetigkeit von Φ2 in %. Das vorletzte Gleich-
heitszeichen gilt, da im Falle der multivariaten Normalverteilung aus der Unkorreliertheit die
stochastische Unabhängigkeit folgt. Die multivariate Normalverteilung ist dann als Produkt
normalverteilter Ränder darstellbar.
Gleichung (16):
Mit Gleichung (14) gilt
lim
%↗1
pi∗2(z; %) = lim
%↗1
Φ2(Φ−1(pi1),Φ−1(pi2); %)
= Φ2(Φ−1(pi1),Φ−1(pi2); 1)
= 1− Φ
(
min
{
Φ−1(pi1),Φ−1(pi2)
})
= 1−min
{
Φ
(
Φ−1(pi1)
)
,Φ
(
Φ−1(pi2)
)}
= min{pi1, pi2}.
Das dritte Gleichheitszeichen folgt mit Rinne (2008, S. 313)9. Das vierte Gleichheitszeichen
folgt aufgrund der strengen Monotonie von Φ. 
Lemma 4 Im GEFM gemäß Annahme 3 gilt für die FtD-Wahrscheinlichkeit
lim
%↘0
pi∗1(z; %) = pi1 + pi2 − pi1pi2 (17)
und
lim
%↗1
pi∗1(z; %) = max{pi1, pi2}. (18)
Beweis von Lemma 4
Gleichung (17):
Aus (3) folgt
lim
%↘0
pi∗1(z; %) = pi1 + pi2 − lim
%↘0
pi∗2(z; %)
= pi1 + pi2 − pi1pi2.
Das letzte Gleichheitszeichen gilt wegen (15).
Gleichung (18):
Aus (3) folgt
lim
%↗1
pi∗1(z; %) = pi1 + pi2 − lim
%↗1
pi∗2(z; %)
= pi1 + pi2 −min{pi1, pi2}
= max{pi1, pi2}.
Das vorletzte Gleichheitszeichen gilt wegen (16). 
9Rinne (2008, S. 313) enthält dabei eine fehlerhafte Vereinbarung der oberen Quadrantwahrscheinlichkeit in
Form der Funktion L. Hier ist der Faktor (2pi
√
1− %2)−1 vor dem Doppelintegral überflüssig.
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Mit den obigen Lemmata lassen sich schließlich die folgenden Aussagen bezüglich der Ober-
und Untergrenzen von FtD- sowie StD-Wahrscheinlichkeit machen. Wegen % ∈ ]0, 1[ gilt mit
Lemma 2 und Lemma 4 für die FtD-Wahrscheinlichkeit
max{pi1, pi2} ≤ pi∗1(z; %) ≤ pi1 + pi2 − pi1pi2, ∀%.
Die Unter- bzw. Obergrenze für die FtD-Wahrscheinlichkeit wird im GEFM für % ↗ 1 bzw.
% ↘ 0 erreicht. Wegen der Beschränkung des Parameters % gilt mit Lemma 1 und Lemma 3
für die StD-Wahrscheinlichkeit
pi1pi2 ≤ pi∗2(z; %) ≤ min{pi1, pi2} ∀%.
Die Unter- bzw. Obergrenze für die StD-Wahrscheinlichkeit wird im GEFM für % ↘ 0 bzw.
%↗ 1 erreicht.
Im obigen GEFM gilt für den Zusammenhang zwischen Ausfallkorrelation und Assetkorre-
lation10
Corr[Y1, Y2] =
pi∗2(z; %)− pi1pi2√
pi1(1− pi1)pi2(1− pi2)
.
Über pi∗2(z; %) ist die Ausfallkorrelation im GEFM somit eine Funktion von %. Die StD-Wahr-
scheinlichkeit wird im GEFM für %↗ 1 maximal, d. h. auch die Ausfallkorrelation Corr[Y1, Y2]
erreicht für %↗ 1 ihr zulässiges Maximum. Umgekehrt wird die Ausfallkorrelation im GEFM
minimal, wenn auch die Assetkorrelation ihr Minimum erreicht.
3 Copula für einen Duo-Basket
Aus Abschnitt 2.2, aber auch aus Beispiel 1 und den zusammenfassenden Bemerkungen des
Abschnitts 1.1 wurde deutlich, dass bei gegebenen Randverteilungen die Abhängigkeitsstruk-
tur eine maßgebliche Rolle spielt, um die FtD- und die StD-Wahrscheinlichkeit festzulegen.
Insofern besteht ein großes Interesse in der Ausgestaltung dieser Abhängigkeitsstruktur. Da-
bei bietet das Copula-Konzept eine Möglichkeit, gegebene Randverteilungen mit unterschied-
lichen Formen der Abhängigkeitsstruktur zu kombinieren.
3.1 Gauß-Copula
Im GEFM gilt für die Wahrscheinlichkeit des simultanen Ausfalls11
P (Y1 = Y2 = 1) = Φ2(Φ−1(pi1),Φ−1(pi2); %). (19)
Dabei bezeichnet Φ2(·, ·; %) die Verteilungsfunktion der bivariaten Standardnormalverteilung
mit dem Korrelationsparameter % ∈ ]0, 1[. Die Funktion
Φ2(Φ−1(·),Φ−1(·); %) : ]0, 1[ 2 → ]0, 1[
wird auch als Gaußsche Copula mit Parameter % bezeichnet. Eine Copula ist allgemein eine
mehrdimensionale Verteilungsfunktion und ermöglicht die Modellierung der Abhängigkeits-
struktur getrennt von den Randverteilungen.12
10Vgl. Bluhm & Overbeck (2007, S. 30).
11Vgl. Bluhm & Overbeck (2007, S. 36).
12Vgl. zum Copula-Konzept z. B. Nelsen (2006), McNeil et al. (2005).
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Im obigen GEFM modelliert die Copula für die Bonitätsänderungsvariablen R1 und R2 die
Verbindung zwischen den beiden eindimensionalen Verteilungsfunktionen
FR1(x1)
def= P (R1 ≤ x1), FR2(x2) def= P (R2 ≤ x2), x1, x2 ∈ R
und der gemeinsamen zweidimensionalen Verteilungsfunktion
FR1,R2(x1, x2)
def= P (R1 ≤ x1, R2 ≤ x2).
Die Verteilungsfunktion FR1,R2 kann in die univariaten Randverteilungen FR1 und FR2 und
die zweidimensionale Abhängigkeitsstruktur zerlegt werden, die durch die Copula repräsen-
tiert wird. Speziell im Fall des GEFM aus Annahme 3 ergibt sich mit Sklars Theorem13
im zweidimensionalen Fall der folgende Zusammenhang. Es sei FR1,R2 die zweidimensionale
Verteilungsfunktion der Bonitätsänderungsvariablen R1 und R2 mit den Randverteilungs-
funktionen FR1 und FR2 . Dann existiert eine Copula C, so dass für x1, x2 ∈ R gilt
FR1,R2(x1, x2) = C
(
FR1(x1), FR2(x2)
)
.
Für jede Copula C und gegebene Verteilungsfunktionen FR1 und FR2 definiert FR1,R2 eine
zweidimensionale Verteilungsfunktion mit den Rändern FR1 und FR2 . Die Copula C ist die
gemeinsame Verteilungsfunktion von zwei auf dem Intervall [0,1] gleichverteilten Zufallsvaria-
blen U1 und U2,
C(u1, u2) = P (U1 ≤ u1, U2 ≤ u2) .
Es gibt so viele zweidimensionale Copulas wie bivariate Verteilungen FR1,R2 existieren.
Aus der bivariaten Standardnormalverteilung (vgl. dazu auch Bemerkung 2) der Bonitäts-
änderungsvariablen R1 und R2 folgt, dass R1 und R2 standardnormalverteilt sind mit Ver-
teilungsfunktion FR1 = Φ und FR2 = Φ. Weiterhin ist C hier eindeutig durch die Gaußsche
Copula
CΦ2(·, ·; %) def= Φ2
(
Φ−1(·),Φ−1(·); %
)
mit Assetkorrelation % bestimmt. Die Eindeutigkeit der Copula folgt mit der Stetigkeit der
Verteilungen von R1 und R2. Die Zufallsvariablen
U1
def= Φ(R1), U2
def= Φ(R2)
sind gleichverteilt auf dem Intervall ]0,1[ .14 Die Copula von (R1, R2) ist die gemeinsame
Verteilungsfunktion der gleichverteilten Zufallsvariablen U1 und U2. Sie ergibt sich als
CΦ2(u1, u2; %) = Φ2
(
Φ−1(u1),Φ−1(u2); %
)
= P
(
R1 ≤ Φ−1(u1), R2 ≤ Φ−1(u2)
)
= P (Φ(R1) ≤ u1,Φ(R2) ≤ u2)
= P (U1 ≤ u1, U2 ≤ u2)
= C(u1, u2).
13Nelsen (2006, Theorem 2.3.3, S. 18)
14Casella & Berger (2002, Theorem 2.1.10, S. 54)
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Die StD-Wahrscheinlichkeit wird durch die unbedingten Ausfallwahrscheinlichkeiten pi1 und
pi2 und die Gaußsche Copula CΦ2(·, ·; %) mit Parameter % (Assetkorrelation) bestimmt,
pi∗2(z; %) = P (Y1 = 1, Y2 = 1)
= P
(
R1 ≤ Φ−1(pi1), R2 ≤ Φ−1(pi2)
)
= Φ2
(
Φ−1(pi1),Φ−1(pi2); %
)
= CΦ2(pi1, pi2; %),
wobei das vierte Gleichheitszeichen die Vereinbarung in (10) voraussetzt. Für gegebene un-
bedingte Ausfallwahrscheinlichkeiten pi1, pi2 und gegebene Assetkorrelation % ist die StD-
Wahrscheinlichkeit, d. h die simultane Ausfallwahrscheinlichkeit im GEFM
CΦ2(pi1, pi2; %) = Φ2
(
Φ−1(pi1),Φ−1(pi2); %
)
.
3.2 t-Copula
Alternativ kann die t-Copula mit ν Freiheitsgraden und Korrelationsparameter %,
Ct(pi1, pi2; %, ν) = G2
(
G−1(pi1; ν), G−1(pi2; ν); %, ν
)
, (20)
zur Modellierung verwendet werden. Dabei bezeichnet G2(·, ·; %, ν) die bivariate Verteilungs-
funktion einer t-Verteilung mit ν Freiheitsgraden und Korrelationsparameter % und G−1(·; ν)
die Inverse der Verteilungsfunktion G(·; ν) einer eindimensionalen t-Verteilung mit ν Frei-
heitsgraden. Für die Anzahl der Freiheitsgrade gilt typischerweise ν ≥ 3.
Wird eine t-Copula unterstellt, so lässt sich dies als Ein-Faktormodell für die Bonitätsän-
derungsvariablen Ri mit der Modellgleichung
Ri =
√
ν
X
(√
%Z +
√
1− % εi
)
, 0 < % < 1, i = 1, 2 (21)
interpretieren. Dabei werden Z ∼ N(0, 1) und ε1, ε2 ∼ N(0, 1) unterstellt. Die Zufallsvariable
X folgt einer Chiquadratverteilung mit ν Freiheitsgraden, X ∼ χ2(ν). Die Zufallsvariablen
Z, ε1, ε2 sowie X seien insgesamt stochastisch unabhängig. Die Zufallsvariablen R1 und R2 aus
(21) folgen dann jeweils einer univariaten t-Verteilung15 mit ν Freiheitsgraden, R1, R2 ∼ t(ν).
Dabei gilt E[Ri] = 0 für ν ≥ 2 und V[Ri] = ν
ν − 2 für ν ≥ 3. Der Vektor der Bonitätsvariablen
(R1, R2) besitzt eine bivariate t-Verteilung mit Korrelationsparameter % und ν Freiheitsgra-
den.16 Es gilt Corr[R1, R2] = % für ν ≥ 3. Somit kann die simultane Ausfallwahrscheinlichkeit
durch die t-Copula Ct(pi1, pi2; %, ν) mit Korrelationsparameter % und ν Freiheitsgraden gemäß
Gleichung (20) beschrieben werden.
Ein wesentlicher Unterschied zum GEFM gemäß Annahme 3 mit normalverteilten Bonitäts-
änderungen besteht darin, dass die t-Verteilung im Vergleich dazu extreme Ereignisse stärker
berücksichtigt. D. h. es liegt mehr Wahrscheinlichkeitsmasse in den Verteilungsenden. Die-
ser Unterschied zwischen Standardnormalverteilung und standardisierter t-Verteilung wird
in Abbildung 2 grafisch dargestellt. Hierfür wird die t-Verteilung standardisiert, um einen
14
Abbildung 2: Vergleich von Standardnormal- und standardisierter t(3)-Verteilung
sinnvollen Vergleich zu ermöglichen.
Die Verwendung der t-Verteilung im Ein-Faktormodell zur Risikomodellierung eines Duo-
Baskets wirkt in Form veränderter Ausfallwahrscheinlichkeiten. Insbesondere die simultane
Ausfallwahrscheinlichkeit, d. h. die StD-Wahrscheinlichkeit, fällt tendentiell höher aus im Ver-
gleich zum GEFM. Abbildung 3 verdeutlicht den Verlauf der StD-Wahrscheinlichkeit in Ab-
hängigkeit vom Korrelationsparameter.
Abbildung 3: StD-Risiko im Duo-Basket bei Verwendung unterschiedlicher Copulas. Es wurde
pi1 = 0.05 und pi2 = 0.1 unterstellt.
15Dies ergibt sich aus der Definition der t-Verteilung. Zur Definition der t-Verteilung vgl. z. B. Rinne (2008,
S. 327).
16Dies folgt, indem der Vektor (R1, R2) allgemein als Produkt aus einem multivariat normalverteilten Zufalls-
vektor und dem Ausdruck
√
ν
X
aufgefasst wird. Dann ergibt sich die multivariate t-Verteilung mit Mardia,
Kent & Bibby (1979, S. 43).
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4 Fazit
Im vorliegenden Beitrag wurde speziell für die Konstruktion eines Duo-Baskets ein Modell
zur Risikobewertung vorgestellt. Dabei wurde bereits im zweidimensionalen Fall deutlich,
dass für Bernoulli-verteilte Ausfallvariablen ein komplexes Zusammenspiel von Randwahr-
scheinlichkeiten und zulässiger Korrelationsstruktur besteht. Um die Abhängigkeitsstruktur
zu beschreiben, wurde im zweiten Schritt ein Ansatz über das Bernoulli-Mischungsmodell
gewählt. Dies führte über die Zwischenstufe eines gemeinsamen diskreten Faktors schließlich
zum Ein-Faktormodell mit stetigem Risikofaktor. Hierbei handelt es sich um ein Standardmo-
dell in der Kreditrisikomodellierung, welches somit grundsätzlich auch zur Bewertung eines
Ausfallkorbes verwendet werden kann. Speziell für das Gaußsche Ein-Faktormodell wurden
wichtige Modelleigenschaften hergeleitet, insbesondere das Verhalten von First-to-Default-
und Second-to-Default-Wahrscheinlichkeit in Abhängigkeit von der Assetkorrelation. Mit Hil-
fe des Copula-Konzepts bestehen innerhalb des Ein-Faktormodells vielfältige Möglichkeiten,
jeweils individuell geeignete Abhängigkeitsstrukturen abzubilden. Dies wurde beispielhaft mit
der Gauß- und der t-Copula vorgestellt.
Im Gegensatz zur herkömmlichen Modellierung von Kreditrisiken können im Fall von Aus-
fallkörben verschiedene Standardannahmen nicht gerechtfertigt werden, wie z. B. die Annahme
der Homogenität und der unendlichen Granularität. Insbesondere können innerhalb eines Aus-
fallkorbes sehr unterschiedliche Ausfallwahrscheinlichkeiten vorhanden sein, was dazu führt,
dass die Ausfallreihenfolge zur Bewertung des Risikos der Sicherungsgeber eine große Rol-
le spielt. Zusätzlich ist eine Approximation der Verlustverteilung durch eine Vasicek-17 oder
Normalverteilung nicht sinnvoll, da nur sehr wenige Kreditpositionen betrachtet werden.
Abschließend bestehen auch hier die üblichen Bewertungsrisiken in Form der verwendeten
Modellparameter. Dabei handelt es sich einerseits um die Ausfallwahrscheinlichkeiten der
Einzelpositionen und andererseits um die Bestimmung der Abhängigkeitsstruktur und des
Korrelationsparameters.
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