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1 Introduction
1.1 Background and Statement of the Main Result
Motivated by his work with Gaiotto on condensed matter physics [4], Anton Kapustin
asked us if we could compute Hom(Ωspin3 (BΓ),R/Z), the Pontrjagin dual of the 3-
dimensional Spin bordism group of BΓ for Γ a finite group. He proposed that the group
should be described in terms of triples of cochains (w, p, a), with w ∈ C3(BΓ;R/Z), p
a cocycle in Z2(BΓ;Z/2) and a a cocycle in Z1(BΓ;Z/2), satisfying the equation
dw +
1
2
p2 +
1
4
P(a2) = 0.
Here, the function P is the Pontrjagin square. On the cochain level, if c is a Z/2
cocycle the Pontrjagin square P(c) is the Z/4 cocycle given by C ∪C+C ∪1 dC, where
C is a canonical Z cochain lifting c (taking only values 0 and 1 on simplices) and ∪1
is the first ‘higher order cup product’ of Steenrod. The 1/2 and the 1/4 in Kapustin’s
equation mean the maps on cochains induced by the obvious coefficient morphisms
Z/2→ R/Z and Z/4→ R/Z.
The answer we give works for any space X though we find it convenient to present
our work in a slightly different form. Namely, instead of the triples suggested by
Kapustin we work with triples (w, p, a) satisfying the simpler equation
dw +
1
2
p2 = 0.
Let us give a brief discussion of the difference between Kapustin’s original suggested
equation and our equation. The point is that P(a2) is a Z/4-cocycle that is exact as
an R/Z cocycle. In fact there is a natural way to make it exact. Namely, given a
Z/2 cocycle a we let A ∈ C1(X;Z) be the lift of a that takes values only 0 and 1 on
the basis of singular 1-simplices. Then dA = 2A2 so that A2 is a canonical integral
1
cocycle lifting a2. Hence P(a2) = A4, reduced mod 4. Thus, letting 1/n also denote
the cochain maps induced by Z→ R/Z with 1 7→ 1/n, we have
d
(1
8
A3
)
=
1
4
A4 =
1
4
P(a2).
This allows us to transform triples (w, p, a) which satisfy our equation to triples
(w − A3/8, p, a) satisfying Kapustin’s equation. Thus, our discussion can be trans-
ported in its entirety into that context.
Here are our main results.
Theorem 1.1. Fix a space X. For any abelian group M let C∗(X;M) and Z∗(X;M)
denote the singular cochains and singular cocycles with values in M .
Let
C(X) =
(
C3(X;R/Z)/dC2(X;R/Z)
)
× Z2(X;Z/2) × Z1(X;Z/2)
with its natural compact topology. (See Section 1.2.)
1. There is a continuous multiplication on C(X) defined by
(w, p, a)  (v, q, b) = (u, p+ q + ab, a+ b), where
u = w + v +
1
2
[
p ∪1 q + (p + q) ∪1 (ab) + a(a ∪1 b)b
]
+
1
4
AB2,
making C(X) a (non-abelian) compact group. (See Proposition 3.11.) (A and B
are the canonical integral lifts of a and b discussed in the previous paragraph.)
2. The function
D : C(X)→ C4(X;R/Z)
defined by
D(w, p, a) = dw +
1
2
p2
is a continuous homomorphism. (See Proposition 3.2.)
3. Define C′(X) = C1(X;Z/2) × C0(X;Z/2) with multiplication
(t, x) · (s, y) = (t+ s+ xdy, x+ y).
This is a compact group and the map
D′ : C′(X)→ C(X)
2
given by
D′(t, x) = ((1/2)tdt, dt, dx)
is a continuous homomorphism whose image is a normal subgroup of C(X) con-
taining the commutator subgroup. (See Propositions 3.10 and 3.13.)
4. Furthermore, D ◦D′ = 0. (See Claim 3.8.)
We define
G(X) = Ker(D)/Im(D′).
Then G is a functor from the homotopy category to the category of compact abelian
groups. (See Corollary 5.5.)
We define an explicit R/Z-valued pairing between elements (w, p, a) ∈ KerD and
maps f : M → X where M is a closed Spin 3-manifold and f is continuous. The value
of the pairing depends only the equivalence class of (w, p, a) in G(X) and on the Spin
bordism class of f : M → X. This leads to the following result.
Theorem 1.2. There is an explicit continuous bilinear pairing
G(X) × ΩSpin3 (X)→ R/Z
whose adjoint maps each group isomorphically (and homeomorphically) to the Pontrja-
gin dual of the other. Thus, the compact abelian groups G(X) and Hom(Ωspin3 (X),R/Z)
are explicitly identified.
Let us describe the pairing in Theorem 1.2 in a special case. Given (w, p, a) repre-
senting an element of G(X) and a Spin bordism element f : M → X, suppose that f∗p
is of the form ϕ∗u where ϕ is a map from M to S2 and u is a reduced singular cocycle
(reduced in the sense of vanishes on degenerate singular simplices) on S2 representing
the generating cohomology class. Then the value of (w, p, a) on (M,f) is
( ∫
[M ]
f∗w
)
+ (1/2)[Spin(Z)] + (1/8)Arf(Σf∗a) ∈ R/Z.
Here, [M ] is the fundamental cycle of a triangulation of M , and Z is the preimage
under ϕ of a regular value of ϕ. The Spin structure on M and the trivialization
of the normal bundle of Z ⊂ M induced by ϕ produce a Spin structure on Z and
[Spin(Z)] is the bordism class of this element, viewed as an element of Z/2. Finally,
the surface Σf∗a ⊂M is a Poincare´ dual to f
∗a. It inherits a Pin− structure from the
Spin structure on M and Arf(Σf∗a) ∈ Z/8 is the Arf invariant of a quadratic form on
H1(Σf∗a;Z/2) related to that structure. This Arf invariant records the bordism class
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of Σ in 2-dimensional Pin− bordism, a bordism group isomorphic to Z/8.
The most complicated parts of the argument establishing Theorems 1.1 and 1.2 are
(i) showing that the product we define on C(X) is a group structure and induces an
abelian group structure on G(X) and (ii) showing that the pairing we define is additive
in the G(X)-variable. Once these are established, the proof that the pairing passes
to Spin bordism and that it induces an isomorphism of Pontrjagin duals is straight-
forward using natural filtrations of G(X) and Hom(Ωspin3 (X),R/Z). (See §2).
It is apparent in the statement of Theorem 1.1, and even more so in the proof,
that our cochain complexes must have enough structure that cup products and cupi
products are defined. This is certainly the case for singular complexes, but also for
simplicial complexes with vertex partial orderings so that vertices of each simplex are
totally ordered. We will call such structures ordered simplicial complexes. For exam-
ple, the barycentric subdivision of any simplicial complex has this structure. Or, one
might just have a total ordering of the set of vertices. Ordered simplicial complexes
form a category where the ordered simplicial maps are those that are non-decreasing
in the vertex order on simplices. One reason for emphasizing these other cochain com-
plexes is that for finite complexes X our group G(X) is finitely computable, just as
the ordinary cohomology groups of a space, along with cup products, are finitely com-
putable given a finite triangulation. Namely, in §5 we prove that for ordered simplicial
complexes, the groups G defined using singular cochains are naturally isomorphic to
the groups defined in the same way using ordered simplicial cochains.
There is significant overlap of our results presented here and the mathematical
parts of [4]. We thank Kapustin for arousing our interest in these questions and for
many helpful conversations during the course of this work.
1.2 Remarks on Compact Topologies
Let A be a compact abelian topological group. Chain groups Ck(X,Z) are always free
abelian, with basis a set of ‘k-cells’. The cochain group Ck(X,A) = Hom(Ck(X,Z), A)
is thus the direct product of copies of A, indexed by these k-cells. As such, the cochain
group is a compact abelian group. The product topology is the weakest topology
so that the projections onto the individual factors A are continuous. The differen-
tials d : Ck(X,A) → Ck+1(X,A) are therefore continuous, since the boundary of each
k + 1-cell involves only finitely many k-cells. Thus the cocycles Zk(X,A) and the
coboundaries Bk(X,A) are compact groups, as are the cohomology groups Hk(X,A).
Operations on cochains such as cup products and cupi products are continuous,
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when defined, since these operations are also duals of chain operations given by fi-
nite formulas on cells. It follows that groups built from continuous operations on
finite products of compact cochain sets, together with constructions of various sub-
quotients, will all be compact groups. Moreover, whenever these constructions are
functorial in X at the cochain level, the maps induced by maps of spaces will also be
continuous. For example, ordered simplicial maps X → Y induce continuous cochain
maps Ck(Y,A) → Ck(X,A), as well as continuous maps of cocycle groups, cobound-
ary groups, cohomology groups, and other groups constructed from operations such as
cochain products.
Throughout our work, all the cochain groups we consider will have these compact
topologies, and all the constructions we make are continuous and keep us in the world
of functors from complexes to compact sets and groups. In particular, these considera-
tions explain the compact topology on our group G(X). Since all this is quite routine,
pretty much involving nothing more than the comments in the two paragraphs above,
we will not emphasize continuity and the compact topologies in most statements about
G(X). Our view is that the algebra we work out is somewhat complicated, and there is
no need to clutter every statement about G(X) with the topological aspects. Also, for
finite complexes X, these topological considerations are almost trivial, as no topolog-
ical groups are encountered beyond finite products of finite groups and R/Z. In fact,
for spaces with finite reduced homology groups in low dimensions, such as X = BΓ
with Γ a finite group, the groups G(X) and Ωspin3 (X) are also finite, so the topological
content of Theorem 1.2 evaporates.
1.3 Comparison with Homotopy Theoretic Approaches
While our approach to Hom(Ωspin3 (X),R/Z) is direct and “hands on,” there are other
methods and results in algebraic topology and homotopy theory that are at least con-
ceptually relevant for the computation of Spin bordism in general, and 3-dimensional
Spin bordism in particular. For completeness, we briefly discuss some of these meth-
ods. We will discuss the Atiyah-Hirzebruch spectral sequence in Section 2.1 below. In
low dimensions the differentials in this spectral sequence are known, and hence this
computes Spin bordism up to the determination of certain group extensions, which are
not at all transparent. Our results do determine these extensions in dimension 3. In
higher dimensions, the differentials in the Atiyah-Hirzebruch spectral sequence become
difficult to compute, as they correspond to various higher order cohomology operations.
Spin bordism is represented by the spectrumMSpin and the reduced Spin bordism
Ω˜spinj (X) is the stable homotopy group πj(X ∧MSpin). Since Ω
spin
3 (pt) = 0, reduced
5
and unreduced Spin bordism coincide in dimension 3. Since the inclusion of the sphere
spectrum S → MSpin is 3-connected, it is easy to see Ω˜spinj (X) ≃ Ω˜
framed
j (X), the
reduced framed bordism, for j ≤ 3. Also, the K-theory orientation MSpin → bO is
8-connected, so Ω˜spinj (X) ≃ k˜Oj(X) for j ≤ 8. Here, kO is 0-connected real K-theory,
represented by the 0-connected cover bO of the BO spectrum. The full spectrum
MSpin is a sum of bO and Eilenberg-MacLane spectra k(Z/2) of various stable dimen-
sions and various more highly connected covers of bO.
Classical Adams spectral sequence methods in homotopy theory allow sophisticated
computations of connective K-theory for a wide range of dimensions for many spaces
X. See for example [2] when X = BΓ, the classifying space of a finite group. From
the known description of MSpin, these methods thus also compute Spin bordism in a
wide range of dimensions. But the typical output of these methods is a list of abelian
groups. It is often not at all clear how to translate a specific Spin bordism representa-
tive M → X into an element of one of these groups, even in low dimensions. So there
is something more constructive about our answer than answers produced by classical
algebraic topological methods in stable homotopy theory. On the other hand, our con-
structions are quite technical, and we would be hard pressed to extend them to higher
dimensions. Dimensions 1 and 2 are easy enough, and it is plausible that we could
carry out a discussion in dimension 4. But that’s probably about it.
As mentioned above, our group G(X) will be constructed from equivalence classes
of tuples of cocycles and cochains that satisfy certain relations. Before getting to the
complicated details, we want to try to offer a sort of conceptual explanation of what
is happening behind the scenes.
The Brown classifying space of an abelian group-valued homotopy functor is a ho-
motopy commutative and associative H-space. For an ordinary cohomology group, the
classifying space is just an Eilenberg-MacLane space K(M,m). A simplicial model has
as q-cells the M -valued m-cocycles on the standard q-simplex. So an explicit simpli-
cial map X → K(M,m) is just a cocycle on X. In the simplicial world, a homotopy
between such cocycle maps is interpretable as writing the difference of the cocycles as
a coboundary. So one obtains Hm(X;M) = Zm(X)/Bm(X) = [X,K(M,m)]. That
is, homotopy classes of maps identify with cocycles mod coboundaries; i.e., cohomology.
Next, consider a classifying space with a two-stage Postnikov tower E with a k-
invariant K(M,m)→ K(N,n), realized by an actual map, not just a homotopy class.
Now a simplicial map X → E can be interpreted as a cocycle X → K(M,m) together
with a choice of lifting to E, which means the cocycle determined by the composition
X → K(M,m)→ K(N,n) is written as a coboundary. The H-space structure can be
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represented by a map E × E → E, which is more cocycle and coboundary data, as
is associativity and commutativity of the H-space structure up to homotopy. Homo-
topy classes of maps X → E become equivalence classes of collections of cocycles and
cochains satisfying some coboundary relations, and the product operation is described
by other cochain and cocycle formulas.
For a more complicated Postnikov tower, extending this viewpoint would not be
manageable. But our construction of the Pontrjagin dual of three-dimensional Spin
bordism is exactly this sort of description of homotopy classes of maps to a classifying
space which is a relatively simple three-stage Postnikov tower. We will not explicitly
deal with the Brown representing space for our functor G(X), but the comments in
these last paragraphs do put the constructions we actually make in a broader context.
Strictly speaking, this Brown representing space represents a compact functor, which
would add another layer of complexity to the above discussion of Postnikov systems.
Even for a very simple Postnikov tower, the H-space structure can exhibit compli-
cations. For example, consider the abelian group valued functor
H2(X;Z/2) ×H1(X;Z/2) with product (p, a)(q, b) = (p + q + ab, a+ b).
Its classifying space E is just K(Z/2, 2)×K(Z/2, 1), but the H-space product E×E →
E will include a representative for the cup product of cocycles,
K(Z/2, 1) ×K(Z/2, 1)→ K(Z/2, 2).
On the cochain level, the cup product ab is not commutative. In fact, the cup1
operation on cocycles is exactly built to satisfy d(a ∪1 b) = ab+ ba. (With Z/2 coeffi-
cients, we can ignore ± signs.) The operation cup1 will occur in the cochain formula
establishing homotopy commutativity of the H-space structure on E. As a matter of
fact, this simple example occurs as part of our construction of G(X), namely it is a
description of a natural quotient of G(X).
2 The Atiyah-Hirzebruch Spectral Sequence and Filtra-
tions
2.1 The Spectral Sequence and Filtration of Ωspin3 (X)
In Theorems 1.1 and 1.2 we allowed X to be any space. For some arguments we need
X to be a complex. Any space X is weakly homotopy equivalent to the geometric
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realization of its singular complex. Weak homotopy equivalences always induce iso-
morphisms of functors like bordism. Thus, it is no loss of generality to assume X is a
complex of some kind (e.g. simplicial, cell, CW, semi-simplicial.)
To establish the isomorphism between G(X) and the Pontrjagin dual of Spin bor-
dism of X, we compare natural filtrations. The E2i,n−i term of Atiyah-Hirzebruch
spectral sequence for Ωspinn (X) is identified with the homology group Hi(X; Ω
spin
n−i ).
The diagonal line in total degree 3 on the E2 page thus has entries
E23,0 = H3(X;Z), E
2
2,1 = H2(X;Z/2), E
2
1,2 = H1(X;Z/2), E
2
0,3 = 0.
These coefficient groups correspond to the low dimensional Spin bordism groups, which
in degrees 0, 1, 2, 3 are Z,Z/2,Z/2, 0. The E∞ terms on the degree 3 diagonal are the
successive quotients of an increasing filtration
0 ⊂ F1(X) ⊂ F2(X) ⊂ F3(X) = Ω
spin
3 (X)
where Fj(X) is Im
(
Ωspin3 (X
(j))→ Ωspin3 (X)
)
where X(j) is the j skeleton of X.
R/Z is injective, and the exact functor Hom(∗,R/Z) converts the Atiyah-Hirzebruch
spectral sequence for Ωspin∗ (X) to a cohomology spectral sequence for the Pontrjagin
dual of Ωspin∗ (X). In the dual spectral sequence the groups on the degree 3 diagonal
on the E2 page are
E3,02 = H
3(X;R/Z), E2,12 = H
2(X;Z/2), E1,22 = H
1(X;Z/2), E0,32 = 0.
There is one differential in this dual spectral sequence involving the degree 3 diagonal,
namely, for [p] ∈ H2(X;Z/2) = E2,12 one has d2([p]) = (1/2)[p]
2 ∈ H4(X;R/Z) = E4,02 .
Basically, this differential corresponds to the first k-invariant of MSpin. We will de-
note by SH2(X;Z/2) the kernel of this differential. That is, SH2(X;Z/2) consists of
those classes [p] ∈ H2(X;Z/2) so that (1/2)[p]2 = 0 ∈ H4(X;R/Z). An equivalent
condition is that [p]2 is the Z/2 reduction of a torsion integral class in H4(X;Z).
As far as the degree 3 diagonal is concerned E3 = E∞. The groups on the E∞ page
occur as successive quotients of the groups in a filtration
Hom(Ωspin3 (X),R/Z) = F
0(X) ⊃ F 1(X) ⊃ F 2(X) ⊃ 0,
where F i(X) = Ann(Fi(X)). Thus
F (X)/F 1(X) = H1(X;Z/2)
F 1(X)/F 2(X) = SH2(X;Z/2)
F 2(X) = H3(X;R/Z)
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The E2 and E3 pages of the spectral sequence involve cohomology groups, but
cochain groups underlie everything, back on the E1 page. So, lurking in E1 are cochains
in C3(X;R/Z), C2(X;Z/2), and C1(X;Z/2).
2.2 The Filtration of G(X)
Here is a description of the natural filtration of G(X).
Proposition 2.1. There is a natural filtration on G(X):
G(X) = G0(X) ⊃ G1(X) ⊃ G2(X) ⊃ 0
where G1(X) and G2(X) are the compact subgroups consisting of all elements of G(X)
represented by triples of the form (w, p, 0) and (w, 0, 0), respectively. Then:
1. the map (w, p, a) 7→ [a] defines a natural isomorphism of compact abelian groups
(see Proposition 4.3)
G(X)/G1(X)→ H1(X;Z/2),
2. the map (w, p, 0) 7→ [p] defines a natural isomorphism of compact abelian groups
(see Proposition 4.2)
G1(X)/G2(X)→ SH2(X;Z/2),
3. the map (w, 0, 0) 7→ [w] defines a natural isomorphism of compact abelian groups
(see Proposition 4.1)
G2(X)→ H3(X;R/Z).
2.3 Comparison of the Filtrations
Here is the result we state in §6 and establish in §8, which yields Theorem 1.2
Theorem 2.2. The adjoint of the bilinear pairing given in Theorem 1.2 is compatible
with the filtrations of Hom(Ωspin3 (X),R/Z) and of G(X) given in this section. Further-
more, with the given identifications of the associated gradeds in cohomological terms,
the induced map of the associated gradeds is the identity. Consequently, the adjoint of
the pairing identifies the compact groups G(X) and Hom(Ωspin3 (X),R/Z).
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3 Construction of the Group G(X)
Throughout this section the space X is fixed, and we work with cochains which can
be either singular cochains or simplicial cochains of an ordered simplicial complex. In
both cases, cup products and higher order cupi products are then defined by specific
cochain formulas coming from the Alexander-Whitney diagonal approximation and
related higher homotopies. In this section, we will often suppress X from our notation.
Thus we will write G instead of G(X) and for an abelian group M we will write
Cj(M), Zj(M), Bj(M),Hj(M) for the cochain, cocycle, coboundary, and cohomology
groups of X with M -coefficients.
3.1 The Definition of the Product on Triples of Cochains
Recall from the statement of Theorem 1.1 in the introduction that we work with triples
(w, p, a) ∈ C = C
3
(R/Z)× Z2(Z/2)× Z1(Z/2),
where
C3(R/Z) = C3(R/Z)/dC2(R/Z) = C3(R/Z)/B3(R/Z).
We defined a function D : C→ C4(R/Z) = C′′ by
D(w, p, a) = dw +
1
2
p2 ∈ C4(R/Z).
(Obviously D(w + df, p, a) = D(w, p, a).)
In the statement of Theorem 1.1 we also defined a product on the set of triples
(w, p, a) ∈ C, which we repeat in Definition 3.1 below. We will prove that D is ‘ad-
ditive’. An important part of that product formula involves certain integral cochains,
which we mentioned in the introduction. We will discuss these integral cochains in
somewhat more detail here. We use the notation A,B ∈ C1(Z) to denote the unique
Z cochain lifts of a, b ∈ Z1(Z/2) taking only values 0 and 1 on the basis of C1(Z)
consisting of 1-simplices. We call these the special lifts.
By evaluating on a 2-simplex one sees that dA = 2A2 in C2(Z). Thus A2 is an
integral cocycle, lifting the Z/2 cocycle a2, and representing a torsion integral coho-
mology class of order 2. The class A4 then gives a canonical integral torsion lifting
of the Pontrjagin square P(a2), which we alluded to in the Introduction. With R/Z
coefficients, d(A3/8) = A4/4 = (1/4)P(a2).
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The special lift of c = a+ b is C = A+B + 2(A ∪1 B), which follows from the fact
that (A∪1 B)(0, 1) = −A(0, 1)B(0, 1). One sees that C
2 = A2+B2+ d(A∪1 B), since
in the torsion free abelian group C2(Z) we have
2C2 = dC = dA+ dB + 2d(A ∪1 B) = 2A
2 + 2B2 + 2d(A ∪1 B).
More details about special lifts are given in Section 11.
Definition 3.1. The product of elements (w, p, a), (v, q, b) ∈ C is
(w, p, a)  (v, q, b) = (u, p+ q + ab, a+ b) where
u = w + v +
1
2
[
p ∪1 q + (p + q) ∪1 (ab) + a(a ∪1 b)b
]
+
1
4
AB2
Here, (1/4) means the coefficient map C∗(Z)→ C∗(R/Z) defined by
1 7→ 1/4 ∈ R/Z.
Proposition 3.2. D[(w, p, a)  (v, q, b)] = D(w, p, a) +D(v, q, b). In particular, the set
of triples {(w, p, a) | D(w, p, a) = 0} is closed under the product operation.
Proof. In the notation of Definition 3.1, we need to prove
(dw + (1/2)p2) + (dv + (1/2)q2) = du+ (1/2)(p + q + ab)2.
The key facts for computing du are that
d(p ∪1 q) = pq + qp
d((p + q) ∪1 (ab)) = (p+ q)ab+ ab(p+ q)
d(a(a ∪1 b)b) = a(ab+ ba)b
d((1/4)AB2) = (2/4)A2B2 = (1/2)a2b2,
and the (non-commutative!) expansion of (1/2)(p + q + ab)2.
Remark 3.3. A second product on C can be defined by replacing the term +AB2/4
in Definition 3.1 by −AB2/4. The map (w, p, a) 7→ (−w, p, a) defines an isomorphism
between these product structures. Thus if one product leads to a group isomorphic
to Hom(Ωspin3 (X),R/Z) then so will the other. It is just a matter of changing the
definition of the evaluation of a triple (w, p, a) on a Spin bordism element.
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But just changing the sign of w is not very interesting. What is far more inter-
esting is the relation of the product formula with the evaluation of triples (0, 0, a) on
f : M → X. Associated to the cohomology class [f∗(a)] = α ∈ H1(M ;Z/2) there is a
Poincare´ dual surface Σα ⊂ M , and a Spin structure on M gives rise to a quadratic
function q : H1(Σα;Z/2) → Z/4 refining the intersection pairing. Such a quadratic
function has a Brown-Arf invariant in Z/8, and we will define our evaluation of (0, 0, a)
on f : M → X to be this Arf invariant. (See §7.1).
The definition of the quadratic function q is geometric and requires making a choice
of whether one counts right-hand twists or left-hand twists in M of certain bands
around curves in Σa. Reversing this choice changes the sign of q and hence of its
Brown-Arf invariant in Z/8. We follow the standard choice of many authors and count
right-hand twists, see for example [1, 3, 5, 6].
One of the most difficult parts of our work was showing that these two choices
coincide with the two choices of products, using +AB2/4 or −AB2/4 in Definition
3.1. Still that leaves the question of which twist choice goes with which sign choice.
It was only after a calculation involving a complicated triangulation of the tangent
circle bundle of S2, denoted TSS
2, that we were able to determine that the Brown-
Arf invariant associated to counting right-hand twists, with a specific Spin structure on
TSS
2, is consistent with our choice of sign +AB2/4 in the product formula of Definition
3.1.
Remark 3.4. As another comment on the product formula, we have discussed in
Section 1.1 replacing our assumed relation dw + (1/2)p2 = 0 by Kapustin’s original
suggestion dw+(1/2)p2+(1/4)A4 = 0. This can be accomplished by replacing (w, p, a)
by (w−(1/8)A3 , p, a) = 0. The product formula in Definition 3.1 can then be rewritten
in terms of triples (w, p, a) satisfying Kapustin’s relation. In this form, the product
becomes more complicated. The term (1/4)AB2 that occurs in the formula for u in
Definition 3.1 gets replaced by the more complicated term
1
4
[(A2 ∪1 B
2)− (A2 +B2)(A ∪1 B)− (A ∪1 B)(A
2 +B2)− (A ∪1 B) d(A ∪1 B))].
This indicates one practical advantage of our relation.
3.2 Natural Operations From Cochains to Cocycles
In several proofs that follow we will need to show that certain cocycles constructed
naturally from cochains are coboundaries. The following lemma provides a very general
method for dealing with these situations.
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Lemma 3.5. Fix integers k ≥ 0 and ℓ ≥ 0 and abelian groups M1, . . . ,Mk and
N1, . . . , Nℓ as well as a group M . Suppose that for each space X we have a func-
tion
ψX(z1, . . . , zk, x1, . . . , xℓ),
taking values in M -cocycles of X and defined for all ordered sets
{z1, . . . , zk, x1, . . . , xℓ}
consisting of singular cocycles of zi with coefficients Mi and singular cochains xj of X
with coefficients Nj . We suppose that for any continuous map f : X → Y we have
f∗ψY (z1, . . . , zk, x1, . . . , xℓ) = ψX(f
∗z1, . . . , f
∗zk, f
∗x1, . . . , f
∗xℓ)
(that is to say ψ is natural for continuous maps). If, for each 1 ≤ i ≤ k, the co-
homology class of z′i equals that of zi in H
∗(X;Mi) then the cohomology class of
ψX(z1, . . . , zk, x1, . . . , xℓ) equals that of ψX(z
′
1, . . . , z
′
k, 0, . . . , 0). In particular, the co-
cycle ψX(z1, . . . , zk, x1, . . . , xℓ) is cohomologous to both
ψX(z1, . . . , zk, 0, . . . , 0) and ψX(z
′
1, . . . , z
′
k, 0, . . . , 0).
Proof. Let j0 and j1 be the inclusions of X into the 0- and 1-end of X × I. Suppose
given (z1, . . . , zk) and (z
′
1, . . . , z
′
k) cocycles in C
∗(X) with zi cohomologous to z
′
i for all
1 ≤ i ≤ k and suppose given cochains (x1, . . . , xℓ). Then, for 1 ≤ i ≤ k, there are
singular cocycles zˆi of X × I with j
∗
0 zˆi = zi and j
∗
1 zˆi = z
′
i and for 1 ≤ i ≤ ℓ, there are
singular cochains xˆi of X × I and with j
∗
0 xˆi = xi and j
∗
1 xˆi = 0 for 1 ≤ i ≤ ℓ. Then by
naturality we have the following equations of cocycles
j∗0ψX×I(zˆ1, . . . , zˆk, xˆ1, . . . , xˆℓ) = ψX(z1, . . . , zk, x1, . . . , xℓ),
and
j∗1ψX×I(zˆ1, . . . , zˆk, xˆ1, . . . , xˆℓ) = ψX(z
′
1, . . . , z
′
k, 0, . . . , 0).
It follows that ψX(z1, . . . , zk, x1, . . . , xℓ) and ψX(z
′
1, . . . , z
′
k, 0 . . . , 0) represent the same
cohomology class in H∗(X).
Remark 3.6. Although the lemma is stated very generally, it is equivalent to the
same statement with specific cohomological dimensions mi, nj, and m assigned to the
cochains zi, xj, and ψX(zi, xj). Let [zi] ∈ H
mi(X;Mi) denote the cohomology class of
zi. Suppose [zi] = [z
′
i]. Then in H
m(X;M)
[ψX(z1, . . . , zk, 0, . . . , 0)] = [ψX(z
′
1, . . . , z
′
k, 0, . . . , 0)] ∈ H
m(X;M).
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Since ψ is natural in X, it follows that ψ determines a natural cohomology operation
ψ :
∏
Hmi(X;Mi) → H
m(X;M). Of course, such operations correspond to elements
of Hm(
∏
K(Mi,mi); M).
As another application of the lemma, suppose there are no zi. Then it follows
that [ψ(x1, . . . , xℓ)] = [ψ(0, . . . , 0)] ∈ H
m(X;M) does not depend on the xj. Applying
naturality to the map from X to a point, one sees that [ψ] ≡ 0 if m > 0. If m = 0, then
[ψ] ≡ µ, the constant degree zero cocycle, for some element µ ∈ M . (Note H0(X;M)
is the set of functions from path components of X to M .) In other words, there are
no non-trivial natural operations from cochains to cohomology.
Remark 3.7. The analogous statement and proof of the lemma hold in the ordered
simplicial case.
3.3 The Definition of the Relations on Triples of Cochains
Here is a preview of things to come. The product defined in §3.1 on C actually induces
a group structure on C. That is, the product is associative and all elements have
inverses. This is difficult to prove directly, but fairly easy using Lemma 3.5 of the
previous section. We will form the quotient of C by a normal subgroup. The subgroup
is the image of another differential D′ with target C, a differential also defined in the
statement of Theorem 1.1,
C′ = C1(Z/2)× C0(Z/2)
D
′
−→ C3(R/Z)× Z2(Z/2)× Z1(Z/2) = C.
We define a group structure on C′ and proveD′ is a group homomorphism whose image
contains the commutator subgroup of C. This is another result in which Lemma 3.5
finesses difficult direct computations. Then D and D′ will become differentials in a
little non-abelian cochain complex,
C′
D
′
−→ C
D
−→ C′′,
whose cohomology is an abelian group. The group G is defined to be the cohomology
of this little cochain complex.
Here is the differential formula for (t, x) ∈ C′ = C1(Z/2)× C0(Z/2).
D′(t, x) = (
1
2
tdt, dt, dx) ∈ C.
Claim 3.8. D ◦D′ = 0.
Proof. This follows because (1/2)d(tdt) = (1/2)(dt)2.
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The coboundariesD′(C′) will evaluate 0 on Spin bordism elements, once we explain
how to evaluate D cocycles on Spin bordism elements. This explains how we will arrive
at a function
G(X) = Ker(D)/Im(D′)→ Hom(Ωspin3 (X),R/Z).
To understand the substructure of the D cocycles generated by the image of D′,
it is important to define a product on the pairs (t, x) so that D′ preserves products.
Here is our product formula on C′.
Definition 3.9. The product of elements (t, x), (s, y) ∈ C′ is defined by
(t, x)  (s, y) = (t+ s+ xdy, x+ y)
Proposition 3.10. C′ is a group and D′ preserves products. That is,
D′[(t, x)  (s, y)] = D′(t, x) D′(s, y).
Proof. Associativity of the product (t, x)(s, y) = (t+ s+xdy, x+ y) on C′ is straight-
forward. We also have inverses in C′, specifically one has (t, x)(t + xdx, x) = (0, 0).
We turn to the statement that D′ preserves products. Equality of the two sides in
the third Z1(Z/2) coordinate is trivial, both are dx+ dy. Almost as easy is equality in
the second Z2(Z/2) coordinate, since d(t + s + xdy) = dt + ds + dxdy. The proof we
give that the first coordinates in C3(R/Z) of the two sides of the equation in Proposi-
tion 3.10 coincide relies on Lemma 3.5. What we will prove is that when we write out
the difference of the first coordinates in this equation, we find that it is a coboundary
dh ∈ C3(R/Z). But coboundaries dh are trivial in C3(R/Z).
Write
D′[(t, x)  (s, y)] = (C1(t, s, x, y), dt + ds+ dxdy, dx+ dy)
and
D′(t, x) D′(s, y) = (C2(t, s, x, y), dt + ds+ dxdy, dx+ dy).
Both C1 and C2 are natural operations defined on cochains t, s, x, y. For C1, from
the definition of D′ (above Claim 3.8) and the definition of the product in C′ (Defini-
tion 3.9), one just sees sums of products of the cochains and their differentials, along
with the coefficient morphism (1/2): H∗(Z/2)→ H∗(R/Z). For C2, from the product
formula in C (Definition 3.1) one also sees terms involving cup1 products and the term
(1/4)(Dx)(Dy)2 , where Dx and Dy are the special integral lifts of dx and dy. But the
special integral lift is a natural cochain operation C∗(Z/2)→ C∗(Z).
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Arbitrary elements in Im(D′) are D-cocycles and arbitrary products of D-cocycles
are D-cocycles, by Claim 3.8 and Proposition 3.2. Thus
dC1 = (1/2)(dt + ds+ dxdy)
2 = dC2.
It follows that
ψ(t, s, x, y) = C1(t, s, x, y) − C2(t, s, x, y)
is a natural operation from cochains (no cocycle variables) to 3-dimensional cocycles
with R/Z coefficients. By Remark 3.6 following Lemma 3.5, the cohomology class
[ψ(t, s, x, y)] = 0 ∈ H3(R/Z) for all t, s, x, y. But this means exactly that C1 − C2 is
always a coboundary and hence is zero in C(R/Z).
3.4 Discussion of Associativity and Inverses
Now we turn to the proof that C is a group.
Proposition 3.11. The product on C is associative and defines a group structure on
this set. The identity element is (0, 0, 0) and the inverse of (w, p, a) is
(w, p, a)−1 = (−w +
1
2
p ∪1 a
2 +
1
4
A3, p+ a2, a).
Also,
(w, p, a)−1 = (w, p, a)3(−4w +
1
2
a3, 0, 0).
Proof. For the inverse statement, we write out the product and do a little canceling
(w, p, a)(−w +
1
2
p ∪1 a
2 +
1
4
A3, p+ a2, a) =
(
1
4
A3 +
1
2
[(p ∪1 p+ a(a ∪1 a)a] +
1
4
A3, 0, 0).
But by (SL4) from Section 11, we have (1/2)p ∪1 p = d(P/4), which is 0 in C
3
(R/Z).
Here, P is the special integral lift of the Z/2 cocycle p. (Alternatively, p∪1 p represents
Sq1(p), which is the Z/2 reduction of the integral Bockstein of p, which is a torsion
integral class.)
Next, (1/2)a(a ∪1 a)a = (1/2)a
3, since a ∪1 a = a, and (2/4)A
3 = (1/2)a3, so
1
4
A3 +
1
2
a(a ∪1 a)a+
1
4
A3 = 0 ∈ C3(R/Z),
proving the inverse statement.
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Another way to find the inverse (after associativity is established!) is to note
(w, p, a)(w, p, a) = (2w +
1
4
A3 +
1
2
a3, a2, 0) = (2w −
1
4
A3, a2, 0).
So then
(w, p, a)4 = (2w −
1
4
A3, a2, 0)(2w −
1
4
A3, a2, 0) = (4w +
1
2
a3, 0, 0).
Therefore (w, p, a)−1 = (w, p, a)3(−4w + (1/2)a3, 0, 0).
For associativity, we need to compare
[(w, p, a)(v, q, b)] (u, r, c) and (w, p, a) [(v, q, b)(u, r, c)].
The third coordinates are (a+ b) + c and a+ (b+ c) respectively, hence coincide. The
second coordinates are p+ q + ab+ r + (a+ b)c and p + q + r + bc+ a(b+ c), respec-
tively, and these also coincide. To complete the proof of associativity in C, we need
to show the first coordinates in the two ways of associating a triple product differ by
a coboundary df ∈ B3(R/Z). We will do this using Lemma 3.5, but we will need the
more sophisticated part of Remark 3.6 concerning cohomology operations defined on
cocycles.
Let C1 and C2 denote the first coordinates of the two ways of associating the triple
products. Since both triple products are D-cocycles, with the same second coordinate,
we have dC1 = dC2. A cursory examination of the product in Definition 3.1 shows that
the only occurrences of w, v, u in the two triple products are (w+v)+u on the left and
w + (u+ v) on the right. Therefore C1 −C2 = ψ(p, a, q, b, r, c) ∈ Z
3(R/Z) is a natural
function of six cocycles p, a, q, b, r, c. By Remark 3.6, [ψ] must be given by a natural
cohomology operation; i.e., by an element in H3((K(Z/2, 2) ×K(Z/2, 1))3; R/Z).
For convenience, we will just call the universal Z/2 classes in the Eilenberg-MacLane
spaces by the same names p, a, q, b, r, c. The R/Z cohomology group of the indicated
product is a Z/2 vector space spanned by the (1/2) images of the classes of degree
3 in Z/2[p, a, q, b, r, c] in the cohomology of the Eilenberg-MacLane spaces. (In R/Z
cohomology, the image of (1/2)Sq1 is (0). Thus Sq1p, Sq1q, Sq1r map to 0. In fact,
Sq1(ab), Sq1(ac), Sq1(bc) also map to 0.) So [ψ] can be expressed as a degree 3 sum of
products of p, a, q, b, r, c, with some redundancy.
It is quite easy to directly use Definition 3.1 to compute the two triple products if
one of the pairs (p, a), (q, b), (r, c) is (0, 0) and see that associativity holds. Therefore
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in these cases [ψ] = 0, hence the terms
pa, pb, . . . , rb, rc, a2b, a2c, b2c, a3, b3, c3
cannot appear in the formula for [ψ]. This leaves only the term abc as a possibility. But
associativity holds, hence [ψ] = 0, when the three elements (w, p, a), (v, q, b), (u, r, c)
coincide. So it cannot be that [ψ] = abc. The only remaining possibility is that [ψ] = 0
and hence C1 − C2 is always a coboundary, as desired.
3.5 Discussion of Commutators and Commutativity
Next we take up the issue of commutativity. First, we observe
(w, p, 0)(v, q, b) = (w + v +
1
2
p ∪1 q, p+ q, b) = (v, q, b)(w, p, 0)(df, 0, 0)},
where f = p ∪2 q. Thus, the elements (w, p, 0) commute with everything in
C = C3(R/Z)× Z2(Z/2)× Z1(Z/2).
We thus have the general product computation
(w, p, a)(v, q, b) = (w, p, 0)(v, q, 0)(0, 0, a)(0, 0, b).
Also (w, p, 0)−1 = (−w, p, 0). The commutator of two arbitrary elements (w, p, q) =
(w, p, 0)(0, 0, a) and (v, q, b) = (v, q, 0)(0, 0, b) is then seen to be
(0, 0, a)(0, 0, b)(0, 0, a)−1 (0, 0, b)−1.
We also know (0, 0, a)−1 = ((1/4)A3, a2, a). We have proved the first result below.
Proposition 3.12. The most general basic commutator in C is
(w, p, a)(v, q, b)(w, p, a)−1(v, q, b)−1 = (0, 0, a)(0, 0, b)(0, 0, a)−1 (0, 0, b)−1
= (0, 0, a)(0, 0, b)(
1
4
A3, a2, a)(
1
4
B3, b2, b)
Proposition 3.13. In C3(R/Z)× Z2(Z/2) × Z1(Z/2) one has
(0, 0, a)(0, 0, b) = (dg +
1
2
sds, ds, 0)(0, 0, b)(0, 0, a)
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with s = a ∪1 b ∈ C
1(Z/2) and some g ∈ C2(R/Z). Thus, in the group
C = C3(R/Z)× Z2(Z/2)× Z1(Z/2)
the basic commutator of Proposition 3.12 is
((1/2)(a ∪1 b)d(a ∪1 b), d(a ∪1 b), 0) = D
′(a ∪1 b, 0).
In particular, the image of D′ contains the commutator subgroup of C.
Proof. We have
(0, 0, a)(0, 0, b) = (C1, ab, a+ b) and (0, 0, b)(0, 0, a) = (C2, ba, b+ a)
for certain natural cochain functions C1(a, b), C2(a, b) ∈ C
3(R/Z) given by the product
formula in C (Definition 3.1). Since d(a ∪1 b) = ab + ba, it is easy to see that with
s = a ∪1 b we have for some C = C(a, b)
((1/2)sds, ds, 0) (0, 0, b) (0, 0, a) = (C, ab, a + b).
All terms are D-cocycles, hence dC1 = (1/2)(ab)
2 = dC ∈ C4(R/Z). Therefore,
ψ(a, b) = C1(a, b)−C(a, b) defines a natural R/Z-cocycle valued function of the cocycles
a, b ∈ H1(Z/2). By Lemma 3.5, ψ must be a universal cohomology operation. The
only possibilities are Z/2 linear combinations of the classes
(1/2)a3, (1/2)a2b = (1/2)ab2, (1/2)b3 ∈ H3(K(Z/2, 1) ×K(Z/2, 1);R/Z).
But if either a or b is 0, the commutator is 0. Also if a = b the commutator is 0.
Therefore, the only possibility is [ψ] = 0, which says ψ is always a coboundary as
asserted in the proposition.
Corollary 3.14.
C
{D′(t, 0)}
=
C3(R/Z)× Z2(Z/2)× Z1(Z/2)
{D′(t, 0)}
is an abelian group.
Proof. The left side is the group C divided by a subgroup containing commutators.
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3.6 The Definition of the Group G = G(X)
We can now officially define the (compact) abelian group G that is our main object of
study. We have constructed a cochain complex
C1(Z/2) × C0(Z/2)
D
′
−→ C3(R/Z)× Z2(Z/2) × Z1(Z/2)
D
−→ C4(R/Z)
of (compact) non-abelian groups.
Definition 3.15.
G =
Ker(D)
Im(D′)
=
{(w, p, a) ∈ C | dw + (1/2)p2 = 0}
{D′(t, x)}
Since Im(D′) contains commutators it is a normal subgroup of Ker(D) with an
abelian quotient.
Summarizing the construction, we begin with triples
(w, p, a) ∈ C3(R/Z)× Z2(Z/2) × Z1(Z/2)
satisfying dw + (1/2)p2 = 0. We have the product
(w, p, a)  (v, q, b) = (u, p+ q + ab, a+ b) where
u = w + v +
1
2
[
p ∪1 q + (p+ q) ∪1 (ab) + a(a ∪1 b)b
]
+
1
4
AB2.
Work modulo all elements {(df, 0, 0)} and get a group. Divide further by the subgroup
consisting of all elements {(1/2)tdt, dt, 0)} and get an abelian group. Finally divide
by the subgroup consisting of all elements {(1/2)tdt, dt, dx)} and that produces the
group G.
4 A Filtration of Group G
4.1 The Filtration and the Successive Quotients
Define a filtration of our group, G ⊃ G1 ⊃ G2 ⊃ 0, by
G = {(w, p, a)} ⊃ G1 = {(w, p, 0)} ⊃ G2 = {(w, 0, 0)} ⊃ (0, 0, 0).
The notation here for the subgroups means the elements of G represented by triples
(w, p, a) with 0 entries where indicated. Now it is trivial from what we have done
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that G1 and G2 are subgroups. The important point is to clarify their structure and
compute the successive quotients in the filtration.
We will see that the successive quotients are exactly the same as the successive
quotients in Section 2.1 arising from the Atiyah-Hirzebruch filtration F ⊃ F 1 ⊃ F 2 ⊃ 0
of the Pontrjagin dual of Ωspin3 (X). That is,
G2 ∼= H3(R/Z) G1/G2 ∼= SH2(Z/2) G/G1 ∼= H1(Z/2),
where SH2(Z/2Z) = {p] ∈ H2(Z/2Z) | (1/2)[p]2 = 0 ∈ H4(R/Z)}.
Recall we work with triples
(w, p, a) ∈ C = C3(R/Z)× Z2(Z/2)× Z1(Z/2).
Triples representing elements of G satisfy D(w, p, a) = dw + (1/2)p2 = 0 ∈ C4(R/Z).
Triples representing the identity element of G are exactly the triples of the form
((1/2)tdt, dt, dx).
Proposition 4.1. The map (w, 0, 0) 7→ [w] defines an isomorphism G2 → H3(R/Z).
Proof. The result is immediate from the following two facts. First, (w, 0, 0) ∈ Ker(D)
if and only if dw = 0. Second, (w, 0, 0) ∼ (0, 0, 0) ∈ G2 if and only if it is in the image of
D′ if and only if (w, 0, 0) = ((1/2)tdt, dt, dx) ∈ C if and only if (w, 0, 0) = (0, 0, 0) ∈ C
if and only if w = 0 ∈ C
3
(R/Z).
Proposition 4.2. The map G1/ G2 → SH2(Z/2) defined by (w, p, 0) 7→ [p] is an
isomorphism.
Proof. The map is certainly well-defined since relations ((1/2)tdt, dt, 0) in G1 and ele-
ments of G2 map to 0. The map is surjective by definition of SH2(Z/2). An element
of the kernel would be (w, dt, 0), with dw + (1/2)(dt)2 = 0. The element (w, dt, 0) is
equivalent to
(w, dt, 0)((1/2)tdt, dt, 0) = (w + (1/2)tdt, 0, 0) ∈ G2.
Proposition 4.3. The map G/G1 → H1(Z/2) defined by (w, p, a) 7→ [a] is an isomor-
phism.
Proof. The map is well-defined since relations ((1/2)tdt, dt, dx) and elements of G1
map to 0. It is obviously surjective since (0, 0, a) 7→ [a]. An element in the kernel
would be (w, p, dx) = (w, p, 0)(0, 0, dx) ≡ (w, p, 0) ∈ G1.
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4.2 The Extensions for the Filtration
We can easily describe the structure of the extension
0→ SH2(Z/2) = G1/G2 → G/G2 → G/G1 = H1(Z/2)→ 0.
Consider the abelian group SH2(Z/2) ⋉H1(Z/2) defined as
SH2(Z/2)×H1(Z/2) with product ([p], [a])([q], [b]) = ([p] + [q] + [a][b], [a] + [b]).
Essentially the same proof as that of Proposition 4.2 gives the following.
Proposition 4.4. The map G/G2 → SH2(Z/2) ⋉ H1(Z/2) defined by (w, p, a) 7→
([p], [a]) is an isomorphism.
We next characterize the extension
0→ H3(R/Z) = G2 → G1 → G1/G2 = SH2(Z/2)→ 0.
It follows directly from our construction of G that
G1 ≃
{(w, p) ∈ C
3
(R/Z)× Z2(Z/2)|dw = (1/2)p2}
{(1/2)tdt, dt)}
.
The product is given by (w, p)(v, q) = (w + v + (1/2)p ∪1 q, p+ q).
In general, if V is a Z/2 vector space then isomorphism classes of extensions
0→ K → E → V → 0
correspond bijectively to homomorphisms α : V → K/2K. The correspondence is
defined as follows. Given an extension, lift v ∈ V to vˆ ∈ E and set α(v) = 2vˆ ∈ K/2K.
In our case, we lift p ∈ SH2(Z/2) to (w, p) ∈ G1. We have (w, p)(w, p) = (2w, 0). If
b : H3(R/Z)→ H4(Z/2) is the Bockstein for the coefficient sequence
0→ Z/2
1/2
−−→ R/Z
2
−→ R/Z→ 0,
we have b(2w) = p2. We conclude the following.
Proposition 4.5. The characteristic homomorphism for the extension
0→ H3(R/Z)→ G1 → SH2(Z/2)→ 0
is given by α(p) = b−1(p2) ∈ H3(R/Z)/2H3(R/Z).
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4.3 The Group G as an Extension
We now want to examine the extension
0→ G1 → G→ H1(Z/2)→ 0
of Proposition 4.3 in greater detail. It turns out that the element represented as (0, 0, a)
in our group G depends only on the cohomology class a ∈ H1(Z/2). This is the content
of the proposition below.
Proposition 4.6. (0, 0, a) ≡ (0, 0, a + dx) (mod image(D′)).
Proof. Note d(ax) = adx. Using a relation in G, we get
(0, 0, a) ≡ (0, 0, a)  ((1/2)axd(ax), d(ax), dx) = (C, 0, a + dx)
where C = C(a, x) ∈ C3(R/Z) is a natural cochain operation given in Definition 3.1.
We want to prove C is a coboundary. Since all elements are D-cocycles, we have
dC = 0. By Lemma 3.5, we know that C(a, x) and C(a, 0) are cohomologous. But if
x = 0, obviously C = 0. Thus, C(a, x) is always a coboundary.
It follows that products (0, 0, a)(0, 0, b) ∈ G only depend on [a], [b] ∈ H1(Z/2). We
can now give a group extension cocycle
z(α, β) : H1(Z/2)×H1(Z/2)→ G1
for the extension
0→ G1 → G→ H1(Z/2)→ 0.
Recall in group G we have the computations
(w, p, a)(v, q, b) = (w, p, 0)(0, 0, a)(v, q, 0)(0, 0, b) = (w, p, 0)(v, q, 0)(0, 0, a)(0, 0, b)
and (0, 0, a)(0, 0, b) = ((1/2)a(a ∪1 b)b+ (1/4)AB
2, ab, 0)(0, 0, a + b).
As in the previous section, we will abbreviate names for elements of G1 as pairs (w, p),
rather than (w, p, 0).
Proposition 4.7. With (w, p), (v, q) ∈ G1 and α, β ∈ H1(Z/2), we have that the group
G is isomorphic to the set G1 ×H1(Z/2), with the product
((w, p), α)((v, q), β) = ((w, p)(v, q)z(α, β), α + β)
where z(α, β)) ∈ G1 is represented by ((1/2)a(a ∪1 b)b + (1/4)AB
2, ab). Here a and b
are any cocycle representatives for α and β, respectively.
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Proposition 4.7 yields a method for constructing (continuous) homomorphisms
G→ K, where K is a (compact) abelian group.
Proposition 4.8. A homomorphism ρ : G→ K is equivalent to a pair consisting of a
homomorphism ρ1 : G1 → K and a function λ1 : H1(Z/2)→ K that satisfy
λ1(α) + λ1(β) = λ1(α+ β) + ρ1((1/2)a(a ∪1 b)b+ (1/4)AB
2, ab) ∈ K.
In the notation of Proposition 4.7, the homomorphisms are related by
ρ((w, p), α) = ρ1((w, p)) + λ1(α).
Map ρ is continuous if and only if ρ1 and λ1 are continuous.
It is both interesting and useful to know when an element [a] ∈ H1(Z/2) lifts
to an element of G of order 2 or to an element of order 4. It is easy to compute
(0, 0, a)8 = (0, 0, 0).
Proposition 4.9. (i) [a] ∈ H1(Z/2) lifts to an element of order 2 in G if and only if
[a]2 = 0
(ii) [a] ∈ H1(Z/2) lifts to an element of order 4 in G if and only if [a]2 6= 0 and
P ([a]2) = 2[p]2 ∈ H4(Z/4) for some p ∈ SH2(Z/2). (Here P is the Pontrjagin square
and 2 is the coefficient morphism Z/2 → Z/4. In particular, it is necessary but not
sufficient that [a]4 = 0.)
Proof. (i) We have (w, p, a)2 = (2w − (1/4)A3, a2, 0). For this element to represent
(0, 0, 0) ∈ G, it is first necessary that a2 = dt. Conversely, if a2 = dt then (0, 0, a)2 =
((1/2)tdt− (1/4)A3 , 0, 0) ∈ G. The element w = (1/2)tdt− (1/4)A3 is an R/Z cocycle.
If [w] = 2[v] ∈ H3(R/Z), then (−v, 0, a)2 = (0, 0, 0).
A class [w] ∈ H3(R/Z) is divisible by 2 if and only if its integral Bockstein
is divisible by 2. Since [a]2 = 0, we can write dT = A2 + 2Z for some integral
2-cocycle Z. The integral Bockstein of (1/2)tdt − (1/4)A3 is then represented by
(1/2)(A2 +2Z)2− (1/2)A4 = A2Z +ZA2 +2Z2 which is clearly divisble by 2 in coho-
mology. This competes the proof of (i).
(ii) (w, p, a)4 = (4w − (1/2)A3, 0, 0) ∈ G. Thus, given that [a]2 6= 0, we can lift [a]
to an element of order 4 if and only if for some choice of p ∈ SH2(Z/2), the integral
Bockstein β[2(2w) − (1/2)A3] ∈ H4(Z) is divisible by 4. This integral Bockstein is
represented by 2β(2w) − A4. The mod 2 reduction of β(2w) is [p]2. The mod 4
reduction of 2β(2w)−A4 is then seen to be 2[p]2 −P ([a]2), which completes the proof
of (ii).
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Suppose X is a space with finitely generated integral homology in dimensions less
than five. It is a fair question if given enough information about low dimensional
cohomology ofX with various coefficients, including products, is it possible to explicitly
write G(X) as a finite direct sum of R/Z’s and finite cyclic abelian groups. The
answer is yes, but we will not carry out such an analysis, and we emphasize that such
direct sum decompositions while explicitly computable are not natural. The results of
Propositions 4.4, 4.5, and 4.7 above completely characterize all the groups considered
in this section, and the extensions, in an invariant functorial manner.
5 Functoriality Properties of the Groups G(X)
The construction of the group G(X) is based in the singular cochain complex S∗(X).
The Alexander-Whitney diagonal approximation commutes with f∗ : S∗(Y ) → S∗(X)
induced by maps f : X → Y . All cup and cupi products also commute with f
∗.
Therefore, a simple inspection of our product operation on cochain triples and the
relation map D′ shows that each stage of our construction is functorial. So we do get
functorial homomorphisms f∗ : G(Y ) → G(X), for all continuous maps f : X → Y .
Moreover, with the compact topologies induced by the compact topologies on cochain
groups, f∗ : G(Y )→ G(X) is a continuous homomorphism of compact abelian groups.
Thus we have proved:
Proposition 5.1. G is a functor from the category of topological spaces and continuous
maps to the category of compact abelian groups. Furthermore, the filtration of G(X)
given in §4 is functorial and the identifications of the associated gradeds with subgroups
of cohomology given in that section are natural transformations.
Although S∗(X) is easy to define, a certain subcomplex of S∗(X) is more natural for
many purposes. Specifically, there is the reduced singular complex S∗r (X) ⊂ S
∗(X),
which consists of singular cochains that vanish on degenerate singular n-simplices
∆n → X. (A degenerate singular simplex is one that factors through a linear projec-
tion ∆n → ∆k induced by a non-decreasing surjective function (0, 1, ..., n) → (0, 1, ...k),
with k < n.) The inclusion S∗r (X) ⊂ S
∗(X) induces a functorial isomorphism of all
cohomology groups because the subcomplex of the singular chain complex generated by
degenerate singular simplices is acyclic. The inclusion S∗r (X) ⊂ S
∗(X) also commutes
with ∪i products. Thus we get another functorial construction of a group Gr(X) and
a natural homomorphism Gr(X)→ G(X). We will see below that this homomorphism
is an isomorphism.
But one of our important goals was to produce a finitely computable theory. So
we also want to use some smaller cochain complexes defined for simplicial complexes
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X. The Alexander-Whitney diagonal requires a partial ordering of vertices, with the
property that the vertices of each simplex are totally ordered. Then n-simplices are
identified with the standard simplex ∆n = (0, 1, 2, · · · , n). We are calling simpli-
cial complexes with this extra structure ordered simplicial complexes. Allowed maps
X → Y are ordered simplicial maps, those such that on each simplex of X the map on
the vertices is non-decreasing. The first barycentric subdivision X ′ of any simplicial
complex always has this structure. Vertices of X ′ are barycenters of simplices of X, so
they can be partially ordered by the face relation in X, or simply by labeling vertices
of X ′ by the dimension of simplices in X. The first barycentric subdivision X ′ → Y ′
of any simplicial map X → Y is an ordered simplicial map.
It is useful to have some notation for an ordered simplicial structure on a space X.
We will write [X] to mean an ordered simplicial complex. Then [X] 7→ X becomes
a forgetful functor. As in the singular case, there are two chain complexes associated
to an ordered simplicial complex [X]. There is a large complex C∗([X]) with basis of
Cn given by all non-decreasing sequences of vertices v0 ≤ v1 ≤ · · · ≤ vn that span a
simplex of [X] of some dimension k ≤ n. There is also the more standard complex
Cr∗([X]) with basis of C
r
n given by just the non-degenerate n-simplices. There is an
obvious surjection of chain complexes C∗([X])→ C
r
∗([X]) with kernel the subcomplex
generated by degenerate simplices. The degenerate complex is acyclic. Passing to du-
als, there is an injection C∗r ([X]) ⊂ C
∗([X]) with image consisting of cochains on the
full complex that vanish on degenerate simplices. Acyclicity of the degenerate complex
implies C∗r ([X]) ⊂ C
∗([X]) induces functorial isomorphisms of all cohomology groups.
Note this situation is closely parallel to the singular complexes S∗r (X) ⊂ S
∗(X). Cupi
products are defined in both combinatorial complexes and the maps preserve products.
All the constructions of our group G(X) can be carried out in both complexes C∗r ([X])
and C∗([X]). If we want absolute invariants on the simplicial category we can work
with the first barycentric subdivision X ′, with its natural partial vertex ordering.
If [X] is an ordered simplicial complex there is a simple but important relation
between the singular complexes and the combinatorial complexes. Namely, a com-
binatorial simplex of [X], viewed as a map ∆n → X, is an element of the singular
complex of space X. So there is a tautologous inclusion of chain complexes C∗([X]) ⊂
S∗(X). This inclusion induces surjections of cochain complexes S
∗(X)→ C∗([X]) and
S∗r (X)→ C
∗
r ([X]), which just amount to restricting singular cochains to the combina-
torial simplices of [X]. By a slight abuse of notation, we will agree that if c ∈ S∗(X) is
a singular cochain, which is thus a function defined on all singular simplices of X, and
if [X] is an ordered simplicial structure on space X, then we will use the same symbol
c ∈ C∗([X]) to designate the tautologous restriction of c to combinatorial simplices of
[X]
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If [X] is an ordered simplicial complex there is now a natural diagram of cochain
complexes and continuous homorphisms
S∗r (X) →֒ S
∗(X)
↓ ↓
C∗r ([X]) →֒ C
∗([X]).
(5.1)
The horizontal and vertical arrows have already been discussed. The diagram com-
mutes. All the arrows induce isomorphisms of cohomology groups and rings. For the
horizontal arrows, this follows from the acyclicity of the complexes spanned by degen-
erate simplices. For the vertical arrows, this follows from the well known equivalence
of simplicial and singular homology theories. Cupi products are defined in all four
complexes and commute with the maps. The diagram is natural, that is, it commutes
with the maps induced by ordered simplicial maps. We deduce from this diagram of
cochain complexes a natural commutative diagram of compact groups and continuous
homomorphisms, for any ordered simplicial complex [X]
Gr(X) → G(X)
↓ ↓
Gr([X]) → G([X]).
(5.2)
Moreover, all the filtrations and isomorphisms in Section 4 become natural functo-
rial parts of these four group structures. Although there may be quite a few things to
check, this is all rather easy.
Let us reap some consequences.
Proposition 5.2. For all spaces X, the top horizontal homomorphism in Diagram 5.2
is an isomorphism. For ordered simplicial complexes [X], all four homomorphisms in
Diagram 5.2 are isomorphisms of filtered topological groups. Thus all four groups are
identified with the singular complex version G(X). The entire diagram is functorial on
suitable categories of spaces, complexes, and maps.
Proof. Just use the fact that our filterings G(X) ⊃ G1(X) ⊃ G2(X) ⊃ 0 constructed
from any suitable cochain complex are natural, that is, suitable maps between cochain
complexes induce filtration preserving maps of the corresponding G groups. The suc-
cessive quotients in the filterings are various cohomology groups, identified in Section 4.
The cohomology groups, in all dimensions with arbitrary coefficients, of the four com-
plexes in Diagram 5.1 are naturally isomorphic. Filtration preserving maps that induce
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isomorphisms on successive quotients are themselves isomorphisms, by repeated appli-
cation of the 5-Lemma.
We point out that the cochain complex C∗r ([X]) is by far the smallest of the cochain
complexes here, hence from a direct computational point of view for finite complexes
the group Gr([X]) is the most palatable. The bases of various cochain groups used in
the construction ofGr([X]) correspond to simplices of [X] of the appropriate dimension.
Another simple filtration argument proves the following.
Proposition 5.3. Suppose f : X → Y is a map inducing homology isomorphisms in
dimensions less than or equal to three and a surjection on H4(Z). Then f
∗ : G(Y )→
G(X) is an isomorphism.
Thus, for complexes X, up to isomorphism G(X) only depends on the homotopy
type of the four skeleton of X. But we still want to know that G(X) is a homotopy
functor.
Proposition 5.4. Suppose F = ft : X × I → Y is a homotopy between maps
f0, f1 : X → Y.
Then f∗0 = f
∗
1 : G(Y )→ G(X).
Proof. The slices it : X = X × {t} → X × I, along with the projection p : X × I → X,
all induce isomorphisms of G’s, by Proposition 5.3. The compositions
i∗t p
∗ : G(X)→ G(X × I)→ G(X)
are all identity maps. Because p∗ is an isomorphism, the maps i∗t must coincide,
0 ≤ t ≤ 1. By looking at the compositions F ◦ it : X → X × I → Y the proposition
now follows easily. (This is a well-known argument for any functor H(X) that converts
homotopy equivalences to isomorphisms.)
Corollary 5.5. G is a functor from the homotopy category to the category of compact
abelian groups.
Corollary 5.6. Suppose [X] and [Y ] are two ordered simplicial complexes and
f0, f1 : [X]→ [Y ]
are two ordered simplicial maps that are topologically homotopic. Then
f∗0 = f
∗
1 : Gr([Y ])→ Gr([X]).
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Proof. Use Propositions 5.2 and 5.4 and the fact that the various group isomorphisms
are functorial in X.
We have seen that for an ordered simplicial complex [X], the maps in Diagram 5.2
induce a canonical identification G(X) = Gr([X]). A variant of the corollary allows us
to see that with respect to these identifications, any order preserving simplicial map
[X1] → [X0] between triangulations of X that is homotopic to the identity, induces
the identity map Gr([X0])→ Gr([X1]). For example, this includes all order preserving
maps between different triangulations of X that are simplicial approximations of the
identity. Of course the cocycle and cochain arithmetic underlying Gr([X]) for different
combinatorial structures is very different, just as in the classical cohomology theory of
complexes. But they all yield the same group G up to canonical isomorphisms.
In the family of order preserving simplicial maps homotopic to the identity are
the following interesting examples. With [X] an ordered complex, consider the first
barycentric subdivision [X ′] of [X], with its natural vertex partial order. Then there
is a unique order preserving map f : [X ′] → [X] such that each vertex v ∈ [X ′] maps
to a vertex of the simplex σ(v) of [X] corresponding to v. Namely, f(v) must be the
greatest vertex of σ(v). It follows that the very explicit map f∗ : Gr([X]) → Gr([X
′])
is the canonical identification obtained by comparing both to the singular G(X). Also,
the canonical identification of the groups defined by two different ordered structures on
the same simplicial complex, is explicitly given by comparing both to the barycentric
subdivision.
Suppose given two ordered simplicial structures [X0] and [X1] on the same space
X. It makes sense to ask when do two elements (wj , pj, aj) ∈ Gr([Xj ]) coincide under
the canonical identification of the two groups? The above paragraph gives an answer
in terms of barycentric subdivisions and simplicial approximations of the identity. But
if the two simplicial structures have a common subdivision there is another answer.
Given two triangulations with isomorphic subdivisions, there exist triangulations of
I ×X extending the given triangulation on ∂I ×X.
Proposition 5.7. Fix two cochain representatives of elements (wj , pj, aj) ∈ Gr([Xj ]),
j = 0, 1. Then these elements coincide under the canonical identifications of the groups
Gr([Xj ]) if and only if for every ordered simplicial structure [I ×X] that extends the
two structures [X0] and [X1] on 0×X and 1×X, respectively, there exists an element
(w, p, a) ∈ Gr([I × X]) so that at the level of representative cochains (w, p, a)|[Xj ] =
(wj , pj , aj), j = 0, 1.
Proof. The ‘if’ direction is trivial, since the homotopy equivalences between [X0], [X1]
and [I×X] provide the canonical identifications of G-groups. For the converse, the pro-
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jection I×X → X along with comparison of the singular theory to the simplicial theory,
provides an element (w′, p′, a′) ∈ Gr([I ×X]) that restricts to (wj, pj , aj) ∈ Gr([Xj ]),
j = 0, 1. We don’t yet have equality at the cochain level. But if at the cochain level
(w′, p′, a′)|[Xj ] = (wj , pj , aj)((1/2)tjdtj , dtj , dxj), choose reduced simplicial cochains t, x
on [I × X] that extend tj , xj, j = 0, 1. Clearly (w, p, a) = (w
′, p′, a′)((1/2)tdt, dt, dx)
restricts exactly to (wj , pj, aj) on the ends [Xj ].
6 The Pairing G(X)× ΩSpin3 (X)→ R/Z
The goal of the next three sections is to produce an explicit continuous bilinear pairing
G(X)× ΩSpin3 (X)→ R/Z,
one whose adjoint determines a functorial identification
ρ : G(X)→ Hom(Ωspin3 (X),R/Z)
that establishes Theorem 1.2. In this section we define a continuous bilinear pairing
G1(X)× Ωspin3 (X)→ R/Z.
whose adjoint is a continuous homomorphism
ρ1 : G1(X)→ Hom(Ωspin3 (X),R/Z).
In the next section we define a continuous pairing
H1(X;Z/2) ×Ωspin3 (X)→ R/Z
which is linear in the second variable (but not in the first), whose adjoint is a continuous
function
λ1 : H1(X;Z/2)→ Hom(Ωspin3 (X),R/Z).
In Section 8 we show that ρ1 and λ1 satisfy the compatibility condition given in Propo-
sition 4.8. It then follows from Proposition 4.8 that
ρ : G(X)→ Hom(Ωspin3 (X),R/Z)
defined by
ρ(w, p, a) = ρ1(w, p, 0)λ1(a) (6.1)
is a continuous homomorphism. Invoking the filtrations from § 2 we show that ρ is an
isomorphism of (compact) topological abelian groups.
Here is the result that we shall establish.
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Theorem 6.1. The pairing
G(X) × Ωspin3 (X)→ R/Z
whose adjoint is ρ is given as follows. Let (w, p, a) represent an element of G(X) and
let f : M → X represent an element of Ωspin3 (X). There is an ordered simplicial map
ϕ : M → S2, a reduced singular cocycle u on S2, and a 1-cochain t on M such that
f∗p+ dt = ϕ∗u. Then,
〈(w, p, a), (M,f)〉 = Arf(M,f∗a) +
1
2
[Spin(Z)] +
∫
M
[
f∗w + (1/2)
(
(f∗p ∪1 dt) + tdt
)]
where Arf(M,α) ∈ (1/8)Z/Z is Arf invariant of the Pin− bordism class of a surface
in M Poincare´ dual to the cohomology class of α and where Z is the preimage under
ϕ of the barycenter of a 2-simplex in S2.
Remark 6.2. Note that using the notation of the theorem, we have in G1(M)
(f∗w, f∗p, f∗a) = (f∗w, f∗p, f∗a)((1/2)tdt, dt, 0)
= (f∗w + (1/2)(f∗p ∪1 dt+ tdt), ϕ
∗u, f∗a).
6.1 The Definition of ρ1
Let M be a closed, Spin 3-manifold. Then any [p] ∈ H2(M ;Z/2) lifts to an integral
class. This class is represented by a map M → CP 2 which for dimension reasons can
be factored through a map ϕ : M → CP 1. Such a map ϕ represents an element in
Ωspin3 (CP
1) ∼= Ω
spin
1 = Z/2. The identification sends ϕ to the Spin bordism class of
the pre-image, Z, of any generic value z of any map ϕ′ homotopic to ϕ and smooth in
a neighborhood of Z. The Spin bordism class is denoted [Spin(ϕ)] and also [Spin(Z)].
[This preimage is a compact 1-manifold with a normal trivialization in M induced
from the normal trivialization of z in CP 1. The Spin structure on M and this normal
trivialization for Z determine a Spin structure on Z.] Thus, ϕ : M → CP 1 records
more than the integral cohomology class of Z; it also records the framing which is an
extra element in Z/2, which is the Spin bordism class determined by the framing.
On the other hand, Ωspin3 (CP
2) = 0 and hence any map ϕ : M → CP 2 bounds a
compact Spin manifold F : W → CP 2. It follows that given a 2-cocycle p on M there
is a compact Spin 4-manifold W and a 2-cocycle P on W such that P |M = p. These
remarks lead us to our two definitions of the value of a triple (w, p, 0) representing
an element of G1(X) on a Spin bordism representative f : M → X. Of course by
naturality it suffices for each Spin 3-manifold M , to give the value on an element in
G1(M) on the identity map M →M , considered as representing a Spin bordism class
of M .
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Definition 6.3. LetM be a compact Spin 3-manifold. Any triple (w, p, 0) representing
an element of G1(M) is equivalent to a triple (w′, p′, 0) with the property that p′ = ϕ∗u
for some ordered simplicial map ϕ : M → CP 1 and a reduced singular cocycle u on
CP 1 representing the non-trivial Z/2 cohomology class. We set
〈(w, p, 0), (M, Id)〉1 =
1
2
[Spin(ϕ)] +
∫
M
w′.
For (w, p, 0) representing an element of G1(X) and f : M → X representing an element
of Ωspin3 (X) we define
〈(w, p, 0), (M,f)〉1 = 〈(f
∗w, f∗p, 0), (M, Id)〉1.
The second definition was proposed by Kapustin.
Definition 6.4. LetM be a compact Spin 3-manifold. Fix an ordered triangulation of
M . Let (w, p, 0) represent an element of G1(M). Let W be a compact Spin 4-manifold
with boundary M and let P be a 2-cocycle on W whose restriction to M is p. Then
〈(w, p, 0), (M, Id)〉2 =
1
2
∫
W
P 2 +
∫
M
w.
To evaluate the integral of P 2 over W we choose a relative fundamental cycle for W
extending the fundamental cycle of M that is the sum of the 3-simplices of the given
ordered triangulation.
For (w, p, 0) representing an element of G1(X) and f : M → X representing an
element of Ωspin3 (X) we define
〈(w, p, 0), (M,f)〉2 = 〈(f
∗w, f∗p, 0), (M, Id)〉2.
It is not clear at this point that either definition gives a well-defined pairing of
G1(X) with Ωspin3 (X), nor is it clear that they give the same pairing. We shall establish
all these facts.
6.2 Preliminary Remarks
Suppose thatW is a compact, oriented 4-manifold with boundaryM and suppose that
F : (W,M)→ (CP 2,CP 1) is a continuous map. Fix a 2-sphere S ⊂ CP 2 meeting CP 1
transversally in a single point z. Deforming F by a homotopy of pairs allows us to
assume that the map of pairs is transverse to S. By this we mean that F is smooth
in a neighborhood of the preimage of S, that F |M is transverse to z ∈ S
2, and that
F is transverse to S. Let Z ⊂ M be F−1(z) and let Σ ⊂ W be F−1(S). Then Σ
is a compact oriented surface meeting M normally in Z, which is its boundary. As
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before, the normal bundle of Z ⊂ M is trivialized. The group H4(CP
2,CP 1;Z) is
identified with Z with generator the image of the fundamental class of CP 2 associated
with the complex orientation. The map F∗ : H4(W,M ;Z) → H4(CP
2,CP 1;Z) sends
the relative fundamental class of (W,M) to a multiple of this generator. This multiple
is the relative degree of F . It is also the number of points counted with sign in the
preimage under F of a generic point in CP 2 \ CP 1.
Claim 6.5. Suppose that U1 and U2 are singular integral 2-cocycles on CP
2, each
representing the cohomology class Poincare´ dual to CP 1, with the property that the
cocycle (U1 · U2)|CP 1 vanishes. Then
∫
W F
∗U1 · F
∗U2 is the relative degree of F .
Proof. U1 ·U2 is a relative cocycle on (CP
2,CP 1) and its cohomology class evaluates 1
on the fundamental cycle of CP 2. Thus, its pullback to (W,M) evaluated on a relative
fundamental class of (W,M) is the relative degree of the map F .
Remark 6.6. Claim 6.5 holds for ordered simplicial cocycles U1, U2 if F is an ordered
simplicial map.
Definition 6.7. Let F : (W,M) → (CP 2,CP 1) be transverse to S with preimage Σ
meeting M in Z. We define the relative self-intersection of Σ to be the intersection
number of Σ with a section Σ′ of the normal bundle of Σ ⊂ W , a section that is
generic in the family of all smooth sections constant over Z with respect to the given
trivialization of the normal bundle of Z ⊂M .
Claim 6.8. Fix F : (W,M) → (CP 2,CP 1). Let F ′ be a homotopic map of pairs that
is smooth and transverse to S with Σ = (F ′)−1(S). The relative degree of F is equal
to the relative self-intersection of Σ
Proof. Fix a point x ∈ S which is a generic value for F ′|Σ. Then there is a small 4-ball
B centered at x such that the restriction of F ′ to (F ′)−1(B) =
∐
iBi is a (trivial)
covering projection. We associate to each Bi the sign that is the local degree of F
on Bi. Choose S
′ to be a generic section of the normal bundle of S vanishing only
at x. Let Σ′ = (F ′)−1(S′). It is a generic section of the normal bundle of Σ in W , a
section that is constant (in the given trivialization) on the boundary. Clearly, Σ ∩ Σ′
is contained in (F ′)−1(B) and has one point, a point of transverse intersection, in each
Bi. The sign of the intersection at that point is the local degree of F on Bi. It follows
that Σ · Σ′ is the relative degree of F ′ which is the relative degree of F .
Now we assume that W is Spin and relate the relative self-intersection to the Spin
bordism class determined by the boundary.
Lemma 6.9. LetW be a compact Spin 4-manifold and let F : (W,M)→ (CP 2,CP 1) be
transverse to S with pre-image Σ with boundary Z. Then the relative self-intersection
of Σ reduced modulo two is equal to [Spin(Z)].
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Proof. Denote by T the trivialization of the normal bundle of Z induced by F . There
is another trivialization of this normal bundle, denoted T ′, which extends to a normal
framing of the union of the non-closed components of Σ. The difference between T
and T ′ is a map Z → SO(2) and it represents an element in H1(SO(2)) = Z. Since W
is Spin every closed component of Σ has even self-intersection. Hence, the difference
element between T and T ′ is equal modulo 2 to the relative self-intersection of Σ
(with respect to the trivialization T ). On the other hand, the Spin structure of Z
induced by the trivialization T ′ bounds the Spin manifold consisting of the non-closed
components of Σ with Spin structure induced by the extension of T ′. Hence, the Spin
bordism class of Z determined by the normal trivialization T ′ is trivial. Changing the
normal trivialization by a map of Z → SO(2) changes the Spin bordism class of Z
by the class represented by Z → SO(2) ⊂ SO(3) in H1(SO(3);Z) = Z/2. Thus, the
Spin bordism class of Z determined by T is equal to the relative self-intersection of Σ
modulo 2.
Corollary 6.10. 1. Under the hypotheses of the Lemma 6.9, suppose that U is a
fundamental singular two-dimensional cocycle for CP 2 whose restriction to CP 1, de-
noted u, satisfies u2 = 0. Then F ∗U is a 2-cocycle extending (F |M )
∗u and
∫
W F
∗U2 is
congruent modulo 2 to the Spin bordism class of Z = (F |M )
−1(z) for generic z ∈ CP 1.
2. If (w, p, 0) represents an element of G1(X) and p = ϕ∗u where u is a reduced
singular cocycle on CP 1 representing the generator and ϕ is an ordered simplicial map,
then
〈(w, p, 0), (M,f)〉1 = 〈(w, p, 0), (M,f)〉2 .
Proof. Statement 1 is immediate from Lemma 6.9, Claim 6.8, and Claim 6.5. It holds
both in the singular context and in the ordered simplicial context. As for the second
statement, let ϕ : M → CP 1 be an ordered simplicial map and suppose that p = ϕ∗u
for a reduced singular cocycle u representing the generator in cohomology. Then we can
extend ϕ to a map F : W → CP 2 withW being a compact 4-dimensional Spin manifold.
We can extend the ordered triangulations of M and CP 1 to ordered triangulations of
W and CP 2 in such a way that F can be assumed to be an ordered simplicial map. Let
U be a reduced singular cocycle on CP 2 extending u. We now replace u and U by the
reduced ordered simplicial cocycles they induce (keeping the same names for these new
objects). Since u is a reduced ordered simplicial cocycle, we see that u2 = 0. Thus, the
first statement of the corollary applies to show that
∫
W F
∗U2 = [Spin(Z)] where Z is
the preimage of a barycenter of a 2-simplex of CP 1. Thus, the two definitions agree in
this special case.
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6.3 The pairing G1(X)× Ωspin3 (X)→ R/Z
Now we establish that both definitions give the same pairing
G1(X)× Ωspin3 (X)→ R/Z.
Claim 6.11. Fixing (w, p, 0), the representative f : M → X, and an ordered triangu-
lation of M , the value 〈(w, p, 0), (M,f)〉2 is independent of the choice of Spin manifold
W bounding M and of the cocycle P extending f∗p.
Proof. Suppose we have two choices of extensions (W,P ) and (W ′, P ′). Then the union
of W and −W ′ along M is a closed Spin 4 manifold and there is a cocycle Q on the
union that restricts to P on W and P ′ on W ′. Hence,∫
W
P 2 −
∫
W ′
(P ′)2 =
∫
W∪−W ′
Q2,
and since W ∪−W ′ is Spin the right-hand side is even. The result follows immediately.
Lemma 6.12. Given a Spin bordism representative f : M → X and an ordered trian-
gulation of M and triples (w, p, 0) and (w′, p′, 0) that are equal in G1(X) we have
〈(w, p, 0), (M,f)〉2 = 〈(w
′, p′, 0), (M,f)〉2
Proof. Choose a Spin 4-manifold W bounding M over which the cohomology class of
f∗p extends. Let P be a cocycle on W extending p. By the definition of equivalence in
G1(X) there is a 1-cochain t on X such that p′ = p+dt and w′ = w+(1/2)(tdt+p∪1dt).
There is an extension T over W of f∗t. Then
〈(w′, p′, 0), (M,f)〉2 =
1
2
∫
W
(P + dT )2 +
∫
M
f∗w′
=
1
2
∫
W
(P + dT )2 +
∫
M
f∗
(
w + (1/2)(tdt + p ∪1 dt)
)
=
1
2
∫
W
P 2 +
∫
M
f∗w = 〈(w, p, 0), (M,f)〉2 ,
where in the last step we use the fact that
(PdT + dTP + dT 2)|M = d ((1/2)tdt + p ∪1 dt)
and invoke Stokes’ Theorem.
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Lemma 6.13. Fix an ordered triangulation of M . If f : M → X extends to F : W →
X where W is a compact Spin 4-manifold bounding M , then for any (w, p, 0) repre-
senting an element in G1(X) we have
〈(w, p, 0), (M,f)〉2 = 0.
Proof. The cocycles F ∗p and F ∗w extend f∗p and f∗w respectively, and dw+(1/2)p2 =
0, hence
〈(w, p, 0), (M,f)〉2 =
1
2
∫
W
F ∗p2 +
∫
M
f∗w
=
∫
W
(1
2
F ∗p2 + dF ∗w
)
= 0
Now that we have established bordism invariance, it follows immediately that the
pairing given by Definition 6.4 is independent of the ordered triangulation of M since
any two such are connected by an ordered triangulation of M × I.
Corollary 6.14. Both Definition 6.3 and Definition 6.4 determine the same well-
defined pairing
G1(X)× Ωspin3 (X)→ R/Z.
This pairing is linear in the second variable.
Proof. The above establishes that the pairing given by Definition 6.4 is well-defined.
It is clearly linear in the second variable. Having established that Defintion 6.4 deter-
mines a well-defined pairing, it follows immediately from Part 2 of Corollary 6.10 that
Definition 6.3 agrees with Definition 6.4.
The pairing
G1(X)× Ωspin3 (X)→ R/Z,
given in Corollary 6.14 is denoted 〈(w, p, 0), (M,f)〉. It is natural in X and additive in
the second variable and its adjoint is denoted
ρ1 : G1(X)→ Hom(Ωspin3 (X),R/Z).
Claim 6.15. The pairing produced by Corollary 6.14 is additive in G1(X), or equiva-
lently, its adjoint ρ1 is a group homomorphism.
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Proof. We work with Definition 6.4. Since Ωspin3 (CP
2 × CP 2) = 0, given two cocycles
p, q on M there is a Spin 4-manifold W bounding M over which both cocycles extend,
say to P and Q. Then∫
W
(P +Q)2 =
∫
W
P 2 +
∫
W
Q2 +
∫
W
d(P ∪1 Q).
From this, Stokes’ Theorem, and the formula for addition in G1(X), which is
(w, p, 0)(v, q, 0) = (w + v + p ∪1 q, p+ q, 0),
the G1(X) additivity of the pairing is clear.
Let us consider continuity of the pairing, or equivalently, of ρ1.
Claim 6.16. The pairing given by Corollary 6.14 is continuous and its adjoint
ρ1 : G1(X)→ Hom(Ωspin3 (X),R/Z)
is continuous when Hom(Ωspin3 (X),R/Z) is given the Pontrjagin dual topology.
Proof. Since Ωspin3 (X) is discrete, we need only consider continuity of the pairing in the
first variable. Thus, we can fix f : M → X. We work with reduced singular cochains.
Fix an element (w, p, 0) and an ordered triangulation of M . There is a neighborhood
U of (w, p, 0) in C(X) such that for every (w′, p′, 0) ∈ U the image of f∗p′ in reduced
simplicial cocycles on M is equal to the image of f∗p. Choose a Spin 4-manifold
W bounding M over which the cohomology class of p extends. Extend the ordered
triangulation to W . Let P be a reduced singular cocycle extending f∗p. Then for each
(w′, p′, 0) ∈ U we can choose a reduced singular cocycle P ′ extending f∗p′ so that the
image of P ′ in reduced simplicial cocycles on W is equal to that of P . It follows that∫
W
(P ′)2 =
∫
W
P 2,
and hence
〈(w′, p′, 0), (M,f) =
1
2
∫
W
P 2 +
∫
M
w′
which is a continuous function of w′.
Since the Pontrjagin dual topology is the compact-open topology the continuity of
the pairing implies that its adjoint
ρ1 : G1(X)→ Hom(Ωspin3 (X),R/Z)
is continuous.
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6.4 Injectivity and Image of ρ1
Now we show that ρ1 is injective and identify its image. Recall from Section 2.1
that there is an increasing filtration F∗(X) on Ω
Spin
3 (X) where Fi(X) is the image of
ΩSpin3 (X
(i)) → ΩSpin3 (X), where X
(i) is the i-skeleton of some CW decomposition of
X. There is the dual filtration
Hom(Ωspin3 (X),R/Z) ⊃ F
1(X) ⊃ F 2(X) ⊃ F 3(X) = 0,
where F i(X) is the subgroup of homomorphisms vanishing on Fi(X) for 1 ≤ i ≤ 3.
Proposition 6.17. (a) The continuous homomorphism
ρ1 : G1(X)→ Hom(ΩSpin3 (X),R/Z)
is injective and its image is
F 1(X) = Hom(Ωspin3 (X)/F1(X),R/Z),
and hence ρ1 : G1(X)→ F 1(X) is an isomorphism of compact abelian groups.
(b) The restriction of ρ1 to G2(X) defines a homomorphism
G2(X)→ Hom(ΩSpin3 (X)/F2(X),R/Z).
With the identifications of G2(X) with H3(X;R/Z) given in Proposition 4.1 and
of ΩSpin3 (X)/F2(X) with H3(X;Z) given in §2.1, this map is the natural homo-
logical pairing and hence is an isomorphism.
(c) Under the identifications of G1(X)/G2(X) with SH2(X;Z/2) given in Proposi-
tion 4.2 and of F2(X)/F1(X) with SH2(X;Z/2) given in §2.1 the pairing induced
by ρ1
G1(X)/G2(X)→ Hom(F2(X)/F1(X),R/Z)
is the natural homological pairing and hence is an isomorphism.
Proof. Let X be an ordered simplicial complex. We can assume any Spin bordism
representative is given by an ordered simplicial map from an ordered triangulation of
a Spin 3-manifold. We claim that the homomorphism defined by any (w, p, 0) vanishes
on any Spin bordism element of the form f : M → X(1) ⊂ X. The reason is that every
element in G1(X) has a representative (w, p, 0) with w and p reduced singular cochains
of degrees 3 and 2, respectively. Thus, if the image f(M) lies in the 1-skeleton, then
f∗p and f∗w vanish and hence the evaluation of (w, p, 0) on f : M → X vanishes as
well. This proves that ρ1(G1(X)) is contained in F 1(X).
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The subgroup G2(X) is identified with H3(X;R/Z) by sending (w, 0, 0) 7→ [w]
(note that for such elements w is closed). The evaluation of such an element on a Spin
bordism class f : M → X is given by
∫
M f
∗w. Clearly, then this map vanishes if f(M)
is contained in the 2-skeleton of X. Thus, ρ1 induces a map
G2(X)→ Hom(Ωspin3 (X)/F2(X)),R/Z) = F
2(X).
The identification of the quotient Ωspin3 (X)/F2(X) with H3(X;Z) sends the class of
f : M → X to f∗([M ]). Thus, under these identifications G
2(X) = H3(X;R/Z) and
Ωspin3 (X)/F
2(X) = H3(X;Z). The evaluation map is identified with the natural ho-
mological evaluation map
H3(X;R/Z)→ Hom(H3(X;Z),R/Z),
which is an isomorphism by Pontrjagin duality. This proves Part (b).
It follows that ρ1 induces a continuous homomorphism
G1(X)/G2(X)→ F 1(X)/F 2(X).
Recall that
F2(X)/F1(X) = SH2(X;Z/2) = H2(X;Z/2)/s(H4(X;Z))
where the map s is the composition
H4(X;Z)→ H4(X;Z/2)
(Sq2)∗
−→ H2(X;Z/2).
The quotient G1(X)/G2(X) is identified with SH2(X;Z/2) by the map
(w, p, 0) 7→ [p] ∈ H2(X;Z/2)
(since dw + (1/2)p2 = 0, the cohomology class [p] lies in SH2(X;Z/2).)
We claim that with these identifications the pairing(
G1(X)/G2(X)
)
×
(
F2(X)/F1(X)
)
→ R/Z
is the Pontrjagin pairing between homology and cohomology and hence its adjoint is an
isomorphism of topological abelian groups. Since the restriction map G1(X)/G2(X)→
G1(X(2))/G2(X(2)) is an injection, it sufficies to prove this result in the case when X is
2-dimensional. In this case X/X(1) is a wedge of 2-spheres and since the map induced
on G1 by the projection X → X/X(1) is surjective it suffices to prove the result for
X a wedge of 2-spheres. By additivity, it suffices to prove the result for S2 = ∂∆3.
Let u be a reduced singular cocycle on S2 whose cohomology class is the generator
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and let ϕ : M → S2 represent a Spin bordism element. We can assume that ϕ is
an ordered simplicial map. Thus, according to Definition 6.3 the value of (0, u, 0) on
(M,ϕ) is the Spin bordism class represented by ϕ. Thus, the evalaution of (0, u, 0) is
the isomorphism between Ωspin3 (S
2) and Ωspin1 = Z/2, showing that for S
2 the pairing
is identified with the usual homological pairing.
This shows that the pairing G1(X)/G2(X)→ F 1(X)/F 2(X) is the identity under
the identifications of each of these groups SH2(X;Z/2). This proves Part (c).
This completes the proof that on the associated gradeds the induced maps are
the identities under the identifications of the associated gradeds with (subgroups of)
cohomology groups. Hence, ρ1 : G1(X)→ F 1(X) is an isomorphism of compact abelian
groups. This proves Part (a) and completes the proof of the proposition.
7 The Continuous Function λ1
7.1 The Arf Invariant
The function λ1 : H1(X;Z/2) → Hom(ΩSpin3 (X),R/Z) is based on the Arf invariant of
certain quadratic forms. Let M be a closed 3-dimensional Spin manifold and let α be
an element of H1(M ;Z/2). The cohomology class of α is equivalent to a map α : M →
RP∞ well-defined up to homotopy. Deform α : M → RP∞ until it is transverse to a
codimension-1 sub projective space. The preimage, denoted Σα, is a surface in M . Let
η denote its normal bundle. The Spin structure on M determines a trivialization of
TM |Σα up to homotopy and hence a trivialization of TΣα ⊕ η up to homotopy. This
trivialization allows us to define a quadratic function
qα : H
1(Σα;Z/2)→
1
2
Z/2Z.
Let γ be an embedded loop in Σα. The value of qα on the Poincare´ dual [γ]
∗ to the
fundamental class of γ is defined as follows. Fix a trivialization T of the normal bundle
of γ ⊂ M with the property that the induced Spin structure on γ is the trivial one.
Then qα([γ]
∗) is defined to be the number of full right-hand twists with respect to T of
a normal tube about γ in Σα. This is an integer if Σα is orientable in a neighborhood of
γ. Otherwise, it is a half-integer. Direct arguments show that this gives a well-defined
quadratic function on H1(Σα;Z/2), quadratic in the sense that
qα(x+ y) = qα(x) + qα(y) + x · y.
This quadratic function has an Arf invariant Arf(qα) in the 8
th-roots of unity given by
the formula
Arf(qα) =
1√
|H1(Σα;Z/2)|
∑
x∈H1(Σα,Z/2)
eiπqα(x).
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A standard bordism argument shows that this Arf invariant only depends on M and
α. We denote it Arf(M,α).
Remark 7.1. (a). There is another way to view this quadratic form which goes back
to Brown [1], following a suggestion of Dennis Sullivan and related prior work of Tony
Phillips on bordism of immersed surfaces. The restriction of the trivialization of TM to
a regular neighborhood Nγ of γ in M induces an immersion of Nγ into R
3 well defined
up to regular homotopy. We can assume that the immersion in fact is an embedding
with the image of γ being the unit circle. Then we count the number of right-hand
twists of Σα ∩Nγ in R
3.
(b). One can define a Pin− surface to be a surface Σ together with a trivialization
up to homotopy of TΣ⊕ η for some line bundle η. Clearly, then Σα is a Pin
− surface.
The same definition of the quadratic function on the first cohomology is valid for Pin−-
surfaces and the Arf invariant of a Pin− surface determines an isomorphism between
the 2-dimensional Pin− bordism group and Z/8.
For α ∈ H1(X;Z/2) we define the value of α on a Spin bordism representative
f : M → X to be Arf(M,f∗α), viewed as an element of R/Z using the identification
R/Z → S1 given by t 7→ exp(2πit). If f : M → X is the Spin boundary of F : W →
X, then the surface Σf∗α bounds an embedded 3-manifold N ⊂ W . Then the Spin
structure on W induces a Pin− structure on N , showing that the Pin− bordism
class of Σf∗α is zero, and hence that its Arf invariant vanishes. A more direct way
to think about this is that the quadratic form on H1(Σf∗α;Z/2) is trivial on any 1-
dimensional class in Σf∗α that extends over N . This produces a lagrangian subspace
of H1(Σf∗α;Z/2) on which the quadratic form vanishes, and hence the Arf invariant
of the quadratic form of Σf∗α is 0 in R/Z.
The evaluation of α on Spin bordism representatives thus determines a function on
Spin bordism classes Ωspin3 (X) → R/Z, which is clearly linear and whose image lies
the subgroup of order 8. Its adjoint, as α varies, is a continuous function (but not a
homomorphism)
λ1 : H1(X;Z/2)→ Hom(Ωspin3 (X),R/Z).
It is a natural transformation between functors from the homotopy category to the
category of compact topological spaces and continuous maps.
Claim 7.2. Under the natural identification F1(X) = H1(X;Z/2) given in §2.1, the
composition
H1(X;Z/2)
λ1
−→ Hom(Ωspin3 (X),R/Z)→ Hom(F1(X),R/Z)
is the natural continuous isomorphism
H1(X;Z/2)→ Hom(H1(X;Z/2),R/Z)
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given by the adjoint of evaluation of cohomology class on homology classes.
Proof. We can assume that X is an ordered complex. An element of F1(X) is rep-
resented by an ordered simplicial map f : M → X(1). For each 1-simplex τ choose
a point xτ in the interior of τ and let Στ be the pre-image of xτ . It inherits a Spin
structure from that ofM and an orientation of τ . Denote by [Στ ] the resulting element
in Ωspin2 (pt) = Z/2. The element ∑
τ
τ ⊗ [Στ ]
is an ordered simplicial one-chain with Z/2 coefficients. It is a cycle and its homology
class gives the identification of F1(X) with H1(X;Z/2).
Given a 1-cocycle a, the surface
∐
τ 〈a, τ〉Στ is Poincare´ dual to the cohomology
class of a. Hence, the value of λ1([a]) on (M,f) is∑
τ
〈a, τ〉Arf(Στ ).
Since Στ is a Spin surface, Arf(Στ ) is equal to (1/2)[Στ ], (i.e., to one-half the Spin
borism class of Στ ). Thus, the value of λ
1([a]) on (M,f) is
1
2
∑
τ
〈a, τ〉[Στ ],
which is exactly the evaluation of the cohomology class [a] on the class in H1(X;Z/2)
represented by (M,f) under the above identification of F1(X) with H1(X;Z/2) (to-
gether with the embedding Z/2 ⊂ R/Z given by multiplication by 1/2).
7.2 An Example
The tangent circle bundle of S2, denoted TSS
2, is the boundary of of the tangent disk
bundle TD2S
2. The latter has a natural orientation and consequently, because it is
simply connected, there is a natural Spin structure. By the standard Spin structure
on TSS
2 we mean the one induced as the boundary of TD2S
2. [Our convention is to
orient the boundary by taking the outward pointing normal as the first vector.]
Claim 7.3. Let α ∈ H1(TSS
2;Z/2) be the non-zero class. Then
Arf(TSS
2, α) = 1/8.
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Proof. In [3, 5, 6] it is shown that ifM is a closed Spin 3-manifold and α ∈ H1(M ;Z/2)
then
Arf(M,α) =
(
σ(W )− σ(Wα)
)
/16 ∈ R/Z. (7.1)
Here σ is the signature, W is a Spin 4-manifold with boundary M and Wα is a Spin
4-manifold with boundary the Spin manifold obtained from M by twisting the Spin
structure by α. [Recall that by Rochlin’s theorem σ(W ) and σ(Wa) are well-defined
modulo 16.] In case of the claim we have W = TD2S
2 and σ(W ) = 1. Let W ′ be W
with the opposite orientation. Its boundary determines a Spin structure on TSS
2 which
is not isomorphic to the original Spin structure since σ(W ′) 6= σ(W ) (mod 16). Thus
the boundary of W ′ is the twist of the given Spin structure on TSS
2 by the non-zero
class α ∈ H1(TSS
2;Z/2). That is to say W ′ = Wα. Thus, σ(W ) − σ(Wα) = 2 and
Arf(TSS
2, α) = 1/8.
8 Proof of the Compatibility
Now to the last step: We establish that ρ1 and λ1 satisfy the condition given in
Proposition 4.8. Let f : M → X represent an element of Ωspin3 (X). In our situation
the required compatibility is the following equation in R/Z:
Arf(Mα) + Arf(Mβ) = Arf(Mα+β) + 〈
(1
2
a(a ∪1 b)b+
1
4
AB2, ab, 0
)
, (M,f)〉,
where a and b are cocycles on X, α = [f∗a], and β = [f∗b]. According to Proposi-
tion 4.8, if this is established then there is a continuous homomorphism
ρ : G(X)→ Hom(Ωspin3 (X),R/Z)
defined by ρ(w, p, a) = ρ1(w, p, 0)λ1(a). It will then be easy to show that ρ is an
isomorphism.
8.1 Non-additivity of the Arf Invariant
Given a space X and cocycles a, b ∈ Z1(X;Z/2) define a function
ϕ(a, b) ∈ Hom(Ωspin3 (X),R/Z)
by
ϕ(a, b)(M,f) = Arf(M,f∗a) + Arf(M,f∗b)−Arf(M,f∗(a+ b)).
We have already observed that ϕ(a, b) depends only on the cohomology classes of a
and b, and hence it induces a natural transformation
H1(X;Z/2) ×H1(X;Z/2) → Hom(Ωspin3 (X),R/Z),
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both functors being considered as functors on the homotopy category to the category
of sets.
We shall not make use of the content of the following remark but we feel it helps
clarify what is going on.
Remark 8.1. Let a and b be cocycles representing classes α, β ∈ H1(M ;Z/2) and let
Σα and Σβ be dual surfaces meeting transversely. Then
ϕ(a, b)(M, Id)) = Arf(M,α) + Arf(M,β) −Arf(M,α + β) =
1
2
qβ(α|Σβ ) ∈ (1/4)Z/Z.
This can be proved with a delicate geometric argument or directly from Equation 7.1
and the following elementary exercise. Let Mα denote the 3-manifold M with Spin
structure twisted from the given Spin structure by α. Then:
1. The quadratic form q′ for Σβ ⊂Mα is given by
q′(x) = qβ(x) + 〈x, α〉,
and consequently
2.
Arf(q′) = Arf(qβ)−
1
2
qβ(α|Σβ ).
Rather than use this description of ϕ(a, b) we study the formal properties of the
non-additivity and use these together with one explicit computation to determine the
non-additivity as the evaluation of a particular element of G1(X).
Claim 8.2. 1. ϕ(a, b) = 0 if either a is exact or b is exact.
2. Let c ∈ Z1(TSS
2;Z/2) represent the generator in cohomology. Then
ϕ(c, c)(TSS
2, Id) = 1/4.
3. If f : M → X(1), then for any a, b ∈ Z1(X;Z/2) we have
ϕ(a, b)(M,f) = 0.
Proof. Item (1) is immediate from the definition. Item (2), follows from Claim 7.3
which says that Arf(TSS
2, c) = 1/8, and the fact that since [2c] = 0, Arf(TSS
2, 2c) = 0.
For Item (3), the surfaces Σa and Σb will be transverse pre-images of points in the
interior of the 1-cells of X(1), and hence can be taken to be disjoint. Thus, we can take
Σa+b = Σa
∐
Σb, and Item (3) is clear.
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From Items (1) and (3) of Claim 8.2 we conclude:
Corollary 8.3. ϕ induces a natural transformation
H1(X;Z/2) ×H1(X;Z/2) → G1(X),
where each of these functors is considered as a functor from the homotopy category to
the category of sets.
Claim 8.4. For a, b ∈ Z1(X;Z/2), the image of ϕ(a, b) under the projection G1(X)→
SH2(X;Z/2) is the cohomology class of ab.
Proof. The image of ϕ(a, b) in SH2(X;Z/2) is natural in X and the classes a, b. Thus,
it suffices to prove the result for X = K(Z/2, 1)×K(Z/2, 1) with a, b representing the
generators of the first cohomology groups of the factors. In this case SH2(X;Z/2) has
a basis consisting of the cohomology classes of a2, ab, b2. By Item (1) in Claim 8.2 we
see that the image of ϕ(a, b) is either the class of ab or is 0.
By Item (2) of Claim 8.2, ϕ(c, c) is an element of order 4 in G1(TSS
2). Since
G2(TSS
2) = Z/2 if follows that the image of ϕ(c, c) in SH2(TSS
2;Z/2) is non-trivial.
Consequently, by naturality ϕ(a, b) is non-zero, and hence is equal to the class of ab.
This is enough to determine ϕ(a, b) up to two possibilities.
Claim 8.5. For a, b ∈ Z1(X;Z/2) we have
ϕ(a, b) = (
1
2
a(a ∪1 b)b±
1
4
AB2, ab, 0) ∈ G1(X).
The correct sign is universal, that is to say, independent of X, a, and b.
Proof. Consider the natural transformation that associates to a, b ∈ Z1(X;Z/2) the
element
ξ(a, b) = (
1
2
a(a ∪1 b)b+
1
4
AB2, ab, 0) ∈ G1(X).
By Propositions 4.4 and 4.5, ξ(a, b) depends only on the cohomology classes of a and
b. Clearly, ξ(a, b) is contained in G1(X) and under the map G1(X) → SH2(X;Z/2)
ξ(a, b) maps to the cohomology class of ab. Thus, the difference ϕ−ξ induces a natural
transformation
H1(X;Z/2) ×H1(X;Z/2) → G2(X) = H3(X;R/Z)
vanishing when either [a] = 0 or [b] = 0. By naturality, it suffices to consider X =
K(Z/2), 1) ×K(Z/2, 1). In this case H3(X;R/Z) ≡ (Z/2)3 with Z/2-basis being the
cohomology classes of (1/2)[a3], (1/2)[b3], (1/2)[ab2 ] = (1/2)[a2b], [Since Sq1([ab]) =
[a2b] + [ab2], the elements (1/2)[ab2] and (1/2)[a2b] are equal.] It follows that the
difference ϕ(a, b) − ξ(a, b) is either 0 or (1/2)[ab2]. These lead to the two possibilities
for ϕ(a, b) listed in the claim. Naturality implies that the sign is universal.
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To determine ϕ(a, b) we will make an explicit computation for TSS
2.
8.2 A Result for TSS
2 = RP 3.
Proposition 8.6. Equip TSS
2 with the Spin structure it inherits as the boundary of
the Spin manifold TDS
2 associated with its natural orientation. Let c ∈ Z1(TSS
2;Z/2)
represent the non-trivial cohomology class. Then the class in G1(TSS
2) represented by
((1/2)c(c ∪1 c)c + (1/4)C
3, c2, 0)
evaluates to 1/4 on the identity map considered as an element of Ωspin3 (TSS
2).
This result is proved by direct combinatorial computation in Section 10. Notice
c3 evaluates to 1 on [TSS
2] so that changing the sign of the (1/4)C3 term changes its
value on the identity map.
Corollary 8.7. For a, b ∈ Z1(X;Z/2) we have
ϕ(a, b) = (
1
2
a(a ∪1 b)b+
1
4
AB2, ab, 0) ∈ G1(X).
Proof. (Assuming Proposition 8.6) According to Claim 8.2 if c ∈ H1(TSS
2;Z/2) is
the non-trivial element we have ϕ(c, c) = 1/4. According to Proposition 8.6 the class(
(1/2)c(c ∪1 c)c+ (1/4)C
3, c2, 0
)
also evaluates to 1/4 on the identity map of TSS
2 to
itself. Thus,
ϕ(c, c) =
(
(1/2)c(c ∪1 c)c+ (1/4)C
3, c2, 0
)
.
Of the two possibilities for the formula for ϕ(a, b) only the stated one is consistent with
this example.
Assuming Proposition 8.6, this completes the proof of the required compatibility.
8.3 Isomorphism
Since ρ1 and λ1 satisfy the condtion in Propostion 4.8 the function the resulting func-
tion
ρ : G(X)→ Hom(Ωspin3 (X),R/Z)
defined by ρ(w, p, a) = ρ1(w, p, 0)λ1(a) is a continuous homomorphism. In Proposi-
tion 6.17, we established that
ρ1 : G1(X)→ Hom(Ωspin3 (X),R/Z)
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is injective with image F 1(X). Indeed, according to this proposition, ρ1 is a filtered
isomorphism in the sense that it induces an isomorphism on the associated gradeds
G2(X)→ F 2(X)
and
G1(X)/G2(X)→ F 1(X)/F 2(X),
Also, by Claim 7.2 the composition
G(X)/G1(X)
λ1
−→ Hom(Ωspin3 (X),R/Z)→ Hom(F1(X),R/Z) = F (X)/F
1(X)
is an isomorphism and indeed under the natural identification of the range with
Hom(H1(X;Z/2),R/Z) it is the adjoint of the homological pairing. It follows that
ρ : G(X) → Hom(Ωspin3 (X),R/Z) is compatible with the filtrations, i.e. ρ(G
i(X)) ⊂
F i(X), and ρ is a filtered group isomorphism. Since the domain and range are compact
topological (Hausdorff) groups and ρ is continuous, it follows that ρ is an isomorphism
of filtered topological groups, and hence that ρ is a natural transformation between
functors from the homotopy category to the category of compact topological abelian
groups and continuous homomorphisms.
Assuming Proposition 8.6, this completes the proof of Theorem 1.2.
9 Some Results About Spin Structures
9.1 An Action of H1(Z/2) on Spin Bordism Elements
Let b ∈ Z1(X,Z/2) act on Ωspin3 (X) by (M
f
−→ X) 7→ (Mβ
f
−→ X), where β = [f∗(b)] ∈
H1(M,Z/2), and whereMβ means the Spin structure on M changed by β. The action
by β defines an order 2 linear automorphism of Ωspin3 (X). Dualizing gives an order 2
automorphism χ = χb : G(X)→ G(X) via 〈χ(g), (M
f
−→ X)〉 = 〈g, (Mβ
f
−→ X)〉.
We pose the question, what is the formula for χb(w, p, a)?
Proposition 9.1.
χb(w, p, a) = (w, p, a)((1/2)pb + (1/2)a(a ∪1 b)b− (1/4)AB
2, ab, 0).
Multiplying out the right hand side in G(X) gives
χb(w, p, a) =
(w + (1/2)pb + (1/2)p ∪1 ab+ (1/2)a(a ∪1 b)b− (1/4)AB
2, p+ ab, a).
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Proof. Fixing (w, p, a), write χb(w, p, a) = (w, p, a)g
′ for some g′ ∈ G. Then we must
have
〈g′, (M
f
−→ X)〉 = 〈(w, p, a), (Mβ
f
−→ X)〉 − 〈(w, p, a), (M
f
−→ X)〉.
Without loss of generality, we can assume (f∗w, f∗p) ∈ G1(M) is replaced by
(wu, pu) where pu = z
∗(u) for some map z : M → S2. Then
〈(w, p, a), (M
f
−→ X)〉 = Arf(M,Σα) + (1/2)[Spin(z,M)] +
∫
[M ]
wu
and
〈(w, p, a), (Mβ
f
−→ X)〉 = Arf(Mβ ,Σa) + (1/2)[Spin(z,Mβ )] +
∫
[M ]
wu.
The Spin term changes by (1/2)
∫
[M ] f
∗(pb), which accounts for the (1/2)pb term
in our answer. Namely, interpret z as a framed 1-manifold Z ×D2 ⊂ M . Change of
Spin structure by β means change a framing of the tangent bundle of M − (point) by
M
β
−→ RP (3)→ SO(3). Restricting to Z ×D2, the framing changes by
〈β, [Z]〉 = 〈pb, [M ]〉.
.
The Arf term changes by
Arf(Mβ ,Σα)−Arf(M,Σα) = −
1
2
qβ(α|Σβ ).
Here α = [f∗(a)] and the value of the quadratic form q is interpreted in R/Z. But we
know from Corollary 8.7 and Remark 8.1 that
1
2
qβ(αΣβ) = 〈((1/2)a(a ∪1 b)b+ (1/4)AB
2, ab, 0), (M
f
−→ X)〉 ∈ R/Z.
To change the sign of q just replace (1/4)AB2 by (−1/4)AB2. Then one sees that
g′ = ((1/2)pb + (1/2)a(a ∪1 b)b− (1/4)AB
2, ab, 0)
and the formula is proved.
Remark 9.2. The function χ : H1(X,Z/2Z) → Aut(G(X)) given above is a group
homomorphism. Both this fact and the fact that χ(b) = χb is indeed an automorphism
of G(X) follow trivially from the interpretations on the Spin bordism side.
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Remark 9.3. The operation (M
f
−→ X) 7→ (Mβ
f
−→ X) makes sense even if β ∈
H1(M,Z/2) doesn’t come from X. If (w, p, a) ∈ G(X) then one gets a formula for the
difference
〈(w, p, a), (Mβ
f
−→ X)〉 − 〈(w, p, a), (M
f
−→ X)〉 ∈ R/Z
as the evaluation of the element
([(1/2)(f∗p)b+ (1/2)f∗a(f∗a ∪1 b)b− (1/4)(f
∗A)B2], (f∗a)b, 0) ∈ G(M)
onM
Id
−→M . Just replaceM
f
−→ X byM
Id
−→M and work in G(M) in the proposition.
9.2 Characterizing Spin Structures on 3-Manifolds
Proposition 9.4. Let M be an oriented connected 3-manifold. Choose an ordered sim-
plicial structure [M ]. Spin structures on M are in canonical bijective correspondence
with functions Q : Z2([M ],Z/2) → R/Z that satisfy
1. Q(dt) = (1/2)
∫
[M ] tdt and
2. Q(p+ q) = Q(p) +Q(q) + (1/2)
∫
[M ] p ∪1 q.
Proof. Note that Condition 2 implies that Q(0) = 0 and, since p ∪1 p = 0, 2Q(p) = 0
all p ∈ Z2([M ],Z/2). We exploit the duality between Gr([M ]) and Ω
spin
3 (M). A Spin
structure on M defines a homomorphism G = Gr([M ])→ R/Z, by evaluating (w, p, a)
on the identity map M =M . Of course we have formulas for this evaluation. But we
are more interested in comparing with other evaluations of (w, p, a) on maps M ′ →M ,
where M ′ is another Spin structure on M . We will only need to consider the evalua-
tions of elements (w, p, 0) ∈ G1 = G1([M ]).
Since M is an oriented connected 3-manifold, the group G1 = G1r([M ]) is simple to
describe. All degree 3 cochains are cocycles, and H3([M ];R/Z) = R/Z. The group G1
is the quotient
R/Z× Z2([M ];Z/2)/{((1/2)tdt, dt)},
where the group product is (w, p)(v, q) = (w + v + (1/2)p ∪1 q, p + q). Therefore ho-
momorphisms G1 → R/Z are all of the form I(w) + Q(p), where I is continuous and
linear and Q satisfies the two conditions of the proposition. So I is just multiplication
by some integer. If one Q is given, then all other Q are obtained by adding a linear
function of p that vanishes on boundaries dt. But this just means a linear function
H2(M ;Z/2) → Z/2, which is the same thing as multiplying p by a cohomology class
b ∈ H1([M ];Z/2).
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The evaluation of (w, p, 0) on the identity M = M is given by I0 + Q0, where
I0(w) =
∫
[M ]w and Q0(p) = (1/2)
∫
[W ] P
2. Here, [W ] is an ordered simplicial 4-
manifold with boundary [M ] and P is a cocycle lift of p to [W ]. Or, write p+ dt = pu
where pu = z
∗(u) for some ordered simplicial map z : M → S2. Then Q0(p) =
(1/2)[Spin(z)] + (1/2)
∫
[M ](tdt+ p ∪1 dt).
Consider the evaluations of (w, p, 0) on M ′ = M , where M ′ is another Spin struc-
ture. Since the map M ′ = M is just the identity, I(w) =
∫
[M ]w = I0(w) is the same
for all M ′. The very simple G1 case of Proposition 9.1 implies that if M ′ = Mβ, then
Q(p) = Q0(p) + (1/2)pb.
Therefore we see that as the Spin structure on M is varied, we see exactly once
all possible quadratic functions Q satisfying the conditions of the proposition. This
completes the proof.
The characterization of Spin structures on 3-manifolds given in Proposition 9.4
is an analogue of the result that Pin− structures on surfaces canonically correspond
to quadratic functions q : H1(Z/2) → R/Z. Quadratic functions and Spin structures
in both cases can be parametrized by H1(Z/2), but such parametrizations are not
canonical.
10 The Proof of Proposition 8.6
We will now describe how to evaluate the element ((1/2)c3+(1/4)C3, c2, 0) ∈ G(TSS
2)
on (the identity map of) TSS
2, where c represents the generator of H1(TSS
2;Z/2) and
where TSS
2 is given a Spin structure as the boundary of TDS
2, the tangent unit disk
bundle of S2. Recall this computation is a key step (Proposition 8.6) in the proof that
our pairing G×Ωspin3 → R/Z is linear in the G variable. Originally, we used computer
calculations of Jacek Skryzalin (a student of Gunnar Carlsson at Stanford) to make
this evaluation. Subsequently, we were able to do this by hand with a simpler cocycle
c and that is what is presented in this section.
Here is the proposition that remains to be proved.
Proposition 8.6. Equip TSS
2 with the Spin structure it inherits as the boundary of
the Spin manifold TDS
2 associated with its natural orientation. Let c ∈ Z1(TSS
2;Z/2)
represent the non-trivial cohomology class. Then the class in G1(TSS
2) represented by
((1/2)c(c ∪1 c)c + (1/4)C
3, c2, 0)
evaluates to 1/4 on the identity map considered as an element of Ωspin3 (TSS
2).
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Proof. Let H± be the closed upper and lower hemispheres of S2. We write the tangent
circle bundle as the union of H+ × S1 ∪ H− × S1. In each factor we call the fiber
direction vertical and the H± direction horizontal. We identity H± with the unit disk
in the complex plan via stereographic projection from the south/north pole, and we use
the orientation of the fiber circle coming from the counter-clockwise direction of the
unit circle in the tangent plan at the origin, which stereographic projection identifies
with C. Then the orientation of TSS
2 agrees with the product of these orientations on
H± × S1. Their boundaries are oriented as ∂H± × S1, each of which we identify with
S1×S1 with the product of the standard orientations on each factor. The gluing map
∂H− × S1
µ
−−−−→ ∂H+ × S1
=
y y=
S1 × S1
ν
−−−−→ S1 × S1
is given by ν(z1, z2) = (z1, z
2
1z2).
We triangulate S2 by first triangulating the equator with eight vertices labeled
0, . . . , 7 in the counterclockwise cyclic order around ∂H+. We then add the north pole,
labeled n, and the south pole, labeled s, and cone the triangulation of the equator to
each of these additional vertices.
We triangulate ∂H−×S1 as indicated in Figure 1 below. In this figure the opposite
sides of each rectangle are identified to form the torus; the horizontal direction is base
direction and the vertical direction is the fiber direction. The projection to the equator
is simplicial. Using µ we transfer the triangulation to one for ∂H+ × S1. It is given
in Figure 2. (Notice that since the rectangle is 8× 4 a curve of slope 2 in S1 × S1 has
slope one in the Cartesian coordinates of this representation.) We label the vertices of
∂H+ × S1 by the Cartesian coordinates of Figure 2. Thus, the vertices are given by
pairs (x, y) with x and y integers with x considered modulo 8 and y modulo 4. The
y-coordinate is called the level. We extend the triangulation of the circles at level 0
and 2 to a triangulation of the copy of H+ at level 0 and 2 by coning the triangulation
on the boundary to the point (n, 0) and (n, 2) which are the images of the north pole
at levels 0 and 2. These disks divide
H+ × S1
into two 3-balls whose boundaries are triangulated. We extend the triangulation over
each of these balls by coning to the central points (n, 1) and (n, 3), the images of the
north pole at levels 1 and 3. The projection mapping of H+ × S1 → H+ is simplicial.
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Figure 1. ∂H− × S1 with support of cocycle c0 marked in dark black
(0, 0) (1, 0) (2, 0) (3, 0) (4, 0) (5, 0) (6, 0) (7, 0) (8, 0)
(0, 1)
(0, 2)
(0, 3)
(0, 4)
Figure 2. ∂H+ × S1 with support of cocycle c0 marked in dark black
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There is an analogous construction to extend the triangulation over H−×S1, adding
new vertices at (s, 0), (s, 2) and then (s, 1) and (s, 3). The projection mapping to H−
is simplicial. (Of course, the horizontal disks at levels 0 or 2 on the two sides do not
match along the boundary since the boundary identification does not preserve level.)
Now we define the reduced simplicial 1-cocycle c. We begin with a cocycle c0 on
∂H− × S1 as indicated in black in Figure 1. It evaluates non-zero on every edge with
one vertex at level 0 and one vertex at level 1, and evaluates 0 on all other edges of
H−×S1. We extend this to a reduced simplicial cochain c− on H−×S1 by setting its
value equal to 1 on any edge with one vertex of level 0 and one vertex of level 1 and 0
on all other edges. Since any 2-simplex in H− × S1 has vertices at at most 2 levels, it
is clear that c− is a reduced 1-cocycle.
The image of c0 under µ on ∂H
+×S1 is indicated in black in Figure 2. Its extension
over H+ × S1, denoted c+, is more complicated. In addition to the boundary edges
indicated in Figure 2, the extended reduced simpicial cochain is non-zero exactly on
the following interior edges:
• {(n, 0), (n, 1)}
• {(x, 0), (n, 0)} for 4 ≤ x ≤ 7
• {((x, 0)), (n, 1)} for 0 ≤ x ≤ 3
• {x, 1), (n, 1)} for 1 ≤ x ≤ 4
• {(x, 2), (n, 1)} for 2 ≤ x ≤ 5
• {(x, 2), (n, 2)} for 2 ≤ x ≤ 5
• {(x, 2), (n, 3)} for 2 ≤ x ≤ 5
• {(x, 3), (n, 3)} for 3 ≤ x ≤ 6
• {(x, 4), (n, 3)} for 4 ≤ x ≤ 7
Either a direct inspection of the 3-dimensional picture of the triangulation of H+×
S1 described above, or a computer computation, shows that for each 2-simplex, c+ is
non-zero on either 0 or 2 of its edges, and hence c+ is a cocycle.
We denote by c the reduced simplicial cocycle that agrees with c± on H± × S1.
Clearly, this cocycle evaluates 1 on the fiber circle,
From now on we use a different labelling of the vertices, one in which the partial
ordered (which is needed to compute products) is evident. Referring to Figure 2, the
vertices on ∂H+×S1 are labelled by AB where 0 ≤ A ≤ 3 is congruent to x+y modulo
4 and 0 ≤ B ≤ 7 is 2y if x ≤ 3 and is 2y + 1 if 4 ≤ x ≤ 7. Vertices (n, y) in H+ × S1
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are labelled AB with A = 4 if y is even and A = 5 if y is odd and with B = 2y. The
vertices (s, y) in H− × S1 are labelled AB with A = 6 if y is even and A = 7 if y is
odd and with B = 2y. The partial order of these vertices is given by the function to
{0, . . . , 7} given by AB 7→ A.
The only possible 2 simplices in the support of (c−)2 must be cones to (s, 1) of
edges in the support of c0. But each of the edges in the support of c0 has the property
that its vertex at level zero is less (in the given partial order) than its vertex at level
1. Thus, (c−)2 vanishes on all these 2-simplices, and hence (c−)2 = 0
Direct inspection of the 3-dimensional picture of the triangulation of H+ × S1,
or computer computation, shows that (c+)2 is non-zero on exactly the following 2-
simplices:
{(00), (31), (40)}, {(31), (40), (52)}, {(21), (40), (52)}, {(11), (40), (52)},
{(01), (40), (52)}, {(01), (30), (52)}, {(01), (13), (52)}, {(01), (35), (52)},
{(23), (35), (52)}, {(05), (35), (52)}, {(05), (35), (44)}, {(05), (35), (56)},
{(05), (17), (56)}, {(05), (31)), (56)}, {(27), (31), (56)}, {(00), (31), (56)}
Lastly, C3 is non-zero on only one 3-simplex, namely {(00), (31), (40), (52)}, where
it takes value 1. Since the orientation of this simplex induced by its vertex ordering
disagrees with the restriction of the ambient orientation of TSS
2, it follows that∫
TSS2
C3 = −1.
Next, we introduce the reduced simplicial 2-cocylce p which is the pullback under
the projection mapping of the the reducecd simplicial 2-cocycle on S2 evaluating non-
zero only on the 2-simplex {6, 7, n} of the base S2. The cocycle p is non-zero only on
the following 2-simplices:
{(21), (31), (40)}, {(21), (31), (52)}, {(03), (21), (52)}, {(15), (21), (52)},
{(15), (33), (52)}, {(05), (15), (52)}, {(05), (15), (44)}, {(05), (15), (56)},
{(05), (27), (56)}, {(05), ((31), (56)}, {(17), (31), (56)}, {(21), (31), (56)}
Set t equal to the reduced 1-cochain that evaluates non-zero exactly on the following
edges:
{(31), (40)}, {(21), (52)}, {(11), (52)}, {(01), (52)}, {(23), (52)},
{(33), (52)}, {(05), (52)}, {(05), (44)}, {(05), (56)}, {(31), (56)}
Direct inspection of the 3-dimensional picture of the triangulation of H+ × S1, or
computer computation, shows that p + dt = c2 and that tdt = tp = pt = 0. Thus, we
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have
(0, p, 0)((1/2)tdt, dt, 0) = ((1/2)(tdt + p ∪1 dt), p + dt, 0) = ((1/2)(p ∪1 dt), c
2, 0).
Also,
d(p ∪1 t) = p ∪1 dt+ pt+ tp = p ∪1 dt,
so that in G(TSS
2) we have
(0, p, 0) = (0, c2, 0),
and thus
(
1
2
c3 +
1
4
C3, c2, 0) = (
1
2
c3 +
1
4
C3, p, 0)
as elements of G(TSS
2). Since p is pulled back from a reduced 2-cocycle on S2 via the
projection map, it follows from Defintion 6.3 that the value of (12c
3 + 14C
3, p, 0) on the
identity map of TSS
2 to itself is equal to
1
2
[Spin(p)] +
∫
TSS2
(1
2
c3 +
1
4
C3
)
.
Since the projection map extends over TDS
2, the Spin structure on the preimage of
a generic point (i.e., on a fiber) bounds the Spin manifold that is the corresponding
tangent disk in TDS
2. Thus, [Spin(p)] = 0, and hence
〈(
1
2
c3 +
1
4
C3, p, 0), (TSS
2, IdTSS2)〉 =
∫
TSS2
(1
2
c3 +
1
4
C3
)
=
1
2
−
1
4
=
1
4
.
This completes the proof of the proposition.
11 Cochain Formulas
11.1 Cup and Cupi Products
The Alexander-Whitney diagonal approximation and the associated higher homotopies
are usually defined in the context of singular chains and cochains. The same formulas
hold for ordered simplicial cochains. Using these one obtains the usual specific simpli-
cial cochain formulas for cup products, denoted ∪ or ∪0, and also for ∪i products for
i > 0 in either context. The ∪i product is a bilinear pairing of integral cochains
∪i : C
m(Z)× Cn(Z)→ Cm+n−i(Z).
It is well-known that the Alexander-Whitney diagonal approximation is just one spe-
cific example of a diagonal approximation. Of course it is historically important, and
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fairly easy to remember, but any diagonal approximation leads to a theory of cup
products. Higher homotopies associated to a diagonal approximation, which lead to
the cupi products, are also not unique. But different choices lead to chain homotopic
maps of tensor product complexes, hence the cohomology operations underlying dif-
ferent choices are the same.
We need a few formulas involving ∪i products. The proofs require getting inside
the mechanism for constructing ∪i products from the Alexander-Whitney diagonal and
higher homotopies, which we will not develop here.
(CP1) Coboundary formula: For X ∈ Cm(Z) and Y ∈ Cn(Z)
d(X ∪i Y ) = (−1)
i dX ∪i Y + (−1)
i+m X ∪i dY − (−1)
i X ∪i−1 Y − (−1)
mnY ∪i−1 X
Next, we give formulas for evaluating integral cochain ∪1 and ∪2 products on sim-
plices of dimension 1, 2, and 3. We let (0, 1, · · · , k) denote standard simplices. The ith
face is obtained by deleting the ith vertex. For example (0, 2) means the face of the
2-simplex (0, 1, 2) opposite vertex 1. The products and sums on the right below mean
arithmetic in Z with the values of cochains on simplices.
ForA,B ∈ C1(Z) and P,Q ∈ C2(Z)
(CP2) A ∪1 B(0, 1) = (−1)A(0, 1)B(0, 1)
(CP3) A ∪1 P (0, 1, 2) = (−1)A(0, 2)P (0, 1, 2)
(CP4) P ∪1 (0, 1, 2) = P (0, 1, 2)A(0, 1) + P (0, 1, 2)A(1, 2))
(CP5) P ∪1 Q(0, 1, 2, 3) = P (0, 1, 3)Q(1, 2, 3) − P (0, 2, 3)Q(0, 1, 2)
(CP6) P ∪2 Q(0, 1, 2) = (−1)P (0, 1, 2)Q(0, 1, 2)
Of course all these formulas hold for Z/2 cochains a, b, p, q, x, y ∈ C∗(Z/2) and
a coccyle z ∈ C1(Z/2), with the advantage that we can ignore ± signs, so one gets
simplifications.
11.2 Special Integral Lifts of Z/2 Cochins
Consider the coefficient homomorphism Z → Z/2 = {0, 1}. Of course this induces
a group homomorphism Ck(Z) → Ck(Z/2). There is the obvious set theoretic split-
ting Z/2 → Z given by 0 7→ 0 and 1 7→ 1. For any abelian coefficient group M ,
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Ck(M) = Functions(X(k),M), where X(k) is the basis of the free abelian chain
group Ck(Z) given by the k-simplices. The set map Z/2→ Z above thus determines a
function Ck(Z/2)→ Ck(Z), which we call the special lift map. Special lifts of cochains,
which only take values 0 and 1 on simplices, turn out to have some very nice properties
because the arithmetic of 0 and 1 in Z is so simple.
Given x ∈ Ck(Z/2), we denote the special lift by the capital letter X ∈ Ck(Z). We
denote the special lift of the coboundary dx ∈ Ck+1(Z/2) by the symbolDx ∈ Ck+1(Z).
Note Dx 6= dX.
(SL1) If A is the special lift of a cocycle a ∈ Z1(Z/2) then dA = 2A2.
To see this, just observe that A2(0, 1, 2) = 1 if and only if a(0, 1) = a(1, 2) = 1 and
a(0, 2) = 0. (Note that since a is a cocycle, dA only takes values 0 and 2, never 1 or −1.)
(SL2) If A,B are special lifts of a, b ∈ Z1(Z/2) then the special lift of c = a+ b is
C = A+B + 2(A ∪1 B).
A ∪1 B(0, 1) = −1 if and only if a(0, 1) = b(0, 1) = 1. So C(0, 1) = 0 if a(0, 1) =
b(0, 1), and C(0, 1) = 1 if a(0, 1) 6= b(0, 1). This says C is the special lift of a+ b.
(SL3) If C is the special lift of a+ b, as in (SL2), then C2 = A2 +B2 + d(A ∪1 B).
The easiest way to see this is to look at
2C2 = dC = dA+ dB + 2d(A ∪1 B) = 2(A
2 +B2 + d(A ∪1 B))
This is an equation in the torsion free group C2(Z), so we can divide by 2.
(SL4) If P is the special lift of a cocycle p ∈ Z2(Z/2) then dP = 2(P ∪1 P ). Con-
sequently, in C3(R/Z), we have d(P/4) = (1/2)(p ∪1 p).
From (CP5), P ∪1 P (0, 1, 2, 3) = P (0, 1, 3)P (1, 2, 3) − P (0, 2, 3)P (0, 1, 2). Since p
is a Z/2 cocycle, it takes value 1 ∈ Z/2 on either zero, two, or four faces of (0, 1, 2, 3).
The special lift P will take value 1 on these same faces. One sees that dP takes values
0, 2, or -2 depending on which faces p is non-zero. Specifically, dP takes value 2 if p is
1 exactly on the faces (0, 1, 3), (1, 2, 3), and dP takes value −2 if p is 1 exactly on the
faces (0, 2, 3), (0, 1, 2). In all other cases, dP takes value 0. But this inspection of all
cases agrees with the evaluation of 2(P ∪1 P ).
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SL(1) and SL(4) generalize to dQ ≡ 2(Q∪n−1Q) (mod 4) for any Z/2 n-cocycle q.
An application is that the integral Bockstein of a Z/2 cocycle q reduces modulo 2 to
Sq1(q). Although this is well-known, it is not trivial to prove.
(SL5) If A is the special lift of a ∈ Z1(Z/2) then A2 ∪1 A
2 = 0
Since A2 is an integral cocycle, SL(4) implies 2(A2 ∪1 A
2) = 0. Since the integral
cochain groups are torsion free, SL(5) is proved.
Finally we look at a delicate result involving cochains x ∈ C0(Z/2). We have the
special lifts X ∈ C0(Z) of x and Dx ∈ C1(Z) of dx. We also have dX ∈ C1(Z), which
can take values 0, 1, or −1. The cup products (Dx)X and X(Dx) are special lifts of
dx x and x dx, respectively.
(SL6) Dx + dX = 2(Dx)X and Dx − dX = 2X(Dx), both equalities holding in
C1(Z).
The proof is by a simple analysis of cases, depending on the values x(0), x(1).
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