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Effective pseudospin-1/2 honeycomb lattice materials such as Li2IrO3, Na2IrO3 and α-RuCl3
have received much attention due to the presence of bond-dependent spin interactions such as in
Kitaev’s compass model. By comparison, spin-1 materials have received less attention. Motivated
by the recently synthesized insulating nickelate Ni2Mo3O8, we consider spin-1 effective model on the
honeycomb lattice. The Ni2+ S = 1 moments form a complex noncollinear order with a nontrivial
angle between adjacent spins, according to the recent neutron scattering measurements. In this
work, we successfully explain the observed ordering using an effective spin model with the exchange
parameters determined with the help of first principles electronic structure calculations. We find
that spin-orbit coupling in the form of the Dzyaloshinskii–Moriya interaction, coupled with magnetic
frustrations, is key to explain the observed noncollinear spin structure in this material.
PACS numbers:
I. INTRODUCTION
Recent experimental and theoretical advances in
frustrated magnetism, in particular the realization
of the Kitaev–Heisenberg model1,2 in the honeycomb
lattice materials Na2IrO3
3, Li2IrO3
4, α−RuCl35, and
H3LiIr2O6
6 have sparked much interest in the study
of quantum magnets with the honeycomb lattice
structure. Because of the non-Kitaev interactions,
honeycomb lattices of spin-1/2 ions typically have either
a ferromagnetic ground state such as in CrBr3
7 and
CrI3
8, or the antiferromagnetic stripe or zigzag ordering,
depicted in Fig. 2(e) and (f), respectively. All three
are examples of collinearly ordered states that have
been predicted to harbor magnons with Dirac-like
bosonic band structure9,10 that have been observed
experimentally8,11, inviting analogies with electronic
states in graphene and opening up the possibility of
topological magnon states12–14.
By comparison, honeycomb materials with spin-1
moments have received relatively little attention.
Arguably, a larger value of spin makes it more amenable
to a semi-classical description, although quantum effects
are undeniably important to understand, for instance,
the gapped nature of the Haldane ground state in
spin-1 chains15,16. At the same time, the effect of
orbital degrees of freedom and spin-orbit interactions can
lead to complex phenomena and a lack of long-range
magnetic ordering in spin-1 materials, such as in a
recently reported diamond-lattice system NiRh2O4
17.
In the case of honeycomb spin-1 materials, the same
mechanism that was identified as a source of compass-like
Kitaev interactions2 can result in potentially rich physics,
including perhaps spin-liquid ground states. In this
paper, we set ourselves a less ambitious task and focus
on elucidating the puzzling nature of the noncollinear
ground state reported recently in a honeycomb lattice
oxide Ni2Mo3O8
18. While specific to this material, the
present work has wider ramifications for the interplay of
frustrations and spin-orbit coupling in spin-1 systems.
Most of the known spin-1 honeycomb lattice materials
are comprised on Ni2+ ions, with the strong Hund’s
coupling leading to spin S = 1 on each site. Similar
to spin-1/2 case, the vast majority of honeycomb
lattice materials, such as A3Ni2SbO6 (A = Li, Na)
19,
Na3Ni2BiO6
20 and Li3Ni2BiO6
21 order in the zigzag
pattern depicted in Fig. 2(f). The Ne´el order shown
in Fig. 2(d) is also possible, as realized for instance in
BaNi2V2O8
22, while the stripe order is very rare, so far
only observed in Ba2Ni(PO4)2 where it is argued to be
due to a strong inter-layer exchange coupling23,24. In all
the aforementioned cases, the reported magnetic order is
collinear, in stark contrast to the material studied here,
Ni2Mo3O8, which was reported
18 to have a noncollinear
magnetic structure depicted schematically in Fig. 1.
In this work, we show that the key to understanding
the noncollinear nature of the magnetic ordering
in Ni2Mo3O8 is the Dzyaloshinskii–Moriya (DM)
interaction that arises due to spin-orbit coupling25–28.
From the symmetry analysis, the DM vectors are
uniquely determinded by Moriya rules26. In combination
with the exchange couplings computed from first
principles density functional theory (DFT), this allows
us to reproduce the experimentally reported magnetic
structure. We further compute the generalized phase
diagram, with the angle between the two neighboring
spins being a function of the DM interaction strength
and exchange parameters of the model. Importantly,
inclusion of the biquadratic spin-spin interactions of the
type (~Si · ~Sj)2 is necessary to both fit the ab initio results
and predict the correct noncollinear magnetic structure.
The remainder of this article is organized as follows.
We present an effective spin-1 model in section II.
Various competing spin configurations are introduced in
section III, followed by the details of determination of
spin exchange couplings from ab initio calculations in
section IV. In section V, we compute the phase diagram
of the model with and without Dzyaloshinskii–Moriya
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2interactions, demonstrating that the latter are crucial
to reproduce the experimentally reported noncollinear
magnetic state. Finally, we conclude with the discussion
and outlook in section VI.
II. MODEL
Ni2Mo3O8 crystallizes in the layered structure
characterized by the non-centrosymmetric hexagonal
space group P63mc
18, with the Ni2+ magnetic ions
forming a distorted hexagonal structure in each layer
shown schematically in Fig. 1. There are two inequivalent
Ni sites in this bipartite structure, with alternating atoms
having either octahedral or tetrahedral coordination by
oxygen ions. The magnetic moments on these two
sublattices form two interpenetrating triangular lattices,
with an angle α with each other, as depicted in Fig. 1,
resulting in a noncollinear antiferromagnetic (NCAF)
order.
In order to model the spin 1 moments on Ni2+ (3d8)
ions in this material, we adopt a bilinear-biquadratic
spin-1 quantum Heisenberg model, at first without taking
spin-orbit coupling into account:
Heff =
∑
<ij>
J1~Si · ~Sj +
∑
<ij>
K1(~Si · ~Sj)2
+
∑
<<ij>>
J2~Si · ~Sj +
∑
<<ij>>
K2(~Si · ~Sj)2.
(1)
Above J1,K1 are the nearest-neighbour Heisenberg
and biquadratic couplings, whereas J2,K2 describe the
second-neighbor spin-spin interactions, respectively. As
we shall show below in section IV, the inclusion of
biquadratic spin-spin interactions is crucial to be able
to extract the exchange parameters from the ab initio
calculations.
We note that if one’s aim were to obtain a
comprehensive description of the problem, one would
have had to include both the orbital and spin
degrees of freedom, taking into account the different
crystal-field effects on the tetrahedrally and octahedrally
coordinated Ni ions. Such a model, of Kugel–Khomskii
variety29, would have been significantly more complex
and contained singificantly more unknown parameters.
Instead, one should think of the Hamiltonian Heff as
an effective spin model, justified by the fact that the
Hund’s coupling on Ni ion, of the order of 0.5 eV,
is much larger than the crystal-field splittings induced
by small trigonal distortions within the relevant eg
(for octahedrally coordinated sites) or t2g manifold (for
tetrahedral sites) 18. Furthermore, we have verified
that inclusion of single-ion anisotropy terms does not
qualitatively change our conclusions (see Appendix C).
As advertised earlier, the inclusion of the spin-orbit
coupling in the form of the Dzyaloshinskii–Moriya (DM)
interactions among the spins is essential to reproduce the
noncollinear magnetic structure. This will be discussed
in detail in section V, here we write down the DM
Hamiltonian for completeness:
HDM = 1
2
∑
ij
~Dij · (~Si × ~Sj), (2)
where ~Dij is a vector whose direction can be determined
by Moriya’s rules26, to be discussed in section V.
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FIG. 1: 3D depiction of NCAF state. The coordinate is
set up by projection from the non-centrosymmetric lattice
honeycomb lattice to a regular hexagon. In the case of
φT − φO = pi, the angle α = θT + θO.
III. SPIN CONFIGURATIONS
In Ni2Mo3O8, the state we are mainly interested in is
the NCAF state shown in Fig. 1. The moments form a
coplanar structure in the xz-plane, with x axis pointing
along one of the hexagonal bonds and the z axis being the
hexagonal c-axis of the crystal, as indicated in Fig. 1. In
the honeycomb lattice, tetrahedral (T) and octahedral
(O) sites form two triangular sublattices. In order to
completely characterize various spin states, we introduce
the polar angles θT and θO relative to the z-axis on
each sublattice, and the asimuthal angles φT and φO
with the x-axis, respectively. The angle α between the
neighboring spins on the two sublattices is then given by
cosα = sin θT sin θO cos(φT − φO) + cos θT cos θO. (3)
Since the moments in the experimental NCAF phase lie
in the xz plane, the asimuthal angles are either 0 or pi,
and moreover |φT −φO| = pi. We shall assume this to be
the case in the following. From Eq. (3), it then follows
that the angle α between the two spins is
α = θT + θO, (4)
3TABLE I: Spin configurations and magnetic moments of
the two experimental fits to the neutron scattering data on
Ni2Mo3O8, inferred from Ref. 18. The angles θ and φ for the
two sublattices are defined in the text.
θT φT MT θO φO MO α α
′
Fit 1 86◦ 180◦ 1.727µB 141◦ 0◦ 1.431µB 227◦ 133◦
Fit 2 120◦ 180◦ 1.997µB 88◦ 0◦ 0.891µB 208◦ 152◦
as depicted in the bottom of Fig. 1. For convenience, if
α > 180◦, it is equivalent to use α′ = 360◦ − α as the
angle between two spin directions. Thus it is sufficient
to only consider 0◦ ≤ α ≤ 180◦. Several examples of
magnetic orders with different values of α = 0, α = 90◦
and α = 180◦ are depicted in Fig. 2 (a),(b) and (c),
respectively. In the honeycomb lattice model, there are
three important collinear spin ordered states: Ne´el, stripe
and zigzag states, depicted in Fig. 2 (d), (e) and (f).
As the figure illustrates, the zigzag and stripe order
correspond to α = 0 and α = 180◦, respectively, and
one can think of a noncollinear state with generic value
of α as lying in-between these two limiting cases.
We note that the experimental study in Ref. 18 reports
two possible magnetic structures, with different sizes
and directions of the magnetic moments, which we
summarized in Table I. Both structures provide an
equally good fit to the neutron scattering refinements,
however as we shall show below, our theoretical analysis
suggests that the experimental structure 1, with α′ =
133◦, is most likely realized in Ni2Mo3O8.
Our goal is to obtain accurate estimates of the
exchange couplings in the model Hamiltonian Eq. (1)
from first principles calculations. To do this, we first
evaluate analytically the energies of several reference
ordered states, namely a ferromagnet (FM), Ne´el, stripe
and zigzag states. The resulting expressions, obtained in
the mean-field approximation (see Appendix A for more
details), are as follows:
EFM =3
2
J1 + 3J2,
ENe´el =− 3
2
J1 +
3
2
K1 + 3J2,
EStripe =− 1
2
J1 +K1 − J2 + 2K2,
EZigzag =1
2
J1 +
1
2
K1 − J2 + 2K2,
(5)
Because the equations (5) are linearly dependent, we
introduce two other reference states in order to be
able to determine the exchange couplings uniquely: the
noncollinear analogues of the Ne´el and zigzag states,
obtained by rotating the spins on one of the sublattices
(say, blue) in Figs. 2d) and 2f) respectively, such that the
spins on the red and blue sublattice are perpendicular to
each other. The mean-field energies of these two states
(a) (b)
(c) (d)
(e) (f)Stripe
FIG. 2: The depicition of the noncollinear antiferromagnet
configuration with (a) α = 0, (b) α = 90◦ and (c) α =
180◦. Also shown are typical collinear configurations on the
honeycomb lattice: (d) Ne´el state, (e) stripe state, and (f)
zigzag state.
are
EGNe´el =3
8
K1 + 3J2
EGZigzag =J1 + 1
8
K1 + J2 +
1
2
K2.
(6)
Here we also provide the mean-field expression for the
energy of the NCAF state for an arbitrary angle α defined
in Eqs. (3) and (4):
ENCAF(α) =1
2
J1 cosα+K1(
3
8
cos2 α− 1
4
cosα+
3
8
)
−J2 + 2K2.
(7)
IV. DFT ANALYSIS
We have performed ab initio density functional
theory calculations on Ni2Mo3O8 (see Appendix B for
details) in various spin-ordered states, both collinear and
noncollinear, and computed the corresponding energies.
Substituting these energies into the left-hand side of
4the mean-field expressions in Eq. (5) and Eq. (6), we
solve the resulting set of equations to obtain the values
of the exchange coefficients. There are four unknown
parameters in the model Eq. (1) (J1, J2,K1 and K2),
so having 4 energy differences among 5 reference states
would suffice to determine the coefficients. However,
we have increased the number of the reference states
to 6 so as to place the errorbars on the fitted values
of the exchange parameters. The values of the
fitting parameters, together with the standard deviations
computed by using different sets of reference states, are
as follows:
J1 = 2.36± 0.27 meV, J2 = 1.00± 0.12 meV,
K1 = −1.51± 1.07 meV, K2 = 1.13± 0.47 meV. (8)
As evident from the above, there is a rather large
uncertainty in the value of the biquadratic coefficient K1,
however the most important conclusion for this work is
that its value is negative and non-negligible compared
to the Heisenberg exchange J1. The presence of such
biquadratic term in the model Eq. (1) is important to
correctly capture the physics of spin 1 interactions, as
was proven to be the case in other 3d metals with spin-1
moments, notably the iron pnictides and chalcogenides.
There, one also finds negative and relatively large values
of K1 from first principles caculations
30,31, and it turns
out to be essential to correctly describe the magnon
dispersion in inelastic neutron scattering32–35. In the
present case, we shall show that the presence of K1 term
affects the relative stability of the Ne´el and noncollinear
magnetic states (see section V B).
The ab initio electronic structure calculations reveal
additional information about the magnetic properties of
Ni2Mo3O8. The magnitude of the magnetic moment
remains unchanged across the various ordered states and
is dominated by the Hund’s coupled spin contribution of
〈MˆS〉 = 1.45 µB per Ni for both types (T,O) of Ni atoms.
There is also an orbital moment contribution, which is
an order of magnitude smaller, 〈Mˆ (T )L 〉 = 0.18µB on
the tetrahedral Ni ion and 〈Mˆ (O)L 〉 = 0.12µB on the
octahedral ion (the slightly different values are due to
the difference in the crystal field environment on the two
sites). The total magnetic moment is thus predicted to be
〈MˆJ〉 = 〈MˆS〉 + 〈MˆL〉 = 1.63µB on the tetrahedral site
and 1.57µB on the octahedral site. These values of the
moments are closer to the first of the two experimental
fits shown in Table I. The calculations also reveal an
anisotropy in the direction of the local moments: the
moments lie preferentially in the easy ab-plane as opposed
along the c-axis. This is in good agreement with the
experimental structure 1, where the larger moment at the
tetrahedral site lies very close (within 4◦) to the ab-plane.
V. RESULTS
Having estimated the spin exchange couplings from
the ab initio calculations, we now proceed to compute
the theoretical phases diagram, as a function of
these parameters, in two regimes: first without the
Dzyaloshinskii–Moriya interaction using the effective
spin model in Eq. (1), and then incorporating it into the
model.
A. Without spin orbit coupling
By comparing the mean-field energies of the different
magnetic states listed in Eq. (5) and Eq. (7), we find
that the Ne´el phase dominates the large part of the phase
diagram. This is illustrated in Fig. 3, where we have fixed
the values of J1 and K2 and show the phase diagram
as a function of J2 and K1. Competing with the Ne´el
state is the noncollinear state parametrized by the angle
α between the spins on the two sublattices. Note that its
energy ENCAF in Eq. (7) is a quadratic function of cosα,
with the prefactors that only depend on J1 and K1.
By minimizing the energy ∂ENCAF∂ cosα = 0, we obtain the
minimum at
cosα =
1
3
− 2
3
J1
K1
> 0. (9)
The corresponding solution for the optimal angle αopt
depends on the ratio K1/J1 as follows:
αopt =

pi, if
K1
J1
<
1
2
arccos
(
1
3
− 2
3
J1
K1
)
, if
K1
J1
>
1
2
,
(10)
Stripe
- 1.0 - 0.5 0.0 0.5 1.0
- 1.0
- 0.5
0.0
0.5
1.0
J2/J1
K 1
/J
1
FIG. 3: The phase diagram of the model in Eq. (1) in the
(J2 − K1) parameter space. The values J1 = 2.36 meV
and K2 = 1.13 meV are fixed as determined from ab initio
calculations. The red asterisk corresponds to the set of
parameters (J2 = 1.0 meV, K1 = −1.51 meV) determined
from ab initio calculations in Eq. (8).
5where we have set J1 > 0 since both the experiment
and our ab initio calculations indicate that the
nearest-neighbor exchange is antiferromagnetic. Recall
that α = pi corresponds to the stripe order (see Fig. 2),
and the Eq. (10) thus indicates a transition from the
collinear stripe state realized for negative or small
positive K1, to a noncollinear state at K1 > J1/2.
Our ab initio calculations indicate that K1 is negative,
and the set of exchange parameters computed from DFT
(shown with an asterisk in Fig. 3) lies very close to the
boundary between the Ne´el and the stripe phase. It is
clear from Figure 3 and from Eq. (10) that unless the
value of K1 is sufficiently large and positive (namely,
K1 > J1/2), which is not the case in our ab initio set of
parameters, the noncollinear solution will not be realized.
We therefore turn to the effect of Dzyaloshinskii–Moriya
interactions, which as we show below, qualitatively
changes the phase diagram.
B. The effect of spin orbit coupling
As shown above, the Heisenberg model favors
collinear spin-ordering. The non-centrosymmetric
crystal structure of Ni2Mo3O8 motivates us to consider
Dzyaloshinskii–Moriya interactions arising from spin
orbit coupling. While it will not affect the energies of
the collinear spin configurations such as Ne´el, stripe or
zigzag states, the DM interaction can potentially lower
the energy of the noncollinear states.
Consider first the DM interaction between spins on
the nearest sites O and T . In a non-centrosymmetric
honeycomb lattice, there is only one mirror plane
including the both sites, which is perpendicular to the
ab plane. From Moriya’s rules, the vector ~DOT should
be prependicular to this mirror plane, which means that
~DOT lies in the ab plane, and is perpendicular to the
bond direction ~OT . By the C3 rotational symmetry of
the lattice, we can obtain the vectors ~Dij for all nearest
neighbor sites, as shown in Fig. 4, which should all have
the same magnitude | ~Dij | = D.
FIG. 4: The DM vectors for nearest neighboring bonds of
non-centrosymmetric honeycomb lattice in xy plane.
At the mean field level, the average energy per site of
the variational NCAF state is
E ′NCAF =
1
2
J1 cosα+K1(
3
8
cos2 α− 1
4
cosα+
3
8
)
− J2 + 2K2
−D(sin θO cosφO cos θT − sin θT cosφT cos θO),
(11)
where as before, α is the angle between the spins on
the tetrahedral and octahedral sites, as indicated in
Fig. 1. Under the assumption that both spins lie
in the plane containing the O–T bond, as realized
in the experiment (|φT − φO| = pi in our notation),
the Dzyaloshinskii–Moriya term results in the energy
contribution
EDM = D cosφT sinα. (12)
To minimize this energy we choose, without loss of
generality, φT = 180
◦, which corresponds to the
experimental results in Table I. The energy of the NCAF
ordered state then becomes
E ′NCAF =
1
2
J1 cosα+K1(
3
8
cos2 α− 1
4
cosα+
3
8
)
− J2 + 2K2
−D sinα.
(13)
By minimizing this energy with respect to the
variational parameter α, we thus obtain the optimal value
of α for a given D (it is clear from Eq. 13 that it suffices to
consider D > 0, since 0 ≤ α ≤ pi). The resulting optimal
angle as a function of the DM interactions strength D is
shown in Fig. 5. It shows that for D less than a critical
value of Dc = 1.25J1 ≈ 3 eV, the Ne´el state is the ground
state, and for larger values of the DM interaction, a first
order phase transition into the NCAF state takes place,
with the angle α jumping to a value α . 130◦. Note that
the critical value of Dc results in the angle close to the
experimentally reported α′ = 133◦ in Table I.
Another way to analyze the data is to plot the phase
diagram as a function of the variational parameter α
and the DM interaction strength D, as shown in Fig. 6,
where the blue region indicates the regime of stability of
the noncollinear phase, with the optimal angle α shown
as a solid line. Notice that the optimal angle appears
close to the experimental value α′ = 133◦ (dashed
line) near the lowest value of D where NCAF phase is
stable. As mentioned in section II, the above analysis
has so far ignored the single-ion anisotropy terms due
to crystal-field environment of Ni ions. These effects
are studied in Appendix C, however they do not alter
qualitatively the above conclusions. The only effect that
the single-ion anisotropy has is to shift the optimal value
of angle α slightly (see Fig. 10), and to change the
minimal value of DM interaction necessary to stabilize
the NCAF phase, see Fig. 11.
So far, we have fixed the exchange parameters
of the Hamiltonian to be those from the first
60.0 0.5 1.0 1.5 2.0 D/J1
100
120
140
160
180
α
Exp.1
FIG. 5: The optimal value of angle α corresponding to the
minimum NCAF energy as a function of DM strength D,
with the exchange parameters fixed at the ab initio values
in Eq. (8). The dashed lines corresponds to the experimental
value of α′ = 133◦, achieved at D ≈ 2.5 meV.
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FIG. 6: The phase diagram treating the variational angle α
as a free parameter, for varying DM strength D. The rest of
the parameters were fixed at their ab initio values in Eq. (8).
The solid line corresponds to the optimized α in Fig. 5. The
dashed lines shows the experimental value of α′ = 133◦ in
table I, achieved if D = 2.97 meV.
principles calculations in Eq. (8) and only varied the
Dzyaloshinskii–Moriya interaction strength D. Now, we
relax the exchange parameters and investigate the phase
diagram as a function of J2/J1 and D in Fig. 7. We
see that the NCAF phase wins over the Ne´el phase
provided J2 is sufficiently large, and the angle α varies
continuously within the NCAF phase, shown as a false
color in Fig. 7. Similar conclusion is reached when
we fix J2 to its ab initio value and study the phase
diagram as a function of the biquadratic interaction K1,
plotted in Fig. 8. In the latter case, the NCAF phase
can be stabilized at an arbitrary value of K1 (including
K1 = 0), provided D is sufficiently large. Conversely,
120
140
160
180
FIG. 7: The phase diagram as a function of parameters D
and J2 with the remaining exchange couplings fixed at the ab
initio values (J1 = 2.36, K1 = −1.51, K2 = 1.13 meV). The
false color denotes the optimized value of angle α.
a large value of K1 > J1/2 favors the NCAF phase
even in the absence of the DM interaction – the same
conclusion reached earlier in subsection A (see Fig. 3).
In Figures 7 and 8, the optimized angle αopt, shown
as a false color, corresponds to the minimum NCAF
energy under given D. This optimal angle decreases from
180◦ (which corresponds to the collinear stripe phase, see
Fig. 2c and 2e) down to 90◦ as D increases, as expected
since the larger DM interaction favors the noncollinear
ordered state.
100
120
140
160
FIG. 8: The phase diagram as a function of parameters D
and K1, with the remaining exchange couplings fixed at the
ab initio values (J1 = 2.36 meV, J2 = 1.0 meV, andK2 = 1.13
meV). The false color denotes the optimized value of angle α.
7VI. DISCUSSION
In this work, we have proposed an effective spin model
including the nearest neighbor Dzyaloshinskii–Moriya
interaction to explain the noncollinear magnetic ordered
state observed in a non-centrosymmetric honeycomb
lattice material Ni2Mo3O8
18. The reason for introducing
the DM interaction is that it favors two neighboring
spins to be perpendicular to each other, and competes
with the bilinear ~Si · ~Sj and biquadratic (~Si · ~Sj)2 terms,
which usually favor two neighboring spins to be collinear
(unless the biquadratic term is positive and large, see the
discussion around Eq. (10), which is however not realized
in Ni2Mo3O8).
We argue that considering the nearest neighbor
Dzyaloshinskii–Moriya interaction is sufficient. Indeed,
it turns out that the symmetry of the distorted
honeycomb lattice precludes the next-nearest neighbor
DM interaction between two tetrahedral or two
octahedral Ni spins. Another argument is that,
symmetry reasons aside, it is difficult to imagine the
spins in the same sublattice (T or O) to be noncollinear,
given that the crystal field environment and the magnetic
anisotropy are the same on the two sites. As for the
third-neighbor and longer-range interactions, those are
expected to be negligible, given the large separation
between the magnetic moments.
In the experimental paper18, several tentative
scenarios were advanced to explain the noncollinear
magnetic ordering in Ni2Mo3O8. One of them was
bond-dependent Kitaev-like interaction, however for
it to be realized, two competing exchange pathways
are required and the Ni–O–Ni bond angle to be
close to 90◦2, which is not the case in Ni2Mo3O8.
Another possibility is that of a spiral state, which
typically requires the exchange couplings J1, J2, J3 up to
third nearest neighbors to all have similar magnitude.
This is however not the conclusion we have reached
from our ab initio calculations, where we find J3
to be negligible. Finally, it was proposed18 that
bond-dependent anisotropic interactions, through ligand
distortion, may be the cause of the noncollinear magnetic
order to appear in Ni2Mo3O8. While we cannot
exclude this latter mechanism, we would argue that
the Dzyaloshinskii–Moriya interaction provides a more
natural explanation and, as our results demonstrate (see
Fig. 3 and Fig. 10), the optimal value of the angle α
between neighboring spins is predicted to be close to the
experimental value α′ = 133◦18.
In summary, we have demonstrated that the NCAF
ordered states in Ni2Mo3O8 can be successfully
understood as stemming from the first neighbor
Dzyaloshinskii–Moriya interaction. Using a combination
of first principles electronic structure and mean field
calculations, we have estimated the values of the
exchange couplings, established the mean field phase
diagram and found that a realistic value of DM
interaction D ≈ 3 meV is sufficient to stabilize the
noncollinear magnetic order with the angle αopt between
the neighboring spins within a few degrees of the
experimental value α′ = 133◦. Our calculations also
indicate that when choosing between the two neutron
scattering refinement fits reported in Ref. 18 and
summarized in Table I, the first fit with the angle α′ =
133◦ receives support from both the ab initio results and
our mean field caculations.
The present study, albeit admittedly mean field-like
in its character, opens up a new exciting avenue
for investigating frustrated spin-1 systems with
spin-orbit induced Dzyaloshinskii–Moriya interactions.
Calculations beyond mean field will be the subject of
future work, while application of the present ideas to
different materials and lattices other than the honeycomb
certainly deserve further attention.
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Appendix A: Mean field energy of various states
The total hamiltonian is
H = J1
∑
<ij>
(~Si · ~Sj) +K1
∑
<ij>
(~Si · ~Sj)2
+ J2
∑
<<ij>>
(~Si · ~Sj) +K2
∑
<<ij>>
(~Si · ~Sj)2
+
∑
<ij>
~Dij · (~Si × ~Sj).
(A1)
Now we consider two spin ~ST and ~SO with angles θT, φT
and θO, φO, the mean field energy is following below,
< ~ST · ~SO >= cosα,
< (~ST · ~SO)2 >=1
4
cosα2 − 1
2
cosα+
1
4
+ 1,
< ~ST × ~SO >= sin θTSinφT cos θO − sin θO sinφO cos θT
+ sin θO cosφO cos θT − sin θT cosφT cos θO
+ sin θT cosφT sin θO sinφO
− sin θT sinφT sin θO cosφO,
(A2)
where cosα = sin θT sin θO cos(φT − φO) + cos θT cos θO.
For simplicity, we get rid of a constant 1 in < (~ST ·~SO)2 >
term. With these mean field results, we can obtain the
average energy per site of the Ne´el, stripe, zigzag and
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FIG. 9: The total electronic density of state (black line) in
the Ne´el state of Ni2Mo3O8. The partial contributions from
NiT (green) and NiO (blue) electrons are also shown. The
calculation was performed within DFT, with the Hubbard
parameter U = 0. A clear band gap appears at the chemical
potential, indicating that the magnetically ordered compound
is a band insulator.
NCAF state quoted in Eqs. (5) and (11):
EFM =3
2
J1 + 3J2,
ENe´el =− 3
2
J1 +
3
2
K1 + 3J2,
EStripe =− 1
2
J1 +K1 − J2 + 2K2,
EZig-Zag =1
2
J1 +
1
2
K1 − J2 + 2K2,
ENCAF =1
2
J1 cosα+K1(
3
8
cos2 α− 1
4
cosα+
3
8
)
−J2 + 2K2
+D(sin θO cosφO cos θT − sin θT cosφT cos θO).
(A3)
We notice that the first four of the above equations are
linearly dependent, and we therefore need at least one
other noncollinear states in order to be able to solve for
the four unknown exchange parameters (J1, J2, K1 and
K2). We also want to avoid the Dzyaloshnskii–Moriya
interaction in these noncollinear states, since DFT has
difficulty accurately capturing those. We therefore
introduce the noncollinear analogues of the Ne´el and
zigzag states as described in Eqs. (6) in the main text,
with the spins lying in the ab-plane so that the term
~Dij · (~Si × ~Sj) vanishes identically in these states.
Appendix B: Details of ab initio analysis
We performed the first-principles DFT+U36
calculations as implemented in the VASP package37
using the projector augmented wave method38, making
use of GGA-PBE for exchange-correlation potential39.
In order to extract the parameters of the effective spin
model, we considered various possible magnetically
ordered states, including ferromagnet (FM), Ne´el, stripe,
zigzag as well as the noncollinear NCAF state.The base
unit cell consisting of 2 stacked layers, with 2 Ni atoms
per layer is sufficient to describe the the FM and Ne´el
states. A 2×1×1 supercell is used to describe the stripe
and zigzag states, while a 2 × 2 × 1 supercell is used
to describe the NCAF state. We have performed the
calculations without and with the Hubbard interaction
U = 3 eV. The moments reported in section IV in the
main text were calculated for U = 0. On increasing the
value of the Hubbard U to U = 3 eV, the total moments
increased by about 0.2µB . The rest of our conclusions
remain unchanged.
The density of states plots reveal the insulating nature
of the compound, as shown in Fig. 9. There is an
insulating gap even at Hubbard U = 0, which widens
further with U = 3 eV. This suggests that Ni2Mo3O8 is a
Slater insulator, with the gap opening due to magnetism,
rather than due to the Hubbard on-site repulsion.
Appendix C: Effect of single-ion spin anisotropy
In this appendix, we consider the effect of single-ion
spin anisotropy terms, which are generically expected to
be present due to the interplay of spin-orbit coupling
and crystal field effects on Ni ions. First we need to
determine the direction of the easy axis. In our first
principles calculations, we find (ab) to be the easy-plane,
with the hard z axis that costs higher energy. This
can be described by the simple anisotropic Hamiltonian
Hz = γ
z
T (S
z
T )
2 + γzO(S
z
O)
2, where we find that the
anisotropy constant γz ≈ 1 meV is approximately the
same for the two Ni ions. On the other hand, according
to the experimental fits of the neutron scattering results
in Table I, both NiT and NiO spins lie in the xz plane,
where x axis is chosen such that xz plane contains
one of the nearest-neighbor Ni–Ni bonds, as illustrated
in Fig. 1. The reason for this seeming incongruity
is not the single-ion anisotropy per se, but the fact
that the Dzyaloshinskii–Moriya interaction ~Dij · ~Si × ~Sj
is captured poorly within the ab initio DFT method.
In reality, the DM interaction is dominant (we estimate
| ~Dij | & 3 meV from our analysis in section V B), and
because the DM vector lies in the xy plane, it forces one
of the spins to have a significant z component.
From ab initio calculations, we also find a small
(≈ 50 µeV, i.e. about 0.5 K) anisotropy within the xy
plane, with the spins pointing preferentially along one
of the three Ni–Ni bond directions. Combining with
the aforementioned γz term, the single-ion anisotropy
Hamiltonian can be written as follows:
Hani =
∑
T
γzT (S
z
T )
2 − γxT sin(3φT )
+
∑
O
γzT (S
z
O)
2 − γxO sin(3φO),
(C1)
where the angle φT,O = arctan(S
y/Sx) is the angle
relative to the in-plane x axis on each of the two
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FIG. 10: The effect of the single-ion anisotropy γ on the phase
diagram: (a) Phase diagram as a function of γ and the DM
interaction D, with the remaining exchange couplings fixed
at the ab initio values in Eq. (8). The false color denotes the
optimized value of angle α in the NCAF phase. (b) The effect
of the single-ion anisotropy on the optimal value of angle α
that minimizes the NCAF energy, plotted as a function of
DM strength D. The different values of the parameters γT
and γO, entering the Hamiltonian Eq. (C2), are shown in the
legend. The remainder of the exchange parameters were fixed
at the ab initio values in Eq. (8). The horizontal dashed line
denotes the experimental value of α′ = 133◦ in Table I.
sublattices. Here, as before, the x axis was chosen to
lie along one of the NiT –NiO bonds. The appearance of
sin(3φ) term is the consequence of the three-fold rotation
symmetry C3 in the P63mc space group. The anisotropy
Hamiltonian therefore takes on a form of a 3-state Potts
model, and in the ordered state, one of the three preferred
directions gets spontaneously chosen.
As stated earier, our ab initio calculations and
the experimental analysis of the neutron scattering
both point to the conclusion that the DM interaction
dominates over the γz term. In that case, the NCAF
state wins over the collinear Ne´el state, with both spins
lying in the xz plane, with the x chosen by the 3-state
Potts model. This is what we infer from the experimental
analysis in Ref. 18, where either NiT (in fit 1) or NiO
(in fit 2) lies along what we called the x-direction (see
Table I), whereas the other spin points close to z direction
so as to maximize the energy gain due to DM interaction.
It is therefore sufficient to focus on the spins lying in
xz plane, and because γz  γx, we can neglect the
(ab)-plane anisotropy and write down the anisotropy
Hamiltonian as follows:
HA =
∑
T
γT (S
z
T )
2 +
∑
O
γO(S
z
O)
2, (C2)
where we have dropped the superscript z above γT,O to
lighten the notation. In what follows, we would like to
determine the angle θT and θO of the two spins relative
to the z axis. For this, we compute at the mean-field level
the energy of a reference spin configuration as a function
of these two angles:
EA = 1
2
γT cos
2 θT +
1
2
γO cos
2 θO
=
1
2
γT cos
2 θT +
1
2
γO cos
2(α− θT ),
(C3)
where we have used the fact that θT + θO = α in the
NCAF state, as illustrated in Fig. 1.
At first we can consider two extreme cases. If we
choose γT = 0 and γO to be nonzero and vice versa, then
the range of αopt in the NCAF state will not change,
the only difference is that θO (θT ) will be 90
◦. The
second case is when both γT and γO are much larger
than J1 and D, then we find that the anisotropy favors
the Ne´el phase as the ground state, which means that γT
and γO cannot be too large for the NCAF state to be
realized. This is actually what we expect takes place in
Ni2Mo3O8, since the smallness of the spin-orbit coupling
on Ni ions dictates the correspondingly small values of
the single-ion anisotropy parameters. In fact, from our ab
initio calculations, we estimate the magnetic anisotropy
energy to be of the order of 1 meV, smaller than J1.
Nevertheless, we also consider somewhat larger values of
γT and γO in the following, for the sake of generality.
At first we set γT = γO = γ (γ ≈ 1 meV from our ab
initio calculations, smaller than J1) and draw the phase
diagram as a function of D and γ, as shown in Fig. 10(a).
Because of the anistrophy term, in Ne´el state all spins lie
in xy plane. Specifically, we choose the following four
different sets of γi’s for our calculations:
(a) γT = γO = 1 meV < J1;
(b) γT = γO = 2 meV ' J1;
(c) γT = γO = 4 meV > J1;
(d) γT = 8 meV > J1, and γO = 0.5 meV < J1.
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FIG. 11: The effect of the single-ion anisotropy on the phase diagram in terms of the variational angle α and the DM interaction
strength D. The different values of the parameters γT and γO, entering the Hamiltonian Eq. (C2), are denoted above each
panel. These are to be compared to the results for the isotropic model, plotted in Fig. 6.
The results are shown in Fig. 10(b), which depicts
the optimized angle αopt as a function of increasing
DM strength D for the above choices of γT and γO.
The corresponding phase diagrams are shown in Fig. 11.
From Eq. (C3) we see that the Ne´el state has a
bigger energy gain from the anisotropy corrections than
the NCAF state. As a result, one needs a larger
Dzyaloshinskii–Moriya interaction strength in order to
stabilize the NCAF state. If the anisotropy is comparable
on the two sites, γT ' γO, then the critical value
of Dc necessary to stabilize the NCAF phase and the
upper limit of αopt both become larger with increasing
anisotropy, as can be seen by comparing Figures 11a),
b) and c). If, on the other hand, γT > J1 > γO, the
phase digram in Figures 11d) only changes subtly from
the isotropic case with γT = γO = 0. We conclude
that introducing the single-ion anisotropy only changes
the critical value of Dc required to stabilize the NCAF
phase and the range of optimized αopt and polar angles
θT and θO. It does not however affect qualitatively our
main conclusion that the DM interaction is necessary in
order for the noncollinear magnetic phase to appear as
the ground state on the honeycomb latice.
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