Abstract-Mobile devices such as laptops and smartphones are becoming increasingly ubiquitous in metropolitan environments which contain numerous heterogeneous networks offering high bandwidth at low cost. As a result, content providers are streaming significant amounts of video content and latency sensitive data streams such as VoIP. In order for the mobile user to maintain a high quality of service, a vertical handover (VHO) mechanism is required to efficiently facilitate the exchange between heterogeneous networks in a seamless manner. Grey system theory has been used in a wide range of systems including economic, financial, transportation, and military to accurately forecast time series based on limited information. In this paper we build on a novel reputation based VHO decision rating system by proposing the use of the grey model first order one variable, GM(1,1), in the handover decision making progress. The low complexity of the GM(1,1) model allows for a quick and efficient prediction of the future reputation score for a given network, providing deeper insight into the current state of the target network.
INTRODUCTION
With the exponentially increasing accessibility of low cost high bandwidth networks to the general public, there is a growing need for mobile users to have the ability to seamlessly handover between the available overlaid networks in order to maximize their overall experience. In order to facilitate this, the IEEE 802.21 standard [1] was defined providing a framework and services for the identification and solicitation of new heterogeneous networks and the actual handover from current to target network, but does not specifically address the decision making algorithm itself. As a result, since the exchange of messages coordinating the actual handover will yield unavoidable time duration, the main area under investigation in this mobile space is the optimization and increased efficiency of the handover decision mechanisms.
The total delay of the handover process plays an important role in the overall experience of the user in the providers' network. As such, the delay should be minimal enough to appear unnoticeable by the user even while leveraging latency sensitive services such as VoIP and video streaming. In [2] , Naeem et al. proposed the use of Receiver Signal Strength (RSS) as the estimated end-to-end handover latency in order to improve the execution of make-before-break handovers. Not only was this deemed inefficient from a power consumption perspective due to the increased dual connections between heterogeneous networks, but it also did not take into consideration the current quality of service (QoS) offered in the target network.
In order to address the QoS issue, [3] Yang et al. proposed the use of a fuzzy Multiple Attribute Decision Maker (MADM) algorithm that was employed by the mobile agent during the handover process. Within the MADM model, an Analytic Hierarchical Process (AHP) was used to calculate applicable weights and Simple Additive Weighting (SAW) and Multiplicative Exponent Weighting (MEW) were used to calculate the QoS score of the target network. The issue with this implementation was that it required the mobile agent to perform a significant amount of non-trivial calculations in order to make the decision to switch or not, impacting the delay of the overall process.
In [4] Xia et al. utilized Grey prediction theory to calculate future RSS values which were leveraged to trigger the vertical handover process, where a Fuzzy-logic theory based Quantitative Decision Algorithm (FQDA) was employed to make the actual decision of which available network to select for handoff. Although there was some improvement here via Grey prediction modeling in reducing the probability of triggering a vertical handover (VHO) prematurely, there was still a significant amount of processing being carried out by the mobile node in order to decide on which network to choose.
In this paper we build on a novel decision mechanism proposed by M. Zekri et al. in [5] by using GM(1,1) predicted values in the VHO decision process. In section II, the theory behind the basis of our proposal is discussed, namely the reputation system and algorithms presented in [5] and the GM(1,1) theory initially proposed by Deng in [8] . In section III, we elaborate on how GM(1,1) is used in conjunction with the reputation system, identify the simulation and network configurations, and then discuss the results in comparison with the original model proposed in [5] . Finally, the conclusion is presented in section IV.
II. RELATED THEORY

A. Vertical Handover Decision Mechanism Using Network
Reputation In light of the assumed processing burden taken on by the mobile node in many of the decision mechanisms, a novel approach was proposed in [5] , M. Zekri et al., for a UMTS and WLAN overlaid network and serves as the basis of our proposed implementation; as such the theory is reviewed here in detail. An important aspect of this system is that the majority of complex calculations required to facilitate the decision are carried out prior to the actual decision point. This is enabled by defining two types of agents in the overlaid network:
x Mobile Reputation Agent: The purpose of this agent is to periodically collect real-time performance metrics while in a given network in order to calculate sample reputation scores. These scores are then sent to the network reputation agent. In addition, in order to make a decision regarding handover, the mobile agent will request the current aggregate score of the target and current network.
x Network Reputation Agent: The purpose of the network residing agent is to aggregate scores received by all the mobile nodes utilizing its associated network, and to provide the current aggregate score upon request.
In order for the mobile node to define a reputation score in [5] , a binary trust system is leveraged in which a network is evaluated as either good or bad. More specifically, let N be the set of available networks, and M n the set of mobile nodes that are currently connected to network n, where n ∈ N. The sample score R is then calculated by each mobile node in the network, r(m, n), where r ∈ R. Once these sample scores are sent to the network residing agent, they are aggregated to form the running reputation score of the network, R n = {r(m i , n)|m i ∈ M n }. Since it is a binary reputation system, the sample score perceived as good is represented by r + (m, n) = 1, and r -(m, n) = -1 when it is considered bad. As will be discussed in Section III, our proposed solution will leverage the raw score and not transform it to a binary interpretation.
Consequently, the key aspect of this rating system is the definition of what makes a network score good or bad, i.e. what is the Q th quality threshold to make the distinction. To quantitatively assess this, the following QoS metrics are used: bit error rate (ber), delay (del), jitter (jit), and bandwidth (bw). Depending on the class of service (CoS) and associated applications typically consuming these services, each of the QoS parameters may have a different level of importance. As such, in order to ensure that we have a meaningful Q th , it must be defined for each available CoS in the overlaid network.
Evaluating the appropriate weight of each QoS parameter as it relates to the applicable CoS is determined through the use of AHP. Each QoS parameter is correlated to a goal of a CoS; subsequently, through the use of 9 different importance levels, the goals are prioritized in relation to each other within a CoS. Assume P ij is the prioritization of Goal i, G i , in comparison to Goal j, G j , where {i, j} ∈ {ber, del, jit, bw}, then, as seen in [5] : x P ij = 1 when the two goals are equal in priority
x P ij = 3 when G i is weakly more important than G j x P ij = 5 when G i is strongly more important than G j x P ij = 7 when G i is very strongly more important than G j x P ij = 9 when G i is absolutely more important than G j Based on the above comparisons, the AHP matrix is established and normalized, as can be seen generically across CoS in Table 1 . The normalized values, p ij , are finally used in [5] to calculate the weight, W i , associated to a QoS parameter in a given CoS as:
In addition to defining the weights, the last preparatory step for the mobile node prior to polling for the QoS parameters is to define normalizing factors, X min or X max , for each performance metric in order to ensure that the inherent value of the QoS parameter does not drive the quality score. The normalizing factor will then be applied to the raw metric, X raw , based on the interpreted worth or cost of the parameter in order to obtain X norm , the normalized value. As discussed in [5] , if the parameter is valued more the lower it becomes, as is the case for jitter, delay, and bit error rate, then the normalizing equation can be seen by (2) . Otherwise, if the higher value has more worth, as in the case of bandwidth, the normalizing equation is described by (3) .
With the weights and normalizing factors now defined for each QoS parameter, the Q th for a given CoS, c i , is then calculated in [5] by leveraging each weight in conjunction with an actual threshold value for the QoS parameter within the CoS as follows:
In [5] , the actual sample reputation score, Q n (c i ), calculated by the mobile node in (5) is carried out upon entering or leaving a given network in a similar fashion to the Q th . As seen in section III, we propose a more frequent calculation of the sample reputation to provide a more accurate aggregate score.
Once the sample reputation score is calculated, it is compared against the threshold value obtained in (4) and ranked as good or bad. The ranked score is then sent to the network agent for aggregation. During the aggregation process of received scores within a specific time interval, the network agent can allocate a separate weight for favorable vs. unfavorable scores, w + or w -, as seen in (6) [5], since poor network conditions are typically of more concern than the converse.
Furthermore, in order to place more importance on recently received scores, the network agent in [5] applies a discounting factor, ߛ ∈[0,1], when combining the current received score(s) with the current network score, to form the running aggregate score as seen in (7).
The running aggregate score r aggr (t) is then provided by the network agent upon request from other mobile agents, to facilitate handover.
B. GM(1,1) model
Grey system theory-based models were first introduced by Deng in [8] and have been used for predicting time series functions in a multitude of areas, from analyzing foreign currency exchange rates in [6] to predicting network bandwidth in [7] . In essence, the grey system model only requires a minimum set of information in order to predict future values and constantly adapts the algorithm's parameters to the latest known values. Within Grey system modeling, the Grey Model First Order One Variable, GM(1,1), is one of the most popular versions used. This model can only be used with positive data points and leverages differential equations with time-varying coefficients. Let X (0) represent a time series with n values which is to be analyzed for prediction.
This time sequence is then applied to an Accumulation Generation Operation (AGO) function in order to build X (1) and smooth the randomness of the original values. This new sequence can be observed in (10) to be constantly growing.
Subsequently, the AGO generated sequence is then used to define a mean sequence of adjacent data, Z (1) , as follows:
From Deng's work in [8] , it can be shown that the AGO generated sequence can be modeled by the first order differential equation (also known as the whitening equation) in
where a and b are referred to as the development coefficient and grey input respectively. Intuitively, from (10) one can also deduce that
As a result, by substituting (10), (12) and (14) into (13), one can obtain the Grey Differential Equation:
In order to solve equation (15), one must obtain the solution for the a and b parameters. This can be achieved through the use of the Least Square Error Method as follows:
is solved, and knowing that the initial condition is x (1) 
(1), the solution to the first order differential equation is:
where x p (1) is the AGO generated value at the predicted time k+1. As such, in order to determine the predicted value at k+1, the inverse AGO is applied against (19) in order to obtain
Additionally, the solution defined by (20) can be expanded to obtain a predicted value at time (k + H).
III. VERTICAL HANDOVER USING NETWORK REPUTATION AND GM(1,1) PREDICTIONS
A. Utilization of GM(1,1) Predictions in Conjunction with Network Reputation
In order to improve upon the novel approach presented in [5] without impacting the efficiency of the decision making duration, the use of GM(1,1) was added to the list of functions performed by the network residing agent in order to predict the subsequent reputation aggregation score. Furthermore, in reviewing (5) and (6), it can also be noted that the Q n (c i ) calculated value provides a much richer representation of the overall network experience than the binary transformed rate of r +/-(m, n). As such, we propose to use the calculated Q n (c i ) as the input into the aggregation function. Assuming that the network residing agent will then calculate the aggregate score sequentially upon receipt of a score from the mobile agent (in a first in first out manner), equation (6) can be refactored as:
Additionally, in order to ensure that the calculated aggregate reputation score represents the most current state of the network as closely as possible, we propose to instruct the mobile agents to poll for the Q n (c i ) the moment the mobile agent enters the network, and then periodically until it leaves.
Subsequently, by instructing the network residing agent to retain the latest n r aggr scores, this time sequence can then be applied to (21) in order to predict the future aggregate score post calculation of the current aggregate reputation score. Since the calculations are carried out by the network agent outside the decision making process initiated by the mobile agent, the actual decision process is not impacted in terms of performance.
As a result, when a mobile node approaches a potential target network, instead of requesting the current aggregated reputation score, we propose that the mobile node request the predicted future aggregate score. If the predicted score of the target network is greater than the predicted score of the current network and the acceptable threshold, a handover is initiated. Otherwise, the mobile node remains in the current network, as presented in Figure 1 . This handover process is considered the passive process in our simulation, as the handover investigation is triggered by the 802.21 MIH link detection events (i.e. not actively by the mobile node itself). If the mobile node's RSS within the current network drops below a given threshold, which can be configured within the MIH protocol, a link going down event is received forcing the mobile node to search for an available network to handover to before the connection is lost. This is considered the forced handover process.
B. Simulation and Network Configuration
The simulation design and execution was carried out using the open source discrete event network simulation tool NS2. The layout of the network configuration can be seen in Figure 2 , where the mobile node is modeled in NS2 as having an interface to each network in the system, namely Wi-Fi, WiMAX, and UMTS. In order to specify a polling interval for the mobile node, the network size and typical mobile node speeds in a metropolitan environment are taken into consideration. Thus, assuming that the smallest network coverage area belongs to Wi-Fi with a maximum range of approximately 250m, and that the fastest speed typically achieved in a metropolitan environment is roughly 70km/h, the polling interval was taken to be 5s. The weights used for the QoS parameters were obtained from [9] , specifically in the Conversational CoS, and an MPEG traffic generation module contributed by A. Matrawy and I. Lambadaris was utilized in order to simulate video traffic in the network.
In order to evaluate our approach, the proposed decision algorithm was compared against the reputation algorithm discussed in [5] through handover decisions between WiMAX and Wi-Fi, under a varying load of traffic and a sudden extreme load of traffic. Originally in [5] , the handover decision was simulated between UMTS and WLAN.
C. Simulation Results
Initially, the mobile node was observed under a gradually varying network load, summarized in Figure 3 . As the aggregated score calculated via [5] decreases, the mobile node using our predicted score at time (t) will have advanced warning that the QoS of the network is deteriorating. This can be seen at time t = 35s and t = 40s, where the aggregate scores were above the threshold and perceived as good, while the predicted scores were below the threshold and perceived as bad. Since the aggregate scores following the above time instances did fall beneath the threshold, the predicted scores allowed the mobile node to make the VHO decision sooner and maintain an increased overall experience.
In order to simulate the sudden increase in load in Figure 4 , numerous agents were instructed to join the network and begin transmitting conversational CoS data at roughly the same point in time. The Wi-Fi mobile nodes were configured to transmit at the maximum rate of 11Mb and the traffic flowing through them was configured to saturate the link. This can be seen by the sudden drop in the aggregate score at t = 35s. As can be seen, the predicted score does not provide any additional benefits in the case of a sudden degradation of the network. The advantage can be seen when the QoS is re-established at time t = 55s. Instead of deciding to join on the first instance of a perceived good score, as in the case of the aggregate score, the predicted score requires the occurrence of at least 2 'good' scores. This enables the mobile node to make a more confident VHO decision and also help reduce the number of handovers overall in the network. We expect similar results as in Figures  3 and 4 when comparing with UMTS.
IV. CONCLUSION
In this paper, we have proposed the use of a first order one variable Grey system in the reputation-based decision algorithm proposed in [5] . This is achieved through treating the aggregated reputation scores calculated by the network residing agent as a time series function, and basing the VHO decision making process of the mobile node targeting this network on the predicted value, in comparison to a known good threshold and the mobile node's current network's predicted reputation. In networks where the QoS is gradually changing, the initial results show that leveraging our predicted value will yield a more optimal decision, providing the mobile node with advance time to make a successful handover and thus experience overall higher QoS. Whereas in networks facing a sudden degradation in QoS, the mobile node using our predicted value will require the network to observe multiple 'good' aggregate scores before it decides to join. This enables the mobile node to make a better informed decision when joining a network post-service degradation and can potentially reduce the amount of handovers occurring in the network. 
