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censoring -refers to the event time. In the context of our paper, we are talking about right censored data. Censoring occurs when the event time is only partially known. Right censoring occurs when the true event time is above the known value, but we do not know by how much.
hazard function -is defined as h(t) is ratio of the probability density function P(t) to the survival function S(t), h(t) = P(t)/S(t) or P(t)/[1-D(t)], where D(t) is the distribution function.
Kaplan Meier estimator -also known as product limit estimate is used to estimate the survivor function of life-time data.
It is the nonparametric Maximum Likelihood Estimates (MLE) of S(t). It is a product of the form
where n i denotes the number of subjects at risk at time just prior to t i , the d i the number of events at time t i , and the product is over all event times observed in the dataset. log-rank test -is a test to compare the survival distributions of two samples. It is nonparametric and appropriate when data are right censored. [Kalbfleisch and Prentice (2002)] Nelson Aalen estimator -is a nonparametric estimator of the cumulative hazard function.
It is a right-continuous step function. The steps are taken at each observed event time. The vertical increment is the inverse of the number at risk. [Kalbfleisch and Prentice (2002) ] survivor function -is defined to be S(t) = 1−F T (t)=P(T ≥ t). T is a random variable for survival time and F T (t) is the cumulative probability distribution function. It is the probability of survival beyond time T = t.
B) Random Forests Approaches (additional information)

Random conditional inference forests
(continue from article... before section 2.1.1) A split is implemented once the predictor has been selected from Step 1) described above and that it meets its criterion. Let X J be the predictor J that was chosen, and let R k be one of all possible subsets of the sample space of the predictor X J . The linear statistic
, which measures the difference between the samples
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if the individual is in node, 0 otherwise;
and a i is the log-rank scores of subject i as defined above.
The best split B K is chosen from B such that
for all possible subsets B K . A split is established when the sum of the weights in both child nodes is larger than a pre-specified minsplit. This helps avoid splits that are borderline and reduces the number of subsets to be evaluated. One advantage as stated by the cforest authors is that the approach taken ensures that the right sized tree is grown without the need of pruning.
Random survival forests
(continue from article... before section 2.2.2)
RSF CON
Another type of splitting rule is the conservation of events (Naftel et al., 1985) . Denote the Nelson-Aalen cumulative hazard estimator for child j as:
where t i,j are the ordered event times for child j.
The conservation of events asserts that the total number of events is conserved in each child, i.e. The Con(X,c) measures whether the two groups are well separated and (1+Con(X,c)) -1 is used in the program It finds the best split by finding children closest to the conservation of events principle.
RSF RAN
The last splitting rule is "random" which implements a purely random uniform splitting. For each node, a variable is randomly selected from a random set of √m variables. For a chosen split variable X, a random split point is chosen among all possible split points on that variable.
C) Permutation results
Number of pathways significant at their respective cutoffs out of 100 permutations for the selected top pathways, for example, the first pathway (skeletal muscle hypertrophy...) in the table below, 4, 5, 4 is the number of pathways at the 0.05 level for the CIFU, bRSF LR, and RSF LRS methods, respectively.
for CIFu, bRSF LR, RSF LRS Table 1 0 Table 5 and Table 6 for bRSF LR (one of them is in both 
