Abstract. We present and compare three methods for accelerating the filtering process used in the multilayered Spectral Element Ocean Model (SEOM). The methods consist of a Schur complement preconditioner, a lumping of small entries and an algebraic multigrid (AMG) algorithm, and a algebraic multigrid with patch smoothing algorithm.
The shallow water equations, ocean model, and filtering process
The shallow water equations approximate the equations of fluid motion well whenever the fluid's density is homogeneous and its depth is much smaller than a characteristic horizontal distance. The shallow water equations can be written in the vector form:
where u = (u, v) is the velocity vector, ζ is the sea surface displacement (which, due to hydrostaticity, also stands for the pressure), g is the gravitational acceleration, h is the resting depth of the fluid, Q is a mass source/sink term. The vector F = (f x , f y ) is a generalized forcing term for the momentum equations that includes the Coriolis force, non-linear advection, viscous dissipation, and wind forcing. For simplicity, we assume no-slip boundary conditions.
The shallow water equations are often used to model the circulation in coastal areas and in shallow bodies of water. They reduce the complicated set of the 3D equations to a stacked set of 2D ones while still representing a large part of the dynamics.
The shallow water equations also arise frequently in the solution of the 3D primitive hydrostatic equations if the top surface of the fluid is a free boundary and can move up and down. The presence of the free surface allows the propagation of gravity waves at the speed of √ gh. The gravity wave speed can greatly exceed the advective velocity of the fluid in the deep part of the ocean and results in a very restrictive CFL limit in order to maintain stability in 3D ocean models [8, 9] .
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We use the multilayered isopycnal Spectral Element Ocean Model [8, 9] (SEOM). An isopycnal is a constant density surface. In this case the normal to the back of a wave is the isopycnal surface that interests us.
The novel feature of SEOM is the combination of isopycnal coordinates in the vertical and spectral element discretization in the horizontal. The benefits of the spectral element discretization include: geometric flexibility, dual h-p paths to convergence, low numerical dispersion and dissipation errors, and dense computational kernels leading to extremely good parallel scalability.
Isopycnal models, often referred to as layered models, divide the water column into constant density layers. This division is physically motivated by the fact that most oceanic currents flow along isopycnal surfaces. Mathematically, it amounts to a mapping from the physical vertical coordinate z to a density coordinate system.
The rational for a layered model include: ease of development (since it can be achieved by vertically stacking a set of shallow water models), minimization of cross-isopycnal diffusion, elimination of pressure gradient errors, representation of baroclinic processes, and cost savings over a fully three-dimensional formulation. Processes amenable to investigation with the layered model include the wind-driven circulation, eddy generation, and (in part) flow/topography interaction.
Hyperviscous operators are frequently used in the simulation of turbulent flows to control the dissipation of unresolved small scale features. Their primary role is to provide strong dissipation at the smallest scale supported by the grid while minimizing the impact on the larger scale features. Hyperviscous operators are thus designed to be more scale selective then the traditional, physically motivated Laplace operator. In finite difference methods, the biharmonic operator is frequently the method of choice to achieve this scale selective dissipation since its damping time (i.e., its spin down time) scales like λ −4 for disturbances of wavelength λ (so that short waves are damped more rapidly then long ones), whereas the Laplace operator damping time scales only like λ −2 . Scale selective dissipation can be achieved by either relying on high order differential operators (e.g., biharmonic) or on filters. The application of these techniques to conforming spectral element discretization is hindered by the need to preserve boundary conditions, inter-element continuity of the solution, and the complications that arise from the discretization of high order differential operators (e.g., higher order continuity).
Levin et al [10] have proposed a vorticity-divergence filter to achieve scale selective dissipation in their two dimensional (shallow water) spectral element ocean model [9, 8] . The basic idea of their strategy is to apply a spectral filter to discontinuous (under the spectral element representation) derived variables, vorticity, and divergence. The velocity field associated with the filtered divergence and vorticity is then recovered by solving a pair of Poisson equations. Boundary conditions on the velocity field and its inter-element continuity are preserved/restored during this solution process. This filter has been shown to perform well in the context of either idealized or realistic oceanic simulations. Its major computational drawback is the need to invert two Poisson equations each time the filter is applied. Given the large number of degrees of freedom, the inversion is effected by preconditioned conjugate gradient (PCG) iterations. The cost of the filter application is dominated by the PCG iterations, and was shown to be justified for the shallow water equations.
The vorticity divergence filter can be readily extended to layered ocean models. The computational burden of the vorticity divergence filter increases considerably since now two Poisson equations must be solved per layer. In this paper we review a number of potential preconditioners to help mitigate the cost of the iterative solutions.
Let ω and δ denote the filtered vertical vorticity and divergence fields in a given layer (note that for layered models the velocity is not solenoidal and only the vertical component of vorticity is non-zero), and let u = (u, v) denote the associated velocity field. Then the velocity components can be recovered from the following Poisson equations:
where a = (δ, −ω), and b = (ω, δ). The boundary conditions are the same as those of the original equations, i.e., either no-slip or free-slip. The weak formulation of equation (1.3) is given by
vector. The boundary integrals vanish whether the boundary conditions are no-slip or free-slip. Equation (1.4) represent two uncoupled systems of Poisson equations for the velocity components u and v in each layer; in a N -layer simulations 2N systems of Poisson equations need to be inverted. In the rest of the paper, we concentrate on the solution of a single Poisson system in a given layer. The spatial discretization in the spectral element ocean model relies on spectral elements of quadrilateral shape. The velocity components within each element is approximated with a high order Lagragian interpolants of degree N v , and are collocated on the Gauss-Lobatto Legendre roots. Fig. 1 contains a realization of how the layers appear. The H i 's are the layer resting thicknesses, the h i 's are the actual layer thicknesses, and the ζ i 's are the layer displacements from the resting positions.
The finite element functions defined on the finite element discretization of domain Ω span the finite element function space Φ F EM . Using the finite element isomorphism lets us replace solving each scalar PDE (1.3) by instead solving the system of equations
The matrix K can be written as sum of the ne element matrices, i.e.,
For finite elements consisting of 8×8 nodes (corresponding to seventh order spectral basis functions) and the element matrices K (r) are 64×64 dense matrices. Therefore, the number of non-zero elements NNZ(i) in a row i of matrix K is 64, 120, or 225 for nodes in the interior, on the edges, and in the vertices of the finite element. The matrix K is not stored due to its excessively large storage requirements. K (r) ω (r) can be computed in a matrix-free manner very quickly due to the tensor product structure of the elements.
All nodes shared by more than one element will have added a subscript B. The remaining nodes will have added a subscript I. Hence, we can rewrite (1.5) so that the sparse, but dense block structure of K is obvious. Let
A well known solution method for (1.6) is the classical element by element method (EBE), as shown in Alg. 1. The Classical EBE method can also be written in terms of a triple factorization of K:
then this triple factorization can also be interpreted as change of the function space . In fact, S B is exactly the matrix from the Galerkin approach (1.8)
The ocean modeling code uses a version of the Classical EBE algorithm. The differences consist of skipping the statement in line 4, in storing the Schur complement element matrices S B,r and using them in a diagonally preconditioned conjugate gradients (CG or PCG) for solving the Schur complement system in line 9. Therefore, this solver is easy to parallelize. The diagonal preconditioner in the Schur complement CG can be replaced with a better preconditioner. First we have to split the B-nodes into edge and vertex nodes (denoted by the subscripts "E" and "V") to get the block structure
Next we factor S B similarly to the factorization of K in (1.7):
(2.1)
As before, we could use the exact harmonic transformation
but the matrix S E has no block diagonal structure. Hence, an exact inversion is simply too costly. We approximate the exact basis transformation −S 
Finally, the Galerkin method representation of S B in the basis
, which is easily implemented using an algebraic multigrid (AMG) coarsening routine. As an intermediate step for the preconditioner, we have the matrix
The inversion of the two block tridiagonal matrices is easy, but we also have to invert the block diagonal matrix in the middle. The matrix S V has only O(ne) rows with at most 9 entries per row. We can either invert S V directly or use an inexpensive iterative scheme.
The arithmetic cost of inverting S E is nearly the same as inverting S B . Therefore we approximate S E by a block diagonal preconditioner
with submatrices of dimension (npts − 2)×(npts − 2). One option in choosing C E,k is to copy all entries from S E with rows and columns from nodes of edge k and lump the remaining matrix entries into the main diagonal.
Applying our inverse preconditioner to the correction step C B w B = r B in the CG looks like
This preconditioner C B for S B is analogous to the domain decomposition preconditioner proposed by Bramble, Pasciak, and Schatz [1, 2, 3, 4].
Algorithm 2 Schur complement preconditioner:
Solve C E,j · w E,j = r E,j 5: end for 6: 
T , we can formulate the preconditioning step in the Schur complement CG, as shown in Alg. 2. In a preprocessing step, the matrices S V , C E,j , and the weights in the linear interpolation T EV are calculated. The small (npts − 2)×(npts − 2) = 6×6 matrices C E,j are easily inverted in a preprocessing step. So the application of C −1 E,j only consists of a matrix-vector multiply. Depending on the size of S V , we can solve the system in line 2 of Alg. 2 via a direct (parallel) solver or by some fast (parallel) iterative procedure such as either AMG or AMG with element preconditioning [7] . Finally, parallelization of Alg. 2 is straightforward to implement.
Lumping of small entries and AMG.
The primary roadblock in applying an alternate algorithm to solve (1.5) consists in how to reduce the huge amount of storage required to store the matrix. Suppose we store the element matrices K r instead of the accumulated one, which will reduce the storage costs.
An analysis of the matrices K r shows that many matrix entries are extremely small. So we lumped all entries K r,i,j with an absolute value smaller than 10% of the main diagonal entries K r,i,i and K r,j,j into the main diagonal. We denote the resulting matrices by C r . The condition number of this element preconditioning is κ(C The matrix C is still symmetric and positive definite. Unfortunately, neither C nor K are M-matrices, but the positive off-diagonal entries in C are smaller by one order of magnitude than the main diagonal entries. This gives us hope that a parallel AMG algorithm [5, 6] will work.
The given code has a routine for the multiplication K · v without storing the matrix. An appropriate matrix free CG is also available. One or two AMG iterations with the matrix C is a very good preconditioner for the CG, decreasing the number of CG iterations dramatically. The multiplication K · v can also be accelerated by storing the element matrices and taking into account symmetry. A version of AMG that takes the symmetry of the matrices into account would decrease the storage requirements for the AMG significantly (down to 60%), but this version of AMG requires significant additional programming.
Multigrid with patch smoothing.
Another approach is to construct a preconditioner for the matrix K consisting of applying a two grid technique to reduce the amount of data per element. This two grid technique requires the same algorithmic components as multigrid, namely, an interpolation operator, a coarse grid matrix (and solver), a smoother, and defect correction calculations.
The original stiffness matrices K r results from 7th degree test functions in both directions on an element δ (r) . We reduce the element information significantly if 
u := u + w r 5: end for we assume only linear test functions in both directions. The fine grid basis is
and coarse grid basis consists of
.
The interpolation matrix between coarse and fine basis is defined by
Hence, Φ c = Φ f ·P fc holds. The interpolation matrix P fc can be stored elementwise (the interpolation weights on the edges are coherent). This allows us to apply a theorem from parallel algorithms [5] and to calculate the coarse matrix elementwise:
Accumulation can be performed easily if that should be necessary for the coarse grid solver. One choice for a coarse grid solver is another application of the AMG algorithm. The defect calculation requires K · v, which is already provided in a matrix free routine.
We use a patch smoother with the elements as patches. Denoting by K r := K| r those entries K ij of the accumulated matrix K with (x i , y i ) ∈ δ (r) and (x j , y j ) ∈ δ (r) then one iteration of the original patch smoother can be formulated as Alg. 3. The storage requirements can be reduced significantly if we use the lumped matrix C from Sec. 2.2 and replace K r by
This is defined in Alg. 4.
Deriving P fc,r on the reference element instead of the real element leads to exactly the same interpolation weights. Hence, it is sufficient to store the interpolation weights only once. 
Numerical experiments and conclusions
We considered a moderate sized problem that we routinely have run on up to 48 processors. In this test, we used one processor since we have seen similar scaling on parallel computers. Fig. 2 shows the surface grid of a particular grid used for simulating the wind driven circulation. (formally known as the NEP08 dataset). The focus of this simulation is the Northern Pacific Ocean, with particular interest in the Gulf of Alaska, and the equatorial and northern coastal wave guide. We have included the global ocean in our simulation to avoid open boundaries. The grid emphasizes our areas of interests which are discretized with small elements with a typical grid resolution ranging from 20 km in the Gulf of Alaska to about 35 km in the equatorial wave guides. The element sizes are increased gradually away from the Pacific Ocean in order to reduce the cost of the global simulation. The grid contains 3552 elements, 176377 velocity nodes, and 90459 pressure nodes. Table 1 contains a summary of our numerical exeriment. The runs were on a SGI Origin 3800 at Linz. Timings are reported in seconds. We note that if we had only included CG iterations to convergence, we would have declared the AMG method (Alg. 4) the clear winner. However, using CPU time, the Schur complement method (Alg. 2) is clearly superior.
We have investigated larger problems in order to see if the AMG methods work better in this case. We considered the ratio of the filtering times. For the NEP08 dataset, the ratio is 3.07. For smaller datasets (e.g., NAB08), the ratio is 3.38. So, by increasing the problem size by a factor of 5, we reduced the ratio by about 9%, which is better, but still not competitve with the Schur complement approach.
A fair question to ask is why pursue an AMG approach when it appears to significantly slower than the Schur complement approach? There are two reasons. First, the AMG methods use about 90% less memory than the Schur complement methods. Memory tends to be the limiting factor in ocean modeling simulations. The second is that if a coarsening strategy can be devised that results in symmetry M-matrices, more than two levels of AMG would be a possibility. Multilevel AMG is what will beat the Schur complement approaches timewise. Hence, future research in this area is needed to find better coarsening strategies.
