A graph U is an induced universal graph for a family F of graphs if every graph in F is a vertex-induced subgraph of U . For the family of all undirected graphs on n vertices Alstrup, Kaplan, Thorup, and Zwick [STOC 2015] In addition, we give results for acyclic graphs with maximum degree 2, cycle graphs, and investigate the relationship between induced universal graphs and adjacency labeling schemes. From a labeling perspective our bounds are the first to give labels for any value of D that are at most o(n) bits longer than the shortest possible labels.
In addition, we give results for acyclic graphs with maximum degree 2, cycle graphs, and investigate the relationship between induced universal graphs and adjacency labeling schemes. From a labeling perspective our bounds are the first to give labels for any value of D that are at most o(n) bits longer than the shortest possible labels.
Introduction
A graph G = (V, E) is said to be an induced universal graph for a family F of graphs if it contains each graph in F as a vertex-induced subgraph. A graph H = (V , E ) is contained in G as a vertex-induced subgraph if V ⊆ V and E = {vw | v, w ∈ V ∧ vw ∈ E}. Induced universal graphs have been studied since the 1960s [41, 45] , and bounds on the sizes of induced universal graphs have been given for many families of graphs, including general, bipartite [9] , and bounded arboricity graphs [8] . We later define the classic distributed data structure adjacency labeling scheme and describe how it is directly related to induced universal graphs. In Table 1 in Section 1.1 below we give an overview of previous results and results in this paper.
Overview of new and existing results
We give an overview in Table 1 of dominating existing and new results. All bounds are on sizes of induced universal graphs. In the table, "P" refers to a result in this paper, k = D/2 , L = ( √ D log n · log(n/D)) and U = ( √ D log n · log(n/D)). The "A" and "B" case below represent two different constructions. The upper bound in "B" is a randomized construction, whereas both lower bounds hold for both upper bounds.
Maximum degree 2 and maximum degree D
Let g v (F) be the smallest number of vertices in any induced universal graph for a family of graphs F. Let G D be the family of graphs with n vertices and maximum degree D. In the families of graphs we study in this paper, a graph always has n vertices, unless explicitly stated otherwise.
Maximum degree 2.
Butler [16] shows that g v (G 2 ) ≤ 6.5n. That was subsequently improved to g v (G 2 ) ≤ 2.5n + O(1) by Esperet et al. [26] who also show the lower bound g v (G 2 ) ≥ 11 n/6 . Esperet et al. [26] conjecture that g v (G 2 ) ≤ 2n + o(n) and raise as an open problem to prove or disprove this. We show the correctness of the conjecture by proving g v (G 2 ) ≤ 2n − 1. The 11 n/6 lower bound is based on a family of graphs whose largest component has 3 vertices. We show matching 11 6 n + O(1) upper bounds for the family of graphs in G 2 whose largest component is sufficiently small (≤ 6 vertices), and for the family of graphs in G 2 whose smallest component is sufficiently large (≥ 10 vertices).
Maximum degree D.
Let k = D/2 . To give an upper bound for any value of D, Butler [16] first establishes:
Corollary 1 ([16]).
Let G ∈ G D be a graph on n vertices with maximum degree D. Then G can be decomposed into k edge disjoint subgraphs where the maximum degree of each subgraph is at most 2.
To achieve an upper bound this can be combined with: [16] / [4, 7, 26] Max degree 2 11 n/6 2n − 1 [26] /P Acyclic, max degree 2 3/2n 3/2n P/P A cycle aware of n n + Ω(log log n) n + log n + O(1) P/P A cycle not aware of n n + Ω
Excluding a fixed minor Ω(n) n 2 (log n)
O (1) [30]
Planar Ω(n) n 2 (log n)
O(1) [30] Planar, constant degree Ω(n) O(n 2 ) [18] Outerplanar
Ω(n) n(log n)
O(1) [30] Outerplanar, constant degree Ω(n) O(n) [18] Treewidth l n2 Ω(l) n(log n l ) O(l) [30] Constant arboricity l Table 1 . Induced-universal graphs for various families of graphs. "P" is results in this paper. For the max degree results k = D/2 . In the result for families of graphs with an excluded minor, the O(1) term in the exponent depends on the fixed minor excluded.
Theorem 1 ([18]
). Let F and Q be two families of graphs and let G be an induced universal graph for F. Suppose that every graph in the family Q can be edge-partitioned into parts, each of which forms a graph in
k , and we achieve
When D is even and constant, the bounds are hence very tight:
However, for non-constant D we can, using another approach but still building on top of our maximum degree 2 solution, beat Butler's lower bound for constant degree: For any value of D, we prove the upper bound
We also give a lower bound for any value of D: Ω (
Constant odd degree.
A universal graph for a family of graphs F is a graph that contains each graph from F as a subgraph (not necessarily vertex induced). The challenge is to construct universal graphs with as few edges as possible.
A graph has arboricity k if the edges of the graph can be partitioned into at most k forests. Graphs with maximum degree D have arboricity bounded by D 2 + 1 [17, 37] .
When D is odd and constant, some improvement have been achieved [7, 26] on the above bounds on g v (G D ) by arguments involving universal graphs and graphs with bounded arboricity. Let A k denote a family of graphs with arboricity at most k.
Theorem 2 ([18]). Let G be a universal graph for
k .
Alon and Capalbo [6] describes a universal graph with n vertices of maximum degree c(D)n 1−2/D log 4/D n for the family G D , where D ≥ 3 and c(D) is a constant. Using this bound in Theorem 2, Esperet et al. [26] note that for odd D (and hence arboricity k =
1 Using the slightly better universal graphs from [7] the maximum degree is reduced to c(
D). Note that using this technique for even values of
, which is asymptotically worse even for constant values of D, compared to any of the new upper bounds presented in this paper.
In [3] it is stated that the methods in [7] can be used to achieve
for constant odd values of D > 1, however according to [4] this still has to be checked more carefully, and the hidden constant in the O-notation is not small.
Adjacency labeling schemes and induced universal graphs
An adjacency labeling scheme for a given family F of graphs assigns labels to the vertices of each graph in F such that a decoder given the labels of two vertices from a graph, and no other information, can determine whether or not the vertices are adjacent in the graph. The labels are assumed to be bit strings, and the goal is to minimize the maximum label size. A b-bit labeling scheme uses at most b bits per label. Information theoretical studies of adjacency labeling schemes go back to the 1960s [14, 15] , and efficient labeling schemes were introduced in [33, 43] . For graphs with bounded degree D, it was shown in [15] that labels of size 2nD can be constructed such that two vertices are adjacent whenever the Hamming distance [32] of their labels is at most 4D − 4. A labelling scheme for F is said 1 In [26] a typo states that the maximum degree for the universal graph in [6] is c(D)n 2−2/D log 4/D n. The theorem in [6] only states the total number of edges being
to have unique labels if no two vertices in the same graph from F are given the same label.
Theorem 3 ([33]).
A family F of graphs has a b-bit adjacency labeling scheme with unique labels iff
From a labeling perspective the above new upper and lower bounds are at most an additive O(D + log n) term from optimality.
Better bounds for larger
We have another approach which for large D, D = Ω(log 3 n), gives better bounds than the ones presented above for constant D. The previous best upper bound for such large D was n D/2 n O(1) due to Adjiashvili and Rotbart [2] . For any D we prove the lower and upper bounds
where the upper bound is a randomized construction. From a labeling perspective our bounds are the first to give labels for any value of D that are at most o(n) bits longer than the shortest possible labels. An asymptotic enumeration of the number of D-regular graphs due to McKay and Wormald [39, 40] combined with Stirling's formula gives a stronger lower bound of
Acyclic graphs and cycle graphs
On our way to understand the family G 2 better, we first examine two other basic families of graphs. For the family AC of acyclic graphs on n vertices with maximum degree 2 we show an upper bound matching exactly the lower bound in [26] , which makes us conclude g v (AC) = 3/2n . This lower bound is not explicitly stated in [26] , but follows directly from the construction of the lower bound for g v (G 2 ).
We also study the family C n of graphs consisting of one cycle of length ≤ n (and no other edges or vertices). For this family we show n + Ω(log log n) ≤ g v (C n ) ≤ n + log n + O(1).
Oblivious decoding
From a labeling perspective one can assume all labels have the same length [9] . Hence, if the decoder does not know what n is, it will always be able to compute n approximately. However, we show that the label size in an optimum labeling scheme can be smaller if the decoder knows n precisely. To be more specific, let F n be a family of graphs for each n = 1, 2, . . .. We show that there is a labeling scheme of F n using f (n) labels that enables a decoder not aware of n to answer adjacency queries iff there is a family of graphs G 1 , G 2 , . . . such that G n is an induced universal graph for F n , |G n | = f (n), and G n is an induced subgraph of G n+1 for every n. Next we show that with this extra requirement to the induced universal graph we have n + Ω(
The lower bound is true for infinitely many n, but for specific n it might not hold.
For the other problems studied in this paper, the decoder does not need to know n, but the lower bounds hold even if it does. To the best of our knowledge this is the first time this relationship between labeling schemes and induced universal graphs has been described and examples have been given where the complexities differ.
Related results
For the family of general, undirected graphs on n vertices, Alstrup et al. [9] give an induced universal graph with O(2 n/2 ) vertices, which matches a lower bound by Moon [41] . More recently Alon [5] shows the existents of a construction having a better constant factor than the one in [9] .
It follows from [8, 10] that g v (A k ) = θ(n k ) for the family A k of graphs with constant arboricity k and n vertices. Using universal graphs constructed by Babai et al. [11] , Bhatt et al. [12] , and Chung et al. [19, 20, 21, 22] , Chung [18] obtains the best currently known bounds for e.g. induced universal graphs for planar and outerplanar bounded degree graphs. Labeling schemes are being widely used and well-studied in the theory community: Chung [18] gives labels of size log n + O(log log n) for adjacency labeling in trees, which was improved to log n + O(log * n) [10] and in [13, 18, 28, 29, 34 ] to log n + Θ(1) for various special cases of trees. Finally it was improved to log n + Θ(1) for general trees [8] .
Using labeling schemes, it is possible to avoid costly access to large global tables and instead only perform local and distributed computations. Such properties are used in applications such as XML search engines [1] , network routing and distributed algorithms [24, 25, 27, 47] , dynamic and parallel settings [23, 36] , and various other applications [35, 44, 46] .
A survey on induced universal graphs and adjacency labeling can be found in [9] . See [31] for a survey on labeling schemes for various queries.
Preliminaries
. .}, and let log n refer to log 2 n. For a graph G, let V [G] be the set of vertices and E[G] be the set of edges of G, and let |G| = |V [G]| be the number of vertices. We denote the maximum degree of graph G as ∆(G). For i ∈ N, let P i denote a path with i vertices, and for i > 2, let C i denote a simple cycle with i vertices.
Let G and U be two graphs and let λ :
, we say that λ is an embedding function of G into U . G is an induced subgraph of U if there exists an embedding function of G into U , and in that case, we say that G is embedded in U and that U embeds G. Let F be a family of graphs. U is an induced universal graph of F if G is an induced subgraph of U for each G ∈ F.
Let F be a family of graphs and for each positive integer n, let F n be the graphs in F on n vertices. For f : N 0 → N 0 we say that F can be labeled using f (n) labels with a size aware decoder if there exists a decoder d n : N 0 × N 0 → {0, 1} for n ∈ N, that satisfies the following: For every graph G ∈ F n there is an encoding function e : G → [f (n)] such that u, v ∈ G are adjacent iff d n (e(u), e(v)) = 1. We say that F can be labeled using f (n) labels with a size oblivious decoder if there exists d : N 0 × N 0 → {0, 1} with the following property: For every n ∈ N and every G ∈ F n , there is an encoding function e : 1) F can be labeled using f (n) labels with a size aware decoder iff there exists a family of graphs G 1 , G 2 , . . . such that G n is an induced universal graph for F n and |G n | = f (n) for every n.
2) F can be labeled using f (n) labels with a size oblivious decoder iff there exists a family of graphs
Proof. 1) First assume that F can be labeled using f (n) labels with a size aware decoder. Let d n : N 0 × N 0 → {0, 1} be the corresponding family of decoders. Let G n be defined on the vertex set [f (n)] such that i = j are adjacent iff d n (i, j) = 1. Obviously, G n contains exactly f (n) nodes. Furthermore G n is an induced universal graph of F n . This shows the first direction.
For the other direction let such a family
and λ(v) are adjacent. This happens iff u and v are adjacent as desired.
2) The first direction is as in the first part of the theorem. We just need to
Now consider the other direction and let such a family G 1 , G 2 , . . . be given and wlog assume that the vertex set of
be defined in the following way. For u, v ∈ N 0 let d(u, v) = 1 iff there exists n such that f (n) > u, v and u and v are adjacent in G n . We note that if one such n exists it must hold for all n with f (n) > u, v that u and v are adjacent in G n . Hence we can assign labels in the same way as the first part of the theorem.
General D
In this section we present two upper bounds on g v (G D ), the number of nodes in the smallest induced universal graph for graphs on n nodes with bounded degree D. In Theorem 4 we give a deterministic construction of an induced universal graph for G D that relies on the induced universal graph constructed in Section 4. In Footnote 2 we give a randomized construction of an induced universal graph for G D that with probability 1 2 has a small number of nodes. Combining the two results shows the existence of an adjacency labeling scheme for G D of size log
In Corollary 2 and Corollary 3 we give lower bounds on g v (G D ). These lower bounds imply that any adjacency labeling scheme for G D must have labels of size at least log 
Previous labeling schemes use labels that are larger by an additive term of size Ω(D), which is Ω(n) when D = Ω(n), so this is the first adjacency labeling scheme for G D where the dominating term is optimal.
Upper bounds on g v (G D )
We show the following deterministic bound.
Theorem 4. For the family G D of graphs with bounded degree D on n nodes
Proof. For a set S we let S ≤k denote the set of all subsets of S of size ≤ k. We
and let U n be the induced universal graph for G 2 defined in Section 4. We note that
and such that there is an edge between (x, A) and (y, B) iff x ∈ B, y ∈ A or x and y are adjacent in U n . Since G has the desired number of nodes we proceed to show that G is an induced universal graph for G D . Let H be a graph in G D . By Corollary 1 we know that we can decompose the edges of H into H 0 and
by the universality of U n . By the same argument as in the first part of the proof we can orient the edges of H 1 such that any node has at most k − 1 outgoing edges in H 1 . For u ∈ V [H] let S u be the set of nodes v such that there exists an edge between u and v in H 1 oriented from u to v. We see that u and v are adjacent iff f (u) and f (v) are adjacent in U n or it holds that
The intuition behind the randomized bound below is the following. Consider placing all n vertices on a circle in a randomly chosen order and rename the vertices with indices [n] following the order on the circle. Now, a vertex v ∈ [n] remembers its neighbours in the next half of the circle, i.e., v stores all the adjacant vertices among {v + 1, . . . , v + n/2 } (where indices are taken modulu n). If two vertices u, v are adjacant, then clearly either u stores the index of v or conversely, hence an adjacancy query can be answered. A Chernoff bound implies that vertex v with high probability stores at most D/2 + O( √ D log n) indices. It follows that there exists an order of the points on the circle where every vertex stores that many neighbours and the theorem follows.
Theorem 5.
2 For the family G D of graphs with bounded degree D on n ≥ 2D nodes
Proof. Fix n, D and wlog assume that n is odd. For D ≤ log n the result follows from Theorem 4 so assume that D ≥ log n. Let G be a graph in G D , and wlog assume that
That is:
Given two nodes u, v we can determine whether u are adjacent from π(u), π(v) and
. By a standard Chernoff bound without replacement we see that
with probability
. So with probability at least Let D = min n 2 , D . Then for any node u we can encode π(u) and S u using at most O(log n) + log n/2 D bits. Hence we conclude that:
The conclusion now follows from the following estimate
In the full version we improve this to
Lower bounds on g v (G D )
We now show lower bounds on g v (G D ). Our first lower bound follows from counting perfect matchings.
Lemma 1. Let n, D be positive integers where n is even. Let V = [n]. The number of graphs G with ∆(G) ≤ D and vertex set V is at least
. . , M r−1 be all perfect matchings of V 0 and V 1 where r = (n/2)!. Now consider the following family of graphs being the union of D such perfect matchings:
Every graph in F is the union of D perfect matchings and therefore has max degree ≤ D. Now fix G ∈ F and let M be a perfect matching G. We can write As an immediate corollary of Lemma 1 we get a lower bound on the number of nodes in an induced universal graph, shown below in Corollary 2. 
The result now follows from Stirling's formula.
We note that n/2 /(n/2) = 1 when n is even. When n is odd we have n/2 = n−1
Our second lower bound comes from bounding the probability that a random graph on n vertices, where each edge exists with probability around D/n, has max degree D.
Lemma 2. Let n, D be positive integers where n
. That is, G is a random graph on n nodes and for every pair u, v ∈ V [G] there is an edge between u and v with probability p. We say that G is good if it satisfies the following two properties:
We note that
We will argue that G satisfies Property 1 with probability at least 
Hence the probability is at most:
Where the inequality follows from the binomial expansion of (p + (1 − p)) ( n 2 ) . Hence we see that:
And hence there are at least
graphs with vertex set [n] and maximum degree ≤ D. Now the result follows from the following estimate:
As previously we get a bound on g v (G D ).
Corollary 3. For the family G D of graphs with bounded degree
Proof. By the same argument as for Corollary 2 we get that Lemma 2 implies:
Paths
We show that there exists an induced universal graph with 3n/2 vertices and at most 3n/2 − 1 edges for the family AC of graphs consisting of a set of paths with a total of n vertices. Our new induced universal graph matches the following lower bound.
Theorem 6 (Claim 1, [26]). Every induced universal graph that embeds any acyclic graph G on n vertices with ∆(G)
≤ 2 has at least 3n/2 vertices.
Proof. The theorem can be extracted from the proof of Claim 1 in [26] . Consider the two graphs G and G , with G consisting of n P 1 and G consising of n/2 P 2 plus at most one P 1 . An induced universal subgraph must contain n disjoint P 1 to embed G , and n/2 disjoint P 2 to embed G . Each P 2 in the embedding of G can overlap with at most one P 1 from the embedding of G in the induced universal graph, hence we need at least n+ n/2 = 3n/2 vertices in the induced universal graph.
Our induced universal graph U p n that matches Theorem 6 is defined as below. When n is even U p n is a simple caterpillar graph, where every second vertex of the main path has an extra vertex connected to it. When n is odd U p n is a caterpillar and a single isolated vertex (see Figure 1) .
In the following, we show that U p n embeds the family of acyclic graphs over n vertices with maximum degree 2, and that the corresponding decoder is size oblivious. We proceed by showing that a few particular paths can be embedded in the graph, and finally that any graph in AC can be embedded using the same embedding techniques.
Definition 2. Let
This definition allows us to argue that, given a specific graph G ∈ AC with n vertices, we can allocate a part of our induced universal graph U p n for embedding a part of G, and then the remaining unallocated part of U p n is available for embedding for the remaining part of G. We divide G into several parts and show that each part can be embedded in U p n . For each part we embed, the number of allocated vertices divded by the number of used vertices is at most 3n/2 . Theorem 7 implies that these embedding strategies can be combined, i.e., applied consecutively one after the other, implying that all of G can be embedded in U p n . Our argument relies heavily on allocation of blocks as defined below. 
Proof. We show that the cases in Lemma 3 can be embedded in our induced universal graph. The general strategy is to allocate blocks as in Definition 3 and embed the input in these blocks, where at least two out of the three vertices in a block are used, yielding the desired ratio between allocated and used vertices.
Consider first case (a), where we are to embed an even path. See Figure 2 . We allocate k block B 0 , . . . , B k−1 and embed the path by using three vertices in B 0 , one vertex in B k−1 , and two vertices in B 1 , . . . , B k−2 . Say n = 2k, then the size of the induced universal graph is thus 3n/2 .
In the second case (b) we are to embed an odd path. See Figure 2 . We use the same strategy as above, the difference being that two vertices are used in B k−1 , namely the two with the smallest label. As we embed one more vertex in the same number of blocks we are still within 3n/2 .
For (c) we can embed a number k of P 1 by allocating k/2 blocks and embedding two P 1 per block. If k is odd we embed the last P 1 by allocating the isolated vertex labelled 3k/2 − 1.
When the input is (d) we embed the two P 3 by allocating three blocks as seen in Figure 3 . As we allocate 9 vertices and use 6, this strategy is within the 3n/2 bound.
In the final case (e) we allocate the first block B 0 and embed the P 3 in the block. Next we apply case (c) on the remaining P 1 . See Figure 3 . In total we then use 3 + 3l/2 vertices.
We are now ready to state the main theorem of this section. Item (c) follows from consecutive applications of Lemma 3 and a careful order in which we embed the vertices of some given graph G ∈ AC with n vertices in U p n . In particular, it is crucial that the P 3 's and P 1 's in G are embedded second to last and last, respectively, since after embedding one of these two parts of G, the next unallocated vertex is not necessarily the first vertex of a new block. Proof. Cases (a) and (b) follow immediately from Definition 1.
Say the input graph G consists of set S even of P 2k for k ≥ 1, set S odd of P 2k+1 for k ≥ 2, set S 3 of P 3 , and set S 1 of P 1 . Let the cardinality of each set be the number of paths in the set and let the total number of vertices in each set be denoted l even , l odd , l 3 , and l 1 respectively. Observe that every acyclic graph with ∆(G) ≤ 2 has such a partition. The proof direction is to embed the different parts of the input in the right order, such that our embedding strategy from Lemma 3 can be applied.
We In total we need to allocate at most 3(l even + l odd + l 3 + l 1 )/2 = 3n/2 vertices, and hence U p n induces any acyclic graph G on n vertices where ∆(G) ≤ 2.
Maximum degree 2 upper bounds
In this section we prove upper bounds on g v (G 2 ), and on g v (F) for several special families F ⊆ G 2 .
2n − 1 upper bound for g v (G 2 )
Here we prove that there exists an induced universal graph with 2n − 1 vertices and 4n − 9 edges for the family G 2 of all graphs with n vertices and maximum degree 2. 
(c) U n is an induced universal graph for the family of graphs with n vertices and maximum degree 2.
Proof. If n = 0, U n has 0 vertices. Otherwise the number of vertices in U n is trivially 2n − 1 from the definition. It is also clear that U 0 and U 1 each have 0 edges, U 2 has 1 edge, U 3 has 4 edges, and U 4 has 7 edges. Finally for n > 4, U n has exactly 4 edges more than U n−1 , and therefore has 4(n − 4) + 7 = 4n − 9 edges, as desired.
Since the existence of an edge (u, v) does not depend on n, the subgraph of U n+1 induced by all vertices with label ≤ 2n − 2 is exactly U n .
For the final part, consider a graph G ∈ G 2 . We need to show that G is an induced subgraph of U n . The proof is by induction on the number of P {≥3} and C {≥4} components in G. If there are no such components, all components are either P 1 , P 2 , or C 3 . Suppose therefore that G k 1 ×P 1 +k 2 ×P 2 +k 3 ×C 3 for some k 1 , k 2 , k 3 ∈ N 0 , and let n 1 = k 1 , n 2 = 2k 2 , and n 3 = 3k 3 (so n = n 1 + n 2 + n 3 ). Further, assume that n > 1 since otherwise it is trivial. Informally, we will show that assigning labels greedily, smallest label first, in the order C 3 , P 2 , P 1 is sufficient. Formally, let {I 3 , I 2 , I 1 } be the partition of {−1, . . . , 2n − 2} into parts of size 2n 3 , 2n 2 , and 2n 1 such that i 3 < i 2 < i 1 for all (i 3 , i 2 , i 1 ) ∈ I 3 × I 2 × I 1 , and let A 3 := I 3 \ {−1, 2}, A 2 := I 2 \ {−1, 2}, and
and let G be the subgraph of U n induced by V . We claim that G G (see Figure 5) . Now it follows from Definition 4 that for v ∈ V the neighbors of v in G are:
To see that G G , first note that
and N (b 2 + 7) = {b 2 + 4} ⊆ V 2 , so v 2 has exactly one neighbor in V , and this neighbor is also in V 2 . Thus the component of v 2 in G is a P 2 . Third, note that |V 3 | = n 3 , and that each vertex v 3 ∈ V 3 has the form v 3 = b 3 + k with b 3 = 6j ≡ 0 (mod 2) for some j ∈ [ 
For the induction case, suppose G has a component X which is either a P k for some k ≥ 3, or a C k for some k ≥ 4. In either case, let
which by induction has G − X as induced subgraph. Thus all we need to show is that we can extend this to an embedding of G by using using only vertices from I + to embed X (see Figure 6 ). Now let
Now for k ≥ 3 the subgraph induced by V P in U n is P k , and for all v ∈ V P all neighbors to v are in I + . Similarly, for k ≥ 4 the subgraph induced by V P in U n is C k , and for all v ∈ V C all neighbors to v are in I + . Thus, either V P or V C can be used to extend the embedding of G − X in U n−k to an embedding of G in U n . 
11 6 n + O(1) upper bound when all components are small
Esperet et al. [26] showed that g v (G 2 ) ≥ 11 n/6 by considering a specific family of graphs whose largest component had 3 vertices. We used the same idea in our proof of Theorem 6. A natural attempt to improve the lower bound would be to include larger components. However, as the following shows, considering components with 4, 5, or 6 vertices is not sufficient. Proof. Let G be a graph with n vertices and maximum degree 2 whose largest component has at most 6 vertices. Let H be the graph on 110 vertices depicted in Figure 7 . It is easy to see by inspection that this graph has each of 60 × P 1 , 30 × P 2 , 20 × P 3 , 20 × C 3 , 15 × P 4 , 15 × C 4 , 12 × P 5 , 12 × C 5 , 10 × P 6 , and 10 × C 6 as induced subgraphs. Now, any graph with the desired properties whose components do not include all the components of one of these graphs has at most (60 − 1) + (60 − 2) + (60 − 3) + (60 − 3) + (60 − 4) + (60 − 4) + (60 − 5) + (60 − 5) + (60 − 6) + (60 − 6) = 561 vertices, and can be embedded in at most 10 copies of H. The whole of G can therefore be embedded in at most c = n 60 + 10 copies of H. The total number of vertices in c × H is 110c ≤ 11 6 n + 1100, which is A more careful analysis shows that n 60 copies of H is always sufficient to embed any G ∈ G 2 with n vertices, which in particular means that the 11 n/6 bound is achievable for any such graph with n divisible by 60.
We are not sure if the above construction can be extended to handle components of size 7 or more. It would involve constructing a graph with 770 vertices. An interesting open question is: Is there a function f , such that for any n, s ∈ N the family of graphs with n vertices, maximum degree 2, and maximum component size s has an induced universal graph with at most Since it appears difficult to improve the lower bound by considering only small components, the next natural thing might be to consider just large components.
As the following upper bound shows, this is also unlikely to succeed. Proof. Consider the graph family A implied by the pattern in Figure 8 . Observe that the leftmost 3 2 n − 2 vertices of this pattern embeds all graphs on n vertices whose components are all even cycles. In particular, each (even) cycle of length s ≥ 10 will be embedded in such a way that it uses exactly s−4 2 ≥ 3 consecutive edges from the top or bottom rows. n − 2 vertices all graphs on n vertices whose components are all even cycles. Fig. 9 . The graph with this repeated pattern embeds in the first 11 6 n + O(1) vertices all graphs on n vertices whose maximum degree is 2 and whose smallest component has size at least 10. Now consider the modified graph family B in Figure 9 . Every third edge along the top row is associated with one of the added red vertices. Now consider an odd cycle C of length s > 10. By splitting one vertex in the cycle, we can extend it to an even cycle C of length ≥ 12. When we embed this C , it will contain an edge associated with one of the red vertices. We can therefore arrange that the split vertices are the endpoints of such an edge, and we can obtain an embedding of C by replacing them with the associated red vertex.
Similarly, since the minimum component size is assumed to be 10, we can turn any number of paths of total length s into a cycle of even length by adding at most 1 10 n + O(1) vertices. Thus any graph G with n vertices, maximum degree 2 and minimum component size 10 can be converted into a graph G with at most n = 11 10 n + O(1) vertices whose components are all even cycles.
The graph G can then be embedded in a graph from family A with 
Cycle graphs
We consider the family of graphs consisting of one cycle of length ≤ n (and no other edges or vertices). We discuss both of the cases where the decoder is aware and oblivious of the value of n, as discussed in Proposition 1. In particular we show that oblivious decoding requires a larger induced universal graph for this problem. Our new bounds leave small gaps which are interesting open problems to tighten.
First we consider the case where the decoder is aware of n. The new upper bound for the same setting is n + lg n + O(1) shown in Theorem 13 below. The argument in Theorem 11 can be summarized as follows. The induced universal graph G must have n + k vertices for some k, and we wish to lower bound k. We use an encoding argument to show that a small encoding of the number of induced cycles on the n + k vertices implies a lower bound on k. We show the following lower bound. Proof. G must contain an induced cycle of length n, say (u 1 , u 2 , . . . , u n ), and hence it must have at least n nodes, say n + k for some non-negative integer k. Let the remaining nodes of G be ordered as
For each i ∈ {3, 4, . . . , n} let H i be an induced subgraph of G that is a cycle of length i. Assume that v j ∈ H i . Then at most 2 of v j 's neighbours in G are in H i , and
Now let x ∈ {1, 2, 3, . . . , n} be a parameter to be chosen later, and let k ∈ {1, 2, . . . , k} be the largest integer such that deg
Consider H n−t for some t ∈ {1, 2, . . . , x}. We can split the cycle into two types of paths: Furthermore we can split it in a way such that no two paths of type 2 are adjacent -if they were we can merge them. Hence we can split H n−t in at most 2k of such paths. The goal is now to bound the number of ways to choose such a splitting of H n−t in terms of k and deg G (v i ), i = 1, . . . , k . Since a splitting uniquely determines H n−t for t ∈ {1, 2, . . . , x} we know that we can choose such a splitting in at least x ways and in this way we will get an upper bound on x. Fix a cycle H n−t , t ∈ {1, . . . , x} and say that it can be split into paths in this way as (P 1 , P 2 , . . . , P s ) for some s ≤ 2k . We can describe all paths of type 1 with a vector w ∈ {0, 1, . . . , k } s in the following way. For each i we let w i = 0 if P i is of type 2 and otherwise we choose w i such that P i consists of the single node v wi . Now given w we can describe any path of type 2, say P i , by a neighbour of w i−1 , a neighbour of w i+1 , and a direction. (Where the indices w i are taken mod s.) So given w, a path P i of type 2 can be chosen in at most 2 deg
ways. Therefore, given w the number of ways to choose H n−t is no more than:
Since w can be chosen in at most 2k s=1 (k + 1) s ways we conclude that:
Now let k 0 ∈ {2, . . . , k}, and suppose
and (2) gives:
Furthermore, note that if x ≤ 0 (3) trivially holds, so ( . On the other hand, letting x = n in (2) gives p
2k ≥ n, and hence we have:
where we use that deg G (v 1 ) ≤ k + 3 which is guaranteed by the existence of H n−1 . Taking log twice gives k = Ω(log log n) as desired.
Next we consider the case where the decoder is oblivious to the value n. The idea in the proof of Theorem 12 is to consider a longest cycle in each of induced universal graph G n , say a n . We then consider two cases: When a n increases seldomly, and when a n increases frequently. As a n ≥ n we see that if a n increases seldomly then a n − n must be large at some point, so |G[V ]| − n must be large. If a n increases frequently we consider the union of all these large cycles, and prove that it must have many edges. Again we split it into two cases. Either there exists a high degree node or all nodes have small degree. If there exists a high degree node we use the fact that it can only be in an induced cycle with at most two of its neighbours to conclude that |G[V ]| − n must be large. In the other case we look at a long induced cycle and consider the cut between that and the rest of the graph. Since all nodes have low degree, and there are many edges, this allows us to conclude that |G[V ]| − n must be large. We show the following lower bound. G 3 , G 4 , G 
Theorem 12. Let
Proof. First we make some remarks. We can wlog assume that G i only has nodes of degree at least 2. We let a i denote the length of the longest induced cycle of G i , and we note that (a i ) i≥3 is non-decreasing. Furthermore a i ≥ i.
. . be defined in the following way: k 1 = N , and k i+1 is the smallest index such that a ki+1 is greater than a ki . We let r be the highest index such that k r < 2N . We redefine k r+1 such that k r+1 = 2N . We will prove that there exists n ∈ {N, N + 1, . . . , 2N } such that
First we argue that this is true if r < N 2/3 . We note that:
. And we know that:
so (4) holds when r < N 2/3 and we may from now on assume that r ≥ N 2/3 . For i = 1, 2, . . . , r let C i be an induced cycle in G ki of length a ki . Let H i be the union of C 1 , C 2 , . . . , C i . Then H i is an induced subgraph of G ki . First assume that C i and C j are disjoint for some i < j. Then H j must have at least (4) holds. So assume that no two cycles C i , C j are disjoint. Now assume that there exists a node in H i for some i = 1, 2, . . . , r with degree > N 1/3 . Let i be the smallest such index and say that deg Hi (v) > N 1/3 . By the minimality of i, v is contained in C i . At most 2 of v's neighbours in H i can be contained in C i . So the number nodes in H i is at least:
Since H i is an induced subgraph of G ki we see that (4) is satisified. So from now on we can assume that deg Hi (v) ≤ N 1/3 for all i = 1, 2, . . . , r and v ∈ H i .
For a graph G let f (G) be defined by: . So the number of edges going across the cut (C r , B) is at least:
We see that (6) is bounded from below by:
Assume that b ≤ √ r. Then there must be at least 
Since G kr has a kr + b ≥ r + b edges we see that n = r satisifies (4).
We show constructions of induced universal graphs in the size aware and oblivious case, respectively.
The following lemma will turn out useful when we argue that our upper bound constructions contain cycles of every length in a certain interval.
Proof. The statement is trivial if n = 1 and if x = 0, so assume that n > 1 and x ≥ 1. Let x ∈ {0, . . . , A} and choose the maximum i ∈ {1, . . . , n} such that a i ≤ x. If i = n, we have x − a n ∈ {1, . . . , A − a n } and it follows by induction that x − a n is the sum of a subset of the numbers {a 1 , . . . , a n−1 }, so the statement follows. Consider now the case i < n.
a j < x which means that a i+1 ≤ x, contradicting the maximality of i. We can therefore conclude that i−1 j=1 a j ≥ x − a i , and it follows by induction that x − a i is the sum of a subset of the numbers {a 1 , . . . , a i−1 }, so the statement follows.
The family of graphs described in Theorem 13 can be thought of as a cycle C of length n where shortcuts are added such that also cycles of size less than n are induced. If we add new edges directly between nodes in C, the graph no longer induces a cycle of size n. Therefore, we have to use an extra vertex for each such shortcut. There is a minimum length of the cycles induced in C using the shortcuts, and smaller cycles are embedded using one portion of C and a special extra vertex (labeled u in Figure 10 ). Longer cycles are embedded in C using O(log n) shortcuts. There exists an infinite family G 3 , G 4 , . . . of graphs such that -for each n ≥ 3 and each ∈ {3, . . . , n}, the cycle of length is an induced subgraph of G n , and -G n has n + log n + O(1) nodes.
Theorem 13.
Proof. In the following we describe the construction of G n for all n ≥ N for some sufficiently large N to be specified later. For n < N , we only need O(1) nodes to make a graph that satisfies the requirements in the theorem.
See Figure 10 . 
There are some additional nodes and edges as described in the following.
We define a sequence x(1), x(2), . . . , x(k + 1) below and insert shortcuts into the cycle C accordingly to create shorter cycles in G n . Let x(1) = 1. As long as x(i) + 2 i−1 + 2 < n, we define x(i + 1) = x(i) + 2 i−1 + 2. Let k be maximum such that x(k) is defined by this procedure. Let x(k + 1) = min{x(k) + 2 k−1 + 2, n + 1}. Note that x(k +1) ∈ {n, n+1}. G n contains k shortcut nodes w 1 , . . . , w k and each w i is connected to C by the two edges v x(i) w i and w i v x(i+1) . Since x(k) > 2 k−2 , we have k ≤ log n + O(1).
As we shall see, the shortcut nodes ensure that G n contain cycles of all lengths above 2k. To make sure that G n also embeds cycles of size at most 2k, we define the sequence y (2), y(3), . . . as follows. Let y(2) = 1 and define y(i + 1) = y(i) + i − 1 for i ≥ 2. We see that y(i) = 2 + 3 + . . . + (i − 2) = O(i 2 ) and hence y(2k) = O(log 2 n). Choose N sufficiently large that n ≥ y(2k) for all n ≥ N . Let u be an extra node of G n and connect u to C by the edges uv y (2) , uv y(3) , . . . , uv y(2k) .
It is now time to check that G n embeds cycles of all lengths 3, 4, . . . , n. Note that for each ∈ {3, . . . , 2k}, the nodes u, v y( −1) , v y( −1)+1 , . . . , v y( ) form a cycle of length . We now show that also the cycles of lengths ∈ {2k + 1, . . . We consider the case where the decoder is oblivious of n. The intuition behind the construction of the graphs defined in the proof of Theorem 14 is similar to that used in the proof of Theorem 13, but we must build the graphs in a more structured manner such that G n is an induced subgraph of G n+1 . We do this by creating a long path that we carefully shortcut to create long cycles. Each of these cycles is shortcut in a way similar to the method used in the proof of Theorem 13. We show the following upper bound.
Theorem 14.
There exists an infinite family G 3 , G 4 , . . . of graphs such that -for each n ≥ 3 and each ∈ {3, . . . , n}, the cycle of length is an induced subgraph of G n , -for each n ≥ 3, G n is an induced subgraph of G n+1 , and -G n has n + O( √ n) nodes.
Proof. We describe the construction of G n for indices on the form n = k 2 + 1. If n does not have that form, we define G n = G m , where m = √ n − 1 2 + 1. Since
, this is sufficient to prove the theorem. See Figure 11 . Let n = k 2 + 1 and define G n as follows. G n contains a path P consisting of the nodes v 1 v 2 · · · v k 2 . Let I = {1, 4, . . . , k 2 }. For each i 2 ∈ I where i 2 > 1, there is a node u i and edges v i 2 u i and u i v 1 . Note that the graph described so far embeds cycles of each length 2 2 + 1, 3 2 + 1, . . . , k 2 + 1. Similar to the construction described in the proof of Theorem 13, we define shortcuts in P between nodes with indices x(1), x(2), . . . as described below. Define x(1) = 1 and recursively x(i+1) = x(i)+2
i−1 +2. It follows that x(i+1) = 2 i +2i. 2 + 1, c(5) = 11 < 4 2 + 1. Therefore, the only relevant cycles not induced by G n have length less than 7. It is seen that G 5 is lacking a cycle of length 3 -otherwise, the graphs contain all the required cycles. This is handled by adding a triangle to G n .
