The previously proposed cunning ant system (cAS), a variant of the ACO algorithm, worked well on the TSP and the results showed that the cAS could be one of the most promising ACO algorithms. In this paper, we apply cAS to solving QAP. We focus our main attention on the effects of applying local search and parallelization of the cAS. Results show promising performance of cAS on QAP.
Introduction
In a previous paper [1, 2] , we have proposed a variant of the ACO algorithm called the cunning Ant System (cAS) and evaluated it using TSP which is a typical NP-hard optimization problem. The results showed that the cAS could be one of the most promising ACO algorithms. In this paper, we apply cAS to solving the quadratic assignment problem (QAP). The QAP is also an NPhard optimization problem and it is considered one of the hardest optimization problems [3, 4] . The QAP is also a good set of problems for testing the capabilities of solving combinatorial optimization problems.
There are many studies on solving QAP with ACO showing better results than with other meta-heuristics. These studies are summarized in [5] . Typical examples of ACO algorithms for the QAP are AS-QAP, MMAS-QAP, and ANTS-QAP. Among these, it is reported that MMAS-QAP [3] is the best performing algorithm [5] .
We performed a preliminary study which applied cAS to solving QAP in [6] . In this paper, we apply cAS to solving QAP and compare the performance with the performance of MMAS [3] . We also discuss an approach for parallelization of the cAS for QAP.
In the remainder of this paper, Section 2 gives a brief overview of cAS when it is applied in TSP. Then, Section 3 describes how the solutions with cAS for the QAP are constructed. In Section 4, we provide an empirical analysis of the cAS and compare the results with MMAS. In Section 5, we study the use of a kind of parallelization of cAS, with the aim of achieving faster execution of the algorithm in a network environment. Finally, Section 6 concludes this paper.
A Brief Overview of cAS
cAS [1, 2] introduced two important schemes. One is a scheme to use partial solutions which we call cunning. The other is to use the colony model, dividing colonies into units. Using partial solutions to seed solution construction in the ACO can be found in [7] [8] [9] with other frameworks. The agent introduced in cAS is called cunning ant (c-ant). The c-ant differs from traditional ants in its manner of solution construction. It constructs a solution by borrowing a part of existing solutions. The remainder of the solution is constructed based on τ ij (t) probabilistically as usual. In a sense, since this agent in part appropriates the work of others to construct a solution, we named the agent c-ant after the metaphor of its cunning behavior. An agent from whom a partial solution has been borrowed by a c-ant is called a donor ant (d-ant).
We use a colony model which consists of m units [1, 2] . Each unit consists of only one ant *
creates a solution with the existing ant in the unit (i.e., ant * k,t ) as the d-ant k,t . Then, the newly generated c-ant k,t+1 and d-ant k,t are compared, and the better one becomes the next ant * k,t+1 of the unit. Thus, in this colony model, ant * k,t , the best individual of unit k, is always reserved.
Pheromone density τ ij (t) is then updated with ant * k,t (k=1, 2, . . . , m) and τ ij (t + 1) is obtained as:
where the parameter ρ (0≤ ρ < 1) is the trail persistence (thus, 1-ρ models the evaporation), Δ * τ k ij (t) is the amount of pheromone ant * k,t puts on the edge it has used in its tour, and C * k,t is the fitness of ant * k,t . In cAS, pheromone update is performed with m ant * k,t (k=1,2,. . . , m) by Eq. 3 within [τ min , τ max ] as in MMAS [3] . Here, τ max and τ min for cAS is defined as
where p best is a control parameter introduced in MMAS [3] .
Cunning Ant System for QAP
The QAP is a problem in which a set of facilities or units are assigned to a set of locations and can be stated as a problem to find permutations which minimize
where A = (a ij ) and B = (b ij ) are two n × n matrices and φ is a permutation of {0, 1, . . . , n-1}. Matrix A is a distance matrix between locations i and j, and B is the flow between facilities r and s. Thus, the goal of the QAP is to place the facilities on locations in such a way that the sum of the products between flows and distances are minimized. The c-ant in QAP acts in a slightly different manner than a c-ant in TSP. In TSP, pheromone trails τ ij (t) are defined on each edge between city i and j. On the other hand, the pheromone trails τ ij (t) in the QAP application correspond to the desirability of assigning a facility i to a location j [3] . In this paper, we use this approach for cAS on QAP. Fig. 1 shows how the c-ant acts in QAP.
The
In this example, the c-ant borrows part of the node values at location 0, 2, and 4. The c-ant constructs the remainder of the node values for location 1 and 3 according to the following probability:
where N (i) is the set of still unassigned facilities. Using c-ant in this way, we can prevent premature stagnation the of search, because only a part of the nodes in a string are newly generated, and this can prevent over exploitation caused by strong positive feedback to τ ij (t) as we observed in cAS in [1, 2] . The colony model of cAS for QAP is the same as was used in [1, 2] for TSP.
Sampling methods
Let us represent the number of nodes that are constructed based on τ ij (t), by l s . Then, l c , the number of nodes of partial solution, which c-ant
Following cAS in TSP, we use the control parameter γ which define E(l s ) (the average of l s ) by E(l s ) = n×γ and use the following probability density function f s (l) used in [1, 2] as
In cAS for TSP, nodes in continuous positions of d-ant are copied to c-ant, because the partial solutions of d-ant are represented by nodes in continuous positions. However, in QAP there is no such constraint and it is not necessary for nodes, which are copied from d-ant or sampled according to τ ij (t), to be in continuous positions. Thus, in creating a new c-ant in QAP, nodes at some positions are copied and others are sampled with a random sequence of positions as follows: The number of nodes to be sampled l s is generated by Eq. 7 with a given γ value. Then we copy the number of nodes, l c = n-l s , from d-ant at random positions and sample the number of remaining nodes, l s , according to Eq. 6 with random sequence.
Experiments
QAP test instances in QAPLIB [10] can be classified into i) randomly generated instances, ii) grid-based distance matrix, iii) real-life instances, and iv) real-lifelike instances [11, 3] . In this section, we evaluate cAS on the QAP using QAPLIB instances which were used in [3] and compare the performance with MMAS.
Performance of cAS on QAP without local search
Here, we see the performance of cAS without local search using relativlely small instances showned in Table 1 . The comparison with MMAS was performed on the same number of solution constructions E max = n×800,000. For number of units (or ants for MMAS) m = n×4 is used. ρ value of 0.9 and p best value of 0.005 are used for both cAS and MMAS. 25 runs were performed. Table 1 summarizes the results. The values in the table represent the deviation from the optimum value by Error (%) ((f (φ) − best)/best × 100). The results of cAS are with γ value of 0.3. The code for MMAS is implemented by us and tuned for the appropriate use of global best and iteration best in the pheromone update so as to get the smallest values of Error. We got the smallest value when the global best was applied every 5 iterations to the pheromone update in MMAS. The pts strategy [3] in MMAS was also tuned. The values in bold-face show the best performance for each instance. From this table, we can see that cAS has good performance. Table 1 shows Error for γ = 0.3. Error(%)
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Fig. 2. Change of Error of cAS without local search for various γ
As we discussed in Section 2 and Subsection 4.2, the cunning action can be expected to prevent premature stagnation the of search, because only a part of the nodes in a solution are newly generated, and this prevent over exploitation caused by strong positive feedback to τ ij (t). In this subsection, we analyze the convergence process using Entropy of pheromone density τ ij (t) to measure the diversity of the system.
Definition of entropy of pheromone density
We define I(t), entropy of pheromone density τ ij (t), as follows:
where p ij (t) is defined as
The upper bound of I(t) is obtained when all elements of τ ij (t) have the same values as found during the initialization stage (t=0). This value is calculated as I = log(n).
To calculate the lower bound of I(t), let's consider an extreme case in which all strings have the same set of node values and pheromones have been distributed across the set. If this iteration continues for a long time, all elements of τ ij (t) converge to τ min or τ max . The lower bound of the entropy I(t) is obtained in these situations and can be calculated as Eq. 11 as follows:
where r=τ max /τ min . In the following analysis, we use the normalized entropy I N (t) which is defined with I(t), I, and I as From this convergence process analysis using the entropy measure, we can see the effectiveness of the cunning scheme with smaller values of γ. That is, on average, taking the rate of (1-γ) partial solution from existing solutions, and having the rate of γ partial solution being generated anew from the pheromone density can maintain diversity of the system, resulting in good balance between exploration and exploitation in the search. However, with extreme smaller values of γ, i.e., γ ≤0.1, the search processes becomes much slower, though the diversity of pheromone density can be maintained.
Performance of cAS with local search
Here we study cAS with a local search on QAP. In [3] , MMAS is combined with two local searches, i.e., Robust Taboo search algorithm (Ro-TS) developed by Taillard [11] and 2OPT. In this paper, we combined cAS with Ro-TS (cAS-TS) and compare the results with results described in [3] .
Parameter settings and the methods of applying cAS with Ro-TS (cAs-TS) are the same as were used for MMAS with To-TS (MMAS-TS) in [3] as follows: m value of 5, ρ value of 0.8, and p best value of 0.005. 250 times, short Ro-TS runs of length 4n were applied. This setting was designed in [3] so that the computational time is the same as the Ro-TS carried out alone in which 1000×n iterations was allowed. We used the Ro-TS code which is available at [12] , though the code, which is originally written in C, was rewritten in Java since our cAS code is written in Java. Table 2 summarizes the results. For comparison, we show results of other algorithms, i.e., MMAS-TS, MMAS-2OPT, GH (Gentic Hybrid), HAS (Hybrid Ant System), and Ro-TS. These are taken from [3] . Results of cAS-TS is for γ=0.4 and 0.8. First, we compare cAS-TS with MMAS-TS. In this comparison, we showed the better values in bold-face, and showed the best performing values in bold-face with an under line.
For instances in class i), cAS-TS performed better than MMAS-TS and and was the best performer. Here note that cAS-TS with γ = 0.4 showed better performance than cAS-TS with γ = 0.8. For instances in class ii), cAS-TS showed better performance than MMAS-TS except for with sko72 and sko81. Note here that GH showed the best values among all algorithms, but the performance differences between GH and cAS-TS were very small.
For instances in class iii), MMAS-TS performe better than cAS-TS on ste36a, and Error=0 on ste36b for both cAS-TS and MMAS-TS. For instances in class iv), with all instances except tai60b, cAS-TS showed better Error values than MMAS-TS. Note here that for all instances in this class, MMAS-2OPT has the best Error values among the algorithms.
In comparison between cAS-TS and MMAS-TS, cAS-TS outperforms MMAS-TS on 15 instances and MMAS-TS outperforms cAS-TS on 4 instances. Thus, cAS-TS has relatively better performance than MMAS-TS. However, the performance differences between cAS-TS and MMAS-TS were not as large as those we saw in Table 1 where no local search is applied. This is because the effect of local searches become more dominant.
Parallelization of cAS (p-cAS)
Parallelization of evolutionary algorithms including ACO is a well-known and popular approach [13] [14] [15] . There are two main reasons for using parallelization: (i) given a fixed time to search, to increase the quality of the solutions found within that time; (ii) given a fixed solution quality, to reduce the time to find a solution not worse than that quality [15] . In this study, we ran a parallel cAS (p-cAS) exploiting the second reason, i.e., aiming to reduce the time to find solutions which are of the same quality as those found with a single processor.
All of our code for evolutionary computation research are written in Java, including ACO algorithms. Java has many classes of programming for network environments. Typical examples are RMI and Jini [16] . In our implementation of p-cAS, we used Java applet scheme to send the program to client computers. This enables us to use all computers in the network which have a web browser with Java runtime. Communication between the server and clients is performed by exchanging objects with the Serializable interface. The server program runs as a Java application.
Load sharing p-cAS on QAP
In the ACO framework, the most popular parallel architecture is the island model in which multiple sub-colonies are run in parallel on distributed computers exchanging information among them periodically [15] . The main priority of the island model is placed on improving the solution quality. In contrast, our main priority is to reduce computational time using the load sharing model (load sharing p-cAS). Table 3 shows the computation times on QAP in cAS with Ro-TS which were performed in Section 4.4. The machine we used had two Opteron 280 (2.4GHz, Socket940) processors with 2GB main memory. The OS was 32-bit WindowsXP. Java2 (j2sdk1.4.2 13) was installed. From this table, we can see that more than 99% of computation time is used for Ro-TS. Therefore we distribute the calculation for local search over computers in the network. Fig. 4 shows the functions of the server and clients. When we use m ants, local searches for m ants are distributed over the server and m-1 clients. Experimental conditions for the load sharing p-cAS in this research are as follows: We used two Opteron-based machines, say machine A and machine B, each which has the structure described above and thus each machine has 4 processing units. The machines A and B are connected via a 1000BASE-T switching hub. We assigned server functions to machine A and client functions to machine B. In machine A, we installed an Apache [17] http server. We assigned four clients so that the logical experimental conditions are the same as the experiments in Section 5 with a single machine. To do so, we ran 4 independent browser processes to access the server. The experiments were per-formed with 25 independent runs and the time to complete the computation was measured. We used γ value of 0.8. With this scheme, among 5 ants, local search for one ant is performed by server machine A, and local searches for the other 4 ants are performed by client machine B. However, as we can see in Fig. 5 there is a communication overhead between the server and clients. Due to this overhead, the gain is smaller than 1 for tai40b and tai50b, and is 1 for tai60b. On the other hand, gain is 1.8, 2.9, and 4.1 for tai80b, tai100b, and tai150b, respectively. This is because the communication overhead for larger problems becomes relatively smaller compared with the time required for the local search. To illustrate this, we also showed T comm. , the total time used by the server for communication between the server and the client. 
Fig. 5. Structure of load sharing p-cAS
In this paper, we applied cAS to solving the QAP and compared it agaist MMAS. The results showed cAS has promising performance. We analyzed the convergence process and the results showed that the cunning scheme is effective in maintaining diversity of pheromone density. An implementation for a simple load sharing parallel cAS (p-cAS) is also shown and a meaningful speedup of computation in the network environment was observed. However, the following study subjects remain for future work: combining cAS with other local search, such as 2OPT; study on other types of p-cAS such as the island model; improving the server and client programs to reduce communication overhead.
