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Abstract
In this paper, we study on two subjects. We first construct degenerate analogues of Dedekind sums in
the sense of Apostol, Carlitz and Takács, and prove the corresponding reciprocity formulas. Secondly, we
define generalized Dedekind character sums, which are explicit extensions of Berndt’s definition, and prove
the reciprocity laws. From the derived reciprocity laws, we obtain Berndt’s reciprocity laws as special cases.
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1. Introduction
For positive integers h, k with (h, k) = 1, Dedekind sums, s(h, k), arising in the theory of
Dedekind η-function, were introduced by R. Dedekind in 1892 by
s(h, k) =
k−1∑
a=1
((
a
k
))((
ha
k
))
,
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((x)) =
{
x − [x] − 12 , if x is not an integer,
0, if x is an integer,
[x] being the largest integer  x. He demonstrated that s(h, k) satisfies the following reciprocity
formula, which is the most important property of Dedekind sums:
s(h, k) + s(k,h) = 1
12
(
h
k
+ k
h
+ 1
hk
)
− 1
4
(see [15, p. 148]). These sums were later generalized by various mathematicians and the corres-
ponding reciprocity laws were obtained. T.M. Apostol [1] considered the sum
sn(h, k) =
k−1∑
a=1
a
k
Bn
(
ha
k
)
,
where n, h, k are positive integers and Bn(x) is the nth Bernoulli function defined as
Bn(x) = Bn
({x}), if n > 1,
B1(x) =
{
B1({x}), if x /∈ Z,
0, if x ∈ Z.
Here, Bn(x) is the nth Bernoulli polynomial (Definition 2.1) and {x} denotes the fractional part
of a real number x, i.e., 0 {x} < 1. The Fourier expansion of the Bernoulli function is given by
Bn(x) = −n!(2πi)−n
∞∑
m=−∞
m =0
m−ne2πimx. (1.1)
Furthermore, Apostol proved the following reciprocity law for odd n:
1
n
{
kn−1sn(h, k) + hn−1sn(k,h)
}= ( 1Bh − 2Bk)n+1
n(n + 1)kh +
Bn+1
(n + 1)kh,
where
( 1Bh − 2Bk)n+1 = n+1∑
j=0
(
n + 1
j
)
(−1)n+1−jBjhjBn+1−j kn+1−j ,
and Bn is the nth Bernoulli number (Definition 2.1). L. Carlitz [9] generalized sn(h, k) by defin-
ing
sn(h, k : x, y) =
k−1∑
Bn
(
h
a + y
k
+ x
)
B1
(
a + y
k
)
,a=0
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x = y = 0, sn(h, k : x, y) reduces to sn(h, k). Carlitz also proved the reciprocity law in the case
(h, k) = 1. L. Takács [16] generalized the sum sn(h, k : x, y) for integers h and k, need not to be
positive, and established a reciprocity law for (h, k) = d > 1.
B.C. Berndt [5] gave a character transformation formula similar to those for the Dedekind
η-function and defined Dedekind sums with character s(h, k;χ) by
s(h, k;χ) =
kf−1∑
a=0
χ(a)B1,χ
(
ha
k
)
B1
(
a
kf
)
,
for (h, k) = 1. Here, χ denotes a primitive character of conductor f and Bn,χ (x) is the character
Bernoulli function defined as Bn,χ (x) = Bn,χ (x) for 0 < x < 1, where Bn,χ (x) are the char-
acter Bernoulli polynomials (Definition 2.1). Furthermore, he defined the generalized Dedekind
character sums s(h, k;χ;x, y) for arbitrary real numbers x and y by
s(h, k;χ;x, y) =
kf−1∑
a=0
χ(a)B1,χ
(
h
a + y
k
+ x
)
B1
(
a + y
kf
)
,
for (h, k) = 1. Using character transformation formula [5, Theorem 2], he also derived reci-
procity laws for both kinds of Dedekind character sums.
Recently, Y. Nagasaka et al. [12] and K. Ota [14] considered the sums defined by Apostol
and showed how to prove Apostol’s reciprocity law by using values at non-positive integers of
Barnes’ double zeta function ζ˜2(s; (k,h)), which is defined by
ζ˜2
(
s; (k,h))= ∞∑
m1,m2=0
(m1,m2) =(0,0)
1
(km1 + hm2)s ,
for Re(s) > 2, and is analytically continued to the whole complex plane with some poles. In
general, Barnes’ r-ple zeta function is defined as follows (cf. [3,4]): Let α,w1, . . . ,wr be com-
plex numbers with positive real parts, and set w˜ = (w1, . . . ,wr). Barnes’ r-ple zeta function
ζr (s;α, w˜) with parameters α and w˜ is defined by
ζr (s;α, w˜) =
∞∑
m1,...,mr=0
1
(α + w1m1 + · · · + wrmr)s ,
for Re(s) > r . Here, us = exp(s logu) and logu = log |u| + i argu with −π < argu < π for any
complex number u not on the non-positive real axis. Analytic continuation and special values are
given by the contour integral representation of ζr (s;α, w˜) as in the following: ζr is expressed as
a contour integral,
ζr (s;α, w˜) = (1 − s)e
−iπs
2πi
∫
e−αt t s−1∏r
i=1(1 − e−wit )
dt,I (ρ,∞)
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w1
|, . . . , | 2π
wr
|), (1 − s) is the Euler gamma function and I (ρ,∞) is the
path from +∞ to ρ along the real axis, going along the circle around 0 of radius ρ counterclock-
wise to ρ, and then going back to +∞. This expression gives the analytic continuation of ζr to
the whole complex plane, and also for a positive integer n, we have
ζr (1 − n;α, w˜) = (−1)
r
rS
′
n(α; w˜)
n
, (1.2)
where rS′n(α; w˜) is called the first derivative of the r-ple Bernoulli polynomial rSn(α; w˜). We
have the following expression for rS′n(α; w˜) [12,14]:
rS
′
n(α; w˜) =
( 1Bw1 + · · · + rBwr + α)n+r−1n!
(n + r − 1)!∏ri=1 wi . (1.3)
When r = 1, this is well known as the value of the Hurwitz zeta function:
ζ(1 − n,α) = −Bn(α)
n
. (1.4)
We also note that for α = 0,
ζ(1 − n) = −Bn
n
− δ,
where δ = 1 if n = 1 and δ = 0 if n > 1. Nagasaka et al. also gave generalizations of Apostol’s
sum. They obtained the first generalization by using Barnes’ double zeta function ζ2(s;α, (k,h))
with parameters α and (k,h). From the value s = 1 − n, they obtained the law for the sum
sn
(
α; (h, k))= k−1∑
a=0
a
k
Bn
(
α + ha
k
)
,
for real α with 0 < α < h + k. For the second generalization, they defined
ζ˜2
(
s;χ, (k,h))= ∞∑
m1,m2=0
(m1,m2) =(0,0)
χ(km1 + hm2)
(km1 + hm2)s
for a Dirichlet character χ mod l with l | hk. For the values s = 1 − n, they obtained the law for
the sum
sn
(
χ; (h, k))= hn−1 k−1∑
a=0
h−1∑
b=0
a
k
χ(ha + kb)Bn
(
a
k
+ b
h
)
,
which is different from Berndt’s definition.
In this paper, we mainly focus on two subjects; Dedekind sums with degenerate Bernoulli
polynomials, and generalized Dedekind character sums in the sense of Berndt. To obtain the reci-
procity laws for degenerate analogues of Dedekind sums and Dedekind character sums, we use
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function (1.1). The definition of degenerate Dedekind sums is new, on the other hand, the defined
generalized Dedekind character sums yield explicit general formulas for Berndt’s Dedekind char-
acter sums.
We summarize this study as follows: Section 2 is a preliminary section containing the basic
definitions, notations and terminology we need. In Section 3, we state auxiliary theorems, one
of them (Lemma 3.4 below), provides a simple proof for the recurrence relation for degener-
ate Bernoulli numbers presented by Howard in [11], which generalizes a well-known formula
for ordinary Bernoulli numbers. In Section 4, we prove the reciprocity laws for the degener-
ate Dedekind sums using degenerate Bernoulli functions ((2.10) below). The reciprocity laws,
which were proved by Apostol, Carlitz and Takács, are direct consequences of the derived reci-
procity formulas. In final section, we define generalized Dedekind character sums sn(h, k;χ)
and sn(h, k;χ;x, y), and prove corresponding reciprocity laws. These reciprocity laws general-
ize the corresponding formulas presented by Berndt in [5]. In particular, the reciprocity laws for
the sums sn(h, k;χ) and sn(k,h;χ) are direct consequences of the reciprocity laws of the sums
sn(h, k;χ;x, y) and sn(k,h;χ;y, x).
2. Preliminaries
In this section, we give a brief summary for the material only needed in the subsequent sec-
tions.
Definition 2.1. The Bernoulli numbers Bn and the Bernoulli polynomials Bn(x) are defined by
t
et − 1 =
∞∑
n=0
Bn
tn
n! and
text
et − 1 =
∞∑
n=0
Bn(x)
tn
n! , (2.1)
respectively. Also for a Dirichlet character χ of conductor f , the generalized Bernoulli polyno-
mials attached to χ , Bn,χ (x), are defined by
f−1∑
a=0
χ(a)te(a+x)t
ef t − 1 =
∞∑
n=0
Bn,χ (x)
tn
n! . (2.2)
For x = 0, we have Bn,χ (0) = Bn,χ , the generalized Bernoulli numbers attached to χ .
Definition 2.2. The Nörlund numbers B(k)n and the Nörlund polynomials B(k)n (x) (also called
higher order Bernoulli numbers and higher order Bernoulli polynomials, respectively) are defined
by [13, p. 145]
(
t
et − 1
)k
=
∞∑
n=0
B(k)n
tn
n! and
(
t
et − 1
)k
ext =
∞∑
n=0
B(k)n (x)
tn
n! . (2.3)
For k = 1, we have Bernoulli numbers and Bernoulli polynomials, respectively.
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higher order degenerate Bernoulli polynomials β(k)n (λ, x) are defined by means of the generating
functions [10]
(
t
(1 + λt)1/λ − 1
)k
=
∞∑
n=0
β(k)n (λ)
tn
n! ,(
t
(1 + λt)1/λ − 1
)k
(1 + λt)x/λ =
∞∑
n=0
β(k)n (λ, x)
tn
n! . (2.4)
The limiting case λ = 0 gives Nörlund’s numbers and polynomials. For λ = 0 and k = 1, we
have ordinary Bernoulli numbers and polynomials. For k = 1, β(1)n (λ) = βn(λ) and β(1)n (λ, x) =
βn(λ, x) are called degenerate Bernoulli numbers and polynomials, respectively.
Differentiating (2.4) with respect to t , we get
kβ(k+1)n (λ, x) = (k − n)β(k)n (λ, x) + n
(
x − k + λ(k − n + 1))β(k)n−1(λ, x), (2.5)
after some elementary calculations.
From (2.4), for k = 1, we have the difference and multiplication formulas for degenerate
Bernoulli polynomials:
βn(λ, x + 1) − βn(λ, x) = n!λn−1
(
x/λ
n − 1
)
, (2.6)
m−1∑
j=0
βn
(
λ,x + j
m
)
= m1−nβn(mλ,mx). (2.7)
Note that (2.6) and (2.7) are analogues of the difference and multiplication formulas of Bernoulli
polynomials,
Bn(x + 1) − Bn(x) = nxn−1, (2.8)
and
m−1∑
j=0
Bn
(
x + j
m
)
= m1−nBn(mx), (2.9)
respectively.
We now define degenerate Bernoulli functions.
Definition 2.4. Let βn(λ, x) denotes the nth degenerate Bernoulli polynomial. Let βn(λ, x) be
defined by
βn(λ, x) = βn
(
λ, {x}). (2.10)
352 M. Cenkci et al. / Journal of Number Theory 124 (2007) 346–363It is obvious that βn(λ, x + m) = βn(λ, x) for an arbitrary integer m, in particular, βn(λ, x +
1) = βn(λ, x), which will be frequently used in the sequel.
We are now ready to define degenerate Dedekind sums. Let n be a positive integer.
Definition 2.5. (I) For positive integers h, k with (h, k) = 1, we define the sum
sn(h, k | λ) =
k−1∑
a=0
a
k
βn
(
λ,
ha
k
)
. (2.11)
(II) Let h, k be arbitrary integers with (h, k) = d . Then for arbitrary real numbers x and y, we
define the sum
sn(h, k : x, y | λ) =
|k|−1∑
a=0
βn
(
λ,h
a + y
k
+ x
)
β1
(
λ,
a + y
k
)
. (2.12)
Remark 2.6. Note that for x = y = 0 and d = 1, we have
sn(h, k : 0,0 | λ) = sn(h, k | λ) +
(
λ
2
− 1
2
)
k1−nβn(kλ),
using the fact that β1(λ, x) = x + λ2 − 12 (see [11]) and Lemma 3.1 below. Furthermore, for the
limiting case λ = 0, from (2.11) and (2.12), we have Dedekind sums defined by Apostol and
Takács, respectively.
3. Auxiliary theorems
In this section, we list some theorems to get the reciprocity laws of the sums defined in Sec-
tion 2.
Lemma 3.1. If m is a positive integer, we have
m−1∑
j=0
βn
(
λ,
x + j
m
)
= m1−nβn(mλ,x). (3.1)
Proof. Considering the multiplication formula for degenerate Bernoulli polynomials (2.7), we
have
m−1∑
j=0
βn
(
λ,
x + j
m
)
= m1−nβn(mλ,x).
This proves (3.1) for 0 x < 1. Since βn(λ, x + 1) = βn(λ, x), (3.1) holds for each real x. 
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and k. Then, we have
k−1∑
a=0
h−1∑
b=0
βn
(
λ,
a + y
k
+ b + x
h
)
= d
n
(hk)n−1
βn
(
hk
d
λ,
hy + kx
d
)
, (3.2)
for each real x and y.
Proof. By using Lemma 3.1, the left-hand side of (3.2) becomes
k−1∑
a=0
h−1∑
b=0
βn
(
λ,
a + y
k
+ b + x
h
)
= k1−n
h−1∑
b=0
βn
(
kλ,
hy + kx
h
+ kb
h
)
.
For b = 0,1, . . . , h − 1, the residues of kb (mod h/d) are c = 0,1, . . . , h
d
− 1, each occurring
exactly d times. Therefore, we have
k−1∑
a=0
h−1∑
b=0
βn
(
λ,
a + y
k
+ b + x
h
)
= dk1−n
h
d
−1∑
c=0
βn
(
kλ,
hy + kx
h
+ cd
h
)
,
since βn(λ, x + 1) = βn(λ, x). Using Lemma 3.1 again, we obtain
k−1∑
a=0
h−1∑
b=0
βn
(
λ,
a + y
k
+ b + x
h
)
= d
n
(hk)n−1
βn
(
hk
d
λ,
hy + kx
d
)
,
and so (3.2) is confirmed. 
Corollary 3.3. (I) For d = 1, we have
k−1∑
a=0
h−1∑
b=0
βn
(
λ,
a + y
k
+ b + x
h
)
= (hk)1−nβn(hkλ,hy + kx). (3.3)
(II) For d = 1 and x = y = 0, we have
k−1∑
a=0
h−1∑
b=0
βn
(
λ,
a
k
+ b
h
)
= (hk)1−nβn(hkλ). (3.4)
Lemma 3.4. For each real numbers x and y, we have
(n + 1)βn(λ, x + y)
{
β1(λ, x) + β1(λ, y)
}
=
n+1∑
j=0
(
n + 1
j
)
βj (λ, x)βn+1−j (λ, y)
+ n(n + 1)λβn(λ, x + y) + nβn+1(λ, x + y). (3.5)
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∞∑
n=0
β(2)n (λ, x + y)
tn
n! =
(
t
(1 + λt)1/λ − 1
)2
(1 + λt) x+yλ .
Thus
β
(2)
n+1(λ, x + y) =
n+1∑
j=0
(
n + 1
j
)
βj (λ, x)βn+1−j (λ, y). (3.6)
On the other hand, from (2.5) for k = 1, we get
β
(2)
n+1(λ, x + y) = (n + 1)
{
β1(λ, x) + β1(λ, y) − λn
}
βn(λ, x + y) − nβn+1(λ, x + y),
where we have used the equality β1(λ, x) = x + λ2 − 12 . Thus, from (3.6), we have
(n + 1)βn(λ, x + y)
{
β1(λ, x) + β1(λ, y)
}
=
n+1∑
j=0
(
n + 1
j
)
βj (λ, x)βn+1−j (λ, y)
+ n(n + 1)λβn(λ, x + y) + nβn+1(λ, x + y). (3.7)
Since βn(λ, x + 1) = βn(λ, x), it is sufficient to prove (3.5) for each 0 x < 1 and 0 y < 1.
If 0 x < 1, 0 y < 1 and 0 x + y < 1, then (3.7) obviously entails (3.5).
From the difference equation of degenerate Bernoulli polynomials (2.6), we get
βn(λ, x) = βn(λ, x + 1) − n!λn−1
(
x/λ
n − 1
)
, (3.8)
since βn(λ, x) = βn(λ, x) for each 0 x < 1. By periodicity of βn(λ, x), we have
βn(λ, x) = βn(λ, x) − n!λn−1
( x−1
λ
n − 1
)
,
for each 1 x < 2.
Now let 0 x < 1, 0 y < 1 and 1 x + y < 2. So we have
βn(λ, x + y) = βn(λ, x + y) + n!λn−1
( x+y−1
λ
n − 1
)
. (3.9)
Substituting (3.9) in (3.7), (3.5) holds for each 0  x < 1, 0  y < 1 and 1  x + y < 2, after
some manipulations. 
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(n + 1)βn(λ) = λn(1 − n)βn−1(λ) −
n−2∑
j=2
(
n
j
)
βj (λ)βn−j (λ),
presented by Howard in [11], which generalizes a well-known formula for ordinary Bernoulli
numbers.
4. The reciprocity laws of degenerate Dedekind sums
In this section, we prove the reciprocity laws for degenerate Dedekind sums, which are gen-
eralizations of reciprocity formulas presented by Apostol, Carlitz and Takács.
Theorem 4.1. For the sums sn(h, k : x, y | λ) and sn(k,h : y, x | λ), the following reciprocity law
holds:
(n + 1){hknsn(h, k : x, y | hλ) + khnsn(k,h : y, x | kλ)}
=
n+1∑
j=0
(
n + 1
j
)
hjβj (kλ, y)k
n+1−j βn+1−j (hλ, x)
+ λ
2
hkdn(n + 1)(h + k + 2n − 2)βn
(
hk
d
λ,
hy + kx
d
)
+ ndn+1βn+1
(
hk
d
λ,
hy + kx
d
)
, (4.1)
where d stands for the greatest common divisor of h and k.
Proof. By (2.12) and Lemma 3.1, we have
sn(h, k : x, y | λ) = hn−1
k−1∑
a=0
h−1∑
b=0
βn
(
λ
h
,
a + y
k
+ b + x
h
)
β1
(
λ,
a + y
k
)
,
and
sn(k,h : y, x | λ) = kn−1
k−1∑
a=0
h−1∑
b=0
βn
(
λ
k
,
a + y
k
+ b + x
h
)
β1
(
λ,
b + x
h
)
.
Thus
hknsn(h, k : x, y | hλ) + khnsn(k,h : y, x | kλ)
= (hk)n
k−1∑ h−1∑{
β1
(
hλ,
a + y
k
)
+ β1
(
kλ,
b + x
h
)}
βn
(
λ,
a + y
k
+ b + x
h
)
.a=0 b=0
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(n + 1){hknsn(h, k : x, y | hλ) + khnsn(k,h : y, x | kλ)}
= (n + 1)(hk)n
k−1∑
a=0
h−1∑
b=0
{
β1
(
λ,
a + y
k
)
+ β1
(
λ,
b + x
h
)}
βn
(
λ,
a + y
k
+ b + x
h
)
+ (hk)n(n + 1)λ
(
h + k − 2
2
) k−1∑
a=0
h−1∑
b=0
βn
(
λ,
a + y
k
+ b + x
h
)
. (4.2)
Due to Lemmas 3.1, 3.2 and 3.4, the law follows from (4.2). 
We note that for λ = 0 and (h, k) = 1, we have Carlitz’s reciprocity law [9], and for λ = 0, we
have Takács’ law [16].
Using Remark 2.6, the reciprocity law for the sums sn(h, k | λ) and sn(k,h | λ) can be derived
from Theorem 4.1 for x = y = 0 as a particular case.
Corollary 4.2. Let (h, k) = 1. For the sums sn(h, k | λ) and sn(k,h | λ), the following identity
holds:
(n + 1){hknsn(h, k | hλ) + khnsn(k,h | kλ)}
=
n+1∑
j=0
(
n + 1
j
)
hjβj (kλ)k
n+1−j βn+1−j (hλ)
+ hk(n + 1)((n − 1)λ + 1)βn(hkλ) + nβn+1(hkλ).
Note that for λ = 0 and odd n, we have Apostol’s reciprocity law mentioned in Section 1,
after some manipulations.
5. Generalized Dedekind character sums
In this section, we consider generalizations of Dedekind sums involving Dirichlet characters.
Dedekind character sums have been considered by Berndt, and he proved reciprocity laws by us-
ing either character transformation formula for Eisenstein series [5,6] or the Poisson summation
formula [8]. Furthermore, Nagasaka et al. [12] considered the sums containing character, differ-
ent from those of Berndt’s, and proved reciprocity laws using the theory of Barnes’ multiple zeta
function. Here, we define two Dedekind sums with character, which are generalizations of the
sums presented by Berndt, and prove reciprocity laws for both kinds.
In the sequel, let χ be a non-principle primitive Dirichlet character of conductor f .
Definition 5.1. The Gaussian sums G(z,χ) are defined by
G(z,χ) =
f−1∑
a=0
χ(a)e
2πi az
f .
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G(m,χ) = χ(m)G(χ).
Definition 5.2. Let h, k be positive integers with (h, k) = 1 and x, y are arbitrary real numbers.
We define the sum sn(h, k;χ;x, y) as follows:
sn(h, k;χ;x, y) =
kf−1∑
a=0
χ(a)Bn,χ
(
h
a + y
k
+ x
)
B1
(
a + y
kf
)
Here Bn,χ (x) = Bn,χ ({x}), where Bn,χ (x) is the nth character Bernoulli polynomial, defined
by (2.2).
The following lemma is due to Berndt [7, Theorem 3.1].
Lemma 5.3. For arbitrary real number x, we have
Bn,χ (x) = f n−1
f−1∑
a=0
χ(a)Bn
(
x + a
f
)
.
The reciprocity law for the sums sn(h, k;χ;x, y) and sn(k,h;χ;y, x) is given by the follow-
ing theorem.
Theorem 5.4. Let h, k be positive integers with (h, k) = 1 and let χ be a non-principle primitive
Dirichlet character of conductor f such that f is an arbitrary integer if (f,h) > 1 or (f, k) > 1,
and f is a prime number if (f,hk) = 1. Then for the sums sn(h, k;χ;x, y) and sn(k,h;χ;y, x),
we have the following reciprocity law:
(n + 1){hknsn(h, k;χ;x, y) + khnsn(k,h;χ;y, x)}
=
n+1∑
j=0
(
n + 1
j
)
hjBj,χ (y)k
n+1−jBn+1−j,χ (x)
+ nf n−1G(h,χ)G(k,χ)
{
Bn+1
(
hy + kx
f
)
− 1
f n+1
Bn+1(hy + kx)
}
+ A,
where
A =
{− 12hkχ(y)χ(x), if n = 1 and (x, y) ∈ Z×Z,
0, otherwise.
Proof. By Lemma 5.3, we have
sn(h, k;χ;x, y) = (hf )n−1
kf−1∑ hf−1∑
χ(a)χ(b)Bn
(
a + y
kf
+ b + x
hf
)
B1
(
a + y
kf
)
,a=0 b=0
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sn(k,h;χ;y, x) = (kf )n−1
kf−1∑
a=0
hf−1∑
b=0
χ(a)χ(b)Bn
(
a + y
kf
+ b + x
hf
)
B1
(
b + x
hf
)
.
Thus,
hf knsn(h, k;χ;x, y) + kf hnsn(k,h;χ;y, x)
= (hkf )n
kf−1∑
a=0
hf−1∑
b=0
χ(a)χ(b)
×
{
B1
(
a + y
kf
)
+ B1
(
b + x
hf
)}
Bn
(
a + y
kf
+ b + x
hf
)
.
In order to compute the right-hand side, we utilize Lemma 3.4 for λ = 0. However, since
B1(0) = 0, we must consider the cases (x, y) ∈ Z×Z and (x, y) /∈ Z×Z separately. For λ = 0,
Lemma 3.4 becomes
(n + 1)Bn(x + y)
{
B1(x) + B1(y)
}
=
{
0, if (x, y) ∈ Z×Z,∑n+1
j=0
(
n+1
j
)
Bj (x)Bn+1−j (y) + nBn+1(x + y), otherwise. (5.1)
If (x, y) ∈ Z×Z, then there exist ay ∈ {0,1, . . . , kf − 1} and bx ∈ {0,1, . . . , hf − 1} such that
ay + y ≡ 0 (mod kf ) and bx + x ≡ 0 (mod hf ). Thus, using (5.1), we get
(n + 1){hf knsn(h, k;χ;x, y) + kf hnsn(k,h;χ;y, x)}
= (hkf )n
kf−1∑
a=0
hf−1∑
b=0
(a,b) =(ay ,bx)
n+1∑
j=0
(
n + 1
j
)
χ(a)χ(b)Bj
(
a + y
kf
)
Bn+1−j
(
b + x
hf
)
+ n(hkf )n
kf−1∑
a=0
hf−1∑
b=0
(a,b) =(ay ,bx)
χ(a)χ(b)Bn+1
(
a + y
kf
+ b + x
hf
)
= (hkf )n
kf−1∑
a=0
hf−1∑
b=0
χ(a)χ(b)
n+1∑
j=0
(
n + 1
j
)
Bj
(
a + y
kf
)
Bn+1−j
(
b + x
hf
)
+ n(hkf )n
kf−1∑
a=0
hf−1∑
b=0
χ(a)χ(b)Bn+1
(
a + y
kf
+ b + x
hf
)
− χ(ay)χ(bx)(hkf )n
n+1∑(n + 1
j
)
Bj
(
ay + y
kf
)
Bn+1−j
(
bx + x
hf
)
j=0
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(
ay + y
kf
+ bx + x
hf
)
.
Using Lemma 5.3 to simplify the summations with ay ≡ −y (mod kf ), bx ≡ −x (mod hf ), we
obtain
(n + 1){hf knsn(h, k;χ;x, y) + kf hnsn(k,h;χ;y, x)}
= f
n+1∑
j=0
(
n + 1
j
)
hjBj,χ (y)k
n+1−jBn+1−j,χ (x)
+ n(hkf )n
kf−1∑
a=0
hf−1∑
b=0
χ(a)χ(b)Bn+1
(
a + y
kf
+ b + x
hf
)
− χ(y)χ(x)(hkf )n
{
n+1∑
j=0
(
n + 1
j
)
Bj (0)Bn+1−j (0) + nBn+1
}
. (5.2)
Now suppose (x, y) /∈ Z×Z. Then, using (5.1) and Lemma 5.3, we get
(n + 1){hf knsn(h, k;χ;x, y) + kf hnsn(k,h;χ;y, x)}
= f
n+1∑
j=0
(
n + 1
j
)
hjBj,χ (y)k
n+1−jBn+1−j,χ (x)
+ n(hkf )n
kf−1∑
a=0
hf−1∑
b=0
χ(a)χ(b)Bn+1
(
a + y
kf
+ b + x
hf
)
. (5.3)
Consequently, from (5.2) and (5.3), we obtain
(n + 1){hf knsn(h, k;χ;x, y) + kf hnsn(k,h;χ;y, x)}
= f
n+1∑
j=0
(
n + 1
j
)
hjBj,χ (y)k
n+1−jBn+1−j,χ (x)
+ n(hkf )n
kf−1∑
a=0
hf−1∑
b=0
χ(a)χ(b)Bn+1
(
a + y
kf
+ b + x
hf
)
+ B,
where B = −(hkf )nχ(y)χ(x){∑n+1j=0 (n+1j )Bj (0)Bn+1−j (0) + nBn+1} if (x, y) ∈ Z×Z, and
B = 0 otherwise.
Since Bn(0) = 0 for n = 1, we need to show close attention to the term B . If n = 1, then
B = −1χ(y)χ(x)hkf.
2
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obtain
B
(2)
n+1 + nBn+1 + (n + 1)Bn = 0.
For x = y = λ = 0 in (3.6), we have
B
(2)
n+1 =
n+1∑
j=0
(
n + 1
j
)
BjBn+1−j .
Thus,
0 = B(2)n+1 + nBn+1 + (n + 1)Bn
=
n+1∑
j=0
(
n + 1
j
)
BjBn+1−j − 2(n + 1)B1Bn + nBn+1
=
n+1∑
j=0
(
n + 1
j
)
Bj (0)Bn+1−j (0) + nBn+1,
where B1 = −1/2 is the first Bernoulli number.
Therefore, we have
(n + 1){hf knsn(h, k;χ;x, y) + kf hnsn(k,h;χ;y, x)}
= f
n+1∑
j=0
(
n + 1
j
)
hjBj,χ (y)k
n+1−jBn+1−j,χ (x)
+ n(hkf )n
kf−1∑
a=0
hf−1∑
b=0
χ(a)χ(b)Bn+1
(
a + y
kf
+ b + x
hf
)
+ A, (5.4)
where
A =
{
− 12χ(y)χ(x)hkf, if n = 1 and (x, y) ∈ Z×Z,
0, otherwise.
To complete the proof, the double sum on the right of (5.4) must be computed, for which we
need the following.
Lemma 5.5. Under the assumption of Theorem 5.4, we have
kf−1∑
a=0
hf−1∑
b=0
χ(a)χ(b)Bn+1
(
a + y
kf
+ b + x
hf
)
= G(h,χ)G(k,χ)
n
{
Bn+1
(
hy + kx)− 1
n+1 Bn+1(hy + kx)
}
.(hk) f f
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Then, using Lemma 3.1 for λ = 0, we have
kf−1∑
a=0
hf−1∑
b=0
χ(a)χ(b)Bn+1
(
a + y
kf
+ b + x
hf
)
= (hk)−n
f−1∑
a′=0
f−1∑
b′=0
χ(a′)χ(b′)Bn+1
(
hy + kx + ha′ + kb′
f
)
.
Using the Fourier expansion of Bn(x) and definition of Gaussian sums, we get
kf−1∑
a=0
hf−1∑
b=0
χ(a)χ(b)Bn+1
(
a + y
kf
+ b + x
hf
)
= − (n + 1)!
(2πi)n+1(hk)n
∞∑
m=−∞
m =0
1
mn+1
f−1∑
a′=0
f−1∑
b′=0
χ(a′)χ(b′)e2πi(
hy+kx+ha′+kb′
f
)m
= − (n + 1)!
(2πi)n+1(hk)n
∞∑
m=−∞
m =0
1
mn+1
G(mh,χ)G(mk,χ)e
2πi( hy+kx
f
)m
= − (n + 1)!
(2πi)n+1(hk)n
χ(h)G(χ)χ(k)G(χ)
∞∑
m=−∞
m =0
χ(m)χ(m)
mn+1
e
2πi( hy+kx
f
)m
.
Now let (f,h) > 1 (or (f, k) > 1). In this case, lemma is also true, since G(h,χ) = 0 (or
G(k,χ) = 0) for a primitive Dirichlet character.
Now suppose f is a prime number with (f,hk) = 1. Consider the sum
∞∑
m=−∞
m =0
χ(m)χ(m)
mn+1
e
2πi( hy+kx
f
)m
,
and suppose (n + 1) is even. Then we have
∞∑
m=−∞
m =0
χ(m)χ(m)
mn+1
e
2πi( hy+kx
f
)m
=
∞∑
m=1
χ(m)χ(m)
mn+1
{
e
2πi( hy+kx
f
)m + χ(−1)χ(−1)e−2πi( hy+kxf )m}.
Let m = a + fm′, where a = 1, . . . , f and m′ = 0,1,2, . . . . Then the last equality becomes
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m′=0
f−1∑
a=1
χ(a)χ(a)
(a + fm′)n+1
(
e
2πi( hy+kx
f
)(a+fm′) + e−2πi( hy+kxf )(a+fm′))
=
∞∑
m′=0
{
f∑
a=1
1
(a + fm′)n+1
(
e
2πi( hy+kx
f
)(a+fm′) + e−2πi( hy+kxf )(a+fm′))
− 1
f n+1(1 + m′)n+1
(
e
2πi( hy+kx
f
)(1+m′)f + e−2πi( hy+kxf )(1+m′)f )}
=
∞∑
m=−∞
m =0
1
mn+1
e
2πi( hy+kx
f
)m − 1
f n+1
∞∑
m=−∞
m =0
1
mn+1
e2πi(hy+kx)m.
Same result can be obtained for odd (n + 1). So, we have
kf−1∑
a=0
hf−1∑
b=0
χ(a)χ(b)Bn+1
(
a + y
kf
+ b + x
hf
)
= −G(h,χ)G(k,χ)(n + 1)!
(2πi)n+1(hk)n
∞∑
m=−∞
m =0
{
e
2πi( hy+kx
f
)m
mn+1
− 1
f n+1
e2πi(hy+kx)m
mn+1
}
= G(h,χ)G(k,χ)
(hk)n
{
Bn+1
(
hy + kx
f
)
− 1
f n+1
Bn+1(hy + kx)
}
,
which completes the proof of the lemma. 
Now we go back to the identity (5.4). Using Lemma 5.5, we obtain
(n + 1){hf knsn(h, k;χ;x, y) + kf hnsn(k,h;χ;y, x)}
= f
n+1∑
j=0
(
n + 1
j
)
hjBj,χ (y)k
n+1−jBn+1−j,χ (x)
+ nf nG(h,χ)G(k,χ)
{
Bn+1
(
hy + kx
f
)
− 1
f n+1
Bn+1(hy + kx)
}
+ A,
which completes the proof of theorem. 
For x = y = 0, the sum sn(h, k;χ;x, y) becomes sn(h, k;χ), which is defined as follows:
Definition 5.6. For positive integers h and k with (h, k) = 1, we define
sn(h, k;χ) =
kf−1∑
a=0
χ(a)Bn,χ
(
ha
k
)
B1
(
a
kf
)
.
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Corollary 5.7. Let n be an odd integer. Under the assumption of Theorem 5.4, we have the
following reciprocity law for the sums sn(h, k;χ) and sn(k,h;χ):
(n + 1){hknsn(h, k;χ) + khnsn(k,h;χ)}
=
n+1∑
j=0
(
n + 1
j
)
hjBj,χk
n+1−jBn+1−j,χ + nf n−1G(h,χ)G(k,χ)
(
1 − 1
f n+1
)
Bn+1.
Note that this result readily follows from Theorem 5.4 for x = y = 0. We also note that for
n = 1 and h or k ≡ 0 (mod f ), Theorem 5.4 and Corollary 5.7 reduce to Berndt’s reciprocity
laws [5, Theorem 7] and [5, Theorem 4], respectively.
As a final note, it seems worth while to mention that Corollary 5.7 can be obtained by using
Barnes’ double zeta function with character
ζ2
(
s;χ, (h, k))= ∞∑
m1,m2=0
(m1,m2) =(0,0)
χ(m1)χ(m2)
(hm1 + km2)s .
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