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Abstract
In this paper we present some classes of real self-reciprocal polyno-
mials with at most two zeros outside the unit circle which are connected
with a Chebyshev quasi-orthogonal polynomials of order one. We in-
vestigated the distribution, simplicity and monotonicity of their zeros
around the unit circle and real line.
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1 Introduction
Let the polynomial P (z) =
n∑
i=0
piz
i, pi ∈ C, pn 6= 0, such that P (z) =
znP (1/z). Then P (z) is said to be self-reciprocal polynomial ([8, 9]). Self-
reciprocal polynomials can be found in the literature under various names
such as reciprocal ([2, 10, 11]) and palindromic ([3, 7]). It is clear that if
P (z) is a self-reciprocal polynomial then pi = pn−i, for i = 0, 1, ..., n.
∗This work is supported by grant #2016/02700-8, Sa˜o Paulo Research Foundation
(FAPESP).
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In this paper we consider the real self-reciprocal polynomials (i.e., pi ∈ R)
and we present some classes of real self-reciprocal polynomials with at most
two zeros located outside the unit circle. We show that these classes of
polynomials are connected with the linear combination of Chebyshev poly-
nomials and we focus in the case that the linear combination of Chebyshev
polynomials is a Chebyshev quasi-orthogonal polynomial of order one.
2 Preliminary results
The theory of Chebyshev polynomials is a classical topic and was many
explored in the literature, see [12, 13]. From [12] we have:
Definition 1 The Chebyshev polynomials Tn(x), Un(x), Vn(x) and Wn(x)
of first, second, third and fourth kinds, respectively, are polynomials in x of
degree n defined by
Tn(x) = cosnθ, Un(x) =
sin (n+ 1)θ
sin θ
, Vn(x) =
cos
(
n+ 1
2
)
θ
cos 1
2
θ
and
Wn(x) =
sin
(
n+ 1
2
)
θ
sin 1
2
θ
,
when x = cos θ.
The sequence of polynomials {Tn(x)}
∞
n=0, {Un(x)}
∞
n=0, {Vn(x)}
∞
n=0 and
{Wn(x)}
∞
n=0 are orthogonal in [−1, 1] with respect to weight functions
w(x) = (1 − x2)−1/2, w(x) = (1− x2)1/2, w(x) = (1 + x)1/2(1− x)−1/2 and
w(x) = (1+x)−1/2(1−x)1/2, respectively, and satisfy the same three term re-
currence relation with different initial conditions. For example, {Tn(x)}
∞
n=0
satisfy
Tn(x) = 2xTn−1(x)− Tn−2(x), n = 2, 3, . . . , (1)
with T0(x) = 1 and T1(x) = x.
In this section we develop all the necessary preliminaries to show the
main result about the distribution, simplicity and monotonicity of the zeros
of some classes of real self-reciprocal polynomials, presented in Section 3.
From [12], the following relations hold:
2Tn(x) = Un(x)− Un−2(x), (2)
2Tn(x) = Vn(x) + Vn−1(x) and (3)
2Tn(x) = Wn(x)−Wn−1(x). (4)
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Let P (z) =
2n∑
j=0
pjz
j , p2n 6= 0, be a self-reciprocal polynomial of degree
2n, where pj ∈ R, j = 1, . . . , 2n. Hence
P (z) =
2n∑
j=0
pjz
j = 2zn
[
p2n
2
(
zn +
1
zn
)
+ . . .+
pn+1
2
(
z +
1
z
)
+
pn
2
]
. (5)
Considering the transformation
1
2
(
z +
1
z
)
= x, (6)
from relation (1) and basic manipulations follows that
1
2
(
zj +
1
zj
)
= Tj(x),
j = 0, 1, 2, . . ..
From (5),
P (z) = 2zn
[
p2nTn(x) + p2n−1Tn−1(x) + . . . + pn+1T1(x) +
pn
2
T0(x)
]
= 2znCn(x). (7)
Observe that the behaviour of the zeros of real self-reciprocal polynomials
is connected with the behaviour of the zeros of a linear combination of
Chebyshev polynomials of first kind. In fact, the linear combinations of
orthogonal polynomials represents a quasi-orthogonal polynomial, which is
a theory very explored by [6], where we find the following result:
Theorem 1 ([6]) Let {Qn(x)}
∞
n=0 be the family of orthogonal polynomials
on [a, b] with respect to a positive weight function w(x). A necessary and
sufficient condition for a polynomial Rn(x) of degree n to be quasi-orthogonal
of order r on [a, b] with respect to w(x) is that
Rn(x) = c0Qn(x) + c1Qn−1(x) + · · ·+ crQn−r(x),
where the ci’s are numbers which can depend on n and c0cr 6= 0.
When r ≥ 1, the following result provides the number of zeros of the
quasi-orthogonal polynomial Rn(x) in (a, b).
Theorem 2 ([14]) If Rn(x) is quasi-orthogonal of order r on [a, b] with
respect to a positive weight function w(x), then at least n− r distinct zeros
of Rn(x) lie in the interval (a, b).
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In the literature there are some results on the behaviour of the zeros
of Chebyshev quasi-orthogonal polynomials (see [1, 5]). In this manuscript
we analyse the classes of real self-reciprocal polynomials that are connected
with Chebyshev quasi-orthogonal polynomials of order one. Hence, we use
a result about the properties of the zeros of
Rn(x) = Qn(x)− cQn−1(x), c 6= 0,
presented in [4] and [5].
Let {Qn(x)}
∞
n=0 be the family of orthogonal polynomials on [a, b] with
respect to a positive weight function w(x). Let a < xn−1,1 < xn−1,2 < . . . <
xn−1,n−1 < b be the zeros of Qn−1 and a < xn,1 < xn,2 < . . . < xn,n < b
those of Qn. We consider fn(x) =
Qn(x)
Qn−1(x)
.
Suppose, without loss of generality, that the leading coefficients of all
polynomials Qn have the same sign. So, if x < xn,1, fn(x) < 0 and if
x > xn,n, fn(x) > 0. In [4] and [5] we may found the following result about
the behaviour of the zeros of Rn(x).
Theorem 3 1. The zeros x1 < . . . < xn of Rn are real and distinct and
at most one of them lies outside (a, b).
2. (a) If c > 0, then xn,i < xi < xn−1,i for i = 1, . . . , n − 1 and xn,n <
xn.
(b) If c < 0, then x1 < xn,1 and xn−1,i−1 < xi < xn,i for i = 2, . . . , n.
3. If c < fn(a) < 0, then x1 < a.
4. If c > fn(b) > 0, then b < xn.
5. If fn(a) < c < fn(b), then Rn has all its zeros in (a, b).
6. Moreover, each xi is an increasing function of c.
About the zero location of a real self-reciprocal polynomials of even
degree we have the following result, explored by [10].
Theorem 4 Let P (z) be a real self-reciprocal polynomial of degree 2n.
1. P (z) has all its zeros on the unit circle if and only if Cn(x) has all its
zeros in [−1, 1].
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2. If all the zeros of Cn(x) are in [−1, 1], written as xj = cos θj , θj ∈
[0, pi], j = 1, . . . , n, then all the zeros zk of P (z), k = 1, . . . , n, are
given by zk = e
±iθk , where
0 ≤ θ1 < θ2 < · · · < θn ≤ pi.
Proof: Firstly, from (6) follows that
z2 + 1 = 2xz (8)
zj +
1
zj
= 2xj, j = 1, . . . , n. (9)
1. Suppose that P (z) has all its zeros on the unit circle. As P (z) is a
real self-reciprocal polynomial of degree 2n, its zeros can be arranged
in the form (zj , z¯j), j = 1, . . . , n, where z¯j =
1
zj
and |zj |
2 = zj z¯j = 1.
We can represent P (z) in the form
P (z) = p2n
n∏
j=1
(z − zj)(z − z¯j) = p2n
n∏
j=1
(z2 − (zj + z¯j)z + 1). (10)
Substituting (8) and (9) in (10) we have
P (z) = 2znp2n
n∏
j=1
(x− xj).
Comparing the above equation with (7) follows that
Cn(x) = p2n
n∏
j=1
(x− xj),
i.e., xj , j = 1, . . . , n, are the zeros of Cn(x). Furthermore,
xj =
1
2
(
zj +
1
zj
)
= Re(zj)
and
|xj | = |Re(zj)| ≤ |zj | = 1,
j = 1, . . . , n. Hence Cn(x) has all its zeros in [−1, 1].
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Now we assume that Cn(x) has all its zeros in [−1, 1]. From (7), (8)
and (9),
P (z) = 2znCn(z) = 2z
np2n
n∏
j=1
(x− xj) = p2n
n∏
j=1
(2xz − 2xjz)
= p2n
n∏
j=1
(
z2 −
(
zj +
1
zj
)
z + 1
)
= p2n
n∏
j=1
(z − zj)(z − z¯j),
where z¯j =
1
zj
, j = 1, . . . , n.
Furthermore, from (9),
z2j − 2xjzj + 1 = 0⇔ zj = xj ±
(√
1− x2j
)
i
and
|zj |
2 = zj z¯j = x
2
j + (1− x
2
j) = 1,
showing that |zj | = 1, j = 1, . . . , n.
2. Suppose that all the zeros of Cn(x) are in [−1, 1], written as xj = cos θj,
θj ∈ [0, pi], j = 1, . . . , n. As the zeros zj of P (z) are on the unit
circle we can write zj = e
±iγj , 0 ≤ γj ≤ pi, j = 1, . . . , n. From
xj =
1
2
(
zj +
1
zj
)
we have
xj =
1
2
(e±iγj + e∓iγj ) = cos γj
and, consequently, θj = γj , j = 1, . . . , n.
3 Main results
The first important result of this paper is the following.
Theorem 5 The Chebyshev quasi-orthogonal polynomials of order one gen-
erate the following classes of real self-reciprocal polynomials, given by
Pα(z) =
2n∑
j=0
pj,αz
j,
where α = T,U, V,W (related with each class of Chebyshev polynomials) and
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1. p2n−2,T = p2n−3,T = . . . = pn,T = 0 and p2n,Tp2n−1,T 6= 0;
2. p2n,U = p2n−2,U = . . . = pn+2,U = pn,U 6= 0 and p2n−1,U = p2n−3,U =
. . . = pn+1,U 6= 0;
3. p2n−1,V = −p2n−2,V = p2n−3,V = . . . = (−1)
npn+1,V = (−1)
n−1pn,V ,
p2n,V 6= 0 and p2n,V 6= −p2n−1,V ;
4. p2n−1,W = p2n−2,W = . . . = pn,W , p2n,W 6= 0 and p2n,W 6= p2n−1,W ;
Proof: If p2n−2,T = p2n−3,T = . . . = pn,T = 0 and p2n,T p2n−1,T 6= 0 we have
Rn,T (x) = p2n,TTn(x)+p2n−1,TTn−1(x) = p2n,T
(
Tn(x) +
p2n−1,T
p2n,T
Tn−1(x)
)
,
which is a first kind Chebyshev quasi-orthogonal polynomial of order one
related to PT (z). In this case, the elements of Theorem 3 are c = cT =
−
p2n−1,T
p2n,T
, fn(1) = fn,T (1) = 1 and fn(−1) = fn,T (−1) = −1. So,
PT (z) = p2n,T z
2n + p2n−1,T z
2n−1 + p2n−1,T z + p2n,T .
In order to obtain a representation of PU (z), PV (z) and PW (z) as a
second, third and fourth kinds Chebyshev quasi-orthogonal polynomials of
order one, respectively, we have
Rn,U(x) = c0,UUn(x) + c1,UUn−1(x), (11)
Rn,V (x) = c0,V Vn(x) + c1,V Vn−1(x), (12)
Rn,W (x) = c0,WWn(x) + c1,WWn−1(x), (13)
where c0,αc1,α 6= 0 for α = U, V,W .
From (2) and basic manipulations we can rewrite the equation (11) as
Rn,U (x) = c0,U (2Tn(x) + 2Tn−2(x) + . . .+ 2T2(x) + T0(x))
+c1,U (2Tn−1(x) + 2Tn−3(x) + . . . + 2T1(x)) .
Comparing the coefficients of (7) with PU (z) = 2z
nRn,U (x) follows that
2c0,U = p2n,U = p2n−2,U = . . . = pn+2,U = pn,U
and
2c1,U = p2n−1,U = p2n−3,U = . . . = pn+1,U ,
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obtaining
PU (z) = p2n,Uz
2n + p2n−1,Uz
2n−1 + p2n,Uz
2n−2 + . . . + p2n−1,Uz + p2n,U .
In this case, c = cU = −
p2n−1,U
p2n,U
, fn(1) = fn,U(1) =
n+ 1
n
and fn(−1) =
fn,U(−1) = −
n+ 1
n
.
Following the same idea and using the equations (3) and (4) in (12) and
(13), respectively, we obtain
PV (z) = p2n,V z
2n + p2n−1,V z
2n−1 − p2n−1,V z
2n−2 + p2n−1,V z
2n−3 + . . .
−p2n−1,V z
2 + p2n−1,V z + p2n,V
and
PW (z) = p2n,W z
2n + p2n−1,W (z
2n−1 + z2n−2 + . . .+ z) + p2n,W .
Indeed, c = cV = −
(
p2n−1,V
p2n,V
+ 1
)
, c = cW = 1−
p2n−1,W
p2n,W
, fn,V (1) =
1, fn,V (−1) = −
2n+ 1
2n− 1
, fn,W (1) =
2n+ 1
2n− 1
and fn,W (−1) = −1.
Remark 1 If p2n,V = −p2n−1,V in item 3 or p2n,W = p2n−1,W in item 4 of
Theorem 5 we have polynomials which coefficients satisfy the conditions of
item 2 of Theorem 5.
Remark 2 We can observe that when the degree of a real self-reciprocal
polynomial S(z) is odd, we have
S(z) = s2n+1z
2n+1 + . . .+ s1z + s0 = s2n+1(z + 1)P (z),
where P (z) is a real self-reciprocal polynomial of degree 2n.
Considering
Sα(z) =
2n+1∑
j=0
sj,αz
j = s2n+1,α(z + 1)Pα(z),
α = T,U, V,W , from Theorem 5 we find the expressions for the coefficients
of Sα(z), given by
1. s2n−2,T = s2n−3,T = . . . = sn+1,T = 0, s2n+1,T s2n−1,T 6= 0 and s2n =
s2n+1 + s2n−1;
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2. s2n,U = s2n−1,U = . . . = sn+1,U and s2n+1,U 6= 0;
3. s2n−1,V = s2n−2,V = s2n−3,V = . . . = sn+1,V = 0 and s2n+1,V s2n,V 6=
0;
4. s2n−1,W = s2n−2,W = . . . = sn+1,W , s2n+1,W s2n−1,W 6= 0 and
s2n,W = s2n+1,W +
s2n−1,W
2
,
i.e.,
ST (z) = s2n+1,T z
2n+1 + (s2n+1,T + s2n−1,T )z
2n + s2n−1,T z
2n−1 + s2n−1,T z
2
+(s2n+1,T + a2n−1,T )z + s2n+1,T ,
SU (z) = s2n+1,Uz
2n+1 + s2n,U
2n∑
j=1
zj + s2n+1,U ,
SV (z) = s2n+1,V z
2n+1 + s2n,V z
2n + s2n,V z + s2n+1,V ,
SW (z) = s2n+1,W z
2n+1 +
(
s2n+1,W +
s2n−1,W
2
)
z2n + s2n−1,W
2n−1∑
j=2
zj
+
(
s2n+1,W +
s2n−1,W
2
)
z + s2n+1,W .
Now, considering cT = −
p2n−1,T
p2n,T
, cU = −
p2n−1,U
p2n,U
, cV = −
(
p2n−1,V
p2n,V
+ 1
)
,
cW = 1−
p2n−1,W
p2n,W
, fn,T (1) = fn,V (1) = 1, fn,T (−1) = fn,W (−1) = −1,
fn,U(1) =
n+ 1
n
, fn,U(−1) = −
n+ 1
n
, fn,V (−1) = −
2n+ 1
2n− 1
and fn,W (1) =
2n + 1
2n − 1
, we can rewrite Theorem 3 in the following way.
Lemma 1 About the zeros of Rn,α(x) (α = T,U, V,W ), we have the follow-
ing:
1. The zeros x1,α < . . . < xn,α of Rn,α are real and distinct and at most
one of them lies outside (−1, 1).
2. (a) If cα > 0, then xn,i < xi,α < xn−1,i for i = 1, . . . , n − 1 and
xn,n < xn,α.
(b) If cα < 0, then x1,α < xn,1 and xn−1,i−1 < xi,α < xn,i for i =
2, . . . , n.
3. If cα < fn,α(−1) < 0, then x1,α < −1.
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4. If cα > fn,α(1) > 0, then 1 < xn,α.
5. If fn,α(−1) < cα < fn,α(1), then Rn,α has all its zeros in (−1, 1).
6. Moreover, each xi,α is an increasing function of cα.
The second main result of this paper is the following:
Theorem 6 About the zeros of Pα(z) and Sα(z) (α = T,U, V,W ), we have:
1. Their zeros are distinct (except in the case that cα = fn,α(1) or cα =
fn,α(−1)) and at most two of them lie outside the unit circle.
2. If cα = fn,α(±1), z = ±1 is zero of multiplicity two of Pα(z). For
cα = fn,α(1), z = 1 is zero of multiplicity two of Sα(z) and if cα =
fn,α(−1), z = −1 is zero of multiplicity three of Sα(z).
3. If cα < fn,α(−1) < 0, Pα(z) (or Sα(z)) has two negative zeros and
n−2 (or n−1) distinct zeros on the unit circle. We can represent the
negative zeros by zk,α ∈ (−∞,−1) and 1/zk,α ∈ (−1, 0).
4. If cα > fn,α(1) > 0, Pα(z) (or Sα(z)) has two positive zeros and n− 2
(or n − 1) distinct zeros on the unit circle. The positive zeros can be
represented by zk,α ∈ (1,∞) and 1/zk,α ∈ (0, 1).
5. If fn,α(−1) < cα < fn,α(1), Pα(z) and Sα(z) have all its zeros on
the unit circle. They are represented by zk,α = e
±iθk,α , with θk,α =
arccos xk,α, where xk,α, k = 1, . . . , n, are the zeros of Rn,α(x) (for
Sα(z), we have xn+1,α = −1 and θn+1,α = arccos(−1) = pi). Further-
more,
0 ≤ θ1,α < θ2,α < · · · < θn,α ≤ pi,
θn+1,α = pi (odd case) and θj,α, j = 1, . . . , n are increasing functions
of cα.
Proof: The proof follows direct from (6), Theorem 5, Remark 2 and Lemma
1.
About the multiplicities,
Pα(z) = 0⇔ Rn,α(x) = 0⇔ cα = fn,α(x).
Furthermore,
P ′α(z) = 0⇔ z = ±1 (consequently, x = ±1)
and P ′′α (±1) 6= 0.
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