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POSITIVE SOLUTIONS TO SOME NONLINEAR FRACTIONAL
SCHRO¨DINGER EQUATIONS VIA A MIN-MAX PROCEDURE
GILLES E´VE´QUOZ AND MOUHAMED MOUSTAPHA FALL
Abstract. The existence of a positive solution to the following fractional
semilinear equation is proven, in a situation where a ground state solution
may not exist. More precisely, we consider for 0 < s < 1 the equation
(−∆)su+ V (x)u = Q(x)|u|p−2u in RN , N > 1,
where the exponent p is superlinear but subcritical, and V > 0, Q > 0 are
bounded functions converging to 1 as |x| → ∞. Using a min-max procedure
introduced by Bahri and Li we prove the existence of a positive solution under
one-sided asymptotic bounds for V and Q.
1. Introduction and main result
Recently Laskin, in [24, 25], derived an expansion of the Feynman path integral
from Brownian-like to Le´vy-like quantum mechanical paths yielding the fractional
Schro¨dinger equation:
ı
∂ψ
∂t
= (−∆)sψ + V (x)ψ, (1)
where (x, t) ∈ RN × (0,+∞), 0 < s 6 1, and V : RN → R is an external potential
function. When s = 1, the Le´vy dynamics becomes the Brownian dynamics, and
equation (1) reduces to the classical Schro¨dinger equation
ı
∂ψ
∂t
= −∆ψ + V (x)ψ.
Standing wave solutions to the fractional Schro¨dinger equation are solutions of the
form
ψ(x, t) = e−ıtu(x), (2)
where u solves the elliptic equation
(−∆)su+ V (x)u = 0,
for s ∈ (0, 1]. The Schro¨dinger equation with nonlinear source term has also its
own interest, especially, when dealing with relativistic particles (s = 1/2), see for
example [1, 33, 6, 12, 26, 27, 21].
In the present paper, we consider the following nonlinear fractional Schro¨dinger
equation
(−∆)su+ V (x)u = Q(x)|u|p−2u in RN , (3)
with 0 < s < 1 and coefficients satisfying
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(V) V ∈ L∞(RN ), ess inf
RN
V > 0 and V (x)→ 1 as |x| → ∞.
(Q) Q ∈ L∞(RN ), Q > 0 a.e. on RN and Q(x)→ 1 as |x| → ∞.
Notice that the condition on the value of the asymptotic limit of V and Q is not
restrictive, since the case V (x) → V∞ > 0 and Q(x) → Q∞ > 0 can be treated by
means of a rescaling.
We now state our main result:
Theorem 1.1. Let N > 1, 0 < s < 1 and 2 < p < 2N
N−2s for N > 2s and p ∈ (2,∞)
for 2s > N = 1. Suppose (V), (Q) and the following conditions hold:
(H) There exists κ1, κ2 > 0 and α > N + 2s such that for almost every x ∈ R
N
V (x) 6 1 + κ1|x|
−α and Q(x) > 1− κ2|x|
−α.
(U) The limit problem (−∆)su+ u = |u|p−2u in RN has (up to translations) a
unique positive solution.
Then (3) has a positive solution.
The assumption (U) has been shown to hold in the physically relevant special
case of the Benjamin-Ono equation, see [1], where uniqueness was proved for s = 12 ,
N = 1 and p = 2. In the general case s ∈ (0, 1), by now only the ground-state
(i.e. least energy) solution of the limit problem is known to be unique (up to
translations), see [17], [21] and [22], and therefore the assumption (U) needs to be
imposed. In the local case s = 1, the celebrated result by Kwong [28] shows that
the limit problem has a unique positive solution, but in the fractional setting, the
question is much more involved, since ODE methods are not directly applicable
anymore. Nevertheless, it is expected that the uniqueness of the positive solution
of the limit problem holds for most s ∈ (0, 1).
Concerning the regularity of the solutions given by the preceding theorem, we
note that a standard bootstrap argument based on Sobolev embeddings together
with [22, Lemma B.1 and Proposition B.3] implies that u ∈ H2s(RN ) ∩ L∞(RN ) ∩
C0,α(RN ) for any 0 < α < 2s. In particular, |u(x)| → 0, as |x| → ∞.
Since only recently, intensive work has been devoted to the study of (3) for all
s ∈ (0, 1), also with general subcritical right-hand side of the form f(x, u). In
[19], existence, asymptotic behavior and symmetry properties of the solutions were
studied. In [9] the author gave an existence result for (3) with V = 1 while Q was
assumed to be positive only in a set of positive measure. In [32], several existence
results were proved for problem (3) with more general nonlinearities on the right
hand side, generalizing [8]. For related works about existence and qualitative of
solutions, one can also see [14], [17], [20], [22] and [31].
Our main result in Theorem 1.1 is not contained in the afore mentioned papers
because of the mild assumptions on V and Q. In addition, in our proof, the tools
involved to get positive solution are different. Indeed, our scheme of proof is based
on min-max arguments in the spirit of [2, 3, 4] applied to the energy functional
associated with (3) on the Nehari manifold (or natural constraint). The polynomial
bounds on V and Q are reminiscent of the exponential decay estimates assumed in
[3] and [4], and are indeed related to the asymptotic behavior of ground states for
the limit problem (−∆)su+u = up. When s = 1 ground states decay exponentially
while for s ∈ (0, 1) they decay polynomially (and never exponentially, see [19]!).
We point out that, since (−∆)s+V is positive definite we can work with the usual
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Nehari manifold, in contrast to [16] where an indefinite problem was treated using
the generalized Nehari set.
Finally, we would like to point out that in Theorem 1.1 there is no restriction in
assuming that the exponent α in condition (H) satisfies
N + 2s < α < min{2(N + 2s),
p
2
(N + 2s)},
since p > 2.
The paper is organized as follows. In Section 2 we set up the variational frame-
work for the study of (3). In particular we show that the energy of any weak
solution of (3) which changes sign must be higher than twice the ground state
energy. In Section 3, we give a splitting result for Palais-Smale sequences in the
spirit of [5], and prove the main energy estimate which will allow us in Section 4 to
define, using a barycenter map, a min-max critical level and complete the proof of
Theorem 1.1.
2. Preliminaries
Throughout this paper we shall use the following notation. For a function u on
R
N and an element y ∈ RN , we write y ∗ u for the translate of u by y, i.e.,
(y ∗ u)(x) := u(x− y), x ∈ RN .
Since condition (V) holds, the spectrum of the unbounded operator S = (−∆)s+V
acting in L2(RN ) is contained in (0,∞) and, therefore,
‖u‖V :=
(∫
RN
|ξ|2s|û(ξ)|2 dξ +
∫
RN
V (x)|u(x)|2 dx
) 1
2
defines a norm on Hs(RN ), equivalent to the standard norm
‖u‖s =
(∫
RN
(|ξ|2s + 1)|û(ξ)|2 dξ
) 1
2
.
The weak solutions of (3) are critical points of the energy functional J : Hs(RN )
→ R given by
J(u) =
1
2
‖u‖2V −
1
p
∫
RN
Q(x)|u(x)|p dx, u ∈ Hs(RN ).
We consider the Nehari manifold (or natural constraint)
N = {u ∈ Hs(RN )\{0} : J ′(u)(u) = 0}
which contains all critical points of J and set
c = inf
u∈N
J(u). (4)
For the limit problem
(−∆)su+ u = |u|p−2u in RN , (5)
we denote by J∞ the associated energy functional given by
J∞(u) =
1
2
‖u‖2s −
1
p
∫
RN
|u|p dx, u ∈ Hs(RN ),
consider the corresponding Nehari manifold
N∞ = {u ∈ H
s(RN )\{0} : J ′∞(u)u = 0}
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and let
c∞ = inf
u∈N∞
J∞(u).
We start by giving some properties of the Nehari manifoldN and study the behavior
of J on it. Some of the following results can be found in [34].
Lemma 2.1. Under the conditions (V) and (Q), the following holds:
(i) N 6= ∅. More precisely, for every u ∈ Hs(RN ) with
∫
RN
Q(x)|u(x)|p dx > 0,
there exists a unique tu ∈ (0,∞), given by
tu =
(
‖u‖2V∫
RN
Q(x)|u(x)|p dx
) 1
p−2
, (6)
such that tuu ∈ N and J(tuu) > J(tu) for all t > 0, t 6= tu. Consequently,
c = inf
u∈N
J(u) = inf
u∈Hs(RN )
u6=0
sup
t>0
J(tu). (7)
(ii) c > 0, inf
u∈N
‖u‖V > 0 and inf
u∈N
‖u‖Lp > 0.
(iii) J is coercive on N , i.e. if (un)n ⊂ N satisfies ‖un‖V → ∞ as n → ∞,
then J(un)→∞ as n→∞.
Proof. (i) Let us consider u ∈ Hs(RN ) satisfying
∫
RN
Q(x)|u(x)|p dx > 0. (Note
that the assumption (Q) gives some r > 0 such that Q(x) > 12 for a.e. x with
|x| > r, thereby ensuring the existence of such functions u.) For t > 0 there holds
d
dt
J(tu) = J ′(tu)u = t
(
‖u‖2V − t
p−2
∫
RN
Q(x)|u(x)|p dx
)
.
Setting tu > 0 as in (6), we find that the map t 7→ J(tu) is strictly increasing for
0 < t < tu and strictly decreasing for t > tu. Thus, tuu ∈ N and J(tuu) is the
(unique) strict global maximum of t 7→ J(tu) on [0,∞). Remarking in addition
that J(tu)→∞ as t→∞ in the case where
∫
RN
Q(x)|u(x)|p dx = 0, the assertion
follows.
(ii) Let δ > 0. For each u ∈ N , it follows from (i), that J( δ‖u‖V u) 6 J(u) holds.
Therefore, c = inf
u∈N
J(u) > inf{J(w) : ‖w‖V = δ} for any δ > 0. Now from the
Sobolev embedding Hs(RN ) →֒ Lp(RN ), there is some constant C > 0 such that
for all w ∈ Hs(RN ) with ‖w‖V = δ,
J(w) >
1
2
‖w‖2V −
1
p
Cp‖Q‖∞‖w‖
p
V = δ
2
(
1
2
− δp−2
Cp‖Q‖∞
p
)
.
Since the last expression is positive for sufficiently small δ, we obtain c > 0. To
prove the second and third statements in (ii) as well as the property (iii), it suffices
to notice that if u ∈ N , then c 6 J(u) =
(
1
2 −
1
p
)
‖u‖2V 6
(
1
2 −
1
p
)
‖Q‖∞‖u‖
p
Lp
holds. 
Let us point out that the same result holds with J∞, c∞ and N∞ in place of J , c
and N , respectively. Minimizers of J∞ on N∞ are critical points of J∞ on Hs(RN )
with least possible energy among all nontrivial critical points. For this reason, they
are called ground states of (5). According to [22, Proposition 3.1], there is (up to
translation) a unique ground state solution u∞ ∈ H
2s+1(RN ) ∩ C∞(RN ) of (5),
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positive, radially symmetric, radially decreasing and which satisfies the following
asymptotic decay properties:
C1
1 + |x|N+2s
6 u∞(x) 6
C2
1 + |x|N+2s
for all x ∈ RN , (8)
where 0 < C1 < C2. Our next result states that critical points u of J with J(u) 6 2c
cannot change sign, where we recall that c is defined in (4).
Proposition 2.2. Let u ∈ Hs(RN ) be a nontrivial sign-changing critical point of
J (resp. J∞). Then J(u) > 2c (resp. J∞(u) > 2c∞).
Proof. Let u ∈ Hs(RN ) be a nontrivial sign-changing critical point of J and let
u± = max{±u, 0} denote the positive and negative part of u, respectively. Then
u± ∈ Hs(RN ) and u = u+−u−. Moreover, letting 〈 ·, · 〉V denote the scalar product
that induces the norm ‖ · ‖V , the identity
〈 v, w 〉V = CN,s
∫ ∫
RN×RN
(v(x) − v(y))(w(x) − w(y))
|x− y|N+2s
dxdy +
∫
RN
V (x)vw dx,
which holds for all v, w ∈ Hs(RN ), gives
〈u+, u− 〉V = 2CN,s P.V.
∫ ∫
{u>0}×{u<0}
u(x)u(y)
|x− y|N+2s
dxdy < 0,
for some CN,s > 0 and where P.V. denotes the fact that the integral is taken in the
‘principal value’ sense. Now, from 0 = J ′(u)u± = 〈u, u± 〉V ∓
∫
RN
Q(x)up± dx, we
deduce that
∫
RN
Q(x)up± dx = ‖u±‖
2
V −〈u+, u− 〉V > 0. Using (6) we can therefore
find t± > 0, given by
tp−2± =
‖u±‖2V∫
RN
Q(x)up± dx
=
‖u±‖2V
‖u±‖2V − 〈u+, u− 〉V
< 1,
such that t±u± ∈ N . Consequently,
2c 6 J(t+u+) + J(t−u−) <
(
1
2
−
1
p
)(∫
RN
Q(x)up+ dx+
∫
RN
Q(x)up− dx
)
= J(u),
and thus J(u) > 2c holds for any sign-changing critical point u of J . The corre-
sponding assertion for J∞ follows by replacing V (x) and Q(x) by 1 in the preceding
arguments. 
Corollary 2.3. Let u be a nontrivial critical point of J such that J(u) 6 2c, where
c is defined in (4). Then u is positive in RN
Proof. By Proposition 2.2, u > 0 in RN . In particular, we have (−∆)su+V (x)u > 0
in RN . Since u 6= 0, it follows from the strong maximum principle [18, Corollary
3.4 and Remark 3.5] that u > 0 in RN . 
We now give a first existence result in the case where the ground state energy
level c is strictly less than the ground state level of the limit problem. In this case,
we show that a ground state for (3) exists, i.e., there exists a weak solution u of
(3) having minimal energy J(u) = c among all nontrivial solutions. Notice that the
conditions (V) and (Q) ensure that c 6 c∞ holds in any case.
Proposition 2.4. Suppose that (V) and (Q) are satisfied. If c < c∞ holds, then
J has a critical point u which satisfies J(u) = c. In particular (3) has a positive
solution.
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Proof. Let (vn)n ⊂ N be a minimizing sequence for J . Since J is of class C2,
J ′′(v)(v, v) = (2− p)‖v‖2V < 0 for all v ∈ N and since 0 is an isolated point of {u ∈
Hs(RN ) : J ′(u)u = 0}, we find that N is a closed C1-submanifold of codimension
1 of the Hilbert space Hs(RN ) and, from Lemma 2.1, J is bounded below on N .
From Ekeland’s variational principle (see e.g. [15, Theorem 3.1]), we can find a
Palais-Smale sequence (un)n ⊂ N for J at level c such that ‖un − vn‖V → 0
as n → ∞. Lemma 2.1 (iii) implies that (un)n is bounded and therefore, up to
a subsequence, we may assume un ⇀ u weakly in H
s(RN ). Since J ′ is weakly
sequentially continuous, we find J ′(u) = 0. Now, if u 6= 0, then u ∈ N and it
follows that
c 6 J(u) =
(
1
2
−
1
p
)
‖u‖2V 6 lim inf
n→∞
(
1
2
−
1
p
)
‖un‖
2
V = lim inf
n→∞
J(un) = c.
Hence u is a critical point of J at level c. In the case where u = 0 holds, we claim
that we can find a sequence (yn)n ⊂ RN and δ > 0 such that
lim inf
n→∞
∫
B1(0)
(yn ∗ un)
2 dx > δ > 0. (9)
Indeed, if this were false, the concentration-compactness Lemma (see [11] and [19,
Lemma 2.2]) would imply ‖un‖Lp → 0 as n→∞ and therefore
c = lim
n→∞
J(un) = lim
n→∞
(
1
2
−
1
p
)∫
RN
Q(x)|un(x)|
p dx = 0,
contradicting the fact that c > 0.
Now, we remark that (yn)n must be unbounded, since we are assuming un ⇀ 0.
Hence, going to a subsequence, if needed, we can assume |yn| → ∞, yn ∗ un ⇀ w
and un(x − yn) → w(x) for a.e. x ∈ RN , as n → ∞. The compact embedding
Hs(B1(0)) →֒ L2(B1(0)) and (9) together give w 6= 0. Furthermore, Lemma 2.1 (i)
gives for every tn > 0,
J(un) > J(tnun) = J∞(tn(yn ∗ un)) +
t2n
2
∫
RN
(V (x− yn)− 1)(yn ∗ un)
2 dx
−
tpn
p
∫
RN
(Q(x − yn)− 1)|yn ∗ un|
p dx.
Taking tn > 0 such that tn(yn ∗ un) ∈ N∞ holds, we infer from (6) that (tn)n is a
bounded sequence, since
∫
B1(0)
|yn ∗ un|p dx →
∫
B1(0)
|w|p dx > 0 as n →∞. Since
V (x− yn)→ 1, Q(x− yn)→ 1 and un(x− yn)→ w(x) for a.e. x ∈ RN , as n→∞,
the dominated convergence theorem implies
∫
RN
(V (x − yn) − 1)(yn ∗ un)2 dx → 0
and
∫
RN
(Q(x− yn)− 1)|yn ∗ un|p dx→ 0, as n→∞. We therefore conclude that
c = lim
n→∞
J(un) > lim sup
n→∞
J∞(tn(yn ∗ un)) > c∞
holds, in contradiction to the assumption c < c∞. Thus, u 6= 0 must hold. Finally
by Corollary 2.3 we have that u > 0 in RN . 
In [19, Theorem 1.2], the authors give conditions under which c < c∞ is satisfied
and therefore a ground state solution exists for (3). On the contrary, if in addition
to (V) and (Q) we require V (x) > 1 and Q(x) 6 1 for a.e. x ∈ Rn with one of
the inequalities being strict in a set of positive measure, then for all u ∈ Hs(RN ),
J(u) > J∞(u), which gives c = c∞. Moreover, assuming by contradiction that
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this energy level is attained, there would exist u ∈ N satisfying J(u) = c∞, and
choosing τ > 0 such that τu ∈ N∞ we would obtain by Lemma 2.1:
c∞ = J(u) > J(τu) > J∞(τu) > c∞
and consequently τ = 1, i.e., u ∈ N∞ and J∞(u) = c∞. The uniqueness (up to
translations) and the positivity of the ground state solution of (5) would then imply
u > 0 on RN and therefore
J(u)− J∞(u) =
(
1
2
−
1
p
)∫
RN
(V (x)− 1)u(x)2 dx
=
(
1
2
−
1
p
)∫
RN
(Q(x)− 1)u(x)p dx
Since V (x) > 1 or Q(x) < 1 holds on a set of positive measure we would obtain
J(u) 6= J∞(u). This contradiction shows that the ground state level for J is not
attained. In the sequel, we shall prove that in such a case a solution can still be
found, provided conditions (H) and (U) are satisfied.
3. Asymptotic estimates and Palais-Smale sequences
The first part of this section is devoted to the proof of an energy estimate that
will be an essential ingredient in the proof of Theorem 1.1. As in [3], we consider
convex combinations of two translates of the ground state solution u∞ and project
them onto the Nehari manifold N . We derive estimates concerning the energy of
such a convex combination, showing that it can be made smaller than 2c∞, as
each of the translates is moved away from the other and far away from the origin.
Pointing out that the convex combination of two translates of u∞ is an everywhere
positive function, we can use (6) to define its projection onto N , for which we
introduce the following
Notation. Let y, z ∈ RN and λ ∈ [0, 1]. We denote by t∞ = t∞(λ, y, z) the unique
positive number (see Lemma 2.1) for which t∞[(1 − λ)(y ∗ u∞) + λ(z ∗ u∞)] ∈ N
holds.
From now on, we will work under the assumptions (V), (Q) and (H) of Theorem
1.1. Furthermore, we will assume without loss of generality that
N + 2s < α < min{2(N + 2s),
p
2
(N + 2s)} (10)
holds in (H).
Before stating and proving the above mentioned key energy estimate, we start
by studying the asymptotic behavior of some integrals of convolution type.
Lemma 3.1. Let σ, τ ∈ (N,∞). Setting µ = min{σ, τ}, there holds
sup
y∈RN
|y|µ
∫
RN
(1 + |x|)−σ(1 + |x− y|)−τ dx <∞.
Proof. Since |y|/2 6 |x| whenever |x− y| 6 |y|/2, we have
|y|µ
∫
{|x−y|6 |y|
2
}
(1 + |x|)−σ(1 + |x− y|)−τ dx 6 |y|µ
2σ
(2 + |y|)σ
∫
RN
(1 + |x− y|)−τ dx
6 |y|µ
(
2
2 + |y|
)σ ∫
RN
(1 + |x|)−τ dx.
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Next, we have
|y|µ
∫
{|x−y|> |y|
2
}
(1 + |x|)−σ(1 + |x− y|)−τ dx 6 |y|µ
2τ
(2 + |y|)τ
∫
RN
(1 + |x|)−σ dx.
Since σ, τ > µ > N , the conclusion follows. 
Lemma 3.2 (Energy estimate). Suppose (V), (Q) and (H) hold. Then there exists
R1 > 0 such that
J
(
t∞[(1− λ)(y ∗ u∞) + λ(z ∗ u∞)]
)
< 2c∞
for all λ ∈ [0, 1], R > R1 and y, z ∈ RN satisfying |y| > R, |z| > R and
2
3R 6
|y − z| 6 2R.
Proof. Let us consider
R > 1 and y, z ∈ RN with |y| > R, |z| > R and
2
3
R 6 |y − z| 6 2R. (11)
For such y, z and λ ∈ [0, 1], we set w∞ = (1 − λ)(y ∗ u∞) + λ(z ∗ u∞) and choose
t∞ = t∞(λ, y, z) as above, i.e., such that t∞w∞ ∈ N .
In the following, all constants will neither depend on R nor on λ, y, z. In a first
step, we will give bounds on various terms related to the energy functional, with
respect to the following nonlinear interaction term:
Ay,z :=
∫
RN
(y ∗ u∞)
p−1(z ∗ u∞) dx =
∫
RN
up−1∞ ((z − y) ∗ u∞) dx.
Let us first remark that, since u∞ is positive and radially decreasing, the estimate
(8) gives
Ay,z >
(
C1
2
)p−1 ∫
B1(0)
u∞(x− (z − y)) dx > ζ1|z − y|
−(N+2s) (12)
for all |z − y| > 1 and some constant ζ1 > 0.
On the other hand, from (8) and Lemma 3.1 with σ = (p − 1)(N + 2s) and
τ = N + 2s, there exists a constant ζ2 > 0 independent of y, z such that
Ay,z 6 ζ2|z − y|
−(N+2s) (13)
for all |z − y| > 1. Let now α be as in assumption (H) and satisfy (10). Applying
Lemma 3.1 with σ = α and τ = 2(N + 2s), we obtain∫
RN
(1 + |x|)−α{(y ∗ u∞)
2 + (z ∗ u∞)
2} dx 6 Cmax{|y|−α, |z|−α}
for all y, z ∈ RN with some constant C > 0. Since |y|, |z| > R > 12 |z − y|, we have,
making ζ1 larger if necessary,∫
RN
(1 + |x|)−α{(y ∗ u∞)
2 + (z ∗ u∞)
2} dx 6 ζ−11 R
N+2s−αAy,z (14)
for all R, y, z satisfying (11). A further application of Lemma 3.1 with σ = α,
τ = p(N + 2s), gives∫
RN
(1 + |x|)−α{(y ∗ u∞)
p + (z ∗ u∞)
p} dx 6 C′max{|y|−α, |z|−α}
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for all y, z ∈ RN , |y|, |z| > 1 with some constant C′ > 0. As above, making ζ1 again
larger if necessary, we can write∫
RN
(1 + |x|)−α{(y ∗ u∞)
p + (z ∗ u∞)
p} dx 6 ζ−11 R
N+2s−αAy,z (15)
for all R, y, z satisfying (11). Finally, Lemma 3.1 with σ = τ = p2 (N + 2s) yields∫
RN
(y ∗ u∞)
p
2 (z ∗ u∞)
p
2 dx =
∫
RN
u
p
2
∞((y − z) ∗ u∞)
p
2 dx 6 C′′|y − z|−
p
2
(N+2s)
for all y, z ∈ RN with some constant C′′ > 0. Therefore, making ζ1 again larger if
necessary we find, using (10),∫
RN
(y ∗ u∞)
p
2 (z ∗ u∞)
p
2 dx 6 ζ−11 R
N+2s−αAy,z (16)
holds for all R, y, z satisfying (11). We now have all the tools to estimate
J(t∞w∞) =
t2∞
2
‖w∞‖
2
V −
tp∞
p
∫
RN
Q(x)(w∞(x))
p dx.
We start by estimating the term ‖w∞‖2V which we split in the following way.∫
RN
|ξ|2s|ŵ∞(ξ)|
2 dξ +
∫
RN
V (x)w2∞ dx
= ((1 − λ)2 + λ2)
(∫
RN
|ξ|2s|û∞|
2 dξ +
∫
RN
u2∞ dx
)
+ 2(1− λ)λ
(∫
RN
|ξ|2sRe
(
e−i(y−z)·ξû∞(ξ)û∞(ξ)
)
dξ +
∫
RN
(y ∗ u∞)(z ∗ u∞) dx
)
+
∫
RN
(V (x)− 1)w2∞ dx.
The property J ′∞(u∞) = 0 implies that∫
RN
|ξ|2sRe
(
e−i(y−z)·ξû∞(ξ)û∞(ξ)
)
dξ +
∫
RN
(y ∗ u∞)(z ∗ u∞) dx
=
∫
Rn
(y ∗ u∞)
p−1(z ∗ u∞) dx = Ay,z = Az,y.
(17)
We deduce from (14) and condition (H) that∫
RN
(V (x) − 1)|w∞|
2 dx 6 2κ˜1
∫
RN
(1 + |x|)−α[(y ∗ u∞)
2 + (z ∗ u∞)
2] dx
6 2κ˜1ζ
−1
1 R
N+2s−αAy,z for all λ ∈ [0, 1] and R, y, z satisfying (11),
where κ˜1 = 2
αmax{κ1, ‖V ‖∞}. In addition, we point out that from the condition
(V), there follows
‖w∞‖
2
V −→ ((1− λ)
2 + λ2)‖u∞‖
2
s as R→∞, (18)
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uniformly in λ ∈ [0, 1]. Turning to the second integral, we write∫
RN
Q(x)(w∞(x))
p dx = (λp + (1− λ)p)
∫
RN
up∞ dx
+
∫
RN
wp∞ − [λ
p(y ∗ u∞)
p + (1− λ)p(z ∗ u∞)
p] dx
+
∫
RN
(Q(x) − 1)(w∞(x))
p dx.
From [3, Lemma 2.1], there exists a constant C = C(p) > 0 such that for all a, b > 0
(a+ b)p > ap + bp + p(ap−1b+ abp−1)− Ca
p
2 b
p
2 . (19)
Hence, from (16), we obtain∫
RN
wp∞ − [λ
p(y ∗ u∞) + (1− λ)
p(z ∗ u∞)] dx
> pλp−1(1− λ)
∫
RN
u∞(x− y)
p−1u∞(x − z) dx
+ pλ(1 − λ)p−1
∫
RN
u∞(x− y)u∞(x− z)
p−1 dx
− Cλ
p
2 (1− λ)
p
2
∫
RN
u∞(x− y)
p
2 u∞(x − z)
p
2 dx
>
[
p(λp−1(1− λ) + λ(1 − λ)p−1)− Cζ−11 R
N+2s−α
]
Ay,z
for λ ∈ [0, 1] and R, y, z satisfying (11). Moreover, condition (H) as well as (15)
imply that, setting κ˜2 = 2
αmax{κ2, ‖Q‖∞},∫
RN
(Q(x) − 1)(w∞(x))
p dx > −2p−1κ˜2
∫
RN
(1 + |x|)−α{(y ∗ u∞)
p + (z ∗ u∞)
p} dx
> −2p−1κ˜2ζ
−1
1 R
N+2s−αAy,z,
for λ ∈ [0, 1] and R, y, z satisfying (11). Let us also remark that the assumption
(Q) ensures∫
RN
Q(x)(w∞(x))
p dx −→ ((1− λ)p + λp)
∫
RN
up∞ dx as R→∞, (20)
uniformly in λ ∈ [0, 1]. Combining this last inequality with (6) and (18), we find
0 < t∞ =
(
‖w∞‖2V∫
RN
Q(x)(w∞(x))p dx
) 1
p−2
−→
(
(1− λ)2 + λ2
(1− λ)p + λp
) 1
p−2
, (21)
as R→∞, uniformly in λ ∈ [0, 1]. Since
J(t∞w∞) =
(
1
2
−
1
p
)
t2∞‖w∞‖
2
V 6
(
1
2
−
1
p
)
t2∞
[
((1− λ)2 + λ2)‖u∞‖
2
s
+ 2λ(1− λ)Ay,z + 2κ˜1ζ
−1
1 R
N+2s−αAy,z
]
and c∞ =
(
1
2 −
1
p
)
‖u∞‖
2
s, we can find some R0 > 1 and 0 < δ0 < 1 such that
J(t∞w∞) 6
3
2
c∞ (22)
for all λ ∈ [0, δ0) ∪ (1− δ0, 1] and R, y, z satisfying (11) with R > R0.
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On the other hand, the above estimates together give for R, y, z satisfying (11) and
λ ∈ [δ0, 1− δ0]:
J(t∞w∞)− 2c∞ 6 J(t∞w∞)− J∞(λt∞u∞)− J∞((1− λ)t∞u∞)
6 −tp∞λ(1 − λ)
{
(1− λ)p−2 + λp−2 − t2−p∞ − ζ
−1
3 R
N+2s−α
}
Ay,z,
(23)
for some constant ζ3 > 0, where we used the fact that t∞ is bounded below away
from 0, uniformly in y, z and λ. According to (21) and since α > N + 2s, there
exists R1 > R0 such that
(1− λ)p−2 + λp−2 − t2−p∞ − ζ
−1
3 R
N+2s−α
> δp0
for all λ ∈ [δ0, 1− δ0] and R > R1. With this choice, (23) gives
J(t∞w∞) 6 2c∞ − κ3δ
p+2
0 Ay,z
for all λ ∈ [δ0, 1− δ0] and R > R1, with some constant κ3 > 0. This, together with
(22) shows J(t∞w∞) < 2c∞ for every λ ∈ [0, 1] and R, y, z satisfying (11) with
R > R1. 
The last result in this section describes the behavior of the bounded Palais-
Smale sequences for J , and shows that the same kind of splitting as in the case
s = 1 studied by Benci and Cerami [5] (see also [4, Proposition II.1] or [34, Theorem
8.4]) also occurs in the fractional case 0 < s < 1.
Lemma 3.3. Let (un)n ⊂ Hs(RN ) be a bounded sequence, for which J ′(un) → 0
as n → ∞. Then, there exist ℓ ∈ N ∪ {0}, sequences (xin)n ⊂ R
N , 1 6 i 6 ℓ, and
u,w1, . . . , wℓ ∈ H
s(RN ) satisfying (up to a subsequence)
(i) J ′(u) = 0,
(ii) J ′∞(wi) = 0, i = 1, . . . , ℓ,
(ii) |xin| → ∞ and |x
i
n − x
j
n| → ∞ as n→∞ for 1 6 i 6= j 6 ℓ,
(iii)
∥∥un − [u+ ℓ∑
i=1
xin ∗ wi]
∥∥
s
→ 0 as n→∞ and
(iv) J(un)→ J(u) +
ℓ∑
i=1
J∞(wi), as n→∞.
Proof. Since (un)n is a bounded sequence in H
s(RN ) we may assume, up to a
subsequence, that un ⇀ u for some u ∈ Hs(RN ), and the weak sequential continuity
of J ′ implies J ′(u) = 0.
Step 1: Let v1n := un − u for all n ∈ N. Since v
1
n ⇀ 0 in H
s(RN ) and since
V (x) → 1, resp. Q(x) → 1 for |x| → ∞, the compact embeddings Hs(BR(0)) →֒
Lq(BR(0)), R > 0, 2 6 q < 2
∗
s (resp. 2 6 q <∞ if N = 1 and s >
1
2 ) gives∫
RN
(V (x) − 1)|v1n|
2 dx→ 0 and
∫
RN
(Q(x)− 1)|v1n|
p dx→ 0 as n→∞, (24)
Therefore, as n→∞, we find (up to a subsequence): J∞(v1n) = J(v
1
n) + o(1)
= J(un)−J(u)+
1
p
∫
RN
Q(x)
(
|un|
p− |u|p− |v1n|
p
)
dx+ o(1) = J(un)−J(u)+ o(1),
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where in the last step we have used the Bre´zis-Lieb lemma [7]. For ϕ ∈ Hs(RN )
with ‖ϕ‖ = 1, we obtain moreover that
J ′∞(v
1
n)ϕ− J
′(un)ϕ+ J
′(u)ϕ =
∫
RN
(1− V (x))v1nϕdx
+
∫
RN
(Q(x) − 1)|v1n|
p−2v1nϕdx
+
∫
RN
Q(x)[|un|
p−2un − |u|
p−2u− |v1n|
p−2v1n]ϕdx
tends uniformly to 0 as n→∞, using (24) and a similar argument as in [4, Lemma
A.2]. Since J ′(un)→ 0 as n→∞ and J ′(u) = 0, we find
J ′∞(v
1
n)→ 0, as n→∞.
Step 2: Let
ζ = lim sup
n→∞
(
sup
y∈RN
∫
B1(y)
(
v1n(x)
)2
dx
)
.
If ζ = 0, then the concentration-compactness Lemma gives ‖v1n‖Lp → 0 as n→∞,
and we infer
‖un − u‖
2
s = ‖v
1
n‖
2
s = J
′
∞(v
1
n)v
1
n +
∫
RN
|v1n|
p dx→ 0, as n→∞.
Hence un → u¯ in Hs(RN ) as n→∞, and the proof is complete. In the case where
ζ > 0, passing to a subsequence, we can find a sequence (x1n)n ⊂ R
N satisfying
|x1n| → ∞ as n→∞ and∫
B1(0)
(
v1n(x+ x
1
n)
)2
dx =
∫
B1(x1n)
(
v1n(x)
)2
dx >
ζ
2
for all n. Since ((−x1n) ∗ v
1
n)n is bounded, going to a further subsequence if nec-
essary, we obtain (−x1n) ∗ v
1
n ⇀ w1 6= 0, using the compactness of the embedding
Hs(B1(0)) →֒ L2(B1(0)). Furthermore, the weak sequential continuity of J ′∞ and
the invariance under translations of J∞ give for every ϕ ∈ Hs(RN ),
J ′∞(w1)ϕ = lim
n→∞
J ′∞
(
(−x1n) ∗ v
1
n
)
ϕ = lim
n→∞
J ′∞(v
1
n)(x
1
n ∗ ϕ) = 0.
Setting v2n := v
1
n − (x
1
n ∗ w1), it follows that v
2
n ⇀ 0 in H
s(RN ), and the same
arguments as above, applied to J∞, give
J∞(v
2
n) = J∞(v
1
n)− J∞(w1) + o(1) = J(un)− J(u¯)− J∞(w1) + o(1),
and J ′∞(v
2
n)ϕ−J
′
∞(v
1
n)ϕ+J
′
∞(w1)(−x
1
n ∗ϕ)→ 0 uniformly for ‖ϕ‖ = 1, as n→∞.
We conclude that J ′∞(v
2
n) → 0 as n → ∞ and iterate the above procedure. At
each step we choose a sequence (xin)n ⊂ R
N such that |xin| → ∞ and |x
i
n−x
j
n| → ∞
for all i 6= j, as n → ∞, and obtain a critical point wi of J∞ such that with
vi+1n := v
i
n − x
i
n ∗ wi = un − u −
i∑
j=1
xjn ∗ wj there holds (up to a subsequence)
J∞(v
i+1
n ) = J(un)−J(u¯)−
i∑
j=1
J∞(wj)+ o(1), and J
′
∞(v
i+1
n )→ 0 as n→∞. Since
J∞(w) > c∞ > 0 holds for every nontrivial critical point w of J∞, and since the
boundedness of (un)n implies that sup
n∈N
J(un) <∞, the procedure has to stop after
a finite number of steps. 
NONLINEAR FRACTIONAL SCHRO¨DINGER EQUATION 13
4. Existence of a nontrivial solution
Assuming the conditions (V), (Q), (H) and (U), we now prove the existence of
a nontrivial solution to (3), using the method of Bahri and Li [3] (see also [16]).
First note that c 6 c∞ holds, as can be deduced from (18), (20) and (21) by setting
λ = 0. If c < c∞ then Proposition 2.4 gives the desired conclusion.
In the case c = c∞, we consider the barycenter map β: H
s(RN )\{0} → RN
given by
β(u) =
1
‖u‖pLp
∫
RN
x
|x|
|u(x)|p dx, u ∈ Hs(RN )\{0}.
This mapping is continuous, and even uniformly continuous on the bounded subsets
of Hs(RN )\{u ∈ Hs(RN ) : ‖u‖Lp < r} for any r > 0. Moreover, |β(u)| < 1 for
every u 6= 0. For each b ∈ B1(0) ⊂ RN we now set
Ib := inf
u∈N
β(u)=b
J(u) > c
and distinguish two cases.
Case 1: c = c∞ = Ib for some |b| < 1.
Here, we claim that J has a nontrivial critical point at level Ib = c = c∞. Indeed,
let (vn)n ⊂ N with β(vn) = b for all n ∈ N be a minimizing sequence for Ib.
Since by Lemma 2.1, (vn)n is bounded and N is bounded away from 0, we may
choose, by the uniform continuity of β on bounded subsets of N , some δ > 0
such that for every n ∈ N: |β(v)| < 1+|b|2 for all v ∈ N with ‖v − vn‖s < δ.
According to Ekeland’s variational principle, we can find a Palais-Smale sequence
(un)n ∈ N for which J(un) → Ib and ‖un − vn‖s → 0 holds, as n → ∞. In
particular, we find that |β(un)| <
1+|b|
2 holds for n large enough. Assuming by
contradiction that J has no non-trivial critical point, the assumption c = c∞,
Lemma 3.3 (iv) and the uniqueness of the ground state of (5) allow us to find, going
to a subsequence of (un)n if necessary, a sequence (xn)n ⊂ RN such that |xn| → ∞
and ‖un − (xn ∗ u∞)‖s → 0, as n → ∞. Since, also, ‖xn ∗ u∞‖Lp = ‖u∞‖Lp > 0
holds for all n, and |β(xn ∗ u∞)| → 1 as n→∞, the uniform continuity of β gives
1 = lim
n→∞
|β(xn ∗ u∞)| 6 lim sup
n→∞
|β(un)| 6
1 + |b|
2
.
This contradicts our assumption |b| < 1, and therefore shows that J has a critical
point u at level c = c∞. This function u is positive by Corollary 2.3.
Case 2: c = c∞ < Ib for every |b| < 1.
In this case we will show that J possesses a critical point at some level c0 ∈ [Ib, 2c)
and Corollary 2.3 will yield the conclusion.
For R > 0, let y = (0, . . . , 0, R) ∈ RN and consider the open ball
ΩR := B 4
3
R(
y
3 ) =
{
(1− λ)y + λz ∈ RN : 0 6 λ < 1, z ∈ ∂ΩR
}
.
We define a min-max level c0 as follows. Let R > R1 where R1 is given in Lemma
3.2, and consider the projection of ∂ΩR onto the Nehari manifold: γ0: ∂ΩR → N
given by
γ0(z) := t∞ · (z ∗ u∞) for all z ∈ ∂ΩR,
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where t∞ = t∞(1, 0, z) in the notation of Section 3. We set ΓR := {γ : ΩR → N :
γ continuous and γ|∂ΩR = γ0} and consider the min-max energy level
c0 := inf
γ∈ΓR
max
x∈ΩR
J(γ(x)). (25)
We claim that for b = (0, . . . , 0, |b|) with 0 < |b| < 1 fixed, there holds
Ib 6 c0 < 2c∞ (26)
for R large enough. To show the left-hand inequality, consider for each γ ∈ ΓR
the homotopy η: [0, 1] × ΩR → B1(0) given by η(θ, x) = θβ(γ(x)) + (1 − θ)g(x),
0 6 θ 6 1, x ∈ ΩR, where g is the homothetic contraction of ΩR onto the closed
unit ball in RN :
g(x) =

τ(x)
x
|x|
if x 6= 0
0 if x = 0
with τ(x) =
1
5R
[√
15|x|2 + x2N − xN
]
, x ∈ ΩR.
Since γ|∂ΩR = γ0 and θβ(γ0(z)) + (1 − θ)g(z) →
z
|z| uniformly for z ∈ ∂ΩR and
0 6 θ 6 1, as R → ∞, we obtain b /∈ η([0, 1] × ∂ΩR) for R large enough. The
homotopy invariance of the degree then implies deg(β ◦ γ,ΩR, b) = deg(g,ΩR, b) =
1. Using the existence property, we can therefore find some xb ∈ ΩR for which
β(γ(xb)) = b, and this gives Ib 6 J(γ(xb)). Since γ ∈ ΓR was arbitrarily chosen, we
obtain Ib 6 c0. Lemma 3.2 gives the second inequality, when we consider γ2 ∈ ΓR
given by
γ2((1 − λ)y + λz) = t∞((1 − λ)(y ∗ u∞) + λ(z ∗ u∞)), λ ∈ [0, 1], z ∈ ∂ΩR.
In particular, the min-max. level c0 satisfies
c = c∞ < c0 < 2c∞ (27)
for R large enough.
Next, we point out that N is a closed connected C1-submanifold of the Banach
spaceHs(RN ). Moreover, for R > R1, the the family FR = {γ(ΩR) ⊂ N : γ ∈ ΓR}
of compact subsets of N is a homotopy-stable family with boundary γ0(∂ΩR) ⊂ N ,
in the sense of Ghoussoub [23, Definition 3.1]. Since J(γ0(z)) converges to c∞ as
R→∞, uniformly for z ∈ ∂ΩR, we have furthermore
max
z∈∂ΩR
J(γ0(z)) < c0 = inf
γ∈ΓR
max
x∈ΩR
J(γ(x)) = inf
A∈FR
sup
v∈A
J(v)
for large R, and the min-max principle [23, Theorem 3.2], gives the existence of a
Palais-Smale sequence (un)n ⊂ N for J at level c0. Since J is coercive on N , (un)n
is bounded in Hs(RN ). Moreover, since J∞(w) > 2c∞ holds for every sign-changing
critical point w of J∞ (see Proposition 2.2), the estimate (27), the assumption (U)
and Lemma 3.3 imply that, up to a subsequence, un → u as n → ∞ for some
critical point u 6= 0 of J which satisfies J(u) = c0 < 2c = 2c∞. This concludes the
proof. 
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