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As synthetic chemists and materials scientists increasingly gain the ability to precisely 
arrange the atoms in solids, computation can provide guiding insight toward designing materials 
for a variety of applications. This work focuses on two distinct projects: 1) the use of biaxial 
strain in all crystallographic directions to tune the structural and electronic properties of 
perovskites for solar energy conversion, and 2) the extension of the concept of single-atom 
alloys to design stable motifs of multiple catalyst atoms on metal surfaces.  
Perovskite solar cells have been shown to have band gap tunability when compressive 
or tensile-biaxial strain is enacted on the unit cell. Past work has almost exclusively focused on 
strain perpendicular to a B-X bond axis. In the first part of this thesis, using density functional 
theory (DFT)-based calculations, we look at how varying the axis of strain can further tune the 
band gap with biaxial strain ranging from ±2%. We predict that perovskites compounds that 
exhibit polar distortions (i.e. CsGeX3, X=Cl, Br, I) under strain will tend to have more band gap 
tunability when the axis of strain is rotated (with a band gap range of 0.5 eV) than perovskites 
with octahedral rotations (i.e. CsPbI3). Our calculations suggest a possible route toward the 
design of perovskite solar cells that more efficiently capture and convert photons in the solar 
spectrum. 
Single-atom alloys (SAAs) are a relatively new class of solid catalysts with isolated 
catalytically active atoms at the surface. SAAs have the potential to be more efficient, more 
selective, and less expensive than pure metal catalysts. The extent to which SAAs can be tuned 
and optimized has not yet fully been explored. In the second part of this thesis, again using 
DFT-based calculations, we aim to expand on the concept of SAAs to identify multi-atom motifs 
comprised of two or more elements on a host metal surface. In the future, we will explore the 
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1. Introduction 
A report published by the Intergovernmental Panel on Climate Change (IPCC), which is 
the United Nations body for assessing the science related to climate change, highlights the fact 
that global average surface temperatures are 1.5 ℃ higher than they were during the pre-
industrial era. The IPCC notes that this will only get worse, where global surface temperatures 
could increase by 1.5-2.5 ℃ more than they currently are by the year 2100 if we do not begin 
mitigating contributing factors to climate change now.1  These rising temperatures are a direct 
result of rising CO2 concentrations in the earth’s atmosphere, which is a product from fossil fuel 
usage which we rely on heavily to power our society today. CO2 concentrations in our 
atmosphere are increasing at a rate of 20 ppm per decade, which is 10 times faster than any 
decade in the previous 800,000 years. These rising CO2 levels have a direct impact on the rising 
global surface temperatures and are almost 100% due to human-driven change, where 
geophysical and biosphere forces have made little to no contribution to the rapid increase of 
surface temperature since the mid 20th century.1,2 
With the increase of global surface temperatures and higher CO2 concentrations in the 
atmosphere, the direct impacts to our ecosystems and society as a whole are detrimental. 
Droughts, floods, extreme weather events, forest fires, ocean acidification, and loss of 
biodiversity, among others, have become more prevalent year after year. These environmental 
impacts also have a direct correlation to socioeconomic status, where people living in 
impoverished areas that rely heavily on agriculture to make a living, suffer from unpredictable 
weather patterns. Their crops have a harder time adjusting to varying climates which drives 
these communities further into poverty due to poorer crop yields. It is also important to note that 
people living in impoverished areas contribute the least to global greenhouse gas emissions and 




In parallel with these results, fossil fuel usage in 2018, which includes coal, natural gas, 
and petroleum, accounted for 80% of the total energy consumption in the United States, which 
is a 4% increase of fossil fuel usage from the year before.4,5 This trend is likely to continue for 
years to come, because although many discoveries and advances have been made toward 
renewable energy alternatives, cheap fossil fuel prices and lobbying from big oil companies 
have inhibited a shift towards the use of renewable energy.6,7 However, a National Renewable 
Energy Lab (NREL) study suggests that we are capable of a complete shift to renewable 
energy. With the technologies available today, along with newer infrastructures to accommodate 
the shift to new energy sources, renewables would be able to supply upwards of 80% of U.S. 
electricity generation by 2050.6 
Given all of these factors, the shift towards renewable energies and away from fossil 
fuels needs to happen as soon as possible, especially if countries in the Paris Agreement intend 
to stay below a 2.0 ℃ increase of global surface temperature from the pre-industrial era. The 
IPCC says this would require halving carbon emissions by 2030, and hopefully reaching the 
levels stated by NREL by 2050. If no action is taken, we could see the worst case scenario of 
3.0-4.0 ℃ increase of global surface temperature from the pre-industrial era, which would most 
likely mean irreversible damages to our climate and environment.1 
This thesis will take the approach of exploring two potential solutions and provide 
insights into novel ways to tune renewable energy technologies that already exist. The results 
presented will look to aid in the process of moving our society away from its dependence on 
fossil fuels and more towards clean energy sources. The first part of this thesis explores strain 
tuning perovskite compounds with applications in solar cells and photocatalysis. The second 
looks into expanding on the idea of single-atom alloy catalysts by designing novel, stable 
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Part I – Strain Tuning of Perovskite Compounds for Solar Energy 






2. Background of Solar Cells and Perovskites as Solar Absorbing Materials 
2.1 Solar Cells Overview 
Industrially produced silicon-based solar cells are the most widely available solar cell 
technology on the market today.8 These silicon single-junction solar cells have achieved solar 
energy conversion efficiencies of 15-21% on average and have lifetimes of greater than 25 
years, showing little degradation over that time span. Silicon also has low toxicity and a large 
abundance in the continental crust (ranking second behind oxygen) which allows for the cost 
and ease of production to be highly attractive to both producers and consumers.8,9  
However, single-junction solar cells are seemingly reaching a plateau in terms of 
reaching higher efficiency outputs, shown in Figure 2.1,10 where single junction silicon-based 
solar cells are denoted by the blue line. The current record for single junction solar cells is held 
by a Si-based solar cell with 27.6% solar energy conversion efficiency, which is only a roughly 
5% improvement from 15 years ago.8 The main reason for the lack of further improvements to 
the single p-n junction solar cells is the fact that only a portion of all solar photons, which carry a 





Figure 2.1. NREL Solar Cell efficiency chart, summarizing the record efficiencies of solar cells 
over the last 45 years.10 
The band gap of a material is defined as the energy difference between the top of the 
valence band (VB) and the bottom of the conduction band (CB). As seen in Figure 2.2, electrons 
from the VB can be excited up to the CB (e.g. by a solar photon) and subsequently are available 
for useful work – for example, in generating electricity (as an photovoltaic solar cells) or in 
driving a chemical reaction (as in photocatalysis).  It has been derived that the ideal band gap 
for single p-n junction solar cells should lie around 1.34 eV, which is known as the Shockley–
Queisser limit. This band gap would elicit the maximum efficiency of 33.7%, as seen in Figure 
2.3.12,13 
 





 It is important to note that band gaps are not the only factor determining how efficient a 
solar cell is, but still acts as a reasonable metric for predicting the efficiency of a solar cell. So, 
for example, looking back at the silicon-based single p-n junction solar cell which has a band 
gap of 1.1 eV, being near the ideal band gap, its maximum recorded efficiency of 27.6% is close 
to what would be expected.10,13 
 
 
Figure 2.3. A plot of the theoretical maximum efficiency of a single-junction solar cell as a 
function of band gap. The maximum of this plot is the Shockley-Queisser limit.13 
 
 The qualitative reason why the efficiency of a single-junction solar cell is fundamentally 
limited is that solar photons exist in a spectrum of different energies. Photons with energies that 
are too low to excite an electron from the valence band to the conduction band are absorbed or 
transmitted by the system and only are able to generate heat. Photons with energies greater 
than the band gap only see a fraction of their energy (i.e., the energy of the band gap) 
converted to electricity while excess energy is also converted to heat.12,14 For this reason, 
multijunction solar cells are a highly appealing option, due to their theoretical efficiency not 
being limited like that of a single-junction solar cell. The reason for their chart-topping 
efficiencies is due to the fact that these solar cells are comprised multiple light-absorbing 
materials with a range of band gaps. The solar absorbing materials in multijunction solar cells 




each subsequent layer has a smaller band gap than the last, essentially making a band gap 
funnel,15,16 as shown below in Figure 2.4. 
 
Figure 2.4. Multijunction solar cell band gap funnel schematic where it depicts subsequent 
layers of the solar cell have band gaps decreasing in size allowing for more light to be absorbed 
and converted into usable energy. 
 
This design allows a larger fraction of the absorbed sunlight to be converted to 
electricity, as opposed to heat. However, the production cost of multijunction solar cells is 
currently far too expensive to be a viable commercial option.17 Given this fact, it would be 
valuable to emulate the design of the multijunction solar cell (i.e. a cell with a range of band 
gaps) at a lower cost.16 
A class of compounds that have potential to meet these criteria are hybrid organic-
inorganic perovskites.18 As seen in Figure 2.1, perovskite solar cell efficiencies, denoted by the 
orange line with yellow plot points, have been steadily on the rise. In the past six years alone, 
perovskite solar cells (PSCs) have increased in solar energy conversion efficiency by 12%, with 
a current maximum efficiency of 25.5%, and an even higher efficiency of 29.1% when paired 
with silicon (in a multi-junction solar cell).10 The reason for these high efficiencies is the fact that 
perovskites have a wide range of potential structures with highly tunable band gaps and optimal 
carrier mobility, making them ideal solar absorbing materials. Lead- and tin-iodide perovskites, 
which have optical band gaps between 1.2 and 1.7 eV,18 have garnered the most interest out of 
this class of compounds. PSCs have also been shown to have the ability to be produced 




methylpyrrolidone substrate.19 Although there are currently potential drawbacks to PSCs, such 
as not being stable in outdoor climates, there is a lot of research focused on combatting these 
issues paving the way for PSCs to be more widely used in the future.20-26  
2.2 Perovskites – Structural Overview and Solar Applications 
Perovskites are a class of crystalline compounds that exhibit a stoichiometry of ABX3, as 
seen in Figure 2.5, which depicts an undistorted, cubic perovskite unit cell. Perovskites can be 
grouped in halide and oxide families, in which halide or oxide anions occupy the crystallographic 
X-site. The compounds used in photovoltaic PSCs are the halide-perovskites, where the A-site 
ion is either an alkali metal cation or an organic cation (e.g. Cs+, CH3NH3+ = MA or 
methylammonium), the B-site is occupied by a post-transition metal ion (e.g. Pb2+, Ge2+), and 
the X-site is occupied by a halide (e.g. Cl-, Br-, I-). Oxide-perovskites are not good candidates for 
photovoltaic PSCs due to their large band gaps of 3.0 eV or greater, which only makes them 
capable of absorbing at most 5% of the solar spectrum. However, they are of interest for uses in 
photocatalysis, where the oxide-perovskite uses an absorbed photon to drive an energetically 
uphill chemical reaction such as water-splitting.27 Oxide-perovskites have either an alkali or 
alkaline earth metal cation at the A-site (e.g. K+, Ba2+, Sr2+) and either a transition metal or post-
transition metal cation at the B-site (e.g. Al3+, Ti4+). 
 




In order for a combination of elements to form an energetically stable perovskite 
compound, the ions must be neutral when their charges are summed together and their sizes 
must be compatible. Relative ionic sizes are often viewed through the lens of the Goldschmidt 
tolerance factor, t: 
 
where each ri is the ionic radius (with ions treated as hard spheres) of each ion at the A, B, and 
X sites.29,30 According to this metric, a combination of ions are most likely to form a stable 
perovskite compound if the value of t is within 0.75 < t < 1.15 (with t=1 most likely forming an 
undistorted cubic perovskite). Within that range, different values of t often lead to different 
geometric distortions, examples of which are shown in Figure 2.6. If t is large (i.e., A-site cations 
are large and/or B-site cations are small), a compound may undergo a polar distortion in which 
B-site cation are shifted toward one or more X-site anions (Figure 2.6b). If t is small (i.e., A-site 
cations are small and/or B-site cations are large), a compound may undergo a distortion in 





Figure 2.6. Examples of geometric phases and distortions of perovskite structures. a) The cubic 
phase is the undistorted perovskite structure. b) When t is large (as in (BaTiO3 or CsGeI3), B-
site ions distort away from the center of their octahedra towards one of the nearest X-site 
neighbors. c) When t is small (as in CsPbI3), B-X octahedra can rotate.31 
 
The geometric distortions in Figure 2.6 can be induced in a perovskite structure by 
varying the temperature, introducing elemental substitutions at the A, B, and X sites, and by 
applying strain to the structure. Relevant to our work, these distortions can tune the band gaps 
of perovskites by altering their structural symmetry and their nearest neighbor B-X bond lengths 
and angles.32,33 
One such literature example of composition tuning band gap is shown in Figure 2.7, in 
which both tin-iodide and lead-iodide perovskite structures of the form FA1-xCsxBI3 (FA = 
formamidinium ion, CH5N2+; B = Pb2+, Sn2+). Cs+ ions are substituted in for FA+ ions in 
increasing percentages, and the degree of distortion has a direct effect on the perovskite’s 
geometry and band gap. Previous research has shown that changing the A-site ion affects the 
length of the B-X bond and therefore can alter the band gap of the perovskite structure. When 




the different constituent ions of the perovskite structure. For example, when the Cs+ 
concentration increases in the lead-iodide perovskite it causes the perovskite structure to 
change phase from cubic to octahedral. This in turn causes the B site’s s- and p-orbitals to have 
less overlap in the valence band with the p-orbital of the X-site halide, therefore lowering the 
energy valence band maximum (VBM) which ultimately widens the band gap.32 
a)                                                                               b)  
Figure 2.7. In figure a) the FA1-xCsxPbI3 and  FA1-xCsxSnI3 perovskite structures are shown to 
have varying band gaps based on increasing cesium concentrations. In figure b), higher 
concentrations of cesium in FA1-xCsxPbI3 changes the distortion pattern of the perovskite as well 
as the band gap, where the cesium causes the Pb-I bond distances to be further apart, 
therefore lowering the VBM and widening the band gap.32 
 
Another method of manipulating perovskites distortions and tuning the band gap that is 
most relevant to this thesis is the application of biaxial strain. This has been done 
experimentally by growing perovskites as epitaxial thin films on substrates with a variety of unit 
cell sizes.34 This approach shortens the in-plane perovskite axes if a smaller unit-celled 
substrate is used (i.e. compressive strain) or lengthens the in-plane perovskite axes if a larger 




been applied perpendicular to the 001 axis (i.e. a B-X bond axis), as in Figure 2.8.45 Biaxial 
strain has been shown to alter the band gap changing B-X bond distances and lowering the 
structural symmetry in ways that allow for new interactions among atomic orbitals. Past work in 
our group (Figure 2.9), has shown that biaxial strain CsPbI3 and CsSnI3  is capable of tuning 
band gaps by a few tenths of an eV.31 
 
Figure 2.8. A schematic illustration of compressive strain applied perpendicular to the 001 
direction in a perovskite thin film, in which the two in-plane axes are compressed and the 
perpendicular axis can fully relax.34 
 
 
Figure 2.9. The computed effects of compressive (negative) and tensile (positive) strain in the 
001 direction on lead- and tin iodide-perovskite band gaps. Compressive strain raises the 
valence band edge and reduces the band gap by shortening the B-I bond distances, whereas 
tensile strain lowers the valence band edge and widens the band gap, which is a result of 





Although lead-halide perovskites have been the highest-performing light absorbers in 
PSCs to date, lead is not ideal for this application due to its high toxicity to the environment and 
humans.35 Tin could be a safer substitute, but the photovoltaic efficiency of tin based 
perovskites is generally much lower than that of lead, and Sn2+ is relatively unstable and can 
oxidize to Sn4+, therefore changing the electronic structure and performance.36,37 Recently, there 
has been some exploration of germanium cations at the B-site in the perovskite structure.38-41 
Ge-based perovskites also have highly tunable band gaps that are ideal for solar absorption, 
where CsGeI3 and MAGeI3 have band gaps of 1.6 eV and 1.9 eV, respectively.42 Germanium-
iodide perovskites have been shown to be thermodynamically stable and have a Goldschmidt 
tolerance factor close to the ideal value of 1.0.41,42 Germanium is also far less toxic than tin and 
lead, which makes working with germanium more appealing.38  
Germanium-iodide perovskites also exhibit polar, ferroelectric distortions at room 
temperature – meaning the B-site cations shift off-center within their octahedra (Figure 2.6) - 
and their distortions are further tuned when strain is imposed.43 These ferroelectric distortions 
can be rationalized by the fact that germanium-halide perovskites have high tolerance factors. 
These ferroelectric distortions may allow for better charge separation and a more efficient flow 
of electrons.43-45 This phenomenon is also seen in oxide-perovskite structures, such as barium 
titanate (BaTiO3 or BTO). At room temperature, the polar distortions in germanium-halide 
perovskites are oriented in the 111 directions, while those in BaTiO3 are oriented in the 001 
direction.46 BaTiO3 has been shown to maintain its ferroelectric distortions at higher 
temperatures with both compressive and tensile strain applied to the perovskite structure.47 
These features make germanium-halide perovskites and BaTiO3 promising targets for further 
exploration and strain tuning. 
In this part of the thesis, the focus will be both on perovskites that experience 




rotations (e.g. CsPbI3) and how to further induce those distortions by applying compressive and 
tensile strain in all crystallographic directions (instead of solely looking at biaxial strain 
perpendicular to a B-X bond axis). We aim to show that by applying biaxial strain to those 
compounds in all crystallographic directions that a wide range of band gaps can be accessed for 
a single perovskite compound, suggesting how one might produce a solar absorbing material 





3. Methods for the Strain Tuning of Halide and Oxide Perovskite Compounds 
 
3.1 Computational Methods 
Calculations of atomic and electronic structure of halide and oxide perovskites were 
carried out using density functional theory (DFT), where both the Perdew-Burke-Ernzerhof 
(PBE)-48 and hybrid HSE06-49 functionals were used with projector augmented wave (PAW) 50 
pseudopotentials, as implemented in the Vienna Ab Initio simulation package (VASP).51-54 
Perovskites exhibiting ferroelectric distortions were computed with a 5-atom unit cell, while 
perovskites with octahedral rotations were computed with a 20-atom unit cell (in both cases, the 
smallest possible unit cell). Γ-centered meshes of 6x6x6 and 4x3x4 k-point were used for these 
two structures, respectively. These choices ensured a consistent level of precision, as fewer k-
points are required for larger unit cells.55 A plane-wave cutoff of 500 eV was used for all 
compounds, and the atomic positions within the unit cell were allowed to fully relax. 
DFT-PBE has been shown to underestimate the band gap when compared to 
experimental optical band gaps.48 However, for most of the work presented in this thesis, PBE-
DFT is sufficient for our purposes because it has been shown to accurately predict trends for 
perovskites under strain. Therefore, in the context of the research presented, DFT-PBE is able 
to reliably predict whether certain changes to the perovskite structure or composition cause 
band gaps to increase or decrease. In some cases, we used the more quantitatively accurate 
HSE06 functional to confirm the validity of our PBE band gap trends, and to predict band gap 
values that more closely resemble experiment. 
3.2 Methods for Applying Biaxial Strain in All Crystallographic Directions  
Biaxial strain on the perovskite structure is simulated computationally by compressing or 




relaxed cubic perovskite structure. The axis perpendicular to the plane of strain is not strained 
and is still allowed to relax. Previously, most research has considered only the effects of strain 
perpendicular to the 001 direction 23 (I.e. compressing/elongating the unit cell perpendicular to a 
B—X bond axis). This thesis expands on that idea and examines the effects of strain in all 
crystallographic directions. In order to do this, care must be taken when defining the geometry 
of the strained unit cells. 
Given that the cubic perovskite unit cell possesses an octahedral symmetry, only a small 
range of crystallographic regions is required to sample all symmetry-equivalent directions of 
strain. This region, the triangle with the vertices in the 001, 011, and 111 directions, is shown in 
Figure 3.1. To fully sample this region and explore the effects of strain on distortions and band 
gaps, we computed perovskite structures strained in 15 relatively equally spaced directions 
(Figure 3.1). 
 
Figure 3.1. (a) Our sampling region of 15 unique directions of strain. (b) This region is shown 
within a perovskite unit cell, bounded by the high-symmetry axes. 
Each point in the region plotted in Figure 3.1 designates the axis perpendicular to the 
plane of strain. Examples of the high-symmetry directions of strain are shown in Figure 3.2, 
where the red arrows indicate the planes in which structures are strained, and the blue arrow 
indicates the axis that is perpendicular to the plane of strain that is allowed to fully relax. Note 




tensile strain by changing the direction of the red arrows to point outwards. To ensure that a 
global energy minimum is identified for each direction of biaxial strain, the lowest-energy 
optimized structure is chosen from several calculations in which the B-site atom is initially 
distorted in a variety of directions. 
Figure 3.2. The high symmetry directions of strain are shown, where the red arrows indicate the 
two axes defining the plane of perovskite strain, and the blue arrow is the axis perpendicular to 
the plane of biaxial strain. 
This approach can also be used to explore perovskites with octahedral rotations, such 
as CsPbI3. Because the B-X octahedra rotate differently around each perovskite axis in, for 
example, the room-temperature orthorhombic phase of CsPbI3, we must compute more 
structure for each compound (50 in all) to ensure that we find the lowest-energy structure for 
each axis of biaxial strain. 
3.3 Data Analysis and Management Methods 
Given that over 1,000 calculations were performed on the various perovskite structures, 
implementing our own data management system was necessary to compile all of the results 
presented in this thesis.  Mathematica 56 and Java programming languages were used to write 
code for performing various file management and data compilation tasks.  
For creating files with the geometric coordinates of the perovskite crystal structures, 




direction of strain to be within the area confined by the region shown in Figure 3.1a. Once the 
strained unit cell was created, Java code was written to create separate working directories and 
place the respective perovskite structures in each directory with the other necessary files to run 
a VASP calculation.  
For the perovskites with ferroelectric distortions, once the strained structures were 
allowed to fully relax, Java code was written to determine the lowest energy optimized structure 
for each of the 15 different directions of strain. Once the lowest-energy optimized structure was 
determined for each direction of biaxial strain, the band gap was calculated for that structure. 
Java code was also written to determine the dipole direction of each perovskite structure. 
Finally, Mathematica code was written to compile all of the band gaps of each of the 
lowest-energy perovskite structures for their respective direction of strain and to create a heat 





4. Results and Discussion of the Strain Tuning of Halide and Oxide Perovskite 
Compounds 
 
4.1 Tunability of Geometric Distortions in Ferroelectric Perovskites 
As stated in the introduction, CsGeX3 (X = Cl-, Br-, I-) and BTO both experience 
ferroelectric distortions at room temperature, where the B-site cation shifts away from the center 
of its octahedron of nearest neighbors.10,47 The directions of ferroelectric distortion and 
corresponding space groups at room temperature for each unstrained perovskite compound can 
be seen in Table 4.1. It is important to note that the directions of ferroelectric distortions for both 
perovskite compounds vary based on temperature, and these compounds can lose ferroelectric 
properties (adopting the centrosymmetric cubic perovskite structure) above their respective 
Curie temperatures.47 























When these perovskite compounds are subjected to biaxial strain in all crystallographic 
directions, the direction of ferroelectric distortions can be altered depending on the direction in 
which a compound is strained. When the germanium-halide or BTO compounds are 
compressively strained, the B-site cation tends to distort along or near the axis that is 
perpendicular to the plane of biaxial strain, whereas tensile strain has a less predictable effect 
on the direction of distortion. These trends are shown in Figure 4.1, in which strained 
compounds are plotted according to the angle between the axis of ferroelectric distortion and 
the axis perpendicular to biaxial strain. To clarify, a compound that distorts in the plane of strain 
has an angle of 90° (Figure 4.1a), while a compound that distorts perpendicular to the plane of 
strain has an angle of 0° (Figure 4.1b). 
 
Figure 4.1. Plots showing the relative orientations of ferroelectric distortion and biaxial strain. 
(a) Distortion in the plane of strain has an angle of 90°; (b) distortion perpendicular to the plane 
of strain has an angle of 0°; (c) Heat maps show plots of these angle for ±2% compressive and 





The heat maps in Figure 4.1c indicate that the direction of ferroelectric distortions can be 
controlled via the choice of the direction of biaxial strain. In both BaTiO3 and CsGeI3 perovskite 
structures under –2% compressive strain, the directions of distortion of the B-site consistently 
distort along or near the axis perpendicular to the plane of biaxial strain. The angles between 
the direction of distortion for CsGeI3 range from 0° (for 111 strain) to 24° (for 001 strain), and 
from 0° (for 111 strain) to 7° (for 001 strain) for BTO. 
The BaTiO3 and CsGeI3 perovskite structures under +2% tensile strain show less 
tunability. In the case of BaTiO3 under tensile strain, distortion directions range from 65°- 90° 
away from the axis perpendicular to the plane of biaxial strain, generally preferring to distort in 
or near the plane of biaxial strain. Distortion angles in CsGeI3  range from 0°-90°, and are 
therefore less predictable in how they respond to the direction of strain. 
4.2 Effects of Strain and Distortion on the Electronic Structure of Ferroelectric 
Perovskites 
Given that the direction of perovskite strain controls the direction of ferroelectric 
distortion, it is not surprising that strain consequently affects the electronic properties of these 
compounds. When the perovskite structure is strained, the structural symmetry and distances 
between the X-site anions and B-site cations vary based on both the magnitude and direction of 
strain. Therefore, changes in atomic orbital interactions within both the VBM and CBM of the 
perovskite structure affect the band structure and band gap of each of the compounds. Tables 
4.2a and 4.2b show and describe the band-edge orbitals of the BTO and germanium-halides 







Table 4.2a. Summary of the symmetry and character of the valence band maximum (VBM) and 
conduction band minimum (CBM) of BaTiO3. 59,60 




oxide 2p-states (px, 
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Ti4+ d-states (dxy, 
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Table 4.2b. Summary of the symmetry and character of the valence band maximum (VBM) and 
conduction band minimum (CBM) of CsGeX3 (X = Cl-, Br-, I-). 61-65 
Band Orbitals K-Point Visual Representation 
VBM 
Filled X-site p-states 
and Ge2+ s-states 
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Figure 4.2. Near-gap band structures for cubic (a) BTO, where the red bands are the filled 
bands and the grey bands are unfilled; and (b) CsGeI3, where the purple bands are filled bands 
and the grey bands are unfilled. 
To begin to understand how strain and distortion affect the electronic properties of 
germanium-halide perovskites, recall Figure 4.1c. Under compressive strain, the B-site cation 
distorts along or near the axis perpendicular to strain, wherever that axis may be. Qualitatively, 
this occurs in order to relieve the shortening of bonds caused by the strain. It results in some B-
X bonds being shorter and others longer. Importantly, when this ferroelectric distortion occurs, 
the electron density around the B-site cation in the VBM shifts back toward the center of the B-X 
octahedron, reducing the effect of the antibonding interactions of the shorter B-X contacts, 
lowering the energy of the VBM and widening the band gap. The extent to which this effect 
changes the band gap depends on the direction of strain, as illustrated in the computed VBM 




Figure 4.3. Computed electron densities of the VBM for CsGeCl3 under –2% compressive 
strain, and the bond distances between the central Ge2+ ion and its neighboring Cl- ions. (a) The 
unit cell is biaxially strained perpendicular to the 001 direction; (b) The unit cell is biaxially 
strained perpendicular to the 111 direction, where the Ge2+ s-orbital's electron density shifts to 
relieve all of the strongest B-X antibonding interactions. 
When the compound distorts close to the 001 axis (Figure 4.3a) as in the case of 
compressive strain perpendicular to 001, the VBM electron density around Ge2+ shifts away 
from the nearest-neighboring X-site anions. However, there remain other relatively close 
neighbors (2.80 Å) whose antibonding interactions cannot be escaped, meaning the band gap 
does not widen significantly under 001 compressive strain. In contrast, the case of 111 distortion 
(the result of 111 compressive strain) is shown in Figure 4.3b. Again, the VBM electron density 
around Ge2+ shifts downward in the picture, away from the nearest-neighboring X-site anions. In 
this case, however, this electron density can move directly away from the three nearest 
neighbors (2.39 Å) and toward three much more distant neighbors (3.20 Å), effectively reducing 
all of the strongest antibonding interactions and significantly widening the band gap. 
In the preceding explanation for these changes in band gap with changes in the direction 
of biaxial strain, we have focused on the VBM rather than the CBM. This makes intuitive given 
the visible tuning of antibonding interactions in the VBM (in contrast to the nonbonding character 
of the CBM). It can also be shown computationally that the absolute energy of the VBM change 




perpendicular to the 001 axis and away from the plane perpendicular to the 111 axis, the VBM 
energy level rises (seen when reading the plot in Figure 4.4 from right to left). This is due to the 
stronger antibonding interactions in the structure strained perpendicular to the 001 direction 
(due to the shorter bond distances, as seen in Figure 4.3a) between the Ge2+ ions and the X-site 
anions. Figure 4.4 shows the absolute energies of the highest-energy valence band and the 
lowest-energy conduction band relative to the flat, lowest-energy band in each calculation 
(which can be taken as a core reference level). Note that the CBM in these germanium-halide 
compounds remains at approximately the same energy regardless of the direction of strain due 
to the lack of significant bonding or antibonding character. 
Figure 4.4. The DFT-PBE calculated relative energies of the VBM and CBM for CsGeI3, relative 
to the flat, lowest-energy band. 
These same ideas can be applied to tensile strain of CsGeX3, in that ferroelectric 




band gaps. However, because tensile strain does not tune the direction of distortion as reliably 
as compressive strain, it does not tune the band gap over as large a range. 
When examining the orbital interactions and band structures seen in BTO under –2% 
compressive strain, a similar qualitative argument can be made for how strain and distortion 
tune atomic orbital interactions within the band edges. Referring back to Table 4.2a, recall that 
cubic BTO’s VBM are threefold-degenerate combinations of oxide p-orbitals and the CBM are 
threefold-degenerate titanium t2g d-orbitals. In the distorted BTO structures, those degeneracies 
are broken due to the unit cell having a lower structural symmetry. This can be seen in Figure 
4.5, which shows the absolute energies of the three highest-energy valence bands and the 
three lowest-energy conduction bands in BTO. Overall, this figure shows that the band gap of 
BTO widens as the direction of strain (and also the direction of distortion) goes from 001 and 
111 due to both a lowering of the VBM energy and a raising of the CBM energy. 
In general, the widening of the BTO band gap with strain and distortion occurs because 
lower structural symmetry allows for new mixings of atomic orbitals at the band edges, which 
pushes the energies of the VBM and CBM apart. This idea is highlighted in the orbital pictures in 
Figure 4.5, which builds on the results found by Cirlincione and Berger.66 The mixing of orbitals 
is shown for valence bands and conduction bands when –2% compressive strain is applied 
perpendicular to the 001 axis. The two lower-energy bands depicted in the valence band 
experience more bonding interactions between oxide p-orbitals and the now present titanium d-
orbitals, lowering their energies 0.67 eV below the VBM. The two higher-energy bands depicted 
in the conduction band in Figure 4.5 experience more antibonding interactions consisting of the 
same set of orbitals, raising their energies 0.76 eV above the CBM. This idea can be used to 
understand why the bands shift in energy for the remaining directions of strain, where the 
direction of strain elicits different types of orbital interactions and ultimately alters the energies of 





Figure 4.5. The energies of the three highest-energy valence bands and three lowest-energy 
conduction bands of BaTiO3, relative to the flat, lowest-energy band. As illustrated, the two 
lower-energy bands are experiencing more bonding interactions when the structure is biaxially 
strained perpendicular to the 001 direction, therefore lowering those bands in energy. The two 
higher-energy bands in the conduction band are experiencing more antibonding interactions, 
therefore raising those two bands in energy. 
 
4.3 Band Gaps of Strained Ferroelectric Perovskites 
Based on calculations of the ferroelectric germanium-halides and BTO, it is clear that 
each of these compounds displays a wide range of band gaps when strained biaxially in all 
crystallographic directions. To summarize these results, Figures 4.6 - 4.9 shows heat maps of 
the DFT-PBE band gaps with numerical DFT-HSE06 band gaps shown below to more 
quantitatively predict experimental band gaps. Due to the long computational times of DFT-
HSE06 calculations, only the high-symmetry strain directions (001, 011, 111) were computed 
using the DFT-HSE06 functional. The DFT-PBE band gap trends were consistently in 




predictive. For all compounds we observe that band gaps widen as unit cells are strained closer 
to the plane perpendicular to the 111 axis. For reference, Table 4.3 shows the unstrained DFT-
HSE06 band gaps for each of the compounds examined in this section. 
Table 4.3. The DFT-HSE06 band gaps for the fully relaxed, unstrained BTO and germanium-
halide perovskite compounds examined in this section. 







Figure 4.6. Heat maps of the DFT-PBE band gaps, and the corresponding DFT-HSE06 band 
gaps for high-symmetry directions of strain, of BaTiO3. Heat maps show the band gaps 
computed for strain directions depicted in Figure 3.1, with results for –2% compressive strain 





Figure 4.7. Heat maps of the DFT-PBE band gaps, and the corresponding DFT-HSE06 band 
gaps for high-symmetry directions of strain, of CsGeCl3. Heat maps show the band gaps 
computed for strain directions depicted in Figure 3.1, with results for –2% compressive strain 
and +2% tensile strain displayed for each compound. 
 
 
Figure 4.8. Heat maps of the DFT-PBE band gaps, and the corresponding DFT-HSE06 band 
gaps for high-symmetry directions of strain, of CsGeBr3. Heat maps show the band gaps 
computed for strain directions depicted in Figure 3.1, with results for –2% compressive strain 






Figure 4.9. Heat maps of the DFT-PBE band gaps, and the corresponding DFT-HSE06 band 
gaps for high-symmetry directions of strain, of CsGeI3. Heat maps show the band gaps 
computed for strain directions depicted in Figure 3.1, with results for –2% compressive strain 
and +2% tensile strain displayed for each compound. 
BaTiO3 shows a band gap range of 0.53 eV for –2% compressive strain and 0.20 eV 
band gap range for +2% tensile strain, based on DFT-HSE06 results. Although BTO produced a 
wide range of band gaps, the band gaps are too wide to absorb strongly in the solar spectrum. 
However, BTO’s wide range of band gaps and band edges could still be of interest toward 
certain photocatalytic reactions. 
Under –2% compressive strain, the germanium-halides show DFT-HSE06 band gap 
ranges of 0.92 eV, 0.65 eV, and 0.32 eV for CsGeCl3, CsGeBr3, and CsGeI3, respectively. The 
band gaps of CsGeCl3 are too wide for significant absorption in the solar spectrum, with the 
lowest band gap being 1.99 eV. The results for CsGeBr3 show that the band gap can be 
reduced from 2.05 eV to 1.40 eV when compressively strained perpendicular from the 111 axis 
to the 001 axis, respectively. This ability to close the band gap of CsGeBr3 towards the 




PSCs. CsGeI3 shows the most promising results for both –2% compressive strain and +2% 
tensile strain, where its DFT-HSE06 band gaps range from 1.25 - 1.57 eV, surrounding the 
Shockley-Queisser optimum.20 Therefore, CsGeI3 strained in all crystallographic directions 
would have the ability to capture light throughout the most intense portions of the solar 
spectrum, suggesting a possible routed toward a highly efficient PSC. 
4.4 Band Gaps of Perovskites with Octahedral Rotations 
Up to this point, only the perovskite structures with ferroelectric distortions have been 
examined due to their highly tunable band gaps under different directions of biaxial strain. Our 
calculations suggest that perovskites with B-X octahedral rotations have band gaps with far less 
tunability when strained in all crystallographic directions than ferroelectric perovskites. When 
CsPbI3 is subjected to –2% compressive strain in all crystallographic directions, its DFT-PBE 
band gaps range from 1.81 - 1.84 eV. Due to this lack of tunability, we did not pursue any 
further perovskites with B-X octahedral rotations. 
4.5 Conclusion 
Our results show that ferroelectric perovskites can have their distortions amplified and/or 
redirected when strained in all crystallographic directions. This allows for varying degrees of 
tunability based on the type and direction of strain that the perovskite structure is subjected to, 
and leads to a wide range of band gaps. This idea of a compound exhibiting a variety of band 
gaps when strained in different crystallographic directions is akin to a multijunction solar cell, 
and therefore potentially absorb and convert sunlight more efficiently. Using these perovskite 
compounds as the solar absorbing material in PSCs could be a cheaper alternative to 















5.1 Overview of Metal Catalysts 
Solid metal catalysts facilitate many industrial processes, ranging from refining 
petroleum products, enriching fertilizer, and uses in fuel cells, to name a few.67-71 They are used 
to lower the activation energy barriers of chemical reactions that would otherwise require harsh 
reaction conditions (i.e. high temperatures and pressures), enabling an attainable reaction 
pathway. Metal catalysts also offer the possibility of higher selectivity and the formation of 
desired products that the non-catalytic process cannot offer. Depending on their morphology 
(particle size, porosity, etc.), metal catalysts can be designed to optimize surface area, and 
therefore, catalytic activity.72,73 
Metal catalysts are typically chosen from the transition metal elements, as depicted in 
Figure 5.1. Within the transition metals, an even smaller subset of “platinum group metals” 
(PGMs) are most often utilized due to their ideal catalytic properties. The solid metal catalyst is 
typically dispersed on a non-reactive, porous support that enables the catalyst to have a large 
surface area and optimal activity.72,73 
 
Figure 5.1. The purple box highlights transition metals that could be used as a metal catalyst, 
while the green box shows the subset (the platinum group metals) that are generally most 




Metal catalysts can vary in their bulk and surface geometries. While the PGMs all have a 
face-centered cubic (fcc) structure, other transition metals may adopt hexagonal closed-packed 
(hcp) and body-centered cubic (bcc) structures. For a given crystal structure, various surfaces 
can be exposed, each defined by a set of Miller indices. Miller indices are a set of three integers 
(hkl) that define a plane connecting the points that lie at (1/h,0,0), (0,1/k,0), and (0,0,1/l) in 
fractional coordinates of the unit cell. For example, for the fcc unit cell shown in Figure 5.2a, the 
plane in Figure 5.2b has the Miller indices 111 because it connects the points (1,0,0), (0,1,0), 
and (0,0,1). An fcc slab cut along these 111 planes is said to have 111 surfaces.74 
 
Figure 5.2. The process of creating an fcc (111) metal slab and the corresponding adsorption 
sites on the fcc (111) surface. (a) The cubic unit cell of an fcc metal; (b) The (111) plane is 
depicted in black, where the orange atoms highlight the atoms that are intersected by the (111) 
plane; (c) A cross section view of a metal slab with (111) surfaces of an fcc metal; (d) The bird's-
eye view of a (111) surface and the subsurface layers; (e) The cross-section view of a metal 
slab with 2 atoms adsorbed to the surface; (f) The three types of adsorption sites on an fcc 
(111) surface, which are: A (atop site), B (bridge site, between two surface atoms), and H 




When a catalytic reaction occurs on a solid surface, the reactants adsorb to the surface, 
undergo the reaction on the surface, and desorb once the products are formed. An example of a 
general reaction mechanism is as follows (where the ✷ denotes an empty catalytic site): 
(1)   A(g) + B(g) + 2✷  → A(ads) + B(ads) 
 
     (2)   A(ads) + B(ads) → AB(g) + 2✷ 
 
Figure 5.3. A schematic illustration of a simple chemical reaction on a metal catalyst surface. 
The above mechanism, albeit quite simple, implies an important idea. Paul Sabatier, a 
Nobel Prize-winning French chemist who specialized in the uses of catalytic metals, 
summarizes it best with what is known as the “Sabatier Principle”: 
In a catalytic reaction, reacting molecules form intermediate complexes with the catalyst 
(surface). These complexes should be of intermediate stability. If they are too stable they 
will not decompose to achieve formation. If they are too unstable reagent molecules will 
not be activated and surface reaction intermediate complexes will not be formed. 
This principle can be illustrated further with a volcano plot, shown in Figure 5.4. The 
overarching idea remains the same, which is that a catalytic metal has to have a delicate 
balance of binding strength to the adsorbates – strong enough to lower the activation energy of 





Figure 5.4. Sabatier volcano plots which depict the catalytic activity of a metal for a certain 
reaction as a function of binding strength. (a) A general volcano plot showing that the ideal pure 
metal catalyst has intermediate binding strength that would elicit the high catalytic activity;75 (b) 
A plot of O2(g) dissociation activity versus binding strength on a variety of pure metal catalysts, 
displaying this same volcano relationship.76 
Although PGMs are effective catalysts for a variety of reactions, pure metal catalysts as 
a whole have some limitations in their utility in catalytic reaction mechanisms. First, given that 
there are only a handful of PGMs, the ability to optimize the performance of a pure metal 
catalyst is limited. Second, PGMs, even if prepared in such a way to maximize surface area, are 
expensive.77 And third, the effectiveness of PGMs is limited by the fact that the same forces that 
typically lead to low energy barriers in catalytic reactions also lead to strong binding of adsorbed 
species,78,79 which can ultimately lead to catalyst poisoning.80 The relationship described in the 
last point can be best understood by looking at the Bronsted-Evans-Polyani (BEP) relationship, 
which builds on the Sabatier principle.78,79 
The BEP relationship describes the tradeoff between lowering the activation energy 
(which is desirable) and lowering the energy of the adsorbed species (which is undesirable). A 
metal catalyst that is capable of lowering the activation energy will likely lead to an adsorption 
energy that is too strong, inhibiting the products from desorbing from the surface. The opposite 




ability to lower the energy barrier of the reaction, as seen in Figure 5.5. Pure metal catalysts 
follow the BEP relationship, therefore coupling activation energy to adsorbate binding energy 
and preventing those two parameters from being tuned independently.75,78,79 
The ability to break the linear BEP relationship would allow for more facile reactions to 
happen, improving catalytic activity. An ideal catalytic surface would have the ability to lower the 
energy barrier of a reaction and allow for the products to desorb without intense reaction 
conditions, a combination that pure metal catalysts cannot offer.81 This has been area of 
immense focus and research,78,81-83 and single-atom alloys have proven to be promising 
candidates to escape the BEP relationship, reduce the need for expensive PGMs, and allow for 
greater tunability – potentially overcoming all of the main drawbacks of pure metal catalysts.78 
 
Figure 5.5. Schematic illustration of the BEP relationship, showing the linear relationship 
between reaction energy (ΔErxn = binding energy of adsorbates) and the corresponding 
activation energy that pure metals tend to have. Finding a metal catalyst that is capable of 
escaping the BEP relationship (not following BEP’s linear trend) would allow for weak binding 
energy to adsorbates and lower the activation energy of a chemical process.75 
5.2 Overview and Applications of Single-Atom Alloys 
Single atom alloys (SAAs) are a class of metal catalysts that contain an isolated dopant 




slab.84 Based on current research in this field, the composition of SAAs typically uses the group 
11 metals (Cu, Ag, Au) for the host metal slabs and the PGMs at the dopant site,75,84,85 as seen 
in Figure 5.6. Given that the catalytic surface of a SAA consists of two different elements and 
can vary in concentration, SAAs suggest the possibility of tuning a structure to cater toward a 
desired chemical reaction.84 SAAs also have the potential to be far less expensive than their 
pure metal catalyst constituents due to the host metal slab being relatively inexpensive and only 
requiring a minimal amount PGM atoms. 
 
Figure 5.6. The alloying process of creating a single-atom alloy, where one of the surface 
atoms is substituted with a dopant atom. There are various approaches to preparing SAA 
surfaces,85,86 such as incipient wetness coimpregnation 87 or galvanic replacement, 88 to name a 
few. 
To date, there have been a variety of elemental combinations that have been 
synthesized experimentally 88-90 as SAAs, and many more that have been considered 
computationally, using both DFT and machine learning.77,91,92 When designing a potential SAA, 
two important metrics are often used to predict its stability: 1) segregation energy, which 
compares the stability of the metal slab with the dopant atom on the surface to the dopant atom 
in the bulk; and 2) aggregation energy, which determines whether a dopant atom prefers to be 
isolated on the surface rather than having the tendency to form dopant clusters (therefore, not 




aggregation energies of a variety of PGM single-atom alloys on Cu, Au, or Ag host slabs. The 
variety of data points above zero aggregation confirms computationally that there are indeed 
many single-atom alloys in which surface PGM atoms prefer to be isolated. 
 
Figure 5.7. DFT results for predicting which combinations of metals have favorable 
thermodynamic tendencies to form SAAs. The squares indicate the SAA monomer DFT free 
energy relative to the dopant atom dimer’s DFT free energy and the triangles are the dopant 
atom monomer versus its trimer configuration. ΔEagg(n) greater than zero denotes a surface that 
prefers to have its dopant atoms as isolated single atoms, whereas ΔEagg(n) less than zero 
corresponds to the dopant atoms preferring to cluster on the surface.75,93 
With the isolated dopant atom on the surface acting as the catalytic site, SAAs allow for 
greater selectivity and a higher percentage of desired products formed when compared to a 
pure metal catalyst comprised of the same element as the dopant atom.84,94 The SAA surface 
has an altered, enhanced electronic structure on the surface that enables it to bind to 
adsorbates less strongly, therefore allowing the products to desorb and making SAAs less 
prone to catalyst poisoning.95 This is mainly due to ligand and ensemble effects, where the 




atoms surrounding it. It has been shown that the strain put on the dopant atom by the 
surrounding host metal atoms causes the d-band shift to happen (due to their different lattice 
parameters). For example, in the instance of compressive strain put on the dopant atom, it 
pushes the d-band center to a lower energy causing for a weaker binding energy to adsorbates. 
This has been observed computationally using a Pd/Au SAA, where the binding strength of 
CO(g) decreases at the Pd atop site as the number of Au atoms increases around the isolated Pd 
atom.96   
Experimental analysis of SAAs has also provided much insight into many of the 
qualitative attributes that have been described above. For example, Sykes et al. tested the 
reaction thermodynamics and kinetics of H2(g) on a Pt/Cu (111) SAA surface. They showed that 
the H2(g) binds to the surface and reacts at the dopant Pt site, where the H(ads) atoms then 
spillover onto the less reactive Cu atoms, therefore allowing the Pt to remain available for 
subsequent reactions, as shown in Figure 5.8. Sykes et al. also found that the H2(g) desorbed 
from the SAA surface at 230 K, when normally H2 desorbs from a pure platinum and copper 
surfaces at 300 K. This indicates that the binding energy had been lowered significantly while 
keeping the same catalytic activity that the pure platinum surface has, therefore breaking the 
BEP relationship.94   
 
Figure 5.8. A schematic of spill over on a Pt/Cu SAA surface, where H2(g) dissociates at the Pt 
dopant site and the H(ads) species are able to move over to the copper host-metal surface, 




Stamatakis et al. provide computational support of these experimental results and 
reaction pathways for H2 (g) adsorption/desorption mechanisms on other SAA surfaces. 
Stamatakis et al. also tested reaction kinetics and thermodynamics for methane and ammonia 
activation, methanol dissociation, and carbon dioxide reduction. In most cases, SAAs led to 
lower activation energies for the various reactions and break the BEP relationship.78 
Given that SAAs are a relatively new field of study and have already shown promise as 
viable substitutes for pure metal catalysts, the entire scope of their tunability has not yet been 
fully explored. For example, it has not yet been examined whether combinations of multiple 
PGMs on the surface, either as two or more unique isolated dopant sites (i.e. heterodimers or 
heterotrimers on the surface) might allow for further tunability of geometry and catalytic activity. 
Having more PGMs in a two-to-three-atom isolated surface motif would also allow for more 
potential binding sites for adsorbates, therefore having the ability to optimize certain reaction 
pathways. Overall, there are a wide variety of structural motifs at the surface where different 
reactions can take place that have yet to be explored. It is this idea that we explore 
computationally in our work. Using DFT, we study the energetic stability of arrangements of 
pairs of PGMs of varying concentrations on host metal surfaces (where the host metal is still Cu, 
Ag, or Au), and begin to consider their likely catalytic applications. The goal is to propose novel 
surface structures that build on the concepts and qualities that SAAs have already shown to 
possess and suggest structural motifs that could be used to facilitate certain reactions that are 





6. Methods for Determining Stable Multi-Atom Motifs on Host-Metal Surfaces 
6.1 Computational Details 
Metal slabs were analyzed using density functional theory (DFT) with projector 
augmented wave (PAW) pseudopotentials,50 as implemented in the Vienna Ab Initio simulation 
package (VASP).51-55 A 400 eV plane wave basis set cutoff was used and all metal slab 
geometries were allowed to fully relax into their most stable configurations. Each unit cell 
consisted of a 4-layer 3x3 fcc (111) slab (36 atoms in total) with ~15 Å of vacuum space 
between neighboring slabs to prevent interactions between neighboring slabs, as seen in Figure 
6.1. These 3x3 fcc (111) slabs have been shown to allow the dopant atom to be dilute enough 
(producing 0.111 monolayers, which is a relatively dense SAA surface) on the surface, thus 
reducing interactions between the other nearest dopant atoms.78 Based on literature precedent, 
a Γ-centered 13x13x1 k-point mesh was used to sample the Brillouin zone, dense enough to 
produce reliable structural energies and electronic properties.78,93   
 




6.2 Benchmarking our Methods 
Before studying novel motifs of multiple surface metal atoms, we tested our methods to 
ensure our ability to reproduce past results. We aimed to recreate the plot in Figure 4.7 showing 
the SAA DFT energies relative to their corresponding dimer and trimer DFT-energies. Using the 
methods described in section 6.1 with the revised Perdew-Burke-Ernzerhof (RPBE) functional,97 
the host metal (Cu, Ag, or Au) slab was first allowed to relax without any dopant atoms “alloyed” 
into its surface. After the pure host metal slab was allowed to converge, one, two or three 
surface atoms on both the top and bottom surfaces are replaced with a dopant atom(s) 
(selected from the PGM elements) to create SAA, dimer, and trimer slabs, respectively, as seen 
in Figure 6.2. This method differs from the methods from previous literature methods,77,92 which 
used a 5-layer 3x3 fcc (111) unit cell with dopant atoms on only the top layer (and not the 
bottom). Our method of placing dopant atoms on both surfaces results in a higher-symmetry 
structure with no net dipole, therefore speeding up the computational time.  
Figure 6.2. Our approach of computing the relaxed host metal slab with dopant atoms onto the 




To assess the tendency of two surface dopant atoms to pair up, we compute the 
aggregation energy, ΔEagg: 
ΔEagg = (ETot(dimer) + ETot(host) - 2*ETot(SAA)) / 2 (6.1) 
where ETot(dimer) is the DFT energy of the dopant dimer alloyed into the host metal surface, 
ETot(SAA) is the DFT energy of the SAA, and ETot(host) is the DFT energy of the host metal slab 
without any dopant atoms. This quantity is essentially the energetic preference for two surface 
PGM atoms to lie next to each other, rather than stay isolated on the surface. The quantity is 
divided by two in order to account for the fact that there are dopant atoms on the top and bottom 
surfaces, and we wish to report the energetic preference of aggregation per dimer. If ΔEagg > 0 
the dopant atoms prefer to stay isolated, forming an SAA.  
6.3 Testing Novel Catalyst Island Motifs 
Next, turning to multi-element catalyst island motifs, we considered surface heterodimers 
consisting of two unique PGMs, as shown in Figure 6.3, with the goal of suggesting novel 
surface motifs that can facilitate certain reactions. Every combination of PGM dopant atoms was 
tested to determine the stability of the surface structure. The list of PGM heterodimer 
combinations is: Ir-Ni, Ir-Pd, Ir-Pt, Ir-Rh, Ni-Pd, Ni-Pt, Ni-Rh, Pd-Pt, Pd-Rh, and Pt-Rh on Cu, 
Ag, and Au host metal slabs, 30 slab calculations in total.  
Two different metrics were computed to determine whether the two unique dopant metal 
atoms were stable as a heterodimer or if they had an energetic preference for: 1) being isolated 
on the surface (Equation 6.2), or 2) forming respective homodimers (Equation 6.3). The stability 
of the heterodimer relative to isolated atoms was computed using the formula: 




where ETot(dimer12) is the energy of the heterodimer slab and ETot(SAAx) (x=1 or 2) are the DFT 
energies of the constituent dopant atoms SAA slabs. The stability of the heterodimer relative to 
homodimers was computed using the formula: 
ΔEDIMER-DIFF = (2*ETot(dimer12) - ETot(dimer11) - ETot(dimer22)) / 8 (6.3) 
where ETot(dimerxx) is the energy of the homodimer slabs of the constituent dopant atoms on the 
heterogeneous slab. Denominators in both equations ensure the energies are reported per 
dopant atom. 
 
Figure 6.3. Illustration of a heterodimer of PGM metals alloyed into a host metal slab. The same 
surface atoms are also substituted on the bottom surface, as depicted in Figure 6.2. 
If both ΔEDIMER-AGG < 0, meaning the heterodimer slab is more stable than the respective 
SAAs, and ΔEDIMER-DIFF < 0, meaning the heterodimer is more stable than the respective 
homodimers, then a given pair of PGM elements is likely to come together to form stable 
structural motifs (the heterodimer and perhaps others) on the surface. Visually, if ΔEDIMER-AGG 
and ΔEDIMER-DIFF are plotted on the x- and y-axis, (Figure 6.4), then combinations of elements for 
which the heterodimer is more stable than SAAs and homodimers are in Quadrant III, shown in 




see whether other motifs involving both elements are structurally stable relative to other 
possible competing structures. 
 
Figure 6.4. A schematic plot of ΔEDIMER-AGG vs. ΔEDIMER-DIFF, which illustrates whether a pair of 
PGM elements forms surface heterodimers that are energetically stable relative to SAAs and/or 
homodimers. The most promising combinations of elements are in Quadrant III, in which the 
heterodimer is most stable. 
After determining the most promising heterodimer candidates on host metal slabs, we 
then tested various different motifs of the dopant atoms on the slab’s surface to determine if the 
dopant heterodimer is indeed to most stable configuration or if a different structural motif(s) 
consisting of the same dopant elements would be more stable. The structural motifs tested 
ranged from heterotrimers to complete monolayers in order to compare all of the relative 





Figure 6.5. Examples of catalyst island motifs. (a) a monolayer of dopant atoms on a host metal 
slab; (b) a monolayer of one dopant elements with a single dopant atom of a different element; 
(c) a heterotrimer of two different dopant elements.  
To calculate the relative energies to determine the most stable catalyst island motif, we 
plot them with fraction of dopant element 1 on the surface on the x-axis and the relative energy, 
ΔErel(motif), on the y-axis, as seen in Figure 6.6. To calculate ΔErel(motif), the following 
algorithm is used: 
nTot = n1 + n2 (6.4) 
nfrac = n1 / nTot (6.5) 
EAdj(motif) = (ETot(motif) + (nTot – 1)*ETot(host)) / (2*nTot)  (6.6) 
Emin1 = minimum[EAdj(SAA1), EAdj(dimer11), EAdj(trimer111), EAdj(monolayer1)] (6.7) 
Emin2 = minimum[EAdj(SAA2), EAdj(dimer22), EAdj(trimer222), EAdj(monolayer2)] (6.8) 
ΔErel(motif) = EAdj(motif) - (Emin1* nfrac + Emin2* (1-nfrac)) (6.9) 
 
where nTot is the total number of dopant atoms on the surface (1 ≤ nTot ≤ 9, 9 being the total 
number of surface atoms per unit cell), nfrac is the fraction of dopant metal element 1 versus 




scaling the energy for one catalyst atom per unit cell,  Emin1 and Emin2 are the minimum EAdj(motif) 
for slabs only containing one dopant element (where nfrac = 0 or nfrac = 1) which are the most 
stable endpoints along the x-axis of our plot, and ΔErel(motif) is the relative energy of the hybrid 
SAA motif. The slabs are then plotted on the relative energy plot, where the lowest energy 
points are connected in straight lines to form the convex hull, as seen in Figure 6.6, where every 
motif plotted above the line less energetically stable than other arrangements of the same 
atoms, and every motif plotted on the line is considered energetically stable among the 
structures we considered.  
 
Figure 6.6. A schematic plot of the energetic comparison of various surface motifs consisting of 
a pair of elements. In this hypothetical example, the heterodimer is a stable surface motif as 
evidenced by the fact that it lies on the convex hull. Any points above the convex hull are 




7. Results and Discussion of Catalyst Island Motifs with Two PGM Elements 
7.1 Benchmarking Methods 
Using the methods laid out in Section 6.2, we were able to reproduce similar aggregation 
energies within 0.05 eV off results found in past research (with the exceptions of Rh/Ag and 
Ir/Ag SAAs, which were not pursued in further calculations). The energy difference between our 
calculations and the literature are shown in Figure 7.1, where ΔEagg is calculated for all three 
host metals and all five PGM dopants, where then our calculated DFT energy value is 
subtracted from the literature values. Overall, our method produced higher aggregation energies 
than the literature values but were still within an acceptable range to be used for further 
calculations. A full table of results can be found in Appendix B2. 
 
Figure 7.1. Differences between the ΔEagg calculated using the methods in Section 6.2 and the 
ΔEagg found in previous literature.93 The dopant atoms are plotted along the x-axis, where the 
different host metals are denoted by their different shapes (Cu – circle, Ag – triangle, Au – 
diamond).  
7.2 Screening the Stability of Novel Catalyst Island Motifs 
Using the methods described in Section 6.3, surface energies were calculated for the 




7.2-7.4, where the only heterodimer combinations meeting the requirements of Equations 6.2 
and 6.3 were Ir-Ni/Cu and Ni-Pt/Ag. The full table of heterodimer energies on each of the host 
metal slabs with the calculated ΔEDIMER-AGG and ΔEDIMER-DIFF values can be found in Appendix B. 
 
Figure 7.2. The plots for ΔEDIMER-AGG and ΔEDIMER-DIFF on a copper host metal slab. The green 
boxed in data points are heterodimer motifs that lie in Quadrant III, meeting the parameters to 





Figure 7.3. The plots for ΔEDIMER-AGG and ΔEDIMER-DIFF on a gold host metal slab. 
 
Figure 7.4. The plots for ΔEDIMER-AGG and ΔEDIMER-DIFF on a silver host metal slab. The green 
boxed in data points are heterodimer motifs that lie in Quadrant III, meeting the parameters to 





Based on these results, the combination of nickel and platinum dopant atoms on a silver 
surface was determined to be the most promising candidate for further exploration. Although the 
Ir-Ni heterodimer alloyed on a copper surface also showed stability relative to the respective 
SAAs and homodimers, the fact that iridium strongly prefers to aggregate in a monolayer on the 
surface of copper suggests that such heterodimers are not globally stable motifs (inhibiting the 
ability to make isolated surface motifs). Therefore, the remainder of this section will examine the 
various structural motifs involving platinum and nickel atoms on a silver host-metal surface and 
their energetic stabilities relative to each other. 
The relative per-atom energies of various Ni-Pt surface motifs are shown below in Figure 
7.5. Recall from Figure 6.6 that any point lying on the convex hull (the dashed blue line) is 
energetically stable relative to the other structures we considered. 
 
Figure 7.5. The values of ΔErel(motif) plotted for various nickel/platinum motifs on a silver host-
metal surface as a function of the fraction of Pt in the surface motif. The convex hull (the dashed 
blue line) indicates which motifs are energetically preferred over other surface structural 
arrangements consisting of Pt and Ni. Note that there is a motif including both Ni and Pt atoms 




Of the surface motifs compared in Figure 7.5, one that combines nickel and platinum 
atoms (a Ni/Ni/Pt trimer in the shape of a triangle) appears on the convex hull, indicating that it 
is energetically preferred over other arrangements of the same atoms. The stability of the Ni-Ni-
Pt can be qualitatively rationalized by considering the relative sizes of the atoms. Nickel has the 
tendency to aggregate on a silver host-metal surface (as seen in Figure 5.7). Due to the 
different lattice parameter sizes of silver and nickel, which are 3.45 Å and 4.08 Å, respectively, 
nickel cannot form a full stable monolayer on the silver surface without incurring a large amount 
of surface strain. This idea is confirmed in our results shown in Figure 7.3, where the most 
stable pure nickel motif is a nickel trimer, where all of the nickel atoms in the motif collapse in 
towards each other, as seen in Figure 7.6b. When one of these nickel atoms in the trimer is 
substituted by a platinum atom, it effectively relieves some of the surface strain due to the fact 
that platinum has a lattice parameter size of 3.96 Å, which is closer to that of silver, therefore 
increasing the distances between atoms in the trimer. The distance between each of the atoms 
in the trimer below are shown below in each of the panels in Figure 7.6. 
Figure 7.6. The distances between each of the dopant atoms in a surface triangle at various 
stages of alloying Ni and Pt atoms into a silver host-metal surface. (a) The pure silver host-
metal surface atom, for reference; (b) a nickel trimer on a silver host-metal surface; (c) a 
Ni/Ni/Pt heterotrimer on a silver host-metal surface.   
Other combinations of elements were similarly tested that were plotted near Quadrant III 
in Figures 7.2-7.4. These results are given in Appendix B. Among these other calculations, no 




support to our approach of focusing on combinations of elements that form stable heterodimers 
as our initial screening method. 
7.3 Future Work 
Having identified the Ni-Ni-Pt trimer on a silver host metal slab as a stable catalyst island 
motif, the next step will be to explore the extent to which such a motif may be valuable in 
lowering the activation energies of catalytic processes. To this end, we plan to compute 
activation energies using the nudged elastic band method in the VASP code.98,99 Initially, the 
two reactions we plan to explore are the splitting of H2 into separate hydrogen atoms and OH 
band scission in formic acid. The first of these reactions is a natural starting point for our 
analysis because it is geometrically simple, and has been previously explored on SAAs in the 
computational literature. We will compare the activation energy of this reaction on motifs such 
as Ni-Ni-Pt trimers to the activation energy on PGMs and SAAs. Given that the splitting of H2 
occurs mostly atop a single atom, it is unclear whether there will be any benefit to using motifs 
consisting of more than one catalyst atom. For this reason, we also plan to explore a more 
complex reaction, OH band scission in formic acid. This is believed to be the rate-determining 
step in one pathway of catalytic methanol oxidation, and has been studied by our group 
previously.100 This reaction step effectively occurs atop a triangle of surface atoms, with an 
oxygen atom swiveling from one catalyst atom to another, leaving behind a hydrogen atom 
while the other oxygen atom is anchored to a third catalyst atom, as seen in Figure 7.7. We 
expect that the ability to atomically engineer motifs of ~3 surface atoms will allow for exciting 





Figure 7.7. a) Formic acid adsorbing to Ni and Pt atoms in a Ni-Ni-Pt trimer on a silver host-
metal surface (side view); b) Top-down view of panel (a); c) Formate is formed by an OH bond 
scission involving the formate pivoting over to the vacant Ni atom, leaving behind the hydrogen 
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Appendix A – Perovskite Supplementary Information 
A1. Results for BaTiO3 under -2% compressive strain in all crystallographic directions. 
The angle of distortion is defined as the angle between the axis perpendicular to the 
plane of biaxial strain and the direction of ferroelectric distortion of the B-site cation (as 
shown in Figures 4.1a and 4.1b). Band gaps were computed using PBE and HSE06 









(0, 0, 1) 1.4 1.79 3.28 
(0, 0.25, 1) 6.0 1.97 
 
(0, 0.5, 1) 3.7 2.06 
 
(0, 0.75, 1) 1.7 2.12 
 
(0, 1, 1) 0.1 2.15 3.61 
(0.25, 0.25, 1) 6.5 2.06 
 
(0.25, 0.5, 1) 4.6 2.11 
 
(0.25, 0.75, 1) 3.1 2.16 
 
(0.25, 1, 1) 2.2 2.18 
 
(0.5, 0.5, 1) 3.4 2.17 
 
(0.5, 0.75, 1) 2.3 2.21 
 
(0.5, 1, 1) 2.0 2.23 
 
(0.75, 0.75, 1) 1.3 2.27 
 
(0.75, 1, 1) 1.0 2.28 
 





A2. Results for BaTiO3 under +2% tensile strain in all crystallographic directions. The 
angle of distortion is defined as the angle between the axis perpendicular to the plane of 
biaxial strain and the direction of ferroelectric distortion of the B-site cation (as shown in 
Figures 4.1a and 4.1b). Band gaps were computed using PBE and HSE06 functionals 









(0, 0, 1) 72.6 2.41 3.91 
(0, 0.25, 1) 76.2 2.49  
(0, 0.5, 1) 80.6 5.56  
(0, 0.75, 1) 85.6 2.61  
(0, 1, 1) 90.0 2.63 4.11 
(0.25, 0.25, 1) 66.1 2.51  
(0.25, 0.5, 1) 72.7 2.57  
(0.25, 0.75, 1) 79.0 2.60  
(0.25, 1, 1) 84.3 2.62  
(0.5, 0.5, 1) 65.7 2.58  
(0.5, 0.75, 1) 73.2 2.61  
(0.5, 1, 1) 79.2 2.62  
(0.75, 0.75, 1) 68.6 2.61  
(0.75, 1, 1) 75.0 2.62  






A3. Results for CsGeI3 under -2% compressive strain in all crystallographic directions. 
The angle of distortion is defined as the angle between the axis perpendicular to the 
plane of biaxial strain and the direction of ferroelectric distortion of the B-site cation (as 
shown in Figures 4.1a and 4.1b). Band gaps were computed using PBE and HSE06 









(0, 0, 1) 23.6 0.91 1.25 
(0, 0.25, 1) 17.9 0.96  
(0, 0.5, 1) 11.2 1.06  
(0, 0.75, 1) 7.7 1.09  
(0, 1, 1) 6.0 1.11 1.5 
(0.25, 0.25, 1) 12.3 1.04  
(0.25, 0.5, 1) 9.3 1.07  
(0.25, 0.75, 1) 7.5 1.10  
(0.25, 1, 1) 7.3 1.10  
(0.5, 0.5, 1) 5.9 1.12  
(0.5, 0.75, 1) 4.3 1.11  
(0.5, 1, 1) 3.9 1.12  
(0.75, 0.75, 1) 1.7 1.16  
(0.75, 1, 1) 1.8 1.17  






A4. Results for CsGeI3 under +2% tensile strain in all crystallographic directions. The 
angle of distortion is defined as the angle between the axis perpendicular to the plane of 
biaxial strain and the direction of ferroelectric distortion of the B-site cation (as shown in 
Figures 4.1a and 4.1b). Band gaps were computed using PBE and HSE06 functionals 









(0, 0, 1) 55.4 0.97 1.42 
(0, 0.25, 1) 67.1 0.96  
(0, 0.5, 1) 77.2 0.95  
(0, 0.75, 1) 84.6 0.95  
(0, 1, 1) 90.0 0.95 1.38 
(0.25, 0.25, 1) 76.5 0.95  
(0.25, 0.5, 1) 25.1 1.04  
(0.25, 0.75, 1) 22.1 1.05  
(0.25, 1, 1) 23.0 1.05  
(0.5, 0.5, 1) 16.4 1.06  
(0.5, 0.75, 1) 12.4 1.08  
(0.5, 1, 1) 12.9 1.08  
(0.75, 0.75, 1) 6.5 1.09  
(0.75, 1, 1) 6.0 1.09  






A5. Results for CsGeBr3 under -2% compressive strain in all crystallographic directions. 
The angle of distortion is defined as the angle between the axis perpendicular to the 
plane of biaxial strain and the direction of ferroelectric distortion of the B-site cation (as 
shown in Figures 4.1a and 4.1b). Band gaps were computed using PBE and HSE06 









(0, 0, 1) 29.0 0.88 1.40 
(0, 0.25, 1) 21.2 0.96  
(0, 0.5, 1) 15.9 1.07  
(0, 0.75, 1) 13.7 1.13  
(0, 1, 1) 13.0 1.16 1.71 
(0.25, 0.25, 1) 14.2 1.05  
(0.25, 0.5, 1) 9.9 1.17  
(0.25, 0.75, 1) 8.5 1.22  
(0.25, 1, 1) 9.1 1.23  
(0.5, 0.5, 1) 6.0 1.29  
(0.5, 0.75, 1) 4.7 1.34  
(0.5, 1, 1) 4.9 1.33  
(0.75, 0.75, 1) 2.4 1.40  
(0.75, 1, 1) 2.0 1.42  






A6. Results for CsGeBr3 under +2% tensile strain in all crystallographic directions. The 
angle of distortion is defined as the angle between the axis perpendicular to the plane of 
biaxial strain and the direction of ferroelectric distortion of the B-site cation (as shown in 
Figures 4.1a and 4.1b). Band gaps were computed using PBE and HSE06 functionals 









(0, 0, 1) 52.5 1.33 1.94 
(0, 0.25, 1) 42.5 1.34  
(0, 0.5, 1) 35.7 1.36  
(0, 0.75, 1) 32.3 1.37  
(0, 1, 1) 31.4 1.37 2.00 
(0.25, 0.25, 1) 31.5 1.36  
(0.25, 0.5, 1) 24.1 1.38  
(0.25, 0.75, 1) 21.3 1.39  
(0.25, 1, 1) 21.3 1.40  
(0.5, 0.5, 1) 16.0 1.40  
(0.5, 0.75, 1) 12.3 1.42  
(0.5, 1, 1) 12.7 1.42  
(0.75, 0.75, 1) 6.4 1.43  
(0.75, 1, 1) 5.8 1.43  






A7. Results for CsGeCl3 under -2% compressive strain in all crystallographic directions. 
The angle of distortion is defined as the angle between the axis perpendicular to the 
plane of biaxial strain and the direction of ferroelectric distortion of the B-site cation (as 
shown in Figures 4.1a and 4.1b). Band gaps were computed using PBE and HSE06 









(0, 0, 1) 33.8 1.34 1.99 
(0, 0.25, 1) 25.2 1.37  
(0, 0.5, 1) 19.3 1.48  
(0, 0.75, 1) 17.0 1.58  
(0, 1, 1) 16.1 1.62 2.30 
(0.25, 0.25, 1) 25.8 1.76  
(0.25, 0.5, 1) 12.4 1.53  
(0.25, 0.75, 1) 10.3 1.63  
(0.25, 1, 1) 10.7 1.64  
(0.5, 0.5, 1) 7.6 1.66  
(0.5, 0.75, 1) 5.6 1.79  
(0.5, 1, 1) 5.8 1.79  
(0.75, 0.75, 1) 2.3 2.03  
(0.75, 1, 1) 2.4 2.05  






A8. Results for CsGeCl3 under +2% tensile strain in all crystallographic directions. The 
angle of distortion is defined as the angle between the axis perpendicular to the plane of 
biaxial strain and the direction of ferroelectric distortion of the B-site cation (as shown in 
Figures 4.1a and 4.1b). Band gaps were computed using PBE and HSE06 functionals 









(0, 0, 1) 50.4 1.98 2.73 
(0, 0.25, 1) 40.7 1.99  
(0, 0.5, 1) 33.9 2.01  
(0, 0.75, 1) 30.5 2.03  
(0, 1, 1) 29.6 2.03 2.79 
(0.25, 0.25, 1) 30.4 1.99  
(0.25, 0.5, 1) 23.4 2.01  
(0.25, 0.75, 1) 20.3 2.03  
(0.25, 1, 1) 20.4 2.03  
(0.5, 0.5, 1) 15.5 2.02  
(0.5, 0.75, 1) 11.9 2.05  
(0.5, 1, 1) 12.5 2.05  
(0.75, 0.75, 1) 6.2 2.05  
(0.75, 1, 1) 5.6 2.06  






A9. Results for CsPbI3 under -2% compressive strain in all crystallographic directions. 




(0, 0, 1) 1.82 
(0, 0.5, 1) 1.81 
(0, 1, 1) 1.81 
(0.5, 0.5, 1) 1.82 
(0.5, 1, 1) 1.82 
(1, 1, 1) 1.84 
 






Appendix B – Multi-Atom-Motif Supplementary Information 
B1. Calculated DFT energies for host metal slabs, using the methods from Section 6.2. 
Pure Metal DFT Energies 





B2. Calculated DFT energies for monomers, dimers, trimers, and monolayers on host metal 
surfaces using methods from Section 6.2. 




Dimer (eV) Trimer (eV) 
Monolayer 
(eV) 
Iridium -118.91 -127.74 -136.26 -191.26 
Nickel -113.09 -116.06 -119.01 -136.14 
Palladium -113.73 -117.11 -120.30 -134.74 
Platinum -115.73 -121.02 -126.11 -151.77 
Rhodium -116.50 -122.64 -128.50 -164.09 
 




Dimer (eV) Trimer (eV) 
Monolayer 
(eV) 
Iridium -98.43 -106.46 -114.70 -163.47 
Nickel -93.98 -97.01 -99.84 -114.00 
Palladium -94.83 -98.69 -102.40 -122.67 
Platinum -95.69 -100.51 -105.33 -133.59 
Rhodium -96.97 -103.01 -108.99 -142.97 
 




Dimer (eV) Trimer (eV) 
Monolayer 
(eV) 
Iridium -82.96 -91.98 -102.13 -157.02 
Nickel -78.14 -81.79 -85.54 -104.50 
Palladium -79.49 -84.40 -89.16 -115.62 
Platinum -80.74 -86.91 -93.03 -128.46 




B3. Calculated DFT ΔEagg energies and the literature ΔEagg energies. 








Iridium 0.00 -0.01 0.01 
Nickel 0.02 -0.01 0.03 
Palladium 0.13 0.09 0.04 
Platinum 0.18 0.17 0.01 
Rhodium 0.14 0.13 0.01 
 








Iridium -0.21 -0.22 0.01 
Nickel 0.07 0.03 0.04 
Palladium 0.08 0.04 0.04 
Platinum 0.03 0.01 0.02 
Rhodium 0.06 0.02 0.04 
 








Iridium -0.26 -0.37 0.11 
Nickel 0.01 -0.01 0.02 
Palladium 0.06 0.08 -0.02 
Platinum 0.05 0.05 0.00 





B4. Calculated DFT energies with ΔEDIMER-AGG and ΔEDIMER-DIFF energies, using methods from 
Section 6.3. 









Ir-Ni -121.93 -0.07 0.00 
Ir-Pd -122.22 0.40 0.04 
Ir-Pt -124.29 0.18 0.03 
Ir-Rh -125.15 0.07 0.02 
Ni-Pd -116.66 -0.04 0.01 
Ni-Pt -118.71 -0.08 0.00 
Ni-Rh -119.45 -0.19 0.01 
Pd-Pt -119.06 0.00 0.04 
Pd-Rh -119.83 0.08 0.04 
Pt-Rh -121.86 -0.06 0.04 
 









Ir-Ni -101.60 0.07 0.00 
Ir-Pd -102.28 0.15 0.02 
Ir-Pt -103.32 0.08 0.00 
Ir-Rh -104.68 0.03 -0.01 
Ni-Pd -97.85 0.00 0.02 
Ni-Pt -98.80 -0.02 0.01 
Ni-Rh -100.00 0.00 0.02 
Pd-Pt -99.59 0.01 0.01 
Pd-Rh -100.78 0.03 0.03 















Ir-Ni -86.82 0.03 -0.02 
Ir-Pd -87.85 0.17 0.02 
Ir-Pt -89.26 0.09 0.00 
Ir-Rh -90.01 0.03 -0.02 
Ni-Pd -83.10 0.00 0.01 
Ni-Pt -84.44 -0.05 0.00 
Ni-Rh -85.02 -0.02 0.00 
Pd-Pt -85.65 0.00 0.01 
Pd-Rh -86.20 0.04 0.02 
Pt-Rh -87.55 -0.01 0.01 
 
 
B5. Multi-elemental surface motif energies to calculate ΔErel(motif). 
Pt-Ni Motifs on Silver Slab 
Slab DFT-Energy (eV) Fraction Pt EAdj (motif) (eV) ΔErel (motif) (eV) 
Pt monomer -80.74 1.00 -80.74 0.00 
Ni monomer -78.14 0.00 -78.14 0.02 
Pt dimer -86.91 1.00 -80.69 0.05 
Ni dimer -81.79 0.00 -78.13 0.03 
Pt-Ni dimer -84.44 0.50 -79.45 -0.01 
Pt trimer -93.03 1.00 -80.65 0.09 
Ni trimer -85.54 0.00 -78.16 0.00 
PtNi2 trimer -88.22 0.33 -79.05 -0.03 
Pt2Ni trimer -90.71 0.67 -79.88 0.00 
Pt Monolayer -128.46 1.00 -80.46 0.28 







Pd-Ni Motifs on Silver Slab 
Slab DFT-Energy (eV) Fraction Pd EAdj (motif) (eV) ΔErel (motif) (eV) 
Pd monomer -79.49 1.00 -79.49 0.00 
Ni monomer -78.14 0.00 -78.14 0.02 
Pd dimer -84.40 1.00 -79.43 0.06 
Ni dimer -81.79 0.00 -78.13 0.03 
Pd-Ni dimer -83.10 0.50 -78.78 0.04 
Pd trimer -89.16 1.00 -79.36 0.13 
Ni trimer -85.54 0.00 -78.16 0.00 
Pd-Ni2 trimer -86.72 0.33 -78.55 0.05 
Pd2-Ni trimer -87.93 0.67 -78.95 0.09 
Pd Monolayer -115.62 1.00 -79.04 0.45 
Ni Monolayer -104.50 0.00 -77.80 0.36 
 
Pt-Ni Motifs on Copper Slab 
Slab DFT-Energy (eV) Fraction Pt EAdj (motif) (eV) ΔErel (motif) (eV) 
Pt monomer -115.73 1.00 -115.73 0.00 
Ni monomer -113.09 0.00 -113.09 0.00 
Pt dimer -121.02 1.00 -115.55 0.18 
Ni dimer -116.06 0.00 -113.07 0.02 
Pt-Ni dimer -118.71 0.50 -114.40 0.02 
Pt trimer -126.11 1.00 -115.43 0.30 
Ni trimer -119.01 0.00 -113.06 0.03 
PtNi2 trimer -121.68 0.33 -113.95 0.02 
Pt2Ni trimer -124.02 0.67 -114.73 0.12 
Pt Monolayer -151.77 1.00 -114.72 1.01 







Ir-Ni Motifs on Copper Slab 
Slab DFT-Energy (eV) Fraction Ir EAdj (motif) (eV) ΔErel (motif) (eV) 
Ir monomer -118.91 1.00 -118.91 0.19 
Ni monomer -113.09 0.00 -113.09 0.00 
Ir dimer -127.74 1.00 -118.91 0.19 
Ni dimer -116.06 0.00 -113.07 0.02 
Ir-Ni dimer -121.93 0.50 -116.01 0.09 
Ir trimer -136.26 1.00 -118.81 0.29 
Ni trimer -119.01 0.00 -113.06 0.03 
Ir Monolayer -191.26 1.00 -119.10 0.00 
Ni Monolayer -136.14 0.00 -112.98 0.11 
 
