Abstract. We prove that a family of average weights for oscillating tableaux are polynomials in two variables, namely, the length of the oscillating tableau and the size of the ending partition, which generalizes a result of Hopkins and Zhang. Several explicit and asymptotic formulas for the average weights are also derived.
introduction
The basic knowledge on partitions and Young's lattice can be found in [18, 26] . A partition is a finite weakly decreasing sequence of positive integers λ = (a 1 , a 2 , . . . , a L ), where a i (1 ≤ i ≤ L) are called the parts of λ. The integer |λ| = 1≤i≤L a i is called the size of λ. Let P be the set of all partitions. The partition λ is identical with its Young diagram, which is a collection of boxes arranged in left-justified rows with a i boxes in the i-th row. A standard Young tableau of shape λ is a filling in the boxes of the Young diagram of λ with distinct numbers from 1 to |λ| such that the numbers in each row and each column are increasing (see Figure 1 ). Equivalently, a standard Young tableau of shape λ can be seen as a sequence of partitions T = (λ 0 , λ 1 , . . . , λ l ) such that λ 0 = ∅, λ l = λ; and λ i+1 is obtained by adding a box to λ i for 0 ≤ i ≤ l−1. Denote by f λ the number of standard Young tableaux of shape λ. In 1954, Frame, Robinson and Thrall [8] proved the following celebrated hook length formula, which shows that the number of standard Young tableaux of shape λ is determined by hook lengths of λ:
where H λ is the product of all hook lengths of boxes in the Young diagram of λ. Various proofs of the above hook length formula were given in [1, 10, 15, 19] . Oscillating tableaux are generalizations of standard Young tableaux. An oscillating tableau of shape λ and length l is a sequence of partitions
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(1) ∅ Figure 2 . The Young's lattice of partitions with sizes at most 4.
is obtained by adding a box to or removing a box from λ i . Therefore the oscillating tableau can be seen as a walk from ∅ to λ in Young's lattice (see [27] ). Let OT (λ, l) be the set of oscillating tableaux of shape λ and length l. The cardinality of OT (λ, l) is well-known as following. 23, 25, 27, 28] ). Let λ ∈ P and k = |λ|. Then for all n ∈ N, we have
On the other hand, #OT (λ, l) = 0 if l = k + 2n for any n ∈ N.
Bijective proofs of Theorem 1.1 were given in [23, 28] . Another proof was obtained by Stanley [25, 27] in the study of differential posets. The enumerations of various oscillating tableaux with restrictive conditions can be found in [3, 4, 6, 17, 16, 22] . In 2015, Hopkins and Zhang [13] proved the following result on the average of certain weight function of oscillating tableaux. Their proof is motivated by Stanley's theory of differential posets [25, 27] .
Theorem 1.2 ([13]
). Let λ ∈ P and k = |λ|. Then for all n ∈ N, 1 #OT (λ, k + 2n)
where wt(T ) := l i=0 |λ i | for each oscillating tableau T = (λ 0 , . . . , λ l ).
As noted by Hopkins and Zhang [13] , it is surprising that the above average in Theorem 1.2 is a polynomial of n and |λ|. In this paper, we generalize Theorem 1.2 and show that this polynomiality holds for a family of weight functions for oscillating tableaux. The following is our main result. Theorem 1.3. Let P (x, y) be a given polynomial of two variables x and y. For each oscillating
Then there exists a polynomial Q(x, y) with the same degree and constant term as P (x, y) such that 1 #OT (λ, |λ| + 2n)
T ∈OT (λ,|λ|+2n) wt P (T ) = (|λ| + 2n + 1) Q(|λ|, |λ| + 2n) (1.2) for any n ∈ N and λ ∈ P. Theorem 1.3 tells us that the average of the weight function wt P (T ) is a polynomial of n and |λ| with degree deg(P ) + 1. In fact, the polynomial Q(x, y) in Theorem 1.3 equals Ψ −1 P (x, x + 2y) , where Ψ is an operator given in Definition 2.3. Usually, it is not easy to compute the explicit formula for Q(x, y) when P (x, y) is given except for some special cases that we will describe below. For example, let λ = ∅ and P (x, y) = x r where r ∈ N, we can derive the following explicit formulas. Corollary 1.4. For any n, r ∈ N, we have
Also, by letting P (x, y) = x in Theorem 1.3, we derive Theorem 1.2. For each oscillating tableau T = (λ 0 , . . . , λ l ), let
where a, b ∈ N. Then, we obtain the following corollaries for the weight functions P (x, y) = x 2 and xy respectively. Corollary 1.5. Let λ ∈ P and k = |λ|. Then for any n ∈ N, we have
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Corollary 1.6. Let λ ∈ P and k = |λ|. Then for any n ∈ N,
For the general weight function wt i,j (T ), we can derive the following asymptotic formulas of their averages. Theorem 1.7. Let i, j ∈ N. For a fixed nonnegative integer n, we have
For a fixed partition λ, we have
The main idea in the proof of our results is to study the operator Ψ given in Definition 2.3, which is shown to be a bijection from the set of real coefficient polynomials with two parameters to itself.
Proofs of main results
In this section, we prove Theorem 1.3 and the three corollaries stated in the introduction. Let λ be a partition. Denote by Ω + (λ) (resp. Ω − (λ)) the set of partitions λ + (resp. λ − ) obtained by adding (resp. removing) a box to (resp. from) λ:
and
Example 2.1. For the partition λ = (5, 2, 2, 1), we have
We need the following lemma.
Lemma 2.2. Let λ ∈ P and k = |λ|. For any n ∈ N with k + 2n > 0 we have
.
Proof. For λ + ∈ Ω + (λ) and λ − ∈ Ω − (λ), by Theorem 1.1, we obtain Let R[x, y] be the set of polynomials of x and y with real coefficients. For each nonnegative integer r, let R r [x, y] be the set of polynomials in R[x, y] with degrees at most r.
But it is well known that
Lemma 2.4. Let r ∈ N. The operator Ψ provides a bijection between R r [x, y] and itself. Furthermore, A(x, y) and Ψ (A(x, y)) have the same degree and constant term for each polynomial
Proof. It is obvious that the operator Ψ is an R-linear map over R[x, y]. For 0 ≤ i ≤ r we have
for some polynomial K r,i (x, y) with degree at most r−1. Let α j,i (x, y) := x i y j−i and β j,i (x, y) =
is an invertible lower triangular matrix with diagonal entries {2r + 1, 2r, . . . , r + 1, 2r − 1, 2r − 2, . . . , r, . . . , 7, 6, 5, 4, 5, 4, 3, 3, 2, 1}. For example, we have
Then Ψ must be an isomorphism from the R-linear space R r [x, y] to itself. It is obvious that A(x, y) and Ψ (A(x, y)) have the same degree and constant term.
Now we are ready to give the proof of Theorem 1.3.
Proof of Theorem 1.3. Let k = |λ| and Q(x, y) = Ψ −1 (P (x, x + 2y)). Actually we will prove the following identity
for any n ∈ Z and λ ∈ P with k + 2n ≥ 0 by induction on k + 2n. For each oscillating tableaux
A(x, y) := (x + 2y + 1)Q(x, x + 2y). When k + 2n = 0, it is obvious that
for any λ ∈ P by Lemma 2.4.
When k + 2n ≥ 1, by the induction hypothesis, identity (2.4) becomes
When n < 0, the above summation equals 0 and thus (2.3) is true. When n ≥ 0, by Lemma 2.2, the above summation is equal to
By the definition of Ψ, we have P (x, x + 2y) = Ψ(Q(x, y))
A(x + 1, y − 1).
Hence, (2.6) equals #OT (λ, k + 2n) × A(k, n), which completes the proof.
By Theorem 1.3, to evaluate the average of the weight function P (x, y) for oscillating tableaux, we only need to calculate Ψ −1 (P (x, x + 2y)). However it seems that the inverse of Ψ has no explicit formula for general polynomial P (x, y), except for some special cases. 
is a polynomial B(n) of n with degree at most r. It is obvious that B(n) = 0 for 0 ≤ n ≤ r − 1 and
The last equality is due to the well-known formula (see [18, 26] ) |λ|=r f 2 λ = r!. Since deg(B(n)) ≤ r, we obtain that B(n) = In Theorem 1.3, let P (x, y) = x 2 . Then
Therefore Corollary 1.5 holds by (1.2). Also we have Ψ 3xy + y 2 + 2x 12 = x(x + 2y).
In Theorem 1.3, let P (x, y) = xy. Then Q(x, y) = Ψ −1 (P (x, x + 2y)) = Ψ −1 (x(x + 2y)) = 3xy + y 2 + 2x 12 .
By (1.2) we obtain Corollary 1.6.
Proofs of the asymptotic formulas
In this section, we will prove Theorem 1.7.
Proof of Theorem 1.7. Let I = {(r, i) ∈ N × N : i ≤ r}. For two elements in I, we say that (r ′ is a lower triangular matrix with diagonal entries {(2r 
and therefore α r,i − (r + i + 1)
Then the coefficient of α r,0 in (3.6) must be zero, i.e., for any 0 ≤ i ≤ r. This means that, for a given k, for any 0 ≤ i ≤ r. This means that, for a given n,
when k → ∞. Then (1.4) holds by Theorem 1.3.
Remarks and discussions
(1) The operator Ψ defined in Section 2 and its inverse Ψ −1 can be realized via a computer algorithm, as shown by the next program written for the computer algebra system Sage [24] . (3) The technique developed in the present paper can be used for studying other problems on the averages of weight functions for oscillating tableaux. For each box in the Young diagram of the partition λ, let h and c be its hook length and content respectively (see [18, 26] ). In a preparing paper, by applying results from the study of difference operators on functions of partitions [7, 11, 12] , we will establish the following two explicit formulas with very complicated proofs for the average weights related to hook lengths and contents: The above results suggest that there are several kinds of weight functions of oscillating tableaux whose averages have nice expressions such as polynomials. We want to summarize known results and find a theory for the averages of more general weight functions of oscillating tableaux in a preparing paper.
(4) A skew oscillating tableau is a sequence of partitions T = (λ 0 , λ 1 , . . . , λ l ) such that |λ i /λ i+1 | = 1 or |λ i+1 /λ i | = 1 for each 0 ≤ i ≤ l − 1 without the condition that λ 0 = ∅. The enumeration of skew oscillating tableaux was obtained by Roby [23] . So it is natural to ask the following question: Is there a generalization of Theorem 1.3 for skew oscillating tableaux? As pointed out in [13] , the computation suggests that there are no simple formulas for skew oscillating tableaux.
(5) A strict partition is a partition whose parts are distinct to each other. We can define strict oscillating tableaux in a similar way. It will be interesting to find similar results for the enumerations and average weights for strict oscillating tableaux.
(6) As explained in [13] , oscillating tableaux are closely related to perfect matchings. The results on this topic can be found in [2, 5, 6, 14] . It will be interesting to apply our results to perfect matchings in future.
