Bounds on strong convergences of the Hill-type estimator are established under secondorder regularly varying conditions
Introduction
Suppose X 1 ,X 2 ,... are independent and identically distributed (iid) random variables with common distribution function (df) F. Let M n = max{X 1 ,...,X n } denote the maximum of the first n random variables and let w(F) = sup{x : F(x) < 1} denote the upper end point of F. The extreme value theory seeks norming constants a n > 0, b n ∈ and a nondegenerate df G such that the df of a normalized version of M n converges to G, that is, Pr M n − b n a n ≤ x = F n a n x + b n −→ G(x) (1.1)
as n → ∞. If this holds for suitable choices of a n and b n then it is said that G is an extreme value df and F is in the domain of attraction of G, written as F ∈ D(G). For suitable constants a > 0 and b ∈ , one can write
is a regularly varying function at infinity with index γ.
2 Strong convergence bounds of the Hill-type estimator The distribution given by (1.2) is known as the extreme value distribution. Its practical applications have been wide-ranging: fire protection and insurance problems, model for the extremely high temperatures, prediction of the high return levels of wind speeds relevant for the design of civil engineering structures, model for the extreme occurrences in Germany's stock index, prediction of the behavior of solar proton peak fluxes, model for the failure strengths of load-sharing systems and window glasses, model for the magnitude of future earthquakes, analysis of the corrosion failures of lead-sheathed cables at the Kennedy space center, prediction of the occurrence of geomagnetic storms, and estimation of the occurrence probability of giant freak waves in the sea area around Japan.
Each of the above problems requires estimation of the extremal index γ in (1.2). Several estimators for γ have been proposed in the extreme value theory literature. One of the first estimators of γ is due to Pickands [11] . Peng [10] proposed a general Pickands type estimator. Another kind of extremal index is the moment estimator proposed by Dekkers et al. [6] , which generalizes the Hill type estimator for positive γ (Hill [8] ).
However, there has been little work on trying to study the convergence properties of the estimators for γ. The question is: what is the penultimate form of the limit in (1.1)? Addressing this question is important because it will enable one to improve the modeling in each of the problems above. The convergence properties of the Pickands estimator such as consistency, asymptotic normality and the strong convergence rate have been discussed by Dekkers and De Haan [5] , De Haan [1] and Pan [9] . Dekkers et al. [6] considered the weak consistency, strong consistency and the asymptotic normality of the Hill type estimator under different conditions. The aim of this paper is to consider the strong convergence rate of the Hill type estimator for γ under the second-order regularly varying conditions. The Hill type estimator for P(X i > 0) = 1, i ≥ 1 is defined by
where X 1,n ≤ X 2,n ≤ ··· ≤ X n,n are order statistics of X 1 ,X 2 ,...,X n , and k(n) are positive integers satisfying
..) and thus one may simplify H n as
(1.5)
The investigation of the strong convergence rate of H n requires knowing the convergence rate of (1.3). For this, we need to define second-order regularly varying functions. Firstly, a measurable real function g(t) defined on (0,∞) is said to be a general regularly varying function with auxiliary function a(t) if there exists a measurable function Z. Peng and S. Nadarajah 3 a(t) → 0 (as t → ∞) with constant sign near infinity such that
where S(x) is not zero for some x > 0. It is known that S(x) must be of the form c{x ρ − 1}/ρ (see, e.g., Resnick [12] ) where ρ ∈ is referred to as the index of regular variation. Now, suppose that there exists a regularly varying function
for all x > 0, where H(x) is not a multiplier of x γ . Then, H(x) must be of the form x γ {x ρ − 1}/ρ for some ρ ≤ 0, where ρ is the regularly varying index of A(t), and (1.7) is locally uniformly convergent (De Haan [1] ). We say that U(t) satisfies second-order regularly varying conditions. It is easy to check that (1.7) is equivalent to
for all x > 0, which is also locally uniform convergent.
Main results
We need the following four technical lemmas. Proof. The result follows from Wellner [13] by noting that 1/Y i are uniformly distributed on (0,1).
logY n−i+1,n , μ n k(n) = k(n) logn − logk(n) + 1 . Proof. The result follows from Deheuvels [2, 3] after noting that 1/Y i are uniformly distributed on (0,1).
Lemma 2.4. If (1.8) holds then for arbitrary > 0 there exists t 0 > 0 such that
for all x > 1 and t > t 0 .
Proof. follows from Drees [7] .
Theorem 2.5. If (1.7) holds with k(n) and A(n/k(n)) satisfying k(n)/n ∼ β n ↓ 0, k(n)/(2loglog n) A(n/k(n)) → β ∈ [0,∞) and k(n)/(logn) δ → ∞ for some δ > 0 then
almost surely.
Proof. We prove the case for ρ < 0. The proof for ρ = 0 is similar. One can write
where
for i = 1,2,...,k(n). By Lemmas 2.1 and 2.4, 
for almost surely. By Lemma 2.1 and since A(t) ∈ Rv(ρ),
almost surely. By Lemmas 2.2 and 2.3, where the convergence is locally uniform for x > 0. It is easy to check that (2.16) is equivalent to lim t→∞ logU(tx) − logU(t) − γ logx A(t) = 0, (2.17) which is also locally uniformly convergent for all x > 0. Under this assumption, the following result holds. Its proof is similar to that of Theorem 2.5.
Theorem 2.6. If (2.16) holds with k(n) and A(n/k(n)) satisfying k(n)/n ∼ β n ↓ 0 and k(n)/(2loglog n) A(n/k(n)) → β ∈ [0,∞) as n → ∞ then
