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Abstract
Augmented reality devices can be used by engineers and scientists to perform numerical
simulations for different physical systems. Using augmented reality glasses for presenting
simulation results, in the form of virtual objects, improves interactivity and quality of
user experience (QoE). However, despite availability of efficient approaches for fast
approximate computations, such as the reduced basis method (RBM), it is not feasible to
preload all reduced models for different simulations and sets of parameters in advance.
Therefore, an approach is presented, that allows to detect real-world objects, map specific
tags to corresponding simulations and to efficiently use available storage. By analyzing
the environmental sensor data and estimating the required quality, determined by user
perception, only relevant reduced bases are loaded to the internal storage of mobile
device. The proposed system periodically obtains solution for the given simulation in
accordance with changed parameters and quality demands, either by loading updated
reduced model from server or performing the computation of the full problem directly
on the mobile device in case of network failure. Simulation results are visualized by
means of hologram, overlaid onto the detected object with exact position and pose.
Evaluation results show that solving the full numerical problem on mobile device is
feasible for dimensions up to 32x32, whereas for higher quality constraints the latency
of requesting the reduced model from server can be improved by up to 10 times by
performing preliminary availability check and starting computation in advance.
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1 Introduction
1.1 Motivation
Nowadays more and more processes in industry and science need some kind of au-
tomation and support from the field of computer science. Knowing the physical or
technological background of some phenomenon is not always sufficient for detailed
analysis of all the processes involved. In order to solve some specific problem, addi-
tional data should be available from external sources to monitor the state in real time.
Moreover, this additional data should be processed and presented to the specialists in
the most accurate and perceptible form, so they could react and adapt the conditions
accordingly. This approach facilitates dynamic analysis and evaluation of the task by
letting the experts pay more attention to design rather than time-consuming manual
parameter verification. With the help of algorithms that collect, process and output the
data related to some physical process, scientists and engineers can better understand
the problem to be solved and perform real-time parameter adaptation. The later assists
in finding the optimized initial parameter set and getting the expected system output.
In the era of Internet of Things and Ubiquitous computing millions of sensors and smart
autonomous devices distribute and broadcast all possible useful data about surrounding
environment. The main challenge is to recognize, aggregate and fetch only relevant
information for specific application. Moreover, after collecting all the data needed, it
should be integrated into some physical model that should be meaningful in the current
context. Such a model can be based on the numerical simulations of different processes
in some dynamic physical system, that is often described by means of partial differential
equations. With the numerical simulations it is feasible to analyze all the aggregated
information from the huge amount of data sources and make the prediction of the future
state of the corresponding physical system. This knowledge gives the opportunity to
optimize some processes or reveal some unknown influence, that could be critical in
many applications. The use cases could be: monitoring the heat dissipation in hardware
manufacturing, predicting the climate change in some specific region, choosing and
adapting the treatment in accordance with patients response, etc. [DK14].
Strictly speaking, there are two main approaches for performing the numerical simu-
lations of any system under consideration: mobile computing, when the simulation is
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performed on the mobile device directly in touch with the expert and physical process;
cloud computing, when required physical parameters are sent to the cloud infrastructure
that executes the simulation and returns the meaningful result to the specialist. Each of
these approaches has its advantages and drawbacks. Performing the entire simulation
on the mobile device results in high power consumption and increased interaction
response due to limited resources and low processing power. However, collecting and
preprocessing the data and presenting the simulation results to the user is definitely
the task of the mobile device. On the other hand, cloud computing can provide high
performing, specialized hardware and software components to solve large dynamical
numerical simulations in the most optimal manner. The trade-off is achieved by adapting
the quality of mobile simulation with degraded results for mobile computing in case of
low bandwidth or offloading the calculations to external server infrastructure in case of
stable connection for high quality constraints [DDR15].
Recent raise in computer power, researches in computer vision and visualization tech-
niques revealed new kind of augmented reality mobile devices. This type of devices can
simultaneously fetch the surrounding sensor values, recognize objects and patterns from
real world and additionally construct virtual holograms or provide auxiliary information
to the user. All these characteristics make augmented reality devices, such as Microsoft
Hololens, the perfect choice for performing numerical simulations, either on their own,
or by means of communication with the server and presenting results visually to decision
makers in the field. With the real-time and predicted data available, specialist can
reason about some physical processes, make changes and observe their influence on
the system. But as stated in previous paragraph, the approach should be developed
to perform simulation effectively on resource-constrained mobile device. One such
solution is to distribute the load between mobile and server in most efficient way, by
offloading complex calculations to the server and receiving the precomputed simulation
model in a form such as to minimize the data flow and latency for presenting result to
the user [DDR17; DSD+17]. Additionally, in dynamic environment, when the input
data flow changes rapidly, results should be updated abruptly in order to keep quality
constraints. Often simulations should be adapted or changed entirely depending on the
location and context of the system. Apparently, it is not feasible for the mobile device
to precompute or request all the models for different simulations and its parameters in
advance, otherwise, it will lead to indefinite setup times and memory usage.
1.2 Objective
The objective of this thesis is to develop a new approach that enables mobile devices
to dynamically detect changes in system context and react accordingly. Specifically,
12
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augmented reality device should recognize specific objects, patterns and markers of
the surrounding and differentiate between them in order to identify the corresponding
simulation and request appropriate model from server. This approach should also
allow to preprocess the data, perform specific simulation and present result to the user
simultaneously for multiple detected objects.
One of the problems to be solved is to decide on the quality of the requested simulation
model. On one hand, degrading the quality results in lower communication overhead-
/latency and gives the possibility to execute entire simulation on mobile device, on
the other hand, the quality should meet the corresponding constraints for adequate
user perception. Thereby, specific method should be developed to decide on the exe-
cution strategy, depending on the input parameters: distance to the object of interest,
availability of simulation results on the server, etc.
Another objective is to aggregate physical values of available sensors and integrate them
into the simulation model, either as initial parameter set, mapping raw sensor data
to simulation parameters, or as an updated set for dynamic model adaptation during
run-time. Finally, the simulation results should be presented to the user in the form
of virtual data (e.g. heat-map hologram), that visualizes physical processes (e.g. heat
dissipation, water/wind flow) under consideration.
In order to accomplish these goals, dynamic system should be developed, that detects
the simulation to be solved, collects and monitors sensor data changes, adapts simula-
tion quality and constructs the augmented virtual objects for presenting results to the
specialist in the most useful manner.
1.3 Approach
The method, presented in this thesis, serves for real-world objects recognition, in the
form of predefined tags, and their mapping to corresponding simulations. Together
with precalculated simulation parameters set, based on environmental sensor data, the
detected tag is sent to server in order to load the reduced model of the identified simula-
tion to mobile device. This reduced basis is then used for performing fast calculation
of approximate solution on the mobile device, using the Reduced Basis Method (RBM)
[DSD+17; Haa16]. When the solution of the numerical simulation is computed, the 2D
hologram, based on this results, is constructed and overlaid on the found object with
exact position and rotation.
Sensor values are periodically read to update the simulation results and present current
state of the system. Additionally, the distance to the identified tag is constantly measured
to request the updated reduced model with increased dimension from server, when the
13
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user approaches the object. In case of network failure, developed approach allows to
solve the full numerical problem with degraded quality directly on the mobile device for
continuous system behavior tracking. Updated simulation results with enhanced quality
are visualized by the hologram of higher resolution.
The developed prototype recognizes and differentiates between two kinds of real-world
markers, that are mapped to advection-diffusion numerical simulation [DSD+17; KT17].
The simulation results for different set of parameters are updated and visualized for each
recognized marker simultaneously and independently. So it can be easily extended for
the vast majority of markers or other object recognition techniques in order to track and
visualize different numerical simulations according to the physical model and gathered
sensor values.
Visualizing simulation results with varying quality improves the overall interactivity
with the user. Whereas dynamic tag recognition and parameters identification allows
continuous monitoring of the current system state without the need to load all possible
reduced models to mobile device in advance.
1.4 Structure
The structure of this Master Thesis is divided into seven chapters. In chapter 2 the
background knowledge is described, which is needed to understand the rest of the paper,
as well as related work, that tries to solve similar problems. Chapter 3 deals with the
system model design and states the problem to be solved. The methodology is described
in chapter 4. Chapter 5 presents implementation details of the developed design. In
chapter 6 proposed approach is evaluated and corresponding test results are shown with
the help of the developed prototype. Finally, chapter 8 closes the paper with summary
and overview of future work.
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In this chapter the background knowledge is described, that is important for understand-
ing the rest of the thesis.
First of all the concept of augmented reality will be presented that will highlight its
applications and limitations. The method of going from camera-space to world-space
coordinate system will be shown. Then, the capabilities of the immersive augmented
reality headset will be investigated, taking Microsoft Hololens as the example. Following
by the object detection and pose estimation algorithms based on marker image recogni-
tion. Finally, the technique of data visualization will be examined for constructing the
heat-map hologram.
In order to solve physical problems, that are mainly described by the partial differential
equations (PDE), the numerical methods should be considered for constructing the
algebraic systems, that can be processed on mobile device, or on the server infrastructure.
As the example, the advection-diffusion equation is considered, that describes the heat
distribution in some material.
However, it is not always feasible and often not required to get the exact solution of the
numerical simulation. In most cases approximate result is sufficient. For that purpose the
Reduced Bases Method (RBM) is studied. With the pure approach most of the complex
calculations are performed on the server, utilizing the code offloading technique, that is
reviewed in the following subsection.
At the end of background chapter the overview of computations distribution method
between client (mobile device) and server is given, describing the approach of Distributed
Reduced Basis Method (DRBM).
2.1 Augmented Reality
Augmented Reality (AR) allows to enhance the real-world environment with virtual
object that can be constructed with computer on the bases of processed data. This
technique, while simultaneously combining real and virtual objects, gives the opportunity
for better interaction with the augmented information. Additional characteristics of the
15
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real-world object or process under consideration are attached in the form of holograms
directly to the object itself [CFA+10]. Despite the broad definition of augmenting not
only sight, but potentially all senses, AR is most usable when it is applied to head-
mounted displays (HMD).
2.1.1 Microsoft Hololens Capabilities
In Chapter 1 it was already argued that with the recent advances in computing capabili-
ties and technology maturity it is now possible to utilize mobile devices for numerical
simulations. One of such promises devices is the optical see-through HMD - Microsoft
Hololens. In order to understand its benefits and limitations, there is a need to firstly
inspect its hardware [EMP+17]:
• Logical Processor: 4xIntel Atom x5-Z8100 1.04 GHz;
• Video Rendering: HPU/GPU Holographic Processing Unit;
• Memory: 64 GB Flash, 2GB RAM;
• Sensors: Inertial Measurement Unit (IMU), 4 microphones, ambient light sensor;
• Communication: Bluetooth Low Energy (BLE) 4.1, WiFi 802.11ac;
• Cameras: 4 environment-processing cameras, RGB camera and 1 depth camera
for mapping surrounding;
• Additional Capabilities: gaze tracking, gesture input, spatial sound and voice
support;
• Standby Time: 2-3 hours.
Additionally, Microsoft Hololens runs on Windows 10 operation system, thus the appli-
cations should be developed with Universal Windows Platform (UWP) technology, that,
among other things, includes extended API for network communication, supports multi-
ple numerical libraries integration and collecting data from external sensors through
BLE communication. For building user interface (UI) and data visualization the cross-
platform framework - Unity3D is officially recommended by Microsoft [EMP+17].
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2.1.2 Camera-space to World-space Coordinates Transformation
The AR devices, such as Microsoft Hololens, also provides the opportunity to utilize
simple computer vision methods. Utilizing the video tracking technique special features
of some predefined object or image can be detected. Additionally, the pose of the
detected image can be obtained when the correct projection from camera coordinates to
image coordinates is done. The pose is defined through location, that is described with
translation coordinates (x, y, z), and orientation, described by rotation angles (α, β, γ)
[Sil12].
Let the point have coordinates (x, y, z)T in the camera coordinate frame, then its pro-
jection on the image plane is (x/z, y/z, 1)T . Thus, for the set of non-collinear reference
points pi(xi, yi, zi)T , where i = 1, ..., n;n ≥ 3 in the world-space coordinates and cor-
responding camera-space coordinates qi(x′i, y′i, z′i)T , the relation between pi and qi is
described by the following equation:
qi = Rpi + T (2.1)
where R =

rT1
rT2
rT3
 and T =

tx
ty
tz
 (2.2)
are rotation matrix and translation vector, respectively [CFA+10].
Strictly speaking, the rotation matrix R consists of three fractions:
Rx =

1 0 0
0 cosα − sinα
0 sinα cosα
 and Ry =

cos β 0 sin β
0 1 0
− sin β 0 cos β
 and Rz =

cos γ − sin γ 0
sin γ cos γ 0
0 0 1

Suchwise arbitrary rotation, depending on the rotation order, can be expressed, for
example as R = RzRyRx [Sil12]:
R =

cos β cos γ cos γ sinα sin β − cos γ sinα cos γ sin β cosα + sinα sin γ
cos β sin γ sinα sin β sin γ + cosα cos γ sin γ sin β cosα− cos γ sinα
− sin β sinα cos β cosα cos β

The transformation from world reference frame to camera reference frame based on the
equations above is illustrated in Figure 2.1. Camera is assumed to be calibrated and the
optical distortion is not taken into account. The detailed overview regarding camera
calibration and detection error is given by Siltanen in [Sil12].
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Figure 2.1: Transformation from world reference frame to camera reference frame
adopted from [CFA+10].
Distance to Marker
After applying the transformation, the distance from the camera reference point to the
detected object can be easily found using Euclidean distance between points p and q in
the same coordinate system [Wik17a]:
d(p, q) = d(q, p) =
√
(q1 − p1)2 + (q2 − p2)2 + · · ·+ (qn − pn)2 =
√√√√ n∑
i=1
(qi − pi)2 (2.3)
This will be later used for distance estimation between the user, wearing augmented
reality device, and the detected marker in order to dynamically adapt the quality of the
visualized data.
2.1.3 Object Detection
As highlighted above, Hololens is equipped with the depth camera that enables mapping
the surfaces and save it in the form of spatial meshes. Unfortunately, as Garon et al.
conducted in their research [GBD+16], the high resolution depth data is not available
to the developers, thus making it impossible to use for object recognition. One of the
solutions proposed in their paper is to use external precise depth camera and transfer the
data in real-time to the Hololens via WiFi. However, this approach inevitably influences
bandwidth, requires additional hardware, that decreases mobility and requires additional
power source. Because if this limitation alternative techniques should be examined.
18
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Generally speaking, there exist two types of visual tracking techniques for object detec-
tion: feature-based tracking and model-based tracking [CFA+10]. Model-based tracking
requires some knowledge beforehand, that could be a 3D model reconstructed from the
object to be detected, or some predefined representation of its distinguishable parts or
elements. The main disadvantage of this technique is increased model size and large
mismatch between the real object and its digital representation due to difference in
amount of details, textures, etc. This makes it almost impossible to detect the object
with high confidence, the only feasible approach is to perform the lines detection and
matching or utilize the hybrid tracking with the help of sensors data [Sil12].
As an alternative, the feature-based ad-hoc tracking method could be used, that extracts
and recognizes feature set from marker-based image. Furthermore, image detection can
be used with the help of the RGB locatable camera directly available within the Hololens.
In the reminder of this section background of marker recognition and differentiation is
described in details.
2.1.4 Marker-based tracking
Markers can be used either for presence detection or carry additional information. The
later are hard to recognize from large distances and the encoded information is not
relevant in the context of presented approach, that concentrates on simple marker
shapes that can be distinguished. Two common shapes used as a marker tag are square
and circle. In case of a single circular marker tag, it is hard to argue about the pose,
because it always leads to ambiguity, however multiple circular tags increase the pose
accuracy and offer better location as described by Köhler et al. [KPS10]. In contrast,
square-shaped tags have sufficient amount of four non-linear points and thus yield
adequate pose estimation results even for a single marker.
Primitive shapes detection can result in a large amount of false-positives, thus in order
to correctly identify the image to be a marker, special features should be recognized, that
appear in the form of arbitrary images, digital codes or topological regions. Identification
of these features can be based on correlation between the marker image points or regions
and stored reference data. Another approach is reading the binary digits presented in
the marker image as code bins, fourier encoded code words or TriCodes [KPS10].
Most markers come in the form of square fiducial images with contrasting, usually
black, border and unique image in center. The border allows locating the marker
in environment and image pattern serves as a unique identifier. The ideal fiducial
should have the following properties: unambiguous position and orientation detection,
orientation invariance, faultless pattern identification and fast recognition [OXM02].
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Figure 2.2: Marker detection, identifications and pose estimation flow adopted from
[AM04].
The procedure of marker recognition is shown in Figure 2.2 and described in details
below.
In order to identify the corners of the border, line fitting to the edges can be applied with
the set of linear functions fi(x, y) = aix+ biy, which achieve the minimum values at the
searched vertices. After corner identification the marker image should be normalized
by finding the the homography matrix H that defines the correspondence between real
scene (x′i, y′i), i = 1, 2, 3, 4, and the identified corners (xi, yi), i = 1, 2, 3, 4 [GWB16]:
xi
yi
1
 = H

x′i
y′i
1
 =

h11 h12 h13
h21 h22 h23
h31 h32 1


x′i
y′i
1

Afterwards, the normalized image within the located region can be correlated with a
marker images, stored in the database. The basic approach to compare the candidate
image with the predefined pattern is to use mean squared error (MSE):
c(I, P ) =
(∑
x
∑
y
(
I(x, y)− P (x, y)
)2)1/2
where I(x, y) - candidate image, P (x, y) - pattern image, c(I, P ) - dissimilarity(small
values indicate similarity);
However, MSE is luminance invariant, so more advanced technique for image difference
detection is determining the correlation coefficient [AM04; OXM02]:
ρ =
∑
x
∑
y
(I(x, y)− µI)(P (x, y)− µP )
σIσP
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where the mean of the candidate and pattern image is given by:
µI =
1
xy
∑
x
∑
y
I(x, y)
µP =
1
xy
∑
x
∑
y
P (x, y)
and standard deviations as:
σI =
(∑
x
∑
y
(I(x, y)− µI)2
)1/2
σP =
(∑
x
∑
y
(P (x, y)− µP )2
)1/2
Finally, the pose is estimated by finding the rotation matrix and translation vector fol-
lowing the slightly modified procedure described in Section 2.1.2. In order to transform
from world coordinate system to marker image coordinate system the Equation (2.1)
should be multiplied by camera intrinsic matrix K [AM04]:
K =

αxf 0 u0
0 αyf v0
0 0 1

where f - focal length of the camera, αx - horizontal pixel size, αy - vertical pixel size,
(u0, v0) - projection of camera center (principal point);
2.2 Numerical Simulation
A great variety of physical, biological and chemical processes are described by means
of partial differential equations (PDEs) and application of recent advances in computer
resources and computational power facilitate more thorough analysis and evaluation of
mathematical models used to describe different real-world systems. However, analytical
form of PDEs can’t be processed directly because of its continuous nature, it should be
first discretized and appear as a linear system of algebraic equations easily processed by
computer. In order to solve this problem a large amount of numerical methods exist,
couple of which will be described in this section.
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2.2.1 Finite Difference Method
Finite Difference Method is based on replacing the derivatives in PDE by difference
approximations. As an example, the scaled boundary-value problem is taken, as proposed
by Langtangen in [Lan03]:
−u′′(x) = f(x), 0 < x < 1, (2.4)
u(0) = 0, (2.5)
u′(1) = 1. (2.6)
In order to apply the finite differences method, the domain (0, 1) needs to be partitioned
into n− 1 intervals [xi, xi+1], i = 1, . . . , n− 1, with x1 = 0, xn = 1. Then, for each point
in the grid (discretized domain) the approximate solution ui is sought.The second order
derivatives u′′(xi) are substituted by central difference approximations:
u′′(xi) ≈ ui+1 − 2ui + ui−1
h2
= u(xi + h)− 2u(xi) + u(xi − h)
h2
, (2.7)
where h = xi+1 − xi is the length of the interval and is assumed to be constant -
h = 1/(n− 1), the error of this approach to the exact derivative is of order h2. The u′i(xi),
in its turn, is approximated by the centered difference approximation:
u′(xi) ≈ ui+1 − ui−12h =
u(xi + h)− u(xi − h)
2h . (2.8)
Another requirement is that the differential equation must be fulfilled for each grid point.
Letting u1 = 0 and u′n = 1 be the boundary conditions, above transformations result in
the following n algebraic equations for n unknowns u1, . . . , un [Lan03]:
u1 = 0, (2.9)
ui+1 − 2ui + ui−1 = −h2f(xi), i = 2, . . . , n− 1, (2.10)
2un−1 − 2un = −2h− h2f(xn). (2.11)
This set of equations form a linear system that can be rewritten in matrix form Au = b,
where A is the n × n matrix of coefficients and b is the right-hand side. After getting
to this point, the system could easily be solved by numerous iterative methods(Jacobi,
Gauss-Seidel, SOR, etc.) [Saa03] or simply by Gaussian elimination.
2.2.2 Finite Elements Method
The main idea of the finite elements method is to find an approximation to the unknown
function u(x) in the following form [Lan03]:
uˆ =
M∑
j=1
ujNj(x)
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where Nj(x) - basis function; uj - unknown coefficients.
In this method the particular set of coefficients uj is sought that produces the minimal
norm of the error ||u− uˆ||, that is called residual.
2.2.3 Finite Volumes Method
The finite volumes method as opposed to previous methods uses the integral form of the
equation, that is specifically suitable for conservation laws [LeV02]:
d
dt
∫ x2
x1
q(x, t)dx = f(q(x1, t))− f(q(x2, t))
where q defines density and f - the flux.
The above equation shows that the change of some conserved quantity between any two
points x1 and x2 is regulated by the flow at the endpoints.
Finite volumes method solves the problem of discontinuities, where the differential
equations break by dividing the domain into grid cells and calculating the averaged
approximate integral over each of them. In each iteration the values are adapted
according to the flow through the edges of the grid cell that is possible by finding the
right numerical flux function to correctly approximate the flow [LeV02].
2.2.4 Advection–Diffusion Equation
As an example of partial differential equation for numerical simulation, the advection-
diffusion equation is used, that describes the transport of some material or energy with
the constant velocity (e.g heat distribution on the surface with the constant airflow).
The general form of the equation for 1D case is given by:
du
dt
= βd
2u
dx2
− axdu
dx
+ f
where u - the sought quantity, β - diffusion coefficient, ax - averaged velocity and f is
the function describing the flux of the matter u.
The equation above belongs to the general class of parabolic equations. However,
assuming the steady state of the system du
dt
= 0 the advection-diffusion equation is
transformed into the stationary form, that belongs to elliptic class of equations [KT17]:
−βd
2u
dx2
+ ax
du
dx
= f, 0 < x < 1, (2.12)
u(0) = 0, (2.13)
u(1) = 1. (2.14)
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One can definitely see the correspondence with Equation (2.4). So applying the same
reasoning as in Section 2.2.1, by substituting the d
2u
dx2 with the central difference approxi-
mation from Equation (2.7) and du
dx
with the centered difference approximation from
Equation (2.8) in Equation (2.12) one can get:
−βui+1 − 2ui + ui−1
h2
+ ax
ui+1 − ui−1
2h = f, on [0, 1], (2.15)
u0 = 0, (2.16)
un+1 = 0. (2.17)
that can be transformed to:
aui+1 + bui + cui−1 = f(xi) (2.18)
where a = ax2h − βh2 , b = 2βh2 , c = −ax2h − βh2 .
The equation Equation (2.18) represents the linear system of the from Au = f , where
u = [u1, u2, . . . , un]T is the vector of the unknown values, f = [f(x1), f(x2), . . . , f(xn)]T
is the right-hand side vector and A is the matrix of coefficients, that combines the a, b, c
fractions defined above.
This reasoning can be easily extended to 2D case as proposed by [DSD+17] for the
equation in the form:
−β∇2u+ ax∂u
∂x
+ ay
∂u
∂y
= f,
where ax and ay are the advection coefficients in x and y directions accordingly.
2.3 Reduced Basis Method
Discretization techniques described in Section 2.2 lead to the numerical models with
high dimensions, that imposes high hardware demands and results in high computation
times. Often the exact solution is not required and the result should be available
as soon as possible, that is the case e.g. in real-time applications or when multiple
results are requested depending on the input parameters change, the solution should
be computed on the device with constrained resource, etc. Thus the method should
exist that constructs the low-dimensional subspace from high-dimensional full numerical
problem, such that XN ⊂ X. One of such methods is the Reduced Basis Method (RBM),
that reduces the model to low-dimensional approximate solution u(µ), where µ is the
parameter vector, allowing fast computation even with the limited set of resources
[Haa16].
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2.3.1 Subspace construction
The subspace xN is usually constructed by means of snapshots, that is the precalculated
solutions for some defined parameters µi, i = 1, . . . , N . Those parameters act as a
training set, that’s why it is important for low approximation errors to choose suitable
parameter set, depending on the operational conditions. When the subspace is available,
the approximate solution uN(µ) ∈ XN is obtained from the reduced model, constructed
e.g. by Galerkin projection. The real solution can then be obtained as: u(µ) ≈ V uN(µ),
where V is the snapshot projection matrix [Haa16]. The above description is represented
visually in Figure 2.3.
Figure 2.3: RB-approximation adopted from [Haa16].
2.3.2 Parameter-separability
Another important property of the RBM is the affine parameter dependance, or
parameter-separability [Haa16]:
A(µ) =
QA∑
q=1
θAq (µ)Aq, QA ∈ N,
where θAq - is the coefficient function and A,Aq - matrices of the same shape. It gives the
possibility to solve the linear systems of the form Ax = b by precomputing the separable
matrices in advance, changing only the coefficient function θ(µ) for required parameter
set.
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2.3.3 Offline/Online Decomposition
The whole computation is then subdivided into two distinct parts: the offline phase
and online phase. Offline phase is used for generating the reduced model with the
required number of snapshots and usually requires high processing power, because of its
intensive computation procedure. During the online phase the approximate solution for
arbitrary parameter µ can be easily acquired, making it suitable for fast query answering
on resource constrained hardware. Moreover, the computation complexity for the online
phase depends only on the dimension of the reduced subspace XN for any full problem
space X [HO11].
2.3.4 Error estimation
It is also important to estimate the error of the approximate solution to the exact
one: e(µ) = u(µ) − uN(µ). In RBM the quality metric is given by the residual, that
for the system of linear equations A(µ)u(µ) = f(µ), using the approximate solution
uN(µ) defined above, is given by: r = A(µ)V uN(µ) − f(µ). The norm of the residual
again consists of separable matrices, that can be precomputed for fast error estimation
[DSD+17; VPRP03].
2.4 Code Offloading
Despite the growth in the computing power of mobile devices, most of them still lack the
ability to perform CPU-intensive operations efficiently, because of rapid battery drain,
energy consumption and heat dissipation. So the most complex operations should be
offloaded to the server and executed on the remote infrastructure either partially or fully.
There are mainly two distinct wireless technologies for client-server communication,
namely IEEE 802.11 (WiFi) and 3/4G cellular networks. However, as discovered by the
Cuervo et al. in [CBC+10] 3/4G technologies suffer large round trip time (RTT), that
appears to be the significant factor in energy consumption, so the proposed solution
is to utilize the nearby server infrastructure in the same network as the mobile device,
thus minimizing RTT and saving battery life.
The run-time component presented in [CBC+10] mainly consists of solver, that is
responsible for deciding if method should be executed remotely or locally based on the
data received from profiler, that constantly monitors the network connectivity, power
consumption, program characteristics and instruments the execution accordingly; and
finally the client and server proxies, that regulate control flow and transfer of the data
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according to solvers decision. These components are briefly shown in Figure 2.4. The
decision on which operations should be offloaded to the server is made by the application
programmer by means of annotating the code parts with remote meta-attributes, utilizing
the reflection API.
Figure 2.4: Code offloading architecture adopted from [CBC+10].
2.4.1 Safe-points
Important part in code offloading is also the data serialization and incremental data
transfer between client and server for minimizing the bandwidth and exchange of only
the relevant information instead of complete state of the system. This is particularly
useful in case of network failures, when the previous parts of the state are stored on
the client, and the communication channel is able to recover after link restore using the
preemptive code offloading as proposed in [BDR14]. In their paper Berg et al. use the so
called safe-points, that represent the intermediate states or snapshots of the system, sent
dynamically with adaptive scheduling algorithm. The execution time of the code blocks
are predicted using the history-based approach [CBC+10], that maps input parameters
to the previously stored execution times. And the connectivity is predicted using the
time-continuous Markov chain, that is built mainly from the latency and bandwidth
parameters.
Two approaches described above have a serious drawback, that is the need to share and
synchronize the state between client and server, because the code is splitted between
two parties. Often, it is not feasible to make such split, whereas mobile client and server
should process the independent set of operations. Thus, presented work makes a clear
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separation of concerns, completely offloading process intensive tasks to the server and
communicating back the reduced model, that can be efficiently utilized by the mobile
device independently. It saves the bandwidth overhead of continuous state transfer and
code synchronization by making fewer requests to the server that allows the mobile
device to be more autonomous.
2.4.2 Server cache
Another approach to minimize the communication latency for code-offloading technique
is to use the remote-side hash as proposed in [BDR15]. By utilizing the local cache
on the server the data access time is drastically improved and in the case of cache hit
the mobile device can acquire the result almost immediately, where the bandwidth and
latency of the network is the only limiting factor. The cache is stored remotely in the
form of huge hash map that maps the incoming unique keys from the request with the
available data on the server. On the other hand, it takes substantially larger time to first
execute the code remotely and then send it to the client in case of cache miss. Often, it
is better to execute the code locally on the mobile device in case of unstable connection,
low network quality or when the local execution would be faster compared to offloading
processing to the server without precomputed cache. The above technique is utilized in
presented method to retrieve the precomputed reduced models from server cache for
fast data transfer, thus minimizing the communication latency.
2.5 Distributed Reduced Basis Method
As described in previous section, despite offloading compute intensive tasks to the server
the state of the whole application should be constantly monitored and synchronized,
that imposes bandwidth overhead, requires storing additional safe-points and limits the
autonomous usage of the mobile device.
As a solution Dibak et al. in their paper [DSD+17] propose to use the RBM (see Sec-
tion 2.3) approach to precompute the reduced model for the set of given parameters, so
called training set, and quality constraints, such as discretization factor D and maximal
residual rmax on the server in order to later perform fast approximate computations
for given simulation parameter set µ on mobile device. Even on the powerful server
infrastructure computation of the reduced basis takes reasonable amount of time, typi-
cally exceeding the pure offloading of the full problem solution to the server, however,
when the reduced model is formed and transferred to the mobile device it is capable of
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providing the acceptable solution for the range of input parameters with low latency for
better user experience.
2.5.1 Basic approach
The above paper presents couple of approaches for utilizing RBM in efficient manner.
The most straight forward is the basic approach, when the mobile device is mainly
responsible for efficiently answering multiple user queries for the changed simulation
parameters, coming from the sensor readings, using the reduced basis, requested from
the server. However, it has couple of serious drawbacks, namely the acceptable error
of the approximate solution can only be guaranteed for the parameters that fit into the
range of reduced model’s training set; the training set is not adapted depending on the
operational conditions; it makes no estimation on the communication link quality and
time needed to load the reduced basis from server to mobile device.
2.5.2 Adaptive approach
One of the problems is solved by the Adaptive approach, when along with answering
the user queries the error of the approximate solution is estimated and if it exceeds the
rmax the new exact solution for parameter µ is requested from the server. The server
then updates the reduced model with the new snapshot and newly calculated separable
matrices and sends the result back to client, thus eliminating the error for the specific
parameter µ. The problem with this approach arises when the physical system under
consideration rapidly changes the range of parameters. In this case, the upper bound of
approximate solution error, identified by rmax, can’t be guaranteed for all the parameters
in the updated range.
The system, developed in this work, will utilize the approaches presented in [DSD+17],
while solving the above mentioned problems and limitations, and extending their appli-
cability to the set of numerical simulations, identified from the real-world environment
and operational conditions of the system.
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In this chapter, the system model for numerical simulations on augmented reality devices
will be described, followed by problems arising within the design of such system.
3.1 System Model
Figure 3.1 gives the overview of the system components, representing two physical
components: mobile device and server; as well as three software components: numerical
simulation, middleware and user application.
The simulation middleware runs on both mobile device and server, orchestrating their
communication. The server is responsible for complex numerical computations of the
numerical problem and mobile application uses the simulation results received from the
server to present additional data to the user. As the communication link between the
server and mobile device IEEE 802.11 (WiFi) technology is used. Below each component
will be described in details.
Figure 3.1: System components and their interconnections.
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3.1.1 Mobile device
The mobile device appears in the form of augmented reality glasses, that collects visual
and sensor data of the surrounding, forming the raw sensor data list p = {pi}, i ∈ N .
Real-world objects are represented by markers with unique feature images, defined as
tags. While the user of the system changes location, mobile device performs the dynamic
mapping between the tags M = {m1, . . . ,mn} and corresponding numerical simulations,
see Figure 3.2. Mobile device is connected with the middleware through the client app,
sending all the acquired data for further processing, previously mapping the sensor
values p to simulation parameters µ = {µj}, j ∈ N through the corresponding mapping
function: g(p) : p 7→ µ. Additionally, after the middleware has verified the connection
status, mobile device can decide on the future execution strategy in case of network
failure. When the reduced solution for the numerical simulation under consideration
is received from the middleware, mobile device first stores the reduced bases Rmob
in internal storage, identified by the available space savail, for fast computation of
approximate simulation result. Finally, the identified real-world object is augmented
with the solution of numerical problem in the form of virtual data.
Figure 3.2: Interaction with different systems through mobility.
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3.1.2 Server
The server is often situated on the remote data center or cloud infrastructure. It allows
the use of the most efficient hardware, specialized for fast numerical computations or
the processing resources can be scaled-up horizontally by adding additional computing
nodes. From the above reasoning, it is especially suitable for solving numerical problems.
Almost unrestricted storage and processing capabilities make it possible to store and
process multiple simulations for the large range of input parameters set. The particular
simulation can then be chosen depending on the request context. Server is then respon-
sible for solving the numerical problem for exact input parameters received from the
middleware and storing the result in cache for further requests. If S is the set of all
simulations and ∀S : ∃{Rs}, where Rs = {rm},m ∈ N - the set of all possible reduced
bases for the particular simulation, then all precalculated reduced models Rpre ∈ Rs,
available on server, are stored in RB-models database.
3.1.3 Numerical Simulation
Numerical simulations can span the wide range of physical models and are generally
implemented by the simulation expert. Despite the ability to solve the problem with
some generic algorithm, the expert usually selects the most suitable solver method
for specific simulation, for example using the RBM as discussed in Section 2.3. In
either case, the quality specifications of the system should be defined. They can be
regulated by some quality metrics, as the discretization parameter of the full problem D,
maximum error of the simulation results in the form of residual rmax or the training set
T = {µ1, . . . , µn}, n ∈ N that determines the number of snapshots and the applicability
range of the reduced model. Through the middleware, each simulation is mapped to
the corresponding real-world tag and the reduced model database (RB-database), that
stores the reduced bases for the set of input parameters and quality constraints defined
above.
3.1.4 Middleware
The middleware acts as the distributed controller, connecting the server and mobile
device, while executing the code on both components. It is responsible for preprocessing
the sensor data, received from the user application, mapping the recognized real-world
tags to the corresponding numerical simulations, monitoring the status of communication
link and sending the result back to the user application for further interpretation.
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3.1.5 User Application
User application encodes all of the environmental data as well as the simulation tag
and quality requirements and sends the query to the midlleware. It sends the queries
periodically in correspondence with the sensor values p and changed quality demands,
identified by the visual perception parameters v. It also decides on the execution strategy
(should the simulation be performed directly on the mobile device, by solving the full
numerical problem as discussed in Section 2.2.4, or the reduced model should be
requested from server by finding the required reduced basis from RB-models database),
depending on the connection status, received from the middleware. User application
either solves numerical problem directly on mobile device or answers user queries locally
with low latency, after receiving the reduced basis from the middleware. Regardless of
the selected strategy, simulation results are dynamically presented to the user. For the
identified problem and current set of parameters only corresponding reduced model is
requested, thus saving available storage savail, energy and increasing responsiveness,
that can be identified as the time ts from sending the query to presenting the simulation
results to the user.
3.2 Problem Statement
The results of numerical simulations should be available ubiquitously for the user
demand in place (e.g. in physical lab, production lines, manufacturing, etc.). The main
challenge is to identify the particular simulation and have the reduced model available
on the mobile device, without the need to preload it in advance. Mobility also comes into
play, whereas specific objects and physical places should be dynamically mapped to the
corresponding model while the user changes its location and examines particular system.
The foregoing problems are also complemented by the limitations of the mobile device:
limited storage, low computational resources, constraints on power consumption. In
addition, the specialist in the field should be able to interactively change the input data
set and perceive the results of the simulation in adequate time. As a consequence the
low latency should be achieved for calculating the simulation results. Figure 3.3 depicts
the general overview of the problem.
Optimization Problem
The problem is to find the optimal way of solving the numerical problem, either by
dynamically selecting the reduced simulation model available on the mobile device,
requesting the reduced solution from server or performing the calculation of the full
problem directly on the mobile device in order to find the best simulation time ts for
the given set of parameters. The selection of specific solution depends on the following
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Figure 3.3: High level overview of the problem.
constraints: simulation quality, available storage on the mobile device, bandwidth of
communication link and quality of user experience (QoE) - see Figure 3.4.
Simulation quality
The quality of numerical simulation result can be regulated by means of the
discretization parameter D of the full problem, maximum error of the approximate
solution given by residual rmax and the training set T = {µ}, where µ is the set
of particular simulation parameters. The problem now is to dynamically map
those simulation parameters to the quality metrics of user experience (QoE), that
come from the sensor readings p and visual perception parameters v. Then for the
approximate solution uN(µ), the problem of selecting the training set for reduced
model is define as:
∀p : ∃T{µ}, s.t. error(uN(µ)) ≤ rmax
In such a way, the optimal function should be found for precalculating the training
set, depending on the given parameters, in order to minimize the approximation
error with the upper bound of maximal residual.
Additionally, there should exist the mapping function between user perception
parameters v and full problem discretization D: map(v) : v 7→ D, such that
the quality of simulation result is adapted in accordance with user experience
demands.
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Figure 3.4: Reduced model selection and limitations.
Storage
It is not possible to preload all possible reduced bases for all simulations and
parameter sets to mobile device. That is, only the relevant set of reduced simulation
models need to be loaded to the internal storage of mobile device, keeping their
total size below the available space savail:∑
r∈Rmob
s(r) < savail,
where s(r) - the space taken by one reduced model, Rmob - set of all the reduced
bases, available on the mobile device.
Bandwidth
The user expects to perceive the results of the simulation with minimum latency
and adaptive quality. In the case of connection loss the time for simulation
calculation ts should be finite, that is ts < ∞, otherwise it would contradict the
quality constraints. So there should exist a method to identify the network failure
and still allow to dynamically follow the parameter change and present valuable
data to the expert, possibly with the coarse result. Let the function a(t)→ {0, 1}
represent the network availability at time t. Then the problem of permanent
communication link failure can be formulated as follows:
a(t) = 0 =⇒ ts 7→ m(t) s.t. ts <∞
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That is, if the network is not available at time t, when the simulation update is
requested, the aim is to make the simulation calculation time ts finite by switching
to the alternative computation method m(t).
Server cache
For the particular set of simulation quality parameters, namely training set T ,
discretization factor D and maximal residual rmax, it should be identified if the
corresponding reduced basis r(D,T, rmax) is already precalculated on server by
checking if it is stored in RB-models database: r ∈ Rpre, where Rpre represents the
server cache as defined previously. Solving this problem will allow to optimize the
time of reduced basis delivery in case of server cache miss scenario.
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4 Methodology
This chapter describes the approach of selecting the simulation depending on the recog-
nized real-world objects, loading only relevant reduced model for the RBM, depending
on simulation quality parameters to overcome mobile storage constraints, and providing
the user with additional data, in the form of simulation results, to better understand
and interact with the system of interest.
As the input data for the approach, the identifier for the real-object is expected, that is
defined as a tag. It is assumed, that for every tag there exists a mapping to particular
simulation, that will determine the simulation parameter set and quality metrics. Another
input is generated from the environmental sensor values that determine the range of
simulation parameters and allow dynamic observation of the process.
4.1 Approach overview
All the steps required to present the simulation results to the user are illustrated in
Figure 4.1, and described below:
Simulation tag mapping
While the user changes its location the application constantly monitors the envi-
ronment, analyzing the video stream captured by the integrated camera of mobile
device, in order to find predefined image patterns in the form of fiducial markers
(see Section 2.1.4). When the marker is recognized, its pose and world-space
coordinates are estimated as described in Section 2.1.2. Then the particular tag
is identified and mapped to the corresponding simulation, adapting its quality
depending on the distance to the user.
Training data collection
The environmental sensor values are periodically read to understand the context
of the system. Typical values of sensor readings are collected in order to form
the training data set T for reduced model of the simulation. It is also adapted
for dynamic change of the operational range, such that the approximate solution
error is minimized. The current sensor readings are mapped to the simulation
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Figure 4.1: Overview of the individual steps of the approach.
parameters µ and act as the input for user queries to continuously track the system
behavior.
Simulation quality selection
Depending on the user experience parameter, or the visual perception parameter
v, that is defined as the distance d to the marker, the discretization parameter D
of the identified simulation is adapted to provide the expert with the adequate
amount of information that can be perceived. Here, the maximum allowed error
of the approximate solution is also defined, determined by maximal residual rmax
(see Section 2.3.4).
Reduced model request
After identifying the simulation quality parameters, consisting of the training
set, discretization factor and maximal residual defined above, the corresponding
reduced basis is requested from server. But depending on the server cache, there
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exist two distinct cases: the requested reduced model is already precalculated
on the server or it should be constructed from scratch by solving the set of full
numerical problems for the given training set. So the request to identify the basis
availability is sent in advance to minimize the latency for future quality updates.
Execution strategy selection
When the simulation itself and all of its parameters are known, the connection
quality is verified in order to decide on the strategy of choosing the computation
method. When the communication link suffers permanent or partial failure, the
approach first checks if the reduced basis for the current set of parameters is
already available on the mobile device, so it can be reused, utilizing the RBM
technique. If it is not the case, system switches to computation of the full problem
on the mobile device, lowering the simulation quality if needed. For the normal
operational conditions, when connection is not broken, approach uses the reduced
basis with maximal available quality, while waiting for the updated reduced model
from server.
Result visualization
After solving the numerical simulation problem, depending on the strategy defined
above, the results are presented to the user in the form of the hologram overlaid
on the real-world object, using the pose and distance estimation, performed in
the first step, with the resolution that corresponds to the previously identified
discretization parameter D.
4.2 Simulation tag mapping
In this step, mappping between real-world objects and corresponding simulations is
done by using tags, identified by the predefined image patterns (e.g. the interior image
of the fiducial marker). Surely, the selection of target object is not limited to the specific
choice of marker patterns, generally, any technique of object recognition and image
detection can be used, that can be recognized by the computer vision algorithms. This
decision is based on the reasoning, described in Section 2.1.3.
Pose estimation and correction
Utilizing the continuous video stream from the RGB integrated camera, available on the
mobile device, each frame is analyzed with the help of computer vision algorithm to
recognize the exterior shape of the marker and get its rotation matrix R, presented in
the form of quaternion, and translation vector T . The identified position and rotation
usually deviate from the real-world values due to improper camera calibration (see
Figure 4.2). In order to eliminate the produced offset, the affine transformation is
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applied, as proposed by Qian et al. in [QAKN17], where this method is identified to
produce the minimum reprojection error. So if the original normalized coordinates of
the marker points identified by the tracking system are given by q = {q1, . . . , qn}, then
new coordinates after applying the transformation p = {p1, . . . , pn} can be obtained
as:
pi = TA × qi, TA =

a11 a12 a13 a14
a21 a22 a23 a24
a31 a32 a33 a34
0 0 0 1
 ,
where the parameters aij are identified manually, achieving the best perceptible align-
ment.
Figure 4.2: Mismatch between the identified and real-world position and rotation.
Mapping simulation to real-world tag
After the object is identified to be a marker, the specific interior image is correlated with
the predefined patterns in order to uniquely identify the real-world tag (see the details
in Section 2.1.3). So, for the current location, the set of parameters (location, tag) is
passed to server for mapping the identified tag with the corresponding simulation by
the following procedure: let the list of all the predefined simulations be a vector S =
{s1, . . . , sn}, where n ∈ N - the amount of unique simulations, and M = {m1, . . . ,mn} -
the list of the tags for mapping the real-world objects to corresponding simulation model,
identified by the marker feature. Then for a given tag mi and current user location l the
mapping function for the corresponding simulation si is generally defined as:
mi 7→ si(l), 1 < i < n, n ∈ N.
In presented approach, each marker tag has the unique identifier, that acts as a key for
one-to-one mapping to the particular simulation through the hashmap data structure,
though mapping can as well be done through the database engine or other techniques.
The specific marker object, that is constructed for the identified marker tag, then stores
the corresponding simulation as its property for future user queries.
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Algorithm 4.1 Marker detection and simulation mapping
1: procedure MARKERTRACKING(preTags, detectedMarkers, C)
in: preTags represents the set of predefined marker tags,
detectedMarkers represents the set of all recognized markers,
C represents the camera world-coordinates vector
2: loop
3: feature← analyse video frame and extract feature image
4: for all preTag ∈ preTags do
5: if correlation(feature, preTag) → 1 then
6: detected← True
7: end if
8: end for
9: if detected then
10: id← tag identifier from preTags
11: (R, T )← identified rotation matrix and translation vector
12: correct(R, T ) // apply the affine transformation for offset correction
13: d← distance(T,C) // determine the distance to the user
14: if id ∈ detectedMarkers then
15: detectedMarkers(id)← (R, T, d)
16: else
17: simulation← sendTagToServer(id) // get simulation for identified tag
18: marker ← (simulation,R, T, d) // construct the marker object
19: add marker to detectedMarkers
20: end if
21: end if
22: end loop
23: end procedure
Distance estimation
Another value of interest is the distance d to the marker. This value can be obtained
after identification of markers world-space coordinates wm = (x′, y′, z′), assuming that
camera world-coordinates wc = (x, y, z) are known, by the Euclidean distance between
two point in 3D space as mentioned in Section 2.1.2:
d(wc, wm) =
√
(x− x′)2 + (y − y′)2 + (z − z′)2.
The described steps are executed continuously, allowing to dynamically track the pose
of the marker and the distance to the user. It also allows to either simulate different
processes for multiple markers simultaneously or switch between the simulations, ob-
serving one tag at a time. The general procedure for markers detection and simulation
tag mapping is outlined in Algorithm 4.1.
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4.3 Training data collection
Mobile device constantly monitors sensors, broadcasting environmental data for the cur-
rent location. The raw sensor values can act as the input data for the simulation directly,
or they can be previously mapped to the specific simulation parameters µ = {µ1, . . . , µn}
(e.g. for the advection-diffusion problem this parameters are (µdiff , µadvx, µadvy), namely
the diffusion coefficient, advection in x and y direction). In order to simulate the system
behaviour for different operational conditions, the distribution of the simulation param-
eters is constructed, using random set of values in the predefined range [µmin, µmax].
Algorithm 4.2 Training set construction
1: function TRAININGSET(µrange1 , . . . , µ
range
n )
in: µrange represents the range [µmin, µmax] of distinct simulation parameter
out: trainingSet represents all possible combinations of given parameters
2: µ1 ← min(µrange1 )
3: while µ1 ≤ max(µrange1 ) do
4: µ2 ← min(µrange2 )
5: while µ2 ≤ max(µrange2 ) do
6: . . .
7: µn ← min(µrangen )
8: while µn ≤ max(µrangen ) do
9: add (µ1, . . . , µn) to trainingSet
10: µn ← µn + step(µrangen )
11: end while
12: . . .
13: µ2 ← µ2 + step(µrange2 )
14: end while
15: µ1 ← µ1 + step(µrange1 )
16: end while
17: return trainingSet
18: end function
Training set construction
Based on the collected sensor data, the training set T = {µn}, 1 < n < M is constructed,
where M is the amount of distinct parameters, that defines the applicability range
of simulation result approximation, not exceeding the error threshold of maximum
residual rmax. The training set is generated on basis of statistical parameter values
distribution. However, for current approach it is sufficient to simulate this distribution
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by the predefined interval of parameters in the range described in previous paragraph,
changing the step width for more coarse or fine-grained set. This approach gives us the
possibility to model the behavior of the system in case of rapid operation conditions
change and dynamically react by adapting the training set interval accordingly. The
construction of the training set is shown in Algorithm 4.2.
4.4 Simulation quality selection
The quality of the simulation is determined by the discretization parameter D, that
defines the reduced space dimension. Evidently, the quantity of the information and
simulation result perception quality grow with respect to this parameter, but compu-
tation intensity and the size of the reduced model grow as well for increased problem
dimensions. Thus the approach is developed to optimize the user experience, while at
the same time minimizing the latency of presenting the result to the user.
Discretization parameter selection
First, the discretization of the full problem should be found, such that result appears
in adequate form for user perception. As the user perception metric the distance d
to the identified marker is selected. Then the function is constructed, such as m(d) :
d 7→ D. It is defined as the mapping function between the discrete distance intervals
di = (di1, . . . , din) and the corresponding simulation sizes D(D1, . . . , Dn), where n is the
amount of discrete parameter values (see Figure 4.3):
∀d ∈ R|d > 0 : ∃Dj s.t. d ∈ dij =⇒ m(d) 7→ Dj.
Figure 4.3: Full problem discretization parameter selection depending on the distance
to marker.
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Simulation quality change
The maximal error of the numerical solution approximation is defined by the maximum
residual rmax to present the result that closely follows the exact system behavior and is
set by the domain expert. Next, it is being checked if the new discretization parameter
Dj changes the simulation quality requirements. In such a case, system tries to find
the corresponding reduced model r(Dj, T, rmax), determining the training set T for the
current parameters range [µjmin, µjmax], as defined previously in Section 4.3.
At first, the search is conducted among all preloaded bases in the cache of the mobile
device Rmob. Additionally, the connection to the server is monitored in order to de-
tect network failure, verifying whether the response time from server tr exceeds the
maximum allowed timeout trmax.
The discretization value for the current simulation is updated either if the basis is
available on the mobile device or the connection with the server is broken. It is then the
work of the execution controller to decide on the solution strategy, that will be described
in following section.
All of the steps described above are depicted in Algorithm 4.3. It is also important to
notice, that this procedure is applied for all the detected markers simultaneously and
independently, so multiple simulations can be observed in parallel with different set of
quality parameters.
Algorithm 4.3 Simualtion quality determination
1: procedure QUALITYCONTROLLER(Dc, dm, rmax)
in: Dc represents current simulation discretization parameter value,
dm represents distance to the current marker
rmax represents maximal residual
2: Dj ← m(dm) // map the distance to the simulation size
3: T ← TrainingSet([µjmin, µjmax])
4: connection←
True, network is available: tr < trmaxFalse, network is not available: tr > trmax
5: if Dc ̸= Dj then
6: if
(
r(Dj , T, rmax) ∈ Rmob
) ∨ (not connection) then
7: Dc ← Dj
8: else
9: RequestBasis(Dj , T, rmax)
10: end if
11: end if
12: end procedure
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4.5 Reduced model request
When all of the simulation quality parameters are known, the updated basis needs to be
requested from server if it is not available in the cache of the mobile device Rmob. All
of the parameters are firstly serialized in order to efficiently utilize the bandwidth and
sent within the basis request. Depending on the server cache, the request time can vary
significantly as discussed in Section 2.4.2. For the initial request with low discretization
parameter D1 the time to calculate and load the reduced model is small, but for more
fine-grained results, i.e. higher values of D, calculation of the full problem on the server
takes substantial amount of time. Presented approach allows to identify basis availability
and preload the reduced models in case of server cache miss scenario r /∈ Rpre.
Basis availability request
Figure 4.4: Request flow for basis availability verification and preloading for server
cache miss scenario.
While requesting the basis rj for the updated simulation size Dj, server availability
of the precalculated reduced model for the next discretization parameter Dj+1 is also
verified. The function h : (r) 7→ hash is defined to calculatet the effective hash, uniquely
identifying the reduced basis r. This hash is then sent to server, that tries to find the
corresponding entry in RB-models database and returns one of two states: {0, 1}, either
the basis is available on server or not (see Figure 4.4). For the reduced model rj+1, that
corresponds to the discretization parameter Dj+1 the availability is defined as:1, ∀rs ∈ Rpre : ∃rs s.t. h(rs) = h(rj+1)0, otherwise
where Rpre is the set of all the precalculated basis stored in server cache.
If the basis is available on the server (cache hit), it is immediately returned and the
latency is only determined by the communication link. On the other hand, if the
following basis is not precalculated on the server, the reduced model should be first
computed for the increased discretization factor Dj+1, that can increase the time for
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presenting result to the user significantly. In order to minimize the latency for future
user queries, while requesting basis for current simulation size Dj, another request is
made to preload the basis for Dj+1 in advance. Thus for server cache miss scenario
the time for future simulation quality updates is decreased and for cache hit scenario,
the internal storage space of mobile device is saved by loading the updated basis only
when required. The code flow for requesting the updated basis from server is shown in
Algorithm 4.4.
Algorithm 4.4 Requesting basis from server
1: procedure REQUESTBASIS(Dj , T, rmax)
in: Dj represents updated simulation discretization parameter value,
T represents the calculated training set
rmax represents maximal residual
2: pserj ← serialize(Dj , T, rmax) // serialize simulation quality parameters
3: rj ← sendRequestToServer(pserj )
4: add rj to Rmob // save received basis to mobile device cache
5: hashj+1 ← h(Dj+1, T, rmax) // compute hash for next simulation size Dj+1
6: basisAvailable← requestAvailableOnServer(hashj+1)
7: if (not basisAvailable) then
8: pserj+1 ← serialize(Dj+1, T, rmax)
9: rj+1 ← sendRequestToServer(pserj+1)
10: add rj+1 to Rmob
11: end if
12: end procedure
4.6 Execution strategy selection
After defining the quality parameters of the simulation, system needs to select between
two approaches: either perform the approximate computation using the reduced basis,
loaded from server utilizing the RBM, or compute the full problem solution directly
on the mobile device. By choosing the appropriate approach, the system is able to
dynamically answer user queries for the given set of input simulation parameters µ with
minimum error and latency.
In order to make such a decision, the availability of required reduced basis on the mobile
device and the status of the communication link between mobile device and server need
to be known. The differentiation is made only between two states, namely: connection
is available or connection is unavailable. Presented approach doesn’t use the network
quality prediction techniques or bandwidth monitoring as described in [DDR15], but
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this methods could be easily integrated to switch between two approaches with respect
to communication quality variations.
Figure 4.5: Flowchart of solver selection procedure.
The flow of the decision making is illustrated in Figure 4.5. Initial check identifies if the
reduced basis for the given simulation quality is already loaded on the mobile device
and in such a case it is being reused, utilizing the RBM technique. If the reduced basis is
not available in the cache of mobile device and there is no connection with the server,
the simulation quality is lowered, by trimming the discretization parameter D to the
maximum value Dmobmax for mobile calculation in order to keep the time of presenting
result to the user in adequate bounds. Then the full problem for the given simulation
parameter set µ is solved directly on mobile device, thus still allowing to periodically
answer user queries and track parameter change. In case of stable connection with the
server, the absence of updated reduced model on mobile device means that it is still
being requested from the server, so the suitable reduced basis is searched among the
loaded bases on mobile device Rmob for previous discretization parameter Dprev, training
set Tprev and maximal residual rprevmax:
Rmob ̸= ∅ =⇒ ∃ri(Dprev, Tprev, rprevmax), ri ∈ Rmob, 1 < i < N,
where N is the amount of available bases on mobile device. While waiting for the server
response, found basis is used to answer user queries with RBM technique.
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RBM
The basic approach for solving the numerical simulation, using the reduced basis method
(RBM), follows the technique presented in [DSD+17] with slight modifications. The
general flow is presented in Algorithm 4.5 and discussed below.
Algorithm 4.5 Reduced Basis Method Strategy
1: function REDUCEDBASISSTRATEGY(rcurr, rj ,µ1 . . . µn)
in: rcurr represents currently used reduced basis
rj represents the reduced basis, received from execution strategy controller
µ1 . . . µn represents given simulation parameters set for current query
out: u represents the result of numerical simulation
2: if (rcurr = ∅) ∨ (rcurr ̸= rj) then
3: rcurr ← rj // updated basis is loaded for answering current query
4: end if
5: uN ← solveReduced(rcurr, µ1 . . . µn) // reduced solution for given set of parameters
6: if residual(uN) > rmax then
7: T ← TrainingSet([min(µ1 . . . µn),max(µ1 . . . µn)]) // update training set
8: request updated basis for new T
9: end if
10: V ← snapshots(rcurr) // extract snapshots matrix from reduced model
11: u← mul(V, uN) // get the real solution
12: return u
13: end function
Initially, the reduced basis, received from the execution strategy controller is compared
to the previously used one, in order to obtain if the updated reduced model has been
loaded. If it is the case, the new reduced basis is read from the cache of mobile device
and used for the following steps, otherwise, previous basis is reused. First, the reduced
solution uN is calculated, in order to estimate the approximation error. If it exceeds the
maximal residual rmax, the new training set T is calculated for the updated parameters
range and new basis is requested from the server. In contrast to adaptive approach,
proposed by Dibak et al. and discussed in Section 2.5.2, instead of computing additional
snapshot for the given simulation parameters, the basis is completely updated for new
parameters range. Despite increased computational effort, this method guarantees the
upper bound of approximation error to not exceed maximal residual rmax for the given
range of parameter values. This approach is thus suitable for the systems, that operate
mostly in predefined operational ranges, that are changed periodically to examine the
system under specific conditions. Finally, the real solution u of the numerical simulation
is obtained by multiplying the reduced solution uN with the snapshot matrix V : u = V uN ,
as discussed in Section 2.3.1.
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Mobile computation
When the execution strategy controller decides to perform the calculation of the full
problem directly on the mobile device, user application needs to construct the linear
system Ax = b for the specific partial differential equation (PDE), corresponding to
the detected simulation. The input is presented by the given parameters of simulation
{µi . . . µn}, coming from sensor readings, and the full problem dimension, received from
execution strategy controller, limited to the maximum value Dmobmax. In order to build the
coefficient matrix A and the right-hand side vector b, the finite difference discretization
method is applied to the PDE of detected simulation, as described in Section 2.2.1. After
that, the LU decomposition method [Wik17b] is applied to solve the linear system and
get the simulation solution (see Figure 4.6).
Figure 4.6: Full problem solution flow.
4.7 Result visualization
After the result of the simulation is known, it appears in the form of the solution vector
(u1, . . . , uN), where N is the count of result values, determined by the discretization
parameter D: N = D2. In order to construct the 2D virtual plane for visualizing the solu-
tion, this vector should be transformed to matrix form by mapping flat values to the set of
rows, assuming the square plane: (u1, . . . , uD), (uD+1, . . . , u2D) . . . , (uD2−D+1, . . . , uD2).
After the matrix representation M is constructed, individual cells should be mapped to
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the corresponding texture, that corresponds to result value and determines the value of
interest(e.g. intensity, temperature, pressure, etc.). Before the texture mapping is done,
the result values ui, i ∈ N should be first normalized to [0; 1] interval:
unormi =
ui −min(u1, . . . , uN)
max(u1, . . . , uN)−min(u1, . . . , uN) .
Then the normalized values are mapped to given texture t(unormi ) : unorm 7→ C, where
C = (c1, . . . , cM) are the texture color values with M distinct colors. Finally, when
the plane is ready, the rotation matrix R and translation vector T are applied to align
the hologram with the detected real-object, determined from the step in Section 4.2.
Described procedure is shown in Algorithm 4.6.
Algorithm 4.6 Visualization of simulation solution
1: procedure VISUALIZERESULT(N, u,R, T )
in: N represents the totall amount of result values
u represents the solution vector
R represents the rotation matrix
T represents the translation vector
2: rows, cols← √N
3: M ← matrix(rows, cols) // define empty matrix
4: for row in [0, rows) do
5: for col in [0, cols) do
6: i← mul(row, rows)+col
7: unormi ←
ui −min(u)
max(u)−min(u)
8: ci ← texture(unormi ) // map normalized value to texture color
9: Mrow,col ← ci
10: end for
11: end for
12: apply (R, T ) to M // define position of virtual plane
13: end procedure
52
5 Implementation
For system evaluation, all the required components were implemented, in order to
solve the following tasks: predefined real-world tags recognition and their mapping
to corresponding simulations; efficient computation of numerical simulation, using
reduced basis method (RBM); solving the full problem on mobile device in case of
network failure; presenting results to the user in the form of virtual augmented object.
The above mentioned components consist of: the client-side middleware, used for man-
aging simulation computation and communication with server; and user application,
used for predefined real-world tag detection, identification of simulation quality param-
eters and data visualization. In this section, the implementation of the above mentioned
components will be described in details.
5.1 Numerical libraries
For the presented approach, the solver for computing the full problem solution directly
on the mobile device should be found. In order to make such a decision, three dif-
ferent numerical libraries were selected to evaluate their performance, namely the
MathNet.Numerics, Accord.Math managed code libraries and Eigen C++ native library.
For evaluation purposes, the advection-diffusion numerical problem was selected with
the constant right-hand side vector. All of the libraries inherit from the common parent
class MobileSolver, that provides the solve method, taking the diffusion coefficient,
advection in x and y directions as parameters. Also the dimension of the full problem is
defined by fullProblemDim property as shown in Figure 5.1.
NMathSolver
The MathNet.Numerics provides the DenseMatrix, SparseMatrix and DenseVector,
SparseVector classes from MathNet.Numerics.LinearAlgebra namespace to represent
the dense and sparse matrices/vectors accordingly. In order to solve the linear system
of equations, fullMatrix and rhsVector methods were used to construct the matrix if
coefficients and the right-hand side vector, evaluating both sparse and dense matrices,
as presented in evaluation.
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Figure 5.1: UML class diagram for numerical libraries, used for solving the full problem.
AccordSolver
The AccordSolver implements the same methods for constructing the coefficient matrix
and right-hand side as NMathSolver,however, Accord.Math library extends the standart
one-dimensional and two-dimensional arrays with additional linear algebra methods,
thus making it suitable for extending legacy code, or porting the implementation from
other languages.
EigenSolver
The native nature of Eigen C++ library introduces some interoperability issues between
the managed and unmanaged (native) code. Thus, it is required to implement the
wrapper method solveDiffAdv, that calls the native method, only after allocating the
needed amount of managed memory and passing the pointer to this buffer, together
with its size and the dimension of the full problem. After receiving the result from
native method, that is stored in previously created buffer, it should be copied to the
local result array, finally garbage-collecting the temporary memory buffer. From the
developers perspective this approach appears to be very limiting, time-consuming and
error-prone, however, the execution times benefits, presented in evaluation, while using
the EigenSolver, made it a perfect choice for solving the full problem on the resource
constrained mobile device.
5.2 Client-side middleware
The client-side middleware is implemented as a Universal Windows Platform (UWP)
library, that utilizes .Net Core framework, written in C# language. The middleware
component is used, mostly, for implementing the reduced basis method (RBM) by
loading the reduced models from server to the storage of mobile device and computing
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the approximate solution of numerical simulation. The implementation part of the
basic RBM approach was adopted from [DDR17; DSD+17], ported to UWP platform
and extended with additional functionality for presented approach. The UML diagram,
representing the relevant class structure of the client-side middleware is shown in
Figure 5.2 and described below.
Figure 5.2: UML class diagram for client-side middleware.
NetworkStream
The NetworkStream class is used mainly for communicating with the server, defined
by the given hostname and port properties. It opens the TCP socket connection, using
the Windows.Networking.Sockets namespace and gets the input and output streams
for transferring the data between the mobile device and server. connect method can
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return False in case of network failure, or when the waiting time for the response is
exceeded.
The maximum waiting time is defined by the maxTimeout property, specified im milisec-
onds. It is passed to the CancellationTokenSource object from the System.Threading
namespace, that effectively closes the connection after specified timeout.
DiffAdvParameter
The DiffAdvParameter class is used to represent the parameters for the advection-
diffusion numerical problem, namely the diffusion coefficient diff, advection in x
direction advX and advection in y direction advY. This class inherits from the general
abstract Parameter class, used for simulation parameter values. It gives the possibility
to extend the approach for different simulation parameters, not limited to advection-
diffusion case.
RequestData
In order to request the particular reduced basis from server, it should be uniquely
identified by some set of parameters. The RequestData class is used to describe the
reduced basis by: full problem dimension parameter, that determines the reduced space
size; training set, holding the array of Parameter to define the parameter range of
the reduced model; maximal residual, that defines the maximum approximation error;
and real-world tag identifier, in order to request the reduced basis for corresponding
simulation, mapped to detected tag. String representations of these parameters are
appended to form the unique filename property, using the MD5 hash value for the
training set, insted of plane string.
RbmPacker/RbmUnpacker
For serializing and deserializing the parameters from RequestData class, MsgPack.Cli
library was used. RbmPacker and RbmUnpacker classes are used as wrappers for
the native library calls, providing convenient methods, such as, for example,
packReducedBasis/unpackReducedBasis to efficiently serialize reduced model data. De-
pending on the given input/output stream, these classes can be used for data serializa-
tion/deserialization in data-files or network transmission.
Reduced Basis
Reduced Basis class is the main class, implementing RBM. It stores the reduced co-
efficient matrix and reduced right hand side in the form of SeparableMatrix (not
shown in UML diagram), to calculate the reduced solution of numerical problem for
the given Parameter, executing the solveReduced method. The residual is computed
by the residual method and solveFull is responsible for returning the real solution,
multiplying the snapshots matrix by reduced solution.
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ReducedBasisReader/ReducedBasisWriter
These classes are used for reading/writing the reduced basis from/to internal stor-
age of mobile device. The init method extracts the input/output stream from the
reduced basis (rb) and snapshot (snap) files, passed as parameters, creating the
RbmPacker/RbmUnpacker objects to read/write serialized data, using the correspond-
ing methods.
DataStore
DataStore is the main class for providing the interface for the user application to
utilize the RBM and communicate with the server. The most important methods
are requestBasisFromServer and requestBasisAvailableFromServer, that both use
NetworkStream object and RbmPacker/RbmUnpacker to transmit the RequestData param-
eters to server and receive the awaited response. requestBasisFromServer method
awaits the ReducedBasis, that can be saved, using the ReducedBasisWriter. Whereas
requestBasisAvailableFromServer receives True/False values, that define the avail-
ability of precomputed reduced basis on server, by comparing the MD5 hash value of
requested one with hash values of all precomputed reduced models. The later is used by
the user application to determine if the basis with enhanced quality should be requested
in advance.
In order to estimate whether reduced model is available in the cache of the mobile device,
basisExists method is used. It tries to find the reduced model, with the given filename
in Local folder, given by the storageFolder property, using the TryGetItemAsync method
from Windows.Storage namespace. The result of this method is used by the user appli-
cation to decide on the execution strategy.
Solver
The Solver interface provides the method to handle parameter update queries, coming
from the user application. It is realized by the RbmSolver and MobileSolver, that both
are used for computing simulation solution, either by reading the loaded reduced basis
and getting the approximate solution, or solving the full numerical problem in the form
of linear system accordingly.
5.3 User application
User application is implemented, using Unity3D engine, and including the client-side
middleware as an UWP library managed plugin. Marker-based real-world tag recognition
implementation is based on the Unity wrapper of ARToolkit computer vision library,
found in [Qia17]. User application is used for mapping the detected real-world tag to
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corresponding simulation, determining the quality requirements, reading environmental
sensor values and deciding on the execution strategy to periodically update simulation
results with low latency, minimizing the storage usage by loading only relevant reduced
bases. The specific of Unity3D engine is that it represents virtual objects by, so called,
GameObjects in the scene, with different execution scripts attached. Thus, user appli-
cation mainly consists of specific scripts, that are executed each frame to monitor the
state of the system and update the corresponding GameObjects as required. The UML
diagram, representing the relevant class structure of the user application is shown in
Figure 5.3 and described below.
Figure 5.3: UML class diagram for user application.
Tag
Class Tag is used to represent the real-world tag, in the form of fiducial marker, and its
properties. The id property is used to map this tag to the corresponding simulation,
sending it within the RequestData parameter, while requesting the reduced basis from
the server. After receiving the corresponding tag identifier, the server-side middleware
will find the corresponding simulation and later basis requests will utilize this knowledge
to find the suitable reduced model from RB-models database. Tag object also saves its
world position and rotation to follow the position and pose of the real-world marker.
This values are periodically updated by VideoManager, described below.
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To every Tag object the corresponding visualizationTarget GameObject is attached,
presented in the form of Quad with specific material and texture. It is used to construct
the virtual plane of simulation results overlaid on the detected real-world marker,
using position and rotation properties. In order to eliminate the alignment offset,
correctPosition method is applied, using affine transformation.
The last property of interest is the discretization parameter of the mapped simulation
simDim, that defines the quality requirement of simulation results and comes from the
selectQuality method of ApplicationController.
SensorReader
The SensorReader class is responsible for searching Bluetooth Low Energy (BLE) de-
vices for the passed serviceUid through searchSensors method. Internally it calls the
BluetoothLEAdvertisementWatcher object from Devices.Bluetooth.Advertisement
namespace in order to listen to the broadcasted data of environmental sensors. When
device with corresponding service Uid is found, the sensorFound callback is called,
adding the BluetoothLEDevice object to the values array for the given serviceUid key
in sensors hashmap data-structure.
The readData method is periodically called by the ApplicationController to calculate
the updated simulation parameters. It loops through all the found sensors for the given
serviceUid and reads the sensor values, using GattCharacteristic object, retrieved for
the passed charUid.
Interestingly, that Hololens augmented reality glasses, used as the mobile device, run
the Anniversary Update version of Windows 10 and, by the time of writing, the Creators
Update version is still not available. The latest update brings improved BLE API, that
doesn’t require to first pair with BLE device, in order to read services and characteristics.
However, with the current BLE API on Hololens, devices of interest should be paired
to mobile device in advance, that seriously limits its capabilities to collect all available
environmental sensor data in arbitrary location.
VideoManager
VideoManager is used to analyze each frame, coming from integrated video camera
of the mobile device, search specific features and correlate them with the predefined
set of known marker patterns, stored in predefinedTags property. When tag is found
analyzeFrame method first checks if the tag was already recognized by searching it
in detectedTags array of ApplicationController. If it is not the case, it calls the
tagDetected callback function to add it to the list of detected markers. Finally, it updates
the position vector and rotation matrix of the found Tag, by changing corresponding
properties.
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ParameterRange
The ParameterRange is a simple class to define the range and step-width of simulation
parameters for constructing the training set and map the simulation discretization
parameter to the distance from real-world tag to the user.
ApplicationController
The core class of the user application is presented by the ApplicationController.
In the Start method, that is called by Unity3D engine at the beginning of program
execution, the videoManager instance is initialized by calling the startFrameReader
method. Update method is called each frame and loops through all the detectedTags,
passing them to selectQuality method, together with the previously defined maximal
residual value.
The quality is determined by measuring the distance from the user (known camera
world coordinates) to detected tag and mapping it to the simulation discretization
parameter, received from distanceDMapper hash-map. If the discretization parameter is
updated, that is, it is not equal to the simD property of the Tag, qualitySelector first
tries to find the reduced basis for the updated quality in the cache of mobile device.
If it is found, or connection with server is broken, the simD property of corresponding
tag is updated. Otherwise, reduced basis for the updated discretization parameter is
requested from the server, by calling requestBasisFromServer method from client-side
middleware DataStore class, following by requestBasisAvailableFromServer call for
the next discretization parameter from distanceDMapper. If the reduced basis for future
quality update is not available on server, another requestBasisFromServer method call
is performed to load it in advance.
In order to periodically update the simulation results, depending on environmen-
tal sensor readings, the sendQuery Coroutine is called each second. It first calls
the readEnvData method and gets the simulation parameters by passing the envi-
ronmental sensor data to calculateParameter method. For current implementation,
we model the parameter values by random distribution in specific range. Then the
selectExecutionStrategy method is called to decide on the RbmSolver or MobileSolver,
depending on the availability of reduced model on the mobile device, obtained by means
of basisExists method of DataStore and connection status. If the basis is not available
and connection is lost, full numerical simulation is computed by MobileSolver, limited
to the maximal discretization parameter for low latency. Otherwise, approximate so-
lution is calculated with the help of RbmSolver, using updated, or previously loaded
basis.
After solution is available, updateHologram method is called to update the
visualizationTarget for the given tag, that transfers the execution to the
TextureUpdater script.
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TextureUpdater
TextureUpdater acts as a script, attached to the visualizationTarget GameObject prop-
erty of the detected tag. Its main function is to update the texture, by mapping the
simulation results to corresponding texture color, thus updating the visual representation
of virtual plane, using the mapResultToTexture method.
5.4 Virtual object construction
In order to construct virtual plane, two approaches were developed: passing uniform
array of simulation results to custom fragment and vertex shader; and dynamically
constructing the 2D texture, applied to the visualization target material.
(a) D = 16 (b) D = 32
(c) D = 64 (d) D = 128
Figure 5.4: Heatmap holograms, using custom shader, for different discretization pa-
rameter D.
The maximum size of uniform array, that can be passed to custom shader is limited by
1023 distinct values by the graphical unit of Microsoft Hololens. Due to this limitation,
there is a need to construct multiple quads for discretization parameter values greater
than 32. This approach needs to first initialize required amount of Quad GameObjects,
followed by their scaling and calculating the submatrix of simulation solution to produce
corresponding matrices with 32x32 dimensions. Another task is their correct alignment
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with each other. In order to solve this problem, all the constructed quads were placed
within the common root GameObject and were positioned and scaled relative to the
root. However, as seen from Figure 5.4, even after relative alignment, artifacts, in the
form of dashed lines, appear on the borders of individual quads. Moreover, adding
additional virtual objects to the scene decreases rendering performance as shown during
evaluation.
In order to overcome above mentioned limitations, another approach of dynamic texture
generation was found. From the predefined texture, passed to TextureUpdater, initially
all available color values are read and stored in colors array property. When the call
to mapResultToTexture method is performed from the ApplicationController, new
Texture2D object is constructed, with dimension of simulation result. The solution
vector is mapped to the corresponding color values, read from colors array and the
generated texture is applied to the material of visualizationTarget for the given tag.
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In this chapter the evaluation of the system with respect to latency, energy consumption
and visualization quality is presented. In the evaluation different quality metrics are
considered. First, the efficiency of different libraries for solving the numerical simulation
directly on mobile device is evaluated. Then, the latency of requesting the reduced basis
from server is examined for different input parameters, taking into account two distinct
cases: when the basis is already precalculated on the server and when the server should
first solve the full numeric problem before sending the result back to client. For all of
the cases the power usage of the mobile device is measured.
6.1 Evaluation Setup
Before presenting the results of the study, the hardware and software setup of the
evaluation is given. All the measurements are performed on middle-range laptop and
augmented reality glasses, that communicate with the server via wireless communication
and fetch sensor data from the programmable sensor device (see Figure 6.1).
All run-time evaluations are performed on two distinct devices, Lenovo Thinkpad E460
(20EUS00000) and Microsoft Hololens v1.0 (Development Edition). Despite representing
the different classes of devices, they both run on Windows 10 operation system, thus
giving the possibility to develop the cross-platform Universal Windows Presentation
(UWP) application.
For the communication link the IEEE 802.11 (WiFi) technology was used. The latency
between the client device and the server had the minimum value of 2.9ms, maximum
value of 20.8ms and the average of 8.3ms as given by the ping command. The bandwidth
in its turn was between 16 MBits/s and 10 MBits/s. For simulation of sensor data
broadcast the Bosch XDK toolkit was programmed to gather the temperature data
from the surrounding and transmit it as the Bluetooth Low Energy (BLE) user-defined
characteristic with Alpwise exchange service.
The numerical simulation was based on the stationary advection-diffusion equation as
described in Section 2.2.4. This type of equation can potentially be used for steady
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Figure 6.1: Augmented reality glasses, fiducial markers and programmable sensor, used
for building the prototype.
state of different systems, where both advection and diffusion processes are happening,
for example the heat distribution on some surface, or fluid mixing in the chemical
reactions. The main input parameters are the diffusion coefficient µdiff , the advection in
horizontal µadvx and vertical µadvy directions. For the efficient approximate solution on
the mobile device the distributed RBM was used as described in Section 2.5, that uses
additional parameters, namely the simulation discretization parameter D, the training
set T = µdiff , µadvx, µadvy for the reduced basis request and maximum residual value
rmax that defines the maximum allowed error of the simulation result.
The implementation was based on UWP platform (version 5.4.0) using the C# program-
ming language for the client application combined with the Unity3D Engine (version
2017.1) for object recognition and hologram construction. For real-world tag detection
two libraries were used: Vuforia (version 6.2.10) and ARToolkit (version 5.3.2) wrapper
for UWP platform together with the target images in the form of two distinct fiducial
markers, namely Kanji and Hiro patterns (see Figure 6.2).
In order to solve linear systems on mobile device three different numerical libraries were
used: MathNet.Numerics (version 3.20.0), Accord.Math (version 3.0.2) and Eigen C++
native library (version 3.3.3). Eigen C++ native library was chosen for computing the
full problem on the mobile device, based on the evaluation results presented below. For
optimizing the data transfer between client and server the MsgPack.Cli (version 0.9.0)
serialization library was used. For visualization of the simulation results in the form of
heat-map hologram two approaches were used: custom vertex and fragment shader,
using the Cg/HLSL language, and dynamic texture construction, using Unity3D engine.
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(a) Kanji (b) Hiro
Figure 6.2: Fiducial markers, used for object tracking.
6.2 Numerical libraries comparison
Three numerical libraries for solving the full simulation problem were evaluated, namely
MathNet.Numerics, Accord.Math and Eigen C++ native library. The times for solving
the full problem for different discretization values on the laptop and mobile device
are depicted in Figure 6.4 and RAM consumption is shown in Figure 6.3. Naturaly,
the execution times are lower on the laptop, due to more powerful CPU. However, the
relative difference between the libraries is the same and if not stated otherwise, the
following results discussion will correspond to the Microsoft Hololens mobile device.
Figure 6.3: Numerical libraries memory(RAM) consumption comparison for solving full
numerical problem.
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(a) performed on the laptop
(b) performed on the mobile device
Figure 6.4: Numerical libraries execution time comparison for solving full numerical
problem.
MathNet The worst results showed the MathNet.Numerics being from 20 to 600 times
slower than others, not making it feasible even to evaluate 128x128 discretization
level. It achieves good memory consumption, using the sparse matrix for construct-
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ing the matrix of coefficients A,increasing the RAM only by 15mb, going from
8x8 to 64x64 dimension. When the dense matrix is used instead, performance is
increased by approximately 3 times, but the memory consumption growth rapidly,
achieving 245mb leap for 64x64 problem dimension.
Accord Accord.Math showed middle-range execution times, being from 3 to 30 times
slower compared to Eigen native library. Moreover, it produces high memory
consumption, utilizing 244mb RAM for 64x64 problem dimension as in the case of
dense matrix usage in MathNet.Numerics and throws the OutOfMemory exception
for 128x128 problem size. However, for low dimensions such as 32x32 the
execution time never goes above 1s, that makes it suitable for solving the low-
dimensional linear systems, utilizing simple data structures as double and float
arrays with extended functionality.
Eigen Eigen library due to its native code nature easily outperforms its competitors
in both execution time and memory consumption. For the 32x32 dimension, the
execution time doesn’t exceed half a second, consuming only 2 mb of memory.
However, for 64x64 problem size the solution appears only after approximately
5s. It efficiently utilizes the available RAM, causing transient memory burst of 40
mb even for the 128x128 problem dimension. Thus, it is the perfect choice for
solving the full numerical simulation problem directly on the mobile device, but the
problem dimension shouldn’t go above 32x32, otherwise QoE will be considerably
degraded. Additionally, because of native with managed code interoperability
issues for different simulations the UWP library wrapper should be constantly
adapted, that substantially limits its generic usage.
For all three libraries, input parameters for solving the advection-diffusion numerical
problem were constant and had the following values: (µdiff = 1.0, µadvx = 1.0, µadvy =
1.0) for the diffusion coefficient, the advection in horizontal and vertical directions
accordingly. During the execution of Solve() method, the processor with four virtual
cores was loaded only by 25%, that means no multi-threading optimization is used by
either of them.
Interestingly, that both managed libraries Accord.Math and MathNet.Numerics spend
99% of execution time for solving the linear system and native library Eigen spends 98%
of time for constructing the coefficient matrix A. Evidently, it can be explained by the
different memory organization models used by the managed and unmanaged code, as
well as the usage of sparse matrices with further compression by Eigen library.
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6.3 Object recognition
For mapping simulations to the corresponding real-world objects, specific tags of the
surrounding were recognized, represented by the predefined image targets. For tag
identification two computer vision libraries were examined, namely Vuforia and AR-
Toolkit. Vuforia is the well-known and highly supported commercial solution for object
detection, that provides free license for development and evaluation purposes, whereas
ARToolkit, while still allowing to perform marker-based recognition, is the open-source
library giving higher flexibility, free usage and ability to adapt it, according to developers
needs.
ARToolkit Squared fiducial markers with black border were used as the recognition
targets for ARToolkit. Particular interior image patterns of such markers allow to
uniquely identify the real-world tag. The maximum distance of marker recogni-
tion is approximately 8m for the Kanji pattern with 14x14cm outer border size.
ARToolkit allows the dynamic pose estimation, that makes it suitable for tracking
the moving objects or the objects, constantly changing their orientation.
However, initially ARToolkit can’t extract the exact position and rotation of a given
marker, introducing the offset, that depends on the camera calibration parameters.
In order to correctly align the virtual object with the detected tag, the offset
elimination techniques are applied, such as affine transformation as described in
[QAKN17]. The hologram overlay before and after applying the position correction
procedure is shown in Figure 6.5.
Depending on the lighting conditions and surrounding objects, false-positive
marker detection can appear for single fiducial markers due to only four fea-
ture points of outer border, though false detections can be minimized by combining
multiple markers in the greed or choosing unique exterior shape [KPS10].
(a) initial pose estimation with
offset
(b) offset elimination with affine
transformation applied
Figure 6.5: ARToolkit marker recognition and alignment correction.
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Vuforia Vuforia was used to detect the image target with high amount of feature points,
previously extracted and stored in a database, that is loaded together with the
application on mobile device. It results in better position detection and stability of
the overlaid virtual object, however for the image of 20x14cm size the maximum
detection distance was limited only to 2m. Additionally, despite providing the
extended tracking capabilities (ability to dynamically follow the object), position
information was updated roughly each second, thus limiting its application to
mostly static real-world objects.
But if dynamic tracking is not needed and the main requirement is accurate
alignment of real and virtual objects at a short distance from the user, Vuforia can
be a suitable choice, without the need of additional camera calibration and further
correction as illustrated in Figure 6.6.
Figure 6.6: Vuforia target image recognition and alignment.
In terms of processing power consumption both of the libraries are comparable: the
overall memory consumption doesn’t exceed 100mb and the CPU usage varies between
30% to 40% in the tracking mode and drops to 5-10% in standby mode, with Vuforia
being slightly more efficient, due to its optimization for Unity engine. The usage
of ARToolkit, on the other hand, requires additional wrapper and manual methods
extraction to run under UWP platform, thus the optimization task is the responsibility of
the application developer.
Thereby, both libraries can be used for simulation tag recognition and provide acceptable
object position and pose estimation for accurately overlaying the hologram to provide the
user with additional data. However, despite more stable behavior of Vuforia library, the
commercial license seriously limits its usage in non-commercial and research projects. On
the other hand, due to its extension capabilities and open-source nature, the robustness
of the ARToolkit library can be enhanced by designing specific markers as described
in [OXM02] to decrease the amount of false-positive detections and better extract the
world-space coordinates.
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6.4 Basis request latency
In this section the latency for requesting the reduced basis from server is evaluated with
respect to different discretization of the numerical problem. The results are examined for
two scenarios: when the basis is available on server (cache hit) and when it should be
first computed (cache miss). In order to evaluate the influence of the passed training set,
three different sets are constructed with parameter vectors (µdiff , µadvx, µadvy): A,B and
C, such that A ∈ B, A ∈ C and B /∈ C, C /∈ B. The values for the advection-diffusion
parameters and their count for each training set are shown in Table 6.1, where [a, b] is
the interval with the minimum a and maximum b parameter value discretized with step
width 1.0. The maximum residual value was the same for all training sets rmax = 0.01.
Table 6.1: Training set parameters
µdiff µadvx µadvy # of parameters
Training Set A [1;5] [1;5] [1;5] 125
Training Set B [1;10] [1;5] [1;5] 250
Training Set C [1;5] [1;10] [1;10] 500
Figure 6.7: Latency comparison when the basis is not available on the server (cache
miss) for different training sets.
The basis availability request for querying if the bases is already precomputed on the
server and available in the server cache took, for all the training sets and discretization
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levels, on average 20 ms, influenced only by the connection quality. It is caused by
the fact, that the hash for the training set is calculated on the client, thus sending and
receiving the same payload regardless of the parameters.
Figure 6.7 compares times needed to request and load the reduced basis from server to
mobile device depending on the discretization parameter for different training sets in
case it is not available on the server. In this case, the time for calculating the reduced
solution for the full numerical problem on the server should be taken into account,
because it becomes the major factor in overall request-response cycle. It can be clearly
seen, that increasing the amount of training set parameters, thus extending the range of
reduced model’s applicability, takes more server time, non-linearly degrading the latency.
Such wise, going from 125 to 250 parameters only implies the delay of about 15%, but
the training set with 500 entries increases the latency already by 60%, taking about
14s for the 128x128 problem dimension. So, it is better to request the reduced bases,
not available in server cache, with the small training sets, that match environmental
conditions and update them in case of dynamic sensor values change.
Figure 6.8: Latency comparison when the basis is available on the server (cache hit) for
different training sets.
Another scenario is having the reduced bases precomputed on the server, so called cache
hit. The results are presented in Figure 6.8. It can be seen, that latency depends mainly
on the discretization parameter, on the other hand, the training set plays a minor role
and, taking the confidence interval into account, barely influences the time of data
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delivery. This behavior can be explained by the algorithm of snapshot generation on the
server. For the presented training sets the number of generated snapshots for D=256 are:
15 for A, 14 for B and 23 for C; so the generated reduced bases files have nearly the
same size and the latency is defined mainly by the communication link quality and the
discretization parameter. Of course, substantially increasing the amount of parameters
in the training set leads to large snapshots count and increased data size. But as stated
in previous paragraph for cache miss scenario, large training sets take inadequate server
computation times, so this case should be generally avoided.
Obviously, the latency is drastically improved for cache hit, compared to the cache
miss scenario by up to 5 times for the training set A with 125 parameters. It is also
clear, based on the previous reasoning, that this difference in latency will only grow for
increased number of training set parameters, e.g. for training set C with 500 parameters,
the latency for requesting the basis that should be first computed on server is increased
by up to 10 times compared to loading the precomputed reduced model. This results
confirm, that estimation of basis availability, presented in developed approach, improves
the overall latency by starting to compute required reduced model on server before the
user actually requests it for increased quality demands.
6.5 Execution strategies comparison
In this section the evaluation of different execution strategies is described, namely:
latency to solve the full numerical problem directly on the mobile device; latency to
calculate approximate solution, using the reduced basis stored in the cache of mobile
device; latency to load the reduced model from server and solve reduced numerical
problem in case of server cache hit and server cache miss scenarios. The results,
presented in Figure 6.9, were measured for real-world scenario, when the system
constantly tracks the environmental tags, collects the sensor readings and estimates
simulation quality demands, thus absolute values of time, needed for full problem
solution on mobile device with Eigen native library, are increased, on average, by 2
times, compared to results depicted in Section 6.2.
It can be easily seen, that for the discretization parameter values up to D=16, the mobile
device is able to compute the full numerical solution within the same time frame as
getting the approximate result, using the RBM approach. Moreover, if the reduced
basis is not available in the cache of the mobile device, it is reasonable to execute
simulation on mobile device directly, while waiting for the response from the server,
even in case of server hit scenario for D=32. This value of discretization parameter,
however, determines the maximum quality of simulation results for mobile computing
in case of network failure in order to keep the latency of presenting results to the user in
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Figure 6.9: Simulation solution calculation time for different scenarios.
adequate bounds. On the other hand, when the required reduced basis is available on
server, the quality can be greatly improved while still providing the low latency, following
user expectations, such-wise even for D=128 the time for obtaining the approximate
result takes on average 1s. Here we can again observe the need to request the updated
basis in advance for the reduced model not precomputed on server, that, depending
on quality update request time, can improve the latency by up to 10 times for D=128.
Otherwise it is not possible to dynamically update the simulation quality constraints
without seriously influencing user experience.
6.6 Data visualization
For visualizing the simulation results, corresponding heat-map hologram is constructed,
with the adaptive resolution, depending on the simulation quality, determined by the
discretization parameter D. In order to construct such a heat-map, two techniques were
used: passing the solution vector of simulation to the custom shader as a uniform array;
and dynamically constructing the heat-map texture from simulation results and applying
it to the standard diffuse shader.
Due to custom shader approach limitations, described in Section 5.4, increasing the
amount of virtual objects, presented by multiple quads, substantially drops the overall
rendering performance, making it almost impossible to interact with the system of
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high quality. However, the approach for dynamically generating the heat-map texture
barely influences the performance, producing the drop of 5 frames per second (FPS)
for the highest quality with 128x128 resolution (see Figure 6.10). The average time of
heat-map construction for both approaches varies from 20ms to 40ms, depending on the
resolution, thus the overall latency of presenting result to the user is mainly determined
by the time needed to solve the numerical problem, as presented above.
Figure 6.10: Performance comparison for heatmap hologram rendering, using different
construction strategies.
The example of the constructed heat-map, using the dynamic texture generation ap-
proach is shown in Figure 6.11 for the resolution of 64x64 points. The pose estimation
for different marker orientation is illustrated, as well as the difference of the produced
heat distribution for the case, when the error of approximate simulation result is greater
than maximal residual rmax (see Figure 6.11a) and when the error is less than rmax
(see Figure 6.11b), after the training set for the reduced basis is adapted in accordance
with the given range of input parameters. It can be seen, that for approximation error
value below the rmax, the heat-map follows the normal Gaussian distribution, that is
determined by the form for the right-hand side vector b of linear system Ax = b for
algebraical form of stationary advection-diffusion equation, whereas exceeding the rmax
results in random heat distribution and can influence the correctness of system analysis.
All the results, described above are applicable for running multiple simulations for
different real-world tags simultaneously, degrading the overall performance only by
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(a) simulation error is greater
than maximal residual rmax
(b) simulation error is less than
maximal residual rmax
Figure 6.11: Heatmap hologrames, constructed using dynamic texture generation and
pose estimation.
10% in case of two parallel executions. By mapping the simulation results to different
textures, it is possible to construct augmented data in most suitable representation for
the given physical process. In such a way, for the Hiro pattern, another instance of
advection-diffusion simulation was chosen, using the semi-transparent texture, that can
be used, for example, to observe the flow of some physical or chemical particles on a
surface (see Figure 6.12).
Figure 6.12: Parallel execution of two distinct simulation instances, using advection-
diffusion numerical problem.
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7.1 Summary
This master thesis describes an approach to map the recognized real-world objects to
corresponding numerical simulations in order to model and observe different physical
processes. For solving the identified numerical simulation, reduced basis method (RBM)
is used, loading only required reduced models to internal storage of mobile device.
Results of the simulation appear in the form of augmented virtual data overlaid on top
of detected object.
While RBM allows to efficiently solve numerical problem by means of reduced model, it
is not possible to load all reduced bases for different simulations and quality parameters
to the memory of mobile device in advance. Additionally, the latency for presenting
simulation results to the user should be minimized and finite, in case of network failure.
In order to solve described problems, the system was developed, consisting of: the
mobile device, that detects real-world objects, tracks and adapts simulation quality
parameters; server, used to compute reduced models for the corresponding simulation;
and middleware component, that acts as the distributed controller.
Collecting environmental sensor data and reacting to user perception quality demands
allows to load only relevant reduced model of corresponding full numerical problem,
thus optimizing the usage of the bandwidth and internal storage of the mobile device.
Specific real-world tags recognition and their mapping to particular simulations allows
to dynamically switch between different systems of interest, available in specific location,
increasing the mobility of the user. Using augmented reality for simulation results
visualization improves user interaction with the observed system, by allowing to adapt
the input parameters and monitor the reaction of the system simultaneously.
The related work papers in this field don’t take limited storage constraints into account
and concentrate on solving one particular simulation. In addition, most of them don’t
analyze the sensor data, available in the current location, often using only sensors
available on mobile device, and mainly focus on power consumption optimization, not
taking the quality of user experience and current state of the system into account.
77
7 Summary and Outlook
The presented work uses the augmented reality glasses, equipped with RGB video
camera, to constantly analyze the surrounding, detect predefined real-world tags and
read environmental sensor values. All the collected data is then sent to server in order
to identify the required simulation and construct the reduced model, depending on the
received operational range and quality of user experience (QoE). After the corresponding
reduced model is loaded to the mobile device, it is used for efficient computation of
numerical problem and presenting the results to the expert with low latency in the form
of hologram, that is periodically updated in accordance with sensor readings.
Developed system concentrates not only on specific tag detection, but also on estimation
of its exact location and pose in order to superpose the real and virtual object and
track dynamic systems. For alignment error elimination, introduced by camera-space to
world-space coordinates transformation, the manual correction procedure is applied to
adapt camera calibration parameters. Additionally, the distance to the identified object is
constantly estimated that is used for determining the user quality demands and adapting
the quality of simulation results, that are mainly determined by the discretization factor,
accordingly.
For minimizing the latency of presenting the simulation results to the user, while
requesting the updated reduced model, additionally, the availability of the reduced basis
for increased quality constraints on server is obtained, utilizing the hash function. In
such a way,computation of the reduced model for future request is performed in advance,
thus substantially decreasing the waiting time for enhanced quality requirements.
In case of network failure, approach, presented in this work, adapts the strategy of
computing simulation solution, either by using preloaded bases or by solving the full
problem directly on mobile device. Despite degrading the quality of simulation results,
this method still allows to track current context of the system without breaking user
expectations.
Output of the system is visualized by means of a grid on a 2D virtual plane. This
plane appears in the form of a texture map, with individual cells color values coming
from simulation result to texture mapping. The resolution of the color map is changed
depending on the dimension of problem solution, that is determined by the distance to
the user, for more detailed analysis of the system.
In order to investigate the properties of the proposed system, all the required components
were practically implemented. They consist of: the UWP library for implementing
the middleware component; user application, implemented with Unity3D engine for
object recognition and data visualization; and the script for the programmable sensor
device, that simulates environmental sensor values broadcasting. As the example of the
numerical simulation, 2D stationary advection-diffusion equation was chosen with these
input parameters: diffusion coefficient, advection in x and y directions.
78
7.2 Future work
Evaluation results show, that the particular real-world tag can be definitely recognized
within the distance of 8m, providing the correct pose estimation, after applying the
correction procedure. The availability of the reduced model on the server decreases the
request time for updated basis by up to 5 times for the simulation training set with 125
parameters, and by up to 10 times for the set with 500 parameters. For the discretization
parameter values up to D=32, solving the full numerical problem directly on the mobile
device results in acceptable latency, especially when compared with the time to request
the reduced model not precomputed on server (server cache miss). However, in case
of server cache hit, even for D=128, the latency hardly exceeds 1s. After the basis is
loaded to mobile device, the approximate solution for the evaluated set of discretization
parameters is obtained almost immediately.
7.2 Future work
This master thesis focused on the basic idea of running different simulations, depending
on the recognized environmental context and adapting their quality according to user
demands. In order to further improve the overall user experience and better optimize
the utilization of the mobile device resources, more advanced techniques could be
examined.
Bandwidth quality monitoring
Presented approach detects only permanent network failures, however, for more efficient
execution strategy selection, the quality of the connection in terms of bandwidth should
be analyzed. One of the approaches is to predict the network quality and the execution
time on the mobile device to design a scheduler for dynamic switching between the
execution strategies as described in [DDR15]. Utilization of this technique will lead
to improved latency for answering user queries by loading the reduced basis during
the phase of stable connection and switching to mobile computation in case of low
bandwidth, when it outperforms the basic strategy, while waiting for the response from
the server.
Advanced object recognition
Because of somewhat limited capabilities of the current augmented reality devices for
detailed object and surface recognition, fiducial markers were used for real-world tags
detection (see Section 2.1.3). However, more advanced computer vision techniques exist
to recognize arbitrary objects of interest. They can be based on the local object features
detection, such as scale-invariant feature transform (SIFT), speeded up robust features
(SURF) approaches or using the neural networks as discussed in [RKS16]. Another
interesting approach for 3D object modeling and recognition, namely keypoints based
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surface representation (KSR), is presented in [SBB17]. After the offline training phase
of 3D models library construction is finished, the KSR for the given scene and predefined
model are correlated to identify the real-world object.
IoT infrustructure utilization
Current work can be enhanced by monitoring environmental sensor data from all avail-
able sources. Context of the system can be determined through communication with
sensors, available in the field, as well as coming from remote devices through the inter-
mediate node (e.g. remote server for receiving and collecting sensor readings). Usage of
larger input parameters set will allow to better estimate the suitable training data for
the RBM and accurately calculate the up-to-date values of simulation parameters.
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