ABSTRACT In recent years, multi-object tracking has attracted more and more attention, both in academia and engineering, but most of the recent works do not pay attention to the speed of the algorithm and only pursue the accuracy. In this paper, we propose an online multi-pedestrian tracking algorithm, taking into account both the accuracy and the speed. First, the motion models of the targets are established by the Kalman filter. At the same time, the appearance models of the targets are extracted by the convolutional neural network. Moreover, a data association algorithm is proposed, which integrates the motion information, including scale, intersection-over-union, and distance, and the appearance information, including the current appearance model and the long-term appearance model. With the data association algorithm, the matching between detections and tracklets is realized, and the goal of tracking by detection is achieved. We compare the proposed algorithm with other algorithms on the MOT15 benchmark and the MOT16 benchmark. The experiment results show that the algorithm has high accuracy and good real-time performance.
I. INTRODUCTION
Multi-pedestrian tracking is a key technology in the field of image processing. It has important applications in many fields, such as public security, intelligent transportation, video surveillance and robot vision [1] . With the increasing demand of these applications in recent years, multi-pedestrian tracking has attracted more and more researchers.
Compared with single target tracking task, multi-target tracking task is more comprehensive and more complex. Challenges including occlusion, deformation, motion blur, crowded scenario, fast motion, illumination variation, scale variation and other challenging aspects in single target tracking will appear simultaneously [2] . In addition, multi-target tracking also needs to face other complex problems, such as the initialization and termination of the track, the interaction of a large number of similar targets and so on [2] . Therefore, The associate editor coordinating the review of this manuscript and approving it for publication was Marco Martalo. multi-target tracking is still a challenging task in the field of image processing [3] .
Thanks to the development of deep learning technology [4] - [8] , the pedestrian detection accuracy based on convolutional neural network has reached an unprecedented level [9] . Therefore, the methods of trackingby-detection are also becoming popular. Compared with detection-free tracking [10] , [11] , tracking-by-detection does not need to initialize the target manually, and is better at coping with the emergence of new targets and the disappearance of old targets [2] . In this kind of method, the targets of each frame are firstly detected by a detector, and then, these detections between frames are connected into tracklets by a data association algorithm.
In tracking-by-detection algorithms, data association directly affects the final accuracy of the algorithm. Recently, many batch based offline data association methods have been proposed [12] - [14] . These methods take into account all the frames of the whole image sequence and have more VOLUME 7, 2019 This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see http://creativecommons.org/licenses/by/4.0/ advantages in tracking accuracy. However, these algorithms have great limitations in practical applications, and are more used in video post-processing [15] . In such areas as intelligent transportation, intelligent security and machine intelligence, only online tracking can meet the needs of the applications. At the same time, these applications also have certain requirements for the speed of tracking algorithms. In order to meet these requirements, we propose an online tracking-by-detection method that takes account of accuracy and speed. In the first frame of the image sequence, the detection results are used to initialize Kalman filters in order to establish the motion models of the targets. At the same time, the appearance features of the detections are extracted by convolutional neural network in order to establish the appearance models. These models are used to initialize the tracklets. Starting from the second frame, the detection results are matched with the tracklets by their motion models and appearance models. The matched detection results are used to update the models of tracklets. Unmatched detection results enter new tracklet initialization program. If a initializing tracklet is matched with detections in consecutive multiple frames, the tracklet is regarded as tracking a new target and initialized successfully. Unmatched tracklets enter the disappearance process. If a tracklet fails to match a detection in successive multiple frames, it is assumed that the target tracked by the tracklet disappears from the field of vision and the tracking of the tracklet is terminated. We test and evaluate the proposed algorithm on two challenging datasets, 2D MOT 2015 [16] and MOT16 [17] . The speed of the algorithm is superior, reaching real-time on the 2D MOT2015 dataset. At the same time, the algorithm obtains the precision that is comparable with other top-10 algorithms on this dataset.
The rest of this paper is organized as follows. The progress and related work in the field of multi-target tracking will be introduced in Sec.2. Sec.3 will introduce the principles and details of the proposed algorithm. In Sec. 4 , we will test and analyze the algorithm, and compare it with other algorithms in detail. The conclusion of this paper and the future work will be discussed in Sec.5.
II. RELATED WORK
In a video sequence V = {I 1 , I 2 , . . . , I T } with a length of T, multi-object tracking can be treated as a multi-variable estimation problem. The i-th target observation at time t is represented as O i t . Targets in multi-target tracking tasks can be pedestrians [18] , vehicles on the road [19] , [20] , players on the soccer field [21] , groups of animals [22] , or even different parts of a single target [23] . In this paper, we mainly focus on pedestrian tracking for the following reasons: first, pedestrian is a typical non-rigid object, which is an ideal example of multiobject tracking; second, pedestrian targets are relatively rich in scenes, the problems encountered are more comprehensive and complex; third, pedestrian tracking are closer to human daily life, and have great application value.
According to the different initialization modes, multitarget tracking algorithms can be divided into two types: DBT (Detection-Based Tracking) and DFT (Detection-Free Tracking). DBT, or tracking-by-detection, is a more popular tracking framework [12] , [13] , [24] - [26] , which can automatically find new targets without manual annotation of the first frame of the target. The DFT algorithm does not depend on the detector, and can track any type of target, so it also has high application value [2] .
Multi target tracking algorithms can also be divided into two modes: online tracking and off-line tracking. The difference is whether the future frames are used when processing the current frame. In online tracking methods, only the current frame and several previous frames are used to process the tracking [10] , [11] , [27] , whereas the observation results of the future frames are needed to be obtained in advance in off-line tracking methods [28] - [30] . In recent years, applications, including pedestrian flow analysis [31] , automatic driving technology [32] , automatic traffic management [33] and intelligent public security [34] , require real-time tracking to analysis results and make decisions. For these applications, offline tracking cannot meet the requirements. Compared with offline tracking, online tracking can be used not only for offline post-processing tasks, but also for those tasks that require results processed in real time, so it has wider application prospects. For this reason, this paper focuses on online multi-target tracking algorithm.
Appearance models are widely used in the field of multitarget tracking. D. Mitzel et al. use color histogram to build appearance models for real-time multi-target tracking [35] . T. Yu et al. proposed a multi-target tracking method based on hog features to construct part-based person representations [36] . The regional covariance matrix is also used as the appearance model for multi-target tracking by Kuo et al. [12] . In recent years, convolutional neural networks have been used to extract visual features as appearance models because of the obvious advantages of deep learning methods [37] . An appearance model based on deep learning feature extraction method is proposed by Ma et al. [38] , which trains the feature extraction ability of the convolutional network on a recognition data set and improves the effect of multi-target tracking.
In the field of multi-target tracking, the motion model plays a same important role as the appearance model. Since the motion of the target in the image is usually gentle, the estimation of the moving trend of the target can predict the position of the target in the next frame, so as to reduce the search area and even directly obtain the tracking results. Linear motion model is the most commonly used motion model in the field of multi-target tracking. A. Bewley et al. proposes a fast online multi-target tracking algorithm based on Kalman filter which establish a linear uniform motion model, and achieved good effect [39] . At the same time, there are also multi-target tracking algorithms which use non-linear models to model and predict the motions of the targets. B. Yang et al. build a non-linear motion map to better explain direction changes, making the connection of short tracklets of the target more robust [40] .
In tracking-by-detection algorithms, a data association algorithm is needed to match the observation results with the tracklets. The data association algorithm is a deterministic optimization algorithm to find the maximum posteriori solution for multi-target tracking. By casting data association as a bipartite graph matching problem, one can use such algorithms as greedy bipartite assignment algorithm or Hungarian algorithm to obtain the solution. B. Wu et al. proposes a multitarget tracking method based on greedy bipartite assignment algorithm [41] . Hungary algorithm is introduced by A. A. Perera et al. as data association algorithm for multitarget tracking [42] .
III. METHODOLOGY
We propose an on-line tracking-by-detection method, which consists of the following five steps. Firstly, detect pedestrians by convolutional network detector. Secondly, build appearance models of detections by re-identify network. Next, predict motion state of tracklets by Kalman filter. Then, associate detections and tracklets using data association algorithm with motion models and appearance models. Finally, complete the multi-pedestrian tracking task with tracklet update strategy. The overall algorithm flow is shown in Figure 1 .
A. DETECTOR
For tracking-by-detection methods, the target detecting effect has a direct impact on tracking accuracy. In this paper, we use high resolution YoloV3 [43] detector to detect pedestrians. For deep learning based detectors, including Yolo and SSD, the input resolution of the network has an important impact on the accuracy of the model. We train our detector based on pictures with person in MSCOCO dataset.
Instead of using the letterbox method, which is the same as the author of Yolo, we chose bilinear interpolation to resize the image. Letterbox method can ensure that the input image does not deform, but the resolution of the input of the network has a certain waste. While letterbox method and bilinear interpolation method are used to resize a single image, the sizes of a same object in the two resized images are different. The target is larger in the image obtained from bilinear interpolation than in the image obtained by letterbox, as is shown in Figure 2 . In an image with a resolution of 1920*1080, for a target with a height of 60 pixels, after letterbox and bilinear interpolation, the heights of the target in the new image are 19 and 33.8, respectively. Therefore, using bilinear interpolation method to resize the image as network input, the ability of network to detect small targets will be improved, which is more suitable for multi-pedestrian tracking application scenarios. To validate this idea, we do experiment on the MSCOCO dataset. We train the detector with 64115 images which have person labels in the train dataset and test on 2693 images with person labels in the verification dataset. The experiment results show that with bilinear interpolation instead of letterbox, the detection mAP (mean average precision) of all pedestrian targets changes from 72.64% to 72.60%, almost unchanged. For targets whose height is less than a quarter of the image height, the mAP is increased from 56.14% to 57.78%, which proves the effectiveness of the method in improving the pedestrian detection effect of small targets.
In the detection results of the detector, there are usually multiple anchors corresponding to the same target, so it is necessary to remove redundant region proposals. Non maximum suppression (NMS) is the most common way to remove redundant proposals. However, in the multi-pedestrian tracking scenario, the non maximum suppression method will greatly increase the miss rate because of the relatively dense pedestrians. Therefore, unlike Yolo authors, we choose soft non maximum suppression(Soft-NMS) [44] method to remove candidate regions. Instead of eliminating the proposal directly, Soft-NMS will reduce the confidence of the proposal whose intersection over union with some other proposal is greater than the threshold and with lower confidence. This process can be expressed by the following functions,
where d i is a detection result with score s i , d m is another detection result which has higher score than d i , N i represent the threshold of Soft-NMS. As is shown in Figure 3 , with the help of Soft-NMS, the problem of missing detection in dense targets has got a certain degree of reduction, and the redundant region proposals can still be removed.
B. MOTION MODEL
The motion model used in the proposed algorithm is a linear motion model based on Kalman filter. Each target is modeled by its position, velocity, aspect ratio and scale. The model is expressed as x = [u, v, s, r, u , v , s ] T ,where (u, v) represents the pixel location of the target center, s represents the scale of the target, and r represents the aspect ratio of the target. (u , v ) represents the speed of the target in horizontal and vertical directions, s represents the changing rate of the scale of the target. Here we assume that the aspect ratio of a target is constant, so there is no r in the state variables.
In each frame, the state of the target is predicted firstly. When the predicted result matches the observed result of a detector successfully in the data association algorithm, the state of the target is the optimal estimation updated by the observed result with Kalman filter. If the predicted result does not have a corresponding detection result, the Kalman filter prediction result is used to update the state of the target. The Kalman filter model uses uniform linear motion model, so at this time in the tracking result, the target moves uniformly and in a straight line, the scale of the target changes uniformly according to the trend, and the aspect ratio of the target remains unchanged, which is consistent with the intuitive feeling of human towards the movement of an occluded target.
C. APPEARANCE MODEL
The appearance model is built by convolutional neural network and trained by re-identifying datasets. The overall structure of the network is shown in Figure 4 . As the main body of the network, we use the pruned VGG network [45] . The forward propagation speed of the network is five times faster than that of the original VGG network, and the increase of top-5 error on the ImageNet is only 1.7%, which meets the need of our pursuit of speed without affecting the accuracy.
The input resolution of the network is 128×64. Because of the obvious differences in color and shape between the upper and lower parts of the pedestrian, the upper and lower parts of the input image are divided into two inputs in the input layer. The network is trained with a triplet loss function, so in the training process, each input of the network is three images, the first two are a pair of positive samples, and the third one is a negative sample. The three images are divided into six parts through the input layer, which is then input into the pruned VGG network. In the network, the parameters of the three branches of the upper-body feature extracting network are shared, and the parameters of the three branches of the lower-body feature extracting network are shared. The six parts of the input are merged to get three feature vectors corresponding to the three samples. Finally, the triplet loss function is used to adjust the parameters. The following expression shows the triplet loss function,
where D a,p is the distance between the anchor sample and the positive sample, D a,n is the distance between the anchor sample and the negative sample, margin is the distance used to separate the positive pair form the negative. Triplet loss was first proposed in Google's FaceNet [46] . Its main idea is to reduce the intra-cluster distance and increase the between-cluster distance in the feature space, so as to achieve the clustering effect. In the field of re-identification, this loss function is proved to be significantly better than softmax loss function. However, triplet loss has a high probability of selecting very similar positive samples and very dissimilar negative samples for training, which leads to weak generalization ability and error-prone classification of similar samples. This problem has a certain impact on tracking accuracy in multi-pedestrian tracking. Therefore, we introduce hard sample mining [47] . While training the network, 18 pedestrians are randomly selected from the training dataset, then four images from each pedestrian are randomly selected and finally 72 images are obtained. In these 72 images, each image is treated as a training sample together with the farthest positive sample and the nearest negative sample in the current feature space. The final loss function can be expressed as:
where y i p is the feature of the i-th image of the p-th pedestrian. In each frame, the appearance model of each detection is first established. If the detection and a tracklet match successfully in the data association algorithm, the model of the tracklet is updated with the appearance model of the detection. In order to take account of the influence from the confidence of the detection, we use the following formula.
where model t is the feature of a tracklet in the t-th frame, confidence is the confidence of the detection which is matched successfully with the tracklet.
Through this update method, the model can obtain shortterm memory. However, in the process of occlusion, occlusion will appear in the bounding box of the detection, so using the detection appearance model to update the tracklet in these frames will pollute the appearance model of the tracklet. Therefore, two tracklet appearance models, a long-term one and a short-term one, are needed to be established. The longterm model is conducive to target matching after occlusion, and the short-term model is conducive to target matching during occlusion. In order to achieve such a purpose, a queue of appearance models is established for each tracklet. The queue stores 25 models at most, and if the queue is full, the oldest model is deleted when a new model enters. When matching detections and tracklets, the oldest tracklet appearance models and the latest one are selected, and the Euclidean distances between them and the detection appearance model are calculated. The smaller one in the two Euclidean distances is selected as the appearance model distance between the tracklet and the detection. short-term feature vectors of tracklets. Based on the data obtained, the data association algorithm is used to match tracklets and detections. The cost used by the association algorithm includes two parts: constraint and distance.
Constraints include Intersection over Union (IoU) constraint, appearance model constraint and scale change constraint. In the tracking phase, we require the IoU of the detection box and the tracking box to be greater than zero. At the same time, the distance between the appearance models should be less than a certain threshold T 1 , otherwise the tracklet and detection are unmatched. If the appearance model distance is smaller than another smaller threshold T 2 , the detection and the tracklet should be determined to match each other. Here, the thresholds are derived from a large number of positive sample pairs and negative sample pairs by statistical methods, as is shown in Figure 5 . T 1 is the maximum distance for these positive sample teams, and T 2 is the minimum distance for these negative sample pairs. This method is more reliable than directly classify a pair of models with a threshold.
In addition, the scale difference is required to be less than a threshold, which is used to deal with the situation that the detection and tracklet are close enough to each other on the image, making the IoU greater than zero, but the actual distance is large. Instead of using the area ratio of the tracklet to the detection, the following formula is used to calculate the scale change to cope with partial occlusion of the detection.
where (w 1 , h 1 ) and (w 2 , h 2 ) are respectively the length and width of the bounding boxes of the detection and tracklet to be matched. As shown in Figure 6 , compared with the area, this method can better represent the scale difference between the targets. Among the three constraints, appearance model constraint has the highest priority, followed by scale constraint, and IoU constraint is the lowest. Distance includes standardized pixel distance and appearance model distance. The standardized pixel distance is a standardized distance based on the pixel distance between detection and tracklet and their scales. The formula is as follows.
This distance can, to a certain extent, indicate the actual distance between detections and tracklets. Compared with Euclidean distance, this distance is robust to the scale of the targets on the image. The calculation method of model distance is shown in Seq.3.3. For the tracklet whose target is lost in several frames, the reliability of its motion model decreases as the time of target loss increases. Therefore, when the standardized pixel distance and the model distance are fused, the weighting coefficients of the two distances vary with the time of target loss. The specific method is shown in the following expressions.
We choose Hungary algorithm as matching algorithm. First, we quantify the satisfaction of constraints. After quantization, the quantization cost between detections and tracklets satisfying the constraints is 0. If the constraints are not satisfied, the quantization cost is given a large value, which makes it difficult for them to match each other in Hungarian algorithm. When the model distance between the detection and the tracklet is less than the threshold T 2 , a large negative value is given to the quantization cost, which ensures that they match each other in Hungarian algorithm. The priority between constraints is reflected in the magnitude of the corresponding quantization cost. The cost matrix used in Hungary matching is the sum of the quantified constraint matrix and the distance matrix.
Finally, in the matched results, pairs of tracklets and detections which do not satisfy all the constraints and whose appearance model distance is not less than T 2 are found, and the matchings between these pairs are disconnected.
E. TRACKING STRATEGY
After the matching results are obtained, the motion model and appearance model of a tracklet are updated with the methods in Seq.3.2 and Seq.3.3. In the proposed algorithm, a tracklet has three processes: initialization process, tracking process and target disappearance process. After updating, tracklets in the tracking process output the states to the tracking results.
The unmatched detections are new tracking target candidates. New tracklets are set up for these candidates and then enter the initialization process. During initialization, the state of the tracklets do not output as a tracking result. If a tracklet matches detection boxes in several consecutive frames, the tracklet is initialized successfully and enter tracking process, and the state of the tracklet begins to output to the tracking result. The number of the consecutive frames should not be too large to prevent the tracklet from being unable to output tracking results for a long time after the target appears. Through experiments, we choose to use three consecutive frames to filter the initialization of the tracklet. With this method, the influence of false positives of the detector on tracking results can be reduced.
For an unmatched tracklet, if the tracklet has not matched a detection for three consecutive frames, it enters the target disappearance process and its state is no longer output to the tracking results. If the tracklet have not matched to any detection for several consecutive frames, it is considered that the target corresponding to the tracklet disappears from the field of view and the tracklet is deleted. If the number of the consecutive frames is too small, the target cannot be tracked after a short period of occlusion, and if the number of the consecutive frames is too large, the ID switches will be increased. Through experiments, we choose to use 25 consecutive frames to filter the deletion of the tracklet. If the tracklet successfully matches a detection within 25 frames, the tracklet restores to the tracking process and its state is output to the tracking result again.
IV. EXPERIMENTS A. DATASETS
The performance of the algorithm is evaluated by using 2D MOT 2015 dataset and MOT 2016 dataset.
MOT2015 dataset consists of 22 sequences, including 16 popular sequences from KITTI, ETH, PETS and TUD datasets and 6 new challenging video sequences, half for training and half for testing. In terms of the motion of camera, the viewpoint and the weather, the sequences are very different. The annotations for testing data are not released for fairness of evaluation results. Test results need to be submitted to benchmark website to evaluate the effectiveness of the algorithm.
MOT2016 dataset consists of 14 sequences, most of which are new sequences that are more challenging. Sequences are also very different from each other. Compared with the mot2015 dataset, the mean crowd density of the mot2016 dataset is three times higher. The annotations for testing data are not released either.
Datasets rely mainly on MOTA to quantitatively evaluate the performance of the tracking algorithms. The MOTA is a widely accepted measure for evaluating the performance of a tracker, which is shown as following,
where t denotes the frame index, GT denotes the number of ground truth objects, FN denotes the number of false negatives, FP denotes the number of false positives, IDSW denotes the number of ID switches. At the same time, MOTP, ID F1 score(IDF1), mostly tracked targets(MT), mostly lost targets(ML), and FRAG were also considered. MOTP is multiple object tracking precision, which measures the difference between true positive and ground truth. FRAG indicates the total number of trajectory interruptions.
B. TRACKING RESULTS COMPARED WITH OTHER ALGORITHMS ON MOT2015 1) PERFORMANCE
First, we tested the performance of the algorithm on the mot2015 dataset. In order to verify the effectiveness of VOLUME 7, 2019 the algorithm, we select other popular trackers, including NOMT [15] , CDA_DDAL [48] , TSML_CDE [49] , MDP_SubCNN [27] , DMT [29] and SORT [39] , to compare with the proposed algorithm. The detailed comparison results are shown in Table 1 and Table 2 . It can be seen that our algorithm achieves high accuracy as an online algorithm, and can compete with most of the offline algorithms. MOT 2015 dataset only track targets with height greater than 59 pixels, so targets far from the camera are not considered, which is quite similar to the requirements of most applications. Using YOLO detector to detect targets under such condition has achieved good detection results, and also has advantages in detection speed. The visual tracking results of the proposed algorithm is shown on Figure 7 .
2) RUNTIME Most of the multi-target tracking algorithms improve the tracking accuracy by sacrificing the speed of the algorithm. In offline applications, real-time performance is not the key factor. However, in the application of security monitoring, intelligent transportation and intelligent robots, real-time performance is a very important requirement for the algorithm. In Figure 8 , we compare both the speed and the accuracy of some popular algorithms published on MOT Challenge with the proposed algorithm. Our algorithm is neither the fastest nor the most accurate, but the advantages of the proposed algorithm in the balance of speed and accuracy can be seen from the figure. On the premise of reaching real-time, our algorithm achieves similar performance with the most accurate algorithm. The proposed algorithm relies mainly on the Tensorflow framework and runs on GTX Titan (Maxwell) GPU. In this dataset, the proposed algorithm runs at 31.3 fps for tracking, which makes it the fastest one in the top-10 algorithms published on the dataset website.
C. TRACKING RESULTS COMPARED WITH OTHER ALGORITHMS ON MOT2016
In order to verify the generalization ability of the proposed algorithm, we also evaluate the effectiveness of the algorithm on the MOT2016 dataset. Because the MOT2016 dataset annotates all pedestrian targets at any scale and distance, the detection recall of Yolo detector is not high enough under such conditions. So we select the detector provided by KDNT [50] to detect the targets in this dataset. We choose other tracking algorithms, including KDNT, NOMT, MCMOT_HDM [51] , SORT, DeepSORT [52] and RAR16wVGG [53] , to compare with the proposed algorithm. Table 3 and Table 4 shows the comparisons of the proposed algorithm with other algorithms in the entire dataset and each sequence of the dataset respectively. It can be seen that the algorithm has also achieve competitive accuracy with offline algorithms on the dataset. The tracking result of the algorithm is shown in Figure 9 .
D. DISCUSSION
Our algorithm establishes the motion model by Kalman filter, associates the prediction result of the tracklet with the detection result by distance and scale, and obtains the preliminary estimation of the tracking result. Due to the reasonable setting of tracking strategy, it is robust to the errors of detectors in some frames. Thus, this method achieves good results in short-term tracking. Because of the low computational complexity of Kalman filter, the motion model has high real-time performance, and 178.8 fps can be achieved in 2D MOT 2015 dataset. However, in long-term tracking, the motion model is no longer reliable because of the frequent occlusion. So we add the appearance model based on re-identifying network to improve the tracking results. By fusing appearance model distance and standardized pixel distance, the robustness of tracking to occlusion problem is further improved, which makes the ID switch of the algorithm reduce from 1372 to 578, and the algorithm achieves high results in IDF1, ID Precision and ID Recall. At the same time, in order to reduce the impact of adding appearance model on the real-time performance of the algorithm, channel pruning method is used to reduce the computational complexity of appearance feature extraction network, so that the algorithm maintains a high processing speed.
V. CONCLUSION
In this paper, a fast online multi-pedestrian tracking method based on integrating motion model and deep appearance model is proposed. The method establishes motion model with Kalman filter and appearance model with deep re-identification network. Data association algorithm based on Hungarian algorithm is used to integrate motion model and long-term and short-term appearance models, then match the tracklets and detections to complete the tracking task. The experiment results show the effectiveness and robustness of the proposed algorithm, and prove that the algorithm has a good balance in accuracy and speed. Although the algorithm has achieved good results, there are still some shortcomings that need further improvement. Since the computational complexity of the algorithm concentrates mainly on the establishment of pedestrian re-identification appearance model, our future work will focus on the research of more lightweight, fast and high-precision appearance model to further improve the accuracy and speed of the tracking algorithm.
