Abstract. The discontinuous Galerkin (DG) method has very quickly found utility in such diverse applications as computational solid mechanics, fluid mechanics, acoustics, and electromagnetics. The DG methodology merely requires weak constraints on the fluxes between elements. This feature provides a flexibility which is difficult to match with conventional continuous Galerkin methods. However, allowing discontinuity between element interfaces can in turn be problematic during simulation postprocessing, such as in visualization. Consequently, smoothness-increasing accuracyconserving (SIAC) filters were proposed in [M. Steffen et al., IEEE Trans. Vis. Comput. Graph., 14 (2008), pp. 680-692, D. Walfisch et al., J. Sci. Comput., 38 (2009 as a means of introducing continuity at element interfaces while maintaining the order of accuracy of the original input DG solution. Although the DG methodology can be applied to arbitrary triangulations, the typical application of SIAC filters has been to DG solutions obtained over translation invariant meshes such as structured quadrilaterals and triangles. As the assumption of any sort of regularity including the translation invariance of the mesh is a hindrance towards making the SIAC filter applicable to real life simulations, we demonstrate in this paper for the first time the behavior and complexity of the computational extension of this filtering technique to fully unstructured tessellations. We consider different types of unstructured triangulations and show that it is indeed possible to get reduced errors and improved smoothness through a proper choice of kernel scaling. These results are promising, as they pave the way towards a more generalized SIAC filtering technique.
Introduction and motivation.
The discontinuous Galerkin (DG) method has very quickly found utility in such diverse applications as computational solid mechanics, fluid mechanics, acoustics, and electromagnetics. It allows for a dual path to convergence through both elemental h and polynomial p refinement. Moreover, unlike the classic continuous Galerkin FEM, which seeks approximations that are piecewise continuous, the DG methodology merely requires weak constraints on the fluxes be-tween elements. This feature provides a flexibility which is difficult to match with conventional continuous Galerkin methods. However, allowing discontinuity between element interfaces can in turn be problematic during simulation postprocessing, such as in visualization, where there is often an implicit assumption that the field upon which the postprocessing methodology is acting is smooth. A class of postprocessing techniques was introduced in [3] and continued in [7, 8] , with an application to uniform quadrilateral meshes, as a means of gaining increased accuracy from DG solutions by performing convolution of a spline-based kernel against the DG field. As a natural consequence of convolution, these filters also increased the smoothness of the output solution. Building upon these concepts, smoothness-increasing accuracy-conserving (SIAC) filters were proposed in [21, 24] as a means of introducing continuity at element interfaces while maintaining the order of accuracy of the original input DG solution.
Although the DG methodology can be applied to arbitrary triangulations, the typical application of SIAC filters with mathematically proven properties has been to DG solutions obtained over translation invariant meshes. One way of producing such meshes is to take some base tessellation and repeat integer multiples of it [1, 2] . In an attempt to make the SIAC filter applicable to arbitrary tessellations, Curtis et al. [9] proposed a computational extension of this filtering technique to smoothly varying meshes as well as random meshes. They provided numerical results in one dimension which confirmed the accuracy enhancement of 2k + 1, proved in [8] , for smoothly varying meshes when a kernel scaling equal to the largest element size was used. For random meshes there was no clear order improvement, which may have been due to an incorrect kernel scaling. To further expand the applicability of the SIAC filter, the authors in [14] extended the postprocessing results, both theoretically and numerically, to structured triangular meshes. However, the outlook for triangular meshes was actually much better than that presented in [14] . Indeed, the order improvement was not clear for filtering over a Union Jack mesh when a scaling H = h equal to the uniform mesh spacing was used. The authors in [12] revisited that case, as well as a Chevron triangular mesh, and demonstrated that it is indeed possible to obtain superconvergence of order 2k + 1 for these mesh types. They also introduced theoretical proof as well as numerical examples that these results could be extended to adaptive meshes whose elements are defined by 1 H, where H represents the minimum scaling for the convolution kernel in the SIAC filter and is equal to the largest element size. is a multi-index of a dimension equal to the number of elements in one direction. For example, if = [ 1 , . . . , N ], where N is the number of elements in one direction, then the size of the element i will be
H.
As the assumption of any sort of regularity, including the translation invariance of the mesh, is a hindrance towards making the SIAC filter applicable to real life simulations, we herein demonstrate for the first time the mathematical behavior and computational complexity of the extension of this filter to unstructured tessellations. We consider four examples: a simple Delaunay triangulation, a Delaunay triangulation with obvious changes in element sizes where a refinement ratio of 1 2 has been applied, a Delaunay triangulation with splitting, and a stretched (anisotropic) triangulation. We show that it is indeed possible to obtain reduced errors and increased smoothness through a proper choice of kernel scaling. These results are promising, as they pave the way towards a more generalized SIAC filtering technique that could be used for arbitrary unstructured tessellations. Additionally, we demonstrate how to achieve up to an 18× speedup over traditional CPU implementations when performing our filtering task on graphics processing units (GPUs). This gain in performance Downloaded 08/07/13 to 155.98. 20.230 . Redistribution subject to SIAM license or copyright; see http://www.siam.org/journals/ojsa.php is realized by taking advantage of the streaming architecture of these multiprocessors.
We proceed in this paper by providing the basics of DG methods over triangulations followed by a brief review of the SIAC filter. In section 2, we present the implementation details of the postprocessor for unstructured triangular meshes. There, we discuss the Sutherland-Hodgman clipping algorithm used to compute the meshkernel intersections as well as CUDA implementations of the postprocessor for GPUs. In section 3, we give numerical results confirming the usefulness of our SIAC filter for the proposed triangulated meshes. Finally, section 4 concludes this paper. We further note that throughout this paper, we use the terms filtering and postprocessing interchangeably.
1.1. The DG formulation for triangular mesh structures. The DG method makes use of the same function space as the continuous method, but with relaxed continuity at the interelement boundaries. It was first introduced by Reed and Hill [17] for the solution of the neutron transport equation, and its history and recent development have been reviewed by Cockburn, Karniadakis, and Shu [6] and Cockburn [5] . The essential idea of the method is derived from the fact that basis functions can be chosen such that either the field variable, or its derivatives or generally both, are considered discontinuous across the element boundaries, while the computational domain continuity is maintained. The DG scheme has the advantages of both the finite volume and the finite element methods, in that it can be effectively used in convection-dominant applications, while maintaining geometric flexibility and higher local approximations through the use of higher-order elements. This feature makes it uniquely useful for computational dynamics and heat transfer. Because of the local nature of a discontinuous formulation, no global matrix needs to be assembled; thus, this reduces the demand on the in-core memory. The effects of the boundary conditions on the interior field distributions then gradually propagate through the domain via the element-by-element connections. This is another important feature that makes this method useful for fluid flow calculations.
In this paper we consider accuracy enhancement of numerical solutions to twodimensional linear hyperbolic equations of the form
where Ω ∈ R 2 , and A i (x), i = 1, 2, is bounded in the L ∞ -norm. We also assume smooth initial conditions are given along with periodic boundary conditions. We consider only the discretization of this equation in space. For full discretization of this equation, the reader should consult [4] .
To discretize (1) in space using a DG method, we first triangulate the domain Ω such that it consists of N nonoverlapping triangular elements. We denote such a triangulation by Ω h . We then seek a discontinuous approximate solution u h which, in each element τ e of the triangulation, belongs to the space V h . There is no restriction on how to choose the space V h , though a typical choice is the space of polynomials of degree at most k, i.e., P k (τ e ). We multiply (1) by a test function v h ∈ V h and substitute the approximate solution u h to get the following weak form over τ e : 
is the flux function, ∂τ e is the boundary of the element τ e , andn i denotes the unit outward normal to the element boundary in the ith direction. Notice that the flux is multiply defined at element interfaces, and therefore we impose the definition thatf ini = h(u h (x exterior , t), u h (x interior , t)) is a consistent two-point monotone Lipschitz flux, as in [4] .
The approximate solution, u h , within a triangular element is given by
where u (p,q) τe (t) represents the expansion coefficients and φ (p,q) (x) are the given basis functions. We plug this approximation into (2), and we then solve for u (p,q) τe (t). We note here that for our DG solvers, we used the NEKTAR++ implementation given in [11] and available online from http://www.nektar.info.
1.2.
A brief review of SIAC filters. SIAC filters were first introduced in [3] and later applied to DG solutions of linear hyperbolic equations in [7, 8] . The filtering technique was extended to a broader set of applications, such as being used for filtering within streamline visualization algorithms in [20, 21, 24] . Given a sufficiently smooth exact solution, the rate of convergence of a DG approximation of degree k is k + 1 2 in general and k + 1 for certain mesh structures (see [18, 4] ). However, after convolving the approximation against a filter constructed from a linear combination of B-splines of order k + 1, we can improve the order of convergence up to 2k + 1 as long as the necessary negative-order norm estimates can be proven. Additionally, we filter out the oscillations in the error and restore the C k−1 -continuity at the element interfaces. The provability of these properties relies on the translation invariant nature of the mesh. Here we present a brief introduction to this postprocessing technique. For a more detailed discussion of the mathematics of the postprocessor, see [3, 8, 20] .
The postprocessor itself is simply the DG solution at the final time T convolved against a linear combination of B-splines. That is, in one dimension, (4) u
where u is the postprocessed solution, h is the characteristic length, and
is the convolution kernel. ψ (k+1) is the B-spline of order k + 1, and c r+1,k+1 γ represent the kernel coefficients and are chosen such that the kernel reproduces polynomials of degree up to r. x γ represent the positions of the kernel nodes and are defined by (6) 
where r = 2k. The kernel in (5) has a symmetric form that can be used for postprocessing in the interior of the domain. To postprocess near boundaries or shocks we need to use a one-sided form of the kernel that requires information only from one side of the boundary or shock. In general, we can generate such a kernel by shifting the positions of the kernel nodes to one side. For more information, consult [19, 23, 13] . Downloaded 08/07/13 to 155.98.20.230. Redistribution subject to SIAM license or copyright; see http://www.siam.org/journals/ojsa.php
We note that in this work we always consider periodic meshes and solutions, and hence only the symmetric kernel is implemented. However, the ideas presented here can easily adapt to the one-sided kernel.
We additionally note that the superscript r + 1, k + 1 in (5) typically represents the number of kernel nodes as well as the B-spline order. In the following discussions we shall drop this superscript for the sake of a less cluttered notation and continue by investigating how the postprocessed solution given in (4) can be implemented in a computationally efficient manner.
SIAC filters for unstructured triangular meshes.
In this section we provide the implementation details of the postprocessor over unstructured triangular meshes. The implementation discussed in this section is used to produce the results given in section 3.
In [14] , we thoroughly discussed the extension of the SIAC filter to structured triangular meshes. Here, we simply take the existing implementation of the SIAC filter and apply the same ideas to unstructured triangular meshes. The postprocessor takes as input an array of the polynomial modes used in the DG method and produces the values of the postprocessed solution at a set of specified evaluation points. We assume these evaluation points correspond with specific quadrature points which can be used at the end of the simulation for such things as error calculations. We examine how to calculate the postprocessed value at a single evaluation point. Postprocessing of the entire domain is obtained by repeating the same procedure for all the evaluation points. Let us consider the case of a DG solution produced over an unstructured triangular mesh shown in Figure 1 . We note that in two dimensions, the convolution kernel is the tensor product of one-dimensional kernels. Therefore, the postprocessed solution at (x, y) ∈ T i becomes
where T i is a triangular element, u h is our approximate DG solution, and we have denoted the two-dimensional coordinate system as (x 1 , x 2 ). The main difference in the implementation of (7) for unstructured triangulations versus structured meshes is in the choices of h x1 and h x2 used to scale the kernel in the x 1 and x 2 directions, respectively. In [12] , it was shown that h x1 = H x1 and h x2 = H x2 , where H x1 and H x2 represent the minimum scaling for translation invariance of the mesh. For instance, for a uniform quadrilateral mesh, h x1 = h x2 = H and is simply the uniform mesh spacing. The authors in [12] also provided mathematical proofs demonstrating thatfor an adaptive mesh whose elements are of size h = 1 H, a multi-index as given in section 1, and H the size of the largest element, we can obtain the correct convergence order and smoothness enhancement in the postprocessed results by choosing H as the scaling parameter. However, for an unstructured triangulation, neither the translation invariant property nor any interelement relation as in the adaptive mesh case holds. Therefore, we require another mechanism to find the proper scaling parameter. As it is not straightforward to speculate as to the width of the kernel support (and hence the corresponding neighboring information) necessary to generate accuracy conservation and smoothness enhancement, we will investigate how different choices of the scaling parameter lead to different postprocessing results. We start by considering a scaling equal to the largest side of all the triangular elements which we refer to as H. We then continue by investigating the impact of a kernel scaling smaller or larger than H on postprocessing DG solutions. In particular, in section 3 we present postprocessing results using 0.5H, 0.75H, H, 1.5H, and 2H as kernel scaling values. 
. Demonstration of integration regions resulting from the kernel-mesh intersection. Dashed lines represent the kernel breaks. Solid red lines represent a triangulation of the integration regions.
To calculate the integral involved in the postprocessed solution in (7) exactly, we need to decompose the triangular elements that are covered by the kernel support into subelements that respect the kernel knots (which we also refer to as kernel breaks); the resulting integral is calculated as the summation of the integrals over each subelement. Figure 2 depicts a possible kernel-mesh intersection for a sample triangular element of the unstructured triangular mesh shown in Figure 1 . As is shown in Figure 2 (b), we divide the triangular region into subregions over which there is no break in regularity. Furthermore, we choose to triangulate these subregions for ease of implementation. Choosing H as the kernel scaling value in each direction, we can therefore rewrite (7) as
where we have used the compact support property of the kernel to transform the infinite integral to finite local sums over elements. The extent of the kernel or Supp{K} is given by (3k + 1)H in each direction, where k is the degree of the polynomial approximation. Therefore, there will be m(3k + 1)
2 H 2 triangles covered by the kernel support, where m is an integer that depends on the unstructured mesh and the size of triangles relative to the scaling parameter H. Each of the integrals over a triangle Downloaded 08/07/13 to 155.98.20.230. Redistribution subject to SIAM license or copyright; see http://www.siam.org/journals/ojsa.php
where N is the total number of triangular subregions formed in the triangular element T j as the result of kernel-mesh intersection.
We note here that to evaluate the integrals in (9) to machine precision exactly, we first map via a Duffy transformation the triangular region τ n to the standard triangular element defined as
and then we apply Gaussian quadrature rules with the required number of quadrature points to integrate polynomials of degree 3k in each direction. For example, when using the Gauss-Jacobi rule, we need a total of 3k+1 2 2 quadrature points. For more information regarding the Gaussian quadrature and the various mappings involved in the integration, consult [14, 15, 11] . We further add that in order to find the footprint of the kernel on the DG mesh, we first lay a regular grid over our unstructured mesh. Each regular grid element contains the information of the triangles that intersect with it. In this way, we can easily find the extent of the kernel support on this regular grid and consequently compute the integration regions by solving a geometric intersection problem. For this we apply the Sutherland-Hodgman clipping algorithm from computer graphics. In the following section we provide a brief overview of this algorithm.
Sutherland-Hodgman clipping algorithm.
The Sutherland-Hodgman clipping algorithm finds the polygon that is the intersection between an arbitrary polygon (the subject polygon) and a convex polygon (the clip polygon) [22] . Figure 3 depicts a sample kernel-mesh overlap. We remind the reader that the convolution kernel used in the postprocessing algorithm is a linear combination of B-splines (see (5)) and therefore is a piecewise polynomial. Moreover, in two dimensions it is the tensor product of one-dimensional kernels. Consequently, for implementation purposes we will think of the two-dimensional kernel as an array of squares, as depicted with red dashed lines in Figure 3(left) . Thereby, the problem of finding the integration regions becomes the problem of finding the intersection areas between each square of the kernel array (the clip polygon) and the triangular elements (the subject polygons) covered by the kernel support. Furthermore, it is clear that both the clip polygon and the subject polygons are convex.
To find the intersection area between a square of the kernel and a triangular element (Figure 3(right) ), we follow the Sutherland-Hodgman clipping algorithm and use a divide-and-conquer strategy. First, we clip the polygon (in our case the triangular element) against the left clipping boundary (left side of the square in the kernel array). The resulting partially clipped polygon is then clipped against the top boundary, and then the process is repeated against the two remaining boundaries, as shown in Figure 4 .
To clip against one boundary, the algorithm loops through all polygon vertices. At each step, it considers two of the vertices that we denote as previous and current. Downloaded 08/07/13 to 155.98.20.230. Redistribution subject to SIAM license or copyright; see http://www.siam.org/journals/ojsa.php First, it determines whether these vertices are inside or outside the clipping boundary. This, of course, is a matter of comparing the horizontal or vertical position to the boundary's position. We then apply the following simple rules:
1. if the previous vertex and the current vertex are both inside the clipping boundary, output the current vertex; 2. if the previous vertex is inside the clipping boundary and the current vertex is outside the clipping boundary, output the intersection point of the corresponding edge with the clipping boundary; 3. if the previous vertex and the current vertex are both outside the clipping boundary, output nothing; 4. if the previous vertex is outside the clipping boundary and the current vertex in inside the clipping boundary, output the intersection point of the corresponding edge with the clipping boundary. Following this procedure we obtain a new polygon, clipped against one boundary and ready to be clipped against the next boundary. Furthermore, we triangulate the resulting clipped area for ease of implementation of the quadrature rules ( Figure  4(right) ). As the final triangulation is merely used for performing numerical quadrature, there is no rigorous requirement on the triangle element quality. We require only well-formed (i.e., valid) triangles over which the approximate solution and the kernel can be evaluated and their product integrated.
CUDA implementation of the postprocessor.
As we discussed in the previous sections, the postprocessor algorithm divides the triangular mesh into regularly spaced grid patches. The triangles in the intersected regular grid patches are checked for intersections with the kernel stencil using the Sutherland-Hodgman algorithm. The integrations over those intersected regions are computed and used to calculate the convolution operator for that evaluation point. In the following sections Downloaded 08/07/13 to 155.98.20.230. Redistribution subject to SIAM license or copyright; see http://www.siam.org/journals/ojsa.php we provide details on different aspects of an efficient GPU implementation of the postprocessor for unstructured tessellations.
Efficient computing on GPUs.
In [12] , we discussed how postprocessing of DG solutions on quadrilateral meshes was amenable to GPU parallelization. The scalability of the GPU stream processing architecture lends itself well to DG solutions and postprocessing. We continued this line of work with a GPU implementation of a DG postprocessor for unstructured triangular meshes.
Stream processing simplifies hardware by restricting the parallel computations that can be performed. Given a set of data (a stream), stream processors apply a series of operations (kernel functions) to each element in the data stream, often with one kernel function being applied to all elements in the stream (uniform streaming). This paradigm allows kernel functions to be pipelined, and local on-chip memory and data transmission are reused to minimize external memory needs. On modern GPUs each processing unit is termed a core. Sets of cores work together by performing identical sets of operations on a stream. This design paradigm allows for memory reuse between cores and reduces the need for cache hierarchies, which allows more space on each chip to be allocated to processing units [16] . Moreover, it also allows for very high bandwidth between cores and memory used for data streams.
Most current streaming processors rely on an SIMD (single-instruction multipledata) programming model in which a single kernel is applied to a large collection of independent data streams. Parallel threads, operating on these streams, are logically grouped together with each group operating in a synchronous fashion. SIMD architectures perform at peak capacity when they are without thread divergence and when they achieve coalesced memory accesses. Thread divergence occurs when branching causes some threads in a group to execute instructions differing from the rest. A divergence in the logic forces other threads in that group to wait while the divergent threads execute, which reduces the level of parallelism achieved. Coalesced memory accesses occur when all the memory accesses performed by a thread group are to contiguous locations in memory. When this does not occur, more memory fetches are required to retrieve the data, effectively reducing memory bandwidth. Achieving coalesced memory accesses is easy for structured meshes but becomes much more challenging for unstructured meshes.
Suitability of the problem for the GPU.
In theory, postprocessing of DG solutions should be highly amenable to parallelization since each evaluation point can be processed independently of the other evaluation points. However, the Sutherland-Hodgman algorithm is not the most suitable application for SIMD parallelization on the GPU. Thread divergence is very likely to occur in intersection processing due to the numerous branching logics in the Sutherland-Hodgman algorithm, as discussed in section 2.1. This divergence in thread execution may lead to suboptimal performance on the GPU. The polygon clipping that takes place within the Sutherland-Hodgman algorithm occurs at irregularly spaced intervals on an unstructured mesh. The GPU architecture relies on SIMD parallelism to gain efficiency, and this irregularity causes divergence between threads that are operating synchronously. This leads to noticeably poorer performance for unstructured meshes versus that of structured meshes. The nature of unstructured meshes also leads to nonconsecutive memory accesses during processing which reduces the bandwidth capacity for SIMD computations. To reduce thread divergence we implemented a modified regular grid binning for the GPU. We assign each triangle in the mesh to a unique regular grid element which allows us to check each triangle in the intersected regular Downloaded 08/07/13 to 155.98.20.230. Redistribution subject to SIAM license or copyright; see http://www.siam.org/journals/ojsa.php grid elements without verifying whether the triangle has been previously processed. This method avoids costly branching in the GPU code.
While the Sutherland-Hodgman algorithm is ill suited for the GPU, the numerical integrations performed over the intersection regions are more amenable to parallelization. The integration component of our processing scheme gained a 12×-14× speedup over the CPU version, while the Sutherland-Hodgman algorithm gained only a 4×-5× speedup over the CPU implementation. The memory allocation of intersections when performing the Sutherland-Hodgman algorithm is especially challenging due to the fact that the number of triangle/stencil intersections is not known until the computations are performed. For each evaluation point a convolution kernel is centered at that point and intersections between the underlying mesh and kernel are calculated. Performing this on an unstructured mesh may result in an arbitrary number of intersections per evaluation point. Memory for these intersections must be allocated ahead of time, which makes it difficult to efficiently allocate intersections to a block of memory when computing them in parallel. In Figure 5 we illustrate how intersections for an unstructured mesh might get mapped into memory. This diagram shows how some threads may use up all of their given memory space while others use only a small portion, leading to inefficient memory utilization. 
Comparison of different approaches.
The CPU version of the algorithm computes the integration of an intersected region immediately after calculating the intersections for a given triangle with the Sutherland-Hodgman algorithm. The level of parallelism that can be achieved on the GPU is bottlenecked by the Sutherland-Hodgman algorithm due to the fact that many threads are idling while another thread in that stream computes the integration over an intersection. In order to maximize throughput on the GPU we use two passes. In the first pass, we calculate a batch of intersection regions and store them. In the second pass, we compute the integrations over that batch of intersections. This increases computational density, which allows the GPU to decrease thread divergence and increase throughput.
We also investigated a CPU-GPU hybrid approach where the SutherlandHodgman intersections were calculated on the CPU and the integrations performed on the GPU. We found that the lengthy data transfer times between the CPU and GPU negated any performance gains from the increased computational power. The process is bandwidth limited, and transfer times between the CPU and GPU dominated the actual computation times. This led us to perform everything on the GPU.
In our GPU method each evaluation point was processed by a single warp (32 threads). Using a single warp per evaluation point allows each logical thread group to work separately and helps to prevent idling while threads are waiting on Downloaded 08/07/13 to 155.98.20.230. Redistribution subject to SIAM license or copyright; see http://www.siam.org/journals/ojsa.php results from other streams. We tried other configurations, including one thread per evaluation point and up to one block per evaluation point. Setting the granularity at the warp level for each evaluation point produced the best results. For the operations that need to be computed with respect to a given evaluation point, there is little overlapping data. Any gains from having shared data between all the threads in a block were mitigated by additional synchronization points in the code. However, gains were seen by reducing idle time. Warp level granularity allows for explicit synchronization calls between threads to be avoided. Synchronization is achieved implicitly due to the lock-step execution of threads in a warp. The method can scale to suit out-of-core processes through the use of tiling. The mesh can be tiled into manageable sections and the postprocessing done seamlessly for each segmented tile. Due to the nature of the computations, each tile is independent of the rest and there is a minimal amount of global data that is needed by all tiles. The small amount of overhead data that is shared can easily be stored globally for the entirety of the program.
In Table 1 we present a comparison of the postprocessing times (in seconds) required by our CPU and GPU implementations of the SIAC filter for a variable-sized unstructured triangular mesh (see Mesh Example 1 in section 3.3). These timings are for two different kernel scaling values, namely H and 1.5H, H being the largest side of all the triangular elements. Postprocessing was performed for the DG solutions of an advection equation (details in section 3) with three different polynomial degrees. As discussed previously, memory allocation for the Sutherland-Hodgman algorithm on the GPU is not straightforward, and this issue is even more pronounced for the variable-sized mesh when postprocessing around the areas of obvious spatial transition in element size. However, as seen in Table 1 we are still able to obtain 6×-12× speedup over the CPU implementation when running on the GPU. We note that for the Delaunay mesh in Figure 1 we observed up to an 18× speedup. The CPU used in this comparison was an Intel Xeon X7542 running at 2.67GHz, and the GPU used was a Nvidia Tesla C2050.
Numerical results.
In this section we provide postprocessing results that demonstrate the efficacy of the SIAC filter when applied to multiple unstructured triangulations. In all the examples we consider the solutions of the constant coefficient Downloaded 08/07/13 to 155.98.20.230. Redistribution subject to SIAM license or copyright; see http://www.siam.org/journals/ojsa.php linear advection equation given below:
with initial condition u(0, x, y) = sin(2π(x + y)). We further note that to generate the various unstructured meshes we used the Gmsh finite element mesh generator [10] .
Simple Delaunay triangulation.
For this example we consider a simple Delaunay triangulation of the domain given in Figure 1 . As we discussed in section 2, we consider the largest side of all the triangular elements and denote it with H. We then perform postprocessing using mH as the kernel scaling values, where m = 0.5, 1.0, 1.5, 2.0. Table 2 and Figure 6 provide the L 2 -error results and plots for these scaling values. The m = 2.0 case is purposely omitted from the table, as this scaling is not valid for many of the meshes; i.e., the kernel would become larger than the domain size. However, the m = 2.0 data is provided in the error plots when available. This omission has been done for all the tables presented herein. Generally speaking, as we increase the kernel width by using a larger m, the error decreases until it reaches a point where we obtain the minimal error value and it increases afterwards. For coarser mesh structures it is often more beneficial to use a smaller kernel to avoid the not valid scenarios. We further note that comparing the L 2 -errors before and after filtering, we always obtain accuracy enhancement after the application of the SIAC filter.
In Figure 7 we present the pointwise error contour plots. As can be observed from these plots, the errors are highly oscillatory before the application of the postprocessor Downloaded 08/07/13 to 155.98.20.230. Redistribution subject to SIAM license or copyright; see http://www.siam.org/journals/ojsa.php (left column). However, the postprocessor filters out the oscillations, and this effect is noticeably visible when using P 4 polynomials. The magnitude of the error also decreases after postprocessing. Moreover, we get better results in terms of smoothness with a larger kernel; however, the error might increase in some cases.
Delaunay triangulation with element splitting.
For this case, we took the unstructured mesh in Figure 1 and refined it with splitting ( Figure 8 ). We suspected that this would give better postprocessing results due to the natural hierarchy of solution spaces generated. Table 3 and Figure 9 provide the L 2 -error values with respect to different sizes of kernel scalings. Again, it is noted that, generally, there is an optimal kernel scaling value for which we obtain the minimum L 2 -error. In addition, Figure 10 presents the pointwise error contour plots. Compared to the contour plots in Figure 7 , these provide much smoother error values. 
Delaunay triangulation with variable-sized elements.
In this example we examine two variants of the Delaunay triangulation of the domain, shown in Figure 11 , where there is an obvious spatial transition in element size in the interior of the domain (a refinement ratio of 0.5 has been applied). This change was made in the middle of the mesh in order to maintain the periodic boundary conditions and simplify the application of the postprocessor. Table 4 and Figure 12 present the L 2 -errors for postprocessing over Mesh Example 1 in Figure 11 using different kernel Downloaded 08/07/13 to 155.98.20.230. Redistribution subject to SIAM license or copyright; see http://www.siam.org/journals/ojsa.php Table 3 L 2 -errors for various kernel scalings used in the SIAC filter for a triangulation with element splitting. scaling values. Moreover, Figure 13 provides the pointwise error contour plots for this mesh. We observe postprocessing behavior similar to that of previous mesh examples. Postprocessing results for Mesh Example 2 are provided in Table 5 
Delaunay triangulation with stretched elements.
Here we consider a sample Delaunay mesh with stretched elements in the x direction ( Figure 16 ). This is the so-called anisotropic unstructured mesh and is often the type of mesh we see in practice when simulating flows which have strong preferential direction. Table 6 and Figures 17 and 18 provide the postprocessing results. Again, through the application of the SIAC filter we are able to smooth out the oscillations in the error and obtain lower error values. 
Conclusion.
The SIAC filtering technique has traditionally been applied to translation invariant meshes. In some cases, random meshes in one dimension and structured smoothly varying meshes in two dimensions were also considered. However, as the assumption of any sort of regularity will restrict the application of this filtering technique to more complex simulations, we provided in this paper the behavior Downloaded 08/07/13 to 155.98.20.230. Redistribution subject to SIAM license or copyright; see http://www.siam.org/journals/ojsa.php and complexity of the computational extension of this filtering technique to totally unstructured tessellations. We note that this is an important step towards a more generalized SIAC filter. We considered various unstructured tessellations and demonstrated that it is indeed possible to get reduced errors and increased smoothness through a proper choice of kernel scaling. Furthermore, we provided numerical results which confirm the smoothness-increasing capability of the SIAC filter when applied to unstructured tessellations. Finally, GPU implementations of this SIAC filter were described. Using a single GPU, up to an 18× reduction in computational costs over the traditional CPU implementations can be obtained for these unstructured tessellations. We documented why care must be taken with the programming of the GPUs to obtain such a reduction when applied to SIAC postprocessing of DG solutions.
