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1. Introduction and main results
We use C to denote the open complex plane, Cˆ (= C ∪ {∞}) to denote the extended complex plane, and D (⊂ C) to
denote a domain. It is assumed that the reader is familiar with the notations of the Nevanlinna theory such as T (r, f ),
m(r, f ), N(r, f ), N(r, f ) and so on, that can be found, for instance, in [1–3].
Let f and g be two nonconstant meromorphic functions in C, a ∈ Cˆ, we say that f and g share the value a IM in
a domain D if f − a and g − a have the same zeros in D (ignoring multiplicities); they share the value a CM in D if f − a
and g − a have the same zeros with the same multiplicities in D (counting multiplicities). When a = ∞ the zeros of f − a
mean the poles of f (see [4]).
The uniqueness of meromorphic functions concerning shared values is an interesting topic. Nevanlinna [5] proved the
well-known ﬁve-value theorem and four-value theorem by using his value distribution theory. And later, a lot of important
results in this ﬁeld have been obtained, which are introduced systematically in [4]. The ﬁve-value theorem and four-value
theorem are listed as follows (see [4,5]).
Theorem A (Five-value theorem). Let f and g be two nonconstant meromorphic functions in complex plane C, a j ∈ Cˆ ( j =
1,2,3,4,5) be ﬁve distinct values. If f and g share the values a j ( j = 1,2,3,4,5) IM in C, then f ≡ g.
Theorem B (Four-value theorem). Let f and g be two nonconstant meromorphic functions in complex plane C, a j ∈ Cˆ ( j = 1,2,3,4)
be four distinct values. If f and g share the values a j ( j = 1,2,3,4) CM in C, then f is a linear fractional transformation of g.
It is also interesting how to extend some important uniqueness results in the whole complex plane to an angular domain.
Zheng [6,7] studied the related problems on the basis of the relation between the Pólya peaks and deﬁciencies of mero-
morphic functions. In this paper we directly give some restrictions on the angular characteristic functions of meromorphic
functions to study the problems.
Suppose that f is a meromorphic function in C and δ = {z | |arg z − θ0| δ} (0 < δ < π) is an angular domain. First,
we introduce some notations about Ahlfors theory in an angular domain as follows (see [8]):
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π
r∫
0
θ0+δ∫
θ0−δ
( | f ′(teiϕ)|
1+ | f (teiϕ)|2
)2
t dt dϕ,
T (r,δ, f ) =
r∫
0
S A(t,δ, f )
t
dt.
Especially the corresponding notations in the whole complex plane are denoted by
S A(r, f ) = 1
π
r∫
0
2π∫
0
( | f ′(teiϕ)|
1+ | f (teiϕ)|2
)2
t dt dϕ,
T (r, f ) =
r∫
0
S A(t, f )
t
dt.
For a ∈ Cˆ, we use n(r,δ, f = a) to denote the number of the zero points of f − a in δ ∩ {|z|  r} where a zero
of multiplicity m is counted m times (counting multiplicities) and n(r,δ, f = a) denotes the corresponding reduced case
where each multiple zero is counted only once (ignoring multiplicities). The counting functions in an angular domain are
deﬁned as
N(r,δ, f = a) =
r∫
0
n(t,δ, f = a) − n(0,δ, f = a)
t
dt + n(0,δ, f = a) log r,
N(r,δ, f = a) =
r∫
0
n(t,δ, f = a) − n(0,δ, f = a)
t
dt + n(0,δ, f = a) log r.
Nevanlinna theory in an angular domain plays a key role in this paper, so we also introduce its fundamental notations
as follows (see [2]):
A(r,δ, f ) = ω
π
r∫
1
(
1
tω
− t
ω
r2ω
){
log+
∣∣ f (tei(θ0−δ))∣∣+ log+∣∣ f (tei(θ0+δ))∣∣}dt
t
,
B(r,δ, f ) = 2ω
πrω
θ0+δ∫
θ0−δ
log+
∣∣ f (reiϕ)∣∣ sinω(ϕ − θ0 + δ)dϕ,
C(r,δ, f = ∞) = 2
∑
1<ρnr|ψn−θ0|δ
(
1
ρωn
− ρ
ω
n
r2ω
)
sinω(ψn − θ0 + δ),
C(r,δ, f = a) = C
(
r,δ,
1
f − a = ∞
)
, a ∈C,
SN (r,δ, f ) = A(r,δ, f ) + B(r,δ, f ) + C(r,δ, f = ∞),
where ω = π2δ and ρneiψn (n = 1,2, . . .) are the poles of f in the angular domain δ and each pole of multiplicity m appears
m times (counting multiplicities).
Remark 1. In this paper we always use S A(r,δ, f ) and SN(r,δ, f ) to denote Ahlfors angular characteristic function and
Nevanlinna angular characteristic function, respectively.
We usually use Ahlfors characteristic function T (r,δ, f ) to describe the growth of a function f in an angular domain,
so we ﬁrst set up the relationship between two characteristic functions (see Lemma 7) and apply it to study the uniqueness
problems of meromorphic functions in an angular domain. We obtain some results as follows.
Theorem 1. Let f and g be two meromorphic functions of ﬁnite order in C, ai ∈ Cˆ (i = 1,2,3) be three distinct values, δ = {z |
|arg z − θ0| δ} (0 < δ < π) be an angular domain, ω = π2δ , and let f and g share a1,a2,a3 IM in δ . If
lim+ lim
log T (r,δ−ε, f ) = λ > ω, (1.1)ε→0 r→+∞ log r
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lim
ε→0+
lim
r→+∞
log T (r,δ−ε, g)
log r
= λ. (1.2)
If f and g are two meromorphic functions of inﬁnite order in C, set T (r) = max{T (r, f ), T (r, g)}. For T (r) there exists a
precise inﬁnite order ρ(r) such that (introduced by King-laï Hiong, see [9,10])
(i) ρ(r) is continuous and increasing function for r  r0 and ρ(r) → +∞(r → +∞),
(ii) lim
r→+∞
U (R)
U (r)
= 1, where U (r) = rρ(r), R = r
(
1+ 1
logU (r)
)
, (1.3)
(iii) lim
r→+∞
log T (r)
ρ(r) log r
= 1. (1.4)
For meromorphic functions of inﬁnite order we have
Theorem 2. Let f and g be two meromorphic functions with f of inﬁnite order in C, ai ∈ Cˆ (i = 1,2,3) be three distinct values,
δ = {z | |arg z − θ0| δ} (0 < δ < π) be an angular domain, ω = π2δ , T (r) = max{T (r, f ), T (r, g)} and ρ(r) be the precise order
of T (r), and let f and g share a1,a2,a3 IM in δ . If
lim
ε→0+
lim
r→+∞
log T (r,δ−ε, f )
ρ(r) log r
= λ (0 < λ 1), (1.5)
then
lim
ε→0+
lim
r→+∞
log T (r,δ−ε, g)
ρ(r) log r
= λ. (1.6)
From Theorems 1 and 2 we have
Theorem 3. Let f and g be two meromorphic functions of ﬁnite order in C, ai ∈ Cˆ (i = 1,2, . . . ,5) be ﬁve distinct values, and let
δ = {z | |arg z − θ0| δ} (0 < δ < π) be an angular domain satisfying
lim
ε→0+
lim
r→+∞
log T (r,δ−ε, f )
log r
> ω, (1.7)
where ω = π2δ . If f and g share ai (i = 1,2, . . . ,5) IM in δ , then f ≡ g.
Theorem 4. Let f and g be two meromorphic functions with f of inﬁnite order in C, ai ∈ Cˆ (i = 1,2, . . . ,5) be ﬁve distinct values,
T (r) =max{T (r, f ), T (r, g)}, ρ(r) be the precise order of T (r), and let δ = {z | |arg z− θ0| δ} (0 < δ < π) be an angular domain
satisfying
lim
ε→0+
lim
r→+∞
log T (r,δ−ε, f )
ρ(r) log r
> 0. (1.8)
If f and g share ai (i = 1,2, . . . ,5) IM in δ , then f ≡ g.
Theorem 5. Let f and g be two meromorphic functions of ﬁnite order in C, ai ∈ Cˆ (i = 1,2,3,4) be four distinct values, and let
δ = {z | |arg z − θ0| δ} (0 < δ < π) be an angular domain satisfying (1.7). If f and g share ai (i = 1,2,3,4) CM in δ , then f is
a linear fractional transformation of g.
Theorem 6. Let f and g be two meromorphic functions with f of inﬁnite order in C, ai ∈ Cˆ (i = 1,2,3,4) be four distinct values,
T (r) =max{T (r, f ), T (r, g)}, ρ(r) be the precise order of T (r), and let δ = {z | |arg z− θ0| δ} (0 < δ < π) be an angular domain
satisfying (1.8). If f and g share ai (i = 1,2,3,4) CM in δ , then f is a linear fractional transformation of g.
Obviously, Theorems 3 and 4 are the improvement of Theorem A and Theorems 5 and 6 are the improvement of Theo-
rem B for functions of order > 1 , respectively.2
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Lemma 1. (See [11].) Let f be a meromorphic function in C, δ = {z | |arg z − θ0|  δ} (0 < δ < π) be an angular domain, ai ∈ Cˆ
(i = 1,2, . . . ,q) be q ( 3) distinct values, then for ε ∈ (0, δ),
(q − 2)T (r,δ−ε, f )
q∑
i=1
N(r,δ, f = ai) + O
{
log2 r + [S A(r,δ, f ) log r] 12 }. (2.1)
Lemma 2. (See [2].) Let f be a meromorphic function on an angular domain δ = {z | |arg z − θ0|  δ} (0 < δ < π). Then for any
a ∈C,
SN
(
r,δ,
1
f − a
)
= SN (r,δ, f ) + O (1); (2.2)
and for any q ( 3) distinct values ai ∈ Cˆ (i = 1,2, . . . ,q),
(q − 2)SN (r,δ, f )
q∑
i=1
C(r,δ, f = ai) + R(r,δ, f ), (2.3)
R(r,δ, f ) = A
(
r,δ,
f ′
f
)
+ B
(
r,δ,
f ′
f
)
+
q∑
i=1
{
A
(
r,δ,
f ′
f − ai
)
+ B
(
r,δ,
f ′
f − ai
)}
+ O (1), (2.4)
where C(r,δ, f = ai) is the corresponding reduced case of C(r,δ, f = ai), in this case each multiple zero of f − ai appears only
once (ignoring multiplicities).
Nevanlinna conjectured that
A
(
r,δ,
f ′
f
)
+ B
(
r,δ,
f ′
f
)
= o(SN (r,δ, f )) (2.5)
when r tends to +∞ outside an exceptional set of ﬁnite linear measure, and he proved that A(r,δ, f ′f ) + B(r,δ, f
′
f ) =
O (1) when the function f is meromorphic in the whole complex plane and has ﬁnite order. In 1974 Gol’dberg constructed
a counterexample to show that (2.5) is not valid (see [12]). However, when f is meromorphic in the whole complex plane,
the following is true (see [2])
A
(
r,δ,
f ′
f
)
+ B
(
r,δ,
f ′
f
)
=
{
O (1) if f is of ﬁnite order,
O (log(rT (r, f ))) (r → ∞, r /∈ E) if f is of inﬁnite order,
where E is a set of ﬁnite linear measure.
Lemma 3. (See [2].) Let f be a meromorphic function in C, δ = {z | |arg z − θ0| δ} (0 < δ < π) be an angular domain, ω = π2δ ,
then
A
(
r,δ,
f ′
f
)
 K
{(
R
r
)ω R∫
1
log+ T (t, f )
tω+1
dt + log+ r
R − r + log
R
r
+ 1
}
,
B
(
r,δ,
f ′
f
)
 4ω
rω
m
(
r,
f ′
f
)
,
where 1 < r < R < +∞, K is a nonzero constant.
From Lemma 3 we have
Lemma 4. Let f be a meromorphic function in C, δ = {z | |arg z − θ0| δ} (0 < δ < π) be an angular domain, then
R(r,δ, f ) =
{
O (1) if f is of ﬁnite order,
O (logU (r)) if f is of inﬁnite order,
(2.6)
where R(r,δ, f ) is deﬁned as in (2.4), and U (r) = rρ(r) , ρ(r) is the precise order of T (r, f ) when f is of inﬁnite order.
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m
(
r,
f ′
f
)
 M
{
log+ T (R, f ) + log+ 1
R − r + log
+ R + 1
}
, (2.7)
where M is a nonzero constant. By Lemma 3 and (2.7), if f is of ﬁnite order, take R = 2r, then A(r,δ, f ′f )+ B(r,δ, f
′
f ) =
O (1). If f is of inﬁnite order, take R = r(1 + 1logU (r) ) and notice that limr→+∞ U (R)U (r) = 1 and limr→+∞ log T (r, f )ρ(r) log r = 1, then
A(r,δ,
f ′
f ) + B(r,δ, f
′
f ) = O (logU (r)). Therefore (2.6) holds. 
Lemma 5. Let f be a meromorphic function on an angular domain δ = {z | |arg z − θ0|  δ} (0 < δ < π), ω = π2δ , then for any
a ∈ Cˆ and ε ∈ (0, δ),
C(r,δ, f = a) 2ω sin(ωε)
r∫
1
n(t,δ−ε, f = a)
tω+1
dt + O (1), (2.8)
C(r,δ, f = a) 4ω sin(ωε)
rω
N(r,δ−ε, f = a) + O (1), (2.9)
C(r,δ, f = a) 4ω
r∫
1
n(t,δ, f = a)
tω+1
dt, (2.10)
C(r,δ, f = a) 4ω N(r,δ, f = a)
rω
+ 4ω2
r∫
1
N(t,δ, f = a)
tω+1
dt, (2.11)
C(r,δ, f = a) 2n(r,δ, f = a). (2.12)
Remark 2. For the reduced case that each multiple zero of f − a in δ is counted only once (ignoring multiplicities),
Lemma 5 still holds. Its proof is similar to the proof below.
Proof of Lemma 5. Set
c(r,δ, f = a) =
∑
1<ρnr|ψn−θ0|δ
sinω(ψn − θ0 + δ),
where ω = π2δ and ρneiψn (n = 1,2, . . .) are the zeros of f − a in the angular domain δ and each zero of multiplicity m
appears m times (counting multiplicities). By the deﬁnition of C(r,δ, f = a), then
C(r,δ, f = a) = 2
r∫
1
(
1
tω
− t
ω
r2ω
)
dc(t,δ, f = a) = 2ω
r∫
1
c(t,δ, f = a)
(
1
tω
+ t
ω
r2ω
)
dt
t
. (2.13)
Clearly
c(r,δ, f = a)
∑
1<ρnr|ψn−θ0|δ−ε
sinω(ψn − θ0 + δ) sin(ωε)
[
n(r,δ−ε, f = a) − n(1,δ−ε, f = a)
]
.
Note that 1tω + t
ω
r2ω
 1tω , so (2.8) holds. Since
1
tω + t
ω
r2ω
 2rω ,
C(r,δ, f = a) 4ω sin(ωε)
rω
r∫
1
n(r,δ−ε, f = a) − n(1,δ−ε, f = a)
t
dt = 4ω sin(ωε)
rω
N(r,δ−ε, f = a) + O (1).
So (2.9) holds, too.
On the other hand, from (2.13) and the fact that c(r,δ, f = a)  n(r,δ, f = a) and 1tω + t
ω
r2ω
 2tω , we obtain (2.10).
From (2.10) we have
C(r,δ, f = a) 4ω
r∫
1
1
tω
d
( t∫
1
n(τ ,δ, f = a)
τ
dτ
)
= 4ω
rω
r∫
1
n(τ ,δ, f = a)
τ
dτ + 4ω2
r∫
1
∫ t
1
n(τ ,δ, f=a)
τ dτ
tω+1
dt.
Noting that
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1
n(τ ,δ, f = a)
τ
dτ = N(r,δ, f = a) − N(1,δ, f = a) N(r,δ, f = a),
so (2.11) holds. From (2.13) and considering that c(r,δ, f = a)  n(r,δ, f = a) and
∫ r
1 (
1
tω + t
ω
r2ω
) dtt 
1
ω , we know
that (2.12) holds, too. 
Lemma 6. Let f be a meromorphic function in C with ﬁnite positive order ρ or inﬁnite order, δ = {z | |arg z − θ0| δ} (0 < δ < π)
be an angular domain, and let ρ(r) be the order ρ if the order of f is ﬁnite positive or be the precise order of T (r, f ) if the order of f
is inﬁnite. If
lim
ε→0+
lim
r→+∞
log T (r,δ−ε, f )
ρ(r) log r
= μ (0 < μ 1), (2.14)
then
lim
ε→0+
lim
r→+∞
logN(r,δ−ε, f = a)
ρ(r) log r
μ (2.15)
for all a ∈ Cˆ with at most two exceptional values; and
lim
ε→0+
lim
r→+∞
logN(r,δ−ε, f = a)
ρ(r) log r
μ (2.16)
for all a ∈ Cˆ with at most an exceptional set E of spherical measure zero.
Proof. Set U (r) = rρ(r) and R = r(1 + 1logU (r) ). For the two cases the order of f is ﬁnite positive or inﬁnite, we all have
U (R)
U (r) → 1 as r → +∞. For any ε ∈ (0, δ), from
T (r,δ−ε, f ) =
r∫
1
S A(t,δ−ε, f )
t
dt + O (1) S A(r,δ−ε, f ) log r + O (1)
and
T (R,δ−ε, f )
R∫
r
S A(t,δ−ε, f )
t
dt  S A(r,δ−ε, f ) log
R
r
,
we obtain
lim
r→+∞
log S A(r,δ−ε, f )
logU (r)
= lim
r→+∞
log T (r,δ−ε, f )
logU (r)
. (2.17)
By (2.14), for an arbitrary small positive number σ , we can take ε small enough such that
μ − σ < lim
r→+∞
log T (r,δ−ε, f )
logU (r)
< μ + σ . (2.18)
First, we prove (2.15). If there exist at least three values b1,b2,b3 such that for small enough σ ,
lim
r→+∞
logN(r,δ−ε, f = bi)
logU (r)
μ − σ < μ − σ
2
(i = 1,2,3),
when r large enough then
N(r,δ−ε, f = bi) < U (r)μ− σ2 (i = 1,2,3). (2.19)
By Lemma 1, we have
T (r,δ−2ε, f )
3∑
i=1
N(r,δ−ε, f = bi) + O
{
log2 r + [S A(r,δ−ε, f ) log r] 12 }. (2.20)
From (2.17) and the right side of (2.18), for r large enough
S A(r,δ−ε, f ) < U (r)μ+σ . (2.21)
From (2.19)–(2.21), then
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(
U (r)max{μ−
σ
2 ,
1
2μ+σ }).
Taking σ small enough such that 12μ + σ < μ − σ2 , so for all small enough ε > 0,
lim
r→+∞
log T (r,δ−ε, f )
logU (r)
μ − σ
2
and
lim
ε→0+
lim
r→+∞
log T (r,δ−ε, f )
logU (r)
μ − σ
2
< μ
which contradicts with (2.14). Hence (2.15) holds.
Next, we prove (2.16). From (2.17) and the right side of (2.18), for an arbitrary small positive number σ , choose ε > 0
small enough and r0 (> 1) large enough such that
S A(r,δ−ε, f ) < U (r)μ+σ (r > r0). (2.22)
Take r1 > r0, rk = rk−1(1 + 1logU (rk−1) ) (k = 2,3, . . .), then rk → +∞. Otherwise, {rk} converges to a ﬁnite positive value α
since {rk} is an increasing sequence, so α = α(1+ 1logU (α) ), which is impossible. Set Ak = rkrk−1rk−rk−1 (k = 1,2, . . .) and
Ek =
{
a
∣∣ a ∈ Cˆ, n(rk,δ−ε, f = a) π AkU (rk)μ+σ } (k = 1,2, . . .),
then
S A(r,δ−ε, f ) = 1
π
∫ ∫
a∈Cˆ
n(r,δ−ε, f = a)dω(a) 1
π
∫ ∫
a∈Ek
n(r,δ−ε, f = a)dω(a) AkU (rk)μ+σ mes Ek,
where dω(a) is the spherical area element at the point a, and mes Ek is the spherical measure of the set Ek . Combining
with (2.22), then mes Ek  1Ak = 1rk−1 − 1rk . Set E =
⋂∞
j=1
⋃∞
k= j Ek . Since
∑∞
k=1 mes Ek is convergent, then mes E = 0.
For any a ∈ Cˆ \ E , there exists a positive integer j0 such that a /∈⋃∞k= j0 Ek . So
n(rk,δ−ε, f = a) < π AkU (rk)μ+σ (k j0).
Noting that rk → +∞ and (1.3), then U (rk+1)U (rk) → 1 (k → +∞). So there exists a positive integer N such that U (rk+1) < 2U (rk)
(k N). For any r > rN , there exists k such that rk  r < rk+1, so we have
n(r,δ−ε, f = a) n(rk+1,δ−ε, f = a) π Ak+1U (rk+1)μ+σ  π2μ+σ Ak+1U (rk)μ+σ  π2μ+σ Ak+1U (r)μ+σ .
Notice that
Ak+1 = rk+1rkrk+1 − rk = rk
[
1+ logU (rk)
]
 r
[
1+ logU (r)],
so
n(r,δ−ε, f = a) π2μ+σ r
[
1+ logU (r)]U (r)μ+σ (r > rN).
Hence
lim
ε→0+
lim
r→+∞
logn(r,δ−ε, f = a)
logU (r)
μ + σ .
Since σ is an arbitrary positive number, we obtain
lim
ε→0+
lim
r→+∞
logn(r,δ−ε, f = a)
logU (r)
μ.
Obviously
lim
ε→0+
lim
r→+∞
logn(r,δ−ε, f = a)
logU (r)
 lim
ε→0+
lim
r→+∞
logn(r,δ−ε, f = a)
logU (r)
μ.
In the same way to get (2.17), we also have
lim
r→+∞
logN(r,δ−ε, f = a)
logU (r)
= lim
r→+∞
logn(r,δ−ε, f = a)
logU (r)
, (2.23)
so (2.16) holds. 
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of f is ﬁnite and
lim
ε→0+
lim
r→+∞
log T (r,δ−ε, f )
log r
= λ > ω, (1.1)
then
lim
ε→0+
lim
r→+∞
log SN (r,δ−ε, f )
log r
= λ − ω. (2.24)
If the order of f is inﬁnite, ρ(r) is the precise order of T (r, f ) and
lim
ε→0+
lim
r→+∞
log T (r,δ−ε, f )
ρ(r) log r
= λ (0 < λ 1), (1.5)
then
lim
ε→0+
lim
r→+∞
log SN (r,δ−ε, f )
ρ(r) log r
= λ. (2.25)
Proof. First we prove (2.24). Take a value a ∈C satisfying (2.15) in Lemma 6. In this case, λ = μρ , so there exists a sequence
rn → +∞ such that
N(rn,δ−ε, f = a) > rλ−σn ,
where σ is an arbitrary small positive number satisfying λ − σ > ω. By (2.2) and (2.9), then
SN (r,δ− ε2 , f ) = SN
(
r,δ− ε2 ,
1
f − a
)
+ O (1) C(r,δ− ε2 , f = a) + O (1)

4ω′ sin(ω′ε2 )
rω′
N(r,δ−ε, f = a) + O (1), (2.26)
where ω′ = π2(δ− ε2 ) . So
SN (rn,δ− ε2 , f ) > 4ω
′ sin
(
ω′ε
2
)
rλ−σ−ω′n + O (1)
and
lim
r→+∞
log SN (r,δ− ε2 , f )
log r
 lim
n→∞
log SN (rn,δ− ε2 , f )
log rn
 λ − ω′ − σ .
Considering ω′ → ω as ε → 0+ , then
lim
ε→0+
lim
r→+∞
log SN (r,δ− ε2 , f )
log r
 λ − ω − σ .
Since σ is an arbitrary small positive number,
lim
ε→0+
lim
r→+∞
log SN (r,δ−ε, f )
log r
 λ − ω. (2.27)
On the other hand, take three distinct values bi ∈ Cˆ \ E (i = 1,2,3) satisfying (2.16) and notice λ = μρ and (2.23), then
for large enough r and small enough ε > 0,
n(r,δ−ε, f = bi) < rλ+σ
(
i = 1,2,3; r > r∗),
where σ is an arbitrary small positive number. By (2.3), (2.6), (2.10) and Remark 2, then
SN (r,δ−ε, f )
3∑
i=1
C(r,δ−ε, f = bi) + O (1) 4ω′
3∑
i=1
r∫
r∗
n(t,δ−ε, f = bi)
tω′+1
dt + O (1)
 12ω
′
λ + σ − ω′ r
λ−ω′+σ + O (1),
where ω′ = π . Considering ω′ → ω as ε → 0+ , so2(δ−ε)
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ε→0+
lim
r→+∞
log SN (r,δ−ε, f )
log r
 λ − ω + σ .
Since σ is an arbitrary small positive number,
lim
ε→0+
lim
r→+∞
log SN (r,δ−ε, f )
log r
 λ − ω. (2.28)
From (2.27) and (2.28), we have (2.24).
The proof of (2.25) is similar to the proof above. Take a value a ∈C satisfying (2.15), in this case λ = μ. Considering the
order of f is inﬁnite, By (2.26), we have
lim
ε→0+ limr→+∞
log SN (r,δ− ε2 , f )
logU (r)
 lim
ε→0+ limr→+∞
logN(r,δ−ε, f = a)
logU (r)
 λ. (2.29)
On the other hand, take three distinct values bi ∈ Cˆ \ E (i = 1,2,3) satisfying (2.16) and notice (2.23), then for large
enough r and small enough ε > 0,
n(r,δ−ε, f = bi) < U (r)λ+σ
(
i = 1,2,3; r > r∗),
where σ is an arbitrary small positive number. By (2.3), (2.6), (2.12) and Remark 2, then
SN (r,δ−ε, f )
3∑
i=1
C(r,δ−ε, f = bi) + O
(
logU (r)
)
 2
3∑
i=1
n(r,δ−ε, f = bi) + O
(
logU (r)
)
 6U (r)λ+σ + O (logU (r)).
So
lim
ε→0+
lim
r→+∞
log SN (r,δ−ε, f )
logU (r)
 λ + σ .
Since σ is an arbitrary positive number,
lim
ε→0+
lim
r→+∞
log SN (r,δ−ε, f )
logU (r)
 λ. (2.30)
From (2.29) and (2.30), then (2.25) holds. 
Lemma 8. Let f be a meromorphic function in C, δ = {z | |arg z − θ0| δ} (0 < δ < π) be an angular domain, ω = π2δ . If the order
of f is ﬁnite and
lim
ε→0+
lim
r→+∞
log T (r,δ−ε, f )
log r
= λ > ω, (1.1)
then
lim
ε→0+
lim
r→+∞
logN(r,δ−ε, f = a)
log r
= λ (2.31)
for all a ∈ Cˆ with at most two exceptional values.
If the order of f is inﬁnite, ρ(r) is the precise order of T (r, f ) and
lim
ε→0+
lim
r→+∞
log T (r,δ−ε, f )
ρ(r) log r
= λ (0 < λ 1), (1.5)
then
lim
ε→0+
lim
r→+∞
logN(r,δ−ε, f = a)
ρ(r) log r
= λ (2.32)
for all a ∈ Cˆ with at most two exceptional values.
Proof. We ﬁrst prove (2.31). Suppose that there exists a value a ∈ Cˆ such that
lim
ε→0+
lim
r→+∞
logN(r,δ−ε, f = a)
log r
= ν > λ,
then there exists a sequence rn → +∞ such that for small enough ε > 0,
N(rn,δ−ε, f = a1) > rν−σn ,
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lim
ε→0+
lim
r→+∞
log SN (r,δ−ε, f )
log r
 ν − ω > λ − ω.
This contradicts with (2.24). Hence
lim
ε→0+
lim
r→+∞
logN(r,δ−ε, f = a)
log r
 λ (2.33)
for all a ∈ Cˆ. Combining (2.33) and (2.15) (in this case, λ = ρμ), we know (2.31) holds.
Next we prove (2.32). If there exists a value a ∈ Cˆ such that
lim
ε→0+
lim
r→+∞
logN(r,δ−ε, f = a)
ρ(r) log r
= ν > λ.
By (2.26), in the same way to get (2.29) we can obtain
lim
ε→0+
lim
r→+∞
log SN (r,δ−ε, f )
ρ(r) log r
 ν > λ.
This contradicts with (2.25). So
lim
ε→0+
lim
r→+∞
logN(r,δ−ε, f = a)
ρ(r) log r
 λ (2.34)
for all a ∈ Cˆ. Combining (2.34) and (2.15) (in this case, λ = μ), we know (2.32) holds. 
Lemma 9. Let f and g be two meromorphic functions in C, ai ∈ Cˆ (i = 1,2,3) be three distinct values, δ = {z | |arg z − θ0|  δ}
(0 < δ < π) be an angular domain, ω = π2δ , and let f and g share a1,a2,a3 IM in δ . The remainder terms R(r,δ−ε, f ) and
R(r,δ−ε, g) are deﬁned as in (2.4). If the orders of f and g are ﬁnite and
lim
ε→0+
lim
r→+∞
log T (r,δ−ε, f )
log r
= λ > ω, (1.1)
then
R(r,δ−ε, f ) = O (1), R(r,δ−ε, g) = O (1). (2.35)
If the order of f is inﬁnite, ρ(r) is the precise order of T (r) = max{T (r, f ), T (r, g)}, U (r) = rρ(r) and
lim
ε→0+
lim
r→+∞
log T (r,δ−ε, f )
ρ(r) log r
= λ (0 < λ 1), (1.5)
then
R(r,δ−ε, f ) = O
(
logU (r)
)
, R(r,δ−ε, g) = O
(
logU (r)
)
. (2.36)
Moreover for stating brieﬂy, we use R(r) to denote any quantity satisfying
R(r) =
{
O (1) if f is of ﬁnite order,
O (logU (r)) if f is of inﬁnite order.
(2.37)
Combining above two cases we have
R(r,δ−ε, f ) = R(r), R(r,δ−ε, g) = R(r). (2.38)
The proof of this lemma is put in Section 4.
3. Proof of Theorems 1 and 2
We want to prove Theorem 2. Set
lim
ε→0+
lim
r→+∞
log T (r,δ−ε, g)
logU (r)
= μ. (3.1)
Among the three shared values a1,a2,a3 there exists at least one value satisfying (2.32) in Lemma 8. Without loss of
generality, we assume that a1 is this value. Since a1 is a shared value of f and g , we also have
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ε→0+
lim
r→+∞
logN(r,δ−ε, g = a1)
logU (r)
= λ.
By (2.26) and replacing f by g in it, we can obtain
lim
ε→0+ limr→+∞
log SN (r,δ− ε2 , g)
logU (r)
 lim
ε→0+ limr→+∞
logN(r,δ−ε, g = a1)
logU (r)
.
So μ λ. If μ > λ, by (3.1) and (2.32), we know
lim
ε→0+
lim
r→+∞
logN(r,δ−ε, g = a)
logU (r)
= μ (3.2)
for all a ∈ Cˆ with at most two exceptional values. Among the three shared values a1,a2,a3 there exists at least one value
satisfying (3.2). Without loss of generality, we assume that a2 is this value. Since a2 is a shared value of f and g , we also
have
lim
ε→0+
lim
r→+∞
logN(r,δ−ε, f = a2)
logU (r)
= μ > λ.
This contradicts with (2.34). So μ = λ, and Theorem 2 holds.
From Theorem 2, if the order of f is inﬁnite, then the order of g is also inﬁnite. The proof of Theorem 1 is similar to
the proof of Theorem 2. We omit the detail.
4. Proof of Lemma 9
From Theorems 2 and 1, if the order of f is ﬁnite, the order of g is also ﬁnite. By Lemma 4 then
R(r,δ−ε, f ) = O (1), R(r,δ−ε, g) = O (1). (4.1)
If the order of f is inﬁnite, the order of g is also inﬁnite. Since ρ(r) is the precise order of T (r) = max{T (r, f ), T (r, g)},
U (r) = rρ(r) , by (1.4) we know
lim
r→+∞
log T (r, f )
logU (r)
 1, lim
r→+∞
log T (r, g)
logU (r)
 1.
From the proof of Lemma 4, we obtain
R(r,δ−ε, f ) = O
(
logU (r)
)
, R(r,δ−ε, g) = O
(
logU (r)
)
. (4.2)
So Lemma 9 holds.
5. Proof of Theorems 3 and 4
We ﬁrst assume that a j = ∞ ( j = 1,2,3,4,5). To obtain a contradiction, suppose that f ≡ g , from (2.3) in Lemma 2
then
3SN (r,δ−ε, f )
5∑
i=1
C(r,δ−ε, f = ai) + R(r,δ−ε, f ) C(r,δ−ε, f − g = 0) + R(r,δ−ε, f )
 SN (r,δ−ε,
1
f − g ) + R(r,δ−ε, f ) SN (r,δ−ε, f − g) + R(r,δ−ε, f )
 SN (r,δ−ε, f ) + SN (r,δ−ε, g) + R(r,δ−ε, f ),
so
2SN (r,δ−ε, f ) SN (r,δ−ε, g) + R(r,δ−ε, f ).
Similarly we have
2SN (r,δ−ε, g) SN (r,δ−ε, f ) + R(r,δ−ε, g).
Combining with Lemma 9, thus
SN (r,δ−ε, g) + SN (r,δ−ε, f ) R(r,δ−ε, f ) + R(r,δ−ε, g) = R(r).
By (2.37), this contradicts with (2.24) or (2.25). Hence f ≡ g .
If one of the values a j ( j = 1,2,3,4,5) is ∞, without loss of generality, we may assume that a5 = ∞. Take a ﬁnite value c
such that c = a j ( j = 1,2,3,4,5) and set F = 1f−c , G = 1g−c , b j = 1a j−c ( j = 1,2,3,4) and b5 = 0, then F and G share b j
( j = 1,2,3,4,5) IM in δ . From (2.2), we also know that SN (r,δ−ε, F ) = SN (r,δ−ε, f ) + O (1) and SN (r,δ−ε,G) =
SN (r,δ−ε, g) + O (1). From the previous proof, we know F ≡ G . Therefore f ≡ g . The proof is complete.
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By (2.3) in Lemmas 2 and 9, there exist at least two values among a j ( j = 1,2,3,4) satisfying
C(r,δ−ε, f = a j) = R(r). (6.1)
Without loss of generality, we assume that a1,a2 are these values. Otherwise, using (2.3) we obtain that SN (r,δ−ε, f )
R(r), by (2.37) which leads to a contradiction with (2.24) or (2.25).
We ﬁrst assume that a1 = ∞. If f ≡ g , the theorems are obviously valid, so we suppose that f ≡ g and set
H1 = f
′
( f − a2)( f − a3)( f − a4) −
g′
(g − a2)(g − a3)(g − a4) . (6.2)
If H1 ≡ 0, considering Lemma 9 then
A(r,δ−ε, H1) + B(r,δ−ε, H1)
4∑
j=2
{
A
(
r,δ−ε,
f ′
f − a j
)
+ B
(
r,δ−ε,
f ′
f − a j
)}
+
4∑
j=2
{
A
(
r,δ−ε,
g′
g − a j
)
+ B
(
r,δ−ε,
g′
g − a j
)}
+ O (1)
= R(r,δ−ε, f ) + R(r,δ−ε, g) = R(r).
Since f and g share a1 (= ∞),a2,a3,a4 CM in δ , we know that H1 has no poles in δ , so C(r,δ−ε, H1) = 0, and
SN (r,δ−ε, H1) = A(r,δ−ε, H1) + B(r,δ−ε, H1) + C(r,δ−ε, H1) R(r).
It is easy to see that in the angular domain δ each pole of f is a zero of H1 since f and g share ∞ CM, so
C
(
r,δ−ε, f = ∞ (= a1)
)
 C(r,δ−ε, H1 = 0) SN
(
r,δ−ε,
1
H1
)
 SN (r,δ−ε, H1) + O (1) R(r).
This is a contradiction with (6.1). So H1 ≡ 0.
Set again
H2 = f
′( f − a2)
( f − a3)( f − a4) −
g′(g − a2)
(g − a3)(g − a4) . (6.3)
Similarly as above, if H2 ≡ 0, then we have A(r,δ−ε, H2) + B(r,δ−ε, H2)  R(r,δ−ε, f ) + R(r,δ−ε, g) = R(r),
C(r,δ−ε, H2) = 0, and SN(r,δ−ε, H2)  R(r). Since f and g share a2 CM, we also have that each zero of f − a2 is a
zero of H2 in the angular domain δ , so
C(r,δ−ε, f = a2) C(r,δ−ε, H2 = 0) SN (r,δ−ε, H2) + O (1) R(r).
This is also a contradiction with (6.1). So H2 ≡ 0.
From H1 ≡ 0 and H2 ≡ 0 we have ( f − a2)2 ≡ (g − a2)2. By the supposition f ≡ g , then f ≡ −g + 2a2. Therefore the
theorems are true.
If a1 = ∞, set F = 1f−a1 , G = 1g−a1 and b j = 1a j−a1 ( j = 2,3,4). It is clear that F and G share ∞,b2,b3,b4 CM in δ . By
the previous proof, then F = −G + 2b2, so f is also a fractional linear transformation of g . The proof is complete.
Example 1. Let f = ez , g = e2z , π
2
= {z | |arg z|  π2 } and D(0,1) = {z | |z| < 1}, then f (z) /∈ D(0,1), g(z) /∈ D(0,1) when
z ∈ π
2
. Taking three distinct values a j ∈ D(0,1) ( j = 1,2,3), by Lemma 1 then
lim
r→+∞
log T (r,π
2 −ε, f )
log r
 1
2
lim
r→+∞
log S A(r,π
2
, f )
log r
.
Set ′π
2
= {z | |arg z − π | π2 }. It is easy to see that
S A
(
r,π
2
, ez
)= S A
(
r,π
2
,
1
ez
)
= S A
(
r,′π
2
, ez
)
.
From
lim
r→+∞
log S A(r, ez)
log r
= lim
r→+∞
log T (r, ez)
log r
= 1,
then
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r→+∞
log S A(r,π
2
, ez)
log r
= 1.
So
lim
r→+∞
log T (r,π
2 −ε, f )
log r
 1
2
< ω = 1.
It is clear that in the angular domain π
2
, f and g share any ﬁve or four distinct values in D(0,1) CM, but f ≡ g and f is
not any fractional linear transformation of g .
This example shows that if the condition (1.7) is not satisﬁed, Theorems 3 and 5 are possibly not valid. However it is an
open problem whether condition (1.7) is sharp.
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