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Quantum simulations consist in the intentional reproduction of physical or unphysical models
into another more controllable quantum system. Beyond establishing communication vessels
between unconnected fields, they promise to solve complex problems which may be con-
sidered as intractable for classical computers. From a historic perspective, two independent
approaches have been pursued, namely, digital and analog quantum simulations. The former
usually provide universality and flexibility, while the latter allows for better scalability. Here,
we review recent literature merging both paradigms in the context of superconducting cir-
cuits, yielding: digital-analog quantum simulations. In this manner, we aim at getting the
best of both approaches in the most advanced quantum platform involving superconduct-
ing qubits and microwave transmission lines. The discussed merge of quantum simulation
concepts, digital and analog, may open the possibility in the near future for outperforming
classical computers in relevant problems, enabling the reach of a quantum advantage.
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1. Introduction
1.1. Quantum simulations
The field of superconducting circuits has dramatically advanced in the last years [1].
Nowadays, circuit quantum electrodynamics (cQED) [2], as well as, e.g., capacitively or
inductively coupled superconducting qubits, are considered as potential scalable quantum
platforms for quantum computing. Indeed, several milestones in quantum algorithms [3]
and foundations of quantum mechanics tests [4] have been already performed. Single-
qubit and two-qubit operations [5], entangled state preparation [6], as well as protocols
for fault tolerance and quantum error correction [7, 8], are some of the quantum tech-
nology tasks that can be faithfully performed. However, up to now, the most promising
achievements attained with superconducting circuits are in the field of quantum simula-
tions, due to their complexity and potential scalability.
A quantum simulator is in essence a controllable quantum platform whose aim is to
mimic the dynamical or static properties of another, typically less controllable, quantum
system. Originally, quantum simulations were proposed by Feynman [9], while some
years later a rigorous mathematical analysis showing this idea was indeed feasible was
produced [10]. In the last years, several theoretical proposals for quantum simulations
in different fields with superconducting circuits have been presented [11–23], while five
pioneering experiments on digital quantum simulations with superconducting circuits
have been performed [24–28], showing the great potential of the field.
The field of quantum simulations can be roughly divided into digital quantum simu-
lations, analog quantum simulations, and a more recent combination of both, namely,
digital-analog quantum simulations, all of them represented in Fig. 1. While the purely
digital approach is flexible and universal, the analog approach excels at robustness in the
scope of scalability properties, allowing for the realization of simulations with a larger
number of particles. A winning strategy already followed in the early ages of classi-
cal computers with the hybrid digital-analog computers is to combine the best of both
worlds, flexibility and scalability, in a novel kind of digital-analog quantum simulator. In
2
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Figure 1. Examples of digital, analog and digital-analog quantum simulation protocols. (a) A purely
digital sequence of one and two qubit gates tries to reproduce a targeted quantum evolution with a generic
Hamiltonian Hs. (b) The analog simulator uses a controllable system whose evolution H˜s mimics almost one-to-
one that of the simulated system Hs. (c) A digital-analog quantum simulator combines analog blocks H˜
(i)
a that
naturally appear in the simulator with digital gates, e.g. entangling CZ-gates.
the latter, analog blocks provide a scalable structure by reducing the number of gates
and hence the experimental error, while digital steps enhances the variety of possible
interactions. We point out that this approach departs from a purely digital approach
in the sense that it employs typically large analog blocks naturally appearing in each
quantum platform, instead of decomposing the dynamics onto only single and two-qubit
gates.
In this review article, we firstly introduce the different paradigms of quantum simula-
tions which will be later on analyzed in the context of superconducting circuits: digital,
in Sec. 1.2, analog, in Sec. 1.3, and digital-analog, in Sec. 1.4. In Sec. 2, we will introduce
the basic techniques which are customarily employed for digital quantum simulations,
namely, Trotter-Suzuki expansion, in Sec. 2.1, Jordan-Wigner and Bravyi-Kitaev trans-
formations, in Sec. 2.2, and Mølmer-Sørensen gates and multiqubit gates, in Sec. 2.3.
Then, we will review a selection of the literature in each of the three broad topics of
quantum simulations. We will begin with the flexibility of the digital approach, in Sec. 3,
following with the scalability of the analog techniques, in Sec. 4, and the convergence onto
the mixed digital-analog paradigm, in Sec. 5. We believe this last kind of quantum sim-
ulator, that joins the universality of the digital techniques with the possibility of analog
simulators to reach large sizes, may represent one of the most fruitful avenues to reach a
quantum advantage. This will likely establish the field of digital-analog quantum simula-
tions with superconducting circuits as a landmark on the way to outperforming classical
computers and acquiring new and important knowledge about nature. Finally, in Sec. 6,
inspired by the power of the merge between digital and analog viewpoints, we discuss
possible perspectives for the digital-analog approach towards a universal digital-analog
quantum computing framework.
1.2. Digital quantum simulations
The concept of digital quantum simulator was proposed by Lloyd in 1996 [10], and is
based in its most common formulation in a Trotter-Suzuki decomposition [29] of the evo-
lution operator of the simulated system, see Sec. 2. The idea is to decompose the evolution
associated to a complex Hamiltonian or Lindbladians [22, 23] in terms of interactions
implementable in the simulator, and particularly, in terms of single- and two-qubit gates
(see Fig. 1.a). In this way, one can outperform the limitations of the simulating quan-
tum platform, whose dynamics may be very different from the quantum system to be
simulated. This is consequently a completely flexible approach which allows for quantum
3
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error correction and, finally, universality.
Besides theory proposals for digital quantum simulations, pioneering experiments have
been performed both in trapped ions [30, 31] and in superconducting circuits [24–26].
Although they are still far from reaching quantum advantage, i.e. outperforming classical
computers, these proposals and experiments have demonstrated the plethora of quantum
systems which can be simulated. Indeed, the numbers of qubits and gates which can
be experimentally employed, being significant, are still far from outperforming classical
computers to solve interesting problems.
In Sec. 3, we will describe the proposals for digital quantum simulations of spin mod-
els [19] and fermionic systems [20] with superconducting circuits, both of which have
been carried out in the lab [24–26].
1.3. Analog quantum simulations
Analog quantum simulations are other type of paradigm, whose aim is to mimic the
dynamical or static properties of the simulated quantum model via reproducing its char-
acteristics as close as possible in the simulating system for the whole continuous evolu-
tion (see Fig. 1.b). Therefore, analog quantum simulators are quantum platforms whose
Hamiltonians are as similar as possible to the simulated systems. Some quantum systems
show certain degree of tunability, such that the simulator Hamiltonian may approach the
simulated one in different parameter regimes and conditions. The main appeal of analog
quantum simulators is their scalability properties, since smaller errors allow for imple-
menting larger quantum systems with these analog devices. Unfortunately, this approach
shows in general less flexibility than a digital quantum simulator and they are single-
purpose devices.
In Sec. 4, we review the proposals and experiments for analog quantum simulators of
the quantum Rabi model [17, 32], Dirac physics [18, 33], as well as Jaynes-Cummings
and Rabi lattices [34–39]. It is worth to point out that analog quantum simulations of the
quantum Rabi model have been proposed and recently realized in a different quantum
platform, namely, trapped ions [40–43].
1.4. Digital-analog quantum simulations
In recent years, a novel approach to quantum simulations, which joins the best properties
of digital and analog quantum simulators, has flourished, and it is called digital-analog
quantum simulators (see Fig. 1.c). This new concept is based on devices employing large
analog blocks, which provide scalability to the system, together with digital steps, which
provide flexibility. This strategy, which mimics the strategy followed during the early
ages of classical computers, will expectably allow us to outperform classical computers
in solving relevant quantum models of significant complexity faster. In other words, we
consider that this is the most promising avenue towards achieving quantum advantage
without the need of quantum error correction protocols.
In Sec. 5, we review some proposals for digital-analog quantum simulators, including
the digital-analog simulation of the quantum Rabi model [44], already carried out in
an experiment [27], of the Dicke model [44, 45], and of fermion-fermion scattering in the
context of quantum field theories [46], with superconducting circuits. However, this is just
a summary of other relevant applications, such as in quantum biochemistry [21]. Finally,
in Sec. 6, we propose the idea of digital-analog quantum computing as a theoretical
framework to extend these ideas to a universal quantum computer.
4
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2. Techniques for digital quantum simulations
2.1. Trotter-Suzuki expansion
In many situations, a given quantum simulator cannot directly reproduce the dynam-
ics of the model quantum system aimed for. Digital quantum simulations [10] enable
the possibility to engineer arbitrary quantum dynamics via decomposition of the origi-
nal evolution in terms of efficiently implementable gates. This approach, known as the
Lie-Trotter-Suzuki decomposition [47], consists in expanding the unitary evolution op-
erator e−iHt associated with a Hamiltonian H =
∑M
k Hk, in terms of a set of efficiently
implementable gates, e−iHkt. The Trotter expansion reads (~ = 1)
e−iHt '
(
e−iH1t/l · · · e−iHM t/l
)l
+
∑
i<j
[Hi, Hj ]t
2
2l
. (1)
Here, l is the total number of Trotter steps. By increasing the value of l, the digitized
dynamics can be made as accurate as desired. As can be appreciated in Eq. (1), the
largest error contribution in this approximation scales with t2/l, as well as with the
commutators of the Hamiltonians involved, which in turn are proportional to their norms
or, e.g., coupling constants. Therefore, the longer the simulated time is, the larger the
number of digital steps one needs to apply in order to achieve good fidelities.
2.2. Jordan-Wigner and Bravyi-Kitaev transformations
Fermions are quantum particles with semi-integer spin that obey Fermi-Dirac statistics.
They are responsible for a wide variety of physical phenomena, involving material science,
quantum chemistry, and high-energy physics. However, in order to universally simulate
their properties via a digital quantum simulator, normally one has to map the fermionic
behaviour onto the quantum simulator basic units, the qubits. There are different ways
to achieve this and, here, we review two of the best known, namely, the Jordan-Wigner
transformation [48] and the Bravyi-Kitaev transformation [49, 50].
The Jordan-Wigner (JW) transformation permits to establish a mapping between
fermionic creation/annihilation operators and spin Pauli operators. In one spatial dimen-
sion this mapping preserves locality, i.e., a local fermion model maps onto a local spin one,
while, for two or three spatial dimensions, a local fermionic Hamiltonian is mapped onto
a nonlocal spin one. The JW mapping is given by b†k = IN⊗IN−1⊗...⊗σ+k ⊗σzk−1⊗...⊗σz1 ,
and bk = (b
†
k)
†, where bk(b
†
k) are fermionic annihilation (creation) operators and σ
α
i are
the Pauli spin operators of the ith site, where σ+ = (σx + iσy)/2. The number of qubits
which are necessary for implementing a single fermionic operator with this technique
grows as O(n), with n the number of considered fermionic modes.
The JW transformation encodes the fermionic Hamiltonian in a local number basis,
while the parity information, namely, the anticommutation-related phases, is nonlocally
encoded. On the other hand, the Bravyi-Kitaev transformation employs a mixed encoding
between number and parity bases, in such a way that they are both partially nonlocal.
The advantage of using this approach is that the number of necessary qubit operations
grows in this case logarithmically in the number of fermionic modes, O(log(n)). For
further details of this technique, see Ref. [50].
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2.3. Mølmer-Sørensen gates and multiqubit gates
The Mølmer-Sørensen gates (MS) [51] are the most commonly used multiqubit entangling
operations in trapped ions. They allow for generating highly entangled states involving
several ions in long chains, and they have been proven very useful for performing dig-
ital or digital-analog quantum simulations of fermionic models with trapped ions. The
unitary operator which produces this gate is given by US2z = exp[−ipi/4
∑
i<j σ
z
i σ
z
j ]. By
appropiate combination of two MS gates with a local gate acting on one qubit, arbitrary
k-body spin Hamiltonian dynamics may be implemented,
U = US2zUσy(φ)U
†
S2z
= exp[iφσy1 ⊗ σz2 ⊗ σz3 ⊗ ...⊗ σzk], (2)
where Uσy(φ) = exp[−iφ′σy(x)1 ] for odd(even) k. The phase φ′ depends as well on the
number of qubits, i.e., φ′ = φ for k = 4n + 1, φ′ = −φ for k = 4n − 1, φ′ = −φ for
k = 4n − 2, and φ′ = φ for k = 4n, where n corresponds to a positive integer. Via this
unitary evolution and by introducing single-qubit operations, it is feasible to generate
any tensor product of Pauli operators during an evolution phase given in terms of φ.
With this tool, one may implement arbitrary fermionic Hamiltonian dynamics in more
than one spatial dimension, which is classically unfeasible.
Recently, variants of this protocol have been proposed for superconducting circuits via
tunable couplings of transmon qubits to resonators [52]. By appropriate combinations of
detuned red and blue sideband interactions, these gates may be implemented in circuit
QED with high fidelities.
3. Digital quantum simulations
In this Section we review two of the main topics addressed in digital quantum simulations
with superconducting circuits, namely, spin models [19] and fermionic systems [20].
3.1. Digital quantum simulation of spin models
We now review a protocol for implementing a Heisenberg or Ising dynamics with super-
conducting circuits, via digital techniques [19]. A detailed description of the circuit for
this quantum simulation can be found in Ref. [25].
Heisenberg interaction.- The Heisenberg spin dynamics can be simulated with state-
of-the-art technology in superconducting circuits via digital techniques. We consider an
implementation composed of several transmon qubits which are coupled to a microwave
resonator [53],
HT = ωra
†a+
N∑
i=1
[
4EC,i(ni − ng,i)2 − EJ,i cosφi + 2βieVrmsni(a+ a†)
]
. (3)
Here, ni, ng,i and φi denote, respectively, the charge quanta on the superconducting
island, the offset charge and the quantum flux of the i-th transmon qubit. The bosonic
operators a(a†) correspond to the resonator field, whose first mode frequency is ωr.
EJ,i = E
max
J,i | cos(piΦi/Φ0)| is the Josephson energy of the dc-SQUID loop embedded in
the i-th qubit, while EC,i is the charging energy of the superconducting island. Also, βi
6
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are coupling coefficients due to circuit capacitances, Vrms is the rms resonator voltage,
and e is the unit charge. Typical regimes for the transmon consider ratios EJ/EC & 20.
The Heisenberg interaction does not appear in cavity QED or circuit QED from first
principles. Nevertheless, one can achieve it via a digital quantum simulation. Here, we
show that the interacting system of transmon and resonator described in Eq. (3), can
implement Heisenberg dynamics for N qubits, which in the homogeneous case reads
HH =
N−1∑
i=1
J
(
σxi σ
x
i+1 + σ
y
i σ
y
i+1 + σ
z
i σ
z
i+1
)
. (4)
Here, σji , j ∈ {x, y, z} are Pauli matrices which refer to the subspace spanned by
the i-th transmon qubit. We consider first the simplest two-qubit case. The XY ex-
change dynamics is the naturally appearing one in circuit QED, and can be directly
achieved by dispersively coupling two transmon qubits to the same coplanar waveg-
uide [54–56], Hxy12 = J
(
σ+1 σ
−
2 + σ
−
1 σ
+
2
)
= J/2 (σx1σ
x
2 + σ
y
1σ
y
2). The exchange interaction
can be then mapped via local rotations of the single qubits to the effective Hamiltonians
Hxz12 = R
x
12(pi/4)H
xy
12R
x†
12(pi/4) = J/2 (σ
x
1σ
x
2 + σ
z
1σ
z
2) and H
yz
12 = R
y
12(pi/4)H
xy
12R
y†
12(pi/4) =
J/2 (σy1σ
y
2 + σ
z
1σ
z
2). Here, R
x(y)
12 (pi/4) = exp[−ipi/4(σx(y)1 +σx(y)2 )] denotes a local rotation
of first and second transmon qubits along the x(y) axis. The XYZ Heisenberg Hamiltonian
Hxyz12 can accordingly be performed combining these three interactions. Consequently, the
total unitary evolution reads
UH12(t) = e
−iHxy12 te−iH
xz
12 te−iH
yz
12 t = e−iH
H
12t. (5)
This unitary operator implements the dynamics of Eq. (4) for just two qubits. Inhomo-
geneous couplings can also be achieved by accumulating different simulated phases for
different discretized steps. We point out that, in the two qubit case, just a single Trotter
step is needed to achieve a simulation with no digital error, due to the fact that Hxy12 ,
Hxz12 , and H
yz
12 commute. Therefore, in this case, the only error sources will appear from
the accumulation of gate errors. Assuming two-qubit operations with an error of about
5% and eight pi/4 single qubit gates with errors of 1%, we obtain a total fidelity of the
protocol of around 77%. We point out that these are just illustrative values and in many
superconducting circuit experiments fidelities are nowadays better [8, 24, 26]. Addition-
ally, the total experimental time for a pi/4 simulated XYZ phase will be of around 0.10 µs,
according to typical circuit QED gate times.
The case of three or more spins can be tackled in a similar way, but, due to the
noncommutativity of the terms involved, in these cases it becomes necessary to employ
Trotterization. In this situation, the Trotter step has to be repeated l times following
Eq. (1), to emulate the dynamics of Eq. (4) for three qubits (see Fig. 2.a). Each Trotter
step has four single qubit rotations at different times and six two-qubit operations, achiev-
ing a step time of around 0.16 µs, well below standard decoherence times for transmon
qubits [57].
Ising interaction.- Now we consider an N -qubit Ising dynamics given by J
∑
i σ
x
i σ
x
i+1,
with periodic boundary conditions. Analyzing a three site model is enough to evidence
the effect of frustration in the model. The antiferromagnetic dynamics is inefficient with
classical computers, while being efficient with quantum simulators [58]. We study the
isotropic antiferromagnetic Ising model among three spins, HI123 = J
∑
i<j σ
x
i σ
x
j , with
i, j = 1, 2, 3 and J > 0. To simulate this model, one may apply a pi/2 rotation to one
qubit, in order to change the sign of the YY term in the XY Hamiltonian. This will
7
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Figure 2. Protocols for digital quantum simulations. Trotter steps to simulate (a) the Heisenberg model
and (b) the frustrated Ising model for three qubits. Here, Rx(y) ≡ Rx(y)(pi/4) and Rx(y) ≡ R¯x(y)(pi/2). We can
exchange each R matrix with its adjoint and the protocols will not get affected.
produce an effective stepwise elimination of this term,
Hx−y12 = R
x
1(pi/2)H
xy
12R
x†
1 (pi/2) = J (σ
x
1σ
x
2 − σy1σy2) . (6)
Given that the terms in the Ising Hamiltonian commute, there is no Trotter error, and
we can consider a single Trotter step, depicted in Fig. 2.b. We estimate a protocol fidelity
of about 64% and an estimated time for the protocol of 0.18 µs.
We can also consider adding a transverse magnetic field, which produces the Hamil-
tonian HIT123 = J
∑
i<j σ
x
i σ
x
j + B
∑
i σ
y
i . In this situation, the Hamiltonian terms do not
commute anymore, such that we need to employ several Trotter steps to achieve high
fidelities. The unitary dynamics of a single Trotter step in this case reads,
U(t/l) = e−iH
xy
12 t/le−iH
x−y
12 t/le−iH
xy
13 t/le−iH
x−y
13 t/l
×e−iHxy23 t/le−iHx−y23 t/le−iBt/l(σy1+σy2+σy3 ) (7)
= e−i2Jt/l(σ
x
1σ
x
2+σ
x
1σ
x
3+σ
x
2σ
x
3 )e−iBt/l(σ
y
1+σ
y
2+σ
y
3 ).
Recently, an interesting scalable method based on genetic algorithms has been proposed
to generate alternative quantum circuits to the aforementioned ones [59]. Indeed, for the
same number of resources (number of two-qubit gates), a circuit simulating Ising and
Heisenberg models with smaller digital and experimental error was generated. This is a
promising avenue for reducing errors in mid-sized quantum simulators without making
use of quantum error correction.
3.1.1. Experimental realizations
This proposal was carried out in a circuit QED experiment with two qubits, which imple-
mented both the Heisenberg and the Ising dynamics [25], and a scheme of the experiment
is depicted in Fig. 3. A more recent experiment employed Xmon superconducting qubits
to perform a digitized adiabatic quantum evolution of non-stoquastic spin models, em-
ploying up to 9 qubits and more than 1000 quantum logic gates [26].
8
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Figure 3. Partial circuital sketch for the experimental realization of DQS with transmon qubits
in [25]. In the figure, two transmon qubits Q1, Q2 can be tuned through flux-biasing lines and are connected
through the transmission line resonator R1. The square lattice chip of the experiment is completed with qubits
Q3 and Q4 and resonator R3 (not drawn).
3.2. Digital quantum simulation of fermionic systems
3.2.1. Fermi-Hubbard model: small lattices with pairwise interactions
We now introduce a superconducting circuit encoding of the Fermi-Hubbard model, as
an instance of a fermionic model with nearest-neighbour couplings, which hence employs
only pairwise capacitive spin couplings in the one-dimensional case [20]. A complete
description of the experimental realization of this proposal can be found in Ref. [24].
For the sake of clarity, we focus on three fermionic modes, although these methods can
straightforwardly be extended to arbitrary number of modes in higher spatial dimensions.
These situations can in general be mapped onto multiqubit operations that can be always
expanded into a polynomial number of two-qubit operations, as shown in Eq. (2). In the
last part of Sec. 3.2, we analyze another cQED platform that employs resonators instead
of direct qubit interactions to mediate the couplings [20].
The Fermi-Hubbard model is a solid state system describing interacting electrons in
a lattice. The model describes the tradeoff between the electron kinetic energy, encoded
in hopping terms, with the Coulomb interaction, which is implemented by a nonlinear
term. We first consider a small lattice realizable with current superconducting circuit
technology. We study the Fermi-Hubbard-like model for three spinless fermionic modes
with open boundary conditions,
H = −h
(
b†1b2 + b
†
2b1 + b
†
2b3 + b
†
3b2
)
+ U
(
b†1b1b
†
2b2 + b
†
2b2b
†
3b3
)
. (8)
Here, b†m (bm) are fermionic creation (annihilation) operators for site m.
We will employ the Jordan-Wigner transformation to map the fermionic operators onto
tensor products of Pauli operators. We will show below that the latter can be efficiently
realized in superconducting circuits. The Jordan-Wigner mapping for this case reads,
b†1 = I⊗ I⊗ σ+,
b†2 = I⊗ σ+ ⊗ σz,
b†3 = σ
+ ⊗ σz ⊗ σz. (9)
9
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We then rewrite the Hamiltonian in Eq. (8) in terms of spin-1/2 Pauli operators,
H =
h
2
(I⊗ σx ⊗ σx + I⊗ σy ⊗ σy + σx ⊗ σx ⊗ I+ σy ⊗ σy ⊗ I)
+
U
4
(
I⊗ σz ⊗ σz + I⊗ σz ⊗ I+ I⊗ I⊗ σz + σz ⊗ σz ⊗ I
+σz ⊗ I⊗ I+ I⊗ σz ⊗ I). (10)
Here, each of the interactions can be implemented via digital decomposition using a
specific gate sequence. We consider first the associated dynamics in terms of exp(−iφσz⊗
σz) interactions. These may be carried out in small steps of CZφ gates, where single-
qubit gate and two-qubit gate fidelities of 99.92% and to 99.4%, respectively, have been
already achieved [8]. We can therefore employ the following expressions,
σx ⊗ σx = Ry(pi/2)σz ⊗ σzRy(−pi/2),
σy ⊗ σy = Rx(−pi/2)σz ⊗ σzRx(pi/2), (11)
where Rj(θ) = exp(−i θ2σj) are local rotations along the jth axis of the Bloch sphere
which act on both qubits.
The corresponding unitary operator associated with the Hamiltonian in Eq. (10) can be
written in terms of exp(−iφσz⊗σz) interactions. Moreover, these gates may be reordered
in a more appropriate way in order to optimise the gate number,
exp(−iHt) ≈
[
R
′
y(pi/2) exp
(
−ih
2
I⊗ σz ⊗ σz t
n
)
R
′
y(−pi/2)Ry(pi/2)
× exp
(
−ih
2
σz ⊗ σz ⊗ I t
n
)
Ry(−pi/2)R′x(−pi/2)
× exp
(
−ih
2
I⊗ σz ⊗ σz t
n
)
R
′
x(pi/2)Rx(−pi/2)
× exp
(
−ih
2
σz ⊗ σz ⊗ I t
n
)
Rx(pi/2) exp
(
−iU
4
I⊗ σz ⊗ σz t
n
)
× exp
(
−iU
2
I⊗ σz ⊗ I t
n
)
exp
(
−iU
4
I⊗ I⊗ σz t
n
)
× exp
(
−iU
4
σz ⊗ σz ⊗ I t
n
)
exp
(
−iU
4
σz ⊗ I⊗ I t
n
)]n
, (12)
where we employ the prime in the rotation to differentiate between gates applied on
different qubits, given that Ri acts on first and second qubits, while R
′
i acts on second
and third.
The exp(−iφσz ⊗ σz) operator can be carried out with optimized CZφ gates,
exp
(
−iφ
2
σz ⊗ σz
)
=

1 0 0 0
0 eiφ 0 0
0 0 eiφ 0
0 0 0 1
 .
10
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3.2.2. Large lattices and multiqubit gates mediated via a resonator
Digital-analog quantum simulations of fermionic and bosonic systems, including quantum
chemistry problems, have been already proposed in trapped ions [60–63]. In these articles,
the use of multiqubit interactions mediated by a quantum bus, with additional digital de-
compositions, which have been recently implemented in ion-trap experiments [64, 65], al-
low for the implementation of arbitrary fermionic models. Many current superconducting
circuit systems are composed of superconducting qubits and coplanar wave resonators [1].
A resonator, with its nonlocal character, can allow for the efficient implementation of the
dynamics of two-dimensional and three-dimensional fermionic systems.
Recently, the realization of multiqubit gates via tunable transmon-resonator couplings
has been analyzed [52]. These interactions allow one for the implementation of mul-
tipartite entanglement [66], topological models [67], and also the quantum simulation
of fermionic systems. As shown in Sec. 2.3, combining two multiqubit operations and
a single-qubit rotation, the evolution operator associated with a nonlocal Hamiltonian
made of a tensor product of spin operators can be built. Thus, via Jordan-Wigner trans-
formation, introduced in Sec. 2.2, any fermionic Hamiltonian can be digitally decomposed
in terms of Trotter steps with the described multiqubit gate blocks. This allows one for
the efficient implementation of fermionic dynamics in arbitrary spatial dimensions.
3.2.3. Experimental realization
Recently, the proposal for digital quantum simulations of fermionic models with super-
conducting circuits was carried out in the lab, in an implementation of a four-mode
Hubbard model with four qubits and more than 300 quantum logic gates [24].
4. Analog quantum simulations
In this Section, we review three examples of analog quantum simulations with supercon-
ducting circuits, namely, the quantum Rabi model [17], Dirac physics [18, 33], as well as
Jaynes-Cummings and Rabi lattices [34–39].
4.1. Analog quantum simulation of the quantum Rabi model
In this section, we review a protocol for the analog quantum simulation of the quantum
Rabi model in ultrastrong coupling (USC) and deep strong coupling (DSC) regimes in
circuit QED, using only a cavity-qubit system in the strong coupling regime [17]. A
complete analysis of the experiment related to this proposal can be found in Ref. [32].
This analysis employs an orthogonal two-tone driving to the qubit. Via this protocol,
one will be able to access the regimes of USC (0.1 .g/ω .1, with g/ω the ratio of the
coupling over the frequency of the resonator) and DSC [68] (g/ω & 1). This will enable
the implementation of quantum simulators [69] for a wide variety of regimes of light-
matter coupling [70, 71] in platforms where they are not available from first principles.
This includes, among others, the simulation of relativistic quantum physics and Dirac
equation, the Dicke model, and the Jahn-Teller instability [72]. We review this protocol
in the framework of circuit QED, although it can also be carried out in microwave cavity
QED [73, 74] and other platforms.
The model we consider is composed of a superconducting qubit, e.g., flux or transmon,
strongly coupled to a coplanar microwave resonator mode. At the qubit degeneracy point,
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the Hamiltonian reads [56]
H = ~ωq
2
σz + ~ωa†a− ~gσx
(
a+ a†
)
, (13)
where ω and ωq are the bosonic mode and qubit frequencies, while g is the qubit-cavity
coupling strength. Moreover, a(a†) denote the annihilation(creation) operators of the
photonic field mode, whereas σx = σ
† + σ = |e〉〈g| + |g〉〈e|, σz = |e〉〈e| − |g〉〈g|, where
|g〉 , |e〉 denote the ground and excited qubit eigenstates. In standard circuit QED imple-
mentations, one can apply the rotating-wave approximation (RWA) to this Hamiltonian.
Provided that [75] {|ω − ωq|, g}  ω + ωq, one can simplify the interaction to
H = ~ωq
2
σz + ~ωa†a− ~g
(
σ†a+ σa†
)
, (14)
which has the form of the Jaynes-Cummings model of quantum optics. Notice that the
Hamiltonian in Eq. (14) has not counterrotating terms, such that the number of excita-
tions is conserved.
We assume now that the qubit is addressed orthogonally by two classical drivings. The
Hamiltonian of this system can be expressed as
H = ~ωq
2
σz + ~ωa†a− ~g
(
σ†a+ σa†
)
−~Ω1
(
eiω1tσ + e−iω1tσ†
)
− ~Ω2
(
eiω2tσ + e−iω2tσ†
)
, (15)
where ωj and Ωj denote the frequency and amplitude of the j−th driving pulse. We point
out that the orthogonal drivings address the qubit similarly to the way the resonator
bosonic field does. In order to achieve (15), we have not only assumed the RWA applied
to the qubit-resonator interaction term, but also in the case of both classical drivings.
The following step is to express (15) in the rotating frame at the first driving frequency,
ω1, resulting in
HL1 = ~ωq − ω1
2
σz + ~(ω − ω1)a†a− ~g
(
σ†a+ σa†
)
−~Ω1
(
σ + σ†
)
− ~Ω2
(
ei(ω2−ω1)tσ + e−i(ω2−ω1)tσ†
)
. (16)
This permits to map the original first classical driving into a time-independent term
HL10 = −~Ω1
(
σ + σ†
)
. We also consider this term to be the most important one and we
treat the others in a perturbative fashion, going into the rotating frame with respect to
HL10 , HI(t) = eiH
L1
0 t/~
(
HL1 −HL10
)
e−iH
L1
0 t/~. Employing the rotated basis for the spin
12
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|±〉 = (|g〉 ± |e〉) /√2, we have
HI(t) = −~ωq − ω1
2
(
e−i2Ω1t|+〉〈−|+H.c.)+ ~(ω − ω1)a†a
− ~g
2
({|+〉〈+| − |−〉〈−|+ e−i2Ω1t |+〉〈−|
− ei2Ω1t |−〉〈+|} a+ H.c.)
− ~Ω2
2
({|+〉〈+| − |−〉〈−| − e−i2Ω1t |+〉〈−|
+ei2Ω1t |−〉〈+|} ei(ω2−ω1)t + H.c.) . (17)
Adjusting the external driving parameters according to ω1 − ω2 = 2Ω1, one can select
the resonant terms in the resulting time-dependent Hamiltonian. Accordingly, in case we
have a first driving, Ω1, relatively strong, we can approximate the above expression by
an effective Hamiltonian which is time-independent, and reads
Heff = ~(ω − ω1)a†a+ ~Ω2
2
σz − ~g
2
σx
(
a+ a†
)
. (18)
We point out that the original Hamiltonian (13) and (18) have the same form. While
the coupling g value is fixed in (18), one can still adjust the effective parameters via
tuning frequencies and amplitudes of the drivings. If one can achieve values according to
Ω2 ∼ (ω−ω1) ∼ g/2, the original system dynamics will perform a simulation of a qubit-
resonator coupling with a relative strength outperforming the SC regime, and reaching
USC/DSC regimes. This may be quantified via the ratio geff/ωeff , where geff ≡ g/2 and
ωeff ≡ ω − ω1.
4.2. Analog quantum simulation of Dirac physics
In this section, we review an analog quantum simulation of the Dirac equation with
circuit QED [18]. In order to achieve this, we need a superconducting qubit, such as a
flux qubit [76], at the degeneracy point, which is strongly coupled to a microwave field
mode of a coplanar wave resonator. The corresponding interaction is well described by the
Jaynes-Cummings dynamics (JCM) [2, 56, 77]. Moreover, we address the qubit via three
additional classical microwave drivings, two of them transversal to the resonator [17],
which couple only to the qubit, and another one, longitudinal, coupling to the resonator
mode. The corresponding time-dependent Hamiltonian reads
H = ~ωq
2
σz + ~ωa†a− ~g
(
σ†a+ σa†
)
− ~Ω
(
ei(ωt+ϕ)σ + e−i(ωt+ϕ)σ†
)
−~λ
(
ei(νt+ϕ)σ + e−i(νt+ϕ)σ†
)
+ ~ξ
(
eiωta+ e−iωta†
)
, (19)
where σy = iσ− iσ† = i |g〉〈e|− i |e〉〈g| and σz = |e〉〈e|− |g〉〈g|, with |g〉 and |e〉 the qubit
ground and excited states. Here, ωq and ω denote the qubit and photon frequencies, while
g is the coupling strength. Moreover, the two orthogonal driving pulses have respectively
real amplitudes Ω and λ, phase ϕ, as well as frequencies ω and ν. Additionally, the
longitudinal driving pulse is described by an amplitude ξ and a frequency ω. We point
out that so far we choose two of the classical pulses to be resonant with the resonator
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microwave mode, while the other amplitudes and frequencies will be later fixed. We
additionally consider that ωq = ω, i.e., qubit and resonator microwave field are resonantly
coupled.
This protocol is composed of two subsequent transformations. First, the Hamiltonian
in Eq. (19) is simplified by means of the rotating frame with the resonator frequency ω,
HL1 = −~g
(
σ†a+ σa†
)
− ~Ω
(
eiϕσ + e−iϕσ†
)
+ ~ξ
(
a+ a†
)
−~λ
(
ei[(ν−ω)t+ϕ]σ + e−i[(ν−ω)t+ϕ]σ†
)
. (20)
Second, we map this Hamiltonian into another rotating frame with respect to HL10 =
−~Ω (eiϕσ + e−iϕσ†). The corresponding Hamiltonian reads
HI = −~g
2
({|+〉〈+| − |−〉〈−|+ e−i2Ωt |+〉〈−|
− ei2Ωt |−〉〈+|} eiϕa+ H.c.)
− ~λ
2
({|+〉〈+| − |−〉〈−| − e−i2Ωt |+〉〈−|
+ei2Ωt |−〉〈+|} ei(ν−ω)t + H.c.)+ ~ξ (a+ a†) , (21)
where we have considered the alternative qubit basis |±〉 = (|g〉 ± e−iϕ |e〉) /√2. To
further simplify this expression, we fix ω − ν = 2Ω, while assuming the first driving
amplitude, Ω, to be large when compared to the other frequencies appearing in Eq. (21).
Therefore, one can apply the rotating-wave approximation (RWA), producing the Hamil-
tonian
Heff = ~λ
2
σz +
~g√
2
σypˆ+ ~ξ
√
2 xˆ, (22)
where ϕ = pi/2 and we consider typical electromagnetic field quadratures, i.e., dimen-
sionless xˆ = (a + a†)/
√
2, pˆ = −i(a − a†)/√2, with the corresponding commutation
relation [xˆ, pˆ] = i. We point out that Ω is not present in the effective Hamiltonian. This
is due to the fact that the Hamiltonian was derived in a rotating frame with Ω acting as
a dominant frequency and a large value as compared to the other ones.
The dynamics of the analyzed system coincides with that of the 1+1 Dirac equa-
tion, where ~λ/2 and ~g/
√
2 are related to the mass and the vacuum speed of light,
respectively. Moreover, the dynamics has an external potential Φˆ = ~ξ
√
2 xˆ that depends
linearly on the particle position. With this simulated dynamics, we can implement sev-
eral ranges of physical regimes, from the ultrarrelativistic to the nonrelativistic ones. In
this proposal, while the simulated Dirac mass is proportional to the λ amplitude of the
weak orthogonal driving, the linear potential strength is related to the longitudinal drive
amplitude, ξ. We point out that a simulated massless particle corresponds to λ = 0 and
ν = 0, such that ω = 2Ω in Eq. (21).
4.3. Analog quantum simulation of Jaynes-Cummings and Rabi lattices
Superconducting circuit technology offers unprecedented possibilities for control, tun-
ability of physical parameters and scalability. Therefore, circuit QED is a leading plat-
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form to analyze many-body states of light [34] via analog quantum simulations of the
Bose-Hubbard (BH) dynamics [35–37], the Jaynes-Cummings-Hubbard (JCH) dynamics
[38, 39], as well as fractional quantum Hall effect with synthetic gauge fields [78–83], spin
models [84, 85], and the Kagome lattice for bosons [86–88].
In an analog quantum simulation of the Jaynes-Cummings-Hubbard dynamics,
HJCH =
N∑
j=1
ω0σ
+
j σ
−
j +
N∑
j=1
ωa†jaj + J
N∑
〈ij〉
(aia
†
j + H.c.), (23)
the complete system consists of unit cells that may be composed of a transmon qubit
coupled to a coplanar wave resonator [89], being its dynamics described by the JC model.
Moreover, to connect neighboring cells one may employ capacitive couplings between
half-wave cavities lying in a linear array. We point out that a two-site JCH dynamics has
been already performed in the lab [90]. Moreover, other complex geometries [83] may be
achieved as well, establishing a significant step forward [91].
One of the prominent features of circuit QED is that it allows us to design nonlinear
couplings between resonators through elements as Josephson junctions. More specifi-
cally, the cavity-cavity interaction which is mediated by SQUID setups could be a signif-
icant possibility for simulating the Bose-Hubbard evolution with attractive interactions
[92, 93], as well as the complete Bose-Hubbard and extended models [94]. A relevant ex-
periment already performed in a circuit QED setup is the Bose-Hubbard dimer [95]. This
proposal and the experimental implementation in Ref. [90] motivate further theoretical
analysis in order to simulate many-body states of matter coupled to light. Furthermore,
the controlled dissipative evolution of many-body states of light [96–102], as well as po-
lariton phenomena in quantum information [103, 104] may be additionally simulated
with current circuit QED technologies. The interactions which appear in circuit QED
permit to analyze a diversity of condensed matter models. One example is given by
out-of-equilibrium dynamics of nonlinear cavity arrays for implementing photonic solid
phases, as described by
H =
∑
i
[−δa†iai + Ω(ai + a†i )]− J
∑
〈i,j〉
(aia
†
j + H.c.) +U
∑
i
ni(ni− 1) + V
∑
〈i,j〉
ninj , (24)
which displays Bose-Hubbard interactions and Kerr nonlinearities among nearest neigh-
bours [105]. The latter is provided by the Josephson nonlinear element in the SQUID
loop.
Circuit QED platforms allow as well to analyze two-dimensional lattices of interact-
ing cavities [87, 88], allowing for the realization of a Kagome lattice for bosons. This
also permits applying novel numerical methods such as projected entangled-pair states
(PEPS) [86, 106, 107], with the motivation of analyzing the tradeoff between light and
matter couplings, and discovering new many-body states of light.
5. Digital-analog quantum simulations
In this Section, we review three examples of digital-analog quantum simulations with
superconducting circuits, namely, the quantum Rabi model [44], the Dicke model [44, 45],
and fermion-fermion scattering in the context of quantum field theories [46].
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5.1. Digital-analog quantum simulation of the quantum Rabi model
We describe here the digital-analog quantum simulation of the quantum Rabi model
with circuit QED [44]. The experimental realization of this proposal is fully described in
Ref. [27]. We begin considering the standard circuit QED setup comprising a transmon
qubit [53], and a coplanar wave resonator. The Hamiltonian describing the system is [56]
H = ωra
†a+
ωq
2
σz + g(a†σ− + aσ+), (25)
where ωq and ωr are the qubit and resonator frequencies, g is the qubit-resonator cou-
pling strength, a†(a) is the creation(annihilation) bosonic field operator for the resonator
microwave mode, while σ± are the raising and lowering spin operators for the qubit. The
capacitive coupling in Eq. (25) assumes a two-level approximation of the transmon qubit,
given that the coupling g is typically much weaker than other transition frequencies of the
system. Larger capacitive couplings may produce unintended transitions to higher-lying
levels of the transmon, such that the coupling cannot be made arbitrarily large. On the
other hand, analog quantum simulator methods based on composite pulses [17, 18] may
produce an increase of the g/ω ratio, populating further the resonator, as shown in Sec. 4.
Here, we introduce another approach, namely, a digital-analog quantum simulator, which
may implement the dynamics of the quantum Rabi Hamiltonian,
HR = ω
R
r a
†a+
ωRq
2
σz + gRσx(a† + a), (26)
by encoding it in a circuit QED setup provided with a Jaynes-Cummings interaction, as
in Eq. (25).
The quantum Rabi Hamiltonian in Eq. (26) can be expressed as sum of two terms,
HR = H1 +H2, where
H1 =
ωRr
2
a†a+
ω1q
2
σz + g(a†σ− + aσ+),
H2 =
ωRr
2
a†a− ω
2
q
2
σz + g(a†σ+ + aσ−), (27)
and the qubit transition frequency in each of the two steps is defined such that ω1q −ω2q =
ωRq . These two dynamics can be carried out in standard circuit QED setups with fast
control of the qubit frequency. Beginning with the qubit-resonator interaction in Eq. (25),
one can transform into a frame rotating at ω˜, in which the resulting effective interaction
Hamiltonian reads
H˜ = ∆˜ra
†a+ ∆˜qσz + g(a†σ− + aσ+), (28)
with ∆˜r = (ωr − ω˜) and ∆˜q = (ωq − ω˜) /2. Accordingly, Eq. (28) matches H1, with a
proper relabeling of the coefficients. The anti-Jaynes Cummings term H2 can be per-
formed digitally by applying a single-qubit rotation to H˜ with a different detuning for
the qubit frequency,
e−ipiσ
x/2H˜eipiσ
x/2 = ∆˜ra
†a− ∆˜qσz + g(a†σ+ + aσ−). (29)
By judiciously choosing different resonator-qubit detunings for the two steps, ∆˜1q in
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the first one and ∆˜2q in the second one, we will be able to implement the quantum
Rabi dynamics, Eq. (26), through a digital quantum simulation [10], via interleaving
the simulated evolutions. Typical quasiresonant Jaynes-Cummings interaction dynamics
with different qubit frequencies are alternated with microwave drivings, in order to realize
standard qubit flips [56]. This protocol can be repeated several times, following digital
simulation techniques, to achieve a better approximation of the quantum Rabi evolution.
The corresponding simulated Rabi parameters are obtained from the setup physical
parameters in the following way. The simulated bosonic mode frequency relates to the
resonator frequency detuning ωRr = 2∆˜r, the qubit frequency is related to the transmon
frequency in the two simulation steps, ωRq = ∆˜
1
q − ∆˜2q , and the coupling qubit-resonator
coincides between simulated and simulating systems, gR = g.
Taking into account that single-qubit operations take approximately ∼ 10 ns, dozens
of Trotter steps may be realized within the coherence time. We point out that, when
realizing the protocol, one has to be careful not to populate higher levels of the trans-
mon qubit. Considering typical transmon anharmonicities of α = −0.1, and given large
detunings with the microwave resonator, for a range of typical circuit QED parameters,
it will not be populated. Summarizing, one can simulate a wide variety of regimes by
choosing different qubit frequency detunings and rotating pictures.
5.2. Digital-analog quantum simulation of the Dicke model
By combining multiple transmon qubits with a resonator, the previous digital-analog
method to simulate the quantum Rabi model can be extended to implement the Dicke
dynamics in a variety of parameter regimes and couplings [44, 45],
HD = ω
R
r a
†a+
N∑
j=1
ωRq
2
σzj +
N∑
j=1
gRσxj (a
† + a). (30)
This digital-analog protocol can be implemented with polynomial resources via collective
single-qubit rotations interleaved with collective Tavis-Cummings dynamics. Therefore,
a significant feature of this approach is that the total simulation time does not scale with
the system size N . The Dicke model may thus be analyzed given sufficient coherence and
low gate errors. We point out that this quantum simulation protocol is appropriate for
circuit QED, since collective single-qubit addressing is feasible.
We point out that the Dirac equation dynamics appears as a particular case of the
quantum Rabi model. For 1+1 dimensions, the Clifford algebra of the Dirac matrices
reduces to that of Pauli operators, and the Dirac equation in a certain representation
reads
i
d
dt
|Ψ〉 = (mc2σz + cpσx) |Ψ〉 , (31)
where c is the speed of light, m the particle mass, and p ∝ (a − a†)/i the momentum
operator. The Dirac Hamiltonian in Eq. (31), HD = mc
2σz + cpσx, presents the same
structure as the quantum Rabi Hamiltonian, Eq. (26), for ωRr = 0. This is achieved by
fixing ω˜ = ωr. The analogy is total by connecting mc
2 to ωRq /2, c to g
R, and the Dirac
particle momentum to the microwave field quadrature, which may be measured with
current technology [108]. This approach will permit the observation of the Dirac particle
Zitterbewegung [33, 109].
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Furthermore, an analysis of a digital-analog quantum simulator of generalized Dicke
models in superconducting circuits has been recently put forward [45].
5.3. Digital-analog quantum simulation of fermion-fermion scattering in
quantum field theories
The most fundamental analysis of physical interactions relies on quantum field theo-
ries [110], where the analysis of interacting fermions and bosons is essential. Among
other issues, these theories allow for the computation of cross sections, and descriptions of
fermion-fermion scattering mediated by bosonic virtual and real excitations, self-energies
of elementary particles, as well as boson vacuum polarization. In this section, we will re-
view a model which describes a digital-analog quantum simulation of fermion-fermion
scattering mediated by a bosonic mode [46], considering the following assumptions: (i) one
spatial and one temporal dimensions, (ii) scalar bosonic and fermionic particles, obeying
the dynamics of the following Hamiltonian,
H =
∫
dp ωp(b
†
pbp + d
†
pdp) +
∫
dk ωka
†
kak +
∫
dx ψ†(x)ψ(x)A(x). (32)
Here, A(x) = i
∫
dk λk
√
ωk(a
†
ke
−ikx − akeikx)/
√
4pi is a bosonic field operator, where λk
are coupling constants, and ψ(x) =
∫
dp
(
bpe
ipx + d†pe−ipx
)
/
√
4piωp is a fermionic field
operator, with b†p(bp) and d
†
p(dp) the fermionic and antifermionic creation(annihilation)
mode operators with frequency ωp, being a
†
k(ak) the creation(annihilation) bosonic mode
operator associated with the frequency ωk.
With the aim to adapt the model to be simulated in the simulating platform, we
take into account a last simplification in Eq. (32): (iii) a single fermionic and a single
antifermionic modes [111, 112] which will interact through a continuum of bosonic field
modes. The latter, in the spirit of a digital-analog quantum simulator, is introduced to
study a coupled field theory that may represent fermion-fermion collisions, dressed states,
pair creation and annihilation, as well as non-perturbative scenarios.
We define now the jth input comoving fermionic and antifermionic modes in
Schro¨dinger picture, which read [111]
b
†(j)
in =
∫
dp Ω
(j)
f (p
(j)
f , p)b
†
pe
−iωpt, (33)
d
†(j)
in =
∫
dp Ω
(j)
f¯
(p
(j)
f¯
, p)d†pe
−iωpt, (34)
where Ω
(j)
f,f¯
(p
(j)
f,f¯
, p) denote the jth fermionic and antifermionic field mode wave packets
with average momenta pf and pf¯ , respectively. These particle modes will produce physical
comoving wave packets when acting on the vacuum which are appropriate to describe
physical particles, unlike the standard plane waves which are totally delocalized and
not normalizable. For practical purposes, we will restrict to orthonormal wave packets
Ω
(j)
f,f¯
(p
(j)
f,f¯
, p), in such a way that the comoving fermionic and antifermionic modes satisfy
the equal-time anti-commutation relations {b(i)in , b†(j)in } = δij .
The realization of the dynamics given by Hamiltonian (32) in a circuit QED setup is a
complex problem given that it describes an infinite amount of both fermionic and bosonic
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modes. In order to reproduce the latter, we will employ the bosonic-mode continuum
which appears in open transmission lines as well as low-Q cavities. To be able to cope
with the former, we simplify the fermionic field ψ(x) as comprised of a discrete and
truncated set of comoving fermionic modes. The latter condition will permit to express
ψ(x) as a superposition of two of these fermionic anticommuting modes as the lowest
order of an expansion, and neglect the other anticommuting modes as not populated at
lowest order. Therefore, the fermionic mode field is given as
ψ(x) ' Λ1(p(1)f , x, t)b(1)in + Λ2(p(1)f¯ , x, t)d
†(1)
in , (35)
where
Λ1(p
(1)
f , x, t) = {ψ(x), b†(1)in } =
1√
2pi
∫
dp√
2ωp
Ω(1)(p
(1)
f , p)e
i(px−ωpt), (36)
Λ2(p
(1)
f¯
, x, t) = {ψ(x), d(1)in } =
1√
2pi
∫
dp√
2ωp
Ω(1)(p
(1)
f¯
, p)e−i(px−ωpt),
(37)
and we consider ψ(x) in the Schro¨dinger picture. In the remainder of the section, we will
omit the superindex (1) given that we only employ these two creation operators.
Accordingly, we can now rewrite the interaction Hamiltonian associated with the intro-
duced quantum field theory in the light of the previous considerations. We substitute the
definitions for the bosonic A(x) and fermionic ψ(x) fields in the expression of Eq. (32)
to obtain
Hint = i
∫
dxdkλk
√
ωk
2
(
|Λ1(pf , x, t)|2b†inbin + Λ∗1(pf , x, t)Λ2(pf¯ , x, t)b†ind†in (38)
+Λ∗2(pf¯ , x, t)Λ1(pf , x, t)dinbin + |Λ2(pf¯ , x, t)|2dind†in
)(
a†ke
−ikx − akeikx
)
.
The fermionic and antifermionic field modes satisfy standard anticommutation relations,
{bin, b†in} = {din, d†in} = 1, while the bosonic field modes satisfy standard conmutation
relations [ak, a
†
k′ ]=δ(k−k′). Accordingly, one may expect that reproducing a model with
a discrete set of fermionic modes, which interact with a full-fledged continuum of bosonic
modes, will be a significant step forward in the implementation of quantum field theories
with controllable quantum platforms. This is fully in the spirit of the digital-analog
quantum simulator concept.
In order to implement the previous model in a circuit QED platform, one may consider
to encode the fermionic modes onto qubits with the Jordan-Wigner transformation, and
to couple them with the bosonic continuum via Mølmer-Sørensen (MS) and local gates
as described in Sections 2.2 and 2.3, as follows. A scheme of a possible implementation
is depicted in Fig. 4.a. To give an example, a plausible interaction term is H = i(b†id
†
j +
djbi)
∫
dkgk(a
†
ke
−ikx − akeikx). The Jordan-Wigner transformation permits to express
the above interaction Hamiltonian as the tensor product of Pauli operators coupled with
a continuum interval of bosonic field modes. To achieve this, one may combine two
multiqubit MS gates with a local gate coupling one of the qubits with the continuum of
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Figure 4. Proposal [21, 46] for simulating fermion-fermion scattering in quantum field theories. (a)
An open transmission line (blue) approximately supporting the continuum of bosonic modes interacts with two
flux-tunable superconducting transmon qubits Q1 and Q2 (green), that simulate fermionic degrees of freedom,
and one ancilla qubit (violet). A second waveguide (red), terminated in capacitors at each edge, sustains a single
mode of the microwave field which also interacts with the qubits. Individual addressing of these qubits is permitted
through flux lines to tune their coupling and self-energies at will (brown circles). (b) Single Trotter step sequence
of single and multiqubit gates that generate two-qubit interactions coupled to the continuum. Here, UMS(−pi/2) =
exp(ipiσx ⊗ σx/4) and UC,A = exp[−φσz,y1,A
∫
dkgk(a
†
k exp
−ikx−ak expikx)].
bosons [62, 63], as shown in Fig. 4.b,
U = UMS(−pi/2, 0)Uσz(φ)UMS(pi/2, 0)
= exp [φ(σz ⊗ σx ⊗ σx ⊗ ...)
∫
dkgk(a
†
ke
−ikx − akeikx)], (39)
where UMS is the Mølmer-Sørensen operator [51] which may be expressed as UMS(θ, φ) =
exp[−iθ(cosφSx+sinφSy)2/4]. Here, Sx,y =
∑
i σ
x,y
i acts on as many qubits as fermionic
field modes involved, while the local gate Uσz(φ) is exp[−φσz1
∫
dkgk(a
†
ke
−ikx − akeikx)].
Circuit QED platforms which include the interaction between transmon qubits and
on-chip open transmission lines [53, 113, 114] are a suitable system to achieve the re-
quirements of the introduced digital-analog quantum simulator. We consider a microwave
open transmission line comprising a continuum of microwave field modes which interact
with three transmon qubits, two of them implementing the fermionic and antifermionic
modes, and the third one, an ancilla, in order to couple them to the continuum of bosonic
modes. In addition, the protocol employs a microwave resonator with a single electromag-
netic mode coupled only with the two transmons representing fermionic and antifermionic
modes. This will allow for the coupling between them, for the pair creation and annihila-
tion. We point out that two transmon qubits may be simultaneously coupled with both
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April 24, 2018 0:33 Advances in Physics DAQSwithSCResub
resonators, while the ancilla is only coupled to the open transmission line.
In this protocol, tunable couplings between each qubit and the transmission lines will
be needed, as well as tunable qubit energies through magnetic flux drivings. The im-
plementation simulating fermion-fermion scattering will need the ability to switch on
and off each qubit-resonator coupling via control parameters. These may be achieved by
considering tunable coupling transmon qubits, [113, 114] as well as standard band-stop
filters [115] on the coplanar open transmission line, such that only a bandwidth of bosonic
field modes enters into the evolution. Finally, this approach may be boosted forward to
include several fermionic field modes via the addition of further transmon qubits.
6. Perspectives towards digital-analog quantum computing
The aim of this section is to discuss the role of the digital-analog approach as a novel quan-
tum computing paradigm, and raise the questions which must be addressed to achieve
this goal. Even though the perspectives of the digital-analog approach are promising,
there is still a hard theoretical and experimental path to follow. Although the concepts
of digital and analog quantum simulations are broadly used, they lack of a formal math-
ematical definition, and the frontiers between them are blurry. Therefore, if we want
to formally discuss the digital-analog quantum computing (DAQC) paradigm, we need
firstly to establish formally the border, and based on this, properly define the new ap-
proach.
Once a formal definition of DAQC is obtained, a natural question is to wonder about
the universality of the scheme, i.e. whether any unitary may be simulated within this
framework. A property which is usually highlighted in DAQS is that the number of
resources required in terms of number of entangling gates is dramatically reduced when
compared with the purely digital approach. However, until now, while plausible, this is
a purely empirical statement which, therefore, must be formally proven within a formal
context of DAQC. Additionally, as a consequence of this reduction in the resources, it
is normally shown that the error scales better for larger systems, but this is again an
empirical result which is consequence of numerical and experimental simulations, but
the question of how this scaling is remains open. Indeed, it is natural to think that this
improvement strongly depends on the relation between the simulated dynamics (unitary)
and the implementable analog blocks in the simulating platform.
Additional questions would be whether there exist systematic methods to efficiently
decompose a given dynamics within a DAQS/DAQC approach, to face the possibility
of designing quantum error correction protocols adapted to this framework, or how to
combine it in a hybrid classical-quantum approach to increase the flexibility [116, 117].
To sum up, based on the aforementioned issues, we consider that there is still a series
of open questions in the avenue to formally establish a DAQC paradigm which deserves
further work and attention.
7. Conclusions
In the field of quantum simulations, historically, either the digital or the analog ap-
proaches have been pursued. While the former provides flexibility and universality, the
latter can achieve better scalability. In this review article, we have analyzed a third pos-
sibility that merges the previous two taking the best of each of them: a digital-analog
quantum simulator. This kind of devices, employing digital steps in combination with
21
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analog blocks, and without quantum error correction protocols, will be able to simulate
a variety of quantum complex systems in a scalable and versatile way, paving the way to
reaching a quantum advantage with quantum technologies.
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