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Abstract
A tiling is a cover of Rd by tiles such as polygons that overlap only on their borders.
A patch is a configuration consisting of finitely many tiles that appears in tilings. From
a tiling, we can construct a dynamical system which encodes the nature of the tiling.
In the literature, properties of this dynamical system were investigated by studying
how patches distribute in each tiling. In this article we conversely research distribu-
tion of patches from properties of the corresponding dynamical systems. We show
periodic structures are hidden in tilings which are not necessarily periodic. Our results
throw light on inverse problem of deducing information of tilings from information of
diffraction measures, in a quite general setting.
1 Introduction
In 1984 Shechtman et al. discovered quasicrystals [17]. The diffraction patterns of qua-
sicrystals consist of sharp peaks, which show the long-range order of the solid, but have
rotational symmetries which crystals can never have. These phenomena required a math-
ematical explanation and the study of mathematical structures which are non-periodic
but have some degree of order has been intense since then. Such mathematical structures
include for example tilings, Delone sets and translation bounded measures.
The physical connection between solids and their diffraction images is modeled by con-
sidering the Fourier transforms (the diffraction measures) of the autocorrelation measures
defined by mathematical models such as Delone sets and translation bounded measures.
There are many researches on this mathematical diffraction: [8], [3], [4], to name a few.
One of the central questions in the above context is the inverse problem: can we deduce in-
formation of the original mathematical objects from information of its diffraction measure?
(See for example [11], [22], [23], [7].)
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On the other hand, for the study of mathematical objects which show long-range order,
the study of the corresponding dynamical systems is important. (See for example [20], [21],
[10], to name a few.) The corresponding dynamical system consists of the closure of the set
of all translations of given mathematical object and Rd-action on it. There are relations
between this dynamical system and the diffraction measure. For example, a translation
bounded measure has a pure point diffraction measure if and only if the corresponding
dynamical system has pure point spectrum ([3]), that is, the set of eigenfunctions spans
a dense subspace of L2(µ), µ being an invariant probability measure for the dynamical
system.
The diffraction measure typically includes information on the dynamical system: for
example, in [3] it is shown that the set of measurable eigencharacters (Definition 2.29) can
be seen from the diffraction measure, if the diffraction measure is pure point. Further-
more, in some situations all the measurable eigenchracters are topological eigencharacters
(Definition 2.28). This is the case for pseudo-self-affine tilings (Theorem 4.12, Theorem
4.27) and repetitive regular model sets ([8]). Thus if we deduce a property on the original
mathematical object from a property on the set of topological eigenvalues, that will throw
light on inverse problem in situations where topological and measurable eigencharacters
are the same.
In this article we research properties of tilings of Rd from properties of the set of topo-
logical eigenvalues. In the literature, many properties on dynamical system are deduced
from the properties on distribution of patches in given tilings. The phrase “distribution of
patches” is not rigorously defined, and may be captured in various ways, for example by
the number L(P1,P2) = card{x ∈ Rd | P1 + x ⊂ P2} (card means cardinality, and both
P1 and P2 are patches) as follows. For example, the corresponding topological dynamical
system for a tiling T is uniquely ergodic if and only if the tiling T has uniform patch
frequency, that is, for any finite patch P there is a limit
lim
n→∞
L(P,T ∩An)
m(An)
which is independent of the choice of van Hove sequence (An) ([9], [20]) . Here m is
the Lebesgue measure and ∩ is defined in Definition 2.10. Also, for a self-affine tiling T ,
Solomyak [20] showed that if there is c > 0 such that for any finite patch P and a return
vector x we have
lim
N
L(P ∪ (P + φn(x)),T ∩AN )
m(AN )
≧ c
L(P, ωn(T ))
φnm(T )
then the corresponding dynamical system is not mixing. (This is the tiling version of
Dekking-Keane’s result [6].) For many self-affine tilings, the conditions on distribution
of patches described by L are first shown, and then the properties of the corresponding
dynamical systems are deduced by the above argument.
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In this article we conversely deduce properties on distribution of patches in tilings from
properties on the dynamical systems. As to distribution of patches, we study it with respect
to T -legality. If T is a tiling, a patch P is said to be T -legal if a translate of P appears
somewhere in T . If T is repetitive, this is equivalent to lim inf L(P,T ∩An)
m(An)
> 0 for some
van Hove sequence (An). As to property of the dynamical systems, as we discussed above,
we focus on the set of topological eigenvalues, in particular the property that 0 is a limit
point of the set of eigenvalues. For certain class of mathematical models of quasicrystals,
for example regular model sets and certain pseudo-self-affine tilings, it can be shown that
0 is a limit point of the set of eigenvalues. We deduce, for general repetitive tilings of
FLC and of finite tile type (Definition 2.7), from the property that 0 is a limit point of
topological eigenvalues, a property on distribution of patches which is described by the
term “T -legal”. For pseudo-self-affine tilings with certain expansion map , more precise
conditions are deduced.
We elaborate. First, for tilings T of finite tile type, we define a language ΠT ,R,A for all
R > 0 (Definition 2.8), which is analogous to the language for sequences (Definition 5.1).
This set is a collection of all patches in T which can be seen from spherical windows of
radius R. In Theorem 3.5, under the assumption of finite tile type, FLC and repetitivity
of tilings, we prove the following. Assume that 0 is a limit point of the set of topological
eigenvalues of the corresponding topological dynamical system. From these assumptions we
deduce that for any bounded neighborhood U of 0 ∈ Rd, there are R > 0 and a ∈ Rd \ {0}
such that, the relative position of copies of two patches P1 and P2 in ΠT ,R,A is not free
(Theorem 3.5). The relative position is not free in the sense that if we observe a translate
of the first patch P1 in the tiling then relatively from that position there is a periodic
region where the second patch P2 will never appear. The periodic region is a translate of
a set U + Kerχa, where χa(x) = e
2pii〈a,x〉. (〈·, ·〉 is the standard inner product.) In other
words, if x is from that region then P1 ∪ (P2 + x) is not T -legal. The situation is depicted
in Figure 2 in page 13.
If the tilings are self-affine or more generally pseudo-self-affine ([19], [12]), we can say
more (Section 4). Let T be a pseudo-self-affine tiling. Suppose the expansion map for
T is diagonalizable over C and all the eigenvalues are algebraic conjugates of the same
multiplicity. Suppose also that the spectrum of the map forms a Pisot family. We prove
that, for any R0 > 0, ε > 0 and finite F ⊂ B(0, 18R0 ), there are R > 0, F ′ ⊂ Rd \ {0}, and
xa(P) ∈ Rd for each a ∈ F ′ and each patch P ∈ ΠT ,R,A, such that the following conditions
hold (Theorem 4.28). First, F and F ′ are “close with respect to ε” (Definition 4.13).
Second, relative position of two patches P1,P2 ∈ ΠT ,R,A in T is not free in the sense that
(P1+xa(P1))∪(P2+xa(P2)+ 12‖a‖2 a+y+z) is not T -legal for any y ∈ Kerχa, z ∈ B(0, R0).
Thus relative to P1, there is a “forbidden area” for the appearance of P2. The area is
obtained by juxtaposing translates of periodic regions Kerχa +B(0, R0), a ∈ F ′.
By using self-similar structure of pseudo-self-affine tilings, we can see another condition
for distribution of patches holds. In Theorem 4.31, under the same assumption as above
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and mild assumption on pseudo-substitution rule, we prove relative position of any two
T -legal patches is not free. The situation is depicted in Figure 1 in page 4. The differences
from the case of general tilings (Theorem 3.5) in the above paragraph are; (1) we are now
free from the constraint that the patches P1,P2 we deal with must be large enough, and
(2) the area where P2 never appears may be grid-like.
Figure 1: Theorem 4.31
On the other hand, in sequences from word substitutions with weakly mixing dynamical
systems, the analogous situation is not repeated. That is, the relative position of words is
not free. See Proposition 5.4 and Remark 5.5.
Note that in Theorem 3.5 and Theorem 4.31, periodic structures arise in the area
where a patch P2 never appears. That is, there are hidden symmetries in tilings that are
not necessarily periodic (translationally symmetric). Existence of eigenfunctions implies
existence of factor maps (XT ,Rd) → (T,Rd) where Rd acts on T = {z ∈ C | |z| = 1} by
x · z = e2pii〈x,a〉z. The dynamical system (T,Rd) has a wealth of symmetries (there are
many x ∈ Rd such that x · z = z for any z ∈ T) and these symmetries are propagated to
those of T .
Theorem 4.31 is for certain pseudo-self-affine tilings. Theorem 3.5 is for more general
tilings. By recognizability (Theorem 4.10) and Theorem 4.15, Theorem 3.5 is applicable
to tilings in the class of non-periodic pseudo-self-affine tilings such that the expansion
maps are diagonalizable over C, all the eigenvalues are algebraic conjugates of the same
multiplicity, and the spectrum of each expansion map forms a Pisot family. We do not rule
out the possibility that these can be applicable to tilings in another class, such as Delone
tilings for model sets.
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This article is organized as follows. Section 2 is for preliminaries. Although some of
these are known results, we do not omit the proofs for the reader’s convenience, because
it is hard to extract them from the literature. In Section 3, we deal with general tilings
with sufficiently many eigenvalues, under mild assumptions. In Section 4 we deal with
tilings constructed from tiling substitutions and pseudo-substitutions. In Section 5 we
study sequences with weakly mixing dynamical systems.
2 Preliminaries
2.1 Definition of Tiling
Throughout the article we set Z>0 = {1, 2, . . .} and Z≥0 = {0, 1, 2, . . .}. If S is a set, cardS
denotes its cardinality. If (X, ρ) is a metric space, x ∈ X and r > 0, we write the open ball
of radius r with its center x by B(x, r). For a metric space (X, ρ) and S ⊂ X, its diameter
is by definition diamS = sup{ρ(x, y) | x, y ∈ S}. For a topological space X and its subset
A, its closure, interior, and boundary are denoted by A,A◦ and ∂A, respectively.
Definition 2.1. Take d ∈ Z>0 and fix it. A tile of Rd is a subset of Rd which is nonempty,
open and bounded.
A patch of Rd is a set P of tiles of Rd such that, if S, T ∈ P and S 6= T , then S∩T = ∅.
For a patch P, its support is the subset ⋃T∈P T of Rd and denoted by suppP.
A patch P is called a tiling if suppP = Rd.
Remark 2.2. In the literature, a tile is defined in various ways. For example, it is defined
as (1) a subset of Rd which is homeomorphic to a closed unit ball of Rd ([1]), (2) a closed
polygonal subset of Rd ([24]), or (3) a subset of Rd which is compact and equal to the
closure of its interior ([5]).
In all these definitions tiles are defined as compact sets. However we can do the same
argument regarding tilings by considering the interiors of tiles. This way has one virtue.
Often in tiling theory one has to consider labels for tiles, so that one can distinguish tiles of
the same shape. If we deal with interiors, instead of compact sets, we can remove different
points from two copies of the same tile, so that we can distinguish these two tiles by these
“punctures” and do not need to consider labels separately. (See Example 4.11).
Definition 2.3. For a patch P and a vector x ∈ Rd, define a translate of P by x via
P + x = {T + x | T ∈ P}. For two patches P1 and P2 set P1 ∼t P2 if there is x ∈ Rd such
that P1 + x = P2.
Definition 2.4. A tiling T is said to be sub-periodic if there is x ∈ Rd \ {0} such that
its translate by x coincide with itself, that is, T + x = T . Otherwise a tiling is said to be
non-periodic. A tiling T of Rd is said to be periodic if there is a basis {b1, b2, . . . , bd} of Rd
such that T + bi = T for all i.
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Example 2.5 (Square tiling). For any dimension d ∈ Z>0, a tiling Ts = {(0, 1)d + v | v ∈
Z
d} is called Square tiling. This is an example of periodic tiling.
Many interesting examples of non-periodic tilings can be constructed from substitution
rules, which we will introduce later. We also note that sequences can be regarded as tilings.
The theme of this article is T -legality.
Definition 2.6. Given a tiling T , a patch P is T -legal if there is x ∈ Rd such that
P + x ⊂ T .
There are many interesting examples of tilings which have only finitely many types of
tiles, up to translation. In this article we confine our interest only to such tilings.
Definition 2.7. Let T be a tiling. If there is a finite set A of tiles such that for any T ∈ T
there are a unique P ∈ A and (necessarily unique) x ∈ Rd for which T = P + x, then we
say T has finite tile type. A is called a set of proto-tiles for T . If T is a tiling of finite tile
type, then we always take a set of proto-tiles A such that 0 ∈ P for each P ∈ A.
Definition 2.8. For R > 0 and a tiling T of finite tile type with a set of proto-tiles A, set
ΠT ,R,A = {(T − x) ∩B(0, R) | x ∈ Rd, (T − x) ∩ A 6= ∅}.
Also set ΠT ,A = {P | P is a T -legal patch and P ∩A 6= ∅.}.
Remark 2.9. This is a tiling-version of language for sequences (Definition 5.1).
Next we introduce an important concept in tiling theory, which is called FLC (Definition
2.11). We prove two characterizations of FLC (Lemma 2.13 and Proposition 2.15).
Definition 2.10. For a patch P and a subset S ⊂ Rd, set P ∩ S = {T ∈ P | T ⊂ S} and
P ⊓ S = {T ∈ P | T ∩ S 6= ∅}.
Definition 2.11. A tiling T has finite local complexity (FLC) if for any R > 0 the set
{T ∩B(x,R) | x ∈ Rd}/∼t is finite.
Lemma 2.12. Let T be a tiling of finite tile type and S be a bounded subset of Rd. Then
there is an integer N = NT ,S such that card T ⊓ (S + x) ≦ N for any x ∈ Rd.
Proof. Set r = maxT∈T diamT . Take R > 0 such that S ⊂ B(0, R). For any x ∈ Rd,
supp(T −x)⊓S is contained in B(0, R+ r). There is s > 0 such that any tile in T contains
a ball of radius s. There is an integer N such that B(0, R+r) contains at most N mutually
disjoint balls of radius s. It follows that (T − x) ⊓ S contains at most N tiles.
Lemma 2.13. For a tiling T of finite tile type, the following conditions are equivalent:
(1). T has FLC.
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(2). {T ⊓B(x,R) | x ∈ Rd}/∼t is finite for all R > 0.
Note that if r = maxT∈T diamT , then T ⊓ B(x,R) ⊂ T ∩ B(x,R + r). The proof for
Lemma 2.13 is straightforward if we use Lemma 2.12 and the following lemma.
Lemma 2.14. Let Π0,Π1 be families of patches such that (1) any P ∈ Π1 is finite, (2)
for any P0 ∈ Π0 there are P1 ∈ Π1 and x ∈ Rd for which P0 + x ⊂ P1, and (3) Π1/∼t is
finite. Then Π0/∼t is finite.
The following another characterization of FLC will be useful. Recall Definition 2.8.
Proposition 2.15. Let T be a tiling of finite tile type with a set of proto-tiles A. Then
the following conditions are equivalent:
(1). T has FLC.
(2). ΠT ,R,A is finite for all R > 0.
Proof. (1)⇒ (2): It is enough to show that ΠT ,R,A is finite for any R > maxP∈A diamP
since there is a surjection ΠT ,R,A → ΠT ,R′,A for R′ < R.
Suppose R > maxP∈A diamP . It suffices to show for each P ∈ ΠT ,R,A, the set ZP =
{z ∈ Rd | P + z ∈ ΠT ,R,A} is finite since ΠT ,R,A/∼t is finite by (1). Take P ∈ ΠT ,R,A.
Define a map ϕ : ZP → P as follows. For z ∈ ZP , there is a unique P ∈ (P + z) ∩ A. In
fact, there are y ∈ Rd and P ∈ A such that P+z = (T −y)∩B(0, R) and P ∈ (T −y)∩A.
Since we assumed R was large enough, P ∈ P + z. Set ϕ(z) = P − z. This map ϕ is
injective. In fact, if ϕ(z1) = ϕ(z2), take Pi ∈ (P + zi) ∩A. Then P1 − z1 = P2 − z2 and so
P1 = P2 and z1 = z2. Since P is finite, we see ZP is finite.
(2)⇒(1): Take R > 0. Set Π1 = {(T − x) ∩ B(0, R) | x ∈ Rd} and we show Π1/∼t is
finite. Take L > max{R,maxP∈A diamP} and set Π2 = {(T − x) ∩B(0, L) | x ∈ Rd}. By
Lemma 2.14 and Lemma 2.12, it suffices to show Π2/∼t is finite. Take (T −x)∩B(0, L) ∈
Π2. Choose P ∈ A and y ∈ Rd such that P + y ∈ (T − x) ∩ B(0, L). Then ‖y‖ < L and
P ∈ T − x− y. We have
(T − x) ∩B(0, L)− y = (T − x− y) ∩B(−y, L) ⊂ (T − x− y) ∩B(0, 2L).
We have proved that, for any P ∈ Π2 there are y ∈ Rd and P ′ ∈ ΠT ,2L,A such that
P − y ⊂ P ′. ΠT ,2L,A/∼t is finite since ΠT ,2L,A is finite by assumption. Therefore by
Lemma 2.14, Π2/∼t is finite.
2.2 Tiling Space and Tiling Dynamical Systems
To study the nature of tilings, researching corresponding continuous hulls and tiling dy-
namical systems is useful. Let ‖ · ‖ be the standard 2-norm of Rd.
Definition 2.16. The set of all patches of Rd is denoted by Ω(Rd).
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First we define a metric on Ω(Rd), which is based on a well-known idea: to regard
two patches close if, after small translation, they precisely agree on a large ball about the
origin.
Recall that for a patch P and S ⊂ Rd, we set P ∩ S = {T ∈ P | T ⊂ S}. For two
patches P1,P2 of Rd, set
∆(P1,P2) =
{
0 < r <
1√
2
|there exist x, y ∈ B(0, r) such that
(P1 + x) ∩B(0, 1
r
) = (P2 + y) ∩B(0, 1
r
)
}
.
Then define
ρ(P1,P2) = inf(∆(P1,P2) ∪ { 1√
2
}). (1)
Remark 2.17. It is tempting in the definition of tiling metric to replace ∆(P1,P2) above
with
{0 < r < 1√
2
| there exists y ∈ B(0, r) such that P1 ∩B(0, 1
r
) = (P2 + y) ∩B(0, 1
r
)}
because this definition seems to simplify the following proofs. However if we define the
function ρ in this way ρ does not become a metric; it is not necessarily true that ρ(T1,T2) =
ρ(T2,T1) for two tilings T1 and T2. Here is an easy counterexample; take small r > 0, and
consider three copies of a tile (−1, 1)d. Give each of them a puncture in three different
ways so that we obtain three different tiles (or equivalently, put three different labels to
each of the copies so that we can distinguish them). Let S, T, U denote the three tiles. Set
T1 = {S} ∪ ({T} + 2Zd \ {0}) and T2 = ({S} ∪ ({U} + 2Zd \ {0})) + (r, 0, 0, . . . 0). Then
ρ(T1,T2) = 1√8+d and ρ(T2,T1) = 1√(3−r)2+d−1 .
It is easy to prove that ρ in (1) is a metric on Ω(Rd). To prove ρ(T1,T2) = 0 implies
T1 = T2, we use the following lemma.
Lemma 2.18. Let T be a tile and P be a patch. Suppose x1, x2, · · · are elements of Rd
such that xn → 0 as n→∞ and T + xn ∈ P for all n. Then T ∈ P.
To prove the triangle inequality, one has to use the fact that 1
ε
− η > 1
ε+η whenever
0 < ε < 1√
2
and 0 < η < 1√
2
.
Proposition 2.19. The metric space (Ω(Rd), ρ) is complete.
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Proof. Take a Cauchy sequence (Pn)n∈Z>0 . We may assume
ρ(Pn,Pn+1) < 1
2n
holds for each n ∈ Z>0. For any n ∈ Z>0 there are xn, yn ∈ B(0, 12n ) such that
(Pn + xn) ∩B(0, 2n) = (Pn+1 + yn) ∩B(0, 2n).
Set zn =
∑∞
k=n(xk − yk). Then ‖zn‖ < 12n−2 . Set
Qn = (Pn ∩B(0, 2n − 1)) + zn
for each n ∈ Z>0. For any n ∈ Z>0 we have Qn ⊂ Qn+1 and P =
⋃∞
n=1Qn is a patch.
Also, one can show that if n < m, Qm+1 ∩ B(0, 2n) = Qm ∩ B(0, 2n). From this we can
show
P ∩B(0, 2n−1) = (Pn + zn) ∩B(0, 2n−1).
and P = limPn.
Definition 2.20. For a tiling T , its continuous hull is XT = {T + x | x ∈ Rd} (the closure
in Ω(Rd) with respect to the tiling metric defined above).
Remark 2.21. For any tiling T , S ∈ XT and bounded P ⊂ S, there is x ∈ Rd such that
P + x ⊂ T .
If a tiling has FLC, we have the following result:
Proposition 2.22. If a tiling T has FLC, then its continuous hull XT is compact.
Proof. By Proposition 2.19, it suffices to show that XT is totally bounded. Take ε > 0
arbitrarily and we shall prove the existence of ε-net of XT . If ε ≥ 1√2 then B(T , ε) = XT .
We may assume ε < 1√
2
. Take η < ε such that 1
η
− η > 1
ε
. By FLC there is a finite set Π
of patches included in B(0, 1
η
) such that if S ∈ XT , there are P ∈ Π and y ∈ Rd for which
S ∩B(0, 1
η
) = P + y. For any P ∈ Π set
YP = {y ∈ B(0, 2
η
) | there is S ∈ XT such that S ∩B(0, 1
η
) = P + y}.
Since YP is a bounded set, we can take its finite η-net ZP . For any z ∈ ZP , there is
Sz,P ∈ XT such that Sz,P ∩ B(0, 1η ) = P + z. We claim XT ⊂
⋃
P∈Π
⋃
z∈ZP B(Sz,P , ε).
If S ∈ XT , then there are P ∈ Π and y ∈ Rd such that S ∩ B(0, 1η ) = P + y. If
P = ∅, we can take y = 0. Otherwise we have y ∈ B(0, 2
η
) because T, T + y ⊂ B(0, 1
η
)
for any T ∈ P. In both cases we can take z ∈ ZP such that ‖z − y‖ < η. We have
S ∩B(0, 1
ε
) = (Sz,P + y − z) ∩B(0, 1ε ) and ρ(S,Sz,P) < ε.
9
We then introduce cylinder sets, which form a basis for the relative topology of the
metric topology on certain continuous hulls.
Definition 2.23. Take a tiling T , a T -legal patch P and an open neighborhood U of 0 in
R
d. Set
CT (U,P) = {S ∈ XT | there is x ∈ U such that P + x ⊂ S}.
We can show that if P is finite T -legal and U is an open neighborhood of 0 ∈ Rd, then
CT (U,P) is open with respect to the relative topology of the metric topology on XT . If T
has finite tile type, then
{CT (U,P) | P: finite T -legal patch and U : open neighborhood of 0 in Rd}
generates the relative topology of metric topology on XT .
The continuous hull of any tiling T has an Rd-action via translation:
XT × Rd ∋ (S, x) 7→ S − x ∈ XT .
This is jointly continuous. The topological dynamical system (XT ,Rd) is called the tiling
dynamical system associated to T .
Next we introduce a sufficient condition for the tiling dynamical system to be minimal.
Recall that a dynamical system Rd y Ω, where Ω is a compact Hausdorff space, is minimal
if any of its orbits is dense in Ω.
Definition 2.24. A subset S ⊂ Rd is relatively dense in Rd if there is R > 0 such that for
any x ∈ Rd, we have B(x,R) ∩ S 6= ∅.
Definition 2.25. A tiling T is repetitive if for any finite patch P ⊂ T , the set {x ∈ Rd |
P + x ⊂ T } is relatively dense in Rd.
Remark 2.26. In the literature repetitivity is defined in various ways. For example, a
tiling T may be defined to be repetitive if for any compact K ⊂ Rd, there is a compact set
K ′ ⊂ Rd such that whenever x1, x2 ∈ Rd there is y ∈ K ′ with (T +x1)∩K = (T +x2+y)∩K.
For FLC tilings of finite tile type, this condition and our definition of repetitivity are
equivalent. Definition 2.25 also coincides with the definition in [21].
Lemma 2.27. Let T be a tiling of Rd of finite tile type. If T is repetitive, then the
associated tiling dynamical system is minimal.
Proof. Take S ∈ XT . Let P be a finite T -legal patch. It suffices to show that a translate
of P appears in S, since if so a translate of S intersects with CT (U,P) for any U . By
repetitivity, there is R > 0 such that {B(λ,R) | λ ∈ Λ} cover Rd, where Λ = {x ∈ Rd |
P +x ⊂ T }. Take ε > 0 such that if ‖x‖ < R, then suppP + x ⊂ B(0, 1
ε
). There is y ∈ Rd
such that ρ(S,T + y) < ε. S and T + y almost agree on a large ball around the origin, and
on this large ball a copy of P must appear.
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2.3 Eigenfunctions for dynamical systems
Recall that for a locally compact abelian group G and T = {z ∈ C | |z| = 1}, a continuous
group homomorphism χ : G→ T is called a character.
Definition 2.28. Let G be a locally compact abelian group and X be a compact space.
Assume G acts on X continuously. Then we call a continuous function f : X → C a
continuous eigenfunction if f 6= 0 and there is a character χ : G → T such that f(g · x) =
χ(g)f(x) holds for any g ∈ G and x ∈ X. We call this character χ the (topological)
eigencharacter.
Definition 2.29. Let (X,B, µ) be a probability space and suppose a locally compact
abelian group G acts on X in a measure-preserving way. Then f ∈ L2(µ) is called an
L2-eigenfunction if f 6= 0 and there is a character χ such that Ug(f) = χ(g)f for all g ∈ G,
where Ug is the corresponding unitary operator on L
2(µ). We call this χ the (measurable)
eigencharacter.
Definition 2.30. For a ∈ Rd, let χa be the character of Rd defined by χa(x) = e2pii〈a,x〉,
where 〈·, ·〉 is the standard inner product of Rd. (Every character of Rd is of this form.)
If G = Rd in Definition 2.28 (resp. in Definition 2.29), and χa is the eigencharacter of a
continuous eigenfunction f (resp. L2-eigenfunction f), a is called a topological eigenvalue
(resp. measurable eigenvalue) for the topological dynamical system (X,Rd) (resp. measure-
preserving system (X,B, µ,Rd)).
Remark 2.31. If (X,Rd) is a uniquely ergodic topological dynamical system with a unique
invariant measure µ, in some cases for any measurable eigenvalue a, we can always take an
eigenfunction f ∈ L2(µ) which is continuous. Thus in this situation topological eigenvalue
and measurable eigenvalue are equivalent concepts and we say simply “eigenvalue” for
topological and measurable eigenvalue. See Theorem 4.12.
Remark 2.32. If X is compact and G acts on X minimally, for any eigencharacter χ we
can always take a continuous eigenfunction f which takes value in T. In later sections all
the topological dynamics are minimal, and we tacitly use this fact about eigenfunctions.
3 General Tilings with Sufficiently Many Eigenvalues
Let T be a tiling of Rd of finite tile type with a set of proto-tiles A. Recall Definition 2.8.
By Proposition 2.15, ΠT ,R,A is finite for all R > 0 if and only if the tiling T has FLC.
Recall also that we set χa(x) = e
2pii〈x,a〉.
Definition 3.1. We endow a metric ρT on T by identifying T with R/2piZ. In other words
we set
ρT(e
2piiθ, e2piiθ
′
) = min
n∈Z
|θ − θ′ + n|
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for any θ, θ′ ∈ R. This gives a well-defined metric on T that generates the standard topology
of T.
Setting. In this section we assume T is a repetitive tiling of Rd of FLC of finite tile type,
with a set of proto-tiles A.
Lemma 3.2. Let a ∈ Rd \ {0} be a topological eigenvalue for the topological dynamical
system (XT ,Rd) with a continuous T-valued eigenfunction f . Also let ε be a positive real
number and U be a bounded subset of Rd. Assume supx∈U ρT(χa(x), 1) <
ε
2 . Then there
exists a positive real number R such that P ∈ ⋃L>RΠT ,L,A and S1,S2 ∈ CT (U,P) imply
ρT(f(S1), f(S2)) < ε.
Proof. Set η = supx∈U ρT(χa(x), 1). Since XT is compact and f is uniformly continuous,
there is δ > 0 such that ρ(S1,S2) < δ implies ρT(f(S1), f(S2)) < ε− 2η.
Set R = 1
δ
+maxT∈T diamT . This R has the desired property.
Lemma 3.3. Let U be a neighborhood of 0 in Rd, P and P ′ T -legal patches, and f a
continuous eigenfunction for the action Rd y XT with an eigenvalue a. Suppose
f(CT (U,P)) ∩ f(CT (U,P ′)) = ∅. (2)
Then P ∪ (P ′ + y + z) is not T -legal for any y ∈ Kerχa and z ∈ U .
Proof. Take S ∈ XT such that P ⊂ S and it suffices to prove that P ′ + y + z 6⊂ S. For
such S we have S ∈ CT (U,P). By condition (2), for any y ∈ Kerχa,
f(S − y) = f(S) /∈ f(CT (U,P ′)).
Then S − y /∈ CT (U,P ′), and by the definition of cylinder set, the desired condition is
deduced.
Recall that if X is a metric space, the open ball with its center x and its radius R > 0
is denoted by B(x,R).
Proposition 3.4. Let a ∈ Rd\{0} be a topological eigenvalue for the topological dynamical
system (XT ,Rd) with a continuous T-valued eigenfunction f . Also let U be a bounded
neighborhood for 0 ∈ Rd. Assume supx∈U ρT(χa(x), 1) < 18 . Then there exist R > 0 and a
map x :
⋃
L>RΠT ,L,A → Rd such that the patch
(P1 + x(P1)) ∪ (P2 + x(P2) + 1
2‖a‖2 a+ y + z)
is not T -legal for any P1,P2 ∈
⋃
L>RΠT ,L,A, y ∈ Kerχa and z ∈ U .
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Proof. For a, ε = 14 and U , apply Lemma 3.2. We obtain a positive real number R such
that P ∈ ⋃L>RΠT ,L,A and S1,S2 ∈ CT (U,P) imply ρT(f(S1), f(S2)) < 14 . For each
P ∈ ⋃L>RΠT ,L,A, take S ∈ CT (U,P) and choose x(P) ∈ Rd such that χa(x(P)) = f(S).
If P1,P2 ∈
⋃
L>RΠT ,L,A, then f(CT (U,P1+x(P1))) ⊂ B(1, 1/4) and f(CT (U,P2+x(P2)+
1
2‖a‖2 a)) ⊂ B(−1, 1/4) and so f(CT (U,P1 + x(P1))) ∩ f(CT (U,P2 + x(P2) + 12‖a‖2 a)) = ∅.
Lemma 3.3 applies.
Theorem 3.5. Let A be a subgroup of the group of all topological eigenvalues for the
topological dynamical system (XT ,Rd). Assume 0 ∈ A \ {0}. Then for any R0 > 0 and
ε > 0, there exist R > 0, a ∈ A \ {0}, and x : ⋃L>RΠT ,L,A → Rd that satisfy the following
two conditions:
• for any P1,P2 ∈
⋃
L>RΠT ,L,A, y ∈ Kerχa and z ∈ B(0, R0), the patch
(P1 + x(P1)) ∪ (P2 + x(P2) + 1
2‖a‖2 a+ y + z)
is not T -legal.
•
8R0 <
1
‖a‖ < (8 + ε)R0. (3)
Proof. We can take a ∈ A\{0} such that 1(8+ε)R0 < ‖a‖ < 18R0 . Proposition 3.4 is applicable
for this a and U = B(0, R0).
Figure 2: Theorem 3.5
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Remark 3.6. In Theorem 3.5, for any R0 and ε > 0, there are R > 0 and a ∈ A such that
for any P1,P2 ∈
⋃
L>RΠT ,L,A, if we observe a translate of P1 in T , the area where copies
of P2 do not appear relative to this translate of P1 includes a translate of B(0, R0)+Kerχa
(Figure 2). Thus there is a “forbidden area”, the shape of which is described as follows.
The kernel Kerχa is equal to {a}⊥+Z 1‖a‖2 a. The set B(0, R0)+Kerχa can be obtained by
juxtaposing translates of a “band” {a}⊥ + B(0, R0) by vectors in Z 1‖a‖2 a. The inequality
(3) describes the relation between the width of each band and the interval of bands. (The
width of each band is 2R0 and the intervals are approximately 8R0 with respect to ε.)
Next we proceed to Theorem 3.9. Before proving it we prepare a lemma and a definition.
Lemma 3.7. If U is a subset of Rd such that −P ⊂ U for all P ∈ A, then {CT (U,P) |
P ∈ ΠT ,R,A} covers XT for any R > 0.
Proof. Take S ∈ XT . There is T ∈ S such that 0 ∈ T . There exist P ∈ A and x ∈ Rd such
that T = P + x. Set P = (S − x) ∩ B(0, R), then P ∈ ΠT ,R,A. Since −x ∈ U , we have
S ∈ CT (U,P).
Definition 3.8. For a T -legal patch P, R > 0 and S ⊂ Rd, set
ΠT ,R,A(P, S) = {P ′ ∈ ΠT ,R,A | P ∪ (P ′ + x) is not T -legal for any x ∈ S}.
Theorem 3.9. Suppose 0 is a limit point of the set of topological eigenvalues for Rd y XT .
Then for any bounded neighborhood U of 0 in Rd which is large enough in the sense that U ⊃
−P for all proto-tile P , there are R > 0 and a 6= 0 such that ΠT ,R,A(P, x+U+Kerχa) 6= ∅
for any P ∈ ΠT ,R,A and x ∈ Rd.
Proof. Let U be a bounded neighborhood of 0 which is large enough. Take ε ∈ (0, 14). For
U and ε, if a is a topological eigenvalue which is small enough, we can apply Lemma 3.2
to U, a, ε and obtain R > 0 such that diam(f(CT (U,P))) ≤ ε for any P ∈ ΠT ,R,A.
Take P ∈ ΠT ,R,A and x ∈ Rd, then since a 6= 0 and f is surjective, {f(CT (U,P ′)) | P ′ ∈
ΠT ,R,A} covers T. Moreover diam f(CT (U,P ′)) < ε for each P ′ ∈ ΠT ,R,A and so there is
P ′ ∈ ΠT ,R,A such that
χa(x)f(CT (U,P)) ∩ f(CT (U,P ′)) = ∅.
By Lemma 3.3, P ∪ (P ′ + x + y + z) is not T -legal for any y ∈ U and z ∈ Kerχa. This
means P ′ ∈ ΠT ,R,A(P, x + U +Kerχa).
Remark 3.10. This theorem says the following. For any large U there are R and a such
that we can partially answer the following question: given a patch P ∈ ΠT ,R,A and a
set S ⊂ Rd, is there a patch in ΠT ,R,A such that we can rule out the possibility of its
appearance in the area S relative to copies of P? Proposition 5.7 which we will show later
says that, for certain sequences, given a word W and large S, an appearance of any word is
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possible. On the contrary, Theorem 3.9 states that, for a repetitive FLC tiling of finite tile
type which has sufficiently many eigenvalues, given P and x ∈ Rd, for some P ′ ∈ ΠT ,R,A
an appearance of P ′ in S = x+ U +Kerχa can be ruled out.
Remark 3.11. The cardinality of ΠT ,R,A(P, x+ U +Kerχa) is unknown. This set is the
set of patches which cannot be observed in the area x+ U +Kerχa relative to a translate
of P in T . The larger the number cardΠT ,R,A(P, x+U+Kerχa)/ card ΠT ,R,A is, the more
information we have by observing P. It is interesting to research a lower bound of this
number for each example of tiling.
4 Tilings from Substitution Rules with Pisot-family assump-
tion
In Subsection 4.1 we introduce substitution rules, which generate interesting examples of
tilings called self-affine tilings. Next, in Subsection 4.2, we introduce pseudo-substitutions
and pseudo-self-affine tilings. Pseudo-substitution is also called substitution with amalga-
mation. For tilings constructed from some of these rules, more can be said than Theorem
3.5. We prove the main theorems for certain pseudo-self-affine tilings in Subsection 4.3.
4.1 Necessary Results for Self-affine Tilings
Definition 4.1. A substitution rule of Rd is a triple (A, φ, ω) where,
• A is a finite set of tiles in Rd that contain the origin,
• φ is an expansive linear map, that is, a linear map φ : Rd → Rd the eigenvalues of
which are all outside the closed unit disk, and
• ω is a map from A to
{P | P is a patch and any T ∈ P is a translate of a member of A}
such that
suppω(P ) = φP
for each P ∈ A.
Elements of A are called proto-tiles of the substitution. The map ω, called substitution
map, is a map obtained by first expanding each proto-tile and then decomposing it to
obtain a patch consisting of translates of proto-tiles (see Example 4.11).
Definition 4.1 is for substitution with the group Rd. One can also consider a substitution
rule for a closed subgroup of Rd⋊O(d) bigger than Rd, for example Radin’s pinwheel tiling
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([15]). We do not deal with such substitutions in this article because we use a property on
distribution of eigencharacters for our main theorem. If the group for a given substitution
is Rd, Theorem 4.12 and Theorem 4.15 are applicable. However the corresponding results
for groups bigger than Rd are not known. Hence here we do not deal with substitution
rules with groups bigger than Rd.
One can also consider rules that are similar to substitution rules given above, where
enlarged tiles are not strictly decomposed, but replaced by a patch that does not necessarily
cover or is contained in the enlarged tiles ([19], [13], [12]). In this article we call such
rules pseudo-substitution rules, and in the literature it is also called substitution with
amalgamation. The substitution with kites and darts which generates Penrose tilings is
such an example. The tilings obtained from such rules are called pseudo-self-affine tilings.
We deal with pseudo-self-affine tilings in the next subsection.
We extend the substitution map ω to translates of proto-tiles by
ω(P + x) = ω(P ) + φ(x) (4)
for each P ∈ A and x ∈ Rd. For any patch P consisting of translates of proto-tiles, set
ω(P) by
ω(P) =
⋃
T∈P
ω(T ).
The above extension (4) is justified by the fact that ω(P) is again a patch.
Definition 4.2. Let (A, φ, ω) be a substitution rule. Set
Xω = {T : tiling | for any finite P ⊂ T there are n > 0, P ∈ A and x ∈ Rd
such that P + x ⊂ ωn(P )}.
R
d acts on this space and the topological dynamical system (Xω ,R
d) is called the corre-
sponding tiling dynamical system for the substitution.
Definition 4.3. Let (A, φ, ω) be a substitution rule. A tiling T consisting of proto-tiles
in A is called a fixed point of the substitution (A, φ, ω) if ω(T ) = T . A repetitive tiling T
of FLC is called a self-affine tiling if there is a substitution for which T is a fixed point.
Remark 4.4. A substitution rule may not have any fixed point, but there are n > 0 and a
tiling T such that ωn(T ) = T (Lemma 4.6). Since in many cases we may replace the original
substitution (A, φ, ω) with (A, φn, ωn), it suffices to develop a theory for substitutions which
admit fixed points.
Definition 4.5. A substitution rule (A, φ, ω) is primitive if there is n ∈ Z>0 such that, for
each P,P ′ ∈ A, there is x ∈ Rd for which P ′ + x ∈ ωn(P ).
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Lemma 4.6. If a substitution rule (A, φ, ω) is primitive, then there is n > 0 such that
(A, φn, ωn) admits a repetitive fixed point.
Proof. Theorem 5.8, Theorem 5.10 and the following paragraph of [16].
We are interested in substitution rules because they give interesting examples of tilings.
Then it is important to know when its repetitive fixed points have FLC.
Definition 4.7. A substitution rule (A, φ, ω) is of FLC if for any R > 0, the set
{ωn(P ) ∩B(x,R) | P ∈ A, n ∈ Z>0, x ∈ Rd}/∼t
is finite.
Lemma 4.8. A substitution rule which has a repetitive fixed point has FLC if and only if
any of its repetitive fixed point has FLC.
Here we mention an important consequence of primitivity.
Theorem 4.9 ([20], [9]). If a substitution rule (A, φ, ω) is primitive and has FLC, then the
corresponding dynamical system (Xω,R
d) is uniquely ergodic, that is, it admits a unique
invariant Borel probability measure.
Next we mention the recognizability for self-affine tilings.
Theorem 4.10 ([18]). Let (A, φ, ω) be a primitive substitution rule of FLC. Then ω : Xω →
Xω is injective if and only if there is T ∈ Xω which is non-periodic.
Example 4.11 (Figure3). Set τ = 1+
√
5
2 . Take the interior of the triangle which has side-
length 1,1, and τ , and remove one point anywhere from the left. Also take the interior of the
triangle of the side-length τ, τ and 1, and remove one point from the right. The proto-tiles
of this substitution are the copies of these two punctured triangles by 2npi/10-rotations
and flip, where n = 0, 1, . . . , 9.
The expansion map is τI, where I is the identity map. The map ω is depicted in Figure
3. The image of the other proto-tiles by ω is defined accordingly, so that ω and rotation,
ω and flip will commute.
Self-affine (in this case self-similar) tilings for this substitution are called Robinson
triangle tilings.
Existence of non-trivial eigenfunctions is assured for tiling dynamical systems coming
from certain class of substitution. Recall that if T is a tiling, a vector z ∈ Rd is called a
return vector for T if there is T ∈ T such that T + z ∈ T .
Theorem 4.12 ([21], Theorem 3.13). Let (A, φ, ω) be a primitive tiling substitution of
FLC. Assume there is a repetitive fixed point T . Then for a ∈ Rd, the following are
equivalent:
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Figure 3: Example of substitution
(1). a is a topological eigenvalue for the topological dynamical system (Xω,R
d);
(2). a is a measurable eigenvalue for the measure-preserving system (Xω,R
d, µ), where µ
is the unique invariant probability measure;
(3). a satisfies the following two conditions:
(a) For any return vector z for T , we have
lim
n→∞ e
2pii〈φn(z),a〉 = 1, (5)
and
(b) if z ∈ Rd and T + z = T , then
e2pii〈z,a〉 = 1.
Definition 4.13. Let F and F ′ be finite subsets of Rd and ε be a positive real number.
We say F and F ′ are ε-close if
• for any x ∈ F there exists a unique y ∈ F ′ such that ‖x− y‖ < ε, and
• for any y ∈ F ′ there exists a unique x ∈ F such that ‖x− y‖ < ε.
Definition 4.14. Let S be a finite set of algebraic integers. We say S forms a Pisot family
if, for any λ ∈ S and its algebraic conjugate λ′ such that λ′ /∈ S, we have |λ′| < 1.
For a linear map φ : Rd → Rd, its adjoint is denoted by φ∗ and its spectrum is denoted
by sp(φ).
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Theorem 4.15 ([10], Theorem 2.8). Let (A, φ, ω) be a primitive substitution rule of FLC.
Assume φ is diagonalizable over C and all the eigenvalues are algebraic conjugates of the
same multiplicity. Consider the following three conditions:
(1). The set sp(φ) is a Pisot family.
(2). The set of (topological and measurable) eigenvalues for (Xω,R
d) is relatively dense.
(3). For any finite set F ⊂ Rd and ε > 0 there is a finite F ′ ⊂ Rd \ {0} and n ∈ Z>0 such
that F and F ′ are ε-close and the set of (topological and measurable) eigenvalues for
(Xω,R
d) includes
∑
x∈F ′
Z[(φ∗)−n]x.
Then (1) and (2) are equivalent and (3) implies (1) and (2). If moreover ω : Xω → Xω is
injective, (1) and (2) imply (3).
Proof. The equivalence of (1) and (2) is proved in [10, Theorem 2.8].
Assume (3). Take a basis F of Rd, then there is ε > 0 such that if F ′ ⊂ Rd and F and
F ′ are ε-close, then F ′ is a basis. For such F and ε > 0, there are F ′ and n that satisfy the
conditions in (3). Then
∑
x∈F ′ Z[(φ
∗)−n]x consists of eigenvalues and is relatively dense.
Assume (1), (2) and that ω : Xω → Xω is injective. There is n > 0 such that the
substitution rule (A, φn, ωn) admits a repetitive fixed point T . Note that T is non-periodic.
By (2) we can take a basis {b1, b2, . . . , bd} from the set of eigenvalues. For any return vector
z for T and x ∈ {b1, b2, . . . , bd}, the equation (5) in Theorem 4.12 holds. The equation (5) in
Theorem 4.12 also holds for a return vector z and x ∈ {(φ∗)−knbi | k ∈ Z>0, i = 1, 2, . . . , d}.
For any F and ε > 0 take ε′ < ε which is small enough so that B(x, ε′) ∩ B(y, ε′) = ∅ for
x, y ∈ F with x 6= y. We can take k ∈ Z>0 such that
∑d
i=1 ‖(φ∗)−knbi‖ < ε′. For each
x ∈ F we may take yx ∈ spanZ{(φ∗)−knbi | i = 1, 2, . . . , d} \ {0} such that ‖x − yx‖ < ε′.
Then F ′ = {yx | x ∈ F} and F are ε-close. Moreover elements of the form (φ∗)−lny, where
y ∈ F ′ and l ≥ 0, are eigenvalues and so are their sums.
4.2 Pseudo-Self-Affine Tilings
In order to introduce pseudo-self-affine tilings in this subsection, we briefly recall local
derivability between two tilings.
Recall the definition of our notation T ⊓ S (Definition 2.10).
Definition 4.16 ([2]). Let T1 and T2 be tilings of Rd. We say T2 is locally derivable from
T1 and write T1 LD T2 if there is R > 0 such that
x, y ∈ Rd and (T1 − x) ⊓B(0, R) = (T1 − y) ⊓B(0, R)
⇒ (T2 − x) ⊓ {0} = (T2 − y) ⊓ {0}.
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If T1 LD T2 and T2 LD T1, we say T1 and T2 are mutually locally derivable (MLD) and write
T1 MLD! T2.
Lemma 4.17. Let T1 and T2 be tilings of finite tile type in Rd and suppose T1 LD T2. Then
there is a factor map XT1 → XT2 that sends T1 to T2.
Remark 4.18. If T1 MLD! T2, then the two topological dynamical systems (XT1 ,Rd) and
(XT2 ,Rd) are topologically conjugate. Note also that if T is non-periodic and T MLD! T ′,
then T ′ is also non-periodic.
Next we introduce pseudo-substitution (substitution with amalgamation).
Definition 4.19. A triple (A, φ, ω) where
• A is a finite set of tiles in Rd,
• φ : Rd → Rd is an expansive linear map, and
• ω : A → {P: finite patch | any T ∈ P is a translate of an element of A}
is called a pseudo-substitution rule (of Rd).
For a pseudo-substitution rule (A, φ, ω), P ∈ A and x ∈ Rd, we set
ω(P + x) = ω(P ) + φ(x).
For a patch P consisting of translates of elements in A, we set
ω(P) =
⋃
T∈P
ω(T ).
Definition 4.20. Let (A, φ, ω) be a pseudo-substitution rule.
• (A, φ, ω) is said to be iteratable if for any P ∈ A and n ∈ Z>0, ωn(P ) is a patch.
• (A, φ, ω) is said to be primitive if there exists K ∈ Z>0 such that for any P and
P ′ ∈ A there is x ∈ Rd with P ′ + x ∈ ωK(P ).
• (A, φ, ω) is said to be expanding if there exist a sequence (rm) of positive numbers,
P ∈ A, x ∈ Rd and n ∈ Z>0 such that
– P + x ∈ ωn(P + x),
– (P + x) +B(0, rm) ⊂ suppωnm(P + x) for any m ∈ Z>0, and
– limm rm =∞.
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• (A, φ, ω) is said to have FLC if
{ωn(P ) ∩B(x,R) | P ∈ A, n ∈ Z>0, x ∈ Rd}/∼t
is finite for any R > 0.
Remark 4.21. Substitution rules are pseudo-substitution rules that are iteratable and
expanding. If a substitution rule is FLC (resp. primitive), then it is FLC (resp. primitive)
as a pseudo-substitution rule.
Remark 4.22. Since each ω(P ) is finite, there is L > 0 such that
suppω(P ) ⊂ φ(P ) +B(0, L)
for any P ∈ A. For any n ∈ Z>0, we have
suppωn(P ) ⊂ (φ(P ) +B(0,
n−1∑
k=0
‖φ‖kL))
where ‖φ‖ is the operator norm of φ.
Proposition 4.23. Let (A, φ, ω) be an iteratable pseudo-substitution rule. Assume (A, φ, ω)
is expanding and so there exist (rm), P ∈ A, x ∈ Rd and n ∈ Z>0 that satisfy the condition
in Definition 4.20. Then
T =
⋃
m>0
ωnm(P + x)
is a tiling such that ωn(T ) = T .
If (A, φ, ω) is primitive then T is repetitive, and if (A, φ, ω) has FLC then T has FLC.
Proof. It is straightforward to show T is a tiling with ωn(T ) = T .
Suppose the substitution rule is primitive. There is K ∈ Z>0 as in the condition in
Definition 4.20. Also there is L > 0 such that suppω(P ) ⊂ φ(P ) +B(0, L) for each P ∈ A
(see Remark 4.22). To prove that T is repetitive take a finite patch P ⊂ T . There is
m > 0 such that P ⊂ ωnm(P + x) and nm ≥ K. Take R > maxP ′∈A diam(φ2nm(P ′) +
B(0,
∑2nm−1
k=0 ‖φ‖kL)). If y ∈ Rd, there is T ∈ T such that φ−2nmy ∈ T . By primitivity
there is z ∈ Rd such that P + z ∈ ωnm(T ). Then P + φnm(z − x) ⊂ T ∩ B(y,R). This
shows that T is repetitive.
The statement with regard to FLC is easy to prove by using Lemma 2.14.
For a patch P of Rd and an expansive linear map φ : Rd → Rd set φ(P) = {φ(T ) | T ∈
P}.
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Proposition 4.24. Let (A, φ, ω) be a pseudo-substitution rule, T a tiling consisting of
translates of elements in A and n ∈ Z>0. Suppose ωn(T ) = T . Then φn(T ) LD T .
Proof. There is L > 0 such that suppω(P ) ⊂ φ(P ) +B(0, L) for each P ∈ A (see Remark
4.22). Set R = maxP∈A diam(φn(P ) + B(0,
∑n−1
k=0 ‖φ‖kL)). If x ∈ Rd, T ∈ T and x ∈
T ,then T ∈ ωn(T ∩ φ−nB(x,R)). To prove local derivability suppose x, y ∈ Rd and
(φn(T ) − x) ⊓ B(0, R) = (φn(T ) − y) ⊓ B(0, R). Then T ∩ φ−n(B(x,R)) − φ−n(x) =
T ∩ φ−n(B(y,R))− φ−n(y). This implies that
T ⊓ {x} = ωn(T ∩ φ−n(B(x,R))) ⊓ {x}
= (ωn(T ∩ φ−n(B(y,R))) ⊓ {y}) + x− y
= T ⊓ {y}+ x− y.
Definition 4.25 ([19]). A repetitive FLC tiling T is called a pseudo-self-affine tiling if
φ(T ) LD T for some expansive linear map φ : Rd → Rd.
Remark 4.26. Self-affine tilings are pseudo-self-affine tilings.
Theorem 4.27 ([19]). Let T be a pseudo-self-affine tilings with an expansion map φ. Then
for any k ∈ Z>0 sufficiently large, there exists a tiling T ′ which is self-affine with expansion
φk such that T is MLD with T ′.
4.3 Main Results for Pseudo-Self-Similar Tilings
Since self-affine tilings are pseudo-self-affine tilings, we can replace the word “pseudo-self-
affine” with “self-affine” in the results in this subsection.
Theorem 4.28. Let T be a non-periodic pseudo-self-affine tiling for an expansion map φ.
Assume φ is diagonalizable over C, all the eigenvalues are algebraic conjugates of the same
multiplicity, and sp(φ) forms a Pisot family. Then for any R0 > 0, ε > 0 and a finite subset
F of B(0, 18R0 ), there exist R > 0, a finite subset F
′ ⊂ Rd\{0}, and xa :
⋃
L>RΠT ,L,A → Rd
for each a ∈ F ′ such that the following two conditions hold:
(1). F and F ′ are ε-close.
(2). the patch
(P1 + xa(P1)) ∪ (P2 + xa(P2) + 1
2‖a‖2 a+ y + z)
is not T -legal for any a ∈ F ′, P1,P2 ∈
⋃
L>RΠT ,L,A, y ∈ Kerχa and z ∈ B(0, R0).
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Proof. By Theorem 4.27, there are k > 0 and a self-affine tiling T ′ with an expansion map
φk such that T MLD! T ′. Note that T ′ is non-periodic and by Theorem 4.10, Theorem 4.15
is applicable. Take η ∈ (maxa∈F ‖a‖, 18R0 ). Since (XT ,Rd) and (XT ′ ,Rd) are topologically
conjugate, by Theorem 4.15 we can take a finite F ′ ⊂ Rd \ {0} such that the following two
conditions hold:
• F and F ′ are min{ε, 18R0 − η}-close.
• any a ∈ F ′ is a topological eigenvalue.
By Proposition 3.4, for any a ∈ F ′ there exist Ra > 0 and a map x′a :
⋃
L>RΠT ,L,A → Rd
such that the patch
(P1 + x′a(P1)) ∪ (P2 + x′a(P2) +
1
2‖a‖2 a+ y + z)
is not T -legal for any P1,P2 ∈
⋃
L>Ra
ΠT ,L,A, y ∈ Kerχa and z ∈ B(0, R0). Set R =
maxa∈F ′ Ra and xa = x′a|⋃L>R ΠT ,L,A (the restriction). Then these R and xa have the
desired property.
Corollary 4.29. Let T be a non-periodic pseudo-self-affine tiling with an expansion map
φ. Assume that φ is diagonalizable over C and all the eigenvalues are algebraic conjugates
of the same multiplicity. Assume also that sp(φ) forms a Pisot family. Then for any
R0 > 0 and ε > 0, there exist a basis B of Rd, R > 0 and xa :
⋃
L>RΠT ,L,A → Rd for each
a ∈ B such that the following two conditions hold:
(1). The patch
(P1 + xa(P1)) ∪ (P2 + xa(P2) + 1
2‖a‖2 a+ y + z)
is not T -legal for any a ∈ B, P1,P2 ∈
⋃
L>RΠT ,L,A, y ∈ Kerχa and z ∈ B(0, R0).
(2). 8R0 <
1
‖a‖ < (8 + ε)R0 for each a ∈ B.
Proof. Take a basis B0 of Rd such that if a ∈ B0, then ‖a‖ ∈ ( 1R0(8+ε) , 18R0 ). We can take
ε′ > 0 such that
• if b ∈ Rd, a ∈ B0 and ‖a− b‖ < ε′, then we have ‖b‖ ∈ ( 1R0(8+ε) , 18R0 ), and
• if we take ba ∈ Rd such that ‖a − ba‖ < ε′ for each a ∈ B0, then {ba | a ∈ B0} is a
basis.
Apply Theorem 4.28 to R0, ε
′ and B0. We obtain B, R > 0 and maps xa. These satisfy the
desired conditions.
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Figure 4: Corollary 4.29
Remark 4.30. The claim of Corollary 4.29 is depicted in Figure 4 in page 24. It says
that, the forbidden area is grid-like, the width of each band is 2R0 and the intervals of
bands are approximately 8R0.
Recall the definition of ΠT ,A (Definition 2.8).
Theorem 4.31. Let (A, φ, ω) be an iteratable, primitive and expanding pseudo-substitution
of FLC which has a repetitive, non-periodic and FLC fixed point T . Assume φ is diago-
nalizable over C and all the eigenvalues are algebraic conjugates of the same multiplicity.
Also assume sp(φ) is a Pisot family. Then for any R0 > 0, ε > 0 and a finite subset
F ⊂ B(0, 18R0 ), there are m ∈ Z>0, a finite subset F ′ of Rd \ {0} and xa : ΠT ,A → Rd for
each a ∈ F ′ such that the following two conditions hold:
• For each a ∈ F ′, P1,P2 ∈ ΠT ,A, y ∈ Kerχa and z ∈ B(0, R0),
(P1 + xa(P1)) ∪ (P2 + xa(P2) + φ−m( 1
2‖a‖2 a+ y + z))
is not T -legal.
• F and F ′ are ε-close.
Proof. For any R0, ε, F , there are R > 0, F
′ and x′a as in Theorem 4.28. Take m ∈ Z>0
such that for any T ∈ A, there are PT ∈
⋃
L>RΠT ,L,A and yT ∈ Rd such that ωm({T}) ⊃
PT + yT . Set xa(T ) = φ−m(x′a(PT )− yT ).
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Take a ∈ F ′, T, T ′ ∈ A, y ∈ Kerχa and z ∈ B(0, R0). Suppose a patch
QT,T ′,y,z,a = ({T}+ xa(T )) ∪ ({T ′}+ xa(T ′) + φ−m( 1
2‖a‖2 a+ y + z))
is T -legal. Then
(ωm({T}) + φm(xa(T ))) ∪ (ωm({T ′}) + φm(xa(T ′)) + 1
2‖a‖2 a+ y + z)
is also T -legal. It follows that
(PT + x′a(PT )) ∪ (PT ′ + x′a(PT ′) +
1
2‖a‖2 a+ y + z)
is also T -legal, which is a contradiction. Hence QT,T ′,y,z,a is not T -legal. For P ∈ ΠT ,A
there is T (P) ∈ P ∩ A. Set xa(P) = xa(T (P)). For any a ∈ F ′,P1,P2 ∈ ΠT ,A, y ∈ Kerχa
and z ∈ B(0, R0), the patch
(P1 + xa(P1)) ∪ (P2 + xa(P2) + φ−m( 1
2‖a‖a+ y + z))
is not T -legal because it includes QT (P1),T (P2),y,z,a.
Remark 4.32. In Theorem 4.31, each “bands” of the area where P2 never appears may
be thin. However in this theorem we can see the relative relation of any two patches (P1
and P2) no matter how small they are (see Figure 1 in page 4). Note that in Theorem 4.28
the patches we deal with must be large enough.
Theorem 4.33. Let T be a non-periodic self-affine tiling with expansion map φ. Assume
φ is diagonalizable over C, all the eigenvalues are algebraic conjugates of the same multi-
plicity, and sp(φ) forms a Pisot family. Then for any bounded neighborhood U of 0 in Rd
which is large enough in the sense that U ⊃ −P for all proto-tile P , there are R > 0 and
a 6= 0 such that ΠT ,R,A(P, x+ U +Kerχa) 6= ∅ for any P ∈ ΠT ,R,A and x ∈ Rd.
Proof. Such tilings satisfy the assumption of Theorem 3.9 by Theorem 4.15.
Remark 4.34. We can apply Theorem 4.28, Corollary 4.29 and Theorem 4.31 to many
examples of pseudo-substitutions and pseudo-self-affine tilings. We do not need to assume
that the tilings are MLD with model sets, although if Pisot conjecture is true, then all
the irreducible Pisot substitutions give rise to tilings which are MLD with model sets.
Examples for our results include the one in Example 4.11, chair substitution, “Penrose kite
and dart” and Ammann-Beenker substitution.
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5 Sequences with Weakly Mixing Dynamical Systems
Here we briefly mention that for sequences with weakly mixing dynamical systems, the
situation is contrary to the one in the previous sections.
First we briefly recall word substitution. For details see [14]. Note that we define a
subshift as a subset of AZ, not of AZ≥0 , but this change does not give an immense effect.
Definition 5.1. Let A be a finite set. For x ∈ AZ, define its language by
Lx = {xnxn+1 · · · xn+m | n ∈ Z,m ∈ Z≥0}.
To AZ, the product topology is given. For x, its orbit closure is defined by O(x) =
{T n(x) | n ∈ Z} where T is the left-shift: T ((xn)) = (yn), xn+1 = yn.
Definition 5.2. For a finite set A, a map ζ : A → A+ = ⋃k>0Ak is called a word
substitution. Its language is defined by
Lζ = {W :word | W : a factor of a ζn(a) for n > 0 and a ∈ A}.
Set Xζ = {x ∈ AZ | Lx ⊂ Lζ} and for a word W , define its cylinder set by [W ] = {x ∈
Xζ | x0x1 · · · x|W |−1 =W}.
Remark 5.3. It is known that if ζ satisfies the condition called primitivity, (Xζ , T ) is
minimal and has a unique invariant probability measure µ. By Dekking-Keane [6] we see
there is a primitive word substitution such that (Xζ , T, µ) is weakly mixing. In [6] Xζ was
defined as a subset of AZ≥0 , but the property that the dynamical system is weakly mixing
is equivalent between these two definitions.
Recall a subset J ⊂ Z≥0 is said to have density zero if lim supN→∞ card J∩[0,N ]N+1 = 0.
Proposition 5.4. Let x ∈ AZ be a sequence such that the corresponding dynamical system
(O(x), T ) has an invariant probability measure µ with suppµ = O(x) and (O(x), T, µ) is
weakly mixing. Then there is a subset J(W1,W2) ⊂ Z≥0 of density zero for each W1,W2 ∈
Lx such that for any W1,W2 ∈ Lx and n ∈ Z≥0 \ J(W1,W2), [W1] ∩ T−n[W2] 6= ∅.
Proof. This is just an application of one of characterizations of weakly mixing.
Remark 5.5. This proposition says that the relative position of words is “freer” than in
the situation of Theorem 3.5. It says that if we observe a copy of W1 in x, we cannot rule
out the possibility of appearance of W2 in a wide area (complement of J(W1,W2)) relative
to this copy of W1 . It can be said that the “patch” W1 ∪ (W2 + n) is “legal” for any
n /∈ J(W1,W2) if the terms are appropriately defined.
Proposition 5.4 is applicable to any element x ∈ Xζ where ζ is a primitive word sub-
stitution such that (Xζ , T, µ) is weakly mixing, µ being the unique invariant probability
measure.
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Definition 5.6. For a word substitution ζ and m ∈ Z>0, set Lζ,m = {W ∈ Lζ | |W | = m}.
Proposition 5.7. Let x ∈ AZ be a sequence such that the corresponding dynamical system
(O(x), T ) has an invariant probability measure µ with suppµ = O(x) and (O(x), T, µ)
is weakly mixing. Let J(W1,W2) be the subset of Z≥0 described in Proposition 5.4. Set
J(W ) =
⋃
W ′∈Lζ,|W | J(W,W
′). If m ∈ Z>0,W1,W2 ∈ Lζ,m and n ∈ Z≥0 \ J(W1), [W1] ∩
T−n[W2] 6= ∅.
Proof. Clear by Proposition 5.4.
Remark 5.8. This proposition says that, for certain sequences, the situation on distri-
bution of words is contrary to the one in Theorem 3.9. That is, given a word W1 and
n /∈ J(W1), if we observe W1 in the sequence and move our attention by n to the right,
any word can be observed and no possibility can be ruled out. (Note that each J(W ) has
density zero.) In Theorem 3.9, some possibility can be ruled out.
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