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TRANSITION PROBABILITIES FOR DEGENERATE DIFFUSIONS ARISING IN
POPULATION GENETICS
CHARLES L. EPSTEIN AND CAMELIA A. POP
ABSTRACT. We provide a detailed description of the structure of the transition probabilities and of the
hitting distributions of boundary components of a manifold with corners for a degenerate strong Markov
process arising in population genetics. The Markov processes that we study are a generalization of the
classical Wright-Fisher process. The main ingredients in our proofs are based on the analysis of the regularity
properties of solutions to a forward Kolmogorov equation defined on a compact manifold with corners, which
is degenerate in the sense that it is not strictly elliptic and the coefficients of the first order drift term have
mild logarithmic singularities.
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1. INTRODUCTION
We study generalized Kimura operators, which were introduced by C. Epstein and R. Mazzeo in [8], as
an extension of the Wright-Fisher operator, [13, 14, 32], [27, Equation (3.3)]; it is a basic model for the
evolution of gene frequencies in population genetics. Related versions of generalized Kimura operators
were previously studied in connection with superprocesses [1] and with applications to the dynamics of
populations [3, 4, 5, 6].
Generalized Kimura operators act on functions defined on compact manifolds with corners, P, see [8,
Definition 2.2.1]. If P is a compact manifold with corners of dimension N , then a point p ∈ ∂P has
the property that there are non-negative integers, n,m ∈ N such that n +m = N , and a relatively open
neighborhood in P, which is homeomorphic to a relatively open neighborhood V, of the origin in S¯n,m.
We can assume that p maps to (0, 0), where we let
Sn,m := R
n
+ × Rm and R+ := (0,∞).
The point p belongs to a boundary stratum of co-dimension n. The l-simplex in Rl :
{x ∈ Rl : x1 + · · ·+ xl ≤ 1 and 0 ≤ xj for 1 ≤ j ≤ l}
is a typical manifold with corners. It has boundary strata of co-dimensions 1 through l.
When written in an adapted system of local coordinates on S¯n,m, a generalized Kimura operators take
the normalized form:
Lu =
n∑
i=1
(xiuxixi + bi(z)uxi) +
n∑
i,j=1
xixjaij(z)uxixj +
m∑
l,k=1
dlk(z)uylyk
+
n∑
i=1
m∑
l=1
xicil(z)uxiyl +
m∑
l=1
el(z)uyl ,
(1.1)
where we denote z = (x, y) ∈ S¯n,m. In our article we study the transition probabilities of the Markov pro-
cess with infinitesimal generator given by the generalized Kimura operator defined on a compact manifold
with corners. We provide a precise description of the structure of the transition probabilities of Kimura
diffusions, the probabilistic distributions of the paths of the process before absorption on one of the bound-
ary hypersurfaces of the manifold, and the hitting distributions of suitable portions of the boundary of the
manifold. These are equivalent to the study of the fundamental solution of the parabolic equation defined
by generalized Kimura operator, the Dirichlet heat kernel, and the caloric measure, respectively.
In order to prove the existence and uniqueness of a (strong) Markov process on P with infinitesimal
generator given by a generalized Kimura operator, we introduce the martingale problem associated to this
operator. The solution to the martingale problem is a probability measure on the space of continuous
functions C([0,∞);P ) endowed with the uniform convergence on compact sets in [0,∞). We let B :=
B(C([0,∞);P )) and Bt := B(C([0, t];P )), for all t ≥ 0, be the corresponding Borel σ-algebras. As
usual, we call {Bt}t≥0 the canonical filtration.
Definition 1.1 (Martingale problem). Let p ∈ P . A probability measure Qp on the measurable space
(C([0,∞);P ),B) is a solution to the martingale problem associated to a generalized Kimura operator if
Qp(ω(0) = p) = 1, (1.2)
and, for all ϕ ∈ C∞([0,∞) × P ), we have that
Mϕt := ϕ(t, ω(t)) − ϕ(0, ω(0)) −
∫ t
0
(ϕs(s, ω(s)) + Lϕ(s, ω(s))) ds, ∀ t ≥ 0, (1.3)
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is a martingale with respect to the filtration {Ft}t≥0, where Ft := ∩s>tGs, and Gt is the augmentation
under Qp of the canonical filtration {Bt}t≥0.
For a point z = (x, y) ∈ S¯n,m and r > 0, we let
B∞r (z) := {z′ = (x′, y′) ∈ Sn,m : |x′i−xi| < r, ∀ 1 ≤ i ≤ n, |y′l− yl| < r, ∀ 1 ≤ l ≤ m}. (1.4)
When z = 0 ∈ S¯n,m, we write for brevity B∞r instead of B∞r (0). To prove the well-posedness of the
martingale problem associated to generalized Kimura operators, we make the following assumptions about
the coefficients of the operator when written in a local system of coordinates. It is sufficient to state the
conditions on the operator L defined in (1.1) in a neighborhood of the origin, say on B∞1 :
Assumption 1.2. The coefficients of the operator L defined in (1.1) satisfy:
1. The functions aij(z), bi(z), cil(z), dlk(z), and el(z) are smooth and bounded functions on B¯
∞
1 ,
for all 1 ≤ i, j ≤ n and 1 ≤ l, k ≤ m.
2. The drift coefficients bi(z) satisfy the non-negativity condition: for all 1 ≤ i ≤ n we have that
that
bi(z) ≥ 0, ∀ z ∈ B¯∞1 . (1.5)
3. The strict ellipticity condition holds: there is a positive constant, Λ, such that for all z ∈ B¯∞1 ,
ξ ∈ Rn, and η ∈ Rm, we have
n∑
i=1
ξ2i +
n∑
i,j=1
aij(z)ξiξj +
n∑
i=1
m∑
l=1
cil(z)ξiηl +
m∑
l,k=1
dlk(z)ηkηl ≥ Λ
(|ξ|2 + |η|2) . (1.6)
These are essentially the minimal assumptions needed to define a generalized Kimura operator, and are
the assumptions used in [8]. A slightly larger class can be considered by allowing cross terms of the forms√
xixjaij∂xi∂xj , and
√
xicil∂xi∂yl , along with smallness hypotheses on the coefficients aij and cil along
the appropriate boundary components. We leave these generalizations to the interested reader.
The main difficulties in studying questions related to generalized Kimura operators are due to the fact
that the operator L in (1.1) is not strictly elliptic up to the boundary of Sn,m. From (1.6), we see that the
coefficients of the second order derivatives ∂2xi are linearly proportional to the distance to the boundary,
and so the terms xi∂
2
xi and bi(z)∂xi scale in the same way. To see this we consider the following rescaling.
For λ ∈ (0, 1), let
x = λx′, y =
√
λy′, and u(x, y) =: v(x′, y′), (1.7)
and notice that when u(z) is a solution to Lu(z) = 0, then the rescaled function v(z′) satisfies the equation
L′v(z′) = 0, where the operator L′ is given by
L′v(z′) =
n∑
i=1
(
x′ivx′ix′i + bi(λx
′,
√
λy′)vx′i
)
+
n∑
i,j=1
λx′ix
′
jaij(λx
′,
√
λy′)vx′ix′j
+
m∑
l,k=1
dlk(λx
′,
√
λy′)vy′
l
y′
k
+
n∑
i=1
m∑
l=1
√
λx′icil(λx
′,
√
λy′)vx′
i
y′
l
+
m∑
l=1
√
λel(λx
′,
√
λy′)vy′
l
.
Thus the rescaling (1.7) gives us solutions to an equation defined by a new operator, L′, that also satisfies
Assumption 1.2. This scaling property implies that, at the boundary, the first order transverse derivatives
bi(z)∂xi are not of lower order, as in the case of strictly elliptic operators, and they play an important role
in the analysis of the transition probabilities.
We can now state our first main result:
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Theorem 1.3 (Well-posedness of the martingale problem). Suppose that the generalized Kimura operator
defined on a compact manifold with corners,P, satisfies Assumption 1.2 when written in a local system of
coordinates. Then the martingale problem in Definition 1.1 is well-posed.
We call a (generalized) Kimura process starting from a point p ∈ P the canonical process, {ω(t)}t≥0
endowed with the probability distribution Qp, where Qp is the unique solution to the martingale problem
introduced in Definition 1.1. As a consequence of the well-posedness of the martingale problem, we have:
Corollary 1.4 (The strong Markov property). Suppose that the generalized Kimura operator defined on
a compact manifold P with corners satisfies Assumption 1.2 when written in an adapted system of local
coordinates. For p ∈ P , let Qp be the unique solution to the martingale problem in Definition 1.1 given
by Theorem 1.3. Then the family of probability measures {Qp : p ∈ P} defined on the filtered space
(C([0,∞);P ),B, {Bt}t≥0) satisfies the strong Markov property. That is, the following hold:
(i) For all p ∈ P , we have that Qp(ω(0) = p) = 1.
(ii) For all sets, A ∈ B, the map P ∋ p 7→ Qp(A) is measurable.
(iii) For all stopping times τ relative to the filtration {Bt}t≥0, A ∈ B, and p ∈ P , we have that
Qp(θ−1τ A|Bτ ) = Qω(τ(ω))(A), Qp-a.s., on τ <∞, (1.8)
where the shift operator is defined by (θsω)(t) := ω(t + s), for all t ≥ 0 and for all ω ∈
C([0,∞)× P ).
We can now describe our results on the transition probability distributions of Kimura diffusions and
several related questions. The boundary of P plays an central role in this analysis. For this purpose, we
review from [8, §2.1] the definitions and introduce notation related to the stratification of the boundary of
P , which we use throughout the article. Fixing 1 ≤ n ≤ N , the closure of the set of boundary points on
∂P that have a neighborhood homeomorphic to a neighborhood of the origin in S¯n,m can be written as
the union of connected compact m-dimensional manifolds with corners, where m = N − n. We denote
these components (strata) of the boundary by Pm1 , . . . , P
m
ηm , and call them corners of co-dimension n.
Corners of co-dimension 1 are called the boundary hypersurfaces, or faces of the manifold P . When we
refer to the boundary hypersurfaces of the manifold P, in a context where the lower dimensional boundary
components of the manifold are not important, we use the simpler notation H1, . . . ,Hη to refer to them,
instead of PN−11 , . . . , P
N−1
ηN−1 .
Recall from [8, §2.2] that the principal symbol of the generalized Kimura operator induces a Rie-
mannian metric on the manifold P . For all p ∈ P and r > 0, we denote by Br(p) the relatively open ball
centered at p and of radius r computed with respect to the Riemannian distance on P . The ballBr(p) ⊆ P
should not be confused with the sup-norm Euclidean balls B∞r (z) ⊆ Sn,m defined in (1.4). LettingHi be
a boundary hypersurface and defining ρi(p) to be the Riemannian distance from the point p ∈ P to Hi,
we recall from [9, Proposition 2.1] that
Bi ↾Hi :=
1
4
Lρ2i ↾Hi , ∀ 1 ≤ i ≤ η, (1.9)
are coordinate-invariant quantities, which we call the weights of the generalized Kimura operator, [9,
Definition 2.1]. In population genetics the space P is typically anN -simplex, ΣN ; a point (x1, . . . , xN ) ∈
ΣN gives the frequencies of individuals of different types in the population. The interiors of the faces of
the simplex correspond to situations where a single type has gone extinct. If type i has disappeared
and the frequencies of the remaining types are (y1, . . . , yN−1), then the weight Bi(y1, . . . , yN−1) is the
instantaneous rate at which type i reappears in the population.
We also let Bi denote a smooth extension from Hi to P of the coefficients defined in (1.9). When
we write the Kimura operator L in an adapted system of local coordinates, it is natural to choose these
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extended weightsBi to coincide with the coefficients bi of the first order derivatives ∂xi in (1.1). We adopt
this convention throughout our paper, except for the case when a weight Bi ↾Hi is a constant, C , then the
extension to P is also taken to be the constant C1. By a slight abuse of terminology, we sometimes call
the smooth extensions of the quantities defined in (1.9) weights of the generalized Kimura operator.
The next results in our article are derived under the following cleanness condition:
Assumption 1.5 (The cleanness condition). [8, Definition 3.2.3] We say that the weights {Bi : 1 ≤ i ≤ η}
of the generalized Kimura operator satisfy the cleanness condition if there is a positive constant, β0, such
that for all 1 ≤ i ≤ η we have that either
Bi ≡ 0 on Hi, or Bi ≥ β0 > 0 onHi. (1.10)
In most of the results of this paper we make the following assumptions about the Kimura operator under
study.
Definition 1.6 (Standard assumptions). A generalized Kimura operator that satisfies Assumption 1.5
and, when written in an adapted system of coordinates, it takes the form of the operator L in (1.1) that
satisfies Assumption 1.2 will be said to satisfy the standard assumptions.
When the cleanness condition holds, we also say that the generalized Kimura operator meets the bound-
ary of the manifold P cleanly. If the weight Bi corresponding to the boundary hypersurface Hi is 0, then
we say that the operator is tangent to Hi or that Hi is a tangent boundary component. Otherwise, if
the weight Bi corresponding to the boundary hypersurface Hi is positive, then we say that the operator
is transverse to Hi or that Hi is a transverse boundary component. The cleanness hypothesis implies
a certain uniformity in the “ellipticity” of the operator L along the faces of ∂P, which holds up to the
boundaries of the faces. Thus far, much less is known about the refined analytic properties of the heat
kernel in the case where this hypothesis does not hold. It can be expected to have considerably more com-
plicated singularities in the incoming variables, along the loci where cleanness fails. Even the structure of
the null-space of L is far from clear without this hypothesis, and dually the existence and uniqueness of a
stationary measure has not been studied.
We also introduce the notation:
IT := {i : 1 ≤ i ≤ η, Bi ↾Hi= 0}, (1.11)
I⋔ := {i : 1 ≤ i ≤ η, Bi ↾Hi> 0}, (1.12)
∂TP := ∪i∈ITHi, (1.13)
∂⋔P := ∪i∈I⋔Hi. (1.14)
As in [9, §2], we define a measure on the manifold P . Let dVP be a smooth positive density on P . Then
we define the weighted measure dµP by
dµP (p) :=
η∏
i=1
ρi(p)
Bi(p)−1dVP . (1.15)
We often use dµ to denote dµP , when no confusion will arise.
In an adapted system of local coordinates, the weight measure dµP is a multiple by a smooth function
of
dµ(z) =
n∏
i=1
x
bi(z)−1
i dxi
m∏
l=1
dyl.
1This assumption is not necessarily adopted in [9].
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The motivation to introduce the previous weight measure is most easily understood in the one-dimensional
case when the operator Lu = xuxx + bux can be written in divergence form (or as a Sturm-Liouville
operator) as
Lu =
1
m(x)
d
dx
(
u(x)
s(x)
)
,
wherem(x) = xb−1 and s(x) = x−b. In the theory of one-dimensional diffusions, [2, Chapter 16], m(x)
and s(x) are called the speed measure and the scale function, respectively, and they completely character-
ize the boundary behavior of the corresponding diffusion. The weight measure dµP is our generalization
to the multi-dimensional case of the speed measure m(x) dx in the one-dimensional case. If all weights
are positive, then it is shown in [9] that the stationary measure for the process generated by L is a bounded
function times dµP .
The weighted L2-space, L2(P ; dµ), consists of measurable functions, u : P → R, with the property
that the norm
‖u‖2L2(P ;dµ) :=
∫
P
|u|2 dµP <∞. (1.16)
We prove in §2.2 that, after hitting a tangent boundary component of the manifold P , the Kimura
diffusion is absorbed. We have the following result concerning the marginal distributions of the paths
of the Kimura diffusion that are not absorbed on the tangent boundary components ∂TP of the compact
manifold P with corners.
Theorem 1.7 (Dirichlet heat kernel). Suppose that the generalized Kimura operator satisfies the standard
assumptions. For all t > 0 and p ∈ P\∂TP , there is a non-negative measurable function, k(t, p, ·) ∈
L2(P ; dµ) ∩ L1(P ; dµ), such that for all Borel measurable sets, B ⊆ P\∂TP , we have that
Qp(ω(t) ∈ B, t < τ∂TP ) =
∫
B
k(t, p, p′) dµP (p
′), (1.17)
where we let τ∂TP be defined by
τ∂TP := inf{t ≥ 0 : ω(t) ∈ ∂TP}, (1.18)
and we let Qp be the unique solution to the martingale problem in Definition 1.1.
We call the integral kernel k(·, ·, ·) constructed in Theorem 1.7 the Dirichlet heat kernel. In §3, we
prove that k(·, ·, q) is a weak solution to the backward Kolmogorov equation defined by the generalized
Kimura operator, and k(·, p, ·) is a weak solution to the forward Kolmogorov equation or the Fokker-Planck
equation defined by the adjoint of the generalized Kimura operator. The adjoint operator is computed
with respect to the weighted L2-space L2(P ; dµ) and, in general, it is not an operator of Kimura-type
due to the fact that the (possibly) non-constant weights of the generalized Kimura operator can lead to
logarithmic singularities in the coefficients of the first order terms in the adjoint operator. Nevertheless,
relying on results in [10], we are able to prove suitable estimates for the Dirichlet heat kernel that allow
us to establish Theorem 1.7.
We next give a description of the hitting distributions of the Kimura diffusion of the tangent portion
of the boundary ∂TP of the manifold P . For this purpose, we need to introduce additional notation. Let
Σ be a boundary component to which the generalized Kimura operator is tangent, i.e. there are indices
i1, . . . , ik ∈ IT such that Σ is a connected component of
k⋂
j=1
Hij . (1.19)
We have the following observation due to Sato.
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Remark 1.8 (Restriction operator to tangent boundary components). [26], [27, Lemma 2.4] Let Σ be a
tangent boundary component. There is a well defined Kimura diffusion operator LΣ on Σ, so that for any
smooth function u on Σ, we have that
LΣu = (LU) ↾Σ, (1.20)
where U is any smooth extension of u to a full neighborhood of Σ in P. The restriction operator LΣ also
satisfies Assumptions 1.5 and 1.2, when written in a local system of coordinates. We denote by dµΣ the
weighted measure defined by analogy to the measure dµ in (1.15), but where we replace the role of the
operator L by that of LΣ and the role of the manifold P by that of Σ, i.e. we set
dµΣ(p) :=
∏
{j /∈{i1,...,ik}}
ρj(p)
Bj(p)−1 dVΣ(p). (1.21)
We can now state
Theorem 1.9 (Hitting distribution of the interior of tangent hypersurfaces). Suppose that the generalized
Kimura operator satisfies the standard assumptions. Then, for all i ∈ IT and for all p ∈ P\∂TP , there is
a Borel measurable function,
hi(·, p, ·) : (0,∞) ×Hi → [0,∞), (1.22)
with the property that, for all Borel measurable sets, Bi ⊆ int(Hi), we have that
Qp (τ∂TP ∈ (s, s+ ds], ω(τ∂TP ) ∈ Bi) =
∫
Bi
hi(s, p, q) dµHi(q) ds, (1.23)
where the stopping time τ∂TP is defined in (1.18) and Q
p is the unique solution to the martingale problem
in Definition 1.1. Moreover, we have that
hi(·, p, ·) ∈ C∞((0,∞) × (int(Hi) ∪ (∂Hi ∩ int(∂TP )))), ∀ p ∈ P\∂TP, (1.24)
where int(∂TP ) is taken with respect to ∂P .
The densities hi, for i ∈ IT , are also called the caloric measures corresponding to the boundary
hypersurface Hi. In §5.1, we prove that the caloric measures hi are the normal derivatives on Hi of the
Dirichlet heat kernel, and we use this property to prove in Theorem 5.4 that the hitting distributions satisfy
a doubling property. Thus, the regularity properties of the Dirichlet heat kernel play a significant role in
our article. We next state the result that the probability of hitting a boundary component of co-dimension
larger than 1 is zero.
Theorem 1.10 (Hitting probability of two hypersurfaces). Suppose that the generalized Kimura operator
satisfies the standard assumptions. Then, for all p ∈ P\∂TP and for all i ∈ IT and j ∈ IT ∪ I⋔, we have
that
Qp(ω(τ∂TP ) ∈ Hi ∩Hj) = 0, (1.25)
where the stopping time τ∂TP is defined in (1.18) and Q
p is the unique solution to the martingale problem
in Definition 1.1.
Theorems 1.7, 1.9, and 1.10 are the main ingredients in the proof of the structure of the transition
probabilities of Kimura diffusions. The rough idea is that the probability distribution of the Kimura
process at a time t can be decomposed into the distribution of the paths of the process that have not been
absorbed on one of the tangent boundary components of the manifold up to time t, which are described by
the Dirichlet heat kernel in Theorem 1.7, and by the distributions of the paths on each tangent boundary
component, of dimension 0 toN−1. To describe the latter probability distribution a more careful analysis
is needed and it is based on the following observations:
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1. When the Kimura process hits the tangent boundary component, ∂TP , it always hits it in the
interior of a hypersurface component, with probability 1. This is proved in Theorem 1.10.
2. The hitting distribution of a tangent hypersurface is described in Theorem 1.9.
3. After hitting a tangent boundary hypersurface, a path remains there, a.s., and the Kimura pro-
cess performs a diffusion of the same type, but in this lower dimensional compact manifold with
corners. This statement is a consequence of Remarks 1.8 and 2.3.
It seems very likely that without the cleanness hypothesis the qualitative behavior of paths will be con-
siderably more complicated. For example, if the vector field is tangent to a relatively compact subset of a
boundary face, then it seems possible that paths will be absorbed into this portion of the boundary, only to
re-emerge later from another portion of the boundary to which the vector field is transverse.
Before giving the statement of Theorem 1.11, we need to introduce additional notation. For all (t, p) ∈
(0,∞)×P and for all Borel measurable setsB ⊆ P , we denote the transition probabilities of the canonical
process on C([0,∞);P ) under the probability measure Qp in Definition 1.1 by
ΓP (t, p,B) = Qp(ω(t) ∈ B). (1.26)
For all 1 ≤ k ≤ N , where we recall that dim P = N , we let dk denote the number of boundary
components of dimension k to which the generalized Kimura operator is tangent. For all 1 ≤ i ≤ dk,
we denote by P ki the boundary components of dimension k to which the generalized Kimura operator
is tangent. We let dµP ki
denote the measure constructed in Remark 1.8, for all 1 ≤ i ≤ dk and for all
1 ≤ k ≤ N−1. We can now state the main result of our article that describes the structure of the transition
probabilities of the Kimura diffusion on the compact manifold P with corners.
Theorem 1.11 (Transition probabilities). Let P be a connected compact manifold with corners. Suppose
that the generalized Kimura operator satisfies the standard assumptions. Let p ∈ P\∂TP . Then there are
non-negative, measurable functions,
kP (·, p, ·) : (0,∞) × P → [0,∞),
kP ;P
k
i (·, p, ·) : (0,∞) × P ki → [0,∞), ∀ 1 ≤ i ≤ dk, ∀ 0 ≤ k ≤ N − 1,
such that the transition probabilities of the canonical process on C([0,∞);P ) under the probability mea-
sure Qp in Definition 1.1 has the following expression:
ΓP (t, p, dw) = kP (t, p, w) dµP (w) δint(P )(w)
+
N−1∑
k=1
dk∑
i=1
kP ;P
k
i (t, p, w) dµP ki
(w) δint(P ki )
(w)
+
d0∑
i=1
kP ;P
0
i (t, p, w) δP 0i (w).
(1.27)
Remark 1.12 (Structure of the transition probabilities). The function kP (·, p, ·) appearing in the structure
of the transition probability in (1.27) is the Dirichlet heat kernel constructed in Theorem 1.7. When all the
weights of the generalized Kimura operator are positive, the transition probability ΓP (t, p, dw) coincides
with the measure defined by the Dirichlet heat kernel kP (t, p, w) dµP (w), which satisfies suitable Gauss-
ian estimates as proved in [9, Theorems 1.2 and 5.2]. However, when the operator L has weights equal to
zero, the transition probability measure contains additional terms described in formula (1.27), and in this
case the Dirichlet heat kernel kP (t, p, w) satisfies suitable Gaussian estimates only away from the tangent
boundary components. Along tangent boundary components we describe the estimates satisfied by the
Dirichlet heat kernel in Theorem 3.14.
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The remaining terms appearing in equality (1.27), kP ;P
k
i (·, p, ·), are convolutions between Dirichlet
heat kernels, as constructed in Theorem 1.7, and hitting distributions, as constructed in Theorem 1.9,
relative to suitable boundary components of the compact manifold P with corners.
As a consequence of Theorem 1.11, we have the following result in which we prove that the generalized
Kimura process spends zero time on the boundary components to which the operator is transverse:
Corollary 1.13. Let P be a connected compact manifold with corners. Suppose that the generalized
Kimura operator satisfies the standard assumptions, then, for all p ∈ P , we have that∫ ∞
0
1{ω(t)∈∂⋔P} dt = 0, Q
p-a.s., (1.28)
where Qp is the unique solution to the martingale problem in Definition 1.1.
Remark 1.14 (The cleanness condition (Assumption 1.5)). The cleanness condition plays a central role in
our paper. The construction of the Dirichlet heat kernel in Theorem 1.7 is based on the fact that the Kimura
operator L in (1.1) defines a continuous bilinear form that satisfies the Ga˚rding inequality. This result is
not true in general when the weights of the operator L do not satisfy property (1.10). Moreover, our
result in Theorem 1.10 concerning the fact that the Kimura diffusion hits with zero probability a boundary
component of co-dimension two, when it first hits the boundary of the manifold, no longer holds in the
absence of the cleanness condition. For example, the two-dimensional operator Lu = x1ux1x1+x2ux2x2+
x2ux1 + x1ux2 does not satisfy the cleanness condition, and the underlying diffusion does not satisfy the
conclusion of Theorem 1.10. More precisely, the underlying diffusion is given by:
dX1(t) = X2(t) dt+
√
2X1(t) dW1(t),
dX2(t) = X1(t) dt+
√
2X2(t) dW2(t),
where {(W1(t),W2(t))}t≥0 is a two-dimensional Brownian motion. The results of our paper imply that
the coordinate process {Xi(t)}t≥0 is absorbed in the interior of the boundary {xi = 0}with zero probabil-
ity, for i = 1, 2. However, the one-dimensional sum process S(t) := X1(t)+X2(t) satisfies the stochastic
differential equation dS(t) = S(t) dt+
√
2S(t) dW (t), where the Brownian motion {W (t)}t≥0 is defined
by
dW (t) =
√
X1(t)
X1(t) +X2(t)
dW1(t) +
√
X2(t)
X1(t) +X2(t)
dW2(t), ∀ t ≥ 0,
Such a process hits the origin, a boundary component of co-dimension two, with probability 1 and so
Theorem 1.10 does not hold.
1.1. Comparison with previous research. Shimakura obtained a closed-form expression for the tran-
sition probabilities of the multi-dimensional Wright-Fisher process, [13, 14, 32], [27, Equation (3.3)],
which is described by its infinitesimal generator,
LWFu =
1
2
n∑
i,j=1
(δijxi − xixj)uxixj +
n∑
i=1
bi − xi n+1∑
j=1
bj
uxi , (1.29)
where b1, b2, . . . , bn+1 are non-negative constants and δij denotes the Kronecker delta symbol. The
operator LWF acts on functions defined on the n-dimensional simplex,
Σn := {x = (x1, . . . , xn) ∈ Rn : 0 ≤ xi, ∀ 1 ≤ i ≤ n, x1 + . . .+ xn ≤ 1} . (1.30)
In this case all weights are constant, so the cleanness condition is immediate. Shimakura’s formula again
expresses the heat kernel as a sum of terms indexed by the strata of the ∂Σn to which LWF is tangent.
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Shimakura used completely different ideas than those employed in our article to find the structure of
the transition probabilities for the Wright-Fisher process in [27, Formula (5.11)]. Shimakura computes,
in closed form, the eigenvalues and eigenfunctions (eigenpolynomials) of the Wright-Fisher operator.
This is possible because LWF maps polynomials of degree k into polynomials of degree k, for all k.
This observation is no longer true for more general versions of the Wright-Fisher operator with arbitrary
variable coefficients, such as generalized Kimura operators. Our analysis is based on understanding the
regularity properties of the Dirichlet heat kernel, which follow from the fact that it is a weak solution to
the forward Kolmogorov equation. In addition, we study the properties of the hitting distributions (caloric
measure) and we prove that they satisfy the doubling property. This is the extension to the degenerate
framework of generalized Kimura operators of the doubling property satisfied by the caloric measure of
parabolic equations defined by strictly elliptic operators, [25, Theorem 1.1], [12, Theorem 2.4].
In [7] Chen and Stroock study the Dirichlet heat kernel, its small time asymptotics, and its boundary
behavior for the one-dimensional Wright-Fisher operator,
Lu = x(1− x)uxx, ∀x ∈ (0, 1).
Their method of the proof is based on series expansions of the fundamental solutions of related model
operators.
Hofrichter, Tran, and Jost employ a hierarchical scheme in [15, 17] to study the existence and unique-
ness of solutions to the backward parabolic equation defined by the multi-dimensional Wright-Fisher
operator,
LWFu =
1
2
n∑
i,j=1
(δijxi − xixj) uxixj , ∀x ∈ Σn. (1.31)
This method is extended in [16] to the forward Wright-Fisher equation, but where the adjoint of the
Wright-Fisher operator in (1.31) is computed with respect to the standard L2(Σn; dx) space, as opposed
to the weighted L2-space that we use in our article, L2(Σn; dµ), where the measure dµ is defined in (1.15)
where Bi = 0, for all i.
It is also very interesting to compare the structure of the heat kernel given in equation (1.27) with that
given in [9], where it is assumed that the weights are strictly positive. In this case the kernel consists of a
single term of the form k(t, p, q)dµP (q). The kernel function, k belongs to C
∞((0,∞)× P × (P \ ∂P ))
and, for positive times, is uniformly bounded on P × P. It satisfies estimates that are quite similar to
standard Gaussian estimates, provided that the distance is measured with respect to the metric defined
by the principal symbol of L and the Lebesgue measure is replaced by the weighted measure (1.15). In
this case the associated stochastic process has a unique stationary measure, and the paths of the process
wander forever, almost surely, in the interior of P. As is shown in [8], a Kimura diffusion that is tangent
to part of ∂P, and meets the boundary cleanly, may have a multiplicity of stationary measures: there is a
stationary measure for each terminal component of the boundary of P. A component, Σ, of ∂P is terminal
if L is tangent to Σ, and the restricted operator LΣ has strictly positive weights. As the analysis in this
paper shows, a path of the associated process will almost surely reach a terminal boundary component in
finite time, where it then remains forever.
1.2. Outline of the article. We divide §2 into two parts. In §2.1, we begin by proving the well-posedness
of the martingale problem associated to the generalized Kimura operator in Definition 1.1. We then prove
in §2.2 that the Kimura diffusion defined by the martingale problem is absorbed on tangent boundary
components of the compact manifold with corners.
In §3, we introduce the framework that allows us to prove the existence of the Dirichlet heat kernel for
the parabolic problem with homogeneous Dirichlet boundary conditions on the tangent components of the
boundary of the manifold, ∂TP . We give a variational formulation to the parabolic problem defined by
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the generalized Kimura operator, in §3.1, by defining a suitable bilinear form. The homogeneous Dirichlet
boundary condition is embedded in the choice of the weighted Sobolev space with respect to which the
bilinear form is continuous and satisfies the Ga˚rding inequality. The weak solutions of the parabolic
problem with homogeneous Dirichlet boundary conditions on ∂TP define a semigroup, which has an
integral representation in terms of the Dirichlet heat kernel, a fact that we prove in §3.2. We continue
in §3.3 to prove that the Dirichlet heat kernel satisfies the forward Kolmogorov equation defined by the
adjoint of the generalized Kimura operator and to determine its regularity properties along ∂TP . We
conclude with the proof of Theorem 1.7.
In §4, we prove the existence and uniqueness of solutions to the parabolic problem with non-homogene-
ous boundary conditions on ∂TP and establish their connections with the semigroup constructed in §3.2
and with Kimura diffusions. This connection is then used in §5 to give the proof of Theorem 1.9. We
are able to apply Theorem 1.9 to give the proof of Theorem 1.10, when we use in addition a Landis-type
growth lemma proved by M.V. Safonov, [24], and a regularity result concerning the hitting probabilities
of tangent boundary components. We prove the last two results that we mentioned in Appendix A. We
provide the proof of our main result, Theorem 1.11, and of Corollary 1.13 at the end of §5.
1.3. Acknowledgment. We would like to thank M.V. Safonov for providing the proof of Lemma A.1 in
the fundamental 2d case and for valuable discussions. We would also like to that the referee for his/her
very careful reading of our paper and many suggestions for improvement.
1.4. Notation. For all a, b ∈ R, we denote
a ∧ b := min{a, b} and a ∨ b := max{a, b}.
We use N0 to denote {0} ∪ N.Many of the estimates in our paper involve positive constants that depend
on, among other things, the operator L : C = C(L, . . .). The dependence of these constants on the L is
through the positive lower bound β0, appearing in (1.10), the ellipticity constant, Λ, and the supremum
norms of the coefficients of L, and possibly their higher order derivatives.
2. THE MARTINGALE PROBLEM ASSOCIATED TO GENERALIZED KIMURA OPERATORS
In this section we give the proof of the well-posedness of the martingale problem introduced in Def-
inition 1.1 and we establish qualitative properties of the underlying diffusion process at the boundary of
the compact manifold with corners. In §2.1, we prove Theorem 1.3 and Corollary 1.4, while in §2.2 we
study the boundary behavior of the underlying diffusion process on boundary hypersurfaces to which the
operator is tangent.
2.1. Well-posedness of the martingale problem. Our goal in this section is to build a (strong) Markov
process on the compact manifold P with corners by solving the martingale problem in Definition 1.1,
which is analogous to [18, Definition 1.3.1 (ii)] and [28, §4.1.1]. Generally speaking, such problems
can also be addressed by solving a suitable stochastic differential equation on P , as in [19, Theorem
V.1.1]. However, this alternative approach poses several difficulties, which we now describe to motivate
our choice of the method to solve the martingale problem. In [19, Theorem V.1.1], the construction of
the global solution to the stochastic differential equation is done by patching local solutions. Because
the coefficients of the differential operator in [19, Theorem V.1.1] are Lipschitz, the solutions in local
coordinate charts are strong, and so the Brownian motion appearing in the stochastic differential equation
remains unchanged when we pass from one coordinate chart to another. In our case, the coefficients
of the corresponding stochastic differential equation are only 1/2-Ho¨lder continuous, and so we only
have local weak solutions in coordinate charts of the manifold, which means that the Brownian motion
appearing in the stochastic differential equation may change between coordinate charts. To circumvent
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this technical problem related to the definition of the Brownian motion, we solve instead the martingale
problem associated to the generalized Kimura operator as introduced in Definition 1.1.
Even though Definition 1.1 of our martingale problem is analogous to [18, Definition 1.3.1 (ii)] and [28,
§4.1.1], our method of establishing the existence of solutions is different. In [18, §1.3] and [28, §4.1.1],
the martingale problem is solved by embedding the manifold into RN , for some positive integer N , as
a closed submanifold, via Whitney’s Embedding Theorem [31], [18, Theorem 1.2.5]. This embedding
result is not available for compact manifolds with corners, and so we take a different approach. In [23] we
prove the well-posedness of the martingale problem associated to generalized Kimura operators defined
on the unbounded set S¯n,m, as opposed to a compact manifold P with corners. This indicates that a natural
way to construct solutions to the martingale problem on the manifold is to cover P by coordinate charts,
such that each coordinate chart is homeomorphic to a bounded neighborhood of the origin in S¯n,m. We
can apply [23, Propositions 2.2 and 2.8] to construct local solutions in coordinate charts. The process of
patching the local probability measures into a global solution results in issues related to the measurability
and adaptedness of the local solutions with respect to a common, global filtration defined on the manifold,
which we address with the aid of a result of Stroock and Varadhan, [29, Theorem 6.1.2].
In the proof of Theorem 1.3, we write the generalized Kimura operator in a local system of coordinates
as in (1.1), but we also need to extend the operator from a neighborhood of the origin in S¯n,m to the whole
space S¯n,m. When we do this extension, we assume that the coefficients of the operator L defined in (1.1)
at all points z ∈ S¯n,m satisfy the following assumptions. For any set of indices, I ⊆ {1, . . . , n}, we let
MI := {z = (x, y) ∈ Sn,m : xi ∈ (0, 1) for all i ∈ I, and xj ∈ (1,∞) for all j ∈ Ic} , (2.1)
where we denote Ic := {1, . . . , n}\I . We make the following assumptions on the coefficients of the
operator L in (1.1) on S¯n,m, as opposed to B¯
∞
1 .
Assumption 2.1. The coefficients of the operator L defined in (1.1) satisfy:
1. The functions aij(z), bi(z), cil(z), dlk(z), and el(z) are smooth and bounded functions on S¯n,m,
for all 1 ≤ i, j ≤ n and 1 ≤ l, k ≤ m.
2. The drift coefficients bi(z) satisfy condition (1.5) with B¯
∞
1 replaced by S¯n,m.
3. The strict ellipticity condition holds: there is a positive constant, Λ, such that for all sets of indices,
I ⊆ {1, . . . , n}, for all z ∈ M¯I , ξ ∈ Rn and η ∈ Rm, we have∑
i∈I
ξ2i +
∑
i∈Ic
xiξ
2
i +
∑
i,j∈I
aij(z)ξiξj
+
∑
i∈I
∑
j∈Ic
xj(aij(z) + aji(z))ξiξj +
∑
i,j∈Ic
xixjaij(z)ξiξj
+
∑
i∈I
m∑
l=1
cil(z)ξiηl +
∑
i∈Ic
m∑
l=1
xicil(z)ξiηl +
m∑
l,k=1
dlk(z)ηkηl
≥ Λ (|ξ|2 + |η|2) .
(2.2)
We notice that Assumption 2.1 implies that, when the operator L is restricted to B¯∞1 , it also satisfies
Assumption 1.2. We can now give
Proof of Theorem 1.3. We divide the proof into three steps. In Step 1, we construct local solutions to
the martingale problem in coordinate charts. In Step 2, we apply [29, Theorem 6.1.2] to patch the local
solutions into a global solution of the martingale problem. In Step 3, we prove the uniqueness of solutions
to the martingale problem.
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Step 1 (Construction of local solutions). Let p ∈ P and let U ⊆ P be a relatively open neighborhood of p.
Let V ⊂ S¯n,m be a relatively open neighborhood of z ∈ S¯n,m, such that ψp : U → V is a homeomorphism
and ψp(p) = z. We assume without loss of generality that in this local system of coordinates, (U, V, ψp),
the generalized Kimura operator takes the form (1.1), which we denote by Lψp to indicate the dependency
on the local system of coordinates. We extend the coefficients of the operator Lψp from V to S¯n,m, so
that Lψp satisfies Assumption 2.1. By abuse of notation, but to keep the notation simple, we denote the
extended operator by same symbol Lψp .
Assumption 2.1 allows us to apply [23, Propositions 2.2 and 2.4] to obtain that there is a unique solution
to the martingale problem associated to the operator Lψp on S¯n,m, with initial condition z, where we
recall that z = ψp(p). We denote by P
z
ψp
this solution. We let ΘV denote the first exit time from the set
V of the canonical process defined in S¯n,m, which we denote by {Z(t)}t≥0. We see that we can write
Z(t) = ψp(ω(t)), for all t ≤ ΘV and for all ω ∈ C([0,∞);P ). Let τU denote the first exit time from the
set U of the canonical process on P , {ω(t)}t≥0. We define a probability measure,
Q¯
p
ψp
(ω(ti ∧ τU) ∈ Bi, 1 ≤ i ≤ k) := Pzψp(Z(ti ∧ΘV ) ∈ ψp(Bi), 1 ≤ i ≤ k),
Q¯
p
ψp
(ω(ti) ∈ Bi, i = 1, 2, . . . , k) := Q¯pψp(ω(ti ∧ τU ) ∈ Bi, 1 ≤ i ≤ k),
(2.3)
for all 0 ≤ t1 < t2 < . . . < tk, Bi ∈ B(P ), for all 1 ≤ i ≤ k, and k ∈ N. Because Pzψp is a solution to
the martingale problem defined by the operator Lψp on S¯n,m, it follows from definition (2.3) that Q¯
p
ψp
is
a solution to the stopped martingale problem in Definition 1.1 up to time τU . That is, for all test functions
f ∈ C∞([0,∞) × P ), we have that
Mf,Ut := f(t, ω(t ∧ τU ))− f(0, ω(0)) −
∫ t∧τU
0
(
fs(s, ω(s)) + L
ψpf(s, ω(s))
)
ds, ∀ t ≥ 0,
is a martingale with respect to Q¯
p
ψp
.
We next show that the construction of the probability measure Q¯
p
ψp
in (2.3) is coordinate-invariant, as
we describe in the sequel. Let ψ′p : U
′ → V ′ be another system of coordinates around p and denote
z′ := ψ′p(p). Then, the map
ϕ := ψ′p ◦ ψ−1p : ψp(U ∩ U ′)→ ψ′p(U ∩ U ′)
is a diffeomorphism and the change of coordinates u(w) = v(w′) and w′ = ϕ(w) gives us that
Lψpu(w) = Lψ
′
pv(w′), ∀w ∈ ψp(U ∩ U ′). (2.4)
Applying again [23, Propositions 2.2 and 2.4], we let Pz
′
ψ′p
be the unique solution to the martingale problem
associated to the operator Lψ
′
p on S¯n,m with initial condition z
′. We letΘψ′p(U∩U ′) denote the first exit time
from the set ψ′p(U ∩ U ′) of the canonical process, {Z ′(t)}t≥0, defined on S¯n,m and with initial condition
z′. Combining (2.4) with the property that the solutions to the martingale problem associated to Kimura
operators Lψp and Lψ
′
p are unique, by [23, Proposition 2.4], it follows that
Pzψp(Z(ti ∧Θψp(U∩U ′)) ∈ Bi, 1 ≤ i ≤ k) = Pz
′
ψ′p
(Z ′(ti ∧Θψ′p(U∩U ′)) ∈ ϕ(Bi), 1 ≤ i ≤ k),
for all 0 ≤ t1 < t2 < . . . < tk, Bi ∈ B(S¯n,m), 1 ≤ i ≤ k, and k ∈ N. Defining now Q¯pψ′p analogously
to the identities in (2.3), but replacing ψp by ψ
′
p, U by U
′, {Z(t)}t≥0 by {Z ′(t)}t≥0, and τU by τ ′U ′ , the
preceding identity gives us that
Q¯
p
ψp
(ω(ti ∧ τU ∧ τ ′U ′) ∈ Bi, 1 ≤ i ≤ k) = Q¯pψ′p(ω(ti ∧ τU ∧ τ
′
U ′) ∈ Bi, 1 ≤ i ≤ k), (2.5)
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for all 0 ≤ t1 < t2 < . . . < tk, Bi ∈ B(P ), 1 ≤ i ≤ k, and k ∈ N. Thus, indeed definition (2.3) of the
local probability measure Q¯
p
ψp
is coordinate-invariant.
For the remaining part of the proof, we fix a finite atlas on the compact manifold P , which we denote
by A := {(Uα, Vα, ψα)}α. We use the atlas A to construct local solutions to the martingale problem that
cover the manifold. For a point p ∈ P , we let Uα1 , . . . , Uαl be the relatively open sets in the atlas A
containing the point p. We let
τp := min{τUαi : 1 ≤ i ≤ l} (2.6)
be the first time that the canonical process on P , {ω(t)}t≥0, exits the neighborhood
⋂{Uαi : 1 ≤ i ≤ l}.
Using the coordinate-invariance property (2.5), we can define a probability measure, Q¯p, on P by letting
Q¯p(ω(ti ∧ τp) ∈ Bi, 1 ≤ i ≤ k) := Q¯pψαj (ω(ti ∧ τp) ∈ Bi, 1 ≤ i ≤ k),
Q¯p(ω(ti) ∈ Bi, 1 ≤ i ≤ k) := Q¯p(ω(ti ∧ τp) ∈ Bi, 1 ≤ i ≤ k),
(2.7)
for all 0 ≤ t1 < t2 < . . . < tk, Bi ∈ B(P ), 1 ≤ i ≤ k, and k ∈ N, where 1 ≤ j ≤ l is arbitrarily chosen.
The measure Q¯p is a local solution to the stopped martingale problem for L up to time τp, i.e. for all test
functions, f ∈ C∞([0,∞) × P ), we have that
Mf,At := f(t, ω(t ∧ τp))− f(0, ω(0)) −
∫ t∧τp
0
(
fs(s, ω(s)) + L
ψαj f(s, ω(s))
)
ds, ∀ t ≥ 0,
is a martingale with respect to Q¯p, for all 1 ≤ j ≤ l. This completes the construction of the local solutions
to the martingale problem.
Step 2 (Construction of global solutions). Let p0 ∈ P . We now construct a global solution to the mar-
tingale problem starting from p0 using an inductive argument, which consists in building a sequence of
probability measures, Qn, that are solutions to the martingale problem up to a stopping time ζn, such that
ζn tends to∞, as n→∞.
Case 1 (Base case). Let ζ1 := τp0∧1, where the stopping time τp0 is defined as in (2.6) with p replaced by
p0. We denote Q
1 := Q¯p0 , where Q¯p0 is the probability measure built in Step 1 with p replaced by p0. To
construct Q2, for all ω ∈ C([0,∞);P ), we set Q1ω := Q¯ω(ζ1(ω)) be the probability measure constructed
in Step 1, where we choose p := ω(ζ1(ω)). We denote ζ2 := (ζ1 + τω(ζ1(ω))) ∧ 2. Our goal is to apply
[29, Theorem 6.1.2] to the probability measures Q1 and Q1ω to construct a new probability measure,
Q2 := Q1 ⊗ζ1 Q1ω,
and establish that Q2 is a solution to the martingale problem up to time ζ2. We begin by checking that the
hypotheses of [29, Theorem 6.1.2] hold in our setting. Because [29, Hypothesis (ii) of Theorem 6.1.2] is
clearly satisfied by the probability measure Q1ω, it remains to verify that [29, Hypothesis (i) of Theorem
6.1.2] holds. That is, we need to establish that, for all measurable sets A ∈ F , we have that the map
C([0,∞);P ) ∋ ω 7→ Q1ω(A) is Fζ1-measurable. This is equivalent to the property that, for all Borel
measurable sets, B ∈ B([0, 1]), we have that
{ω ∈ C([0,∞);P ) : Q1ω(A) ∈ B} ∈ Fζ1 . (2.8)
Notice that we have the identity:{
ω ∈ C([0,∞);P ) : Q1ω(A) ∈ B
}
=
⋃
α
{
ω ∈ C([0,∞);P ) : ω(ζ1(ω)) ∈ Uα and Q¯ω(ζ1(ω))(A) ∈ B
}
.
(2.9)
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Without loss of generality, we can assume that we can represent
A =
k⋂
i=1
{ω(ti) ∈ Bi},
for all 0 ≤ t1 < t2 < . . . < tk, Bi ∈ B(P ), 1 ≤ i ≤ k, and k ∈ N. For all systems of coordinates
(Uα, Vα, ψα), let L
ψα be an extension of the operator from Vα to S¯nα,mα , as constructed in Step 1. For all
z ∈ S¯nα,mα , we let Pzψα be the unique solution to the martingale problem associated to Lψα with initial
condition z, established in [23, Propositions 2.2 and 2.4]. We denote {Zα(t)}t≥0 the canonical process on
S¯nα,mα . We introduce the sets
Mα :=
k⋂
i=1
{ξ ∈ C([0,∞); S¯nα,mα) : Zα(ti ∧ ναξ(0)(ξ), ξ) ∈ ψα(Bi)},
Sα :=
{
ω ∈ C([0,∞);P ) : ω(ζ1(ω)) ∈ Uα, Pψα(ω(ζ1(ω)))ψα (Mα) ∈ B
}
,
where ναz is the first exit time of the process {Zα(t)}t≥0 from the set ψα(
⋂{Uβ : ψ−1α (z) ∈ Uβ}).
Definition (2.7) of the probability measure Q¯p and identity (2.9) give us that{
ω ∈ C([0,∞);P ) : Q1ω(A) ∈ B
}
=
⋃
α
Sα. (2.10)
From [23, Propositions 2.2 and 2.4] it follows that the martingale problem for Lψα on S¯nα,mα is well-
posed, and so by [29, Exercise 6.7.4 and Theorem 6.2.2], it follows that z 7→ Pzψα(Mα) is a Borel mea-
surable function, for all indices α, which implies that the set
Tα :=
{
z ∈ S¯nα,mα : Pzψα(Mα) ∈ B
}
is Borel measurable. Using the fact that we can write Sα as
Sα =
{
ω ∈ C([0,∞);P ) : ω(ζ1(ω)) ∈ Uα ∩ ψ−1α (Tα)
}
,
we conclude that Sα is Fζ1-measurable. Combining the preceding fact with identity (2.10), we obtain
that property (2.8) holds. Thus, [29, Hypothesis (i) of Theorem 6.1.2] is satisfied, and we can now con-
clude that the measure Q2 := Q1 ⊗ζ1 Q1ω is indeed a solution to the stopped martingale problem for the
generalized Kimura operator up to the stopping time ζ2.
Case 2 (Inductive step). Inductively, we define the sequence of stopping times,
ζn :=
(
ζn−1 + τω(ζn−1(ω))
) ∧ n, ∀n ≥ 2. (2.11)
We construct a sequence of probability measures,
Qn := Qn−1 ⊗ζn−1 Qn−1ω ,
where analogously to Step 1, we let Qn−1ω := Q¯
ω(ζn−1(ω)), for all ω ∈ C([0,∞);P ). Employing the same
argument as in the proof of Case 1, we obtain that the probability measure Qn is a solution to the stopped
martingale problem for the generalized Kimura operator up to time ζn.
Letting
ζ := lim
n→∞
ζn, (2.12)
we define the probability measure Qp0 by setting
Qp0(ω(ti ∧ ζ) ∈ Bi, 1 ≤ i ≤ k) := lim
n→∞
Qn (ω(ti ∧ ζn) ∈ Bi, 1 ≤ i ≤ k) ,
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for all 0 ≤ t1 < t2 < . . . < tk, Bi ∈ B(P ), 1 ≤ i ≤ k, and k ∈ N. The construction of the measure Qp0
is concluded once we show that:
Claim 2.2. We have that {ζ =∞} = C([0,∞);P ).
Proof. We assume by contradiction that there is a path ω ∈ C([0,∞);P ) with the property that ζ(ω) <
∞. From identities (2.12) and (2.11), it follows that
τω(ζn(ω)) → 0, as n→∞. (2.13)
Let U = U(ω) =
⋂{Uα : ω(ζ(ω)) ∈ Uα}. Then U is a relatively open set in P and because ζn(ω)
converges to ζ(ω), as n → ∞, we have that there is a rank N = N(ω) such that ω(ζn(ω)) ∈ U , for all
n > N . Using the definition of the stopping time τω(ζn(ω)) in (2.6), we know that τω(ζn(ω)) is the first time
the canonical process exits the set U , when started from the point ω(ζn(ω)). Because the sequence of
stopping times {ζn}n∈N is non-decreasing, the canonical process started from ω(ζn(ω)) will pass through
all the points ω(ζm(ω)), with m > n, and also through the point ω(ζ(ω)) before exiting U . Thus, we
have that
τω(ζn(ω)) ≥ τω(ζn+1(ω)) ≥ τω(ζn+2(ω)) ≥ . . . ≥ τω(ζ(ω)), ∀n > N.
The preceding property together with (2.13) give us that
τω(ζ(ω)) = 0. (2.14)
We also know that ω(ζ(ω)) is a point of a relatively open set, and so using the continuity of the paths of
the canonical process, it follows that the first time the canonical process started at ω(ζ(ω)) exits the set U
is positive, i.e.
τω(ζ(ω)) > 0. (2.15)
Relations (2.14) and (2.15) are in contradiction, which implies that our assumption that ζ(ω) <∞ is false.
Because ω ∈ C([0,∞);P ) was arbitrarily chosen, we see that the conclusion of Claim 2.2 is true. 
Applying Claim 2.2 we conclude that Qp0 is a solution to the martingale problem associated to the
generalized Kimura operator with initial condition p0, because each Q
n is a solution to the martingale
problem with initial condition p0 up to the stopping time ζn and ζn converges to∞, as n tends to∞.
Step 3 (Uniqueness). Assume by contradiction that the martingale problem associated to the operator L
on P has two solutions, Qp0,1 and Qp0,2, both with initial condition p0. For all T > 0 and f ∈ C∞(P ),
let u ∈ C∞([0, T ]×P ) be the unique solution to the parabolic equation ut −Lu = 0 on (0,∞)× P and
u(0) = f , given by [8, Theorem 10.0.2]. Plugging in ϕ(s, p) := u(T − s, p) in identity (1.3) and taking
expectations under the measures Qp0,1 and Qp0,2, we obtain that
EQp0,1 [f(ω(T ))] = EQp0,2 [f(ω(T ))] .
Thus, the probability measures Qp0,1 and Qp0,2 have the same marginal distributions. Combining the
matching of the marginal distributions with the analogue of [20, Proposition 5.4.27] adapted to our frame-
work, we obtain that the probability measures Qp0,1 and Qp0,2 coincide.
This completes the proof. 
We conclude this section with
Proof of Corollary 1.4. The proof of Corollary 1.4 can be done using the same argument as the one em-
ployed in the proof of [20, Theorem 5.4.20] and we apply the well-posedness of the martingale problem
in Theorem 1.3. We omit the detailed proof for brevity. 
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2.2. Diffusion behavior along boundary components to which the operator is tangent. In this section
we describe the behavior of the generalized Kimura process when it hits a tangent boundary component.
We begin by stating a property of the restriction operator that we often use:
Remark 2.3 (Equations for the restriction operator). Let Σ be a tangent boundary component of the
manifold P . Let u ∈ C∞([0,∞) × P ) be a solution to the parabolic problem,{
ut − Lu = g on (0,∞) × P,
u(0) = f on P.
Then the solution u restricted to the boundary component Σ, u ↾Σ, belongs to C
∞([0,∞) × Σ) and is a
solution to the parabolic problem defined by the operator LΣ:{
(∂t − LΣ)u ↾Σ= g ↾Σ on (0,∞) × Σ,
u ↾Σ (0) = f ↾Σ on Σ.
We can now state:
Lemma 2.4 (Hitting of boundary components to which the operator is tangent). Suppose that the gener-
alized Kimura operator satisfies the standard assumptions. Let Σ be a tangent boundary component of
the manifold with corners P . Let
τΣ := inf{t ≥ 0 : ω(t) ∈ Σ} (2.16)
be the first hitting time of the boundary component Σ, and let
pΣ(t, p) := Q
p(τΣ ≤ t), ∀ (t, p) ∈ [0,∞)× P. (2.17)
The hitting probability pΣ(t, p) has the following properties:
(i) pΣ ∈ C∞((0,∞) × P ) ∩ C∞([0,∞) × (P\Σ)).
(ii) pΣ(t, p) > 0, for all (t, p) ∈ (0,∞)× P\∂TP .
(iii) pΣ(t, p) = 0, for all (t, p) ∈ (0,∞)×Hi such that i ∈ IT and Hi ∩ Σ = ∅.
In the next lemma, we prove that the process is absorbed when it hits a tangent boundary component.
Lemma 2.5 (Absorption on boundary components to which the operator is tangent). Suppose that the
generalized Kimura operator satisfies the standard assumptions. Let Σ be a tangent boundary component
of the manifold P, then, we have that
Qp(ω(t) ∈ Σ, ∀ t ≥ τΣ) = 1, ∀ p ∈ P, (2.18)
where the stopping time τΣ is defined in (2.16).
We begin with
Proof of Lemma 2.4. We split the proof of the properties of the hitting probabilities pΣ into several steps.
Step 1 (Proof of property (i)). For all l ∈ N, let ϕl ∈ C∞([0,∞)) be such that
ϕl(s) = 1, for 0 ≤ s ≤ 1/l, and ϕl(s) = 0, for s ≥ 2/l,
and we set Φl(p) :=
∏k
j=1ϕl(ρij (p))χΣ(p), where we recall the definition ofHij in (1.19). The function
ρi(p) denotes the Riemannian distance on the manifold P from the point p to the boundary hypersurface
Hi, and χΣ is a non-negative smooth function on P that is 1 on Σ and zero on the other components of
the intersection in (1.19). Let ul ∈ C∞([0,∞) × P ) be the unique solution, given by [22, Theorem 1.5],
to the initial-value problem: {
ut − Lu = 0 on (0,∞)× P,
u(0) = Φl on P.
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Letting ϕ(s, p) := ul(t−s, p), for all (s, p) ∈ [0, t]×P , in (1.3) it follows from (1.3), by taking expectation
under the measure Qp, that
ul(t, p) = EQp [Φl(ω(t))] ,
which, using definition (2.16), can be written as
ul(t, p) = EQp
[
Φl(ω(t))1{τΣ≤t}
]
+ EQp
[
Φl(ω(t))1{τΣ>t}
]
. (2.19)
The maximum principle [22, Corollary 5.2] implies that
sup
(t,p)∈[0,∞)×P
|ul(t, p)| ≤ 1, ∀ l ∈ N,
and the supremum estimates [22, Theorem 1.2] show that, for all 0 < T0 < T and for all κ ∈ N, there is
a positive constant, C = C(κ, T0, T ), such that
‖ul‖Cκ([T0,T ]×P ) ≤ C, ∀ l, κ ∈ N.
Applying the Arzela`-Ascoli Theorem, the sequence of functions {ul}l∈N contains a subsequence that
converges in Cκ([T0, T ]×P ), for all κ ∈ N, to a function u ∈ C∞((0,∞)×P ). Notice that for all points
p /∈ Σ, there is a positive constant r and an integer l0 ∈ N such that Φl = 0 on Br(p), for all l ≥ l0. Thus,
the local a priori Schauder estimates [22, Theorem 1.3] imply that, for all T > 0 and for all κ ∈ N, there
is a positive constant, C = C(κ, r, T0, T ), such that
‖ul‖Cκ([0,T ]×Br(p)) ≤ C, ∀ l, κ ∈ N.
We conclude from here that u belongs to C∞([0,∞) × (P\Σ)).
We next show that u = pΣ. Letting l tend to∞ in equation (2.19) and using the fact that {Φl}l≥0 is a
sequence of uniformly bounded functions that tend to 0 on P\Σ, it follows that
EQp
[
Φl(ω(t))1{τΣ>t}
]→ 0, as l→∞,
and so, we obtain that
u(t, p) = lim
l→∞
EQp
[
Φl(ω(t))1{τΣ≤t}
]
= lim
l→∞
EQp
[
1{τΣ≤t}EQp
[
Φl(ω(t))
∣∣FτΣ]]
= lim
l→∞
EQp
[
1{τΣ≤t}EQω(τΣ(ω)) [Φl(ω(t− τΣ(ω)))]
]
,
where in the second line we use the law of iterated expectations, and in the last line of the preceding
sequence of identities we use the strong Markov property of the family of probability measure, {Qp : p ∈
P}, established in Corollary 1.4. Using again equation (2.19), we have that
u(t, p) = lim
l→∞
EQp
[
1{τΣ≤t}ul(t− τΣ(ω)), ω(τΣ(ω)))
]
. (2.20)
From Remark 2.3, we have that the functions ul ↾[0,∞)×Σ are smooth solutions to the initial-value prob-
lems, {
ut − LΣu = 0 on (0,∞)× Σ,
u(0) = 1 on Σ.
By the uniqueness of smooth solutions, established in [8, Theorem 10.0.2], it follows that
ul ↾[0,∞)×Σ≡ 1, ∀ l ∈ N,
which implies that
ul(t, p) = EQp [Φl(ω(t))] = 1, ∀ (t, p) ∈ [0,∞) × Σ, ∀ l ∈ N.
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Using this property in equation (2.20) and the definition of Φl, it follows that
u(t, p) = EQp
[
1{τΣ≤t}
]
= Qp(τΣ ≤ t).
Since we established that u belongs to C∞((0,∞)×P ))∩C∞([0,∞)× (P\Σ)), the preceding equality
and (2.17) imply that the hitting probability pΣ belongs to the same space of functions.
Step 2 (Proof of property (ii)). From the proof of Step 1, it follows that pΣ is a non-negative solution to
equation
(∂t − L)pΣ = 0 on (0,∞) × P.
Notice from Step 1 that pΣ(t, p) = 1, for all (t, p) ∈ [0,∞) × Σ. It remains to prove that pΣ(t, p)
is positive, for all (t, p) ∈ (0,∞) × (P\∂TP ). Assume by contradiction there is a point (t0, p0) ∈
(0,∞) × (P\∂TP ) such that pΣ(t0, p0) = 0. Because p0 /∈ ∂TP we can apply the Harnack inequality
[9, Theorem 4.1], [11, Theorem 1.2] to conclude that there is a neighborhood of the point (t0, p0) where
the function pΣ is identically 0. Applying the Harnack inequality to neighboring points, we conclude that
pΣ is identically 0 on (0,∞) × (P\∂TP ). Using the continuity of the function pΣ on (0,∞) × P , we
obtain in particular that pΣ ≡ 0 on (0,∞) × Σ, which contradicts the proof in Step 1, where we found
that pΣ ≡ 1, on (0,∞)× Σ. This concludes the proof of property (ii).
Step 3 (Proof of property (iii)). Let i ∈ IT be such that Hi ∩ Σ = ∅, where we recall the definition of
IT in (1.11). From the definition of the function Φl in Step 1, it follows that there is l0 ∈ N such that
Φl ≡ 0 on Hi, for all l ≥ l0. Because the operator L is tangent to Hi, we obtain from Remark 2.3 that ul
is a smooth solution to the parabolic equation (∂t −LHi)ul = 0 on (0,∞)×Hi with zero initial data, for
all l ≥ l0. It follows that the functions ul ↾[0,∞)×Hi≡ 0 and letting l tend to∞, we obtain that the hitting
distribution pΣ ↾[0,∞)×Hi≡ 0.
The proof of now complete. 
Proof of Lemma 2.5. Because the paths of the canonical process are continuous and the boundary compo-
nent Σ is a closed set, we can write
{ω(t) ∈ Σ, ∀ t ≥ τΣ} =
⋂
t∈Q+
{ω(t) ∈ Σ, t ≥ τΣ},
and so, property (2.18) follows as soon as we prove that
Qp(ω(t) ∈ Σ, t ≥ τΣ) = 1, ∀ t ∈ Q+, ∀ p ∈ P. (2.21)
In order to establish identity (2.21), it is sufficient to show that, for all functions ϕ ∈ C∞c (P\Σ), we have
that
EQp
[
ϕ(ω(t))1{t≥τΣ}
]
= 0. (2.22)
Let u ∈ C∞([0,∞) × P ) be the unique smooth solution to the equation ut − Lu = 0 on (0,∞) × P ,
with initial condition u(0) = ϕ, given by [8, Theorem 10.0.2]. Because the operator L is tangent to Σ and
ϕ ↾Σ≡ 0, it follows from Remark 2.3 that u ≡ 0 on [0,∞)×Σ. Using the test function (s, p) 7→ u(t−s, p)
in equation (1.3), it follows that
u(t, p) = EQp [ϕ(ω(t))] = 0, ∀ (t, p) ∈ (0,∞) × Σ. (2.23)
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Using the strong Markov property established in Corollary 1.4, we have that
EQp
[
ϕ(ω(t))1{t≥τΣ}
]
= EQp
[
1{t≥τΣ}EQp
[
ϕ(ω(t))
∣∣FτΣ]]
= EQp
[
1{t≥τΣ}EQω(τΣ(ω)) [ϕ(ω(t− τΣ(ω)))]
]
= EQp
[
1{t≥τΣ}u(t− τΣ, ω(τΣ))
]
(by the first equality in (2.23))
= 0 (by the second equality in (2.23)).
Thus, we conclude that identity (2.22) indeed holds, which implies (2.21). This completes the proof. 
3. THE DIRICHLET HEAT KERNEL
In §3.1 we introduce a bilinear form associated to the generalized Kimura operator. This allows us to
give a variational formulation to the parabolic equation defined by the generalized Kimura operator and
define the notion of weak solutions in §3.2. The weak solutions to the initial value problem associated to
the generalized Kimura operator form a semigroup that admits an integral representation in terms of the
Dirichlet heat kernel. We then introduce in §3.3 the adjoint operator of the generalized Kimura operator
(with respect to a suitable weighted Sobolev space) and prove that the Dirichlet heat kernel is a weak
solution to the adjoint parabolic equation. This enables us to study the boundary regularity properties of
the Dirichlet heat kernel, which in turn determines the hitting distributions of the Kimura diffusion on
tangent boundaries of the compact manifold P .
3.1. Abilinear form associated to the generalized Kimura operator. We define a bilinear formQ(u, v)
associated to the generalized Kimura operator and we prove that Q(u, v) is continuous and satisfies the
Ga˚rding inequality on suitable weighted Sobolev spaces. Following [9, §3], we can associate a bilinear
form Q(u, v) to the generalized Kimura operator by letting
Q(u, v) = −(Lu, v)L2(P ;dµ), (3.1)
which can be written as
Q(u, v) := Qsym(u, v) + (V u, v)L2(P ;dµ), ∀u, v ∈ C∞c (int(P )), (3.2)
where Qsym(u, v) is a symmetric bilinear form and V is a first order vector field on the manifold P . When
written in a local system of coordinates on a neighborhood B∞R of the origin in S¯n,m, the symmetric
bilinear form Qsym(u, v) takes the form
Qsym(u, v) =
∫
B∞
R
 n∑
i=1
xiuxivxi +
n∑
i,j=1
1
2
xixjaij(uxivxj + uxjvxi)
 dµ
+
∫
B∞
R
 n∑
i=1
m∑
l=1
1
2
xicil(uxivyl + uylvxi) +
m∑
l,k=1
1
2
dlk(uylvyk + uykvyl)
 dµ,
(3.3)
for all u, v ∈ C1(B∞R ), and dµ, the weighted measure, is defined by analogy with (1.15) by
dµ(z) =
n∏
i=1
x
bi(z)−1
i dxi
m∏
l=1
dyl, ∀ z = (x, y) ∈ B∞R . (3.4)
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The first order vector field V satisfies
V =
n∑
i=1
xi
αi(z) + n∑
k=1
lnxk
 n∑
j=1
γikj(z) · ∂xjbk (z) +
m∑
l=1
νikl(z) · ∂ylbk (z)
 ∂xi
+
m∑
l,k=1
n∑
j=1
βlkj(z)(ln xj · ∂ykbj (z))∂yl ,
(3.5)
where the functions αi, βlkj, γikj , νikl : B¯R → R are smooth. But for the log-singularities, this is a tangent
vector field, which is why it is, in essence, a lower order perturbation. We define the space of functions
H1(P ; dµ) to be the closure of C1c (P\∂TP ) with respect to the norm:
‖u‖2H1(P ;dµ) := Qsym(u, u) + ‖u‖2L2(P ;dµ), (3.6)
where we recall that the portion of the boundary ∂TP is defined in (1.13).
In the next result we prove that the bilinear form Q(u, v) is continuous and satisfies the Ga˚rding in-
equality. These properties where also established in [9, §3] in the case when the weights {Bi : 1 ≤ i ≤ n}
of the generalized Kimura operator are all positive. In Lemma 3.1 we show how to extend these results to
the case when the weights {Bi : 1 ≤ i ≤ n} satisfy the cleanness condition, (1.10), and so we can allow
for zero weights. The reason why this situation needs consideration is that the first order vector field V in
(3.5) can have logarithmically divergent terms.
Lemma 3.1 (Properties of the bilinear form Q(u, v)). Suppose that the generalized Kimura operator
satisfies the standard assumptions, then for all ε > 0, there is a positive constant, C = C(L, ε,m, n),
such that for all u, v ∈ H1(P ; dµ), we have that∣∣(V u, v)L2(P ;dµ)∣∣ ≤ ‖u‖H1(P ;dµ) (ε‖v‖H1(P ;dµ) + C‖v‖L2(P ;dµ)) . (3.7)
Moreover, there are positive constants, c1, c2 and c3, depending on the coefficients of the generalized
Kimura operator, such that for all u, v ∈ H1(P ; dµ), we have that
|Q(u, v)| ≤ c1‖u‖H1(P ;dµ)‖v‖H1(P ;dµ), (3.8)
Q(u, u) ≥ c2‖u‖2H1(P ;dµ) − c3‖u‖2L2(P ;dµ). (3.9)
Proof. It is sufficient to prove estimate (3.7) because inequalities (3.8) and (3.9) are straightforward con-
sequences of (3.7), of definition (3.6) of the norm ‖ · ‖H1(P ;dµ), and of the expressions (3.3) and (3.5).
Let A := {(ψα, Uα, Vα)}α be a finite atlas of adapted local coordinates on the compact manifold P with
corners. Let {ϕα}α be a partition of the unity subordinate to the open cover {Uα}α. Then we have that∣∣(V u, v)L2(P ;dµ)∣∣ ≤∑
α
∣∣(V u, ϕαv)L2(P ;dµ)∣∣ . (3.10)
For α fixed, we assume that the relatively open set Uα ⊂ P is homeomorphic to a relatively open neigh-
borhood of the origin in S¯nα,mα . We denote by Jα ⊆ {1, . . . , nα} the set of indices corresponding to the
constant weights of the generalized Kimura operator when written in the coordinate chart (ψα, Uα, Vα).
Identity (3.5) implies that there is a positive constant, C = C(L,mα, nα), such that
∣∣(V u, ϕαv)L2(P ;dµ)∣∣ ≤ C ∫
Snα,mα
1 + ∑
j /∈Jα
| lnxj |
( nα∑
i=1
xi|uxi |+
mα∑
l=1
|uyl |
)
|ϕαv| dµ,
where we used the fact that the terms lnxi in (3.5) are multiplied by derivatives of bi, which are zero when
the weight bi is constant. Denoting by qα(z) the first parenthesis in the preceding inequality and applying
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Ho¨lder’s inequality, we obtain
∣∣(V u, ϕαv)L2(P ;dµ)∣∣ ≤ ‖u‖H1(P ;dµ)
[∫
Snα,mα
|qα||ϕαv|2 dµ
] 1
2
, (3.11)
where there is a positive constant, Cα, such that
|qα(z)| ≤ Cα
1 + ∑
j /∈Jα
| ln xj|2
 , ∀ z ∈ Snα,mα .
The definition of the set Jα implies that the function qα(z) contains logarithmically divergent terms lnxj
only along coordinates j /∈ Jα, for which the corresponding weight, bj , is positive on {xj = 0} ∩ ∂B∞1 .
This observation allows us to easily adapt the proof of [9, Lemma 1.1], from the case of positive weights
on all boundary components to the case of weights that satisfy the cleanness condition (1.10), and obtain
that for all ε > 0, there is a positive constant, C = C(ε), such that[∫
P
|qα||ϕαv|2 dµ
] 1
2
≤ ε‖v‖H1(P ;dµ) + C‖v‖L2(P ;dµ). (3.12)
Estimates (3.10), (3.11), and (3.12) imply inequality (3.7). This concludes the proof. 
3.2. The semigroup associated to the generalized Kimura operator and the Dirichlet heat kernel.
We prove that weak solutions to the initial value problem associated to the generalized Kimura operator,{
ut − Lu = 0 on (0, T )× P,
u(0) = f on P,
(3.13)
where T > 0, generate a strongly continuous contraction semigroup on L2(P ; dµ). We then establish
that the semigroup admits an integral representation in terms of the so-called Dirichlet heat kernel. The
Dirichlet heat kernel gives us the distributions of the paths of the Kimura processes that are not absorbed
on the tangent boundary components of the compact manifold with corners. This is the main result of this
section, which we prove in Proposition 3.7.
To give the definition of weak solutions to the parabolic equation (3.13), we first need to introduce
additional function spaces. We let C([0, T ], L2(P ; dµ)) be the space of continuous functions, u : [0, T ]→
L2(P ; dµ), endowed with the norm
‖u‖C([0,T ],L2(P ;dµ)) := sup
t∈[0,T ]
‖u(t)‖L2(P ;dµ) <∞.
We let L2((0, T ), L2(P ; dµ)) denote the space of measurable functions, u : (0, T ) × P → R, endowed
with the norm,
‖u‖2L2((0,T ),L2(P ;dµ)) :=
∫
(0,T )
‖u(t)‖2L2(P ;dµ) dt <∞.
Let H−1(P ; dµ) denote the dual space of H1(P ; dµ). We define the spaces L2((0, T ),H1(P ; dµ))
and L2((0, T ),H−1(P ; dµ)) analogously to L2((0, T ), L2(P ; dµ)) by replacing the space L2(P ; dµ) by
H1(P ; dµ) and H−1(P ; dµ), respectively. Finally, the space of weak solutions to the parabolic problem
(3.13) is denoted by F((0, T )×P ) and it consists of measurable functions, u : (0, T )×P → R, with the
property that
u ∈ L2((0, T );H1(P ; dµ)) and du
dt
∈ L2((0, T );H−1(P ; dµ)), (3.14)
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where the time derivative, dudt , is understood as a distribution. The remark following [21, Chapter 3,
Section 4, Theorem 4.1] shows that
F((0, T ) × P ) ⊂ C([0, T ], L2(P ; dµ)). (3.15)
Following [21, Chapter 3, Section 4], we define the notion of a weak solution:
Definition 3.2 (Weak solution). Let f ∈ L2(P ; dµ). A function u ∈ F((0, T )× P ) is a weak solution to
the initial-value problem (3.13) if the following hold:
1. For all test functions v ∈ F((0, T ) × P ), we have that∫ T
0
〈
du(t)
dt
, v(t)
〉
dt+
∫ T
0
Q(u(t), v(t)) dt = 0, (3.16)
where 〈·, ·〉 denotes the dual pairing of H−1(P ; dµ) and H1(P ; dµ).
2. The initial condition is satisfied in the L2(P ; dµ)-sense, that is
‖u(t)− f‖L2(P ;dµ) → 0, as t ↓ 0. (3.17)
An application of [21, Chapter 3, Section 4, Theorem 4.4.1 and Remark 4.4.3] combined with the
property that the bilinear form Q(u, v) is continuous and satisfies the Ga˚rding inequality, by Lemma 3.1,
yields:
Lemma 3.3 (Existence and uniqueness of solutions). [21, Chapter 3, Section 4, Theorem 4.4.1 and Re-
mark 4.4.3] Suppose that the generalized Kimura operator satisfies the standard assumptions, then, for all
f ∈ L2(P ; dµ), there is a unique weak solution, u ∈ F((0, T ) × P ), to the initial-value problem (3.13)
and satisfies the energy estimate:
sup
t∈[0,T ]
‖u(t)‖L2(P ;dµ) + ‖u‖L2((0,T );H1(P ;dµ)) +
∥∥∥∥dudt
∥∥∥∥
L2((0,T );H−1(P ;dµ))
≤ C (‖f‖L2(P ;dµ) + ‖g‖L2((0,T );L2(P ;dµ))) , (3.18)
where C = C(T, c1, c2, c3) is a positive constant and c1, c2, c3 are the constants appearing in (3.8) and
(3.9).
Remark 3.4 (The boundary condition satisfied by weak solutions). From (3.4) it is apparent that the
measure dµ is not locally integrable near boundary points where a weight bi vanishes. In the companion
article, [10], we prove that weak solutions to the initial-value problem (3.13) satisfy a homogeneous
Dirichlet boundary condition along these portions of the boundary, ∂TP, to which L is tangent. This
property is explained in more detail in [10, Remark 2.2]. In §4, we consider the Dirichlet problem with
non-homogeneous Dirichlet boundary conditions, which plays a central role in our study of the hitting
distributions on tangent boundary components of the Kimura diffusions.
It is shown in [30, Property (1.19)] that the unique weak solution, u, to problem (3.13) with initial
condition f ∈ L2(P ; dµ) has the property that
[0, T ] ∋ t 7→ ‖u(t)‖L2(P ;dµ) is non-increasing. (3.19)
The uniqueness statement in Lemma 3.3, the inclusion relation (3.15), and property (3.19) show that
there is a strongly continuous, contraction semigroup on L2(P ; dµ), {Tt}t≥0, such that the unique weak
solution, u, to problem (3.13) with initial condition f ∈ L2(P ; dµ), can be represented in the form
u(t) = Ttf, ∀ t ≥ 0. (3.20)
To prove the existence of the Dirichlet heat kernel, we next apply a local a priori estimate from [9]
to prove that the weak solutions to the initial-value problem (3.13) are Ho¨lder continuous on (0, T ) ×
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(P\∂TP ). Let d : P × P → [0,∞) be the Riemannian distance induced on the compact manifold P
by the principal symbol of the generalized Kimura operator. Let α ∈ (0, 1), 0 < t1 < t2, and U be a
relatively open set such that U¯ ⊂ P\∂TP . We say that a function u : [t1, t2] × U¯ → R belongs to the
Ho¨lder space CαWF([t1, t2]× U¯) if the semi-norm:
‖u‖Cα
WF
([t1,t2]×U¯) := sup
(t′,p′)6=(t′′,p′′)
|u(t′, p′)− u(t′′, p′′)|(√
|t′ − t′′|+ d(p′, p′′)
)α <∞.
We can now state:
Lemma 3.5 (Ho¨lder regularity on P\∂TP ). Suppose that the generalized Kimura operator satisfies the
standard assumptions, then for all t > 0 and p ∈ P\∂TP , there is a neighborhood of the point (t, p),
(t1, t2)× U , such that
[t1, t2]× U¯ ⊂ (0,∞)× P\∂TP,
and there are positive constants, α ∈ (0, 1) and C = C(L, t1, t2, U), with the property that for all
f ∈ L2(P ; dµ), we have
‖Ttf‖Cα
WF
([t1,t2]×U¯) ≤ C‖f‖L2(P ;dµ). (3.21)
Remark 3.6. Lemma 3.5 shows that we can choose a continuous version on (0,∞) × (P\∂TP ) of the
semigroup {Tt}t≥0 defined in (3.20).
Proof of Lemma 3.5. For a point p ∈ P\∂TP , we can find a relatively open set V such that U¯ ⊂ V ⊂
P\∂TP and dist(U,P\V ) > 0. The generalized Kimura operator has the property that is has positive
weights when restricted to the set V¯ , which implies that we can apply the local a priori Ho¨lder seminorm
estimate [9, Corollary 4.1], which together with the immediate generalization of supremum norm estimate
[30, Theorem 2.1] to the generalized Kimura operator give us estimate (3.21). This completes the proof.

We next prove the existence of the Dirichlet heat kernel:
Proposition 3.7 (Dirichlet heat kernel). Suppose that the generalized Kimura operator satisfies the stan-
dard assumptions. For all t > 0 and p ∈ P\∂TP , there is a non-negative measurable function,
k(t, p, ·) ∈ L2(P ; dµ), such that
(i) For all f ∈ L2(P ; dµ), we have that
Ttf(p) =
∫
P
k(t, p, p′)f(p′) dµ(p′). (3.22)
(ii) For all f ∈ C∞c (P\∂TP ), we have
EQp [f(ω(t))] =
∫
P
k(t, p, p′)f(p′) dµ(p′). (3.23)
(iii) For all Borel measurable sets, B ⊆ P\∂TP , we have that property (1.17) holds, where we let Qp
be the unique solution to the martingale problem associated to the generalized Kimura operator
constructed in Theorem 1.3.
(iv) For all 0 < t1 < t2 and for all compact sets, K ⊂ P\∂TP , there is a positive constant, C =
C(L, t1, t2,K), such that
‖k(t, p, ·)‖L2(P ;dµ) ≤ C, ∀ t ∈ [t1, t2], ∀ p ∈ K. (3.24)
We can now give the
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Proof of Theorem 1.7. It is immediate that property (1.17) is a direct consequence of Proposition 3.7 (iii).

Before we give the proof of Proposition 3.7, we have the following:
Remark 3.8. Property (1.17) implies that we can extend the action of the semigroup {Tt}t≥0 from
L2(P ; dµ) to the space of bounded measurable functions as follows. Let f : P → R be a bounded
Borel measurable function, let t > 0, and p ∈ P\∂TP . Then, we set:
Ttf(p) := EQp
[
f(ω(t))1{t<τ
∂T P
}
]
=
∫
P\∂TP
k(t, p, p′)f(p′) dµ(p′)
=
∫
P
k(t, p, p′)f(p′) dµ(p′).
(3.25)
When t > 0 and p ∈ ∂TP , we have that τ∂TP = 0, and so it is natural to define:
Ttf(p) := 0. (3.26)
Proof of Proposition 3.7. Estimate (3.21) implies that for all (t, p) ∈ (0,∞) × (P\∂TP ), there is a posi-
tive constant, C , such that
|Ttf(p)| ≤ C‖f‖L2(P ;dµ), ∀ f ∈ L2(P ; dµ),
and so, by the Riesz Representation Theorem, there is a measurable function, k(t, p, ·) ∈ L2(P ; dµ), such
that identity (3.22) holds.
For f ∈ C∞c (P\∂TP ), let u ∈ C∞([0,∞) × P ) be the unique solution to the initial value problem
(3.13) given by [8, Theorem 10.0.2]. Choosing ϕ(s, p′) := u(t− s, p′) as test function in constructing the
martingale in (1.3) and taking expectation under the probability measure Qp, it follows that
u(t, p) = EQp [f(ω(t))] . (3.27)
Notice that on any tangent boundary hypersurface, H ⊆ ∂TP , the initial data f ≡ 0 on H . Then it
follows from Remark 1.8 that the restriction of u to H solves the initial-value problem (∂t − LH)u = 0
on (0,∞) × H with initial condition u(0) = 0 on H . Thus, we have that u ≡ 0 on H , from which we
conclude that u is also the unique weak solution to the initial-value problem (3.13) (with P = H) given
by Lemma 3.3. Combining identities (3.27) and (3.22), we obtain (3.23). Property (3.23) and Lemma 2.5
imply (1.17).
To conclude the proof, identity (3.22) and estimate (3.21) give that there is a positive constant, C =
C(L, t1, t2,K), such that for all t ∈ [t1, t2] and for all p ∈ K we have that
‖k(t, p, ·)‖L2(P ;dµ) = sup{|Ttf(p)| : f ∈ L2(P ; dµ), ‖f‖L2(P ;dµ) = 1}
≤ C,
implying estimate (3.24). This completes the proof. 
3.3. Adjoint operator. We introduce the adjoint of the generalized Kimura operator and we prove that
the Dirichlet heat kernel is a weak solution in the forward variables, k(·, p, ·), where p ∈ P\∂TP is fixed,
to the parabolic equation defined by the adjoint operator. This property allows us to study the boundary
regularity of the Dirichlet heat kernel along boundary components with constant weights. We prove these
results in Theorems 3.14 and 3.14.
We define the bilinear form Q̂ by
Q̂(u, v) := Q(v, u), ∀u, v ∈ H1(P ; dµ), (3.28)
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and we define the adjoint operator of the generalized Kimura operator, L̂, by
−
(
L̂u, v
)
L2(P,dµ)
= Q̂(u, v), ∀u, v ∈ C1c (P\∂TP ),
where we recall the definition of the weighted measure dµ in (1.15). We also call {Bi : 1 ≤ i ≤ η} the
weights of the adjoint L̂ of the generalized Kimura operator of the compact manifold P with corners. The
adjoint operator is not a generalized Kimura operator because, as shown in (3.34), the coefficients of its
zeroth and first order terms may have logarithmic singularities.
Analogously to Definition 3.2 of weak solutions to the parabolic initial-value problem defined by the
generalized Kimura operator, we define the notion of weak solutions to the initial-value problem for the
adjoint operator L̂, {
ut − L̂u = 0 on (0, T )× P,
u(0) = f on P,
(3.29)
where T > 0 and f ∈ L2(P ; dµ), as follows:
Definition 3.9 (Weak solution to the adjoint equation). Let f ∈ L2(P ; dµ). A function u ∈ F((0, T )×P )
is a weak solution to the initial-value problem (3.29) if the following hold:
1. For all test functions v ∈ F((0, T ) × P ), we have that∫ T
0
〈
du(t)
dt
, v(t)
〉
dt+
∫ T
0
Q̂(u(t), v(t)) dt = 0, (3.30)
where 〈·, ·〉 denotes the dual pairing of H−1(P ; dµ) and H1(P ; dµ).
2. The function u satisfies property (3.17).
Because the bilinear formQ(u, v) is continuous and satisfies the Ga˚rding inequality, it follows by (3.28)
that Q̂(u, v) also satisfies
|Q̂(u, v)| ≤ c1‖u‖H1(P ;dµ)‖v‖H1(P ;dµ), (3.31)
Q̂(u, u) ≥ c2‖u‖2H1(P ;dµ) − c3‖u‖2L2(P ;dµ), (3.32)
for all u, v ∈ H1(P ; dµ), where c1, c2, c3 are positive constants depending only on the coefficients of the
generalized Kimura operator. Thus, as in the case of the bilinear form Q(u, v), we can apply [21, Chapter
3, Section 4, Theorem 4.4.1 and Remark 4.4.3] to conclude that:
Lemma 3.10 (Existence and uniqueness of solutions to the adjoint equation). [21, Chapter 3, Section 4,
Theorem 4.4.1 and Remark 4.4.3] Suppose that the generalized Kimura operator satisfies the standard
assumptions, then, for all f ∈ L2(P ; dµ), there is a unique weak solution, u ∈ F((0, T ) × P ), to the
initial-value problem (3.29).
We denote by {T̂t}t≥0 the semigroup generated by the adjoint operator, i.e. for all functions f ∈
L2(P ; dµ), we let u ∈ F((0, T ) × P ) be the unique weak solution to (3.29) and we define
T̂tf := u(t), ∀ t > 0,
where the positive constant T above is arbitrarily chosen.
Our goal is next to prove in Lemma 3.12 that the Dirichlet heat kernel is a weak solution to the adjoint
parabolic equation, which allows us to study its regularity properties on the boundary of the manifold
P . For this purpose, we first need to understand the form of the adjoint operator, L̂, when written in an
DEGENERATE DIFFUSIONS 27
adapted system of coordinates. Direct calculations using the form (1.1) of the generalized Kimura operator
in an adapted local system of coordinates, give us that the adjoint operator can be decomposed as
L̂ = L+ V̂ + ĉ, (3.33)
where V̂ is the first order vector field and ĉ is the zeroth-order term, which take the form:
V̂ =
n∑
i=1
xi
αi(z) + n∑
k,j=1
α′kj(z)∂xkbj(z) ln xj +
n∑
j=1
m∑
k=1
α′′ijk(z)∂ykbj(z) ln xj
 ∂xi
+
m∑
l=1
γl(z) + n∑
i,j=1
γ′ijl(z)∂xibj(z) ln xj +
n∑
j=1
m∑
k=1
γ′′jkl(z)∂ykbj(z) ln xj
 ∂yl
ĉ = ρl(z) +
n∑
i,j=1
m∑
k,p=1
(
ρ′ijl(z)∂xibj(z) + ρ
′′
ijl(z)∂xi∂ykbj(z) + ρ
′′′
jkl(z)∂ykbj(z)
)
lnxj
+
n∑
i,j,k,l=1
ζijkl(z)∂xkbi(z) ln xi∂xlbj(z) ln xj
+
n∑
i,j=1
m∑
l,k=1
ζ ′ijkl(z)∂ykbi(z) ln xi∂ylbj(z) ln xj
+
n∑
i,j,k=1
m∑
l=1
ζ ′′ijkl(z)∂xkbi(z) ln xi∂ylbj(z) ln xj ,
(3.34)
where the coefficients appearing in the expression of V̂ and ĉ are smooth functions on B¯∞R , where R is
chosen small enough. We also call the coefficients {bi : 1 ≤ i ≤ n} the weights of the adjoint operator L̂
in an adapted local system of coordinates. We need
Definition 3.11. We denote by ∂cP be the set of points p ∈ ∂P with the property that there is a relatively
open neighborhood U ⊂ P of p such that the weights of the generalized Kimura operator L are constant
on U .
From identity (3.34), it follows that if p ∈ ∂cP , then in an adapted local system of coordinates, centered
at p, the adjoint operator L̂ takes the form of a generalized Kimura operator (1.1) to which we add a smooth
and bounded zeroth order term. Thus, the logarithmic singularities in expressions (3.34) disappear.
We next prove that the Dirichlet heat kernel constructed in Proposition 3.7 is a weak solution with
respect to the forward variables, k(·, p, ·), to the homogeneous parabolic equation defined by the adjoint
operator.
Lemma 3.12 (Equation satisfied by the Dirichlet heat kernel). Suppose that the generalized Kimura op-
erator satisfies the standard assumptions. For all t > 0 and p, q ∈ P\∂TP , the following hold:
(i) The function u := k(t+ ·, p, ·) is the unique weak solution to the initial-value problem (3.29) with
initial condition f := k(t, p, ·), and k(·, p, ·) belongs to C∞((0,∞) × (int(P ) ∪ ∂cP )).
(ii) The function u := k(t+ ·, ·, q) is the unique weak solution to the initial-value problem (3.13) with
initial condition f := k(t, ·, q), and k(·, ·, q) belongs to C∞((0,∞) × P ).
We prove Lemma 3.12 with the aid of the following auxiliary result.
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Lemma 3.13 (Relationship between {Tt}t≥0 and {T̂t}t≥0). Suppose that the generalized Kimura operator
satisfies the standard assumptions, then, for all f, g ∈ L2(P ; dµ) and for all t ≥ 0, we have that
(f, Ttg)L2(P ;dµ) =
(
T̂tf, g
)
L2(P ;dµ)
. (3.35)
Proof. The proof is a straightforward adaptation of the argument used to prove [30, Lemma 1.5]. We omit
the detailed proof as it is standard. 
We can now give the proof of Lemma 3.12.
Proof of Lemma 3.12. The semigroup property of {Tt}t≥0 gives us that, for all s > 0, f ∈ L2(P ; dµ),
and p ∈ P\∂TP , we have that Tt+sf(p) = TtTsf(p), where we also use the fact that we can choose
a continuous version of the semigroup {Tt}t≥0 on (0,∞) × (P\∂TP ), by Lemma 3.5. Combining the
preceding property with identity (3.22), we obtain that
Tt+sf(p) =
∫
P
k(t, p, p′)Tsf(p
′) dµ(p′)
= (k(t, p, ·), Tsf)L2(P ;dµ) , ∀ f ∈ L2(P ; dµ).
Using the duality property (3.35) in the last identity from above, we obtain
Tt+sf(p) =
(
T̂sk(t, p, ·), f
)
L2(P ;dµ)
, ∀ f ∈ L2(P ; dµ), ∀ s > 0.
Using again the representation property (3.22), it follows that
Tt+sf(p) = (k(t+ s, p, ·), f)L2(P ;dµ) , ∀ f ∈ L2(P ; dµ), ∀ s > 0,
and so we deduce that k(t+ s, p, ·) = T̂sk(t, p, ·), for all s > 0. Using the fact that k(t+ ·, p, ·) is a weak
solution to the initial-value problem (3.29), we can apply [10, Theorem 1.2] in a neighborhood of points
(t, p) ∈ (0,∞) × (int(P ) ∪ ∂cP ) to conclude that k(·, p, ·) belongs to C∞((0,∞) × (int(P ) ∪ ∂cP )).
This completes the proof of (i).
The argument used to prove (i) can be applied with {Tt}t≥0 replaced by {T̂t}t≥0. We obtain that for all
(t, q) ∈ (0,∞) × (P\∂TP ) there is a kernel k̂(t, q, ·) ∈ L2(P ; dµ) such that, for all f ∈ L2(P ; dµ), we
have that
u(t, q) = T̂tf(q) =
∫
P
f(p)k̂(t, q, p) dµ(p)
is the unique weak solution to the initial-value problem (3.13). Moreover, the semigroup property of
{T̂t}t≥0 implies that the function k̂(t + ·, q, ·) is the unique weak solution to the initial-value problem
(3.13) with initial condition f := k̂(t, q, ·), while [10, Theorem 1.2] gives us that k̂(·, ·, q) belongs to
C∞((0,∞) × P ). Identity (3.35) implies that k(t, p, q) = k̂(t, q, p), for all t > 0 and for all p, q ∈
P\∂TP . This completes the proof of (ii). 
For p ∈ ∂cP , let {bi : 1 ≤ i ≤ n} be the weights of the generalized Kimura operator in an adapted
local system of coordinates. Without loss of generality, we can assume that there is an integer n0 ∈ N
such that the weights {bi : 1 ≤ i ≤ n0} are 0 and the weights {bi : n0 + 1 ≤ i ≤ n} are positive, i.e.
bi ↾{xi=0}∩∂B∞R = 0, ∀ 1 ≤ i ≤ n0, and bi ↾{xi=0}∩∂B∞R ≥ β0/2 > 0, ∀n0+1 ≤ i ≤ n, (3.36)
when R > 0 is chosen small enough and we recall the choice of the positive constant β0 in Assumption
1.5. We denote by ei ∈ Nn the unit vector in Rn with all coordinates 0, except for the i-th coordinate,
which is equal to 1. We denote by fl ∈ Nm the unit vector in Rm with all coordinates 0, except for the l-th
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coordinate, which is equal to 1. For all a = (a1, . . . , an) ∈ Nn0 , b = (b1, . . . , bm) ∈ Nm0 , and c ∈ N0 we
denote
DaxD
b
yD
c
t :=
∂|a|
∂xa11 . . . ∂x
an
n
∂|b|
∂yb11 . . . ∂y
bm
m
∂c
∂tc
,
where |a| := |a1| + . . . + |an| and b = |b1| + . . . + |bm|. If a coordinate of a, b or c is zero then there is
no derivative taken in the corresponding direction.
Theorem 3.14 states the estimates satisfied by the Dirichlet heat kernel in a neighborhood of tangent
boundary components. This result is a direct application of the boundary estimates obtained in [10, Theo-
rem 1.2], where the authors use methods based on higher order derivatives estimates in weighted Sobolev
spaces and suitable Morrey-type embedding theorems to describe the boundary behavior of solution to
generalized Kimura equations along tangent boundary components. Given the fact that the Dirichlet heat
kernel is a solution to the forward Kolmogorov equation (3.29), it follows from Lemma 3.12 (i) that we
can apply [10, Theorem 1.2] and the estimate (3.24) to obtain:
Theorem 3.14 (Boundary regularity along boundaries with constant weights). Suppose that the general-
ized Kimura operator satisfies the standard assumptions. Let q ∈ ∂cP and let R > 0 be such that in an
adapted system of coordinates we identify q with the origin and the restriction of the adjoint operator L̂
to B∞R is a generalized Kimura operator with constant weights. Then for all 0 < r < R, 0 < t < T , and
b ∈ Nm0 , there is a positive constant, C = C(b, L, r,R, t, T ), such that for all s ∈ [t, T ], p ∈ P\∂TP ,
and for all z ∈ B∞r , we have that
|Dbyk(s, p, z)| + |Dekx Dbyk(s, p, z)| ≤ C
n0∏
i=1
xi, ∀n0 + 1 ≤ k ≤ n, (3.37)
|Dekx Dbyk(s, p, z)| ≤ C
n0∏
i=1
i 6=k
xi, ∀ 1 ≤ k ≤ n0, (3.38)
where we recall the definition of the integer n0 in (3.36).
4. NON-HOMOGENEOUS PARABOLIC DIRICHLET PROBLEM
We recall from Remark 3.4 that in §3 we studied weak solutions to the initial-value problem (3.13)
defined by the generalized Kimura operator, which satisfied homogeneous Dirichlet boundary conditions
along the tangent portion of the boundary of the compact manifold P with corners. This allowed us to
construct the Dirichlet heat kernel. This section is preparation towards studying the hitting distributions
on tangent boundary components of Kimura diffusions and, for this purpose, we study the parabolic
problem for the generalized Kimura operator with non-homogeneous Dirichlet boundary conditions along
the tangent portion of the boundary, ut − Lu = 0 on (0,∞) × P\∂
TP,
u = ζ on (0,∞) × ∂TP,
u = 0 on {0} × P.
(4.1)
Our main result is Theorem 4.1 where we prove that the unique solution to the non-homogeneous Dirichlet
problem (4.1) can be represented by a Duhamel formula in terms of the semigroup {Tt}t≥0 constructed in
§3.2 and as a stochastic representation in terms of the unique solution to the martingale problem associated
to the generalized Kimura operator introduced in Definition 1.1.
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Theorem 4.1 (Parabolic boundary-value problem). Suppose that the generalized Kimura operator satis-
fies the standard assumptions. Let ζ ∈ C∞([0,∞)× P ) be such that
ζ(0, p) = 0, ∀ p ∈ P. (4.2)
Then the parabolic boundary-value problem (4.1) has a unique solution,
u ∈ C∞([0,∞) × P\∂TP ) ∩ C([0,∞)× P ), (4.3)
and the following hold:
(i) The solution u satisfies the semigroup representation,
u(t) = ζ(t)−
∫ t
0
Tt−s(∂s − L)ζ(s) ds, ∀ (t, p) ∈ (0,∞)× P. (4.4)
(ii) The solution u satisfies the stochastic representation,
u(t, p) = EQp [ζ(t− (t ∧ τ∂TP ), ω((t ∧ τ∂TP )))] , ∀ (t, p) ∈ (0,∞) × P, (4.5)
where the stopping time τ∂TP is defined in (1.18) and Q
p is the unique solution to the martingale
problem in Definition 1.1.
Remark 4.2 (The semigroup representation of the solution to (4.1)). We recall that the action of the
semigroup {Tt}t≥0 on the space of bounded Borel measurable functions is explained in Remark 3.8. This
is the sense in which we should understand the integrand on the right-hand side of identity (4.4).
While the assumptions in Theorem 4.1 are strong in terms of the regularity of the boundary data, it
suffices for the application to the study of the hitting distributions on the tangent boundary components of
the Kimura diffusion. We prove Theorem 4.1 with the aid of Lemmas 4.3 and 4.4.
Lemma 4.3 (Initial-value Dirichlet problem). Suppose that the generalized Kimura operator satisfies the
standard assumptions. Let f ∈ C∞(P ) and let u be defined by
u(t, p) = Ttf(p) (4.6)
= EQp
[
f(ω(t))1{t<τ
∂T P
}
]
, (4.7)
for all (t, p) ∈ (0,∞)× P and where we recall that the stopping time τ∂TP is defined in (1.18) and Qp is
the unique solution to the martingale problem in Definition 1.1. Then we have that
u ∈ C∞([0,∞) × P\∂TP ) ∩ C∞((0,∞) × P ),
and for all 0 < t < T , l ∈ N, relatively open sets U ⊂ V ⊂ P\∂TP such that dist(U¯ , P\V¯ ) > 0, there
are positive constants, C1 = C1(l, L, t, T ) and C2 = C2(l, L, T, U, V ), such that
‖u‖Cl([t,T ]×P ) ≤ C1‖f‖C(P ), (4.8)
‖u‖Cl([0,T ]×U¯) ≤ C2‖f‖Cl+3(V¯ ). (4.9)
Proof. We recall from (3.25) that a function u defined by (4.6) also satisfies identity (4.7). To prove the
remaining conclusions of Lemma 4.3, we use an approximation argument. Let ϕk : P → [0, 1] be a
smooth cut-off function such that
ϕk ≡ 1 on {p ∈ P : dist(p, ∂TP ) ≥ 1/k},
ϕk ≡ 0 on {p ∈ P : dist(p, ∂TP ) ≤ 1/(2k)},
(4.10)
where the distance is taken with respect to the Riemannian metric induced on the manifold P by the
principal symbol of the generalized Kimura operator. Setting
fk := fϕk, ∀ k ∈ N,
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we apply [8, Theorem 10.0.2] and we let uk ∈ C∞([0,∞) × P ) be the unique smooth solution to the
initial-value problem 
ut − Lu = 0 on (0,∞) × P,
u = 0 on (0,∞) × ∂TP,
u = fk on {0} × P.
(4.11)
Because fk ≡ 0 on ∂TP , it follows from Remark 1.8 that uk ≡ 0 on [0,∞) × ∂TP . By Proposition 3.7,
we have that
uk(t, p) = Ttfk(p) (4.12)
= EQp [fk(ω(t))] , (4.13)
for all k ∈ N and for all (t, p) ∈ [0,∞) × P . The preceding identity and definition (4.10) of the cutoff
functions ϕk yield the uniform bound,
‖uk‖C([0,∞)×P ) ≤ ‖f‖C(P ), ∀ k ∈ N. (4.14)
The supremum estimate [22, Theorem 1.2] implies that for all 0 < t < T and l ∈ N there is a positive
constant, C1 = C1(l, L, t, T ), such that
‖uk‖Cl([t,T ]×P ) ≤ C1‖f‖C(P ), ∀ k ∈ N, (4.15)
and so we can extract a subsequence converging uniformly in C l([t, T ] × P ), for all l ∈ N, to a function
u¯ ∈ C∞((0,∞) × P ). Letting k tend to ∞ in identity (4.13), using (4.10) and (4.7), we obtain that
u¯ = u. Thus, inequality (4.15) implies that u satisfies estimate (4.8) and we have that u belongs to
C∞((0,∞) × P ).
It remains to show that the solution u belongs to C∞([0,∞) × P\∂TP ). For p ∈ P\∂TP , we choose
r > 0 such that B2r(p) ⊂ P\∂TP , where Br(p) denotes the relative open ball in the compact manifold
P centered at p and of radius r with respect to the Riemannian metric induced on the manifold P by the
generalized Kimura operator. Because fk = f on B2r(p), for k large enough, we can apply [22, Theorem
1.3] to obtain that for all T > 0 and l ∈ N there is a positive constant, C2 = C2(l, L, r, T ), such that
‖uk‖Cl([0,T ]×B¯r(p)) ≤ C2‖f‖Cl+3(B¯2r(p)), ∀ k ∈ N, (4.16)
which implies that u belongs to C∞([0,∞)×P\∂TP ), by letting k tend to∞. Choosing relatively open
sets U and V such that U¯ ⊂ V¯ ⊂ P\∂TP and dist(U¯ , P\V¯ ) > 0, there is a positive constant r and there
are points {pi : i = 1, . . . , I} ⊂ P\∂TP , such that
U ⊂
I⋃
i=1
Br(pi), and
I⋃
i=1
B2r(pi) ⊂ V.
Applying estimate (4.16) on each ball Br(pi), it follows that for all 0 < T and l ∈ N, there is a positive
constant, C3 = C3(l, L, T, U, V ), such that
‖uk‖Cl([0,T ]×U¯) ≤ C3‖f‖Cl+3(V¯ ), ∀ k ∈ N, ∀ l ∈ N,
and letting k tend to∞, we obtain that estimate (4.9) holds. This completes the proof. 
Lemma 4.4 (Non-homogeneous Dirichlet problem). Suppose that the generalized Kimura operator satis-
fies the standard assumptions. Let g ∈ C∞([0,∞) × P ). Then the non-homogeneous Dirichlet problem, ut − Lu = g on (0,∞)× P\∂
TP,
u = 0 on (0,∞)× ∂TP,
u = 0 on {0} × P,
(4.17)
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has a unique solution u that satisfies (4.3). Moreover, the solution u satisfies the representations:
u(t, p) =
∫ t
0
Tt−sg(s) ds (4.18)
= EQp
[∫ t∧τ
∂T P
0
g(t− s, ω(s)) ds
]
, (4.19)
for all (t, p) ∈ (0,∞)×P , where the stopping time τ∂TP is defined in (1.18) andQp is the unique solution
to the martingale problem in Definition 1.1.
Remark 4.5. In general the function u(t, p) cannot be differentiable along ∂TP.
Proof. We first prove the existence of solutions to the non-homogeneous Dirichlet problem (4.17) using
Duhamel’s principle. We define u as in (4.18) and we notice that identity (4.19) holds by the first equality
in (3.25) and property (2.18). Estimate (4.9) and the representation formula (4.6) give us that for all t > 0,
l ∈ N, and relatively open sets U ⊂ V ⊂ P\∂TP such that dist(U¯ , P\V¯ ) > 0, there is a positive
constant, C = C(l, L, t, U, V ), such that
‖T·−sg(s)‖Cl([s,t]×U¯) ≤ C‖g(s)‖Cl+3(V¯ ),
from which it follows that the function u defined by (4.18) belongs to C∞([0,∞) × P\∂TP ). It remains
to show that u is continuous up to [0,∞)×∂TP and it is identically 0 on this portion of the boundary. For
(t, p) ∈ [0,∞)× ∂TP , we let {(tk, pk)}k∈N be a sequence of points in [0,∞)× (P\∂TP ) that converges
to (t, p). If t = 0, we notice that
|u(tk, pk)| ≤ ‖g‖C([0,T0]×P )tk → 0, as k →∞,
where we used the fact that
‖Ttg(s)‖C(P ) ≤ ‖g‖C([0,T0 ]×P ), ∀ s ∈ [0, T0], (4.20)
and where we denote T0 := supk tk. If t > 0, we choose ε ∈ (0, t/2) and we decompose
u(tk, pk) =
∫ t−ε
0
Ttk−sg(s)(pk) ds +
∫ tk
t−ε
Ttk−sg(s)(pk) ds, ∀ k ∈ N. (4.21)
We let K1 = K1(ε) be an integer such that tk ∈ (t − ε/2, t + ε/2), for all k ≥ K1. Then for all
s ∈ [0, t−ε], we have that tk−s ≥ ε/2, and so Lemma 4.3 gives us that Ttk−sg(s)(pk) converges to 0, as
(tk, pk) converges to (t, p). Using also the uniform bound (4.20), the Dominated Convergence Theorem
implies that there is an integer K2 = K2(ε) such that∣∣∣∣∫ t−ε
0
Ttk−sg(s)(pk) ds
∣∣∣∣ < ε, ∀ k ≥ K2 ∨K1.
The uniform bound (4.20) and the fact that |tk − (t− ε)| < 2ε imply that∣∣∣∣∫ tk
t−ε
Ttk−sg(s)(pk) ds
∣∣∣∣ < 2ε‖g‖C([0,T0 ]×P ), ∀ k ≥ K2 ∨K1.
Combining the preceding two inequalities, we conclude that for all ε > 0, there is and integer K0 =
K0(ε) := K2∨K1, such that |u(tk, pk)| < ε, for all k ≥ K0. Combining the cases when t = 0 and t > 0,
we proved that u is continuous up to [0,∞)× ∂TP and it is identically 0 on this portion of the boundary.
To prove the uniqueness of solutions u such that (4.3) holds, we choose ϕ(s, p) := u(t − s, p) in the
definition of the martingales (1.3), where we let s ∈ [0, t ∧ τ∂TP ) and p ∈ P . Taking expectation under
the probability measure Qp, it follows that u satisfies the stochastic representation (4.19), which implies
that the solution is uniquely defined in terms of the source function g. This completes the proof. 
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We conclude this section with
Proof of Theorem 4.1. By defining the solution u by
u := ζ + v, (4.22)
and letting v be the unique solution to the non-homogeneous Dirichlet problem (4.17) with source function
g := −(∂t − L)ζ , it follows that u satisfies (4.3) and the semigroup representation (4.4). Because the
function v is identically 0 on {0} × P and on (0,∞) × ∂TP by construction, property (4.2) is used
to ensure that the function u defined in (4.22) satisfies the initial condition u = 0 on {0} × P , and so
indeed u is a classical solution to (4.1). As usual, the stochastic representation (4.5) follows by choosing
ϕ(s, p) := u(t − s, p) in the definition of the martingales (1.3), where we let s ∈ [0, t ∧ τ∂TP ), and by
taking expectation under the probability measure Qp and using the fact that the function u belongs to the
space (4.3). This completes the proof. 
5. HITTING DISTRIBUTIONS OF TANGENT BOUNDARY COMPONENTS AND TRANSITION
PROBABILITIES
In this section we give the proofs of our main results concerning the distribution probabilities of Kimura
diffusions. We divide the section into two parts. In §5.1 we study the properties of the hitting distributions
(caloric measure) of the generalized Kimura process, and in §5.2 we establish the structure of the transition
probabilities in Theorem 1.11.
5.1. Properties of hitting distributions. We begin with the proof of Theorem 1.9 by first establishing
in Proposition 5.1 an integral representation of solutions to the non-homogeneous parabolic Dirichlet
problem (4.1). To prove Theorem 1.10 we consider separately the case when two tangent boundary
components meet and when a tangent and a transverse boundary component meet. The former case is
considered in Lemma 5.2, which is a direct consequence of Theorem 1.9. The latter case requires more
careful consideration because we do not have good estimates on the derivatives of the Dirichlet heat kernel
on neighborhoods of transverse boundary components due to the presence of the logarithmic singulari-
ties in the coefficients of the adjoint operator. Nevertheless, we prove the latter case in Lemma 5.3 via a
Landis-type growth estimate, Lemma A.1, and a regularity result for the hitting probabilities of lower di-
mensional boundary components, Lemma A.4. We conclude §5.1 with the proof of the doubling property
of the hitting distribution in Theorem 5.4.
We denote
x̂i = (x1, . . . , xi−1, 0, xi+1, . . . , xn), ∀x = (x1, . . . , xn) ∈ R¯n+. (5.1)
We first prove an integral representation of solutions to the non-homogeneous Dirichlet problem (4.1):
Proposition 5.1 (Integral representation of solutions to the non-homogeneous Dirichlet problem). Sup-
pose that the generalized Kimura operator satisfies the standard assumptions. Let q ∈ ∂cP and let R > 0
be such that in an adapted system of coordinates we identify q with the origin and the generalized Kimura
operator has constant weights on B∞R . Let 0 < r < R and ζ ∈ C∞c ((0,∞) × B¯∞r ) and let u be the
unique solution to the non-homogeneous parabolic Dirichlet problem (4.1). Let
t0 := inf{t ≥ 0 : supp ζ ⊆ [0, t]× B¯∞r }. (5.2)
Then, for all t > 2t0 and p ∈ P\∂TP , the solution u satisfies the integral representation,
u(t, p) =
∫ t
0
(
n0∑
i=1
∫
int(Hi)
kxi(t− s, p, (x̂i, y))ζ(s, (x̂i, y))dµHi(x̂i, y)
)
ds, (5.3)
where without loss of generality we choose the integer n0 such that it satisfies property (3.36), we denote
Hi = {z ∈ S¯n,m : xi = 0}, and we recall the definition of the weighted measure dµHi in Remark 1.8.
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Proof. We divide the proof in several steps. In Step 1 we establish that the right-hand side in identity (5.3)
is well-defined, while in Steps 2 and 3 we employ an approximation procedure to prove that identity (5.3)
holds.
Step 1 (The right-hand side in (5.3) is well-defined). Remark 1.8 and formula (3.4) give us that we can
write the measure dµHi is adapted local coordinates as:
dµHi =
x−bi+1i dµ(x, y)
dxi
, ∀ (x, y) ∈ Sn,m, ∀ 1 ≤ i ≤ n. (5.4)
The assumption that t > 2t0, where the positive constant t0 is defined in (5.2), gives us that the integrand
kxi(t− s, p, (x̂i, y)) on the right-hand side of (5.3) is evaluated only for t− s > t0. Because the operator
has constant weights in the adapted local system of coordinates, we can apply Theorem 3.14 to obtain that
the normal derivative kxi(·, p, ·) is a smooth function on (0,∞)×(int(Hi)∩B¯∞R ), for all p ∈ P\∂TP and
for all 1 ≤ i ≤ n0. Thus, we have that kxi(·, p, ·) is a continuous function up to (0,∞)× (int(Hi)∩ B¯∞R ).
Identity (5.4) and estimate (3.38) give us that there is a positive constant, C = C(L, t0, t, r, R), such that
|kxi(s, p, (x̂i, y))| dµHi(x̂i, y) ≤ C
n0∏
j=1
j 6=i
xjx
−1
j dxj
n∏
k=n0+1
xbk−1k dxk
m∏
l=1
dyl
≤ C
n∏
k=n0+1
xbk−1k dxk
n0∏
j=1
j 6=i
dxj
m∏
l=1
dyl,
for all s ∈ [t0, t], p ∈ P\∂TP , (x̂i, y) ∈ int(Hi) ∩ B¯∞R , and 1 ≤ i ≤ n0. It is easy to see that the
right-hand side of the preceding inequality is integrable on int(Hi) ∩ B¯∞R . This completes the proof of
the fact that the right-hand side in identity (5.3) is well-defined.
Step 2 (Approximation). In an adapted local system of coordinates, using identity (4.4) and Remark 3.8,
for t > t0, we can then write
u(t, p) = −
∫ t
0
∫
Sn,m
k(t− s, p, (x, y))(∂s − L)ζ(s, (x, y)) dµ(x, y) ds, (5.5)
where we use the fact that ζ(t, ·) = 0, for all t ≥ t0 by (5.2). We recall that the measure dµ can be
represented as in (3.4). The fact that the right-hand side in the preceding identity is well-defined can be
proved using a similar argument of the one described in Step 1, in which we replace the appeal to estimate
(3.38) to that of estimate (3.37) (with b = 0) and we replaced the measure dµHi by dµ. For all ε > 0 and
1 ≤ i ≤ n, we denote
Sεn,m := (ε,∞)n × Rm and Hεi := ∂Sεn,m ∩ {xi = ε},
and we set
uε(t, p) := −
∫ t
0
∫
Sεn,m
k(t− s, p, (x, y))(∂s − L)ζ(s, (x, y)) dµ(x, y) ds,
DEGENERATE DIFFUSIONS 35
which converges to u(t, p), as ε tends to 0, by the Dominated Convergence Theorem since the right-hand
side in (5.5) is an integrable function. We write uε(t, p) = Iε1 + I
ε
2 , where we define
Iε1 := −
∫ t
0
∫
Sεn,m
k(t− s, p, (x, y))∂sζ(s, (x, y)) dµ(x, y) ds,
Iε2 :=
∫ t
0
∫
Sεn,m
k(t− s, p, (x, y))Lζ(s, (x, y)) dµ(x, y) ds.
Using Lemma 3.12 and the fact that the adjoint operator L̂ is hypo-elliptic on int(P ), we have that k(·, p, ·)
is a smooth function on ((0,∞) × S¯εn,m) ∩ supp ζ , and so we can integrate by parts in the preceding
integrals. Using the fact that that ζ(0) = ζ(t) = 0, for all t ≥ t0, we obtain
Iε1 := −
∫ t
0
∫
Sεn,m
∂tk(t− s, p, (x, y))ζ(s, (x, y)) dµ(x, y) ds. (5.6)
Integration by parts in the term Iε2 gives us
Iε2 :=
n∑
i=1
Jεi −
∫ t
0
∫
Sεn,m
L̂k(t− s, p, (x, y))ζ(s, (x, y)) dµ(x, y) ds, (5.7)
where the boundary terms Jεi , for 1 ≤ i ≤ n, have the following expressions
Jεi := −εbi
∫ t
0
∫
Hεi
(1 + xiaii)k(t− s, p, (x, y))ζxi(s, (x, y)) dµHi(x̂i, y) ds
+ εbi
∫ t
0
∫
Hεi
aii + xi∂xiaii + n∑
j=1
(bjaij + xj∂xjaij)
 k(t− s, p, (x, y))ζ(s, (x, y)) dµHi (x̂i, y) ds
+ εbi
∑
j 6=i
∫ t
0
∫
Hεi
xjaijk(t− s, p, (x, y))ζxj (s, (x, y)) dµHi(x̂i, y) ds
+ εbi
m∑
l=1
∫ t
0
∫
Hεi
cilk(t− s, p, (x, y)))ζyl(s, (x, y)) dµHi (x̂i, y) ds
+ εbi
∑
j 6=i
∫ t
0
∫
Hεi
xjaijkxj (t− s, p, (x, y))ζ(s, (x, y)) dµHi (x̂i, y) ds
+ εbi
∫ t
0
∫
Hε
i
(1 + xiaii)kxi(t− s, p, (x, y))ζ(s, (x, y)) dµHi (x̂i, y) ds.
Combining identities (5.6) and (5.7) together with Lemma 3.12 it follows that
uε(t, p) =
n∑
i=1
Jεi . (5.8)
It remains prove that uε(t, p) converges, as ε→ 0, to the expression of u(t, p) in (5.3).
Step 3 (Convergence). For all 1 ≤ i ≤ n, we denote each line in the expression of Jεi by Jεi,i′ , for
1 ≤ i′ ≤ 6. Using the expression of the measure dµHi in (5.4) and applying estimate (3.37) (with b = 0),
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there is a positive constant, C = C(L, t0, t, r, R), such that for all 1 ≤ i′ ≤ 4, we have that
4∑
i′=1
|Jεi,i′ | ≤ Cεbi
∫
Hεi ∩B
∞
r
x−bi+1i
n0∏
j=1
xjx
−1
j
n∏
k=n0+1
xbk−1k
n∏
l=1
l 6=i
dxl dy
≤ Cεbi
∫
Hεi ∩B
∞
r
x−bi+1i
n∏
k=n0+1
xbk−1k
n∏
l=1
l 6=i
dxl dy.
The preceding sum of four terms is bounded byCε, for all 1 ≤ i ≤ n0, and byCεbi , for all n0+1 ≤ i ≤ n.
Thus, we have shown that
4∑
i′=1
|Jεi,i′ | ≤ C
(
ε+ εbi
)
, ∀ 1 ≤ i ≤ n. (5.9)
To bound the term Jεi,5, we apply estimate (3.38), when 1 ≤ j ≤ n0 and j 6= i, and estimate (3.37), when
n0 + 1 ≤ j ≤ n and j 6= i, and we obtain, by employing the same argument used to prove (5.9), that
|Jεi,5| ≤ C
(
ε+ εbi
)
, ∀ 1 ≤ i ≤ n. (5.10)
Next we consider the term Jεi,6 and we see that estimate (3.37) gives us for all n0 + 1 ≤ i ≤ n that
|Jεi,6| ≤ C
(
ε+ εbi
)
, ∀n0 + 1 ≤ i ≤ n, (5.11)
while the argument employed in the proof of Step 1 gives us, for 1 ≤ i ≤ n0, that
Jεi,6 →
∫ t
0
∫
int(Hi)
kxi(t− s, p, (x̂i, y))ζ(s, (x̂i, y)) dµHi(x̂i, y) ds, as ε→ 0.
The preceding property combined with estimates (5.9), (5.10), (5.11), and identity (5.8) give us that iden-
tity (5.3) indeed holds.
This completes the proof. 
With the aid of Proposition 5.1, we can now give
Proof of Theorem 1.9. Let i ∈ IT and q ∈ int(Hi). We choose an adapted system of coordinates such
that we identify q with the origin in S1,N−1 and we write the generalized Kimura operator in the form
(1.1) with n = 1 and m = N − 1 on B∞R . We notice that because i ∈ IT , the weights of the generalized
Kimura operator are constant on B∞R . Fixing notation so that i↔ 1, we have b1 ≡ 0, and so we can apply
Proposition 5.1. Let 0 < r < R and ζ be a smooth function with compact support in (0,∞)×(B∞r ∪{x1 =
0}). Let u be the unique solution to the non-homogeneous parabolic Dirichlet problem (4.1) with boundary
data ζ . Let t0 be the positive constant defined in (5.2). By Proposition 5.1, for all t > 2t0, we obtain
the integral representation (5.3) of the solution u, and from Proposition 4.1, we obtain the stochastic
representation (4.5) of the solution u, which yield the identity∫ t
0
∫
{x1=0}
ζ(t− s, (0, y))Qp
(
τ∂TP ∈ (s, s+ ds], ω(τ∂TP ) ∈
N−1∏
l=1
(yl, yl + dyl]
)
=
∫ t
0
∫
{x1=0}
kx1(s, p, (0, y))ζ(t − s, (0, y))dµ{x1=0}(0, y) ds,
for all (t, p) ∈ (2t0,∞)×P\∂TP . Because the smooth test function ζ with compact support in (0,∞)×
(B∞r ∪ {x1 = 0}) is arbitrarily chosen, the preceding identity implies the existence of a density functions
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hi as in (1.22) such that property (1.23) holds. The regularity property (1.24) is a direct consequence of
Theorem 3.14. This completes the proof. 
Our goal is next to prove Theorem 1.10 with the aid of several auxiliary results. We begin with the
proof of
Lemma 5.2 (Hitting probability of two tangent hypersurfaces). Suppose that the generalized Kimura
operator satisfies the standard assumptions. Let i, j ∈ IT , and q ∈ Hi ∩ Hj be such that there is a
positive constant r such that
Br(q) ∩ ∂P ⊆ ∂cP. (5.12)
Then, for all points p ∈ P\∂TP , we have that
Qp(ω(τ∂TP ) ∈ Hi ∩Hj ∩Br/2(q)) = 0. (5.13)
Proof. Let k ∈ N and let ϕk ∈ C∞(P ) be such that
ϕk = 1 on {w ∈ P : dist(w,Hi ∩Hj) ≤ 1/k} ∩Br/2(q),
ϕk = 0 on {w ∈ P : dist(w,Hi ∩Hj) ≥ 2/k} ∪Bcr/2+1/k(q),
where the distance in the preceding definition is with respect to the Riemannian metric induced on the
manifold P by the generalized Kimura operator, and Bcs(q) denotes the complement of Bs(q) in P . Let
T > 0 and let ψk ∈ C∞([0,∞)) be such that
ψk(t) = 1 on [1/k, T ], and ψk(t) = 0 on [0, 1/(2k)] ∪ [T + 1/k,∞).
Let uk be the unique solution to the non-homogeneous parabolic Dirichlet problem (4.1) with boundary
condition ζk(t, p) := ψk(t)ϕk(p). Identity (4.5) gives us that
uk(t, p) = EQp [ζk(t− t ∧ τ∂TP , ω(t ∧ τ∂TP ))] , ∀ (t, p) ∈ (0,∞)× P,
Condition (5.12) allows us to apply Proposition 5.1. Using the fact that the function ζk converges to 0 a.e.
on ∂P with respect to the Lebesgue measure on ∂P , as k →∞, we obtain from the integral representation
(5.3) that uk(t, p) tends to 0, as k →∞, for all (t, p) ∈ (2T,∞)× P\∂TP . From the construction of the
sequence of functions {ζk}k∈N, the right-hand side of the preceding identity converges to
Qp(t− T ≤ τ∂TP ≤ t, ω(τ∂TP ) ∈ Hi ∩Hj ∩Br/2(q)),
as k → ∞, for all (t, p) ∈ (2T,∞) × P\∂TP . Because T can be chosen arbitrarily small and t can be
chosen arbitrarily large such that t > 2T , the preceding identity implies property (5.13). This completes
the proof. 
We next prove
Lemma 5.3 (Hitting probability of a tangent and a transverse hypersurface). Suppose that the generalized
Kimura operator satisfies the standard assumptions, then, for all points p ∈ P\∂TP , i ∈ IT , and j ∈ I⋔,
we have that property (1.25) holds.
Proof. Lemma A.4 implies that the function u defined by (A.20):
u(p) := Qp(ω(τ∂T P ) ∈ Hi ∩Hj), ∀ p ∈ P, (5.14)
locally satisfies the hypotheses of LemmaA.1. Thus, a standard covering argument combined with Lemma
A.1 implies that there is a constant, θ ∈ (0, 1), such that
sup{u(p) : p ∈ P, dist(p,Hi ∩Hj) < r/2} ≤ θ sup{u(p) : p ∈ P, dist(p,Hi ∩Hj) < r},
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for all r > 0 small enough, where the distance is computed with respect to the Riemannian metric in-
duced by the generalized Kimura operator on the manifold P . Because the function u defines the hitting
probability of the Kimura diffusion on the boundary component Hi ∩Hj , we clearly have that
sup{u(p) : p ∈ P, dist(p,Hi ∩Hj) < r/2} ≥ sup{u(p) : p ∈ P, dist(p,Hi ∩Hj) < r}.
The preceding two identities and the fact that θ < 1 show that u(p) = 0, for all p ∈ P\(Hi ∩Hj), which
implies property (1.25). This completes the proof. 
We can now give
Proof of Theorem 1.10. When j ∈ I⋔, the conclusion follows from Lemma 5.3. We next consider the
case when j ∈ IT . Because the set Hi ∩Hj is compact, it is sufficient to prove that for all q ∈ Hi ∩Hj ,
there is a positive constant r such that property (5.13) holds. If q ∈ int(Hi∩Hj), then there is r > 0 such
that the generalized Kimura operator has zero weights on Br(q), and so the hypotheses of Lemma 5.2 are
satisfied, which implies that property (5.13) holds. When q ∈ (Hi ∩ Hj)\ int(Hi ∩ Hj), exactly one of
the following two can hold:
for all k ∈ {1, . . . , η} such that q ∈ Hk, then k ∈ IT , (5.15)
there is k ∈ {1, . . . , η} such that q ∈ Hk, and k ∈ I⋔. (5.16)
When property (5.15) holds, we again are in the situation when there is r > 0 such that the generalized
Kimura operator has zero weights on Br(q), and so we can apply Lemma 5.2 to obtain that (5.13) holds.
When property (5.16) holds, we can apply Lemma 5.3 to i ∈ IT and k ∈ I⋔ to obtain the conclusion.
This completes the proof of Theorem 1.10. 
We conclude this section with the proof of the doubling property of the hitting distributions (caloric
measure). This is the extension to the degenerate framework of generalized Kimura operators of the
doubling property satisfied by the caloric measure of parabolic equations defined by strictly elliptic oper-
ators, [25, Theorem 1.1], [12, Theorem 2.4]. Our method of the proof is based on the boundary Harnack
principle established in [10]. For all (t, p) ∈ (0,∞) × P and for all r > 0, we denote
Cr(t, p) := (t− r2, t+ r2)×Br(p), (5.17)
∆r(t, p) := Cr(t, p) ∩ ∂TP. (5.18)
We can now state
Theorem 5.4 (Doubling property of hitting distributions). Let δ ∈ (0, 1) and T > 0. Then there is a
positive constant, D = D(δ, T ), such that for all q ∈ ∂TP such that
dist∂P (q, ∂
⋔P ) > δ, 2 (5.19)
we have that, for all 0 < r < δ/8, 16δ2 < t < T − 16r2, and p ∈ P\∂TP ,
Qp(ω(τ∂TP ) ∈ ∆2r(t, q)) ≤ DQp(ω(τ∂TP ) ∈ ∆r(t, q)). (5.20)
Proof. Without loss of generality we can assume that the positive constant δ is small enough such that in an
adapted local system of coordinates, we can identify q ∈ ∂TP with the origin in S¯n,m, and the generalized
Kimura operator takes the form of the operator L in (1.1). We can also assume that the weights of the
operator L satisfy (3.36), where R is chosen large enough. Applying Proposition 5.1 we can write
Qp(ω(τ∂TP ) ∈ ∆2r(t, q)) =
n0∑
i=1
∫
∆r(t,O)∩Hi
kxi(s, p, z) dµHi(z) ds, (5.21)
2The distance is computed with respect to the intrinsic Riemannian metric
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where we denote
Hi = {xi = 0} ∩ ∂Sn,m and dµHi(z) =
n0∏
j=1
j 6=i
x−1j
n∏
l=n0+1
x
bl(z)−1
l , ∀ 1 ≤ i ≤ n0.
Let r0 := δ/6; define e ∈ Rn+m as the vector having all coordinates equal to 0 except for the first n
coordinates, which are equal to 1, and f ∈ Rn+m as the vector having all coordinates equal to 0 except for
the lastm coordinates, which are equal to 1, and
Ar(O) :=:=
r2
4n
e+
r
2
√
m
f and wT (z) :=
n0∏
j=1
x−1j .
Applying [10, Estimates (1.17) and (1.18)] and Lemma 3.12 (i), it follows that there is a positive constant
H with the property that
kxi(t, p, z) ≤ HwT (Ar0(O))k(t+ 4r20 , p, Ar0(O))
n0∏
j=1
j 6=i
xj , ∀ (t, z) ∈ ∆2r(t, O),
kxi(t, p, z) ≥ HwT (Ar0(O))k(t− 2r20 , p, Ar0(O))
n0∏
j=1
j 6=i
xj , ∀ (t, z) ∈ ∆r(t, O),
which gives us that∫
∆2r(t,O)∩Hi
kxi(s, p, z) dµHi(z) ds
≤ HwT (Ar0(O))k(t+ 4r20 , p, Ar0(O))
∫
∆2r(t,O)∩Hi
n∏
l=n0+1
x
bl(z)−1
l ,∫
∆r(t,O)∩Hi
kxi(s, p, z) dµHi(z) ds
≥ HwT (Ar0(O))k(t− 2r20 , p, Ar0(O))
∫
∆r(t,O)∩Hi
n∏
l=n0+1
x
bl(z)−1
l dz ds.
By [9, Proposition 3.1], the measure
∏n
l=n0+1
x
bl(z)−1
l dz satisfies the doubling property, and so there is a
positive constant, D0, such that∫
∆2r(t,O)∩Hi
n∏
l=n0+1
x
bl(z)−1
l dz ds ≤ D0
∫
∆r(t,O)∩Hi
n∏
l=n0+1
x
bl(z)−1
l dz ds.
Combining the preceding three inequalities it follows that∫
∆2r(t,O)∩Hi
kxi(s, p, z) dµHi(z) ds
≤ D0 k(t+ 4r
2
0 , p, Ar0(O))
k(t− 2r20 , p, Ar0(O))
∫
∆r(t,O)∩Hi
kxi(s, p, z) dµHi(z) ds.
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Lemma 3.12 (ii) and the elliptic-type Harnack inequality [10, Lemma 4.5], gives us that there is a positive
constant, H0, such that
k(t+ 4r20 , p, Ar0(O))
k(t− 2r20 , p, Ar0(O))
≤ H0, ∀ p ∈ P\∂TP, ∀ t > 16δ2.
The preceding two inequalities and identity (5.21) imply the doubling property (5.20). This concludes the
proof. 
5.2. Structure of the transition probabilities. Finally, we give the proof of the main result in our article:
Proof of Theorem 1.11. Let f ∈ C∞(P ), p ∈ P\∂TP , and let Qp be the probability measure constructed
in Theorem 1.3. Using identity (1.26), we have that∫
P
f(w)ΓP (t, p, dw) = EQp [f(ω(t))] , ∀ t ≥ 0. (5.22)
The right-hand side of the preceding identity can be written as the sum of two terms as follows:
EQp [f(ω(t))] = EQp
[
f(ω(t))1{t<τ
∂T P
}
]
+ EQp
[
f(ω(t))1{t≥τ
∂T P
}
]
= EQp
[
f(ω(t))1{t<τ
∂T P
}
]
+ EQp
[
1{t≥τ
∂T P
}EQp
[
f(ω(t))
∣∣Fτ
∂T P
]]
= EQp
[
f(ω(t))1{t<τ
∂T P
}
]
+ EQp
[
1{t≥τ
∂T P
}EQp
[
f(ω(t))
∣∣ω(τ∂TP )]] , (5.23)
where in the last line we used the strong Markov property of the canonical process established in Corollary
1.4. We recall the definition of the stopping time τ∂TP in (1.18) and of the filtration {Ft}t≥0 in Definition
1.1. Identity (3.25) yields
EQp
[
f(ω(t))1{t<τ
∂T P
}
]
=
∫
int(P )
f(w)kP (t, p, w) dµP (w). (5.24)
Here we denote by kP (·, p, ·) the Dirichlet heat kernel constructed in Theorem 1.7. Thus, we obtain that
EQp [f(ω(t))] =
∫
int(P )
f(w)kP (t, p, w) dµP (w) + EQp
[
1{t≥τ
∂T P
}EQp
[
f(ω(t))
∣∣ω(τ∂TP )]] .
We prove Theorem 1.11 by induction on the dimension N of the compact manifold P with corners. We
divide the proof into two steps. In Step 1 we establish that equality (1.27) holds when N = 1, and in Step
2 we prove the induction step.
Step 1 (Base case). WhenN = 1, the manifold P is a smooth connected curve with two endpoints (which
we view as sets), P 01 and P
0
2 ,We start by assuming that d0 = 2. Using the identity,
EQp
[
f(ω(t))
∣∣ω(τ∂TP )] = d0∑
i=1
EQp
[
f(ω(t))
∣∣ω(τ∂TP )]1{ω(τ
∂T P
)∈P 0i }
, Qp-a.s. on {t ≥ τ∂TP},
and applying Lemma 2.5 with Σ = P 0i , for i = 1, 2, it follows that
EQp
[
f(ω(t))
∣∣ω(τ∂TP )] = d0∑
i=1
f(P 0i )1{ω(τ
∂T P
)∈P 0i }
, Qp-a.s. on {t ≥ τ∂TP }.
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The preceding equality yields
EQp
[
1{t≥τ
∂T P
}EQp
[
f(ω(t))
∣∣ω(τ∂TP )]] = d0∑
i=1
f(P 0i )Q
p(ω(t ∧ τ∂TP ) ∈ P 0i )
=
d0∑
i=1
f(P 0i )pP 0i
(t, p),
where the function pP 0i
(t, p) is defined by (2.17), in which we choose Σ = P 0i , for all 1 ≤ i ≤ d0.
Denoting pP 0i
(t, p) by kP ;P
0
i (t, p, pi), where pi denotes the point in P
0
i , the preceding identity together
with equalities (5.24), (5.23), and (5.22) yield∫
P
f(w)ΓP (t, p, dw) =
∫
int(P )
f(w)kP (t, p, w) dµP (w) +
d0∑
i=1
f(P 0i )k
P ;P 0i (t, p, w)δP 0i
(w),
where we recall that δP 0i (w) = 1, if w = pi, and δP 0i (w) = 0, otherwise. Because the test function f
was arbitrarily chosen in C∞(P ), the preceding identity implies (1.27) when N = 1. This completes the
proof of Step 1, assuming that d0 = 2; the argument with d0 = 1 is quite similar and is left to the reader.
Step 2 (Induction step). We now assume that identity (1.27) holds for all connected compact manifolds P
with corners of dimension N − 1 and generalized Kimura diffusion operators, satisfying the hypotheses
of the theorem. We now prove that it also holds for connected compact manifolds with corners, with
generalized Kimura diffusion operators, of dimension N .
Let P be a compact manifold with corners of dimension N . To simplify notation for the remaining part
of the proof, we introduce the abbreviations:
τ := τ∂TP , and τk,i := τ∂TP ki
, ∀ 1 ≤ i ≤ dk, ∀ 1 ≤ k ≤ N − 1.
When N > 1, Theorem 1.10 gives us that
EQp
[
f(ω(t))
∣∣ω(τ)] = dN−1∑
i=1
EQp
[
f(ω(t))
∣∣ω(τN−1,i)]1{ω(τ)∈int(PN−1i )}, Qp-a.s. on {t ≥ τ},
while Lemma 2.5 implies that
EQp
[
f(ω(t))
∣∣ω(τN−1,i)] = EQp [f ↾PN−1i (ω(t))∣∣ω(τN−1,i)] ,
for all 1 ≤ i ≤ dN−1. Combining the preceding two identities we obtain that
EQp
[
1{t≥τ}EQp
[
f(ω(t))
∣∣ω(τ)]] = dN−1∑
i=1
EQp
[
1{t≥τN−1,i}EQp
[
f ↾PN−1i
(ω(t))
∣∣ω(τN−1,i)]] .
Theorem 1.9 shows that there is a non-negative, measurable function,
hi(·, p, ·) : [0,∞)× PN−1i → [0,∞), ∀ 1 ≤ i ≤ dN−1,
such that we can express the right-hand side of the preceding equality in integral form as:
EQp
[
1{t≥τN−1,i}EQp
[
f ↾PN−1i
(ω(t))
∣∣ω(τN−1,i)]]
=
∫ t
0
∫
int(PN−1i )
hi(s, p, w)EQw
[
f ↾PN−1i
(ω(t− s))
]
dµPN−1i
(w) ds,
(5.25)
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where we used once again the strong Markov property of the canonical process under the measure Qp
established in Corollary 1.4. Because the operator L is tangent to the boundary hypersurface PN−1i , it
follows from Lemma 2.5 that the process {ω(t)}, for all t ≥ τN−1,i, has support in compact manifold
PN−1i with corners. Remarks 1.8 and 2.3 imply that its law is the solution to the martingale problem
associated to the restriction operator LPN−1i
, for all 1 ≤ i ≤ dN−1. Because PN−1i is a compact manifold
with corners of dimension N − 1, we can apply the induction hypothesis to conclude that, for all w ∈
PN−1\∂TPN−1i , we have that there are Borel measurable functions,
kP
N−1
i (·, w, ·) : (0,∞) × PN−1i → [0,∞),
kP
N−1
i
;P kj (·, w, ·) : (0,∞) × P kj → [0,∞),
for P kj with P
N−1
i ∩ P kj 6= ∅, for all 1 ≤ j ≤ dk, 0 ≤ k ≤ N − 1, and the following holds:
EQw
[
f ↾PN−1i
(ω(t− s))
]
=
∫
int(PN−1i )
f(ξ)kP
N−1
i (t− s,w, ξ) dµPN−1i (ξ)
+
N−2∑
k=1
dk∑
j=1
1{PN−1
i
∩P k
j
6=∅}
∫
int(P kj )
f(ξ)kP
N−1
i ;P
k
j (t− s,w, ξ) dµP kj (ξ)
+
d0∑
j=1
1{PN−1i ∩P
0
j 6=∅}
f(ξ)kP
N−1
i ;P
0
j (t− s,w, ξ) δP 0j (ξ).
(5.26)
We introduce the following notation, for all 1 ≤ i ≤ dN−1, 1 ≤ j ≤ dk, and 1 ≤ k ≤ N − 2:
kP ;P
N−1
i (t, p, ξ) :=
∫ t
0
∫
int(PN−1i )
hi(s, p, w)k
PN−1i (t− s,w, ξ) dµPN−1i (w) ds,
kP ;P
N−1
i ;P
k
j (t, p, ξ) :=
∫ t
0
∫
int(PN−1i )
hi(s, p, w)k
PN−1i ;P
k
j (t− s,w, ξ) dµPN−1
i
(w) ds,
kP ;P
N−1
i ;P
0
j (t, p, ξ) :=
∫ t
0
∫
int(PN−1
i
)
hi(s, p, w)k
PN−1i ;P
0
j (t− s,w, ξ) dµPN−1i (w) ds δP 0j (ξ).
Combining identities (5.25) and (5.26), we obtain
EQp
[
1{t≥τN−1,i}EQp
[
f ↾PN−1i
(ω(t))
∣∣ω(τN−1,i)]]
=
∫
int(PN−1i )
f(ξ)kP ;P
N−1
i (t, p, ξ) dµPN−1
i
(ξ)
+
N−2∑
k=1
dk∑
j=1
1{PN−1i ∩P
k
j 6=∅}
∫
int(P kj )
f(ξ)kP ;P
N−1
i ;P
k
j (t, p, ξ) dµP kj
(ξ)
+
d0∑
j=1
1{PN−1i ∩P
0
j 6=∅}
f(ξ)kP ;P
N−1
i ;P
0
j (t, p, ξ) δP 0j (ξ).
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The preceding identity together with (5.24), (5.23) and (5.22) give us∫
P
f(w)ΓP (t, p, dw) =
∫
int(P )
f(w)kP (t, p, w) dµP (w)
+
dN−1∑
i=1
∫
int(PN−1i )
f(w)kP ;P
N−1
i (t, p, w) dµPN−1i
(w)
+
dN−1∑
i=1
N−2∑
k=1
dk∑
j=1
1{PN−1i ∩P
k
j 6=∅}
∫
int(P kj )
f(w)kP ;P
N−1
i ;P
k
j (t, p, w) dµP kj
(w)
+
dN−1∑
i=1
d0∑
j=1
1{PN−1i ∩P
0
j 6=∅}
f(w)kP ;P
N−1
i ;P
0
j (t, p, w)δP 0
i
(w).
Letting now, for all 1 ≤ j ≤ dk and 1 ≤ k ≤ N − 2,
kP ;P
k
j (t, p, w) :=
dN−1∑
i=1
1{PN−1i ∩P
k
j 6=∅}
kP ;P
N−1
i ;P
k
j (t, p, w),
kP ;P
0
j (t, p, w) :=
dN−1∑
i=1
1{PN−1i ∩P
0
j 6=∅}
kP ;P
N−1
i ;P
0
j (t, p, w),
and using the fact that the test function f was arbitrarily chosen in C∞(P ), the preceding identity implies
(1.27). This completes the proof of the induction step.
Combining Steps 1 and 2, we obtain that identity (1.27) holds, for all N ≥ 1. This completes the
proof. 
We conclude with the
Proof of Corollary 1.13. Property (1.28) follows as soon as we prove that
EQp
[∫ T
0
1{ω(t)∈∂⋔P } dt
]
= 0, ∀ p ∈ P, ∀T > 0. (5.27)
Theorem 1.11 shows that the distribution of the generalized Kimura process is supported on P\∂⋔P ,
which is disjoint from the support of the function 1{ω(t)∈∂⋔P}. This implies that property (5.27) holds and
completes the proof. 
APPENDIX A. APPENDIX
We establish auxiliary results used in the proof of Lemma 5.3. The first result is a Landis-type growth
lemma which was proved by M.V. Safonov, [24], in the two-dimensional case (that is, we take n = 2 and
m = 0 in the statement of Lemma A.1). Given r, µ > 0 and a bounded function u, we introduce the
notation:
M(r;µ) := sup{u(z) : z ∈ Q¯(r;µ)} where, (A.1)
Q(r;µ) := (0, µr)n × (−µ√r, µ√r)m. (A.2)
44 C. L. EPSTEIN AND C. A. POP
We consider a differential operator A defined on B∞R ⊂ Sn,m by
Au(z) =
n∑
i,j=1
√
xixjaij(z)uxixj +
n∑
i=1
bi(z)uxi +
n∑
i=1
m∑
l=1
√
xicil(z)uxiyl
+
m∑
l,k=1
dlk(z)uylyk +
m∑
l=1
el(z)uyl , ∀u ∈ C2(B∞R ),
(A.3)
where we assume that the coefficients {bi(z) : 1 ≤ i ≤ n} satisfy the cleanness condition,
bi = 0 on ∂B
∞
R ∩ {xi = 0}, (A.4)
or bi > 0 on ∂B
∞
R ∩ {xi = 0}. (A.5)
We denote by IT the set of indices 1 ≤ i ≤ n such that property (A.4) holds and we denote by I⋔ the set
of indices 1 ≤ i ≤ n such that property (A.5). In this appendix it is assumed that neither set is empty. We
also denote:
Fi := ∂B
∞
R ∩ {xi = 0}, ∀ 1 ≤ i ≤ n,
∂TB∞R :=
⋃
i∈IT
Fi.
We can now state:
Lemma A.1 (Growth lemma). [24] Let n,m be non-negative integers such that n ≥ 2 and let 0 < R, ν <
1. Suppose that the coefficients of the operator A in (A.3) are bounded continuous functions on B¯∞R and
that there are positive constants, δ and K , such that for all 1 ≤ i, j ≤ n and 1 ≤ l, k ≤ m, we have that
‖aij‖C(B¯∞
R
) + ‖bi‖C(B¯∞
R
) + ‖cil‖C(B¯∞
R
) + ‖dlk‖C(B¯∞
R
) + ‖el‖C(B¯∞
R
) ≤ K, (A.6)
n∑
i,j=1
aij(z)ξiξj +
m∑
l,k=1
dlk(z)ηlηk ≥ δ(|ξ|2 + |η|2), ∀ z ∈ B¯∞R ,∀ ξ ∈ Rn,∀ η ∈ Rm, (A.7)
and the coefficients {bi(z) : 1 ≤ i ≤ n} satisfy one of conditions (A.4) or (A.5). Let i ∈ IT and j ∈ I⋔.
Then there is a positive constant, θ ∈ (0, 1), depending only on b0, δ,K, ν,m, and n, such that if
u ∈ C2(B¯∞R \∂TB∞R ) ∩ C(B¯∞R \(Fi ∩ Fj)) (A.8)
is a solution such that
Au = 0 on B¯∞R \∂TB∞R , (A.9)
0 ≤ u ≤ ν on ∂TB∞R \(Fi ∩ Fj), (A.10)
0 ≤ u ≤ 1 on B¯∞R \(Fi ∩ Fj), (A.11)
then u satisfies the growth property
M(r; 1/2) ≤ θM(r; 1), ∀ r ∈ (0, R). (A.12)
The proof of Lemma A.1 is based on an induction argument, which applies a comparison principle, and
on the following scaling property of the operator A defined in (A.3):
Remark A.2 (Scaling property of the operator A). For λ > 0, we consider the rescaling described in
(1.7), and using (A.9) we notice that the rescaled function v(z′) satisfies the equation A′v(z′) = 0, for all
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z′ = (x′, y′) ∈ B∞R/λ, where the operator A′ is given by
A′v(z′) =
n∑
i,j=1
√
x′ix
′
jaij(λx
′,
√
λy′)vx′ix′j +
n∑
i=1
bi(λx
′,
√
λy′)vx′i +
n∑
i=1
m∑
l=1
√
λx′icil(λx
′,
√
λy′)vx′iy′l
+
m∑
l,k=1
dlk(λx
′,
√
λy′)vy′
l
y′
k
+
m∑
l=1
√
λel(λx
′,
√
λy′)vy′
l
.
Thus, by rescaling the solutions as in (1.7), the rescaled functions are solutions to an equation defined
by a new operator, A′, that satisfies the same properties as the original operator, A, when we choose the
parameter λ in a bounded set. In the proof of Lemma A.1, we apply this scaling property for λ ∈ (0, 1).
Note that in the n = 2,m = 0 case we would have a function u defined on [0, 1] × [0, 1], which is not
known to be (and in general will not be) continuous at (0, 0). This precludes a simple application of the
maximum principle. If we can show that u(1/2, z) ≤ θ, and u(z, 1/2) ≤ θ for z ∈ (0, 1/2), in a manner
that only depends on bounds on the coefficients of the operator and the other hypotheses on u, then the
scaling argument shows that, for r ∈ (0, 1),
u(rz, r/2) ≤ θ and u(r/2, rz) ≤ θ for z ∈ (0, 1/2), (A.13)
as well. In other words u(x, y) ≤ θ, for (x, y) ∈ (0, 1/2) × (0, 1/2), which provides an effective
replacement for the maximum principle. This is, in essence, how the argument below proceeds. The proof
that we provide is a small modification of an argument communicated to us by M.V. Safonov, [24].
Remark A.2 implies that to establish the growth property (A.12), we can assume without loss of gen-
erality that R = 1 andM(1; 1) = 1, and it is sufficient to prove that there is a constant, θ ∈ (0, 1), such
that
M(1; 1/2) ≤ θ. (A.14)
Because our proof of Lemma A.1 relies on an induction argument, we begin with the proof of the base
case in the induction.
Lemma A.3 (Growth lemma with n = 2 and m ≥ 0). [24] In the statement of Lemma A.1 assume that
n = 2,m ≥ 0, i = 1, and j = 2. Then the conclusion of Lemma A.1 holds.
Proof. We establish property (A.14) in several steps.
Step 1. In this step we prove that there are positive constants, h, θ1 ∈ (0, 1), such that
u(x, y) ≤ θ1, ∀ (x, y) ∈
 ⋃
r∈(0,1)
[0, hr] ×
{r
2
}× [−1
2
,
1
2
]m
. (A.15)
We letH ∈ (0, 1) and we consider the setW2 := (0,H)×(1/4, 3/4)×(−1, 1)m , and the barrier function
w2(z) = ν + 16
(
x2 − 1
2
)2
+
√
x1
H
+
m∑
l=1
y2l ,
where we recall that ν belongs to (0, 1); it is the constant appearing in (A.10). Direct calculations give us
that
Aw2 = 32
(
x2a22 + b2
(
x2 − 1
2
))
+
2b1 − a11
4
√
Hx1
+
m∑
l=1
(dll + elyl),
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and, using the assumption that b1 = 0 along ∂B
∞
1 ∩ {x1 = 0} together with (A.6) and (A.7), we see that
we can find positive constants, C and H , such that
Aw2 ≤ − C√
Hx1
+ C < 0 onW2.
We also see that on the boundary of the set W2 the following hold. By property (A.10), we have that
u ≤ ν ≤ w2 on ∂W2 ∩ {x1 = 0}. By property (A.11), we have that u ≤ 1 ≤ w2 on ∂W2 ∩ Sn,m.
Applying the comparison principle, it follows that u ≤ w2 onW2. From the choice of the barrier function
w2, we see that for all θ1 ∈ (ν, 1), there is a positive constant h ∈ (0, 1) such that u(x, y) ≤ θ1, for all
points (x, y) ∈ W¯2 with the property that x2 = 1/2, x1 ∈ [0, h], and yl ∈ [−h, h], for all 1 ≤ l ≤ m.
Applying Remark (A.2) with λ := r ∈ (0, 1) arbitrarily chosen, we obtain that u(x, y) ≤ θ1, for
all points (x, y) with the property that there is r ∈ (0, 1) such that x2 = r/2, x1 ∈ [0, hr], and yl ∈
[−h√r, h√r], for all 1 ≤ l ≤ m. We note that the scaling property described in Remark A.2 continues to
hold when we apply translations in the y-coordinates of solutions. From here we deduce that u(x, y) ≤ θ1,
for all points (x, y) with the property that yl ∈ [−1/2, 1/2], for all 1 ≤ l ≤ m, and there is r ∈ (0, 1)
such that x2 = r/2 and x1 ∈ [0, hr]. This proves that (A.15) holds.
Step 2. In this step, we extend property (A.15) in the sense that we prove that for all k ∈ (0, 1/2) there is
a constant, θ2 = θ2(k, θ1) ∈ (0, 1), such that
u(x, y) ≤ θ2, ∀ (x, y) ∈
[
0,
1
2
]
×
[
k,
1
2
]
×
[
−1
2
,
1
2
]m
. (A.16)
For k ∈ (0, 1/2), we consider the sets D1 := [hk, 1/2] × [k, 1/2] and D2 := [hk/2, 1] × [k/2, 1], which
have the property that D1 ⊂ D2 and the following hold:
0 ≤ u ≤ θ1 < 1 on ∂D2 ∩ {x1 = k/2}, (by Step 1 applied with r = k)
0 ≤ u ≤ 1 onD2, (by (A.11))
Au = 0 onD2, (by (A.9)).
Because the operator A is strictly elliptic on D2, the preceding properties of u show that we can apply
the strong maximum principle to conclude that there is a positive constant, θ3 = θ3(A, k) ∈ (0, 1), such
that u ≤ θ3 on D1. Combining this property with inequality (A.15) and letting θ2 := θ1 ∨ θ3, we obtain
(A.16).
Step 3. We now prove that there are positive constants, k ∈ (0, 1/2) and θ4 ∈ (0, 1), such that
u(x, y) ≤ θ4, ∀(x, y) ∈
{
1
2
}
× (0, k) × (−k, k)m. (A.17)
For k ∈ (0, 1/2), we let θ2 = θ2(A, k) ∈ (0, 1) be the constant in inequality (A.16). We consider the set
W1 := (1/4, 3/4) × (0, k) × (−1, 1)m and the barrier function
w1(z) = θ2 + (1− θ2)
[
16
(
x1 − 1
2
)2
+ β (k − x2) + 1
2
+
1
2
m∑
l=1
y2l
]
,
where the positive constant β is suitably chosen below. Because b1 > 0 along ∂W1 ∩ {x2 = 0}, we can
choose k small enough such that there is a positive constant, b0, with the property that b1 ≥ b0 on W¯1.
Direct calculations give us that
Aw1 ≤ (1− θ2)
[
32
(
x2a22 + b2
(
x2 − 1
2
))
− βb0 + 1
2
m∑
l=1
(dll + elyl)
]
,
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and so we can choose β = β(b0,K) large enough so that Aw1 < 0 on W1. We next prove that u ≤ w1
on ∂W1 ∩ Sn,m. We recall that by adapting the argument of the proof of [8, Proposition 3.1.1] to the
case of elliptic problem for the operator A, we do not need to have that u ≤ w1 on the portion of the
boundary ∂W1 ∩ {x2 = 0} due to the regularity assumption (A.8) and to the fact that the operator A
is degenerate as we approach this boundary portion of W1. We see that on ∂W1 ∩ {x2 = k}, we have
that w1 ≥ θ2 and u ≤ θ2 by inequality (A.16), and so u ≤ w1 on ∂W1 ∩ {x2 = k}. On the portion of
the boundary ∂W1 ∩ {x1 = 1/4 or x1 = 3/4}, it is clear that u ≤ w1 because on this set we have that
w1 ≥ 1 by construction and u ≤ 1 by (A.11). Thus, the comparison principle implies that u ≤ w1 on
W1. In particular, when z = (x, y) has the property that x1 = 1/2, x2 ∈ (0, k), and yl ∈ (0, k), for all
1 ≤ l ≤ m, we have that
u(z) ≤ θ2 + (1− θ2)
(
βk +
1
2
+
1
2
mk2
)
.
We can choose the positive constant k small enough such that there is a positive constant θ4 ∈ (0, 1) with
the property that u(x, y) ≤ θ4, for all (x, y) such that x1 = 1/2 and x2, yl ∈ (0, k), for all 1 ≤ l ≤ m.
We recall that the scaling property in Remark A.2 continues to hold when we apply translations in the
y-coordinates of solutions. This concludes the proof of inequality (A.17).
Let k ∈ (0, 1/2) and θ4 be chosen as in Step 3 and let θ2 be chosen as in Step 2. Let θ := θ2 ∨ θ4.
Inequalities (A.16) and (A.17) give us that u(x, y) ≤ θ, for all (x, y) such that y ∈ (0, k)m, x1 = 1/2
and x2 ∈ (0, 1/2), or x2 = 1/2 and x1 ∈ (0, 1/2). Remark A.2 implies that u(x, y) ≤ θ, for all (x, y)
such that there is r ∈ (0, 1) with the property that y ∈ (0,√rk)m, x1 = r/2 and x2 ∈ (0, r/2), or
x2 = r/2 and x1 ∈ (0, r/2). We recall that the scaling property in Remark A.2 continues to hold when
we apply translations in the y-coordinates of solutions. From here we deduce that u(x, y) ≤ θ, for all
points (x, y) ∈ Q(1; 1/2), where we recall the definition of Q(1; 1/2) in (A.2). This concludes the proof
of inequality (A.14), when n = 2 andm ≥ 0. 
We can now give
Proof of Lemma A.1. We assume without loss of generality that i = 1, j = 2, and R = 1. We prove
inequality (A.14) by an induction argument on n. The base case, n = 2, was established in Lemma A.3.
We next consider the induction step. We assume that (A.14) holds with n replaced by n− 1 and we want
to establish it for n. We prove this assertion in several steps, which are adaptations of the steps of the
proof of Lemma A.3 to the multi-dimensional case (n > 2). For the multi-dimensional case, we do not
need an adaptation of Step 1 in Lemma A.3.
Step 1. Analogously to Step 2 in the proof of Lemma A.3, we prove that for all k ∈ (0, 1/2) there is a
constant, θ1 = θ1(A, k) ∈ (0, 1), such that
u(x, y) ≤ θ1, ∀ (x, y) ∈
[
0,
1
2
]
×
([
0,
1
2
]n−1
\ [0, k]n−1
)
×
[
−1
2
,
1
2
]m
. (A.18)
For k ∈ (0, 1/2), we consider the sets
D1 :=
[
0,
1
2
]
×
([
0,
1
2
]n−1
\ [0, k]n−1
)
×
[
−1
2
,
1
2
]m
,
D2 := [0, 1] ×
(
[0, 1]n\ [0, k/2]n−1
)
× [−1, 1]m ,
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which have the property that D1 ⊂ D2 and the following hold:
0 ≤ u ≤ ν < 1 on ∂TD2\(F1 ∩ F2), (by (A.10) with i = 1 and j = 2)
0 ≤ u ≤ 1 onD2\(F1 ∩ F2), (by (A.11))
Au = 0 onD2\∂TD2, (by (A.9)),
where we let ∂TD2 := ∂
TB∞1 ∩ D2. Because on the set D1 the operator A can be viewed as a degen-
erate operator of the form (A.3) defined on Sn−1,m+1, as opposed to Sn,m, we can apply the induction
hypothesis and by covering D1 by a finite number of balls, we obtain that there is a positive constant,
θ1 = θ1(A, k) ∈ (0, 1), such that u ≤ θ1 on D1. This completes the proof of inequality (A.18).
Step 2. Analogously to Step 3 in Lemma A.3, we next prove that there are positive constants, k ∈ (0, 1/2)
and θ2 ∈ (0, 1), such that
u(x, y) ≤ θ2, ∀(x, y) ∈
{
1
2
}
× (0, k)n−1 × (−k, k)m. (A.19)
We fix k ∈ (0, 1/2) and let θ1 = θ1(A, k) ∈ (0, 1) be chosen as in Step 1. We consider the set W1 :=
(1/4, 3/4) × (0, k) × (−1, 1)m and the barrier function
w1(z) = θ2 + (1− θ2)
[
16
(
x1 − 1
2
)2
+ β (k − x2) + 1
2
+
1
2
(
n∑
i=3
xi +
m∑
l=1
y2l
)]
,
where β is a positive constant. The argument of the proof of Step 3 Lemma A.3 immediately adapts to
the present choice of the setW1 and of the barrier function w1, and we obtain that we can choose β and k
small enough so that there is a constant, θ2 ∈ (0, 1), such that inequality (A.19) holds. This completes the
argument of Step 2.
Let k ∈ (0, 1/2) and θ2 be chosen as in Step 2 and let θ1 be chosen as in Step 1. Let θ := θ1 ∨ θ2.
Inequalities (A.18) and (A.19) gives us that u(x, y) ≤ θ, for all (x, y) ∈ Sn,m ∩ ∂(0, 1/2)n × (−k, k)m.
Remark A.2 implies that u(x, y) ≤ θ, for all (x, y) ∈ (0, 1/2)n × (−k, k)m. We recall that the scaling
property in Remark A.2 holds when we apply translations in the y-coordinates of solutions. From here we
deduce that u(x, y) ≤ θ, for all points (x, y) ∈ Q(1; 1/2), where we recall the definition of Q(1; 1/2) in
(A.2). This completes the proof of inequality (A.14). 
We next establish that the probability of hitting the intersection of a tangent and a transverse boundary
component defines a function (by formula (A.20)) that satisfies the hypotheses of Lemma A.1.
LemmaA.4 (Regularity of the hitting probability). Suppose that the generalized Kimura operator satisfies
the standard assumptions. Let i ∈ IT and j ∈ I⋔. Then the hitting probability,
u(p) := Qp(ω(τ∂T P ) ∈ Hi ∩Hj), ∀ p ∈ P, (A.20)
belongs to the space of functions
C∞(P\∂TP ) ∩ C(P\(Hi ∩Hj)) (A.21)
and satisfies properties
Lu = 0 on P\∂TP, (A.22)
u = 0 on ∂TP\(Hi ∩Hj), (A.23)
0 ≤ u ≤ 1 on P. (A.24)
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Proof. From definition (A.20) of u, it is clear that property (A.24) holds. Applying Lemma 2.18 with
p ∈ ∂TP\(Hi ∩Hj), we also have that u satisfies property (A.23). To prove the remaining assertions of
Lemma A.4, we use an approximation argument. Let k ∈ N, ϕk : P → [0, 1], and ψk : [0,∞]→ [0, 1] be
smooth functions such that
ϕk = 1 on P ∩ {p ∈ P : dist(p,Hi ∩Hj) ≤ 1/k},
ϕk = 0 on P\{p ∈ P : dist(p,Hi ∩Hj) ≥ 2/k},
ψk(t) = 1 for all t ≥ 2/k, and ψk(t) = 0 for all t ≤ 1/k,
(A.25)
and let ζk(t, p) := ψk(t)ϕk(p), for all (t, p) ∈ [0,∞) × P . Let vk be the unique solution in the space
of functions (4.3) to the non-homogeneous Dirichlet problem (4.1) with boundary condition ζ = ζk. The
stochastic representation (4.5) gives us that
vk(t, p) = EQp [ψk(t− t ∧ τ∂TP )ϕk(ω(t ∧ τ∂TP ))] , ∀ (t, p) ∈ [0,∞)× P, (A.26)
where we recall that the stopping time τ∂TP is defined in (1.18) and the probability measure Q
p is the
unique solution to the martingale problem in Definition 1.1.
We divide the proof into several steps.
Step 1 (Convergence as t→∞ and k →∞). From the definition of the function ψk we have that
ψk(t− t ∧ τ∂TP ) = 1 if τ∂TP < t− 1/k,
ψk(t− t ∧ τ∂TP ) = 0 if t− 2/k < τ∂TP ,
(A.27)
from which it follows that∣∣∣vk(t, p)− EQp [ϕk(ω(t ∧ τ∂TP ))1{τ∂T P<t−1/k}]∣∣∣ ≤ Qp(t− 1/k ≤ τ∂TP < t− 2/k).
Letting t tend to∞, we see that the right-hand side of the preceding inequality tends to 0 because
∞∑
a=0
Qp(a/k ≤ τ∂TP < (a+ 1)/k) = Qp(τ∂TP <∞) <∞.
Thus, we have that the sequence of functions vk(t, ·) converges pointwise on P , as t→∞, for each fixed
k ∈ N, and we denote
uk(p) := lim
t→∞
vk(t, p) = EQp [ϕk(ω(τ∂TP ))] , ∀ k ∈ N, ∀ p ∈ P. (A.28)
From the definition of the cutoff functions ϕk in (A.25) and of the hitting probability u in (A.20), we have
that
lim
k→∞
uk(p) = u(p), ∀ p ∈ P.
We use this construction of the function u to prove that it belongs to the space of functions (A.21) and
satisfies properties (A.22) and (A.23) in the following steps.
Step 2 (Proof of u ∈ C2(P\∂TP ) and u satisfies (A.22)). Note that |vk(t, p)| ≤ 1, for all (t, p) ∈
[0,∞)×P and for all k ∈ N. Let U be a relatively open set in P such that dist(U¯ , P\∂TP ) > 0. We can
apply [23, Theorem 1.2] to conclude that, for all l ∈ N, there is a positive constant, C = C(L, l), such
that
‖vk(t, ·)‖Cl(U¯) ≤ C, ∀ t ∈ [0,∞), ∀ k ∈ N.
The construction of the function u in Step 1, the preceding estimate which is uniform in t ∈ [0,∞) and
k ∈ N, and an application of the Arzela`-Ascoli Theorem imply that u belongs to C∞(P\∂TP ), since the
relatively open set U ⊂ P\∂TP such that dist(U¯ , ∂TP ) > 0 was arbitrarily chosen. Moreover, because
the functions vk are solutions to the parabolic equation (4.1), the preceding observation implies that the
hitting probability u satisfies equation (A.22).
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Step 3 (Proof of u ∈ C(P\(Hi∩Hj)) and of (A.23)). To establish that u ∈ C(P\(Hi∩Hj)) and satisfies
(A.23), it is sufficient to prove that
lim
q→p
u(q) = 0, ∀ p ∈ ∂TP\(Hi ∩Hj).
Let p ∈ ∂TP\(Hi ∩Hj). Then there is a positive constant r such that Br(p) ⊂ P\(Hi ∩Hj). Let ς be
the first hitting time of the Kimura diffusion on the set (∂Br(p) ∩ ∂TP ) ∪ (∂Br(p) ∩ int(P )), where we
recall that Br(p) is the relatively open ball centered at p of radius r with respect to the Riemannian metric
induced by the generalized Kimura operator on P . The strong Markov property of Kimura diffusions
established in Corollary 1.4 and the stochastic representation (A.20) of the function u give us that
u(q) = EQq [ξ(ω(ς))] , ∀ q ∈ B¯r(p). (A.29)
where ξ = 0 on ∂TP ∩ ∂Br(p) and ξ = u on ∂Br(p) ∩ int(P ). Without loss of generality we can
choose an adapted system of coordinates in a neighborhood of p such that p is equivalent to the origin in
S¯n,m and the generalized Kimura operator takes the form (1.1) on B
∞
R , for some R > 0 small enough,
such that b1 = 0 on ∂B
∞
R ∩ {x1 = 0}. Then, in the adapted system of coordinates, the local stochastic
representation (A.29) becomes
u(z) = EQz [ξ(ω(ν))] , ∀ z ∈ B¯∞ρ , (A.30)
where 0 < ρ < R, ν is the first hitting time of the boundary of the set (∂TB∞ρ ∩ ∂B∞ρ )∪ (∂B∞ρ ∩Sn,m),
and ξ = 0 on ∂TB∞ρ ∩ ∂B∞ρ and ξ = u on ∂B∞ρ ∩ Sn,m. The constant ρ is suitably chosen below. Our
goal is to prove that
lim
z→0
u(z) = 0. (A.31)
Similarly to Step 1 in the proof of Lemma A.3, we choose the barrier function:
w(z) =
√
x1
ρ
+
n∑
i=2
xi +
m∑
l=1
yl, ∀ z = (x, y) ∈ B¯∞ρ .
We clearly have that w(0) = 0, w(z) > 0, for all z ∈ B¯∞ρ \{0}, and direct calculations give us that
Lw(z) =
−a11(z) + 2b1(z)
4
√
ρx1
+
n∑
i=2
bi(z) +
m∑
l=1
2(dll(z) + el(z)yl), ∀ z ∈ B¯∞ρ .
Using the fact that b1 = 0 along ∂B
∞
ρ ∩ {x1 = 0} together with the continuity and boundedness of the
coefficients, and the fact that a11 ≥ δ > 0 on B¯∞ρ (by Assumption 1.2), it follows that we can choose
ρ > 0 small enough so that Lw < 0 on B¯∞ρ . Thus, applying Itoˆ’s rule, we have that
EQz [w(ω(ν))] ≤ w(z), ∀ z ∈ B¯∞ρ . (A.32)
Using the definition of the function ξ and of the stopping time ν, together with fact that w(0) = 0 and
w(z) > 0, for all z ∈ B¯∞ρ \{0}, we find that there is a positive constant, K , such that ξ(ω(ν)) ≤
Kw(ω(ν)). Identity (A.30) together with inequality (A.32) yield
u(z) ≤ Kw(z), ∀ z ∈ B¯∞ρ ,
which implies that
lim sup
z→0
u(z) ≤ K lim sup
z→0
w(z) = 0.
Because the function u is non-negative, we see that the preceding inequality implies (A.31). This com-
pletes the proof of the fact that u is continuous at p, for all p ∈ ∂TP\(Hi ∩Hj).
Combining Steps 1, 2, and 3 completes the proof. 
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