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1. Introduction
In recent years there has been an increasing interest in solving PDE problems arising in Financial Mathematics and in
particular on option pricing. The standard approach to this problem leads to the study of equations of parabolic type.
In ﬁnancial mathematics, usually the Black–Scholes model (see e.g. [8,11,18–20,24]) is used for pricing derivatives, by
means of a backward parabolic differential equation. In this model, an important quantity is the volatility which is a measure
of the ﬂuctuation (risk) in the asset prices, and corresponds to the diffusion coeﬃcient in the Black–Scholes equation.
In the standard Black–Scholes model, a basic assumption is that the volatility is constant. However, several models
proposed in recent years, such as the model found in [17], have allowed the volatility to be nonconstant or a stochastic
variable. In this model, the underlying security S follows, as in the Black–Scholes model, a stochastic process
dSt = μSt dt + σt St dZt,
where Z is a standard Brownian motion. Unlike the classical model, the variance v(t) = σ 2t also follows a stochastic process
given by
dvt = κ
(
θ − v(t))dt + γ√vt dWt,
where W is another standard Brownian motion. The correlation coeﬃcient between W and Z is denoted by ρ:
Cov(dZt,dWt) = ρ dt.
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Similar models have been considered in [2] and [4].
More general models with stochastic volatility have been proposed (e.g. [7]), where the following problem is derived
using the Feynman–Kac lemma:
ut = 1
2
T r
(
M(x, τ )D2u
)+ q(x, τ ) · Du,
u(x,0) = u0(x),
where M is some diffusion matrix and u0 is the payoff function.
The Black–Scholes models with jumps arise from the fact that the driving Brownian motion is a continuous process,
and so there are diﬃculties ﬁtting the ﬁnancial data presenting large ﬂuctuations. The necessity of taking into account the
large market movements, and a great amount of information arriving suddenly (i.e. a jump) has led to the study of partial
integro-differential equations (PIDE) in which the integral term is modeling the jump.
In [3] and [24], the following PIDE in the variables t and S is obtained:
1
2
σ 2S2F SS + (r − λk)S F S + Ft − r F + λ

{
F (SY , t) − F (S, t)}= 0. (1.1)
Here, r denotes the riskless rate, λ the jump intensity, and k = 
(Y −1), where 
 is the expectation operator and the random
variable Y − 1 measures the percentage change in the stock price if the jump, modeled by a Poisson process, occurs. See [3]
and [24] for the details.
The following PIDE is a generalization of (1.1) for N assets with prices S1, . . . , SN :
N∑
i=1
1
2
σ 2i S
2
i
∂2F
∂ S2i
+
∑
i = j
1
2
ρi jσiσ j Si S j
∂2F
∂ Si∂ S j
+
N∑
i=1
(r − λki)Si ∂ F
∂ Si
+ ∂ F
∂t
− r F
+ λ
∫ [
F (S1Y1, . . . , SdYd, t) − F (S1, . . . , Sd, t)
]
g(Y1, . . . , Yd)dY1 . . .dYd = 0
with the correlation coeﬃcients
ρi j dt = 
{dzi,dz j}.
We recall that the case in which F is increasing and all jumps are negative corresponds to the evolution of a call option
near a crash (see e.g. [9] and the references therein).
As pointed out in [23], when modeling high frequency data in applications, a Lévy-like stochastic process appears to be
the best ﬁt. When using these models, option prices are found by solving the resulting partial integro-differential equa-
tions. For example, integro-differential equations appear in exponential Lévy models, where the market price of an asset is
represented as the exponential of a Lévy stochastic process. These models have been discussed in several published works
such as [9] and [16]. In a moment, we will outline such a model, but ﬁrst, we will discuss the Black–Scholes model with
stochastic volatility.
When the volatility is stochastic, we may consider the following process:
dS = Sσ dZ + Sμdt, dσ = βσ dW + ασ dt,
where Z and W are two standard Brownian motions with correlation coeﬃcient ρ . If F (S, σ , t) is the price of an option
depending on the price of the asset S , then by Ito’s lemma (see [19]), we have
dF (S,σ , t) = F S dS + Fσ dσ + LF dt,
where L is given by
L = ∂
∂t
+ 1
2
σ 2S2
∂2
∂ S2
+ 1
2
β2σ 2
∂2
∂σ 2
+ ρσ 2Sβ ∂
2
∂ S∂σ
.
Under an appropriate choice of the portfolio, the stochastic term of the equation vanishes (for details, see [4]).
A generalized tree process has been developed in [13] and [15] that approximates any stochastic volatility model. Unlike
the non-random volatility case, the tree construction is stochastic every time, since that is the only way we are able to deal
with the huge complexity involved.
If in this model we add a jump component modeled by a compound Poisson process to the process S , and we follow
Merton [24], we obtain the following PIDE:
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∫
R
[
F (SY ,σ , t) − F (S,σ , t)]g(Y )dY − r F = 0. (1.2)
Once again, r is the riskless rate, λ is the jump intensity, and k = 
(Y − 1). Here, 
 is the expectation operator and the
random variable Y − 1 measures the percentage change in the stock price if the jump, modeled by a Poisson process,
occurs. See Section 9.2 of [24] for more details. The authors in [14] generalize equation (1.2) and prove the existence and
uniqueness of a classical solution to a more general problem in a parabolic domain Q T = Ω × (0, T ), where Ω is an open,
unbounded subset of Rd , with a smooth boundary ∂Ω . It is also worth noting that solution of such integro-differential
equation can be obtained using the techniques used in [26,27].
In this paper we consider a problem similar to (1.2) with constant volatility. In Section 2 we describe the problem
explicitly. In Section 3 we provide some deﬁnitions relevant for this paper. Finally, in Section 4 we consider a more general
integro-differential equation and give a proof of existence of a strong solution. We also generalize the result for bounded
domain to unbounded domain.
2. Statement of the problem
2.1. Lévy processes
We consider the class of models with risk neutral dynamics of the underlying asset is given by St = exp(rt + Xt), where
Xt is a Lévy process. A Lévy process is a stochastic process Xt with stationary independent increments. We set X0 = 0. The
characteristic function of Xt has the following Lévy–Khinchin representation
E
[
eizXt
]= exp tφ(z),
where
φ(z) = −σ
2z2
2
+ iγ z +
∞∫
−∞
(
eizx − 1− izx1|x|1
)
ν(dx),
where σ  0 and γ are real constants and ν is a positive Radon measure on R− {0} verifying
+1∫
−1
x2ν(dx) < ∞,
∫
|x|>1
ν(dx) < ∞.
A Lévy process is a (strong) Markov process where the associated semigroup is a convolution semigroup and its inﬁnitesimal
generator is an integro-differential operator given by
Lu(x) = lim
t→0
E[u(x+ Xt)] − u(x)
t
= σ
2
2
∂2u
∂x2
+ γ ∂u
∂x
+
∫
ν(dy)
[
u(x+ y) − u(x) − y1|y|1 ∂u
∂x
(x)
]
, (2.1)
which is well deﬁned for u ∈ C2(R) with compact support.
2.2. Exponential Lévy models
Suppose (Ω, F , Ft ,P) be a ﬁltered probability space and (St)t∈[0,T ] be the price of a ﬁnancial asset modeled as a stochas-
tic process on that space. Here Ft is taken to be the price history up to t . As mentioned in [10] under the hypothesis of
absence of arbitrage there exists a measure Q equivalent to P under which the discounted prices of all traded ﬁnancial
assets are Q-martingales. In particular the discounted underlying (e−rt St)t∈[0,T ] is a martingale under Q.
In exponential Lévy models the dynamics of St under Q is represented as the exponential of a Lévy process St = S0ert+Xt ,
where Xt is a Lévy process (under Q) with characteristic triplet (σ ,γ , ν), and the interest rate is given by r. As observed
in [10], the absence of arbitrage then imposes that Sˆt = Ste−rt = exp Xt is a martingale, which is equivalent to the following
conditions on the triplet (σ ,γ , ν):
∫
|y|>1
ν(dy)ey < ∞, γ = γ (σ ,ν) = −σ
2
2
−
∫ (
ey − 1− y1|y|1
)
ν(dy). (2.2)
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Lu(x) = σ
2
2
[
∂2u
∂x2
− ∂u
∂x
]
(x) +
∞∫
−∞
ν(dy)
[
u(x+ y) − u(x) − (ey − 1)∂u
∂x
(x)
]
. (2.3)
2.3. Problem considered in this paper
We will switch back to the case when the volatility is constant. In this paper, we consider the following integro-
differential model for a European option, where the market price of an asset is represented as the exponential of a Lévy
stochastic process (see [9] chapter 12):
∂C
∂t
(S, t) + rS ∂C
∂ S
(S, t) + σ
2S2
2
∂2C
∂ S2
(S, t) − rC(S, t) +
∫
ν(dy)
[
C
(
Sey, t
)− C(S, t) − S(ey − 1)∂C
∂ S
(S, t)
]
= 0,
(2.4)
with the ﬁnal payoff
C(S, T ) = E[max(ST − K ),0], (2.5)
where K > 0 is the strike price. If we introduce the change of variables
τ = T − t, x = ln
(
S
K
)
+ rτ , u(x, τ ) = e
rτ
K
C
(
Kex−rτ , T − τ ),
then (2.4) becomes
∂u
∂τ
(x, τ ) = σ
2
2
[
∂2u
∂x2
(x, τ ) − ∂u
∂x
(x, τ )
]
+ F(u,ux) (2.6)
with the initial condition
u(x,0) = u0(x) for all x ∈ R. (2.7)
The term
F(u,ux) =
∫ [
u(x+ y, τ ) − u(x, τ ) − (ey − 1)∂u
∂x
(x, τ )
]
ν(dy) (2.8)
is an integro-differential operator modeling the jump. This is identical to what was obtained in the works of [10]. This
equation is already mentioned in the previous subsection in (2.3). In this paper we will generalize this equation and give
a solution technique. Observe that in [5,6] the authors already considered non-local operators as given in (2.1). But in the
present paper our focus is on the operator considered in the paper of [10]. This does not come as a direct consequence
of the results of [5,6]. In both [5,6] the results are related to viscosity solutions’ theory for second-order elliptic integro-
differential equations and they provided a general framework which takes into account solutions with either an arbitrary
growth at inﬁnity or some speciﬁc regularity and growth condition on the equation. In the present paper we prove the
result for the existence problem of the one stated in [10] in a generalized setting and with some different boundedness
condition. This gives an approach to solve the problem in [10] with growth condition that is different from [5,6].
We shall derive Eqs. (2.6)–(2.8). First, notice that to convert back to the original variables, we use the equations
t = T − τ , S = Kex−rτ , C(S, t) = C(Kex−rτ , T − τ )= Ke−rτ u(x, τ ).
Next, we will compute each partial derivative in (2.4). We do this by using the chain and product rules repeatedly and the
expression Ke−rτ u(x, τ ) for C(S, t):
∂C
∂t
= ∂C
∂τ
∂τ
∂t
= −∂C
∂τ
= rKe−rτ u(x, τ ) − rKe−rτ ∂u
∂x
− Ke−rτ ∂u
∂τ
,
∂C
∂ S
= ∂C
∂x
∂x
∂ S
= 1
S
∂C
∂x
= 1
S
Ke−rτ ∂u
∂x
,
∂2C
∂ S2
= ∂
∂ S
(
1
S
Ke−rτ ∂u
∂x
)
= − 1
S2
Ke−rτ ∂u
∂x
+ 1
S
Ke−rτ ∂
2u
∂x2
∂x
∂ S
= − 1
S2
Ke−rτ ∂u
∂x
+ 1
S2
Ke−rτ ∂
2u
∂x2
.
Furthermore, notice that the ﬁrst term in the integral operator of (2.4) can be expressed as
C
(
Sey, t
)= C(Kex+y−rτ , T − τ )= Ke−rτ u(x+ y, τ ).
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implies x ∈ R and t = T implies τ = 0. Using this two facts, Eq. (2.5) becomes
C(S, T ) = Ku(x,0) = u˜0(x).
This justiﬁes the initial condition in (2.7), where u0(x) = u˜0(x)/K .
We should mention that for the classical Black–Scholes model and for any other Black–Scholes models, such as models
which take into account jumps, it follows that C(S, T ) ∼ 0 when S ∼ 0 and C(S, T ) ∼ S when S is very large. This ob-
servation will justify the boundary conditions we will be using later on in this paper. Namely, the boundary condition for
the Black–Scholes model with jumps should be the same boundary condition used for the classical Black–Scholes model
whenever the spatial domain for S is bounded and suﬃciently large.
3. Some deﬁnitions
In this section we introduce some notations that we will be using for this paper. We also give a brief account of few
functional spaces that are commonly used when studying the theory of partial differential equations.
For d 1, Ω ⊂ Rd will be an open set and Q T = Ω × (0, T ) will be a parabolic domain for some T > 0. If Ω is bounded
then it will have a smooth boundary ∂Ω . A multi-index of nonnegative integers will be denoted by α = (α1, . . . ,αd) with
|α| = α1 + · · · + αd . Finally, we will take k to be a nonnegative integer and 0 < δ < 1.
Deﬁnition 1. Let u, v ∈ L1loc(Q T ). For a nonnegative integer ρ , we say v is the αρth weak partial derivative of u of order
|α| + ρ , Dα∂ρt u = v , provided∫ ∫
Q T
u Dα∂ρt φ dxdt = (−1)|α|+ρ
∫ ∫
Q T
vφ dxdt,
for any test function φ ∈ C∞0 (Q T ). Here, we use the standard Lebesgue measure on Q T . The space C∞0 (Q T ) is the set of all
functions in C∞(Q T ) with compact support. Weak derivatives are unique only up to a set of zero measure.
The deﬁnition of a weak derivative of a function in u ∈ L1loc(Ω), should be clear.
Deﬁnition 2. Let 1 p ∞ and k ∈ N∗ = {1,2,3, . . .}. We deﬁne the following Sobolev spaces
Wkp(Ω) :=
{
u ∈ Lp(Ω) ∣∣ Dαu ∈ Lp(Ω), 1 |α| k}, (3.1)
W 2k,kp (Q T ) :=
{
u ∈ Lp(Q T )
∣∣ Dα∂ρt u ∈ Lp(Q T ), 1 |α| + 2ρ  2k}. (3.2)
The spaces above become Banach spaces if we endow them with the respective norms
‖u‖Wkp(Ω) =
∑
0|α|k
∥∥Dαu∥∥Lp(Ω), (3.3)
‖u‖
W 2k,kp (Q T )
=
∑
0|α|+2ρ2k
∥∥Dα∂ρt u∥∥Lp(Q T ). (3.4)
For the theory of Sobolev spaces, we refer the reader to [1].
Next, we discuss spaces with classical derivatives, known as Hölder spaces. We will follow the notation and deﬁnitions
given in the books [21] and [28]. We deﬁne Ckloc(Ω) to be the set of all functions u = u(x) with continuous classical
derivatives Dαu in Ω , where 0 |α| k. Next, we set
|u|0;Ω = [u]0;Ω = sup
Ω
|u|, [u]k;Ω = max|α|=k
∣∣Dαu∣∣0;Ω.
Deﬁnition 3. The space Ck(Ω) is the set of all functions u ∈ Ckloc(Ω) such that the following norm
|u|k;Ω =
k∑
j=0
[u] j;Ω
is ﬁnite. With this norm, it can be shown that Ck(Ω) is a Banach space.
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[u]δ;Ω = sup
x,y∈Ω
x=y
|u(x) − u(y)|
|x− y|δ
is ﬁnite, then we say u is Hölder continuous in Ω with exponent δ. We set
[u]k+δ;Ω = max|α|=k
[
Dαu
]
δ;Ω.
Deﬁnition 4. The Hölder space Ck+δ(Ω) is the set of all functions Ck(Ω) such that the norm
|u|k+δ;Ω = |u|k;Ω + [u]k+δ;Ω
is ﬁnite. With this norm, it can be shown that Ck+δ(Ω) is a Banach space.
For any two points P1 = (x1, t1), P2 = (x2, y2) ∈ Q T , we deﬁne the parabolic distance between them as
d(P1, P2) =
(|x1 − x2|2 + |t1 − t2|)1/2.
For a function u = u(x, t) on Q T , let us deﬁne the semi-norm
[u]δ,δ/2;Q T = sup
P1,P2∈Q T
P1 =P2
|u(x1, t1) − u(x2, t2)|
dδ(P1, P2)
.
If this semi-norm is ﬁnite for some u = u(x, t), then we say u is Hölder continuous with exponent δ. The maximum norm of u
is given by
|u|0;Q T = sup
(x,t)∈Q T
∣∣u(x, t)∣∣.
Deﬁnition 5. The space Cδ,δ/2(Q T ) is the set of all functions on Q T such that the norm
|u|δ,δ/2;Q T = |u|0;Q T + [u]δ,δ/2;Q T
is ﬁnite. Furthermore, we deﬁne
C2k+δ,k+δ/2(Q T ) =
{
u: Dα∂ρt u ∈ C δ,δ/2(Q T ), |α| + 2ρ  2k
}
.
We deﬁne a semi-norm on C2k+δ,k+δ/2(Q T ) by
[u]2k+δ,k+δ/2;Q T =
∑
|α|+2ρ=2k
[
Dα∂ρt u
]
δ,δ/2;Q T ,
and a norm by
|u|2k+δ,k+δ/2;Q T =
∑
|α|+2ρ2k
∣∣Dα∂ρt u∣∣δ,δ/2;Q T .
Using this norm, it can be shown that C2k+δ,k+δ/2(Q T ) is a Banach space.
4. A general parabolic integro-differential problem
In a more general context, the discussion in Section 2 motivates us to consider more general integro-differential parabolic
problems (see [25]). First, we will consider the following initial–boundary value problem in the bounded parabolic domain
Q T = Ω × (0, T ), T > 0. Also deﬁne 2Q T = 2Ω × (0, T ), T > 0.
ut − Lu = Fg(x, t,u,∇u) in Q T ,
u(x,0) = u0(x) on Ω,
u(x, t) = ν(x, t) on ∂Ω × (0, T ). (4.1)
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(0, T ):
ut − Lu = Fg(x, t,u,∇u) in Rd+1T ,
u(x,0) = u0(x) on Rd. (4.2)
Here, L = L(x, t) is a second order elliptic operator in nondivergence form, namely
L(x, t) :=
d∑
i, j=1
aij(x, t)
∂2
∂xi∂x j
+
d∑
i=1
bi(x, t)
∂
∂xi
+ c(x, t).
The integro-differential operator is deﬁned by
Fg(x, t,u,∇u) =
∫
Ω
f
(
x, t, y, g
(
u(x),u(x+ y)),∇u(x, t))dy, (4.3)
where g is a linear functional of u(x) and u(x+ y). In view of (2.3) this is a generalization of the option pricing problem in
the ﬁnancial market. For example (2.3) may be followed if we take g(u(x),u(x+ y)) = u(x+ y) − u(x).
Clearly f depends not only on u(x, t) but on the entire history of u. Also for simplicity we used Lebesgue measure here.
This integro-differential operator will be a continuous integral operator as the ones deﬁned in (1.1), (1.2), (2.4), and (2.8)
modeling the jump (except the fact that the operator in (2.8) involves a general measure ν(dy)). The case in which f is
decreasing respect to u and all jumps are positive corresponds to the evolution of a call option near a crash.
Remark 4.1. The term
F(u,ux) =
∫ [
u(x+ y, τ ) − u(x, τ ) − (ey − 1)∂u
∂x
(x, τ )
]
ν(dy),
related to the Lévy processes and ﬁnance shows that the term under the integral sign depends not only on u(x, t), but on u
(the entire history) as well. However the term under integral sign depends only on ∂u
∂x (x, t) and not on the entire history of
∂u
∂x in Ω . This justiﬁes why in (4.3) we considered f as a function of ∇u(x, t) (unlike f depends on the entire history of u).
Throughout this section, we impose the following assumptions:
A(1) The coeﬃcients aij(x, t), bi(x, t), c(x, t) belong to the Hölder space Cδ,δ/2(Q T ).
A(2) For some 0 < λ < Λ, aij(x, t) satisﬁes the inequality
λ|v|2 <
d∑
i, j=1
aij(x, t)vi v j < Λ|v|2
for all (x, t) ∈ Q T , v ∈ Rd .
A(3) For all (x, t) ∈ Q T , c(x, t) 0.
A(4) u0(x) and ν(x, t) belong to the Hölder spaces C2+δ(Rd) and C2+δ,1+δ/2(Q T ) respectively.
A(5) The two consistency conditions
ν(x,0) = u0(x), νt(x,0) − L(x,0)u0(x) = 0
are satisﬁed for all x ∈ ∂Ω .
A(6) f (x, t, y, z, p) is nonnegative and belongs to C1(Q T × Ω × C2+δ,1+ δ2 (2Q T ) × C1+δ,1+ δ2 (Q T )).
A(7) For some C0 > 0, f satisﬁes the estimate∣∣ f (x, t, y, z, p)∣∣ C0(1+ |z| + |p|),
for all (x, t, y, z, p) ∈ Q T × Ω × C2+δ,1+ δ2 (2Q T ) × C1+δ,1+ δ2 (Q T ), where C0 is independent of parameters of f .
A(8)
∣∣g(u(x),u(x+ y))∣∣
{
|u(x)| + |u(x+ y)|, x+ y, x ∈ Ω,
2|u(x)|, x ∈ Ω, x+ y /∈ Ω.
Remark 4.2. The ﬁrst part of A(8) is a natural condition satisﬁed for the functional g(u(x),u(x + y)) = u(x + y) − u(x)
in option pricing. Since we are considering a bounded domain, we are imposing certain growth condition on u which is
reﬂected in the second part of A(8).
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based on a Green’s function. Afterwards, we will use a standard argument to show that our solution can be extended to
give us a solution to the initial-value problem in Rd+1T .
In this section, Q T = Ω × (0, T ) will always denote a bounded parabolic domain, where Ω ⊂ Rd is open and has smooth
boundary ∂Ω . Let us deﬁne the function space C1+1,0+1(Q T ) to be the set of all u ∈ C1,0(Q T ) ∩ W 2,1∞ (Q T ). We will say
u ∈ C1+1,0+1(Q T ) is a strong solution to the parabolic initial–boundary value problem (4.1) provided that u satisﬁes the
parabolic equation almost everywhere in Q T and the initial–boundary conditions in the classical sense. Once again, the
following lemma follows immediately from Theorem 10.4.1 in [21].
Lemma 4.1. There exists a unique solution ϕ ∈ C2+δ,1+δ/2(Q T ) to the problem
ut − Lu = 0 in Q T ,
u(x,0) = u0(x) on Ω,
u(x, t) = ν(x, t) on ∂Ω × (0, T ). (4.4)
The problem in the next theorem can regarded as a generalization of (2.6) and (2.7), where the stock price S is bounded
above and bounded below away from 0 as in Lemma 4.1. We take the same boundary condition as in Lemma 4.1, because of
our earlier comment regarding the behavior of the option value when S is really small or really large for any Black–Scholes
model.
Theorem 4.2. Let ϕ(x) be deﬁned as in Lemma 4.1when x ∈ Q T and extend ϕ(x) = 0when x /∈ Q T . Then there exists a strong solution
u ∈ C1+1,0+1(Q T ) to the problem
ut − Lu = Fg(x, t,u,∇u) in Q T ,
u(x,0) = u0(x) on Ω,
u(x, t) = ϕ(x, t) = ν(x, t) on ∂Ω × (0, T ). (4.5)
Proof. First, we introduce a change of variables to transform our problem into one with a zero boundary condition. If we
let
v(x, t) = u(x, t) − ϕ(x, t), v0(x) = u0(x) − ϕ(x,0) = 0,
then v will satisfy the initial–boundary value problem
vt − Lv = Fg
(
x, t, v + ϕ,∇(v + ϕ)) in Q T ,
v(x,0) = 0 on Ω,
v(x, t) = 0 on ∂Ω × (0, T ). (4.6)
We further change variable τ ′ = tA , where A is a constant which will be chosen later. By abuse of notation we denote
ALv by Lv and AFg by Fg . Then if T ∗ = TA , (4.6) becomes
vτ ′ − Lv = Fg
(
x, τ ′, v + ϕ,∇(v + ϕ)) in Q T ∗ ,
v(x,0) = 0 on Ω,
v
(
x, τ ′
)= 0 on ∂Ω × (0, T ∗). (4.7)
If problem (4.7) has a strong solution, then (4.5) will have a strong solution since u = v + ϕ . We use an iteration
procedure to construct the solution to (4.7). Consider the problem
βτ ′ − Lβ = Fg
(
x, τ ′,α + ϕ,∇(α + ϕ)) in Q T ∗ ,
β(x,0) = 0 on Ω,
β
(
x, τ ′
)= 0 on ∂Ω × (0, T ∗), (4.8)
where α ∈ C2+δ,1+δ/2(Q T ∗,U ) is arbitrary. It is clear that Fg(x, τ ′,α+ϕ,∇(α+ϕ)) ∈ Cδ,δ/2(Q T ∗). By Theorem 10.4.1 in [21],
there exists a unique solution β ∈ C2+δ,1+δ/2(Q T ∗) to problem (4.8). Moreover the solution can be extended analytically in
C2+δ,1+δ/2(2Q T ∗).
44 M.C. Mariani et al. / J. Math. Anal. Appl. 385 (2012) 36–48Using this result, we can now deﬁne vn ∈ C2+δ,1+δ/2(Q T ∗), n 1, to be the unique solution to the linearized problem
∂τ ′ v
n − Lvn = Fg
(
x, τ ′, vn−1 + ϕ,∇(vn−1 + ϕ)) in Q T ∗ ,
vn(x,0) = 0 on Ω,
vn
(
x, τ ′
)= 0 on ∂Ω × (0, T ∗), (4.9)
where v0 = v0(x) = 0 ∈ C2+δ,1+δ/2(Q T ∗,U ). To prove the existence of a solution to problem (4.7), we will show that this
sequence converges.
From [22], there exists a Green’s function G(x, y, τ ′, τ ) for problem (4.9). For n 1, the solution vn can be written as
vn
(
x, τ ′
)=
τ ′∫
0
∫
Ω
G
(
x, y, τ ′, τ
)Fg(y, τ , vn−1 + ϕ,∇(vn−1 + ϕ))dy dτ +
∫
Ω
G
(
x, y, τ ′,0
)
v0(y)dy
=
τ ′∫
0
∫
Ω
G
(
x, y, τ ′, τ
)Fg(y, τ , vn−1 + ϕ,∇(vn−1 + ϕ))dy dτ ,
because v0(y) = 0. Here,
Fg
(
y, τ , vn−1 + ϕ,∇(vn−1 + ϕ))
=
∫
Ω
f
(
y, τ , z, g
(
vn−1(x) + ϕ(x), vn−1(x+ z) + ϕ(x+ z)),∇(vn−1 + ϕ)(y, τ ))dz.
For convenience, we will write
Fn−1(y, τ ) = Fg
(
y, τ , vn−1 + ϕ,∇(vn−1 + ϕ))
=
∫
Ω
f
(
y, τ , z, g
(
vn−1(x) + ϕ(x), vn−1(x+ z) + ϕ(x+ z)),∇(vn−1 + ϕ)(y, τ ))dz.
Now we take the ﬁrst and second derivatives of vn(x, τ ′) with respect to x:
vnxi
(
x, τ ′
)=
τ ′∫
0
∫
Ω
Gxi
(
x, y, τ ′, τ
)Fn−1(y, τ )dy dτ ,
vnxix j
(
x, τ ′
)=
τ ′∫
0
∫
Ω
Gxix j
(
x, y, τ ′, τ
)Fn−1(y, τ )dy dτ .
From Chapter IV.16 in [22], we have the estimates
∣∣G(x, y, τ ′, τ )∣∣ c1(τ ′ − τ )− d2 exp
(
−C2 |x− y|
2
τ ′ − τ
)
, (4.10)
∣∣Gxi (x, y, τ ′, τ )∣∣ c1(τ ′ − τ )− d+12 exp
(
−C2 |x− y|
2
τ ′ − τ
)
, (4.11)
∣∣Gxix j (x, y, τ ′, τ )∣∣ c1(τ ′ − τ )− d+22 exp
(
−C2 |x− y|
2
τ ′ − τ
)
, (4.12)
where τ ′ > τ and the constants c1 and C2 are independent of all parameters of G . If we combine everything together, we
get
∥∥vn(·, τ ′)∥∥W 2∞(Ω) = ∥∥vn(·, τ ′)∥∥L∞(Ω) +
d∑
i=1
∥∥vnxi (·, τ ′)∥∥L∞(Ω) +
d∑
i, j=1
∥∥vnxix j (·, τ ′)∥∥L∞(Ω)

τ ′∫ ∫ ∥∥G(·, y, τ ′, τ )∥∥L∞(Ω)∣∣Fn−1(y, τ )∣∣dy dτ
0 Ω
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d∑
i=1
τ ′∫
0
∫
Ω
∥∥Gxi (·, y, τ ′, τ )∥∥L∞(Ω)∣∣Fn−1(y, τ )∣∣dy dτ
+
d∑
i, j=1
τ ′∫
0
∥∥∥∥
∫
Ω
Gxix j
(·, y, τ ′, τ )Fn−1(y, τ )dy∥∥∥∥
L∞(Ω)
dτ .
Our goal is to show that ‖vn(·, τ ′)‖W 2∞(Ω) is uniformly bounded on the interval [0, T ∗] so that we can use the Arzelà–
Ascoli theorem and a weak compactness argument (Theorem 3 of Appendix D in [12]). From A(6), we have |Fn−1| = Fn−1.
We obtain the following estimates by using A(7) and A(8):
Fn−1(y, τ )
∫
Ω
∣∣ f (y, τ , z, g(vn−1(x) + ϕ(x), vn−1(x+ z) + ϕ(x+ z)),∇(vn−1 + ϕ)(y, τ ))∣∣dz

∫
Ω
C0
(
1+ ∣∣g(vn−1(x) + ϕ(x), vn−1(x+ z) + ϕ(x+ z))∣∣+ ∣∣∇vn−1(y, τ )∣∣+ ∣∣∇ϕ(y, τ )∣∣)dz

∫
Ω
C0
(
2
∥∥vn−1(·, τ )∥∥L∞(Ω) +
d∑
i=1
∥∥vn−1yi (·, τ )∥∥L∞(Ω)
)
dz
+ C0
(
1+ 2 sup
Q T∗
∣∣ϕ(y, τ )∣∣+ d∑
i=1
sup
Q T∗
∣∣ϕyi (y, τ )∣∣
)
dz
 C3
∥∥vn−1(·, τ )∥∥W 2∞(Ω) + CT ∗ ,
where C3 is a constant independent of T ∗ , whereas CT ∗ is a constant which depends on T ∗ . By a direct calculation, we can
easily see that (with |x− y|2 = (x1 − y1)2 + · · · + (xd − yd)2),
∫
Ω
(
τ ′ − τ )− d2 exp(−C2 |x− y|2
τ ′ − τ
)
dy 
∫
Rd
(
τ ′ − τ )− d2 exp(−C2 |x− y|2
τ ′ − τ
)
dy = C−
d
2
2
∫
Rd
e−σ 2 dσ =
(
π
C2
) d
2
.
We can see this by computing the integral in one dimension:
∞∫
−∞
(
τ ′ − τ )− 12 exp(−C2 (x1 − y1)2
τ ′ − τ
)
dy1 =
∞∫
−∞
(
τ ′ − τ )− 12
√
τ ′ − τ
C2
e−ω21 dω1 = C−
1
2
2
∞∫
−∞
e−ω21 dω1 =
(
π
C2
) 1
2
,
where we use
ω1 =
√
C2
τ ′ − τ (x1 − y1).
The integral in Rd is a product of these one-dimensional integrals. This gives us the desired result.
The Green’s function estimate∥∥∥∥
∫
Ω
Gxix j
(·, y, τ ′, τ )dy∥∥∥∥
L∞(Ω)
 C4
(
τ ′ − τ )−γ , (4.13)
where C4 is a constant independent of T ∗ , 0 < γ < 1 and τ ′ > τ can be found in [29]. Using all of our previous estimates
and (4.13), we obtain∥∥vn(·, τ ′)∥∥W 2∞(Ω)
= ∥∥vn(·, τ ′)∥∥L∞(Ω) +
d∑
i=1
∥∥vnxi (·, τ ′)∥∥L∞(Ω) +
d∑
i, j=1
∥∥vnxix j (·, τ ′)∥∥L∞(Ω)

τ ′∫ (
A + B(τ ′ − τ )− 12 + D(τ ′ − τ )−γ )(C3∥∥vn−1(·, τ )∥∥W 2∞(Ω) + CT ∗)dτ
0
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(
Aτ ′ + 2Bτ ′1/2 + D τ
′1−γ
1− γ
)
+ C3
τ ′∫
0
(
A + B(τ ′ − τ )− 12 + D(τ ′ − τ )−γ )∥∥vn−1(·, τ )∥∥W 2∞(Ω) dτ
 C
(
T ∗, γ
)+ C
τ ′∫
0
(
A + B(τ ′ − τ )− 12 + D(τ ′ − τ )−γ )∥∥vn−1(·, τ )∥∥W 2∞(Ω) dτ
where the constants A, B, D and C are independent of T ∗ . The constant C(T ∗, γ ) depends only on T ∗ and γ . Therefore we
have
∥∥vn(·, τ ′)∥∥W 2∞(Ω)  C(T ∗, γ )+ C
τ ′∫
0
(
A + B(τ ′ − τ )− 12 + D(τ ′ − τ )−γ )∥∥vn−1(·, τ )∥∥W 2∞(Ω) dτ . (4.14)
Observe that there exist an upper bound of the integral
τ ′∫
0
(
A + B(τ ′ − τ )− 12 + D(τ ′ − τ )−γ )dτ ,
for τ ′ ∈ [0, T ∗]. Choose A (where τ ′ = tA , as deﬁned before) such that this upper bound is 
 where |
C | < 1. This is possible
as C does not depend on T ∗ .
We observe from (4.14) that∥∥v1(·, τ ′)∥∥W 2∞(Ω)  C(T ∗, γ ),
∥∥v2(·, τ ′)∥∥W 2∞(Ω)  C(T ∗, γ )+ C
τ ′∫
0
(
A + B(τ ′ − τ )− 12 + D(τ ′ − τ )−γ )∥∥v1(·, τ ′)∥∥W 2∞(Ω) dτ
 C
(
T ∗, γ
)+ C(T ∗, γ )C
,
∥∥v3(·, τ ′)∥∥W 2∞(Ω)  C(T ∗, γ )+ C
τ ′∫
0
(
A + B(τ ′ − τ )− 12 + D(τ ′ − τ )−γ )∥∥v2(·, τ )∥∥W 2∞(Ω) dτ
 C
(
T ∗, γ
)+ C(C(T ∗, γ )+ C(T ∗, γ )C
)

= C(T ∗, γ )+ C(T ∗, γ )C
 + C(T ∗, γ )C2
2.
Proceeding this way∥∥vn(·, τ ′)∥∥W 2∞(Ω)  C(T ∗, γ )(1+ C
 + · · · + Cn−1
n−1).
Since |
C | < 1, we obtain ‖vn(·, τ ′)‖W 2∞(Ω) 
C(T ∗,γ )
1−
C , where n = 0,1,2, . . . . Consequently ‖vn(·, τ ′)‖W 2∞(Ω) is uniformly
bounded on the closed interval [0, T ∗]. Using this result along with (4.6), we can easily show that ‖vnτ ′ (·, τ ′)‖L∞(Ω) is also
uniformly bounded on [0, T ∗].
Since ‖vn(·, τ ′)‖W 2∞(Ω) and ‖vnτ ′ (·, τ ′)‖L∞(Ω) are continuous functions of τ ′ on the closed interval [0, T ∗], it follows that
|vn|, |vnxi |, |vnxi x j | and |vnt | are uniformly bounded on Q T ∗ . Thus vn(·, τ ′) is equicontinuous in C(Q T ∗). By the Arzelà–Ascoli
theorem, there exists a subsequence {vnk }∞k=0 such that as k → ∞,
vnk → v ∈ C(Q T ∗) and vnkxi → vxi ∈ C(Q T ∗),
where the convergence is uniform. Furthermore, by Theorem 3 in Appendix D of [12],
vnkxi x j → vxix j ∈ L∞(Q T ∗) and vnkτ ′ → vτ ′ ∈ L∞(Q T ∗),
as k → ∞. Here, the convergence is in the weak sense. Therefore, vnk converges uniformly on the compact set Q T ∗ to a
function v ∈ C1+1,0+1(Q T ∗). By A(7) and A(8), we have∣∣ f (y, τ , z, g(vnk−1(x) + ϕ(x), vnk−1(x+ z) + ϕ(x+ z)),∇(vnk−1 + ϕ)(y, τ ))∣∣
 C0
(
1+ 2 sup
Q T∗
∣∣vnk−1(y, τ )∣∣+ d∑ sup
Q T∗
∣∣vnk−1yi (y, τ )∣∣+ 2 sup
Q T∗
∣∣ϕ(y, τ )∣∣+ d∑ sup
Q T∗
∣∣ϕyi (y, τ )∣∣
)
 C ′,i=1 i=1
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lim
k→∞
Fnk−1(y, τ )
=
∫
Ω
lim
k→∞
f
(
y, τ , z, g
(
vnk−1(x) + ϕ(x), vnk−1(x+ z) + ϕ(x+ z)),∇(vnk−1 + ϕ)(y, τ ))dz
=
∫
Ω
f
(
y, τ , z, g
(
v(x) + ϕ(x), v(x+ z) + ϕ(x+ z)),∇(v + ϕ)(y, τ ))dz.
Therefore, by passing to the limit k → ∞ in (4.9), we see that v is a classical solution to the initial–boundary value
problem (4.7). Consequently, u is a strong solution to (4.5). 
Now, we show that we can extend this solution to give us a classical solution on the unbounded domain Rd+1T =
Rd × (0, T ).
Theorem 4.3. There exists a classical solution u ∈ C2,1(Rd+1T ) to the problem
ut − Lu = Fg(x, t,u,∇u) in Rd+1T ,
u(x,0) = u0(x) on Rd (4.15)
such that the solution u(x, t) → ν(x, t) as |x| → ∞.
Proof. We approximate the domain Rd by a non-decreasing sequence {ΩN }∞N=1 of bounded smooth sub-domains of Ω .
For simplicity, we will let ΩN = B(0,N) be the open ball in Rd centered at the origin with radius N . Also, we let VN =
ΩN × (0, T ).
Using the previous theorem, we let uM ∈ C2,1(V M) be a solution to the problem
ut − Lu = Fg(x, t,u,∇u) in VM ,
u(x,0) = u0(x) on ΩM ,
u(x, t) = ν(x, t) on ∂ΩM × (0, T ). (4.16)
Since M  1 is arbitrary, we can use a standard diagonal argument to extract a subsequence that converges to a solution u
to the problem on the whole unbounded space Rd+1T . Clearly, u(x,0) = u0(x) and u(x, t) → ν(x, t) as |x| → ∞. 
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