Abstract-Challenging networks require transmission proto-ADSL but it is very limited approximately 100:1. In a deep cols able to deal with the specificities of the environment. These space environment it may be in the order of 1000:1 or higher.
with the characteristics of intervening communications networks d a and services. In this paper we analyse the impacts of parameters forward/reverse channels of deep-space communication links such as loss probability and propagation delay on Licklider have bandwidth asymmetry. Transmission Protocol (LTP) [1] , [2] and the newly proposed Power constraints The operation of the space elements Licklider Transmission Protocol-Transport (LTP-T) [3] following mainly depends on re-chargeable battery using solar energy. a comparative study of both the protocols.
Therefore, routing protocols need to be power efficient.
I. INTRODUCTION
Special protocols are needed for such type of networks Communication on networks can be challenging specially rather than standard Internet protocols. For example, the if they are suffering from high delays and disruptions. In highly conversational characteristics of TCP coupled to the such scenarios the Internet protocol suite is ineffective. A requirements of end-to-end connectivity makes it unusable. new architecture is required. Interplanetary communications LTP is one of those protocols which are purposely developed provide the canonical example of severely impacted data for these types of networks from the scratch. LTP-T is a communications:
multi-hop, transport extension of LTP. Very long delays Interplanetary networks suffer very long propagation delays. Propagation delay is approximately 4 Licklider Transmission Protocol (LTP) [1] , [2] is minutes when Earth and Mars are at their closest approach a transmission protocol for delay-tolerant yet reliable and can exceed up to 20 minutes when Earth and Mars are communication between two points and is designed to serve in opposition.
as a convergence-layer protocol for the interplanetary leg(s) Bit error rate In fiber optic systems, bit error rate is as of an end-to-end path in a delay-tolerant network. LTP runs low as 10-12 to 10-15, while deep space missions typically just above link layer and may also be useful for some kinds operate with BER on the order of 10-1.
of terrestrial applications (eg sensor networks). Very high free space losses The losses associated with free space depend on the distance between the two planets which Licklider Transmission Protocol-Transport (LTP-T) [3] are very large. For example free space losses between Earth is a newly proposed protocol which extends LTP as a transport are Mars are in the range of 250-300 dB.
protocol. It explains the reasons of using transport layer Episodic connectivity Because end-to-end connectivity may approach on the believe that most delay tolerant networks will not be permanent, maintaining a communication path between be connected to the terrestrial Internet, at some point, so it will local and remote endpoints is one of the biggest challenge in be beneficial to use standard naming and addressing scheme such networks.
at the application layer. Also programmers are familiar with Asymmetric data rates Asymmetric data rates mean that a developing applications based on transport layer, so it will be system may have a different data rate for outbound traffic easier to develop and deploy applications. LTP-T is designed than for inbound traffic. It exists in some networks like for multi-hop environment, so reliability and related issues become more complex as we compare it with LTP. concurrently.
. In LTP and LTP-T, what are the tradeoffs driving reliability, goodput and end-to-end delay. LTP tolerates link interruptions without data loss and is These aspects are investigated in several environments (deep designed to impose minimal overhead on low-capacity and/or space and sensor networks) for applications displaying difasymmetric links. Segments can be extended (e.g., security ferent traffic characteristics and service requirements (image, coding). Transmission or reception of individual blocks may movie and bulk data transfer). The performance metrics used be canceled while accelerated retransmission, i.e. multiple are the goodput and the end-to-end delay. consisting of the summed propagation delays and frame loss not affected as it will be shown later. ratios (LTP-T assumes independent uniform error distributions at each hop).
End-to-end delay vs checkpoint ratio -LTP-T/deep space
Image, FLR= 1011 Three applications are evaluated: image, movie and bulk Table II . Figure 3 shows the goodput considering the same parameFinally, each (environment,application) couple is tested ters as in Figure 2 . The curves are overlaid for equal frame against different checkpoint ratios, respectively 5%, 10%, loss ratios. When losses are important (10-1), increasing 20% and 50% of the number of red segments. Checkpoints are the checkpoint ratio slightly improves the goodput upon two equally distributed. Two performance metrics are considered: occasions: loss of a report segment and loss of a red segment the end-to-end delay and the goodput. The end-to-end delay with checkpoint. In these two cases, the source must retransmit denotes the time required to transfer all red and green all data segments within the checkpoint scope. Narrowing the checkpoint scope contributes to impair the cost of retransEnd-to-end delay vs checkpoint ratio -LTP-T/sensor network mission (this also holds for LTP). Implementations should 12000 Image, Delay=50
Image, Delay=200ã lso take care to increase coding robustness for segments Movie, Delay=100 -El 10000~~~~~~~~~~~~~~~M ovie, Delay=2100 -1-Ocontaining checkpoints and reports. This section compares the performance of LTP-T and LTP effects were already witnessed for the deep space scenario for deep space and sensor networks. From this comparison, where larger delays increase the duration of the control loops one can derive the benefits of using a multi-hop approach hence the end-to-end delay.
whenever possible. Figure 5 shows the goodput considering the same param- Table III shows how LTP and LTP-T perform in a deep eters as in Figure 4 . All curves are overlaid since the frame space environment considering a frame loss ratio of 10-1 loss ratio is equal. For the same reason as described in the and a checkpoint ratio of 20%. Both LTP and LTP-T deep space scenario, increasing the chepithra improves displa comparable end-to-end delays. Indeed, in the deep goodput. However, contrary to the deep space scenario, good-space scenario the duration of the second and third hop are put improvement is not achieved at the expense of a large negligible compared the first hop. Treating the whole path as a end-to-end delay.
single (LTP) hop makes no difference as far as the end-to-end delay is concerned. On the other hand, LTP-T displays segments). a goodput performance about 10% larger than LTP. The multi-hop approach makes it possible to isolate a challenging Then, single and multi-hop approaches (LTP and LTP-T first hop as far as goodput is concerned. Retransmissions respectively) are compared. It is shown that in the example occurring on the second and third hops are quickly resolved scenarios, that deploying a multi-hop approach contributes as opposed to the single hop LTP.
to the control of goodput and end-to-end delay, either by keeping control loops efficient or by isolating hops that are challenging (from a propagation delay or a frame loss ratio Deep space (FLR=10-1 CP Ratio=-20%) sadon) This paper presented two approaches for transmitting data in challenging environments like deep space and low power sensor networks. LTP is a single hop transmission protocol designed for large propagation delays and frame loss ratios. LTP makes use of partial reliability in order to minimise interactions between endpoints. LTP-T is the multi-hop extension and more or less consists in a sequence of LTP sessions.
The performance of LTP-T is evaluated for the two environments considering applications (image, movie and bulk data transfers) with different requirements. The endto-end delay and goodput serve as performance metrics. Several effects are identified closely related to the processing of retransmissions in case of errors (missing or corrupted
