Abstract. Let Y be a random real response which is subject to left-truncation by another random variable T . In this paper, we study the kernel conditional quantile estimation when the covariable X takes values in an infinite-dimensional space. A kernel conditional quantile estimator is given under some regularity conditions, among which in the small-ball probability, its strong uniform almost sure convergence rate is established. Some special cases have been studied to show how our work extends some results given in the literature. Simulations are drawn to lend further support to our theoretical results and assess the behavior of the estimator for finite samples with different rates of truncation and sizes.
INTRODUCTION
Let (X, Y ) be a couple of random variables (r.v.'s) valued in F × R, where F is a semi-metric space, d denoting the semi-metric and Y being with distribution function (d.f.) F . Our purpose is to study the co-variation between X and Y via the quantile regression estimation when the interest r.v. is subject to random left truncation and the regressors take values in an infinite dimensional space.
It is well-known that, in nonparametric modeling, quantile regression is a useful analysis tool since it is less sensitive to outliers compared to classical regression.
For complete data and when the regressors are of functional type, and to the best of our knnowledge the first references are [9] and [13] , where the authors established the strong consistency. Now, for x ∈ S, we consider the conditional probability distribution of Y i given X i = x by F (y|x) = P(Y i ≤ y|X i = x), (1.1) where F is supposed to be strictly monotone. Let p ∈ (0, 1). The conditional quantile is defined by ζ p (x) = inf{y : F (y|x) ≥ p}.
( 1.2)
It is clear that an estimator of ζ p (x) can easily be deduced from an estimator of F (·|x). We point out that ζ p (x) satisfies
3)
The rest of the paper is as follows: in Section 2, we recall some background for truncated data. Section 3 contains the definition of our estimators of the conditional distribution and conditional quantile. The assumptions and main results are given in Section 4. In Section 5 a discussion is given about the assumptions and examples for the most important assumption (A1). Section 6 considers some particular cases. A simulation study is detailed in Section 7. Finally, the proofs are relegated to Section 8.
BACKGROUND FOR TRUNCATION MODELS
In this section we give the main definitions and results related to truncation models. We refer the reader to [27] or [32] for more details.
Recall that our original sample is (X i , Y i , T i ) 1≤i≤N . Taking into account the truncation effect we denote by (X 1 , Y 1 , T 1 ), . . . , (X n , Y n , T n ) the actually observed sample (i.e Y i ≥ T i , 1 ≤ i ≤ n) and suppose that α := P(Y 1 ≥ T 1 ) > 0. Conditionally on the value of n, these observed random vectors are still iid (see [26] ). Note here that n is a real random variable itself and that from the strong law of large numbers (SLLN) we have, as N → ∞,α The conditional joint distribution function (see [37] ) of (Y 1 , T 1 ) is
where t ∧ u = min(t, u). Following [37] the distribution functions of Y and T are
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respectively, where 1 A is the indicator of the set A. Note that, in what follows, the star notation ( * ) relates to any characteristic of the actually observed data (that is, conditionally on n).
Define
and consider its empirical estimate
It is well known that the respective nonparametric maximum likelihood of F and G are the product-limit estimators given by
which were obtained by [29] . Their asymptotic properties were studied by [38] who showed that
Note that the estimatorα n defined in (2.1) cannot be calculated (since N is unknown). Another estimator, namely
is used. In [17] the authors proved that α n does not depend on y and its value can then be obtained for any y such that C n (y) = 0. Furthermore, they showed (in their Corollary 2.5) its P − a.s. consistency.
QUANTILE AND DISTRIBUTION FUNCTIONS ESTIMATORS
In this section we recall some results and then define our quantile estimator. Our estimation of the conditional distribution function is based on the choice of weights. These are obtained in [32] .
Recall that, in the case of complete data, a well-known kernel estimator of the regression function in infinite dimensional space is based on the Nadaraya-Watson weights
associated to the N -sample (with convention 0/0 = 0) and φ(·) is a function which will be described later.
As N is unknown, we have to adapt the weights given in [27] which gives the following valuesW
Note that, in this formula and the forthcoming, the sum is taken only for i such that G n (Y i ) = 0. This in turn yields an estimator of the conditional distribution function F (y|x) given by
where
Here K is a real-valued kernel function, H is a d.f. and h n,K =: h K (resp. h n,H =: h H ) is a sequence of positive real numbers which goes to zero as n goes to infinity. Let p ∈ (0, 1). A natural estimator of ζ p (·) is given by
We consider the partial derivative of ψ n (x, y)
where H is derivative of H.
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Making use of (1.3) and (3.7), we get
is the estimate of the conditional density of Y (that is f (.|x)) given X = x, and ζ * p,n (x) lies between ζ p (x) and ζ p,n (x). Equation (3.8) shows how from the behavior of (F n (ζ p (x)|x) − F (ζ p (x)|x)), we can get asymptotic results for (ζ p (x) − ζ p,n (x)).
ASSUMPTIONS AND MAIN RESULTS
From now on we assume that 0 = a G < a F and b G ≤ b F and suppose that T i and (X i , Y i ), 1 ≤ i ≤ N are independent. We consider two real numbers a and b such that
Let B(x, h) be the ball of center x and radius h and let
We denote by Ξ some compact subset of S and V(u) to be a neighborhood of u.
Our assumptions are gathered here for easy reference.
(A1) There exist three functions g(·), φ(·) (which are assumed to be increasing) and
(A3) The conditional probability satisfies a Holder condition with respect to each variable, that is, there exist strictly positive constants β and γ such that:
where ϑ(x) is a neighborhood of x, and C x is a constant which depends on x,
(A4) The bandwidths h K and h H satisfy:
Now we are in position to state our main results: 
a.s. as n → ∞.
DISCUSSION OF THE ASSUMPTIONS
Remark 5.1. Assumption (A1) (i) plays an important role in our methodology. It is known as (for small h) the concentration hypothesis acting on the distribution of X in infinite-dimension spaces. In many examples, around zero the small ball probability P(W i < h) can be written approximately as the product of two independent functions g(x) and φ(h). This idea has been adopted by [30] who reformulated it from [15] , as a condition with respect to the functional distribution of W 1 . The increasing assumption on φ(·) implies that ξ · (·) is bounded and then integrable (a fortiori ξ 0 (·) is integrable).
We point out that even if F x (·) depends strongly on the ball center x, but the function can be given explicitly and asymptotically for several well-known continuous time processes. Some examples can be found in [12] ).
Assumption (A2) concerns the kernel and states conditions which are standard in functional nonparametric estimation. Assumption (A3) is the only condition involving the conditional probability density of Y given X. It means that F (·|·) and its derivatives satisfy the Lipschitz condition with respect to each variable. It is sufficiently weak not to introduce the notion of the density for the functional random variable X, and so, the concentration condition (A1) might play an important role. Here we point out that our assumptions are very usual in the functional estimation for functional regressors (see, e.g., [9] ).
Assumption (A4) concerns the choice of the bandwidth which is closely linked to the small balls probability.
Remark 5.2.
Here we give an example of a Gaussian process which satisfies Assumption (A1). Other examples can be found in [9] or in [11] . It is shown in Corollary 4.7.8 in [2, p. 186 ] that the expression of the Onsager-Machlup function of the couple (x, z), for the Gaussian measures on a semi-normed space (F, · ), is given by
where · H is the Hilbert norm on the Cameron-Martin space of F associated to a Gaussian measure, denoted by H, and π(·) is the orthogonal projection onto the orthogonal complement of the set {a ∈ H, such that a = 0}. So, in this case, the small ball probability function F x (h) can be written as
It is well known that the latter can be quantified for several continuous time processes such as Gaussian processes where the function φ(h) has the following general form
6. APPLICATIONS
BACK TO FINITE DIMENSIONAL SETTING AND/OR COMPLETE DATA
On the one hand, it is clear that our Theorem 4.2 extends the result existing in finite dimensional space. Indeed, taking
is the probability density of X, and we get a similar result of strong consistency to that obtained in [27] , where only the pointwise consistency is stated (see Theorem 1 therein).
On the other hand, in the case where there is no truncation, that is, T = −∞, and for the infinite dimensional setting, our result reduces to those obtained in [9] (see Theorem 4.2 therein).
Finally, in the case of the finite-dimensional setting and no truncation, our result reduces to that in [35] (see Theorem 1 therein).
PREDICTION
In prediction problems, the main idea is to use the conditional median µ(x) = ξ p (x) (for p = 1/2) which is a good alternative to standard methods based on the conditional mean to achieve robustness. Note that µ(x) is estimated by µ n (x) = ξ 1/2, n (x). For each n ∈ N and t ∈ R, let X i (t), i ∈ {1, . . . , n}, be functional random variables. For each curve X i (t), we have a real response Y i which corresponds to some modality of our problem. The main task is: given a new curve X n+1 (t) = x new , can we predict the corresponding response y new ? This is a prediction problem for infinite dimensional explanatory random variables. The predictor estimator is obtained by computing the quantity:
Now applying Theorem 4.2, we have the following corollary:
a.s. as n → +∞.
SIMULATION STUDY
In this section we implement our methodology to assess the quality of predictor for a finite sample. To this purpose, we consider the classical nonparametric functional regression model
where ε are normally distributed and generated as N (0, 0.5). We proceed with the following algorithm:
We fix the random size n (recall that n is known).
-Step 1. We generate the random variables T 1 , X 1 (t), t ∈ [0, 1], in the following manner: T 1 → N (µ, 1), and we adapt µ in the such way to get a different rate of truncation, X 1 (t) is generated as follows:
We calculate
We begin by setting:
Otherwise, we keep the triplet (X 1 (t), Y 1 , T 1 ). At the end of this count we get the deterministic N , which permits to get the rate of truncation τ = n N . More precisely, the rate of the observed triplet. We continue the process until n = 100. We get random vectors (X i (t), Y i , T i ), i = 1, . . . 100. -Then we calculate the Lynden-Bell estimator with the observed couple (Y i , T i ) for i = 1, . . . , n. We choose the quadratic kernel:
and the distribution function H(·) is defined by
Another important point for ensuring good behavior is to use a norm that is well-adapted to the kind of data we have to deal with. We used the norm defined by the L 1 − L 2 -distance between the second derivatives of the curves (for further discussion see [9] ). This choice is motivated by the regularity of the curves X(t).
Concerning the semi-metric we have downloaded the file for choosing a different semi-metric on the web-site of STAPH team. In this simulation, the choice of optimal bandwidth is much more crucial than that of the kernel. Recall that here we compute the M SE(h) on all the nearest-neighbors. For a fixed observation of index i 0 we minimize on all the distances d(X i0 , X i ), this to avoid calculating all the distances. In other words, we minimize on H i0 = h k the k th distance in increasing order, for some k, as the kernel is (0, 1)-support. This k th index allows us to calculate our estimate from the k-nearest observations of X i0 . This explains the name of k-NN method.
-Step 4.
We split our data into randomly chosen subsets I and J:
For each X i in the test sample, we set:
We calculate our estimators in two steps. First we calculate the estimator of the conditional distribution function given by formula (3.3) and the second step is to calculate the conditional median by putting p = 1 2 which is described below. Remark 7.1. Here we point out that the main idea of the downloaded subroutine, is to use the k-NN estimator which is well adapted to our problem as mentionned before. For a more thorough idea and for the interested reader, we cite the following references: [6] for real data and [25] for functional type. For the choice of the bandwidth, Rachdi and Vieu [33] recently described an automatic procedure. This choice is mainly based on the functional version of the cross-validation (CV) method. In other words they built some data-driven criterion and showed that the rule is asymptotically optimal (see their Theorem 1). We think that we can use the same idea for the conditional quantile operator to choose an optimal bandwidth. This work is beyond of the goal of this paper and can constitute a future challenge.
Our main purpose in the first part is to illustrate the consistency property of our estimator by examining its accuracy as a predictor in the following situations:
First study. We fix the percentage of truncation by taking µ = 2 and we vary the sample-size n = 100, 300, 500. For each case, we split our data into two subsets (learning sample and test sample). From the learning sample we compute the predicted values. We calculate the estimator ξ 1/2, n (X j ) for all j ∈ J by using the training sample and formula (3.6). Then we calculate the predictor values using the test sample.
In the following figures we plot the predicted values estimated by ξ 1/2, n (X j ) versus the true values. The continuous line represents what would be the perfect prediction. Typically, the efficiency of the prediction method is quantified by the closeness of the round point to this continuous line. Remark 7.2. We point out that unlike for complete and censored data, the explanatory random function X(t) is not kept in each step but only if the interest random variable Y is bigger than the truncated random variable T . 2 show the curves and the prediction which are evaluated by the MSE. We see clearly that the quality of fit increase with the size n.
The second study.
We fix the sample-size n = 300 and we vary the percentage of truncation by taking µ = −1, 1, 3, 7 and 10 (see Figures 3-7) . We see clearly that the quality of fit deteriorates with the increase of the percentage of truncation, which is predictable. 
AUXILLIARY RESULTS AND PROOFS
In what follows, we denote by C any generic constant which can vary from line to line. When there is a need for two constant on the same line, we denote them by C and C . First we need to introduce some notations. Similarly to formulae (3.4) and (3.5) we define the following pseudo-estimators:
and
Proof of Theorem 4.1. The proof is based on the following decomposition
The first lemma will play the role of the classical Böchner lemma in finite dimension.
Lemma 8.1. Suppose that Assumptions (A1) and (A2) hold. For all fixed x, we have
Proof of Lemma 8.1. Integrating by parts and by (A1) (i) and (A2), we have
From Assumption (A1) (ii) it follows that the term in the right-hand-side of (8.5) converges uniformly to a 1 g(x) as n → +∞.
Lemma 8.2. Under Assumptions (A3) (ii), (A4) (ii) and (iii) we have
Proof of Lemma 8.2 . Let r n be a real sequence which goes to zero at a rate given below. The compact subset Ξ can be covered by a finite number n of balls of radius r n that is Ξ ⊂ n k=1 B(x k , r n ). Furthermore, we suppose that there exists a positive finite constant C such that n r n = C. For any x ∈ Ξ, we set k(x) = arg min 1≤k≤ n d(x k , x) . We have
Then for all ε > 0,
Clearly, J 1 and J 3 can be treated in the same manner. Then thanks to (A3) (ii) and
, we get
For n large enough we have
. So, we can get directly that
and by using conditional expectation property we have
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Thus, the use of the classical Bernstein inequality allows us to write
Taking r n as before and ε = ε 0 log n nφ(h K ) 1/2 for ε 0 > 0, we get
we have
Thanks to (A4) (ii) and (iii), the upper bound becomes a general term of a convergent Riemann series which in turn, by Borel-Cantelli's lemma gives the result.
Lemma 8.3. Under Assumptions (A2) and (A4) we have
Proof of Lemma 8.3 . We have Remark 6 in [38] ). Using Lemma 10 of [10] and under our assumptions, we get easily sup x∈Ξ |v n (x)| = o(1) which permits us to conclude the proof.
The following lemma proves the asymptotic unbiasedness of the estimator g n (x).
Lemma 8.4. Under the same assumptions as those of Lemma 8.1 then we have
Proof of Lemma 8.4 . We have
Making use of Lemma 8.1 we get the result.
Lemma 8.5. Under the same assumptions as those of Lemma 8.1 we have
Proof of Lemma 8.5 .
In the same way as in the Lemma 8.3, in conjunction with Lemma 3.3 in [9] for j = 0 we obtain 
Clearly, T 1 and T 5 can be treated in the same manner. We deal with T 1 .
As the d.f. H is bounded by 1, then we come back directly to the Lemma 8.2. Then with the same choice of ε, we have
Also, as T 2 and T 4 can be treated in the same manner, we deal only with T 2 . Using the Lipschitz argument we get
By Lemma 8.1, the upper bound of the latter becomes
Kernel conditional quantile estimator under left truncation for functional regressors
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Choosing u n = n −ν− 1 2 with ν > 0 and by (A4) (iii), we get
Then for n large enough and all ε > 0, we get
Concerning T 3 , clearly we have
By using similar arguments to those of the proof of Lemma 8.2 and by the fact that
. Now, we apply Bernstein's exponential inequality to get
The same choice of r n , u n and ε give that the upperbound of the latter becomes
Using the same choice of the power of n as in the proof of (8.7) , that is,
Thanks to (A4) (ii) and (iii), the upper bound becomes a general term of a convergent Riemann series which in turn, by Borel-Cantelli's lemma gives the result. Now, Lemma 8.6 can be easily deduced from (8. 
Proof of Lemma 8.7 . From the inequality
and Lemma 8.2 we get the result.
The following lemma states the asymptotic unbiasedness of the pseudo-estimator ψ n (x). Proof of Lemma 8.8 . We can write
Here and after, we suppose that X 1 ∈ B(x, h K ). Moreover, we have by integration by parts and changing variables,
The last equality is due to the fact that H (·) is a probability density. Thus, we have
Making use of Lemma 8.4, L 2 tends to αa 1 ψ(x, y) as n goes to infinity. Now let us turn to L 1 . By Assumption (A3) (i), we have
Making use of (A3) (ii) and Lemma 8.4 , it is clear that, L 1 tends to zero as n goes to infinity, this completes the proof of Lemma 8.8. |F n (y|x) − F (y|x)|.
The consistency of ζ p,n (x) follows then immediately from Theorem 4.1, the continuity of F (.|x) and the following inequality: |F n (y|x) − F (y|x)| ≥ ).
