A recently proposed new class of direct search method is applied to the problem of mapping out the region of data-acceptable models (sets of unknowns) in a finite-dimensional nonlinear inverse problem. A model is defined to be data acceptable if its fit to the observed data is better than some prescribed level. The neighbourhood algorithm (NA) can be used to generate ensembles of models which preferentially sample the data-acceptable regions of parameter space. Simple transformations of a data misfit criterion are proposed to assist in this task. Some numerical experiments are presented which are motivated by highly nonlinear geophysical inverse problems. In these cases it is shown how the NA can be used to map out the main features of data-acceptable regions in both highand low-dimensional problems. It is also shown how the NA can concentrate sampling in multiple acceptable regions simultaneously.
Introduction
It is well known that many inverse problems are non-unique. This means that the physical properties, or functions of interest (the model) cannot be uniquely determined by observations. There will often be many (usually an infinite number) models which explain the data equally well. Another cause of difficulty is that all data contain noise (either random or systematic) which corrupts the information contained on the model. In addition, our knowledge of the physical processes relating a model to data is often imperfect. In cases where the model is linearly related to the data, these issues have been understood for more than 30 years (e.g. Backus and Gilbert (1967 , 1968 , 1970 ). In geophysics a range of approaches have been developed for linear inverse problems. (For summaries see Tarantola (1987) , Menke (1989) , Parker (1977 Parker ( , 1994 , Snieder and Trampert (1999) .) The usual way of dealing with nonlinear problems is to try and invoke linearization about some chosen model, and make use of linear inversion techniques. These are often inadequate when the nonlinearity becomes severe, and can produce overly optimistic resolution estimates, usually when calculated about a single best data-fit model. (See Parker (1994) and Snieder (1998) for discussions on the role of nonlinearity in inverse problems.) To date there remain very few fully nonlinear approaches to deal with non-uniqueness and inconsistent noisy data.
In many cases of interest in geophysics one resorts to building a model from a finite number of unknowns, resulting in a discrete problem. An example is in estimating the variation of seismic wave speeds with depth in the Earth from observed seismograms of earthquakes at the surface (e.g. Press (1968) , Wiggins (1969 Wiggins ( , 1972 ). This constitutes a parametrization of the Earth. The choice is always subjective, however, it should, in principal, greatly simplify the problem, since an infinite number of unknowns is reduced to a finite number, usually designed with the particular characteristics of the data in mind. However, even in the nonlinear discrete case, relatively little progress has been made in characterizing the class of Earth models that fit a data set adequately in the presence of non-uniqueness and noise. This is somewhat surprising since some of the earliest work on fully nonlinear inverse problems in geophysics was aimed specifically at the issue of characterizing the range of Earth models that were consistent with observational data (e.g. Press (1968) , Wiggins (1969 Wiggins ( , 1972 , Anderssen (1970) , Anderssen and Senata (1971) ).
These studies were the first to apply a fully nonlinear inversion technique to geophysical data, i.e. Monte Carlo (which at that time meant uniformly random) searching of a finitedimensional parameter space for 'data-acceptable' Earth models. The principle aim of these studies was to make inferences about the depth variation of the Earth's seismic and density structure. Uniform random searching of a multi-dimensional parameter space is a very inefficient process, and in most cases very few acceptable Earth models were obtained. (Press (1968) found just six satisfactory seismic and density profiles of the Earth after testing 5 million against all available free-oscillation data.) One of the major criticisms of Monte Carlo methods at that time, which in part still holds today, is that one can never be sure that enough searching has been performed to properly characterize the acceptable model region (even within a chosen finite-dimensional parameter space).
In this paper the focus is on how to generate populations of models that fit data to a prescribed level in a nonlinear discrete inverse problem. This is in contrast to the more common scenario of estimating single 'best data-fit' models. We take a fully nonlinear approach, i.e. at no time is a linearization invoked, or Frechet kernels calculated. We make use of direct search techniques, i.e. those which only compare the predictions from a (parametrized) model to the available data. The study is motivated by some nonlinear geophysical problems, and in particular seismic waveform fitting (see figure 3) using one-dimensional Earth models, however, the concepts and algorithms introduced are applicable to a much wider class of discrete inverse problems.
The main thrust of this paper is to examine how a recently proposed direct search method, the neighbourhood algorithm (NA) (Sambridge, 1998 (Sambridge, , 1999a can be applied to the problem of generating an ensemble of acceptable models in a generic data fitting problem of this kind. Note that there is a difference between finding data-acceptable models and optimization. In the latter case one is usually interested in the minimum (or maximum) of some objective function (e.g. a measure of data misfit, or model acceptancy), while in the former we are more interested in characterizing the complete range of models with a chosen level of data fit.
The feature that distinguishes this paper from the earlier works of Sambridge (1998 Sambridge ( , 1999a ) is the way in which the ensemble of models is generated. In Sambridge (1998 Sambridge ( , 1999a ) the search process continually improved (i.e. lowered) some objective function. The complete ensemble of models generated in this way was then used for uncertainty/resolution analysis (Sambridge 1999b) . In this paper we also use the NA, but show that by choosing the data-fit criterion (model acceptancy) carefully it is possible to gear the algorithm toward efficiently exploring the data-acceptable regions in multi-dimensional parameter spaces. The main difference is that here we introduce a specific criterion for when a model is acceptable and attempt to characterize all regions of parameter space which satisfy this criterion. We report on some numerical experiments using the NA, for this purpose in problems ranging from 5 to 24 dimensions. In these examples the acceptable regions of parameter space are finite in size. We also show an example where the NA identifies multiple 'unconnected' data acceptable regions simultaneously.
Characterizing the class of acceptable models

Previous approaches
The process of trying to solve inverse problems by characterizing the class of acceptable models is not new. When Monte Carlo inversion techniques were first introduced into geophysics by Keilis-Borok and Yanovskaya (1967) , the intention was to map out the data-acceptable region using the 'Hedgehog' algorithm. With the increased access to high-performance computing from the mid 1980s, direct search techniques came into vogue for geophysical data fitting problems. Sambridge and Kennett (1986) argued that adaptive grid search techniques were practical for the location of earthquake hypocentres. Also, since they were fully nonlinear they had several advantages over linearized methods in terms of stability and estimating the acceptable class of solutions.
In the past 15 years both linearized and direct search based methods have been proposed which characterize the class of acceptable models. Constable et al (1987) proposed the Occam's inversion. This is an iterative linearized algorithm which can be used to produce extremal models, i.e. those which in some sense bounded the acceptable class, e.g. by having the smoothest variations in some model property. This is an example of regularization and has been applied widely in both electromagnetic and seismic studies. Other notable studies include those of Kennett and Nolet (1978) , Kennett (1978) , Dosso and Oldenburg (1991) , Vasco et al (1993) , and Douma et al (1996) , who all proposed approaches to make inferences based on an ensemble of acceptable solutions.
Several authors have proposed statistical sampling techniques to try and generate as many models as possible within the acceptable class. Dosso and Oldenburg (1991) used simulated annealing, Vasco et al (1993) used importance sampling, Snieder (1994, 1995) used a genetic algorithm. A related body of work is the Bayesian inference studies, which use Monte Carlo techniques to importance sample a posterior probability distribution (PPD) over the parameter space. A well known and readable example is provided by Mosegaard and Tarantola (1995) . This type of approach differs from what is considered here in that we only look for acceptable models (determined in some way) while in a Bayesian approach one would make statistical inferences from a complete ensemble of models whose density is constructed to follow a PPD.
Very recently Vasco (2000) has applied methods of computational algebra to the problem of examining the non-uniqueness of nonlinear inverse problems. This approach will be unfamiliar to many geophysicists but early results look promising.
The previous work that is most closely related to the present paper is that by Snieder (1994, 1995) . They proposed a data fit criterion to encourage a genetic algorithm towards finding acceptable models instead of performing global optimization. Their preferred approach is the starting point for the discussion below. Here we propose some new criteria and use a NA for the search.
The neighbourhood algorithm
The NA is a direct search method applicable to a wide range of inversion problems, particularly those where the relationship between the observables (data) and the unknowns (a finite set of model parameters) is rather complex, and linearization is undesirable. A geophysical example would be the fitting of seismic waveforms (see figure 3 ) for Earth structure, or earthquake source parameters.
The NA has been presented in detail by Sambridge (1999a, b) . Here we give only a brief summary. The NA makes use of simple geometrical concepts to search a parameter space. The basic idea is illustrated in figure 1. At each iteration the entire parameter space is partitioned into a set of Voronoi cells (Voronoi 1908) constructed about each previously sampled model. In this case Voronoi cells are nearest neighbour regions defined by an L2-norm, although in principle other norms could also be used. The initial set of samples are uniformly random, but as iterations proceed only a subset of chosen Voronoi cells are re-sampled (using a random walk within each cell). This allows the algorithm to concentrate sampling in promising regions of parameter space (i.e. where data misfit is lowest).
In the example shown in figure 1 the NA distributes 20 (=n s ) new points at each iteration, which are placed randomly, one in each of the 20 (=n r ) Voronoi cells whose corresponding models have the lowest data misfit. The tuning parameters, n s and n r control the behaviour of the sampling. The upper panel shows an initial set of 100 uniformly distributed samples and their Voronoi cells. The lower panel shows the 300 Voronoi cells obtained after ten iterations of the NA. Here one observes a concentration of sampling simultaneously in three main regions of the plane. Each of these corresponds to areas of low misfit value in the underlying multi-modal objective function.
In this simple example one sees the self-adaptive behaviour of the NA. It has been shown by Sambridge (1999a) that this type of search procedure can be tuned to explore or concentrate sampling as desired. In addition, in higher dimensions it can escape entrapment in local minima caused by nonlinearities in the data model relationship. The NA has recently been applied to a number of seismological inversion problems, including earthquake location (Sambridge and Kennett 2001) , and seismic source characterization . Sambridge (1999b) addresses the question of how one can make use of the complete ensemble of samples produced by the NA to estimate trade-offs, resolution and confidence intervals on chosen parameters. In that paper a Bayesian viewpoint was adopted. Here we look at the related problem of trying to adapt the NA to explore a chosen sub-region of parameter space, defined by a particular acceptable level of data misfit. In this paper we do not invoke the Bayesian philosophy, but merely assume we have a well defined level of data misfit below which models are considered acceptable, given the level of noise in the observations. This paper may be viewed as an alternative to the statistical approach of Sambridge (1999b) . Before presenting the main results, we digress slightly to consider some effects of dimensionality, which prove to be important in interpreting the results.
Sampling in high-dimensional spaces
The number of dimensions of the parameter space is equal to the number of model unknowns. In many direct search problems, e.g. global optimization (see Sen and Stoffa (1995) ), an increase in the number of unknowns makes the problem considerably harder to solve. This is the so-called 'curse of dimensionality'. With the NA the main affect of increasing dimension is on the topology of the Voronoi cells. To see the influence of dimension on geometry one only has to look at how the numbers of corners of a cube, n, (or hypercube) scales with dimension, d. We have,
which is a rapidly increasing function of dimension. We can take this as a measure of the number of samples required as a function of dimension to be on a par, i.e. four samples in two dimensions is approximately equivalent to eight samples in three dimensions, and so on. (Note there are approximately 16.7 million corners of a cube in 24 dimensions!) This suggests that increasingly larger numbers of samples will need to be made as the dimension of the parameter space increases, in order to fill the space to the same degree. Sambridge (1998) studied how the number of edges of a Voronoi cell scaled with the dimension and the number of samples. (This is relevant to how the NA algorithm will perform in higher dimensions.) In two dimensions one finds that as one adds samples uniformly randomly, the average number of edges of Voronoi cells, which is equal to the average number of natural neighbours, tends asymptotically to about 6. This we call 'saturation'. In three dimensions, saturation results in an average of 14 natural neighbours (a two-dimensional example is seen in figure 1) . Sambridge (1998) as the average number of natural neighbours at saturation, i.e. as N increases. It was found that for uniform random sampling in dimension d, halfway towards saturation was achieved when,
In other words, s(d) samples produced approximately s/2 natural neighbours (see Sambridge (1998) for more details). Figure 2 shows a plot of s against d determined experimentally. Again one sees a very nonlinear dependence on dimension. An empirical fit gives,
This trend can be interpreted in a similar way to the number of corners of a hypercube, i.e. it shows the number of samples required to fill up a space as a function of dimension. A consequence of (2) is that the vertical axis of figure 2 can be interpreted as either the number of neighbours at saturation, or the number of samples required to reach halfway towards saturation. Any multi-dimensional ensemble can be represented by a pair of N and d values, and hence plots as a single point in figure 2 . If an ensemble corresponds to a point in (N, d) space which is below the curve then its Voronoi cells (constructed about each sample) will all share an edge, i.e. they will all be neighbours of one another. In this case the space is undersampled by the ensemble, and the NA can in principal switch sampling from one cell to any another. Conversely, if the position in (N, d) space is above the curve then the Voronoi cells will be isolated from one another, and overall the space will be oversampled. The level of exploration of the parameter space produced by the NA will then be closely tied to the values of the tuning parameters (n s , n r ), with higher values meaning more exploration.
We see then that both the Voronoi cell topology and the size of a hypercube argument, lead to the same conclusion, i.e. in low dimensions it will usually be possible to oversample a parameter space and in higher-dimensional problems one will almost always undersample the space. Typically in seismic waveform fitting problems, the computational cost of theoretical seismogram calculation, is such that it is often only practical to sample between 10 4 and 10 5 models, and hence we are likely to be in the undersampled regime when the number of unknowns exceeds about 20.
The empirical expression (3) also provides a mechanism for deciding which regime we are in given N and d. Even though expression (3) has been derived based on uniform sampling it provides a guide to the likely behaviour of algorithms performing adaptive sampling. In the case of NA the conclusion would be that for low-dimensional (oversampled) problems the potential exists to become trapped in local minima of the objective function (because the Voronoi cells are isolated), and so the algorithm should be tuned more for exploration. In high-dimensional (undersampled) cases the opposite problem is more likely to occur, i.e. a lack of concentration in the sampling (because the sampling always has the potential to move into any region of parameter space). These features were observed in our experiments below and help shape the strategy proposed.
In general, being able to classify the regime to which a sampling algorithm is applied can help one understand its performance. Clearly methods successful in one regime may not work well in another, or may need modification. This was found to be the case for the NA. Below we propose a strategy for mapping out the region of acceptable models, in each of the two cases.
Finding acceptable models with the NA
A data fit measure, φ(m), is required which can be evaluated for any model, m. For seismic waveforms, like that shown in figure 3, φ(m), would typically be based on an L2-norm of the differences between the observed and predicted seismograms from an Earth model. (Note that the calculation of the predicted seismogram constitutes the forward problem.) For examples and variants see Cary and Champan (1988) , Sambridge (1999a, b) . Below we assume that some suitable function, φ(m), is available, together with a particular value φ t , representing a tolerance level. An acceptable model is then one for which, Lomax and Snieder (1994) proposed a modification to the data misfit criterion to encourage a genetic algorithm to map out the region of acceptable models. This was simply to set φ(m) to a constant when data misfit was below some chosen tolerance level, i.e. we have
A flattened data misfit function
In this way the algorithm only 'sees' a uniform (flat) objective function in all regions of parameter space which are acceptable. Since by definition the search algorithm concentrates sampling in regions where φ(m) is low, then all acceptable models are treated equally. In this The predicted waveform is that produced by the best fitting model (shown as a × in figure 4 ). This type of waveform fitting can lead to highly nonlinear inverse problems.
way one hopes (but cannot guarantee) that the search algorithm will produce approximately uniformly distributed samples in the acceptable region.
To provide a comparison with the modified objective function, φ F (m), we first apply the NA to the unmodified, φ(m), for a seismic receiver waveform fitting problem. The full details of the experimental set up are contained in Sambridge (1999a) . In short we describe the seismic shear wavespeed in the first 60 km of the Earth's crust and upper mantle, using 24 variables. Each model, m, in this 24-dimensional space can be used to calculate a predicted receiver function, like that in figure 3, which is then compared to the observed waveform and a measure of their difference, φ(m), calculated using
where, u obs (t) and u calc (t, m) are the observed and predicted seismograms respectively, and (t 1 , t 2 ) is the time interval over which the L 2 -norm is evaluated. This type of waveform inversion problem is much studied by seismologists and known to be highly nonlinear (Ammon et al 1990) . The NA was used to generate an ensemble of 76 100 Earth models, using 1521 iterations and parameters (n s = 50, n r = 10). (Note that if the initial number of uniform samples is also equal to n s then the total number of models is n s (n i + 1).) The resulting ensemble is plotted in figure 4 , projected on six pairs of variables. The best data fitting model in this case produced the predicted waveform shown in figure 3 (black trace). Experience shows that this is a very good fit to the data. Note that both the phase and amplitude of all pulses over the first 5 s, are very similar in two waveforms. (It is well known that for this type of problem, the seismic structure will mostly influence the 0-5 s time window in the receiver function.) Each panel of figure 4 shows the concentration of sampling about the estimated best fit model (shown as a +). The darker shades represent better data fit (or reduced misfit). In this problem the 'observed' receiver function waveforms were synthetically generated from an Earth model and time correlated noise was added (see thick grey trace in figure 3 ). The × symbol in figure 4 represents the Earth model with optimum fit in the noise free case, i.e. the one which generated the 'observed' receiver function prior to addition of noise. One would expect that the best fit model (+) found by the NA, and the optimum model (×) would be similar, and indeed they are in all but one parameter. Note how the shape of the projected ensemble differs in each panel.
Although the overall sampling shows considerable concentration in regions about the best fit model, only 258 acceptable models are produced, and these are barely visible in figure 4 (plotted in black). (Here the acceptable level of data fit was chosen based on previous experience and corresponds to φ t = 0.11.) Figure 5 shows an ensemble of 10 5 models generated by the NA using parameters (n s = 10, n r = 10) and the flat misfit function, φ F (m). In this case the starting point is the ensemble collected by the 'conventional NA' (figure 4). Overall one sees a tighter cluster of sampling and more acceptable models than in figure 4. Somewhat surprisingly, however, only 626 acceptable models were found. Other experiments (not shown) were performed without using the starting ensemble, and these resulted in even fewer acceptable models.
From the discussion of the previous section we may interpret these results in terms of the position in (N, d) space. For d = 24 and N = 10 5 the ensemble falls between the two bounding cases given by (1) and (3), but very close to the lower value (3). In this case an undersampled regime would seem the most appropriate. This is consistent with the behaviour of the NA, since relatively few acceptable models were found. Farmer (2000) carried out similar experiments to these for the four parameter earthquake hypocentre location problem, which is firmly within the oversampled regime. There it was found there that the 'flat' misfit function performed much better, generating much larger numbers of acceptable models than here, for any level of tolerance chosen.
The higher-dimensional problem considered here is clearly more difficult to handle with, φ F (m). Figure 5 gives some impression of the acceptable model regions, which have a rather non-elliptical shape (due to nonlinearities). The NA has been able to focus sampling as hoped for, however, the outer edges of the acceptable cloud are not well defined. Unfortunately this is probably the more interesting region, since the boundary of the acceptable cloud, and hence the corresponding range of models, is probably more important to determine than the location of its centre. The boundary region is also where one expects to find extremal models such as those sought by Occam's method (Constable et al 1987) .
A reversed data misfit function
In an attempt to increase sampling densities near the edge of the acceptable cloud we introduce a second style of misfit transformation. Using the same notation as above we write
We refer to φ R (m) as the 'reversed' misfit function. At first sight it may seem counter-intuitive to introduce a discontinuity into the objective function driving the search process. However, this is not really a problem as far as the NA is concerned, because it only uses the rank of models with respect to φ, and not the function directly (see Sambridge (1999a) for further discussion). With the NA it is straightforward to rank models by φ R (m) and sample in the corresponding Voronoi cells. This has the effect of forcing the lowest values of φ R to be at the boundary of the acceptable cloud, thereby encouraging sampling in this complex region. Figure 6 shows the results of using the NA in conjunction with, φ R (m). Here the NA started with the same input ensemble (shown in figure 4 ), used parameters (n s = 10, n r = 10) and again generated an ensemble of 10 5 models. The effect of using φ R (m) was to significantly increase the number of acceptable models found to 7665. From figure 6 one immediately sees a larger and more complete definition of the acceptable region. In addition, the 'halo' of surrounding models is even tighter than in figure 5, suggesting that the sampling has indeed concentrated more on the boundary region. There is some suggestion that in one case the acceptable region is actually comprised of two or three sub-components (middle panel, top row), and interestingly this is the projection where the two best fit models differ most.
As was the case with the flat misfit function the NA appears to have used the information in the input ensemble to identify the broad region where sampling should be concentrated. However, the reversed misfit seems to have considerably improved the sampling of the acceptable cloud over the flat and the conventional NA, particularly in defining the boundary region.
Interestingly enough, however, the increased ability of the reversed misfit to define the acceptable cloud, is not carried over to the oversampled case. Other experiments (not shown) on the five-dimensional problem presented in the next section indicate that when the reversed misfit is used in much smaller dimensions, there is a tendency to concentrate sampling in one particular section of the boundary. This was also observed by Farmer (2000) for the earthquake location problem. It seems, therefore, that the nature of the most appropriate sampling strategy depends on the regime in which it operates. The reversed misfit, φ R (m), is more successful in the undersampled regime, while the flat misfit, φ F (m), is more appropriate for the oversampled regime.
Locating multiple acceptable regions
The estimation of Earth structure via the fitting of seismic waveforms is a common nonlinear inverse problem encountered by geophysicists. We would therefore expect the results above to be pertinent to other inversion problems of similar size and complexity.
One aspect that has not been directly studied, as yet, is the case where the class of acceptable models consists of multiple (unconnected) regions in parameter space. This is a consequence of what we might call gross nonlinearity, as distinct from the nonlinearity that distorts acceptable regions (such as those in figures 5 and 6) into non-elliptical shapes. Figure 7(a) shows an example of a five-parameter problem containing five acceptable regions (denoted by darker contours). In this example the objective function was constructed directly using Figure 6 . The final ensemble of 10 5 models produced by the NA using the 'reversed' misfit function, φ R (m). This produced 7665 acceptable models. In this case the acceptable region seems better resolved than in the previous two cases. All other details as in figure 4 .
where 
The function, f (x), contains both steep valleys, e.g. for x 1 ≈ −0.8, plateaus e.g. in the central region, and large gradients at all perimeters. Figure 7 (a) shows a contoured slice through f (x) by varying the two most prominent axes, x 1 and x 2 . Note that f (x) is quadratic in the other three variables ensuring that the acceptable regions remain unconnected in the full five-dimensional space. The other panels in figure 7 show the 22 000 samples generated with a uniform search ( figure 7(b) ), and by ten iterations of the NA (figure 7(c)) using φ F (m). In this case the NA had parameters (n s = n r = 2000), and hence was tuned for exploration. In contrast to the 24-dimensional example it was found that a starting ensemble was not necessary to achieve satisfactory results. Note that here the problem plots within the the oversampled regime in (N, d) space, and so an explorative algorithm is preferred. Figure 7(c) shows that the NA has identified all five acceptable regions. The samples are shaded according to their value of f (x). The samples within each acceptable class are plotted black and reproduce quite well the corresponding contours in figure 7(a) . Clearly then the NA has been able to identify and map out multiple unconnected regions in this case. This is largely due to its 'parallel' character as described by Sambridge (1999a) . At each iteration it can sample multiple Voronoi cells which do not have to be connected. Figure 9 shows a frequency histogram of function values for the two ensembles in figure 7. This figure shows more quantitatively that the NA ensemble has a much higher density of samples at a lower function value compared to the uniform sampling. The interval with the arrow above contains all of the acceptable models. Interestingly the mode occurs in the next interval, which in figure 7(c) corresponds to samples which plot in the region immediately surrounding the target region.
Conclusions
In this paper we have examined the use of a recently proposed direct search algorithm, for mapping out the regions of acceptable models in discrete nonlinear inverse problems. We have presented the results of a number of numerical experiments using the NA, while categorizing each case in terms of whether it falls into an undersampled or oversampled regime. This has helped explain the difference in character of sampling problems and identify a preferred strategy in each case.
For high-dimensional problems where an undersampled regime is likely to exist, our results suggest that the NA together with the reversed misfit function, φ R (m) will be the most successful approach. In this case the control parameters of the NA must be adjusted for the particular problem in hand. The results show that with the NA it is possible to map out an irregular shaped acceptable region, provided an initial ensemble containing some acceptable models is available. Here we were able to generate a suitable initial ensemble with the NA applied to an unmodified objective function.
For the oversampled case our results show that the NA should be tuned for exploration, i.e. by re-sampling a large number of Voronoi cells at each iteration and distributing few samples in each. In practice this means setting n s large and n r close to n s . In this case the most successful strategy was to use the 'flat' misfit function, φ F (m). No particular advantage is gained by 'seeding' the NA with a previously generated ensemble. Tests show that in this case the NA is readily able to identify multiple classes of acceptable models caused by the multi-modality of the objective function.
We conclude that overall the NA has been reasonably successful in identifying the class of acceptable models using the strategies described. However, the conclusions drawn here must be interpreted with care. Clearly our numerical experiments are limited in range, and largely focused on a particular geophysical problem. In addition, the discretizing of the physical variables by choice of parametrization, and the design of the data misfit function, can be rather subjective in many cases. Nevertheless, a consistent picture has emerged.
We have tried to interpret our results in general terms, i.e. by relating them to the number of samples and dimension of the parameter space. In this way, the preferred strategies proposed may be applicable to a much wider class of geophysical and other inverse problems. We hope that this will serve as a catalyst to other researchers to apply this novel technique to other challenging problems.
