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1. Introduction
Let Mn be the associative algebra of n × n complex matrices. We consider Cn with an indefinite
inner product [·, ·] defined as [x, y] := y∗Jx, x, y ∈ Cn, where J ∈ Mn is a diagonal involution.
A matrix A ∈ Mn is said to be J-normal if A#A = AA#, where A# is the J-adjoint of A defined by[A x, y] = [x, A# y], for any x, y ∈ Cn. In particular, if A = A#, that is, A = JA∗J, A is said to be
J-Hermitian or pseudo-Hermitian [4]. If A is invertible and A−1 = A#, then A is J-unitary. The J-unitary
matrices form a locally compact group UJ, called the J-unitary group. Two matrices A, B ∈ Mn are said
to be J-unitarily similar if there exists U ∈ UJ such that B = U#AU [5,6]. In the sequel, J = Ir ⊕−In−r ,
except where otherwise stated.
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The goal of this paper is the investigation of inverse eigenvalue problems for normal matrices in
the context of indefinite inner products. This work is motivated and inspired by well-known results
due to Ikramov [9], Malamud [11] and Hochstadt [8]. In Section 2 we show that any matrix A ∈ Mn is
J-unitarily similar to amatrix with a "quasi-triangular" form. The result obtained generalizes Theorem
2 in [9] for J-Hermitian matrices. In Section 3 a quasi-Jacobi form for J-normal matrices which are J-
unitarily diagonalizable is derived, extending a result in [11] for normal matrices (see also [2,3,7,10]).
As a consequence, an analog of Hochschadt theorem [8] for J-Hermitian matrices is obtained. This
theorem states the unique recovery of a Jacobi matrix from its spectrum and the spectrum of its
principal submatrix obtained by deleting the first row and column. In Section 4, the inverse spectral
problem for J-normal matrices is investigated. In Section 5, the unicity is shown to hold in the case of
pseudo-Jacobi matrices. In Section 6, particular attention is paid to the case n = 3.
2. Preliminary results
We say that A ∈ Mn is a quasi-triangular matrix (with a band of bandwidth s) if (A)i,i+j = 0 for
j > s, i + j  n. In this section we show that any matrix A ∈ Mn can be brought to a quasi-triangular
form, with bandwidth s = min{r, n− r}, by a J-unitary similarity transformation. In [9] it was shown
that a pseudo-Hermitian matrix is J-unitarily similar to a quasi-triangular matrix A with a band of
bandwidth s, which also satisfies (A)i+j,i = 0 for j > min{r, n − r}, i + j  n.
We first give an auxiliary result which proof is left to the reader.
Lemma 1. Let B be a p × q complex matrix. The following statements hold:
(i) If p  q, there exist U1 ∈ Mq andU2, T1, T2 ∈ Mp,with U1,U2 unitary and T1, T2 lower triangular,
such that
BU1 =
[
T1 0
]
and
U2B =
[
∗ T2
]
.
(ii) If p > q, there exist U1, T1, T2 ∈ Mq andU2 ∈ Mp,with U1,U2 unitary and T1, T2 lower triangular,
such that
BU1 =
⎡⎣ T1
∗
⎤⎦
and
U2B =
⎡⎣ 0
T2
⎤⎦ .
Theorem 2. Let A ∈ Mn. There exists a matrix Q ∈ Mn, which is both unitary and J-unitary, such that
Q#AQ is a quasi-triangular matrix with bandwidthmin{r, n − r}.
Proof. Consider A partitioned as follows:
A =
⎡⎣ A11 A12
A21 A22
⎤⎦ ,
with A11 ∈ Mr .
Case 1: Suppose that r  n − r. By Lemma 1, there exists a unitary matrix U1 ∈ Mn−r such that
A12U1 =
[
T1 0
]
for some lower triangular matrix T1 ∈ Mr . Let V1 = Ir ⊕ U1. Clearly, V1 is both
unitary and J-unitary and
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V#1 AV1 =
⎡⎢⎢⎢⎣
A11 T1 0
∗ ∗ B23
∗ ∗ ∗
⎤⎥⎥⎥⎦ ,
where B23 is a matrix of size r × (n − 2r).
Subcase1.1: Suppose that n−2r < r  n−r.By Lemma1, there exists a unitarymatrixU2 ∈ Mn−2r
such that
B23U2 =
⎡⎣ T2
∗
⎤⎦
for some lower triangular matrix T2 ∈ Mn−2r . Let V2 = I2r ⊕ U2. Clearly, V2 is both unitary and
J-unitary and (V1V2)
#AV1V2 has the claimed form.
Subcase 1.2: Suppose that r  n − 2r. By Lemma 1, there exists a unitary matrix U2 ∈ Mn−2r such
that
B23U2 =
[
T2 0
]
for some lower triangular matrix T2 ∈ Mr . Let V2 = I2r ⊕ U2. Clearly, V2 is both unitary and J-unitary
and (V1V2)
#AV1V2 has the form⎡⎢⎢⎢⎢⎢⎢⎣
A11 T1 0 0
∗ ∗ T2 0
∗ ∗ ∗ B34
∗ ∗ ∗ ∗
⎤⎥⎥⎥⎥⎥⎥⎦ ,
in which B34 is a matrix of type r × (n − 3r). Now we use one of the previous arguments to replace
B34 by a block of the form⎡⎣ T3
∗
⎤⎦ or [ T3 0 ] ,
for some lower triangular matrix T3. In the first case the matrix so obtained already has the asserted
form. In the second case, we repeat the previous argument until we get a matrix of the desired form.
Case 2: Suppose that r > n − r. By Lemma 1, there exists a unitary matrix U1 ∈ Mr such that
U1A12 =
⎡⎣ 0
T1
⎤⎦
for some lower triangular matrix T1 ∈ Mn−r . Let V1 = U#1 ⊕ In−r . Clearly, V1 is both unitary and
J-unitary and
V#1 AV1 =
⎡⎢⎢⎢⎣
∗ B12 0
∗ ∗ T1
∗ ∗ A22
⎤⎥⎥⎥⎦ ,
where B12 is a matrix of type (2r − n) × (n − r). Now we use Lemma 1 to replace B12 by a block of
the form
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[
∗ T2
]
or
⎡⎣ 0
T2
⎤⎦ ,
for some lower triangular matrix T2. In the first case the matrix so obtained already has the desired
form. In the second case,we repeat theprevious argumentuntilweget amatrix of the claimed form. 
3. Quasi-Jacobi form for J-normal matrices
Throughout, σ(A) denotes the spectrum of A ∈ Mn (counting multiplicities). Let NJ be the set
of matrices A ∈ Mn that are J-normal and J-unitarily diagonalizable, that is, diagonalizable under a
J-unitary matrix. For A ∈ NJ, we define the subsets σ+J (A) and σ−J (A) of σ(A) as follows: λ ∈ σ+J (A)
(λ ∈ σ−J (A)) and has multiplicity k if there exist k J-orthogonal vectors xj , such that Axj = λxj , with
[xj, xj] > 0 ([xj, xj] < 0), j = 1, . . . , k. We observe that σ(A) = σ−J (A) ∪ σ+J (A). If A is J-unitarily
similar to diag(α1, . . . , αn) and J = diag(1, . . . , n), i = ±1, then αi ∈ σ+J (A) if i = 1, and
αi ∈ σ−J (A) if i = −1.
In [11] Malamud shows that any normal matrix A is unitarily similar to a direct sum of normal
matrices Ai, i = 1, . . . , k, satisfying (Ai)rs = 0 for s  r + 2 and (Ai)j,j+1 = 0. In this section we
obtain an analog of this result for J-normal matrices in NJ .
We start with some technical auxiliary results.
Proposition 3. Let a1, . . . , an, ξ1, . . . , ξn ∈ C. Let Gn = [gij] ∈ Mn be defined by
gij = ξ1ai−11 a1j−1 + · · · + ξnai−1n anj−1.
Then
det(Gn) = ξ1 · · · ξn
∏
i,j=1,...,nwith i<j
(aj − ai)(aj − ai).
Proof. The matrix Gn can be written as PQ
∗ with
P =
⎡⎢⎢⎢⎢⎢⎢⎢⎣
ξ1 · · · · · · ξn
ξ1a1 · · · · · · ξnan
...
...
...
...
ξ1a
n−1
1 · · · · · · ξnan−1n
⎤⎥⎥⎥⎥⎥⎥⎥⎦ and Q =
⎡⎢⎢⎢⎢⎢⎢⎢⎣
1 · · · · · · 1
a1 · · · · · · an
...
...
...
...
a
n−1
1 · · · · · · an−1n
⎤⎥⎥⎥⎥⎥⎥⎥⎦ .
Thus, det(Gn) = det(PQ∗) = ξ1 · · · ξn det(Q)det(Q). Since det(Q) is the Vandermonde determinant,
det(Q) = ∏
i,j=1,...,nwith i<j
(aj − ai),
and the result follows. 
In the sequel, Gn[t] denotes the principal submatrix of Gn ∈ Mn in lines 1, . . . , t.
Lemma 4. Let a1, . . . , an be pairwise distinct complex numbers. Then, there exists a zero measure subset
S ofCn (which is a finite union of algebraic surfaces) such that, for any (β1, . . . , βn) /∈ S, det(Gn[t]) = 0
for each t = 1, . . . , n, where Gn = [gij] ∈ Mn is defined by
gij = β1ai−11 a1j−1 + · · · + βnai−1n anj−1.
N. Bebiano et al. / Linear Algebra and its Applications 436 (2012) 1739–1753 1743
Proof. Looking at β1, . . . , βn as complex variables, we show that, for each t = 1, . . . , n, det(Gn[t])
is a nonconstant polynomial pt in the variables β1, . . . , βn. Then, the claim follows.
For t = 1, . . . , n, consider the t × t matrix Gt = [g′ij] defined by
g′ij = 1β1ai−11 a1j−1 + · · · + tβtai−1t at j−1.
Each entry of Gn[t] is the sum of the corresponding entry of Gt and a quantity which does not depend
on β1, . . . , βt , namely, βt+1ai−1t+1at+1j−1 + · · · + βnai−1n anj−1. Henceforth, det(Gn[t]) = det(Gt) +
p(β1, . . . , βn), where p = p(β1, . . . , βn) is a polynomial whose terms depend on at least one of
the variables βt+1, . . . , βn. Taking into account Proposition 3, it follows that det(Gt) is a nonconstant
homogeneous polynomial in the variables β1, . . . , βt . Thus, det(Gn[t]) is a nonconstant polynomial
in the variables β1, . . . , βn. 
Lemma5. LetA = diag(α1, . . . , αn),withα1, . . . , αn distinct complexnumbers, and let (X1, . . . , Xn)be
a J-orthonormal basis ofCn such that AXi = αiXi. Letγ1, . . . , γr be nonzero complex numbers. There exists
δ > 0 such that, for any nonzero complex numbers γr+1, . . . , γn satisfying |γr+1|2 + · · · + |γn|2 < δ,
we have [Z, Z] > 0, where Z ∈ Span{X, AX, A2X, . . . , Ar−1X} and X = γ1X1 + · · · + γnXn.
Proof. Let Y = γ1X1 +· · ·+ γrXr and Z = λ1Y +λ2AY +· · ·+λrAr−1Y,with λi ∈ C, i = 1, . . . , r.
Then
Z =
r∑
i=1
(λ1 + λ2αi + · · · + λrαr−1i )γiXi,
and so
[Z, Z] =
r∑
i=1
|λ1 + λ2αi + · · · + λrαr−1i |2|γi|2.
Consider the set
S =
⎧⎨⎩(λ1, . . . , λr) ∈ Cr :
r∑
i=1
|λ1 + λ2αi + · · · + λrαr−1i |2|γi|2 = 1
⎫⎬⎭ .
By the continuity of [·, ·], it follows that, for any  > 0 and sufficiently small γr+1, . . . , γn, [Z′, Z′] >
1−,where Z′ = λ1Y ′+λ2AY ′ · · ·+λrAr−1Y ′,with Y ′ = γ1X1+· · ·+γrXr +γr+1Xr+1+· · ·+γnXn
and (λ1, . . . , λr) ∈ S.
Since the α′s are distinct, any nonzero (β1, . . . , βr) ∈ Cr can be written as k(λ1, . . . , λr) with
k > 0 and (λ1, . . . , λr) ∈ S. Thus, the result follows. 
Given a sequence (v1, . . . , vm) of vectors of C
n, the sequence (y1, . . . , ym) of vectors of C
n is said
to be a regular orthogonalization of (v1, . . . , vm) if [yi, yi] = 0, Span{v1, . . . , vi} = Span{y1, . . . , yi},
i = 1, . . . ,m, and [yi, yj] = 0 for i = j. See [5] for details.
We say that A ∈ Mn is a quasi-Jacobi matrix if (A)j+1,j > 0, j = 1, . . . , n − 1, and, if n  3,
(A)r,s = 0 for s  r + 2.
Lemma 6. Any A ∈ NJ with pairwise distinct eigenvalues is J-unitarily similar to a quasi-Jacobi matrix.
Proof. Since A is J-unitarily diagonalizable, there exists a J-orthonormal basis ofCn, say (X1, . . . , Xn),
such that AXi = αiXi, i = 1, . . . , n.Observe that [Xi, Xj] = δiji, where δij = 1 if i = j, δij = 0 if i = j,
1 = · · · = r = 1 and r+1 = · · · = n = −1. First we note that, for any nonzero complex numbers
γ1, . . . , γn, the vector X = γ1X1 + · · · + γnXn is a cyclic vector of A, that is, B = (X, AX, . . . , An−1X)
is a basis of Cn. This follows because AiX = γ1αi1X1 + · · · + γnαinXn and
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det
⎡⎢⎢⎢⎢⎢⎢⎢⎣
γ1 · · · · · · γn
γ1α1 · · · · · · γnαn
...
...
...
...
γ1α
n−1
1 · · · · · · γnαn−1n
⎤⎥⎥⎥⎥⎥⎥⎥⎦ = γ1 · · · γn
∏
i,j=1,...,nwith i<j
(αj − αi) = 0.
Define the n × n matrix G = [gij] by gij = [Ai−1X, Aj−1X], i, j = 1, . . . , n. By [5, Theorem
3.1.2], if det(G[t]) = 0 for any t = 1, . . . , n, B admits a regular orthogonalization. Thus, noting
that [AiX, AjX] =
n∑
k=1
k|γk|2αkjαik, i, j = 0, . . . , n − 1, and taking into account Lemmas 4 and 5,
the numbers γ1, . . . , γn can be chosen nonzero and such that B admits a regular orthogonalization
B′ = (Y1, Y2, . . . , Yn)with [Yi, Yi] < 0, i = 1, . . . , n− r (and so [Yi, Yi] > 0, i = n− r + 1, . . . , n).
By a possible multiplication of Yi by a positive real number, we can assume that [Yi, Yi] = ±1,
i = 1, . . . , n. Let U be the matrix whose ith column corresponds to Yn−i+1. Note that U#U = In.
Then, with a possible additional unitary diagonal similarity D in order to get the entries above the
main diagonal positive (taking in this case UD instead of U), A′ = U#AU satisfies (A′)j+1,j > 0 and, if
n  3, (A′)r,s = 0 for s  r + 2. 
If p and q are nonnegative integers, we denote by J(p, q) thematrix Ip⊕−Iq. In particular, J(0, q) =−Iq and J(p, 0) = Ip.
Let P be a permutation matrix and J˜ = PT JP. If A is J-Hermitian, then A˜ = PTAP is J˜-Hermitian. If
U is J-unitary, then U˜ = PTUP is J˜-unitary. In the sequel we make the distinction between tilded and
untilded operators. While A# = JA∗J, by definition we write A˜# = J˜A˜∗˜J.
Theorem 7. Given A ∈ NJ, there exists a permutation matrix P such that
J˜ = PT JP = J(p1, q1) ⊕ · · · ⊕ J(pw, qw),
A˜ = PTAP = U˜(A1 ⊕ · · · ⊕ Aw)U˜#,
where U˜ is J˜-unitary and each Ai, i ∈ {1, . . . ,w}, is a J(pi, qi)-normal and quasi-Jacobi matrix. Moreover,
each Ai has simple spectrum and σ(Ai+1) ⊂ σ(Ai).
Proof. Consider the unique partition σ+J (A) = ∪p
+
i=1σ
+
i such that all the eigenvalues in σ
+
i are
distinct and σ+i+1 ⊂ σ+i . Consider the corresponding partition σ−J (A) = ∪q
−
j=1σ
−
j . Let pi and qj be the
cardinalities ofσ+i andσ
−
j , respectively. Ifp
+ < q−, letσ+i = ∅ andpi = 0 forp+ < i  q−; ifp+ >
q−, let σ−j = ∅ and qj = 0 for q− < j  p+.Without loss of generality, suppose that α1, . . . , αp1 ∈
σ+1 , αp1+1, . . . , αp1+p2 ∈ σ+2 , etc., and αr+1, . . . , αr+q1 ∈ σ−1 , αr+q1+1, . . . , αr+q1+q2 ∈ σ−2 , etc.
Let W be a J-unitary matrix such that W#AW = diag(α1, . . . , αr, αr+1, . . . , αn). Let Dt , 1  t 
max{p+, q−}, be the (pi + qi)× (pi + qi) diagonal submatrix ofW#AW such that σ+Jt (Dt) = σ+t and
σ−Jt (Dt) = σ−t , with Jt = J(pt, qt). Clearly, there exists a permutation matrix P such that
PT (W#AW)P = D1 ⊕ · · · ⊕ Dmax{p+,q−}
and
PT JP = J(p1, q1) ⊕ · · · ⊕ J(pmax{p+,q−}, qmax{p+,q−}).
Let W˜ = PTWP. Note that PTW#P = J˜W˜ ∗˜J, and so W˜ is J˜-unitary. Thus,
W˜#A˜W˜ = D1 ⊕ · · · ⊕ Dmax{p+,q−}.
N. Bebiano et al. / Linear Algebra and its Applications 436 (2012) 1739–1753 1745
By Lemma 6, for each t ∈ {1, . . . ,max{p+, q−}} there is a Jt-unitary matrix Vt such that At = V#t DtVt
is quasi-Jacobi. Let V = V1 ⊕ · · · ⊕ Vmax{p+,q−}. Clearly, V˜ is J˜-unitary. It follows that
V˜#W˜#A˜W˜V˜ = A1 ⊕ · · · ⊕ Amax{p+,q−},
where V˜# = J˜V˜ ∗˜J. Since U˜ = W˜V˜ is J˜-unitary, the proof is complete. 
It is well known that any Hermitian matrix with simple eigenvalues is unitarily equivalent to a
Jacobi matrix, i.e., a real tridiagonal symmetric matrix with positive codiagonal elements. The next
corollary extends this result for J-Hermitian matrices. It is a simple consequence of Theorem 7, taking
into account that a J-Hermitian matrix A is quasi-Jacobi if and only if A is tridiagonal.
Corollary 8. Let A ∈ Mn be J-Hermitian and J-unitarily diagonalizable. Then, there exists a permutation
matrix P such that
J˜ = PT JP = J(p1, q1) ⊕ · · · ⊕ J(pw, qw),
A˜ = PTAP = U˜(A1 ⊕ · · · ⊕ Aw)U˜#,
where U˜ is J˜-unitary and each Ai, i ∈ {1, . . . ,w}, is a tridiagonal J(pi, qi)-Hermitian matrix with positive
lower-diagonal entries. Furthermore, each Ai has simple spectrum and σ(Ai+1) ⊂ σ(Ai).
4. The inverse spectral problem for J-normal matrices
If w and τ are subsets of {1, . . . , n}, the matrix obtained from A by deleting the rows indexed by
w and the columns indexed by τ is denoted by A(w|τ).
Given complex numbers α1, . . . , αn, μ1, . . . , μn−1, define
p(z) :=
∏n−1
k=1(μk − z)∏n
k=1(αk − z)
. (1)
Theorem 9. Letα1, . . . , αn, μ1, . . . , μn−1 be pairwise distinct complex numbers and let p(z) be defined
in (1). For J = diag(1, . . . , n), an involutive matrix, there exists a (non-unique) J-normal and J-unitarily
diagonalizable matrix A ∈ Mn, such that σ(A) = {α1, . . . , αn} and σ(A(1|1)) = {μ1, . . . , μn−1} if
and only if 1iResαi p(z) < 0, i = 1, . . . , n. Moreover, if 1Resαi p(z) < 0, (1Resαi p(z) > 0) then
αi ∈ σ+J (A) (αi ∈ σ−J (A)).
Proof. Sufficiency: Suppose that 1iResαi p(z) < 0, i = 1, . . . , n. Then, Resαi p(z) = −1ii, for
some i > 0, i = 1, . . . , n, and
p(z) =
n∑
i=1
1ii
αi − z .
Therefore,
n∑
i=1
1ii = lim
z→∞(−zp(z)) = 1,
which implies that thereexists a J-unitarymatrixUwhosefirst column is thevector [√1, . . . ,√n].
Let A := U#diag(α1, . . . , αn)U. Clearly, αi ∈ σ+J (A) if 1Resαi p(z) < 0. We claim that σ(A(1|1)) ={μ1, . . . , μn−1}. We have
det(A(1|1) − zIn−1)
det(A − zIn) = 1[(A − zIn)
−1e1, e1] =
n∑
i=1
1ii
αi − z =
∏n−1
k=1(μk − z)∏n
k=1(αk − z)
,
which implies that det(A(1|1) − zIn−1) = ∏n−1k=1(μk − z).
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Necessity: Under thehypothesis, there exists a J-unitarymatrixU = (ξ1, . . . , ξn) such thatU#AU =
diag(α1, . . . , αn). Note that [ξj, ξk] = jδjk and Aξj = αjξj. Let x1, . . . , xn ∈ C be such that e1 =
x1ξ1 + · · · + xnξn. Then,
p(z) = det(A(1|1) − zIn−1)
det(A − zIn) = 1[(A − zIn)
−1e1, e1] =
n∑
i=1
1i|xi|2
αi − z .
Note that, since the α’s and the μ’s are pairwise distinct, we have xi = 0, i = 1, . . . , n. Thus, the
result follows. 
An n × n complex matrix A is said to be essentially J-Hermitian if there exist complex numbers
z1, z2, z2 = 0, such that z1In + z2A is J-Hermitian. Clearly, an essentially J-Hermitian matrix is J-
normal.
Theorem 10. Let α1, . . . , αn, μ1, . . . , μn−1 be distinct complex numbers and let p(z) be as in (1). There
exists A ∈ Mn, J-normal for J = diag(1, 1, . . . , n−1), such that σ(A) = {α1, . . . , αn}, σ (A(1|1)) ={μ1, . . . , μn−1} and A(1|1) is J(1|1)-unitarily diagonalizable if and only if
arg(Resμ1(p
−1(z))) + π
2
(1 − 1) = · · · = arg(Resμn−1(p−1(z))) +
π
2
(1 − n−1)
= 2 arg(μ1 − λ) = · · · = 2 arg(μn−1 − λ), (2)
where λ =
n∑
i=1
αi −
n−1∑
i=1
μi.
Proof. Necessity: Suppose that σ(A) = {α1, . . . , αn}, σ (A(1|1)) = {μ1, . . . , μn−1} and A(1|1) is
J(1|1)-diagonalizable. Then, we may assume that
A =
⎡⎢⎢⎢⎢⎢⎢⎢⎣
λ ρ1 · · · ρn−1
ρ′1 μ1 · · · 0
...
...
. . .
...
ρ′n−1 0 · · · μn−1
⎤⎥⎥⎥⎥⎥⎥⎥⎦ ,
with ρ1, . . . , ρn−1, ρ′1, . . . , ρ′n−1 ∈ C. Since, by hypothesis, A is J-normal, by similar arguments to
those used in the proof of Theorem 4.1 of [1], we can show that there exists θ ∈ R such that
jρ
′
j e
−iθ = ρje−iθ and μj = λ + βjeiθ ,
for some βj ∈ R.
Now observe that
1
p(z)
= (α1 − z) · · · (αn − z)
(μ1 − z) · · · (μn−1 − z) =
det(A − zIn)
(μ1 − z) · · · (μn−1 − z)
= λ − z − ρ1ρ
′
1
μ1 − z − · · · −
ρn−1ρ′n−1
μn−1 − z ,
which implies that
Resμj(1/p(z)) = ρjρ′j = j|ρj|2e2iθ .
Thus, (2) follows.
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Sufficiency: Suppose that (2) holds. Then there exists θ ∈ R such that
μj − λ = βjeiθ
Resμj(1/p(z)) = j|ρj|2e2iθ ,
j = 1, . . . , n − 1, where βj, ρj ∈ R. Then,
p−1(z) =
∏n
k=1(αk − z)∏n−1
k=1(μk − z)
= γ − z − 1ρ
2
1e
2iθ
μ1 − z − · · · −
n−1ρ2n−1e2iθ
μn−1 − z (3)
where γ is such that the coefficients of zn−1 in (α1−z) · · · (αn−z) and (γ −z)(μ1−z) · · · (μn−1−z)
is the same, i.e., γ = λ. Consider the matrix
A =
⎡⎢⎢⎢⎢⎢⎢⎢⎣
λ ρ1 · · · ρn−1
1ρ1e
2iθ μ1 · · · 0
...
...
. . .
...
n−1ρn−1e2iθ 0 · · · μn−1
⎤⎥⎥⎥⎥⎥⎥⎥⎦ .
Clearly, A = λIn + eiθH for some J-Hermitian matrix H. Thus, A is J-normal. We have
det(A − zIn) = (μ1 − z) · · · (μn−1 − z)
(
λ − z − 1ρ
2
1e
2iθ
μ1 − z − · · · −
n−1ρ2n−1e2iθ
μn−1 − z
)
. (4)
Then,
det(A − zIn)
(μ1 − z) · · · (μn−1 − z) =
1
p(z)
=
∏n
k=1(αk − z)∏n−1
k=1(μk − z)
,
where the first equality follows from (3), with γ = λ, and (4). Thus, det(A − zIn) = ∏nk=1
(αk − z), which implies that σ(A) = {α1, . . . , αn}. Clearly, A(1|1) is diagonal and σ(A(1|1)) ={μ1, . . . , μn−1}. 
We observe that if A is a J-normal matrix such that σ(A) = {α1, . . . , αn}, σ (A(1|1)) ={μ1, . . . , μn−1} and A(1|1) is J(1|1)-unitarily diagonalizable, then A is essentially J-Hermitian and
the residues of p−1(z) are collinear with the origin. If A is J-unitarily diagonalizable, then the residues
of p(z) are real.
5. The inverse spectral problem for pseudo-Jacobi matrices
Consider the real tridiagonal matrices of the form
T :=
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
b1 a1 0 · · · 0
1a1 b2 a2 · · · 0
0 2a2 b3 · · · 0
...
...
...
. . .
...
0 0 0 · · · bn
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
, j = ±1, aj > 0. (5)
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A matrix of the form (5) is called a pseudo-Jacobi matrix. If j = 1, j = 1, . . . , n − 1, then T re-
duces to a Jacobi matrix [5]. The restriction on the positivity of all aj is unimportant, since the sign
of any aj, j = 1, . . . , n − 1, can be changed by a diagonal unitary similarity. It can be easily seen
that any matrix of the form (5) has distinct eigenvalues, which are real or occur in complex conjugate
pairs.
In the rest of this section we assume that α1, . . . , αn, μ1, . . . , μn−1 are pairwise distinct complex
numbers, with the α’s and the μ’s closed under complex conjugation. Define the real polynomials
q0(z) =
n∏
j=1
(αj − z) and q1(z) =
n−1∏
j=1
(μj − z). (6)
We say that (α1, . . . , αn;μ1, . . . , μn−1) is admissible if the Euclidean algorithm yields
qk−1(z) = (−z + βk)ψkqk(z) + qk+1(z), (7)
where βk, ψk ∈ R, k = 1, . . . , n − 1, and the polynomials q2(z), . . . , qn(z) satisfy deg(qk(z)) =
n − k, k = 2, . . . , n. That is, the remainders are of largest possible degrees and form a so-called
normal remainder sequence. We observe that qn(z) = 0. If qn(z) = 0, there exists a common factor in
qn−1(z), qn−2(z), . . . , q1(z), q0(z), which is impossible for pairwise distinct α’s and μ’s. Let ψn, βn
satisfy
qn−1(z)
qn(z)
= ψn(−z + βn). (8)
Obviously, ψ1, . . . , ψn = 0.
Theorem 11. If (α1, . . . , αn;μ1, . . . , μn−1) is admissible, there exists a unique pseudo-Jacobi matrix T
of the form (5) such that σ(T) = {α1, . . . , αn}, σ(T(1|1)) = {μ1, . . . , μn−1}, and conversely.
Proof. (⇒) Consider the polynomials qk(z) defined in (6) and (7). We show that there exists a matrix
T of the form (5) such that σ(T) = {α1, . . . , αn} and σ(T(1|1)) = {μ1, . . . , μn−1}. From (7) and (8)
we may write
q0
q1
= −z + β1 + 1/(ψ1ψ2)
−z + β2 + 1/(ψ2ψ3)
. . .
−z + βn−1 + 1/(ψn−1ψn)−z + βn
.
Using the Laplace expansion for the evaluation of det(T − zIn), we find
det(T − zIn)
det(T(1|1) − zIn−1) = b1 − z − 1a
2
1
(
det(T(1|1) − zIn−1)
det(T(12|12) − zIn−2)
)−1
. (9)
Repeating the procedure for the evaluation of det(T(1|1) − zIn−1), we get
det(T(1|1) − zIn−1)
det(T(12|12) − zIn−2) = b2 − z − 2a
2
2
(
det(T(12|12) − zIn−2)
det(T(123|123) − zIn−3)
)−1
, · · ·
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so that
det(T − zIn)
det(T(1|1) − zIn−1) = −z + b1 +
−1a21
−z + b2 + −2a
2
2
. . .
−z + bn−1 + −n−1a
2
n−1
−z + bn
.
The asserted matrix T may now be constructed, in agreement with (5), being
−ja2j = 1/(ψjψj+1), j = 1, . . . , n − 1, βk = bk, k = 1, . . . , n. (10)
Since
−z + b1 + −1a
2
1
−z + b2 + −2a
2
2
. . .
−z + bn−1 + −n−1a
2
n−1
−z + bn
=
∏n
j=1(αj − z)∏n−1
j=1 (μj − z)
,
it follows that σ(T) = {α1, . . . , αn}, σ(T(1|1)) = {μ1, . . . , μn−1}. Next we show that the matrix
T is unique. Indeed, consider the matrix T ′ obtained from T in (5) through the replacements aj →
a′j, bj → b′j, j → ′j . Clearly, σ(T) = σ(T ′) and σ(T(1|1)) = σ(T ′(1|1)) lead to
−z + b1 + −1a
2
1
−z + b2 + −2a
2
2
. . .
−z + bn−1 + −n−1a
2
n−1
−z + bn
= −z + b′1 +
−′1a′21
−z + b′2 +
−′2a′22
. . .
−z + b′n−1 +
−n−1a′2n−1
−z + b′n
,
which implies aj = a′j, bj = b′j, j = ′j , and the result follows.
(⇐) The steps of the above proof are easily reversed. 
As an easy consequence of Theorem 11, we derive Hochstadt theorem on the unique recovery of a
Jacobi matrix from two spectra.
Corollary 12. Let α1, . . . , αn, μ1, . . . , μn−1 be pairwise distinct real numbers. There exists a unique
Jacobi matrix T such that σ(T) = {α1, . . . , αn} and σ(T(1|1)) = {μ1, . . . , μn−1} if and only if α1 >
μ1 > · · · > μn−1 > αn.
Proof. (⇐) We show that, under the hypothesis, (α1, . . . , αn;μ1, . . . , μn−1) is admissible and sign
(ψjψj+1) = −1, which by (10) and the above theorem implies the result. This amounts to showing
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that the coefficient of (−z)n−2 in the polynomial
q2(z) = q0(z) − (b1 − z)q1(z),
does not vanish and has the sign (−1)n+1. Since q0(μj) = q2(μj) and α1 > μ1 > · · · > μn−1 > αn,
we have sign(q2(μj)) = −sign(q2(μj+1)), so q2(z) has precisely n − 2 real zeros and, therefore, has
degree n− 2. Since sign(q0(μ1)) = sign(q2(μ1)), the coefficient of (−z)n−2 in q2(z) has indeed sign
(−1)n+1. Now, we observe that the zeros γ1 > · · · > γn−2 of q2(z) satisfyμ1 > γ1 > · · · > γn−2 >
μn−1 and we show that the coefficient of (−z)n−3 in the polynomial
q3(z) = q1(z) − (b1 − z)ψ2 q2(z),
doesnotvanishandhas thesign (−1)n. Sinceq1(γj) = q3(γj),wehavesign(q3(γj))= −sign(q3(γj+1)),
so q3(z) has precisely n − 3 real zeros and, therefore, has degree n − 3. Since sign(q1(γ1)) =
sign(q3(γ1)), the coefficient of (−z)n−3 in q3(z) has indeed sign (−1)n, etc., implying that 1 =
2 = · · · = n−1 = 1.
(⇒) The result follows by similar arguments to those used above. 
6. The 3× 3 pseudo-Jacobi case
In this section we consider the case n = 3 and characterize the pairwise distinct complex numbers
α1, α2, α3, μ1, μ2 for which deg(q2(z)) = 1.
Corollary 13. Let α1, α2, α3, μ1, μ2 be pairwise distinct complex numbers such that
∏n
j=1(αj − z) and∏n−1
j=1 (μj − z) are real polynomials. There exists a (unique) pseudo-Jacobi matrix T such that σ(T) ={α1, α2, α3} and σ(T(1|1)) = {μ1, μ2} if and only if
α1α2 + α2α3 + α3α1 + μ1μ2 + μ21 + μ22 − (α1 + α2 + α3)(μ1 + μ2) = 0. (11)
Proof. By Theorem 11 there exists a unique pseudo-Jacobi matrix T such that σ(T) = {α1, α2, α3}
and σ(T(1|1)) = {μ1, μ2} if and only if deg(q2(z)) = 1.Note that if deg(q3(z)) = 1, then q3(z) = 0
because the α’s and μ’s are pairwise distinct. As
q2(z) = (α1 − z)(α2 − z)(α3 − z) − (α1 + α2 + α3 − μ1 − μ2 − z)(μ1 − z)(μ2 − z),
the coefficient of z in q2(z) is given by
a = −(α1α2 + α2α3 + α3α1 + μ1μ2 + μ21 + μ22 − (α1 + α2 + α3)(μ1 + μ2)).
Thus, deg(q2(z)) = 1 if and only if a = 0. 
Example 14. If (α1, α2, α3, μ1, μ2) = (3, 1, 0.5, 2, 0) there is no pseudo-Jacobi matrix T such that
σ(T) = {α1, α2, α3} and σ(T(1|1)) = {μ1, μ2}.
If α1, α2, α3, μ1, μ2 are real numbers, condition (11) means that the point (x, y) = (μ1, μ2) does
not lie on the ellipse
α1α2 + α2α3 + α3α1 + xy + x2 + y2 − (α1 + α2 + α3)(x + y) = 0.
Suppose that α1, α2, α3, μ1, μ2 are pairwise distinct real numbers satisfying α1 > α2 > α3 and
μ1 > μ2. The unique pseudo-Jacobi matrix T of the form (5) such that σ(T) = {α1, α2, α3} and
N. Bebiano et al. / Linear Algebra and its Applications 436 (2012) 1739–1753 1751
µ1
µ2
Fig. 1. The ellipse φ(μ1, μ2) = 0 and the lines μj = αk , j = 1, 2, k = 1, 2, 3 and μ1 = μ2.
Table 1
The metric matrix J = diag(1, 1, 12) for φ > 0 and the different possible values ofμ1, μ2 (μ1 > μ2).
μ2 > α1 α1 > μ2 > α2 α2 > μ2 > α3 α3 > μ2
μ1 > α1 diag(1, 1,−1)
α1 > μ1 > α2 diag(1, 1,−1) diag(1, 1, 1) diag(1, 1,−1)
α2 > μ1 > α3 diag(1, 1,−1)
α3 > μ1
Table 2
The metric matrix J = diag(1, 1, 12) for φ < 0 and the different possible values of μ1, μ2 (μ1 > μ2).
μ2 > α1 α1 > μ2 > α2 α2 > μ2 > α3 α3 > μ2
μ1 > α1 diag(1,−1, 1) diag(1,−1,−1) diag(1,−1, 1) diag(1,−1,−1)
α1 > μ1 > α2 diag(1,−1, 1) diag(1,−1, 1)
α2 > μ1 > α3 diag(1,−1, 1) diag(1,−1,−1)
α3 > μ1 diag(1,−1, 1)
σ (T(1|1)) = {μ1, μ2} satisfies
a211 = φ,
with
φ = (α1 + α2 + α3)(μ1 + μ2) − (α1α2 + α2α3 + α3α1 + μ1μ2 + μ21 + μ22),
and
a222 = −
1
φ2
(α1 − μ1)(α2 − μ1)(α3 − μ1)(α1 − μ2)(α2 − μ2)(α3 − μ2).
Thematrix T is J-Hermitian and (−J)-Hermitian for J = diag(1, 1, 12). Tables 1 and 2 describe J as
a function of the α′s and μ′s. Note that 1 = 1 if φ > 0 and 1 = −1 otherwise (see Fig. 1).
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Table 3
The spectra of T and T(1|1), for φ > 0 and J given in Table 1.
α1 > μ2 > α2 α2 > μ2 > α3 α3 > μ2
μ1 > α1
σ+ = {α2, α3}
σ− = {α1}
σ ′+ = {μ2}
σ ′− = {μ1}
α1 > μ1 > α2
σ+ = {α1, α3}
σ− = {α2}
σ ′+ = {μ1}
σ ′− = {μ2}
σ+ = {α1, α2, α3}
σ− = ∅
σ ′+ = {μ1, μ2}
σ ′− = ∅
σ+ = {α1, α2}
σ− = {α3}
σ ′+ = {μ1}
σ ′− = {μ2}
α2 > μ1 > α3
σ+ = {α1, α3}
σ− = {α2}
σ ′+ = {μ2}
σ ′− = {μ1}
Table 4
The spectra of T and T(1|1), for φ < 0 and J given in Table 2.
μ2 > α1 α1 > μ2 > α2 α2 > μ2 > α3 α3 > μ2
μ1 > α1
σ+ = {α1, α3}
σ− = {α2}
σ ′+ = {μ2}
σ ′− = {μ1}
σ+ = {α3}
σ− = {α1, α2}
σ ′+ = ∅
σ ′− = {μ1, μ2}
σ+ = {α2, α3}
σ− = {α1}
σ ′+ = {μ2}
σ ′− = {μ1}
σ+ = {α2}
σ− = {α1, α3}
σ ′+ = ∅
σ ′− = {μ1, μ2}
α1 > μ1 > α2
σ+ = {α1, α3}
σ− = {α2}
σ ′+ = {μ1}
σ ′− = {μ2}
σ+ = {α1, α2}
σ− = {α3}
σ ′+ = {μ1}
σ ′− = {μ2}
α2 > μ1 > α3
σ+ = {α1, α3}
σ− = {α2}
σ ′+ = {μ2}
σ ′− = {μ1}
σ+ = {α1}
σ− = {α2, α3}
σ ′+ = ∅
σ ′− = {μ1, μ2}
α3 > μ1
σ+ = {α1, α3}
σ− = {α2}
σ ′+ = {μ1}
σ ′− = {μ2}
For μ1 > μ2 such that φ > 0, if α1 > μ1 > α2 > μ2 > α3, T is J-Hermitian for J = I2
(that is, T is Hermitian), otherwise T is J-Hermitian for J = diag(1, 1,−1). If φ < 0, we may have
J = diag(1,−1,−1) or J = diag(1,−1, 1).
Observe that
Resα1(p(z)) =
(μ1 − α1)(μ2 − α1)
(α2 − α1)(α3 − α1) ,
Resα2(p(z)) =
(μ1 − α2)(μ2 − α2)
(α1 − α2)(α3 − α2) ,
Resα3(p(z)) =
(μ1 − α3)(μ2 − α3)
(α1 − α3)(α2 − α3) ,
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and
Resμ1(p
−1(z)) = (α1 − μ1)(α2 − μ1)(α3 − μ1)
(μ2 − μ1) ,
Resμ2(p
−1(z)) = (α1 − μ2)(α2 − μ2)(α3 − μ2)
(μ1 − μ2) ,
where p(z) is defined in (1). Thus, from Theorem 9, we get Tables 3 and 4. For simplicity, we write σ±
and σ ′± for σ±J (T) and σ±J(1|1)(T(1|1)).
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