We derive the nonequilibrium transport property formulas for a three-site quantum wire model using Keldysh formalism. Some rigorous formulas in the case of noninteraction are provided for direct calculations. On the basis of the numerical calculations, we investigate the differential and total conductances, transport current, and on-site electronic charges of a wire in some special cases. For a uniform-ingredient wire, if the temperature T ¼ 0 K, it shows that, when site-site couplings in the wire are stronger than wire-electrode couplings, resonant tunneling transport takes place and the phenomenon of conductance quantization can be easily observed. In the opposite case, these quantum effects on transport disappear gradually with the increase in the strength of wire-electrode couplings. We also discuss the charge distributions in the three sites of the wire and the characteristics of the charge barrier (Schottky barrier) regardless of Coulomb interaction. If T > 0 K, all the line shapes of the transport properties become smoother than those at T ¼ 0 K owing to thermal fluctuations. For a wire containing impurities, the line shapes of the transport properties change because of the change of system electronic states.
Introduction
With advantage of top-down and bottom-up fabrication techniques for nanometer-scale structures, it becomes possible to fabricate quantum wires with diameters of the order of Fermi wavelength, and to experimentally study quantum transport properties through them. [1] [2] [3] [4] [5] In order to understand the experimental results, furthermore, to predict transport properties for applications in future nanodevice designs, various theoretical approaches 6, 7) as well as simulation technologies [8] [9] [10] have been developed so far. In this paper, we present some theoretical formulas and numerical results for nonequilibrium transport properties, using the simplest model of a three-site quantum wire, in which each site has a single level.
Nonequilibrium electron transport and electronic charge distribution are the central problems of a mesoscopic system. In this study, the rigorous formulas of differential and total conductance, transport current and charge distributions for the three-site quantum wire model are derived on the basis of the nonequilibrium transport theory (Keldysh formalism). From these formulas, the relevance between the transport properties and the parameters in the Hamiltonian, as well as the temperature dependence of the transport properties will be expressed clearly and can be investigated in detail. Specifically, in the present study we concentrate on a noninteracting case for simplicity. The effects of interaction within a Hartree-Fock approximation level can be included in a straightforward manner. We report the results of numerical calculation using the formulas mentioned above, with respect to nonequilibrium electron transport and on-site charge distributions of the wire in some special cases, particularly focusing on resonant tunneling transport and conductance quantization phenomena as well as the characteristics of the charge barrier (Schottky barrier). The finite temperature case is also investigated. It is reasonable to consider that the results of our study are applicable to the complicated case of real quantum wires, which are probably longer, thicker, and containing larger numbers of atoms (sites) having multiple levels. On the other hand, the theoretical formulas described here also can be expanded in numerical calculations or first-principle simulations for real quantum wires.
The paper is organized as follows, in §2 we describe the three-site quantum wire model, corresponding Hamiltonian, and parameters appearing in the Hamiltonian. The brief description of nonequilibrium Keldysh formalism and the concise derivations for transport properties formulas of the three-site quantum wire will be given in §3. Section 4 is devoted to our present numerical results calculated from these formulas and their interpretations. Finally, we summarize our results and have a discussion in §5.
Model
We consider a one-dimensional quantum wire with three lattice sites that are mutually coupled by tunneling barriers. They are combined with two external electrodes as shown in Fig. 1 .
The tight-binding Hamiltonian of such a system is described by eq. (1), which consists of four parts, the energy of electrons in the left and right electrodes, the on-site energy of wire sites, the coupling energy between sites in the wire, and the tunneling energy between the wire and the electrodes. Here, we ignored interaction terms. In the Hamiltonian,ĉ c electrodes. When the bias voltage ÀV is applied to the wire, it can be regarded as the electrochemical potentials L and R associated with the left and right electrode, respectively (eV ¼ L À R ). We assume that the electrodes are electric reservoirs, the capacities of which are sufficiently large that L and R are not perturbed by transport current. In the case of L > R , electrons will flow from the left electrode to the right electrode.
H H ¼Ĥ H ed þĤ H wire þĤ H wt þĤ H ewt
Formulation

Nonequilibrium Keldysh formalism
We introduce Keldysh Green's function to solve the nonequilibrium transport problem in our study. The Keldysh formalism can be briefly described as follows. For a nonequilibrium problem, it is necessary to define how the system is perturbed from its equilibrium state, and to relate its nonequilibrium transport properties, e.g., steady current, to the electrochemical potentials L and R , which represent the local equilibrium of the electrodes, or the unperturbed Fermi distribution functions f L (" k ) and f R (" k ) in the electrodes. We consider a system consisting of three regions, a left electrode, a right electrode and an intermediate wire, that are uncoupled and each of which maintains its noninteraction thermal equilibrium at t ¼ À1, then turn on the perturbation coupling e tĤ H ewt [Ĥ H ewt is the tunnel transfer term between the wire and electrodes in eq. (1)] adiabatically with the route t ¼ À1 ! 0 ! þ1 ! À1 (Keldysh contour). [11] [12] [13] In accordance with the quantum statistical theory, 14, 15) any nonequilibrium observable physical quantity at time t can be expressed exactly as a statistical average shown as hOðtÞi ¼ Tr½ S ðtÞO S ¼ Tr½ I ðÀ1ÞUðÀ1; þ1ÞUðþ1; tÞO I ðtÞUðt; À1Þ
where O is an observable physical quantity operator, U is the time development operator, is a statistical density matrix, and the subscripts S and I indicate Schrödinger and interaction representations of the operators, respectively. H T is the perturbation term in Hamiltonian, Tr½Á Á Á is a trace operation symbol, and T andT T are the time-ordered and anti-time-ordered operators, respectively. To carry out perturbation expansion by the Wick theorem in Feynman diagrams for eq. (2), one obtains four types of Keldysh Green's function shown in eqs. (3a)-(3d). 12, 13) The corresponding Fourier transforms of the functions are defined in the parentheses. These functions can be used to calculate nonequilibrium observable physical quantities later.
where hÁ Á Ái is the symbol of the statistical average.
L electrode R electrode
Quantum wire
ε kσ,L ε kσ,R Site3 Fig. 1 . Model of three-site quantum wire combined with two external electrodes. " k; ( = L or R) and " i are on-site energies in the electrodes and wire region, respectively. Transfer integrals between nearest-neighbor sites are t i; j , and tunnel combination integrals between the wire and the electrodes are V ;k . L and R denote electrochemical potentials of the left and right electrodes, respectively.
It should be noted that four types of Keldysh Green's function are not independent of each other and have the relation of
Green's functions can be solved from the Dyson equation in the matrix form: Gð"Þ ¼ gð"Þ þ gð"ÞAEð"ÞGð"Þ. The matrix
where " i and " F are the molecular orbit level and the Fermi level, respectively. represents an infinite small constant value, and ð"Þ is a function. The Fermi distribution function is given by
In particularly, it is convenient to introduce the transformation matrix
to transform the matrices in the Dyson equation into 
where the retarded, advanced and F Green's functions in the matrices are defined by eqs. (6a)-(6c), respectively, and the retarded, advanced and F self-energies are given by
On the other hand, the retarded and advanced Green's functions can also be defined by the well-known forms of
Similar to eq. (4), in the thermal equilibrium state when the wire and electrodes are not coupled at t ¼ À1, the retarded and advanced Green's functions are nonzero only when i ¼ j and can be calculated from their definitions shown as
The F Green's function can be express by the Fermi distribution function in the thermal equilibrium state as follows.
By expanding the Dyson equation of eq. (5), we obtain some useful formulas for the direct calculations of the retarded, advanced, and F Green's functions, as shown below.
Reversely, the original Keldysh Green's functions also can be expressed by the retarded, advanced and F Green's functions as follows.
As indicated in the beginning of this section, nonequilibrium observable physical quantity can be expressed by Keldysh Green's functions shown above. With regard to transport properties, the single-spin current between the wire region and the left electrode is given by 16) I
The single-spin electron charge on the site n is given by
Transport property formulas
In this study, we assume the perturbed item of the Hamiltonian in eq. (1) aŝ
Thus, the self-energy matrix AEð"Þ in the Dyson equation is proved as the expression of eq. (12):
The corresponding retarded, advanced, and F self-energies are given by eqs. (13a)-(13c), respectively.
Then eq. (8c) is reduced to
Generally, the retarded and advanced Green's functions of the system can be obtained from eqs. (8a) and (8b), if we know the uncoupling initial Green's functions and self-energy matrices. Specifically, in the noninteracting case, they can also be derived from simultaneous motion equations. In this study, we use the latter method and deduce them for the three-site quantum wire system.
On the basis of the simultaneous motion, we obtain a matrix equation for the elements of retarded (advanced) Green's functions between the sites in the wire as follows: 
where iÀ
represent the selfenergies of the site in the wire owing to the combination of the electrodes, where L(R); ð"Þ are the density-of-states (DOS) in the electrodes.
For the solution of the matrix equation above, the elements of retarded (advanced) Green's functions between the sites in the wire are given by
Here, the variable B r(a)
is given by B r(a)
ð16jÞ The upper or lower sign (+ or À) denotes the retarded or advanced Green's functions, respectively.
The retarded (advanced) Green's functions between the n site in the wire and the k electronic state in the left and right electrodes are solved from the motion equations or the matrix equations (17a) and (17b). They are shown in eqs. (18a)- (18d): 
where n ¼ 1; 2; 3, N ¼ 3.
are Green's functions in the thermal equilibrium state when the wire and electrodes are not coupled at t ¼ À1.
Similarly, the retarded (advanced) Green's functions between the k 1 and k 2 electronic states in the left and right electrodes can be directly obtained from the motion equations and given by G r(a)
We next can use the retarded and advanced Green's functions to derive the F Green's functions by eq. (14) . A part of the F Green's functions that will be applied in transport properties calculations are presented below.
As a result, the F Green's function between the 1 site in the wire and the k electronic state in the left electrodes are given by
The on-site (wire region) F Green's functions are given by
The four types of Keldysh Green's function can be recovered straightforwardly from the retarded, advanced, and F Green's functions as mentioned in §3.1. We only aim at lesser Green's functions G < concerning the transport properties. As a result, the lesser Green's functions G < between the 1 site in the wire and the k electronic state in the left electrodes are given by G
If we suppose that
, the on-site (wire region) G < functions will be obtained as
where the Fermi distribution function for electrons within the left or right electrode is given by
We consider the transport properties of the three-site quantum wire when the electrochemical potentials L and R are associated with the left and right electrodes, respectively. It is equivalent to the case of applying a bias voltage ÀV to the wire (eV ¼ L À R ). Since the spin degeneracy due to absence of the Coulomb interaction, the following formulas only give the single-spin electron transport properties without distinguishing the spin orientation. When we consider the case including the up and down spin, all results should be multiplied by 2.
The current flowing in the wire is equal to the current between the wire region and the left electrode. It can be obtain by substituting Keldysh Green's function eqs. (20a) and (20b) into eq. (10). [16] [17] [18] [19] 
The corresponding nonnequilibrium conductance, therefore, is straightforwardly given by
The general formula for calculating differential conductance (transmission coefficient) is shown as
In particular, when temperature
The electronic charges on the sites will be obtained by substituting Keldysh Green's function eqs. (23a)-(23c) for eq. (11).
2;2 ð L ; R Þ ¼ e
3;3 ð L ; R Þ ¼ e
Numerical Results and Interpretations
In this section, we calculate the single-spin electron transport properties of the three-site quantum wire in some special cases using the formulas provided in the previous section, and give their physical interpretations. We assume that the transfer integrals t 12 ¼ t 23 ¼ t, and the tunnel combination integrals
For simplicity, all of the energies are normalized by the transfer integral t, e.g., L(R) ! L(R) =t and k B T ! k B T=t. We introduce the new parameters by the following definitions:
For computing the nonequilibrium transport properties using the formulas above, the integrals in eqs. (24)
À4 . We present the numerical results as follows.
A uniform-ingredient wire when T ¼ 0 K
We assume that k B T ¼ 0 and the on site-energies
As the numerical results, differential conductance, which is identical to transmission coefficient, as a function of the electrochemical potential for several values of is illustrated in Fig. 2(a) .
Differential conductance changes markedly when the value of crosses unity. It has three maximums at ¼ 0 and AE ffiffi ffi 2 p when < 1, whereas it has a single maximum at ¼ 0 when > 1. This change in the line shape can also be regarded as differential conductance as a function of gate voltage applied to the quantum wire. The parameter essentially represents the relative strength of the wireelectrode coupling and that of the site-site coupling within the wire. When < 1, the site-site coupling is stronger than that of the wire-electrode coupling, therefore, the whole system appears similar to a double-barriers structure, that is, the wire with multiple levels is pinched by the left and right wire-electrode barriers. The lines observed near the three maximums are the spectra of molecular levels of electrons within the wire. In this case, the maximum conductance is always equal to unity of quantum conductance. This finding implies that the electrons flow through the wire using these molecular levels and that resonant tunneling takes place. 7, 20) In the opposite case, when > 1, the wire-electrode coupling is stronger than the site-site coupling, so that the barriers are located at the places of the site 1-site 2 and site 2-site 3 combinations and the intermediate part is only site 2. The observation of a single maximum means that only one level exists within site 2 and that resonant tunneling takes place. It can be considered a halfway state between the two cases discussed above when ¼ 1. In general, with the increase in the number of sites in the wire, the space between the levels decreases. Consequently, when < 1, because the double-barrier structure is not changed, the site number of maximums will appear and the space between neighboring maximums decreases accompanied by a decrease in the space of the level. On the other hand, when > 1, the whole system becomes a multiple-barrier structure, and complex resonant peaks will appear. If the number of sites reaches an infinite large limit, instead of discrete levels, some continuous bands will be formed. It is different from the discrete case, in which the positions and values of resonant peaks are qualitatively determined by the DOS of the electronic bands and initial electrons occupation states.
Under the condition of a fixed R ¼ À5, transport current as a function of the electrochemical potential L for the same values of shown in Fig. 2(a) is illustrated in Fig. 3(a) .
From the differential conductance line shape, it is obvious that the current line climbs rapidly when the differential conductance has a peak, while it shows a flat plateau when the differential conductance drops in a valley near zero. In Particular, it is remarkable that current increases intermittently with a step-shape when < 1. This phenomenon implies that conductance quantization takes place easily in this case. The saturation current shown in Fig. 3(a) can be expressed by eq. (29) shown below, which is obtained from eq. (24) with the limit of Fermi distribution function as L ! 1, i.e., lim L !1 f L ð"Þ ¼ 1. The relationship between the saturated value and the parameter is also given by this equation. Actually, the saturation current can be estimated by the area enclosed by the differential conductance curve and the x-axis in Fig. 2(a) (note that R ¼ À5), approximately 1.2 for ¼ 0:2, 3.1 for ¼ 1, and 1.9 for ¼ 3.
Under the same conditions as those shown in Fig. 3(a) , the total conductance as a function of the electrochemical potential difference between the two electrodes L À R , in proportion with the bias voltage, is illustrated in Fig. 4(a) . The step-shape conductance appearing in the figure is what we call conductance quantization. 
can also be regarded as incident electron energy. All of the energies are normalized by the transfer integral t, and the conductance unit is e 2 =h.
We next consider the change in charge distribution in the three sites with the increase in the electrochemical potential of the electrodes. Firstly, we suppose the electrochemical potential of the left electrode is equal to that of the right electrode ( L ¼ R ), accordingly there is no current flowing in the wire. This corresponds to the case of combining the electrodes and wire that have different electrochemical potentials (The electrochemical potential of the wire is W ¼ 0 here), and the initial charge barrier (Schottky barrier) can be investigate regardless of the Coulomb interaction. Usually, the work function of a material is identical to the electrochemical potential of the material. The charge distributions in the three sites as a function of for the same values of shown in Fig. 2(a) are illustrated in Figs. 5(a1), 5(b1), and 5(c1).
The charges in sites 1 and 3 are identical, and are different from that in site 2 because of the symmetric system. A distinct difference in charge distribution also appears when the value of crosses unity. When < 1, the wire can be observed as a molecular with levels of about À ffiffi ffi 2 p , 0, and þ ffiffi ffi 2 p . For this reason, the charges in the sites are all zero (empty) when < À ffiffi ffi 2 p (the lowest level) and are all unity (full) when > þ ffiffi ffi 2 p (the highest level), indicating that there are no barriers on the wire. In the intermediate area
, the charges in the sites increase from 0 to 1. It is interesting that in the area of À ffiffi ffi 2 p < < 0, the charge in site 2 increases more rapidly than those in sites 1 and 3, resulting in a plus-charge barrier at the boundary of the wire. Whereas in the area of 0 < < þ ffiffi ffi 2 p , the reverse trend results in a minus-charge barrier at the boundary of the wire. This finding can be interpreted by the weights of the site orbits composing the molecular orbit according to detailed calculations. When > 1, sites 1 and 3 strongly combine with the electrodes, and site 2 is isolated by the site-site barrier to become a single site. For this reason, the charges in sites 1 and 3 increase slowly near the value of 0.5 because of the strong combinations of the electrodes, while the charge in site 2 vary from 0 to 1 similar to a single-level molecular. This results in the fact that in the area of < 0, a minus-charge barrier will be formed at the boundary of the wire, whereas in the area of > 0, a plus-charge barrier will be formed. When ¼ 1, it is a halfway state between the two cases discussed above.
The process is dynamic when the electrochemical potential of the left electrode is greater than that of the left electrode, because current starts to flow in the wire, and the charge distributions in the sites in this case are essentially different from those in static case discussed above. Under the condition of a fixed R which is similar to the condition in current analysis, the charge distributions in the three sites as a function of L are illustrated in Figs. 6(a1), 6(b1), and 6(c1). When < 1, the charges in the sites show a trend similar to that in the static case except that the values of the charges are only one half of that in the static case owing to the existence of current. Of course the charge barrier at the boundary of the wire decreases accordingly. When > 1, the charge in site 2 shows a trend similar to that in the static case, while the charge in site 1 increases and charge of in site 2 shows almost no change. This results in charge accumulation in site 1 owing to the site-site barrier that prevents the charges in site 1 from flowing to site 2. The charges as well as the charge barrier also decrease owing to the existence of current.
A uniform-ingredient wire when T > 0 K
The quantum transport properties are affected by temperature owing to the Coulomb interaction or electron-phonon 
The bias voltage V applied to the wire can be expressed as V ¼ ð L À R Þ=e. All of the energies are normalized by the transfer integral t, and the conductance unit is e 2 =h. 
The bias voltage V applied to the wire can be expressed as V ¼ ð L À R Þ=e. All of the energies are normalized by the transfer integral t, and the current unit is et=h.
interaction, e.g., the Kondo effect. Similarly, in the case of noninteraction, when the thermal energy k B T is comparable to the transfer energy between the sites of the wire or between the wire and electrodes, the temperature dependence can be easily observed. We assume k B T ¼ 1 which is equal to the energy unit of the transfer energy t. Under the same conditions described in §4.1 except for k B T ¼ 1, the differential conductance, transport current, total conductance, and electronic charges in the sites of the wire as a function of the electrochemical potentials of the electrodes are illustrated in Figs. 2(b), 3(b) , 4(b), 5(a2), 5(b2), 5(c2), 6(a2), 6(b2), and 6(c2), respectively.
A common phenomenon is that the line shapes of the transport characteristics in the figures do not change markedly and all become smoother than those at T ¼ 0 K. In particular, when < 1, we almost cannot distinguish the peak values of the differential conductance shown in Fig. 2(b) , or the step-shape of the current, conductance, and electronic charges shown in the Figs. 3(b) , 4(b), 5(a2), 5(b2), 6(a2), and 6(b2) as the case of k B T ¼ 0. It is essential that with the increase in temperature, the interference of transport electron waves is destroyed gradually by thermal fluctuations, leading to that a coherent transport in the wire becomes an incoherent transport.
Wire containing impurities when T ¼ 0 K
We consider that the on-site energy in site 2 at the center of the wire is higher or lower than those the in remaining sites, which shows that there is an impurity component (site 2) in the wire, and present the transport properties of the wire.
We assume that the on-site energies of the sites in the wire are y 1 ¼ y 3 ¼ y 0 , y 2 ¼ y 0 À Áy, where Áy ¼ 1 and À1 represent the higher and lower levels in site 2, respectively. The absolute values of Áy are equivalent to the energy unit (the transfer energy t). Under the same conditions as those described in the §4.1, the differential conductance, transport current, total conductance, and electronic charges in the sites of the wire as a function of the electrochemical potentials of the electrodes are illustrated in Figs. 7-11 , respectively.
Besides the difference in the positions of the peak values of differential conductance, or the change points of the stepshape of current, conductance, and electronic charges, the line shapes of the transport characteristics in the figures are similar to those described in §4.1. As indicated in §4.1, because the on-site energy in site 2 is changed, the spectra of molecular levels of the wire are also changed accordingly. When < 1, the molecular levels shift to the new positions of y ¼ À1; 0; 2 and À2; 0; 1 for Áy ¼ 1 and À1, respectively. On the other hand, when > 1, the new position is y ¼ 1 and À1 for Áy ¼ 1 and À1, respectively. This finding directly results in changes in the transport properties. On the other hand, the increasing rates of site charges as well as the charge barrier in the wire are also different from those described in §4.1, probably owing to the changes in the weights of the site orbits composing the molecular orbit. 
applied to the wire is equal to zero, there is no current flowing in the wire. 1, 2, and 3 denote the charges in sites 1, 2, and 3, respectively. All of the energies are normalized by the transfer integral t, and the charge unit is the electron charge e.
Conclusions and Discussion
On the basis of the Keldysh formalism, we derived some rigorous formulas for differential conductance (transmission coefficient), total conductance, nonequilibrium current, and electronic charges using the simplest model of a three-site quantum wire. Similar processes can be carried out for larger 
The bias voltage V applied to the wire can be expressed as V ¼ ð L À R Þ=e. 1, 2, and 3 denote the charges in sites 1, 2, and 3, respectively. All of the energies are normalized by the transfer integral t, and the charge unit is the electron charge e. numbers of sites and multiple levels. Within a Hartree-Fock approximation level, one can include the effects of interaction in a straightforward manner. Using these formulas, we executed direct calculations of quantum wire transport properties in some special occasions. For a uniform-ingredient wire, at T ¼ 0 K, if the site-site coupling in wire is stronger than the wire-electrode coupling ( < 1), the multiple maximums appear in the differential conductance characteristics and the step-shape appears in the current curves, indicating that the resonant tunneling transport takes place and the phenomenon of conductance quantization can be easily observed. On the other hand, if the wire-electrode coupling is stronger than the site-site coupling in the wire ( > 1), the quantum effects on transport properties described above will disappear gradually with the increase in . The charge distributions on the three sites of the wire are calculated in the no-current-flowing case ( L ¼ R ) and the current flowing-case ( L > R ). Furthermore, we discussed the characteristics of the charge barrier (Schottky barrier) regardless of the Coulomb interaction. When T > 0 K, we calculated the case of k B T ¼ 1.
The results show a common phenomenon that the line shapes of the transport characteristics do not change markedly and all become smoother than those at T ¼ 0 K owing to thermal fluctuations. For a wire containing impurities, the line shapes of the transport properties are similar to those in the uniform-ingredient case but the positions of the characteristic points (e.g., peak values, etc.) are changed because of the change in system electronic state. Accordingly, we should stress in particular that, besides the quantum wire itself, the properties of the electrodes, e.g., the DOS and the combinations between the wire and the electrodes, will strongly affect the transport features of the system. It can be considered that the numerical results presented in this paper provided a qualitative evaluation available for real quantum wires, for example, the semiconductor quantum wires such as silicon nanowires and carbon nanotubes. 
