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Resumen
La elastografı́a abarca un grupo de técnicas no invasivas para la caracterización de
tejidos como complemento al diagnóstico médico de diversas patologı́as. Una de estas
técnicas es la Elastografı́a por Campo Reverberante (R-SWE, por sus siglas en inglés)
que genera un campo reverberante acústico en el tejido de interés mediante múltiples
fuentes de vibración, asumiendo una distribución isotrópica de ondas planas para facilitar
el cálculo de la velocidad de onda de corte (SWS), la cual es proporcional a la elasticidad
del medio. Su factibilidad ha sido validada para la caracterización de mamas, hı́gado,
riñones, músculo y pie; sin embargo, el cálculo de la SWS ha sido comprobado mientras
se verifique la uniformidad del campo. El modelo actual se basa en la umbralización del
coeficiente de determinación R2 producto del ajuste de curva a la autocorrelación de la
velocidad de partı́culas, no obstante, este es insuficiente como determinador y no analiza
propiamente el concepto de uniformidad.
En el presente trabajo, se presenta el estudio del fenómeno de uniformidad en un
campo reverberante, mediante la extracción y análisis de estimadores estadı́sticos usados
en campos reverberantes de ondas electromagnéticas con sus equivalencias en ondas
mecánicas acústicas. Se propone un modelo identificación de campos reverberantes
uniformes para la asistencia de la R-SWE, basado en clasificadores automáticos
(Regresión Logı́stica, LDA y SVM).
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Introducción
La elastografı́a es un conjunto de técnicas que ha cobrado importancia en el ámbito clı́nico
como modalidad no invasiva para la caracterización de tejidos y como complemento de
diagnósticos médicos en hı́gado [3], riñones [4], mamas [5], cáncer de tiroides [6], próstata [7],
músculo [8] y pie [9]. Actualmente, existen diversas técnicas que permiten la formación de
imágenes elastográficas basadas en principios de radiación acústica (ARF), ası́ como, por
excitación externa., destacando estas últimas por su mayor penetración en tejidos. Dentro de este
grupo, una de las técnicas recientemente implementadas la elastografı́a por campo reverberante
(R-SWE). Esta aplica un campo acústico difuso (reverberante) mediante múltiples fuentes de
vibración y asume una distribución uniforme de ondas planas transversales para el cálculo de
velocidad de onda de corte (SWS) y generar el mapa de elasticidad del tejido [10, 11]. Sin
embargo, las conjeturas matemáticas han sido comprobadas mientras se verifique la uniformidad
del campo. Por lo que, es de interés analizar la formación del campo reverberante, mediante
parámetros estadı́sticos de uniformidad empleados en electromagnetismo, junto con sus
equivalencias en ultrasonido, como por ejemplo: desviaciones estándar global, valores promedio
y densidades de probabilidad para generar un modelo multivariable de discriminación de
uniformidad en campos reverberantes [12].
El presente trabajo de investigación propone diseñar un clasificador de campos reverberantes
uniformes que sirva de asistencia en la R-SWE. Para ello, en el Capı́tulo 1 se explica la
problemática actual en las ténicas de elastografı́a actuales, ası́ como, las limitaciones del modelo
actual de discriminación de uniformidad de reverberación y la importancia de un modelo
multivariable de clasificación. En el Capı́tulo 2, se explica los conceptos teóricos del campo
reverberante en R-SWE, ası́ como, criterios estadı́sticos de uniformidad empleados en el campos
de electromagnéticos y las similitudes con campos acústicos. Para finalmente, exponer las
conclusiones y recomendaciones para trabajos futuros.
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Capı́tulo 1
Elastografı́a por Campo Reverberante
Este capı́tulo expone conceptos generales de elastografı́a y las limitaciones de las técnicas
existentes de acuerdo con el estado del arte. Se propone realizar un análisis estadı́stico sobre
imágenes elastográficas junto con una método de aprendizaje de máquina como herramienta de
clasificación de campos reverberantes para R-SWE.
1.1. Técnicas Elastográficas y Estado del Arte
La elastografı́a es el grupo de técnicas no invasivas que estiman la elasticidad y rigidez de un
tejido mediante la Ley de Hooke y el Módulo de Young [13]. Sus aplicaciones médicas abarcan
un amplio rango desde la evaluación de la salud vascular, diagnóstico de enfermedades crónicas
en el hı́gado [3] y riñones [4], la detección de tumores en mamas [5], y el cáncer de tiroides [6] y
próstata [7].
Las técnicas elastográficas se clasifican según el tipo de información que brindan en:
cualitativas y cuantitativas.
a) Elastografı́a Cualitativa
Este tipo de técnicas indican únicamente si un tejido es rı́gido o no, representando la
dureza relativa en una escala de colores. La elastografı́a por compresión (Strain
Elastography) transmite una vibración sobre el tejido comprimiéndolo para luego registrar
la respuesta del mismo. No obstante, la correcta formación de la imagen es muy
dependiente de la habilidad del operador del equipo y no puede procesar imágenes de
órganos muy profundos [14]. Por otro lado, una técnica ampliamente utilizada es la de
formación por impulso de fuerza de radiación acústica (ARFI). La idea es comprimir el
tejido mediante un impulso acústico para medir el desplazamiento tisular. Sin embargo, su
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desventaja radica en no poder expresar de forma cuantitativa medidas de elasticidad,
además su tiempo de operación se limita por el calor que genera en los tejidos [4]. La
sonoelastografı́a aplica vibraciones armónicas externas de poca amplitud y frecuencia, por
lo que tiene mayor penetración en el tejido sin provocar daños en los órganos estudiados.
Pese a ello, solo es posible comparar relativamente la suavidad de los tejidos y se pueden
obtener falsos positivos en las zonas anecoicas [15].
b) Elastografı́a Cuantitativa
Los modelos cuantitativos calculan el módulo de elasticidad mediante la propagación de
ondas corte, considerando la relación proporcional entre la velocidad de estas y la rigidez
del tejido [16]. La elastografı́a transitoria (TE) comercializada como FibroScanTM cuenta
con un dispositivo de vibración externa y un ultrasonido que capta y registra la velocidad
de las ondas de corte (SWS). Entre sus desventajas, la medición solo se representa
mediante una imagen de modo-A (en una sola dimensión) y su efectividad puede bajar por
factores como la obesidad, el ancho del espacio intercostal o el hı́gado graso [17]. La
elastografı́a por punto de corte (p-SWE) utiliza un impulso acústico en dirección normal y
mejora ligeramente su rendimiento en pacientes con obesidad, pero no es capaz de generar
un mapa de elasticidades [18]. Frente a ello, se desarolló la 2D-Shear Wave Elastography
en la que se pueden analizar múltiples puntos o focos, constituyendo un área tisular [19]. A
partir de esta, se propuso la técnica de imágenes supersónicas (SSI) que usa un escáner
supersónico que emite haces acústicos de alta velocidad y que a su vez genera ondas de
corte, las imágenes se representan en modo-B y pueden llegar a una tasa de hasta 5000
muestras por segundo, considerándose un técnica en tiempo real [20]. Otra técnica como la
sonoelastografı́a por interferencia de patrones (CrWS) utiliza dos fuentes de vibración en
lados opuestos y desfasadas entre sı́, produciendo una interferencia a baja frecuencia
visible mediante algoritmos de correlación de señales, para luego calcular las propiedades
viscoelásticas del tejido [7]. Finalmente, la vibro-elastografı́a usa el mismo transductor
como emisor y receptor de ondas, sin embargo, la vibración en el mismo equipo obliga
tener mayores etapas para filtrar el ruido y las perturbaciones generadas [21].
En la Tabla 1.1 se agrupan las técnicas mencionadas, según el tipo de información que proveen,
la fuerza aplicada y sus aplicaciones clı́nicas.
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Hı́gado In vivo [32]
Próstata In vivo [33]




































1.2. Importancia y Justifación
Se ha demostrado que existe una relación entre diferentes patologı́as y la rigidez de un tejido, el
propósito de la elastografı́a es obtener justamente esa rigidez. Últimamente optándose por técnicas
cuantitativas por su objetividad en las estimaciones [39].
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Uno de los métodos más usados es la elastografı́a por ondas de corte mediante ultrasonido
(SWE). Sin embargo, uno de los principales retos al emplear ultrasonidos radica en lidiar con la
reflexión de ondas en las fronteras de los órganos analizados y la inhomogeneidad del medio [10].
En algunos casos, es factible usar filtros direccionales para eliminar algunas reflexiones, en el
trabajo de Lipman et al. [40] se propone el uso de filtros cuatri dimensionales (4-D) para mejorar
la calidad de las imágenes, pero sumando complejidad al sistema y un alto costo computacional.
Para lidiar con estos incovenientes, Parket et al. [10] plantean un nuevo modelo basado en
generación de campos reverberantes, llamado R-SWE. Se propone, en lugar de filtrar las ondas en
diferentes direcciones, asumir una distribución homogénea e isotrópica de ondas en el medio. A
manera de generar el campo reverberante más rápido, Ormachea et al. [11] plantean una
estrategia multi-frecuencial y comprueban la factibilidad de la técnica in vivo en mamas e hı́gado.
Este estudio frecuencial se profundiza mediante imágenes de dispersión, logrando obtener
mediciones en zonas profundas (hasta 16cm) [41]. Además, la técnica ha sido validada para
medir la elasticidad en córneas [42] ex vivo, y en músculos y pie in vivo [8, 9]. Sin embargo, las
conjeturas para el cálculo de la SWS, ergo la elasticidad son correctas mientras se genere un
campo reverberante homogéneo o difuso.
Frente a ello, el estudio experimental de Flores et al. [22] propone umbralizar el coeficiente
de determinación R2 como único discriminador de existencia de campos reverberantes, producto
de un ajuste de curva de la autocorrelación con funciones Bessel esféricas, el cual varı́a según el
número de fuentes de vibración. Por tal razón, se precisa de un modelo más compacto de campo
reverberante de mayores atributos que examine propiamente la uniformidad de la reverberación,
ası́ como, los estimadores estadı́sticos que describen este fenómeno.
El fenómeno de reverberación es ampliamente estudiado en el electromagnetismo para la
evaluación de equipos electrónicos frente campos electromagnéticos concentrados [43]. Por ello,
se han establecido criterios estadı́sticos y estándares internacionales para evaluar la uniformidad
del campo en una cámara de reverberación como, por ejemplo: desviación global, uniformidad de
energı́a y distribuciones de probabilidad [12, 44, 45]. En el trabajo de Wilson et al. [46], se
estudian y comprueban las similitudes entre la naturaleza de campos acústicos y
electromagnéticos. Por tanto, estos criterios pueden usarse en el modelo acústico actual para





Proponer un modelo de clasificación automática de campos reverberantes homogéneos basado
en la extracción y análisis de parámetros estadı́sticos de uniformidad de la velocidad de partı́culas
para la asistencia de R-SWE.
1.3.2. Objetivos Especı́ficos
• Realizar simulaciones numéricas de campos reverberantes en medios homogéneos y
heterogéneos ideales en MATLAB®.
• Extraer parámetros estadı́sticos de la imagen simulada basados en la uniformidad del campo
reverberante y analizarlos mediante estimadores estadı́sticos de significancia.
• Entrenar y comparar los modelos de aprendizaje supervisado de clasificación de campos
reverberantes.
• Medir la dispersión de la SWS estimada con los modelos de validación de uniformidad.
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Capı́tulo 2
Campos Reverberantes: Teorı́a y
Aplicaciones
Este capı́tulo presenta las bases teóricas y fı́sicas de la elastografı́a por reverberación, junto
con el modelo de ondas utilizado. Para luego, presentar los estimadores estadı́sticos en campos
reverberantes uniformes y el enfoque de aprendizaje automático planteado para clasificación.
2.1. Principios de la Elastografı́a por Ondas de Corte (SWE)
La elastografı́a calcula la elasticidad como la capacidad del tejido de resistir a una fuerza de
deformación y de volver a su estado inicial luego de que esta desaparezca [18]. Este fenómeno se
representa mediante la Ley de Hooke:
σ = Γ · ε, (2.1)
donde σ es el esfuerzo o fuerza por unidad de área en (Pa), ε una medida de deformación
adimensional y Γ el módulo de elasticidad (Pa), el cual según el carácter de la deformación puede
ser: módulo de Young (E), módulo de corte o cizalladura (µ) y módulo de compresibilidad (K).
Estos módulos no son independientes entre sı́ y se relacionan mediante el ratio de Poisson (υ).
E = 2(υ + 1)µ, (2.2)
en el caso de tejidos biológicos, al ser incompresibles el ratio de Poisson está entre 0.49-0.5,
entonces:
E ≈ 3µ, (2.3)
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En ultrasonido, la propagación de ondas puede ser longitudinal y/o transversal. La SWE
aplica ondas transversales, es decir, la propagación de la onda es perpendicular al movimiento de






cuyo rango está entre 1-10m/s [18]. Finalmente, empleando la Ecuación 2.3-2.4 se obtiene:
E = 3ρc2s, (2.5)
por tanto, se demuestra la relación entre la SWS y el módulo de elasticidad del medio tisular.
2.2. Eslastografı́a por Campo Reverberante (R-SWE)
En principio, un campo sonoro se define como el nivel de presión sonora en cada punto de un
espacio. Por un lado, en los campos directos se percibe las ondas de sonido directamente desde la
fuente sin efectos de reflexión. Por otro lado, en los campos reverberantes se presentan en zonas
alejadas de la fuente sonora y se forman por reflexiones de ondas, generando el fenómeno de
reverberación. En caso la reverberación sea lo suficientemente homogénea, se le podrá considerar
como un campo difuso, en donde la contribución de las ondas de la fuente emisora como de las
reflexiones será la misma. Por tanto, un campo reverberante se puede definir como la superposición
de ondas planas de una forma aleatoria. La teorı́a matemática ha sido descrita por Parker et al. [10],
la cual resume que la velocidad de las partı́culas es:





donde, ε̄ es el vector posición de la partı́cula que puede ser descrito en coordenadas cilı́ndricas
por facilidad (r̂, θ̂, φ̂), q un ı́ndice para representar la aleatoriedad del vector de propagación de
onda n̂q en el eje radial r̂ y l para describir la aleatoriedad del vector velocidad de partı́cula n̂ql. Al
tratarse de ondas transversales, entonces n̂q · n̂ql = 0. La sumatoria en q se realizará en un ángulo
sólido de 4π y l en un ángulo de 2π correspondiente al disco formado por los vectores θ̂, φ̂, para
mayor detalle observar Figura 2.1.
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Figura 2.1: Campo reverberante en un medio isotrópico formado por ondas de corte [1].
Para facilidad en los cálculos posteriores de autocorrelación de la Ecuación 2.6, se proyecta la
velocidad a un eje z:





donde nqlz es la proyección de n̂ql sobre el eje z. De acuerdo con la Figura 2.1, es posible expresar
n̂ql en función de α:
n̂ql = cosα φ̂+ sinα θ̂, (2.8)
ası́ mismo, empleando las transformaciones de coordenadas cartesianas a esféricas:
r̂ = sin θ cosφ êx + sin θ sinφ êy + cos θ êz, (2.9)
φ̂ = − sinφ êx + cosφ êy, (2.10)
θ̂ = cos θ cosφ êx + cos θ sinφ êy − sin θ êz, (2.11)
y reemplazando n̂qlz en la Ecuaciones 2.8, 2.10- 2.11 se obtiene:
nqlz = n̂ql · êz = − sinα sin θ (2.12)
Posteriormente, se toma la la autocorrelación espacial y temporal de la Ecuación 2.7:
Bvzvz(∆ε̄,∆t) = E{Vz(ε̄, t)V ∗z (ε̄+ ∆ε̄, t+ ∆t)}, (2.13)
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con n̂q en el eje radial y ∆ε̄ con dos posibles direcciones: axial y lateral [42]. Por tanto, se define
n̂q ·∆ε̄ en dos casos posibles:
n̂q ·∆ε̄z = r̂ ·∆ε̄z = cos θ ∆εz, (2.16)
n̂q ·∆ε̄x = r̂ ·∆ε̄x = sin θ cosφ∆εx (2.17)
Como se mencionó previamente, las ondas de corte se propagarán en todo el espacio (en un
ángulo de 4π esterorradianes), mientras que la dirección de la velocidad de las partı́culas alrededor
del disco formado por φθ (en un ángulo de 2π radianes). Por tanto, la Ecuación 2.15 se expresa











i(ωo∆t−kn̂q ·∆ε̄)dα dΩ, (2.18)
con dα el diferencial del ángulo del plano φθ y dΩ el diferencial de la integral esférica.
Finalmente, reemplazando nqlz y n̂q · ∆ε̄ con las Ecuaciones 2.12, 2.16-2.17 y al resolver la




















donde j0 y j1 son funciones de Bessel esféricas de orden cero y uno respectivamente.
En el estudio de Flores et al. [22], se establece la autocorrelación como discriminador de
campos reverberantes: un campo es homogéneo cuando las autocorrelaciones con dirección axial
y lateral tienen la forma de las Ecuaciones 2.19-2.20. Para ello, se emplea una regresión o ajuste
de curva (ver Figura 2.2). La bondad de este ajuste se mide por el coeficiente de correlación R2
que indica la proporción entre varianza del modelo ajustado y la varianza de todos los datos.
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Figura 2.2: Ajuste Bessel de las autocorrelaciones en eje axial y lateral para un k = 1
Por último, conociendo la frecuencia f de operación y el número de onda k , este último





2.3. La Reverberación en Campos Electromagnéticos y Acústicos
El fenómeno de reverberación es ampliamente estudiado en el campo del electromagnetismo
para la evaluación de equipos electrónicos [43]. Siendo ası́, se han establecido criterios y
estimadores para la modelización de ondas en cámaras reverberantes. Para un mayor
entendimiento, se explicarán los principios aplicados en electromagnetismo y sus equivalencias







donde Ψ puede describir ondas electromagnéticas Ē o acústicas P̄ y c la velocidad de onda. La
resolución de la Ecuación 2.22 se conoce como ecuación de la onda. Un campo reverberante







Se puede observar la similitud con la Ecuación 2.6, lo cual comprueba la equivalencia entre
el modelo de onda electromagnético y el acústico. Donde la naturaleza de la ecuación de onda es
compleja (formada por un término Re e Im independientes entre sı́).
Se considera un campo reverberante uniforme cuando se cumple los principios de isotropismo
y homogeneidad [48]. El isotropismo refiere a una composición coherente de ondas planas de
todos los ángulos. La homogeneidad establece una consevación de la energı́a del campo la cual
es proporcional al cuadrado del mismo, tanto para campos acústicos como electromagnéticos.











con σ2 como la varianza de campo.
Además teóricamente, la parte real e imaginaria de cada componente del campo deberá seguir







por tanto, la magnitud o norma del campo seguirá una distribución χ de dos grados de libertad,







consecuentemente, la magnitud al cuadrado del campo al cuadrado tendrá una distribución χ2 de







2.4. Modelo de Solución para la Clasificación de Campos
Reverberantes Uniformes para R-SWE
Previamente se ha demostrado que una forma de determinar la formación de un campo
reverberante homogéneo es analizar la similitud de su autocorrelación con funciones Bessel
esféricas de orden cero o uno. Este es el único estimador analizado para la clasificación de
campos reverberantes y es sensible al número de fuentes [22]. Empleando las propiedades
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estadı́sticas de reverberación electromagnética y acústica es posible generar un modelo
multivariable de clasificación.
En general, un sistema de clasificación automático consiste en la extracción y entrenamiento de
datos. En este caso, se empleará un modelo de aprendizaje supervisado que contempla el siguiente
flujograma:
Figura 2.3: Enfoque de aprendizaje de máquina orientado al estudio de la uniformidad en la
reverberación. Adaptado de [2].
2.4.1. Obtención de Data
En principio, se requiere de simulaciones numéricas de campos reverberantes ideales en un
espacio 3D empleando el software MATLAB®. Se considera la ecuación matemática de ondas
planas, generándose el espacio 3D se proyecta en el eje y tomando el plano XZ. Se emplea el
método de ajuste de curva, pues presenta las mejores métricas en precisión y exactitud en la
estimación de SWS. [22]. El etiquetado de data para discriminar un campo reverberante





· 100 % (2.29)
donde SWSi y SWSe son las SWS ideal y estimada, respectivamente.
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2.4.2. Extracción de Caracterı́sticas
2.4.2.1. Criterio Estadı́stico Empı́rico
Un criterio empleado en campos reverberantes para ondas electromagnéticas, de acuerdo al
estándar internacional del IEC [45], consiste en analizar la desviación estándar y el valor
promedio del campo electromagnético en las dimensiones x, y, z. Este concepto puede emplearse
en campos reverberantes acústicos, considerando las similitudes entre ambos [46]. Estos











donde µ y σ son el valor medio y desviación estándar del campo reverberante para cada eje.
2.4.2.2. Prueba Kolmogorov–Smirnov para Distribución de Probabilidad
Teóricamente, en una cámara reverberante con buen factor de calidad, se establece que la parte
real e imaginaria de un campo de ondas planas, ası́ como su magnitud deben seguir una distribución
probabilı́stica normal y Rayleigh, respectivamente [49], mientras que el campo elevado al cuadrado
debe seguir una distribución exponencial. Se usará la prueba Kolmogorv-Smirov para evaluar la
bondad del ajuste, un método no paramétrico bastante rápido y conveniente cuando el número de






una vez obtenida se proviene a analizar la máxima diferencia entre el modelo teórico y el empı́rico
muestreado:
Dn = max|FDAt(x)− FDAe(x)|, (2.33)
donde FDAt es la función de distribución acumulada teórica y FDAe la función empı́rica
muestreada.
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2.4.3. Análisis de Caracterı́sticas
En un análisis estadı́stico multivariante, se consideran dos hipótesis mutuamente excluyentes.
Por un lado, la llamada hipótesis nula Ho plantea que no existe relación alguna entre las variables
de entrada X (caracterı́sticas) con la variable de salida Y (decisión). Por otro lado, la hipótesis
alternativa Ht establece que sı́ existe una relación entre variables. Entonces, se pretende rechazar
Ho analizando la significancia estadı́stica deX , para ello, existen parámetros ya establecidos como
t-Student, ANOVA, p-values, etc. Por ejemplo, mientras más pequeño sea el p-value menor la
probabilidad de azar en las predicciones, rechazando la hipótesis nula y demostrando la relación
entre X e Y , para este caso la relación entre criterios estadı́sticos y la uniformidad de campo.
2.4.4. Algoritmos de Aprendizaje de Máquina
Un problema de clasificación consiste en generar una decisión cualitativa o categórica a
través del análisis de sus atributos. Por ejemplo, la Regresión Logı́stica (LR) se usa para estimar
la probabilidad que cierta instancia pertenezca a una clase, para ello, utiliza un modelo lineal
multivariable y una función sigmoidal en la toma de decisiones. Otro enfoque es el uso del
Análisis Discriminante Lineal (LDA), el cuál es una extensión del clasificador probabilı́stico de
Bayes, empleado en el reconocimiento de patrones, que asume una distribución normal
multivariable en los atributos. Finalmente, las máquinas de Vectores de Soporte (SVM) suelen
tener un elevado performance y consisten en maximizar el margen de separación entre dos clases
mediante funciones de transformación espacial o kernels [2][50].
2.4.5. Técnicas de Validación de Resultados
Para reducir la variablidad en las predicciones luego del proceso de entrenamiento, se suele
usar la validación cruzada como herramienta en el diseño de un clasificador. En particular la ”k-
fold cross validation” consiste en dividir la data aleatoriamente en k particiones del mismo tamaño.
Luego, cada partición se usa una vez como conjunto de validación, con los otros k − 1 grupos
restantes como conjunto de entrenamiento, este proceso se repite k veces. La principal ventaja de
este método es usar toda la data disponible tanto para entrenamiento como validación. Si bien,
usando un k igual al número de muestras, llamado leave-one-out cross-validation se obtiene el
menor sesgo, el costo computacional es muy alto. Por tanto, en la práctica se usa una validación
cruzada con k = 10 que ofrece un balance entre sesgo y varianza [2].
Para la evaluación del performance del modelo de clasificación se recomienda el uso de
matrices de confusión, de esta manera no solo se calcula la precisión del modelo, sino métricas
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como sensibilidad, especificad, proporciones de falsos positivos y negativos, curvas ROC, etc.
Finalmente, se analiza la distribución de valores de velocidad (precisión, exactitud, valor medio
y varianza) estimados a partir de la data sin haber validado propiamente la uniformidad del campo
en comparación con el módulo de clasificación de uniformidad entrenado. Como se observa en la
Figura 2.4, se analizará la dispersión de la SWS producto del ajuste de curva (caso 1) y con los
modelos de detección de uniformidad (caso 2), estos últimos etiquetarán las zonas no uniformes
de campo, las cuales serán enmascaradas y descartadas.
Figura 2.4: Diagrama de flujo de estimación de la SWS sin emplear el módulo de validación de
uniformidad y con el método propuesto.
16
Conclusiones
• Se han expuesto los prinicipios teóricos de la elastografia por campo reverbernte de ondas
de corte (R-SWE) para el cálculo de la SWS, ergo la elasticidad de un tejido, basado en el
ajuste de curva de la autocorrelación del plano de campo reverberante.
• Se presentaron los criterios de validación de uniformidad en la reverberación empleado en
estándares IEC para ondas electromagnéticas, ası́ como, sus equivalencias para ondas
mecánicas acústicas.
• Se proponen estimadores estadı́sticos basados en leyes probabilı́sticas de campos
reverberantes uniformes formados por ondas planas para generar un modelo multivariable
de decisión basado en aprendizaje automático. Estos permitirán detectar las zonas de la
imagen en los que no se cumple una uniformidad en el campo y por tanto generarán malas
estimaciones de SWS.
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Recomendaciones y Trabajos Futuros
• Para las simulaciones, se debe trabajar con valores de frecuencia entre 0-1000Hz
correspondientes a las frecuencias de operación de los equipos médicos y con velocidades
SWS entre 0-5m/s tı́picas en los tejidos [1].
• A manera de generar un mapa de SWS y no solo estimar un valor global de velocidad
es necesario trabajar con ventanas de campo. El tamaño de ventana debe ir acorde a la
longitud de la onda plana. Considerando los estudios previos de Zvietcovich et al. [42] se
sugiere tomar una ventana de al menos 2 veces la longitud de onda. Para evitar la pérdida
de información en los bordes producto de un rellenado con ceros o zero padding, se debe
emplear un rellenado simétrico de bordes o mirror padding.
• Para agilizar la etapa de entrenamiento, es aconsejable trabajar con los atributos
normalizados y sobre todo con aquellos con mayor significancia estadı́stica. Se aplica que
el valor de probabilidad o p-value sea menor al 5 %.
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