The following is supplementary material for the following paper: M.A. Hallen and B.R. Donald. comets (Constrained Optimization of Multistate Energies by Tree Search): A provable and efficient protein design algorithm to optimize binding affinity and specificity with respect to sequence.
For simplicity, our toy peptide will only have one mutable residue position (residue 1), to which we may assign either the amino acid type alanine (1 rotamer) or valine (3 rotamers). We will also model only one residue as flexible in each of our proteins: Phe 75 of targetin (4 rotamers) and Leu 75 of offtargetin (5 rotamers). Fig. S1 illustrates the conformational search in comets on this problem subject to these modeling assumptions. We also present empirical results for much larger, realistic designs with similar objective function and constraint setups in Section 3 of the main text.
Types of nodes. In this toy example, we create only one node with a partially defined sequence. The sequence space for it is {A,V}, since these are the two sequences available to the peptide. Two nodes with fully defined sequence are created: one for each of the two sequences A and V. For the V node, the conformational tree for each state will have the same structure as a single-state A* tree 5, 6 , 10 for a single-sequence conformational search in which residue 1 is a valine (Fig. S1 ).
Expansion of nodes. The expansion step for the starting node (sequence space {A,V}) splits the sequence space to create a node for each amino-acid type at residue 1: thus the two nodes will have sequences spaces {A} and {V}. For the node {V}, because the sequence space is fully defined, the expansion step expands nodes in the conformational trees, in the same way that nodes are expanded in single-state A* calculations 5, 6, 10 ( Fig. S1 ).
B Computing lower bounds for LMEs
Previous A*-based protein design algorithms include methods to compute a lower bound on the energy of a single protein state over a sequence space. 5, 6, 8 These methods can be modified to provide a lower bound on an LME over a sequence space, with complexity as follows: Theorem 1. For any sequence space S defined by specifying the allowed set of amino acid types S(i) at each mutable residue i, the lower bound on the LME Eq. (1) can be computed in time O(n 2 r 2 s), where n is the number of flexible or mutable residues in the system, s is the number of states, and r is the maximum number of RCs available at a given residue.
We use a different procedure to compute lower bounds for LMEs (linear multistate energies) depending on whether the sequence is fully defined. If it is, a simpler algorithm that often yields a tighter bound is used. If not, we have a generic algorithm, whose running time is bounded as described in Theorem 1 (proven in Section B.3 below).
B.1 Lower-bound algorithm for fully defined nodes
If the sequence is fully defined, then we can bound the LME
(1) Fig. S1 . Expansion of the state conformational trees for the node with sequence V in the toy example. (A) Each state conformational tree starts with a single node, in which all conformational degrees of freedom are undefined. (B) When the sequence tree node is fully processed, the lowest-scoring node in each conformational tree fully defines a conformation. (Only the lowest-scoring node in each tree is shown here: each tree will also have higher-scoring nodes, with varying numbers of unrestricted conformational degrees of freedom). (C) The expansion of the conformational tree for the T-bound state. As in single-state A*, nodes are chosen for expansion based on their scores, which are lower bounds on the energies of conformations in their conformational spaces.
using upper bounds u a (s) and lower bounds l a (s) on the optimal conformational energy for our sequence s in each state a ∈ A. Because we have u a (s) ≥ E a (s) and l a (s) ≤ E a (s), we have
as a lower bound on Eq. (1). The single-state lower bounds l a (s) are computed as described in previous work on single-state design. 5, 6, 8 These methods yield a lower bound that converges to E a (s) as the conformation trees are fully expanded. Upper bounds u a (s) are straightforward because any conformation of a given state is an upper bound on the optimal conformational energy for that state. Each time we expand a node in the conformation tree for state a and sequence s, we compute an upper bound u n on the minimum energy of that node's conformation space by a quick heuristic procedure based on the faster algorithm.
2 If u n is lower than our current estimate of u a (s), then we set u a (s) = u n . As the conformation trees are fully expanded, we must eventually encounter a node in each state's tree whose conformational space is only the optimal conformation (or in the continuous case, only the RC assignment that yields the optimal conformation upon local minimization). At this point, the upper bound becomes tight: u a (s) = E a (s). So we have a method to provide lower bounds for LMEs that converges to the exact value of the LME when a node is fully processed. This is what we need both for constraint enforcement and for minimization of the objective function. B.2 Lower-bound algorithm for other nodes If the sequence is not fully defined, then we use an alternate algorithm, which is a direct adaptation of the lower-bounding method used in single-state A* calculations. 10 Nodes without the sequence fully defined cannot be fully processed, so we do not need this algorithm to converge to the exact value of the LME. However, we still prefer a reasonably tight bound in this case for efficiency purposes (to avoid having to generate too many nodes with fully defined sequences).
Let us first consider the rigid case. For the purposes of this algorithm, we will assume a pairwise energy function: an energy function that is a sum of terms dependent on at most two residues' conformations, and can thus be expressed in the form
where i r denotes the RC for our current conformation r at residue i, E(·, ·) is a pairwise interaction energy between RCs, and the one-body terms E(·) measure the internal energy of each RC plus its interactions with non-flexible parts of the system. Let us use E a to denote a pairwise or 1-body energy for residues in state a. Now, to derive a lower bound, we start with the true minimum value of the LME over our sequence space S, which is (using Eq. 1)
Letting R a (s) be the conformation space available to a sequence s in state a, and plugging in Eq. (3), Eq. (4) can be expanded to
To obtain a tractable bound, we relax Eq. (5) by moving the minima inside the sums. This operation can only decrease the value of the expression (this is a general property of interchanging summation and minimization), resulting in a valid lower bound. Let S(i) be the set of amino acid types available at residue i, let R a (b, i) be the set of unpruned RCs available to amino acid type b at residue i in state a, and let us use the notation i r for an RC at residue i, following previous work. 1, 4-6 The relaxation yields
So Eq. (6) is a lower bound on Eq. (4), i.e., for the LME we are bounding. Each state may have flexible residues besides the mutable residues; for the purposes of Eq. (6), these are all considered separately. Hence, the sum over i runs over all mutable residues, which are shared between all states, and also over other flexible residues, which may differ between states and are treated as different residues in the sum (with c a being nonzero only for the state to which the residue belongs).
This bound, Eq. (6), can also be used with continuous flexibility, with only a change in definitions for the pairwise and 1-body energies E a . Each of these energies is associated with an RC or a pair of RCs, so when we introduce continuous flexibility, E a is no longer associated with a single conformation but with a set of conformations defined by bounds on the continuous degrees of freedom of the residues whose energy is being measured. Within these bounds there is a set of "ideal values" for all the degrees of freedom. So, for the terms c a E a in Eq. (6), we let E a denote the pairwise or 1-body energy at the ideal values of all continuous degrees of freedom if c a < 0, but we let E a denote the minimum value of the 1-or 2-body energy over the allowed ranges for all continuous degrees of freedom if c a > 0. Using these definitions, Eq. (5) is a valid lower bound for the LME Eq. (4) over our node's sequence space, and so Eq. (6) is a valid lower bound, using the same reasoning as in the rigid case.
Regardless of which definition is used, the pairwise and 1-body energies E a can be precomputed for an RC or a pair of RCs, before comets begins. This precomputation is described in previous work on single-state design.
4-6 A tighter bound can be achieved by using a larger rotamer library for the terms with negative coefficients. B.3 Complexity analysis and proof of Theorem 1 Because the algorithm described in Section B.2 can be used for any sequence tree node, it provides a constructive proof of Theorem 1.
Proof. The bound can be computed using Eq. (6), as described in Section B.2. For each state a and each RC i r at each residue i, the term c a E a (i r 2 s) . Therefore, the cost to evaluate the entire i , and thus to compute our lower bound, is O(n 2 r 2 s).
C Computational Experiments
Protein design calculations were performed in order to measure the efficiency of comets and its ability to design proteins with properties undesignable by singlestate methods (Section 3 of the main text). In this section, we provide details of these test cases: the types of systems used (Section C.1) and the results of each test case in table format (Section C.2).
C.1 Types of systems
Systems of four types were used: designs for specificity on a protein that can form two or more different complexes; optimization of the binding energy for a single complex; stabilization of a single protein robust to choice of force field; and stabilization of the reduced form of angiotensinogen relative to the oxidized form or vice versa. Systems of the first type involve a protein that can form two different complexes whose structures are known. This type can be viewed as a realistic version of the toy example above (Section A). Proteins were redesigned in four different ways: either to prefer one complex over the other or to stabilize both, and with either rigid or continuous flexibility modeling. For designs to favor one complex, the objective function was the binding energy for that complex (the energy of the bound state minus that of the unbound state), and for designs to favor both complexes, the objective function was the sum of the complexes' binding energies. In each case, constraints were placed on all binding energies and on unbound state energies. Desired binding energies were constrained to be better than the wild-type binding energy for the same complex, while undesired binding energies were constrained to be worse than wild-type. To ensure protein stability, the average of the unbound state energies was constrained to be no more than 10 kcal/mol worse than the wild-type average. The pairs of complex structures for these designs were obtained from random entries in the INstruct database.
11 The pairs' PDB ids were 2a40/2a41, 2a5y/3lqr (the angiotensinogen run in Fig. 1 ), 2gzd/2gzh, 2ngr/1grn, 3egd/3egx, 3efo/3eg9, 3k75/3lqc, 3ktp/3ktr, 3n1f/3n1q, and 3n1g/3n1m. These complexes were drawn from both protein-protein and protein-peptide interactions. In addition to these two-complex systems, a set of larger designs was performed on a set of ten complexes of bovine trypsin crystallized with ten different variants of bovine pancreatic trypsin inhibitor (BPTI).
9
Designs were performed either to maintain binding by the wild-type BPTI while blocking binding to the nine mutant variants, or to enhance binding to all variants. Protein design to identify enzyme variants resistant to certain inhibitors has been used in the study of bacterial resistance to antibiotics, and has applications to the selection of inhibitors more robust to resistance.
3
The second type of system was optimization of the binding energy for a single complex, with constraints handled as in the specificity calculations. Treating affinity calculation as a multistate design allows accounting for variations in the unbound state energy, both to ensure the stability of the unbound state and to compute its effect on binding affinity. Structures for these designs were also drawn from the INstruct database:
11 1b6c, 1nez, 1stf, 1vyh, 2b4s, 2h0d, and 2nqa. Fig. S2 . For the design run optimizing the difference in energy between the reduced and oxidized states of angiotensinogen (PDB ids 2wxy and 2wxx, respectively), the single mutation Y12I (blue to green) was found to fit well into the reduced state, but to cause steric clashes (pink) in the oxidized state. The selection of this single mutant as optimal required explicit multistate design to destabilize the undesired oxidized state, while maintaining the stability of the reduced state: optimization of either the reduced or oxidized state alone yielded aromatic residues at position 12.
The third type of system was stabilization of a single protein, but in a way meant to produce stabilizing mutations that are robust to the choice of force field. This strategy may be useful for obtaining mutations that are more likely to work in practice. For these calculations, the protein's energy was optimized using the amber force field, but the energies using both the amber and charmm force fields were constrained to improve relative to the wild type. The proteins used here were drawn from the test set of protein energy optimizations in Gainza, Roberts, and Donald. 4 The structures' PDB ids were 2o9s, 2qsk, 2ril, 3a38, and 3g36.
Finally, the fourth type of system was the stabilization of the reduced form of angiotensinogen relative to the oxidized form (Fig. S2) or vice versa. This was treated as an unconstrained optimization of the difference between the states, which have been crystallized (PDB ids 2wxy and 2wxx respectively 13 ). This type of setup arises in experimental studies of protein function, when one wishes to design a mutant to "freeze" a protein in one of two or more conformational states in order to study the functional role of the chosen state. For example, the N600K mutation in the motor protein Ncd 12 induces Ncd to adopt a conformational state typically only induced by ATP binding; studies of this mutant helped to establish the temporal and mechanistic relationship between the nucleotide binding and force generation of this motor. Table 1 . Protein design test cases with continuous flexibility, as described in Section 3 of the main text. Type is "aff" for designs for affinity, "stab" for designs for stability robust to force field choice, "spec" for designs to be specific to one complex, "multi" for designs to be multispecific to more than one, and "red" or "ox" for designs to favor either a reduced or oxidized state (each type is described further in Section C.1). As described in Section 3 of the main text, s is the number of states, N is the number of sequences in the designed states, m is the number of sequence tree nodes created, and g is the number of state GMECs computed. Subscripts 1 and 5 denote calculation of the best sequence or enumeration of the best 5 sequences respectively. Ne denotes the number of sequences enumerated (all runs were set to enumerate the five best sequences, but Ne < 5 if less than five sequences in the design space satisfy the constraints). 
C.2 Details of protein design runs

