Cerebellar feedforward inhibition (FFI) is mediated by two distinct pathways targeting different subcellular compartments of Purkinje cells (PCs
Introduction
In the cerebellum, the two excitatory pathways to the Purkinje cell (PC), climbing and parallel fibers (PFs), have different properties. Climbing fibers elicit large postsynaptic responses, which are depressed during repetitive stimulations (Eccles et al., 1966c; Silver et al., 1998) , whereas PFs elicit small postsynaptic responses (Barbour, 1993) , which are facilitated strongly during high-frequency activity (Atluri and Regehr, 1996) . Parallel fibers, the axons of granule cells (GCs), also make synapses onto two types of interneuron, basket (BC) and stellate (SC) cells, which in turn provide inhibitory inputs to the soma and dendrites of Purkinje cells, respectively (Eccles et al., 1966b; Palay and ChanPalay, 1974 ) (see Fig. 1 A) . This results in feedforward inhibition (FFI), which can rapidly terminate the membrane depolarization of PCs induced by PF inputs (Eccles et al., 1967; Brunel et al., 2004; Mittmann et al., 2005) . FFI has an important role in the cerebellar function in vivo (Miyashita and Nagao, 1984; Eccles et al., 1966d; Wulff et al., 2009 ), but it is not known how inhibitory neurons are recruited dynamically. Specifically, it is not known whether the two types of interneurons are recruited differently during high-frequency GC inputs (Jörntell and Ekerot, 2006) . Although BCs and SCs share some morphological and physiological features (Vincent and Marty, 1996; Sultan and Bower, 1998) and protein expression (Kosaka et al., 1993; Caillard et al., 2000) , they have distinct axonal structures. Basket cells have a large terminal innervating the soma of the Purkinje cells. Besides the target difference, it remains possible that both input and output synaptic dynamics during repetitive activity might differ between BCs and SCs, as has been observed in different types of interneurons in hippocampus (Pouille and Scanziani, 2004) and neocortex (Beierlein et al., 2003) . A difference in firing properties or synaptic dynamics of BCs and SCs would indicate that somatic and dendritic inhibitions onto PCs are differentially regulated. Here, we studied how basket and stellate cells were recruited in the FFI circuit from mouse cerebellar slices. We found that inhibitory synapses formed by these two cell types on PCs had similar short-term dynamics except that synaptic strengths were different by sevenfold. Firing properties of the two types of interneurons were also similar. Surprisingly, the granule cell 3 basket cell synapse had distinct dynamics, exhibiting short-term depression during 50 Hz excitation. As a result of the target-dependent synaptic plasticity of the granule cell synapse, somatic and dendritic inhibition are rendered with different temporal characteristics to transform the information carried by granule cell spikes to Purkinje cells.
Materials and Methods
Slice preparation. C57BL/6N male and female mice (postnatal days 16 -28) were decapitated in accordance with the guidelines of the German law on animal protection. Coronal or parasagittal brain slices (250 m) of cerebellar vermis were obtained with a Leica VT1000S slicer. During slicing, the cerebellum was kept in ice-cold solution containing the following (in mM): 60 NaCl, 120 sucrose, 25 NaHCO 3 , 1.25 NaH 2 PO 4 , 2.5 KCl, 25 D-glucose, 0.1 CaCl 2 , and 3 MgCl 2 . Slices were incubated at 35°C for 1 h in a saline solution (305 mmol/kg) containing the following (in mM): 125 NaCl, 2.5 KCl, 25 NaHCO 3 , 1.25 NaH 2 PO 4 , 2 CaCl 2 , and 1 MgCl 2 , pH 7.3-7.4 with continuous bubbling (95% O 2 and 5% CO 2 ). Recordings were performed at 33-34°C with a chamber heater and an inline solution heater (Warner Instruments). Heated saline solution was perfused to the recording chamber at 2-3 ml/min.
Electrophysiology. Slices were visualized with differential interference contrast optics and a 60ϫ water-immersion objective (Olympus). Extracellular stimulation was performed by inserting the tip of a glass pipette filled with saline solution into the granule cell layer. BCs and SCs were distinguished according to their location in the molecular layer (Palay and ChanPalay, 1974) . BCs are located close to the Purkinje cell soma; SCs are located between the middle of the molecular layer and the pia. Distinction between the two types of interneurons was confirmed by dialyzing Alexa 488 to visualize the morphology, as described in a previous study (Sakaba, 2008) . BCs were identified not only by large axon terminals but also their bigger inhibitory synaptic strength onto PCs (see Fig. 5C ). Whole-cell patch-clamp recordings were obtained using an EPC10/2 amplifier controlled by the Windows program patch master (Heka). Glass pipettes were 3-4 M⍀ for PCs and 5-6 M⍀ for BCs and SCs. For voltage-clamp experiments, the internal solution contained the following (in mM): 135 Csgluconate, 5 CsCl, 5 QX-314 (chloride salt) N-(2,6-dimethylphenylcarbamoylmethyl)-triethylammonium (Tocris), 10 HEPES, 5 MgATP, 0.5 NaGTP, and 1 EGTA, pH 7.2 (310 mOsm). The junction potential was estimated to be 10 mV from the reversal potential of the AMPA receptor current triggered by an excitatory synaptic input. The reported voltage here were not corrected for the junction potential. EPSCs were recorded in the presence of the selective GABA A receptor antagonist SR 95531 [2-(3-carboxypropyl)-3-amino-6-(4-methoxyphenyl)pyridazinium bromide] (Sigma) at a holding potential of Ϫ65 mV. Presynaptic and postsynaptic simultaneous recordings of BC (SC) 3 PC pairs were performed with a high [Cl Ϫ ] internal solution for PCs, containing 135 mM CsCl instead of 135 mM Cs-gluconate, which magnified IPSCs at a holding potential of Ϫ70 mV. If not stated, intracellular [Cl Ϫ ] was 10 mM. R s compensation was performed by EPC10/2 amplifier, and parameters were selected manually. For PCs, Ͼ60% of R s was compensated, leaving Ͻ4 M⍀ uncompensated series resistance. For BCs and SCs, the uncompensated R s was Ͻ10 M⍀. Current-clamp experiments were performed with an internal solution containing the following (in mM): 135 K-gluconate, 10 KCl, 10 HEPES, 5 MgATP, 0.5 NaGTP, and 0.1 EGTA. For coronal slices, stimulation pipettes were placed 100 -200 m from the recorded cell soma along the direction of the parallel fiber. In parasagittal slices, parallel fibers ran perpendicular to the slice surface; therefore, stimulation pipettes were placed relatively close to the recorded cells. Stimulation intensity was adjusted to elicit small but reliable postsynaptic responses.
Data acquisition and analysis. Data were filtered at 5-10 kHz and sampled at 50 kHz. Offline analysis was performed by custom-written programs using Igor Pro (Wavemetrics) and Matlab (MathWorks). Sweeps were repeated 10 -20 times in the train stimulation experiment and were averaged within a given cell. Peak amplitudes were detected as a local minimum (or maximum) for each response. In the case of a slow decay signal from the previous response superimposed with the current one, fitting of the previous decay to an exponential function was performed to offset the current response to retrieve the evolution of synaptic current activity. Unpaired t test was performed with ␣ ϭ 0.05.
Results

Feedforward inhibition circuits activated by granule cell stimulation
To activate FFI circuit, we stimulated GCs (Fig. 1B) rather than PFs in the molecular layer to avoid direct stimulations of interneurons and the recruitment of fibers during repetitive stimulations (Barbour, 1993; Marcaggi and Attwell, 2005; Beierlein et al., 2007) . The stimulation strength was adjusted such that the amplitudes of postsynaptic responses were reliable and comparable with the ones in the previous studies (Mittmann et al., 2005) . The soma of the PC was voltage clamped. Stimulations of GCs activated feedforward inhibitory currents in the PC (Fig. 1C,D) , as has been shown in previous studies (Barbour, 1993; Mittmann et al., 2005) . An excitatory inward current was followed by an outward current, which was blocked by the GABA A receptor antagonist SR 95531, indicating a delayed disynaptic inhibition. PFs form glutamatergic synapses on the dendrites of PCs, BCs, and SCs. BCs and SCs are GABAergic interneurons that innervate the soma and the dendrites of Purkinje cells, respectively (Fig. 1 A) . Therefore, FFIs consist of two pathways mediating somatic and dendritic inhibition. During a 50 Hz train of GC stimulation (Fig.  1 D) , both monosynaptic excitatory currents and disynaptic inhibitory currents observed at the PC soma showed short-term plasticity, implying that FFIs were dynamically recruited during activity. The underlying mechanism and functional implication of excitatory and inhibitory short-term synaptic plasticity in the FFI circuit will be analyzed in the following sections. Target-dependent short-term plasticity of parallel fiber synapses During repetitive stimulation, synapses can exhibit different forms of short-term plasticity (Zucker and Regehr, 2002) . To investigate the consequence of short-term synaptic plasticity on the FFI circuit function, we first examined the short-term plasticity at different PF synapses formed by the GC axon terminals with PCs, BCs, and SCs. To preserve PFs, experiments were performed on coronal slices. Trains of extracellular stimulation were applied to GCs with regular interstimulus intervals in the presence of a GABA A receptor blocker. The evoked EPSCs were recorded from the target cells, and 10 -20 sweeps were averaged ( Fig.  2 A, B) . Some experiments were performed with simultaneous voltage-clamp recordings from PCs and BCs, as shown in Figure 2 A (top). EPSCs recorded from the PCs showed strong facilitation during 50 Hz train stimulation ( Fig. 2 A, bottom, right), consistent with previous studies (Barbour, 1993; Dittman et al., 2000; Isope and Barbour, 2002) . The EPSC sizes were also comparable with the previous studies. In contrast, EPSCs recorded from the BCs showed minor paired-pulse facilitation, followed by a pronounced depression under the same stimulation condition (Fig. 2A, bottom, left) . EPSCs recorded at another type of interneuron, SCs, showed strong facilitation, similar to GC 3 PC synapses ( Fig. 2 B) . In Figure 2C , the peak amplitudes of EPSCs were divided by the first one in the train and plotted against the stimulus number (mean Ϯ SEM), showing that PF synapses exhibited targetdependent short-term plasticity: GC 3 PC and GC 3 SC synapses are facilitating synapses, whereas GC 3 BC synapses are depressing synapses [comparing PCs (n ϭ 14) and BCs (n ϭ 13), p Ͻ 0.0001; comparing SCs (n ϭ 13) and BCs (n ϭ 13), p Ͻ 0.05]. Target-dependent synaptic plasticity is known to be mainly mediated by presynaptic mechanisms, such as differences in release probability among synapses (Reyes et al., 1998; Lawrence and McBain, 2003; Beierlein et al., 2007) . To gain additional insights of the difference between GC 3 BC and GC 3 SC synapses, we studied knockout (KO) mice of Munc13-3, a presynaptic protein implicated in synaptic vesicle priming (Augustin et al., 1999; Basu et al., 2007) . Deletion of Munc13-3, a cerebellar-specific isoform of Munc13 (Augustin et al., 2001) , has been shown to induce an increase of paired-pulse facilitation in granule cell 3 Golgi cell synapses (Beierlein et al., 2007) . We observed an increase of the pairedpulse facilitation also in GC 3 BC synapse ( Fig. 3A) but no significant changes in GC 3 PC and GC 3 SC synapses (Fig. 3B) . The deletion of Munc13-3 makes the GC 3 BC synapses more facilitating, like GC 3 SC synapses. In other words, the presynaptic mechanism is important for target-dependent synaptic plasticity of the PF synapses. Inhibitory synapses were not affected by deletion of Munc13-3 (n ϭ 3; data not shown). Localized phenotype of Munc13-3 in GC 3 BC synapses will be used for examining the roles of somatic inhibition in a later section (see Fig. 8 ).
Target-dependent short-term synaptic plasticity results in distinct spike output patterns at the two types of interneurons The difference in short-term plasticity of the input synapse to the two interneurons-short-term facilitation in GC 3 SC synapse and depression in GC 3 BC synapse-prompted us to further examine its impact on their spike output. First, we injected a 500 ms current pulse in the soma under current-clamp mode to examine whether BCs and SCs exhibited a similar firing pattern. BCs and SCs fired regularly without adaptation during constant current injection (n ϭ 5 cells for BCs; n ϭ 8 cells for SCs); an example is shown in Figure 4 A. Their firing pattern can be classified as fast spiking, which is commonly observed in inhibitory interneurons (Markram et al., 2004; Somogyi and Klausberger, 2005) . The number of spikes was plotted against the amplitudes of injected current (shown in Fig. 4 A, bottom), indicating that the spiking property of BCs and SCs were similar. We then applied 50 Hz GC stimulation and recorded the membrane potential from the BCs and SCs. The experiment was performed without SR 95531 to reveal firing patterns under physiological conditions. Spiking events were plotted as a raster plot, and the probability of spiking was calculated by taking the ratio between the number of evoked spikes across all the sweeps for each stimulation in the train and the total number of repeated sweeps (Fig. 4 B, one example from each cell type). For BCs, the spiking probability decreased after the onset of the stimulation. The average spiking probability at the onset of the stimulation is 88 Ϯ 4.4% (Fig. 4 B, bottom) , and it decreases to 50 Ϯ 1.5% 200 ms after the onset of the stimulation. Thus, a high-frequency spike input from GCs (Chadderton et al., 2004; Jörntell and Ekerot, 2006) would be converted to the transient spike outputs of BCs. On average, SCs had a much lower initial spiking probability that was 48 Ϯ 7.7%. The probability increased to 77 Ϯ 5.5% at the third response and stayed at this level within 400 ms ( p Ͻ 0.01). Therefore, GCs trigger spikes in SCs more persistently than in BCs under a highfrequency train of stimulation.
Inhibitory synapses are depressing
It is possible that signals coming to the interneurons are further filtered by dynamics of inhibitory synapses before reaching PCs. Different types of interneurons exhibit distinct short-term synaptic plasticity in neocortex and hippocampus (Beierlein et al., 2003; Hefft and Jonas, 2005) , but a systematic comparison has not been made in the cerebellum. We therefore examined the dynamics of BC 3 PC and SC 3 PC synapses by simultaneous patch-clamp recordings from a connected pair of cells. When a train of short current pulses was injected into the interneuron, spikes were elicited faithfully (Sakaba, 2008) . The evoked IPSCs were recorded from the PC using a pipette solution with elevated intracellular [Cl Ϫ ]. Figure 5A shows averaged inhibitory current traces from 10 to 20 sweeps in response to a 50 Hz spike train. Both BC 3 PC and SC 3 PC synapses are depressed (n ϭ 6 pairs of BC-PC; n ϭ 4 pairs of SC-PC). The normalized IPSCs demonstrate that both synapses have similar short-term synaptic dynamics (Fig. 5B) . However, we observed a sevenfold difference in their absolute inhibitory strengths (BC 3 PC, 1.73 Ϯ 0.55 nA; SC 3 PC, 0.24 Ϯ 0.04 nA), which would be mostly attributable to the different size of the presynaptic terminals (Palay and ChanPalay, 1974 ). Munc13-3 KO mice did not change the depression time course at the BC 3 PC synapse (n ϭ 3; data not shown), confirming that Munc13-3 was not involved in inhibitory synaptic transmission (Augustin et al., 2001 ).
Persistent dendritic inhibition evoked by high-frequency granule cell input
We have shown that dendritic FFI is mediated through a facilitating excitatory synapse and a depressing inhibitory synapse. We expected that the balance between the facilitating excitatory synapse and the depressing inhibitory synapse would be achieved at a certain input frequency and thus persistent dendritic inhibition A B . Averaged spike counts within 500 ms were plotted against the amplitudes of injected currents (bottom). B, Spikes were detected from BCs and SCs and plotted as a raster plot during a 50 Hz train of granule cell stimulation. Spikes were counted from a 5 ms time window after each stimulation pulse. Spiking probabilities are plotted beneath the raster plot. Summarized spiking probability is shown for both cell types (bottom).
could be observed as a result. To test this specifically, we applied spike patterns obtained in Figure 4 B (the spike pattern of one example stellate cell recorded by stimulating GCs) into a single stellate cell and examined the resulting short-term plasticity of IPSCs recorded at the PC, which was innervated by the SC. The PC was voltage clamped with a patch pipette containing cesium and high [Cl Ϫ ]. Figure 6 A shows the average IPSCs obtained from "realistic" spike patterns. In contrast to a regular spike train (Fig. 5) , the average IPSCs showed facilitation. The data are summarized from seven cells in Figure 6 B, which shows no sign of synaptic depression during this stimulation protocol. It is likely that a relatively high failure rate of spiking is the main cause for synaptic facilitation seen in Figure 6 , demonstrating that targetdependent synaptic plasticity of the GC synapse has an important consequence. The realistic spike pattern of SCs thus constitutes one mechanism that balances facilitating input synapse and depressing output synapse. As shown in Figure 4 , failure rates of spiking in response to granule cells varied among cells. Therefore, it is possible that inhibitory synapses may show less facilitation when the firing rates are higher at the stellate cells, and, as a result, overall dendritic inhibition is less facilitative than the one seen in Figure 6 .
Next, to examine whether inhibitory synaptic inputs were persistent at the dendrite, we performed dendritic patch-clamp recordings to isolate dendritic inhibition from somatic inhibition. Dendritic patch clamp was performed on the dendritic arbor of a PC, Ͼ100 m from the soma. A 50 Hz GC stimulation protocol was the same as in Figure 2 . Dendritic membrane potentials were recorded from the dendritic patch pipette shown as the black trace in Figure 7A (top). When the inhibitory synaptic inputs were blocked by SR 95531, we recorded the EPSPs shown as the gray trace under the same stimulation condition as control. Each trace is an average of five sweeps. GC stimulation pipette was placed on the side of the recording dendritic branch, and the intensity was adjusted to minimum the recruitment of somatic activation. In the presence of inhibition, the dendritic depolarization during the train was limited. The decay of each response was also accelerated. Each individual PSP in the train was offset by the decay of its previous response (Fig. 7A, bottom) to retrieve the evolution of membrane potential attributable to the slow decay of synaptic current. Contribution of IPSPs was then calculated by subtracting the two traces (Fig. 7B, top) . The normalized peak amplitudes of IPSPs were plotted in Figure 7B (bottom, an average from three cells), showing a slight depression (80 Ϯ 4.7% steady-state depression averaged from the last 10 responses). Compared with the direct stimulation of an SC in Figure 5B (42 Ϯ 1.9% steady-state depression), inhibition depressed much less when GCs were stimulated. In the experiment of Figure 7 , inhibitory conductance was not directly measured because of the difficulty of dendritic voltage clamp. Using current clamp does not necessarily measure the inhibitory synaptic conductance directly because of confounding effects, such as activation of voltage-gated channels and change in the driving force of channels. Because voltage changes were relatively small in our experiments, together with Figure 6 , it is likely that dendritic inhibition is recruited persistently under high-frequency GC inputs (50 Hz for 20 times) as a result of the counterbalance between the facilitating excitatory and depressing inhibitory synapse. Note that other factors may contribute to persistent inhibition: most likely, multiple SCs contribute to dendritic inhibitions and SCs do not always fire in response to the GC stimulation (Figs. 4, 6 ). Combination of these two factors may further prevent depression of SC 3 PC synapses. Compared with Figure 6 , dendritic inhibition is less facilitative in Figure 7 . This is most likely because the initial spiking rates are variable among stellate cells, and some synapses show less facilitation or even depression when the initial spiking rate is high. As a result, overall dendritic inhibition may become less facilitative.
Phasic somatic inhibition during high-frequency activity
Somatic inhibition of Purkinje cell is mediated by large basket cell inputs. The disynaptic IPSCs measured from a PC soma in response to GC stimulation are the summation of somatic and dendritic inhibition, which can be estimated by subtracting the synaptic currents with and without SR 95531 (Fig. 8 A) . We observed that IPSCs were depressed to 48 Ϯ 1.5% during 50 Hz GC stimulation. Because dendritic inhibition did not show such strong depression (Figs. 6, 7) , the depression of disynaptic IPSCs seen in Figure 8 A must be determined by the GC 3 BC 3 PC pathway. Because deletion of Munc13-3 converted GC 3 BC synapse from depression to facilitation, one might expect that disynaptic IPSCs would be less depressed during a train stimulation in Munc13-3 KO mice. Indeed, as shown in Figure 8 B, somatic disynaptic IPSCs showed facilitation lasting Ͼ100 ms after the onset of 50 Hz stimulation in KO mice. It is important to note that the synaptic connections other than GC 3 BC synapse are unchanged in Munc13-3 KO mice (see above). To further prove that BC inputs mediated phasic somatic inhibition, we performed simultaneous patch-clamp recordings on a pair of connected BCs and PCs as in Figure 9 . When the BC was in current-clamp mode (control condition), it fired when the excitatory inputs from GCs exceeded the spiking threshold. The synaptic current recording from the PC is shown as a black trace in Figure 9 ; it consists of monosynaptic excitatory currents and feedforward inhibitory currents. When the BC was voltage clamped at Ϫ70 mV to prevent firing, we considered this BC to be silenced (Fig. 9, gray) . Each trace is an average of 10 -20 sweeps in the two conditions. Subtraction of these two traces resulted in the inhibitory current from the recorded basket cell to the Purkinje cell, which showed substantial depression within tens of milliseconds. An average of 40 Ϯ 5.8% steady-state depression was estimated from four cells. The time course of single BC inhibition was similar to the macroscopic disynaptic IPSCs (Fig. 8 A) , suggesting that a majority of somatic IPSCs were contributed by basket cells. We conclude that depressing somatic inhibition is a consequence of GC 3 BC and BC 3 PC synapses, both of which are depressing.
Discussion
The present work demonstrates that two feedforward inhibitory circuits in cerebellar vermis have distinct filtering properties (Abbott and Regehr, 2004) , and this difference is mediated mainly by the targetdependent short-term synaptic plasticity of the PF synapses. In the somatic inhibition pathway, depressing PF synapses in series with depressing BC synapses result in phasic inhibition onto the soma of a PC. In the dendritic inhibition pathway, facilitating PF synapses balance depressing SC synapses to allow more persistent inhibition onto the dendrite of a PC compared with somatic inhibition. Strong somatic inhibition works reliably within low-frequency ranges to inhibit spike output of PCs (Mittmann and Häusser, 2007) . Persistent dendritic inhibition can operate at higher frequencies to counteract the local dendritic excitatory inputs from PF synapses.
Mechanisms of target-differential dynamics
The PF synapse has always been considered as a facilitating synapse (Konnerth et al., 1990; Dittman et al., 2000; Beierlein et al., 2007) , whereas it has been reported that the amplitude of facilitation differs depending on the target neurons and the way of stimulation (Isope and Barbour, 2002; Sims and Hartell, 2005; Beierlein et al., 2007) . Unexpectedly, this is not the case for GC 3 BC synapses, which exhibit synaptic depression. The difference between the facilitating PF synapses and depressing PF synapses may come from different synaptic locations on the granule cell axon (Sims and Hartell, 2005) . Stellate cells are more innervated by the parallel fiber synapses, whereas basket cells are innervated by both the parallel fiber synapses and the ascending axon synapses. Furthermore, we have shown that Munc13-3 is important for short-term synaptic plasticity at GC 3 BC synapses. Because Munc13-3 is a presynaptic protein, presynaptic factors must play important roles for the synaptic depression at GC 3 BC synapses. Synaptic depression is normally achieved as a result of the initial high release probability (Zucker and Regehr, 2002) , but the A B Figure 6 . SC 3 PC connection with realistic firing pattern of SC under 50 Hz GC stimulation. A, Firing patterns of an example SC in response to the GC stimulation at 50 Hz (Fig. 4 B) was applied to stellate cells. Twenty different patterns were applied, and the resulting IPSCs from the PC were averaged (bottom trace). B, The summary of normalized peak amplitudes from seven cells.
A B precise mechanism as to how Munc13-3 affects the vesicle release probability remains to be tested.
Subcellular compartment target determines the inhibitory synaptic strength
Unlike neocortical (Beierlein et al., 2003) and hippocampal (Pouille and Scanziani, 2004; Hefft and Jonas, 2005) inhibitory circuits in which different types of interneurons are recruited, in the cerebellar FFI circuit, we showed that both types of molecular layer interneurons were fast-spiking neurons and their output synapses exhibited similar short-term dynamics. This supports the idea that BCs and SCs are similar types of interneurons that differ only in morphology and spatial distribution within the molecular layer (Sultan and Bower, 1998) . Connections made by a BC and a SC onto the soma and dendrite of a PC have a sevenfold difference in synaptic strength. This difference is approximately twice as large as reported previously in the young rat (Vincent and Marty, 1996) . However, it contrasts with the somatic and dendritic inhibition in the hippocampus (Miles et al., 1996) in which less than a twofold difference in synaptic strength was reported. One parallel fiber makes one or two synapses with a PC (Palay and Chan-Palay, 1974) , and unitary granule cell 3 Purkinje cell connection is weak (Isope and Barbour, 2002) . If the main function of the dendritic FFI is to balance the excitation, a comparable inhibitory synaptic strength with excitatory one will be the optimal solution concerning both function and energy consumption (Niven and Laughlin, 2008) . As for somatic inhibition, it confronts strong PF inputs summed over the entire dendrites and climbing fiber inputs (Eccles et al., 1966c) . A strong inhibitory synapse is recruited at the soma to balance strong excitatory inputs and inhibit the spike output of the Purkinje cell. We demonstrated that both BC and SC had broad dynamic range for spiking output (the feature of fast spiking neuron), within which the input synaptic dynamics can be precisely transformed to the dynamics of output firing rate. As a consequence, PF synapses are the main determinants for the recruitment of interneurons in the cerebellar FFI circuit. Furthermore, because BC and SC share similar output synaptic dynamics, both FFI pathways will be tightly regulated by the dynamics of excitatory inputs to the circuit, which is different from inhibitory circuits in other brain regions (Beierlein et al., 2003; Pouille and Scanziani, 2004) in which various types of interneurons show distinct forms of shortterm synaptic plasticity.
Functional implications
Inhibitory circuits are recruited in a frequency-dependent manner in both hippocampal FFI circuits (Mori et al., 2004; Klyachko and Stevens, 2006) and feedback circuits (Pouille and Scanziani, 2004) . We reported here a similar phenomenon in cerebellum and further showed that the frequency-dependent recruitment depended on the targeted subcellular compartments (soma vs dendrite). Driven by high-frequency GC inputs ( erates more effectively at the onset of a stimulation, whereas the dendritic FFI circuit can follow the activity of GCs. Note that difference in the magnitude of short-term synaptic plasticity between GC to BC and SC synapses was largest in the first 5 or 10 stimulations. Under physiological conditions, such a number of spikes were elicited by sensory stimulation (Chadderton et al., 2004) . Another possible consequence of the depressing feature of the somatic inhibition is to detect synchronized activities of multiple BCs that innervate the same PC. In vivo, molecular layer interneurons fire spontaneously at low rates (Eccles et al., 1966a; Vincent and Marty, 1993; Häusser and Clark, 1997) . Because of slow recovery from synaptic depression (Sakaba, 2008) , each BC input may be already at the depressed state in the presence of spontaneous activities. Then, only when several BCs fire simultaneously, a substantial inhibition can inhibit the spike output of the PC. The BCs that innervate the same PC lie in the plane orthogonal to the PFs, and each PC is innervated by multiple BCs (Palay and ChanPalay, 1974) . Therefore, each BC carries the information of a distinct group of GCs to the PC. Detecting the synchrony of multiple BCs may play an important role in integrating the spatial information over a wide range of GCs. As shown in Figure 7 , the dendritic inhibition works as a scaling factor for the excitatory inputs and shortens the membrane time constant to rapidly terminate membrane depolarization. Its broad frequency response property may suggest an important functional consequence of balancing the dendritic depolarization to prevent the activation of voltage-gated active conductances such as Ca 2ϩ spikes (Llinás et al., 1968; Miles et al., 1996; London and Häusser, 2005) . In general, frequency tuning appears to be a major function for neuronal circuits, but its property differs among preparations (Beierlein et al., 2003; Lawrence and McBain, 2003; Mori et al., 2004; Pouille and Scanziani, 2004) . The remaining task is to find out the relevance of the tuning property with the physiological task of the circuit in vivo.
