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Abstract.
For this quarter of century, differential operators in a lower dimensional submanifold embedded or
immersed in real n-dimensional euclidean space En have been studied as quantum mechanical models,
which are realized as restriction of the operators in En to the submanifold. For this decade, the
Dirac operators in the submanifold have been investigated in such a scheme , which are identified
with operators of the Frenet-Serret relation for a space curve case and of the generalized Weierstrass
relation for a conformal surface case. These Dirac operators are concerned well in the differential
geometry, since they completely represent the submanifolds. In this and a future series of articles, we
will give mathematical construction of the differential operators on a submanifold in En in terms of
D-module theory and rewrite recent results of the Dirac operators mathematically. In this article , we
will formulate Schro¨dinger operators in a low-dimensional submanifold in En.
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§1. Introduction
Recently it becomes recognized that the Dirac operators play important roles in geometry e.g.,
differential, algebraic, arithmetic geometry and so on. Pinkall gave an invited talk in the inter-
national congress of mathematicians in 1998 on the relation between immersed surfaces in three
and/or four dimensional euclidean space En, (n = 3, 4) and Dirac operators, which was worked
with Pedit [PP]. They constructed quaternion differential geometry and reduced the Dirac opera-
tors, which exhibit the geometrical properties of the surface. The Dirac operators of En (n = 3, 4)
also had been discovered by Konopelchenko in studies on geometrical interpretation of soliton the-
ory [Ko1, 2, KT] and by Burgess and Jensen [BJ] and me [Mat3, Mat4] in the framework of the
quantum physics. Further on case of E3, Friedrich obtained it by investigation of spin bundle [Fr].
Our Dirac operator is purely constructed in analytic category as we will show and is directly
related to index theorems [Mat2, Mat3, TM]. Thus I believe that it is important to reformulate
our works in the framework of pure mathematics and to translate them for mathematicians. In
this and a future series of articles [II], I will mathematically formulate the canonical Schro¨dinger
operator and Dirac operator on a submanifold in En. Indeed, there have appeared similar studies
[DES, FH, RB] only on the Schro¨dinger operator case but it does not look enough to overcome
several obstacle between physics and mathematics.
The submanifold quantum mechanics, which I called, was opened by Jensen and Koppe in 1971
[JK] and rediscovered by da Costa in 1982 [dC]. They considered a quantum particle confined in a
subspace in our three dimensional euclidean space E3 which can be regarded as a low dimensional
submanifold by taking a certain limit. (Since confinement of quantum particle into a subspace is
realized in a certain case [DWH], their investigation is not so fictitious.) They found a canonical
Laplacian by constructing the Schro¨dinger equation in the submanifold, which differs from the
ordinary Beltrami-Laplace operator [dC , JK]: For a surface embedded in E3 case, the submanifold
Laplacian ∆S →֒E3 is expressed by
−∆S →֒E3 := −∆S − (K −H),
1
where ∆S is a Beltrami-Laplace operator, K is Gauss curvature and H is the mean curvature of
S. For a curve C in E3 case, we have
−∆C →֒E3 := −∆C − 1
4
k2,
where ∆C is a Beltrami-Laplace operator on C and k is curvature of the curve.
However submanifold quantum mechanics needs very subtle treatments. In fact, there are several
different types of theories of quantum mechanics for submanifolds. For example, it is well-known
that restriction of quantum particle can be performed using Dirac constraint quantization scheme
[Dir2]. Let an equation f = 0 represent a hypersurface in n-dimensional En. We can apply the
Dirac constraint scheme [Dir2] to this system with a constraint f = 0. Alternatively we can also
deal with f˙ = 0 constraint, where dot means derivative in time t [INTT]. These results differ;
f˙ = 0 case agrees with the results of Jensen and Koppe [JK] and da Costa [dC] whereas f = 0 does
not. Since the results of Jensen and Koppe [JK] and da Costa [dC] connect with fruitful results
such as the generalized Weierstrass equations as we will show in the introduction in [II], f˙ = 0
case is very natural but f = 0 case is not. In fact as a physical problem should be determined by
local information, the constraint f˙ = 0 consists only of local data whereas f = 0 contains global
information and is a fancy constraint from physical viewpoint [INTT, Mat1].
Accordingly when we make a theory of a submanifold quantum mechanics, we must pay many
attentions on its treatment.
The self-adjoint operator is one of objects to need attentions. In order to show importance of
self-adjoint operator rather than canonical commutation relation (or generating relation of Weyl
algebra), let us consider a radial differential operator of polar coordinate in En−{0} [Dir1,SM]. For
n = 2 case, a point of E2−{0} is expressed as x = (r, θ), θ ∈ [0, 2π) and r ∈ R>0 := {r ∈ R| r > 0};
R is a set of real number. Then even though
√−1∂r :=
√−1∂/∂r is satisfied with the canonical
commutation relation [
√−1∂r, r] :=
√−1∂rr − r
√−1∂r =
√−1, the operator √−1∂r is not self-
adjoint if we use induced metric of E2;∫ ∞
0
rdrψ1(r)
√−1∂rψ2(r) 6=
∫ ∞
0
rdr(
√−1∂rψ1(r))ψ2(r),
where ψa (a = 1, 2) which is a smooth function over R>0 and vanishes at origin r = 0 and
asymptotically at r = ∞. (Here we have assumed that a function ϕ over E2 − {0} is expanded as
ϕ =
∑
ψ(n) exp(
√−1nθ), where ψ’s are depend onl y on r.) We can hermitianize it by two ways
[Dir1,dC]. First we will define an operator
√−1∇r :=
√−1(∂r + 1/(2r)), then [
√−1∇r, r] =
√−1
and ∫ ∞
0
rdrψ1(r)
√−1∇rψ2(r) =
∫ ∞
0
rdr(
√−1∇rψ1(r))ψ2(r).
Second is that we will deform the function space such that Ψa :=
√
rψa and we obtain the relation,∫ ∞
0
drΨ1(r)
√−1∂rΨ2(r) =
∫ ∞
0
dr(
√−1∂rΨ1(r))Ψ2(r).
This transformation is well-known in theory of ordinary differential equation s as a transformation
from non-self-adjoint form to the self-adjoint one of Sturm-Liouville operator case (p.424 in [Arf].)
It is not difficult to prove that there is a ring isomorphism between a differential ring generated by√−1∇r and represented a vector space {ψ} and that generated by
√−1∂r and represented over
{Ψ}. In this article we will consider them in the framework of D-module.
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Even though,
√−1∇r is self-adjoint,
√−1∇r is not observable in general; the ordinary Schro¨dinger
operator can not be expresse d by the spectral decomposition using eigen vectors of operator
√−1∇r
[Dir1]. (For example, radial momentum in hydrogen atom can not observed.) However by an ap-
propriate confine potential with infinite height, we can confine a quantum particle in a thin ring or
thin surface; mathematically speaking, we can impose a Dirichlet boundary condition and restrict
support of functions or the domain of the Schro¨dinger operator [dC, DES, JK, SM]. Then normal
mode for the codimensional direction in the ordinary Schro¨dinger equation, which is expressed by
(bilinear of)
√−1∇r is well-defined and
√−1∇r behaves as momentum operator. (In meso-scopic
quantum mechanical system, normal mode can be observed as subband state [DWH].)
Let us take a squeezing limit so that thickness of subspace or support of functions is negligible
and the subspace can be regarded as a lower dimensiona l submanifold S itself. Then we can argue
a system of differential operators defined over the subspace; a self-adjoint differential operator along
the normal direction can be constructed similar to
√−1∇r. By integrating the hamiltonian over
the normal mode, we obtain a submanifold quantum mechanics. This procedure is similar to the
techniques to get the Thom isomorphism using Berezin integration method [BGV, Y].
However it is not easy to justify such squeezing limit including Dirac operators using concept of
Hilbert space even though Duclos, Exner and S˘t˘ov´ic˘ek attempted for Schro¨dinger operators [DES]:
In squeezing limit, we must evaluate divergence of eigenvalue of normal direction.
Thus in this article, I will make an attempt to reformulate it using D-module theory. In fact,
Sato said that to study noncommutative system sometimes needs an appropriate topology instead
of ordinary topologies which are used in the operator algebra, e.g., weak topology in Hilbert space
[S]. Further in the submanifold quantum mechanics, we need a restriction of the differential operator
while the restriction is the most natural concept in the sheaf theory and D-module theory is based
upon the sheaf theory. Thus I believe that my attempt is more natural than others approaches to
the submanifold quantum mechanics.
The D-module theory was began by Sato as a algebraic analysis [Bjo, K]. For a noncommutative
ring DEn of differential operators over n-dimensional parameter spaces and a given differential
equation Pu = 0 for P ∈ DEn , let us consider a left DEn -module
MEn = DEn/DEnP.
Then the ring homomorphism of MEn to a function space such as analytic function space CωEn is
ring isomorphic to solution spac e of the equation Pu = 0 [Bjo, Cou, HT]. For a more general case,
above quotien t space is replaced with a coherent module. In the D-module theory, the differential
operators on a submanifold have been studied in detail. However in these studies, our differential
operators in submanifold quantum mechanics have not ever appeared as long as I know.
The algorithm to construct the submanifold quantum mechanics in D-module theory for a hy-
persurface S in n-dimensional euclidean space En is as follows.
(1) We construct a quantum equation and its related DEn-moduleMEn in En with the natural
metric, e.g., for the free Schro¨dinger equation, −∆Enψ = 0, MEn = DCEn/(DCEn (−∆En));
Here DC
En
:= CC
En
[∂1, · · · , ∂n], CCEn is complex valued analytic functions over En and ∆En is
the Beltrami-Laplace operator in En.
(2) We embed (or immerse) a real analytic hypersurface S in En, whic h is given by an equation
f = 0.
(3) We find a local system along a tubular neighborhood TS of the submanifold S and calculate
the inverse image MTS of MEn to TS and ∆TS := ∆En |TS for TS →֒ En.
(4) We find a self-adjoint operator
√−1∇SAS
⊥
along the normal direction of S over an open set
U of S.
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(5) We define a quotient module MS →֒TS by an exact sequence,
0 −→MTS |S
√−1∇SAS ⊥−→ MTS |SS −→MS →֒En −→ 0.
(6) MS →֒En is a coherent DS-module related to submanifold quantum mechanics over the
submanifold S. We will define a submanifold quantum mechanical operator ∆S →֒En by the
exact sequence,
0 −→ DS
∆S →֒TS−→ DS →MS →֒En −→ 0.
This scheme does not need any limit procedure and avoid the disease of divergence. (5) and (6)
can be rewritten as follows if you choose a local coordinate system,
(5’) We will define ∆S→TS := ∆TS |S and ∆S →֒En := ∆S→TS |√−1∇SA
TS
⊥=0 for a standard form of
∆S→TS , where all ∇SAS
⊥
are put right side of each terms of ∆S→TS .
Physically speaking, these processes are naturally performed when we introduce the confinement
potential along the submanifold with the same thin thickness [dC, JK].
Contents are as follows. In §2, we will quickly review D-module theory and sheaf theory. In §3,
we will define the adjoint operator using Hodge ∗ product, though it can be defined using extension
in the cohomology theory. We will introduce the half-from and the self-adjoint momentum operator.
In §4, we will define the Schro¨dinger operator in a lower dimensional submanifold in En and give
theorems.
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§2. Foliation and DM -Module
Although we will not construct a theory in the category of differential geometry whose morphism
is (C∞)-diffeomerphism, we are concerned with differential geometry and physical system rather
than merely algebraic structure. Accordingly we will treat real analytic objects in this article.
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Let M be a real n-dimensional analytic manifold without singularity and CωM is a structure sheaf
of real analytic functions over M ; (M, CωM ) is an algebraized analytic manifold. A sheaf S (of sets)
over a topologica l space X is characterized by a triple (S, π,X) because it is define d so that there
is a local homeomorphism π : S → X [Mal1]. In this article, we choose M as such a topological
space X. Economy of notations make us to denote S := (S, π,M) for abbreviation. Further we wil
l write a set of (local) sections of S over an open set U ofM as S(U) or Γ(S, U). Using the category
equivalence between category of sheaves and category of complete presheaves (due to theorem 13.1
in [Mal1]), we will mix them here.
Notations 2.1 (Sheaves). [Mal1, Mal2, Bjo]
(1) Complexfication of CωM is denoted by CωCM .
(2) Let us denote a sheaf CM consisting of a locally constant functions C over M . Similarly
RM ZM , Z2M and so on.
(3) 1M means a unit element sheaf of multiplicative group sheaf C
×
M of CM .
(4) If E is a finite rank of locally free CωM -module, we call it a vector sheaf.
(5) The tangent sheaf over M , which is a vector sheaf, is written as
ΘM := DerRM (CωM ) := {θ | θ(fg) = θ(f)g + fθ(g), (f, g ∈ Γ(U, CωM )), U ⊂M(open)}.
(p.18 1.2.7 in [Bjo])
(6) The complex valued tangent sheaf is
ΘCM = DerCM (CωCM ) := ΘM ⊗ C.
(p.18 1.2.7 and p.281 in [Bjo])
(7) Let us denote the sheafification of homomorphism of A-module sheaves M and M′ over M
by HomA(M,M′). Similarly th e sheafification of endomorphism of A-module sheaves M
over M by EndA(M). (p.133-p.144 in [Mal1])
(8) A locally constant sheaf LM over M , called local system, is defined so that its stalks are
finite dimensional real vector spaces Rm. (p.22 in [Bjo]).
(9) A group sheaf generated by the presheaf,
U → GL(n, CωM )(U),
is denoted by general linear group sheaf GL(n, CωM ), where U is an open set of M and
GL(n, CωM ) is general linear group for CωM (U)-valued n-matrix. (p. 285 in [Mal1])
(10) A sheaf homomorphism as group from GL(n, CωM ) to C×M is denoted by det. (p.294-p.295 in
[Mal1])
Proposition 2.2.
For each point p ∈ M , there exists an open neighborhood Up aroun d m with a local coordinate
system {xi, ∂i}1≤i≤n satisfied with,
xi ∈ Γ(U, CωM ), ΘM (U) =
n⊕
i=1
Γ(U, CωM )∂i, [∂i, xj ] ≡ ∂ixj − xj∂i = δij .
Proof. see [Bjo] p.11 proposition 1.1.18 and p.17 remark under definition 1.2.2. 
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Definition 2.3. (1.2.8 in [Bjo])
In a chart, we write sections δ and δ′ in ΘM (U), δ =
∑
i fi(x)∂i, δ
′ =
∑
i gi(x)∂i, where U is
an open set of M , f ’s and g’s are in CωM (U). The commutator is defined by
[δ, δ′] =
∑
u,v
(fv∂v(gu)∂u − gu∂u(fv)∂v) , [δ, g] =
∑
u,v
fv∂vg.
Definition 2.4 (Differential Ring Sheaf). [Bjo, TH]
We will denote the subring sheaf DM of EndRM (CωM ), which is generate d by the complete
presheaves Γ(CωM , U) and Γ(ΘM , U) and has local expression,
Γ(U,DM ) =
⊕
α∈Nn
Γ(U, CωM )∂α,
where ∂α = ∂α11 ∂
α2
2 · · · ∂αnn ∈ Γ(ΘM , U). We will define DMC as DM ⊗ C.
Remark 2.5 (Standard From Representation). [Bjo]
The local expression is based upon the standard form representation, which is, for any P ∈
Γ(U,DM ), given as,
P =
∑
α∈Nn
aα∂
α, aα ∈ CωM (U).
Definition 2.6 (Filter). [Bjo, TH]
Let us define the filter F associated with rank as a sheaf morphism by complete presheaf generated
by the sections for an open set U of M ,
(FlDM )(U) =
∑
|α|≤l, α∈Nn
Γ(U, CωM )∂α,
where |α| =∑i αi. Further for an open set V of M , the filter Fl of DM is defined as
(FlDM )(V ) := {P ∈ DM (V ) | ρUV P ∈ Fl(DM (U)), (U ⊂ V )},
where ρUV is a restriction associated with the complete presheaf DM .
Proposition 2.7.
(1) Fl is increasing filter and defined over M ;
DM =
⋃
m∈N
FlDM , FlDM ⊂ FmDM , for l < m.
(2) F0DM = CωM , (FlDM )(FmDM ) = Fl+mDM as CωM -module.
(3) For P ∈ FlDM and Q ∈ FmDM , [P,Q] ∈ Fl+m−1DM , where FlDM = 0 for l < 0;
symbolically
[(FlDM ), (FmDM )] ⊂ Fl+m−1DM .
(4) We will define a symbol, grDM :=
⊕
l=0(FlDM )/(Fl−1DM ). Then grDM is a commutative
ring and is regarded as a commutative C∗ algebra.
Proof. [Bjo] p.17-p.18 and [TH] 
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Definition 2.8 (Differential Form). (p.240 in [Mal1])
(1) We will define the duality Ω1M := Hom(ΘM , CωM ) generated by ω(θ) ∈ CωM (U) for ω ∈
Γ(U,Ω1M ) and θ ∈ Γ(U,ΘM ) where U is an open set of M .
(2) Let ΩM be a sheaf of differential form as a graded commutative ring generated by Ω
1
M ,
ΩM =
⋃
m∈Z≥0
ΩpM ,
where ΩpM is set of p-forms and Ω
q
M = 0 (q > n) vanishes: Z≥0 := {n ∈ Z | n ≥ 0}
(3) The exterior derivative is expressed by d : ΩpM → Ωp+1M .
Definition 2.9 (Lie Derivative). [TH,W]
For an open set U of M and θ ∈ ΘM (U), the Lie derivative Lieθ is defined as follows:
(1) for f ∈ Γ(U, CωM ), Lieθ1(f) = θ1f.
(2) For θa ∈ ΘM (U) (a = 1, 2), Lieθ1(θ2) = [θ1, θ2].
(3) For θa ∈ ΘM (U) (a = 1, 2) and ω ∈ Ω1M (U), Lieθ1(ω(θ2)) = (Lieθ1(ω))(θ2)−ω(Lieθ1(θ2)) =
θ1(ω(θ2))− ω([θ1, θ2]).
(4) For θa ∈ ΘM (U) (a = 1, · · · , n) and ω ∈ ΩnM (U), Lieθ(ω(θ1, θ2 · · · , θn)) = θ(ω(θ1, θ2 · · · ,
θn)) −
∑n
i=1 ω(θ1, · · · , [θ, θi], · · · , θn).
Proposition 2.10.
For an open set U of M , f ∈ CωM (U) and ω ∈ ΩnM (U), Liefθω = Lieθfω.
Proof. Direct computation shows it [TH]. 
Definition 2.11 (Right Action). ([TH], [Bjo])
The left action of θ of section of Θ(U) for an open sets U of M is defined by
ω · θ := −(Lieθ)ω,
where ω ∈ ΩnM (U).
Definition 2.12 (Integrable Connection). ( 1.2.10 in [Bjo])
Let F be CωM -Module. Put I(F) := HomRM (F ,F). A global section ∇ of HomCωM (ΘX ,I(F)) is
called an integrable connection on F if the following holds for any open set U of M :
(1) For α ∈ CωM (U) and f ∈ F(U), ∇δ(αf) = δα · f + α∇δ(f).
(2) ∇[δ,δ′] = [∇δ,∇δ′ ].
(3) ∇ is involutive, i.e., [∇δ,∇δ′ ] is a commutator in I(F).
Definition 2.13 (Category). (1.1.24 and 1.2.11 in [Bjo])
(1) Denote by ModL(DM ) the category of left DM -module.
(2) Denote by Mod(CωM ) the category of CωM -module.
(3) for is the forgetful functor from ModL(DM ) to Mod(CωM ).
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Proposition 2.14. (1.2.11 in [Bjo])
Consider the category A whose objects consist of pair (N ,∇), where N ∈ Mod(CωM ) and ∇ is an
integral connection on N . Morphisms are defined as follows:
HomA((N ,∇), (N ′,∇′)) = { ϕ ∈ HomCω
M
(N ,N ′) | ∇′ ◦ ϕ = ϕ ◦ ∇ }.
Then ModL(DM ) and A are category equivalent by the functor µ : ModL(DM ) → A for which
µ(M) = (for(M),∇) where ∇δ(m) = δ(m) for every δ ∈ ΘM and m ∈ M ∈ ModL(DM ).
Proof. [Bjo] p.19 Theorem 1.2.12. 
This means that we can find an object in ModL(DM ) for any an integrable connection set (∇,N ).
Definition 2.15 (Horizontal Section). (1.3.7 in [Bjo])
The left annihilator of 1M be denoted by.
AnnDM (1M ) := {P ∈ DM | P (1M ) = 0 }.
For every M ∈ ModL(DM ), we introduce RM -module, called the sheaf of horizontal sections of M,
hor(M) := HomDM (DM/AnnDM (1M ),M).
Then we have
M≈ CωM ⊗RM hor(M), DM/AnnDM (1M ) ≈ F0DM ≈ CωM .
Proposition 2.16 (Connections). (1.3.9 in [Bjo])
(1) For a local system LM , the left DM -module CωM ⊗RM LM is denote by Con(LM ). Let a set
of local systems LM be LM and Con(DM ) := {Con(LM ) |LM ∈ LM}. LM and Con(DM )
are category equivalent due to the relation; for LM , L′M ∈ LM
HomDM (Con(LM ),Con(L′M )) = HomRM (LM ,L′M ).
(2) For a local system LM , there exists a correspondence,
HomDM (DM/AnnDM (LM ), CωM ) = LM ,
where
AnnDM (LM ) := {P ∈ DM | P (LM ) = 0 }.
Proof. [Bjo] p.22-p.23. 
If LM is a subset of ΘM , this theorem is essentially the same as the Frobenius integrable theorem
[Mal2]. The local system can be regarded as distribution in the terminology of differential geometry
[W].
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Let S be a real analytic submanifold without singularity of the manifold M . For a point s ∈ S,
there is an open neighborhood of s, there exist real analytic functions Q1, · · · , Qd ∈ CωM such that
S ∩ U = {s ⊂ U | Q1(s) = · · · = Qd(s) = 0},
where d = n− k.
Let the natural embedding be expressed by ιS : S →֒ M . Then for a sheaf F over M , we will
define F|S := ι−1S F .
Definition 2.17 (Inverse Image of DM -module).
The sheaf DS→M over S is defined as DS→M = CωS ⊗CωM |S (DM |S).
If we will assign the local coordinate of open neighborhood of a point s ∈ S ⊂ M , q1 = q2 =
· · · = qd = 0. Locally DS→M is exxpressed as,
DS→M = DM |S/(q1(DM |S) + q2(DM |S) + · · ·+ qd(DM |S)).
Next we will introduce the Riemannian metric in sheaf theory along the line of the arguments
of Mallios [Mal1,2].
Definition 2.18 (Ordered Algebraized Space). (Definition 8.1 in [Mal1])
Let A be a real ring sheaf whose local sections are real valued. Suppose the (M,A) is algebraized
space and A+ is a subsheaf of the real rin g sheaf A, whose local sections are positive real valued.
(M,A,A+) is an ordered algebraized space, viz, for a any local section λ ∈ R>0M (U), λA+(U) ⊂
A+(U), A+(U) +A+(U) ⊂ A+(U) and A+(U)A+(U) ⊂ A+(U).
Then it is obvious that there exists an ordered algebraized space (M, CωM , CωM+).
Definition 2.19 (Inner product module). (p.318 in [Mal1])
Suppose that (M,A,A+) is an order algebraized space and E is A-module. We say that (E , gE )
has an A-valued inner product and (E , gE) is an inner product A-module on M , if a sheaf morphism
gE : E ⊕ E → A is satisfied following conditions:
(1) gE is a A bilinear morphism.
(2) gE is positive definite; for any local section s ∈ E(U) over an open set U , gE(s, s) ∈ A+(U)
such that gE(s, s) = 0 if and only if s = 0 in E(U).
(3) gE is symmetric; for any local two sections s and t of E(U) over an open set U , gE(s, t) =
gE(t, s).
Definition 2.20 (Riemannian metric). (p.320 in [Mal1])
We say that an order algebraized space (M, CωM , CωM+) has a Riemannian metric (ΘM , gM ) as a
sheaf morphism gM : ΘM → Ω1M if it is satisfied with following conditions
(1) The sheaf morphism gM : ΘM → Ω1M is CωM -isomorphism.
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(2) Using the natural duality ΘM ⊕ Ω1M → CωM , gM is extended to CωM -valued inner product
gM : ΘM ⊕ΘM → CωM .
(3) The action of θ ∈ ΘM is defined by
θgM (θ1, θ2) = gM (θθ1, θ2) + gM (θ1, θθ2).
Here we will note strictly fine sheaf , which is used in the definitio n of the Riemannian module
in [Mal1] in the category for sheaves of smooth functions C∞M . By using forgetful functor from the
category of CωM to that of C∞M , it turns out that image of the functor is a subset of strictly fine
sheaves [Mal1]. Hence above definition is not contradict with that in [Mal1].
Further we will define a morphism
g˜M : Ω
1
M → ΘM ,
as g˜M ◦ gM = idΘM and gM ◦ g˜M = idΩ1
M
. Then due to their duality, g˜M : Ω
1
M ⊕ Ω1M → CωM .
Since analytic manifoldM is given by a solution of a certain differential equations and we assume
that our considered manifold M has no singular, from proposition 2.16, it has a local coordinate
system. Using local frame (xa)a=1,··· ,n, as the duality is expressed by < dxa, ∂s >= δab and Θx is
decomposed as Θx =
∑
iC
ω
x ∂i where germs of ΘM , C
ω
x at x, we can express it
gMi,j ≡ gM (i, j) := gM (∂i, ∂j),
and thus
gM ≡ gMi,jdxi ⊗Cω
M
dxj .
Since gM can be realized as a section of GL(n, CωM ), there is a map det : GL(n, CωM )→ CωM , we will
denote gM := det(gM (i, j)).
Definition 2.21 (Normal Sheaf).
Let us define the normal sheaf Θ⊥S as CωS -module sheaf by the exact sequence,
0→ ΘS → ι−1S ΘM → ΘS⊥ → 0,
and the integrable connection of ΘS⊥ as ∇⊥S ∈ HomCωS (ΘS ,I(ΘS⊥)).
Lemma 2.22.
Let Ω1S⊥ := Annι−1
S
Ω1
M
(ΘS) = {ω ∈ ι−1S Ω1M | for∀θ ∈ ΘS, ω(θ) = 0 }. Then we have a natural
correspondence
g˜M (Ω
1
S⊥) = ΘS⊥ .
By applying the proposition 2.14 and 2.16, we obtain the theorem.
Theorem 2.23 (Existence of Tubular neighborhood).
Suppose (S, CωS ) is a k-dimensional non-singular real analytic algebraized submanifold of (M, CωM ):
ιS : S →֒M . We have a tubular neighborhood (TS ,L‖TS ) of S satisfied with following conditions,
(1) TS is an open set of M , whose dimension is the same as M as a manifold, such that there
are natural real analytic inclusions, iS : S →֒ TS , and iTS : TS →֒M , where ιS ≡ iTS ◦ iS .
(2) There is a real analytic projection from TS to S, πTS : TS → S such that πTS ◦ iS = idS .
10
(3) The tangent sheaf of ΘTS is ΘTS = i
−1
TS
ΘM and has a direct decomposition as a CωTS -module,
ΘTS = Θ
‖
TS
⊕Θ⊥TS ,
where i−1S Θ
‖
TS
= Θ
‖
S and i
−1
S Θ
⊥
TS
= ΘS⊥ .
(4) L‖TS is a local system over TS such that DM -modul e M
‖
TS
:= AnnDTS (L
‖
TS
) is generate d
by Θ
‖
TS
and, whose local sections are given as Γ(U,L‖TS ) = Γ(U,Rn−kTS ) for any open set U
in TS .
Proof. Using proposition 2.16 and the fact that M has no singular, we can prove them. However
they are also proved in concepts in Frobenius integrability theorem [AM, Mal2, W] and complete
parallelism [Mal2] p.136. Later is familiar for differential geometrists. 
Remark 2.24 (Tubular neighborhood).
(1) TS has a foliation structure and (L‖TS , πTS , S) is a sheaf over S.
(2) For the metric gM of M , TS and S have the induced metric i
−1
TS
g and i−1S g respectively.
(3) We can define a local coordinate system of a open set U of TS: p ∈ U , p is expressed by
(s1, · · · , sk, qk+1, · · · , qn), where (s1, · · · , sk) is a local coordinate system of S by πTSU .
Then L‖TS (U) is characterized by a constant section (qk+a)a=1,··· ,n−k ∈ Rn−kM (U) and ex-
hibits a leaf of foliation.
§3. Self Adjoint Operator
Let ModLDM and ModRDM be abelian category of left and right DM -modules.
Proposition 3.1.
(1) For M ∈ ModLDM , if we define the action of tangent sheaf ΘM to M⊗Cω
M
ΩnM as
(m⊗ ω)θ := −(θm)⊗ ω +m⊗ ωθ,
where m ⊗ ω ∈ M ⊗Cω
M
ΩnM , θ ∈ ΘM , then M ⊗CωM ΩnM can be regarded as the rightDM -module.
(2) ΩnM can be regarded as the isomorphism as abelian category, which maps
ΩnM : Mod
LDM → ModRDM .
According to the arguments of Mallios [Mal2, p. 343], we will introduce the Hodge *-operator,
volume element and Beltrami-Laplace operator. Hereafter we will sometimes use Einstein conven-
tion; we will sum over an index if it appear twice in a term.
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Definition 3.2. [AM, Mal1, N, W]
Let (M, CωM , CωM+) be a non-singular analytic manifold endowed with the a Riemannian CωM -
module (ΘM , gM ). We have the Hodge operator as an element of automorphisim of ΩM ,
∗ : ΩpM → Ωn−pM .
By local chart U , the metric is expressed by gM = gMi,jdx
i ⊗ dxj over U , there g˜ijM is the inverse
matrix of gMi,j, and its determinant is expressed by gM := det gMi,j, then the Hodge operator is
represented by,
∗ : ω = ω|i1,i2,··· ,ipdxi1dxi2 · · · dxip
7→
∑
j
√
gM
(n− q)!ω|i1,i2,··· ,ipǫ
i1,i2,··· ,ip
jp+1,jp+2,··· ,jndx
jp+1dxjp+2 · · · dxjn ,
where ǫi1,i2,··· ,in is a section of Z2M (U)
ǫi1,i2,··· ,in =


1 if (i1, i2, · · · , in) is an even permutation of (1, 2, · · · , n)
−1 if (i1, i2, · · · , in) is an odd permutation of (1, 2, · · · , n)
0 otherwise
,
ǫ
i1,i2,··· ,ip
jp+1,jp+2,··· ,jn := g˜
i1,j1
M g˜
i2,j2
M · · · g˜ip,jpM ǫj1,j2,··· ,jp,jp+1,jp+2,··· ,jn .
Here we will express dxi1dxi2 · · · dxip by dxi1 ∧ dxi2 ∧ · · · ∧ dxip for abbreviation.
If necessary, we can introduce an orthonormal system [Mal1] and then the definition of the Hodge
star operator becomes simpler.
Proposition 3.3.
ǫi1,i2,··· ,in = g−1M ǫi1,i2,··· ,jn .
Proof. Direct computation gives the result. 
Proposition 3.4.
(1) Let wM is the volume form of (ΩM , gM ) and then
∗1M = wM ∈ Ωn(M), ∗wM = 1M .
(2) For P ∈ DM , there exists f ∈ CωM such that F0(wM · P ) ≡ fwM .
Proof. From definition, (1) is obvious. Direct computations give (2). 
Definition 3.5 (Adjoint Operator).
For an open set U of M and P ∈ DMC(U), we define the adjoint operator P † as
P † := ∗(∗1M · P ) ≡ ∗(wM · P ),
where means the complex conjugate. If P † = P , we will call it self-adjoint operator.
12
Remark 3.6.
We note that this adjoint operator can be expressed by the extension operation [Bjo, TH].
Definition 3.7.
The Beltrami-Laplace operator ∆ of the Riemannian module (M, gM ) is defined by
∆M = ∗d ∗ d.
Proposition 3.8.
There is a local system LnM such that ΘM (U) = Γ(U, CωM⊗RM LnM ) or there is a basis {θi}i=1,··· ,n
of LnM (U), ΘM (U) = ⊕i=1CωM (U)θi for an open set U in M .
Proof. From proposition 2.2, we can suppose that {xi, ∂i}1≤i≤n is a local coordinate system for
an open set U of M such that [∂i, x
j ] = δji . Then ci∂i (1 ≤ i ≤ n, ci ∈ RM (U)) is an element of
LnM (U) and ξ =
∑
i ai∂i ∈ ΘM (U) ai ∈ CωM (U). 
Inversely, for ξ =
∑
i ai∂i ∈ ΘM (U), ai ∈ CωM (U) and ∂i ∈ LnM , we can find a local coordinate
system yi for V ⊂ (∪isupp(ai)) ∩ U , such that ξ = ∂/∂yj , where supp means the support of ai.
This can be proved by solving the differential equation ai = ∂y
j/∂xi.
Proposition 3.9.
For a local coordinate (x1, · · · , xn) and inverse matrix g˜ijM of its metric gMij and g˜ijM ≡ g˜M (dxi, dxj),
the Beltrami-Laplace operator is expressed by ∆M as ∆M = g
−1/2
M ∂ig
1/2
M g˜
ij
M∂j.
Proof. For a local coordinate system, the volume form wM is expressed by wM = g
1/2
M dx
1 · · · dxn. 
Here we will define the Schro¨dinger system as aD-module related to the free Schro¨dinger equation
−∆Mψ = 0.
Definition 3.10 (Schro¨dinger System).
We will define the Schro¨dinger system SM by the exact sequence,
0 −→ DM −∆M−→ DM −→ SM −→ 0.
As mentioned in the §1 introduction, we will give a lemma on the Weyl algebra and thus introduce
half form, wave system and their related anti-self-adjoint differential operators as follows.
Lemma 3.11.
There exist elements {∂i}1≤i≤n ∈ LnM such that they are of generators {xi, ∂i}1≤i≤n of Weyl
algebra, [xi, ∂j ] = δ
i
j and (
√−1∂i)† 6=
√−1∂i.
Definition 3.12 (Half Form).
We will define a sheaf of half form
√
ΩnM as CωM -module whose section over an open set U of M
is given by f ⊗RM
√
wM , where f ∈ CωM (U) and
√
wM is defined as follows
(1) wM := (
√
wM )
2 =
√
wM
√
wM ,
(2) ∗√wM = √wM ,
(3) For θ ∈ ΘM (U), the left handed action is given by
θ(
√
wM ) := F0(θ
√
wM ) =
1
2
f
√
wM ,
if F0(Lieθ(wM )) ≡ fwM .
(4) The right handed action is
√
wM · θ = −θ√wM .
(5) For α ∈ CωM , θα
√
wM = θ(α)
√
wM + αθ
√
wM .
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We will denote CM ⊗RM
√
ΩnM by
√
ΩC nM .
If M is a Riemannian surface with complex dimension one,
√
ΩC nM is essentially the same as
the prime form. Further
√
wM essentially appears in calculation of the gravitational or lorentzian
anomaly in the elementary particle physics. Accordingly it is a natural variable.
Definition 3.13 (Wave System
√
CωCM ).
A CωCM -module
√
CωCM , called wave system, is defined by a closed presheaf of the bilinear morphism;
for ψa ∈
√
CωCM (U) (a = 1, 2), ∗ψ1 · ψ2 ∈ ΩC nM (U).
We have the relation,
∗
√
CωCM (U)⊕
√
CωCM (U) ≈ ΩC nM (U) ≈ CωCM · wM (U).
We note that
√
CωCM is isomorphic to CωCM itself because basic field of CωCM is a complete field C.
Definition 3.14 (Anti-Self-Adjoint Connection ∇SAM θ of Wave System).
Let us define an anti-self-adjoint connection ∇SAM θ ∈ HomCωM (LnM ,I(
√
CωCM )) by local relations
for θ ∈ LnM (U) and
√
ωM ∈
√
ΩnM (U),
∇SAM θ := ∗(
√
wMθ
√
wM ).
Here we will denote a sheaf of set of ∇SAM θ by ΞSAM .
Proposition 3.15 (Local Expression of ∇SAM θ).
For a local coordinate system {xi, ∂i}1≤i≤n such that [∂i, xj ] = δji , ∂i (1 ≤ i ≤ n) is an element
of LnM , and wM is expressed by
wM =
√
gMdx1dx2 · · · dxn,
we have the local expression of ∇SAM θ of θ = ∂i cas e,
∇SAM ∂i = ∂i +
1
4
∂i log gM =
4
√
gM−1∂i 4
√
gM .
Corollary 3.16 (Local Expression of ∇SAM θ).
For the local chart in Proposition 3.15 and ∂α1 , ∂α2 , · · · ∂αa ,∈ LnM (U),
∇SAM ∂α1∇
SA
M ∂α2
· · · ∇SAM ∂αn =
4
√
gM−1∂α1∂α2 · · · ∂αa∂i 4
√
gM
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Proposition 3.17 (Anti-Self-Adjoint Connection ∇SAM θ ).
For an open set U of M , α ∈ CωM (U) and ψ ∈
√
CωCM (U), following holds.
(1)
∇SAM αθ = α∇SAM θ.
(2)
∇SAM θ(αψ) = θ(α)ψ + α∇SAM θ(ψ).
(3)
[∇SAM θ,∇SAM θ′ ] = ∇SAM [θ,θ′].
∇SAM θ is an integrable connection if it is a global section.
Proof. : Hence, (1) and (2) are obvious. For [∂i, ∂j ] = 0, [∂i, ∂j ]gM = 0. We obtain (4). 
Definition 3.18 (Momentum Operator pθ).
Let U is an open set of M .
(1) Let us define a momentum operator pθ of θ ∈ LnM (U) , which consists of an integrable
connection ∇SAM θ ∈ ΞSAM (LnM )(U) for θ ∈ LnM (U),
pθ :=
√−1∇SAM θ.
(2) PM is CM -module generated by pθ for θ ∈ LnM (U), i.e., PM ≡
√−1ΞSAM .
Proposition 3.19 (Momentum Operator pθ).
(1) pθ of θ ∈ LnM is self-adjoint, i.e., p†θ = pθ.
(2) The Beltrami-Laplace operator ∆M is locally expressed by
∆M = ∇SAM ig˜ijM∇SAM j +
1
4
(∂j log gM )(∂ig˜
ij
M )
+
1
4
g˜ijM (∂i∂j log gM ) +
1
16
g˜ijM (∂i log gM )(∂j log gM ).
and ∇SAM ig˜ijM∇SAM j = −pig˜ijMpj . Here we have used notations ∇SAM i := ∇SAM ∂i and pi := p∂i .
Proof. : wM · ∇SAM ∂1 = −Lie∂1wM +
1
4
∂i log gMwM = wM (−θ − 1
4
∂i log gM ). From 3.15, (1) is
obvious. By direct computation, we obtain ∇SAM ig˜ijM∇SAM j . 
Corollary 3.20.
∆M ≡ pig˜ijMpi modulo F0(DM ).
Definition 3.21 (Momentum Operator qθ).
Let U is an open set of M .
(1) Let us define a momentum operator qθ of θ ∈ LnM (U) , which consists of an integrable
connection θ of Γ
(
U,HomRM (LnM ,I(
√
ΩC nM ))
)
,
qθ :=
√−1∂θ,
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where for α ∈ CωM (U) and f
√
wM ∈
√
ΩC nM (U),
θ(αf
√
wM ) = θ(α)f
√
wM + αθ(f
√
wM ),
= θ(αf)
√
wM + αfθ(
√
wM ),
(2) QM is a CM -module sheaf whose local section is qθ.
Remark 3.22 (Momentum Operator pθ).
Noting ∗ for √ΩM is identity operator and we have the relation,
∗
√
ΩC nM ⊕
√
ΩC nM ≈ ΩC nM ≈ CωCM · wM .
We should modify the definition of † and let qθ be self-adjoint; q†θ = qθ.
Proposition 3.23.
Following categories are isomorphic.
(1) Let A be a category whose objects are CωM -modules
√
CωCM and morphisms are elements of a
differential ring sheaf DCPM generated by PM with coefficient
√
CωCM ≈ CωCM .
(2) Let B be a category whose objects are CωM -modules
√
ΩC nM and morphisms are elements of
a differential ring sheaf DCQM generated by QM with coefficients CωCM .
In other words, there is an equivalent functor, ξM : (
√
CωCM ,DCPM )→ (
√
ΩCnM ,DCQM ).
Proof. Let ξM : (
√
CωCM ,∇SAM θ) 7→ (
√
ΩCnM , θ) for θ in LnM (U). From the assumption, there is
no point p in M such that gM (p) = 0. We denote ∗1p = √gMdx1 · · · dxn =: √gMdnx. Noting
the proposition 3.15, for sections of ψ ⊂ n
√
CωCM (U) and θ ∈ LnM , the correspondences ξM (ψ) =√
dnx 4
√
gMψ and ξM (∇SAM θ) = ξM ( 4
√
gM−1θ 4
√
gM ) = θ are bijection as a set due to non-degeneracy
of gM . Thus we will check the commutativity of ξM and actions of derivative, i.e., ξM∇SAM i = ∂iξM
for θ ≡ ∂i case; ξM (∇SAM iψ) =
√
dnx 4
√
g∇SAM iψ =
√
dnx 4
√
gM (
4
√
gM−1∂i 4
√
gM )ψ =
√
dnx∂i 4
√
gMψ =
∂iξM (ψ). We completely prove it. 
Lemma 3.24.
Let U be an open set of M .
(1) There is an equivalent functor σ˜M from DCM to DCQM . For P ∈ DCM , g
1/4
M Pg
−1/4
M ∈ DCQM .
(2) There is an equivalent functor σM from DCM to DCPM ; σM := ξ−1M ◦ σ˜M . For an element of
P ∈ DCM (U), σ(P ) = P .
(3) P ′ ∈ DCQM (U) locally has a standard form representation,
P ′ =
∑
α∈Nn
aα∂
α.
(4) P ′ ∈ DCPM (U) locally has a standard form representation,
P ′ =
∑
α∈Nn
aα∇SAM
α
.
(5) The functors σ˜M and σM are extended to functors of the category of left DCM -modules and
that of left DCQM -modules or left DCPM -modules.
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Proof. From the propositions 3.15 and 3.23 give the correspondences (1) and (2), whic h are es-
sentially the same as the hermitianization known in the Sturm-Liouville operator [Arf] as showed
in the introduction. For an element ∂i of ΘM (U), we have a local expression, σM (∂i) = ∇SAM i −
(∂i log gM )/4 = g
1/4
M [g
−1/4
M ∂ig
1/4
M ]g
−1/4
M = ∂i. The expression of (3) can be obtained by expand-
ing g
−1/4
M ∂
αg
−1/4
M = ∂
α + · · · . (4) is guaranteed from (3) and ξ−1. Next we will show (5). For
a quotient space M = DCM/DCMR of R ∈ DCM and P1, P2, Q ∈ DCM such that P1 − P2 = QR,
σ˜M (P1−P2) = g1/4M Qg−1/4M g1/4M Rg−1/4M = σ˜M (Q)σ˜M (R). Thus σ˜M (M) can be defined as σ˜M (M) :=
DCQM /DCQM σ˜M (R). Similarly we ca n naturally define σ˜M for general coherent module. 
Due to the properties of σM , we can mix σM (DCM ) and DCM . In fact we did not discriminate
them in the introduction and will not in [II]. However in this article, in order to see the action of
σM , we will explicitly express it.
Corollary 3.25.
(1) In the category B, we have local expression of σ˜M (∆M ) = g1/4M ∆Mg−1/4M ,
σ˜M (∆M ) = ∂ig˜
ij
M∂i +
1
4
(∂j log gM )(∂ig˜
ij
M )
+
1
4
g˜ijM (∂i∂j log gM ) +
1
16
g˜ijM (∂i log gM )(∂j log gM ).
(2) σM (∆M ) agrees with proposition 3.19 (2), ∆M = σM (∆M ).
§4. Schro¨dinger Operators in a submanifold S →֒ En
Let S be a k-dimensional real analytic compact submanifold of En, ιS : S →֒ En and TS be its
associated tubular neighborhood; iS : S →֒ TS and iTS : TS →֒ En such that ιS ≡ iTS ◦ iS . TS has a
projection πTS : TS → S. Since En has a natural metric gEn , TS and S have Riemannian modules
(i−1TSΘEn , i
−1
TS
gEn) and (ΘS , ι
−1
S gEn). Further we put i
∗
S(Ξ
SA
TS
(Θ⊥TS )) := CωS ⊗i−1S CωTS i
−1
S Ξ
SA
TS
(Θ⊥TS ).
The Schro¨dinger system STS of TS is given as STS→En := i∗TSSEn := DTS→En ⊗i−1TSDEn i
−1
TS
SEn
and
SS→TS := i∗SσTS (STS ) := σS(DS)⊗i−1
S
σTS (DTS ) i
−1
S σTS (STS ).
Further we will use the notations in §2 and §3 and will not neglect the action of σ’s.
Proposition 4.1.
(1) For i∗SSTS := DS ⊗i−1
S
DTS i
−1
S STS ,
i∗SSTS = ι∗SSEn := DS ⊗ι−1
S
DEn ι
−1
S SEn .
(2) Let the anti-self-adjoint connection ∇SAS α˙ ∈ Γ(U, i∗SΞSATS (Θ⊥TS )) for an open set U in S.
There is an injective endomorphism of the Schro¨dinger system SS→TS ,
ηconfα˙ : SS→TS → SS→TS ,
17
for P ∈ Γ(U,SS→TS ), ηconfα˙ (P ) = P∇SAS α˙ ∈ Γ(U,SS→TS ). Then we have a submodule of
SS→TS ,
ηconf : (SS→TS )n−k →
n∑
α˙=k+1
SS→TS∇SAS α˙ ⊂ SS→TS .
Proof. Due to the relation ιS ≡ iTS ◦ iS , (1) is obvious. From lemma 3.24, we choose elements P1,
P2 and Q in (i
∗
SσTS (DCTS )) such that P1 ≡ P2 ∈ SS→TS i.e., P1 −P2 = Q[i∗SσTS (∆TS )]. Noting the
relation
[i∗SσTS (∆TS ),∇SAS α˙] = 0,
Q[i∗SσTS (∆TS )]∇SAS α˙ = Q∇SAS α˙[i∗SσTS (∆TS )] ≡ 0 in SS→TS . Thus it is injective. 
Definition 4.2.
(1) We will define a coherent i∗SσTS (DTS )-module S¯‖S in TS by the exact sequence,
(SS→TS )n−k η
conf
−→ SS→TS −→ S
‖
S→TS −→ 0.
(2) We will define a coherent DS-module by
SS →֒En := σ−1S S
‖
S→TS .
Let us call it submanifold Schro¨dinger system.
(3) When the submanifold Schro¨dinger system SS →֒En is decomposed by the exact sequence,
0 −→ DS −∆S →֒En−→ DS −→ SS →֒En −→ 0,
where ∆S →֒En −∆S ∈ F0DS , we will call ∆S →֒En the submanifold Schro¨dinger operator.
Proposition 4.3.
(1) SS →֒En is uniquely determined.
(2) The definitions in 4.2 are naturally extended to a submanifold immersed in En.
Proof. From the definition which does not depend upon the coordinate system, (1) is obvious.
When we construct ∆S →֒En and others, we used only local date. Hence (2) is also obvious. 
Now we will state our main theorem in this article.
Theorem 4.4.
(1) k = 1 and n = 3 case, S is curve C,
−∆C →֒E3 = −∂2s −
1
4
|κC|2,
where s is the arclength of the curve C, κC is the complex curvature of C, defined by
κC = κ(s) exp
(√−1 ∫ s τds) using the Frenet-Serret curvature κ and torsion τ .
(2) k = 2 and n = 3 case, S is a conformal surface,
−∆S →֒E2 = −∆S − (H2 −K),
where H and K are the mean and Gauss curvatures.
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These operators agree with the operators obtained by Jensen and Koppe [JK] and da Costa [dC].
Investigation of these equations might mean the properties of these submanifolds. Similar attempt
was done [HL] for −∆S − 2H2 but these operators are more natural because they are related to
Frenet-Serret and generalized Weierstrass relations [II].
In order to prove theorem 4.4, we will set up the language to express the submanifold system.
We will note that these concepts of differential geometry, such as the Christoffel symbol, curvature
and so on, are translated to language in sheaf theory by Mallios [Mal1,2]. Thus although we will
use them in classical ways, they could be written more abstractly if one prefers.
An affine vector in En is given by (Y 1, Y 2, · · · , Y n) as the Cartesian coordinate system and in
its tangent space TpE
n, the bases are ∂i := ∂/∂Y
i, i = 1, 2, · · · , n, < ∂i,dY j >= δji . Here Latin
indices i, j, k, are for the Cartesian coordinate of En. ΘEn = CωEn⊗REn LnEn . The Riemannian metric
gEn in the euclidean space is given as
gEn = δi,jdY
i ⊗ dY j .
Let the equations Qa(Y 1, Y 2, · · · , Y n) = 0, (a = 1, · · · , d ≡ n − k expre ssa surface of S; the
Pfaffian is expressed by dQa = 0’s and by Frobeni us integrable theorem, there are vector fields
given by the bases ∂α := ∂/∂s
α which are satisfied with
< ∂α,dQ
α˙ >= 0, for ∀α ∀α˙.
Hence the local coordinate of the submanifold is given as (s1, s2, · · · , sk) or (sα). Let us employ
the conventions that the beginning of the Greek (α, β, γ, · · · ) runs from 1 to k and it with dot (α˙,
β˙, γ˙, · · · ) runs form k + 1 to n.
Notation 4.5.
(1) A point p in TS is expressed by the local coordinate (u
µ) := (s1, s2, · · · , sk, qk+1, · · · , qn),
µ = 1, 2, · · · , n wher e (s1, · · · , sk) is a local coordinate of πTSp; We assume that the
beginning of the Greek (α, β, γ, · · · ) runs from 1 to k and they with dot (α˙, β˙, γ˙, · · · ) runs
form k + 1 to n).
(2) Let (uµ) = (sα, qα˙), where the middle part of the Greek (µ, ν, λ, · · · ) run from 1 to n.
(3) eα := ∂α := ∂/∂s
α is a base of ΘS(U). For eα ∈ ι−1S ΘEn(U), eα is expressed by eα = eiα∂i.
(4) Using < eα, e
β >= δβα, e
β ≡ dsβ ∈ Ω1S(U).
(5) eα˙ := ∂α˙ := ∂/∂q
α˙ is a base of ΘS⊥(U). For eα˙ ∈ ι−1S ΘEn(U), eα˙ is expressed by eα˙ =
eiα˙∂i.
(6) Let (ι−1S gEn)(eµ, eν) = δi,je
i
µe
j
ν = gEnµ,ν . Then we have induced metric gTS := iTSgEn
and gS := ι
−1
S gEn . Then we will express gS by the relation,
gS = ι
−1
S (δi,jd(x
i)⊗ d(xj)) = gS,αβdsα ⊗ dsβ,
where
gS,αβ := gS(∂α, ∂β) := ι
−1
S gEn(eα, eβ).
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Proposition 4.6.
Let DS→TS := CωS ⊗i−1
S
Cω
T
(i−1S σTS (DTS ).
(1) For an element P of left DS→TS -module SS→TS , there exists Q ∈ σTSSTS such that P =
Q|qα˙=0, α˙=k+1,··· ,n for a normal coordinate (qα˙, α˙ = k + 1, · · · , n).
(2) For an element P of left DS-module S‖S→TS , there exists Q ∈ SS→TS such that P =
Q|∇SA
TS α˙
=0, α˙=k+1,··· ,n.
(3) ∆S →֒En is uniquely determinded.
Proof. (1) and (2) are obvious from the definition 4.2. Since we tuned ∆S →֒En using ∆S, there is
no multiplicative freedom. From propositoon 4.3 (1), (3) is obvious. 
Proposition 4.7.
An affine vector (coordinate) Y ≡ (Y i) in TS ⊂ En is expressed by,
Y = X+ eα˙q
α˙,
for a certain affine vector X of S.
Proof. By setting X = πTSY, it is obvious. 
For a case of immersion, this expression is not unique but locally unique.
Proposition 4.8.
For U ⊂ TS, the induced metric of TS from En has a direct sum form,
gTS := i
−1
TS
gEn = gT ‖
S
⊕ gT⊥
S
,
where gT⊥
S
is trivial structure. In local coordinate,
gT⊥
S
= δα˙,β˙dq
α˙ ⊗ dqβ˙, g
T
‖
S
= gTSαβds
α ⊗ dsβ,
or for gTSµ,ν := gTS (∂µ, ∂ν)
gTS α˙β˙ = δα˙β˙ , gTS α˙β = gTSαβ˙ = 0,
where ∂µ := ∂/∂u
µ.
In order to prove this proposition and to give a concrete expression of gS‖ using gS and q
a, we
will consider the intrinsic and the extrinsic properties of S ⊂ En e.g., the Weingarten map [E,G].
Proposition 4.9 (intrinsic properties).
We can define the Riemannian connection consisting with this metric gS for θ, ξ ∈ ΘS ,
Dθξ := θξ − gS(θξ, eβ˙)eα˙g˜α˙,β˙TS .
where g˜α˙,β˙TS is the inverse matrix of gTS α˙,β˙ .
Proof. See chapter 12 and 13 in [G]. 
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Proposition 4.10 (Weingarten map).
For a base eα of ΘS and eβ˙ ∈ ι−1S ΘEn , ∂αeβ˙ is an element of ι−1S ΘEn and is expressed by
∂αeβ˙ = γβ˙(∂α) = γ
α˙
β˙α
eα˙ + γ
β
β˙α
eβ , γ
µ
β˙α
:= gS(γβ˙(∂α), e
µ).
−γβ˙ : ΘS → ι−1S ΘEn is called as the Weingarten map.
Proof. See chapter 12 and 13 in [G] and p.162-164 in [E]. 
Proposition 4.11 (Second fundamental Form).
The second fundamental γα˙βα := gS(∂αeβ , eβ˙) is connected with the Weingarten map,
γα˙βα = −gS(eβ , γγα˙αeγ), γα˙βα = −gS,βγγγα˙α.
Proof. [E] Due to gS(eα, eβ˙) = 0 and ∂βgS(eα, eβ˙) = 0, we prove it. 
Lemma 4.12.
There exist the normal vectors eα˙ ∈ ΘS⊥ satisfied with,
∂αeα˙ = γ
β
α˙αeβ .
Proof. Let (γ, e) in proposition 4.11 be rewrite (γ˜, e˜). From the proposition 4.11, the derivative of
a general normal orthonormal base e˜α˙ is given as ∂αe˜α˙ = γ˜
β
α˙αe˜β .+ γ˜
β˙
α˙αe˜β˙ .
From gEn(eα˙, eβ˙) = δa,b, for θ ∈ ΘS(U), i.e., θ = fα∂α at U ⊂ S, gEn(∂αeβ˙ , eα˙) = −gEn(eβ˙ , ∂αeα˙),
we have γ˜β˙α˙α = −γ˜α˙β˙α, and γ˜α˙α˙α ≡ 0 (not summed over α˙). In other words, there are k(n− k)(n−
k−1)/2 degrees of freedom; γ˜α˙
β˙α
for α = 1, · · · , k. Thus we will employ an element G of SO(n−k)
transformation so that
(∂α + γ˜
α˙
β˙α
) = G−1(∂α)G.
It is obvious that the solution of this differential equation locally exists, e.g.,(
eα˙
eβ˙
)
= Gα˙β˙
(
e˜α˙
e˜β˙
)
,
Gα˙β˙ =
(
cos θ − sin θ
sin θ cos θ
)
, θ :=
∫ s1
ds1 γ˜α˙
β˙1
+
∫ s2
ds2 γ˜α˙
β˙2
+ · · ·+
∫ sk
dsk γ˜α˙
β˙k
.
The topological structure of En is simple and the normal bundle of S exists if the submanifold S
is not wild. From the assumptions on S, there is no singularity in S. Thus these solutions globally
exist. This transformation is sometimes called as Hashimoto transformation. 
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Lemma 4.13.
The moving frame of TS , Eµ = π
−1
TS
(∂µ) ∈ ΘTS (µ = 1, · · · , n), is expressed by Eµ = Eiµ∂i ∈
i−1TSΘEn and
Eiα = e
i
α + q
α˙γβα˙αe
i
β , E
i
α˙ = e
i
α˙.
Proof. Using proposition 4.7, direct computation leads this result. 
Proof of Proposition 4.8.
Lemma 4.12 and gTS = E
i
µE
i
µdx
i ⊗ dxi lead the result in proposition 4.8. 
Its inverse matrix is denoted by (EµI).
Corollary 4.14.
(1) The metric in TS is expressed as
g
T
‖
S
= gS + g
(1)
TSq
α˙ + g
(2)
TS(q
α˙)2,
g
T
‖
S
(∂α, ∂β) = gSαβ + [γ
γ
α˙αgSγβ + gSαγγ
γ
α˙β ]q
α˙ + [γδα˙αgSδγγ
γ
β˙β
]qα˙qβ˙ .
(2) gTS := detn×n(gTS ,µ.ν) is gTS = detk×k(gT ‖
S
,α.β
) and
gTS = gS
{
1 + 2trk×k(γαα˙β)q
α˙
+
[
2trk×k(γαα˙β)trk×k(γ
α
β˙β
)− trk×k(γδα˙βγαβ˙δ)
]
qα˙qβ˙ +O(qα˙qβ˙qγ˙) + · · ·
}
.
Example 4.15.
(1) In coordinate, for the case of n = 3, k = 1;
g
T
‖
S
= gS(1− |κC|q3 + |κC|2(q3)2)2,
where κC := γ
3
12+
√−1γ213 is the complex curvature of C. Here κC = κ(s) exp
(√−1∫ s τds)
is also given by the Frenet-Serret curvature κ and torsion τ .
(2) In coordinate, for the case of n = 3, k = 2;
g
T
‖
S
= gS(1− 2Hq3 +K(q3)2)2,
where H := tr(−γα3β)/2 is the mean curvature and K := det(−γα3β) is the Gauss curvature.
(3) In coordinate, for the case of n > 3 and k = 2;
gTS = gS(1 + tr2(γ
α
3β)q
3 + tr2(γ
α
4β)q
4 +K(q3, q4))2.
We will denote
Hα˙−2 := −1
2
tr2(γ
α
α˙β).
We can introduce the ”complex mean curvature” for n = 4 case,
Hc = H1 + iH2.
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Proof. Since g
T
‖
S
= (det(∂αx
i))2, we obtain (1) after calculation of det(∂αx
i) using the fact that
for a 2× 2 matrix A, det(1 +A) = 1 + trA+ detA. Similarly we have (2) and (3). 
Lemma 4.16.
S
‖
S→TS can be expressed by
HomDTS (S
‖
S→TS , CωTS ) = { ψ ∈ CωTS | ∆‖S→TSψ = 0},
where
∆
‖
S→TS = ∆S −
1
4
g˜α˙β˙TS |S
gS
(
trk×k(γαα˙β)
) (
trk×k(γαβ˙β)
)
+
1
2

 g˜α˙β˙TS |S
gS
trk×k(γδα˙βγ
α
β˙δ
)

 .
Proof. From the proposition 4.6, we have ∆S→TS ≡ ∆TS |qα˙=0,α˙=k+1,··· ,n. Proposition 3.19 gives
∆TS = ∇SATS µ(g˜TS )µν∇SATS ν +
1
4
(∂µ log gTS )(∂µg˜
µν
TS
)
+
1
4
g˜µνTS (∂µ∂ν log gTS ) +
1
16
g˜µνTS (∂µ log gTS )(∂ν log gTS ).
Since for n,m ∈ Z, we have the relation ∂nα∂mβ gT ‖
S
≡ ∂nα∂mβ gS modulo qα˙, π∗TS∆S is given by,
π∗TS∆S ≡ ∇SATS α(gTS )αβ∇SATS β
+
1
4
(∂α log gTS )(∂αg
αβ
TS
) +
1
4
gαβTS (∂α∂β log gTS )
+
1
16
gαβTS (∂α log gTS )(∂β log gTS ) modulo q
α˙.
By noting π∗TS∆S |S ≡ ∆S and proposition 4.8 and by computing the remainder of ∆TS − π∗TS∆S,
we obtain
∆S→TS = ∆S +∇SATS α˙(g˜TS )α˙β˙∇SATS β˙ |S −
1
4
g˜α˙β˙TS |S
gS
(
trk×k(γαα˙β)
) (
trk×k(γαβ˙β)
)
+
1
2

 g˜α˙β˙TS |S
gS
trk×k(γδα˙βγ
α
β˙δ
)

 .
From the proposition 4.6 again, we have ∆
‖
S→TS ≡ ∆TS |∇SATS α˙α˙=0,α˙=k+1,··· ,n. 
Proof of Theorem 4.4.
Direct computations of the operator in 4.16 leads us to obtain the theorem 4.4 noting the
examples 4.14. 
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