Effective dynamics for non-reversible stochastic differential equations:
  a quantitative study by Legoll, Frédéric et al.
ar
X
iv
:1
80
9.
10
49
8v
1 
 [m
ath
.PR
]  
27
 Se
p 2
01
8
Effective dynamics for non-reversible stochastic differential
equations: a quantitative study
Fre´de´ric Legoll, Tony Lelie`vre, Upanshu Sharma
September 28, 2018
Abstract
Coarse-graining is central to reducing dimensionality in molecular dynamics, and is typically charac-
terized by a mapping which projects the full state of the system to a smaller class of variables. While
extensive literature has been devoted to coarse-graining starting from reversible systems, not much is
known in the non-reversible setting. In this article, starting with a non-reversible dynamics, we introduce
and study an effective dynamics which approximates the (non-closed) projected dynamics. Under fairly
weak conditions on the system, we prove error bounds on the trajectorial error between the projected
and the effective dynamics. In addition to extending existing results to the non-reversible setting, our
error estimates also indicate that the notion of mean force motivated by this effective dynamics is a good
one.
1 Introduction
Coarse-graining is an umbrella term used for techniques which approximate large and complex systems by
simpler and lower-dimensional ones. Such procedures are fundamental tools in computational statistical
mechanics where an all-atom molecular simulation of a complex system is often unable to access informa-
tion about relevant temporal and/or spatial scales. These techniques are also important from a modelling
perspective as quantities of interest are often described by a smaller class of variables.
Typically, coarse-graining requires scale separation, i.e. the presence of fast and slow scales. In this setting,
as the ratio of fast to slow increases, the fast variables remain at equilibrium with respect to the slow ones,
and therefore the right choice for the coarse-grained variables are the slow ones. Such a situation has been
dealt with via various techniques: the Mori-Zwanzig projection formalism [Gra06, GKS04], Markovian ap-
proximation to Mori-Zwanzig projections [HEVEDB10], averaging techniques [Har07, PS08] and variational
techniques [DLPS17] to name a few. Recently, in [BS13, LVE14], coarse-graining techniques based on com-
mittor functions have been developed for situations where scale separation is absent but for very specific
coarse-graining maps.
As indicated by the literature above and the extensive references therein, the question of qualitative and
quantitative coarse-graining has received wide attention over the years. However the question of deriving
explicit error estimates, especially in the absence of explicit scale separation, is a challenging one. Starting
from a reversible dynamics and a given coarse-graining map, in [LL10, LL12] the authors propose an effective
dynamics which approximates the coarse-grained variables and prove quantitative error estimates comparing
the time marginals of the coarse-grained variables and the effective dynamics. Recently, in [DLP+17], the
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authors generalize the ideas in [LL10, LL12] to a wider setting, including the error estimates on time marginals
starting with the (underdamped) Langevin equation. Although these estimates demonstrate the accuracy
of the effective dynamics, they do not provide any correlation-in-time information which is often crucial in
molecular dynamics, for instance to compute the so-called transport coefficients. A first attempt to address
this was made in [LLO17], where the authors prove trajectorial/pathwise estimates starting from a reversible
dynamics. In [LZ18], the results of [LLO17] were generalized to the case of vectorial and nonlinear reaction
coordinate.
In various situations, one has to introduce non-gradient force fields in the Langevin or overdamped Langevin
dynamics. Examples include non-reversible diffusions introduced to speed up convergence to equilibrium and
in variance reduction techniques [HHMS93, DLP16], and stochastic differential equations (SDEs) coupled
with macroscopic fluid equations used for modelling polymer chains in a flow [O¨tt12, LBL12]. More generally,
the class of non-equilibrium systems falls under this category.
The aim of this work is to study coarse-graining for non-reversible systems. Specifically, we construct
effective dynamics starting from various cases of non-reversible SDEs which admit an invariant measure. We
then extend the ideas of [LLO17] to the non-reversible setting, and thereby prove pathwise error estimates
comparing the slow variables to the effective dynamics.
1.1 Central question
We consider here various cases of non-reversible SDEs which have an invariant measure µ ∈ P(Rd). To start
with, we focus on the simple case of non-gradient drift and identity diffusion matrix
dXt = F (Xt) dt+
√
2 dWt, Xt=0 = X0. (1.1)
Here Xt ∈ Rd is the state of the system, F : Rd → Rd is a non-gradient function, Wt is a d-dimensional
Brownian motion and X0 is the initial state of the system.
In molecular dynamics one is often interested only in part of the state X . This is especially relevant from a
numerical standpoint to reduce the computational complexity of the system. Therefore the aim is to study
approximations of (1.1) in the form of low-dimensional stochastic differential equations (SDEs).
Such an approximation is made possible by a coarse-graining map (also called a reaction coordinate)
ξ : Rd →Mk, with k < d,
where the low-dimensional approximation is t 7→ ξ(Xt) and Mk is a k-dimensional smooth manifold. To
avoid technical details, throughout this article we chooseM = R, and for what follows next make the choice
ξ(x1, . . . , xd) = x1 (see Remarks 2.12 and 3.14 below for generalisations to vector-valued affine coarse-graining
maps). In this case the evolution of ξ(Xt) = X
1
t , called the projected dynamics, is
dX1t = F
1(Xt) dt+
√
2 dBt, (1.2)
where Bt = W
1
t is a 1-dimensional Brownian motion. While (1.2) by construction is an exact projection of
Xt under ξ, it is not closed and requires the knowledge of the full dynamics of Xt. As a result the projected
dynamics (1.2) is as numerically intractable as the original dynamics (1.1).
In [LL10] the authors construct an approximate equation by replacing the coefficients in (1.2) by their
expectation with respect to the invariant measure µ of (1.1), conditioned on the value of X1t . This effective
dynamics reads
dZt = b(Zt) dt+
√
2 dBt, (1.3)
2
with the same Brownian motion and the initial condition Z0 = X
1
0 as in (1.2). The effective drift b : R → R
is given by
b(z) = Eµ
[
F 1(X) |X1 = z] . (1.4)
Here Eµ is the expectation with respect to the measure µ. The central advantage of using the effective
dynamics over the projected dynamics is that it is Markovian and the effective drift can be calculated offline.
A general property of the effective dynamics is that it admits ξ#µ (the image of the measure µ by ξ) as
its invariant measure (see Remark 3.2 below for details). Therefore it is at least consistent in terms of the
stationary state. But we would like to study the dynamic consistency between (1.2) and (1.3).
Using the effective dynamics (1.3) instead of the projected dynamics (1.2) is justified only when b(X1t ) is
a good approximation (in some sense) of F 1(Xt). This of course happens when there is an inherent scale-
separation present in the system so that, on the typical time scale of the slow variable X1t , the full dynamics
Xt samples the invariant measure on the level set {x ∈ Rd; x1 = X1t }. However, as already noted in the
introduction, in this article we work without explicit scale-separation, in the sense that we do not introduce
an explicit parameter ε to accelerate the dynamics of the variables (X2t , . . . , X
d
t ).
We now state the central question of this article: “Can the pathwise difference between the projected dynam-
ics (1.2) and the effective dynamics (1.3) be quantified?”. Before we give an overview of our results which
address this question (see Section 1.3), we first motivate the study of the effective dynamics in the context
of non-reversible systems based on statistical physics considerations.
1.2 Free-energy, mean force and non-equilibrium dynamics
This work is partly motivated by the following general question: is it possible to define a notion of free
energy or mean force for non-reversible (namely non-equilibrium) systems? Let us explain the context.
For the reversible dynamics
dXt = −∇V (Xt) dt+
√
2 dWt
which was considered in [LLO17, LZ18] for example, the invariant measure is
µ(dx) = Z−1 exp(−V (x)) dx
where Z =
∫
Rd
exp(−V (x)) dx is assumed to be finite. Following the procedure described above, the effective
dynamics is
dZt = −A′(Zt) dt+
√
2 dBt
where Bt =W
1
t and
A′(z) = Eµ[∂1V (X) |X1 = z]
is the derivative of the so-called free energy A defined by the relation (up to an irrelevant additive constant)
∀x1 ∈ R, exp(−A(x1)) =
∫
Rd−1
exp
(−V (x1, x2, . . . , xd)) dx2 . . . dxd.
In this context, −A′ is called the mean force and it coincides with minus the derivative of the logarithm
of ξ#µ. The expression exp(−A(z)) dz = ξ#µ is indeed the image of the measure µ by the coarse-graining
map ξ(x1, . . . , xd) = x1. In such a context, it has been shown that the effective dynamics is a good one,
in the sense that the time marginals of Zt are close to the time marginals of X
1
t (see [LL10, DLP
+17]),
and the trajectories of Zt are close to the trajectories of X
1
t (see [LLO17, LZ18]). In these works, the
error is measured in terms of two quantities: (1) a time-scale separation between ξ(Xt) and the remaining
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coordinates, which is measured by the logarithmic-Sobolev inequality constant or the Poincare´ inequality
constant of the conditional measures µ(dx | ξ(x) = z) and (2) the strength of the coupling between ξ(Xt) and
the remaininig coordinates, which is measured by a second-order cross derivative of the potential V . The
question then arises, “How can this be generalized to the non-reversible setting?”. The purpose of this work
is to define a proper notion of mean force for non-reversible dynamics. Let us conclude this section with two
remarks.
First, we emphasize that the notion of free energy is not properly defined for non-equilibrium systems,
because the external force field always brings energy into the system since it is non-conservative. Therefore,
in the context of non-reversible dynamics, it is more reasonable to focus on the notion of mean force (namely
effective drift). The challenge then is to define an effective dynamics with an appropriate effective drift,
which stays close to the original dynamics in some sense.
Second, as an example, consider the simple toy problem on the 2-dimensional torus
dXt = J ∇ψ(Xt) dt+
√
2 dWt
where Wt is the 2-dimensional Brownian motion, J =
(
0 1
−1 0
)
is the canonical symplectic matrix and
ψ : R2 → R is given by ψ(x) := u · x for a constant vector u = (u1, u2)T ∈ R2. In this case, the invariant
measure is the uniform law on the torus. If one considers the coarse-graining map ξ(x1, x2) = x1, the image
of the invariant measure under ξ is the uniform law on the one-dimensional torus, and the derivative of the
logarithm of its density is therefore zero. But it is easy to check that the effective dynamics
dZt =
√
2 dW 1t
is not close in any sense to (X1t )t≥0, which follows the dynamics
dX1t = u2 dt+
√
2 dW 1t .
Thus, taking minus the derivative of the logarithm of ξ#µ as the drift is not a good idea for non-reversible
systems. Instead, following the procedure described above, let us consider
dZt = b(Zt) dt+
√
2 dW 1t ,
where the effective drift b is given by (1.4):
b(z) =
∫ 1
0
∂x2ψ = u2.
Notice that this effective dynamics has the correct invariant measure (namely the uniform law on the torus),
and is actually exact, i.e. Zt = X
1
t for any t ≥ 0. This very simple example motivates the definition (1.4) of
mean force (or effective drift) that we consider in this work.
1.3 Main results
In this article, we consider the following SDE on Rd:
dXt = F (Xt) dt+
√
2Σ(Xt) dWt, Xt=0 = X0, (1.5)
with a drift F : Rd → Rd and a non-degenerate diffusion matrix Σ : Rd → Rd×d′ . Here Wt is the d′-
dimensional Brownian motion and X0 is the initial state. We assume that the coefficients satisfy conditions
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such that (1.5) admits a unique strong solution and an invariant measure µ ∈ P(Rd). Unless explicitly
stated, we choose the coarse-graining map to be a coordinate projection, i.e.
ξ(x1, . . . , xd) = x1.
Based on the difference in the analysis involved, we study the dynamics (1.5) in two cases:
(A) In Section 2, non-conservative drift F and identity diffusion matrix, i.e. Σ = Idd ∈ Rd×d (with Wt a
d-dimensional Brownian motion).
(B) In Section 3, non-conservative drift F and general diffusion matrix Σ : Rd → Rd×d′ (with Wt a d′-
dimensional Brownian motion).
The choice of a scalar linear coarse-graining map is for technical convenience and appropriate generalisations
are discussed in Remarks 2.12 and 3.14 below.
We now state our main results for each of these two cases. We present two error estimates comparing the
projected dynamics X1t and the effective dynamics Zt in each of these cases: an easy-to-prove but weak
estimate, and a more involved strong estimate on
E
[
sup
t∈[0,T ]
∣∣X1t − Zt∣∣2
]
.
1.3.1 Non-conservative drift and identity diffusion
This case was introduced in Section 1.1, with the projected dynamics (1.2) and the effective dynamics (1.3)-
(1.4). Under the assumption that the effective drift b is Lipschitz, we prove two error estimates (see The-
orem 2.2, Remark 2.4 and Proposition 2.7 below for a precise statement): for every T > 0, there exist
constants CW and CS > 0 such that
(weak error estimate) E
[
sup
t∈[0,T ]
∣∣X1t − Zt∣∣2
]
≤ CW κ
2
αPI
,
(strong error estimate) E
[
sup
t∈[0,T ]
∣∣X1t − Zt∣∣2
]
≤ CS κ
2
α2PI
.
Here the constants κ and αPI quantify the “coupling” between the dynamics of Xt and the projected variable
X1t . Specifically, αPI is the constant in the Poincare´ inequality satisfied by the family of conditional invariant
measures µ(· |X1 = x1). The constant κ measures the strength of the interaction between the projected
drift F 1(X) and the fast variables (X2, . . . , Xd). Though there is no explicit scale-separation present, the
terminology of fast and slow variables is inspired by the fact that in practice the coarse-grained variable is
typically the slow one. The constant αPI in the Poincare´ inequality is a way to encode scale separation. Since
we think of αPI as being a large constant, the strong estimate is indeed stronger than the weak estimate.
The constants CW and CS do not depend on κ and αPI.
1.3.2 Non-conservative drift F and general Σ
We now discuss the case of the general SDE (1.5). To present our main results we first need to construct
the effective dynamics. The projected dynamics is
dX1t = F
1(Xt) dt+
√
2 |Σ1|(Xt) dBt, (1.6)
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where Σ1 is the first row of the matrix Σ, |Σ1|2 :=
d′∑
j=1
|Σ1j |2 and Bt is the one-dimensional Brownian motion
defined by
dBt =
d′∑
j=1
Σ1j
|Σ1| (Xt) dW
j
t .
Here W jt is the j-th component of Wt. Following ideas discussed above, we construct the effective dynamics
by averaging the coefficients of (1.6) with respect to the invariant measure conditioned on the first variable,
i.e.
dZt = b(Zt) dt+
√
2 σ(Zt) dBt,
with the initial condition Z0 = X
1
0 and the coefficients b, σ : R → R defined by
b(z) := Eµ
[
F 1(X) |X1 = z] , σ2(z) = Eµ [|Σ1|2(X) |X1 = z] .
Under assumption made precise in Theorem 3.4 below, we prove two error estimates: for every T > 0, there
exist constants CW and CS > 0 such that
(weak error estimate) E
[
sup
t∈[0,T ]
∣∣X1t − Zt∣∣2
]
≤ CW
(
κ2
αPI
+
λ2
αPI
)
,
(strong error estimate) E
[
sup
t∈[0,T ]
∣∣X1t − Zt∣∣2
]
≤ CS
(
κ2
α2PI
+
λ2
αPI
)
.
The constants κ and λ measure the strength of the interaction between the projected coefficients F 1(X),
|Σ1|(X) and the fast variables (X2, . . . , Xd). As before, αPI is the constant in the Poincare´ inequality
satisfied by the family of conditional invariant measures µ(· |X1 = x1). The constants CW and CS do not
depend on κ, λ and αPI. We refer to Proposition 3.6 and Theorem 3.4 below for a precise statement of the
above estimates.
The crucial point to be noted is that, while the second estimate is sharper, in the regime of large αPI both
the weak and strong error estimates scale as O(1/αPI) in this setting (as opposed to the identity diffusion
case). However, we remark that, in the specific case when the projected diffusion coefficient only depends
on the slow variable, i.e. |Σ1| = |Σ1|(x1), then λ = 0 and the strong error estimate is of the order of 1/α2PI
(see Remark 3.10 below for details).
We also point out to Remark 3.12 below where a different strong estimate is proved (see (3.48)), that may
be useful in some situations (see e.g. Remark 3.13).
Table 1 summarizes our estimates in each of the cases.
1.4 Central ingredients of the proof
As discussed in the previous section, in each of the cases studied we prove a weak and a strong error estimate.
We now outline the crucial ideas and differences in the proofs of these estimates, in the simple case of the
identity diffusion matrix discussed in Section 1.1.
Recall that our aim is to estimate the trajectorial error between the dynamics (1.2) of the first coordinate
X1t and the effective dynamics (1.3). For a large class of initial conditions, it is sufficient to consider the case
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Weak error estimate Strong error estimate
F = −∇V , Σ = Id CW κ
2
αPI
CS
κ2
α2PI
general F , Σ = Id CW
κ2
αPI
CS
κ2
α2PI
general F , |Σ1| = |Σ1|(x1) CW κ
2
αPI
CS
κ2
α2PI
general F and Σ CW
(
κ2
αPI
+
λ2
αPI
)
CS
(
κ2
α2PI
+
λ2
αPI
)
Table 1: This table summarizes the upper bound on the pathwise error estimates between the projected and
the effective dynamics E
[
sup
t∈[0,T ]
∣∣X1t − Zt∣∣2
]
, for various choices of coefficients in (1.5), under the assumption
that the effective drift b is Lipschitz. The weak and strong constants CW and CS do not depend on the
Poincare´ constant αPI and the coupling constants λ and κ. The first row gives the results obtained in [LLO17,
Prop. 3 and Lem. 8].
X0 ∼ µ (see Remark 2.5 below for details). Assuming that the effective drift b is Lipschitz with constant Lb,
we can write∣∣X1t − Zt∣∣ ≤ ∣∣∣∣∫ t
0
(
F 1(Xs)− b(X1s )
)
ds
∣∣∣∣+ ∫ t
0
∣∣b(X1s )− b(Zs)∣∣ ds ≤ ∣∣∣∣∫ t
0
f(Xs) ds
∣∣∣∣+ Lb ∫ t
0
∣∣X1s − Zs∣∣ ds,
where f : Rd → R is defined by f(x) := F 1(x)− b(x1). Applying the Young’s inequality we find
E
[
sup
t∈[0,T ]
∣∣X1t − Zt∣∣2
]
≤ 2E
[
sup
t∈[0,T ]
∣∣∣∣∫ t
0
f(Xs) ds
∣∣∣∣2
]
+ 2L2b T E
[∫ T
0
∣∣X1s − Zs∣∣2 ds
]
. (1.7)
If we can appropriately estimate the first term on the right hand side, the required final estimate follows
by applying standard Gronwall-type arguments. The difference in the weak and the strong estimate lies in
the bound on this term. For the weak error estimate, we apply the Cauchy-Schwarz inequality and use the
stationarity assumption X0 ∼ µ, which implies
E
[
sup
t∈[0,T ]
∣∣∣∣∫ t
0
f(Xs) ds
∣∣∣∣2
]
≤ TE
[∫ T
0
|f(Xs)|2 ds
]
= T 2
∫
Rd
|f(x)|2 µ(dx).
Using a Poincare´ inequality to control ‖f‖2L2(µ) (recall that the mean of f vanishes, by definition of b) leads us
to the weak error estimate. While easy to prove, this estimate does not capture classical averaging estimates
even for reversible systems (see [LLO17, Section 7]).
We strengthen this estimate by directly estimating the first term of the right hand side of (1.7) using a
forward-backward martingale method by Lyons and Zhang (see [LZ94] and [KLO12, Section 2.5] for details).
This technique allows us to prove an H−1 bound of the type
E
[
sup
t∈[0,T ]
∣∣∣∣∫ t
0
f(Xs) ds
∣∣∣∣2
]
≤ C(T ) ‖f‖2H−1(µ),
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and the remaining difficulty lies in controlling the H−1-term on the right hand side. Following this procedure
we arrive at a stronger error estimate as compared to the simple estimate described above. For a detailed
explanation of the steps involved, see the steps stated before Lemma 2.9.
While the general philosophy stays the same when dealing with the case of the general non-reversible
SDE (1.5), the non-constant diffusion matrix adds technical complexity in the proof of the stronger es-
timate. For instance, in Lemma 3.5 we prove a crucial inequality on the difference between the projected
and the effective diffusion matrix. Moreover, one has to use an appropriate Riemannian structure based on
the scalar product (u, v)A = u
TAv where A = ΣΣT .
1.5 Comparison with other works and outline of the article
The novelty of this article lies in the following.
1. Mean force for non-reversible systems. As discussed in Section 1.2, the notion of free-energy is not clear
in the non-reversible setting, and therefore we focus on the mean force. The error estimates provided in this
article indicate that the effective drift as defined by (1.4) is a good choice for the mean force for non-reversible
dynamics.
2. In comparison with existing literature. Starting with the Langevin and the overdamped Langevin equa-
tions, estimates comparing time-marginals of the coarse-grained and the effective dynamics have been proved
in [LL10, LL12, DLP+17]. Furthermore in [LLO17, LZ18] pathwise estimates have been proved starting with
reversible dynamics. In this article we study the more general situations of non-reversible SDEs. This implies
some additional difficulties, in particular when using the Lyons-Zhang result to estimate the H−1 norm of f
(see Lemmas 3.5 and 3.7 below).
3. Quantitative estimates and scale-separation. In our main results we present a weak and a strong error
estimate. The strong error estimate can be used to recover classical averaging results under weaker assump-
tions as compared to the literature (see [LLO17, Section 7] and [Pep17] for specific cases). Following these
results, we expect that the proof strategy employed in this article can be used to prove error estimates
for non-reversible SDEs in the presence of explicit scale-separation. An example of such a case is briefly
discussed in Remark 3.13 below. The general study of such systems however remains outside the scope of
this article and is left to future work.
The article is organized as follows. In Section 2 we derive error estimates starting from a non-reversible
SDE with identity diffusion matrix. This is then generalized in Section 3 to a general SDE with non-identity
diffusion matrix.
2 Non-conservative drift and identity diffusion matrix
This section deals with the case of non-gradient drift with identity diffusion matrix discussed in Section 1.1.
In Section 2.1 we present a few preliminaries and set up the system. The main results in this case are
presented in Section 2.2 (see in particular Theorem 2.2), and proved in Section 2.3.
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2.1 Setup of the system
Our aim is to study the following SDE, already introduced in Section 1.1:
dXt = F (Xt) dt+
√
2 dWt, Xt=0 = X0. (2.1)
Assumption 2.1. Throughout this section, we assume that
(A1) (Invariant measure). The dynamics (2.1) admits an invariant measure µ ∈ P(Rd) which has a density
with respect to the Lebesgue measure on Rd. We abuse notation and use µ for the density as well.
Without loss of generality we can assume that µ is of the form
µ(dx) = Z−1e−V (x)dx, (2.2)
where Z is the normalization constant and V satisfies e−V ∈ L1(Rd). This implies that there exists a
vector field c : Rd → Rd such that
F = −∇V + c with div(c µ) = 0. (2.3)
(A2) (Regularity). The drift F belongs to (C∞(Rd))d ∩ (L2(µ))d.
The fact that µ defined in (2.2) is an invariant measure implies the condition (2.3) follows by looking at the
Fokker-Planck equation associated to (2.1) and noting that
0 = div(−µF +∇µ) = div(µ[−F +∇ logµ]) = div(µ[−c+∇V −∇V ]) = − div(c µ),
which yields (2.3).
Let us now recall the effective dynamics in this setting. With the choice of a scalar coordinate projection as
coarse-graining map, i.e. ξ : Rd → R with ξ(x1, . . . , xd) = x1, the projected dynamics ξ(Xt) = X1t is
dX1t = F
1(Xt) dt+
√
2 dBt, (2.4)
where Bt =W
1
t is a 1-dimensional Brownian motion. The effective dynamics we introduce is
dZt = b(Zt) +
√
2 dBt, (2.5)
with the effective drift b : R → R given by (1.4), that is
b(x1) =
∫
Rd−1
F 1(x1, x2d)µx1(dx
2
d).
Here we have used the notation x2d := (x
2, . . . , xd) and µ(· |x1) =: µx1(·) ∈ P(Rd−1) for the conditional
invariant measure conditioned on the first variable. Using the formula (2.2) for µ, the effective drift can
explicitly be written as
b(x1) =
∫
Rd−1
F 1(x1, x2d) e
−V (x1,x2d) dx2d∫
Rd−1
e−V (x
1,x2d) dx2d
.
Throughout this section we assume that the projected and the effective dynamics have the same initial
condition: X10 = Z0.
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We now introduce some notions which are used in the sequel. For a test function h : Rd → R, the infinitesimal
generator for the full dynamics (2.1) is
Lh = F · ∇h+∆h, (2.6)
and the corresponding adjoint operator L⋆ in L2(µ) is
L⋆h = FR · ∇h+∆h, where FR := −∇V − c. (2.7)
Here c and V are as defined in Assumption 2.1, and the subscript in FR is used to indicate that this is the
drift for the time-reversed diffusion process corresponding to (2.6) (see [Fo¨l85] and the proof of Lemma 2.9
below for details). We also need the symmetric part Lsym of the generator L, which is given by
Lsymh :=
1
2
(L+ L⋆)h = −∇V · ∇h+∆h. (2.8)
Furthermore we define the family of operators indexed by z ∈ R
(Lzsymh)(z, x
2
d) = −∇̂V (z, x2d) · ∇̂h(z, x2d) + ∆̂h(z, x2d), (2.9)
where h : Rd → R and the superscript on the differential operators indicates that these operators act on the
variables (x2, . . . , xd), i.e.
∇̂h := (∂2h, . . . , ∂dh)T and ∆̂h :=
d∑
i=2
∂iih. (2.10)
The operator Lx
1
sym can be interpreted as the projection of Lsym onto (x
2, . . . , xd).
2.2 Main result
We now state our central result comparing the projected dynamics (2.4) and the effective dynamics (2.5).
Theorem 2.2. In addition to (A1)-(A2), assume that
(B1) The system starts at equilibrium, i.e. X0 ∼ µ and Z0 = X10 .
(B2) The family of conditional invariant measures µx1 ∈ P(Rd−1) satisfies a Poincare´ inequality uniformly
in x1 with constant αPI: for any x
1 ∈ R and h ∈ H1(Rd−1, µx1), we have∫
Rd−1
(
h(u)−
∫
Rd−1
h(u)µx1(du)
)2
µx1(du) ≤
1
αPI
∫
Rd−1
∣∣∣∇̂h(u)∣∣∣2 µx1(du). (2.11)
(B3) The first component of the drift satisfies ∇̂F 1 ∈ L2(Rd, µ) with
κ2 :=
∫
Rd
∣∣∣∇̂F 1(x)∣∣∣2 µ(dx) <∞.
(B4) The effective drift b is one-sided Lipschitz with constant Lb, i.e.
∀x, y ∈ R, (x− y)(b(x)− b(y)) ≤ Lb|x− y|2. (2.12)
Furthermore the effective drift satisfies
Cb′ :=
∫
R
(
sup
s∈[−|x1|,|x1|]
|b′(s)|
)
µ̂(dx1) <∞, (2.13)
where µ̂ = ξ#µ ∈ P(R) with ξ(x1, . . . , xd) = x1.
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Then, for any T > 0, there exists a constant C = C(T,Cb′ , Lb) such that
E
[
sup
t∈[0,T ]
∣∣X1t − Zt∣∣
]
≤ C κ
αPI
. (2.14)
The proof of this theorem is postponed until Section 2.3.
Remark 2.3. The constant κ can be seen as a measure of the interaction between the dynamics along
the coarse-grained variable X1t and the dynamics on the level-set of the coarse-graining map, which is
characterized by the gradient of F 1 with respect to the remaining variables. Assuming that κ is finite
implies that the dynamics of X1t is sufficiently decoupled from the dynamics of (X
2
t , . . . , X
d
t ). In particular,
if the projected drift F 1 is independent of x2d, then the projected dynamics (2.4) is closed and as a result
the effective dynamics (2.5) is exact. This is seen from the estimate (2.14) since κ = 0 in this case.
The requirement that the effective drift is one-sided Lipschitz is not sufficient to prove a Gronwall-type
estimate, and we additionally require (2.13) to complete the proof (see [LLO17, Section 5] for a detailed
analysis). Note that, if the effective drift is assumed to be Lipschitz, then (2.13) is satisfied.
The central assumption made in Theorem 2.2 (and throughout the rest of this article) is that the conditional
invariant measure satisfies a Poincare´ inequality. In recent years functional inequalities, such as the Log-
Sobolev and the Poincare´ inequalities, have been extensively used to quantify metastability for probability
measures. Assuming that the conditional invariant measure satisfies such an inequality implies that the
invariant measure conditioned on the level sets of the coarse-graining map (in our case x 7→ x1) is easy to
sample from, which is akin to saying that there is no metastability on the level sets of the coarse-graining
map. We refer to [LLO17] for a more detailed discussion.
Remark 2.4. If we replace in Theorem 2.2 the Assumption (B4) by the assumption that b is Lipschitz with
constant Lb, then we can prove an error estimate in the L
2 norm rather than the L1 norm as in (2.14): under
these assumptions, we have
E
[
sup
t∈[0,T ]
∣∣X1t − Zt∣∣2
]
≤ 27 κ
2
α2PI
T eL
2
bT
2
. (2.15)
The proof is based on (1.7), estimate (2.29) below and a Gronwall argument.
Remark 2.5. The stationarity assumption X0 ∼ µ simplifies the analysis, as it implies that Xt ∼ µ for any
t > 0. However, using standard arguments (see for instance [LLO17, Corollary 6]), this assumption can easily
be relaxed to allow for initial conditions which have an L∞-density with respect to the invariant measure,
i.e. dµ0/dµ ∈ L∞(Rd) where µ0 = law(X0). Recent results [Pep17] suggest that this can be generalized to
an even wider class of initial data, but this is outside the scope of this article.
Before we prove Theorem 2.2, we first state a weaker result (see Proposition 2.7 below). To prove this result,
we need the following estimate which controls the difference between the projected and the effective drift in
L2(µ).
Lemma 2.6. Assume that (B2) and (B3) hold. Then∫
Rd
(
F 1(x)− b(x1))2 µ(dx) ≤ κ2
αPI
.
The proof follows by using the disintegration theorem along with the assumptions (B2)-(B3):∫
Rd
(
F 1(x) − b(x1)
)2
µ(dx) =
∫
R
µ̂(dx1)
∫
Rd−1
(
F 1 −
∫
Rd−1
F 1 µx1
)2
µx1 ≤
1
αPI
∫
Rd
∣∣∣∇̂F 1∣∣∣2 µ = κ2
αPI
,
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where µ̂ = ξ#µ ∈ P(R) is the marginal invariant measure corresponding to the coordinate projection onto
the first variable ξ(x) = x1.
Proposition 2.7 (Weak error estimate). In addition to (A1)-(A2), assume that (B1)-(B3) holds and that
the effective drift is one-sided Lipschitz as in (2.12). Then
E
[
sup
t∈[0,T ]
∣∣X1t − Zt∣∣2
]
≤ e
(2Lb+1)T − 1
2Lb + 1
κ2
αPI
. (2.16)
Proof. The proof of this result follows the ideas described in Section 1.4. Applying the Itoˆ’s lemma and
using the one-sided Lipschitz property (2.12) of the effective drift, we find
1
2
(X1t − Zt)2 =
∫ t
0
(X1s − Zs) (b(X1s )− b(Zs)) ds+
∫ t
0
(X1s − Zs) f(Xs) ds
≤
(1
2
+ Lb
)∫ t
0
∣∣X1s − Zs∣∣2 ds+ 12
∫ t
0
|f(Xs)|2ds,
where f : Rd → R is defined by f(x) := F 1(x)−b(x1). Using Gronwall lemma, we find that, for any t ∈ [0, T ],
∣∣X1t − Zt∣∣2 ≤ ∫ t
0
e(2Lb+1)(t−s)|f(Xs)|2 ds.
Using Assumption (B1) which implies that Xt ∼ µ, we obtain
E
[
sup
t∈[0,T ]
∣∣X1t − Zt∣∣2
]
≤ E
[∫ T
0
e(2Lb+1)(T−s) |f(Xs)|2 ds
]
=
e(2Lb+1)T − 1
2Lb + 1
∫
Rd
|f(x)|2 µ(dx).
The estimate (2.16) then follows by using Lemma 2.6.
Remark 2.8 (Improving error for monotonic effective drift). In (2.16), the error grows exponentially in time.
This growth can be improved in certain situations. Consider the case when the effective drift is decreasing
and its derivative is bounded away from zero, i.e. for some λ > 0
b′(z) ≤ −λ.
Using this assumption, we can write
1
2
∣∣X1t − Zt∣∣2 = ∫ t
0
(X1s − Zs)(F 1(Xs)− b(X1s )) ds+
∫ t
0
(X1s − Zs)(b(X1s )− b(Zs)) ds
≤ 1
2C
∫ t
0
∣∣F 1(Xs)− b(X1s )∣∣2 ds+ (C2 − λ
)∫ t
0
∣∣X1s − Zs∣∣2 ds
for any C > 0. Choosing C < 2λ, we then get
∣∣X1t − Zt∣∣2 ≤ C−1 ∫ t
0
∣∣F 1(Xs)− b(X1s )∣∣2 ds, and we obtain a
linear growth in time as opposed to the exponential growth of Proposition 2.7.
2.3 Proof of Theorem 2.2
This section is devoted to the proof of Theorem 2.2 using the following steps:
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• Using an argument due to Lyons and Zhang [LZ94], for any Φ, we estimate E
[
sup
t∈[0,T ]
∣∣∣∣∫ t
0
∇⋆Φ(Xs) ds
∣∣∣∣2
]
in terms of ‖Φ‖L2(µ), where ∇⋆ is the dual of ∇ in L2(µ). This estimate (see Lemma 2.9 below) relies
on a forward-backward martingale argument and the introduction of a Poisson problem corresponding
to the full dynamics.
• Next we make an appropriate choice for Φ such that ∇⋆Φ = f . This requires to introduce an auxiliary
Poisson problem on the variables x2d (see Lemma 2.10 below).
• Finally we use the Gronwall argument introduced in [LLO17, Section 5] for one-sided Lipschitz drifts
to complete the proof.
We now proceed with each of these steps.
Lemma 2.9. Let (Xt)t≥0 be the solution to (2.1) with initial condition distributed according to the equilibrium
measure µ (see Assumption (B1)). Consider a function Φ : Rd → Rd such that Φ ∈ (C∞ ∩ L2(µ))d. Then,
for any T > 0, we have
E
[
sup
t∈[0,T ]
∣∣∣∣∣
∫ t
0
∇⋆Φ(Xs) ds
∣∣∣∣∣
2]
≤ 27
2
T ‖Φ‖2L2(µ), (2.17)
where ∇⋆ is the adjoint of the operator ∇ with respect to the L2(µ) inner product, and is explicitly given by
∇⋆Φ = ∇V · Φ− div Φ. (2.18)
Proof. The proof falls in two steps.
Step 1. For any η > 0, consider the resolvent problem
ηwη − Lsymwη = ∇⋆Φ, (2.19)
where Lsym (defined in (2.8)) is the symmetric part of L. The corresponding variational problem is to find
wη ∈ H1(µ) which solves
∀v ∈ H1(µ), η
∫
Rd
wη v µ+
∫
Rd
∇wη · ∇v µ = −
∫
Rd
Φ · ∇v µ.
Using the Lax-Milgram theorem, this variational problem has a unique solution wη ∈ H1(µ) for any η > 0.
Choosing v = wη, we obtain
η‖wη‖2L2(µ) + ‖∇wη‖2L2(µ) ≤ ‖Φ‖L2(µ)‖∇wη‖L2(µ),
from which we infer that
∀η > 0, ‖∇wη‖L2(µ) ≤ ‖Φ‖L2(µ) and
√
η ‖wη‖L2(µ) ≤ ‖Φ‖L2(µ), (2.20)
which implies that
lim
η→0
η ‖wη‖L2(µ) = 0. (2.21)
Since V , µ and Φ are smooth, wη ∈ C2 by standard elliptic theory.
Step 2. Since wη is sufficiently smooth, using Itoˆ’s lemma, we write that, for any t ∈ [0, T ],
wη(Xt)− wη(X0) =
∫ t
0
Lwη(Xs) ds+
√
2
∫ t
0
∇wη(Xs) · dWs. (2.22)
13
For s ∈ [0, T ], we introduce the time-reversed process
Ys := XT−s.
Since the drift F satisfies Assumption (A2) and law(Xt) = law(X0) = µ, we can use [Fo¨l85] to deduce the
evolution of Ys:
dYs = FR(Ys) ds+
√
2 dW s,
where (W s)0≤s≤T is a d-dimensional Brownian motion and where we recall that FR = −∇V − c. Note that
the generator of the time-reversed process is the adjoint of L in L2(µ) (see (2.7)). Applying Itoˆ’s lemma
again, we write, for any t ∈ [0, T ],
wη(YT )− wη(YT−t) =
∫ T
T−t
L⋆wη(Ys) ds+
√
2
∫ T
T−t
∇wη(Ys) · dW s. (2.23)
Setting
Mt =
∫ t
0
∇wη(Xs) · dWs and M t =
∫ t
0
∇wη(Ys) · dW s,
adding (2.22) and (2.23) and using the definition (2.8) of Lsym, we obtain
0 =
∫ t
0
Lwη(Xs) ds+
∫ T
T−t
L⋆wη(Ys) ds+
√
2 (Mt +MT −MT−t)
=
∫ t
0
Lwη(Xs) ds+
∫ t
0
L⋆wη(YT−s) ds+
√
2 (Mt +MT −MT−t)
=
∫ t
0
Lwη(Xs) ds+
∫ t
0
L⋆wη(Xs) ds+
√
2 (Mt +MT −MT−t)
= 2
∫ t
0
Lsymwη(Xs) ds+
√
2 (Mt +MT −MT−t). (2.24)
The random process (Mt)0≤t≤T is a square-integrable martingale since
E
[∫ T
0
|∇wη|2(Xs) ds
]
=
∫ T
0
∫
Rd
|∇wη|2(x)µ(dx) ds = T ‖∇wη‖2L2(µ) ≤ T ‖Φ‖2L2(µ),
where the first equality follows since Xs ∼ µ and the inequality follows from (2.20). Using Doob’s inequality
followed by Itoˆ’s isometry, we find
E
( sup
t∈[0,T ]
|Mt|
)2 ≤ 4E[∫ T
0
|∇wη|2(Xs) ds
]
≤ 4T ‖Φ‖2L2(µ).
Since law(XT−s) = law(Ys) = µ, a similar estimate holds for (M t)0≤t≤T .
Applying the Young’s inequality to (2.24) and inserting the above estimate, we find
E
[
sup
t∈[0,T ]
∣∣∣∣∫ t
0
Lsymwη(Xs) ds
∣∣∣∣2
]
≤ 3
2
(
E
[
sup
t∈[0,T ]
|Mt|2
]
+ E
[|MT |2]+ E
[
sup
t∈[0,T ]
|M t|2
])
≤ 27
2
T ‖Φ‖2L2(µ). (2.25)
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We are now in position to bound the left hand side of (2.17). Using (2.19), we have, for any ν > 0,∣∣∣∣∫ t
0
∇⋆Φ(Xs) ds
∣∣∣∣2 ≤ (1 + ν) ∣∣∣∣∫ t
0
Lsymwη(Xs) ds
∣∣∣∣2 + (1 + 1ν
) ∣∣∣∣∫ t
0
ηwη(Xs) ds
∣∣∣∣2 ,
and therefore, using (2.25),
E
[
sup
t∈[0,T ]
∣∣∣∣∫ t
0
∇⋆Φ(Xs) ds
∣∣∣∣2
]
≤ (1 + ν)27
2
T ‖Φ‖2L2(µ) +
(
1 +
1
ν
)
E
[
sup
t∈[0,T ]
∣∣∣∣∫ t
0
ηwη(Xs) ds
∣∣∣∣2
]
≤ (1 + ν)27
2
T ‖Φ‖2L2(µ) +
(
1 +
1
ν
)
η2T E
[∫ T
0
w2η(Xs) ds
]
≤ (1 + ν)27
2
T ‖Φ‖2L2(µ) +
(
1 +
1
ν
)
η2T 2 ‖wη‖2L2(µ),
where the second inequality follows from the Cauchy-Schwarz inequality. Taking the limit η → 0, using (2.21)
and next taking the limit ν → 0, we obtain the estimate (2.17). This concludes the proof of Lemma 2.9.
The following lemma discusses the properties of an auxiliary Poisson problem which is useful to find some
Φ such that ∇⋆Φ = f . For this result, we define the function space
H1m(µz) :=
{
v ∈ H1(µz),
∫
Rd−1
v µz = 0
}
.
Lemma 2.10 (Poisson problem on the level sets). Assume that (B2) holds. Consider some function ℓ ∈
C∞(Rd;R) with ℓ(z, ·) ∈ L2(µz) and
∫
Rd−1
ℓ(z, x2d)µz(dx
2
d) = 0 for any z ∈ R. Then, for any z ∈ R, there
exists a unique solution x2d 7→ u(z, x2d) ∈ H1m(µz) to
− (Lzsym)u = ℓ(z, ·) with
∫
Rd−1
u(z, x2d)µz(dx
2
d) = 0, (2.26)
where we recall that Lzsym is defined by (2.9). Furthermore, u is a smooth function which satisfies
∀z ∈ R,
∥∥∥∇̂u∥∥∥2
L2(µz)
≤ 1
αPI
‖ℓ(z, ·)‖2L2(µz). (2.27)
Proof. Using the definition (2.9) of Lzsym, we have, for any sufficiently smooth u : R
d → R and v : Rd−1 → R,
−
∫
Rd−1
(Lzsym)u v µz =
∫
Rd−1
∇̂u(z, ·) · ∇̂v µz.
Therefore, the variational problem corresponding to (2.26) is to find u(z, ·) ∈ H1m(µz) which solves
∀v ∈ H1m(µz),
∫
Rd−1
∇̂u(z, ·) · ∇̂v µz =
∫
Rd−1
ℓ(z, ·) v µz. (2.28)
The coercivity of the bounded bilinear form on the left hand side follows from Assumption (B2). The
above right hand side is well-defined since, for any v ∈ H1m(µz) and ℓ ∈ L2(µz), we have
∣∣(ℓ, v)µz ∣∣ ≤
‖ℓ‖L2(µz)‖v‖L2(µz) ≤ C. Using the Lax-Milgram theorem, the variational problem (2.28) therefore admits a
unique solution.
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Since ℓ and V are smooth, it follows from standard elliptic theory that u(z, ·) is smooth for any z ∈ R.
Choosing v = u(z, ·) in (2.28) and using (2.11), we get∫
Rd−1
∣∣∣∇̂u(z, ·)∣∣∣2 µz = ∫
Rd−1
ℓ(z, ·)u(z, ·)µz ≤ ‖ℓ(z, ·)‖L2(µz)‖u(z, ·)‖L2(µz)
≤ 1√
αPI
‖ℓ(z, ·)‖L2(µz)
∥∥∥∇̂u(z, ·)∥∥∥
L2(µz)
,
and therefore (2.27) follows.
We now combine Lemmas 2.9 and 2.10 to prove Theorem 2.2.
Proof of Theorem 2.2. We wish to compare X1t and Zt which respectively solve
dX1t = b(X
1
t ) dt+
√
2 dBt + f(Xt) dt,
dZt = b(Zt) dt+
√
2 dBt,
with f(x) = F 1(x) − b(x1). Under Assumption (B4), we are in position to use [LLO17, Lemma 12] and we
thus get that
E
[
sup
t∈[0,T ]
∣∣X1t − Zt∣∣
]
≤ C(T,Cb′ , Lb)
(
E
[
sup
t∈[0,T ]
∣∣∣∣∫ t
0
f(Xs) ds
∣∣∣∣2
])1/2
.
In what follows, we show that
E
[
sup
t∈[0,T ]
∣∣∣∣∫ t
0
f(Xs) ds
∣∣∣∣2
]
≤ 27
2
T
κ2
α2PI
, (2.29)
which yields (2.14).
By definition of b (see (1.4)), the function f belongs to C∞(Rd;R) with
∫
Rd−1
f(z, ·)µz = 0 for any z ∈ R.
Using Lemma 2.6, we additionally have f(z, ·) ∈ L2(µz). Therefore we can make the choice ℓ = f in
Lemma 2.10, which implies that there exists a unique solution to
−(Lx1sym)u = f(x1, ·) with
∫
Rd−1
u(x1, x2d)µx1(dx
2
d) = 0, (2.30)
in the sense of Lemma 2.10. Integrating (2.27) with respect to µ̂(dz) and using Lemma 2.6, we obtain that∥∥∥∇̂u∥∥∥2
L2(µ)
≤ 1
αPI
‖f‖2L2(µ) ≤
κ2
α2PI
. (2.31)
Next, we make the choice Φ =
(
0, ∇̂u
)T
: Rd → Rd in Lemma 2.9, which is a valid choice since u is smooth
and ∇̂u ∈ (L2(µ))d by (2.31). In this case, using (2.30), we compute that
−∇⋆Φ = −∇̂u · ∇̂V + ∆̂u = (Lx1sym)u = −f(x1, ·),
where Lzsym is defined in (2.9) and ∇⋆ is defined in (2.18). Therefore, with this choice in (2.17) and us-
ing (2.31), we get
E
[
sup
t∈[0,T ]
∣∣∣∣∣
∫ t
0
f(Xs) ds
∣∣∣∣∣
2]
≤ 27
2
T
∥∥∥∇̂u∥∥∥2
L2(µ)
≤ 27
2
T
κ2
α2PI
.
This completes the proof of the claim (2.29) and thus of Theorem 2.2.
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So far we have discussed bounds on the pathwise error between the projected and the effective dynamics. In
the following remark we present error estimates on time marginals.
Remark 2.11 (Time-marginal estimates). Theorem 2.2 estimates the pathwise error between the projected
and the effective dynamics. Using ideas of [LL10, DLP+17], we can also estimate the time-marginal error in
relative entropy. We assume that law(X10 ) = law(Z0) and that the family of conditional invariant measures
µx1 satisfy a Log-Sobolev inequality with constant αLSI (as opposed to the weaker Poincare´ inequality
assumed in Theorem 2.2). Then, repeating the arguments as in [LL10, DLP+17], we obtain that there exists
a constant C (which only depends on the L∞ norm of ∇̂F 1) such that
∀t > 0, H (law(X1t ) | law(Zt)) ≤ Cα2LSI
(
H (law(X0) |µ)−H (law(Xt) |µ)
)
,
where, for any two probability measures ζ, η ∈ P(R) with f := dζ/dη, the relative entropy is defined by
H (ζ | η) :=
∫
R
f log f dη. This gives another way to assess the accuracy of the effective dynamics.
Until now, we have focussed on SDEs with scalar coordinate projections as the coarse-graining mapping. In
the following remark we discuss generalisations to vector-valued affine coarse-graining maps.
Remark 2.12. Consider the SDE (2.1), that is
dXt = F (Xt) dt+
√
2 dWt, Xt=0 = X0,
and the case of a vectorial affine coarse-graining map ξ : Rd → Rk with ξ(x) = Tx + τ , where τ ∈ Rk and
T ∈ Rk×d has full rank. With the notation X̂t := ξ(Xt) and under the convention [∇ξ]ij = ∂ξi
∂xj
for any
1 ≤ i ≤ k and 1 ≤ j ≤ d, the projected dynamics is
dX̂t = (∇ξ F )(Xt) dt+
√
2 Σ̂ dBt,
where the diffusion matrix Σ̂2 := ∇ξ∇ξT = TTT is a constant Rk×k matrix and Bt is a k-dimensional
Brownian motion given by dBt = (Σ̂)
−1∇ξ dWt.
The corresponding effective dynamics is
dZt = b(Zt) dt+
√
2 Σ̂ dBt,
with the effective drift b : Rk → Rk given by (compare with (1.4))
∀z ∈ Rk, b(z) :=
∫
ξ−1(z)
(∇ξ F )(y)µz(dy).
As before µ(· | ξ(x) = z) =: µz(·) ∈ P(ξ−1(z)) is the family of conditional invariant measures associated with
µ and ξ. We assume that
1. The system starts at equilibrium, i.e. X0 ∼ µ.
2. The family of measures µz ∈ P(ξ−1(z)) satisfies a Poincare´ inequality uniformly in z ∈ Rk with constant
αPI, in the sense that, for any z ∈ Rk and h : ξ−1(z)→ R for which the right hand side below is finite,
we have ∫
ξ−1(z)
(
h−
∫
ξ−1(z)
hµz(dy)
)2
µz(dy) ≤
1
αPI
∫
ξ−1(z)
|∇zh|2 µz(dy),
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where ∇z is the surface gradient on the level set ξ−1(z) given by
∇z :=
Idd− ∑
1≤i,j≤k
(Σ̂−1)ij∇ξi ⊗∇ξj
∇. (2.32)
3. The effective drift b is Lipschitz with constant Lb.
4. The projected drift satisfies ∇z(∇ξ F )i ∈ L2(Rd, µ) for any 1 ≤ i ≤ k, with
κ2 :=
k∑
i=1
∫
Rd
|∇z(∇ξ F )i|2 µ <∞.
Then we have
E
[
sup
t∈[0,T ]
∣∣X1t − Zt∣∣2
]
≤ C(T, Lb) κ
2
α2PI
. (2.33)
The proof of (2.33) is a straightforward generalisation of the proof of Theorem 2.2, using Remark 2.4.
3 Non-conservative drift and general diffusion matrix
In this section we focus on the SDE
dXt = F (Xt) dt+
√
2Σ(Xt) dWt, Xt=0 = X0. (3.1)
Here the drift F is a function from Rd to Rd, the non-identity diffusion matrix Σ is a function from Rd to
R
d×d′ and Wt is a d
′-dimensional Brownian motion. In what follows, we use the notation
A := ΣΣT ∈ Rd×d. (3.2)
In Section 3.1, we set up the system. The main results are presented in Section 3.2 and proved in Section 3.3.
3.1 Setup of the system
Assumption 3.1. Throughout this section we assume that
(C1) (Invariant measure). The SDE (3.1) admits an invariant measure µ ∈ P(Rd) which has a density with
respect to the Lebesgue measure on Rd. As in Section 2.1, we abuse notation and denote the density
by µ. Without loss of generality we can assume that µ is of the form
µ(dx) = Z−1e−V (x)dx, (3.3)
where Z is the normalization constant and V satisfies e−V ∈ L1(Rd). This implies that there exists a
vector field c : Rd → Rd such that
F = −A∇V + divA+ c with div(c µ) = 0. (3.4)
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(C2) (Regularity). The coefficients F and Σ ∈ C∞ are Lipschitz. Furthermore, for any x ∈ Rd, the diffusion
matrix A(x) = Σ(x)ΣT (x) is positive-definite.
The fact that (3.3) implies (3.4) follows by studying the Fokker-Planck equation associated to (3.1) and
noting (using the Einstein’s summation notation) that
0 = ∂i
(− µF i + ∂j(Aijµ)) = ∂i(µ[−F i + ∂jAij +Aij∂j logµ])
= ∂i
(
µ[Aij∂jV − ∂jAij − ci + ∂jAij +Aij∂j logµ]
)
= −∂i
(
ci µ
)
.
The projected variable X1t satisfies
dX1t = F
1(Xt) dt+
√
2 |Σ1|(Xt) dBt, (3.5)
where |Σ1|2 :=
d′∑
j=1
|Σ1j |2 and Bt is the one-dimensional Brownian motion defined by
dBt =
d′∑
j=1
Σ1j
|Σ1| (Xt) dW
j
t .
Here W jt is the j-th component of Wt. Using the same approach as in Section 2, we build the effective
dynamics by taking the conditional expectation of the projected coefficients with respect to the invariant
measure. We thus define the effective dynamics as
dZt = b(Zt) dt+
√
2 σ(Zt) dBt, (3.6)
with coefficients b, σ : R → R given by
b(x1) :=
∫
Rd−1
F 1(x1, x2d)µx1(dx
2
d) and σ
2(x1) :=
∫
Rd−1
|Σ1|2(x1, x2d)µx1(dx2d), (3.7)
where µx1 ∈ P(Rd−1) is the family of conditional measures conditioned on the first variable. Throughout this
section, we assume that the projected and the effective dynamics have the same initial condition: X10 = Z0.
In the following remark we discuss the invariant measure of the effective dynamics (3.6).
Remark 3.2 (Stationary measure of the effective dynamics). Consider the coarse-grainingmap ξ(x1, . . . , xd) =
x1 and let ξ#µ ∈ P(R) be the push-forward of the invariant measure under ξ. We show that ξ#µ is the
invariant measure of the effective dynamics, i.e. Zt ∼ ξ#µ for any t if Z0 ∼ ξ#µ. To show this, we define
ζt := law(ξ(Xt)), which evolves according to (see [Gyo¨86])
∂tζ = ∂z
(
b̂ ζ
)
+ ∂2z
(
σ̂2 ζ
)
,
with coefficients
∀t ≥ 0, ∀x1 ∈ R, b̂(t, x1) = E [F 1(Xt) | ξ(Xt) = x1] and σ̂2(t, x1) := E [|Σ1|2(Xt) | ξ(Xt) = x1] .
Assume that the full system starts at equilibrium: X0 ∼ µ, and thereforeXt ∼ µ. As a result, b̂(t, x1) = b(x1)
and σ̂2(t, x1) = σ2(x1), where b and σ2 are defined by (3.7). This implies that ζt and the law of Zt satisfy
the same Fokker-Planck equation, with the same initial condition, and thus that, for any t, law(Zt) = ζt. In
addition, since Xt ∼ µ, we have ξ(Xt) ∼ ξ#µ for any t and thus ζt = ξ#µ. We hence get that law(Zt) = ξ#µ
for any time t. Using this argument it follows that, starting with an SDE with invariant measure µ and any
(possibly nonlinear) coarse-graining map ξ, the corresponding effective dynamics has ξ#µ as an invariant
measure.
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We now introduce some notions that we need to prove our main results. For a test function h : Rd → R, the
generator for the full dynamics (3.1) is
Lh = F · ∇h+A : ∇2h,
where ∇2 is the Hessian, M : N = tr(MTN) is the Frobenius inner product for matrices, and A is defined
by (3.2). The following lemma characterizes the adjoint operator of L in L2(µ).
Lemma 3.3. The adjoint operator L⋆ of L in L2(µ) is
L⋆h = FR · ∇h+A : ∇2h,
with FR := −A∇V + divA− c, where c is defined in (3.4).
Proof. Using the characterisation (3.4) and integration by parts, we write, for any test functions u and v,
that
(Lu, v)L2(µ) =
∫ (
F i∂iu+A
ij∂iju
)
v µ
=
∫
∂iu
(
(∂jA
ij) v µ− Aij(∂jV ) v µ+ ci v µ− (∂jAij) v µ−Aij(∂jv)µ+Aij(∂jV ) v µ
)
=
∫
∂iu
(
ci v µ−Aij(∂jv)µ
)
=
∫
u
(
− ∂i(ciµ) v − ci (∂iv)µ+ (∂iAij)(∂jv)µ+Aij(∂ijv)µ−Aij(∂jv)(∂iV )µ
)
=
∫
u
(
FR · ∇v +A : ∇2v
)
µ
= (u, L⋆v)L2(µ),
where we have used Einstein’s summation notation.
The subscript in FR is to indicate that this is the drift for the time-reversed diffusion process corresponding
to (3.1) (see [HP86, Theorem 2.1] and the proof of Lemma 3.7 below for details). We also need the symmetric
part Lsym of the generator L:
Lsymh :=
1
2
(L+ L⋆)h = Fsym · ∇h+A : ∇2h, with Fsym = −A∇V + divA. (3.8)
The operator Lsym is symmetric in L
2(µ) and satisfies, for any test functions u and v, that
(Lsymu, v)L2(µ) =
∫ (
F isym∂iu+A
ij∂iju
)
v µ
=
∫
∂iu
(
(∂jA
ij) v µ−Aij(∂jV ) v µ− (∂jAij) v µ−Aij(∂jv)µ+Aij(∂jV ) v µ
)
= −
∫
(∇v) · A∇uµ. (3.9)
We next define Π : Rd → Rd×d by
Π := Idd− 1
A11
e1 ⊗ (Ae1) =
0 − (A1,2:d)TA11
0 Idd−1
 ,
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where Idd is the d-dimensional identity matrix, e
1 := (1, 0, . . . , 0)T ∈ Rd and A1,2:d := (A21, . . . , Ad1)T ∈
R
d−1. Recall that, for any vectors u, v and w in Rd, we have (u ⊗ v)w = (v · w)u. It is easy to verify that
Π is the orthogonal projection onto the orthogonal of span{e1} for the scalar product (u, v)A = uTAv. In
particular, when A is a diagonal matrix, Π is the orthogonal projection for the Euclidean scalar product
onto span{e2, . . . , ed}, where ei is the i-th vector of the canonical basis of Rd. We refer to [LZ18, Section
2.1] for a detailed analysis of this operator. Using the symmetry of A, it follows that the first row and the
first column of the matrix AΠ are equal to zero. We can therefore write
AΠ =
(
0 0
0 B
)
with B := A2:d,2:d − 1
A11
A1,2:d ⊗A1,2:d ∈ R(d−1)×(d−1), (3.10)
where A2:d,2:d is the submatrix of A without the first row and the first column. Since A is symmetric and
positive-definite, we observe that B is also symmetric and positive-definite.
The operator Lsym can also be written as Lsymh = −A∇V ·∇h+div(A∇h). We next define the family Lzsym
of operators indexed by z ∈ R: for any test function h : Rd → R,
(Lzsymh)(z, x
2
d) := −(AΠ)(z, x2d)∇V (z, x2d) · ∇h(z, x2d) + div
[
AΠ(z, x2d)∇h(z, x2d)
]
. (3.11)
Note that, in the case A = Idd, we recover the definition (2.9). Using (3.10), we see that
(Lzsymh)(z, x
2
d) =
d∑
i,j=2
(
−Bij(z, x2d) ∂iV (z, x2d) ∂jh(z, x2d) + ∂iBij(z, x2d) ∂jh(z, x2d) +Bij(z, x2d) ∂ijh(z, x2d)
)
.
The operator Lzsym can be interpreted as the projection (with respect to the scalar product induced by the
matrix A) of the full generator Lsym onto R
d−1, for any fixed z ∈ R. Note that, for any z ∈ R, the operator
Lzsym is self-adjoint in L
2(µz) with, for any test functions u, v : R
d−1 → R,
−
∫
Rd−1
(Lzsymu) v µz =
d∑
i,j=2
∫
Rd−1
Bij ∂iu ∂jv µz =
∫
Rd−1
∇̂v · B∇̂uµz. (3.12)
In what follows, we use the notation ∇̂ for the gradient on Rd−1, i.e. ∇̂h = (∂2h, . . . , ∂dh)T for any h : Rd → R,
and the notations
|v|2A := vTAv, |w|2B := wTBw (3.13)
for any vector v ∈ Rd and any vector w ∈ Rd−1, where we recall that the matrices A ∈ Rd×d and B ∈
R
(d−1)×(d−1) are defined by (3.2) and (3.10), respectively.
3.2 Main result
We now state the main result comparing the projected dynamics (3.5) and the effective dynamics (3.6).
Theorem 3.4. In addition to (C1)-(C2), assume that
(D1) The system starts at equilibrium, i.e. X0 ∼ µ and Z0 = X10 .
(D2) The family of conditional invariant measures µx1 ∈ P(Rd−1) and the Dirichlet form induced by Lx
1
sym
satisfy a Poincare´ inequality, uniformly in x1 ∈ R, with constant αPI: for any x1 ∈ R and any
h : Rd−1 → R for which the right hand side below is finite, we assume that∫
Rd−1
(
h−
∫
Rd−1
hµx1
)2
µx1 ≤
1
αPI
∫
Rd−1
∣∣∣∇̂h∣∣∣2
B
µx1 , (3.14)
where we recall that the notation |·|B is defined by (3.13).
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(D3) The effective coefficient b (resp. σ) is Lipschitz with constant Lb (resp. Lσ). Furthermore the projected
and the effective diffusion coefficients satisfy
∣∣Σ1∣∣ ∈ L2(µ) and σ ∈ L2(ξ#µ) respectively, with ξ(x) =
x1.
(D4) The projected coefficients satisfy
∣∣∣∇̂F 1∣∣∣
B
∈ L2(µ) and
∣∣∣∇̂ ∣∣Σ1∣∣∣∣∣
B
∈ L2(µ) with
κ2 :=
∫
Rd
∣∣∣∇̂F 1∣∣∣2
B
µ <∞, λ2 :=
∫
Rd
∣∣∣∇̂ ∣∣Σ1∣∣∣∣∣2
B
µ <∞.
Then we have
E
[
sup
t∈[0,T ]
∣∣X1t − Zt∣∣2
]
≤ eCT
(
54T
κ2
α2PI
+ 64T
λ2
αPI
)
, (3.15)
where C = max{4Lb, 32L2σ}.
The proof of this theorem is postponed until Section 3.3.
Note that, in contrast to Theorem 2.2, we have assumed here that b is Lipschitz, and not only one-sided
Lipschitz. We comment further on this in Remark 3.9 below. Note also that, in the simpler case A1,2:d =
0, i.e. A =
(
A11 0
0 A2:d,2:d
)
, we have B = A2:d,2:d (recall the definition (3.10)). In this setting, the
assumption (3.14) follows from the usual Poincare´ inequality (2.11) if A is uniformly positive definite, i.e.
there exists ε > 0 such that A(x) ≥ ε Idd for every x ∈ Rd.
As in Section 2.2, we first present a weaker error estimate which is easier to prove (see Proposition 3.6 below).
To prove this result, we need the following lemma which controls the difference between the projected and
the effective coefficients.
Lemma 3.5. Assume that (D2) and (D4) hold. Then we have∫
Rd
(
F 1(x) − b(x1))2 µ(dx) ≤ κ2
αPI
,
∫
Rd
(|Σ1|(x) − σ(x1))2 µ(dx) ≤ 2 λ2
αPI
.
Proof. The proof of the first inequality follows as in Lemma 2.6. For the second inequality, we note that∫
Rd−1
(|Σ1|(x1, x2d)− σ(x1))2 µx1(dx2d) = 2σ2(x1)− 2σ(x1)∫
Rd−1
|Σ1|(x1, x2d)µx1(dx2d)
≤ 2σ2(x1)− 2
[∫
Rd−1
|Σ1|(x1, x2d)µx1(dx2d)
]2
= 2
∫
Rd−1
[
|Σ1|(x1, x2d)−
∫
Rd−1
|Σ1|(x1, x2d)µx1(dx2d)
]2
µx1(dx
2
d)
≤ 2
αPI
∫
Rd−1
∣∣∣∇̂|Σ1|(x1, x2d)∣∣∣2
B
µx1(dx
2
d).
Here the first inequality follows from the Cauchy-Schwarz inequality and the second inequality follows from
Assumption (D2). The result then follows by using the disintegration theorem and Assumption (D4).
Proposition 3.6 (Weak error estimate). In addition to (C1)-(C2), assume that (D1)-(D4) hold. Then we
find
E
[
sup
t∈[0,T ]
∣∣X1t − Zt∣∣2
]
≤ eCT
(
4T 2
κ2
αPI
+ 64T
λ2
αPI
)
, (3.16)
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where C = max{4Lb, 32L2σ}.
Proof. Using the projected dynamics (3.5) and the effective dynamics (3.6), we write that
X1s − Zs =
∫ s
0
(
F 1(Xr)− b(X1r )
)
dr +
∫ s
0
(
b(X1r )− b(Zr)
)
dr
+
√
2
∫ s
0
(|Σ1|(Xr)− σ(X1r )) dBr +√2∫ s
0
(
σ(X1r )− σ(Zr)
)
dBr.
Introducing the functions f, g : Rd → R defined by f(x) = F 1(x) − b(x1) and g(x) = |Σ1|(x) − σ(x1), and
using Young’s inequality, we obtain that, for any t ∈ [0, T ],
E
[
sup
s∈[0,t]
∣∣X1s − Zs∣∣2
]
≤ 4E
[
sup
s∈[0,t]
∣∣∣∣∫ s
0
f(Xr) dr
∣∣∣∣2
]
+ 4E
[
sup
s∈[0,t]
∣∣∣∣∫ s
0
(
b(X1r )− b(Zr)
)
dr
∣∣∣∣2
]
+ 8E
[
sup
s∈[0,t]
∣∣∣∣∫ s
0
g(Xr) dBr
∣∣∣∣2
]
+ 8E
[
sup
s∈[0,t]
∣∣∣∣∫ s
0
(
σ(X1r )− σ(Zr)
)
dBr
∣∣∣∣2
]
. (3.17)
We successively estimate the four terms of the right hand side of (3.17). The last term is estimated by using
the Doob’s inequality followed by Itoˆ isometry:
E
[
sup
s∈[0,t]
∣∣∣∣∫ s
0
(
σ(X1r )− σ(Zr)
)
dBr
∣∣∣∣2
]
≤ 4E
[∣∣∣∣∫ t
0
(
σ(X1r )− σ(Zr)
)
dBr
∣∣∣∣2
]
= 4E
[∫ t
0
∣∣σ(X1r )− σ(Zr)∣∣2 dr]
≤ 4L2σ E
[∫ t
0
∣∣X1r − Zr∣∣2 dr]
≤ 4L2σ E
[∫ t
0
sup
τ∈[0,r]
∣∣X1τ − Zτ ∣∣2 dr
]
. (3.18)
We now estimate the second term of (3.17) as follows:
E
[
sup
s∈[0,t]
∣∣∣∣∫ s
0
(
b(X1r )− b(Zr)
)
dr
∣∣∣∣2
]
≤ E
[
sup
s∈[0,t]
(∫ s
0
∣∣b(X1r )− b(Zr)∣∣ dr)2
]
≤ L2b E
(∫ t
0
sup
τ∈[0,r]
∣∣X1τ − Zτ ∣∣ dr
)2 . (3.19)
The first and third terms in (3.17) are estimated by using Lemma 3.5 along with the stationarity assumption
X0 ∼ µ, which gives, using Cauchy Schwarz and Doob’s inequalities, that
E
[
sup
s∈[0,t]
∣∣∣∣∫ s
0
f(Xr) dr
∣∣∣∣2
]
≤ E
[
sup
s∈[0,T ]
∣∣∣∣∫ s
0
f(Xr) dr
∣∣∣∣2
]
≤ T E
[∫ T
0
|f(Xr)|2 dr
]
= T 2
∫
Rd
f2 µ ≤ T 2 κ
2
αPI
, (3.20)
and
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E[
sup
s∈[0,t]
∣∣∣∣∫ s
0
g(Xr) dBr
∣∣∣∣2
]
≤ 4E
∣∣∣∣∣
∫ T
0
g(Xr) dBr
∣∣∣∣∣
2

= 4E
[∫ T
0
|g(Xr)|2 dr
]
= 4T
∫
Rd
g2 µ ≤ 8T λ
2
αPI
. (3.21)
Collecting (3.17), (3.18), (3.19), (3.20) and (3.21), we obtain that
E
[
sup
s∈[0,t]
∣∣X1s − Zs∣∣2
]
≤ Cf,g + φ(t), (3.22)
where Cf,g := 4T
2 κ
2
αPI
+ 64T
λ2
αPI
and
φ(t) := 4L2b E
(∫ t
0
sup
τ∈[0,r]
∣∣X1τ − Zτ ∣∣ dr
)2+ 32L2σ E
[∫ t
0
sup
τ∈[0,r]
∣∣X1τ − Zτ ∣∣2 dr
]
.
SinceX1t and Zt are continuous-time stochastic processes, we can interchange expectation and time-derivative
and compute that
dφ
dt
= 8L2b E
[(
sup
s∈[0,t]
∣∣X1s − Zs∣∣
)(∫ t
0
sup
τ∈[0,r]
∣∣X1τ − Zτ ∣∣ dr
)]
+ 32L2σ E
[
sup
s∈[0,t]
∣∣X1s − Zs∣∣2
]
≤ 8L2b
[
E
[
sup
s∈[0,t]
∣∣X1s − Zs∣∣2
]]1/2 E
(∫ t
0
sup
τ∈[0,r]
∣∣X1τ − Zτ ∣∣ dr
)21/2 + 32L2σ E
[
sup
s∈[0,t]
∣∣X1s − Zs∣∣2
]
.
Using (3.22), we deduce that
dφ
dt
≤ 8L2b
√
φ(t)
4L2b
√
Cf,g + φ(t) + 32L
2
σ
(
Cf,g + φ(t)
) ≤ C˜ (Cf,g + φ(t)) ,
where C˜ := max{4Lb, 32L2σ}. Using the Gronwall lemma, we find that, for any t ∈ [0, T ],
φ(t) ≤
(
eC˜t − 1
)
Cf,g ≤
(
eC˜T − 1
)
Cf,g.
Substituting into (3.22), we get
E
[
sup
s∈[0,t]
∣∣X1s − Zs∣∣2
]
≤ eC˜TCf,g,
which is the claimed estimate (3.16). This concludes the proof of Proposition 3.6.
3.3 Proof of Theorem 3.4
In this section, we prove Theorem 3.4. The main challenge (as in Section 2.3) is to prove a sharper estimate
on
E
[
sup
t∈[0,T ]
∣∣∣∣∫ t
0
f(Xs) ds
∣∣∣∣2
]
,
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which, in the weak estimate of Proposition 3.6, is controlled by ‖f‖L2(µ) (see (3.20)). The strategy of the
proof mirrors that used for the case of identity diffusion matrix (see the beginning of Section 2.3): (1) use
an argument due to Lyons-Zhang to estimate expectations of the type E
[
sup
t∈[0,T ]
∣∣∣∣∫ t
0
∇⋆(AΦ(Xs)) ds
∣∣∣∣2
]
,
(2) make an appropriate choice for Φ such that ∇⋆(AΦ) = f , and (3) complete the proof with a Gronwall
argument.
We point out that, ideally, one would like to also strengthen in a similar way the estimate on E
[
sup
t∈[0,T ]
∣∣∣∣∫ t
0
g(Xs) ds
∣∣∣∣2
]
which appears in the proof, see (3.21). However, repeating for this term the same arguments as the ones
described above seems challenging (see Remark 3.11 for more details).
In the following two lemmas, we focus on the first two steps described above. In Lemma 3.7, we apply the
Lyons-Zhang argument to our case and in Lemma 3.8, we solve an auxiliary Poisson problem on the level
sets required for the final result. We need the function spaces
L2(µ,A) :=
{
h : Rd → Rd,
∫
Rd
|h|2A µ <∞
}
, H1(µ,A) :=
{
h ∈ L2(µ),
∫
Rd
|∇h|2A µ <∞
}
,
endowed with the respective norms
‖h‖2L2(µ,A) := ‖ |h|A ‖2L2(µ), ‖h‖2H1(µ,A) := ‖h‖2L2(µ) + ‖ |∇h|A ‖2L2(µ),
where we recall that the notation | · |A is defined by (3.13).
Lemma 3.7. Let (Xt)t≥0 be the solution to (3.1) with initial condition distributed according to the equilibrium
measure µ (see Assumption (D1)). Consider a function Φ : Rd → Rd such that Φ ∈ (C∞)d∩L2(µ,A). Then,
for any T > 0, we have
E
[
sup
t∈[0,T ]
∣∣∣∣∣
∫ t
0
∇⋆(AΦ(Xs)) ds
∣∣∣∣∣
2]
≤ 27
2
T ‖ |Φ|A ‖2L2(µ). (3.23)
Here ∇⋆ is the adjoint of the operator ∇ with respect to the L2(µ) inner product, and satisfies
∇⋆(AΦ) = ∇V ·AΦ− div(AΦ) =
d∑
i=1
∂iV (AΦ)
i − ∂i(AΦ)i.
Proof. The proof falls in two steps.
Step 1. For any η > 0, consider the resolvent problem
ηwη − Lsymwη = ∇⋆(AΦ), (3.24)
where Lsym, defined by (3.8), is the symmetric part of L. Using (3.9), we see that the corresponding
variational problem is to find wη ∈ H1(µ,A) which solves
∀v ∈ H1(µ,A), η
∫
Rd
wη v µ+
∫
Rd
∇wη · A∇v µ = −
∫
Rd
Φ · A∇v µ.
Using the Lax-Milgram theorem, this variational problem has a unique solution wη ∈ H1(µ,A) for any η > 0.
Choosing v = wη, we obtain
η‖wη‖2L2(µ) + ‖ |∇wη|A ‖2L2(µ) ≤ ‖ |Φ|A ‖L2(µ)‖ |∇wη|A ‖L2(µ).
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We then deduce that
∀η > 0, ‖ |∇wη|A ‖L2(µ) ≤ ‖ |Φ|A ‖L2(µ) (3.25)
and
√
η ‖wη‖L2(µ) ≤ ‖ |Φ|A ‖L2(µ), which implies that
lim
η→0
η ‖wη‖L2(µ) = 0. (3.26)
Since A, V , µ and Φ are smooth and A is positive definite, it follows that wη ∈ C2 by standard results from
elliptic theory.
Step 2. Since wη is smooth, using Itoˆ’s lemma, we write that, for any t ∈ [0, T ],
wη(Xt)− wη(X0) =
∫ t
0
Lwη(Xs) ds+
√
2
∫ t
0
∇wη(Xs) · Σ(Xs) dWs. (3.27)
For s ∈ [0, T ], we introduce the time-reversed process
Ys = XT−s.
Since the coefficients of the original dynamics (3.1) are Lipschitz (see Assumption 3.1) and law(Xt) =
law(X0) = µ, the time-reversed process solves (see [HP86, Theorem 2.1])
dYs = FR(Ys) ds+
√
2Σ(Ys) dW s,
where (W s)0≤s≤T is a Brownian motion and where we recall that FR := −A∇V + divA− c. Note that the
generator of the time-reversed process is the adjoint of L in L2(µ) (see Lemma 3.3). Applying Itoˆ’s lemma
once more, we get that, for any t ∈ [0, T ],
wη(YT )− wη(YT−t) =
∫ T
T−t
L⋆wη(Ys) ds+
√
2
∫ T
T−t
∇wη(Ys) · Σ(Ys) dW s. (3.28)
Setting
Mt =
∫ t
0
∇wη(Xs) · Σ(Xs) dWs and M t =
∫ t
0
∇wη(Ys) · Σ(Ys) dW s,
adding (3.27) and (3.28) and using the definition (3.8) of Lsym we find
0 =
∫ t
0
Lwη(Xs) ds+
∫ T
T−t
L⋆wη(Ys) ds+
√
2 (Mt +MT −MT−t)
=
∫ t
0
Lwη(Xs) ds+
∫ t
0
L⋆wη(YT−s) ds+
√
2 (Mt +MT −MT−t)
=
∫ t
0
Lwη(Xs) ds+
∫ t
0
L⋆wη(Xs) ds+
√
2 (Mt +MT −MT−t)
= 2
∫ t
0
Lsymwη(Xs) ds+
√
2 (Mt +MT −MT−t). (3.29)
The random process (Mt)0≤t≤T is a square-integrable martingale since
E
[∫ T
0
|∇wηΣ|2(Xs) ds
]
=
∫ T
0
∫
Rd
|∇wηΣ|2(x)µ(dx) ds = T ‖ |∇wη|A ‖2L2(µ) ≤ T ‖ |Φ|A ‖2L2(µ) <∞,
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where we use Xs ∼ µ to arrive at the first equality and (3.25) to arrive at the first inequality. Using Doob’s
inequality followed by Itoˆ’s isometry, we deduce that
E
( sup
t∈[0,T ]
|Mt|
)2 ≤ 4E[∫ T
0
|∇wηΣ|2(Xs) ds
]
≤ 4T ‖ |Φ|A ‖2L2(µ).
Since law(XT−s) = law(Ys) = µ, a similar estimate holds for (M t)0≤t≤T .
Applying the Young’s inequality to (3.29) and inserting the above estimate, we find
E
[
sup
t∈[0,T ]
∣∣∣∣∫ t
0
Lsymwη(Xs) ds
∣∣∣∣2
]
≤ 3
2
(
E
[
sup
t∈[0,T ]
|Mt|2
]
+ E
[|MT |2]+ E
[
sup
t∈[0,T ]
|M t|2
])
≤ 27
2
T ‖ |Φ|A ‖2L2(µ). (3.30)
We are now in position to bound the left hand side of (3.23). Using (3.24), we have, for any ν > 0,∣∣∣∣∫ t
0
∇⋆(AΦ(Xs)) ds
∣∣∣∣2 ≤ (1 + ν) ∣∣∣∣∫ t
0
Lsymwη(Xs) ds
∣∣∣∣2 + (1 + 1ν
) ∣∣∣∣∫ t
0
ηwη(Xs) ds
∣∣∣∣2 ,
and therefore, using (3.30),
E
[
sup
t∈[0,T ]
∣∣∣∣∫ t
0
∇⋆(AΦ(Xs)) ds
∣∣∣∣2
]
≤ (1 + ν) 27
2
T ‖ |Φ|A ‖2L2(µ) +
(
1 +
1
ν
)
E
[
sup
t∈[0,T ]
∣∣∣∣∫ t
0
ηwη(Xs) ds
∣∣∣∣2
]
≤ (1 + ν) 27
2
T ‖ |Φ|A ‖2L2(µ) +
(
1 +
1
ν
)
η2T E
[∫ T
0
w2η(Xs) ds
]
≤ (1 + ν) 27
2
T ‖ |Φ|A ‖2L2(µ) +
(
1 +
1
ν
)
η2T 2 ‖wη‖2L2(µ),
where the second inequality follows from the Cauchy-Schwarz inequality. The result then follows by passing to
the limit η → 0, using (3.26) and next passing to the limit ν → 0. This concludes the proof of Lemma 3.7.
We need the following function space for the next result:
H1m(µz, B) :=
{
v ∈ L2(µz),
∫
Σz
∣∣∣∇̂v∣∣∣2
B
µz <∞ and
∫
Σz
v µz = 0
}
,
endowed with the norm
‖u‖2H1(µz,B) := ‖u‖
2
L2(µz)
+
∥∥∥ ∣∣∣∇̂u∣∣∣
B
∥∥∥2
L2(µz)
,
where we recall that the matrix B ∈ R(d−1)×(d−1), defined by (3.10), is the submatrix of AΠ without the
first row and the first column.
Lemma 3.8 (Poisson problem on the level sets). Assume that (D2) and (D4) hold. Consider some function
ℓ ∈ C∞(Rd;R) with ℓ(z, ·) ∈ L2(µz) and
∫
Rd−1
ℓ(z, x2d)µz(dx
2
d) = 0 for any z ∈ R. Then, for any z ∈ R, there
exists a unique solution x2d 7→ u(z, x2d) ∈ H1m(µz , B) to
−(Lzsym)u = ℓ(z, ·) with
∫
Rd−1
u(z, x2d)µz(dx
2
d) = 0, (3.31)
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where we recall that Lzsym is defined by (3.11). Furthermore, u is a smooth function which satisfies
∀z ∈ R,
∥∥∥ ∣∣∣∇̂u(z, ·)∣∣∣
B
∥∥∥2
L2(µz)
≤ 1
αPI
‖ℓ(z, ·)‖2L2(µz). (3.32)
Proof. Using (3.12), the variational problem corresponding to (3.31) is to find u(z, ·) ∈ H1m(µz, B) which
solves
∀v ∈ H1m(µz , B),
∫
Rd−1
∇̂u(z, ·) · B ∇̂v µz =
∫
Rd−1
ℓ(z, ·) v µz . (3.33)
The coercivity of the bounded bilinear form on the left hand side follows from Assumption (D2). For any
z ∈ R, the above right hand side is well-defined since v ∈ H1m(µz, B) and ℓ ∈ L2(µz). Using the Lax-Milgram
theorem, the variational problem (3.33) therefore admits a unique solution.
Since µ, ℓ, V and B are smooth, it follows that u(z, ·) is smooth for any z ∈ R. Choosing v = u(z, ·) in (3.33)
and using (3.14), we have∫
Rd−1
∣∣∣∇̂u(z, ·)∣∣∣2
B
µz =
∫
Rd−1
ℓ(z, ·)u(z, ·)µz
≤ ‖ℓ(z, ·)‖L2(µz) ‖u(z, ·)‖L2(µz) ≤
1√
αPI
‖ℓ(z, ·)‖L2(µz)
∥∥∥ ∣∣∣∇̂u(z, ·)∣∣∣
B
∥∥∥
L2(µz)
,
and therefore (3.32) follows.
We now combine Lemmas 3.7 and 3.8 to prove Theorem 3.4.
Proof of Theorem 3.4. As in the proof of Proposition 3.6 (see (3.17)), we have, for any t ∈ [0, T ], that
E
[
sup
s∈[0,t]
∣∣X1s − Zs∣∣2
]
≤ 4E
[
sup
s∈[0,t]
∣∣∣∣∫ s
0
f(Xr) dr
∣∣∣∣2
]
+ 4E
[
sup
s∈[0,t]
∣∣∣∣∫ s
0
(
b(X1r )− b(Zr)
)
dr
∣∣∣∣2
]
+ 8E
[
sup
s∈[0,t]
∣∣∣∣∫ s
0
g(Xr) dBr
∣∣∣∣2
]
+ 8E
[
sup
s∈[0,t]
∣∣∣∣∫ s
0
(
σ(X1r )− σ(Zr)
)
dBr
∣∣∣∣2
]
, (3.34)
where we recall that f, g : Rd → R are defined by f(x) = F 1(x) − b(x1) and g(x) = |Σ1|(x) − σ(x1).
The last three terms of the right hand side of (3.34) are estimated as in the proof of Proposition 3.6,
see (3.18), (3.19) and (3.21). We now estimate the first term on the right hand side of (3.34) in a sharper
way than in the proof of Proposition 3.6. Since
∫
Rd−1
f(z, ·)µz = 0 and f ∈ L2(µz) (see Lemma 3.5), we can
choose ℓ = f in Lemma 3.8, which implies that there exists a unique solution to
−(Lx1sym)u = f(x1, ·) with
∫
Rd−1
u(x1, x2d)µx1(dx
2
d) = 0, (3.35)
in the sense of Lemma 3.8. Additionally, integrating (3.32) with respect to µ̂(dz) and using Lemma 3.5, we
find that ∥∥∥ ∣∣∣∇̂u∣∣∣
B
∥∥∥2
L2(µ)
≤ 1
αPI
‖f‖2L2(µ) ≤
κ2
α2PI
. (3.36)
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Next, we make the choice Φ = Π∇u : Rd → Rd in Lemma 3.7, which is a valid choice since u and Π are
smooth and ‖ |Π∇u|A ‖2L2(µ) =
∥∥∥ ∣∣∣∇̂u∣∣∣
B
∥∥∥2
L2(µ)
<∞. In this case, using (3.11) and (3.35), we compute that
−∇⋆(AΦ) = −∇V · (AΠ∇u) + div(AΠ∇u) = Lx1symu = −f(x1, ·).
Therefore, with this choice in (3.23) and using (3.36), we find
E
[
sup
t∈[0,T ]
∣∣∣∣∣
∫ t
0
f(Xs) ds
∣∣∣∣∣
2]
≤ 27
2
T ‖ |Π∇u|A ‖2L2(µ) =
27
2
T
∥∥∥ ∣∣∣∇̂u∣∣∣
B
∥∥∥2
L2(µ)
≤ 27
2
T
κ2
α2PI
.
Collecting this estimate with (3.34), (3.18), (3.19) and (3.21), and repeating the Gronwall-type argument of
the proof of Proposition 3.6, we obtain the estimate (3.15). This concludes the proof of Theorem 3.4.
Remark 3.9. Note that, in contrast to the case Σ = Idd (considered in Theorem 2.2) where the effective
drift b is one-sided Lipschitz, we assume here that b is Lipschitz. This is because we do not know how to
obtain an appropriate error bound in the case Σ 6= Idd if b is only one-sided Lipschitz. Indeed, if we try to
control (X1s −Zs)2 via the Itoˆ’s formula, it is unclear to us how to get an upper bound of the order of 1/α2PI
on the term E
[
sup
s∈[0,T ]
∣∣∣∣∫ s
0
(
X1r − Zr
) (
F 1(Xr)− b(Zr)
)
dr
∣∣∣∣
]
. Alternatively, if we try to control |X1s − Zs|
as in the proof of Theorem 2.2, getting an appropriate upper bound for the stochastic-integral term seems
challenging.
Remark 3.10. Both the weak and the strong error estimates can be strengthened in the case when the
projected diffusion coefficient only depends on the projected variable, i.e. |Σ1|(x) = |Σ1|(x1). In this
case, we have σ(x1) = |Σ1|(x1). This particular case often appears in the averaging literature (see for
instance [Pep17]). Sharper estimates arise because both the projected and the effective dynamics have the
same diffusion coefficient:
dX1t = F
1(Xt) dt+
√
2 |Σ1|(X1t ) dBt, dZt = b(Zt) dt+
√
2 |Σ1|(Zt) dBt,
where Bt is a one-dimensional Brownian motion. Since ∇̂|Σ1| = 0, we have λ = 0 in Assumption (D4).
Under the same assumptions as in Theorem 3.4, the estimates (3.16) and (3.15) respectively become
(weak error estimate) E
[
sup
t∈[0,T ]
∣∣X1t − Zt∣∣2
]
≤ 4 eCT T 2 κ
2
αPI
,
(strong error estimate) E
[
sup
t∈[0,T ]
∣∣X1t − Zt∣∣2
]
≤ 54 eCT T κ
2
α2PI
,
where C = max{4Lb, 32L2σ}. Since the projected and the effective dynamics have the same diffusion coeffi-
cient, only its Lipschitz constant Lσ arises when analysing the difference X
1
t − Zt.
Remark 3.11. Note that the stronger error estimate (3.15) has the same scaling in terms of the Poincare´
constant αPI in the diffusion part (characterized by the λ-term), as compared to the weaker estimate (3.16).
This is due to the fact that we cannot estimate the term E
[
sup
t∈[0,T ]
∣∣∣∣∫ t
0
g(Xs) dBs
∣∣∣∣2
]
(which appears in the
error estimate, see (3.17)), where g(x) = |Σ1|(x) − σ(x1), using the arguments of Lemmas 3.7 and 3.8.
Remark 3.12. We now present an alternative way to construct the effective dynamics. The main issue in
estimating the term E
[
sup
t∈[0,T ]
∣∣∣∣∫ t
0
g(Xs) dBs
∣∣∣∣2
]
is the presence of the Brownian motion in the integral. To
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deal with this, an alternative strategy consists in using the Dubins-Schwarz theorem and reformulating the
projected dynamics (3.5) as
dX1t = F
1(Xt) dt+
√
2 dBψ(t) with the random clock ψ(t) :=
∫ t
0
|Σ1|2(Xs) ds, (3.37)
where B is a one-dimensional Brownian motion given, in function of the Brownian motion B of (3.5), by
Bu :=
∫ ψ−1(u)
0
|Σ1|2(Xs) dBs. Using the same Brownian motion B, we define the effective dynamics as
dZt = b(Zt) dt+
√
2 dBϕ(t) with the random clock ϕ(t) :=
∫ t
0
σ2(Zs) ds, (3.38)
where b, σ : R → R are given by (3.7), that is
b(x1) :=
∫
Rd−1
F 1(x1, x2d)µx1(dx
2
d) and σ
2(x1) :=
∫
Rd−1
|Σ1|2(x1, x2d)µx1(dx2d).
We refer to [EK09, Section 6.1] for the well-posedness of the effective dynamics (3.38). Estimating the
difference between (3.37) and (3.38), we obtain
E
[
sup
t∈[0,T ]
∣∣X1t − Zt∣∣2
]
≤ 4E
[
sup
t∈[0,T ]
∣∣∣∣∫ t
0
f(Xs) ds
∣∣∣∣2
]
+ 4E
[
sup
t∈[0,T ]
∣∣∣∣∫ t
0
(
b(X1s )− b(Zs)
)
ds
∣∣∣∣2
]
+ 8E
[
sup
t∈[0,T ]
∣∣Bψ(t)−Bθ(t)∣∣2
]
+ 8E
[
sup
t∈[0,T ]
∣∣Bθ(t) −Bϕ(t)∣∣2
]
, (3.39)
where f : R → R is given by f(x) = F 1(x) − b(x1) and θ(t) :=
∫ t
0
σ2(X1s ) ds. We now estimate the third
and fourth terms above.
Using the Ho¨lder continuity of Brownian paths (see [SP14, Theorem 1.1] for details), we know that
∀γ ∈ (0, 1), ∃Cγ , ∀(s, t) ∈ [0, T ]2,
∣∣∣Bt −Bs∣∣∣2 ≤ Cγ |t− s|γ ,
where the Ho¨lder constant Cγ has bounded moments of all orders. Applying this result to the third term of
the right hand side of (3.39) and using the Ho¨lder inequality, we arrive at
E
[
sup
t∈[0,T ]
∣∣Bψ(t) −Bθ(t)∣∣2
]
≤ E
[
Cγ sup
t∈[0,T ]
|ψ(t)− θ(t)|γ
]
≤ C˜γ
(
E
[
sup
t∈[0,T ]
|ψ(t)− θ(t)|2
])γ/2
= C˜γ
(
E
[
sup
t∈[0,T ]
∣∣∣∣∫ t
0
[|Σ1|2(Xs)− σ2(X1s )] ds∣∣∣∣2
])γ/2
= C˜γ
(
E
[
sup
t∈[0,T ]
∣∣∣∣∫ t
0
h(Xs) ds
∣∣∣∣2
])γ/2
, (3.40)
where h : Rd → R is defined by h(x) := |Σ1|2(x)− σ2(x1) and C˜γ :=
[
E(C2/(2−γ)γ )
](2−γ)/2
.
We next turn to the fourth term of the right hand side of (3.39). Using the same arguments as in (3.40), we
write
E
[
sup
t∈[0,T ]
∣∣Bθ(t) −Bϕ(t)∣∣2
]
≤ C˜γ
(
E
[
sup
t∈[0,T ]
∣∣∣∣∫ t
0
[
σ2(X1s )− σ2(Zs)
]
ds
∣∣∣∣2
])γ/2
. (3.41)
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We now assume that
σ2(z) = (σvar(z))
2 + (σlip(z))
2, (3.42)
where σ2lip is assumed to be a Lipschitz function with a small Lipschitz constant νlip and where the variance
of σ2var, defined by
νvar :=
∫
R
[
(σvar(z))
2 − σvar2
]2
µ̂(dz), σvar
2 :=
∫
R
(
σvar(z)
)2
µ̂(dz) (3.43)
with µ̂ = ξ#µ, is assumed to be small. As an example, the function σ
2(z) = (1 + ε sin(z/ε)) + ε |z| is a
function which is not Lipschitz with a small constant (because of the first term), and the variance of which
may not be small (because of the second term). However, it satisfies (3.42)–(3.43) with small constants νlip
and νvar . We deduce from (3.41) and (3.42) that
E
[
sup
t∈[0,T ]
∣∣Bθ(t) −Bϕ(t)∣∣2
]
≤ Cγ

E[ sup
t∈[0,T ]
∣∣∣∣∫ t
0
[
σ2var(X
1
s )− σ2var(Zs)
]
ds
∣∣∣∣
]2γ/2 +(E[ sup
t∈[0,T ]
∣∣∣∣∫ t
0
[
σ2lip(X
1
s )− σ2lip(Zs)
]
ds
∣∣∣∣2
])γ/2
(3.44)
where Cγ only depends on γ. To bound the first term of (3.44), we proceed as follows. Let σ˜(z) =
σ2var(z)− σvar2. We have
E
[
sup
t∈[0,T ]
∣∣∣∣∫ t
0
[
σ2var(X
1
s )− σ2var(Zs)
]
ds
∣∣∣∣2
]
= E
[
sup
t∈[0,T ]
∣∣∣∣∫ t
0
[
σ˜(X1s )− σ˜(Zs)
]
ds
∣∣∣∣2
]
≤ T E
[∫ T
0
∣∣σ˜(X1s )− σ˜(Zs)∣∣2 ds
]
≤ 2T
(
E
[∫ T
0
[
σ˜(X1s )
]2
+ [σ˜(Zs)]
2
ds
])
.
Using the fact that the system starts at equilibrium, we deduce that
E
[
sup
t∈[0,T ]
∣∣∣∣∫ t
0
[
σ2var(X
1
s )− σ2var(Zs)
]
ds
∣∣∣∣2
]
≤ (2T )2
∫
R
[σ˜(z)]
2
µ̂(dz) = (2T )2 νvar (3.45)
where µ̂ = ξ#µ. We bound the second term of (3.44) by simply using that σ
2
lip is a Lipschitz function. We
thus deduce from (3.44) and (3.45) that
E
[
sup
t∈[0,T ]
∣∣Bθ(t) −Bϕ(t)∣∣2
]
≤ Cγ,T
νγ/2var +
(
ν2lip E
[∫ T
0
[
X1s − Zs
]2
ds
])γ/2
≤ Cγ,T
{
νγ/2var + ν
βγ
lip + E
[∫ T
0
[
X1s − Zs
]2
ds
]}
(3.46)
with βγ = γ/(1 − γ/2). Collecting (3.39), (3.40) and (3.46), and under the assumption that b is Lipschitz,
we deduce that
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E[
sup
t∈[0,T ]
∣∣X1t − Zt∣∣2
]
≤ C
[
E
(∫ T
0
∣∣X1s − Zs∣∣2 ds
)
+ E
(
sup
t∈[0,T ]
∣∣∣∣∫ t
0
f(Xs) ds
∣∣∣∣2
)
+
(
E
[
sup
t∈[0,T ]
∣∣∣∣∫ t
0
h(Xs) ds
∣∣∣∣2
])γ/2
+ νγ/2var + ν
βγ
lip
]
, (3.47)
where the constant C > 0 only depends on T , γ and the Lipschitz constant of b. In comparison with (3.34),
the integrals with Brownian motions have been replaced by the last three terms in (3.47). We can now apply
the result of Lemma 3.7 to the third term of (3.47). Repeating calculations as in Theorem 3.4, and using
the Gronwall argument, we arrive at
E
[
sup
t∈[0,T ]
∣∣X1t − Zt∣∣2
]
≤ C
[
κ2
α2PI
+
(
λ2
α2PI
)γ/2
+ νγ/2var + ν
βγ
lip
]
, (3.48)
for some C > 0 (depending on γ) and any 0 < γ < 1. Comparing this to Theorem 3.4, we note that
the error estimate does not improve in terms of powers of αPI, although the new projected and effective
dynamics (based on Dubins-Schwarz theorem) allow us to use the Lyons-Zhang argument to estimate the
diffusion term. The last two terms of (3.48) even do not depend on αPI. Nevertheless, in some cases, the
estimate (3.48) can be sharper than that given in Theorem 3.4, as shown in the following Remark 3.13.
Remark 3.13. In this remark, we consider an example of SDE with an explicit parameter ε encoding the
time scale separation, and show how our results above (and in particular Remark 3.12 and bound (3.48)) can
be used to obtain a quantitative error bound (see [LLO17, Section 7] for a similar analysis in the reversible
setting). In R2, consider a probability measure µ(dxdy) = exp(−V (x, y)) dxdy, a vector field c(x, y) =
(c1(x, y), 0)T such that div(c µ) = 0 (for instance, one can choose c1 = exp(V )), and two functions Σ1,Σ2 :
R
2 → R. We next define the diffusion matrix Σε = diag(Σ1, ε−1/2Σ2) and Aε = ΣεΣTε . Following (3.4), we
introduce the vector field
Fε = −Aε∇V + divAε + c = (F 1, ε−1F 2)T
with F 1 = −(Σ1)2∂xV + c1 + ∂x[(Σ1)2] and F 2 = −(Σ2)2∂yV + ∂y[(Σ2)2], so that the invariant measure
of (3.1) is the measure µ whatever the value of ε. It is easy to observe that the assumptions (D2) and (D4)
are satisfied with constants depending on ε, and which satisfy αεPI = α
0
PI/ε, κ
ε = κ0/
√
ε and λε = λ0/
√
ε,
with α0PI, κ
0 and λ0 independent of ε. In addition, we observe that the effective coefficients b and σ are
independent of ε. We can thus assume that b is a Lipschitz function with a constant Lb independent of ε.
We thus deduce from (3.48) that, for any 0 < γ < 1, there exists some C > 0 such that, for any ε,
E
[
sup
t∈[0,T ]
∣∣∣Xε,1t − Zt∣∣∣2
]
≤ C
(
ε+ εγ/2 + νγ/2var + ν
βγ
lip
)
with νvar and νlip defined by (3.42)–(3.43). Supppose now that the effective drift σ is constant, so that the
last two terms above vanish. Then, as expected, the projected dynamics converges, when ε → 0, to the
effective dynamics, and our approach yields a quantitative error bound. The connections between averaging
techniques and effective dynamics in the context of non-reversible SDEs will be discussed in more details in
the forthcoming article [HNS].
In the following remark, we discuss generalisations to vector-valued affine coarse-graining maps.
Remark 3.14. Consider the SDE (3.1), that is
dXt = F (Xt) dt+
√
2Σ(Xt) dWt, Xt=0 = X0,
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and the case of a vectorial affine coarse-graining map ξ : Rd → Rk with ξ(x) = Tx + τ , where τ ∈ Rk and
T ∈ Rk×d is of full rank (see Remark 2.12 for the case Σ = Idd). With the notation X̂t := ξ(Xt), the
projected and the effective dynamics are
dX̂t = (∇ξ F )(Xt) dt+
√
2 Σ̂(Xt) dBt, dZt = b(Zt) dt+
√
2σ(Zt) dBt, (3.49)
where the diffusion matrix Σ̂2 := ∇ξΣΣT∇ξT is a Rk×k matrix and Bt is a k-dimensional Brownian motion
given by dBt = (Σ̂)
−1∇ξΣ dWt.
The effective coefficients b : Rk → Rk and σ : Rk → Rk×k in (3.49) are given by
∀z ∈ Rk, b(z) :=
∫
ξ−1(z)
(∇ξ F )(y)µz(dy), σ2(z) :=
∫
ξ−1(z)
Σ̂2(y)µz(dy).
As before µ(· | ξ(x) = z) =: µz(·) ∈ P(ξ−1(z)) is the family of conditional invariant measures. We make the
following assumptions (similar to those made elsewhere in this article):
1. The system starts at equilibrium, i.e. X0 ∼ µ and Z0 = X10 .
2. The family of measures µz ∈ P(ξ−1(z)) satisfies a Poincare´ inequality uniformly in z ∈ Rk with constant
αPI, in the sense that, for any z ∈ Rk and h : ξ−1(z)→ R for which the right hand side below is finite,
we have ∫
ξ−1(z)
(
h−
∫
ξ−1(z)
hµz(dy)
)2
µz(dy) ≤
1
αPI
∫
ξ−1(z)
(AΠ∇h) · (Π∇h)µz(dy),
where A is defined by (3.2) and Π is defined (see [LZ18, Equation (23)] for details) by
Π := Idd−
∑
1≤i,j≤k
(Σ̂−1)ij∇ξi ⊗ (A∇ξj). (3.50)
3. The effective coefficients b and σ are Lipschitz.
4. The following quantities are finite:
κ2 :=
k∑
i=1
∫
Rd
[AΠ∇(∇ξ F )i] · [Π∇(∇ξ F )i] µ <∞, λ2 :=
k∑
i,j=1
∫
Rd
[
AΠ∇Σ̂ij
]
·
[
Π∇Σ̂ij
]
µ <∞.
Using in particular [LZ18, Lemma 5], we can extend the proof of Theorem 3.4 to this case and obtain that
E
[
sup
t∈[0,T ]
∣∣X1t − Zt∣∣2
]
≤ C1 eC2T
(
κ2
α2PI
+
λ2
αPI
)
,
where C1 and C2 are independent of T , κ, λ and αPI.
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