We present Poblano v1.0, a Matlab toolbox for solving gradient-based unconstrained optimization problems. Poblano implements three optimization methods (nonlinear conjugate gradients, limitedmemory BFGS, and truncated Newton) that require only first order derivative information. In this paper, we describe the Poblano methods, provide numerous examples on how to use Poblano, and present results of Poblano used in solving problems from a standard test collection of unconstrained optimization problems.
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Toolbox Overview
Poblano is a toolbox of large-scale algorithms for nonlinear optimization. The algorithms in Poblano require only first-order derivative information (e.g., gradients for scalar-valued objective functions).
Introduction
Poblano optimizers find local minimizers of scalar-valued objective functions taking vector inputs. Specifically, the problems solved by Poblano optimizers are of the following form:
The gradient of the objective function, ∇f (x), is required for all Poblano optimizers. The optimizers converge to a stationary point, x * , where
The Moré-Thuente cubic interpolation line search (cvsrch) [8] , satisfying the strong Wolfe conditions is used to guarantee global convergence of the Poblano optimizers.
The following methods for solving (1) are available in Poblano; see §2 for detailed descriptions.
• Nonlinear conjugate gradient (ncg) [9] -Uses Fletcher-Reeves, Polak-Ribiere, and Hestenes-Stiefel conjugate direction updates -Includes restart strategies based on number of iterations or orthogonality of gradients across iterations -Can do steepest descent method as a special case
• Limited-memory BFGS (lbfgs) [9] -Uses a two-loop recursion for approximate Hessian-gradient products
-Uses finite differencing for approximate Hessian-vector products
Creating an Objective Function
Functions are passed to Poblano using Matlab function handles. The Matlab function should take a vector as input (x ∈ R N ) and return a scalar function value (f ∈ R) as its first return value and a vector gradient (g ∈ R N ) as its second return value. Optimizing
sin(x i ).
requires the following Matlab function (which is the same for any value of N ):
In the examples that follow, we use a more general function:
where a is a user-defined parameter. The following example1 function (distributed with Poblano) evaluates the function and gradient of (2) . The input parameter a is optional and defaults to a = 1. In the sections below, we show how to specify a when the function handle is passed to the optimization method.
function [f,g] = example1(x,a) if nargin < 2 a = 1; end f = sum(sin(a*x)); g = a*cos(a*x);
Calling a Poblano Optimizer
Poblano methods have two required inputs as well as optional parameters discussed in the next subsection. The required arguments are 1) a function handle for the objective and gradient calculations, and 2) an initial guess of the solution (x0 ∈ R N ). For example, the call below optimizes (2) with a = 1 and N = 1; the initial guess is x 0 = π/4: At each iteration, Poblano prints the iteration number (Iter), the total number of function evaluations (FuncEvals), the function value at the current iterate (F(X)), and the norm of the gradient at the current iterate scaled by the problem size (||G(X)||/N). The final iterate is passed back as out.X; see §1.5 for details.
Parameterized functions can be optimized using Poblano as well by using more advanced Matlab function handles. We once again consider (2) , but this time with N = 2, a = 3, and
The call below specifies that a = 3 by passing that as the second argument to example1. The choice of N = 2 is implicitly specified since x0 is in R 2 . 
Optimization Input Parameters
In this section, we discuss the input parameters that are common to all the Poblano methods and give examples of their use. Typing help poblano params lists these parameters. Method-specific parameters are discussed in §2. Table 1 lists the parameter controlling how much information displayed. For example, we can limit the display to just the final iteration as follows: Table 2 lists the parameters controlling the stopping criteria of the optimization methods. The relative change in the function value is defined as
with f representing the function value at the current iterate F(X), f old the function value at the previous iterate, and mach machine epsilon (eps in Matlab). We can get a more accurate solution by tightening the tolerances, as the following example shows: 
-4.00000000 0.00000000 Table 3 lists the parameters controlling the information that is saved for each iteration; see §1.5 for further details. Table 4 lists the parameters controlling the behavior of the Moré-Thuente line search method [8] . Type help poblano linesearch and help cvsrch for more details.
An alternative to passing a long list of parameter-value pairs is to specify the parameters in a structure. The easiest way to do this is to extract the default parameters (by passing a single string argument of 'defaults' as input to the Poblano optimizer to be used) and modify them, as shown in the example below.
>> params = ncg('defaults'); >> params.Display = 'final'; >> out = ncg(@(x) example1(x,3), [pi/3 pi/4]', params); LineSearch stpmax Maximum step size allowed double 10
15
LineSearch maxfev Maximum number of iterations allowed int 20 LineSearch initialstep Initial step to be taken in the line search double 1 Table 4 : Optimization method input parameters for controlling line search methods.
Optimization Output Parameters
The methods in Poblano outputs a structure containing the final iteration, function value, etc. The fields are described in Table 5 . The Trace fields are optional, depending on the input parameters. The exit flag (out.ExitFlag) is extremely important. A value other than zero indicates a failure to converge to the specified tolerance. In the following example, the method uses up all its function evaluations: The number of function evaluations is only checked at the end of each iteration, so it is possible to exceed the allowed number by up to the value specified by the input parameter LineSearch maxfev (see Table 4 ).
If tracing is turned on (see Table 3 ), then additional outputs will be returned. Here is an example: One of the outputs returned by the Poblano optimization methods is the inputParser object of the input parameters used in that run. That object contains a field called Results, which can be passed as the input parameters to another run. For example, this is helpful when running comparisons of methods where only one parameter is changed. Shown below is such an example, where default parameters are used in one run, and the same parameters with just a single change are used in another run. 
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A More Complex Example Using Matrix Decomposition
The following example is a more complicated function involving matrix variables. Given an m × n matrix A, the goal is to find a rank-k approximation of the form U V T . The variable x is just all the entries of U and V , i.e., x = [U(:); V(:)]. Thus, the function we wish to optimize is
where A and k have been specified. The gradient of f is
Listed below are the contents of the example2.m file distributed with the Poblano code. The input Data contains A and the desired rank, k. This example illustrates how x is converted to U and V for the function and gradient computations. --------------------------------------------- The function example2 extract.m extracts the U and V matrices from x. We can verify that we have found the optimal solution since the Euclidean norm of the difference between the matrix and the approximate solution is equal to the k + 1 singular value of A [4, Theorem 2. 2 Optimization Methods
Nonlinear Conjugate Gradient
Nonlinear conjugate gradient (NCG) methods [9] are used to solve unconstrained nonlinear optimization problems. They are extensions of the conjugate gradient iterative method for solving linear systems adapted to solve unconstrained nonlinear optimization problems. The Poblano function for the nonlinear conjugate gradient methods is called ncg. The general steps of the NCG method are given below in pseudo-code:
1.
Input: x 0 , a starting point 2.
Evaluate
Compute a step length α i and set
Compute β i+1 8.
Set
Set i = i + 1 10. end while 11. Output:
In cases where the update coefficient is negative, i.e., β i+1 < 0, it is set to 0 to avoid directions that are not descent directions [9] .
The choice of β i+1 in Step 7 leads to different NCG methods. The update methods for β i+1 are listed in Table 6 . The special case of β i+1 = 0 leads to the steepest descent method [9] ; see Table 7 .
Update Type
Update Formula The NCG iterations are restarted every k iterations, where k is specified via the RestartIters parameter. The default is 20.
Another restart modification that was suggested by Nocedal and Wright [9] is taking a step in the direction of steepest descent when two consecutive gradients are far from orthogonal. Specifically, a steepest descent step is taken whenever |g
where ν is specified via the RestartNWTol parameter. This modification is off by default, but can be used by setting RestartNW to true.
The input parameters specific to the ncg method are presented in Table 7 .
Limited-memory BFGS
Limited-memory quasi-Newton methods [9] are a class of methods that compute and/or maintain simple, compact approximations of the Hessian matrices of second derivatives, which are used determining search directions. Poblano includes the limited-memory BFGS (L-BFGS) method, a variant of these methods whose Hessian approximations are based on the BFGS method (see [2] for more details). The Poblano function for the L-BFGS method is called lbfgs. The general steps of L-BFGS methods are given below in pseudo-code [9]:
1.
Input: x 0 , a starting point; M > 0, an integer 2.
Choose an initial Hessian approximation:
Compute a step direction p i = −r using TwoLoopRecursion method 7.
Discard vectors {s i−m , y i−m } from storage 11.
end if 12.
Set and store s i = x i+1 − x i and y i = g i+1 − g i 13.
Set i = i + 1 14. end while 15. Output:
Step 6 in the above method, the computation of the step direction is performed using the following method (assume we are at iteration i) [9] :
for
The input parameters specific to the lbfgs method are presented in Table 8 .
Truncated Newton
Truncated Newton (TN) methods for minimization are Newton methods in which the Newton direction is only approximated at each iteration (thus reducing computation). Furthermore, the Poblano implementation of the truncated Newton method does not require an explicit Hessian matrix in the computation of the approximate Newton direction (thus reducing storage requirements). The Poblano function for the truncated Newton method is called tn. The general steps of TN methods are given below in pseudo-code [1]:
1.
Compute the conjugate gradient stopping tolerance, η i 6.
Compute p i by solving ∇ 2 f (x i )p = −g i using a linear conjugate gradient (CG) method 7.
Compute a step length α i and set x i+1 = x i + α i p i 8.
Set g i = ∇f (x i+1 ) 9.
Step 5, the linear conjugate gradient (CG) method stopping tolerance is allowed to change at each iteration. The input parameter CGTolType determines how η i is computed.
In
Step 6, we note the following.
• One of Matlab's CG methods is used to solve for p i : symmlq (designed for symmetric indefinite systems) or pcg (the classical CG method for symmetric positive definite systems). The input parameter CGSolver controls the choice of CG method to use.
• The maximum number of CG iterations is specified using the input parameter CGIters.
• The CG method stops when
• In the CG method, matrix-vector products involving ∇ 2 f (x i ) times a vector v are approximated using the following finite difference approximation [1] :
The difference step, σ, is specified using the input parameter HessVecFDStep. The computation of the finite difference approximation is performed using the hessvec fd provided with Poblano.
The input parameters specific to the tn method are presented in Table 9 . Matlab CG method used to solve for search direction string 'symmlq' 'symmlq' : Symmetric LQ method [11] 'pcg' : Classical CG method [5] CGIters Maximum number of CG iterations allowed int 5 CGTolType CG stopping tolerance type used string 'quadratic' 'quadratic' : R / G < min(0.5, G ) 'superlinear' : R / G < min(0.5, G ) 'fixed' : R < CGTol R is the residual and G is the gradient CGTol CG stopping tolerance when CGTolType is 'fixed' double 10
HessVecFDStep Hessian vector product finite difference step double 10
0 : Use iterate-based step: 10 −8 (1 + X 2 ) > 0 : Fixed value to use as the difference step Table 9 : Method-specific parameters for Poblano's tn optimization method.
Checking Gradient Calculations
Analytic gradients can be checked using finite difference approximations.
The Poblano function gradientcheck computes the gradient approximations and compares the results to the analytic gradient using a user-supplied objective function/gradient M-file. The user can choose one of several difference formulas as well as the difference step used in the computations.
Difference Formulas
The difference formulas for approximating the gradients in Poblano are listed in Table 10 . For more details on the formulas, see [9] .
Formula Type Formula
Forward Differences
Note: e i is a vector the same size as x with a 1 in element i and zeros elsewhere, and h is a user-defined parameter. The type of finite differences to use is specified using the DifferenceType input parameter, and the value of h is specified using the DifferenceStep input parameter. For a detailed discussion on the impact of the choice of h on the quality of the approximation, see [10] .
Gradient Check Input Parameters
The input parameters available for the gradientcheck function are presented in Table 11 .
Parameter Description Type Default DifferenceType Difference formula to use string 'forward' 'forward':
DifferenceStep Value of h in difference formulae double 10 
Gradient Check Output Parameters
The fields in the output structure generated by the gradientcheck function are presented in Table 12 .
Parameter Description
Input parameters used to compute approximations struct Table 12 : Output parameters generated by Poblano's gradientcheck function.
Examples
We use example1 (distributed with Poblano) to illustrate how to use the gradientcheck function to check user-supplied gradients. The user provides a function handle to the M-file containing their function and gradient computations, a point at which to check the gradients, and the type of difference formula to use.
Below are examples of running the gradient check using each of the difference formulas. 
Numerical Experiments
To demonstrate the performance of the Poblano methods, we present results of runs of the different methods in this section. All experiments were performed using Matlab 7.9 on a Linux Workstation (RedHat 5.2) with 2 Quad-Core Intel Xeon 3.0GHz processors and 32GB RAM.
Description of Test Problems
The test problems used in the experiments presented here are from the Moré, Garbow, and Hillstrom collection, which is described in detail in [7] . The Matlab code used for these problems, along with the known optima, is provided as part of the SolvOpt optimization software [6] , available at http://www.kfunigraz. ac.at/imawww/kuntsevich/solvopt/. (SolvOpt is an implementation of Shor's r-algorithm for non-smooth optimization [13] with additional heuristics for computing search directions and stopping criteria, but has been tested using this collection, which contains continuously differentiable problems.) There are 34 test problems in this collection.
Results
Results in this section are for optimization runs using the default parameters, with the exception of the stopping criteria parameters, which were changed to allow more computation and find more accurate solutions. The parameters changed from their default values are as follows:
params.Display = 'off' params.MaxIters = 20000; params.MaxFuncEvals = 50000; params.RelFuncTol = 1e-16; params.StopTol = 1e-12;
For the results presented in this section, the function value computed by the Poblano methods is denoted byF * , the solution (i.e., the best known function value reported in the literature) is denoted by F * , and the (relative) error is |F * −F * |/ max{1, |F * |}.
For this test collection, we say the problem is solved if the relative error is less than 10 −8 . We see that the Poblano methods solve most of the problems using the default input parameters, but have difficulty with a few that require particular parameter settings. Specifically, the initial step size in the line search method appears to be the most sensitive parameter across the methods. More investigation into the effective use of this parameter for other problem classes is planned for future work. Below are more details of the results for the different Poblano methods.
Nonlinear Conjugate Gradient
The results of the tests for the ncg method using Polak-Ribiere (PR) conjugate direction updates are presented in Table 13 . Note that several problems (3, 6, 10, 11, 17, 20 , 27 and 31) were not solved using the parameters listed above. With more testing, specifically with different values of the initial step size used in the line search (specified using the LineSearch initialstep parameter) and the number of iterations to perform before restarting the conjugate directions using a step in the steepest direction (specified using the RestartIters parameter), solutions to all problems except #10 were found. Table 14 presents parameter choices leading to successful runs of the ncg method using PR conjugate direction updates.
The results of the tests for the ncg method using Hestenes-Stiefel (HS) conjugate direction updates are presented in Table 15 . Again, several problems (3, 6, 10, 11 and 31) were not solved using the parameters listed above. Table 16 presents parameter choices leading to successful runs of the ncg method using HS conjugate direction updates. Note that we did not find parameters to solve problem #10 with this method either.
Finally, the results of the tests for the ncg method using Fletcher-Reeves (FR) conjugate direction updates are presented in Table 17 . We see that even more problems (3, 6, 10, 11, 17, 18 , 20 and 31) were not solved using the parameters listed above. Table 18 presents parameter choices leading to successful runs of the ncg method using FR conjugate direction updates. Note that we did not find parameters to solve problem #10 with this method either.
Limited-memory BFGS
The results of the tests for the lbfgs method are presented in Table 19 . Compared to the ncg methods, fewer problems (6, 11, 18 and 31) were not solved using the parameters listed above with the lbfgs method. Most notably, lbfgs was able to solve problem #10, illustrating that some problems are better suited to the different Poblano methods. With more testing, specifically with different values of the initial step size used in the line search (specified using the LineSearch initialstep parameter), solutions to all problems were found. Table 20 presents parameter choices leading to successful runs of the lbfgs method.
Truncated Newton
The results of the tests for the tn method are presented in Table 21 . Note that several problems (10, 11, 20 and 31) were not solved using this method. However, problem #6 was solved (which was not solved using any of the other Poblano methods), again illustrating that some problems are better suited to tn than the other Poblano methods. With more testing, specifically with different values of the initial step size used in the line search (specified using the LineSearch initialstep parameter), solutions to all problems were found, with the exception of problem #10. Table 18 : Parameter changes that lead to solutions using ncg with FR updates on the Moré, Garbow, Hillstrom test collection. Table 20 : Parameter changes that lead to solutions using lbfgs on the Moré, Garbow, Hillstrom test collection.
