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Well-studied scheduling practices are fundamental 
for the successful support of core business processes in 
any manufacturing environment. Particularly, the 
Hybrid Flow Shop (HFS) scheduling problems are 
present in many manufacturing environments. The 
current advances in the field of Deep Reinforcement 
Learning (DRL) attracted the attention of both 
practitioners and academics to investigate their 
adoption beyond synthetic game-like applications. 
Therefore, we present an approach that is based on DRL 
techniques in conjunction with a discrete event 
simulation model to solve a real-world four-stage HFS 
scheduling problem. The main narrative behind the 
presented concepts is to expose a DRL agent to a game-
like environment using an indirect encoding. Two types 
of DRL techniques namely, Proximal Policy 
Optimization (PPO) and Asynchronous Advantage 
Actor-Critic (A3C), are evaluated for solving problems 
of different complexity. The computational results 
suggest that the DRL agents successfully learn 
appropriate policies for solving the investigated 
problem. In addition, the investigation shows that the 
agent can adjust their policies when we expose them to 
a different problem. We further evaluate the approach 
to solving problem instances published in the literature 
to establish a comparison.  
1. Introduction  
The presence of scheduling problems is inevitable 
in the majority of manufacturing environments and 
many service sectors [1]. Many assembly-production 
systems such as automotive, printed circuit board 
production, metal production can be expressed as 
Hybrid Flow Shop (HFS) production systems. An HFS 
contains multiple processing stages. HFS scheduling 
problems constitute a class of problems that falls under 
the most complicated scheduling problems [2]. At every 
processing stage, multiple parallel machines are 
available for processing jobs. All jobs are processed in 
the same technological order, which is subject to the 
order of the processing sages. Jobs are processed at most 
once on every stage through one of the available 
machines on the processing stage [2]. 
In HFS production systems, constructing a 
production schedule includes solving two main sub-
problems, namely allocation, and sequencing. The 
former problem is solved by identifying an optimal or 
sub-optimal allocation of jobs to the available machines 
on every processing stage [1]. Many of such scheduling 
problems can be reduced to well-known classes of bin 
packing problems [2]. The latter problem is solved by 
presenting an effective sequence that defines the order, 
based on which the allocated jobs on every machine are 
processed. Addressing those two problems combined to 
construct an effective production schedule is a 
particularly challenging task. Usually solving HFS 
scheduling problems is subject to the minimization of 
the makespan, total tardiness, or setup times [3]. 
One of the earliest studies on the complexity of 
scheduling problems is presented by [4, 5]. The latter 
study shows that the majority of industrial-like 
scheduling problems are NP-complete [5]. For instance, 
a rather small number of machines and only two 
processing stages complicate the problems enough to 
the degree of NP-completeness [6, 7]. Accordingly, 
most of the conducted literature analysis on HFS 
suggests clear dominance in the adoption of heuristic 
and metaheuristic solution techniques for solving the 
HFS problems [3, 8, 9]. The main advantage of heuristic 
techniques is their light execution time that is required 
to construct a production schedule as for instance most 
of Priority Dispatching Rules (PDRs) [10]. However, 
their use is either subject to solving an easy problem or 
sacrificing the quality of the obtained solutions [11]. In 
conclusion, heuristic techniques are either problem-
specific (specially designed heuristics) or very generic 







(PDRs). Problem-specific heuristics are effective for 
solving a well-studied problem and require major 
modification with the slightest change in the system. On 
the other hand, conventional metaheuristic optimization 
techniques such as Genetic Algorithms [12], Simulated 
Annealing [13], swarm optimization [14], Tabu search, 
have been widely employed for solving complex HFS 
scheduling problems [15, 16]. However, despite their 
high solution quality for solving complex combinatorial 
optimization problems, they are computationally 
expensive [7, 17]. 
To address these concerns, many research efforts on 
the design and use of hybrid techniques are presented 
for instance in [15, 18–20]. However, we found limited 
research on the use of machine learning techniques for 
addressing scheduling problems of such complexity as 
we will discuss in the related works section. 
Nevertheless, some recent applications of machine 
learning techniques to address HFS scheduling 
problems are presented in [21]. The authors adopted 
NeuroEvolution of augmenting topologies to solve a 
two-stage HFS scheduling problem. The conceptual 
design of this technique includes the use of Genetic 
Algorithms (GA), that propose different arbitrary neural 
networks with different structures. These networks are 
then employed to estimate the sequence, based on which 
the jobs are processed on the machines. The investigated 
problem is subject to the minimization of the makespan 
and total tardiness.  
With the establishment of different technologies in 
the context of Industry 4.0, real-time data of production 
systems can be used to suggest better scheduling 
policies [22]. Yet, the vision of training a machine 
learning technique constantly over time using real-time 
data and a simulation environment is promising to 
support instant decision-making processes. However, 
such a setup necessitates extensive research efforts on 
the use of Deep Reinforcement Learning (DRL) for 
addressing scheduling problems.  
Therefore, in this paper, we present an approach 
based on Deep Reinforcement Learning (DRL) solution 
techniques and discrete event simulation for solving 
complex scheduling problems. The investigated 
problem is subject to the minimization of multi-
objective values. The evaluation of the presented 
concept is based on a real problem in the field of printed 
circuit board assembly. The formulation of the problem 
corresponds to the description of the investigated real 
production system. In the next section, a brief 
background combined with related works on the 
adopted DRL solution techniques is presented. The third 
section presents the conceptual design of the proposed 
approach. It comprises the formulation of the considered 
scheduling problem and the encoding of the DRL 
problem. In the fourth section, we briefly discuss the 
implementation of the approach and present a thorough 
analysis of the computational results of the experiments. 
The paper is concluded in the last section with a brief 
overview of the limitations and further research 
directions. 
2. Deep reinforcement solution techniques: 
background and literature analysis 
Reinforcement Learning (RL) is a subset of 
Machine Learning (ML) approaches, that differ from 
traditional classification, regression, or clustering. RL is 
a subset of unsupervised ML algorithms in which an 
instance of the algorithm, called agent, interacts with a 
specific environment. The environment represents a 
system or an abstraction over a system, the state of 
which can be influenced by the agent's actions. More 
precisely, RL can be described in terms of the Markov 
Decision Process (MDP) [23]. MDP is represented by 
⟨𝑆, 𝐴, 𝑇, 𝑅⟩. Within MDP, 𝑆 represents the set of 
possible environment states 𝑠, transition between which 
is controlled by the actions of the agent listed within the 
agent’s action space 𝐴. The agent picks an action a from 
the set 𝐴 at time step 𝑡 that triggers a transition of the 
environment to a new state 𝑠𝑡+1from the set S. The state 
transition probability is denoted as 𝑇(𝑠𝑡+1|𝑠𝑡 , 𝑎𝑡).  
In RL, an additional component is often added to 
the MDP tuple, this component is discount factor γ ∈
[0,1]. Discount factor is a parameter that regulates the 
strategic behavior of the agent. Values of 𝛾 closer to 1 
compel the agent to look for higher future cumulative 
rewards, while potentially taking suboptimal immediate 
steps. Values of 𝛾 closer to 0, instead compel the agent 
to look for the higher immediate reward at each step. 
After state transition, the agent receives as input the new 
state as well as a value of the reward function 
𝑅(𝑠𝑡 , 𝑎𝑡 , 𝑠𝑡+1), which measures the merit of picking 
the action 𝑎𝑡 within state resulting 𝑠𝑡 in transition to 
𝑠𝑡+1. The correct formulation of the reward function 𝑅 
is one of the most important steps in defining a problem 
to be solved by RL. It must fully and precisely reflect 
the expected behavior of the agent. In RL, the agent has 
no information on what any of the actions in the set 𝐴 
actually represent.  
Essentially, the singular objective of the agent in 
RL is reward maximization. It means that the agent must 
find the optimal relation between the environment’s 
states and actions. This relation is referred to as policy 
π, which maximizes the reward taking into account only 
the current state 𝑠𝑡 or communitive reward of taking 
multiple consecutive actions. Within the context of this 
work, we concentrate on the scenarios where the agent 
attempts to maximize the immediate reward. 




on the RL algorithms based on the application of Deep 
Neural Networks (DNN) [24]. The subset of these 
algorithms is generally referred to as Deep 
Reinforcement Learning (DRL) [25]. In this work, we 
rely on two algorithms of varying nature from 
prominent practitioners in the field. 
2.1. Proximal Policy Optimization 
Proximal Policy Optimization (PPO) [26] is a DRL 
algorithm developed by prominent industry 
practitioners at OpenAI. PPO is based on the RL 
concept of Policy Gradients (PG) [27]. PG is a so-called 
on-policy RL method because it is attempting to 
optimize the agent’s policies π directly by applying 
stochastic gradient ascent to the policy parameters. 
Within the context of DRL, a DNN is employed to 
facilitate the mapping of actions 𝑎 ∈ 𝐴 to states 𝑠 ∈ 𝑆. 
One of the notable advantages of PG-based algorithms, 
including PPO, is the fact that any training data is used 
once and then discarded. This results in moderate main 
memory requirements for training and inference. 
However, the original PG suffers from the stability 
of policy learning when too steep adjustments in the 
policy parameters are made, a challenge described and 
tacked earlier in [28] and improved upon in [26]. Too 
steep of the change can result in a policy update that 
actually is not beneficial but completely ruins that 
policy, to the point that the agent might never recover. 
Efficient update of the agent's policies is especially 
significant in the systems with a high cost of obtaining 
training samples by making steps in the environment, 
such as manufacturing scheduling. PPO was developed 
to efficiently tackle this challenge [26] of making sure 
that training is efficient, and the most possible policy 
improvement is done while avoiding changes that can 
potentially have a catastrophic effect on the policy.  
2.2. Asynchronous Advantage Actor-Critic 
Asynchronous Advantage Actor-Critic (A3C) [29] 
is another algorithm developed by prominent 
practitioners in the industry, specifically Google’s 
DeepMind. As the name of the algorithm suggests it is 
based on the actor-critic principle, which means it 
consists out of two core components: actor and critic. 
The actor is based on the same principles as PG, it’s on-
policy RL. As in the case of classic PG, based on the 
current state of the environment, the actor pics an action 
to 𝑎 ∈ 𝐴 to execute within this environment, in pursue 
of a higher reward. However, the actor is not receiving 
a reward directly, instead, the adjustment of the policy 
is controlled by the critic. 
In contrast to the actor, the critic is based not on PG 
but instead on a different concept called Q-Learning 
[30]. Here, instead of directly adjusting the policy 
function parameters, critic estimates Q values. A Q 
value is an estimation of a reward for a state, action 
combination, 𝑄(𝑠, 𝑎). While Q-Learning as a concept 
was not originally published with DNN in mind and had 
significant scale limitations, earlier work of Google’s 
DeepMind, Deep Q-Network (DQN) [31] in the field 
demonstrated that the use of a DNN for estimating Q 
values can be done efficiently by employing a DNN. 
Essentially within this approach, a current state of 
environment 𝑠𝑡 is mapped via DNN to ⟨𝑎, 𝑄⟩ for every 
𝑎 ∈ 𝐴. The critic receives the action taken by the agent 
as well as the state and the reward function. Based on 
this information, the critic evaluates the action and 
controls the policy adjustment of the actor. Such 
architecture was demonstrated by the authors to be able 
to solve complicated problems. Worth noting, A3C is 
called asynchronous. It means that multiple actor-critics 
are running at the same time. As stated by the authors, 
such a constellation is likely to result in a more diverse 
and thorough exploration of the environment, hence 
better policies. 
2.3. Related Works 
The majority of found applications in the field of 
DRL are evaluated in game-like environments [32]. To 
the best of our knowledge and based on scanning and 
searching using Google Scholar, very few applications 
of DRL for HFS scheduling problems could be found. 
Nonetheless, we discuss in this section the extracted 
papers that are found in this field. In [33], the authors 
presented a reinforcement learning (RL) approach that 
is supported by a Boltzmann exploration policy to 
address an HFS problem. The presented encoding is 
rather evaluated on a small problem instance that 
included 12 jobs with the single objective to minimize 
the makespan.  
Similarly, in [34], the authors presented an 
implementation of RL for estimating the value function 
of Neural Networks (NN) that are used then to map jobs 
to machines. However, the concept is presented to deal 
with Pure flow shop scheduling problems that are much 
simpler than the HFS scheduling problems. Another 
adoption of RL for real-time decision support is 
presented in [35]. The authors addressed a three-stage 
scheduling problem. On all processing stages, two 
identical machines are available. The authors generated 
problem instances and observed the performance of the 
RL approach against EDD, Shortest Processing Time 
(SPT) and First-In-First-Out (FIFO) rules with respect 
to the mean flow time, mean lateness, and percentage of 
late jobs.  
As for the adoption of DRL techniques in 




a job shop scheduling problem is presented in [36]. The 
authors evaluated the presented approach for solving 
four types of problem instances. The considered 
problems contain five to twenty jobs that must be 
scheduled on mostly 5 machines and for one type eight 
machines. A more sophisticated implementation of 
DRL to address HFS scheduling problems is presented 
in [37]. The authors employed PPO to switch positions 
of two jobs in the sequence and compared their results 
to some Priority Dispatching Rules (PDR) and Genetic 
Algorithms (GA). The evaluation of the presented 
approach is conducted on 26 jobs in the most 
complicated problem instance that is generated 
randomly. 
3. Problem formulation and presented 
concept 
 The investigated production system consists of 
four production stages. The first three production stages 
contain five parallel machines of different speeds that 
are available to process all types of jobs. In the fourth 
processing stage, two identical machines are available, 
as presented in Figure 1. Eventually, the associated 
scheduling activities in this system can be formally 
formulated as a hybrid flow shop scheduling problem. 
In addition, the first and fourth production stages are 
characterized by family major and minor setup times. 
The second and third processing stages are family-
independent stages. It implies that jobs are always 
scheduled after a minor setup time to reconfigure the 
machine.  
The efficient utilization of such production systems 
highly depends on the successful minimization of the 
total number of major setup times required to process a 
set of jobs. A major setup time is a preparation time that 
is necessary to reconfigure a machine. This major 
reconfiguration process is carried out when the machine 
is switched to process jobs from a different family than 
the current family. The concept of major and minor 
setup times is profoundly discussed in [38]. In the 
investigated production system, the major setup time on 
the first stage is 65 minutes and the minor is 20 minutes. 
In the fourth production stage, the major setup time is 
120 minutes and the minor setup time is 25 minutes.  
3.1. Problem formulation and objective values 
In this section, we will shortly present the 
preliminaries of the considered problem, which is based 
on the work presented in [20]. A job j∈ J is characterized 
by the following attributes: 
• The processing time on the first stage 𝑝𝑗,   𝑆1  
• The processing time on the second stage 𝑝𝑗,   𝑆2  
• The processing time on the third stage 𝑝𝑗,   𝑆3  
• The processing time on the fourth stage 𝑝𝑗,   𝑆4  
• The due date of a job 𝑑𝑗  
• The completion time 𝐶𝑗  
• The tardiness of job j is 𝑇𝑗 if the completion 𝐶𝑗 is 
bigger than its due date 𝑑𝑗 .  
Based on the characteristics of jobs, the objective is 
to find a production schedule, in which all jobs are 
processed on the required processing stages. This 
production plan is subject to the minimization of the 
makespan 𝐶𝑚𝑎𝑥, the total number of the required major 
setup times on the first and fourth processing stages 
𝑀𝑆 𝑓𝑖𝑟𝑠𝑡,   𝑓𝑜𝑢𝑟𝑡ℎ , the total tardiness T and the total 
number of unit penalties U. The objective values are 
presented in formula (1), (2), (3), and (4) respectively. 
The makespan refers to the maximum completion time 
overall all jobs that must be scheduled. It is essentially, 
the point in time, at which the last job in this scheduling 
period is finished. The major 𝑀𝑆 𝑓𝑖𝑟𝑠𝑡,   𝑓𝑜𝑢𝑟𝑡ℎ is induced 
on both stages, whenever the machines are reconfigured 
to process jobs from different families than the current 
family on this machine.  
 
 Cmax, max Cj :∀ Jj (j ∈ {1,…, n} (1) 
 𝑀𝑆𝑓𝑖𝑟𝑠𝑡,   𝑓𝑜𝑢𝑟𝑡ℎ ∈ {0,…,n - 1} (2) 
 T = ∑  Tj
n
j=1
 : ∀ Jj (j ∈ {1,…, n}) (3) 
 U = ∑ Uj
n
j=1
 : ∀ Jj (j ∈ {1,…, n}) (4) 
 
Addressing multi-objective optimality measures is 
necessary to account for optimizing the system 
utilization and customer satisfaction through total 
tardiness and penalties. We assume that the buffer 
capacities between processing stages are unlimited. 
Also, all jobs-related data are known and fixed in 
advance. 
3.2. The proposed conceptual design and the 
formulation of the DRL problem 
The conceptual design of the presented 
implementation contains two main components. The 
first component allows employing different DRL 
agents. In this paper, we investigated the performance 
of well-established DRL techniques: Proximal Policy 
Optimization (PPO) and Asynchronous Advantage 
Actor-Critic (A3C). We are still in the process of 
integrating and conducting further analysis on other 




event simulation model. We imitated the considered 
system in a simulation model, which is subject to the 
characteristics of jobs, the operational constraints, and 
production procedures of the investigated production 
environment. The simulation model is the environment, 
which is exposed to the DRL agent as a game.  
3.3. Action space, observation space and reward 
function. 
We attempt to leverage the capabilities of DRL 
techniques to address scheduling problems. Our 
conceptual design of the presented application is based 
on an indirect encoding of the problem. The goal is 
eventually to present an encoding similar to a video 
game, in which an agent has access to either one or two 
controllers and can interact with the environment such 
as a game. This encoding is motivated by the fact that 
most of the applications in the field of deep 
reinforcement learning are conducted in game-like 
environments [32]. 
3.3.1. Action space  
As presented in Figure 1 and marked with blue 
color, we investigated two different encodings. In the 
first encoding, the agent controls the use of different 
simple allocation algorithms over time during the 
simulation for solving the allocation part of the problem 
in the first processing stage. Based on the selection of 
the agent, families and their associated jobs are 
reallocated between available machines in the first 
processing stage over time. The agent has access to six 
different allocation algorithms that are based on the 
work presented in [20]. The sequencing part of the 
problem is solved using a sequencing algorithm 
presented in [11]. Briefly, the allocation algorithms are 
all designed to allocate jobs on a family level between 
machines based on different sorting.  
The second encoding gives the agent another 
controller to interact with the environment. In addition 
to a set of allocation algorithms, the agent controls a set 
of six sequencing algorithms on every machine. These 
sequencing algorithms are replicated based on the work 
published in [11]. Briefly, some of the sequencing 
algorithms favor dispatching jobs more based on the 
Earliest Due Date (EDD) priority dispatching rule. 
These rules are more conservative and usually act 
against system utilization since they tend to deliver 
results with a high number of major setup times on the 
first and fourth processing stages while avoiding 
penalties and total tardiness. Some other sequencing 
algorithms favor the minimization of the makespan and 
the total number of major setup times. These simple 
algorithms tend to dispatch jobs from the same family 
until a family is fully processed before switching to 
another family. As a result, penalties on the delivery 
dates are expected. We relied on multi-discrete action 
space formulation to generate our actions. This type of 
action space is used when the agents must produce 
multiple independent discrete actions to interact with the 
environment [39]. For further discussion on the multi-
discrete action space formulation, one can refer to the 
works presented in [32, 39]. These actions are then used 
to select different allocation and sequencing algorithms 
on the first and fourth processing stages over time for 
solving the scheduling problem. On the second and third 
processing stages, we relied on the EDD rule for 
dispatching jobs since they are family-independent 
processing stages. 
3.3.2. Observation space and reward function 
The observation space is divided into three major 
parts as presented in Figure 1. The first part of the 
observation space is dedicated to describing the entire 
production plan that results from the set of actions. It 
implies that the agent receives information about the 
starting and finishing time of jobs on every processing 
stage and machine-related information. The aggregation 
of this information forms a production schedule that 
includes a time plan, an allocation of jobs to every stage, 
and the position in the sequence on every machine. The 
second part of the observation space feeds the agent with 
key performance indicators on a job level such as the 
pure total processing time of a job, the total waiting time 
of a job, the overall flow time of the job in the system, 
and the tardiness of a job. The last part of the 
observation space reports the agent with the current 
relevant key performance indicators of the entire 
system. This part of the observation space includes the 
average flow time, the makespan, the total number of 
major setup times on the first and fourth processing 
stages, the total tardiness, and the total number of 
penalties. The majority of those indicators are well-
known objective optimality measures that are used for 
investigating scheduling problems [3, 9]. 
Finally, the reward function is formulated based on 
the makespan (1), the total number of major setup times 
on the first and fourth stages (2), the total tardiness (3), 
and the total number of penalties (4). After 
normalization, the reward function is further formulated 
in (5). The multiplication with a minus is to reformulate 
the reward function for a minimization problem. We 
punish the agent further if there are penalties in the 
solutions by 10. That is to increase the importance of 
penalties for agents. 
 





Figure 1: The conceptual design of the proposed approach. 
4. Experiments and results  
The experiments are designed to investigate the 
performance of the Proximal Policy Optimization (PPO) 
and Asynchronous Advantage Actor-Critic (A3C) for 
addressing the investigated problem and test the 
suggested encoding. The encoding of the problem is an 
attempt to represent complex industrial problems as 
game-like environments for Deep Reinforcement 
Learning (DRL) algorithms. We conducted experiments 
on two encodings. The first encoding allows agents to 
control the selection of allocation algorithms in the 
environment over time. The second encoding allows 
agents to control the selection of allocation and 
sequencing algorithms for solving the considered 
problem.  
In this work, we relied on Ray RLlib [40] 
framework for applying the suggested DRL algorithms. 
Ray is an open-source framework that allows to 
investigate, implement, and evaluate DRL algorithms in 
a highly parallelized manner. The goal is to achieve an 
effective distribution of computations across different 
workers to leverage the capabilities of modern hardware 
for rapid experiments.  
The investigated algorithms are configured with the 
discount factor 0.05 so that the agent seeks to maximize 
the immediate reward, as this is the desired behavior in 
our experimental setup. Additionally, preliminary 
tuning of the algorithm’s parameters suggests the 
significant importance of the learning rate for the 
agent’s learning performance. A learning rate of 0.0001 
shows to result in the desired behavior. The experiments 
are conducted on three problem instances of distinct 
complexity. Agents start solving problems of medium 
complexity, followed by a simpler problem, then 
concluding with a hard problem. The complexities of the 
problems are empirically identified using the same 
metaheuristic algorithm for solving them. We measured 
the average required computational effort of the 
metaheuristic to coverage.  
                              
                  
              
         
      
     
          
        
          
           
              
         
               
          
                      
     
                                           
                             
                                                                        
      
                 
                              
                              
                              
                              





Figure 2: The computational results on the performance of A3C and PPO in the first encoding. 
The goal is eventually to investigate the behavior of 
the DRL agents for solving different problems of 
different complexity. The obtained computational 
results of the conducted experiments are presented in 
Figure 2 and Figure 3. Particularly important is to 
observe the agent’s adaptation to the changing nature of 
the jobs that must be scheduled in the investigated 
production system. The computational results of the first 
encoding are presented in Figure 2. The PPO and A3C 
are employed to select different allocation algorithms 
over time for the allocation and reallocation of jobs 
between available machines for solving the problem. 
These selections are then used in the simulation 
environment. The simulation component is developed 
using the Salabim simulation package [41]. Salabim is 
an open-source discrete-event simulation package that 
allows modeling discrete systems in python. The 
simulation model accesses different python classes, in 
which the logic of the allocation and sequencing 
algorithms is written. As shown in Figure 2, the steady 
increase in the mean reward on average suggests a 
successful learning process of the DRL agents for 
solving the problem. 
We trained the agents for 25000 episodes for 
solving a problem instance. As seen in the figure, a 
drastic and sudden change in the performance of the 
algorithms can be observed every 25000, when we 
expose the agents to different problems. Of particular 
interest, is to observe whether the agents will recover 
and adjust their policies for solving different problems. 
Also, how long will the recovery process of different 
agents take? The obtained results show that agents can 
recover and find high-quality solutions for solving 
different problem instances of different complexity. On 
average, the recovery process of the A3C marginally 
outperforms the one of the PPO for dealing with the 
problems. The tendency of the algorithms performance 
recovery is a positive step in the context of applying 
DRL techniques for solving industrial problems. It 
implies that both algorithms, despite the demonstrated 
overall better performance of A3C, are able to adjust 
their learned policies to address different problems.  
The computational results of the second encoding 
are presented in Figure 3. Briefly, this encoding allows 
DRL agents to control the selection of allocation and 
sequencing algorithms over time during a scheduling 
period for solving the problems. It implies that the 
agents control the allocation and reallocation processes 
of the jobs between available machines over time during 
a scheduling period. In addition, the action space of the 
agents is designed to allow them also to control the 
sequencing of jobs on the machines over time using 
different sequencing algorithms. This encoding is more 
sophisticated for DRL techniques than the previous one. 
The goal behind investigating this encoding is to 
evaluate the impact of complicating the encoding on the 
performance of the algorithm in terms of learning and 
recovery processes. 
As shown in Figure 3, A3C and PPO are able to 
successfully learn to deal with the investigated problem. 
However, we can already notice the impact of complex 
multi-discrete action space on the performance of the 
algorithms for solving the problems. The results suggest 
that both algorithms require more time to reach a steady 
high mean-reward during the first 25000 episodes for 





Figure 3: The computational results on the performance of A3C and PPO in the second encoding. 
In addition, once again the outperformance of the 
A3C is more significant during the training process in 
terms of the obtained mean reward. In Figure 3, one 
can observe that the A3C agent (blue line) learn much 
faster than the PPO (orange line) during the first 25000 
episodes. The recovery process of the A3C 
significantly outperforms the recovery process of the 
PPO after exposing the agent to different problems of 
different complexity. It implies that A3C is able to 
adjust achieved policy to address new problems much 
better than PPO. To increase the confidence in the 
obtained results, we decided to conduct further 
analysis on published problem instances in [42] that 
are based on [21]. The authors investigated a two-stage 
HFS scheduling problem with family major and minor 
setup times. The authors presented extensive analysis 
on the nature of the problem instance and presented an 
approach based on NeuroEvolution of Augmenting 
Topologies (NEAT) for solving the problems in [21]. 
Therefore, we built a simulation model for a two-stage 
production system and used the problem instance to 
further analyze the performance of the suggested 
approaches. 
The computational results of the conducted 
experiments are presented in Table 1. We report here 
the best-found solutions by the DRL agents for solving 
the problem instances after collecting the results of a 
single run. The makespan Cmax and the total tardiness 
are reported in minutes. The unit penalties and major 
setups are reported in number. The A3C achieves 
better results in terms of all perused objective values 
in comparison to NEAT and PPO for solving the first 
three problem instances. PPO on the other hand 
outperforms NEAT for solving two problem instances 
while NEAT achieves better performance in terms of 
minimizing the makespan. NEAT outperforms PPO 
and A3C for solving the fourth problem instance. The 
DRL agents show similar behavior for solving the 
two-stage problems. They achieve high-quality 
solutions for solving the first three problem instances 
and then decline after being exposed to the fourth 
problem instance. This demonstrates that DRL agents 
successfully adjust their policies for solving problems 
of presumably similar nature and necessitate more 
episodes to adjust their policy for solving the fourth.  
Table 1: Computational results of PPO and 
A3C compared to NEAT [21]. 
 Cmax T U 𝑀𝑆 
Problem 1 
NEAT  17,768 124 0 114 
PPO 18,609 0 0 54 
A3C 17,081 0 0 58 
Problem 2 
NEAT 20,916 303 0 149 
PPO 17,874 0 0 55 
A3C 17,669 0 0 55 
Problem 3 
NEAT  20,584 0 0 142 
PPO 18,228 0 0 54 
A3C 17,690 0 0 56 
Problem 4 
NEAT  18,771 0 0 113 
PPO 19,970 2,245 4 52 




We conducted another experiment and started to 
train the agents for solving the fourth problem instance 
and then switching to the others. The results of the 
DRL agents are significantly better than the reported 
results in the table. It implies that the nature of the 
fourth problem is marginally different than the others. 
5. Conclusion and discussions 
In this paper, we present a DRL approach that is 
coupled with a simulation environment to address HFS 
scheduling problems. We adopted two DRL 
algorithms that are presented by prominent 
practitioners: PPO and A3C originally developed by 
OpenAI and Google DeepMind, respectively. The 
conducted evaluation on the two-stage and four-stage 
HFS scheduling problems show that the DRL agents 
are able to address the problems using the presented 
formulation of the action space. The presented multi-
discrete action space formulation allows us to expose 
the agent to the simulated production system and 
interact with it as a game. Both experiments show that 
exposing the agents to solve problems of different 
nature might lead to degradation in the performance 
until the agents adjust their policies. It implies that the 
generalization of the DRL agent’s behavior is subject 
to further research.  
Our results correspond to the generalization 
challenges discussed by Google Brain and DeepMind 
in [43]. To address this drawback two directions can 
be pursued. The first is to address how deep neural 
networks configurations affect the performance of the 
learning process [43]. The second direction is rather 
concentrated on their application. For instance, one 
can attempt to classify problem instances in terms of 
complexity. Different agents can be trained to deal 
with problems of similar nature to potentially achieve 
better results. Production systems daily will not result 
in scheduling problems of an entirely different nature. 
Some new jobs are released for scheduling and some 
finished. Therefore, sufficient training of a DRL agent 
might deliver solutions with sufficient quality for 
supporting instant decision-making. 
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