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Chapter 1
Introduction
At present, the most promising candidates of models unifying the four known
fundamental interactions consist of string theories [1, 2]. As their name
indicates, the fundamental objects of these theories are strings and it is
believed that all the particles found in nature can be viewed as their different
vibration modes. At the lowest end of their energy spectrum, string theories
contain states which can be described by antisymmetric tensor fields. These
fields are therefore essential ingredients of various supergravity models which
represent low energy approximations of string theories. The study of these
fields is thus an important question of theoretical and mathematical physics.
Antisymmetric tensor fields, denoted Bµ1...µp , generalize the vector po-
tential Aµ used to describe Maxwell’s theory of electromagnetism. They are
antisymmetric with respect to the permutation of any two of their indices
and are thus naturally viewed as the components of a p-form,
B =
1
p!
Bµ1...µndx
µ1 ∧ . . . ∧ dxµp . (1.1)
As in the case of electromagnetism, the action of massless p-form gauge
theories is invariant under gauge transformations. For Maxwell’s theory, the
gauge transformations read, Aµ → Aµ+∂µǫ where ǫ is an arbitrary spacetime
function. In form notation, this symmetry is written as A = Aµdx
µ →
A + dǫ where d = dxµ∂µ is the spacetime exterior derivative. The gauge
transformations of p-form gauge fields are straightforward generalization of
the above transformations and are given by, B → B + dη where η is now
an arbitrary spacetime dependent p− 1-form. Their is however a significant
difference. The gauge transformations of p-forms (p > 1) are reducible, i.e,
they are not all independent. Indeed the gauge parameters η and η′ = η+dρ
where ρ is a p − 2-form produce the same transformation of B by virtue of
d2 = 0. As we shall see later, this is one of the particularities of p-form gauge
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theories which makes their study a rich problem.
The aim of this thesis is to study some of the properties of p-form gauge
theories by using the BRST field-antifield formalism. The essential ingredient
of this formalism is the BRST differential s which was first discovered in the
context of the quantization of Yang-Mills theory. As for any gauge theory, it
is necessary when quantizing Yang-Mills theory to introduce a gauge fixing
term in the action in order to obtain well-defined propagators and Green
functions. Furthermore one must ensure that the measurable quantities cal-
culated from the gauge fixed action do not depend on the choice of the gauge
fixation and that the theory is unitary in the physical sector. An elegant
way of achieving this program for Yang-Mills theory was devised by Faddeev
and Popov [3]. Their method requires the introduction of new fields, called
ghosts which only appear as intermediate states in transition amplitudes.
Becchi, Rouet, Stora [4, 5] and Tyutin [6] then discovered that the gauge-
fixed Yang-Mills action incorporating the ghosts was invariant under a nilpo-
tent symmetry, the BRST symmetry, which was then extended to theories
with more general gauge structures [7, 8, 9, 10, 11] and in particular to
reducible gauge theories. The most important property of the BRST sym-
metry is that for any gauge theory it allows one to construct an “extended
action” which guarantees at the quantum level all the conditions recalled in
the preceding paragraph.
Another benefit of the BRST symmetry is that one can study various
problems of classical and quantum field theory by calculating the local coho-
mology H(s|d) of its nilpotent generator s; this amounts to the classification
of the “non-trivial” solutions of the Wess-Zumino consistency condition [12].
In quantum field theory, the local BRST cohomology is especially useful
in renormalization theory. Indeed, one can show that in “ghost number” 1
(see Section 2.1), H(s|d) contains all the candidate gauge anomalies which
can arise upon quantization of a gauge theory. The existence of these BRST
cocycles does not imply that the theory is anomalous. However, a calcula-
tion of their coefficients indicates if the theory is consistent or not. Other
important cohomological groups in renormalization theory are found in ghost
number 0 and contain the counterterms needed for renormalization. The cal-
culation of these BRST cocycles is therefore useful to examine the stability
of the action and to determine if the divergences can be absorbed in a redef-
inition of the fields, masses, coupling constants or other parameters present
in the classical action.
The calculation of the BRST cohomology is also relevant to address some
questions of classical field theory. Indeed, the cohomological groups in ghost
number 0 which restrict the form of the counterterms also determine the
consistent interaction terms that can be added to a lagrangian. By consistent
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it is meant vertices which preserve gauge invariance and therefore the number
of degrees of freedom. The BRST cohomology is also very powerful to study
the gauge invariant nature of the conserved currents of a theory. Indeed, as
explained in Section 2.3, this problem is related to the calculation of the
cohomological groups in ghost number −1.
To obtain the BRST cohomology we will closely follow the approach de-
veloped for Yang-Mills theory1. This is possible mainly because the BRST
differential of p-form gauge theories splits as in the Yang-Mills case as the
sum of the Koszul-Tate differential δ and the longitudinal exterior derivative
γ: s = δ + γ (for Chapline-Manton models (Chapter 7), this form of s is
obtained after a change of variables). The roˆles of the Koszul-Tate differ-
ential and the longitudinal exterior derivative are respectively to implement
the equations of motion and to take into account the gauge invariance of the
theory.
Our analysis will be performed in the presence of antifields; in the ter-
minology of path integral quantization, they are the sources of the BRST
variations of the fields and ghosts. They are useful in renormalization theory
to control how gauge invariance survives renormalization and they also pro-
vide a convenient way to take into account the dynamics of the model when
one addresses the problems of classical field theory raised above.
As in the Yang-Mills case, our study of the BRST cohomology is composed
of two parts. In the first one, we calculate the solutions of Wess-Zumino
consistency condition which do not depend on the antifields. Our analysis
relies on the resolution of the so-called “descent equations” from which one
obtains the cohomology H(γ|d) by relating it to the cohomology H(γ).
In the second part of our study, we calculate the antifield dependent
BRST cocycles. Their existence is closely tied to the presence of non-
vanishing classes in the “characteristic cohomology” H(δ|d). This cohomol-
ogy is defined as the set of q-forms w (see Section 2.5) which satisfy the
conditions:
dw ≈ 0; w 6≈ dψ. (1.2)
In (1.2) d is the spacetime exterior derivative and the symbol ≈ means “equal
when the equations of motion hold”. The calculation of the characteristic co-
homology is an interesting problem on its own but is also related to important
questions of field theory (see Chapter 5).
Our analysis will show that the BRST cocycles naturally fall into two
categories. In the first category, one has the cocycles a which are strictly
1A complete account of the analysis of the local BRST cohomology in Yang-Mills theory
and a list of the original works on the subject can be found in [13, 14].
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annihilated by s. They consist of the gauge invariant functions of the theory
and are easily constructed. In second category, one has the cocycles which are
s-closed only modulo the spacetime exterior derivative d, i.e., which satisfy
sa + db = 0. A priori, any cocycle can depend on the components of the
antisymmetric tensors, the corresponding ghosts and antifields as well as
their derivatives. However, a remarkable property of the solutions of the
Wess-Zumino consistency condition belonging to the second category is that
they only depend on the exterior forms build up from the antisymmetric
tensors, the ghosts and the antifields and not on the individual components
of these forms. This property explains a posteriori why the calculation of
the BRST cohomology in the algebra of forms and their exterior derivatives
does not miss any of the cocycles of the second category2.
From the analysis of the BRST cohomology, we will obtain for the models
considered all the candidate anomalies, counterterms, consistent interactions
and we will analyze the gauge structure of the conserved currents. Our main
result will be the classification of all the first-order vertices which can be
added to the action of a system of free p-forms (p > 1). Their construction
has attracted a lot of interest in the past [15, 16, 17, 18, 19, 20, 21] but
systematic results were only obtained recently [22]. We will show that besides
the strictly gauge invariant ones, the first-order vertices are necessarily of the
Noether form “conserved antisymmetric tensor” times “p-form potential” and
exist only in particular spacetime dimensions. The higher-order vertices will
also be studied for a system containing forms of two different degrees. This
analysis will unveil only one type of consistent interacting theory which is
not of the forms described in [15, 16, 18, 19].
Our thesis is organized as follows. In Chapter 2, we expose briefly the
BRST field-antifield construction and describe how it addresses the problems
of classical and quantum theory we have outlined. We will also define the
mathematical framework in which the calculations will be done.
In Chapter 3, we perform the BRST construction for an arbitrary system
of free p-forms, i.e, we introduce all the necessary antifields, ghosts and define
their transformation under the BRST differential in terms of the Koszul-Tate
differential and the longitudinal exterior derivative. We then give results con-
cerning the cohomologies of the Koszul-Tate differential and the spacetime
exterior derivative (Poincare´ Lemma). By making use of Young diagrams
we also calculate the cohomology H(γ) of the longitudinal exterior deriva-
tive which represents an essential ingredient in the analysis of the antifield
independent solutions of the Wess-Zumino consistency condition.
2This statement is true except for the antifield dependent BRST cocycles related to
the conserved currents of the theory (see Theorem 26).
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In Chapter 4 we begin our study of the BRST cohomology for the system
of p-forms described in Chapter 3. Chapter 4 is divided into three sec-
tions and begins with an outline of the methods used to obtain the antifield
(in)dependent BRST cocycles. In Section 4.2 we analyze the Wess-Zumino
consistency condition in the absence of antifields. We begin by reviewing
the technic of the “descent equations”: we illustrate it with simple examples
and then describe the general theory. We then show that for free p-forms,
one can investigate the Wess-Zumino consistency condition in the so-called
“small algebra”. After that we introduce the “Universal algebra” and we
formulate the Generalized transgression lemma from which one is able to ob-
tain all the non-trivial cocycles. The results of the analysis are presented in
Section 4.2.6 and we summarize them in Section 4.2.8 by listing the vari-
ous (antifield independent) counterterms and anomalies. In Section 4.3 we
turn our attention to the antifield dependent solutions of the Wess-Zumino
consistency condition and we prove some preliminary results. In particular
we show that the existence of antifield dependent BRST cocycles is related
to the presence of non-vanishing classes in the “characteristic cohomology”.
This cohomology is studied in Chapter 5 which begins by a general de-
scription of the subject and a summary of our results.
In Chapter 6, we continue the analysis of the Wess-Zumino consistency
condition in the presence of antifields. Using the results of Chapter 5 we
obtain in Section 6.1 all the antifield dependent BRST cocycles from which
we infer in Section 6.2 and 6.3 the corresponding counterterms, first-order
vertices, anomalies and the gauge structure of the conserved currents of the
theory. The last Section of Chapter 6 is dedicated to the construction of
interacting p-form theories which are consistent to all orders in the coupling
constant.
In Chapter 7 we study the BRST cohomology for Chapline-Manton mod-
els. The analysis is similar to the one of the free theory since after a re-
definition of the antifields the BRST differential is brought to the standard
form s = δ + γ. Thus we begin by studying the antifield independent cocy-
cles, then the characteristic cohomology and finally the antifield dependent
cocycles. The important lesson of the analysis of Chapline-Manton models
is that the results gathered for the free theory are useful in the analysis of
interacting theories since they allow to obtain the cohomological groups by
“perturbative arguments”.
Finally, in Chapter 8 we conclude this dissertation with a few comments.
Chapter 2
BRST formalism
One of the benefits of the BRST field-antifield formalism is that it allows one
to formulate in a purely algebraic manner certain questions concerning the
(classical or quantum) theory of fields. In this section we briefly describe how
this formalism is introduced and how it deals with the following questions:
1. determination of the consistent deformations of a classical theory,
2. analysis of the gauge invariant nature of conserved currents of a classical
theory.
3. classification of possible counterterms occurring in the renormalization
of quantum theory,
4. determination of candidate anomalies which can occur as a result of
the quantization of a classical theory.
We will also describe the mathematical framework in which the calcula-
tions will be done.
2.1 BRST action and master equation
Let us start by introducing rapidly the various ingredients of the BRST
formalism which are relevant for our discussion of the questions raised above.
The starting point of the analysis is a local classical action I,
I =
∫
dnxL(φi, ∂µφ
i, . . . ). (2.1)
By local we mean that L depends on the fields and their derivatives up to a
finite order k.
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The first step in the BRST construction is to associate with each field φi
present in (2.1) another field called an antifield. These antifields, which we
label φ∗i , are assigned a degree called the antighost number which is equal to
1.
Besides being invariant under some global symmetries acting on the fields,
the action I can be invariant under some gauge transformations. These have
the property that their parameters, ǫα, can be set independently at each
point in spacetime, i.e., ǫα = ǫα(x). For each of these gauge parameters,
one introduces another antifield φ∗α of antighost number 2, as well as a field
called a ghost, which we label Cα. This ghost is assigned a degree called
the pureghost number which is equal to 1. The pureghost number of the
antifields and the antighost number of the ghosts are set equal to zero. One
also introduces a third degree called the ghost number which is equal to the
difference between the pureghost number and the antighost number.
A gauge theory is said to be reducible when the gauge parameters are
not all independent. In that case, the gauge transformations are themselves
invariant under certain variations of the gauge parameters ǫα. For each pa-
rameter involved in the transformations of ǫα, one again introduces a new
antifield φ∗Γ of antighost number 3 and a ghost C
Γ of pureghost number 2.
This construction continues if the transformations of the gauge param-
eters are themselves reducible and so on. We will suppose here that the
construction stops after a finite number of steps so that the number of anti-
fields and ghosts introduced is finite. The last ghosts introduced are called
the ghosts of ghosts.
Once all the necessary antifields and ghosts have been defined, one can
introduce the BRST differential s and define its action on all the variables.
The general expression of s is of the form,
s = δ + γ + s1 + s2 + . . . . (2.2)
In (2.2) the first part of s is the Koszul-Tate differential δ. Its roˆle is to
implement the equations of motion in cohomology, i.e., its cohomology is
given by the on-shell functions and in particular, any function which vanishes
on-shell is δ-exact. The second operator present in (2.2) is the longitudinal
exterior derivative γ. Its roˆle is to take into account the gauge invariance
of the theory; γ is thus constructed in such a way that any observable is
annihilated by γ on-shell. The general expressions for δ and γ may be found
in [23] and will be given later for the various models considered in this thesis.
Let us only note here that: δ lowers by one unit the antighost number while
γ leaves it unchanged; δ is nilpotent and γ is nilpotent modulo δ, i.e, γ is a
differential in the cohomology H(δ) ≡ Ker δ
Im δ
; δ and γ anticommute (δγ+γδ =
0).
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The extra terms sj present in s are of antighost number j (they raise the
antighost number by j units). Their action on the variables is obtained by
requiring that s2 = 0.
For all the models we consider in this thesis, we will see that s reduces to
the sum of δ and γ: s = δ + γ.1 In the rest of the text we will assume that
s has this particular form.
Once the action of s on all the fields, ghosts and antifields has been
obtained, one can construct a new action S of ghost number 0 called the
BRST action which generates the BRST symmetry s. It is defined by2,
S =
∫
dnx(L + (−)ǫAφ∗Asφ
A), (2.3)
where ǫA is the Grassmann parity of φ
A. We have denoted all the antifields
by φ∗A ≡ (φ
∗
i , φ
∗
α, φ
∗
Γ, . . . ) and the fields and ghosts by φ
A ≡ (φi, Cα, CΓ, . . . ).
By construction the BRST action is such that,
sφA = (S, φA) = −
δRS
δφ∗A(x)
, (2.4)
sφ∗A = (S, φ
∗
A) =
δRS
δφA(x)
. (2.5)
Furthermore, S satisfies the master equation,
(S, S) = 0, (2.6)
where the antibracket (., .) of two local functionals A and B is defined by,
(A,B) =
∫
dnx
(
δRA
δφA(x)
δLB
δφ∗A(x)
−
δRA
δφ∗A(x)
δLB
δφA(x)
)
. (2.7)
The master equation (2.6) is a direct consequence of s2 = 0.
An important feature is that by construction, the BRST action contains
all the information about the action and its gauge structure. For instance
one can directly read off from its expression the gauge transformations, their
algebra, the reducibility identities etc.
In the following sections we quickly review how the BRST formalism
addresses the questions raised at the beginning of this section.
1For Chapline-Manton models this form of s is obtained by a redefinition of the anti-
fields.
2This form of the BRST differential is not the most general one; indeed there are some
theories for which S contains terms which are not linear in the antifields. However, the
models examined in this thesis all admit a BRST action of the form (2.3).
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2.2 Consistent deformations
Let us illustrate the problem of consistent deformations for an irreducible
gauge theory (for a recent and more complete review see [24]).
Let I0 be a “free”
3 action invariant under some gauge transformations
δǫφ
i = Ri0αǫ
α, i.e., ∫
dnx
δI0
δφi
Ri0αǫ
α = 0. (2.8)
A deformation of the free action consists in adding to I0 interaction vertices,
I0 → I = I0 + gI1 + g
2I2 + . . . , (2.9)
where g is a coupling constant. In order to be consistent, we require the de-
formation to preserve gauge invariance. Therefore, the action I must remain
gauge invariant, possibly under modified gauge transformations:∫
dnx
δI
δφi
Riαǫ
α = 0. (2.10)
with,
Riα = R
i
0α + gR
i
1α + g
2Ri2α + . . . . (2.11)
Eq. (2.10) has to be satisfied at each order in the coupling constant.
The deformations of an action can be of two types. In the first one,
gauge invariant terms are added to the original lagrangian and therefore no
modification of the gauge transformations is required. In Maxwell theory,
Chern-Simons terms produce such deformations. The second type of defor-
mations are obtained by adding vertices which are not invariant under the
original gauge transformations and which therefore require a modification in
them. In such a case, the algebra of the new gauge transformations can also
be altered. A famous example is the Yang-Mills theory in which the abelian
U(1)N symmetry is replaced by the non-abelian SU(N) symmetry.
For reducible theories, one also imposes the gauge transformations (2.11)
to remain reducible and all higher order reducibility identities to hold (possi-
bly in a deformed way). These consistency requirements guarantee that both
the deformed theory and the free theory contain the same number of degrees
of freedom.
3Although the action I0 can already contain interaction vertices, we call it free as it is
the action we want to deform.
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The problem of consistent interactions among fields can be elegantly for-
mulated within the BRST field-antifield formalism [25]. Indeed, let S0 be the
solution of the master equation for a free theory,
(S0, S0) = 0. (2.12)
If one deforms this free theory, the lagrangian, its gauge transformations,
reducibility identities etc. are modified. Therefore, the BRST action S0 which
encodes all this information it is also modified and becomes,
S = S0 + gS1 + g
2S2 + . . . , (2.13)
where all the terms are of ghost number 0. All our consistency requirements
will be met if the new BRST action continues to satisfy the master equation
(2.6). Indeed, (S, S) = 0 guarantees in particular that condition (2.10) is
fulfilled but this is also true for all the higher order reducibility identities.
As we already stressed, the BRST action encodes all the information
about the gauge structure of the theory. In its expansion (2.3) according to
the antighost number, one encounters three terms of special interest in the
present discussion:
1. the antifield independent term which corresponds to the full interacting
lagrangian;
2. a term of the form φ∗iR
i
αC
α (where φ∗i are the antifields of antighost
number 1 and the Cα are the ghosts of pureghost number 1). From
this term one deduces the modified gauge transformations of the fields
δǫφ
i = Riαǫ
α. Note that if S1, S2, . . . do not depend on the antifields
then the gauge transformations leaving the deformed action invariant
are identical to those of the free theory.
3. a term of the form Cαβγφ
∗
αC
βCγ (where φ∗α are the antifields of antighost
number 2). This term is present when the gauge transformations are
not abelian even on-shell; the Cαβγ are the structure “constants” of the
algebra of the gauge transformations.
The advantage of using the BRST formalism to address the problem of consis-
tent deformations is that one can make use of the cohomological techniques.
Indeed, as Eq. (S, S) = 0 must be fulfilled at each order in the coupling
constant, one gets a tower of equations which reads,
(S0, S0) = 0, (2.14)
2(S0, S1) = 0, (2.15)
2(S0, S2) + (S1, S1) = 0, (2.16)
...
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The first equation is satisfied by hypothesis. The second one implies that S1 is
a cocycle of the BRST differential s of the free theory. This condition, known
as the Wess-Zumino consistency condition, imposes very strong restrictions
on S1 and thus provides a convenient way to determine all the first order
vertices.
The interesting S1 are in fact elements of the cohomology H
0(s). To see
this, suppose that S1 is of the form S1 = sT1 where T1 is of ghost number
−1. Since s2 = 0, S1 is automatically a BRST cocycle. However, such so-
lutions correspond to “trivial” deformations because they amount to field
redefinitions in the original action [25, 24]. Therefore, the non-trivial defor-
mations of the BRST action are represented by the cohomological classes of
H0(s) ≡ Ker s
Im s
.
At order g2, condition (2.16) indicates that the antibracket of S1 with
itself must be s-exact. This is a new constraint for S1 but it also defines S2
up to an s-exact term. If locality (as defined above) is not imposed to the
functionals, one can show that condition (2.16) is always satisfied because
the antibracket of two closed functionals is always exact. This is also true for
all the other equations beneath (2.16). It is thus only when one requires the
functionals to be local that one can meet an obstruction in the construction
of the higher order vertices corresponding to S1.
To properly take into account locality one reformulates all the equations
in terms of their integrands. For instance, Eq. (2.15) can be written,
sS1 = 0⇔ s
( ∫
S1
)
= 0⇔
∫
(sS1) = 0. (2.17)
In terms of the integrand S1 the last equation reads,
sS1 + dM1 = 0, (2.18)
where M1 is a local form of degree n − 1 and ghost number 1 and d is the
spacetime exterior derivative. Again one can show that BRST-exact terms
modulo d are trivial solutions of (2.18) and correspond to trivial deforma-
tions. In order to implement locality, the proper cohomology to evaluate
is thus Hn0 (s|d) where the superscript and subscript respectively denote the
form degree and ghost number.
The local equivalent of (2.16) is,
sS2 + (S1,S1) + dM2 = 0, (2.19)
where we have set S2 =
∫
S2 while (S1,S1) is defined by (S1, S1) =
∫
(S1,S1)
up to an irrelevant d-exact term. Contrary to the previous situation in which
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one did not impose locality, Eq. (2.19) is not automatically fulfilled if one
requires S2 and M2 to be local functions. It indicates that (S1,S1), which
is of form degree n and ghost number 1, must be BRST-exact modulo d.
Therefore, the construction of S can be obstructed at this stage if Hn1 (s|d)
does not vanish.
The consistency conditions at higher order in the coupling constant are
also non-trivial for local functionals and it is immediate to check that further
obstructions to the construction of S can arise only if Hn1 (s|d) is not zero.
To summarize, the problem of consistent deformations is elegantly cap-
tured by the BRST-field antifield formalism. The non-trivial first order ver-
tices are representatives of Hn0 (s|d) and the construction of the higher order
vertices can be obstructed if Hn1 (s|d) is non-vanishing. These observations
motivate the study of these two cohomological groups.
2.3 Gauge invariant conserved currents and
global symmetries
In this section we discuss the roˆle of the BRST cohomology in the study of
the gauge structure of global symmetries and conserved currents [26].
A global symmetry of a field theory is a transformation of the fields de-
pending on constant parameters,
∆φi = ai(φj, ∂µφ
j, . . . ), (2.20)
which leaves the action invariant or in other words, which leaves the la-
grangian invariant up to a total derivative, i.e.,
δL
δφi
∆φi + ∂µj
µ = 0. (2.21)
In (2.21), jµ is the conserved current associated with the symmetry ∆φi.
If we set a1 = φ
∗
ia
idnx, (2.21) can be rewritten as,
δa1 + dj = 0, (2.22)
where j is the n−1 form dual to jµ. We have used the fact that by definition,
δφ∗i = −
δL
δφi
. The n-form a1 of antighost number 1 therefore defines an
element of the cohomological group Hn1 (δ|d).
A global symmetry is said to be trivial if the corresponding a1 defines a
trivial element in Hn1 (δ|d), i.e.,
a1 = δr2 + dc1. (2.23)
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This is the case if and only if the global symmetry reduces on-shell to a gauge
transformation [23, 27]. Two global symmetries are said to be equivalent if
they differ by a trivial symmetry. Therefore, the equivalence classes of non-
trivial symmetries correspond to the classes of Hn1 (δ|d).
From Eq. (2.21), we see that there is a well defined map between the
cohomological classes of Hn1 (δ|d) and the classes of conserved currents, where
two currents are said to be equivalent if they differ by a term of the form:
δe1 + dm where m is a n − 2 form. Such a term reduces on-shell to an
identically conserved current and will be called a trivial current. This does
not mean that trivial currents are devoid of physical interest but rather that
their expression is easily obtained.
The question we want to answer is: can a1 and j be redefined (“im-
proved”) by the addition of trivial terms in order to make them gauge invari-
ant. In other words, does one have γa′1 = γj
′ = 0 with a′1 = a1 + δr2 + dc1
and j′ = j + δe1 + dm?
Using the following isomorphism theorem, one can relate this question to
the calculation of the local BRST cohomology H(s|d):
Theorem 1. (valid in particular for the p-form gauge theories considered in
this thesis)
Hk(s|d) ≃
{
Hk(γ|d,H0(δ)) k ≥ 0
H−k(δ|d) k < 0
(2.24)
Proof: The proof of this result can be found in [28].
Using the case k < 0 of Theorem 1 we see that to any class of Hn1 (δ|d)
representing a global symmetry we can associate a class of Hn−1(s|d) of ghost
number −1. The map q : Hn−1(s|d) → H
n
1 (δ|d) is realized in the following
manner. Let a be a representative of a class of Hn−1(s|d). The expansion of
a according to the antighost number is of the form:
a = a1 + a2 + . . .+ ak. (2.25)
Since a satisfies the Wess-Zumino consistency condition sa+db = 0, the term
a1 satisfies δa1 + db0 = 0 and therefore defines an element of H
n
1 (δ|d). It is
easy to see that the map q : Hn−1(s|d) → H
n
1 (δ|d) : [a] → [a1] is well defined
in cohomology since a change of representative in Hn−1(s|d) (a→ a+ sr+dc)
does not change the class of a1 in H
n
1 (δ|d) (a1 → a1 + δr2 + dc1).
The BRST cocycles (2.25) can be classified according to the value of k
at which their expansion (according to the antighost number) stops. This
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expansion genuinely stops at order k if it is not possible to remove the term
ak by the addition of trivial terms.
Because a is a BRST cocycle, the last term ak satisfies the equation
γak + dbk = 0. In Section 4.3 however we will show that in each class of
H(s|d) there is a representative which satisfies the simpler equation γak = 0.
This means that the only global symmetries which cannot be made gauge
invariant are those for which the term ak in the corresponding BRST cocycle
is genuinely of order k. Indeed, if the terms in a of antighost numbers j > 1
can be removed by the addition of trivial terms then the corresponding class
of Hn1 (δ|d) has a representative which obeys γa
′
1 = 0 and which is therefore
gauge invariant.
Our analysis of Section 6.3 will show that when one excludes an explicit
dependence on the spacetime coordinates, the only BRST cocycles in ghost
number −1 which cannot be assumed to stop at order 1 are those which
correspond to the following global symmetries:
δBaµ1...µp = k
a
bB
b
µ1...µp
, with kab an antisymmetric matrix. (2.26)
Since the kab are antisymmetric matrices these global symmetries correspond
to rotations of the p-forms among themselves. Only these are not equivalent
to a gauge invariant global symmetry.
Once this result has been obtained, one may investigate which conserved
currents can or cannot be made gauge invariant. Our analysis establishes that
the only currents that cannot be made gauge invariant are those associated
to the global symmetries (2.26).
The crucial part of our study of the gauge invariant nature of the global
symmetries and the conserved currents is the classification of the solution of
the Wess-Zumino consistency condition in ghost number −1.
2.4 Counterterms and Anomalies
In this section we analyze the roˆle of the BRST field-antifield formalism in
the theory of renormalization. Our presentation is based on [13].
In order to quantize a gauge theory by the method of path integral it is
necessary to fix the gauge in order to obtain properly defined Green functions.
A convenient way of achieving this is to introduce auxiliary fields and to define
a gauge-fixing fermion.
The auxiliary fields consist of ghosts and antifields and will respectively
be denoted by C i, bi and C∗i , b
∗
i . They are associated in pairs by the BRST
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differential,
sC i = bi, sbi = 0, (2.27)
sb∗i = C
∗
i , sC
∗
i = 0, (2.28)
and their ghost numbers and Grassmann parities are related by,
ghost C i = ghost b∗i = ghost b
i − 1 = ghost C∗i − 1, (2.29)
ǫ(C i) = ǫ(b∗i ) = ǫ(b
i)− 1 = ǫ(C∗i )− 1. (2.30)
The number of auxiliary fields required depends on the theory considered
and in particular on its order of reducibility.
By virtue of (2.27) and (2.28), the BRST action generating the differential
s in presence of auxiliary fields is still given by,
S =
∫
dnx(L+ (−)ǫAφ∗Asφ
A), (2.31)
where the φA and φ∗A now include the auxiliary fields.
The extended BRST action Sext is defined as,
Sext[φ
A, φ˜∗A] = S[φ
A, φ˜∗A +
δRψ
δφA
]. (2.32)
In (2.32), ψ is the gauge-fixing fermion. It is of ghost number −1 and de-
pends only on the φA. It is chosen in such a way that the Feynman rules
obtained from Sext[φ
A, φ˜∗A = 0] are well defined. It is easy to see that the
extended BRST action satisfies the master equation (Sext, Sext) = 0 where
the antibracket is now expressed in terms of the variables φA and φ˜∗A. From
(2.32) one can formally calculate all the Green functions of the theory.
The effective action Γ is defined as the generating functional for the con-
nected one particle irreducible, amputated vertex functions,
Γ[ϕ˜] =
∞∑
m=2
1
m!
∫
dnx1...d
nxmϕ˜(x1)...ϕ˜(xm)< 0|Tϕ(x1)...ϕ(xm)|0 >
1PI,amp.
(2.33)
In (2.33) all the fields, ghosts and antifields have been collectively denoted
ϕ. The ϕ˜ are the corresponding smooth, fast decreasing test functions.
As is well known, when one tries to calculate the effective action by
using the Feynman rules, one encounters difficulties arising from ill-defined
(infinite) quantities. Therefore, in order for the theory to make sense one
needs a regularization scheme which eliminates those infinities.
24 BRST formalism
To be more precise, Γ admits an expansion in powers of ~,
Γ = Γ(0) + ~Γ(1) + ~2Γ(2) + . . . . (2.34)
In (2.34) one can show that the first term is a tree diagram which actually
coincides with the extended BRST action Sext. The other terms are loop
diagrams, the number of loops being given by the power in ~. The problems
usually begin when one tries to calculate Γ(1). In order to eliminate the
infinite quantity present in Γ(1) one needs to regularize the theory by giving a
meaning to divergent integrals. This can be done for example but introducing
a cut-off Λ. Eq. (2.34) then becomes,
Γreg(φ˜A, φ˜∗A) = Sext + ~Γ
(1)
div(Λ) + ~Γ
(1)
f (Λ) +O(~
2), (2.35)
where Γ
(1)
div(Λ) is the sum of the one loop contributions to Γ which diverge
when Λ→∞.
Problems can occur when the regularization introduced fails to preserve
at the quantum level the local symmetries of the classical action. Indeed, the
quantum action principle [29] states that the following identity holds,
1
2
(Γreg,Γreg)(φ˜) = ~∆(φ˜) +O(~2), (2.36)
where the antibracket is taken with respect to the sources φ˜A and φ˜∗A. The
term ∆(φ˜) is an integrated polynomial of ghost number 1. It represents at
order ~ the obstruction for Γreg to satisfy the equation,
(Γreg,Γreg) = 0. (2.37)
If a term ∆(φ˜) is present and cannot be removed by adding local counterterms
to the classical action, the theory is said to be anomalous. Indeed, Eq. (2.37)
reflects gauge invariance and has to be satisfied in order to guarantee the
consistency of the quantum theory and in particular its unitarity.
By taking the antibracket of Eq. (2.36) with Γreg and using the Jacobi
identity (Γreg, (Γreg,Γreg)) ≡ 0 one obtains a consistency requirement for the
anomaly ∆(φ˜) [12]:
(Sext,∆) = 0. (2.38)
This implies that the anomalies have to satisfy the Wess-Zumino consistency
condition for the differential sext = (Sext, . ). The problem of finding the
possible anomalies of the theory is in fact of cohomological nature since
trivial solutions of (2.38) can be easily eliminated by modifying the original
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action Sext. Indeed if ∆ = (Sext,Σ), the redefinition Sext → Sext − ~Σ yields
at order ~, (Γreg,Γreg) = 0. Therefore, the non-trivial anomalies are elements
of Hn1 (sext).
If the theory can be shown to be free from anomalies, then the BRST
cohomology is also useful to determine the counterterms required to renor-
malize the theory. Indeed, in that case Eq. (2.36) implies at order ~ for the
divergent contributions to Γ,
(Sext,Γ
(1)
div) = 0. (2.39)
The counterterms are thus solutions of the Wess-Zumino consistency condi-
tion in ghost number 0. As in the case of anomalies, there are some trivial
solutions to (2.39) given by Γ(1) = (Sext,Ω) where Ω is of ghost number −1.
They are called trivial because they amount to field redefinitions in the action
Sext.
The above discussion shows that two important questions concerning
renormalization can be examined by the calculation of the BRST cohomology
of the differential sext. One can in fact show that this cohomology is isomor-
phic to H(s) where s is the BRST differential of the free theory. The isomor-
phism is implemented by making the change of variables φ˜∗A → φ˜
∗
A +
δRψ
δφA
in
the representatives of H(s).
This concludes our survey of the use of the BRST cohomology in classical
and quantum field theory. In the next section we will formulate precisely the
mathematical framework in which the Wess-Zumino consistency condition
will be studied.
2.5 General definitions
In the previous sections we have emphasized the roˆle of the BRST cohomology
in field theory. However, in order to focus the attention on the physical ideas
we deliberately postponed the precise definition of the space in which the
calculations have to be done.
The standard way to impose locality in the BRST formalism is to work
in the so-called “jet spaces”. To that end, we define a local function f as a
function which depends on the spacetime coordinates xµ, the fields (including
the ghosts and the antifields) and their derivatives up to a finite order k,
f = f(xµ,Φ, ∂µΦ, . . . , ∂µ1...µkΦ). (2.40)
A local function is thus a function over a finite dimensional space V k called a
jet space which is parameterized by the spacetime coordinates xµ, the fields
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Φ and their subsequent derivatives ∂µ1...µkΦ up to a finite order k. In the
sequel we will always assume that spacetime has the topology of Rn.
A local functional F is then defined as the integral of local function:
F =
∫
dnxf(xµ,Φ, ∂µΦ, . . . , ∂µ1...µkΦ). (2.41)
By definition, the local BRST cohomology H(s) is the set of local functionals
which satisfy the equation,
sF = s
∫
dnx f = 0, (2.42)
(for all allowed field configurations) and which are not of the form,
F = sG = s
∫
dnx g, (2.43)
with g a local function.
The next step in the analysis is to remove the integral sign. This is done
by recalling that Eq. (2.42) is satisfied if and only if there exist a local n− 1
form m such that,
sf + dm = 0, (2.44)
with
∮
m = 0; a local q-form a is defined as a spacetime form with coefficients
belonging to the algebra of local functions:
a = aµ1...µq(x
µ,Φ, ∂µΦ, . . . , ∂µ1...µkΦ)dx
µ1 ∧ . . . ∧ dxµq . (2.45)
In (2.44) d is the algebraic spacetime exterior derivative defined on local
forms as,
dm = dxµ∂µm, and (2.46)
∂µm =
∂m
∂xµ
+ ∂µΦ
∂Lm
∂Φ
+ ∂µνΦ
∂Lm
∂(∂νΦ)
+ . . .+ ∂µν1...νsΦ
∂Lm
∂(∂ν1...νsΦ)
. (2.47)
Similarly, the coboundary condition (2.43) is equivalent to,
f = sg + dl, (2.48)
with l a local n− 1 form such that
∮
l = 0.
Accordingly, the cohomology H(s) in the space of local functionals is
isomorphic to the cohomology H(s|d) in the space of local functions.
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The conditions
∮
m =
∮
l = 0 are rather awkward to take into account (in
particular they depend on the precise conditions imposed on the fields at the
boundaries). Therefore, one usually investigates H(s|d) without restrictions
on the (n − 1)-forms at the boundary. One thus allows elements of H(s|d)
that do not define s-closed local functionals because of non-vanishing surface
terms.
Because we are interested in the physical problems described in Section
2.2-2.4 we will further restrict the algebra of local functions. Indeed, the
counterterms and anomalies are in fact local integrated polynomials. We
will also impose this condition on the consistent deformations (at each order
in the coupling constant) and on the conserved currents. The local BRST
cohomology H(s|d) will therefore be investigated in the space of local q-
forms with coefficients that are polynomials in fields and their derivatives.
This algebra will be denoted by P. Thus, a belongs to P if and only if
a = αν1...νq(x
µ, [Φ])dxν1 . . . dxνq , (2.49)
with α a polynomial. The notation f([y]) means that f depends on y and
its successive derivatives. Note that in (2.49) we have dropped the ∧ symbol
between the dxµ.
We will also perform many of the calculations in the algebra of local q-
forms which do not depend explicitly on the spacetime coordinates xµ. This
algebra will be denoted P−.
Chapter 3
Free theory: BRST
construction
3.1 Lagrangian, equations of motion and gau-
ge invariance
The free action of a system of p-forms Baµ1...µpa is given by,
I =
∫
dnxL (3.1)
=
∫
dnx
∑
a
( −1
2(pa + 1)!
Haµ1...µpa+1H
aµ1...µpa+1
)
, (3.2)
where the field strengths Haµ1...µpa+1 are defined by,
Ha =
1
(pa + 1)!
Haµ1...µpa+1dx
µ1 . . . dxµpa+1 = dBa, (3.3)
Ba =
1
pa!
Baµ1...µpadx
µ1 . . . dxµpa . (3.4)
Otherwise stated, we will always suppose in the sequel that pa ≥ 1 and
n > pa + 1 for all values of a. The second condition is necessary in order for
the p-forms to have local degrees of freedom.
From (3.2) one easily obtains the equations of motion by varying the fields
Baµ1...µpa . They can be written equivalently as
∂ρH
aρµ1...µpa = 0⇔ dH
a
= 0, (3.5)
where H
a
is the n− pa − 1 form dual to H
aρµ1...µpa .
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The main feature of theories involving p-form gauge fields is that their
gauge symmetries are reducible. More precisely, in the present case, the
Lagrangian (3.2) is invariant under the gauge transformations,
Ba → B
′a = Ba + dΛa (3.6)
where Λa are arbitrary (pa − 1)-forms. Now, if Λ
a = dǫa, then, the varia-
tion of Ba vanishes identically. Thus, the gauge parameters Λa do not all
provide independent gauge symmetries: the gauge transformations (3.6) are
reducible. In the same way, if ǫa is equal to dµa, then, it yields a vanishing
Λa. There is “reducibility of reducibility” unless ǫa is a zero form. If ǫa is
not a zero form, the process keeps going until one reaches 0-forms. For the
theory with Lagrangian (3.2), there are thus pM − 1 stages of reducibility of
the gauge transformations (Λa is a (pa − 1)-form), where pM is the degree of
the form of highest degree occurring in (3.2) [30, 31, 32, 20]. One says that
the theory is a reducible gauge theory of reducibility order pM − 1.
3.2 BRST differential
We define the action of the BRST differential s along the lines recalled in
Section 2.1. Therefore we need to introduce besides the fields, some antifields
and some ghosts. Because the theory is reducible (of order pa − 1 for each
a), the following set of antifields [23, 10, 11] is required:
B∗aµ1...µpa , B∗aµ1...µpa−1 , . . . , B∗aµ1 , B∗a. (3.7)
The Grassmann parity and the antighost number of the antifields B∗aµ1...µpa
associated with the fields Baµ1...µpa are equal to 1. The Grassmann parity and
the antighost number of the other antifields is determined according to the
following rule. As one moves from one term to the next one to its right in
(3.7), the Grassmann parity changes and the antighost number increases by
one unit. Therefore the parity and the antighost number of a given antifield
B∗aµ1...µpa−j are respectively j + 1 modulo 2 and j + 1.
Reducibility also imposes the following set of ghosts [23, 10, 11]:
Caµ1...µpa−1 , . . . , C
a
µ1...µpa−j
, . . . , Ca. (3.8)
These ghosts carry a degree called the pure ghost number. The pure ghost
number of Caµ1...µpa−1 and its Grassmann parity are equal to 1. As one moves
from one term to the next one to its right in (3.8), the Grassmann parity
changes and the ghost number increases by one unit up to pa.
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For each field, the ghost number is defined as the difference between the
pureghost number and the antighost number.
The following table summarizes for each field the various values of the
gradings we have introduced:
Fields parity mod 2 pureghost antighost ghost
Baµ1...µpa 0 0 0 0
B∗aµ1...µpa 1 0 1 −1
B∗aµ1...µpa−1 0 0 2 −2
. . . . . . . . . . . . . . .
B∗aµ1...µpa−j j + 1 0 j + 1 −j − 1
. . . . . . . . . . . . . . .
B∗a pa + 1 0 pa + 1 −pa − 1
Caµ1...µpa−1 1 1 0 1
Caµ1...µpa−2 0 2 0 2
. . . . . . . . . . . . . . .
Caµ1...µpa−j j j 0 j
. . . . . . . . . . . . . . .
Ca pa pa 0 pa
xµ 0 0 0 0
dxµ 1 0 0 0
As explained in Section 2.5, we denote by P the algebra of spacetime
forms depending explicitly on the spacetime coordinates xµ with coefficients
that are polynomials in the fields, antifields, ghosts and their derivatives.
The corresponding algebra without explicit dependence on the spacetime
coordinates is denoted P−.
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The action of s in P is the sum of two parts, namely, the ’Koszul-Tate
differential δ’ and the ’longitudinal exterior derivative γ’:
s = δ + γ, (3.9)
and by definition we have,
δBaµ1...µpa = 0, (3.10)
δCaµ1...µpa−j = 0, (3.11)
δB
∗a
1 + dH
a
= 0,
δB
∗a
2 + dB
∗a
1 = 0,
... (3.12)
δB
∗a
pa+1 + dB
∗a
pa
= 0,
and,
γB∗aµ1...µpa+1−j = 0, (3.13)
γBa + dCa1 = 0, (3.14)
γCa1 + dC
a
2 = 0, (3.15)
...
γCapa−1 + dC
a
pa
= 0, (3.16)
γCapa = 0. (3.17)
In the above equations, Caj is the pa−j form whose components are C
a
µ1...µpa−j
.
Furthermore, we have denoted the duals by an overline (to avoid confusion
with the *-notation of the antifields); for instance, B
∗a
1 is the dual of the
antifield of antighost number 1, B∗aµ1...µpa .
The actions of δ and γ are extended to the rest of the generators of P
and P− by using the rules,
δ∂µ = ∂µδ, γ∂µ = ∂µγ, (3.18)
and
δ(xµ) = γ(xµ) = 0. (3.19)
By definition, we choose both δ and γ to act like left-antiderivations, e.g.,
δ(ab) = (δa)b+ (−)ǫaa(δb), (3.20)
where ǫa is the Grassmann parity of a.
With these conventions we have:
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Fields parity mod 2 form-degree pureghost antighost ghost
H
a
n− pa − 1 n− pa − 1 0 0 0
B
∗a
1 n− pa − 1 n− pa 0 1 −1
B
∗a
2 n− pa − 1 n− pa + 1 0 2 −2
. . . . . . . . . . . . . . . . . .
B
∗a
j n− pa − 1 n− pa − 1 + j 0 j −j
. . . . . . . . . . . . . . . . . .
B
∗a
pa+1 n− pa − 1 n 0 pa + 1 −pa − 1
Ca1 pa pa − 1 1 0 1
Ca2 pa pa − 2 2 0 2
. . . . . . . . . . . . . . . . . .
Caj pa pa − j j 0 j
. . . . . . . . . . . . . . . . . .
Ca pa 0 pa 0 pa
xµ 0 0 0 0 0
dxµ 1 1 0 0 0
The roˆle of the Koszul-Tate differential is to implement the equations of
motion in cohomology. This statement is contained in the following theorem:
Theorem 2. (Valid in P and P−) Let i be the antighost number. Then,
Hi(δ) = 0 for i > 0, i.e., the cohomology of δ vanishes in antighost number
strictly greater than zero. Furthermore, the cohomology of δ in antighost
number zero is given by the algebra of “on-shell spacetime forms”.
Proof: See [33, 34, 23, 35] and also [27] for the explicit proof in the case
of 1-forms and 2-forms.
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While δ controls the dynamics of the theory, the roˆle of the exterior lon-
gitudinal derivative is to take care of the gauge invariance. Therefore, the
only combinations of the fields Baµ1...µpa and their derivatives appearing in the
cohomology of γ should be the field strengths and their derivatives. Indeed,
those are the only gauge invariant objects that can be formed out of the fields
and their derivatives. The following theorem shows that the definition of γ
is consistent with this requirement.
Theorem 3. (Valid in P and P−) The cohomology of γ is given by,
H(γ) = I ⊗ C, (3.21)
where C is the algebra generated by the undifferentiated ghosts Capa, and I
is the algebra of spacetime forms with coefficients that are polynomials in
the fields strengths, their derivatives, the antifields and their derivatives. In
particular, in antighost and pure ghost numbers equal to zero, one can take
as representatives of the cohomological classes the gauge invariant forms.
rem: From now on, the variables generating I will be denoted by χ.
Proof: One follows the standard method which consists in separating the
variables into three sets obeying respectively γxi = 0, γyα = zα,
γzα = 0. The variables yα and zα form “contractible pairs” and the
cohomology is then generated by the (independent) variables xi. In
our case, the xi are given by xµ, dxµ, the fields strength components,
the antifields and their derivatives as well as the last (undifferentiated)
ghosts of ghosts (in P− the x
µ are absent). Of course, for the proof
to work, any identity verified by the yα should also be verified by the
zα, so that the independent zα are all killed in cohomology.
Let us first note that xµ, dxµ, the antifields and their derivatives
are automatically part of the xi since they are γ-closed and do not
appear in the γ-variations.
To show that indeed the rest of the generators of P, which are
Caµ1...µl, ∂α1...αkC
a
µ1...µl
, . . . , Ca, ∂α1...αkC
a, . . . , (3.22)
(with the convention Baµ1...µp = C
a
µ1...µp
) split as indicated, we decom-
pose the ∂α1...αkC
a
µ1...µl
into irreducible tensors under the full linear
group GL(n). Since the ∂α1...αkC
a
µ1...µl
are completely symmetric in
α1 . . . αk and completely antisymmetric in µ1 . . . µl they transform un-
der GL(n) as the variables of the tensor product representation sym-
bolically denoted by
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α1 . . . αk
⊗
µl
.
.
.
µ1
≃
α1 . . . αk
µl
.
.
.
µ1
⊕
α2 . . αk
α1
µl
.
.
.
µ1
1) 2)
in [36].
Convenient generators for the irreducible spaces corresponding to
diagram 1) and 2) are respectively,
∂(α1...αkC
a
[µ1)1...µl]2
and ∂α2...αkH
a
α1µ1...µl
, (3.23)
with Haµ1...µl = ∂[µ1C
a
µ2...µl]
. [ ] and ( ) mean respectively antisym-
metrization and symmetrization; the subscript indicates the order in
which the operations are done.
A direct calculation shows that,
γCaµ1...µl = H
a
µ1...µl
for 2 ≤ l ≤ p, (3.24)
γCaµ1 = ∂µ1C
a, (3.25)
γ∂(α1...αkC
a
[µ1)1...µl]2
= c∂α1...αkH
a
µ1...µl
for 2 ≤ l ≤ p, (3.26)
γ∂(α1...αkC
a
µ1)
= ∂α1...αkµ1C
a, (3.27)
γHaµ1...µp+1 = 0, (3.28)
γ∂α1...αkH
a
µ1...µp+1
= 0, (3.29)
γCa = 0, (3.30)
with c in (3.26) given by c = k+l
l(k+1)
. All the generators are are now
split according to the rule recalled at the beginning of the subsection.
The cohomology is therefore generated by
Ca, Haµ1...µp+1 and ∂α1...αkH
a
µ1...µp+1
. (3.31)
This ends the proof of the theorem. Note that the generators are not
independent but restricted by the Bianchi identity dHa = 0.
The last two theorems remain valid if we restrict ourselves to P− except
that the spacetime forms are now independent of the coordinates xµ.
3.3 Poincare´ Lemma
In the sequel, we will also need the following result on the cohomology of d:
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Theorem 4. The cohomology of d in the algebra of local forms P is given
by,
H0(d) ≃ R, (3.32)
Hk(d) = 0 for k 6= 0, k 6= n, (3.33)
Hn(d) ≃ space of equivalence classes of local forms, (3.34)
where k is the form degree and n the spacetime dimension. In (3.34), two
local forms are said to be equivalent if and only if they have identical Euler-
Lagrange derivatives with respect to all the fields and the antifields.
Proof: This theorem is known as the algebraic Poincare´ Lemma. It differs
from the usual Poincare´ lemma because here we only work with local
forms in the various fields and their derivatives. For various proofs,
see [38, 39, 40, 41, 42, 43, 44, 45, 46, 47, 48, 49].
It should be mentioned that the theorem holds as such only in P. In P−,
(3.33) would have to be amended as
Hk(d) ≃ {constant forms} for k 6= 0, k 6= n, (3.35)
where the constant forms are by definition the local exterior forms with
constant coefficients. Indeed, the explicit x-dependence enables one to re-
move the constant k-forms (k > 0) from the cohomology, since these are
exact, ci1i2...ikdx
i1dxi2 . . . dxik = d(ci1i2...ikx
i1 dxi2 . . . dxik). Note that the
constant exterior forms can be alternatively eliminated without introduc-
ing an explicit x-dependence, but by imposing Lorentz invariance (there is
no Lorentz-invariant constant k-form for 0 < k < n).
We shall denote in the sequel the algebra of constant forms by Λ∗ and
the subspace of constants forms of degree k by Λk.
The following formulation of the Poincare´ lemma is also useful.
Theorem 5. Let a be a local, closed k-form (k < n) that vanishes when the
fields, the ghosts and the antifields are set equal to zero. Then, a is d-exact.
Proof: The condition that a vanishes when the fields and the antifields
are set equal to zero eliminates the constants.
This form of the Poincare´ lemma holds in both the algebras of x-dependent
and x-independent local exterior forms.
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3.4 Mixed forms
In our analysis of the BRST cohomology, in turns out that two combinations
of the fields and antifields play a central roˆle. The first one groups the field
strengths and the duals of the antifields and is denoted H˜a,
H˜a = H
a
+
pa+1∑
j=1
B
∗a
j . (3.36)
The second one combines the pa-forms and their associated ghosts and is
denoted B˜a,
B˜a = Ba + Ca1 + . . .+ C
a
pa
. (3.37)
The regrouping of physical fields with ghost-like variables is quite standard
in BRST theory [50]. Expressions similar (but not identical) to (3.36) have
appeared in the analysis of the Freedman-Townsend model and of string field
theory [51, 52], as well as in the context of topological models [53, 54]. Note
that for a one-form, expression (3.36) reduces to relation (9.8) of [28].
It is easy to see that both H˜a and B˜a have a definite Grassmann parity
respectively given by n−pa+1 and pa modulo 2. On the other hand, products
of H˜a or B˜a are not homogeneous in form degree and ghost number. To
isolate a component of a given form degree k and ghost number g we enclose
the product in brackets [. . . ]kg .
Since products of B˜a very frequently appear in the rest of the text, we
introduce the following notations,
Qa1...am = B˜a1 . . . B˜am and Qa1...amk,g = [B˜
a1 . . . B˜am ]kg . (3.38)
For example, using these conventions, we write the most general representa-
tive of H(γ) as, a =
∑
m αa1...am(χ)[B˜
a1 . . . B˜am ]0l =
∑
m αa1...am(χ)Q
a1...am
0,l ,
with l =
∑
m pam .
We also define the three “mixed operators”: ∆ = δ + d, γ˜ = γ + d and
s˜ = s+ d.
Using those definitions we have the following relations:
∆H˜a = 0, ∆B˜a = 0, (3.39)
γ˜H˜a = 0, γ˜B˜a = Ha, (3.40)
s˜H˜a = 0, s˜B˜a = Ha. (3.41)
Eq. γ˜B˜a = Ha is known in the literature as the “horizontality condition”
[20].
Chapter 4
Free theory: BRST cohomology
(Part I)
4.1 Antifield dependence of solutions
In the previous chapters, we have introduced the various ingredients of the
BRST field-antifield for the system of free p-form gauge fields (3.2). We have
defined all the necessary fields, antifields, ghosts and their transformation
law under the BRST differential which in this case reduces to the sum of the
Koszul-Tate differential and the longitudinal exterior derivative. We now
start the analysis of the BRST cohomology.
The equation we want to solve is,
sakg + da
k−1
g+1 = 0, (4.1)
where akg is a polynomial in P(−) of ghost number g and form degree k.
Historically, solutions of (4.1) were first sought in the absence of anti-
fields. This approach is incomplete since it does only take into account the
gauge invariance of the theory but not its dynamics. For example, by not
investigating the BRST cohomology in the presence of antifields, one would
miss the Yang-Mills vertex when computing the various consistent interac-
tions of Maxwell’s theory. We will nevertheless start by determining the
antifield independent solution of (4.1) for the following reasons. First, they
are of course interesting on their own. But also, their knowledge is required
in order to apply our method of analysis of the antifield dependent solutions.
We will analyze the antifield independent solutions of the Wess-Zumino
consistency condition by studying the so-called descent equations [55, 50, 56].
They were first studied in the Yang-Mills theory context. They are however
useful for a large class of theories for which the longitudinal exterior derivative
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is nilpotent. This is the case for the system (3.2) but also for the “Chapline-
Manton” theories as we shall see later. All the relevant details of these
descent equations will be recalled in the next section.
The descent equations for the antifield dependent solutions also exist.
However, they cannot be used straightforwardly to obtain the general solu-
tion of (4.1). The main difficulty lies in the fact that the antifields are of
negative ghost number. Therefore, one cannot easily formulate a Generalized
“transgression” lemma when they are present (see Theorem 9).
In order to analyze the antifield dependent solutions we therefore follow
another approach. First, we decompose the solutions of (4.1) according to
the antighost number, akg = a
k
g,0 + a
k
g,1 + . . .+ a
k
g,q. When performing such a
decomposition, we suppose that the term of highest antighost number (ang,q)
cannot be eliminated by adding trivial terms to ang , i.e., a
k
g,q 6= se
k
g−1+ dc
k−1
g ;
otherwise, the expansion would stop at q−1. If q 6= 0 then akg is said to depend
non-trivially on the antifields. To proceed, we will first determine the most
general form for the term ang,q. Then, substituing this form in (4.1) we will try
to compute recursively the components anq,q−1, a
n
g,q−2 etc. of lower antighost
numbers in ang . As we shall see, this construction is not obstructed only for a
small number of anq,q. This way of analyzing the antifield dependent solutions
of the Wess-Zumino consistency condition has some resemblance with the
method of the descent equations and we shall later comment on this.
4.2 Antifield independent solutions
As stated, we start by calculating the antifield independent solution of the
Wess-Zumino consistency condition by solving the so-called “descent equa-
tion”. We first recall the general procedure of the analysis and then apply it
to free p-forms.
4.2.1 Descent equations
Because we work here in the absence of antifields, Eq. (4.1) becomes,
γakg + da
k−1
q+1 = 0, (4.2)
(where g now denotes the pureghost number). This is permissible since both
γ and d are of antighost number 0. To a given solution akg of (4.2), one
can associate another solution of the Wess-Zumino consistency condition,
namely, ak−1g+1. Indeed, the triviality of d (Theorem 5) implies,
γak−1g+1 + da
k−2
g+2 = 0, (4.3)
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for some ak−2g+2. There are ambiguities in the choice of a
k−1
g+1 given the class [a
k
g ]
of akg in H
(k,g)(γ|d), but it is easy to verify that the map ∂ : H(k,g)(γ|d) →
H(k−1,g+1)(γ|d) is well defined.
The map ∂ is in general not injective. There are non trivial classes of
H∗,∗(γ|d) that are mapped on zero through the descent. For instance, if one
iterates ∂, one gets from akg a chain of cocycles in H
∗,∗(γ|d), [akg ] 7→ ∂[a
k
g ] ∈
H(k−1,g+1)(γ|d) 7→ ∂2[akg ] ∈ H
(k−2,g+2) 7→ · · · 7→ ∂l[akg ] ∈ H
(k−l,g+l) 7→ 0 which
must eventually end on zero since there are no forms of negative form degree.
The equations defining the successive images of [akg ] are
γakg + da
k−1
g+1 = 0, (4.4)
γak−1g+1 + da
k−2
g+2 = 0, (4.5)
...
γak−lg+l + da
k−l−1
g+l+1 = 0, (4.6)
and are known as the “descent equations” [55, 50, 56].
If ak−l−1g+l+1 is trivial in H
(k−l−1,g+l+1)(γ|d), i.e., ak−l−1g+l+1 = γb
k−l−1
g+l + db
k−l−2
g+l+1,
one may redefine ak−lg+l → a
k−l
g+l − db
k−l−1,g+l = a′k−l,g+l) in such a way that
we have γa′k−lg+l = 0, i.e., a
′k−l−1
g+l+1 = 0. Conversely, if a
k−l
g+l is annihilated by γ,
then ∂[ak−lg+l] = 0. Thus, the last non-trivial element a
k−l
g+l, or “bottom”, of
the descent is a γ-cocycle that is not exact in H∗,∗(γ|d). The non-injectivity
of ∂ follows precisely from the existence of such cocycles.
The length of the descent associated with [akg ] is the integer l for which
∂l[akg ] is the last non-trivial cocycle occurring in the chain. One says that a
descent is non trivial if it has length ≥ 1. The idea of [57, 58] is to classify
the elements of H∗,∗(γ|d) according to the length of the associated descent.
In order to achieve this, one must determine the possible bottoms, i.e.,
the elements of H(γ) which are not trivial in H(γ|d) and which can be lifted
l times.
4.2.2 Lifts of elements of H(γ) - An example
The difficulty in the analysis of the lift is that contrary to the descent which
carries no ambiguity in cohomology, the lift is ambiguous because H(γ) is
not trivial. Furthermore, for the same reason, the lift can be obstructed, i.e.,
given a ∈ H(γ), there may be no descent (i) which has a as bottom; and (ii)
which starts with a solution b of the Wess-Zumino consistency condition such
that db = 0 (while any descent ends always with an a such that γa = 0). The
“first” b may be such that db 6= 0 or even db 6= γ(something). In that case,
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there is no element c above b such that γc + db = 0 (while there is always
an element e below a such that γa + de = 0, namely e = 0: the descent
effectively stops at a but is not obstructed at a).
In this subsection, we shall illustrate these features on a specific example:
that of a free 1-form A and a free 2-form B, with BRST algebra
γA+ dA1 = 0, γA1 = 0, (4.7)
γB + dB1 = 0, γB1 + dB2 = 0, γB2 = 0. (4.8)
The curvatures are F = dA and H = dB, with γF = γH = 0.
Consider the γ-cocycle A1B2. It has form-degree zero and ghost number
three. The descent that ends on this bottom has length one, and not the
maximum length three. Indeed, the γ-cocycle A1B2 can be lifted once, since
there exists a ∈ P such that γa + d(A1B2) = 0. One may take a = AB2 +
A1B1. Of course, a has form-degree one and ghost number two. If one tries to
lift the given γ-cocycle A1B2 once more, one meets an obstruction. Namely,
there is no b such that γb+ da = 0. This is because da is in the same γ-class
as FB2, which is non-trivial, i.e., which cannot be written as a γ-variation.
It is easy to verify that one cannot remove the obstruction by adding to a
a γ-cocycle (which would not change γa). This provides an example of a
γ-cocycle for which the lift is obstructed after one step.
Consider now the γ-cocycle 1
2
F (B2)
2 with ghost number four and form-
degree two. This cocycle can be lifted a first time, for instance FB1B2 is
above it,
γ[FB1B2] + d[
1
2
F (B2)
2] = 0. (4.9)
It can be lifted a second time to 1
2
(B1)
2 + FBB2. However, if one tries to
lift it once more, one meets apparently the obstruction FHB2, since the
exterior derivative of 1
2
(B1)
2 + FBB2 differs from the γ-cocycle FHB2 by a
γ-exact term. It is true that FHB2 is a non-trivial γ-cocycle. However, the
obstruction to lifting three times 1
2
F (B2)
2 is really absent. What happens is
that we made a “wrong” choice for the term above the γ-cocycle 1
2
F (B2)
2 and
should have rather taken a term that differs from FB1B2 by an appropriate
γ-cocycle. This is because FHB2 is in fact the true obstruction to lifting
twice the γ-cocycle A1HB2. Thus if one replaces (4.9) by
γ[FB1B2 − A1HB2] + d[
1
2
F (B2)
2] = 0, (4.10)
which is permissible since γ(A1HB2) = 0, one removes the obstruction to
further lifting 1
2
F (B2)
2. This shows that the obstructions to lifting k times
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a γ-cocycle are not given by elements of H(γ), but rather, by elements of
H(γ) that are not themselves obstructions of shorter lifts. The ambiguity in
the choice of the lifts plays accordingly a crucial roˆle in the analysis of the
obstructions.
In fact, the given γ-cocycle 1
2
F (B2)
2 is actually trivial in H(γ|d)
1
2
F (B2)
2 =d[
1
2
A(B2)
2 + A1B1B2]
+ γ[AB1B2 +
1
2
A1(B1)
2 + A1BB2] (4.11)
and therefore, its lift can certainly never be obstructed.
4.2.3 Lifts of elements of H(γ) - The first two steps
In order to control these features, it is convenient to introduce new differential
algebras [57, 58]. Let E0 ≡ H(γ). We define a map d0 : E0 → E0 as follows:
d0[a] = [da], (4.12)
where [ ] is here the class in H(γ). This map is well defined because γda =
−dγa = 0 (so da is a γ-cocycle) and d(γm) = −γ(dm) (so d maps a γ-
coboundary on a γ-coboundary). Now, d0 is a derivation and d
2
0 = 0, so it
is a differential. Cocycles of d0 are elements of H(γ) that can be lifted at
least once since d0[a] = 0 ⇔ da + γb = 0 for some b, so b descends on a.
By contrast, if d0[a] 6= 0, then a cannot be lifted and, in particular, a is not
exact in H(γ|d) (if it were, a = γm + dn, one would have da = −γdm, i.e.,
da = 0 in H(γ)). Let F0 be a subspace of E0 supplementary to Ker d0. One
has the isomorphism (as vector spaces),
E0 ≃ Ker d0 ⊕ F0. (4.13)
The next step is to investigate cocycles that can be lifted at least twice.
In order to be liftable at least once, these must be in Ker d0 . Among the
elements of Ker d0, those that are in Im d0 are not interesting, because they
are elements of H(γ) that are trivial in H(γ|d) ([a] = d0[b]⇔ a = db+ γm).
Thus the relevant space is E1 ≡ H(d0, E0). One has,
Ker d0 ≃ Im d0 ⊕E1. (4.14)
One then defines the differential d1 : E1 → E1,
d1[[a]] = [[db]], (4.15)
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where b is defined through da+γb = 0 – recall that d0[a] = 0 – and where [[a]]
is the class of [a] in E1. It is easy to see that (4.15) provides a well-defined
differential in E1
1.
If [[a]] ∈ E1 is a d1-cocycle, then it can be lifted at least twice since [[db]] =
0 in E1 means db = du+γ(something) with γu = 0. Thus one has da+γb
′ = 0
with b′ = b− u and db′ = γ(something). If on the contrary, d1[[a]] 6= 0, then
the corresponding elements in H(γ) cannot be lifted twice, d1[[a]] being the
obstruction to the lift. More precisely, the inequality d1[[a]] 6= 0 in E1 means
[db] 6= d0[c] in E0. Thus, db cannot be written as a γ-variation, even up to
the exterior derivative of a γ- closed term (ambiguity in the definition of b).
It is straightforward to see that in that case both a and b are non-trivial in
H(γ|d).
Analogous to the decomposition (4.13) one has,
E1 ≃ Ker d1 ⊕ F1, (4.16)
where F1 is a subspace of E1 supplementary to Ker d1. The elements in Im d1
are trivial in H(γ|d) and thus of no interest from the point of view of the
Wess-Zumino consistency condition.
To investigate the (non-trivial) γ-cocycle that can be lifted at least three
times one defines,
E2 = H(d1, E1), (4.17)
and the differential d2 through,
d2 : E2 → E2, d2[[[a]]] = [[[dc]]], (4.18)
where the triple brackets denote the classes in E2 and where c is defined
through the successive lifts da + γb = 0, db + γc = 0 (which exist since
d1[[a]] = 0). It is straightforward to verify that d2 is well-defined in E2, i.e.,
that the ambiguities in b and c play no roˆle in E2. Furthermore, a γ-cocycle
a such that d0[a] = 0 (so that [[a]] ∈ E1 is well-defined) and d1[[a]] = 0
(so that [[[a]]] ∈ E2 is well-defined) can be lifted a third time if and only if
d2[[[a]]] = 0. Indeed, the relation d2[[[a]]] = 0 is equivalent to [[[dc]]] = 0, i.e.
dc = γu+dv+dw, with γv = 0 (this is the d0-term) and γw+dt = 0, γt = 0
(this is the d1-term). Thus, by redefining b as b− t and c as c− v − w, one
1Proof: d0[a] = 0⇒ da+ γb = 0⇒ γdb = 0. Hence, db is a γ-cocycle, which is clearly
annihilated by d0, d0[db] = [d
2b] = 0. Furthermore, the class of db in E1 does not depend
on the ambiguity in the definition of b, since if b is replaced by b + dm + u with γu = 0,
then db is replaced by db + du which is equivalent to db in E1 (the class of du in E0 is
equal to d0[u] since γu = 0, and this is zero in E1). The derivation property is also easily
verified, d1(ab) = (d1a)b+ (−1)
ǫaad1b.
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gets, dcRedefined = γu. If a cannot be lifted a third time then it is non-trivial
in H(γ|d); this is also true for b and c.
Note that we have again the decomposition,
E2 ≃ Kerd2 ⊕ F2, (4.19)
where F2 is a subspace of E2 supplementary to Kerd2.
To summarize, the above discussion shows that: 1) the elements of F0
are the non-trivial γ-cocycles in H(γ|d) that cannot be lifted at all; 2) the
elements of F1 are the non-trivial γ-cocycles in H(γ|d) that can be lifted
once; and 3) the elements of F2 are the non-trivial γ-cocycles in H(γ|d) that
can be lifted twice. Furthermore, the successive lifts of elements of F1 and
F2 are non-trivial solution of the Wess-Zumino consistency condition.
4.2.4 Lifts of elements of H(γ) - General theory
One can proceed in the same way for the next lifts. One finds in that manner
a sequence of spaces Er and differentials dr with the properties:
1. Er = H(Er−1, dr−1).
2. There exists an antiderivation dr : Er → Er defined by dr[[. . . [X ] . . . ]]
= [[. . . [db] . . . ]] for [[. . . [X ] . . . ]] ∈ Er where [[. . . [db] . . . ]] is the class
of the γ-cocycle db in Er and where b is defined through dX + γc1 = 0,
dc1 + γc2 = 0, ..., dcr−1 + γb = 0. Similarly, [[. . . [X ] . . . ]] denotes
the class of the γ-cocycle X in Er (assumed to fulfill the successive
conditions d0[X ] = 0, d1[[X ]] = 0 etc ... so as to define an element of
Er).
3. d2r = 0.
4. A γ-cocycle X can be lifted r times if and only if d0[X ] = 0, d1[[X ]] = 0,
d2[[[X ]]] = 0, ..., dr−1[[. . . [X ] . . . ]] = 0. If dr[[. . . [X ] . . . ]] 6= 0, the
γ-cocycle X cannot be lifted (r + 1) times and it is, along with its
successive lifts, not exact in H(γ|d).
5. A necessary and sufficient condition for an element Y in H(γ) to be
exact in H(γ|d) is that there exists a k such that di[. . . [Y ] . . . ] = 0,
(i = 1, 2, . . . , k − 1) and [. . . [Y ] . . . ] = dk[. . . [Z] . . . ]. This implies in
particular dj[. . . [Y ] . . . ] = 0 for all j’s.
6. Conversely, if a γ-cocycle Y fulfills di[. . . [Y ] . . . ] = 0 for i = 0, 1, ..., k−1
and dk[. . . [Y . . . ] 6= 0, then, it is not exact in H(γ|d). The condition
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is not necessary, however, because there are elements of H(γ) that are
non trivial in H(γ|d) but which are annihilated by all di’s. This is due
to the fact that there are no exterior form of degree higher than the
spacetime dimension. We shall come back to this point below.
The meaning of the integer k for which Y = dkZ in item 5 (with Y 6=
di(something) for i < k) is as follows (we shall drop the multiple brackets
when no confusion can arise). If the γ-cocycle a is in Im d0, then a = db+γc,
where b is also a γ-cocycle. If a is a non-zero element of E1 in the image of
d1, then again a = db + γc, but b is now not a cocycle of γ since a would
then be in Im d0 and thus zero in E1. Instead, one has γb+ dβ = 0 where β
is a cocycle of γ (γβ = 0) which is not trivial in H(γ|d). More generally, k
characterizes the length of the descent below b in a = db + γc, γb + dβ = 0
etc.
The proof of items 1 to 4 proceeds recursively. Assume that the differ-
ential algebras (Ei, di) have been constructed up to order r − 1, with the
properties 2 through 4. Then, one defines the next space Er as in 1. Let
x be an element of Er, and let X be one of the γ-cocycles such that the
class [[. . . [X ] . . . ]] in Er is precisely x. Since X can be lifted r times, one
has a sequence dX + γc1 = 0, ..., dcr−1 + γb = 0. The ambiguity in X is
X → X + γa + du0 + du1 + · · ·+ dur−1, where u0 is a γ-cocycle (this is the
d0-exact term), u1 is the first lift of a γ-cocycle (this is the d1-exact term)
etc. Setting u = u0+u1+ · · ·ur−1, one sees that the ambiguity in X is of the
form X → X + γa+ du. On the other hand, the ambiguity in the successive
lifts takes the form c1 → c1 +m1, where m1 is a γ-cocycle that can be lifted
r−1 times, c2 → c2+n1+m2, where n1 descends on m1 and m2 is a γ-cocycle
that can be lifted r−2 times, ..., and finally b→ b+a1+a2+ · · ·+ar−1+ar,
where a1 descends (r − 1) times, on m1, a2 descends (r − 2) times, on m2,
etc, and ar is a γ-cocycle.
The element Xr ≡ db is clearly a cocycle of γ, which is annihilated by
d0 and the successive derivations dk because dXr = 0 exactly and not just
up to γ-exact terms. The ambiguity in the successive lifts of X plays no
roˆle in the class of Xr in Er, since it can (suggestively) be written db →
db + dr−1m1 + dr−2m2 + · · · + d1mr−1 + d0ar. Thus, the map dr is well-
defined as a map from Er to Er. It is clearly nilpotent since dXr = 0. It
is also a derivation, because one may rewrite the lift equations for X as
γ˜(X + c1 + c2 + · · ·+ b) = drX where
γ˜ = γ + d. (4.20)
Let Y be another element of Er and e1, e2, ...β its successive lifts. Then,
γ˜(Y + e1 + e2 + · · ·+ β) = drY . Because γ˜ is a derivation, one has γ˜[(X +
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c1 + · · ·+ b)(Y + e1 + · · ·+ β)] = (drX)Y + (−1)
ǫXXdrY+ forms of higher
form-degree, which implies dr(XY ) = (drX)Y + (−1)
ǫXXdrY : dr is also an
odd derivation and thus a differential. This establishes properties 2 and 3.
To prove property 4, one observes that X can be lifted once more if and
only if one may choose its successive lifts such that db is γ-exact. This is
equivalent to stating that drX is zero in Er. Properties 5 and 6 are rather
obvious: if a is a γ-cocycle which is exact in H(γ|d), a = db + γc, then
a = dkm where k is the length of the descent associated with γb + dn = 0,
which has bottom m.
As shown in [57, 58], the above construction may be elegantly captured
in an exact couple [59]. The detailed analysis of this exact couple and the
proof of the above results using directly the powerful tools offered by this
couple may be found in [58, 60, 61].
One has, for each r, the vector space isomorphisms,
Er ≃ Ker dr ⊕ Fr ≃ Im dr ⊕ Er+1 ⊕ Fr, (4.21)
where Fr is a subspace supplementary to Ker dr in Er. Thus,
E0 ≃ ⊕
k=r−1
k=0 Fk ⊕
k=r−1
k=0 Im dk ⊕ Er. (4.22)
Because there is no form of degree higher than the spacetime dimension,
dn = 0 (dna has form-degree equal to FormDeg(a) + n + 1). Therefore,
En = En+1 = En+2 = . . . . This implies
E0 ≃ ⊕
k=n−1
k=0 Fk ⊕
k=n−1
k=0 Im dk ⊕En. (4.23)
The elements in any of the Fk’s are non trivial bottoms of the descent which
can be lifted exactly k times. All the elements above them in the descent
are also non trivial solutions of the Wess-Zumino consistency condition. The
elements in Im dk are bottoms which are trivial inH(γ|d) and which therefore
define trivial solutions of the Wess-Zumino consistency condition. Finally,
the elements in En are bottoms that can be lifted all the way up to form
degree n. These are non trivial in H(γ|d), since they are not equal to dim
for some i and m. The difference between the elements in ⊕Fk and those
in En is that the former cannot be lifted all the way up to form-degree n:
one meets an obstruction before, which is dka (if a ∈ Fk). By contrast, the
elements in En can be lifted all the way up to form degree n. This somewhat
unpleasant distinction between γ-cocycles that are non-trivial in H(γ|d) will
be removed below, where we shall assign an obstruction to the elements of
En in some appropriate higher dimensional space.
In order to solve the Wess-Zumino consistency condition, our task is now
to determine explicitly the spaces Er and Fr.
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4.2.5 Invariant Poincare´ lemma – Small algebra – Uni-
versal Algebra
To that end, we first work out the cohomology of d0 in E0 ≡ H(γ). Let u
be a γ-cocycle. Without loss of generality, we may assume that u takes the
form
u =
∑
PIω
I (4.24)
where the ωI are polynomials in the last undifferentiated ghosts of ghosts
Capa and where the PI are polynomials in the field strength components and
their derivatives, with coefficients that involve dxµ and xµ. The PI are called
“gauge-invariant polynomials”. A direct calculation using the fact that the
d-variation of the last ghosts is γ-exact yields du =
∑
(dPI)ω
I + γv′. The
r.h.s of the previous equation is γ-exact if and only if dPI = 0.
The first consequence is that F0 is isomorphic to the space of polynomials
of the form,
F0 ≃ {u =
∑
PIω
Iwith dPI 6= 0 and PI ∼ PI + dQI}. (4.25)
F0 exhausts all the solutions of the Wess-Zumino consistency condition in
form degree < n which descend trivially.
Now, if PI = dRI where RI is also a gauge invariant polynomial, then u
is d-exact modulo γ, u = da + γb, with γa = 0. Conversely, if u = da + γb
with γa = 0, then PI is d-exact in the space of invariant polynomials. Thus,
the class of u (in E0) is a non trivial cocycle of d0 if and only if PI is a non
trivial cocycle of the invariant cohomology of d which we now calculate.
Since we are interested in lifts of γ-cocycles from form-degree k to form-
degree k + 1, we shall investigate the d-invariant cohomology only in form-
degree strictly smaller than the spacetime dimension n. This will be assumed
throughout the remainder of this section. [In form-degree n, there is clearly
further invariant cohomology since any invariant n-form is annihilated by d,
even when it cannot be written as the d of an invariant form].
Invariant Poincare´ Lemma
In the literature, the result covering the invariant cohomology of d is known
as the invariant Poincare´ Lemma. It is contained in the following theorem
which we formulate in the presence of antifields because we will also apply it
further on the antifield dependent solutions of the Wess-Zumino consistency
condition.
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Theorem 6. Let Hk be the subspace of form degree k of the finite dimen-
sional algebra H of polynomials in the curvature (pa + 1)-forms H
a, H =
⊕kH
k. One has
Hk,invj (d) = 0, k < n, j > 0 (4.26)
and
Hk,inv0 (d) = H
k, k < n. (4.27)
Thus, in particular, if a = a(χ) with da = 0, antighost a > 0 and deg
a < n then a = db with b = b(χ). And if a has antighost number zero, then
a = P (Ha) + db, where P (Ha) is a polynomial in the curvature forms and
b = b([H ]).
This generalizes the result established for 1-forms in [62, 63, 49].
Proof: Let us first show that in antighost number > 0 the invariant coho-
mology of d is trivial. Let α be a solution of dα = 0 with α = α(χ). We
decompose α according to the number of derivatives of the antifields:
α = α0 + . . .+ αk. (4.28)
With d written as d = d + d where d acts only on the antifields and
d on all the others variables, equation dα = 0 then implies dαk = 0.
According to Theorem 5 we have, αk = dβk−1(χ) (the fact that all
the antifields and their derivatives appear in the χ is crucial here) and
therefore by redefining in α the terms of order less than k, one can get
rid of αk, so that α = α0 + . . .+ αk−1 + dβk−1. In the same way, one
shows that all the αi up to α1 can be removed from α by adding the
d-exact term dβi−1. Finally, α0 has to vanish because the condition
dα0 = 0 implies α0 = α0(x
µ, [H ]) and we are in antighost > 0.
We now prove that in antighost number 0 the invariant cohomol-
ogy of d is exhausted by the polynomials in the curvatures. We first
establish the result for one p-form and then extend the analysis to an
arbitrary system of p-forms.
So let us start with one p-form. It can be either of odd or even
degree. Let us begin with the odd-case. Because we have dPJ = 0 and
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γPJ = 0 we can build a descent equation as follows:
dP kJ = 0⇒ P
k
J = da
k−1
0 +K (4.29)
0 = γak−10 + da
k−2
1 (4.30)
... (4.31)
0 = γak−jj−1 + da
k−j−1
j (4.32)
0 = γak−j−1j , (4.33)
where K is a constant. In the case of one p-form of odd degree, the
last equation of the descent and Theorem 3 tell us that ak−j−1j =
ak−p−1p = MJCp where MJ is a polynomial in the field strength com-
ponents and their derivatives. If we substitute this in (4.32) we obtain
dMJCP + γ(a
k−j
j−1 − MJCp−1) = 0. This implies dMJ = 0 (Theo-
rem 3 again). Because the form degree of MJ is strictly less than k
(the form degree of PJ), we make the recurrence hypothesis that the
theorem holds for MJ , i.e, MJ = MJ (H). a
k−p−1
p then lifts with no
ambiguity (except for γ and d exact terms which are irrelevant) up to
ak−21 =MJ (H)C1. Equation (4.30) then implies a
k−1
0 = MJ(H)B+RJ
where RJ is a polynomial in the field strength components and their
derivatives. Therefore we have P kJ = MJ(H)H + dRJ which proves
the theorem for one p-form of odd degree.
In the case where the p-form is of even degree the proof proceed as
follows. We first construct the same descent as previously with ak−j−1j
this time of the form ak−j−1j = a
k−pl−1
pl =MJC
l
p. Just as in the the odd
case, (4.32) implies dMJ = 0. We thus make the recurrence hypothesis
MJ = MJ(H) = αH + β where α and β are constants. Therefore,
ak−pl−1pl = (αH+β)C
l
p. We then note that αHC
l
p is γ-exact modulo d.
One can see this by using the horizontality condition (3.40). Indeed,
γ˜(αB˜l+1) = (l+1)αHB˜l which implies (l+1)αHC lp = γ[αB˜
l+1]p+1pl−1+
d[αB˜l+1]ppl. Thus we may suppose that a
k−pl−1
pl = a
0
pl = βC
l
p. Let us
now show that if l > 1 then β = 0. In that case, the bottom a0pl
can be lifted without any ambiguity up to ap−1
p(l−1)+1 = [βB˜
l]p−1
p(l−1)+1
(using Eq. (3.40) again). The next equation of the descent then
yields: ap
p(l−1) = [βB˜
l]p
p(l−1) +RJC
l−1
p where RJ is a polynomial in the
field strength components and their derivatives. Substituting this into
γap+1
p(l−1)−1 + da
p
p(l−1) = 0 we get βlHC
l−1
p + dRJC
l−1
p + γ(a
′p+1
p(l−1)−1) =
0 ⇒ βlH + dRJ = 0. Thus, using our recurrence hypothesis, we
see that for l > 1 we necessarily have β = 0. If l = 1, the above
obstruction is not present. The bottom βCp then yields P
k
J = k +
βH + dRJ which proves the theorem for the even-case.
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Let us finally prove the theorem for an arbitrary system of p-forms.
We label one of the p-form with A and the rest with B and decompose
PJ according to the number of derivatives of the field strengths of
the p-form labeled by A: PJ = P0 + . . . + Pk. Because dPJ = 0
we have dAPk = 0, where dA only acts on the fields of the sector
labeled by A. Using the theorem in the case of a single p-form we
get Pk = dARk−1 + V where V is only present for k = 0 because
it only depends on the sector A through HA and on the sector B
through the field strengths and their derivatives. Thus, except when
k = 0, Pk can be removed from PJ by subtracting the coboundary
dRk−1 ⇒ PJ = V up to trivial terms. We now expand V in powers
of HA: V =
∑
(HA)
kvk. The condition dV = 0 then implies dvk = 0.
By induction on the number of p-forms occurring in vk we obtain the
desired result.
If the local forms are not taken to be explicitly x-dependent, Equation (4.27)
must be replaced by
Hk,inv0 (d) = (Λ⊗H)
k. (4.34)
Small Algebra
From now on, we restrict our attention to the algebra of x-dependent space-
time forms P. In Section 4.2.7 we comment on how the results are affected
when the analysis is pursued in P−.
Theorem 6 implies, according to the general analysis of the descent equa-
tion given above, that the only bottoms u (γu = 0) that can be lifted at
least once can be expressed in terms of exterior products of the curvature
forms Ha and the last ghosts of ghosts (up to trivial redefinitions). Out of
the infinitely many generators of H(γ), only Ha and Capa survive in E1.
Because the objects that survive the first step in the lift can be expressed
in terms of forms, it is convenient to introduce the so-called “small algebra”
A generated in the exterior product by the exterior forms, Ba, Ha, Capa−k and
dCapa−k (k = 0, ..., pa− 1). This algebra is stable under γ and d. Denoting by
Esmall0 the cohomology of γ in the small algebra, one finds
Esmall0 ≡ H(γ,A) ≃ B (4.35)
where B is the subalgebra of A generated by the curvatures Ha and the last
ghosts of ghosts Capa .
One also defines Esmall1 as H(d
small
0 , E
small
0 ), where d
small
0 is the restriction
of d0 to E
small
0 . Because dH
a = 0 and dCapa = γ(something), the restriction
50 Free theory: BRST cohomology (Part I)
dsmall0 identically vanishes. Thus
Esmall1 ≃ E
small
0 ≃ B. (4.36)
What is the relationship between Esmall1 and E1? These two spaces are
in fact isomorphic,
E1 ≃ E
small
1 . (4.37)
Indeed, let q be the map from Esmall1 to E1 that assigns to a cohomological
class in Esmall1 its cohomological class in E1 (a ∈ E
small
1 ≃ B fulfills γa = 0
and d0a = 0 and so defines of course an element of E1). It follows from the
above theorem that the map q is surjective since any class in E1 possesses
a representative in the small algebra. The map q is also injective because
there is no non trivial class in Esmall1 that becomes trivial in E1. If the small-
algebra γ-cocycle r =
∑
PIω
I with PI , ω
I ∈ B can be written as r = du+ γt
with u and v in the big algebra and u a γ-cocycle, then r is actually zero.
Indeed, if γu = 0 we have, u = QIω
I+γm. This implies, PIω
I = dQIω
I+γt′
and thus PI = dQI which is impossible according to Theorem 6.
In fact, it is easy to see that we also have Ek ≃ E
small
k for each k > 1.
Indeed, suppose the result holds for Esmallk−1 and Ek−1 and let q be the bijective
map between these two spaces. If a ∈ Esmallk−1 than there exists c1, . . . , ck−1 ∈
A such that da+ γc1 = 0, . . . , dck−2 + dck−1 = 0 and we have by definition,
dsmallk−1 [a]Esmallk−1 = [dck−1]Esmallk−1 . (4.38)
Furthermore, because Esmallk−1 ≃ Ek−1, a also represents a non trivial class of
Ek−1 and we may choose as its successive k − 1 lifts the previous c1, . . . , ck−1.
So by definition,
dk−1[a]Ek = [dck−1]Ek . (4.39)
Equation (4.38) and (4.39) imply that the differentials dsmallk−1 and dk−1 are
mapped on each other through the isomorphism, qdsmallk−1 = dk−1q. Therefore
Esmallk = H(d
small
k−1 , E
small
k−1 ) ≃ H(dk−1, Ek−1) = Ek−1 which proves the result.
By virtue of this result, one can equivalently compute the spaces Esmallk
instead of the spaces Ek in order to obtain the elements of H(γ) which can
be lifted k times and which are not dk-exact.
What about the relationship between F smallk and Fk for k > 0? Suppose
a ∈ F smallk . This means that even when taking into account the ambiguities
in the definitions of c1, . . . , ck in the small algebra one does not have dc
′
k +
γck+1 = 0. One may ask whether or not the obstruction to the lift of ck can
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be removed when the ambiguities are not restricted to the small algebra?
The answer is negative for the following reason. The ambiguities in any of
the ci (i < k) have to be lifted at least once; so up to trivial terms they can
be supposed to be in the small algebra as well as their successive lifts. This
implies that the ambiguity in ck is ck → ck +m + u0 with m in A and u0 a
γ-closed term. ck can be lifted if it is possible to adjust m and u0 so that
d(ck +m) + du0 = γr. However, the same argument used in the proof of the
injectivity of the map q from Esmall1 to E1 shows that this is impossible.
We can summarize the above discussion in the following theorem:
Theorem 7. There is no loss of generality in investigating in the small al-
gebra the solutions of the Wess-Zumino consistency condition that descend
non trivially.
Universal Algebra
The small algebra A involves only exterior forms, exterior products and ex-
terior derivatives. It does “remember” the spacetime dimension since its
generators are not free: any product of generators with form-degree exceed-
ing the spacetime dimension vanishes.
It is useful to drop this relation and to work in the algebra freely gen-
erated by the potentials, the ghosts and their exterior derivatives with the
sole condition that these commute or anti-commute (graded commutative al-
gebra) but without imposing any restriction on the maximally allowed form
degree [58, 64]. This algebra is called the universal algebra and denoted by
U . In this algebra, the cohomology of d is trivial in all form-degrees and the
previous theorems on the invariant cohomology of d are also valid in form-
degree ≥ n. Furthermore, one can sharpen the condition for a cocycle in
H(γ) to be non trivial in H(γ|d).
Theorem 8. A necessary and sufficient condition for X ∈ H(γ) to be non-
trivial in H(γ|d) is that there exists r such that drX 6= 0. That is, the lift
of X must be obstructed at some stage. (For the equation drX 6= 0 to make
sense, diX must vanish for i < r. Here also we denote by the same letter
X ∈ E0 and its representative in Er).
Proof: The decomposition of En is now non-trivial since da does not nec-
essarily vanish even when a is a n-form. Thus, dn is not necessarily
zero and the procedure of lifting can be pursued above form-degree
n. Suppose that one encounters no obstruction in the lifting of X .
That is, one can go all the way up to ghost number zero, the last two
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equations being dck+γb = 0 (with b of ghost number zero) and db = 0
(so b lifts to zero). Then, one can write b = dm since the cohomology
of d is trivial in any form-degree in the universal algebra U (except
for the constants, which cannot arise here since b involves the fields).
The triviality of the top-form b implies the triviality in H(γ|d) of all
the elements below it. Thus, a necessary condition for the bottom to
be non trivial in H(γ|d) is that one meets an obstruction in the lift at
some stage. The condition is also clearly sufficient.
One can summarize our results as follows:
Theorem 9. (Generalized “transgression” lemma) Let X ∈ E0 be a non-
trivial element of H(γ|d). Then there exists an integer r such that diX = 0,
i < r and drX = Y 6= 0. The element Y is defined through the chain
dX + γc1 = 0, ..., dcr−1 + γcr = 0, dcr + γcr+1 = Y , where the elements
ci ∈ U (i = 1, r + 1) are chosen so as to go all the way up to cr+1. One
has γY = 0 and Y should properly viewed as an element of Er (reflecting the
ambiguities in the lift). One calls the obstruction Y to a further lift of X
the (generalized) “transgression” of X. The element X and its transgression
have opposite statistics.
This is the direct generalization of the analysis of [58] to the case of
p-forms. “Primitive elements” of E0 are those that have form-degree zero
and for which the transgression has ghost number zero, i.e., they are the
elements that can be lifted all the way up to ghost number zero (“that can
be transgressed”). We refer to [58, 65, 66] for more background information
applicable to the Yang-Mills case.
Because the space En and the next ones can be further decomposed in
the universal algebra,
En ≃ Im dn ⊕En+1 ⊕ Fn, En+1 ≃ etc (4.40)
where the decomposition for a given γ-cocycle ultimately ends at form-degree
equal to the ghost number, one has
E0 ≃ ⊕
∞
k=0Fk ⊕
∞
k=0 Im dk. (4.41)
4.2.6 Results
We now compute the spaces Ek for the system of free p-forms.
Let 0 < p1 < p2 < · · · < pM be the form degrees of the gauge potentials
Ba. We denote by Ba11 the forms of degree p1, B
a2
2 the forms of degree p2 etc.
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The first non-vanishing differential (in Esmall0 ) is dp1 so that E
small
0 =
E1 = E2 = ... = Ep1. Any bottom in E
small
0 can be lifted at least p1 times.
In E1, the differential dp1 acts as follows,
dp1C
a1
p1
= Ha11 , dp1H
a1
1 = 0, (4.42)
in the sector of the forms of degree p1 and,
dp1C
ak
pk
= 0, dp1H
ak
k = 0, k > 1 (4.43)
in the other sectors. The form of the differential dp1 makes explicit the
contractible part of (Ep1, dp1). The variables C
a1
p1
and Ha11 are removed from
the cohomology, so that Ep1+1 is isomorphic to the algebra generated by the
curvatures Hakk of form-degree > p1+1 and the last ghosts of ghosts of ghost
number > p1.
A subspace Fp1 complementary to Ker dp1 is easily constructed. In fact, a
monomial in Ca1p1 and H
a1
1 is defined by a tensor fa1...akb1...bm which is symmet-
ric (respectively antisymmetric) in a1, . . . , ak and antisymmetric (respectively
symmetric) in b1, . . . , bm if the last ghosts of ghosts are commuting (respec-
tively anticommuting). For definiteness, suppose that the Ha11 are anticom-
muting and the Ca1p1 commuting. The irreducible components of fa1...akb1...bm
are then of the two following Young-symmetry types,
a1 . . . ak
⊗
bm
.
.
.
b1
≃
a1 . . . ak
bm
.
.
.
b1
⊕
a2 . . ak
a1
bm
.
.
.
b1
1) 2)
so that the polynomial in Ca1p1 and H
a1
1 can be written as,
fa1...akb1...bmC
a1
p1
. . . Cakp1 H
b1
1 . . .H
bm
1 =f
(1)
a1...akb1...bm
Ca1p1 . . . C
ak
p1
Hb11 . . .H
bm
1
(4.44)
+ f
(2)
a1...akb1...bm
Ca1p1 . . . C
ak
p1
Hb11 . . .H
bm
1 .
The first term on the r.h.s (4.44) is annihilated by dp1 while the second term
is not and therefore defines an element of Fp1. The space Fp1 can be taken
to be the space generated by the monomials of this symmetry type (not
annihilated by dp1), tensored by the algebra generated by the curvatures and
last ghosts of ghosts of higher degree. Together with their successive lifts,
the elements in Fp1 provide all the non-trivial solutions of the Wess-Zumino
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consistency condition which are involved in descents whose bottoms can be
lifted exactly p1 times.
In the case where the Ha11 are commuting and the C
a1
p1
anticommuting
one simply exchanges the roˆles of ai and bj in the previous discussion.
Similarly, one finds that the next non-vanishing differential is dp2. The
generators Ca2p2 and H
a2
2 drop from the cohomology of dp2 while those of
higher degree remain. A space Fp2 can be constructed along exactly the
same lines as the space Fp1 above and characterizes the solutions of the
Wess-Zumino consistency condition involved in descents whose bottoms can
be lifted exactly p2 times.
More generally, the non-vanishing differentials are dpk . They are defined
(in Epk , which is isomorphic to the algebra generated by the curvatures of
form-degree > pk−1+1 and the last ghosts of ghosts of ghost number > pk−1)
through
dpkC
ak
pk
= Hakk , dpkH
ak
k = 0 (4.45)
and
dpkC
aj
pj
= 0, dpkH
aj
j = 0, j > k. (4.46)
The generators Cakpk and H
ak
k disappear in cohomology. The subspace Fpk
is again easily constructed along the previous lines. Together with their
successive lifts, the elements in Fpk provide all the non-trivial solutions of
the Wess-Zumino consistency condition which are involved in descents whose
bottoms can be lifted exactly pk times.
Along with F0 (see (4.25)), the Fpi’s constructed in this section provide in
form degree < n all the non-trivial γ-cocycle remain non-trivial as elements
of H(γ|d). Together with their successive lifts they form a complete set of
representatives of H(γ|d) involved in non-trivial descents.
Example: Let us illustrate this discussion in the case of the simple model with
one free 1-form A and one free 2-form B considered in Section 4.2.2. The
space Esmall0 is isomorphic to the space of polynomials in the curvature-forms
F , H and the last ghosts of ghosts A1, B2. The differential d
small
0 vanishes
so E1 ≃ E
small
0 . One next finds d1A1 = F , d1F = 0, d1B2 = 0 and d1H = 0.
The space E2 is isomorphic to the space of polynomials in B2 and H . One
may take for F1 the space of polynomials linear in A1. These can be lifted
exactly once, their lifts being linear in A and A1,
a ∈ F1 ⇔ a = A1
∑
(B2)
lF kHm (m = 0 or 1). (4.47)
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Then, one gets
da+ γb = 0, (4.48)
with
b =
∑(
A(B2)
lF kHm + lA1B1(B2)
l−1F kHm
)
. (4.49)
They cannot be further lifted since the obstruction d1a =
∑
(B2)
l F k+1Hm
does not vanish. The above a’s and b’s are the most general solutions of the
Wess-Zumino consistency condition involved in descents of length 1.
The differential d2 in E2 is given by d2B2 = H , d2H = 0. Because
H2 = 0, one may take for F2 the space of polynomials in B2 only. For those,
the descent reads,
α = (B2)
l , γα = 0,
β = lB1(B2)
l−1 , dα + γβ = 0,
λ = lB(B2)
l−1 +
l(l − 1)
2
(B2)
l−2(B1)
2 , dβ + γλ = 0. (4.50)
The elements of the form α, β or λ are the most general solutions of the
Wess-Zumino consistency condition involved in descents of length 2. With
the solutions involved in descents of length 1 and those that do not descend
(i.e., which are strictly annihilated by γ), they exhaust all the (antifield-
independent) solutions of the Wess-Zumino consistency condition.
A straightforward consequence of our discussion is the following theorem,
which will prove useful in the analysis of antifield dependent solutions.
Theorem 10. Let ω be a γ-cocycle of the form
ω = α(Hass C
as
ps
)β(Cakpk , H
ak
k ), k > s (4.51)
where α vanishes if Hass and C
as
ps
are set equal to zero (no constant term) and
which fulfills,
dpsα = 0. (4.52)
(i.e. the first possible obstruction in the lift of ω is absent). Then, ω is trivial
in H(γ|d).
Proof: The proof is direct: one has α = dpsµ for some µ(H
as
s , C
as
ps
) since
dps is acyclic in the space of the α(H
as
s C
as
ps
) with no constant term.
Thus ω is dps-exact, ω = dps(µβ); so ω is the first obstruction to the
further lift of µβ and as such, is trivial.
The theorem applies in particular when α is an arbitrary polynomial of
strictly positive degree in the curvatures Hass .
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4.2.7 Results in P−
In the algebra of x-independent spacetime forms P−, the analysis proceeds
similarly as in P.
Because of (4.34), we now define the small algebra A− as the algebra
generated by the exterior products of the forms Ha, Ba, Capa−k, dC
a
pa−k
(k =
0, . . . pa − 1) but also dx
µ since we now need the constant forms. By exactly
the same arguments used in P, one shows that the isomorphisms Esmallk ≃
Ek, k ≥ 1 still hold in P− and that one cannot remove obstructions to lifts
by going to the “big algebra”. Therefore, Theorem 7 remains valid in P−.
The universal algebra is then defined as the algebra freely generated by
the exterior products of the forms Ha, Ba, Capa−k, dC
a
pa−k
(k = 0, . . . pa − 1)
and dxµ without any restriction on the maximally allowed form degree. In
that algebra the cohomology of d and the invariant cohomology of d are
respectively given by the constant forms and (4.34) (in all form-degrees in-
cluding form-degrees ≥ n). Theorems 8 and 9 are then proved as they are
in P.
Therefore, the calculation of the spaces Esmallk in P− can proceed as in
Section 4.2.6. The only difference is that the fa1...akb1...bm in (4.44) are now
constant forms instead of just constants.
Note that even in P−, the constant forms can be eliminated by requiring
Lorentz invariance.
4.2.8 Counterterms and anomalies
In this section we summarize the above results by giving explicitly the anti-
field-independent counterterms and anomalies: H(n,0)(γ|d) and H(n,1)(γ|d).
These can be of two types: (i) those that descend trivially (“type A”) and
can be assumed to be strictly annihilated by γ; they are described by H(γ)
up to trivial terms; and (ii) those that lead to a non-trivial descent (“type
B”) and can be assumed to be in the small algebra modulo solutions of the
previous type. For small ghost number, it turns out to be more convenient
to determine the solutions of “type B” directly from the obstructions sitting
above them rather than from the bottom. That this procedure, which works
in the universal algebra, yields all the solutions, is guaranteed by the analysis
of Section 4.2.5.
The following results apply equally to P and P− since for the counterterms
and anomalies we impose Lorentz-invariance which eliminates the constant
forms.
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Counterterms and anomalies of type A
The counterterms that lead to a trivial descent involve in general the individ-
ual components of the gauge-invariant field strengths and their derivatives
and cannot generically be expressed as exterior products of the forms F or
H . They are the gauge-invariant polynomials introduced above and read
explicitly,
a = a([Ha])dnx. (4.53)
In order to be non-trivial in H(γ|d) the above cocycles must satisfy the
condition a 6= db which is equivalent to the condition that the variational
derivatives of a with respect to the fields do not identically vanish. We
have assumed that the spacetime forms dxµ occur only through the product
dx0dx1 · · · dxn−1 ≡ dnx as this is required by Lorentz-invariance.
The anomalies that lead to a trivial descent are sums of terms of the form
a = P C dnx where P is a gauge-invariant polynomial and C is a last ghost of
ghost with ghost number one. These anomalies exist only for a theory with
1-forms. One has explicitly
a = PA([H
a])CA1 (4.54)
where A runs over the 1-forms. a will be trivial if and only if P = dR where
R is an invariant polynomial or if PA = PA(H
a) with PAH
A = 0. Indeed,
suppose that a is trivial, i.e., PAC
A = γc + de. By acting with γ on this
equation we see that e satisfies γe+dm = 0. We can thus decompose e as the
sum of an element ofH(γ|d) which descends trivially and a term v in the small
algebra which is the lift of a γ-cocycle: e = RA([H
a])CA1 + v. This implies
de = dRAC
A
1 + QA(H
a)CA1 + γu and thus PA([H
a]) = dRA([H
a]) + QA(H
a)
where QAH
A = 0 (see Eq. (4.62) in the section on Anomalies of type B).
The existence of such anomalies - which cannot generically be expressed
as exterior products of curvatures and ghosts - was pointed out in [67] for
Yang-Mills gauge models with U(1) factors.
Counterterms of type B
The solutions that lead to a non trivial descent can be assumed to live in
the small algebra, i.e., can be expressed in terms of exterior products of the
fields, the ghosts (which are all exterior forms) and their exterior derivatives
(modulo solutions of type A). If a is a non-trivial solution of the Wess-Zumino
consistency condition with ghost number zero, then da 6= 0 (in the universal
algebra). Since a has ghost number zero, it is the top of the descent and da
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is the obstruction to a further lift. Because da is a γ-cocycle, it is a gauge-
invariant polynomial. It must, in addition, be d-closed but not d-exact in the
space of gauge-invariant polynomials since otherwise, a could be redefined
to be of type A. Therefore, da is an element of the invariant cohomology
of d and it will be easier to determine a directly from the obstruction da
rather than from the bottom of the descent because one knows the invariant
cohomology of d.
Thus we may assume that,
da = P (H) = dQ(H,B) (4.55)
where Q is linear in the forms Ba, and so up to trivial terms,
a = Ra(H
b)Ba. (4.56)
Note that up to a d-exact term, one may in fact assume that a involves
only the potentials Ba of the curvatures of smaller form-degree present in
P . These are the familiar Chern-Simons terms, which exist provided one can
match the spacetime dimension n with a polynomial in the curvatures Ha
and the forms Ba, linear in Ba.
The whole descent associated with a is generated through the ”Russian
formula” [55, 50, 56, 20]
P = γ˜a(H, B˜) (4.57)
γ˜ = d+ γ (4.58)
B˜a = Ba + Ca1 + · · ·C
a
pa
, (4.59)
which follows from the “horizontability condition” (Eq. (3.40)),
γ˜B˜a = Ha. (4.60)
By expanding (4.57) according to the ghost number, one gets the whole tower
of descent equations. The bottom takes the form Ra(H
b)Capa and is linear
in the last ghosts of ghosts associated with the forms of smaller form degree
involved in P . That the bottoms should take this form might have been
anticipated since these are the only bottoms with the right degrees that can
be lifted all the way to form-degree n. The non-triviality of the bottom
implies also the non-triviality of the whole tower.
It is rather obvious that the Chern-Simons terms are solutions of the
Wess-Zumino consistency condition. The main result here is that these are
the only solutions that descend non trivially (up to solutions of type A).
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Anomalies of type B
The anomalies a of type B can themselves be of two types. They can arise
from an obstruction that lives one dimension higher or from an obstruction
that lives two dimensions higher. In the first case, the obstruction da has
form degree n + 1 and ghost number 1. This occurs only for models with
1-forms since other models have no γ-cohomology in ghost number one. In
the other case, the anomaly can be lifted once, da+ γb = 0. The obstruction
db to a further lift is then a (n+ 2)-form of ghost number 0.
In the first case, the obstruction da reads
da+ γ(something) = PA(H)C
A
1 (4.61)
where A runs over the 1-forms. The right-hand side of (4.61) is necessarily
the d1 of something. Indeed, it cannot be the dk (k > 1) of something, say m,
since this would make m trivial: the first obstruction to the lift of m would
have to vanish and m involves explicitly the variables of the 1-form sector
(see Theorem 10 above). This implies
PA(H)C
A
1 = CAB(H)H
ACB1 , CAB(H) = −CBA(H) (4.62)
so that PA(H)C
A
1 = d1(
1
2
CAB(H)C
A
1 C
A
1 . One thus needs at least two 1-forms
to construct such solutions. If CAB(H) involves the curvatures H
A of the 1-
forms, it must be such that (4.62) is not zero. The anomaly following from
(4.61) is
a = CAB(H)B
ACA1 (4.63)
and the associated descent is generated through
CAB(H)H
ACA1 = γ˜(
1
2
CAB(H)B˜AB˜B) (4.64)
In the second case, the obstruction P ∈ H inv(d) is a polynomial in Ha
of form-degree n + 2, which can be written P = dQ with Q linear in the
potentials associated to the curvatures of lowest degree present in P . The
solution a and the descent are obtained from the Russian formula (4.57),
exactly as for the counterterms,
a = Ra(H
b)Ca1 . (4.65)
They are linear in the ghosts and exist only for models with forms of
degree > 1 which are the only ones that can occur in P since otherwise a
is either trivial or of type A. Indeed, if variables from the 1-form sector are
present in P , then P = d1a (if P is non trivial) and the descent has only
two steps. But this really means that a is the bottom of the descent and is
actually of type A.
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4.2.9 Conclusions
In this section, we have derived the general solution of the antifield-independ-
ent Wess-Zumino consistency condition for models involving p-forms. We
have justified in particular why one can assume that the solutions can be
expressed in terms of exterior products of the fields, the ghosts (which are
all exterior forms) and their exterior derivatives, when these solutions ap-
pear in non trivial descents. This is not obvious to begin with since there
are solutions that are not expressible in terms of forms (those that descend
trivially) and justify the usual calculations made for determining the anoma-
lies. Once one knows that the solutions involved in non trivial descents can
be expressed in terms of forms (up to solutions that descend trivially), one
can straightforwardly determine their explicit form in ghost numbers zero
and one. This has been done in the last section where all counterterms and
anomalies have been classified. The counterterms are either strictly gauge
invariant and given by (4.53) or of the Chern-Simons type (when available)
and given by (4.56).
The anomalies are also either strictly annihilated by γ, or lead to a non-
trivial descent. The first type generalizes the anomalies of Dixon and Ramon
Medrano [67] and are given by (4.54). The more familiar anomalies with a
non trivial descent are listed in Eqs. (4.63) and (4.65).
The method applies also to other values of the ghost number, which are
relevant in the analysis of the antifield-dependent cohomology.
This result is also valid for more general lagrangians than (3.2). Indeed,
if one adds to the lagrangian of free p-forms interactions which are gauge
invariant ((4.53) or (4.56)), then the gauge transformations of the resulting
theory are identical to those of the free theory. Therefore, the definition of
the longitudinal exterior derivative γ is unchanged and the results are not
modified.
As we will show in the next section, the natural appearance of exterior
forms holds also for the characteristic cohomology: all higher order conser-
vation laws are naturally expressed in terms of exterior products of field
strengths and duals to the field strengths. It is this property that makes the
gauge symmetry-deforming consistent interactions for p-form gauge fields ex-
pressible also in terms of exterior forms and exterior products.
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4.3 Antifield dependent solutions
We now turn our attention to the antifield dependent solutions of the Wess-
Zumino consistency condition.
4.3.1 Preliminary results
Any antifield dependent solution of equation (4.1) may be decomposed ac-
cording to the antighost number ang = a
n
g,0 + a
n
g,1 + . . . + a
n
g,q with q 6= 0.
2
When this is done, the Wess-Zumino consistency condition,
sakg + db
k−1
g+1 = 0, (4.66)
splits as,
γa0 + δa1 + db0 = 0, (4.67)
γa1 + δa2 + db1 = 0, (4.68)
...
γaq−1 + δaq + dbq−1 = 0, (4.69)
γaq + dbq = 0, (4.70)
where we have dropped the indices labeling the ghost numbers and form
degrees (which are fixed) and we have performed the decomposition bk−1g+1 =
bk−1g+1,0+. . .+b
k−1
g+1,q (because of the Algebraic Poincare´ Lemma, we may assume
that up to a d-exact term, the expansion of bk−1g+1 according to the antighost
number stops at order q).
These equations resemble the descent equations used in the analysis of
antifield independent BRST cocycles. The bottom equation now defines an
element ofH(γ|d) which we denote E0. In order to ‘lift’ this cocycle, one needs
to analyze whether or not its δ-variation is trivial in H(γ|d). To address this
question we define the map δ0 : E0 → E0 as follows,
δ0[aq] = [δaq], (4.71)
where [ ] denotes the class in H(γ|d). This map is well-defined because: 1)
γδaq = −δγaq = δdbq = −dδbq (so δaq is a γ mod d cocycle; 2) δ(γrq+dcq) =
−γ(δrq) − d(δcq) (so δ maps a coboundary on a coboundary). Furthermore
2In this section we limit our attention to solutions of the Wess-Zumino consistency
condition in form degree n. In particular, this applies to consistent interactions, counter-
terms, anomalies and solutions related to the analysis of the gauge invariance of conserved
currents. Other values of the form-degree are treated along the same lines.
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δ20 = 0 so δ0 is a differential and one can define its cohomology. Cocycles of
δ0 are elements of H(γ|d) which can be lifted at least once. By contrast, if
δ0[aq] 6= 0 then one cannot lift aq to construct the component of antighost
number q− 1 of ang . Furthermore, if [aq] = δ0[cq+1] then one can eliminate aq
from ang by the addition of trivial terms and the redefinition of the terms of
lower antighost numbers. The interesting aq involved in the construction of
BRST-cocycles are therefore the representatives of H(E0, δ0).
To analyze the next lifts, one can define a sequence of spaces Er and
differentials δr which satisfy similar properties as those encountered in the
standard descent equations:
1. Er ≡ H(Er−1, δr−1).
2. There exist a map δr : Er → Er which is defined by δr[[. . . [aq] . . . ]] =
[[. . . [δaq−r] . . . ]], for [[. . . [aq] . . . ]] ∈ Er where [[. . . [δaq−r] . . . ]] is the
class of the γ mod d cocycle δaq−r and where aq−r is defined by the
equations (4.67)-(4.70).
3. δ2r = 0.
4. A γ mod d cocycle aq can be ‘lifted’ q times if and only if δ0[aq] =
0, δ1[[aq]] = 0, . . . , δq−1[[. . . [aq] . . . ]] = 0. Such a γ mod d cocycle and
its successive lifts constitute the components of a BRST cocycle. If
δr[[. . . [aq] . . . ]] 6= 0 (r < q), the γ mod d cocycle cannot be lifted
r + 1 times and it is not an s mod d coboundary up to terms of lower
antighost number.
5. One can eliminate aq from a
n
g by the addition of trivial terms and
the redefinition of terms of lower antighost numbers if and only if there
exists a k such δi[[. . . [aq] . . . ]] = 0, (i = 0, . . . , k−1) and [[. . . [aq] . . . ]] =
δk[[. . . [aq+k+1] . . . ]].
The proof of these properties proceed as in the case of the standard descent
equations.
According to these properties, the γ mod d cocycles which yield non-
trivial BRST cocycles belong to Er ≡ H(Er−1, δr), ∀r. This condition seems
awkward to work with since it implies the calculation of an infinite number
of cohomologies Er. The reason for this is that the antighost number is not
bounded. However, for a large class of theories such as linear theories and
normal theories [27] the cohomologies Er coincide for r > k where k is a
finite number. This result is a consequence of the fact that their character-
istic cohomology (to be defined below) vanishes above a certain value of the
antighost number.
4.3 Antifield dependent solutions 63
There is thus a strong analogy between the analysis of antifield inde-
pendent and antifield dependent solutions of the Wess-Zumino consistency
condition. However, compared to the dr, the operators δr are not antideriva-
tions. Indeed they are maps in vector spaces Er and not in algebras. For
instance, if aq and bq are representatives of H(γ|d) ≡ E0 their product is
not necessarily in E0. The product of two elements of Er is therefore not an
internal operation and one cannot even speak of derivations. Because of this
particularity, we cannot calculate the spaces Ek as we did for the Ek. Instead
we will have to lift the possible γ mod d cocycles aq “by hand” and find those
which can be lifted all the way up to produce BRST cocycles.
Before we do so, we begin by characterizing the “bottoms” aq as much as
possible. To this end, we first prove that without changing the class of akg in
H(s|d) we can replace (4.70) by the simpler Eq. γaq = 0. To prove this, we
use the following theorem:
Theorem 11. Let ak be a γ-closed solution of dak = γbk+1 of form degree
k < n and antighost > 0. Then, ak = dck−1 + γbk, with ck−1 in H(γ). In
other words, the cohomology in antighost > 0 and form degree < n of d in
H(γ) vanishes.
Proof: Since ak is γ-closed we have ak = PJ(χ)ω
J +γmk. Equation dak =
γbk+1 then implies dPJω
J = γ(bk+1+dmk+PJ ωˆ
J), where dωJ+γωˆJ =
0. Therefore we have dPJ = 0 and using Theorem 6, PJ = dQJ . Thus,
ak = dQJω
J + γmk = d(QJω
J) + γ(QJ ωˆ
J + mk) which proves the
theorem.
Theorem 11 now allows us assume γaq = 0. Indeed, if we act on (4.70) with γ
we can build a descent equation. However, the bottom of this descent satisfies
the condition of Theorem 11 which implies that it is trivial in H(γ|d) and
thus that aq cannot descend non-trivially. Therefore we have aq = PJ(χ)ω
J+
γmq+drq = PJ(χ)ω
J+smq+drq−δmq. Because δmq is of antighost number
q − 1 we see that in each class of H(s|d) there is a representative satisfying
aq = PJ(χ)ω
J .
The next equation we have to examine is (4.69). If we substitute aq in
this equation we obtain,
δPJω
J + γaq−1 + dbq−1 = 0. (4.72)
By acting on this equation with γ we can once more build a descent equation
for bq−1. If q − 1 > 0 then again the bottom satisfies the conditions of
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Theorem 11 and therefore bq−1 = NJω
J+γhq−1+dlq−1. If we substitute this
form in (4.72) we obtain the condition,
δPJ + dNJ = 0. (4.73)
If q = 1 then we have for the descent,
δPJω
J + γa0 + db0 = 0, (4.74)
γb0 + dr0 = 0, (4.75)
... (4.76)
γm0 = 0. (4.77)
According to our analysis of H(γ|d), we know that b0 can be written as
b0 = NJω
J + b0, where b0 is an element of H(γ|d) which does not descend
trivially and which is in the small algebra. Thus we have db0 = dNJω
J −
γ(NJ ωˆ
J) + RJ (H
a)ωJ + γc0, where RJ(H
a)ωJ + γc0 = db0. The condition
(4.72) therefore becomes,
δPJ + dNJ +RJ(H
a) = 0. (4.78)
In the algebra of x-independent forms P−, one easily obtains RJ = 0 by
counting the number of derivatives of Hµνρ. The above equation therefore
reduces to (4.73). In the algebra of x-dependent forms P, this is no longer
true and we shall comment later on the consequences of this.
A solution of (4.73) is called trivial when it is of the form, PJ = δMJ+dRJ
where MJ and RJ are polynomials in the χ. Such solutions are irrelevant in
the study of BRST cocycles because the corresponding aq can be eliminated
from ang . Indeed we have, aq = (δMJ + dRJ)ω
J = δ(MJω
J) + d(RJω
J) +
γ(RJ ωˆ
J) = s(MJω
J +RJ ωˆ
J)+d(RJω
J)− δRJ ωˆ
J so we may assume that the
expansion of ang stops at order q − 1 in the antighost number.
We therefore need to solve equation (4.73) for invariant polynomials PJ
and identify two solutions which differ by trivial terms of the form δMJ+dRJ .
These equivalence classes define the invariant δ mod d cohomology de-
noted H inv(δ|d). This cohomology is related to the so-called characteristic
cohomology and both will be calculated in the next section.
To summarize, we have shown in this section that the antifield dependent
solutions of the Wess-Zumino consistency condition can be chosen of the form
aq = PJω
J where PJ has to be a non-trivial element of H
inv(δ|d) (for q = 1
this is only valid in the algebra of x-independent forms).
In the next Chapter we study the characteristic cohomology in detail and
return to the calculation of H(s|d) in Chapter 6.
Chapter 5
Characteristic Cohomology
5.1 Introduction
The characteristic cohomology [68] plays a central role in the analysis of
any local field theory. The easiest way to define this cohomology, which is
contained in the so-called Vinogradov C-spectral sequence [38, 39, 69, 70, 43,
71], is to start with the more familiar notion of conserved current. Consider
a dynamical theory with field variables φi (i = 1, . . . ,M) and Lagrangian
L(φi, ∂µφ
i, . . . , ∂µ1...µkφ
i). The field equations read
Li = 0, (5.1)
with
Li =
δL
δφi
=
∂L
∂φi
− ∂µ
( ∂L
∂(∂µφi)
)
+ · · ·+ (−1)k∂µ1...µk
( ∂L
∂(∂µ1...µkφ
i)
)
. (5.2)
A (local) conserved current jµ is a vector-density which involves the fields
and their derivatives up to some finite order and which is conserved modulo
the field equations, i.e., which fulfills
∂µj
µ ≈ 0. (5.3)
Here and in the sequel, ≈ means “equal when the equations of motion hold”
or, as one also says equal “on-shell”. Thus, (5.3) is equivalent to
∂µj
µ = λiLi + λ
iµ∂µLi + · · ·+ λ
iµ1...µs∂µ1...µsLi (5.4)
for some λiµ1...µj , j = 0, . . . , s. A conserved current is said to be trivial if it
can be written as
jµ ≈ ∂νS
µν (5.5)
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for some local antisymmetric tensor density Sµν = −Sνµ. The terminology
does not mean that trivial currents are devoid of physical interest, but rather,
that they are easy to construct and that they are trivially conserved. Two
conserved currents are said to be equivalent if they differ by a trivial one.
The characteristic cohomology in degree n − 1 is defined to be the quotient
space of equivalence classes of conserved currents. One assigns the degree
n− 1 because the equations (5.3) and (5.5) can be rewritten as dω ≈ 0 and
ω ≈ dψ in terms of the (n− 1)-form ω and (n− 2)-form ψ respectively dual
to jµ and Sµν .
One defines the characteristic cohomology in degree k (k < n) along
exactly the same lines, by simply considering other values of the form degree.
So, one says that a local k-form ω is a cocycle of the characteristic cohomology
in degree k if it is weakly closed,
dω ≈ 0; “cocycle condition” (5.6)
and that it is a coboundary if it is weakly exact,
ω ≈ dψ, “coboundary condition” (5.7)
just as it is done for k = n− 1. For instance, the characteristic cohomology
in form degree n − 2 is defined, in dual notations, as the quotient space of
equivalence classes of weakly conserved antisymmetric tensors,
∂νS
µν ≈ 0, Sµν = S [µν], (5.8)
where two such tensors are regarded as equivalent iff
Sµν − S
′µν ≈ ∂ρR
ρµν , Rρµν = R[ρµν]. (5.9)
We shall denote the characteristic cohomological groups by Hkchar(d).
Higher order conservation laws involving antisymmetric tensors of degree
2 or higher are quite interesting in their own right. In particular, conservation
laws of the form (5.8), involving an antisymmetric tensor Sµν have attracted
a great deal of interest in the past [72] as well as recently [73, 74] in the
context of the “charge without charge” mechanism developed by Wheeler
[75]. Higher order conservation laws also enter the analysis of the BRST
field-antifield formalism extension incorporating global symmetries [76, 77].
But as we have seen in section (4.3) the characteristic cohomology is also
important because it appears as an important step in the calculation of the
local BRST cohomology.
In this section we will carry out the calculation of the characteristic co-
homology for a system of free p-form gauge fields. We give complete results
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in degree < n − 1; that is, we determine all the solutions to the equation
∂µS
µν1...νs ≈ 0 with s > 0. Although we do not solve the characteristic coho-
mology in degree n− 1, we comment at the end of the section on the gauge
invariance properties of the conserved currents and provide an infinite num-
ber of them, generalizing earlier results of the Maxwell case [78, 79, 80, 81].
The determination of all the conserved currents is of course also an interest-
ing question, but it is not systematically pursued here for two reasons. First,
for the free theories considered here, the characteristic cohomology Hn−1char(d)
is infinite-dimensional and does not appear to be completely known even in
the Maxwell case in an arbitrary number of dimensions. By contrast, the
cohomological groups Hkchar(d), k < n− 1, are all finite-dimensional and can
explicitly be computed. Second, the group Hn−1char(d) plays no role either in
the analysis of the consistent interactions of antisymmetric tensor fields of
degree > 1, nor in the analysis of candidate anomalies if the antisymmetric
tensor fields all have degree > 2.
An essential feature of theories involving p-form gauge fields is that their
gauge symmetries are reducible (see (3.6)). General vanishing theorems have
been established in [68, 38, 39, 27] showing that the characteristic cohomology
of reducible theories of reducibility order p−1 vanishes in form degree strictly
smaller than n − p − 1. Accordingly, in the case of p-form gauge theories,
there can be a priori non-vanishing characteristic cohomology only in form
degree n−pM −1, n−pM , etc, up to form degree n−1 (conserved currents).
In the 1-form case, these are the best vanishing theorems one can prove,
since a set of free gauge fields Aaµ has characteristic cohomology both in form
degree n − 1 and n − 2 [27]. Representatives of the cohomology classes in
form degree n − 2 are given by the duals to the field strengths, which are
indeed closed on-shell due to Maxwell equations.
Our main result is that the general vanishing theorems of [68, 38, 39,
69, 70, 27] can be considerably strengthened when p > 1. For instance, if
there is a single p-form gauge field and if n − p − 1 is odd, there is only
one non-vanishing group of the characteristic cohomology in degree < n− 1.
This is Hn−p−1char (d), which is one-dimensional. All the other groups H
k
char(d)
with n − p − 1 < k < n − 1 happen to be zero, even though the general
theorems of [68, 38, 39, 69, 70, 27] left open the possibility that they might
not vanish. The presence of these additional zeros give p-form gauge fields
and their gauge transformations a strong rigidity.
Besides the standard characteristic cohomology, one may consider the
invariant characteristic cohomology, in which the local forms ω and ψ occur-
ring in (5.6) and (5.7) are required to be invariant under the gauge trans-
formations (3.6). This is the relevant cohomology for the resolution of the
Wess-Zumino consistency condition. We also completely determine in this
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section the invariant characteristic cohomology in form degree < n− 1.
Our method for computing the characteristic cohomology is based on
the reformulation performed in [27] of the characteristic cohomology in form
degree k in terms of the cohomology Hnn−k(δ|d) of the Koszul-Tate differential
δ modulo the spacetime exterior derivative d. Here, n is the form degree and
n− k is the antighost number.
This section is organized as follows. First, since the calculation of the
characteristic cohomology is rather long and intricate, we begin by formu-
lating precisely our main results, which state (i) that the characteristic co-
homology Hkchar(d) with k < n − 1 is generated (in the exterior product)
by the exterior forms H
a
dual to the field strengths Ha; these are forms
of degree n − pa − 1; and (ii) that the invariant characteristic cohomology
Hk,invchar (d) with k < n− 1 is generated (again in the exterior product) by the
exterior forms Ha and H
a
. Then, we recall the relation between the charac-
teristic cohomology and the Koszul-Tate complex and show how they relate
to the cohomology of the differential ∆ = δ + d. After that we analyze the
gauge invariance properties of δ-boundaries modulo d. We then determine
the characteristic cohomology for a single p-form gauge field and afterwards
extend the results to an arbitrary system of p-forms. Next, we calculate the
invariant cohomology and use the results to obtain the cohomological groups
H∗,inv(δ|d). Finally, we show that the existence of representatives express-
ible in terms of the H
a
’s does not hold for the characteristic cohomology in
form degree n − 1, by exhibiting an infinite number of (inequivalent) con-
served currents which are not of that form. We will also comment on how
the results on the free characteristic cohomology in degree < n−1 generalize
straightforwardly if one adds to the free Lagrangian (3.2) gauge invariant
interaction terms that involve the fields Baµ1...µpa and their derivatives only
through the gauge invariant field strength components and their derivatives.
5.2 Results
5.2.1 Characteristic cohomology
Remember that the equations of motion (3.5) can be written as,
dH
a
≈ 0, (5.10)
in terms of the (n − pa − 1)-forms H
a
dual to the field strengths. It follows
that any polynomial in the H
a
’s is closed on-shell and thus defines a cocycle
of the characteristic cohomology.
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The remarkable feature is that these polynomials are not only inequiva-
lent in cohomology, but also that they completely exhaust the characteristic
cohomology in form degree strictly smaller than n− 1. Indeed, one has:
Theorem 12. Let H be the algebra generated by the H
a
’s and let V be the
subspace containing the polynomials in the H
a
’s with no term of form de-
gree exceeding n − 2. The subspace V is isomorphic to the characteristic
cohomology in form degree < n− 1.
We stress again that this theorem does not hold in degree n− 1 because
there exist conserved currents not expressible in terms of the H
a
’s.
Since the form degree is limited by the spacetime dimension n, and since
H
a
has strictly positive form degree n− pa − 1 (as explained previously, we
assume n−pa−1 > 0 for each a), the algebra H is finite-dimensional. In this
algebra, the H
a
with n− pa− 1 even commute with all the other generators,
while the H
a
with n− pa − 1 odd are anticommuting objects.
5.2.2 Invariant characteristic cohomology
While the cocycles of Theorem 12 are all gauge invariant, there exists co-
boundaries of the characteristic cohomology that are gauge invariant, i.e.,
that involve only the field strength components and their derivatives, but
which cannot, nevertheless, be written as coboundaries of gauge invariant
local forms, even weakly. Examples are given by the field strengthsHa = dBa
themselves. For this reason, the invariant characteristic cohomology and the
characteristic cohomology do not coincide. We shall denote by H the finite-
dimensional algebra generated by the (pa+1)-forms H
a, and by J the finite-
dimensional algebra generated by the field strengths Ha and their duals H
a
.
One has,
Theorem 13. Let W be the subspace of J containing the polynomials in the
Ha’s and the H
a
’s with no term of form degree exceeding n−2. The subspace
W is isomorphic to the invariant characteristic cohomology in form degree
< n− 1.
This chapter is devoted to proving these theorems.
5.2.3 Cohomologies in the algebra of x-independent
forms
The previous theorems hold as such in the algebra of local forms that are
allowed to have an explicit x-dependence. If one restricts one’s attention to
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the algebra of local forms with no explicit dependence on the spacetime co-
ordinates, then, one must replace in the above theorems the polynomials in
the curvatures and their duals with coefficients that are numbers by the poly-
nomials in the curvatures and their duals with coefficients that are constant
exterior forms.
5.3 Characteristic Cohomology and Koszul-
Tate Complex
Our analysis of the characteristic cohomology relies upon the isomorphism
established in [27] between H∗char(d) and the cohomology H
∗
∗ (δ|d) of δ modulo
d. The cohomology Hki (δ|d) in form degree k and antighost number i is
obtained by solving in the algebra P of local exterior forms the equation,
δaki + db
k−1
i−1 = 0, (5.11)
and by identifying solutions which differ by δ-exact and d-exact terms, i.e,
aki ∼ a
′k
i = a
k
i + δn
k
i+1 + dm
k−1
i . (5.12)
One has,
Theorem 14.
Hkchar(d) ≃ H
n
n−k(δ|d), 0 < k < n (5.13)
H0char(d)
R
≃ Hnn(δ|d). (5.14)
0 ≃ Hnn+k(δ|d), k > 0 (5.15)
Proof: Although the proof is standard and can be found in [49, 27], we
shall repeat it explicitly here because it involves ingredients which will
be needed below. Let α be a class of Hkchar(d) (k < n) and let a
k
0 be a
representative of α, α = [ak0]. One has,
δak+11 + da
k
0 = 0, (5.16)
for some ak+11 since any antifield-independent form that is zero on-
shell can be written as the δ of something. By acting with d on this
equation, one finds that dak+11 is δ-closed and thus, by Theorem 2,
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that it is δ-exact, δak+22 + da
k+1
1 = 0 for some a
k+2
2 . One can repeat
the procedure until one reaches degree n, the last term ann−k fulfilling
δann−k + da
n−1
n−1−k = 0, (5.17)
and, of course, dann−k = 0 (it is a n-form). For future reference we
collect all the terms appearing in this tower of equations as
ak = ann−k + a
n−1
n−1−k + · · ·+ a
k+1
1 + a
k
0. (5.18)
Eq. (5.17) shows that ann−k is a cocycle of the cohomology of δ mod-
ulo d, in form-degree n and antighost number n−k. Now, given the co-
homological class α of Hkchar(d), it is easy to see, using again Theorem
2, that the corresponding element ann−k is well-defined in H
n
n−k(δ|d).
Consequently, the above procedure defines an non-ambiguous map m
from Hkchar(d) to H
n
n−k(δ|d).
This map is surjective. Indeed, let ann−k be a cocycle of H
n
n−k(δ|d).
By acting with d on Eq. (5.17) and using the second form of the
Poincare´ lemma (Theorem 5), one finds that an−1n−1−k is also δ-closed
modulo d. Repeating the procedure all the way down to antighost
number zero, one sees that there exists a cocycle ak0 of the character-
istic cohomology such that m([ak0]) = [a
n
n−k].
The map m is not quite injective, however, because of the con-
stants. Assume that ak0 is mapped on zero. This means that the cor-
responding ann−k is trivial in H
n
n−k(δ|d), i.e., a
n
n−k = δb
n
n−k+1 + db
n−1
n−k.
Using the Poincare´ lemma (in the second form) one then successively
finds that all an−1n−k−1 . . . up to a
k+1
1 are trivial. The last term a
k
0 ful-
fills dak0 + δdb
k
1 = 0 and thus, by the Poincare´ lemma (Theorem 4),
ak0 = δb
k
1 + db
k−1
0 + c
k. In the algebra of x-dependent local forms, the
constant k-form ck is present only if k = 0. This establishes (5.13)
and (5.14).
That Hnm(δ|d) vanishes for m > n is proved as follows. If a
n
m is a
solution of δanm + da
n−1
m−1 then one can build a descent by acting with
δ on this equation. The bottom of this descent satisfies, δan−jm−j = 0.
Since j ≤ n and m > n, Theorem 2 implies that the bottom of the
descent and all the cocycles above him are trivial.
The proof of the theorem also shows that (5.13) holds as such because one
allows for an explicit x-dependence of the local forms. Otherwise, one must
take into account the constant forms ck which appear in the analysis of
injectivity and which are no longer exact even when k > 0, so that (5.13)
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becomes,
Hkchar(d)
Λk
≃ Hnn−k(δ|d), (5.19)
while (5.14) and (5.15) remain unchanged.
5.4 Characteristic Cohomology and Cohomo-
logy of ∆ = δ + d
We have seen in Section 3.4 that in form notation, the action on the antifields
of the Koszul-Tate differential can be written in the compact form,
∆H˜a = 0, (5.20)
with,
∆ = δ + d, (5.21)
and
H˜a = H
a
+
pa+1∑
j=1
B
∗a
j . (5.22)
The parity of the mixed form H˜a is equal to n − pa − 1. Quite generally,
it should be noted that the dual H
a
to the field strength Ha is the term of
lowest form degree in H˜a. It is also the term of lowest antighost number,
namely, zero. At the other end, the term of highest form degree in H˜a is
B
∗a
pa+1, which has form degree n and antighost number pa + 1. If we call
the difference between the form degree and the antighost number the “∆-
degree”, all the terms present in the expansion of H˜a have same ∆-degree,
namely n− pa − 1.
The differential ∆ = δ + d enables one to reformulate the characteristic
cohomology as the cohomology of ∆. Indeed one has,
Theorem 15. The cohomology of ∆ is isomorphic to the characteristic co-
homology,
Hk(∆) ≃ Hkchar(d), 0 ≤ k ≤ n (5.23)
where k in Hk(∆) means the ∆-degree, and in Hkchar(d) k is the form degree.
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Proof: Let ak0 (k < n) be a cocycle of the characteristic cohomology. Con-
struct ak as in the proof of Theorem 14, formula (5.18). The form ak
is easily seen to be a cocycle of ∆, ∆ak = 0, and furthermore, to be
uniquely defined in cohomology given the class of ak0. It is also imme-
diate to check that the map so defined is both injective and surjective.
This proves the theorem for k < n. For k = n, the isomorphism of
Hn(∆) and Hnchar(d) is even more direct (da
n
0 = 0 is equivalent to
∆an0 = 0 and a
n
0 = db
n−1
0 + δb
n
1 is equivalent to a
n
0 = ∆(b
n−1
0 + b
n
1 )).
Our discussion has also established the following useful rule: the term of low-
est form degree in a ∆-cocycle a is a cocycle of the characteristic cohomology.
Its form degree is equal to the ∆-degree k of a. For a = H˜a, this reproduce
the rule discussed above Theorem 15. Similarly, the term of highest form
degree in a has always form degree equal to n if a is not a ∆-coboundary (up
to a constant), and defines an element of Hnn−k(δ|d).
Because ∆ is a derivation, its cocycles form an algebra. Therefore, any
polynomial in the H˜a is also a ∆-cocycle. Since the form degree is limited
by the spacetime dimension n, and since the term H
a
with minimum form
degree in H˜a has strictly positive form degree n−pa−1, the algebra generated
by the H˜a is finite-dimensional. We shall show below that these ∆-cocycles
are not exact and that any cocycle of form degree < n − 1 is a polynomial
in the H˜a modulo trivial terms. According to the isomorphism expressed by
Theorem 15, this is equivalent to proving Theorem 12.
Remarks: (i) The ∆-cocycle associated with a conserved current contains
only two terms,
a = an1 + a
n−1
0 , (5.24)
where an−10 is the dual of the conserved current. The product of such a ∆-
cocycle with a ∆-cocycle of ∆-degree k has ∆-degree n− 1+ k and therefore
vanishes unless k = 0 or 1.
(ii) It will be useful below to introduce another degree N as follows. One
assigns N -degree 0 to the undifferentiated fields and N -degree 1 to all the
antifields irrespective of their antighost number. One then extends the N -
degree to the differentiated variables according to the rule N(∂µΦ) = N(Φ)+
1. Thus, N counts the number of derivatives and of antifields. Explicitly,
N =
∑
a
Na (5.25)
with
Na =
∑
J
[
(|J |
∑
i
∂JB
a
i
∂
∂JBai
+ (|J |+ 1)
∑
α
∂Jφ
∗a
α
∂
∂Jφ∗aα
]
. (5.26)
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where (i) the sum over J is a sum over all possible derivatives including the
zeroth order one; (ii) |J | is the differential order of the derivative ∂J (i.e.,
|J | = k for ∂µ1...µk); (iii) the sum over i stands for the sum over the indepen-
dent components of Ba; and (iv) the sum over α is a sum over the independent
components of all the antifields appearing in the tower associated with Ba
(but there is no sum over the p-form species a in (5.26)). The differential
δ increases N by one unit. The differentials d and ∆ have in addition an
inhomogeneous piece not changing the N -degree, namely dxµ(∂explicit/∂xµ),
where ∂explicit/∂xµ sees only the explicit xµ-dependence. The forms H˜a have
N -degree equal to one.
5.5 Acyclicity and Gauge Invariance
5.5.1 Preliminary results
In the sequel, we shall denote by ISmall the algebra of local exterior forms
with coefficients ωµ1...µJ that depend only on the field strength components
and their derivatives (and possibly xµ); these are the only invariant objects
that can be formed out of the “potentials” Baµ1...µpa and their derivatives (c.f.
Theorem 3). The algebrasH, H and J respectively generated by the (pa+1)-
forms Ha, (n − pa − 1)-forms H
a
and (Ha, H
a
) are subalgebras of ISmall.
Remember that we have also defined the algebra I as the algebra of invariant
polynomials in the field strength components, the antifield components and
their derivatives and that in pureghost number 0 the cohomology H(γ) is
given by I.
Since the field equations are gauge invariant and since d maps ISmall on
ISmall, one can consider the cohomological problem (5.6), (5.7) in the algebra
ISmall. This defines the invariant characteristic cohomology H
∗,inv
char (d). Fur-
thermore, the differentials δ, d and ∆ map the algebra I on itself. Clearly,
ISmall ⊂ I. The invariant cohomologiesH
∗,inv(∆) andHn,invj (δ|d) are defined
by considering only local exterior forms that belong to I.
In order to analyze the invariant characteristic cohomology and to prove
the non triviality of the cocycles listed in Theorem 12, we shall need some
preliminary results on the invariant cohomology of the Koszul-Tate differen-
tial δ and on the gauge invariant δ-boundaries modulo d.
We define A and A− respectively as the restrictions of P and P− in
pureghost number 0.
The variables generating A are, together with xµ and dxµ,
Baµ1...µpa , ∂ρBaµ1...µpa , . . . , B
∗aµ1...µpa−m , ∂ρB
∗aµ1...µpa−m , . . . , B∗a, ∂ρB
∗a, ... .
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These variables can be conveniently split into two subsets. The first subset
consists of the variables χ defined below Theorem 3 (field strengths, antifields
and their derivatives). Note that the field strengths and their derivatives
which are present in χ are not independent, since they are constrained by the
identity dHa = 0 and its differential consequences, but this is not a difficulty
for the considerations of this section. The χ’s are invariant under the gauge
transformations and they generate the algebra I of invariant polynomials.
In order to generate the full algebra A we need to add to the χ’s some
extra variables that will be collectively denoted Ψ. The Ψ’s contain the field
components Baµ1...µpa and their appropriate derivatives not already present
in the χ’s. The explicit form of the Ψ’s may be found in the proof of Theorem
3 and have the property that they are algebraically independent from the χ’s
and that, together with the χ’s, they generate A.
Theorem 16. Let a be a polynomial in the χ: a = a(χ). If a = δb then we
can choose b such that b = b(χ). In particular,
H invj (δ) ≃ 0 for j > 0. (5.27)
Proof: We can decompose b into two parts: b = b + b, with b = b(χ) =
b(Ψ = 0) and b =
∑
mRm(χ)Sm(Ψ), where Sm(Ψ) contains at least
one Ψ. Because δΨ = 0, we have, δ(b+b) = δb(χ)+
∑
m δRm(χ)Sm(Ψ).
Furthermore if M = M(χ) then δM(χ) = (δM)(χ). We thus get,
a(χ) = (δb)(χ) +
∑
m
(δRm)(χ)Sm(Ψ).
The above equation has to be satisfied for all the values of the Ψ’s and
in particular for Ψ = 0. This means that a(χ) = (δb)(χ) = δb(χ).
5.5.2 Gauge invariant δ-boundary modulo d
For the following theorem we assume that the antisymmetric tensors Baµ1µ2...µp
all have the same degree p. This covers, in particular, the case of a single
p-form.
Theorem 17. (Valid when the Baµ1µ2...µp ’s have all the same form degree p).
Let akq = a
n
q (χ) ∈ I be an invariant local k-form of antighost number q > 0.
If akq is δ-exact modulo d, a
k
q = δµ
k
q+1+dµ
k−1
q , then one can assume that µ
k
q+1
and µk−1q only depend on the χ’s, i.e., are invariant (µ
k
q+1 and µ
k−1
q ∈ I).
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Proof: The proof goes along exactly the same lines as the proof of a similar
statement made in [28] (theorem 6.1) for 1-form gauge fields.
By acting with d and δ on the equation akq = δµ
k
q+1 + dµ
k−1
q one
can construct a ladder of equations:
anq+n−k = δµ
n
q+n−k+1 + dµ
n−1
q+n−k (5.28)
...
akq = δµ
k
q+1 + dµ
k−1
q (5.29)
...

ak−q+11 = δµ
k−q+1
2 + dµ
k−q
1
or
a0q−k = δµ
0
q−k+1,
(5.30)
where the aij only depend on the variables χ. To go up the ladder one
acts with d on one of the equations and uses Theorem 16 and the fact
that d maps a χ on a χ. To go down the ladder one acts with δ on one
of the equations and uses Theorem 6 and the fact that δ also maps a
χ on a χ.
Using the same theorems, it is easy to see that if one of the µij
may be assumed to depend only on the χ, then one can suppose that
it is also true for the other µij. Therefore, the theorem will hold if
we can prove it for the equation at the top of the ladder and thus for
anq = δµ
n
q+1 + dµ
n−1
q with q > 0.
Let us first treat the case where q > n in which the bottom of the
ladder is a0q−n = δµ
0
q−n+1. A direct application of Theorem 16 tells us
that we may assume that µ0q−n+1 only depends on the χ and therefore
that the property also holds for the other µij . This ends the proof for
q > n.
Let us now examine the more difficult case q ≤ n. We shall work
in dual notations where the equation reads,
aq = δbq+1 + ∂µj
µ
q . (5.31)
All we need to prove is that one can assume that bq+1 only depends
on the χ. To this end, let us take the Euler-Lagrange derivatives of
(5.31) with respect to all the fields and the antifields. Using Theorem
2 and the fact that the variational derivative of a divergence vanishes,
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we obtain:
δLaq
δB∗a
= δYa, (5.32)
...
δLaq
δB∗aµ1...µp−m
= δYaµ1...µp−m + (−1)
m+1∂[µ1Yaµ2...µp−m], (5.33)
...
δLaq
δB∗aµ1...µp
= δYaµ1...µp − ∂[µ1Yaµ2...µp], (5.34)
...
δLaq
δBaµ1...µp
= δXaµ1...µp − (p+ 1)∂
ρ∂[ρYaµ1...µp], (5.35)
where [ ] denotes complete antisymmetrization (factorial included),
Yaµ1...µp−m = (−1)
m+1 δ
Lbq+1
δB
a∗µ1...µp−m and X =
δLbq+1
δBqµ1 ...µp
. Using The-
orem 16 successively in all the above equations we conclude that
all the Yaµ1...µp−m may be assumed to depend only on the χ. Fur-
thermore, since aq depends on B
aµ1...µp only through Haµ1...µp+1, its
Euler-Lagrange derivatives with respect to Baµ1...µp are of the form
∂ρZaρµ1...µp where Zaρµ1...µp only depends on H
aµ1...µp+1 and is com-
pletely antisymmetric. This implies that we may also assume that
Xaµ1...µp only depends on the χ.
Eq. (5.35) means that Xaµ1...µp is dual to an element of H
n−p
q+1 (δ|d)
≃ Hnq+p+1(δ|d) ≡ 0 according to Theorem 18 (see below). We thus
have Xaµ1...µp = ∂
ρSaρµ1...µp+δNaµ1...µp. Let us make the recurrence hy-
pothesis that the theorem holds for q′ = q+p+1, so that Saρµ1...µp and
Naµ1...µp can be chosen in such a way that they only depend on the χ.
Setting aq(t) = aq(tB
µ1...µp, t∂ρB
µ1...µp , . . . , tB∗µ1...µp, t∂ρB
∗µ1...µp , . . . )
we can reconstruct aq from its Euler-Lagrange derivatives as follows:
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aq =
∫ 1
0
dt
d
dt
aq(t) (5.36)
=
∫ 1
0
dt(Baµ1...µp
δLa
δBaµ1...µp
(t) + B∗aµ1...µp
δLa
δB∗aµ1...µp
(t) + . . .
+B∗aµ1
δLa
δB∗aµ1
(t) +B∗a
δLa
δBa∗
(t)) + ∂µj
′µ (5.37)
= δ(Baµ1...µp
∫ 1
0
dt∂ρSaρµ1...µp(t)− B
a∗µ1...µp
∫ 1
0
dtYaµ1...µp(t)
+ (−1)p+1Ba∗
∫ 1
0
dtYa(t)) + ∂µj
′′µ (5.38)
= δ(
1
p+ 1
Haρµ1...µp
∫ 1
0
dtSaρµ1...µp(t)−B
a∗µ1...µp
∫ 1
0
dtYaµ1...µp(t)
+ . . .+ (−1)p+1Ba∗
∫ 1
0
dtYa(t)) + ∂µj
′′µ = δmp+1 + ∂µj
′′′µ,
(5.39)
where mp+1 manifestly only depends on the χ.
The theorem will thus be proven if the recurrence hypothesis is
correct. This is the case since we have proved that the theorem holds
for q > n and therefore for q
′′
= q + r(p + 1) for a sufficiently great
r.
Remark : The theorem does not hold if the forms have various form degrees
(see Theorem 25 below).
5.6 Characteristic Cohomology for a Single
p-Form Gauge Field
Our strategy for computing the characteristic cohomology is as follows. First,
we compute Hn∗ (δ|d) (cocycle condition, coboundary condition) for a single
p-form. We then use the isomorphism theorems to infer H∗char(d). Finally,
we solve the case of a system involving an arbitrary (but finite) number of
p-forms of various form degrees.
5.6.1 General theorems
Before we compute Hn∗ (δ|d) for a single abelian p-form gauge field Bµ1...µp,
we will recall some general results which will be needed in the sequel. These
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theorems hold for an arbitrary linear theory of reducibility order p− 1.
Theorem 18. For a linear gauge theory of reducibility order p-1, one has,
Hnj (δ|d) = 0, j > p+ 1. (5.40)
Proof: The technic of the proof is the same as the one used in the previous
theorem. Although it is valid for any linear theory [27] we only prove it
for free p-forms. Suppose there exists some a with antighost(a) > p+1,
satisfying,
δa + ∂ρb
ρ = 0. (5.41)
If we take the Euler-Lagrange derivatives of (5.41) with respect to all
the fields and antifields we get:
δ(
δLa
δB∗
) = 0, (5.42)
...
δ(
δLa
δB∗µ1...µp−m
) = (−1)m+1∂[µ1
δLa
δB∗µ2...µp−m]
, (5.43)
...
δ(
δLa
δBµ1...µp
) = −(p+ 1)∂ρ∂[ρ
δLa
δB∗µ1...µp]
. (5.44)
Because antighost(a)> p + 1 we have antighost( δ
La
δB∗
)> 1; by using
Theorem 2 successively in all the above equations we obtain:
δLa
δB∗
= δf, (5.45)
...
δLa
δB∗µ1...µp−m
= δfµ1...µp−m + (−1)
m+1∂[µ1fµ2...µp−m], (5.46)
...
δLa
δBµ1...µp
= δgµ1...µp − (p+ 1)∂
ρ∂[ρfµ1...µp]. (5.47)
80 Characteristic Cohomology
Using those relations we can reconstruct a as in Theorem 17:
a =
∫ 1
0
dt
d
dt
a(t) (5.48)
= δ(Bµ1...µp
∫ 1
0
dtgµ1...µp(t)−B
∗µ1...µp
∫ 1
0
dtfµ1...µp(t) + . . .
+(−1)p+1B∗
∫ 1
0
dtf(t)) + ∂µj
′µ. (5.49)
Equation (5.49) shows explicitly that a is trivial.
Theorem 18 is particularly useful because it limits the number of possible
non-vanishing cohomologies. The calculation of the characteristic cohomol-
ogy is further simplified by the following theorem:
Theorem 19. Any solution of δa + ∂ρb
ρ = 0 that is at least bilinear in the
antifields is necessarily trivial.
Proof: the proof proceed along the same lines of Theorem 18. One takes
the Euler-Lagrange derivatives of the equation δa + ∂ρb
ρ = 0 with
respect to all the fields and antifields keeping in mind that since a is
at least bilinear in the antifields it cannot depend on B∗. One then
uses the reconstruction formula (5.49) but with f = 0.
Both theorems hold whether the local forms are assumed to have an explicit
x-dependence or not.
5.6.2 Cocycles of Hnp+1(δ|d)
We have just seen that the first possible non-vanishing cohomological group
is Hnp+1(δ|d). We show in this section that this group is one-dimensional and
provide explicit representatives. We systematically use the dual notation
involving divergences of antisymmetric tensor densities.
Theorem 20. Hnp+1(δ|d) is one-dimensional. One can take as representa-
tives of the cohomological classes a = kB∗ where B∗ is the last antifield, of
antighost number p+ 1 and where k is a number.
Proof: Any polynomial of antighost number p + 1 can be written a =
fB∗ + f ρ∂ρB
∗ + . . . + µ, where f does not involve the antifields and
where µ is at least bilinear in the antifields. By adding a divergence
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to a, one can remove the derivatives of B∗, i.e., one can assume f ρ =
f ρσ = · · · = 0. The cocycle condition δa + ∂ρb
ρ = 0 then implies
−∂ρfB
∗ρ + δµ + ∂ρ(b
ρ + fB∗ρ) = 0. By taking the Euler-Lagrange
derivative of this equation with respect to B∗ρ, one gets
−∂ρf + δ((−1)
p δ
Lµ
δB∗ρ
) = 0. (5.50)
This shows that f is a cocycle of the characteristic cohomology in de-
gree zero since δ(anything of antighost number one)≈ 0. Furthermore,
if f is trivial in H0char(d), then a can be redefined so as to be at least
bilinear in the antifields and thus is also trivial in the cohomology of δ
modulo d. Now, the isomorphism of H0char(d)/R with H
n
n(δ|d) implies
f = k + δg with k a constant (Hnn (δ|d) = 0 because n > p + 1). As
we already pointed out, the second term can be removed by adding a
trivial term, so we may assume f = k. Writing a = kB∗ + µ, we see
that µ has to be a solution of δµ+ ∂ρb
′ρ = 0 by itself and is therefore
trivial by Theorem 19. So Hnp+1(δ|d) can indeed be represented by
a = kB∗. In form notations, this is just the n-form kB
∗
p+1. Note that
the calculations are true both in the x-dependent and x-independent
cases.
To complete the proof of the theorem, it remains to show that the
cocycles a = kB∗, which belong to the invariant algebra I and which
contain the undifferentiated antifields, are non trivial. If they were
trivial, one would have according to Theorem 17, that B
∗
p+1 = δu+dv
for some u, v also in I. But this is impossible, because both δ and d
bring in one derivative of the invariant generators χ while B
∗
p+1 does
not contain derivatives of χ. [This derivative counting argument is
direct if u and v do not involve explicitly the spacetime coordinates
xµ. If they do, one must expand u, v and the equation B
∗
p+1 = δu+dv
according to the number of derivatives of the fields in order to reach
the conclusion. Explicitly, one sets u = u0+ · · ·+uk, v = v0+ · · ·+vk,
where k counts the number of derivatives of the Hµ1...µp+1 and of the
antifields. The condition B
∗
p+1 = δu + dv implies in degree k + 1 in
the derivatives that δuk + d
′vk = 0, where d
′ does not differentiate
with respect to the explicit dependence on xµ. This relation implies
in turn that uk is δ-trivial modulo d
′ since there is no cohomology in
antighost number p + 2. Thus, one can remove uk by adding trivial
terms. Repeating the argument for uk−1, and then for uk−2 etc, leads
to the desired conclusion].
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5.6.3 Cocycles of Hni (δ|d) with i ≤ p
We now solve the cocycle condition for the remaining degrees. First we prove
Theorem 21. Let K be the greatest integer such that n−K(n− p− 1) > 1.
The cohomological groups Hnj (δ|d) (j > 1) vanish unless j = n−k(n−p−1),
k = 1, 2, . . . , K. Furthermore, for those values of j, Hnj (δ|d) is at most one-
dimensional.
Proof: We already know that Hnj (δ|d) is zero for j > p + 1 and that
Hnp+1(δ|d) is one-dimensional. Assume thus that the theorem has been
proved for all j’s strictly greater than J < p + 1 and let us extend it
to J . In a manner analogous to what we did in the proof of Theorem
20, we can assume that the cocycles of HnJ (δ|d) take the form,
fµ1...µp+1−JB
∗µ1...µp+1−J + µ, (5.51)
where fµ1...µp+1−J does not involve the antifields and defines an ele-
ment of Hp+1−Jchar (d). Furthermore, if fµ1...µp+1−J is trivial, then the co-
cycle (5.51) is also trivial. Now, using the isomorphism Hp+1−Jchar (d) ≃
Hnn−p−1+J(δ|d) (p + 1 − J > 0), we see that f is trivial unless j
′ =
n − p − 1 + J , which is strictly greater than J and is of the form
j′ = n − k(n − p − 1). In this case, Hnj′ is at most one-dimensional.
Since J = j′ − (n− p− 1) = n− (k + 1)(n− p− 1) is of the required
form, the property extends to J . This proves the theorem.
Because we explicitly used the isomorphism Hp+1−Jchar (d) ≃ H
n
n−p−1+J(δ|d),
which holds only if the local forms are allowed to involve explicitly the co-
ordinates xµ, the theorem must be amended for x-independent local forms.
This will be done in section (5.6.5).
Theorem 21 goes beyond the vanishing theorems of [68, 38, 39, 27] since it
sets further cohomological groups equal to zero, in antighost number smaller
than p + 1. This is done by viewing the cohomological group Hni (δ|d) as a
subset of Hnn−p−1+i(δ|d) at a higher value of the antighost number, through
the form (5.51) of the cocycle and the isomorphism between Hp+1−ichar (d) and
Hnn−p−1+i(δ|d). In that manner, the known zeros at values of the ghost num-
ber greater than p+1 are “propagated” down to values of the ghost number
smaller than p+ 1.
To proceed with the analysis, we have to consider two cases:
(i) Case I: n− p− 1 is even.
(ii) Case II: n− p− 1 is odd.
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We start with the simplest case, namely, case I. Here, H˜ is a commuting
object and we can consider its various powers (H˜)k, k = 1, 2, . . . , K with K
as in Theorem 21. These powers have ∆-degree k(n − p− 1). By Theorem
15, the term of form degree n in (H˜)k defines a cocycle of Hnn−k(n−p−1)(δ|d),
which is non trivial as is indicated by the same invariance argument used in
the previous subsection. Thus, Hnn−k(n−p−1)(δ|d), which we know is at most
one-dimensional, is actually exactly one-dimensional and one may take as
representative the term of form degree n in (H˜)k. This settles the case when
n− p− 1 is even.
In the case when n − p − 1 is odd, H˜ is an anticommuting object and
its powers (H˜)k, k > 0 all vanish unless k = 1. We want to show that
Hnn−k(n−p−1)(δ|d) similarly vanishes unless k = 1. To that end, it is enough to
prove that Hnn−2(n−p−1)(δ|d) = H
n
2p+2−n(δ|d) = 0 as the proof of Theorem 21
indicates (we assume, as before, that 2p+2−n > 1 since we only investigate
here the cohomological groups Hni (δ|d) with i > 1). Now, as we have seen,
the most general cocycle in Hn2p+2−n(δ|d) may be assumed to take the form
a = fµp+2...µnB
∗µp+2...µn + µ, where µ is at least quadratic in the antifields
and where fµp+2...µn does not involve the antifields and defines an element
of Hn−p−1char (d). But H
n−p−1
char (d) ≃ H
n
p+1(δ|d) is one-dimensional and one may
take as representative of Hn−p−1char (d) the dual kǫµ1...µnH
µ1...µp+1 of the field
strength. This means that a is necessarily of the form,
a = kǫµ1...µnH
µ1...µp+1B∗µp+2...µn + µ, (5.52)
so the question to be answered is: for which value of k can one adjust µ in
(5.52) so that,
kǫµ1...µnH
µ1...µp+1δB∗µp+2...µn + δµ+ ∂ρb
ρ = 0 ? (5.53)
In (5.53), µ does not contain B∗µp+2...µn and is at least quadratic in the anti-
fields. Without loss of generality, we can assume that it is exactly quadratic in
the antifields and that it does not contain derivatives, since δ and ∂ are both
linear and bring in one derivative. [That µ can be assumed to be quadratic
is obvious. That it can also be assumed not to contain the derivatives of the
antifields is a little bit less obvious since we allow for explicit x-dependence,
but can be easily checked by expanding µ and bρ according to the number
of derivatives of the variables and using the triviality of the cohomology of δ
modulo d in the space of local forms that are at least quadratic in the fields
and the antifields]. Thus we can write,
µ = σµ1...µnB
∗µ1...µp
(1) B
∗µp+1...µn
(2p+1−n) + µ
′,
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where µ′ neither involves B
∗µp+2...µn
(2p+2−n) nor B
∗µp+1...µn
(2p+1−n) . We have explicitly indi-
cated the antighost number in parentheses in order to keep track of it. Insert-
ing this form of µ in (5.53) one finds by taking the Euler-Lagrange derivatives
of the result by B
∗µp+1...µn
(2p+1−n) that σµ1...µn is equal to kǫµ1...µn if 2p + 1 − n > 1
(if 2p+ 1− n = 1, see below). One can then successively eliminate B
∗µp...µn
(2p−n) ,
B
∗µp−1...µn
(2p−n−1) etc from µ.
So the question ultimately boils down to: is
kǫµ1...µ2jB
∗µ1...µj
(p+1−j)δB
∗µj+1...µ2j
(p+1−j) for n even = 2j
or
kǫµ1...µ2j+1B
∗µ1...µj+1
(p−j) δB
∗µj+2...µ2j+1
(p+1−j) for n odd = 2j + 1
δ-exact modulo d, i.e., of the form δν + ∂ρc
ρ, where ν does not involve the
antifields B∗s for s > p+ 1− j (n even) or s > p− j (n odd)?
That the answer to this question is negative unless k = 0 and accordingly
that a is trivial, is easily seen by trying to construct explicitly ν. We treat
for definiteness the case n even (n = 2j).
One has
ν = λµ1...µ2jB
∗µ1...µj
(p+1−j)B
∗µj+1...µ2j
(p+1−j)
where λµ1...µ2j is antisymmetric (respectively symmetric) for the exchange
of (µ1 . . . µj) with (µj+1 . . . µ2j) if j is even (respectively odd) (the j-form
B
∗
(p+1−j) is odd by assumption and this can happen only if the components
B
∗µ1...µj
(p+1−j) are odd for j even, or even for j odd). From the equation
kǫµ1...µ2jB
∗µ1...µj
(p+1−j)δB
∗µj+1...µ2j
(p+1−j) = δν + ∂ρc
ρ (5.54)
one gets
kǫµ1...µ2jB
∗µ1...µj
(p+1−j)∂ρB
∗ρµj+1...µ2j
(p−j) = ±2λµ1...µ2jB
∗µ1...µj
(p+1−j)∂ρB
∗ρµj+1...µ2j
(p−j) + ∂ρc
ρ
(5.55)
Taking the Euler-Lagrange derivative of this equation with respect toB
∗µ1...µj
(p+1−j)
yields next (
kǫµ1...µ2j ∓ 2λµ1...µ2j
)
∂ρB
∗ρµj+1...µ2j
(p−j) = 0,
which implies kǫµ1...µ2j = ±2λµ1...µ2j . This contradicts the symmetry proper-
ties of λµ1...µ2j , unless k = 0, as we wanted to prove.
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5.6.4 Characteristic Cohomology
By means of the isomorphism Theorems 14 and 15, our results on Hn∗ (δ|d)
can be translated in terms of the characteristic cohomology as follows.
(i) If n − p − 1 is odd, the only non-vanishing group of the characteristic
cohomology in form degree < n− 1 is Hn−p−1char (d), which is one-dimensional.
All the other groups vanish. One may take as representatives for Hn−p−1char (d)
the cocycles kH . Similarly, the only non-vanishing group Hj(∆) with j <
n−1 isHn−p−1(∆) with representatives kH˜ and the only non-vanishing group
Hni (δ|d) with i > 1 is H
n
p+1(δ|d) with representatives kB
∗
p+1.
(ii) If n − p − 1 is even, there is further cohomology. The degrees in which
there is non trivial cohomology are multiples of n− p− 1 (considering again
values of the form degree strictly smaller than n− 1). Thus, there is charac-
teristic cohomology only in degrees n− p− 1, 2(n− p− 1), 3(n− p− 1) etc.
The corresponding groups are one-dimensional and one may take as repre-
sentatives kH, k(H)2, k(H)3 etc. There is also non-vanishing ∆-cohomology
for the same values of the ∆-degree, with representative cocycles given by
kH˜ , k(H˜)2, k(H˜)3, etc. By expanding these cocycles according to the form
degree and keeping the terms of form degree n, one gets representatives for
the only non-vanishing groups Hni (δ|d) ( with i > 1), which are respectively
Hnp+1(δ|d), H
n
p+1−(n−p−1), H
n
p+1−2(n−p−1) etc.
An immediate consequence of our analysis is the following useful theorem:
Theorem 22. If the polynomial P k(H) of form degree k < n in the cur-
vature (p + 1)-form H is δ-exact modulo d in the invariant algebra I, then
P k(H) = 0.
Proof: The theorem is straightforward in the algebra of x-independent
local forms; it follows from a direct derivative counting argument.
To prove it when an explicit x-dependence is allowed, one proceeds
as follows. If P k(H) = δak1 + da
k−1
0 where a
k
1 and a
k−1
0 ∈ I, then
dak1 + δa
k+1
2 = 0 for some invariant a
k+1
2 . Using the results on the
cohomology of δ modulo d that we have just established, we know that
ak1 differs from the component of form degree k and antighost number
1 of a polynomial Q(H˜) by a term of the form δρ + dσ, where ρ and
σ are both invariant. But then, δak1 has the form d
(
[Q(H˜)]k−10 + δσ
)
,
which implies P k(H) = d
(
− [Q(H˜)]k−10 − δσ + a
k−1
0
)
, i.e., P k(H) =
d(invariant). According to the theorem on the invariant cohomology
of d, this can only occur if P k(H) = 0.
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5.6.5 Characteristic cohomology in the algebra of x-
independent local forms
Let us denote (H˜)m by Pm (m = 0, . . . , K). We have just shown (i) that the
most general cocycles of the ∆-cohomology are given, up to trivial terms, by
the linear combinations λmPm with λm real or complex numbers; and (ii) that
if λmPm is ∆-exact, then the λm are all zero. In establishing these results, we
allowed for an explicit x-dependence of the local forms (see comments after
the proof of Theorem 21). How are our results affected if we work exclusively
with local forms with no explicit x-dependence?
In the above analysis, it is in calculating the cocycles that arise in anti-
ghost number < p + 1 that we used the x-dependence of the local forms,
through the isomorphism Hp+1−Jchar (d) ≃ H
n
n−p−1+J(δ|d). If the local exterior
forms are not allowed to depend explicitly on x, one must take into account
the constant k-forms (k > 0). The derivation goes otherwise unchanged and
one finds that the cohomology of ∆ in the space of x-independent local forms
is given by the polynomials in the Pm with coefficients λm that are constant
forms, λm = λm(dx). In addition, if λmPm is ∆-exact, then, λmPm = 0 for
each m. One cannot infer from this equation that λm vanishes, because it
is an exterior form. One can simply assert that the components of λm of
form degree n−m(n− p− 1) or lower are zero (when multiplied by Pm, the
other components of λm yields forms of degree > n that identically vanish,
no matter what these other components are).
It will be also useful in the sequel to know the cohomology of ∆′, where
∆′ is the part of ∆ that acts only on the fields and antifields, and not on the
explicit x-dependence. One has ∆ = ∆′ + dx, where dx ≡ ∂
explicit/∂xµ sees
only the explicit x-dependence. By the above result, the cohomology of ∆′
is clearly given by the polynomials in the Pm with coefficients λm that are
now arbitrary spacetime forms, λm = λm(x, dx).
5.7 Characteristic Cohomology in the Gen-
eral Case
To compute the cohomology Hni (δ|d) for an arbitrary set of p-forms, one pro-
ceeds along the lines of the Kunneth theorem. Let us illustrate explicitly the
procedure for two fields B1µ1...µp1 and B
2
µ1...µp2
. One may split the differential
∆ as a sum of terms with definite Na-degrees,
∆ = ∆1 +∆2 + dx (5.56)
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(see (5.26)). In (5.56), dx leaves both N1 and N2 unchanged. By contrast, ∆1
increases N1 by one unit without changing N2, while ∆2 increases N2 by one
unit without changing N1. The differential ∆1 acts only on the fields B
1 and
its associated antifields (“fields and antifields of the first set”), whereas the
differential ∆2 acts only on the fields B
2 and its associated antifields (“fields
and antifields of the second set”). Note that ∆1 +∆2 = ∆
′.
Let a be a cocycle of ∆ with ∆-degree < n − 1. Expand a according to
the N1-degree,
a = a0 + a1 + a2 + · · ·+ am, N1(aj) = j. (5.57)
The equation ∆a = 0 implies ∆1am = 0 for the term am of highest N1-degree.
Our analysis of the ∆′-cohomology for a single p-form then yields am =
cm(H˜
1)k +∆1(something), where cm involves only the fields and antifields of
the second set, as well as dxµ and possibly xµ. There can be no conserved
current in am since we assume the ∆-degree of a - and thus of each aj - to
be strictly smaller than n − 1. Now, the exact term in am can be absorbed
by adding to am a ∆-exact term, through a redefinition of am−1. Once this
is done, one finds that the next equation for am and am−1 following from
∆a = 0 reads
[(∆2 + dx)cm](H˜
1)k +∆1am−1 = 0. (5.58)
But we have seen that λm(H˜
1)k cannot be exact unless it is zero, and thus
this last equation implies both
[(∆2 + dx)cm](H˜
1)k = 0 (5.59)
and
∆1am−1 = 0. (5.60)
Since (H˜1)k has independent form components in degrees k(n−p−1), k(n−
p− 1) + 1 up to degree n, we infer from (5.59) that the form components of
(∆2+dx)cm of degrees 0 up to degree n−k(n−p−1) are zero. If we expand
cm itself according to the form degree, cm =
∑
cim, we obtain the equations
δcim + dc
i−1
m = 0, i = 1, . . . , n− k(n− p− 1), (5.61)
and
δc0m = 0. (5.62)
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Our analysis of the relationship between the ∆-cohomology and the coho-
mology of δ modulo d indicates then that one can redefine the terms of form
degree > n − k(n − p − 1) of cm in such a way that ∆cm = 0. This does
not affect the product cm(H˜
1)k. We shall assume that the (irrelevant) higher
order terms in cm have been chosen in that manner. With that choice, cm
is given, up to trivial terms that can be reabsorbed, by λm(H˜
2)l, with λm a
number (or a constant form in the case of P−), so that am = λm(H˜
2)l(H˜1)k
is a ∆-cocycle by itself. One next successively repeats the analysis for am−1,
am−2 until one reaches the desired conclusion that a may indeed be assumed
to be a polynomial in the H˜a’s, as claimed above.
The non-triviality of the polynomials in the H˜a’s is also easy to prove. If
P (H˜) = ∆ρ, with ρ = ρ0 + ρ1 + · · ·+ ρm, N1(ρk) = k, then one gets at N1-
degreem+1 the condition (P (H˜))m+1 = ∆1ρm, which implies (P (H˜))m+1 = 0
and ∆1ρm = 0, since no polynomial in H˜
1 is ∆1-trivial, except zero. It
follows that ρm = u(H˜
1)m up to trivial terms that play no role, where u is
a function of the variables of the second set as well as of xµ and dxµ. The
equation of order m implies then (P (H˜))m =
(
(∆2 + dx)u
)
(H˜1)m +∆1ρm−1.
The non-triviality of the polynomials in H˜1 in ∆1-cohomology yields next
∆1ρm−1 = 0 and (P (H˜))m =
(
(∆2 + dx)u
)
(H˜1)m. Since the coefficient of
(H˜1)m in (P (H˜))m is a polynomial in H˜
2, which cannot be (∆2 + dx)-exact,
one gets in fact (P (H˜))m = 0 and (∆2 + dx)u = 0. It follows that ρm fulfills
∆ρm = 0 and can be dropped. The analysis goes on in the same way at the
lower values of the ∆1-degree, until one reaches the desired conclusion that
the exact polynomial P (H˜) indeed vanishes.
In view of the isomorphism between the characteristic cohomology and
H∗(∆), this completes the proof of Theorem 12 in the case of two p-forms.
The case of more p-forms is treated similarly.
5.8 Invariant Characteristic Cohomology
5.8.1 Isomorphism theorems for the invariant cohomo-
logies
To compute the invariant characteristic cohomology, we proceed as follows.
First, we establish isomorphism theorems between Hk,invchar (d), H
n,inv
n−k (δ|d) and
Hk,inv(∆). Then, we compute Hk,inv(∆) for a single p-form. Finally, we
extend the calculation to an arbitrary systems of p-forms.
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Theorem 23.
Hk,invchar (d)
Hk
≃ Hn,invn−k (δ|d), 0 ≤ k < n (5.63)
0 ≃ Hn,invn+k (δ|d), k > 0 (5.64)
Theorem 24. The invariant cohomology of ∆ is isomorphic to the invariant
characteristic cohomology,
Hk,inv(∆) ≃ Hk,invchar (d), 0 ≤ k ≤ n. (5.65)
Proof: First we prove (5.63). To that end we observe that the map m
introduced in the demonstration of Theorem 14 associates Hk,invchar (d)
andHn,invn−k (δ|d). Indeed, in the expansion (5.18) for a, all the terms can
be assumed to be invariant on account of Theorem 16. The surjectivity
of m is also direct, provided that the polynomials in the curvature
P (H) are not trivial in H∗(δ|d), which is certainly the case if there
is a single p-form (Theorem 22). We shall thus use Theorem 23 first
only in the case of a single p-form. We shall then prove that Theorem
22 extends to an arbitrary system of forms of various form degrees, so
that the proof of Theorem 23 will be completed.
To compute the kernel of m, consider an element ak0 ∈ I such that
the corresponding ann−k is trivial in H
n,inv
n−k (δ|d). Then, again as in the
proof of Theorem 14, one finds that all the terms in the expansion
(5.18) are trivial, except perhaps ak0, which fulfills da
k
0 + δdb
k
1 = 0,
where bk1 ∈ I is the k-form appearing in the equation expressing the
triviality of ak+11 , a
k+1
1 = db
k
1+δb
k+1
2 . This implies d(a
k
0−δb
k
1) = 0, and
thus, by Theorem 6, ak0 = P + db
k−1
0 + δb
k
1 with P ∈ H
k and bk−10 ∈ I.
This proves (5.63), since P is not trivial in H∗(δ|d) (Theorem 22).
[Again, we are entitled to use this fact only for a single p-form until
we have proved the non-triviality of P in the general case].
The proof of (5.64) is a direct consequence of Theorem 16 and
parallels step by step the proof of a similar statement demonstrated
for 1-forms in [28] (lemma 6.1). It will not be repeated here. Finally,
the proof of Theorem 24 amounts to observing that the map m′ that
sends [ak0] on [a] (Equation (5.18)) is indeed well defined in cohomology,
and is injective as well as surjective (independently of whether P (H)
is trivial in the invariant cohomology of δ modulo d).
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Note that if the forms do not depend explicitly on x, on must replace (5.63)
by
Hk,invchar (d)
(Λ⊗H)k
≃ Hn,invn−k (δ|d). (5.66)
5.8.2 Case of a single p-form gauge field
Theorem 17 enables one to compute also the invariant characteristic coho-
mology for a single p-form gauge field. Indeed, this theorem implies that
Hn,invn−k (δ|d) and H
n
n−k(δ|d) actually coincide since the cocycles of H
n
n−k(δ|d)
are invariant and the coboundary conditions are equivalent. The isomor-
phism of Theorem 23 shows then that the invariant characteristic cohomol-
ogy for a single p-form gauge field in form degree < n − 1 is isomorphic to
the subspace of form degree < n − 1 of the direct sum H ⊕ H. Since the
product H∧H has form degree n, which exceeds n−1, this is the same as the
subspaceW of Theorem 13. The invariant characteristic cohomology in form
degree k < n−1 is thus given by (H⊗H)k, i.e., by the invariant polynomials
in the curvature H and its dual H with form degree < n− 1. Similarly, by
the isomorphism of Theorem 24, the invariant cohomology Hk,inv(∆) of ∆ is
given by the polynomials in H˜ and H with ∆-degree smaller than n− 1.
5.8.3 Invariant cohomology of ∆ in the general case
The invariant ∆-cohomology for an arbitrary system of p-form gauge fields
follows again from a straightforward application of the Kunneth formula
and is thus given by the polynomials in the H˜a’s and Ha’s with ∆-degree
smaller than n − 1. The explicit proof of this statement works as in the
non-invariant case (for that matter, it is actually more convenient to use as
degrees notN1 andN2, but rather, degrees counting the number of derivatives
of the invariant variables χ’s. These degrees have the advantage that the
cohomology is entirely in degree zero). In particular, none of the polynomials
in the H˜a’s and Ha’s is trivial.
The isomorphism of Theorem 24 implies next that the invariant charac-
teristic cohomology Hk,invchar (d) (k < n− 1) is given by the polynomials in the
curvatures Ha and their duals H
a
, restricted to form degree smaller than
n − 1. Among these, those that involve the curvatures Ha are weakly ex-
act, but not invariantly so. The property of Theorem 22 thus extends as
announced to an arbitrary system of dynamical gauge forms of various form
degrees.
Because the forms have now different form degrees, one may have elements
in Hk,invchar (d) (k < n − 1) that involve both the curvatures and their duals.
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For instance, if B1 is a 2-form and B2 is a 4-form, the cocycle H1 ∧H
2
is a
(n− 2)-form. It is trivial in Hkchar(d), but not in H
k,inv
char (d).
5.9 Invariant cohomology of δ mod d
The easiest way to work out explicitly Hn,invn−k (δ|d) in the general case is to
use the above isomorphism theorems, which we are now entitled to do. Thus,
one starts from Hk,inv(∆) and one works out the component of form degree
n in the associated cocycles.
Because one has elements in Hk,inv(∆) that involve simultaneously both
the curvatures and their ∆-invariant duals H˜a, the property that Hn,invn−k (δ|d)
and Hnn−k(δ|d) coincide can no longer hold. In the previous example, one
would find that H
(1)
λµνB
∗(2)λµν , which has antighost number two, is a δ-cocycle
modulo d, but it cannot be written invariantly so. An important case where
the isomorphism Hn,invn−k (δ|d) ≃ H
n
n−k(δ|d) (k > 1) does hold, however, is
when the forms have all the same degrees.
To write down the generalization of Theorem 17 in the case of p-forms of
different degrees, let P (Ha, H˜a) be a polynomial in the curvatures (pa + 1)-
forms Ha and their ∆-invariant duals H˜a. One has ∆P = 0. We shall be
interested in polynomials of ∆-degree < n that are of degree > 0 in both
Ha and H˜a. The condition that P be of degree > 0 in Ha implies that it is
trivial (but not invariantly so), while the condition that it be of degree > 0
in H˜a guarantees that when expanded according to the antighost number, P
has non-vanishing components of antighost number > 0,
P =
n∑
j=k
[P ]jj−k. (5.67)
From ∆P = 0, one has δ[P ]nn−k + d[P ]
n−1
n−k−1 = 0.
There is no polynomial in Ha and H˜a with the required properties if all
the antisymmetric tensors Baµ1...µpa have the same form degree (pa = p for
all a’s) since the product HaH˜b has necessarily ∆-degree n. When there are
tensors of different form degrees, one can construct, however, polynomials P
with the given features.
The analysis of the previous subsection implies straightforwardly:
Theorem 25. Let anq = a
n
q (χ) ∈ I be an invariant local n-form of antighost
number q > 0. If anq is δ-exact modulo d, a
n
q = δµ
n
q+1 + dµ
n−1
q , then one has
anq = [P ]
n
q + δµ
′n
q+1 + dµ
′n−1
q (5.68)
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for some polynomial P (Ha, H˜a) of degree at least one in Ha and at least one
in H˜a, and where µ
′n
q+1 and µ
′n−1
q can be assumed to depend only on the χ’s,
i.e., to be invariant. In particular, if all the p-form gauge fields have the
same form degree, [P ]nq is absent and one has
anq = δµ
′n
q+1 + dµ
′n−1
q (5.69)
where one can assume that µ
′n
q+1 and µ
′n−1
q are invariant (µ
′n
q+1 and µ
′n−1
q
∈ I).
5.10 Remarks on Conserved Currents
That the characteristic cohomology is finite-dimensional and that it is entirely
generated by the duals H
a
’s to the field strengths holds only in form degree
k < n − 1. This property is not true in form degree equal to n − 1, where
there are conserved currents that cannot be expressed in terms of the forms
H
a
, even up to trivial terms.
An infinite number of conserved currents that cannot be expressible in
terms of the forms H
a
are given by,
Tµνα1...αsβ1...βr = −
1
2
(
1
p!
Hµρ1...ρp,α1...αsH
ρ1...ρp
ν ,β1...βr
−
1
(n− p− 2)!
H∗µρ2...ρn−p−1,α1...αsH
∗ρ2...ρn−p−1
ν ,β1...βr
). (5.70)
These quantities are easily checked to be conserved,
T µνα1...αsβ1...βr,µ ≡ 0, (5.71)
and generalize the conserved currents given in [78, 79, 80, 81] for free electro-
magnetism. They are symmetric for the exchange of µ and ν and are duality
invariant in the critical dimension n = 2p + 2 where the field strength and
its dual have same form degree p + 1. In this critical dimension, there are
further conserved currents which generalize the “zilches”,
Zµνα1...αrβ1...βs = Hµσ1...σp,α1...αrH∗ν ,β1...βsσ1...σp
−H∗µσ1...σp,α1...αrHν ,β1...βsσ1...σp . (5.72)
Let us prove that the conserved currents (5.70) which contain an even
total number of derivatives are not trivial in the space of x-independent local
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forms. To avoid cumbersome notations we will only look at the currents with
no β indices. One may reexpress (5.70) in terms of the field strengths as
T µνα1...αm = −
1
2p!
(Hµσ1...σp,α1...αmHνσ1...σp +H
µσ1...σpHν ,α1...αmσ1...σp )
+ηµν
1
2(p+ 1)!
Hσ1...σp+1H
σ1...σp+1,α1...αm . (5.73)
If one takes the divergence of this expression one gets,
T µνα1...αm,µ = δK
να1...αm (5.74)
where Kνα1...αm differs from kHν ,α1...αmσ1...σp B
∗σ1...σp by a divergence. It is
easy to see that T µνα1...αm is trivial if and only if Hν ,α1...αmσ1...σp B
∗σ1...σp is
trivial. So the question is: can we write,
Hν ,α1...αmσ1...σp B
∗σ1...σp = δMνα1...αm + ∂ρN
ρνα1...αm , (5.75)
for someMνα1...αm and Nρνα1...αm? Without loss of generality, one can assume
that M and N have the Lorentz transformation properties indicated by their
indices type (the parts of M and N transforming in other representations
would cancel by themselves). We can also decompose both sides of Eq.
(5.75) according to tensors of given symmetry type (under the permutations
of να1 . . . αm); in particular (5.75) implies:
H(ν ,α1...αm)σ1...σp B
∗σ1...σp = δM (να1...αm) + ∂ρN
ρ(να1...αm). (5.76)
Moreover, according to Theorem 17, one can also assume that M and
N are gauge invariant, i.e., belong to I. If one takes into account all the
symmetries of the left-hand side and use the identity dH = 0, Eq. (5.76)
reduces to,
H(ν ,α1...αm)σ1...σp B
∗σ1...σp = ∂ρN
ρ( να1...αm) + terms that vanish on-shell.
(5.77)
This is a consequence of the fact that there is no suitable polynomial in
(∂)Hµ1...µr and (∂)B
∗
µ1...µs
which can be present in M (να1...αm).
If one takes the Euler-Lagrange derivative of this equation with respect
to B∗σ1...σp one gets,
H(ν|σ1...σp|,α1...αm) ≈ 0, (5.78)
which is not the case.
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This shows that T µνα1...αm (with m even) is not trivial in the algebra of
x-independent local forms. It then follows, by a mere counting of derivative
argument, that the T µνα1...αm define independent cohomological classes and
cannot be expressed as polynomials in the undifferentiated dual to the field
strengths H with coefficients that are constant forms.
The fact that the conserved currents are not always expressible in terms
of the forms H
a
makes the validity of this property for higher order conser-
vation laws more striking. In that respect, it should be indicated that the
computation of the characteristic cohomology in the algebra generated by
the H
a
is clearly a trivial question. The non trivial issue is to demonstrate
that this computation does not miss other cohomological classes in degree
k < n− 1.
Finally, we point out that the conserved currents can all be redefined so
as to be strictly gauge-invariant, apart from a few of them whose complete
list can be systematically determined for each given system of p-forms. This
point will be fully established in Section 6.3; it extends to higher degree
antisymmetric tensors a property established in [26] for one-forms (see also
[82] in this context).
5.11 Introduction of Gauge Invariant Inter-
actions
The analysis of the characteristic cohomology proceeds in the same fashion
if one adds to the Lagrangian (3.2) interactions that involve gauge invariant
terms of higher dimensionality. These interactions may increase the deriva-
tive order of the field equations. The resulting theories should be regarded
as effective theories and can be handled through a systematic perturbation
expansion [83].
The new equations of motion read,
∂µL
aµµ1µ2...µpa = 0, (5.79)
where Laµµ1µ2...µpa are the Euler-Lagrange derivatives of the Lagrangian with
respect to the field strengths (by gauge invariance, L involves only the field
strength components and their derivatives). These equations can be rewritten
as,
dL
a
≈ 0, (5.80)
where L
a
is the (n− pa − 1)-form dual to the Euler-Lagrange derivatives.
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The Euler-Lagrange equations obey the same Noether identities as in the
free case, so that the Koszul-Tate differential takes the same form, with H
a
everywhere replaced by L
a
. It then follows that
L˜a = L
a
+
p+1∑
j=1
B
∗a
j (5.81)
fulfills
∆L˜a = 0. (5.82)
This implies, in turn, that any polynomial in the L˜a is ∆-closed. It is also
clear that any polynomial in the L
a
is weakly d-closed. By making the reg-
ularity assumptions on the higher order terms in the Lagrangian explained
in [27], one easily verifies that these are the only cocycles in form degree
< n − 1, and that they are non-trivial. The characteristic cohomology of
the free theory possesses therefore some amount of “robustness” since it sur-
vives deformations. By contrast, the infinite number of non-trivial conserved
currents is not expected to survive interactions (even gauge-invariant ones).
[In certain dimensions, one may add Chern-Simons terms to the La-
grangian. These interactions are not strictly gauge invariant, but only gauge-
invariant up to a surface term. The equations of motion still take the form
d(something) ≈ 0, but now, that “something” is not gauge invariant. Ac-
cordingly, with such interactions, some of the cocycles of the characteristic
cohomology are no longer gauge invariant. These cocycles are removed from
the invariant cohomology].
5.12 Summary of Results and Conclusions
In this section, we have completely worked out the characteristic cohomol-
ogy Hkchar(d) in form degree k < n − 1 for an arbitrary collection of free,
antisymmetric tensor theories. We have shown in particular that the coho-
mological groups Hkchar(d) are finite-dimensional and take a simple form, in
sharp contrast with Hn−1char(d), which is infinite-dimensional and appears to
be quite complex. Thus, even in free field theories with an infinite number
of conserved local currents, the existence of higher degree local conservation
laws is quite constrained. For instance, in ten dimensions, there is one and
only one (non trivial) higher degree conservation law for a single 2-, 3-, 4-,
6-, or 8-form gauge field, in respective form degrees 7, 6, 5, 3 and 1. It is
dH ≈ 0. For a 5-form, there are two higher degree conservation laws, namely
dH ≈ 0 and d(H)2 ≈ 0, in form degrees 4 and 8. For a 7-form, there are four
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higher degree conservation laws, namely dH ≈ 0, d(H)2 ≈ 0, d(H)3 ≈ 0 and
d(H)4 ≈ 0, in form degrees 2, 4, 6 and 8.
Our results provide at the same time the complete list of the isomorphic
groupsHk(∆), as well as ofHnn−k(δ|d). We have also worked out the invariant
characteristic cohomology, which is central in the investigation of the BRST
cohomology since it controls the antifield dependence of BRST cohomological
classes.
An interesting feature of the characteristic cohomology in form degree
< n − 1 is its “robustness” to the introduction of strictly gauge invariant
interactions, in contrast to the conserved currents.
Chapter 6
Free theory: BRST cohomology
(Part II)
6.1 Main theorems
Having studied the characteristic cohomology, we can return to our analysis of
the antifield dependent solutions of the Wess-Zumino consistency condition.
In Section 4.3.1 we have shown that the most general form for the component
of highest antighost number of a BRST cocycle is, ang,q = PJω
J where PJ is an
element of the invariant characteristic cohomology. According to the results
of the previous section and in particular Theorem 25, we are able to specify
further ang,q. These terms fall into two categories:
1. If q = 1 we have,
ang,q=1 = k∆a1...ara
∆Qa1...ar0,g+1 , (6.1)
where the a∆ form a complete set of non-trivial gauge invariant global
symmetries [27] of the action (3.2); they satisfy, δa∆+∂µj
µ
∆ = 0, where
the jµ∆ form a complete set of non-trivial conserved currents [27]. These
belong to an infinite dimensional space and are not all known explicitly.
In the previous section we have exhibited an infinite number of them.
2. If q ≥ 2 we have,
ang,q = [PJ ]
n
−qω
J (6.2)
= [Pa1...am ]
n
−qQ
a1...am
0,g+q , (6.3)
where Pa1...am is a polynomial in the variables H
a and H˜a and thus
[Pa1...am ]
n
−q is a representative of the cohomology H
inv(δ|d).
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These results clearly exhibits the fact that the existence of antifield depen-
dent solutions is closely tied to the presence of a non-vanishing invariant
characteristic cohomology. Furthermore, the component of form degree n of
Pa1...am is necessarily of antighost number q ≤ pM + 1. This means that the
expansion of ang according to the antighost number cannot stop after degree
pM + 1.
To find elements of the BRST cohomology we must try to complete the
possible ang,q with components of lower antighost number in order to have
sang + da
n−1
g+1 = 0.
When q = 1, this construction is immediate and we have,
Theorem 26. The term ang,q=1 = k∆a1...ara
∆Qa1...ar0,g+1 can be completed in a
solution of the Wess-Zumino consistency condition ang given by,
ang = k∆a1...ar(j
∆Qa1...ar1,g + a
∆Qa1...ar0,g+1 ), (6.4)
where δa∆ + dj∆ = 0.
When q ≥ 2 the situation is more complicated. The next theorem classi-
fies a first set of solutions:
Theorem 27. If ang,q = [PJ ]
n
−qω
J only involves the ghosts of ghosts corre-
sponding to p-forms of degree ≥ q, then it can be completed in a solution of
the Wess-Zumino consistency condition ang given by,
ang = [Pa1...amQ
a1...am ]ng . (6.5)
Proof: The ∆-degree of PJ is n− q. This implies that it is a sum of terms
of form degrees ≥ n− q. Furthermore, since Qa1...am only involves the
ghosts of ghosts corresponding to p-forms of degrees ≥ q, the term of
lowest degree occurring in s˜Qa1...am is at least of form degree ≥ q + 1.
Therefore s˜Pa1...amQ
a1...am = 0 and ang = [Pa1...amQ
a1...am ]ng is a solution
of the Wess-Zumino consistency condition.
We now investigate what happens when ang,q involves ghosts of ghosts corre-
sponding to p-forms of degrees < q.
Theorem 28. If ang,q = [PJ ]
n
−qω
J involves ghosts of ghosts corresponding
to p-forms of degree p < q, then it can only be completed in a solution
of the Wess-Zumino consistency condition ang if it is of the form a
n
g,q =
kA1A2...Arb1...bsB
∗A1
p+1Q
A2...Arb1...bs
0,g+p+1 , where the labels Ai (resp. bj) correspond
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to the variables of forms of degree p (resp. r > p) and kA1A2...Arb1...bs =
−kA2A1...Arb1...bs.
The corresponding solution of the Wess-Zumino consistency condition is
ang =[kA1A2...Arb1...bsH˜
A1
p+1Q
A2...Arb1...bs]ng , (6.6)
with kA1A2...Arb1...bs = −kA2A1...Arb1...bs. (6.7)
Proof: Let p be the lowest form degree appearing in Qa1...am0,g+q . We can then
write ang,q as,
ang,q = [Pa1...arb1...bs ]
n
−q[B˜
a1
1 . . . B˜
ar
1 B˜
b1
2 . . . B˜
bs
2 ]
0
g+q, (6.8)
where the B˜ai1 correspond to forms of degree p and B˜
bj
2 correspond to
forms of any higher degree. A direct calculation then shows that we
have,
ang,q−j = [Pa1...arb1...bs]
n−j
−q+j [B˜
a1
1 . . . B˜
ar
1 B˜
b1
2 . . . B˜
bs
2 ]
j
g+q−j, (6.9)
for 0 ≤ j ≤ p.
The ambiguity in ang,q−j is a
n
g,q−j → a
n
g,q−j +m0 +m1 + . . .+mj−1
where m0 satisfies γm0 = 0, m1 satisfies γm1+δn1+db1 = 0, γn1 = 0,
m2 satisfies γm2 + δn2 + db2 = 0, γn2 + dl2 + dc2 = 0, γl2 = 0, etc.
Using the vocabulary of Section 4.2, we will say that the ambiguity in
ang,q−j is the sum of a γ-cocycle (m0), the first “lift” (m1) of a γ-cocycle,
the second “lift” (m2) of a γ-cocycle, etc.
However, none of these ambiguities except m0 in aq−p can play a
role in the construction of a non-trivial solution. To see this, we note
that δ, γ and d conserve the polynomial degree of the variables of
any given sector. We can therefore work at fixed polynomial degree
in the variables of all the different p-forms. Since n1, l2, etc. are
γ-closed terms which have to be lifted at least once, they have the
generic form R[H, H˜]Q where Q has to contain a ghost of ghost of
degree pA < p. Because we work at fixed polynomial degree, the
presence of such terms imply that Pa1...arb1...bs depends on either H
A
or on H˜A. However, if P depends on H˜A then its component of degree
n is of antighost q ≤ pA+1 < p+1 which is in contradiction with our
assumption q > p. This means that P has to depend on HA so that,
[Pa1...bs ]
n
−qQ
a1...bs
0,g+q = [MA1a1...bs]
n−pA−1
−q H
A1Qa1...bs0,g+q
= s((−)ǫM [MA1a1...bsQ
A1a1...bs ]ng−1)
+ d((−)ǫM [MA1a1...bsQ
A1a1...bs ]n−1g )
+ terms of lower antighost number.
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Thus, if Pa1...am depends on H
A, one can eliminate aq from a by the
addition of trivial terms and the redefinition of the terms of antighost
number < q. Therefore we may now assume that aq does not contain
HA and that the only ambiguity in the definitions of the aq−j is m0 in
aq−p.
Since p < q, we have to substitute ang,q−p in the equation γa
n
g,q−p−1+
δang,q−p + db
n−1
g+1,q−p−1 = 0. We then get,
γang,q−p−1 + δ[Pa1...arb1...bs ]
n−p
−q+p[B˜
a1
1 . . . B˜
ar
1 B˜
b1
2 . . . B˜
bs
2 ]
p
g+q−p
+ δm0 + db
n−1
g+1,q−p−1 = 0, (6.10)
which can be written as,
γa
′n
g,q−p−1 + db
′n−1
g+1,q−p−1 + δm0
+ (−)ǫP r[Pa1...arb1...bs]
n−p−1
−q+p+1H
a1
1 Q
a2...arb1...bs
0,g+q−p = 0. (6.11)
If we act with γ on the above equation we obtain dγb
′n−1
g+1,q−p−1 =
0 ⇒ γb
′n−1
g+1,q−p−1 + db
′n−2
g+2,q−p−1 = 0 which means that γb
′n−1
g+1,q−p−1 is a
γ mod d cocycle. There are two possibilities according to whether
q − p − 1 > 0 or q − p − 1 = 0. In the first case we may as-
sume that b
′n−1
g+1,q−p−1 is strictly annihilated by γ so that db
′n−1
g+1,q−p−1 =
[dβa2...arb1...bs(χ)]Q
a2...arb1...bs
0,g+q−p + γl
n
g,q−p−1. Equation (6.11) then reads,
(−)ǫP r[Pa1...arb1...bs ]
n−p−1
−q+p+1H
a1
1
+ δαa2...arb1...bs(χ) + dβa2...arb1...bs(χ) = 0,
(6.12)
where we have set m0 = αa2...arb1...bs(χ)Q
a2...arb1...bs
0,g+q−p . If we restrict our-
selves to the algebra of x-independent forms, Eq. (6.12) implies,
[Pa1...arb1...bs]
n−p−1
−q+p+1H
a1
1 = 0, (6.13)
since δ and d both increase the number of derivatives of the χ. The sit-
uation in the algebra of x-dependent forms is more complicated and
we shall discuss it at the end of the section. Let us first note that
Pa1...arb1...bs cannot depend on H˜
c
1 because in that case we would have
q − p − 1 ≤ 0 which contradicts our assumption. This means that
Pa1...arb1...bs will satisfy (6.13) only if it is of the form, Pa1...arb1...bs =
Rca1...arb1...bsH
c
1 with Rca1...arb1...bs symmetric in c↔ a1 (resp. antisym-
metric) if H1 is anticommuting (resp. commuting). However the same
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calculation as in (6.10) shows that ang,q can then be absorbed by the
addition of trivial terms and a redefinition of the components of lower
antighost number of ang .
We now turn to the case q−p−1 = 0. According to our analysis of
Section 4.2 the obstruction to writing db
′n−1
g+1,q−p−1 as a γ-exact term is
of the form, [dβa2...arb1...bs(χ) + Va2...arb1...bs(H
a)]Qa2...arb1...bs0,g+q−p . Equation
(6.11) then reads,
(−)ǫP r[Pa1...arb1...bs ]
n−p−1
0 H
a1
1 + Va2...arb1...bs(H
a)
+ δαa2...arb1...bs(χ) + dβa2...arb1...bs(χ) = 0,
(6.14)
which becomes,
(−)ǫP r[Pa1...arb1...bs]
n−p−1
0 H
a1
1 + Va2...arb1...bs(H
a) = 0, (6.15)
in the algebra of x-independent local forms. The fact that Va2...arb1...bs
is d-exact implies that the variational derivatives with respect to all
the fields of [Pa1...arb1...bs ]
n−p−1
0 H
a1
1 must vanish. If Pa1...arb1...bs depends
on H˜c1 then the condition q = p+ 1 implies that
Pa1...arb1...bs = kca1...arb1...bsH˜
c
1, (6.16)
where the kca1...arb1...bs are constants. If we take the Euler-Lagrange
derivative of (6.15) with respect to Bbµ1...µp we obtain,
kca1...arb1...bs = −ka1c...arb1...bs . (6.17)
In that case,
ang = [kca1...arb1...bsH˜
c
1B˜
a1
1 . . . B˜
ar
1 B˜
b1
2 . . . B˜
bs
2 ]
n
g (6.18)
is a solution of the Wess-Zumino consistency condition.
If Pa1...arb1...bs does not depend on H˜
c
1 it is of the form,
Pa1...arb1...bs ∼ (H
a
pa+1)
k . . . (Hbpb+1)
i(H˜cn−pc−1)
u . . . (H˜dn−pd−1)
v, (6.19)
with p ≤ pa < . . . < pb < pc . . . < pd. If we insert this expression in
(6.15) and take the Euler-Lagrange derivative with respect to Bbµ1...µp
we obtain identically 0 only if,
[Pa1...arb1...bs ]
n−p−1
−q+p+1H
a1
1 = 0, (6.20)
as in (6.13). By repeating exactly the discussion following (6.13) we
reach the conclusion that (6.20) implies that ang,q can be absorbed by
the addition of trivial terms and a redefinition of the components of
lower antighost number of ang . All the results stated in the theorem
have now been proved.
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Coboundary condition for antifield dependent solutions
In this section we analyze the coboundary condition for the antifield depen-
dent solutions of the Wess-Zumino consistency condition.
Let ang = a
n
g,0+ . . .+a
n
g,q be a BRST cocycle. From our general analysis we
know that ang,q is of the form (for q > 1), a
n
q,q = [Pa1...am(H
a, H˜a)]n−qQ
a1...am
0,g+q .
If ang is trivial then there exist c
n
g−1 = c
n
g−1,0 + . . . + c
n
g−1,l and e
n−1
g =
en−1g,0 + . . . + e
n−1
g,l such that a
n
g = sc
n
g−1 + de
n−1
g . Decomposing this equation
according to the antighost number we get:
a0 = δc1 + γc0 + de0, (6.21)
a1 = δc2 + γc1 + de1, (6.22)
...
aq = δcq+1 + γcq + deq, (6.23)
0 = δcq+2 + γcq+1 + deq+1, (6.24)
...
0 = δcl + γcl−1 + del−1, (6.25)
0 = γcl + del. (6.26)
We have dropped the indices labeling the ghost numbers and form degrees
which are fixed. In the above equations, ang,q appears as the obstruction to
lifting l − q times the term cl.
From our analysis of Section 4.3.1 we know that (6.26) implies cl =
QJ(χ)ω
J . If l = q + 1 we then have,
ang,q = δQJ(χ)ω
J + γcq + deq. (6.27)
Because q > 1 we may assume that deq = dSJ(χ)ω
J + γvq and therefore,
[Pa1...am(H
a, H˜a)]n−q = δQJ (χ) + dSJ(χ), (6.28)
which is not the case since [P ]n−q defines a non-trivial class of H
inv(δ|d).
Thus we now assume that l > q + 1 and in that case cl has to be lifted
at least once. According to the analysis of Section 4.3.1, the most general
expression for cl is then
cl = [Ra1...ar(H
a, H˜a)]n−lQ
a1...ar
0,g+l . (6.29)
By examining the calculations performed in the proof of Theorem 28 we
conclude that ang is trivial if and only if a
n
g,q is given by,
[Ma1...arb1...bs(H
a, H˜a)]n−p−1−q+p+1H
a1Qa2...arb1...bs0,g+q−p , (6.30)
6.2 Counterterms, first order vertices and anomalies 103
since this is the obstruction arising when one tries to lift a term of the
form (6.29). In (6.30) the ai label p-forms of the same degree while the bj
label forms of higher degree; furthermore Ma1...arb1...bs is symmetric (resp.
antisymmetric) in (a1 . . . ar) if H
aj is anticommuting (resp. commuting).
In particular, the BRST cocycles described in Theorem 28 are not trivial.
Results in the algebra of x-dependent forms
The proofs of the previous theorems hold because we have limited our at-
tention to the algebra of x-independent local forms in which the exterior
derivative d maps a polynomial containing i derivatives of the fields onto a
polynomial containing i+1 derivatives of the fields. This observation allowed
us in particular to obtain Eq. (6.13) from Eq. (6.12) and Eq. (6.15) from
Eq. (6.14). The complete calculations in the algebra of x-dependent forms
of the BRST cocycles will not be done here. Instead we give an example to
illustrate the problem.
Let us examine a system of 1-forms for which we want to construct in
ghost number −1 the solutions corresponding to an−1,2 = fabA
∗a
2 C
b. By exam-
ining the BRST cocycle condition at antighost number 1 one easily gets a1 =
fabA
∗a
1 A
b+m1 wherem1 can be assumed of the formm1 = α(χ). At antighost
number 0 we then have the condition, fabF
a
F b+V (F a)+ δα(χ)+ dβ(χ) = 0
which is just Eq. (6.14) for our particular example. In the algebra of x-
independent variables we have seen that this condition implies that the sym-
metric part of fab vanishes. In P this is no longer true. Indeed for the
symmetric part of fab one finds the BRST cocycles [28],
a = a1 + a2 = f(ab)
(
n− 4
2
Ca∗Cb + A∗aµ
[
xνF bνµ +
n− 4
2
Abµ
])
. (6.31)
These are available in all dimensions except n = 4 where they are actually
described by Theorem 26.
6.2 Counterterms, first order vertices and a-
nomalies
Using the results of the previous section, we obtain the counterterms, first-
order vertices and the anomalies which depend non-trivially on the antifields.
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6.2.1 Counterterms and first order vertices
In ghost number 0, Theorems 26, 27 and 28 imply the existence of the
following BRST cocycles:
1. an0 = k∆a(j
∆Ba+ a∆Ca) (Theorem 26).
2. an0 = [Pc(H
a, H˜b)Qc]n0 , where Pc has ∆-degree n− pc. (Theorem 27).
3. an0 = [fabcH˜
aB˜bB˜c]n0 , with fabc completely antisymmetric.
(Theorem 28).
The cocycles of the first and third type are only available for 1-forms.
To obtain the first order vertices and counterterms one isolates from the
above cocycles the component of antighost number 0. In particular, we see
that a vertex of the Yang-Mills type is only available for 1-forms. In the
absence of 1-forms we have:
Theorem 29. For a system of free p-form gauge fields with p ≥ 2, the coun-
terterms and the first order vertices are given by,
V = Pc(H
a, H
b
)Bc. (6.32)
where in (6.32) the form degrees of the various forms present must add up
to n.
For such systems, the first order vertex Pc(H
a, H
b
)Bc is as announced a
generalized Noether coupling since Pc(H
a, H
b
) is a higher order conserved
current. All these vertices have the remarkable property to be linear in the
gauge potentials Ba; we stress again that this is in sharp contrast to the
situation where 1-forms are present since in those cases couplings of the
Yang-Mills type exist.
To first order in the coupling constants, the classical action corresponding
to (6.32) reads,
Iint =
∫
dnx{
∑
a
( −1
2(pa + 1)!
Haµ1...µpa+1H
aµ1...µpa+1 + gaS
aµ1...µpaBaµ1...µpa
)
},
(6.33)
where Scµ1...µpa are the components of the form dual to P c(Ha, H
b
).
This action is no longer gauge invariant under the original gauge trans-
formations. Since Saµ1...µpa is gauge invariant and has an on-shell vanishing
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divergence, we have, ∂µS
aµ1...µpa = k
aµ2...µpa
bν1...νk
∂ρH
bρν1...νk , where the k
aµ2...µpa
bν1...νk
are gauge invariant. It is then easy to check that up to terms of order g2,
Iint is invariant under,
δNewBaµ1...µpa = ∂[µ1Λ
a
µ2...µp]
+ gbpa!pbk
aν2...νpb
bµ1...µpa
Λbν2...νpb
. (6.34)
Since the k
aν2...νpb
bµ1...µpa
are gauge invariant, the new gauge algebra remains abelian
up to order g2. Another way to see this is to remember from the general
theory that in order to deform the gauge algebra to order g one needs a term
in an0 which is quadratic in the ghosts.
6.2.2 Anomalies
Using our analysis we can compute the “anomalies” of the theory. Taking
into account Theorems 26, 27 and 28 we obtain in ghost number 1 the
following BRST cocycles:
1. an1 = k∆ab(2j
∆BaCb + a∆CaCb), for 1-forms (Theorem 26).
an1 = k∆a(j
∆Ba + a∆Ca), for 2-forms (Theorem 26).
2. an1 = [Pc(H
a, H˜b)Qc]n1 , where Pc has ∆-degree n− pc − 1.
(Theorem 27).
3. an1 = [fABcH˜
AB˜BB˜c]n1 , with fABc = −fABc and where B
A is a 1-form
and Bc a 2-form. (Theorem 28).
an1 = [fABCDH˜
AB˜BB˜CB˜D]n1 , for 1-forms and where fABCD is completely
antisymmetric (Theorem 28).
Notice that anomalies of type 1 and 2 only exist in the presence of 1-forms
or 2-forms. Therefore,
Theorem 30. In the absence of 1-forms and 2-forms, the antifield dependent
candidate anomalies are given by,
an1 = [Pc(H
a, H˜b)Qc]n1 . (6.35)
6.3 Gauge invariance of conserved currents
In this section we list all the conserved currents which can not be covari-
antized. As we recalled in Section 2.3 these are related to the representatives
of Hn−1(s|d) for which a = a1 + . . .+ aq with q > 1.
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The results of Section 6.1 imply that these BRST cocycles are necessarily
of the form,
an−1 =[kabH˜
a
p+1B˜
b]n−1 with kab = −kba, (6.36)
where the H˜a and B˜b are mixed forms associated to exterior forms of the
same degree.
The global symmetries associated with the component a1 = kabB
∗a
1 B
b of
the BRST cocycles (6.36) are,
δBaµ1...µp = k
a
bB
b
µ1...µp
, (6.37)
and correspond to “rotations” of the forms Ba among themselves since the
generators of these symmetries are antisymmetric matrices kab.
Let us now prove that a conserved current j associated to a gauge invari-
ant global symmetry through the relation δa1+ dj = 0 can be assumed to be
gauge invariant as well.
Proof: If a1 is gauge invariant, then this is also true of δa1. By assumption
we have dδa1 = 0 since δa1+dj = 0. Therefore, according to Theorem
6 we have δa1 = dR, where R is a gauge invariant polynomial (there
can be no polynomial in Ha present in δa1 because δ and d bring one
derivatives of the χ). Thus we conclude that up to a d-exact term,
j = R.
Conversely, using Theorem 16 it is immediate to see that any global
symmetry associated to a gauge invariant conserved current may be assumed
gauge invariant. Therefore, we have:
Theorem 31. The only conserved currents which cannot be assumed to be
gauge invariant are associated to the global symmetries δBaµ1...µp = k
a
bB
b
µ1...µp
and given by,
j = kabH
a
Bb with kab = −kba. (6.38)
6.4 Conclusions
In this section we have computed all the solutions of the Wess-Zumino consis-
tency condition which depend on the antifields. Apart from those described
by Theorem 26 which related to the conserved currents of the theory, they
are all explicitly known and given by Theorems 27 and 28. The latter have
the property to be expressible in terms of the forms Ba, Ha, H
a
, B
∗a
j and C
a
j .
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This extends to antifield dependent solutions the similar property we estab-
lished in Section 4.2 concerning the antifield independent BRST cocycles
belonging to non-trivial descents.
From the BRST cocycles in ghost number 0, we obtained all the first-order
vertices, counterterms and “anomalies” of the theory. We also determined all
the Noether conserved currents which are not equivalent to gauge invariant
currents.
In the absence of 1-forms, all the first order vertices were shown to be of
the Noether type (conserved current x potential) and exist only in particular
spacetime dimensions. As a consequence there is in that case no vertex of the
Yang-Mills type and accordingly no interaction which deforms the algebra of
the gauge transformations at first order. If 1-forms are present in the system,
one finds additional interactions which are also of the Noether form jµAµ.
However, the conserved current jµ which couples to the 1-form need not be
gauge-invariant. There is actually only one non gauge-invariant current that
is available and it leads to the Yang-Mills cubic vertex, which deforms the
gauge algebra to order g. All other currents jµ may be assumed to be gauge-
invariant and thus do not lead to algebra-deforming interactions. There is
in particular no vertex of the form HBA where A are 1-forms and B are p-
forms (p > 1) with curvature H , which excludes charged p-forms (i.e. p-forms
transforming in some representation of a Lie algebra minimally coupled to a
Yang-Mills potential).
The “anomalies” have also been computed and we have shown that for
systems of p-forms of degree ≥ 3, they are all linear in the ghosts variables.
When 1-forms and 2-forms are included in the system, one finds additional
anomalies related to the conserved currents of the theory. Among these,
there are only two for which the corresponding conserved currents cannot be
made gauge invariant.
Some of the above conclusions are based on our analysis of the gauge in-
variant nature of the global symmetries and conserved currents. Our results
are: 1) the only global symmetries which are not gauge invariant up to trivial
terms are the rotation of forms among themselves; 2) the only conserved cur-
rents which cannot be improved to become gauge invariant are those related
to these global symmetries.
6.5 Higher order vertices
Once all the first order vertices are known, one can pursue the analysis of
the consistent deformations. This is done by requiring that the equation
(S, S) = 0 should be satisfied to all orders in the coupling constant. One
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then obtains a succession of equations which read,
(S0, S0) = 0, (6.39)
(S0, S1) = 0, (6.40)
2(S0, S2) + (S1, S1) = 0, (6.41)
(S0, S3) + (S1, S2) = 0, (6.42)
...
The construction of the full interacting action S = S0 + gS1 + g
2S2 + . . . ,
consistent to all orders, can be obstructed if one equation of the tower fails
to be satisfied. In this section we investigate this problem for a system of
exterior forms with degrees limited to two values p and q such that 2 ≤ p <
q ≤ n− 2 and we construct lagrangians which are consistent to all orders in
the coupling constant.
The p-forms are denoted Aa (a = 1, . . . m) and the q-forms BA (A =
1, . . . ,M); their curvatures F a = dAa andHA = dBA are respectively (p+1)-
and q + 1-forms. Their duals,
F
a
=
1
(n− p− 1)!
ǫµ1...µnF
aµ1...µp+1dxµp+2 . . . dxµn , (6.43)
H
A
=
1
(n− q − 1)!
ǫµ1...µnH
Aµ1...µq+1dxµq+2 . . . dxµn , (6.44)
are respectively (n−p−1)- and (n− q−1)-forms. In form notation, the free
lagrangian can be written as,
L = −
1
2(p+ 1)!
F aF a −
1
2(q + 1)!
HAHA. (6.45)
From the previous section we know that the first order vertices are exterior
products of form degree n of one of the forms, the curvatures and their duals
and are thus given by,
(HA)k(F a)l(H
A
)m(F
a
)rAa, (6.46)
or
(HA)k(F a)l(H
A
)m(F
a
)rBA, (6.47)
where the form degrees must add up to n. This imposes the condition k(q+
1) + l(p + 1) + m(n − q − 1) + r(n − p − 1) + p = n in the first case and
k(q + 1) + l(p + 1) + m(n − q − 1) + r(n − p − 1) + q = n in the second
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case. Furthermore, in order for these vertices to truly deform the gauge
transformations they must contain at least one dual so that m + r > 1.
Using those conditions in addition to n > q + 1 > p+ 1 one finds only three
types of first order couplings which truly deform the gauge transformations:
(i) Chapline-Manton couplings, which are linear in the duals [19, 84, 85, 86,
18],
V1 =
∫
faAF aB
A, (q = p+ 1), (6.48)
V2 =
∫
fAa1...ak+1HAF
a1 . . . F akAak+1,
(k(p+ 1) + p = q + 1). (6.49)
Here, faA and f
A
a1...ak+1
are arbitrary constants. The fAa1...ak+1 may be assumed
to be completely symmetric (antisymmetric) in the a’s if p is odd (even).
The Chapline-Manton coupling (6.48) only exists for q = p + 1 while the
Chapline-Manton coupling (6.49) only exists if there is some integer k such
that k(p+ 1) + p = q + 1.
(ii) Freedman-Townsend couplings, which are quadratic in the duals [16],
V3 =
∫
fABCH
B
H
C
BA, (6.50)
V4 =
∫
taAbH
A
F aA
b. (6.51)
Here, fABC and t
a
Ab are constants arbitrary at first order but restricted at
second order. The Freedman-Townsend vertices (6.50) and (6.51) only exist
for q = n− 2.
(iii) Generalized couplings, which are at least quadratic in the duals H
A
,
V5 =
∫
kA1...Ala1...ak+1HA1...HAlF
a1 ...F akAak+1 (6.52)
where kA1...Ala1...ak+1 are arbitrary constants with the obvious symmetries. These
interactions exist only if there are integers k, l (with l ≥ 2) such that l(n−
q − 1) + k(p + 1) + p = n.
We next show how the above first order vertices can be extended to higher
orders in order to obtain a theory which is consistent to all orders.
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6.5.1 Chapline-Manton couplings
Instead of using the master equation (S, S) = 0 to get the higher order
vertices, it is sometimes easier to try to guess the full interacting action and
then show that without imposing any conditions on the arbitrary parameters
of the first order vertex, one has a consistent deformation in the sense recalled
in the introduction. The antibracket analysis is then facultative. This is
how we proceed for the Chapline-Manton couplings (6.48), (6.49) and the
generalized couplings (6.52).
For V1, the complete lagrangian which reduces to L+V1 at order 1 in the
coupling constant is:
LI,1 = −
1
(p + 1)!
F aI F Ia −
1
(q + 1)!
HAHA, (6.53)
where F aI = F
a + g′faAB
A and g′ = − (p+1)!
2
(−)q(n−q)g. The “improved” field
strengths are invariant under the gauge transformations:
Aa → Aa + dǫa − g′faAη
A, BA → BA + dηA, (6.54)
from which it follows that LI,1 is gauge invariant under (6.54) to all orders.
For V2, the role of the p-form and the q-form are in a certain sense ex-
changed. The complete lagrangian is:
LI,2 = −
1
(p + 1)!
F aF a −
1
(q + 1)!
HAI HIA, (6.55)
with HAI = H
a+ g′fAa1...ak+1F
a1 . . . F akAak+1 and g′ = − (q+1)!
2
(−)(q+1)(n−q−1)g.
The “improved” field strengths are invariant under the gauge transforma-
tions:
Aa → Aa + dǫa, BA → BA + dηA − (−)k(q+1)g′fAa1...ak+1F
a1 . . . F akǫak+1 ,
(6.56)
from which it follows that LI,2 is gauge invariant under (6.56) to all orders.
In both cases, the number of fields, gauge invariances and order of re-
ducibility are the same as for the free theory. Let us check this explicitly for
V1. The fields are A
a and BA; their gauge transformations (6.56) are not all
independent since they vanish when ǫa and ηA are of the form,
ǫa = dµa + gfaAΛ
A, ηA = dΛA. (6.57)
From (6.57) we see that the number of parameters in the reducibility iden-
tities of order 1 are the same for the free theory and LI,1. In the same way,
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one shows that this property also holds for the reducibility identities at all
orders.
Furthermore, no restrictions on the coefficients faA and f
A
a1...ak+1
are im-
posed so the antibracket analysis is not required. Therefore, LI,1 and LI,2
are the most general consistent interactions corresponding to V1 and V2.
6.5.2 Generalized couplings
Before examining the Freedman-Townsend couplings, we study the “gener-
alized couplings” because as in the Chapline-Manton case, no antibracket
analysis is required.
First-order formulation A convenient way to analyze the Freedman-
Townsend couplings and the generalized couplings is to reformulate those
theories by introducing auxiliary fields. This has the advantage that the full
interacting theories are then polynomial.
In the first-order formulation, the lagrangian (6.45) is replaced by,
L = −
a
2
(2BAdβA + β
A
βA)−
b
2
(2Aadαa + α
aαa), (6.58)
with a = −(n− q−1)!(−1)(q+1)(n−q−1) and b = −(n−p−1)!(−1)(p+1)(n−p−1).
The equations of motion are,
dβA = 0, dαa = 0, βA = cH
A
, αa = kF
a
, (6.59)
where c = 1
(n−q−1)!(q+1)!
(−)(n−q−1)(q+1)+q and k = c(q → p). The original
lagrangian (6.45) is recovered by inserting (6.59) in (6.58).
The gauge transformations of the first-order lagrangian (6.58) are:
δΛB
A = dΛA, δΛA
a = dΛa, δΛβ
A = 0, δΛα
a = 0. (6.60)
According to the rules of the BRST formalism, the differential s can then be
written as s = δ + γ with:
δB
∗A
1 + dβ
A = 0, γBA + dCA1 = 0,
δB
∗A
2 + dB
∗A
1 = 0, γC
A
q−1 + dC
A
q = 0,
... ,
...
δB
∗A
q+1 + dB
∗a
q = 0, γC
A
q = 0,
δβ∗A + βA − cH
A
= 0, γβA = 0.
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along with similar expressions for the p-form sector.
It has been shown in [27] that the cohomology H(s|d) for the theory
with auxiliary fields and for the original theory are isomorphic. In our case,
the mapping between the BRST cohomologies of the two formulations is
implemented through the replacement of H
A
by βA and F
a
by αa in the
BRST cocycles of the theory without auxiliary fields. This is easily seen
from the above definitions of δ and γ.
Generalized couplings In the first-order formulation, the full interacting
lagrangian corresponding to the generalized couplings can be written as,
LI,5 = −
a
2
(2BAdβA + β
A
βA)−
1
2(p+ 1)!
F aF a
+g′kA1...Ala1...ak+1βA1 . . . βAlF
a1 . . . F akAak+1 , (6.61)
with g′ = c−lg. To first order in g, the action
∫
LI,5 reduce to I+g
∫
V5 upon
elimination of the auxiliary fields (the auxiliary fields αa have already been
eliminated).
This lagrangian is invariant to all orders in the coupling constant under
the following gauge transformations:
δΛA
a = dΛa, δΛβA = 0,
δΛB
A1 = dΛA1 − αkA1...Ala1...ak+1βA2 . . . βAlF
a1 . . . F akΛak+1 , (6.62)
where α = l
a
g′(−)(n−q−1)[k(p−1)−l]−(n−q)(p−1) and no restriction on the kA1...Ala1...ak+1
is needed to achieve gauge invariance. Furthermore, as in the case of V1 it is
easy to show that the number of fields, gauge parameters and the order of
reducibility after elimination of βA are the same as for the free theory (6.58).
6.5.3 Freedman-Townsend couplings
For the Freedman-Townsend couplings the situation is more complicated.
However, it is easy to see that
LI = −
a
2
(2BAdβA + β
A
βA)−
b
2
(2Aadαa + α
aαa)
+gfABCβ
BβCBA + gt
a
Abβ
AαaA
b (6.63)
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is to all orders a consistent interacting lagrangian invariant under the follow-
ing gauge transformations,
δΛBA = dΛA +
2
a
gfBAC(−)
qΛBβ
C +
1
a
(−)p+1gtaAbΛ
bαa, (6.64)
δΛA
a = dΛa + (−)p+1
1
b
gtaAbβ
AΛb, δΛβ
A = 0, δΛαa = 0, (6.65)
provided we impose the conditions,
fBACf
A
DE + f
B
ADf
A
EC + f
B
AEf
A
CD = 0, (6.66)
tdAbt
a
Bd − t
d
Bbt
a
Ad = t
a
Cbf
C
AB. (6.67)
The first condition expresses that the fABC are the structure constants of a
Lie algebra while the second condition states that the taBc are the matrices
of a representation of that Lie algebra.
Upon elimination of the auxiliary fields, (6.63) reduces to L+ gV3 + gV4
to first order in the coupling constant.
Notice that we are not sure at this stage that the conditions (6.66) and
(6.67) are mandatory and that they cannot be dropped by adding to (6.63)
higher order terms and by further modifying the gauge transformations. To
answer this question we use the antibracket analysis recalled at the beginning
of the section.
The solution of the Wess-Zumino consistency condition corresponding to
the Freedman-Townsend vertex gfABCβ
BβCBA + gt
a
Abβ
AαaA
b is,
S1 = [f
A
BCH˜
BH˜CB˜A + t
a
AbH˜
AF˜aA˜
b]n0 . (6.68)
The construction of the second order vertex will be possible only if the an-
tibracket of S1 with itself is s-exact. A direct calculation yields,
(S1, S1) =
∫
[{2fBACf
A
DEH˜
CH˜DH˜EB˜B
+(taCbf
C
AB − t
d
Abt
a
Bd)H˜
AH˜BF˜aA˜
b}]n1 . (6.69)
Using our results on the antifield dependent anomalies, we see that the r.h.s.
of (6.69) is the sum of two non-trivial BRST cocycles. Therefore (S1, S1) can
only be s-exact if these two terms vanish which means that the conditions
(6.66) and (6.67) are needed1.
1In a recent paper [21], F. Brandt and N. Dragon have described an interaction between
two 1-forms Aa, a = 1, 2 and one 2-form B1. Their example is a particular case of (6.63)
with fA
BC
= 0, t2
11
= 1 and other components of ta
1b
= 0. It is clear that this choice of fA
BC
and ta
Bc
satisfies the requirements (6.66,6.67). One recovers the action they obtain upon
elimination of the auxiliary fields. Their approach is complementary to ours and is based
on the gauging of a global symmetry of the free lagrangian (3.2).
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It is interesting to notice that (6.63) remains polynomial after the elimi-
nation of the auxiliary fields αa. Indeed, by using their equation of motions
one gets:
LI = −
a
2
(2BAΦA + β
A
βA)−
1
2(p+ 1)!
F
′aF ′a, (6.70)
where ΦA = dβA − 1
a
g1f
A
BCβ
BβC and F
′a = dAa + (−)
(n−p)
b
g2t
a
Abβ
AAb. The
gauge invariances for (6.70) read:
δΛBA = dΛA +
2
a
g1f
B
AC(−)
qΛBβ
C +
1
ab(p + 1)!
(−)(n−p+q)g2t
a
AbΛ
bF a, (6.71)
δΛA
a = dΛa + (−)(n−p)
1
b
g2t
a
Abβ
AΛb, δΛβ
A = 0. (6.72)
6.5.4 Remarks
1) For the three types of couplings described above, the algebra of the
gauge transformations remains abelian on-shell to all orders in the coupling
constant. This is a particularity of systems which contain exterior forms of
degrees limited to two values. Indeed, with three (or more) degrees, one can
modify the algebra at order g2. For instance, if A, B and C are respectively 3-
, 4- and 7-forms, the Lagrangian∼ F∧F+H∧H+G∧G is invariant under the
gauge transformations δA = dǫ+ gΛ, δB = dΛ and δC = dµ+ gǫdB−g2ΛB,
where ǫ, Λ and µ are respectively 2-, 3- and 6-forms. Here, F = dA − gB,
H = dB and G = dC − gAdB + (1/2)g2B2. The commutator of two Λ-
transformations is a µ-transformation with µ = g2Λ1Λ2. This model will be
studied in detail in Chapter 7 where we discuss the BRST cohomology for
Chapline-Manton models.
2) The interaction vertices of this section are still available in the presence
of 1-forms. They just fail to exhaust all the possible vertices.
3) The basic interaction vertices described above can of course be com-
bined, or can be combined with Chern-Simons terms. This leads, in general,
to additional constraints on their coefficients (which may actually have no
non trivial solutions in some cases). One example of a non-trivial combina-
tion is the description of massive vector fields worked out in [16, 31], which
combines the Freedman-Townsend vertex with a Chern-Simons term [87].
Another example is given in [88], where both the Freedman-Townsend ver-
tex and the Yang-Mills vertex are introduced simultaneously.
Chapter 7
Chapline-Manton models
7.1 Introduction
In the previous chapter we studied the BRST cohomology for a system of free
p-forms. From this analysis we were able to get all the first order vertices that
could be added to the free lagrangian. We have proved that except for those
which are strictly gauge invariant, the interactions are quite constrained,
i.e., for a fixed spacetime dimension, a given system of p-forms only allows
for a finite number of consistent vertices (even to first order). This result
complements the geometric analysis performed in [17] where it is shown that
the non-abelian Yang-Mills construction cannot be generalized to p-forms
viewed as connections for extended objects. [Topological field theory offers
ways to bypass some of the difficulties [89], but will not be discussed here].
In this chapter we present the BRST cohomology for different Chapline-
Manton couplings. These are particularly interesting because their gauge
algebra remains closed off-shell and the reducibility identities hold strongly
even after the interactions are switched on. Using those properties one can
study their cohomologies essentially along the lines drawn for the system of
free p-forms.
For the other couplings, the new gauge algebra generally closes only on-
shell and the reducibility identities become on-shell relations. This occurs
for the Freedman-Townsend interaction (6.63) and also for the generalized
couplings (6.61). In those cases, γ2 ≈ 0 and it becomes meaningless to
consider the cohomology of γ since it is no longer a differential. One cannot
therefore study antifield independent BRST cocycles as we did in the free
case; the antifields must be incorporated from the beginning.
In section 6.5 we have limited our study of Chapline-Manton couplings to
a system of forms of only two different degrees. However, Chapline-Manton
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type interactions can be constructed for more general systems of p-forms
along the lines discussed in [20]. Rather than facing the general case, which
would lead to non informative and uncluttered formulas, we shall illustrate
the general construction through four particular example.
Chapline-Manton models are characterized by gauge-invariant curvatures
Ha which differ from the free ones by terms proportional to the coupling
constant g,
Ha = dBa + gµa +O(g2). (7.1)
The gauge transformations are,
δǫB
a = dǫa + gρa +O(g2). (7.2)
Here, µa is a sum of exterior products of B’s and dB’s – which must match the
form degree of dBa – while ρa is a sum of exterior products of B’s, dB’s and
ǫ’s (linear in the ǫ’s). The modified curvatures and gauge transformations
must fulfill the consistency condition,
δǫH
a = 0, (7.3)
which means that the modified curvatures should be invariant under the
modified gauge transformations. Furthermore, off-shell reducibility must be
preserved, i.e., δǫB
a should identically vanish for ǫa = dλa + θa for some ap-
propriate θa(ǫ, B, dB, g). The Lagrangian being a function of the curvatures
and their derivatives, L = L([Haµ1...µpa+1]) is automatically gauge-invariant.
To completely define the model, it is thus necessary to specify, besides the
field spectrum, the modified curvatures and the gauge transformations leav-
ing them invariant. In many cases, the curvatures are modified by the addi-
tion of Chern-Simons forms of same degree, but this is not the only possibility
as Example 3 below indicates. In the sequel we set the coupling constant g
equal to one.
7.2 The models
Model 1
The first example contains one p-form, denoted A ≡ Ap0, and one (p+1)-form,
denoted B ≡ Bp+10 . The new field strengths are,
F = dA+B, H = dB, (7.4)
7.2 The models 117
while the modified gauge transformations take the form,
δǫ,ηA = dǫ− η, (7.5)
δǫ,ηB = dη, (7.6)
where ǫ is a (p − 1)-form and η a p-form. The gauge transformations are
abelian and remain reducible off-shell since the particular gauge parameters
ǫ = dρ+σ, η = dσ clearly do not affect the fields. The BRST transformations
of the undifferentiated fields and ghosts are,
sAp−kk + dA
p−k−1
k+1 +B
p−k
k+1 = 0, (7.7)
for the A-variables, and
sBp+1−kk + dB
p−k
k+1 = 0, (7.8)
sB0p+1 = 0, (7.9)
(k = 0, . . . , p) for the B-ones. One has,
sF = 0 = sH. (7.10)
This model describes in fact a massive (p+ 1)-form. One can indeed use
the gauge freedom of B to set A = 0. Once this is done, one is left with the
Lagrangian of a massive (p+ 1)-form.
The BRST action of this model can be written as,
S =
∫
dnx(L+ (−)ǫAφ∗Asφ
A) (7.11)
=
∫
dnx(L+
1
p!
B∗µ1...µp+1∂µ1C
B
µ2...µp+1
+ . . .+B∗µ∂µC
B
+
1
p!
A∗µ1...µp(p∂µ1C
A
µ2...µp
− CBµ1...µp) + . . .+ A
∗µ(∂µC
A + (−)pCBµ )).
(7.12)
Using, sφ∗A =
δRS
δφA
, we extract from (7.12) the BRST transformations of
the antifields:
sA∗µ1...µp = ∂νF
νµ1...µp , (7.13)
sA∗µ1...µp−j = −∂νA
∗νµ1...µp−j , (7.14)
sB∗µ1...µp+1 = ∂νH
νµ1...µp+1 − F µ1...µp+1 , (7.15)
sB∗µ1...µp+1−j = −∂νB
∗νµ1...µp+1−j + (−)j+1A∗µ1...µp+1−j . (7.16)
The action of s on the fields, antifields and ghosts decomposes (as in the
free theory) as the sum of the Koszul-Tate differential and the longitudinal
exterior derivative: s = δ + γ with sφ∗A = δφ
∗
A and sφ
A = γφA.
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Model 2
The second example contains an abelian 1-form A ≡ A10 and a 2r-form B ≡
B2r0 (r > 0). The field strengths are,
F = dA, H = dB + F rA, (7.17)
with F r ≡ FF · · ·F (r times). The gauge transformations read,
δǫ,ηA = dǫ, (7.18)
δǫ,ηB = dη − F
rǫ, (7.19)
and they clearly leave the curvatures invariant.
The BRST transformations of the fields and the ghosts are,
sA10 + dA
0
1 = 0, (7.20)
sA01 = 0, (7.21)
sB2r0 + dB
2r−1
1 + F
rA01 = 0, (7.22)
sB2r−kk + dB
2r−k−1
k+1 = 0, (7.23)
sB02r = 0, (7.24)
(k = 1, ..., 2r − 1).
The BRST action of this model can be written as,
S =
∫
dnx(L+ (−)ǫAφ∗Asφ
A) (7.25)
=
∫
dnx(L+
1
(2r)!
B∗µ1...µ2r(2r∂µ1C
B
µ2...µ2r
(7.26)
−
(2r)!
2r
Fµ1µ2 . . . Fµ2r−1µ2rC
A) + . . .+B∗µ∂µC
B + A∗µ∂µC
A.
Therefore, the BRST transformations of the antifields are:
sA∗µ = ∂νF
νµ −
1
2r
Hν1...ν2rµFν1ν2 . . . Fν2r−1ν2r
−
2r
2r
∂ρ(H
µρν1...ν2r−1Fν1ν2 . . . Fν2r−3ν2r−2Aν2r−1)
−
2r
2r
∂ρ(B
∗µρν1...ν2r−2Fν1ν2 . . . Fν2r−3ν2r−2C
A), (7.27)
sA∗ = −∂µA
∗µ −
1
2r
B∗µ1...µ2rFµ1µ2 . . . Fµ2r−1µ2r , (7.28)
sB∗µ1...µ2r = ∂νH
νµ1...µ2r , (7.29)
sB∗µ1...µ2r−j = −∂νB
∗νµ1...µ2r−j . (7.30)
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The action of s on the fields, antifields and ghosts decomposes as in the
free theory as the sum of the Koszul-Tate differential and the longitudinal
exterior derivative: s = δ + γ. However, here there are two undesirable fea-
tures. First, the variation of A∗µ involves contributions of antighost number
0 so that γA∗µ 6= 0. Furthermore, sA∗µ also contains the undifferentiated
fields Aµ which are not invariant under the gauge transformations. This is
in contrast with the free theory where all the antifields were in H(γ) and
their variations were invariant. Both defects can be corrected by making the
following invertible transformations,
A∗µ → A∗µ −
2r
2r
Fν1ν2 . . . Fν2r−3ν2r−2(B
∗µν1...ν2r−1Aν2r−1 − B
∗µν1...ν2r−2CA),
(7.31)
A∗ → A∗ −
2r
2r
Fν1ν2 . . . Fν2r−3ν2r−2(B
∗ν1...ν2r−1Aν2r−1 − B
∗ν1...ν2r−2CA), (7.32)
which cast s into the form,
sA∗µ = ∂νF
νµ −
r + 1
2r
Hν1...ν2rµFν1ν2 . . . Fν2r−1ν2r , (7.33)
sA∗ = −∂µA
∗µ −
r + 1
2r
B∗µ1...µ2rFµ1µ2 . . . Fµ2r−1µ2r . (7.34)
The s-variations of the new antifields are now gauge invariant and γφ∗A =
0, ∀φ∗A.
Model 3
Let A, B and C be respectively 1-, 2- and 3-forms. The curvatures are defined
through,
F = dA+B, H = dB, G = dC + AdB + (1/2)B2. (7.35)
The gauge transformations are
δǫ,Λ,µA = dǫ− Λ, (7.36)
δǫ,Λ,µB = dΛ, (7.37)
δǫ,Λ,µC = dµ− ǫdB − ΛB, (7.38)
where ǫ, Λ and µ are respectively 0-, 1- and 2-forms. Their gauge algebra is
non-abelian and the gauge transformations are off-shell reducible, as is easily
verified.
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The BRST differential on the fields and ghosts is defined by
sA10 + dA
0
1 +B
1
1 = 0, (7.39)
sA01 +B
0
2 = 0, (7.40)
sB20 + dB
1
1 = 0, (7.41)
sB11 + dB
0
2 = 0, (7.42)
sB02 = 0, (7.43)
sC30 + dC
2
1 + A
0
1H +B
1
1B
2
0 = 0, (7.44)
sC21 + dC
1
2 +
1
2
B11B
1
1 +B
0
2B
2
0 = 0, (7.45)
sC12 + dC
0
3 +B
1
1B
0
2 = 0, (7.46)
sC03 +
1
2
B02B
0
2 = 0. (7.47)
This example arises in some formulations of massive supergravity in 10 di-
mensions [90, 91].
The BRST action can again be written as,
S =
∫
dnx(L+ (−)ǫAφ∗Asφ
A) (7.48)∫
dnx(L+ A∗µ(∂µC
A − CBµ ) + A
∗CB
+B∗µν∂µC
B
ν +B
∗µ∂µC
B
+
1
3!
C∗µνρ(3∂µC
C
νρ − 3C
A∂µBνρ − 3C
B
µ Bνρ)
−
1
2!
C∗µν(−2∂µC
C
ν + C
B
µ C
B
ν − C
BBµν)
+ C∗µ(∂µC
C − CBµ C
B)
+
1
2
C∗(CB)2). (7.49)
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Therefore, the variations of the antifields are,
sA∗µ = ∂νF
νµ −
1
6
HνραG
µνρα, (7.50)
sA∗ = −∂µA
∗µ −
1
6
C∗µνρHµνρ, (7.51)
sB∗µν = ∂ρH
ρµν − F µν −
1
2
GµνραBρα + ∂α(G
ραµνAρ)
∂ρ(C
∗µνρCA)− C∗µνρCBρ − C
∗µνCB, (7.52)
sB∗µ = −∂νB
∗νµ −A∗µ −
1
2
C∗µνρBνρ + C
∗µνCBν − C
∗µCB, (7.53)
sB∗ = −∂µB
∗µ + A∗ +
1
2
C∗µνBµν − C
∗µCBµ + C
∗CB, (7.54)
sC∗µνρ = ∂αG
αµνρ, (7.55)
sC∗µν = −∂ρC
∗ρµν , (7.56)
sC∗µ = −∂ρC
∗ρµ, (7.57)
sC∗ = −∂ρC
∗ρ. (7.58)
The definition BRST differential’s action on the antifields of the B-sector
suffers from defects similar to those encountered in Chapline-Manton model
2 with the original antifields. For example, sB∗µ involves components of
antighost number 0 and 1 and the undifferentiated fields Bµν and C
B
µ . This
justifies the replacements,
B∗µν → B∗µν + C∗ρµνCAρ + C
∗µνCA, (7.59)
B∗µ → B∗µ + C∗µρCAρ + C
∗µCA, (7.60)
B∗ → B∗ + C∗ρCAρ + C
∗CA. (7.61)
In terms of these modified antifields, the action of s reads,
sB∗µν = ∂ρH
ρµν − F µν −
1
2
GµνραFρα,
sB∗µ = −∂νB
∗νµ −A∗µ −
1
2
C∗µνρFνρ, (7.62)
sB∗ = −∂µB
∗µ + A∗ +
1
2
C∗µνFµν . (7.63)
The BRST differential now decomposes as s = δ + γ and the new antifields
are gauge invariant, γφ∗A = 0, ∀φ
∗
A.
Model 4
Our last example is the original Chapline-Manton model, coupling a Yang-
Mills connection Aa with a 2-form B. We will assume the gauge group to
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be SU(N) for definiteness although the analysis holds for any other compact
group. The curvatures are,
F = dA+ A2, (7.64)
H = dB + ω3, (7.65)
where ω3(A, dA) is the Chern-Simons 3-form,
ω3 =
1
2
[tr(AdA+
2
3
A3)]. (7.66)
The BRST differential’s action on the fields and ghosts reads,
sA+DC = 0, (7.67)
sC − C2 = 0, (7.68)
sB + ω2 + dη = 0, (7.69)
sη + ω1 + dρ = 0, (7.70)
sρ+
1
3
trC3 = 0. (7.71)
Here, the one-form ω1 and the two-form ω2 are related to the Chern-Simons
form ω3 through the descent,
sω3 + dω2 = 0, ω2 = tr(CdA), (7.72)
sω2 + dω1 = 0, ω1 = tr(C
2A), (7.73)
sω1 + d(
1
3
trC3) = 0. (7.74)
The BRST action for this model is,
S =
∫
dnx(L+ (−)ǫAφ∗Asφ
A) (7.75)∫
dnx(L+ A∗µa (∂µC
a − CabcA
b
µC
c)−
1
2
C∗CabcC
bCc (7.76)
+
1
2
B∗µν(2Ca(∂µA
a
ν − ∂νA
a
µ) + (∂νην − ∂ν∂µ)) (7.77)
− η∗µ(CabcC
aCbAcµ − ∂µρ) +
1
3
ρ∗CabcC
aCbCc). (7.78)
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Therefore, the variation of the antifields are,
sB∗µν = ∂ρH
ρµν , (7.79)
sη∗µ = −∂νB
∗νµ, (7.80)
sρ∗ = −∂µη
∗µ, (7.81)
sA∗µa = DνF
νµ
a + 2H
µνρFaνρ − 2∂ρH
ρµνAaν (7.82)
− 2∂ν(B
∗νµCa)− η
∗µCabcC
bCc + CabcA
∗bµCc, (7.83)
sC∗a = −DµA
∗µ
a + 2B
∗µν∂µAaν + 2Cabcη
∗νCbAcµ (7.84)
+ Cabcρ
∗CbCc − CabcC
∗bCc. (7.85)
In terms of the above variables, the BRST differential suffers once more
from some defects. First it has a component of antighost number 1, e.g.
η∗µCabcC
aCb in (7.82), as a consequence of which the BRST differential does
not split as the sum of the Koszul-Tate differential and the longitudinal exte-
rior derivative. The second undesirable feature is that the BRST variations
of the antifields of the Yang-Mills sector contain contributions which are not
covariant under the gauge transformations, e.g. ∂ρH
ρµνAaν in (7.82). One
can remedy both problems by redefining the antifields of the Yang-Mills sec-
tor according to the following invertible transformations:
A∗µa → A
∗µ
a + 2B
∗µνAaν − 2η
∗µCa, (7.86)
C∗a → C
∗
a + 2η
∗µAaµ − 2ρ
∗Ca. (7.87)
In terms of the new variables, the BRST differential now takes the familiar
form, s = δ + γ with:
δB∗µν = ∂ρH
ρµν ; δη∗µ = −∂νB
∗νµ; δρ∗ = −∂µη
∗µ; (7.88)
δA∗µa = DνF
νµ
a + 2λH
µνρFaνρ; δC
∗
a = 2λB
∗µνFaµν −DµA
∗µ
a , (7.89)
and
γB∗µν = γη∗µ = γρ∗ = 0; γA∗µa = CabcA
∗bµCc; γC∗a = −CabcC
∗bCc;
(7.90)
γ (fields) = s (fields). (7.91)
The γ variations of the Yang-Mills variables are now identical to those of
the uncoupled theory and A∗aµ and C
∗
a transform according to the adjoint
representation.
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7.3 Cohomology of γ
The cohomology H∗(γ) of the Chapline-Manton model can be worked out as
in the free case, by exhibiting explicitly the contractible part of the algebra.
This contractible part typically gets larger with the coupling: some cocycles
are removed from H∗(γ). This happens for the models 1, 3 and 4.
Chapline-Manton model 1
In the absence of couplings, the γ-cohomology for the first model is given,
according to Theorem 3, by the polynomials in (dA)µ1...µp+1, (dB)µ1...µp+2, the
antifields, their derivatives and the last ghosts A0p, B
0
p+1. When the coupling
is turned on, however, some of these “x”-variables become contractible pairs
and get canceled in cohomology. Specifically, it is the last ghosts of ghosts
that disappear.
Indeed, as in the proof of Theorem 3 one can replace the original variables
by,
∂(α1...αkA[µ1)1...µl]2, ∂α2...αkF
0
α1µ1...µl
, ∂(α1...αkB[µ1)1...µl]2 , and ∂α2...αkHα1µ1...µl ,
(7.92)
with F 0µ1...µl = ∂[µ1Aµ2...µr ] (2 ≤ r ≤ p) and Hµ1...µl = ∂[µ1Bµ2...µl] (2 ≤
l ≤ p + 1). One then makes a further change of coordinates by replacing
F 0µ1...µl with Fµ1...µl = ∂[µ1Aµ2...µr ] − Bµ1...µr , which is obviously invertible.
The variables can now be associated as in Theorem 3 except that a new
contractible pair appears, i.e., γA0p = B
0
p+1; the x-variables are now made of
the Hµ1...µl , Fµ1...µl and their derivatives.
The important point which makes the argument correct is that F 0µ1...µl
and Fµ1...µl only differ by terms which are of lower order in the derivatives of
the A-sector (here they even differ only by variables of the B-sector). As this
property also holds for the other Chapline-Manton models, the same change
of variables will also be possible.
Note that the Bianchi identities for the new field strengths read
dF = H, dH = 0. (7.93)
They can be used to express the H-components and their derivatives in terms
of the components Fµ1...µp+1 and their derivatives, which thus completely
generate the cohomology.
To summarize, we have proved:
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Theorem 32. For the Chapline-Manton model 1, the cohomology H(γ) is
given by the polynomials in the improved field strength components Fµ1...µp+1,
the antifields and their derivatives,
γω = 0⇔ ω =
1
q!
ων1...νq([Fµ1...µp+1], [φ
∗
A])dx
ν1 . . . dxνq . (7.94)
In particular, there is no cohomology at non-vanishing pureghost number.
The situation is very similar to the discussion of the gauged principal
U(1) sigma model [92] (see also [93] in this context).
Chapline-Manton model 2
In this case, the change of variables proceeds as for model 1 so that the γ-
cohomology is unchanged compared with the free case except that the free
curvatures are replaced by the improved, gauge invariant curvatures (7.17).
The last ghosts remain in cohomology because A(0,1) is still γ-closed, so the
mechanism of the previous subsection is not operative. We thus have,
Theorem 33. The cohomology of γ for the Chapline-Manton model 2, is
given by
H(γ) = I˜ ⊗ C (7.95)
where C is the algebra generated by the last, undifferentiated ghosts A01 and
B02r, and where I˜ is the algebra generated by the gauge invariant field strength
components Fµν, Hµ1...µ2r+1, the antifields and their derivatives.
Note the new form of the Bianchi identities on the curvatures,
dF = 0, dH = F r+1. (7.96)
Chapline-Manton model 3
The discussion of the third example proceeds to a large extent like that of
the first one. The last ghosts of ghosts A01 and B
0
2 form a contractible pair
and disappear in cohomology; the improved last ghost of ghost
C˜03 = C
0
3 −
1
2
A01B
0
2 (7.97)
remains. Thus one has,
126 Chapline-Manton models
Theorem 34. The cohomology of γ for the Chapline-Manton model 3 is
given by,
H(γ) = ˜˜I ⊗ C˜, (7.98)
where ˜˜I is the algebra generated by the gauge invariant field strength com-
ponents Fµν , Gµνρσ, the antifields and their derivatives, and where C˜ is the
algebra generated by the last, improved ghost of ghost C˜03 = C
0
3 −
1
2
A01B
0
2 .
Again, note the new form of the Bianchi identities,
dF = −H, dH = 0, dG = −FH, (7.99)
which express H in terms of the derivatives of F .
Chapline-Manton model 4
In the absence of coupling, the cohomology of γ is given by the tensor prod-
uct of the pure Yang-Mills cohomology [94, 95, 96, 97, 62, 63, 48, 98] and of
the free 2-form cohomology. We collectively denote by χ0 (i) the Yang-Mills
field strengths, their covariant derivatives Dα1 . . .DαkF
a
µν , the antifields and
their covariant derivatives Dα1 . . .DαkA
∗µ
a ,Dα1 . . .DαkC
∗
a ; these transform ac-
cording to the adjoint representation; and (ii) the free 2-form field strengths
H0µνρ = (dB)µνρ, their derivatives, the antifields B
∗µν , η∗µ, ρ∗, their deriva-
tives and the undifferentiated ghost of ghost ρ. Then the representatives of
H(γ) in the uncoupled case can be written as a =
∑
J αJ(χ0)ω
J(Ca), where
the αJ(χ0) are invariant polynomials (under SU(N)) in the χ0 and where
the ωJ(Ca) form a basis of the Lie algebra cohomology of the Lie algebra of
the gauge group. The ωJ are polynomials in the so-called “primitive forms”,
i.e trC3, trC5 if trC5 6= 0, etc.
When the Chern-Simons coupling is turned on, the results are very similar
but with two modifications: (i) one must replace in the above cocycles the
free field strengths H0µνρ and their derivatives by the improved invariant field
strengths Hµνρ and their derivatives (we shall denote the new set of improved
variables defined in this manner by χ); (ii) the ghost of ghost ρ and the
primitive form trC3 now drop from the cohomology since these elements are
related by γρ = λ
3
trC3, which indicates that trC3 is exact, while ρ is no longer
closed. This last feature underlies the Green-Schwarz anomaly cancellation
mechanism. We thus have:
Theorem 35. The cohomology of γ for the Chapline-Manton model 4 is
given by,
H(γ) = J ⊗ D, (7.100)
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where (i) J is the algebra of the invariant polynomials in the Yang-Mills cur-
vature components, the antifields and their covariant derivatives, as well as
in the components of the gauge invariant curvature H and their derivatives;
and (ii) D is the algebra generated by the “primitive forms” trC5, trC7, ...,
trC2N−1.
We recall that the Lie algebra cohomology for SU(N) is generated by the
primitive forms trC3, trC5, ... up to trC2N−1 [65, 99]. The Bianchi identities
read,
DF = 0, dH = trF 2. (7.101)
7.4 H(s|d) - Antifield independent solutions
7.4.1 Covariant Poincare´ Lemma
In the free case, we have shown that the various spaces Ek, k > 0 used in the
lifts of elements of H(γ) might be calculated in the so-called “small algebra”.
This result relies upon the invariant Poincare´ lemma which states that each
class of the invariant cohomology of d has a representative in A. We now
show that it is also the case for the Chapline-Manton models and therefore
that A is again the relevant space in which to calculate the spaces Ek, k > 0.
One has,
Theorem 36. Let P be a gauge invariant polynomial. If P is closed, then
P is the sum of a closed, gauge invariant polynomial belonging to the small
algebra and of the exterior derivative of an invariant polynomial,
dP = 0⇔ P = Q+ dR, Q ∈ A, dQ = 0, (7.102)
(with P , Q and R all gauge-invariant). Furthermore, if Q is d-exact in the
algebra of gauge-invariant polynomials, Q = dS with S gauge-invariant, one
may assume that S is in the small algebra (and gauge-invariant). Therefore,
the invariant cohomology of d can be evaluated in A instead of the bigger
algebra P.
Note that while in the free case the conditions Q ∈ A and Q = dS (with
S gauge-invariant) imply Q = 0, this is no longer true here.
Proof: We shall prove the theorem for the specific case of the second
model. The proof proceeds in the same way for the other models. We
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introduce a grading N that counts the number of derivatives of the B
field. According to this grading P and d split as,
P = Pk + Pk−1 + · · ·+ P1 + P0, d = D1 +D0, (7.103)
with,
N(Pi) = i, N(Di) = i. (7.104)
The differentialD1 takes derivatives only of the B-field, the differential
D0 takes derivatives only of the A-field. Because P is gauge-invariant,
the B-field enters P only through the components of dB and their
derivatives. Furthermore, even though the Pi’s with i < k may involve
the components Aµ’s and their symmetrized derivatives, Pk depends
on A only through the Fµν and their derivatives.
The equation dP = 0 yields D1Pk = 0 at the highest value of the
N -degree. According to the results for the free case, this implies Pk
= D1Rk−1+mk where Rk−1 is a polynomial in the components of dB
and their derivatives, while mk is a polynomial in the form dB, both
with coefficients made of the components of F and their derivatives
(which fulfill D1Fµν = 0). One then covariantize Rk−1 and mk by
completing dB into H . This only introduces terms of lower N -degree.
We denote the covariant objects by r and m, respectively. One has
Pk = [dr + m]k and P = dRk−1 + mk + more, where “more” is
an invariant polynomial of maximum N -degree strictly smaller than
k. The invariant polynomial m - which exists only if k = 1 or 0
since H2 = 0 - is of order k in the exterior form H . It must be
closed by itself since there can be no compensation between D0m and
D1(more) which is necessarily of lower degree in the components of H
and their derivatives. It follows from D0m = 0 that m = µ(F,H)+ds,
where µ is a polynomial in the forms F and H and where s is an
invariant polynomial (using again the results for the free case and
Hdp = −d(Hp) +more). Thus one can get rid of Pk by adding to P
terms of the form (7.102) of the theorem. By repeating the argument
at the successive lower degrees, one reaches the desired conclusion.
To prove the second part of the theorem, one first observes that
if dQ = 0, then Q(F,H) does in fact not involve H , Q = Q(F )
(because d(α(F ) + β(F )H) = 0 ⇒ β(F )F r+1 = 0 ⇒ β(F ) = 0).
Assume then that Q = dU , where U is a gauge-invariant polynomial,
U = U([H ], [F ]). By expanding U according to the N -degree, U =
U0 + U1 + ... + Ul, one finds at higher order D1Ul = 0, which implies
as above Ul = D1Rl−1 +ml where ml is a polynomial in the form dB.
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One can remove D1Rl−1 from Ul by subtracting dRl−1 from U , which
does not affect Q. Thus, only ml, which is present for l = 1 or l = 0,
is relevant. By repeating the argument, one finally arrives at,
U = Ha([F ]) + b([F ]). (7.105)
The condition Q = dU further implies da = 0 and thus a = dν([F ]) +
ρ(F ) where ρ(F ) is a polynomial in the form F . The term Hdν([F ])
is irrelevant since it can be absorbed into b([F ]) with a d-exact term.
Thus, U = Hρ(F ) + b′([F ]). The condition Q(F ) = dU now reads
Q(F ) = k(F ) + db′([F ]) where k(F ) is a polynomial in F and implies
db′ = 0 (invariant Poincare´ Lemma in the free case). But then, again,
one can drop b′ from U , which proves the second assertion.
It follows from this theorem that there is no restriction in investigating the
invariant d-cohomology in the small algebra. Elements of H(γ) that can
be lifted at least once necessarily belong to A up to trivial terms. There
is no restriction in the investigation of the next lifts either because again
Esmall1 ≃ E1. If a γ-cocycle a ∈ A can be written as a = du + γv where u
and v are in the big algebra and γu = 0, then one may find u′ and v′ in A
such that a = du′ + γv′ (with γu′ = 0). This follows from the second part of
the theorem. Obstructions to lifts within A cannot be removed by going to
the big algebra.
Chapline-Manton model 1
For the first Chapline-Manton model discussed above, the invariant coho-
mology of d is trivial. Indeed, in the algebra generated by F and H , the
differential d takes the contractible form dF = H , dH = 0. Thus
E1 ≡ H(d0, E
small
0 ) = 0 (7.106)
where Esmall0 is the algebra generated by F and H .
Chapline-Manton model 2
In the algebra generated by the gauge-invariant curvatures, d takes the form
dF = 0, dH = F r+1. (7.107)
Since H2 = 0, any element in this algebra is of the form
a = α(F ) + β(F )H, (7.108)
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where α(F ) and β(F ) are polynomials in F. The condition that a is closed
implies β(F )F k+1 = 0, which forces β(F ) to vanish. Furthermore a ≡ α(F )
is exact if it is in the ideal generated by F r+1. Thus, we have the theorem:
Theorem 37. The invariant cohomology of d for the Chapline-Manton mo-
del 2 is the quotient of the algebra generated by the F ’s by the ideal generated
by F r+1.
Chapline-Manton model 3
For the third model, d is given by (7.99). By redefining the curvature G as
GM = G−
F 2
2
, (7.109)
the algebra is brought to the form
dF = −H, dH = 0, dGM = 0, (7.110)
from which it follows that:
Theorem 38. For the third model, the invariant cohomology of d is given
by the polynomials in the variable GM = G− F
2/2.
Chapline-Manton model 4
The invariant polynomials in the small algebra are the polynomials in the
gauge-invariant curvature H of the 2-form and in the “fundamental” invari-
ants trF 2, trF 3, ... trFN for SU(N) (this is a basis for the SU(N) symmet-
ric polynomials). These polynomials are all closed, except H , which obeys
dH = trF 2. Hence, H and trF 2 do not appear in the cohomology.
Theorem 39. For the fourth model, the invariant cohomology of d is given
by the polynomials in trF 3, trF 4, ... trFN .
7.4.2 Results
We can now compute the various Ek for the Chapline-Manton models.
Chapline-Manton model 1
The analysis is obvious in this case since there is no non trivial descent.
All solutions of the Wess-Zumino consistency condition can be taken to be
strictly annihilated by γ, i.e., can be taken to be in E0 (E1 = 0). They are
thus completely described by Theorem 32 (from which one must remove the
d-exact terms dα([F ])).
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Chapline-Manton model 2
The second model is more interesting. Using Theorem 37 we know that
E1 ≃ E
small
1 is isomorphic to the algebra generated by F , A
0
1 and B
0
2r, with
the relation F r+1 = 0. This is no longer a free algebra contrary to the
situation encountered in the free case.
The differential d1 is non trivial and given by,
d1A
0
1 = F, d1F = 0, d1B
0
2r = 0, (7.111)
when r > 1, which we shall assume at first. Because F is subject to the
relation F r+1 = 0, the cohomological space E2 ≡ H(d1, E1) is isomorphic to
the algebra generated by B02r and µ(A, F ) with
µ(A, F ) = −A01F
r. (7.112)
One can take for F1 the space of polynomials of the form (B
0
2r)
lQl(F )A
0
1
where Ql is a polynomial in F of degree strictly less than r. To obtain the
lifts of these cocycles, one can use modified Russian formulas:
γ˜B˜ = H − FA˜, γ˜A˜ = F, (7.113)
with B˜ = B02 + B
1
1 + B
2
0 and A˜ = A
0
1 + A
1
0. The lifts are therefore,
l(B02r)
l−1B12r−1Ql(F )A
0
1 + (B
0
2r)
lQl(F )A
1
0.
The next differentials d2, d3 ... vanish up to d2r−1. So, E2 = E3 = · · · =
E2r−1. One has
d2r−1B
0
2r = µ(A, F ), d2r−1µ(A, F ) = 0. (7.114)
Thus E2r = 0.
One may take for F2r−1 the space of polynomials in B
0
2r (with no constant
piece). The k-th lift of the monomial (B02r)
l = [(B˜)l)]02rl is [(B˜)
l)]k2rl−k.
Note in particular that µ(A, F ) does not appear in any of the spaces Fk,
because it is now trivial. In the free case, µ(A, F ) was an element of F1
and the bottom of a non-trivial descent of length two. The coupling to the
2r-form makes it disappear from the cohomology. At the same time, the
cocycle F r+1, which was in the invariant cohomology of d in the free case, is
now d-exact in the space of invariant polynomials. Also, while B02r could be
transgressed all the way up to H in the free case, its lift now stops at ghost
number one with µ.
The situation for r = 1 is similar. The two steps corresponding to the
differentials d1 and d2r−1 are now combined in a single one so that the space
E2 vanishes. The easiest way to see this is to observe that H(d1, E1) (with
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d1A
(0,1) = F , d1F = 0 and d1B
(0,2) = µ(A, F ) for r = 1) is isomorphic to
H(D,E0) with DA
(0,1) = F , DF = 0, DH = F r+1, DB(0,2) = µ(A, F ) +H .
Indeed, one may view the generator H as Koszul generator for the equation
F r+1 = 0. The change of variable H → H ′ = H + µ brings then D to the
manifestly contractible form.
Chapline-Manton model 3
The third model is essentially a combination of the first model in the (A, B)-
sector and of the free model for the improved 3-form CM = C−AB−
1
2
AdA,
with curvature GM = dCM and improved last ghost of ghost C˜
(0,3) (7.97).
Using Theorem 38 we know that E1 ≃ E
small
1 has generators GM and C˜
0
3 .
The differentials d1 and d2 vanish so E1 = E2 = E3. One next finds that the
differential d3 acts as,
d3C˜
0
3 = GM , d3GM = 0, (7.115)
so that E4 = 0.
For F3, one can take as representatives polynomials of the form P (GM)C˜
0
3 .
Their successive lifts are obtained by using the Russian formula,
γ˜C˜M = GM , (7.116)
with C˜M = CM + EM + LM + C˜
0
3 , CM = C − AB −
1
2
AdA, EM = C
2
1 −
1
2
A10B
1
1 −
1
2
dAA01−BA
0
1 and LM = C
1
2 −
1
2
AB02 −
1
2
A01B
1
1 . The successive lifts
of P (GM)C˜
0
3 are therefore P (GM)LM , P (GM)EM and P (GM)CM .
Chapline-Manton model 4
The cohomology H(γ|d) for the 2-form has been studied in Section 4.2.6
while H(γ|d) for Yang-Mills theory has been extensively studied in the lit-
erature [58, 60]. Here we only highlight the points which are relevant when
the two models interact.
In the absence of coupling, the non trivial differentials are,
d2B
0
2 = H, d2H = 0, (7.117)
(B02 ≡ ρ) and
d3trC
3 = trF 2, d3trF
2 = 0, (7.118)
d5trC
5 = trF 3, d5trF
3 = 0, (7.119)
... (7.120)
d2N−1trC
2N−1 = trFN , (7.121)
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(see [58]). We have here only written down explicitly the actions of the non
trivial dk’s on the contractible pairs. The last ghost of ghost B
0
2 is non trivial
and can be lifted twice; trC3 is non trivial and can be lifted three times;
trC5 is non trivial and can be lifted five times; more generally, trC2k+1 is
non trivial and can be lifted (2k + 1) times.
When the coupling is turned on, the variables ρ and trC3 disappear from
the γ-cohomology. It follows that all the solutions of the Wess-Zumino con-
sistency condition that previously were above a polynomial in ρ and trC3
disappear or become trivial. This last feature is known as the Green-Schwarz
anomaly cancellation mechanism [100]. At the same time, the differential d0
becomes non trivial, as for the previous Chapline-Manton models. One has
d0H = trF
2, d0trF
2 = 0 (7.122)
which explicitly shows that trF 2 disappears from the invariant cohomology.
The other differentials (7.119) through (7.121) remain unchanged.
7.4.3 Counterterms and anomalies
As in the free case, we summarize the previous results by producing explic-
itly the antifield-independent counterterms and anomalies, i.e., Hn0 (γ|d) and
Hn1 (γ|d).
Counterterms and anomalies of type A
The counterterms that lead to a trivial descent involve in general the individ-
ual components of the gauge-invariant field strengths and their derivatives
and cannot generically be expressed as exterior products of the forms F or
H . They are the gauge-invariant polynomials and read explicitly,
a = a([F ])dnx, (7.123)
for the Chapline-Manton model 1,
a = a([F ], [H ])dnx, (7.124)
for the Chapline-Manton model 2,
a = a([F ], [G])dnx, (7.125)
for the Chapline-Manton model 3 and,
a = PI([F ], [H ])d
nx, (7.126)
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for the Chapline-Manton model 4, where PI is an invariant function of F
a
µν
and their covariant derivatives, as well as of [H ].
In order for those counterterms to be non-trivial a should satisfy a 6= db in
all cases which is equivalent to the condition that its variational derivatives
with respect to the fields do not identically vanish.
We have assumed that the spacetime forms dxµ could occur only through
the product dx0dx1 · · · dxn−1 ≡ dnx as is required by Lorentz-invariance.
The anomalies that lead to a trivial descent are sums of terms of the form
a = P C dnx where P is a gauge-invariant polynomial and C is a last ghost
of ghost of ghost number one, which must be non trivial in H(γ). These
anomalies exist only in the Chapline-Manton model 2 which has last ghost
of ghosts with ghost number one. One has explicitly,
a = P ([F ], [H ])A01d
nx (second CM models). (7.127)
a will be trivial if and only if P = dR([F ], [H ]). Indeed, if a is trivial then it is
of the form, a = γc+de with γe+dm = 0, where e is of ghost number one and
form degree n− 1. Using the results of Section 7.4.2 we see that no element
of an Fk can be lifted on a solution in ghost number one and form degree
n− 1. Therefore, up to irrelevant terms, e is of the form e = R([F ], [H ])A01
which implies P = dR([F ], [H ]).
7.4.4 Counterterms of type B
As in the free case (Section 4.2.8), we determine the solutions a which de-
scend non-trivially starting directly from the obstruction P = da since the
invariant cohomology of d is known.
Chapline-Manton model 1
There is in this case no non trivial solution of type B since there is no non
trivial descent.
Chapline-Manton model 2
One may proceed as for the free theory. The polynomial P = da must
be taken in the invariant cohomology of d and so is a polynomial in the
curvatures F with F r+1 identified with zero. This implies,
da = Fm+1 = d(FmA) with m < r. (7.128)
As in the free theory,this leads to the Chern-Simons terms,
a = FmA, (7.129)
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except that F rA is now absent because it can be brought into class A by
the addition of exact terms. However, due to the restriction m < r, these
Chern-Simons terms are never of form degree n and therefore, they do not
contribute to the counterterms.
Chapline-Manton model 3
In this case, the obstruction P = da is a polynomial in the improved field
strength GM . Therefore, one has P = dQ(GM , CM) and so up to trivial terms
a = Q(GM , CM) = R(GM)CM and a is linear in the improved potential CM .
The Chern-Simons solution Q exists only in spacetime dimension 4k − 1.
Chapline-Manton model 4
Again, one finds as solutions the familiar higher order Yang-Mills Chern-
Simons not involving trF 2 or ω3. These are only available in odd dimensions
> 3.
7.4.5 Anomalies of type B
As in the free theory, the anomalies a of type B can be of two types. They
can arise from an obstruction that lives one dimension higher or from an
obstruction that lives two dimensions higher.
In the first case, the obstruction da has form degree n + 1 and ghost
number 1. This case is only possible in the second Chapline-Manton model
2, since there is no γ-cohomology in ghost number one for the other models.
The obstruction da reads,
da+ γ(something) = P (F )A01. (7.130)
The right-hand side of (7.130) is necessarily the dk of some element in Fk−1
of ghost number > 1. According to the results of Section 7.4.2 we see that
the only term which has as obstruction a polynomial of the form P (F )A01 is
B02r. However, the corresponding lift a is B
2r−1
1 which is not of form degree
n. There is thus no anomaly in this case.
In the second case, the anomaly can be lifted once, da + γb = 0. The
obstruction db to a further lift is then a (n+ 2)-form of ghost number 0.
There is no solution of this type for the Chapline-Manton model 1 because
of the lack of a non-trivial descent.
For the Chapline-Manton model 2, there is again no anomaly that can
be lifted once since the obstruction db = kFm ∈ H inv(d) cannot be of form-
degree n+ 2 due to the restriction m < r + 1.
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For the Chapline-Manton model 3, solutions descending from polynomials
P (GM) in two dimensions higher exist only in spacetime dimensions equal to
4k − 2. They are given by a = Q(GM)LM with LM defined in Section 7.4.2
above.
Finally, for the Chapline-Manton model 4, one has all the anomalies of
the SU(N) pure Yang-Mills theory, except those involving the cocycle trC3
and its lifts which are now trivial.
7.5 H(s|d) - Antifield dependent solutions
The calculation of the antifield dependent solutions of the Wess-Zumino con-
sistency condition for the Chapline-Manton models proceeds in very much
the same way as for the free theory.
To begin with, one repeats the analysis of Section 4.3.1. In particular,
Theorem 11 which states that there can be no non-trivial descents in H(γ|d)
involving the antifields remains valid. Using this result, it is again easy to
prove that up to allowed redefinitions, the component of highest antighost
number of a BRST cocycle can be written as,
ang,q = PJω
J . (7.131)
In (7.131), PJ is in the invariant cohomology H
inv(δ|d) while the ωJ are a
basis of the polynomials in the ghosts belonging to H(γ).
To make use of this result we must calculate H inv(δ|d) for the Chapline-
Manton models. This is the subject of the next section. Afterwards, we
will study which of the terms (7.131) can be completed by components of
lower antighost numbers to produce solutions of theWess-Zumino consistency
condition.
7.5.1 Invariant characteristic cohomology
The calculation of the cohomologyH inv(δ|d) proceeds virtually identically for
the four Chapline-Manton models considered. One decomposes the represen-
tatives of H inv(δ|d) and the Koszul-Tate differential δ according to specific
degrees in order to use the results on the invariant characteristic cohomology
for the free theory. To avoid repetition, the method will only be explicited
for the first Chapline-Manton model.
Chapline-Manton model 1
Theorem 40. For the Chapline-Manton model 1, the invariant characteris-
tic cohomology H inv(δ|d) in antighost > 1 and form degree n vanishes.
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Proof: Let us first recall for this CM model the action of the Koszul-Tate
differential on the antifields,
δA∗µ1...µp = ∂νF
νµ1...µp , (7.132)
δA∗µ1...µp−j = −∂νA
∗νµ1...µp−j , (7.133)
δB∗µ1...µp+1 = ∂νH
νµ1...µp+1 − F µ1...µp+1 , (7.134)
δB∗µ1...µp+1−j = −∂νB
∗νµ1...µp+1−j + (−)j+1A∗µ1...µp+1−j . (7.135)
In the absence of coupling, Theorem 25 indicates that the invariant
characteristic cohomology in antighost > 1 and form degree n is given
by the linear combinations of the monomials [H˜m(F˜ 0)l]nq with F
0 =
dA.
When the coupling is turned on, there are two modifications in the
definition of the Koszul-Tate differential: in (7.132) the curvature F 0
is replaced by the improved curvature F = dA + B; in (7.134) and
(7.135) there are some extra (invariant) terms in the variations of the
antifields of the B-sector.
To obtain the elements a of H inv(δ|d) in the interacting case, we
first decompose a according to the number of derivatives of the invari-
ant variables (field strengths, antifields): a = a0+ . . .+ ak. According
to this degree δ splits as δ1 + δ0; δ1 increases by one the number of
derivatives of the invariants while δ0 leaves it unchanged and has a
non-vanishing action only on the antifields of the B-sector.
At highest degree in the derivatives, Eq. δa+ db = 0 implies,
δ1ak + dbk = 0. (7.136)
The differential δ1 is identical to the Koszul-Tate differential of the free
theory except for the substitution F 0 → F with the consequence that
F is now subject to the Bianchi identity dF = H instead of dF 0 = 0.
To properly take this into account we decompose the solutions c of
δ1c+ dm = 0, (7.137)
according to the polynomial degree of the A-sector. According to this
degree we have δ1 = δf + δ
′ where: 1) δf has the same action on
the antifields as the Koszul-Tate differential of the free theory; 2) δ′
decreases the polynomial degree in A and has a vanishing action on
all the antifields except A∗µ1...µp for which δ′A∗µ1...µp = ∂νB
νµ1...µp . If
we set c = c0+ . . .+cl, (7.137) implies δfcl+dml = 0 where cl is now a
polynomial in F 0µ1...µp+1 and Hµ1...µp+2. Using the results on H
inv(δ|d)
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for the free case we then have, cl = λl[H˜
rl(F˜ 0)l]nq + δfµ([F
0], [H ]) +
dν([F 0], [H ]) for l > 0 with λl a constant. By a redefinition of the
terms of lower polynomial degree in the A-sector and the addition of
trivial terms we conclude that c = c0 + . . . cl−1 + λl[H˜
rlF˜ l]nq , where
c0 + . . . + cm−1 is of maximal order m − 1 in the variables of the A-
sector and has to satisfy (7.137) on its own. By recurrence we thus
have up to trivial terms c = λ0[H˜
r0]nq +
∑
l λl[H˜
rlF˜ l]nq .
Using this result, we deduce that unless k = 0 in (7.136) ak can
be removed from a so we necessarily have a = a0 = λ0[H˜
r0]nq +∑
l λl[H˜
mlF˜ l]nq .
Finally, the last condition which a has to satisfy is δ0a0 = 0 which
immediately implies k0 = kl = 0 and therefore a =
∑
l λl[F˜
l]nq . How-
ever, because (δ + d)H˜ + F˜ = 0, these cocycles are all trivial.
Chapline-Manton model 2
Theorem 41. For the Chapline-Manton model 2, the invariant character-
istic cohomology H inv(δ|d) in antighost > 1 and form degree n is given by
linear combinations of the monomials [F lH˜k]nq(l,k), with l and k such that
q(k, l) = n− 2l − k(n− p− 1) > 1.
Chapline-Manton model 3
Theorem 42. For the Chapline-Manton model 3, the invariant characteris-
tic cohomology H inv(δ|d) in antighost > 1 and form degree n is given by linear
combinations of the monomials [G˜k]nq(k), with k such that q(k) = n−k(n−4) >
1.
Chapline-Manton model 4
Theorem 43. For the Chapline-Manton model 4, the invariant characteris-
tic cohomology H inv(δ|d) in antighost > 1 and form degree n is given by linear
combinations of the monomials [H˜k]nq(k), with k such that q(k) = n−k(n−3) >
1.
7.5.2 Results
Using the above four theorems we can continue our construction of the an-
tifield dependent solutions of the Wess-Zumino consistency condition. Here,
we will focus our attention on the counterterms and the anomalies. The
other values of the ghost number are analyzed similarly.
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Counterterms and anomalies of type I
As in the free case, the representatives of H(s|d) for which the expansion
according to the antighost number stops at order 1 are related to the gauge
invariant conserved currents of the theory. These solutions exist a priori for
the four CM models and are given by,
ang = k∆a1...ar(j
∆Qa1...ar1,g + a
∆Qa1...ar0,g+1 ), (7.138)
where the k∆a1...ar are constants and the a
∆ form a complete set of non-trivial
gauge invariant global symmetries of the model and satisfy δa∆ + dj∆ = 0.
Counterterms and anomalies of the form (7.138) exist only if the coho-
mology H(γ) has non-trivial elements in pureghost number 1 or 2. This
occurs only in the Chapline-Manton model 2. If r = 1, the counterterms and
anomalies are given respectively by,
ang = k∆(j
∆A10 + a
∆A01) (counterterm), (7.139)
ang = k∆(j
∆B11 + a
∆B02) (anomaly). (7.140)
If r > 1 then only the counterterms (7.139) are present.
Counterterms and anomalies of type II
The counterterms and anomalies of this type correspond to solutions of the
Wess-Zumino consistency condition for which the expansion according to the
antighost number stops at order ≥ 2.
Chapline-Manton model 1 There is no counterterm or anomaly of this
type because the cohomology H(γ) vanishes at pureghost number > 0. Al-
ternatively, one can view the absence of solutions of type II as a consequence
of Theorem 40.
Chapline-Manton model 2 For this model, the ghosts of ghosts avail-
able to construct the component of highest antighost number of a BRST
cocycle are A01 and B
0
2r. Combining this with Theorem 41, we obtain for
the counterterms ang,q = a
n
0,2r+1 = k[H˜]
n
2r+1B
0
2rA
0
1 and for the anomalies
ang,q = a
n
1,2r−1 = k[FH˜ ]
n
2r−1B
0
2r or a
n
g,q = a
n
1,2r−1 = k[H˜
2]n2r−1B
0
2r (the last
term is only available in spacetime dimension n = 2r + 3).
The ang,q corresponding to the anomalies are easily completed into solu-
tions of the Wess-Zumino consistency conditions. They yield the following
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representatives of H(s|d),
an1 = k[FH˜B˜]
n
1 (anomaly), (7.141)
an1 = k[H˜
2B˜]n1 (anomaly) in spacetime dimension n = 2r + 3. (7.142)
Note that in (7.141) and (7.142) we suppose r ≥ 2 otherwise the correspond-
ing anomalies are of type I.
For the counterterms, the situation is more complicated. Indeed, ang,q =
an0,2r+1 = k[H˜ ]
n
2r+1B
0
2rA
0
1 cannot be completed in a BRST cocycle. This
implies that for the second CM model there are no counterterms of type II.
The proof is the following:
We have,
δ(k[H˜ ]n2r+1B
0
2rA
0
1) = −d(k[H˜ ]
n−1
2r B
0
2rA
0
1)
− γ(k[H˜ ]n−12r (B
1
2r−1A
0
1 +B
0
2rA
1
0)), (7.143)
and thus
an0,2r = k[H˜]
n−1
2r (B
1
2r−1A
0
1 +B
0
2rA
1
0) +m2rB
0
2r, (7.144)
where m2r is a polynomial in the invariants. At order 2r − 1 in the
antighost number we then have,
γ(a2r−1 − k[H˜]
n−2
2r−1(B
2
2r−2A
0
1 +B
1
2r−1A
1
0))
+ d(b2r−1 − k[H˜]
n−2
2r−1(B
1
2r−1A
0
1 +B
0
2rA
1
0)) + (δm2r)B
0
2r
+ (−)n−2r−1k[H˜ ]n−22r−1B
0
2rF = 0. (7.145)
Acting with γ on this equation we see that b′2r−1 = b2r−1 − k[H˜ ]
n−2
2r−1
(B12r−1A
0
1 + B
0
2rA
1
0) is an element of H(γ|d). Because 2r − 1 > 0 we
have up to irrelevant terms b′2r−1 = u2r−1B
0
2r where u2r−1 only depends
on the invariants. Eq. (7.145) then implies,
(−)n−2r−1k[H˜ ]n−22r−1F + δm2r + du2r−1 = 0. (7.146)
If r > 1, we must have k = 0 because according to Theorem 41,
[H˜ ]n−22r−1F defines a non-trivial class of H
inv(δ|d). Our statement is
thus proved for r > 1.
If r = 1, Eq. (7.146) admits solutions. Indeed in form notation,
the action of δ on the antifields of the 1-form (Eq. (7.33)-(7.34)) reads,
δA
∗
1 + dF + αF
rH = 0, (7.147)
δA
∗
2 + dA
∗
1 + αF
rB
∗
1 = 0, (7.148)
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where α = 2(r+1)
(2r+1)!
. Up to trivial terms, the solutions of (7.146) are
therefore,
m2r =
1
α
(−)n−3kA
∗
2; u1 =
1
α
(−)n−3kA
∗
1. (7.149)
Returning to Eq. (7.145) we thus have,
a1 = k[H˜]
n−2
1 (B
2
0A
0
1 +B
1
1A
1
0) +
1
α
(−)n−3kA
∗
1B
1
1 +m1A
0
1, (7.150)
where m1 only depends on the invariants. It thus appears that for
some Chapline-Manton models, it is possible to eliminate the first
obstruction which is met in the construction of BRST cocycles. This
is in contrast with the free case where those obstructions cannot be
eliminated without imposing constraints on the arbitrary parameters
present in ang,q.
However, we now show that for the second CM Model, the con-
struction of the counterterm is obstructed at the next step. Indeed,
at order 0 in the antighost number we have,
γa′0 + db
′
0
+ k(−)n−3HHA01 +
1
α
(−)n−3kFFA01 + (δm1)A
0
1 = 0. (7.151)
Acting with γ on this equation and using our results on H(γ|d) we see
that the obstruction for db′0 to be γ-exact is of the form P (F ) + du0
where u0 only depends on the invariants. Therefore, (7.151) reduces
to,
k(−)n−3HH +
1
α
(−)n−3kFF + P (F ) + δm1 + du0 = 0. (7.152)
Since m1 is linear in the antifields of antighost number 1, it can be
written as m1 = A
∗µIµd
nx + B∗µ1µ2Gµ1µ2d
nx where Iµ and Gµν are
functions of the fields strength and their derivatives (terms containing
derivatives of the antifields are absorbed in a redefinition of u0 in
(7.152)). We thus have the condition,
k(−)n−3HH +
1
α
(−)n−3kFF + P (F ) + ∂ρH
ρµνGµνd
nx
+ (∂νF
νµ −HναµFνα)Iµd
nx+ du0 = 0. (7.153)
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Because d is a linear operator which increases by one the number of
derivatives, Eq. (7.153) reads at order 2 in the derivatives of the fields
and polynomial degree 2 in the invariants,
k(−)n−3HH +
1
α
(−)n−3kFF + fF 2 +HναµFναfµd
nx = 0, (7.154)
where fµ and f are constants. To obtain this condition one use the
fact that u0, Iµ and Gµν only depend on the field strengths and their
derivatives.
If we now take the Euler-Lagrange derivative of (7.154) with re-
spect to Bµν we reach the conclusion that k = 0 and this proves our
statement.
Chapline-Manton model 3 For this model, the ghost part of the coho-
mologyH(γ) is generated by the improved anticommuting ghost C˜03−
1
2
A01B
0
2 .
In order to construct counterterms we thus need elements of H inv(δ|d) in
antighost number 3. However, using Theorem 42 we conclude that there are
no such elements (the only candidates arise in spacetime dimension n = 5
and are of the form [G˜2]63 but vanish because G˜ is anticommuting for n = 5.)
To construct an anomaly we need elements of the H inv(δ|d) in antighost
number 2. Again using Theorem 42 we see that such terms exist only in
spacetime dimension 6 and are of the form [kG˜2]62. The corresponding anoma-
lies are given by,
an1 = k[G˜
2C˜M ]
6
1, (7.155)
where C˜M is defined below (7.116).
Chapline-Manton model 4 According to Theorem 35, the ωJ are at least
of pureghost number 5. In order to construct counterterms or anomalies we
therefore need elements ofH inv(δ|d) in antighost number ≥ 4. However, The-
orem 43 implies that H inv(δ|d) vanishes in antighost number > 3. Therefore
there are no counterterms or anomalies of type II for the fourth CM model.
Remarks
To summarize, we have shown that one can construct antifield dependent
candidate anomalies for the Chapline-Manton models 2 and 3. However, for
the four models considered, there are no antifield dependent BRST cocycles
in ghost number 0. This shows that these models are quite rigid because it
is impossible to construct consistent interactions which deform their gauge
transformations.
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7.6 Conclusions
In this section we have discussed the Wess-Zumino consistency condition for
Chapline-Manton models by explicitly analyzing four examples.
The cohomology H(s|d) was worked out but using the same procedure as
for free p-forms. This is possible because the four models considered share
the following properties:
1. The gauge algebra is closed on-shell and therefore the action of the
longitudinal exterior derivative γ on the fields and ghosts is nilpotent:
γ2 = 0;
2. Although the action of the BRST differential s on the antifields con-
tains components of antighost numbers > −1, it is possible to redefine
the antifields to eliminate those components. Furthermore, the BRST
variations of the new antifields only involve combinations of the invari-
ant variables (denoted χ in the text).
The first property allows to calculate separately the BRST cocycles which
do not depend on the antifields. The analysis explicitly shows that the “num-
ber” of such solutions is reduced compared to the free theory. This is due
to the fact that the cohomologies H(γ) and H inv(d) typically get smaller be-
cause of the emergence of new contractible pairs. In the case of H(γ), those
contractible pairs consist of ghosts of ghosts while for H(d) they are made
up of curvatures since these obey new Bianchi identities.
In the calculation of the antifield dependent BRST cocycles one observes
the same reduction in the “number” of solutions. This is a consequence
of the fact that H(γ) contains less elements but also because the invariant
characteristic cohomology H inv(δ|d) vanishes for more values of the antighost
number.
That the BRST cohomology contains less elements for interacting the-
ories than for the free ones is easily understood by considering the follow-
ing argument. Let us decompose the BRST action of an interacting theory
in powers of the coupling constant, S = S0 + gS1 + g
2S2 + . . . and let
A = A0 + gA1 + g
2A2 + . . . be a BRST cocycle: (S,A) = 0. This condition
implies,
(S0, A0) = 0, (7.156)
(S0, A1) + (S1, A0) = 0, (7.157)
(S0, A2) + (S1, A1) + (S2, A0) = 0, (7.158)
... (7.159)
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The first equation tells us that A0 is an elements of the cohomology H(s|d) of
the free theory. All the other equations beneath (7.156) are conditions which
the free BRST cocycle must satisfy. It is therefore natural that for many of
them the construction of the higher order terms A1, A2, . . . gets obstructed.
Chapter 8
Comments
In this thesis we have solved the Wess-Zumino consistency condition for an
arbitrary system of free p-forms but also for models of the Chapline-Manton
type. Using this analysis we have listed for each theory the first-order ver-
tices, counterterms and anomalies; for the free system we have also discussed
the gauge structure of the conserved currents.
We insist that our calculations were done in the algebra of forms depend-
ing on the components of the antisymmetric tensors, the ghost, the antifields
and their derivatives up to an arbitrary high order. However we have shown
that:
1. All the antifield independent BRST cocycles can be expressed in terms
of exterior products of the fields and the ghost when these solutions oc-
cur in non-trivial descents; this justifies why previous calculations made
in the so-called “small algebra” to obtain counterterms and anomalies
are nearly exhaustive.
2. The natural appearance of exterior forms also holds for antifield de-
pendent solutions of the Wess-Zumino consistency condition. Indeed,
except for those related to the conserved currents of the theory, one may
assume that the BRST cocycles only depend Bapa, H
a, Ca1 , . . . , C
a
pa
, H
a
,
B
∗a
1 , . . . , B
∗a
pa+1. This is a direct consequence of our analysis of the
characteristic cohomology
A second feature which deserves to be highlighted is the fact that the
calculation of the local BRST cohomology of interacting theories such as
the Chapline-Manton models is greatly simplified when H(s|d) is known in
the free case. Indeed we have seen in Chapter 7 how we could obtain the
BRST cocycles in the Chapline-Manton models from those of the free theory
by “perturbative arguments”. This encourages future works on the BRST
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cohomology in the context of supersymmetric theories and supergravity the-
ories where the p-forms are coupled to other gauge fields.
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