In Dubai, traffic accidents kill one person every 37 hours and injure one person every 3 hours. Novice traffic accident investigators in the Dubai police force are expected to 'learn by doing' in this intense environment. Currently, they use no alternative to the real world in order to practice. This paper argues for the use of an alternative learning environment, where the novice investigator can feel safe in exploring different investigative routes without fear for the consequences. The paper describes a game-based learning environment that has been built using a game engine. The effectiveness of this environment in improving the performance of traffic accident investigators is also presented. Fifty-six policemen took part in an experiment involving a virtual traffic accident scenario. They were divided into two groups: novices (0 to 2 years experience) and experienced personnel (with more than 2 years experience). The experiment revealed significant performance improvements in both groups, with the improvement reported in novices significantly higher than the one reported in experienced personnel. Both groups showed significant differences in navigational patterns (e.g. distances travelled and time utilization) between the two training sessions.
INTRODUCTION
All new police officers recruited by Dubai Police go through the same training process, which consists of lectures and on-the-job training (designed for their specific rank category). The training is administered by Dubai Police Academy which also accepts recruits from other Gulf Cooperation Council (GCC) countries, Republic of Yemen, and Palestine. The training duration varies from 6 months to 4 years, based on the rank category. After graduation, local recruits are assigned to police stations and departments in which they receive further on-the-job training.
The objective of the research presented in this paper is to assess the suitability of a virtual environment for training traffic investigators. In particular, a game-based environment has been used to enhance the performances of the police officers to address some of the problems identified with the current training process in Dubai Police (BinSubaih et al, 2005a) . The general problem with training for practical skills is well documented (Aldrich, 2005) (Carless, 2005) . Using only lectures lacks interaction and engagement. Additionally, in the training courses, we observed that the time allocated for a course was not sufficient to cover all the various accident types. The participants in this study complained of problems similar to those found in the literature.
The on-the-job training suffers from impracticality, varying levels of exposure, and lack of uniform assessment. The impracticality issue arises from the nature of the real environment, which hinders repeatability and exploration, two elements which are very important in any training environment. In particular, in a real traffic accident, exploration is very difficult to achieve. Issues such as the possibility of a traffic jam meaning that a road has to be cleared as soon as possible, the bewildering heat during the day in Dubai, the intolerance of the people around and of those involved in the traffic accident that want to get away, etc. make it very difficult for an investigator to do his job. For a novice, the pressure of such problems, including the fear of embarrassment in front of the public and his colleagues, induces him to avoid exploration. In addition, in the real world it is impossible to reproduce a situation in an identical manner so that the same tasks can be practised again and again.
A further undermining problem is the varying level of accident exposure that the various officers are subject to. Accident types and frequency differ from one area to another. Due to the fact that a new investigator is assigned within a jurisdiction to a particular police station and a particular patrol unit during on-the-job training, he might only be exposed to a limited range and number of accidents. The third issue is the lack of uniform assessment. The experienced investigator uses his own subjective judgement to decide whether a new recruit has completed the training and the lack of objective metrics can undermine this judgment.
A virtual environment is not a magic wand to solve all the problems highlighted above. However, it can help to improve exploration, is highly repeatable, allows the trainee to practice without any fear and offers a uniform assessment process. Furthermore, game-based learning is engaging and gives the trainees an active role in the learning process, fostering enquiry and reflection. The study presented here also suggests that game-based learning has strong potential in addressing these problems across both population samples, novices that need to practice and experienced officers that need to refresh their skills on cases that occur less frequently.
This research work contributes to knowledge in this area in two ways. First it provides an example of a valid learning environment where participants can practice their traffic investigation skills and explore different paths. Second it demonstrates statistically the training effectiveness of such an environment and adds to the body of literature researching the effectiveness of 3D environments as training tools.
Section 2 describes the related work and gives examples of the use of this technology in training for different domains. Section 3 describes the virtual training environment. Section 4 details the experiment design method, development, and measures of performance. Section 5 reports the results followed by a discussion in section 6. Finally, section 7 presents our conclusions.
RELATED WORK
Game-based learning environments (also described as serious games) are gaining wide acceptance in many domains due to a number of contributing factors. First, there has been a shift in the approach taken to develop games. This has changed from games being developed from scratch to reusing components. The advent of game-independent game engines (an idea reported to have first surfaced with Quake (Lewis & Jacobson, 2002) ), combined with reduction in hardware and game engines costs, means that more low-budget projects are possible. For instance, Unreal engine is shipped with the Unreal Tournament game (for less than $50) and can be modified using an inbuilt editor and a scripting language. In this research we have used the Torque game engine, which costs $100 for a single license.
Other freely-available engines that have been used in research are OGRE , Freeciv (Ulam et al., 2004) , and Stratagus (Marthi et al., 2005) . Second, there has been interest from particular application areas, e.g. the military. The U.S. Department of Defense (DOD) has shown much interest in the applicability of the advances in the games industry for training. In 1996, this led the DOD to ask the National Research Council's Computer Science and Telecommunications Board to examine the possibilities of collaboration between the games industry and the DOD in the technical advances in simulation and modelling. This led to a report published in 1997 entitled "Modeling and Simulation -Linking Entertainment and Defense" (Zyda & Sheehan, 1997) . The report made VR researchers aware of the capabilities of games engines and the overlap that exists between games and VR (Zyda, 2005) .
Third, the Serious Games Initiative 1 of 2000 (Dobson, 2006) aimed to link video games to serious applications and publicize the field of serious games. It also founded the Games for Health 2 annual conference. Many domains have benefited from this trend of converting a game that is primarily built for entertainment to a serious game with education or training taking precedence over entertainment. In the following sections we present applications from three domains: military, healthcare, and first responders.
Military
There have been a number of military applications. For example, America's Army was built on top of the Unreal engine with the primary aim of recruitment. However, many consider it to be the most successful serious game to date (Harz, 2006) . Moreover it is considered to be the game that began a revolution in thinking about the potential role of games for non-entertainment domains (Zyda, 2005) . Although the training ability of the game is yet to be proven, the anecdotal evidence described in (Zyda, 2005) showed that it succeeded in helping new army recruits to pass rifle ranges and obstacle courses.
Another example is Ambush!, which enables squads to experience and respond to ambush situations using 3D simulations (Diller & Roberts, 2004) . It was developed as a modification of an existing commercial game engine (Operation Flashpoint) in just six months. A preliminary evaluation was conducted to measure its effectiveness. 18 subjects were evaluated including two officers and 16 enlisted personnel of the 1st Brigade, 25th Infantry Division Stryker Brigade Combat Team (SBCT). The results showed a satisfaction level of 5.88 out of 7. Subjects also felt positive (6.72 out of 7) about its effectiveness for tactics, techniques, and procedure training. The likelihood of using the system for training was at 6.72 out of 7 and the likelihood of recommending it to others was at 6.77 out of 7. Subjects reported liking the visual realism and disliking the difficulty of the controls. One Airman wrote: "I was in an ambush last year. This [Ambush!] is as close to real as you can get without being in danger" (Chathman, 2005) .
A third example is the Tactical Language Training System (TLTS) (Johnson et al., 2004) , where the objective is to help learners acquire communication skills in foreign languages and cultures. The learner interacts in a 3D environment where they can speak and select gestures for their characters. The 3D environment was built using the Unreal Tournament 2003 game engine. An evaluation with seven college-age subjects reported that the game was fun and interesting and they were generally confident that with practice they would be able to master the game. It was reported (Chathman, 2005) that it was used for personnel dispatched to Iraq, although there are no reports yet from returnees. However one beta tester wrote: "I learned more in 1 day with this [TLTS] than I did in a whole tour in Iraq."
Healthcare
This application area has grown quite rapidly to the point that a games for health conference is held annually. The usage varies from therapy to training procedural skills. For example, using components of Full Spectrum Warrior 3 , virtual environments were created to treat patients suffering from Post Traumatic Stress Disorder (PTSD) (Pair et al., 2006) . The initial trials created environments resembling scenes from the Iraq war. These trials involved two patients and provided anecdotal evidence to show that the environment helped to cognitively reframe their experience in a positive way and also to reduce their nightmares. Re-Mission (Re-Mission, 2006 ) is another example of the use of games in healthcare. It was developed by a nonprofit organization called HopeLab with the aim to produce "an innovative solution to improve the health and quality of life of young people with chronic illness". A trial test on 375 cancer patients showed that patients who played the game exhibited an increase in the quality of life, knowledge about cancer, and ability to manage the side effects.
First Responders
First responders are those who are expected to be the first at any incident. These include police officers, fire-fighters, hazardous material technicians, emergency medical providers, etc. First Responders Simulation and Training Environment (FiRSTE) is a virtual reality training system developed to replicate a real-life environment for first responders. It was developed using the Half-Life game engine. An initial experiment developed was a virtual terrorist attack on a computer science building (Hall et al., 2004) which aimed to measure the effects of an intense environment (explosions and fires) on learning. The results showed that the arousal levels were dramatically higher following explosions in the environment. Another first responders application is UnrealTraige (McGrath & Hill, 2004) , built using the Unreal engine, which simulates emergency response to a mass casualty plane crash. The objective is to provide fire-fighters and emergency medical technicians with an environment to rehearse fire suppression and primary triage. Hazmat: Hotzone was also developed on top of Unreal engine to train fire-fighters how to handle hazardous material. For the police force, the commercial game SWAT 4 4 could be used for training. In this game, a player can be a team leader of non-player characters (NPCs) or join teams of human players. The game as it stands has a number of scenarios that can be used as they are and the ability to modify the game potentially makes it a very good platform for SWAT training.
THE VIRTUAL TRAINING ENVIRONMENT
In traffic investigation training courses, there are three domains of learning: knowledge, skills, and attitudes. In this training environment we mainly focus on knowledge and skills. Figure 1 shows an example of the accidents we travelled to as part of a field study we conducted to get first-hand understanding of the learning environment for novices. The instructional objective of this training is to enable participants at the end of the experiment to be able to carry out the following procedures:
• Search for and identify clues, and secure them by marking their position • Park the patrol vehicle at an appropriate spot to help secure the accident scene and warn oncoming traffic of the accident.
• Use traffic cones to secure the accident scene.
• Photograph the accident scene (e.g. vehicles, clues, whole scene).
• Take required measurements to enable reconstruction of the accident scene.
• Draw the accident scene -this is required to complete the accident file.
Development
The training environment was built on top of a software architecture developed at the University of Sheffield (BinSubaih et al., 2005b) which has a component called Game Space that is linked to two game engines (Torque and a bespoke engine). We chose to use the Torque game engine because it catered for the features required for this project. To build a game using this architecture there are four steps. First, you create the game world (e.g. characters, roads, vehicles, buildings, etc) using modelling tools such as 3D Studio Max and export them to the Torque format. Second, you create the interface of the game -Torque provides an interface builder (GUI Editor). Third, you create a game model using a tool called OntRAT (BinSubaih et al., 2005c) , which comes with the architecture. Finally, you add the game behaviour through an API or using the Python scripting language. Figure 2 shows a view of the 3D environment. The roads were created using 3D Studio Max and the buildings and vehicles are from freely-available online sources (3D Cafe 5 and TurboSquid 6 ), which we modified to suit our requirements, e.g. the police car was customised and damage was added to other vehicles. The characters are also from online sources and are modified to fit in with Arabic culture. The faces for the models were generated using FaceGen 7 , and then exported to the Torque format. The game world was built using the Mission Editor tool provided as part of the Torque engine. Each active object (i.e. one that needs to be manipulated as opposed to a decorative object) has to be given a unique ID which will then be mapped to its associated object in the Game State (see Section 3.2.4).
Game World
Our architecture supports a text-to-speech synthesizer, however the Arabic version lacks quality and instead we used recorded actors' voices for dialogues.
Interface
The interface shown in Figure 2 was created using the Torque GUI Editor. The menu on the right has the following items starting from the top: timer, compass 8 , camera, measuring wheel, traffic cones, markers, investigator folder, and radio. In addition, four green arrows appear at the bottom of the menu when an object is selected, in order to allow the object to be moved. The user can navigate using the keyboard arrows, and the mouse wheel is used to look up and down. Figure 3 shows another interface, developed in Java, to display Arabic text. At the time of development of the system this was necessary, as Torque 1.3 did not support Unicode (which is needed to display Arabic text). A more recent version of Torque (version 1.4) has added support for Unicode.
Game Model
The architecture stores a game model using ontologies (Chandrasekaran et al., 1999) . This is comprised of objects and properties and allows inheritance. The difference between it and object-oriented classes is that it can be created on-the-fly and does
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Figure 2 Example of the view of the 3D environment not need a hard-coded representation. This makes it easier to build and understand. Our ultimate aim is to allow domain experts to build these to unify the terminologies used and share accident experiences by reconstructing scenarios. Figure 4 shows a sample of the game model.
Game State
The game state resides inside the Game Space component and holds objects that have virtual representation in the game world (i.e. active objects). We call these objects the mapped objects and they need to have the same unique ID used in the game world. The game state can be added using the Python scripting language and it gets stored in a persistent database (MySQL).
Game Behaviour
To understand the behaviour required we give the following brief walkthrough of a session. A game session starts with the investigator standing beside his patrol vehicle waiting for an incident call. Upon receiving and accepting the deployment, the investigator is put into a car and gets driven to the accident scene -we are training the officer in charge rather than the driver. During the travel his role is to communicate with the operation room to find out more details about the incident (such as who reported it, seriousness, number of vehicles involved, etc.). After arriving at the accident scene, the investigator is placed outside the vehicle and he can start attending to the accident. His first role is to secure the accident scene by clicking on the patrol vehicle and moving it to an appropriate spot. Then he can search for injured people and request additional resources (i.e. an ambulance) from the operation room. After that he can carry out other tasks such as asking questions, examining the scene, placing markers, taking photographs, taking measurements, etc. The behaviour is controlled from the Game Space which receives updates and sends actions to the game engine. To demonstrate this we consider the action of requesting an ambulance. When the investigator clicks on the radio icon, the click is sent to the Game Space which updates its Game State. This state is monitored by a behaviour controller which, in this instance, sends an action to the game engine to display the operator interface shown in Figure 3 and synthesize a message acknowledging the action and requesting the investigator to specify what resources are required. Then the user can select an ambulance from the resources and specify the number required. Similarly to the click action this is updated to the Game State. If there are ambulances free at the time of request then the behaviour controller creates a finite state machine (FSM) to handle the resource. This involves dispatching the ambulance to the scene, dropping the paramedic, walking the paramedic towards the investigator to debrief him, and waiting for further instructions. If nothing further is required he heads back to the ambulance and drives away.
Logged Data For After Action Review
The user's actions that are logged by the system, along with the time, are: navigation, object selection, photographing, moving objects, adding objects, measuring, resource interactions, and questions. These are used for after-action debriefing and also stored in the investigator profile. After a number of these actions a dialogue box appears and asks the participant to record the reason the action was taken, e.g. measuring, placing cones, etc. The reason is recorded to help the trainer gain understanding into the participant's thinking and for the participant to reflect on his actions.
Software and Hardware
The architecture used was developed with Java, Python, and MySQL database. The training environment runs on a windows-based PC. For this experiment we used two relatively high-specification systems: a desktop PC (17-inch, 512MB RAM and 32MB graphics card) and a laptop (15.4-inch, 2GB RAM and 256MB graphics card). We tested both to make sure that the game play remained smooth by keeping the average frame rate at approximately 20 frames per second (FPS). We believe the difference of 1.6 inches in screen size is too small to have had any significant effects on presence or performance. The research we found that points to the effect of screen size on presence (Laarni et al., 2005) and task performance (Tyndiuk et al., 2004; Patrick et al., 2000) was for screens where one screen was more than double the size of another.
EVALUATION OF THE VIRTUAL TRAINING ENVIRONMENT
In this section, we report on the training effectiveness of the game-based environment we have designed and developed for the Dubai traffic investigator. Measurements for two groups of investigators are presented: novices and experienced personnel.
Method
Fifty-six participants were selected randomly from traffic investigators in the Dubai Police force. We wanted two main groups: novices and experienced. The one restriction we placed on any candidate was the ability to use a computer. The sample average experience is 6.69 years (SD=8.87 and median=1). All the participants were males. Seven participants were dropped for various reasons (2 for study leave, 1 for special assignment, 1 for sick leave, 1 felt pressurized by the experiment and requested to stop after the first training session, 1 due to simulator sickness, and 1 due to unrecorded data in the second training session).
The experiment design is shown in Figure 5 . It consists of two primary sessions. The first session has three parts: agreeing and signing the experiment confidentiality agreement, pre-test, and first questionnaires. All participants went through the first three parts. After that the pre-test results were calculated and they were used to divide participants into two groups (A and B) with similar performance averages. Group A is the control group and group B is the one that was trained. These groups (A and B) are further divided into two groups based on their experience (novices and experienced): novices A, novices B, experienced A, and experienced B.
The control groups have two main roles. The first role is to control the experiment stages to ensure that the pre and post tests are of similar difficulty levels. The second role is to use their results to measure the effect training has by comparing them against the trained groups. In session 2, as shown in Figure 5 , groups A and B followed different routes. Groups A only took part in the post-test whereas Groups B went through four parts: familiarization, training, post-test, and a second questionnaire.
Measures of Performances

Tasks Measured
The investigator performance was measured based on the successful completion of the following tasks: securing the accident scene (parking police car (10.5%) and placing cones (7%)), photographing the accident scene (17.5%), taking appropriate measurements (21%), placing markers at important clues (14%), and drawing the accident scene (30%). Two trainers approved the marking scheme.
Training Session
The training session accident scenario involves a collision between two vehicles as shown in Figure 2 . One of the drivers is slightly bruised. The investigator has 30 minutes to complete the investigation. Before the session starts the investigator is told that he will receive two reminders: one after 15 minutes and one 5 minutes from the end, which will also remind him that the drawing should be also accomplished within the 30 minutes. After the session ends the trainee goes through self-assessing wizards which show a list of tasks that had to be completed for the different tasks, and the user is asked to tick the ones accomplished. The system then generates the results. The user examines the results for 10 minutes before the next session starts. All the sessions were video taped for further analysis. Participants who do not achieve a score of 70% or above are asked to take the training session once more. This session proceeds in a manner similar to the first.
Pre-and Post-Test
The pre-and post-tests consisted of two parts: a written test and a drawing test. The written test comprised of a short explanation of how the accident happened, a 2D drawing of the accident scene, and a set of questions. In the drawing test the investigator is given a description of a different accident to the one used in the written test and then allowed to draw the accident scene by examining a 3D environment. The accident scenarios used are shown in Figure 6 . To stop any learning from taking place, no self-assessment is conducted after each test and the marking is done by the facilitator afterwards. Figure 7 plots the performance distribution of all the participants for the pre-and post-tests. Table 1 shows the total average performance scored and the improvement that occurred. There are two
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Figure 5 Experiment design important checks to perform before analysing the results. The first check needs to confirm that the pre-and post-tests are of similar difficulty levels and the second must examine that the grouping process has managed to divide the groups equally by performance. To verify the first check we examine the differences in the average performances in pre-and post-test levels for the control groups (novices A and experienced A). The average performance differences in the novices A and experienced A are 2.79% and 2.53% respectively. The t-test results shown in Table 2 significant difference between the pre-and posttests for both novices and experienced which suggests that the difficulty level is similar. The second check verifies the grouping process which had to divide the novices and experienced into groups of equal level of performances. By comparing the pre-test results for novices A and B we find that they scored 37.25% and 40.04% respectively for a difference of 2.79%. The t-test confirmed that there is no statistically significant difference between the pre-tests for novices A and B as it was t(24)=-0.85 (p>0.05, t critical twotail=2.06). Similarly there was no significant difference between the experienced groups A and B who scored 49.33% and 51.86% respectively for a difference of 2.53%. The t-test result was t(21)=-0.89 (p>0.05, t critical two-tail=2.08). This shows that the grouping process achieved its aim.
Analysing the performance in Table 2 shows that both trained groups (novices B and experienced B) have managed to improve their performances by 36.17% (t(15)=17.01, p<0.05, t critical two-tail=2.13) and 23.54% (t(13)=7.88, p<0.05, t critical two-tail = 2.16) respectively. These results confirm that the training condition managed to significantly improve the performance. The results stayed significant even when progressively reducing p (alpha) to 0.005 and 0.001.
The difference of improvements between novices B and experienced B shows that the former improved by 12.63% more. A t-test is used to examine the significance of this difference. At the pretests the t-test confirmed that there was a significant difference between the two groups (t(28)= -4.13, p<0.05, t critical two-tail=2.05). If at the post-test this gap still exists (i.e. more than the t critical) then we can conclude that there is no significant difference, and vice-versa. The t-test for the post-tests was t(28)=0.23 (p>0.05, t critical two-tail=2.05) which confirms that the significant difference found at the pre-test was nullified at the post-tests which implies that the improvement is statistically significant. Figure 8 shows the learning trends of all the groups. The lines for novices A and experienced A seem to exhibit a very small improvement, mentioned above, which verifies that the two tests are of equal difficulty levels. However the two B groups show an interesting line of one drop and two rises. The drop occurs between the pre-test and the first training session where novices B and experienced B dropped by 9.07% (t(15)=3.74, p<0.05, t critical twotail=2.13) and 15.85% (t(13)=3.95, p<0.05, t critical two-tail=2.16) respectively for an average drop of 12.46%. This is then followed by sharp rises between training 1 and training 2. Novices B rose by 45.14% (t(15)=-14.29, p<0.05, t critical two-tail=2.13) and experienced B rose by 31.37% (t(13)=-7.77, p<0.05, t critical two-tail=2.16). The average rise is 38.26%. The second small rises recorded occurred between training 2 and post-test 2 where novices B rose by 0.1% (t(15)=-0.03, p>0.05, t critical twotail=2.13) and experienced B rose by 8.02% (t(13)=-2.159, p>0.05, t critical two-tail=2.16) for an average rise of 4.06%. The t-tests show that the first drops and the first rises for both groups are statistically significant whereas the second rise is not. Section 6 discusses probable causes of the exhibited trends. Table 3 shows the breakdown of performances by tasks. The objective is to examine if there are any indicators that can suggest the suitability of this training for some tasks more than others. The best average improvement for both groups (novices and experienced) occurred for the photographing task (45.08%) and the worst improvement recorded was for parking the police car task. If we examine each group individually we see that photographing is the highest in the experienced but it comes fourth in novices (after placing cones, taking measurements, and marking tasks, respectively). T-tests confirmed that the significant improvements for novices occurred in the following tasks: measuring, marking, photographing, placing cones, and drawing. Experienced personnel, however, showed significant improvements in: measuring, marking, photographing, and drawing.
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It was not surprising to see the photographing task top the best improved task for the experienced investigator, because of what was found during an earlier study (BinSubaih et al., 2005a) . In this earlier study, despite the fact that the investigator is expected to accompany and instruct the photographer to the important clues that need to be photographed, it became a habit with a number of investigators to allow the photographer to wander alone and take the photographs that he judged appropriate. The problem with that is that the photographer is not aware of the sequence of actions that led to the accident and thus cannot determine the clues that need to be photographed. Some possible explanations for the investigator's behaviour here are: time urgency and the culture of collaboration. There might also be an element of trust between the investigator and the photographer as they have most likely previously worked together on a number of occasions. As one experienced investigator revealed in the debriefing session, they initially accompanied and instructed the photographer, but with time this became a lower priority. In the virtual training environment the trainees have to take pictures themselves. This might provide an explanation for why the photographing task was the most improved task for experienced investigators.
Accident Scene Navigation
Two navigational patterns were examined: distances travelled and time spent in motion. Novices travelled on average 332.91 meters (SD 190.73) .05, t critical two-tail=2.160) for experienced investigator also confirmed that there is a significant difference between the distances travelled in the two training sessions. Contrasting training 1 for novices and experienced investigators did not reveal any significant difference (t(28)=0.726, p>0.05, t critical two-tail=2.048). Similarly no significant difference was found when contrasting training 2 for novices and experienced investigators (t(28)=0.427, p<0.05, t critical two-tail=2.048). The second pattern is the time spent in motion which includes movement and rotation. Novices on average spent 5:26 minutes in training 1 and 8:08 minutes in training 2. A t-test confirmed that the difference between the two training sessions was significant (t(15)=-5.78, p<0.05, t critical two-tail=2.13). Experienced investigators spent on average 6:30 minutes in training 1 and 9:14 minutes in training 2. A ttest confirmed that the sessions are significantly different (t(13)=-3.59, p<0.05, t critical two-tail=2.16). Comparing training 1 for novices and experienced investigators showed that there is no significant difference (t(28)=1.35, p>0.05, t critical two-tail=2.048). Similarly no significant difference was found between novices and experienced investigators for training 2 (t(28)=1.58, p>0.05, t critical two-tail=2.048).
Both navigational patterns examined showed significant difference between training 1 and training 2. Both novices and experienced investigators spent more time and travelled more in the second training session compared to the first. However they failed to show any statistically significant difference when comparing novices to experienced investigators.
Sense of Presence
A presence questionnaire similar to the one in (Slater, 1999) was used to measure the subjective experience felt by the participants of 'being there' in the accident scene. It contains 23 questions with scores between 1 to 7 and one open-ended question. Table 4 shows that both groups recorded very similar presence averages. The t-test also confirmed that there is no significant difference between the two groups (t(28)=-0.68, p>0.5, t critical two-tail=2.05). To examine if there exists any correlation between presence felt and the performance achieved we performed a Pearson product-moment correlation test which revealed that for the novices there is a small negative correlation (r=-0.16) and for experienced investigators there is a small positive correlation (r=0.15). Combining both groups the correlation becomes insignificant (r=0.07). This interpretation is based on (Cohen, 1988) who suggested that, for correlations in psychological research, a correlation between 0.10 and 0.29 (or -0.29 and -0.10) is considered small. Figure 9 shows the correlation diagram. The correlation found between presence and performance was small and not what we believed would happen. We believed that novices (younger generation) would be more at ease with this type of environment and would feel more presence compare to the older participants. However this was not the case as the novices showed negative correlation compared to positive correlation shown by the experienced investigators. The exhibited positive correlation is much smaller than the one reported in (Youngblut & Huie, 2003) which was at 0.42. One explanation for this could be the use of dialogue boxes to ask the student to reflect after each action to justify what he did (e.g. after a measurement is taken the system asks why he performed that measurement). The boxes could have broken the sense of presence.
One explanation of the fact that the experienced investigator's sense of presence increases with performance, instead of decreasing as for the novices, could be that the nature of their expertise is based on the 'expert recording set of schema', which guides their problem-solving, and which novices do not have (Chi et al., 1998) . We speculate that experts use the stimuli from the simulation as a trigger for previous memories and have a more "internal" experience thus paying less attention to the presencebreaking stimuli (e.g. dialogue boxes). Novices may have a more "external" experience due to their lack of experience and pay more attention to the presence-breaking stimuli.
Comments
At the end of the experiment, participants were asked open-ended questions to describe their experience, likes and dislikes, and any suggestions they may have. Figure 10 presents the comments made by 24 out of the 30 participants who were trained, in three categories: positive comments, negative comments, and suggestions.
DISCUSSION
The results revealed that the training condition had a statistically significant effect for improving the performances of novices and experienced investigators. This remained significant even when reducing the alpha level to 0.005 and 0.001. The results also showed that the improvement recorded for novices was higher and statistically more significant compared to the one found in the experienced investigators. However this did not hold when reducing the alpha level to 0.005 and 0.001. Therefore with a confidence of at least 95% we can conclude that novice and experienced participants trained on this environment for one hour and forty minutes should expect their average performance to improve by 36.17% and 23.54% respectively.
Performance Trends
Interesting learning trend lines were exhibited in Figure 8 . Both trained groups' trends showed one drop followed by two rises. The control groups did not exhibit any significant differences between the pre-test and post-test.
Sharp Drops
The relatively sharp drop occurred between the VOL 3 NO 4 NOVEMBER 2006 341 Figure 9 The presence and performance correlation pre-test and the first training session (training 1). We do not have definitive answers of why this occurred. However we can speculate on a number of factors that might have contributed to it. The first factor is the unfamiliarity with the environment despite the efforts made in the familiarization stage to avoid this problem. We expected the steps we took of supplying participants with a written tutorial and video demonstration days before the second session, and giving each a maximum of 30 minutes training, would have addressed this issue. Unfortunately some of the participants did not read the tutorial or view the demonstration and for those we instructed them to take some time before the second session to do so. The familiarization times recorded show that only 4 novices compared to 8 experienced investigators had to redo this session because they could not complete the tasks the first time round. On the second run all 4 novices managed to finish on time compared to only 4 of the 8 experienced investigators. When asked about the reasons why they could not finish on time the issues raised were difficulty with navigation and unfamiliarity with using 3D technology. These issues were addressed by giving them more time to practice until they were happy to move to the next stage. Some exhibited the inability to press-and-hold a key when navigating. Instead they opted for repetitive fast clicking which wasted some time and we had to specifically instruct them to try to press-and-hold to speed up their navigation. Others exhibited issues with the 3D technology by their body movement (e.g. tilting their head to the right or left to look behind things) and by the type of questions they asked (e.g. how can I make the picture of the car look larger). Of the 4 experienced investigators that could not finish the second round of the familiarization session on time, only 2 needed the fullallowed time to complete training session 1. This suggests that the effect of unfamiliarity on the sharp drop could only have affected 2 experienced participants and it did not contribute to the novices drop. The second factor is the insufficiency of time allocated for the training session compared to that allocated to the pre-test. The recorded average times to complete training session 1 for novices and experienced investigators were 25:32 minutes and 27:08 minutes respectively. Eleven novices (i.e. 68.8% of all novices) compared to eight experienced investigators (i.e. 57.1% of all experienced investigators) managed to finish the training session before time was up. These findings suggest that the probability of this factor being the cause of the drop is higher in the experienced investigators than it is in the novices.
The third factor is the varying difficulty levels of the accident scenarios, i.e. the training scenario is harder than the pre-test scenario. Since the performances achieved by the control groups confirmed that there is no statistically significant difference between the pre-and post-tests, then proving that there is no significant difference between performances achieved by the trained groups for training 2 and the post-test should suggest a reduction of the effect of this factor. This was confirmed by the t-tests which showed that the difference is not significant. The experienced participants are more likely to be affected by this factor when comparing their average to the novices. Table 5 summaries the effects of the three factors on the novices and experienced investigators. For the three factors, the effect on the experienced investigators is higher than on the novices. From the three factors, we believe that time was the most influential, followed by unfamiliarity and difficulty level. Time might have added pressure as it was mentioned as one of the causes for one experienced participant to drop out, as he felt pressurized. A physiological sensing device might have provided us with a stronger sense of whether or not pressure was a factor. However, we would still have to determine if pressure was linked to time or other experiment settings.
First Sharp Rises
This section examines the causes for the sharp rises that occurred between training 1 and 2 (45.14% for novices and 31.37% for experienced investigators). The t-tests described in the results section confirmed that both rises are statistically significant. The unfamiliarity factor that affected the drop might have also contributed inversely to this rise since each participant had another 30 minutes working with the system which accounts for a complete familiarization session with two runs. But since the unfamiliarity only affected 2 experienced participants during the sharp drop, this suggests that its effect is very small if not negligible.
The other two factors (time and difficulty levels) that affected the drop are unchanged -the training session time remained 30 minutes and the accident scenario used is the same. The novices' average time for training 2 compared to training 1 increased from Table 5 Factors effect probability on both groups 25:32 minutes to 30:04 and the experienced investigators' time increased from 27:08 to 31:06. Since we have used the same scenario for both training sessions, students might have memorized what needs to be done for this specific accident scenario and just applied that. In games terminology they might have learned to beat the game. However, if this was the case, it would not explain why their average performance stayed high at the post-test which uses a different accident scenario. This suggests that there is another factor that is influencing this sharp rise and we believe it is the training condition/factor we introduced. The results are statistically significant and the comments were very positive which points towards this factor.
Second Small Rises
The second small rises recorded occurred between training 2 and post-test 2 for novices and experienced investigators and were 0.1% and 4.06% respectively. None of these is statistically significant as confirmed by the t-tests.
Addressing the Current Training Issues
Besides improving the performance there are other findings that suggest the potential suitability of this environment to address the problems with the current training process at Dubai police discussed in the introduction to this paper. The first issue raised with the on-the-job training is the impracticality of the environment due to the lack of repeatability and exploration. Our VR environment allows students to repeat practice as many times as they feel necessary to improve their skills. Since they can practice on their own they can explore different options without fear of failure or embarrassment. The second issue was the varying levels of exposure. The architecture used allows multiple scenarios to be run on it. This feature means that we can have different scenarios to suit the different kinds of accident types the trainers feel necessary for the student to experience. We have developed three traffic accident scenarios on this platform. The third issue was the lack of uniform assessment. In this environment we showed how the implemented performance metrics were more systematic and fair.
The study also suggests that there is a potential for creating a social interaction around the training environment between students themselves and with the trainers. This was facilitated by the ability to record students' missions in their profiles which means that they can be shared and may be used for training purposes. Another potential use for the environment is as a platform for sharing the experiences of an ageing workforce. The environment records users' missions for after-action review. This data can be used to share experiences. A sample of the data generated for each mission is shown in Figure 11 . The figure shows three outputs: the path taken by the investigator to scan the accident scene, the recorded interactions ordered to show how he prioritized the tasks, and finally a detailed report of his score.
Although the game-based environment managed to address the issues with the current real-life training, we do not see it as replacement but rather as a supplement. The trainer is still at the heart of the game-based training process, with three major roles. The first role is the creation of the accident scenarios and their instructional objectives. The second role is in breaking the training scenarios into manageable chunks that could be administered during the classroom or as homework assignments. The third role is running and overseeing the after-action review sessions. The best way to augment the game-based environment requires more research to find the most applicable to the traffic investigation domain. A panel session in the recent game developers conference proposed options such as: using games that work in small bites, building support tools to help in-class use, and changing the nature of the class structure.
CONCLUSION AND FUTURE WORK
Serious games are finding wide acceptance and usage in many domains. The main motivation of our work was to examine the applicability of this technology in the police domain. We have demonstrated how a serious game to train police traffic accident investigators can be built on top of a game engine. We have also run an empirical study to compare the effectiveness of such an environment as a performance enhancement tool. The results showed that there was a significant improvement in both the novices and experienced personnel that were tested. The results also showed that the improvement recorded in novices was significantly higher than the one reported in experienced personnel. However the environment did not find any significant difference in the navigational patterns between novices and experienced personnel. However, we are not sure if this improvement would be transferred to the real environment and in the future work we would like to test this hypothesis. The positive comments made by participants in the experiment give us confidence that there is a strong possibility of this happening.
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