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Introduction
Au début des années 80, Thurston a initié un programme de géométrisation desvariétés de dimension 3 dans le but de les classifier topologiquement. Ce programme
s’est diversifié au cours des dernières décennies, conduisant à l’émergence d’un domaine de
recherche dont le centre d’intérêt est l’étude des relations entre la topologie d’une variété
et les “géométries” dont on peut la munir. Cette thèse, qui rend compte de trois années
de doctorat sous la direction de Sorin Dumitrescu, s’inscrit dans cette problématique, et
s’intéresse plus particulièrement aux variétés munies de géométries pseudo-riemanniennes.
Géométriser une variété, dans un sens large, consiste à la munir d’un objet géométrique
rigide (une métrique, par exemple) assez symétrique pour permettre d’identifier localement
M à un espace homogène X, c’est-à-dire un espace muni d’un groupe de symétries G de
dimension finie agissant transitivement. La géométrie de l’espace X est en général bien
comprise grâce à la théorie des groupes de Lie, et on peut espérer en déduire une meilleure
compréhension de la topologie de la variété M .
La théorie des (G,X)-structures, introduite par Thurston dans [Thu80] fournit un
cadre général à ces considérations. Si X est une variété munie d’une action transitive d’un
groupe de Lie G, une (G,X)-structure sur une variété M est un atlas de M à valeur
dans X dont les changements de cartes sont donnés par des transformations de G. Une
(G,X)-structure est donc en quelque sorte une “structure locale d’espace homogène” sur
M . C’est précisément ce que l’on obtient lorsqu’on munit M d’une structure géométrique
localement symétrique.
Reprenant des idées d’Ehresmann [Ehr36], Thurston établit dans [Thu80] un lien étroit
entre les (G,X)-structures sur une variété compacte M et les représentations de pi1(M) à
valeurs dans G : à chaque (G,X)-structure sur M est associé un morphisme d’holonomie
de pi1(M) dans G, et le théorème d’Ehresmann–Thurston affirme que ces morphismes
d’holonomies paramètrent localement l’espace des (G,X)-structures sur M . Il est parfois
possible de caractériser l’ensemble des représentations de pi1(M) dans G qui sont des
morphismes d’holonomie et d’en déduire la topologie de l’espace des (G,X)-structures
sur M .
Les géométries qui nous intéressent ici sont des géométries pseudo-riemanniennes. Rap-
pelons qu’une métrique pseudo-riemannienne q sur une variétéM est la donnée, en chaque
point, d’une forme quadratique non dégénérée sur le fibré tangent. Elle est dite localement
homogène si la métrique pseudo-riemannienne a la même “forme” au voisinage de tout
point, c’est-à-dire si deux points x et y admettent des voisinages U et V tels que q|U
peut être envoyée sur q|V par un difféomorphisme de U dans V . Les variétés pseudo-
riemanniennes compactes localement homogènes sont (dans tous les cas connus) modelées
localement sur des espaces homogènes. Leur étude se transcrit donc bien dans le langage
des (G,X)-structures.
Les problèmes soulevés par l’étude des (G,X)-structures dépendent pour beaucoup
de la géométrie considérée. Ici, nous nous intéresserons entre autres à une question spé-
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cifique aux géométries pseudo-riemanniennes : celle de la complétude. Rappelons qu’une
variété pseudo-riemannienne est dite géodésiquement complète si ses géodésiques sont dé-
finies sur tout R. Si M est une variété riemannienne compacte localement isométrique à
X, elle est géodésiquement complète (d’après le théorème de Hopf–Rinow) et on en déduit
que M est un quotient du modèle X par un sous-groupe discret de G = Isom(X). On
dit alors que la (G,X)-structure de M est complète. Il existe en revanche des variétés
pseudo-riemanniennes compactes (même localement homogènes) dont le flot géodésique
est incomplet. Si X est un espace pseudo-riemannien homogène, on ne sait donc pas dé-
montrer en général que toute (G,X)-variété compacte est complète. Cependant, on ne
connaît aucun contre-exemple à cette affirmation. En particulier, selon la conjecture de
Markus, toute variété pseudo-riemannienne plate compacte devrait être un quotient de Rn
par un sous-groupe discret de transformations affines.
Le premier chapitre de cette thèse introduira quelques notions générales de géomé-
trie pseudo-riemannienne. Nous y définirons en particulier la notion de variété pseudo-
riemannienne localement symétrique (au sens de Cartan) et expliquerons pourquoi ces va-
riétés sont naturellement munies de (G,X)-structures. La section 2 de ce chapitre, relative-
ment indépendante, sera consacrée à l’étude du flot géodésique des métriques lorentziennes
invariantes à gauche sur SL(2,R) (théorème 1). Elle nous fournira des contre-exemples
pseudo–riemanniens à certaines propositions qui, dans le cas riemannien, découlent du
théorème de Hopf–Rinow.
Dans le deuxième chapitre de cette thèse, nous nous intéresserons à la question de la
complétude des (G,X)-variétés pseudo-riemanniennes compactes. Bien que le théorème
de Hopf–Rinow n’ait pas de sens en géométrie pseudo-riemannienne, Carrière [Car89] et
Klingler [Kli96] ont prouvé que les variétés lorentziennes compactes de courbure constante
sont toutes géodésiquement complètes et sont donc des quotients d’un modèle homogène
par un sous-groupe discret d’isométries. Nous généraliserons partiellement ces théorèmes
à d’autres géométries en prouvant que certaines (G,X)-structures pseudo-riemanniennes
compactes sont complètes sous l’hypothèse qu’elles sont a priori kleiniennes, c’est-à-dire
obtenues en quotientant un ouvert du modèle X (théorème 3). Ce résultat est certes
moins satisfaisant que le théorème de Carrière et Klingler, mais il possède néanmoins des
conséquences intéressantes dans le cas où X est un groupe de Lie de rang 1 muni de sa
métrique de Killing (corollaire 4).
Le troisième chapitre sera consacré à un problème de comparaison des représentations
d’un groupe de surface. Il s’agit – étant donnée une surface compacte orientée S et une
variété riemannienne M complète, simplement connexe et de courbure sectionnelle infé-
rieure à −1 (l’espace symétrique d’un groupe de Lie de rang 1, par exemple) – de décrire
l’ensemble des couples (j, ρ), où j : pi1(S) → PSL(2,R) est une représentation fuchsienne
et où ρ : pi1(S) → Isom(M) est strictement dominée par j, dans le sens où il existe une
application de H2 dans M qui est (j, ρ)-équivariante et contractante. Nous résoudrons ce
problème (théorèmes 5 et 7) au moyen de la théorie des applications harmoniques tordues.
Nous donnerons aussi plusieurs conséquences intéressantes de ces théorèmes, mais nous
réserverons leur principale application pour le chapitre 4.
Le quatrième et dernier chapitre de cette thèse sera consacré à la géométrie anti-de
Sitter, c’est-à-dire la géométrie lorentzienne de courbure constante −1. Nous y décrirons
les variétés anti-de Sitter compactes de dimension 3 et leurs espaces de déformation. Ces
variétés sont des quotients du revêtement universel de PSL(2,R) muni de sa métrique de
Killing. Nous nous appuierons sur des théorèmes de Kulkarni–Raymond [KR85] et Kassel
[Kas09] qui décrivent ces quotients à revêtement fini près et ramènent l’étude de leur espace
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de déformation à la description de l’ensemble des couples (j, ρ) de représentations d’un
groupe de surface dans PSL(2,R) tels que j domine strictement ρ. Nous pourrons donc
appliquer directement les résultats du chapitre 3. Certaines précautions seront cependant
nécessaires pour décrire précisément l’ensemble des structures anti-de Sitter sur une variété
donnée. Il nous faudra en particulier déduire des théorèmes de Kulkarni–Raymond et
Kassel une description de tous les quotients de PSL(2,R) (pas seulement à revêtement fini
près). Pour finir, nous calculerons le volume de ces variétés anti-de Sitter et nous verrons
que ce volume est stable par déformation.
0.1 Problèmes de géométrisation
Afin de motiver les questions auxquelles nous nous intéressons dans cette thèse, com-
mençons par donner un aperçu chronologique de l’apparition des problèmes de géométri-
sation en topologie différentielle.
0.1.1 Géométrisation des surfaces
L’histoire des problèmes de géométrisation prend racine dans les travaux de la fin
du XIXe siècle et du début du XXe siècle sur la classification des surfaces de Riemann.
Le célèbre théorème d’uniformisation, démontré par Poincaré et Koebe en 1907 après
plusieurs décennies de recherches, établit en effet une correspondance entre les structures
complexes sur une surface donnée et les métriques riemanniennes complètes de courbure
constante sur cette surface (à ce sujet, on pourra lire [dSG10]). Pour classifier les surfaces de
Riemann compactes, par exemple, il suffit donc de classifier topologiquement les surfaces
compactes orientées puis de décrire, pour chaque surface, l’ensemble des métriques de
courbure constante qu’elle possède.
La célèbre formule de Gauss–Bonnet permet de relier le signe de la courbure d’une
métrique de courbure constante à la caractéristique d’Euler de la surface. Ainsi, la sphère
possède une métrique de courbure 1, alors que le tore possède des métriques plates et les
surfaces de genre supérieur des métriques de courbure −1.
Sur la sphère, toutes les métriques de courbure 1 sont les mêmes modulo un difféo-
morphisme isotope à l’identité. En revanche, le tore peut posséder plusieurs métriques
plates. Chaque métrique plate identifie le tore au quotient de C par un réseau, ce dont on
déduit que l’espace des métriques plates modulo isotopie est homéomorphe à l’espace des
morphismes de Z2 dans C dont l’image est un réseau, quotienté par l’action du groupe
des rotations. Cet espace possède une structure de variété algébrique réelle et s’identifie à
H2 × R.
Une surface compacte orientée S de genre supérieur à 2 possède également toute une
famille de métriques de courbure −1, qui correspondent chacune à une structure complexe
sur S. L’espace de toute les structures complexes sur S modulo isotopie s’appelle l’espace
de Teichmüller de S. Chaque métrique de courbure −1 sur S identifie S à un quotient
du plan hyperbolique H2 par un sous-groupe de Isom(H2). On en déduit que l’espace
de Teichmüller de S est homéomorphe à l’espace des représentations fuchsiennes (i.e.
injectives d’image discrète) de pi1(S) dans Isom(H2), quotienté par l’action de Isom(H2)
par conjugaison. De nombreux travaux ont contribué à décrire plus précisément cet espace.
En particulier, Teichmüller a prouvé qu’il était homéomorphe à une boule de dimension
−3χ(S) (où χ(S) désigne la caractéristique d’Euler de S) et qu’il possédait une structure
naturelle de variété complexe [Tei82].
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0.1.2 Géométrisation des variétés de dimension 3
Alors que la géométrisation des surfaces compactes était postérieure à leur classification
topologique, Thurston révolutionna la géométrie différentielle vers la fin des années 70 en
suggérant la nécessité de géométriser les variétés de dimension 3 dans le but de les classifier
topologiquement.
Pour poser le cadre de ce programme de géométrisation, il lista dans [Thu82] les 8
géométries riemanniennes “les plus symétriques” en dimension 3 – les géométries de cour-
bure constante S3, R3 et H3, ainsi que les géométries produits S2 × R, H2 × R et trois
géométries invariantes à gauche sur les groupes de Lie Sol, Heis et ˜SL(2,R) – et proposa
de décrire les variétés pouvant posséder telle ou telle de ces géométries. Lui-même prouva
que de nombreuses variétés compactes possèdent des structures hyperboliques. À sa suite,
Scott classifia dans [Sco83] la plupart des variétés compactes possédant l’une des autres
géométries. Il montra que les variétés compactes modelées sur S3, R3, S2×R, H2×R,Heis
et ˜SL(2,R) sont toutes des fibrés de Seifert et que, réciproquement, tout fibré de Seifert
possède une et une seule de ces géométries. De même qu’en dimension 2, une variété munie
d’une de ces huit géométries s’identifie à un quotient du modèle correspondant. L’espace
des structures géométriques sur une variété donnée est alors paramétré par une famille de
morphismes du groupe fondamental de cette variété dans le groupe des isométries d’un
de ces espaces homogènes. Une différence notable entre les dimensions 2 et 3 apparaît
alors en géométrie hyperbolique : alors qu’une surface de genre supérieur à 2 possède une
infinité de métriques hyperboliques, paramétrées par l’espace de Teichmüller, une variété
compacte de dimension 3 possède au plus une métrique hyperbolique, d’après le théorème
de rigidité de Mostow [Mos68].
Le programme de géométrisation de Thurston, initié dans [Thu82], a été parachevé
durant la dernière décennie par deux théorèmes retentissants : d’une part, Perelman a
prouvé que toute variété compacte de dimension 3 peut être “découpée” en morceaux géo-
métrisables ; d’autre part, les travaux successifs de Kahn–Markovic [KM12], Wise [Wis04]
et Agol [AGM13] ont abouti à la preuve de la conjecture virtuellement Haken, qui permet
en particulier de décrire les 3-variétés hyperboliques à revêtement fini près.
0.1.3 Géométriser en général : la notion de (G,X)-structure
Les travaux de Thurston ont ouvert un champ d’investigation nouveau qui va bien au-
delà de la géométrisation des variétés de dimension 3. Ils nous invitent plus généralement
à nous interroger systématiquement sur les diverses façons de “géométriser” une variété.
Pour aller plus loin, commençons par préciser ce que nous entendons par là.
On peut pour cela se référer à la définition donnée par Klein dans son célèbre pro-
gramme d’Erlangen [Kle72] : une géométrie est la donnée d’une variété X et d’un “groupe
de symétries” G agissant transitivement sur X. Autrement dit, une “géométrie” est la
donnée d’un espace homogène.
Les géométries que nous avons mentionnées jusqu’ici étaient des géométries rieman-
niennes, c’est-à-dire que l’espace X était munie d’une métrique riemannienne homogène
et que le groupe G était défini comme le groupe des isométries de X. On peut s’intéresser
à de nombreuses autres géométries comme la géométrie affine, où l’espace X est l’espace
affine Rn muni de l’action du groupe des transformations affines, ou encore la géométrie
projective.
Qu’est-ce alors que géométriser une variété ? Dans les exemples précédents, il s’agissait
de munir une variétéM d’une métrique riemannienne localement isométrique à la métrique
d’un espace homogène. Si, par exemple, on munit une surface compacte S d’une métrique
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riemannienne de courbure −1, cette surface s’identifie localement au plan hyperbolique.
Plus précisément, S possède un atlas de cartes à valeurs dansH2 formé d’isométries locales,
dont les changements de cartes sont des isométries de H2. Dans ce sens, géométriser une
variété consiste à la munir d’une “structure locale d’espace homogène”, ce qui conduit à la
définition générale de (G,X)-structure (la terminologie est due à Thurston, mais la notion
avait déjà été introduite par Ehresmann dans [Ehr36]).
Définition. Soit X une variété différentielle munie d’une action transitive d’un groupe
de Lie G et M une variété de même dimension que X. Une (G,X)-structure sur M est la
donnée d’un atlas de cartes de M à valeurs dans X, dont les changements de cartes sont
les restrictions d’éléments de G.
Lorsque G préserve une structure géométrique sur X (comme une métrique pseudo-
riemannienne, une forme volume, une connexion...), toute (G,X)-structure sur M induit
naturellement une structure géométrique localement isomorphe à celle de X. Si de plus
tout difféomorphisme local préservant la structure géométrique de X est la restriction
d’un élément de G, alors, réciproquement, toute structure géométrique sur M localement
isomorphe à celle de X induit une (G,X)-structure. Dans de nombreux cas, on peut donc
interpréter une (G,X)-structure comme la donnée d’une certaine structure géométrique
localement homogène sur M . Par exemple, une structure affine (i.e. une (Aff(n,R),Rn)-
structure) est équivalente à la donnée d’une connexion plate et sans torsion.
Une (G,X)-structure sur une variétéM peut être alternativement décrite par un couple
(dev, ρ), où ρ est un morphisme du groupe fondamental de M dans G appelé morphisme
d’holonomie et dev un difféomorphisme local ρ-équivariant du revêtement universel de M
dansX appelé application développante. Le remarquable théorème d’Ehresmann–Thurston
affirme que les (G,X)-structures sur une variété compacteM sont paramétrées localement
par leur morphisme d’holonomie, dans le sens où :
– si ρ : pi1(M) → G est l’holonomie d’une (G,X)-structure sur M , alors tout mor-
phisme assez proche de ρ est encore l’holonomie d’une (G,X)-structure surM proche
de la (G,X)-structure initiale,
– si deux (G,X)-structures sur M assez proches ont même holonomie, alors elles sont
identiques modulo une isotopie de M .
Ce théorème établit donc un lien étroit entre l’espace de déformation Def(G,X)(M) des
(G,X)-structures sur une variété compacte M (c’est-à-dire l’espace des (G,X)-structures
sur M modulo isotopie) et l’espace des représentations de pi1(M) dans G. Il explique
en particulier pourquoi il est fréquent qu’une même variété M possède plusieurs (G,X)-
structures différentes : d’après ce théorème, il suffit, pour déformer une (G,X)-structure
en une autre, de déformer le morphisme d’holonomie dans l’espace des représentations de
pi1(M) dans G.
Maintenant que nous avons défini les (G,X)-structures et leurs espaces de déformation,
nous pouvons formuler plus précisément notre problématique. Étant donné un espace G-
homogène X, nous pouvons espérer classifier les (G,X)-structures compactes en répondant
aux questions suivantes :
– Quelles variétés compactes possèdent des (G,X)-structures ?
– Si une variété compacte M possède une (G,X)-structure, quelle est la topologie de
l’espace de déformation des (G,X)-structures sur M ?
– En particulier, quelles représentations de pi1(M) dans G sont les holonomies de
(G,X)-structures sur M ?
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0.1.4 (G,X)-structures pseudo-riemanniennes et problèmes de complé-
tude
Hormis quelques résultats généraux comme le théorème d’Ehresmann–Thurston, chaque
géométrie recèle ses propre spécificités et ouvre un nouveau champ d’investigation. Outre
les géométries riemanniennes, l’étude des structures affines et projectives sur les varié-
tés a fait l’objet de nombreux travaux (citons entre autres [FGH81], [Ben04], [GKM00],
ou encore [Ben00]), même si, dans ce domaine, plusieurs questions importantes restent
sans réponse. Dans cette thèse, nous nous intéresserons à des (G,X)-structures pseudo-
riemanniennes, c’est-à-dire où G est le groupe des isométries d’une métrique pseudo-
riemannienne sur X. Malgré quelques travaux importants en géométrie lorentzienne
([Car89], [Kli96] et [Zeg98], par exemple), la géométrisation des variétés par des (G,X)-
structures pseudo-riemanniennes est encore largement incomprise.
Géométries pseudo-riemanniennes
Rappelons qu’une métrique pseudo-riemannienne q sur une variété M de dimension d
est la donnée, en tout point x de M , d’une forme quadratique non dégénérée sur l’espace
tangent en x, telle que qx varie de façon lisse avec x. Lorsque M est connexe, la signature
de q ne dépend pas du point. Si, par exemple, q est de signature (d, 0), elle est définie
positive en tout point et c’est donc une métrique riemannienne. Lorsque q est de signature
(d− 1, 1), on parle de métrique lorentzienne.
De nombreux outils d’analyse riemannienne se généralisent sans difficulté au cadre
pseudo-riemannien. En particulier, il existe une unique connexion linéaire ∇ sans torsion
sur le fibré tangent àM dont le transport parallèle préserve q, appelée connexion de Levi–
Civita de q. Cette connexion permet de définir les géodésiques de q, qui sont les courbes
γ solutions de l’équation différentielle
∇γ˙ γ˙ = 0 .
La connexion de Levi–Civita permet également de définir le tenseur de courbure de q
comme le tenseur R tel que
R(X,Y,Z, T ) = q (∇X∇Y Z, T )− q (∇Y∇XZ, T )− q
(
∇[X,Y ]Z, T
)
pour tous champs de vecteurs X,Y,Z et T . Si P est un 2-plan de TxM en restriction
auquel q est non dégénérée, la courbure sectionnelle de P est donnée par
R(X,Y, Y,X)
q(X,X)q(Y, Y )− q(X,Y )2
,
où (X,Y ) désigne une base quelconque de P .
Les premiers exemples de variétés pseudo-riemanniennes localement homogènes sont
les variétés de courbure sectionnelle constante. Quitte à renormaliser la métrique, de telles
variétés sont localement modelées sur les espaces homogènes Rp,q, Sp,q et Hp,q, qui peuvent
être construits de façon analogue à la construction de l’espace euclidien, de la sphère et de
l’espace hyperbolique (voir par exemple [Wol74]). Ces espaces ont un groupe d’isométries
de dimension maximale. Dans le cas lorentzien, Rd−1,1, Sd−1,1 et Hd−1,1 sont appelés
respectivement espace de Minkovski, espace de Sitter et espace anti-de Sitter.
Les variétés de courbure constante sont en particulier localement symétriques au sens
de Cartan, une condition plus faible qui suffit à garantir l’homogénéité locale. Cartan a
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remarqué que le transport parallèle de la connexion de Levi–Civita préserve la courbure
sectionnelle de q si et seulement si l’application linéaire
−Id : TxM → TxM
s’étend en une isométrie locale au voisinage de tout point x. Une métrique q vérifiant cette
propriété est dite localement symétrique. Si ces isométries locales se prolongent globale-
ment, on dit que M est un espace symétrique. Dans ce cas, le groupe des isométries de M
agit transitivement sur M .
SiM est une variété pseudo-riemannienne localement symétrique, il existe toujours un
espace symétrique X localement isométrique à M . De plus, toute isométrie locale de X se
prolonge en une isométrie globale. Par conséquent, toute métrique pseudo-riemannienne
localement symétrique sur M induit une (Isom(X),X)-structure, pour un certain espace
symétrique X. Ces considérations feront l’objet du premier chapitre de la thèse.
Complétude
Lorsque X est une variété riemannienne G-homogène, nous avons affirmé assez rapi-
dement au début de l’introduction que toute (G,X)-structure sur une variété compacte
M identifiait M à un quotient de X par un groupe discret d’isométries. Cela n’est pas
vrai en général : une (G,X)-structure compacte n’est pas nécessairement un quotient de
X par un sous-groupe discret de G. La spécificité des (G,X)-structures riemanniennes se
déduit du théorème de Hopf–Rinow, d’après lequel toute variété riemannienne compacte
est géodésiquement complète, c’est-à-dire que ses géodésiques sont définies sur tout R.
Plus généralement, on a
Proposition (ch.1, proposition 1.5.14). Soit X un espace G-homogène. Supposons que
G préserve une connexion affine ∇X sur X qui est géodésiquement complète. Soit M
une variété munie d’une (G,X)-structure et ∇M la connexion induite sur M par ∇X .
Alors ∇M est géodésiquement complète si et seulement si M est isomorphe, en tant que
(G,X)-structure, à un quotient de X par un sous-groupe discret de G agissant librement
et proprement discontinûment sur X.
Cette proposition motive la définition suivante :
Définition. Soit X un espace G-homogène et M une variété de même dimension que X.
Une (G,X)-structure sur M est dite complète si M est isomorphe, en tant que (G,X)-
structure, à un quotient de X.
En géométrie riemannienne, il découle donc du théorème de Hopf–Rinow que toutes les
(G,X)-variétés compactes sont complètes. Par contre, dès qu’on sort du cadre riemannien,
le théorème de Hopf–Rinow tombe en défaut et plusieurs problèmes se posent :
• Un espace pseudo-riemannien homogène n’est pas toujours géodésiquement
complet. Il existe par exemple des métriques lorentziennes invariantes à gauche sur
SL(2,R) dont le flot géodésique est incomplet (voir ch.1, section 1.2 ou bien [GL95]). Si
X est un tel espace homogène, la complétude d’une (Isom(X),X)-structure n’est plus
équivalente à la complétude géodésique de la métrique induite. Notons qu’en revanche,
tout espace pseudo-riemannien symétrique est géodésiquement complet (ch.1, proposition
1.3.4).
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• Une variété pseudo-riemannienne compacte n’est pas toujours géodésique-
ment complète. Si on munit par exemple SL(2,R) d’une métrique lorentzienne inva-
riante à gauche dont le flot géodésique est incomplet, puis qu’on quotiente SL(2,R) par
un réseau cocompact, on obtient une variété lorentzienne compacte localement homogène
et géodésiquement incomplète (voir ch.1, section 1.2).
• Une (G,X)-structure compacte n’est pas toujours complète. Par exemple, le
quotient de Rn\{0} par le groupe engendré par une homothétie est une variété compacte
difféomorphe à Sn−1× S1, qui possède une structure affine non complète. D’autres contre-
exemples plus riches apparaissent en géométrie projective réelle et complexe.
Il existe néanmoins de nombreuses géométries pour lesquelles on ne connait pas de
(G,X)-structure compacte non complète. La célèbre conjecture de Markus [Mar63] (voir
ch.1, section 1.6.1) affirme par exemple qu’une structure affine sur une variété compacte
est complète dès lors qu’elle admet une forme volume parallèle. Plus généralement, on
ne connaît pas de (G,X)-structure compacte non complète lorsque G préserve une forme
volume sur X. En particulier, si X est un espace pseudo-riemannien homogène, on peut
conjecturer que toutes les (Isom(X),X)-structures compactes sont complètes. Nous nous
intéresserons à cette question dans le chapitre 2 de cette thèse.
0.2 Résultats de la thèse
0.2.1 Métriques invariantes à gauche sur SL(2,R)
Comme remarqué précédemment, les conséquences du théorème de Hopf–Rinow selon
lesquelles les variétés riemanniennes compactes et les variétés riemanniennes homogènes
sont géodésiquement complètes ne sont plus valables dans le cadre pseudo-riemannien. En
guise de contre-exemple, nous étudions dans la section 2 du chapitre 1 le flot géodésique
des métriques lorentziennes invariantes à gauche sur SL(2,R).
Guédiri et Lafontaine ont remarqué dans [GL95] que certaines métriques lorentziennes
invariantes à gauche sur SL(2,R) sont géodésiquement incomplètes. En quotientant SL(2,R)
muni d’une telle métrique par l’action à gauche d’un réseau cocompact, on obtient une va-
riété pseudo-riemannienne compacte dont le flot géodésique n’est pas complet. À leur suite,
Bromberg et Medina ont classifié dans [BM08] les métriques lorentziennes invariantes à
gauche sur les groupes de Lie de dimension 3 dont le flot géodésique est complet. Le résul-
tat que nous obtenons dans la section 2 du chapitre 1 est une reformulation du théorème
de Bromberg–Medina dans le cas de SL(2,R) au moyen d’un critère plus géométrique.
Soit G un groupe de Lie et q une métrique pseudo-riemannienne invariante à gauche
sur G. Si γ est une géodésique de q, le vecteur γ−1(t) · γ˙(t), appartenant à l’algèbre de Lie
g, satisfait une équation différentielle ordinaire appelée équation d’Euler–Arnold. Cette
équation, mise en évidence par Arnold dans [Arn89], est une généralisation des équations
d’Euler qui régissent le mouvement libre d’un solide dans l’espace. On vérifie aisément que
le flot géodésique de q est complet si et seulement si les solutions de l’équation d’Euler–
Arnold sont définies sur tout R.
L’équation d’Euler–Arnold est donnée par un champ de vecteur polynomial homogène
de degré 2 sur g. Bromberg et Medina ont prouvé que si G est de dimension 3, le flot
géodésique de q est incomplet si et seulement si l’équation d’Euler–Arnold admet une
direction radiale non dégénérée, c’est-à-dire un vecteur ξ tel que le champ d’Euler–Arnold
en ξ est non nul et colinéaire à ξ.
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Lorsque G est semi-simple, l’équation d’Euler–Arnold est linéairement conjuguée à
l’équation
ξ˙ = [ξ,Λξ] ,
où Λ est l’unique endomorphisme de g auto-adjoint pour la forme de Killing κg de g et tel
que
q( · , · ) = κg( · ,Λ−1 · ) .
Cette équation possède alors de nombreuses intégrales premières. En étudiant les lignes
de niveau de ces intégrales premières, on obtient une condition suffisante de complétude :
Lemme (ch.1, lemme 1.2.6). Si le cône nilpotent de g intersecte trivialement (i.e. uni-
quement en 0) le cône isotrope de la forme quadratique κg( · ,Λ · ), alors les solutions de
l’équation d’Euler–Arnold sont bornées et le flot géodésique de q est complet.
Dans le cas de SL(2,R), le cône nilpotent est simplement le cône isotrope de la métrique
de Killing. Nous obtenons alors une réciproque à ce lemme, qui permet de retrouver le
théorème de Bromberg–Medina.
Théorème 1 (ch.1, théorème 1.2.8). Notons κ la forme de Killing sur SL(2,R). Soit q une
métrique lorentzienne invariante à gauche sur SL(2,R) et Λ l’endomorphisme de sl(2,R)
auto-adjoint pour la forme de Killing tel que
q( · , · ) = κ( · ,Λ−1 · ) .
Alors les propositions suivantes sont équivalentes :
(i) le flot géodésique de q est incomplet,
(ii) le champ d’Euler–Arnold admet des directions radiales non dégénérées,
(iii) le cône isotrope de la forme de Killing intersecte transversalement le cône isotrope
de la forme quadratique κ( · ,Λ · ).
Remarquons que la condition (iii) est stable par perturbation. Par conséquent, le
domaine des métriques lorentziennes invariantes à gauche sur SL(2,R) qui sont géodési-
quement incomplètes est ouvert. Le complémentaire de cet ouvert est d’intérieur non vide,
puisqu’il contient l’ouvert des métriques pour lesquelles les cônes isotropes de κ( · , · ) et
de κ( · ,Λ · ) s’intersectent trivialement. On obtient donc le corollaire suivant :
Corollaire 2. L’ensemble des métriques lorentziennes invariantes à gauche sur SL(2,R)
se partitionne en deux ouverts non vides U+, U− et un fermé semi-algébrique d’intérieur
vide V0 tels que
– Si q appartient à U+, les solutions de l’équation d’Euler–Arnold sont bornées et le
flot géodésique de q est complet,
– Si q appartient à U−, l’équation d’Euler–Arnold possède des directions radiales non-
dégénérées et le flot géodésique de q est incomplet,
– Si q appartient à V0, le flot géodésique de q est complet, mais l’équation d’Euler–
Arnold peut admettre des solutions non bornées.
Nous donnons à la fin de la section 2 du chapitre 1 quelques arguments qui nous
incitent à conjecturer qu’une telle trichotomie se généralise à n’importe quel groupe de Lie
semi-simple.
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0.2.2 Quelques théorèmes de complétude
Dans le chapitre 2, nous nous intéressons au problème de la complétude des (G,X)-
structures pseudo-riemanniennes compactes. Soit X une variété pseudo-riemannienne ho-
mogène et G son groupe d’isométries. Toute (G,X)-structure sur une variété compacte
M induit alors une métrique pseudo-riemannienne localement isométrique à celle de X.
Nous venons de voir que cette métrique peut ne pas être géodésiquement complète (par
exemple si X est SL(2,R) muni d’une métrique lorentzienne invariante à gauche dont le
flot géodésique est incomplet). Cette incomplétude est cependant due à l’incomplétude
géodésique du modèle X et on ne connaît pas d’exemple où M soit incomplète en tant
que (G,X)-structure. En particulier, si X est un espace pseudo-riemannien symétrique,
alors la complétude géodésique des variétés localement modelées sur X et leur complétude
en tant que (G,X)-structures sont équivalentes. On peut alors conjecturer que toutes les
variétés pseudo-riemanniennes compactes localement modelées sur X sont géodésiquement
complètes. Cette conjecture peut être vue comme une généralisation de la conjecture de
Markus, qui impliquerait que les variétés pseudo-riemanniennes plates compactes sont
géodésiquement complètes.
La conjecture de Markus a été prouvée par Carrière dans le cas particulier des variétés
lorentziennes plates [Car89], puis généralisée par Klingler aux variétés lorentziennes de
courbure constante [Kli96].
Théorème (Carrière, Klingler). Soit M une variété lorentzienne compacte de courbure
constante. Alors M est géodésiquement complète.
L’objet du chapitre 2 est d’étendre ce théorème à d’autres géométries pseudo-rieman-
niennes. Nous n’y arriverons que sous une hypothèse supplémentaire.
Définition. Soit X un espace G-homogène et M une variété de même dimension que
X. Une (G,X)-structure sur M est dite kleinienne si M s’identifie à un quotient d’un
ouvert U de X par un sous-groupe de G agissant librement, proprement discontinûment
et cocompactement sur U .
Un ouvert U qui admet une action proprement discontinue et cocompacte d’un sous-
groupe de G est appelé un ouvert divisible. Nous prouvons dans le chapitre 2 que pour
certaines géométries, le seul ouvert divisible est l’espace X tout entier. Autrement dit,
dans ces géométries, toutes les structures kleiniennes sont complètes.
Les deux premières géométries concernées sont des cas particuliers de géométrie affine.
L’une est donnée par l’action sur Cd du groupe U(d−1, 1)⋉Cd des transformations affines
dont la partie linéaire préserve une forme sesquilinéaire de signature réelle (2d − 2, 2).
L’autre est donnée par l’action sur C3 du groupe O(3,C)⋉C3 des transformations affines
dont la partie linéaire préserve une forme quadratique complexe non dégénérée. Cette
dernière peut être vue comme un analogue holomorphe de la géométrie euclidienne (voir
ch.1, section 1.4). Enfin, la troisième géométrie concernée sera celle d’un groupe de Lie
semi-simple L de rang réel 1 muni de sa métrique de Killing κL. La métrique de Killing
est invariante par translations à gauche et à droite et le groupe d’isométries de (L, κL)
s’identifie (à indice fini près) au quotient de L× L par le plongement diagonal du centre
Z(L) de L.
Théorème 3 (ch.2, théorèmes 2.2.2, 2.2.3 et 2.2.4). Pour tout couple (G,X) dans la liste
suivante :
–
(
U(d− 1, 1) ⋉Cd,Cd
)
, d ∈ N∗,
–
(
O(3,C)⋉C3,C3
)
,
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– (L× L/Z(L), L), L semi-simple de rang réel 1,
les (G,X)-structures kleiniennes sur les variétés compactes sont complètes.
Ce théorème n’est pas complètement satisfaisant puisque, conjecturalement, pour cha-
cune de ces géométries, toutes les (G,X)-structures compactes sont complètes. Son in-
térêt vient du fait que l’ensemble des (G,X)-structures kleiniennes sur une variété M
est fermé dans l’espace de toutes les (G,X)-structures (ch.2, corollaire 2.1.4). On obtient
donc comme corollaire que, pour les couples (G,X) listés ci-dessus, l’espace des (G,X)-
structures complètes sur une variété compacte X est fermé dans l’espace de toutes les
(G,X)-stuctures.
Remarque. On ne connaît pas de géométrie (G,X) pour laquelle l’ensemble des (G,X)-
structures complètes sur une variété compacte M ne soit pas fermé dans l’espace de toutes
les (G,X)-structure sur M .
Par ailleurs, dans le cas oùX = L est un groupe de Lie semi-simple de rang réel 1 et G =
L×L/Z(L), Guéritaud, Guichard, Kassel et Wienhard décrivent dans [GGKW] les (G,L)-
structures complètes et prouvent en particulier que l’espace des (G,L)-structures complètes
sur une variété compacte M est ouvert dans l’espace de toutes les (G,L)-structures. En
combinant leur théorème et le nôtre, on obtient donc le corollaire suivant :
Corollaire 4. Soit L un groupe de Lie semi-simple de rang réel 1, soit G le groupe
L× L/Z(L) agissant sur L par translations à gauche et à droite et soit M une variété
compacte de même dimension que L. Alors le domaine des (G,L)-structures complètes
sur M forme une union de composantes connexes de Def(G,L)(M).
Autrement dit, on ne peut pas espérer obtenir de contre-exemple à la conjecture de
Markus généralisée en déformant continûment une (G,L)-structure complète sur une va-
riété compacte.
0.2.3 Domination des représentations d’un groupe de surface
Le chapitre 3 de cette thèse se focalise sur une question de comparaison de représenta-
tions d’un groupe de surface. Fixons une surface compacte orientée S de genre supérieur
à 2, une variété riemannienne M et une représentation ρ de pi1(S) dans Isom(M). Nous
souhaitons décrire l’espace des représentations fuchsiennes j : pi1(S)→ Isom(H2) pour les-
quelles il existe une application de H2 dans M qui soit (j, ρ)-équivariante et contractante
(ou, plus généralement, λ-lipschitzienne, pour un λ strictement inférieur à une constante
C donnée). Nous résumons ici les résultats obtenus, dans le cas où M est de courbure
sectionnelle inférieure à −1 (par exemple lorsque M est l’espace symétrique d’un groupe
de Lie de rang réel 1). Nous donnons également quelques conséquences de ces résultats
liés à la théorie des représentations d’un groupe de surface. La principale motivation de ce
théorème – son application à la description des espaces de déformation des variétés anti-de
Sitter compactes de dimension 3 – fera l’objet du chapitre 4 de la thèse. Nous en discutons
dans la section suivante.
Définition. Soit S une surface compacte orientée de genre supérieur à 2 et M un espace
métrique. Étant données une représentation fuchsienne j de pi1(S) dans Isom(H2) et une
représentation ρ : pi1(S) → Isom(M), on appelle constante de Lipschitz minimale et on
note
Lip(j, ρ)
l’infimum des constantes de Lipschitz d’applications (j, ρ)-équivariantes de H2 dans M .
On dit que j domine strictement ρ si Lip(j, ρ) < 1.
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Nous nous intéresserons uniquement au cas où M est une variété riemannienne com-
plète simplement connexe de courbure sectionnelle inférieure à −1 (appelée par la suite
espace riemannien CAT(−1)).
La fonction Lip est continue (ch.3, théorème 3.1.7) et ne dépend que de la classe de j et
de ρmodulo conjugaison. On peut donc la voir comme définie sur T (S)×Rep(S, Isom(M)),
où Rep(S, Isom(M)) désigne l’espace des représentations de pi1(S) dans Isom(M) modulo
conjugaison et où T (S) désigne l’espace de Teichmüller de S (qui s’identifie à l’espace des
représentations fuchsiennes modulo conjugaison).
La constante de Lipschitz minimale fournit une comparaison très fine entre deux re-
présentations, qui implique de nombreuses autres inégalités plus larges. Par exemple, un
contrôle de la constante de Lipschitz minimale fournit immédiatement un contrôle du
spectre des longueurs de ρ (ch.3, section 3.1.2) ou de son exposant critique (ch.3, défini-
tion 3.2.4).
La constante de Lipschitz minimale a été introduite par Thurston dans le cas particulier
où ρ est également une représentation fuchsienne [Thu86]. En remarquant que Lip(j, ρ) > 1
lorsque j et ρ sont fuchsiennes, Thurston définit une distance asymétrique sur l’espace de
Teichmüller, donnée par
dTh(j, ρ) = log(Lip(j, ρ)) .
L’étude de la fonction Lip dans un cadre plus général a été développée par Guéritaud et
Kassel dans [GK13]. Leur travail est motivé en grande partie par la description des quo-
tients d’un groupe de Lie L de rang 1 par des sous-groupes de L× L (voir section 0.2.4).
Le premier théorème du chapitre 3, obtenu en collaboration avec Bertrand Deroin,
affirme que toute représentation ρ peut être dominée par une représentation fuchsienne.
Théorème 5 (ch.3, théorème 3.2.2). Soit S une surface compacte orientée de genre su-
périeur à 2, soit M un espace riemannien CAT(−1) et soit ρ une représentation de pi1(S)
dans Isom(M). Alors il existe une représentation fuchsienne j qui domine strictement ρ,
sauf si ρ est elle même fuchsienne, i.e. stabilise un plan totalement géodésique de cour-
bure −1 en restriction auquel elle est fuchsienne.
Ce théorème a été obtenu indépendamment et avec des méthodes différentes par
Guéritaud–Kassel–Wolff dans le cas où M est le plan hyperbolique [GKW13]. Il per-
met d’étendre certains contrôles uniformes sur les représentations fuchsiennes à toutes les
représentations à valeurs dans le groupe des isométries d’un espace riemannien CAT(−1).
Pour illustrer cela, rappelons la définition de la systole et de la constante de Bers.
Définition 0.2.1. La systole en genre g est le plus petit nombre σg tel que toute métrique
hyperbolique sur une surface compacte de genre g possède une courbe fermée simple de
longueur inférieure à σg. La constante de Bers en genre g est le plus petit nombre Bg tel
que, pour toute métrique hyperbolique sur une surface compacte S de genre g, il existe
un découpage de S en pantalons par des courbes de longueurs inférieures à Bg.
On déduit aisément du théorème 5 le résultat suivant :
Corollaire 6 (ch.3, corollaire 3.2.9). Soit S une surface compacte orientée de genre g
supérieur à 2, soit M un espace riemannien CAT(−1) et soit ρ une représentation de
pi1(S) dans Isom(M). Alors :
– il existe une courbe fermée simple sur S qui représente un élément du groupe fonda-
mental dont l’image par ρ a une longueur de translation inférieure à σg,
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– il existe une décomposition en pantalons de S par des courbes représentant des élé-
ments du groupe fondamental dont les images par ρ ont des longueurs de translation
inférieures à Bg.
Ce dernier corollaire a été utilisé par Marché et Wolff [MW13] pour prouver en genre
2 une célèbre conjecture de Bowditch selon laquelle toute représentation non fuchsienne
de pi1(S) dans Isom(H2) admet une courbe fermée simple dont l’image est elliptique ou
parabolique.
La preuve du théorème 5 construit une représentation dominant ρ par des méthodes
analytiques utilisant la théorie des applications harmoniques tordues (voir ch.3, section
3.3). La représentation ainsi construite dépend en fait du choix a priori d’une structure
complexe sur la surface S. Pour être plus précis, on construit une application Ψρ : T (S)→
T (S), dont on montre que l’image est contenue dans le domaine Dom(ρ) des représenta-
tions qui dominent strictement ρ. On en déduit en particulier que ce domaine est non vide.
Dans un second temps, nous montrerons que Ψρ est un homéomorphisme de T (S) dans
Dom(ρ) qui varie continûment avec ρ. On obtient ainsi le théorème suivant :
Théorème 7 (ch.3, théorème 3.2.10). Soit S une surface compacte orientée de genre
supérieur à 2 et M un espace riemannien CAT(−1). Alors le domaine Dom(S, Isom(M))
formé des couples (j, ρ) ∈ T (S) × Rep(S, Isom(M)) tels que j domine strictement ρ est
homéomorphe à T (S)×Repnf (S, Isom(M)) (où Repnf (S, Isom(M)) désigne l’ensemble des
représentations ρ qui ne sont pas fuchsiennes en restriction à un plan stable totalement
géodésique de courbure −1).
Si on divise la métrique gM de M par une constante C2 > 1, on multiplie sa cour-
bure sectionnelle par C2 et le théorème reste valable pour cette métrique renormalisée. La
constante de Lipschitz minimale est quant à elle divisée par C. Grâce à cette renormali-
sation, on peut déduire du théorème 7 une description de l’ensemble des représentations
fuchsiennes j telles que Lip(j, ρ) < C.
Corollaire 8 (ch.3, corollaires 3.2.12 et 3.2.13). Soit S une surface compacte orientée de
genre supérieur à 2 et M un espace riemannien CAT(−1). Pour toute représentation ρ de
pi1(S) dans Isom(M) et toute constante C strictement supérieure à 1, l’ensemble
{j ∈ T (S) | Lip(j, ρ) < C}
est homéomorphe à T (S). En particulier, les boules ouvertes à gauche pour la distance
asymétrique de Thurston sur T (S) sont contractiles.
0.2.4 Application à la géométrie anti-de Sitter de dimension 3
Les résultats du chapitre 3, qui semblent plus relever de la théorie des représentations
des groupes de surfaces que de l’étude des variétés pseudo-riemanniennes localement symé-
triques, sont en fait motivés par un problème de géométrie anti-de Sitter de dimension 3.
Une variété anti-de Sitter est une variété lorentzienne de courbure constante −1. En
dimension 3, ces variétés sont localement modelées sur PSL(2,R) muni de sa métrique
de Killing. D’après le théorème de Klingler, les variétés anti-de Sitter compactes sont
complètes et sont donc des quotients du revêtement universel ˜PSL(2,R) de PSL(2,R) par
l’action d’un sous-groupe de ˜PSL(2,R) × ˜PSL(2,R) agissant par translations à gauche
et à droite. Le groupe fondamental de PSL(2,R) est isomorphe à Z, mais le théorème
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des niveaux finis, dû à Kulkarni et Raymond [KR85] (voir ch.4, théorème 4.1.2 et la
discussion qui suit), affirme que ces variétés sont en fait des quotients d’un revêtement fini
de PSL(2,R). Pour décrire les variétés anti-de Sitter compactes à revêtement fini près, il
reste donc à décrire les quotients compacts de PSL(2,R).
Rappelons que PSL(2,R) s’identifie au groupe Isom+(H2) des isométries de H2 préser-
vant l’orientation. Kulkarni et Raymond ont prouvé dans [KR85] que ces quotients sont,
à indice fini près, de la forme
j × ρ(Γ)\PSL(2,R) ,
où Γ est le groupe fondamental d’une surface compacte orientée de genre supérieur à 2 et
j et ρ deux représentations de Γ dans PSL(2,R) telles que j est fuchsienne.
Kassel [Kas09] a ensuite montré que j×ρ(Γ) agit librement, proprement discontinûment
et cocompactement sur PSL(2,R) si et seulement si j domine strictement ρ. Ce théorème
conduit naturellement à s’interroger sur la topologie de l’espace des couples (j, ρ) tels que
j domine strictement ρ (ce qui fait l’objet de la question 2.1 d’un récent article de survol
co-écrit par plusieurs spécialistes du domaine [BBD+12]).
Le théorème 7 permet d’obtenir une réponse à cette question :
Corollaire 9 (ch.4, corollaire 4.2.7). Soit S une surface compacte orientée de genre
g supérieur à 2. Notons Repk(S,PSL(2,R)) l’espace des représentations de pi1(S) dans
PSL(2,R) de classe d’Euler k modulo conjugaison. Alors l’ensemble des couples (j, ρ) ∈
T (S)× Rep(S,PSL(2,R)) tels que j domine strictement ρ est homéomorphe à
T (S)×
∐
2−2g<k<2g−2
Repk(S,PSL(2,R)) .
En particulier, cet ensemble possède 4g− 5 composantes connexes, classifiées par la classe
d’Euler de la représentation ρ.
Notons que ce théorème ne décrit pas l’espace de déformation des structures anti-de
Sitter sur une variété donnée, car la topologie d’un quotient de la forme
j × ρ(pi1(S))\PSL(2,R)
dépend de la classe d’Euler de ρ. Pour arriver à une description d’un espace de déformation,
il est nécessaire de décrire tous les quotients de ˜PSL(2,R) (pas uniquement à revêtement
fini près) et de “regrouper ensemble” les quotients qui donnent topologiquement la même
variété.
Dans ce but, nous commencerons par raffiner (sans nouvelle difficulté) les théorèmes de
Kulkarni–Raymond et Kassel de façon à décrire tous les quotients compacts de ˜PSL(2,R)
(ch.4, lemmes 4.3.1 et 4.3.3). Nous prouverons ensuite que ces quotients sont des fibrés
de Seifert. Ce résultat se déduisait déjà des travaux de Kulkarni et Raymond, mais nous
en donnons un preuve plus explicite due à Guéritaud et Kassel [GK13], qui construit la
fibration de Seifert à partir d’une application équivariante contractante (ch.4, corollaire
4.3.6).
La description de l’espace de déformation des structures anti-de Sitter sur chaque fi-
bré de Seifert serait trop technique, car elle ferait intervenir la classification des orbifolds
hyperboliques et celle des représentations de leur groupe fondamental. Nous nous restrein-
drons donc au cas des fibrés en cercles. Il apparaîtra que pour toute structure anti-de Sitter
q sur un fibré en cercle M au dessus de S, les fibres de M sont librement homotopes à des
géodésiques fermées simples de type temps et de même longueur. Nous appellerons lon-
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gueur de la fibre cette longueur divisée par pi et nous la noterons n(M, q) (ch.4, définition
4.4.1).
En utilisant le théorème 9 et en regroupant les quotients donnant les mêmes fibrés en
cercles, on obtient le théorème suivant :
Théorème 10 (ch.4, théorème 4.4.6). Soit M un fibré en cercle de classe d’Euler k au
dessus d’une surface compacte orientée S de genre g ≥ 2. Alors :
– les composantes connexes de l’espace de déformation des structures anti-de Sitter
sur M sont classifiées par la longueur de la fibre,
– la longueur de la fibre prend toutes les valeurs entières strictement comprises entre
0 et 4g−4k , ainsi que la valeur rationnelle
2g−2
k .
Il est également intéressant de comprendre où se situent, dans cet espace de déforma-
tion, les structures anti de-Sitter pour lesquelles la représentation ρ est à valeurs dans un
sous-groupe compact maximal. Ces structures, appelées standard, sont historiquement les
premières à avoir été mises en évidence. On a d’abord cru que toutes les structures anti-de
Sitter étaient standard, puis que toutes les structures anti-de Sitter pouvaient être obte-
nues par déformation de structures standard. Il transparaîtra clairement dans la preuve
du théorème 10 que les structures standard ont une longueur de la fibre égale 2g−2k et que
lorsque k ne divise pas 2g − 2, ces structures standard sont “rigides”, c’est-à-dire qu’elles
ne peuvent être déformées en des structures non standard. Lorsque k est supérieur à 4g−4,
le fibré en cercle de classe d’Euler k au dessus de S ne possède que des structures anti-de
Sitter standard.
Nous terminerons le chapitre 4 par le calcul du volume des variétés anti-de Sitter
compactes de dimension 3, répondant ainsi à la question 2.2 de [BBD+12].
Théorème 11 (ch.4, théorème 4.5.1). Soit M un fibré en cercle de classe d’Euler k au
dessus d’une surface compacte orientée S de genre g ≥ 2 et q une métrique anti-de Sitter
sur M , de longueur de la fibre n(M, q). Alors
Vol(M, q) =
pi2
2
(
(4g − 4)n(M, q) − kn(M, q)2
)
.
En particulier, le volume de q ne dépend que de la composante connexe de q dans l’espace
de déformation des structures anti-de Sitter sur M .
Ce calcul se déduit de la description explicite des variétés anti-de Sitter compactes
comme fibrés de Seifert.
Les résultats du chapitre 2 font l’objet de l’article [Tho13]. Le théorème 5, obtenu en
collaboration avec Bertrand Deroin, est prouvé dans [DT13]. Le théorème 7 est quant à lui
prouvé dans [Tho14]. Enfin, les résultats du chapitre 4 feront l’objet d’un article ultérieur.
Malgré quelques paragraphes de rappels dans le chapitre 1, il nous sera malheureuse-
ment impossible de ré-introduire dans cette thèse toutes les notions qui nous seront utiles.
Nous serons en particulier très évasifs sur les outils d’analyse pseudo-riemannienne et nous
ne ferons pratiquement aucun rappel sur la théorie des groupes de Lie. Nous conseillons
au lecteur intéressé le livre de Wolf [Wol74] pour une introduction aux variétés pseudo-
riemanniennes localement symétriques, celui de Knapp [Kna02] pour un cours complet sur
les groupes et algèbres de Lie, ou encore celui d’Helgason [Hel79] pour un point de vue
plus géométrique sur les groupes de Lie semi-simples.

Chapitre 1
Variétés localement homogènes et
(G,X)-structures
L’objectif de ce chapitre introductif sera de situer mes travaux de recherchedans le cadre général de l’étude des variétés pseudo-riemanniennes localement homo-
gènes. Notre fil rouge sera de montrer comment l’étude de ces variétés peut se traduire
dans le langage des (G,X)-structures, introduit par Thurston dans [Thu80] et dont l’idée
remonte à Ehresmann.
Le principe général est le suivant. Considérons X une variété différentielle munie d’une
structure géométrique rigide q (comme une connexion affine ou, dans notre cas, une mé-
trique pseudo-riemannienne), et supposons que le groupe G des transformations de X qui
préservent q agit transitivement sur X. Alors, étant donnée une variété M de même di-
mension que X, il existe, sous certaines hypothèses, une correspondance naturelle entre
les structures géométriques rigides sur M localement isomorphes à (X, q) et les atlas de
cartes de M à valeurs dans X dont les changements de cartes sont dans G. C’est cet atlas
que Thurston appelle une (G,X)-structure sur la variété M . On peut alors “oublier” en
quelque sorte la structure géométrique dont on a muniM pour se focaliser sur la structure
locale d’espace homogène qu’elle induit. La notion de (G,X)-structure est même définie
pour des espaces G-homogènes X où G n’est pas a priori le groupe des automorphismes
d’une structure géométrique sur X.
L’intérêt d’adopter ce point de vue provient du fait qu’une (G,X)-structure sur une
variété M peut être décrite par un couple (dev, ρ), où ρ est une représentation du groupe
fondamental de M dans G et dev : M˜ → M un difféomorphisme local ρ-équivariant. La
description des (G,X)-structures se ramène alors à l’étude de certaines représentations de
pi1(M) dans G et de leur dynamique sur l’espace homogène X. En particulier, le théorème
d’Ehresmann–Thurston [Thu82], impressionnant par son degré de généralité, affirme que
l’espace des (G,X)-structures sur une variété compacte M est localement paramétré par
les morphismes d’holonomie (voir section 1.5.2).
Hormis ce théorème, l’étude des (G,X)-structures dépend beaucoup de l’espace homo-
gène considéré et ce point de vue sert plutôt à fixer un cadre de réflexion qu’à apporter
des réponses générales. Les questions naturelles qui se posent sont : quelles variétés M
possèdent une (G,X)-structure ? À quoi ressemble l’espace des (G,X)-structures sur une
variété M donnée ? En particulier, quels morphismes de pi1(M) dans G s’interprètent géo-
métriquement comme l’holonomie d’une (G,X)-structure ?
Dans le contexte de la géométrie pseudo-riemannienne, le point de vue des (G,X)-
structures s’est révélé essentiel dans la preuve des théorèmes de Carrière et Klingler, qui gé-
néralisent le théorème classique de Hopf–Rinow à certaines variétés pseudo-riemanniennes.
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Carrière [Car89] et Klingler [Kli96] on montré que les variétés lorentziennes compactes de
courbure constante sont géodésiquement complètes (voir section 1.6.1). Leur preuve repose
sur le fait que la notion analytique de complétude géodésique (il s’agit de savoir si les so-
lutions d’une équation différentielle peuvent exploser en temps fini) est en fait équivalente
à une autre notion de complétude, propre aux (G,X)-structures : une (G,X)-structure
sur M est dite complète si M s’identifie à un quotient de X par un sous-groupe discret
de G. Pour de nombreux espaces G-homogènes X (et notamment dès que G préserve
une métrique pseudo-riemannienne sur X), on ne sait pas s’il existe des (G,X)-variétés
compactes non complètes.
Nous souhaitons donc étudier les variétés pseudo-riemanniennes localement homogènes
du point de vue des (G,X)-structures. Cette transcription n’est toutefois pas immédiate
et peut être impossible en général. Un premier obstacle à cette transcription vient du
fait qu’une variété pseudo-riemannienne localement homogène n’est pas nécessairement
localement modelée sur un espace homogène. La construction naturelle pour trouver un
modèle homogène à une structure localement homogène consiste à considérer l’algèbre de
Lie g des germes de champs de Killing en un point, la sous-algèbre de Lie h de ceux qui
s’annulent en ce point et à poser X = G/H, où G est le groupe de Lie simplement connexe
engendré par g et H le sous-groupe engendré par h. Or il se peut que H ne soit pas fermé
dans G. Ce phénomène ne se produit toutefois pas en dimension inférieure à 4, en vertu
d’un théorème de Mostow [Mos50] (voir section 1.3.2).
Par ailleurs, si M est une variété pseudo-riemannienne localement homogène qui pos-
sède un modèle X, la complétude géodésique de M n’est pas toujours équivalente à sa
complétude en tant que (G,X)-structure, pour la simple raison que le modèle X lui-même
peut ne pas être géodésiquement complet. En guise d’exemple, nous étudions dans la sec-
tion 1.2 les métriques lorentziennes invariantes à gauche sur SL(2,R) et prouvons que
beaucoup d’entre elles sont géodésiquement incomplètes.
Nous nous placerons donc sous une hypothèse plus forte que l’homogénéité locale : la
symétrie locale au sens de Cartan (voir section 1.3). Un des objectifs de ce chapitre est
de montrer que cette hypothèse résout les problèmes que nous venons de mentionner :
d’une part, toute variété pseudo-riemannienne localement symétrique est localement mo-
delée sur un espace symétrique, d’autre part, tout espace pseudo-riemannien symétrique
est géodésiquement complet, de sorte que la complétude géodésique d’une variété locale-
ment symétrique est équivalente à la complétude de la (G,X)-structure qui lui est associée.
Ce premier chapitre s’organise ainsi. Après de brefs rappels de géométrie pseudo-
riemannienne (section 1.1), nous illustrons les difficultés de la question de la complétude
géodésique en étudiant les métriques lorentziennes invariantes à gauche sur SL(2,R) (sec-
tion 1.2). Dans cette section relativement indépendante du reste du chapitre, nous retrou-
vons par des arguments plus géométriques un théorème de Bromberg–Medina qui classifie
les métriques lorentziennes invariantes à gauche sur SL(2,R) dont le flot géodésique est
complet (théorème 1.2.8). Nous obtenons en particulier que l’espace des métriques lorent-
ziennes invariantes à gauche sur SL(2,R) se partitionne en deux ouverts non-vides U+ et
U− et un fermé semi-algébrique V0 tel que les métriques de U+ et de V0 sont géodésique-
ment complètes et celles de U− sont géodésiquement incomplètes (corollaire 1.2.9). Nous
donnons également quelques arguments plus généraux qui nous conduisent à conjecturer
qu’une telle classification reste valable sur des groupes de Lie semi-simples de dimension
supérieure.
Nous introduisons ensuite la notion de variété pseudo-riemannienne localement sy-
métrique et montrons que ces variétés satisfont les quelques bonnes propriétés qui nous
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permettrons de les étudier à travers le prisme des (G,X)-structures (section 1.3). Dans
la section 1.4, nous introduisons la notion de variété riemannienne holomorphe, une gé-
néralisation holomorphe de la notion de variété pseudo-riemannienne. De telles variétés
peuvent également être localement symétriques et leur étude se transcrit également dans
le langage des (G,X)-structures.
Dans la section 1.5, nous rappelons les résultats généraux de la théorie des (G,X)-
structures (en particulier le théorème d’Ehresmann–Thurston) et établissons les corres-
pondances fondamentales entre l’étude des métriques pseudo-riemanniennes localement
symétriques et l’étude des (G,X)-structures associées. Nous montrons en particulier l’équi-
valence entre les deux notions de complétude (proposition 1.5.14), ainsi que la correspon-
dance entre les espaces de déformation. Enfin, nous terminons ce chapitre par une liste de
questions générales qui ont motivé ce travail de recherche (section 1.6), questions que nous
étayons par des conjectures et des résultats partiels obtenus ces trente dernières années.
Les résultats de ce chapitre ne sont pas nouveaux, à l’exception de ceux de la section
1.2. Nous omettrons donc de nombreuses preuves, pour nous concentrer uniquement sur
les théorèmes qui établissent un lien entre variétés pseudo-riemanniennes localement sy-
métriques et (G,X)-structures. On pourra consulter [Wol74] pour plus de précisions sur
les variétés pseudo-riemanniennes localement homogènes et la symétrie au sens de Cartan,
ainsi que [Gol10] pour une introduction à la théorie des (G,X)-structures.
Le degré de généralité de ce chapitre introductif pourra sembler excessif en comparaison
du reste de la thèse qui se focalisera sur des géométries bien spécifiques. Il m’a semblé
cependant qu’il serait dommage de ne pas inclure cette mise en contexte, qui a été l’objet
d’un travail de réflexion non négligeable au cours de mon doctorat.
1.1 Rappels de géométrie pseudo-riemannienne
Soit M une variété différentielle. Une métrique pseudo-riemannienne q sur M est une
section lisse du fibré Sym2TM des formes quadratiques sur le fibré tangent, telle qu’en
tout point x de M , la forme quadratique qx définie sur TxM est non dégénérée. Cette
notion généralise donc la notion de métrique riemannienne, qui suppose qx définie positive
en tout point.
Une métrique pseudo-riemannienne assigne une “norme” négative à certains vecteurs
tangents et ne peut donc pas s’interpréter comme le générateur infinitésimal d’une dis-
tance sur la variétéM . Néanmoins, les métriques pseudo-riemanniennes partagent de nom-
breuses propriétés avec les métriques riemanniennes. En particulier, une métrique pseudo-
riemannienne possède une unique connexion de Levi–Civita, qui permet de définir un flot
géodésique et un opérateur de courbure. L’objet de cette section est de rappeler brièvement
la définition de ces objets.
1.1.1 Connexion de Levi–Civita et géodésiques pseudo-riemanniennes
Rappelons qu’une connexion linéaire ∇ sur un fibré vectoriel E → M est la donnée
d’une “bonne” façon de dériver les sections de E. Formellement, c’est un opérateur linéaire
∇ : C∞ (E)→ C∞
(
Ω1(M)⊗ E
)
satisfaisant la règle de Leibniz :
∇(fs) = df ⊗ s+ f∇s
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pour toute section s de E et toute fonction f : M → R. Si X est un champ de vecteurs
sur M et s une section de E, on note ∇Xs la contraction de X avec ∇s.
Soit c : [0, 1] → M un chemin et u0 un vecteur de Ec(0). Il existe alors un unique
chemin u(t) ∈ Ec(t) vérifiant u(0) = u0 et ∇c˙(t)u(t) = 0. De plus, l’application de Ec(0)
dans Ec(1) qui à u(0) associe u(1) est linéaire. Elle est appelée transport parallèle de la
connexion ∇ le long de c.
Supposons maintenant que le fibré E est le fibré tangent à la variété M . On appelle
alors torsion d’une connexion ∇ la section T∇ du fibré Λ2T ∗M ⊗ TM définie par
T∇(X,Y ) = ∇XY −∇YX − [X,Y ]
pour tout champs de vecteurs X et Y sur M . (On vérifie aisément que cette expression
est C∞(M)-linéaire en X et en Y et que sa valeur en un point x ne dépend donc que des
valeurs de X et Y au point x.)
Proposition-définition 1.1.1. Soit q une métrique pseudo-riemannienne sur une variété
M . Il existe une unique connexion sur TM dont la torsion soit nulle et dont le transport
parallèle préserve la métrique q. Cette connexion est appelée connexion de Levi–Civita
associée à q.
La preuve de cette proposition est en tout point identique à la preuve classique en
géométrie riemannienne (lire par exemple [GHL90], p.72).
L’existence d’une connexion de Levi-Civita permet de définir les géodésiques de la
métrique q comme les courbes γ solutions de l’équation
∇γ˙ γ˙ = 0 .
Ces géodésiques sont en fait les projections sur M des courbes intégrales d’un champ de
vecteurs sur l’espace total du fibré tangent à la variété M . Autrement dit, pour tout point
x deM et tout vecteur u ∈ TxM , il existe une unique géodésique issue de x et dirigée par u.
Le flot de ce champ de vecteur est appelé flot géodésique. Par homogénéité de l’équation
des géodésiques, l’image au temps t de la géodésique issue de x dirigée par u est égale
(lorsqu’elle existe) à l’image au temps 1 de la géodésique issue de x dirigée par tu. On la
note expx(tu). L’application u 7→ expx(u) est appelée application exponentielle au point
x. L’application exponentielle fournit, comme dans le cas riemannien, des coordonnées
locales “standard”, grâce à la proposition suivante :
Proposition 1.1.2. Pour tout x ∈M , il existe un ouvert U de TxM contenant 0 tel que
expx : U →M est un difféomorphisme sur son image.
Notons que le flot géodésique est défini sur un ouvert maximal de TM × R qui n’est
pas nécéssairement tout TM × R.
Définition 1.1.3. La variété pseudo-riemannienne (M, q) est dite geodésiquement com-
plète si son flot géodésique est complet, c’est-à-dire défini sur tout TM × R.
Rappelons qu’en géométrie riemannienne, le théorème classique de Hopf–Rinow relie
la complétude géodésique à la complétude métrique ([GHL90], p.96).
Théorème 1.1.4 (Hopf–Rinow). Une variété riemannienne (M, q) est géodésiquement
complète si et seulement si la distance induite par q fait de M un espace métrique complet.
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Corollaire 1.1.5. Les variétés riemanniennes compactes sont géodésiquement complètes.
Comme une métrique pseudo-riemannienne n’induit pas de distance sur M , le théo-
rème de Hopf–Rinow n’a pas de sens en géométrie pseudo-riemannienne. Son corollaire est
faux : il existe, dès la dimension 2, des exemples de variétés lorentziennes compactes qui
ne sont pas géodésiquement complètes (voir par exemple [GL95]). Nous donnerons dans la
section 1.2 un exemple en dimension 3 où la métrique lorentzienne considérée est de plus
localement homogène.
1.1.2 Courbure
La courbure d’une métrique pseudo-riemannienne q se définit, comme dans le cadre
riemannien, à partir de sa connexion de Levi–Civita ∇.
Définition 1.1.6. Le tenseur de courbure de la métrique q est la section Rq de T ∗M⊗4
définie par
Rq(X,Y,Z, T ) = q (∇X∇Y Z, T )− q (∇Y∇XZ, T )− q
(
∇[X,Y ]Z, T
)
(1.1)
pour tout champs de vecteurs X,Y,Z, T . (Comme pour la torsion, on vérifie que la valeur
de Rq au point x ne dépend que des valeurs de X,Y,Z, T au point x.)
Le tenseur de courbure est anti-symétrique en X et Y et symétrique en (X,Y ) et
(Z, T ). Il est par conséquent caractérisé par son évaluation sur les 2-plans, appelée courbure
sectionnelle. Dans le cas pseudo-riemannien, la courbure sectionnelle ne peut pas être
évaluée sur les 2-plans isotropes.
Définition 1.1.7. Soit P ⊂ TxM un 2-plan non-isotrope pour qx (i.e. tel que qx|P est non
dégénérée). La courbure sectionnelle de P est donnée par
Rqx(X,Y, Y,X)
qx(X,X)qx(Y, Y )− qx(X,Y )2
,
où (X,Y ) désigne une base quelconque de P .
1.1.3 Isométries, champs de Killing et homogénéité
Soient (M, q) et (N, q′) deux variétés pseudo-riemmanniennes de même dimension. Par
analogie avec le cas riemannien, on appelle isométrie un difféomorphisme ϕ : M → N
tel que ϕ∗q′ = q. Une isométrie locale de M dans N est la donnée d’un ouvert U de
M , d’un ouvert V de N et d’une isométrie de (U, q|U ) dans (V, q′|V ). Un champ de Killing
sur la variété pseudo-riemannienne (M, q) est un champ de vecteur dont le flot est formé
d’isométries de (M, q). On appelle également champ de Killing local un champ de vecteur
défini sur un ouvert de M , dont le flot est formé d’isométries locales.
Lorsque M est connexe, les isométries de M dans N sont caractérisées par leur diffé-
rentielle en un point x. Elles préservent en effet les géodésiques et sont donc linéaires en
coordonnées exponentielles. De plus, la différentielle d’une isométrie ϕ en un point x est
une isométrie linéaire de (TxM, qx) dans (Tϕ(x)N, q′ϕ(x)). On en déduit que le groupe des
isométries d’une variété pseudo-riemannienne M de dimension n est un groupe de Lie de
dimension inférieure à
n(n− 1)
2
+ n =
n(n+ 2)
2
.
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Son algèbre de Lie tangente s’identifie à l’algèbre de Lie des champs de Killing.
De même, le pseudo-groupe des germes d’isométries locales est un pseudo-groupe de
Lie de dimension inférieure à n(n+1)2 et l’ensemble des germes de champs de Killing locaux
en un point x forme une algèbre de Lie de dimension inférieure à n(n+1)2 . Elle contient
une sous-algèbre de Lie de dimension inférieure à n(n−1)2 formée des germes de champs de
Killing locaux s’annulant en x, qui s’identifie à l’algèbre de Lie du sous-groupe des germes
d’isométries locales fixant x.
Toute isométrie linéaire de (TxM, qx) dans (Tx′N, q′x′) ne s’étend pas nécessairement
en une isométrie locale via les coordonnées exponentielles. Pour cela, il est par exemple
nécessaire que cette isométrie linéaire préserve également le tenseur de courbure. En fait,
une métrique pseudo-riemannienne générique n’admet pas d’isométrie locale. Dans la suite,
nous allons nous intéresser au cas particulier où le pseudo-groupe des isométries locales
est “assez gros” pour agir transitivement sur la variété.
Définition 1.1.8. Une variété pseudo-riemannienne (M, q) est dite homogène si le groupe
des isométries de (M, q) agit transitivement sur la variété M . Elle est dite localement
homogène si le pseudo-groupe des isométries locales de (M, q) agit transitivement sur M .
Le lemme suivant permet dans certains cas de passer de l’homogénéité locale à l’ho-
mogénéité globale.
Lemme 1.1.9. Soit (M, q) une variété pseudo-riemannienne simplement connexe loca-
lement homogène et géodésiquement complète. Alors toute isométrie locale de (M, q) se
prolonge en une isométrie globale. En particulier, M est homogène.
Preuve. On se contentera de prouver qu’une isométrie locale se prolonge (de façon unique)
sur un voisinage de tout chemin de M . Le résultat se déduira alors de la simple connexité
de M .
Il suffit pour cela de montrer que, si c : [0, 1]→M est un chemin continu, U un ouvert
de M contenant c ([0, 1[) et f : U → M une isométrie locale, alors f se prolonge à un
voisinage de c ([0, 1]). Par compacité de c ([0, 1]), il existe 0 < t < 1 et Vt un voisinage de 0
dans Tc(t)M tel que l’application expc(t) est injective sur Vt et tel que c(1) est inclus dans
Ut = expc(t)(Vt). Comme le flot géodésique deM est complet, on peut définir l’application
g : Ut → M
expc(t)(u) 7→ expf(c(t))(df(u)) .
Comme g est linéaire en coordonnées exponentielles et puisque dg coïncide avec df au point
c(t), l’application g est une isométrie locale, qui coïncide avec f sur U ∩Ut. L’application
f¯ : U ∪ Ut → M
x 7→
{
f(x) si x ∈ U
g(x) si x ∈ Ut
est donc bien une isométrie locale et prolonge f à un voisinage de c([0, 1]).
On peut tirer de ce lemme plusieurs conséquences en géométrie riemannienne.
Corollaire 1.1.10. Si M est une variété riemannienne compacte localement homogène,
son revêtement universel est homogène.
Preuve. Par le théorème de Hopf–Rinow, M est géodésiquement complète et son revête-
ment universel l’est également. On conclut alors grâce au lemme 1.1.9.
1.1. Rappels de géométrie pseudo-riemannienne 31
Le théorème de Hopf–Rinow admet également la conséquente suivante :
Proposition 1.1.11. Soit M une variété riemannienne homogène. Alors M est géodési-
quement complète. Si M est de plus simplement connexe, alors toute isométrie locale de
M se prolonge en une isométrie globale.
Ce résultat n’a pas d’équivalent pseudo-riemannien. En voici un premier contre-exemple.
Soit U l’ouvert des (x, y) ∈ R2 tels que y > 0. Munissons U de la métrique riemannienne
plate dxdy. Le groupe des transformations affines lorentziennes de la forme
(x, y) 7→ (λx+ b, λ−1y)
agit transitivement sur l’ouvert U , qui est donc un espace pseudo-riemannien homogène. Il
n’est cependant pas géodésiquement complet, puisque c’est un ouvert strict de (R2,dxdy).
L’isométrie locale (x, y) 7→ (x, y − 1), bien définie par exemple sur un voisinage du point
(0, 2), ne se prolonge pas en une isométrie globale. Dans la section 1.2, nous donnerons
d’autres contre-exemples en étudiant la complétude géodésique des métriques lorentziennes
invariantes à gauche sur SL(2,R).
Modèles
Soit G le groupe des isométries deM et H le sous-groupe des isométries fixant un point
base x0. Si la variété (M, q) est homogène, elle s’identifie au quotient G/H, sur lequel G
agit par translations à gauche. Si par exemple H est trivial, (M, q) s’identifie à un groupe
de Lie muni d’une métrique pseudo-riemannienne invariante à gauche.
Réciproquement, on peut construire une variété pseudo-riemannienne homogène par la
donnée d’un groupe de Lie G et d’un sous-groupe de Lie H vérifiant certaines propriétés :
Proposition 1.1.12. Soit G un groupe de Lie, d’algèbre de Lie g, et H un sous-groupe
fermé, d’algèbre de Lie h ⊂ g. Toute forme quadratique non dégénérée sur g/h invariante
par l’action adjointe de H s’étend de façon unique en une métrique pseudo-riemannienne
sur G/H invariante par G.
Il est naturel de se demander si une variété pseudo-riemannienne localement homogène
(M, q) est localement isométrique à un modèle homogène. Pour cela, considérons un point
x de M , et notons g l’algèbre de Lie des champs de Killing locaux au voisinage de x et
h la sous-algèbre des champs s’annulant en x. Soit G l’unique groupe de Lie connexe et
simplement connexe d’algèbre de Lie g et soit H le sous-groupe connexe engendré par h.
Proposition 1.1.13 ([Mos50]). La variété (M, q) admet un modèle homogène si et seule-
ment si H est fermé dans G. Dans ce cas, M est localement isométrique à l’espace homo-
gène G/H.
Si la variété M est de dimension inférieure à 4, l’algèbre de Lie h est de codimension
inférieure à 4 dans g et le théorème suivant affirme que le sous-groupeH est nécessairement
fermé dans G.
Théorème 1.1.14 (Mostow, [Mos50]). Soit G un groupe de Lie simplement connexe et
h une sous-algèbre de Lie de g de codimension inférieure à 4. Alors le sous-groupe de G
engendré par h est fermé dans G.
Par conséquent, toute variété pseudo-riemannienne localement homogène de dimension
inférieure à 4 est localement isométrique à une variété pseudo-riemannienne homogène de
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même dimension. Il existe en revanche des contre-exemples au théorème de Mostow à partir
de la codimension 5. Le premier de ces exemples consiste à considérer h une direction de
pente irrationnelle dans un tore de dimension 2 plongé dans SU(2)× SU(2). Cet exemple
permet de construire des métriques riemanniennes localement homogènes en dimension 5
qui n’admettent pas de modèle homogène. De telles métriques ne peuvent toutefois pas
exister sur des variétés compactes puisque, d’après le corollaire 1.1.10, le revêtement d’une
variété riemannienne compacte localement homogène est homogène.
La preuve du corollaire 1.1.10, qui repose sur le théorème de Hopf–Rinow, n’est plus
valable en géométrie pseudo-riemannienne. On ne connaît cependant pas d’exemple de
variété pseudo-riemannienne compacte localement homogène qui n’admette pas de modèle
homogène.
1.2 Métriques lorentziennes invariantes à gauche sur SL(2,R)
Cette section peut être lue comme une parenthèse dans le reste du chapitre. Nous y don-
nons un critère géométrique de complétude géodésique pour les métriques lorentziennes
invariantes à gauche sur SL(2,R). Il apparaîtra que beaucoup de ces métriques ne sont
pas géodésiquement complètes, ce qui fournira un contre-exemple à la proposition 1.1.11
dans le cas pseudo-riemannien. En munissant SL(2,R) d’une métrique invariante à gauche
géodésiquement incomplète, puis en le quotientant à gauche par un réseau cocompact,
on obtient une variété lorentzienne compacte de dimension 3 localement homogène qui
n’est pas géodésiquement complète, ce qui fournit également un contre-exemple au corol-
laire 1.1.5.
Les métriques riemanniennes invariantes à gauche sur un groupe de Lie ont été étu-
diées en profondeur par Milnor [Mil76], qui a mis en évidence des relations entre certaines
propriétés de courbure de ces métriques et la structure géométrique du groupe de Lie.
Concernant les métriques pseudo-riemanniennes, par contre, la littérature est moins riche.
La question de la complétude géodésique de ces métriques semble avoir été posée pour
la première fois par Guédiri et Lafontaine dans [GL95]. Ces derniers mettent en évi-
dence l’existence de métriques pseudo-riemanniennes invariantes à gauche sur SL(2,R)
qui sont géodésiquement incomplètes. Leur article comporte toutefois une erreur, qui les
fait conclure à la généricité de ces exemples. Une étude plus systématique de Bromberg et
Medina [BM08] corrige le résultat de Guédiri–Lafontaine et classifie les métriques pseudo-
riemanniennes invariantes à gauche sur les groupes de Lie de dimension 3 dont le flot
géodésique est complet. Nous retrouvons ici le théorème de Bromberg–Medina dans le cas
de SL(2,R) à partir d’un critère plus géométrique de complétude. Il apparaît notamment
que ni la complétude ni l’incomplétude géodésique ne sont génériques.
Considérons une métrique pseudo-riemannienne q invariante à gauche sur un groupe
de Lie G. L’étude du flot géodésique de q se ramène à l’étude d’une équation différentielle
ordinaire sur l’algèbre de Lie, appelée équation d’Euler–Arnold. Lorsque le groupe de Lie
est semi-simple, cette équation possède de nombreuses intégrales premières. En particulier,
dans le cas de SL(2,R), l’équation d’Euler–Arnold est complètement intégrable, ce qui
simplifie grandement son étude.
Proposition 1.2.1 (Arnold, [Arn89]). Soit γ(t) une géodésique pour la métrique q. Posons
η(t) = γ−1(t) · γ˙(t) .
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le vecteur η(t) vérifie l’équation différentielle ordinaire
η˙ = ad∗ηη , (1.2)
où ad∗η désigne l’adjoint de adη ∈ End(g) pour la forme quadratique q.
Preuve. Notons Rg (resp. Lg) la différentielle de la multiplication à droite (resp. à gauche)
par g et Adg la différentielle en l’élément neutre de la conjugaison par g.
Comme la métrique q est invariante à gauche, les champs de vecteurs invariants à droite
sont des champs de Killing. Or, d’après un théorème de Nœther (cf. [Wol74]), le long d’une
géodésique γ(t), le produit scalaire de γ˙(t) avec un champ de Killing est constant. Soit Z
un vecteur de g et γ(t) une géodésique. On a donc
q(γ˙(t), Rγ(t)Z) = Cste ,
et par invariance à gauche,
q(η(t),Adγ(t)−1Z) = Cste .
En dérivant, on obtient :
q(η˙(t),Adγ(t)−1Z) = q(η(t), adη(t)Adγ(t)−1Z)
= q(ad∗η(t)η(t),Adγ(t)−1Z) .
Comme ceci est vrai pour tout Z ∈ g et que Adγ(t) : g → g est surjectif, on obtient
finalement :
η˙(t) = ad∗η(t)η(t) .
L’équation (1.2) est appelée équation d’Euler-Arnold. On appellera également champ
d’Euler–Arnold le champ de vecteur X sur g donné par
Xη = ad∗ηη .
On vérifie aisément que la complétude géodésique de la métrique q est équivalente à la
complétude du champ d’Euler–Arnold.
Proposition 1.2.2. Le flot géodésique de la métrique q est complet si et seulement si les
solutions de l’équation d’Euler–Arnold sont définies sur tout R.
Preuve. Supposons que le flot géodésique de q est complet. Pour tout u ∈ g, soit γu :
R → G la géodésique telle que γ(0) = 1G et γ˙(0) = u. Alors γ−1u (t) · γ˙u(t) fournit une
solution de l’équation d’Euler–Arnold de condition initiale u définie sur tout R. Le champ
d’Euler–Arnold est donc complet.
Réciproquement, supposons que le flot géodésique de q est incomplet. Soit γ une géo-
désique définie sur un intervalle maximal ]a, b[ où b < ∞. La courbe (γ(t), γ˙(t)) sort de
tout compact de TM lorsque t tend vers b. Munissons G d’une métrique riemannienne
‖·‖ invariante à gauche. Supposons que ‖γ˙(t)‖ reste borné lorsque t tend vers b. Alors la
courbe γ|[b−ε,b[ est de longueur finie pour ‖·‖ et γ(t) reste également borné lorsque t tend
vers b. Mais ceci contredit le fait que (γ(t), γ˙(t)) sort de tout compact de TM . Par consé-
quent, ‖γ˙(t)‖ n’est pas bornée au voisinage de b et, par invariance à gauche,
∥∥γ−1(t) · γ˙(t)∥∥
non plus. La solution de l’équation d’Euler–Arnold γ−1(t) · γ˙(t), définie sur ]a, b[, ne se
prolonge donc pas au-delà de b et le champ d’Euler–Arnold est donc incomplet.
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Notons que le champ d’Euler–Arnold est un champ quadratique (i.e. ses coordonnées
sont des polynômes homogènes de degré 2). Il semble par conséquent difficile, pour prouver
sa complétude, d’appliquer un lemme de Grönwall. Une majoration brutale donne en effet
une inégalité de la forme
d
dt
‖η‖ ≤ Cste ‖η‖2
qui ne permet pas de conclure, puisque les solutions de l’équation f ′ = f2 explosent en
temps fini. C’est une des raisons pour lesquelles la question de la complétude de ces mé-
triques reste en grande partie ouverte.
Lorsque le groupe G est semi-simple, en revanche, il est possible d’exhiber plusieurs
intégrales premières du champ d’Euler–Arnold, qui contraignent parfois ses solutions à res-
ter bornées, ce qui permet de conclure à la complétude. Pour faire apparaître ces intégrales
premières, il est nécessaire d’observer l’équation induite sur le dual g† de l’algèbre de Lie
g. Commençons par rappeler la définition d’un groupe de Lie semi-simple. On consultera
[Kna02] pour plus de détails.
Définition 1.2.3. Une algèbre de Lie g est semi-simple si elle ne contient pas d’idéal
résoluble non trivial. Un groupe de Lie est semi-simple si son algèbre de Lie est semi-
simple.
Une algèbre de Lie semi-simple possède une forme quadratique particulière, appelée
forme de Killing.
Proposition-définition 1.2.4 (voir [Kna02]). Soit g une algèbre de Lie. Les propositions
suivantes sont équivalentes :
– g est semi-simple,
– la forme quadratique κg définie sur g par
κg(u, v) = Tr(aduadv)
est non dégénérée.
Cette forme quadratique est appelée forme de Killing de g. La métrique de Killing sur un
groupe de Lie semi-simple G, notée κG, est la métrique pseudo-riemannienne invariante à
gauche sur G qui coïncide avec κg en l’élément neutre.
La forme de Killing a la particularité d’être préservée par les automorphismes de l’al-
gèbre de Lie g et en particulier par les automorphismes intérieurs. Par conséquent, la
métrique de Killing est également invariante à droite.
Soit G un groupe de Lie semi-simple. La forme de Killing de g fournit un isomorphisme
canonique de g avec son dual g†. Nous identifierons donc dans la suite un élément ξ de g
avec la forme linéaire κg(ξ, · ) de g†.
Soit q une métrique invariante à gauche sur G. Notons q† la forme quadratique induite
par q sur g†, que nous identifions ensuite à g au moyen de la métrique de Killing. La forme
linéaire q† s’identifie alors à
κg( · ,Λ · ) ,
où Λ est l’unique automorphisme linéaire de g auto-adjoint pour la forme de Killing tel
que
q( · , · ) = κg( · ,Λ−1 · ) .
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Si η(t) est une solution de l’équation d’Euler–Arnold, notons ξ(t) la forme linéaire
q(η(t), · ) ,
qui s’identifie via la forme de Killing au vecteur
ξ(t) = Λ−1η(t) .
Proposition 1.2.5. Le vecteur ξ(t) = Λ−1η(t) vérifie l’équation différentielle ordinaire
ξ˙ = [ξ,Λξ] , (1.3)
qui est conjuguée linéairement à l’équation d’Euler–Arnold.
Nous appellerons donc champ d’Euler–Arnold dual le champ
X† : ξ 7→ [ξ,Λξ] .
Cette nouvelle forme de l’équation d’Euler–Arnold permet de mettre en évidence plusieurs
intégrales premières qui sont des polynômes homogènes. En effet, le champ d’Euler–Arnold
dual préserve clairement les orbites de l’action adjointe de G. En particulier, les fonctions
Fk : ξ 7→ Tr(ad
k
ξ )
sont des intégrales premières de X†. D’autre part, en utilisant le fait que l’action adjointe
préserve la forme de Killing, on obtient aisément que
q† = κg( · ,Λ · )
est aussi une intégrale première du champ d’Euler–Arnold dual. On en déduit une condition
suffisante de complétude :
Lemme 1.2.6. Si le cône isotrope de q† intersecte trivialement (i.e. uniquement en 0)
le cône nilpotent de g, alors les solutions de l’équation d’Euler–Arnold sont bornées (voir
figure 1.1) et la métrique q est géodésiquement complète.
Preuve. Fixons une norme quelconque ‖·‖ sur g. Soit ξ :]a, b[→ R une solution de l’équation
d’Euler–Arnold duale. Supposons ξ(t) non borné lorsque t tend vers b. soit tn une suite
tendant vers b telle que ‖ξ(tn)‖ tend vers l’infini. Le vecteur ξ(tn)/ ‖ξ(tn)‖ est un vecteur
unitaire de g et, quitte à extraire, on peut donc supposer que ξ(tn)/ ‖ξ(tn)‖ tend vers un
vecteur non nul θ. Comme les fonctions Fk sont des intégrales premières de l’équation,
Fk(ξ(tn)) et constant et on a donc
Fk(ξ(tn)/ ‖ξ(tn)‖) =
1
‖ξ(tn)‖
k
Fk(ξ(tn)) −→
n→+∞
0 .
Par continuité, on a donc
Tr(adkθ) = 0
pour tout entier k et θ est donc dans le cône nilpotent de g. De même, comme q† est
une intégrale première homogène de degré 2, on a q†(θ, θ) = 0. Le vecteur θ, non nul,
est également dans le cône isotrope de q†, qui intersecte donc non trivialement le cône
nilpotent.
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Figure 1.1 – Cas où le cône isotrope de q† intersecte trivialement le cône nilpotent de
sl(2,R). Les courbes noires sont des courbes intégrales du champ d’Euler–Arnold.
Corollaire 1.2.7. Toute métrique pseudo-riemannienne invariante à gauche sur un groupe
de Lie semi-simple compact est géodésiquement complète.
Preuve. Le cône nilpotent de l’algèbre de Lie d’un groupe de Lie semi-simple compact
est trivial puisqu’il est inclus dans le cône isotrope de la forme de Killing qui est définie
négative. L’hypothèse du lemme 1.2.6 est donc toujours vérifiée dans ce cas-là.
Plaçons-nous maintenant dans le cas où le groupe G est SL(2,R) et où q est lorent-
zienne. Le cône nilpotent de sl(2,R) est simplement le cône isotrope de sa métrique de
Killing. Nous allons alors prouver une quasi réciproque au lemme 1.2.6. Rappelons que
deux sous-variétés W1 et W2 d’une variété V s’intersectent transversalement en un point
x si
TxW1 + TxW2 = TxV .
Théorème 1.2.8 (Bromberg–Medina, T.). Soit q une métrique lorentzienne invariante à
gauche sur SL(2,R). Notons encore q la métrique restreinte à l’algèbre de Lie sl(2,R) et
q† la métrique induite sur le dual de l’algèbre de Lie, que l’on indentifie à sl(2,R) via sa
métrique de Killing. Les propositions suivantes sont équivalentes :
(i) le flot géodésique de la métrique q est incomplet,
(ii) le cône isotrope de q† intersecte transversalement le cône nilpotent de sl(2,R),
(iii) il existe un vecteur ξ tel que [ξ,Λξ] est non nul et colinéaire à ξ.
Un vecteur ξ tel que [ξ,Λξ] est non nul et colinéaire à ξ est appelé une direction radiale
non dégénérée du champ X†. Bromberg et Medina ont prouvé dans [BM08] l’équivalence,
pour les groupes de Lie de dimension 3, entre l’incomplétude de l’équation d’Euler–Arnold
et l’existence de directions radiales non dégénérées. Nous retrouvons ici leur théorème, dans
le cas de SL(2,R), via un critère plus géométrique : les directions radiales non dégénérées
sont exactement, lorsqu’elles existent, les intersections transverses du cône isotrope de q†
avec le cône isotrope de la forme de Killing (voir figure 1.2).
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Figure 1.2 – Cas où le cône isotrope de q† intersecte transversalement le cône nilpotent
(en bleu). Les intersections des deux cônes sont des directions radiales non dégénérées.
Démonstration.
(iii)⇒ (i).
Soit ξ un vecteur de g tel que [ξ,Λξ] = αξ, où α 6= 0. La droite dirigée par ξ est alors stable
par le champ d’Euler–Arnold et la solution de condition initiale ξ s’écrit ϕ(t)ξ. Comme le
champ d’Euler–Arnold est quadratique, ϕ vérifie l’équation
ϕ′ = αϕ2 ,
dont les solutions explosent en temps fini. Le champ d’Euler–Arnold n’est donc pas com-
plet.
(ii)⇒ (iii).
Notons κ la forme de Killing de sl(2,R). Supposons qu’il existe un vecteur ξ non nul tel que
le cône isotrope de κ intersecte le cône isotrope de q† transversalement en ξ. Comme q† et
κ sont des intégrales premières, la droite Rξ, intersection de ces deux cônes, est stable par
le flot du champ d’Euler–Arnold dual et X†ξ = [ξ,Λξ] est donc colinéaire à ξ. Observons
de plus que
dξκ = κ(ξ, · ) ,
et
dξq
† = κ(Λξ, · ) .
Comme, par hypothèse, les deux cônes isotropes ne sont pas tangents en ξ, les vecteurs
ξ et Λξ ne sont donc pas colinéaires. Or, dans sl(2,R), deux vecteurs commutent si et
seulement s’ils sont colinéaires. On en déduit que [ξ,Λξ] 6= 0. Le vecteur ξ est donc bien
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une direction radiale non dégénérée.
(i)⇒ (ii).
D’après le lemme 1.2.6, si l’équation d’Euler–Arnold est incomplète, alors les cônes iso-
tropes de κ et de q† s’intersectent en un vecteur non nul. Il reste à voir que l’une de ces
intersections est transverse. Cela nécessitera l’étude de plusieurs cas.
Supposons pour commencer que les deux cônes s’intersectent tangentiellement en un
vecteur non nul ξ. Comme
dξκ = κ(ξ, · ) ,
et
dξq
† = κ(Λξ, · ) ,
on obtient que ξ est un vecteur propre de Λ, pour une valeur propre b. Comme ξ est
isotrope et Λ symétrique pour la forme de Killing, on en déduit b est une racine multiple
du polynôme caractéristique de Λ. En effet, les sous-espaces caractéristiques de Λ sont
en somme directe et sont orthogonaux pour κ. Comme la forme de Killing est non dé-
générée, un sous-espace caractéristique ne peut donc pas être isotrope et le sous-espace
caractéristique associé à la valeur propre b n’est donc pas réduit à Rξ.
En co-réduisant κ et Λ, on est alors ramené à étudier l’une des situations suivantes.
• Point d’intersection double :
(κ,Λ) ≈

 1 0 00 0 1
0 1 0
 ,
 a 0 00 b ε
0 0 b


dans une base (e1, e2, e3). La direction Re2 est alors notre direction de tangence entre
les deux cônes isotropes. Notons (x, y, z) les coordonnées d’un vecteur ξ dans la base
(e1, e2, e3). L’équation d’Euler–Arnold duale s’écrit alors
x˙ = −εz2
y˙ = (b− a)xy + εxz
z˙ = (a− b)xz .
De plus, en combinant les deux intégrales premières
κ(x, y, z) = x2 + 2yz
et
q†(x, y, z) = ax2 + εz2 + 2byz ,
on vérifie que
(a− b)x2 + εz2
est encore une intégrale première et que l’intersection des cônes isotropes de x2+2yz
et ax2 + εz2 + 2byz est encore l’intersection des cônes isotropes de x2 + 2yz et
(a− b)x2 + εz2. Il y a alors quatre sous-cas à traiter :
– Cas où ε(a − b) > 0. La direction Re2 est alors l’unique intersection des deux
cônes. Comme (a − b)x2 + εz2 est constant le long d’une solution, x et z restent
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bornés. La seconde équation donne alors
|y˙| ≤ A|y|+B
pour certaines constantes A et B. On en déduit que y n’explose pas en temps fini.
L’équation d’Euler–Arnold duale est donc complète.
– Cas où ε(a− b) < 0. Il existe alors deux autres intersections transverses, données
par  x = ±
√
ε
b−az
y = ε2(a−b)z .
L’équation d’Euler–Arnold est donc incomplète.
– Cas où a = b (et ε 6= 0). La direction Re2 est alors l’unique intersection des deux
cônes et elle est d’ordre 4. Puisque z2 est une intégrale première, on obtient que
x(t) = Ct+D pour certaines constantes C et D, puis que
|y˙| ≤ (At+B)|y|+ (A′t+B′)
pour certaines constantes A,B,A′ et B′, ce dont on déduit, encore une fois, que
y n’explose pas en temps fini. L’équation d’Euler-Arnold est donc complète.
– Cas où ε = 0 (et a 6= b). La direction Re3 est une autre direction de tangence des
deux cônes. Puisque x2 est une intégrale première, x est constant le long d’une
solution et l’équation d’Euler–Arnold devient une équation linéaire en y et z, qui
est donc complète.
• Point d’intersection triple :
(κ,Λ) ≈

 0 0 10 1 0
1 0 0
 ,
 λ a 00 λ a
0 0 λ


dans une base (e1, e2, e3). Dans ce cas, la direction Re1 est une intersection d’ordre
3 et la direction Re3 est une intersection transverse. L’équation d’Euler–Arnold est
alors incomplète.
Nous avons donc montré que, dans tous ces cas critiques, l’équation d’Euler–Arnold
est incomplète si et seulement s’il existe une intersection transverse. Cela conclut la preuve
du théorème 1.2.8..
Corollaire 1.2.9. L’ensemble des métriques lorentziennes invariantes par translation à
gauche sur SL(2,R) se partitionne en deux ouverts non vides U+, U− et un fermé semi-
algébrique d’intérieur vide V0 tels que
– Si q appartient à U+, les solutions de l’équation d’Euler–Arnold sont bornées et le
flot géodésique de q est complet,
– Si q appartient à U−, l’équation d’Euler–Arnold possède des directions radiales non-
dégénérées et le flot géodésique de q est incomplet,
– Si q appartient à V0, le flot géodésique de q est complet, mais l’équation d’Euler–
Arnold peut admettre des solutions non bornées.
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Preuve. Soit U+ l’ensemble des métriques q telles que le cône isotrope de q† intersecte
trivialement le cône isotrope κ et U− l’ensemble des métriques q telles que le cône isotrope
de q† et celui de κ possèdent une intersection transverse. Les domaines U+ et U− sont bien
des ouverts non vides qui, d’après le théorème 1.2.8, satisfont les conditions du corollaire.
Enfin, leur complémentaire est le fermé semi-algébrique V0 formé des métriques q telles
que le cône isotrope de q† intersecte le cône isotrope de κ et lui est tangent en toutes
ses intersections. D’après la démonstration du théorème 1.2.8, les métriques de V0 sont
géodésiquement complètes.
Nous conjecturons que cette trichotomie se généralise à des groupe de Lie semi-simples
de dimension supérieure.
Conjecture. L’espace des métriques pseudo-riemanniennes invariantes à gauche sur un
groupe de Lie semi-simple se partitionne en deux ouverts non vides U+ et U− et un fermé
semi-algébrique V0 d’intérieur vide tels que :
– Si q appartient à U+, les solutions de l’équation d’Euler–Arnold sont bornées et le
flot géodésique de q est complet,
– Si q appartient à U−, le flot géodésique de q est incomplet,
– Si q appartient à V0, le flot géodésique de q est complet, mais l’équation d’Euler–
Arnold admet des solutions non bornées.
D’après le lemme 1.2.6, L’ouvert U+ contiendrait au moins les métriques q dont le
cône isotrope dual intersecte trivialement le cône nilpotent. L’ouvert U−, quant à lui,
contiendrait les métriques q pour lesquelles le champ d’Euler–Arnold possède des direc-
tions radiales non-dégénérées. Notons que pour de telles métriques, le cône isotrope inter-
secte transversalement le cône nilpotent. L’implication (iii) ⇒ (ii) du théorème 1.2.8 se
généralise en effet à tout groupe de Lie semi-simple.
Lemme 1.2.10. Soit ξ une direction radiale non dégénérée de X†. Alors ξ est nilpotent
et le cône isotrope de q† intersecte transversalement l’orbite de ξ sous l’action adjointe de
G en ξ.
Remarque 1.2.11. Rappelons que le cône nilpotent de g est la réunion d’un nombre fini
d’orbites sous l’action adjointe de G et que chaque orbite est ouverte dans son adhérence.
En particulier, un élément générique du cône nilpotent est un point lisse dont l’orbite sous
l’action adjointe est ouverte. Dans le cas particulier où g = sl(2,R), le cône nilpotent de g
est exactement le cône isotrope de la forme de Killing et tous les éléments nilpotents non
nuls sont dans la même orbite sous l’action adjointe.
Démonstration. Soit ξ une direction radiale non dégénérée. Alors, quitte à renormaliser ξ,
on peut supposer que [ξ,Λξ] = ξ. Pour tout entier k ≥ 1, on a donc
Tr(adkξ ) = Tr(ad[ξ,Λξ]ad
k−1
ξ )
= Tr
(
(adξadΛξ − adΛξadξ)ad
k−1
ξ
)
= Tr(adξadΛξad
k−1
ξ )− Tr(adΛξad
k
ξ )
= 0 ,
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d’où il découle que ξ est nilpotent. Par ailleurs, on a
q†(ξ, ξ) = κ(ξ,Λξ)
= κ([ξ,Λξ],Λξ)
= κ(ξ, [Λξ,Λξ])
= 0 ,
et ξ est donc également dans le cône isotrope de q†.
Enfin, supposons que l’intersection de l’orbite de ξ sous l’action adjointe et du cône
isotrope de q† ne soit pas transverse en ξ. L’espace tangent à l’orbite de ξ sous l’action
adjointe est exactement l’image de g par adξ et on a donc
κg (Λξ, [ξ, η]) = 0
pour tout η ∈ g, d’où
κg ([ξ,Λξ], η) = κg(ξ, η) = 0 ,
ce qui est absurde puisque ξ est un vecteur non nul par hypothèse. Par conséquent, l’in-
tersection entre l’orbite de ξ et le cône isotrope de q† est transverse.
Pour prouver partiellement la conjecture, il suffirait donc de montrer que, réciproque-
ment, lorsque le cône isotrope dual intersecte transversalement une orbite nilpotente, leur
intersection contient toujours une direction radiale non dégénérée. Il resterait ensuite à
étudier le cas critique où cette intersection est non triviale mais n’est pas transverse.
1.3 Symétrie et symétrie locale
Cette section est consacrée à la notion de symétrie d’une variété pseudo-riemannienne,
introduite par Cartan. Nous en rappelons les différentes caractérisations et prouvons que
toute variété pseudo-riemannienne localement symétrique admet un modèle globalement
symétrique, qui est géodésiquement complet. La condition de symétrie, plus contraignante
que l’homogénéité, est cependant assez large pour englober de nombreux exemples inté-
ressants que nous détaillons dans la section 1.3.3.
1.3.1 Point de vue géométrique et analytique
Définition 1.3.1. Une variété pseudo-riemannienne (M, q) est dite symétrique si pour
tout point x de M , il existe une isométrie σx de (M, q), fixant x et telle que
dσx = −IdTxM .
La variété (M, q) est dite localement symétrique si pour tout point x de M , il existe une
isométrie locale σx fixant x et dont la différentielle en x est −IdTxM .
L’isométrie σx est appelée symétrie centrale de centre x. Comme une isométrie pseudo-
riemannienne est caractérisée par sa différentielle en un point, si la symétrie centrale de
centre x existe, elle est unique et c’est alors une involution. Si (M, q) est symétrique et
connexe, on peut envoyer un point de M sur n’importe quel autre en composant successi-
vement des symétries centrales. On en déduit la proposition suivante :
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Proposition 1.3.2. Une variété pseudo-riemannienne connexe symétrique est homogène.
Une variété pseudo-riemannienne connexe localement symétrique est localement homogène.
Preuve. Soit (M, q) une variété pseudo-riemannienne connexe symétrique et x et y deux
points de M . Soient
x0 = x, x1, . . . , xn−1, xn = y
une suite de points de M tels que xi est dans l’image de l’application expxi−1 pour tout
1 ≤ i ≤ n. Soit ui ∈ Txi−1M tel que expxi−1(ui) = xi et soit mi le point expxi−1
(
1
2ui
)
.
Alors la symétrie centrale de centre mi envoie xi−1 sur xi et l’isométrie
σmn ◦ . . . ◦ σm1
envoie donc x0 = x sur xn = y. On en déduit que M est homogène. Dans le cas où M est
seulement localement symétrique, la même preuve fournit une isométrie locale qui envoie
x sur y, ce qui prouve que M est localement homogène.
Le théorème suivant donne une caractérisation plus analytique de la symétrie locale.
On en trouve une preuve dans [Wol74].
Théorème 1.3.3 (Cartan). Soit (M, q) une variété pseudo-riemannienne. Les propriétés
suivantes sont équivalentes :
– La métrique q est localement symétrique,
– Le transport parallèle associé à la connexion de Levi–Civita de q préserve la courbure
sectionnelle,
– pour tout points x et y de M , si une application linéaire ϕ de TxM dans TyM
préserve la métrique et le tenseur de courbure, alors elle s’étend en une isométrie
locale.
La condition de symétrie suffit à garantir quelques bonnes propriétés que les métriques
pseudo-riemanniennes homogènes n’ont pas en général. L’une d’elles est la complétude
géodésique.
Proposition 1.3.4. Les variétés pseudo-riemanniennes symétriques sont géodésiquement
complètes.
Preuve. Soit (X, q) une variété pseudo-riemannienne symétrique au sens de Cartan. Soit
γ une géodésique, définie sur un intervalle maximal I de R. Montrons que I = R. Soit
t0 ∈ I et soit σt0 la symétrie centrale de centre γ(t0). Posons η(t) = σt0 (γ(2t0 − t)). La
courbe η(t) est une géodésique définie sur l’intervalle J = 2t0 − I et on a η(t0) = γ(t0) et
η˙(t0) = γ˙(t0). Par conséquent, η prolonge γ. Par maximalité de I, on a J ⊂ I et I est donc
stable par la symétrie de centre t0. Comme ceci est vrai pour tout t0 ∈ I, on a clairement
I = R.
En appliquant le lemme 1.1.9, on obtient le corollaire suivant :
Corollaire 1.3.5. Si (M, q) est une variété pseudo-riemannienne symétrique simplement
connexe, toute isométrie locale de M se prolonge en une isométrie globale.
1.3.2 Modèles
Soit (M, q) une variété pseudo-riemannienne localement symétrique et x un point de
M . Soit g l’algèbre de Lie des germes de champs de Killing en x et h la sous-algèbre des
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germes s’annulant en x. La symétrie centrale σx induit une involution de g dont l’espace
propre associé à la valeur propre 1 est exactement h.
Soit G le groupe de Lie connexe et simplement connexe d’algèbre de Lie G et H le sous-
groupe de G dont l’action adjointe commute à σx. L’algèbre de Lie de H est précisément h
et, de par sa définition, H est clairement fermé dans G. Par conséquent, le quotient G/H
est un espace symétrique et la variété (M, q) est localement modelée sur G/H. On obtient
donc la proposition suivante :
Proposition 1.3.6. Toute variété localement symétrique est localement modelée sur un
espace symétrique.
Réciproquement, on peut souvent reconstruire un espace pseudo-riemannien symé-
trique à partir d’un groupe de Lie G et d’une involution σ de G. Soit H le sous-groupe
de G fixé par σ et g et h les algèbres de Lie respectives de G et H. Si l’action ad-
jointe de H préserve une forme quadratique non-dégénérée sur g/h, alors la métrique
pseudo-riemannienne G-homogène induite sur G/H est symétrique. L’involution σ passe
au quotient en une isométrie de G/H qui est la symétrie centrale fixant le point 1GH.
Si, par exemple, l’algèbre de Lie g est semi-simple, l’action adjointe de σ sur g préserve
la forme de Killing de g. L’espace propre de σ associé à la valeur propre −1 est alors h⊥
et on a donc
g = h⊕ h⊥ .
La métrique de Killing restreinte à h⊥ est alors non dégénérée et préservée par l’action
adjointe de H. On obtient donc le résultat suivant :
Proposition 1.3.7. Soit G un groupe de Lie semi-simple et σ une involution de G. Soit
H le sous-groupe des points fixes de σ. Alors l’action de G sur G/H préserve une métrique
pseudo-riemannienne symétrique telle que la transformation induite par σ sur G/H est
la symétrie centrale de centre 1¯G (où 1¯G désigne l’image de l’élément neutre de G par la
projection de G sur G/H).
1.3.3 Exemples
Nous donnons dans cette section trois familles importantes d’exemples d’espaces sy-
métriques.
Espaces de courbure sectionnelle constante
Une variété pseudo-riemannienne (M, q) est dite de courbure constante si la cour-
bure sectionnelle de tous les 2-plans est la même. Dans ce cas, le transport parallèle
de la connexion de Levi-Civita préserve évidemment la courbure sectionnelle et la va-
riété pseudo-riemannienne (M, q) est en particulier localement symétrique. Soient x et y
deux points de M . Toute application linéaire de TxM dans TyM préservant la métrique
q préserve également le tenseur de courbure et s’étend donc en une isométrie locale. Les
variétés de courbure constante sont donc celles dont le pseudo-groupe d’isométries locales
est “maximal” (de dimension n(n+1)2 ).
Notons que lorsqu’on multiplie une métrique pseudo-riemannienne q par une constante
λ, on divise sa courbure sectionnelle par λ. Les métriques pseudo-riemanniennes de signa-
ture fixée et de courbure constante sont donc, à renormalisation par un scalaire strictement
positif près, de courbure 1, 0 ou −1. De telles métriques existent et peuvent se construire
en généralisant la construction des géométries sphérique, euclidienne et hyperbolique (voir
[Wol74]).
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Définition 1.3.8. Notons Rp,q l’espace affine Rp+q munie d’une métrique de signature
(p, q) invariante par translations. Rp,q est une variété pseudo-riemannienne de courbure
constante égale à 0. Son groupe d’isométries est le groupe O(p, q)⋉Rp+q des transforma-
tions affines dont la partie linéaire préserve la métrique.
Définition 1.3.9. Notons Sp,q l’hypersurface de Rp+q+1 d’équation
x21 + . . .+ x
2
p+1 − x
2
p+2 − . . .− x
2
p+q+1 = 1 .
La métrique pseudo-riemannienne induite sur le fibré tangent à Sp,q par la métrique
dx21 + . . .+ dx
2
p+1 − dx
2
p+2 − . . .− dx
2
p+q+1
est une métrique de signature (p, q) et de courbure constante égale à 1. Son groupe d’iso-
métries s’identifie au groupe O(p+1, q) des isométries linéaires de Rp+1,q et le stabilisateur
d’un point est un sous-groupe isomorphe à O(p, q).
Définition 1.3.10. Notons Hp,q l’hypersurface de Rp+q+1 d’équation
x21 + . . .+ x
2
p − x
2
p+1 − . . .− x
2
p+q+1 = −1 .
La métrique pseudo-riemannienne induite sur le fibré tangent à Hp,q par la métrique
dx21 + . . .+ dx
2
p − dx
2
p+1 − . . .− dx
2
p+q+1
est une métrique de signature (p, q) et de courbure constante égale à −1. Son groupe d’iso-
métries s’identifie au groupe O(p, q+1) des isométries linéaires de Rp,q+1 et le stabilisateur
d’un point est un sous-groupe isomorphe à O(p, q).
Exemple 1.3.11. Dans le cas où q = 0, on retrouve les modèles de Klein de l’espace
euclidien, de la sphère et de l’espace hyperbolique. Dans le cas où q = 1, on obtient leurs
analogues lorentziens, appelés respectivement espace de Minkovski, espace de Sitter et
espace anti-de Sitter. L’espace anti-de Sitter de dimension n se note parfois AdSn.
Remarque 1.3.12. Notons que l’espace anti-de Sitter, tel que nous l’avons défini, est
homéomorphe au produit d’une boule de codimension 1 avec un cercle et n’est donc pas
simplement connexe. Il est parfois avantageux de considérer comme modèle de variété
lorentzienne de courbure −1 le revêtement universel de l’espace anti-de Sitter.
Espaces riemanniens symétriques
Rappelons qu’un groupe de Lie connexe G est semi-simple si sont algèbre de Lie g ne
possède pas d’idéal résoluble non trivial. Le centre Z(G) d’un groupe de Lie semi-simple G
est discret et le quotient de G par son centre est donc encore un groupe de Lie semi-simple
d’algèbre de Lie g. Si le centre de g est trivial, la représentation adjointe de G est injective.
Soit G un groupe de Lie semi-simple de centre trivial. Un sous-groupe compact de G
est dit maximal s’il n’est pas inclus dans un sous-groupe compact strictement plus gros.
Théorème 1.3.13 (Cartan, voir par exemple [Kna02]). Soit G un groupe de Lie semi-
simple de centre trivial. Alors tous les sous-groupes compacts maximaux de G sont conju-
gués et pour tout sous-groupe compact maximal K, il existe une involution ΘK de G dont
l’ensemble des points fixes est K.
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Corollaire 1.3.14. Soit G un groupe de Lie semi-simple de centre trivial et sans facteur
compact. Soit K un sous-groupe compact maximal de G. Alors l’espace homogène G/K
possède une structure naturelle d’espace riemannien symétrique.
Un groupe de Lie est dit simple si son algèbre de Lie ne contient pas d’idéal non trivial.
Rappelons qu’un groupe de Lie semi-simple connexe G de centre trivial se décompose de
façon canonique en un produit de groupes simples. Si l’un de ces facteurs est compact, ce
facteur est inclus dans tout sous-groupe compact maximal. Si G est sans facteur compact,
l’action de G sur G/K est fidèle. Par conséquent, tout groupe de Lie connexe semi-simple
de centre trivial sans facteur compact s’identifie canoniquement à un groupe d’isométries
d’un espace riemannien symétrique. Cela permet de traduire de nombreuses propriétés
algébriques du groupe G en des propriétés géométriques de son espace symétrique.
Proposition 1.3.15. L’espace symétrique associé à un groupe semi-simple de centre tri-
vial et sans facteur compact est de courbure négative. (On dit qu’il est de type non com-
pact.)
Exemple 1.3.16. L’espace symétrique du groupe PSO(n, 1) est PSO(n, 1)/PSO(n), qui
s’identifie à l’espace hyperbolique Hn.
Théorème 1.3.17 (Cartan). Réciproquement, tout espace riemannien symétrique est le
produit d’un espace symétrique compact, d’un espace euclidien et de l’espace symétrique
d’un groupe de Lie semi-simple de centre trivial et sans facteur compact.
Soit K un sous-groupe compact maximal de G, d’algèbre de Lie k. Soit A un sous-
groupe abélien connexe de G dont l’action adjointe sur g est diagonalisable, et soit a
son algèbre de Lie. Il existe alors un élément g de G tel que Adg(a) est orthogonal à k
pour la forme de Killing. L’orbite de g−1K dans G/K sous l’action de A est alors une
sous-variété totalement géodésique de courbure nulle. Réciproquement, toute sous-variété
connexe totalement géodésique de courbure nulle de G/K est une orbite d’un sous-groupe
abélien abélien connexe de G dont l’action adjointe sur g est diagonalisable.
Définition 1.3.18. Le rang d’un espace riemannien symétrique est la dimension maximale
d’une sous-variété totoalement géodésique de courbure nulle. Le rang réel d’un groupe de
Lie semi-simple G est le rang de l’espace symétrique associé au facteur non compact de
G/Z(G).
En particulier, un groupe de Lie semi-simple est de rang réel 1 si son espace symétrique
ne contient pas de sous-variété totalement géodésique de courbure nulle de dimension 2
ou plus.
Proposition 1.3.19. Un groupe de Lie semi-simple est de rang réel 1 si et seulement si
son espace symétrique est de courbure strictement négative.
Dans la suite, nous nous intéresserons particulièrement aux espaces symétriques de
type non compact de rang réel 1. Ces espaces sont classifiés en trois familles infinies et un
espace exceptionnel (voir [Kna02, p.366]) :
– L’espace hyperbolique Hn, de courbure constante −1, qui est l’espace symétrique du
groupe PSO(n, 1).
– L’espace hyperbolique complexe HnC, analogue kählerien de l’espace hyperbolique,
dont la courbure sectionnelle holomorphe est constante mais dont la courbure réelle
varie entre −4 et −1. Cet espace est l’espace symétrique du groupe PSU(n, 1).
– L’espace symétrique du groupe PSp(n, 1), analogue quaternionique de PSU(n, 1).
– L’espace symétrique d’une des formes réelles du groupe F4.
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Groupes de Lie semi-simples
Soit G un groupe de Lie. Rappelons que la forme de Killing de G est la forme quadra-
tique κg définie sur g par
κg(u, v) = Tr(aduadv) .
Lorsque G est semi-simple, la forme de Killing est non dégénérée. La métrique de Killing
est la métrique pseudo-riemannienne κG invariante à gauche sur G qui coïncide avec κg
en l’élément neutre. Comme la forme de Killing est invariante sous l’action adjointe, la
métrique de Killing est aussi invariante par translations à droite.
Proposition 1.3.20. Soit G un groupe de Lie semi-simple. Alors la métrique de Killing
de G est symétrique. La symétrie centrale de centre l’élément neutre de G est l’application
g 7→ g−1 .
La composante neutre de son groupe d’isométries s’identifie au quotient de G × G par le
plongement diagonal du centre Z(G) de G, dont l’action sur G est donnée par
(g1, g2) · x = g1xg−12 .
Pour abréger, l’action de G×G/Z(G) sur G définie ci-dessus sera simplement appelée
action par translations à gauche et à droite.
Lorsque G est un groupe de Lie semi-simple de dimension 3, le groupe d’isométries de
(G,κG) est de dimension maximale et G est donc de courbure constante. Cette remarque
fournit un nouveau point de vue sur deux espaces de courbure constante :
– La sphère S3, qui est isométrique au groupe de Lie SU(2) (revêtement double de
SO(3)) muni de sa métrique de Killing,
– L’espace anti-de Sitter AdS3, qui est isométrique au groupe SL(2,R) muni de sa
métrique de Killing.
Dans la section 1.4, nous décrivons un analogue holomorphe de ces géométries de cour-
bure constante en dimension complexe 3, obtenu en munissant PSL(2,C) de sa métrique de
Killing complexe. Nous commençons par rappeler que les notions pseudo-riemanniennes dé-
crites dans les sections précédentes possèdent une généralisation naturelle dans un contexte
holomorphe.
1.4 Métriques riemanniennes holomorphes
Il existe plusieurs façons d’étendre la notion de métrique pseudo-riemannienne à des
variétés complexes. On peut par exemple s’intéresser à des métriques pseudo-hermitiennes,
c’est-à-dire des métriques pseudo-riemanniennes telles que la multiplication par i sur
chaque espace tangent TxM est une isométrie linéaire. Comme condition supplémentaire de
compatibilité entre la métrique et la structure complexe, on peut imposer que le transport
parallèle associé à la connexion de Levi–Civita soit C-linéaire, ce qui généralise la notion
de métrique kählerienne. Une notion différente est celle de métrique riemannienne holo-
morphe, introduite par Lebrun [Leb82] et étudiée entre autres par Dumitrescu [Dum07] et
Zeghib [DZ09].
Définition 1.4.1. Soit M une variété complexe. Une métrique riemannienne holomorphe
surM est une section holomorphe partout non dégénérée du fibré holomorphe Sym2T ∗M .
Comme pour des métriques pseudo-riemanniennes, on peut associer à une métrique rie-
mannienne holomorphe une unique connexion de Levi–Civita ∇ qui est alors une connexion
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holomorphe, c’est-à-dire un opérateur qui à une section holomorphe de TM associe une
1-forme holomorphe à valeurs dans TM . De même, le flot géodésique de cette métrique est
le flot d’un champ de vecteurs holomorphe sur TM , dont les courbes intégrales sont des
courbes complexes. Enfin, la courbure de la métrique, toujours définie par la formule 1.1,
est maintenant un tenseur holomorphe. (Pour tous ces résultats d’analyse locale des mé-
triques riemanniennes holomorphes, nous renvoyons à [Leb82] et [Leb83].)
On appelle toujours isométrie d’une variété riemannienne holomorphe (M, q) un dif-
féomorphisme f de M tel que f∗q = q. Notons que, comme les isométries sont linéaires
en coordonnées exponentielles et que les coordonnées exponentielles sont holomorphes,
toute isométrie d’une variété riemannienne holomorphe est automatiquement un biholo-
morphisme.
Une variété riemannienne holomorphe est encore appelée homogène (resp. localement
homogène) si l’action de son groupe d’isométries (resp. de son pseudo-groupe d’isométries
locales) est transitive. La définition de la symétrie et de la symétrie locale s’étendent
de la même façon, ainsi que toutes les propriétés de la section 1.3. En particulier, il
existe des modèles de variétés pseudo-riemanniennes de courbure sectionnelle constante.
Rappelons que toutes les formes quadratiques non dégénérées sur un espace vectoriel
complexe sont isomorphes. Par conséquent, toutes les variétés riemanniennes holomorphes
de courbure constante sont – à renormalisation par un scalaire complexe non nul près
– de courbure 0 ou 1. Les variétés de courbure nulle sont localement modelées sur Cn
muni d’une métrique riemannienne holomorphe invariante par translation, dont le groupe
d’isométries est le groupe O(n,C)⋉Cn des transformations affines dont la partie linéaire
préserve la métrique. Les variétés de courbure 1, quant à elles, sont localement modelées
sur l’hypersurface complexe de Cn+1 d’équation
z21 + . . . + z
2
n+1 = 1 ,
munie de la restriction au fibré tangent de la forme quadratique complexe
dz21 + . . .+ dz
2
n+1 .
Le groupe des d’isométries de cet espace est le groupe O(n+ 1,C).
On obtient d’autres exemples de variétés riemanniennes holomorphes symétriques en
considérant un groupe de Lie complexe G semi-simple muni de sa métrique de Killing
complexe, définie sur g par
κCG(u, v) = TrC(aduadv) .
En particulier, le groupe de Lie SL(2,C) muni de sa métrique de Killing complexe est
de courbure constante non nulle et fournit donc un autre point de vue sur la géométrie
riemannienne holomorphe de courbure 1 en dimension 3, analogue à l’interprétation de
l’espace anti-de Sitter de dimension 3 comme le groupe SL(2,R) muni de sa métrique de
Killing.
Une métrique riemannienne holomorphe est un objet beaucoup plus rigide qu’une mé-
trique pseudo-riemannienne. Une telle métrique possède par exemple un volume qui est
une section holomorphe du fibré canonique, qui est donc trivial. Notons aussi que la cour-
bure scalaire d’une telle métrique est une fonction holomorphe. Sur une variété compacte,
elle est donc constante. Plus généralement, tous les invariants scalaires d’une métrique rie-
mannienne holomorphe sur une variété complexe compacte sont constants. Ces remarques
suggèrent que de telles métriques devraient nécessairement être localement homogènes.
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Sous l’hypothèse que la variété complexe est khälerienne, ce résultat découle d’un théorème
d’Inoue–Kobayashi–Ochiai [IKO80]. Dumitrescu a conjecturé qu’il était vrai en général et
l’a prouvé pour les variétés compactes de dimension complexe 3 [Dum07].
Théorème 1.4.2 (Dumitrescu). Soit M une variété complexe compacte de dimension 3
et q une métrique riemannienne holomorphe sur M . Alors q est localement homogène.
Dumitrescu et Zeghib [DZ09] ont ensuite classifié les différentes géométries rieman-
niennes holomorphes qui peuvent apparaître sur une variété compacte de dimension com-
plexe 3. Cette classification, analogue à la classification de Thurston des huit géométries
riemanniennes de dimension 3, comporte quatre modèles : les deux géométries de courbure
constante, ainsi que deux géométries invariantes à gauche sur les groupes de Lie complexes
SolC et HeisC. Les auteurs prouvent également dans [DZ09] que les variétés modelées sur
SolC et HeisC sont à revêtement fini près des quotients de SolC et HeisC par l’action
à gauche de réseaux cocompacts. Comme SolC et HeisC possèdent chacun une métrique
riemannienne holomorphe invariante à gauche qui est plate, ils obtiennent en définitive le
théorème suivant :
Théorème 1.4.3 (Dumitrescu–Zeghib, [DZ09]). SoitM une variété complexe compacte de
dimension 3. Si M possède une métrique riemannienne holomorphe, alors un revêtement
fini de M possède une métrique riemannienne holomorphe de courbure constante.
La classification (à revêtement fini près) des variétés complexes compactes de dimension
3 possédant des métriques riemanniennes holomorphes se ramène donc à la classification
des variétés riemanniennes holomorphes de courbure constante. De ce point de vue, il est
donc particulièrement intéressant d’étudier les variétés complexes compactes localement
modelées sur C3 muni d’une métrique riemannienne holomorphe invariante par transla-
tions, ou sur SL(2,C) muni de sa métrique de Killing. Nous reviendrons sur ces géométries
dans le chapitre 2.
1.5 Le formalisme des (G,X)-structures
Nous avons remarqué dans la section 1.3 que toute variété pseudo-riemannienne lo-
calement symétrique admet un “modèle” symétrique et que toute isométrie locale d’une
variété symétrique se prolonge en une isométrie globale. Ceci peut être résumé dans la
proposition suivante :
Proposition 1.5.1. Soit (M, q) une variété pseudo-riemannienne localement symétrique.
Il existe un espace pseudo-riemannien symétrique X de même dimension queM , de groupe
d’isométries G, et un atlas de cartes de M à valeurs dans X (formé d’isométries locales),
dont les changements de cartes sont des isométries de X.
Réciproquement, on a
Proposition 1.5.2. Soit X un espace pseudo-riemannien symétrique et M une variété
de même dimension que X, munie d’un atlas de cartes à valeurs dans X dont les chan-
gements de cartes sont des isométries de X. Alors il existe une unique métrique pseudo-
riemannienne sur M telle que les cartes de cet atlas sont des isométries locales.
Ces deux propositions permettent d’étudier M en faisant abstraction de la métrique
pseudo-riemannienne localement symétrique pour se focaliser sur la structure locale d’es-
pace homogène qu’elle induit. C’est ce qui conduit à la définition générale de (G,X)-
structure.
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1.5.1 La catégorie des (G,X)-structures
Définition 1.5.3. Soit X un espace G-homogène (i.e. une variété munie d’une action
transitive du groupe de Lie G) et M une variété de même dimension que X. Une (G,X)-
structure sur M est la donnée d’un atlas (Ui, ϕi)i∈I , où les Ui recouvrent M et où les
ϕi : Ui → X
sont des difféomorphismes locaux injectifs tels que pour tout i, j ∈ I, sur chaque compo-
sante connexe de Ui ∩ Uj , il existe g ∈ G tel que
ϕj = g · ϕi .
Deux (G,X)-structures sur M sont considérées comme égales si la réunion des atlas qui
les définissent est encore une (G,X)-structure.
Lorsqu’une (G,X)-structure nous est donnée sur une variété M , on dira parfois que
M est localement modelée sur X, ou encore que M est une (G,X)-variété.
Exemple 1.5.4. Le groupe Aff(n,R) (resp. Aff(n,C)) des transformations affines de Rn
(resp. de Cn) agit transitivement sur Rn (resp. Cn). Une (Aff(n,R),Rn)-structure (resp.
une (Aff(n,C),Cn)-structure) sur une variété M de dimension réelle (resp. complexe) n
est appelée une structure affine réelle (resp. structure affine complexe).
De même, on appelle structure projective réelle (resp. structure projective complexe)
sur M une (PGL(n + 1,R),RPn)-structure (resp. une (PGL(n+ 1,C),CPn)-structure).
Si X est un espace pseudo-riemannien symétrique et G son groupe d’isométries, nous
avons vu que la donnée d’une (G,X)-structure sur une variété M est équivalente à la
donnée d’une métrique pseudo-riemannienne localement isométrique à la métrique de X.
Plus généralement, toute structure géométrique G-invariante sur X induit une structure
géométrique de même nature sur M . Par exemple, la donnée d’une structure affine sur
une variété est équivalente à la donnée d’une connexion plate et sans torsion sur le fibré
tangent. On peut plus généralement penser une (G,X)-structure sur M comme un struc-
ture géométrique localement isomorphe à une structure géométrique sur X dont le groupe
d’automorphismes est G.
Soit f : N →M un difféomorphisme local et (Ui, ϕi)i∈I un atlas d’une (G,X)-structure
sur M . Considérons alors un atlas de N de la forme (Vj , ϕij ◦ f)j∈J , où (Vj)j∈J est un
recouvrement ouvert de N tel que pour tout j, la restriction de f à Vj est un difféomor-
phisme sur son image et tel que f(Vj) ⊂ Uij . Cette atlas définit une (G,X)-structure sur
N , appelée tiré en arrière par f de la (G,X)-structure de M . Les (G,X)-structures se
tirent donc en arrière par les difféomorphismes locaux. En particulier, une (G,X)-structure
sur M induit naturellement une (G,X)-structure sur tout revêtement de M .
Inversement, une (G,X)-structure sur un revêtement galoisien de M peut descendre
en une (G,X)-structure surM , sous réserve que l’action du groupe de revêtement préserve
la (G,X)-structure, dans le sens suivant :
Définition 1.5.5. SoientM une (G,X)-variété et f un difféomorphisme deM . On dit que
f préserve la (G,X)-structure de M , ou encore que f est un automorphisme de la (G,X)-
structure, si cette (G,X)-structure est égale à son tiré en arrière par f . Plus généralement,
si M et N sont deux (G,X)-variétés et f : M → N un difféomorphisme local, on dit que
f est un morphisme de (G,X)-variétés si la (G,X)-structure sur M est identique au tiré
en arrière de la (G,X)-structure sur N par f .
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Proposition 1.5.6. Soit M une (G,X)-variété et Γ un groupe de difféomorphismes de M
agissant librement et proprement discontinûment sur M en préservant la (G,X)-structure.
Alors il existe une unique (G,X)-structure sur le quotient M/Γ telle que l’application de
revêtement de M dans M/Γ est un morphisme de (G,X)-structures.
Remarquons que les différentes notions que nous venons d’introduire ne sont que des
généralisations à toute (G,X)-structure de notions très naturelles en géométrie pseudo-
riemannienne. En effet, si X est un espace pseudo-riemannien symétrique et G son groupe
d’isométries, une (G,X)-structure surM est simplement la donnée d’une métrique pseudo-
riemannienne surM localement isométrique à X. Le tiré en arrière d’une (G,X)-structure
est alors la (G,X)-structure associée au tiré en arrière de la métrique pseudo-riemannienne
et un morphisme entre deux (G,X)-structures est une isométrie locale. La proposition pré-
cédente affirme simplement que, si (M, q) est une variété pseudo-riemannienne localement
isométrique à X et Γ un groupe d’isométries de M agissant librement et proprement dis-
continûment sur M , alors la métrique q passe au quotient en une métrique q¯ sur M/Γ,
telle que l’application de revêtement de (M, q) dans (M/Γ, q¯) est une isométrie locale.
Nous voici maintenant capables de construire des (G,X)-variétés de différentes ma-
nières. On peut par exemple considérer Γ un sous-groupe discret de G agissant librement
et proprement discontinûment sur X. Le quotient de X par Γ est alors une (G,X)-variété.
De telles (G,X)-variétés sont appelées complètes (voir section 1.5.3). On peut également
quotienter un ouvert U de X par un sous-groupe discret de G préservant U et agissant
librement et proprement discontinûment sur U . Les (G,X)-variétés ainsi obtenues sont
parfois appelées kleiniennes ou uniformisables (voir chapitre 2, section 2.1).
Voici une construction encore plus générale. SoitM une variété de même dimension que
X et M˜ son revêtement universel. Soit ρ une représentation de pi1(M) dans G. Supposons
qu’il existe un difféomorphisme local dev : M˜ → X qui soit ρ-équivariant, c’est-à-dire tel
que pour tout γ ∈ pi1(M), le diagramme suivant commute
M˜ → X
γ ↓ ↓ ρ(γ)
M˜ → X .
Munissons M˜ de la (G,X)-structure tirée en arrière par dev. Par ρ-équivariance de dev,
cette (G,X)-structure est préservée par l’action de pi1(M) et induit donc une (G,X)-
structure sur M .
Exemple 1.5.7. Soit Λ un réseau dans C. l’application exponentielle, de C dans C, est
un difféomorphisme local équivariant pour le morphisme
ρ : Λ → Aff(1,C)
λ 7→ (z 7→ eλz).
Le couple (exp, ρ) induit donc une structure affine complexe sur le tore C/Λ.
La proposition suivante affirme que toutes les (G,X)-structures sont en fait construites
de cette façon.
Proposition 1.5.8. Soit M une (G,X)-variété et M˜ son revêtement universel, muni de
la (G,X)-structure induite par M . Alors il existe un morphisme de (G,X)-structures
dev : M˜ → X
1.5. Le formalisme des (G,X)-structures 51
appelé application développante, ainsi qu’un morphisme ρ : pi1(M)→ G appelé morphisme
d’holonomie, tel que dev est ρ-équivariante.
Deux couples (dev, ρ) et (dev′, ρ′) induisent la même (G,X)-structure sur M si et
seulement s’il existe g ∈ G tel que
dev′ = g ◦ dev
et
ρ′ = gρg−1.
Ce nouveau point de vue sur les (G,X)-structures va se révéler particulièrement utile
pour “déformer” des (G,X)-structures sur une variété M , comme nous allons le voir dans
la section suivante.
1.5.2 Espace de déformation et espace des modules
Une même variété peut posséder plusieurs (G,X)-structures distinctes. Ceci conduit à
définir l’espace des modules et l’espace de déformation des (G,X)-structures sur une variété
M . Rappelons que le groupe Diff(M) des difféomorphismes de M agit sur l’ensemble des
(G,X)-structures sur M en les tirant en arrière.
Définition 1.5.9. Soit X un espace G-homogène et M une variété de même dimension
que X.
– L’espace des modules des (G,X)-structures sur M , noté Mod(G,X)(M), est le quo-
tient de l’ensemble des (G,X)-structures sur M par l’action du groupe Diff(M).
– L’espace de déformation des (G,X)-structures surM , noté Def(G,X)(M), est le quo-
tient de l’ensemble des (G,X)-structures surM par l’action du groupe Diff0(M) des
difféomorphismes de M isotopes à l’identité.
Exemple 1.5.10. Dans le cas où X est un espace pseudo-riemannien symétrique et G
son groupe d’isométries, l’espace de déformation Def(G,X)(M) est exactement l’espace des
métriques pseudo-riemanniennes sur M localement isométriques à X modulo isotopie.
La description des (G,X)-structures par les couples (dev, ρ) va permettre de raffi-
ner considérablement la description des espaces de déformation. Rappelons que le couple
(dev, ρ) associé à une (G,X)-structure est bien défini modulo l’action de G donnée par
g · (dev, ρ) = (g ◦ dev, gρg−1) .
Par ailleurs, tout difféomorphisme h de M se relève en un difféomorphisme h˜ de M˜ qui
est équivariant pour un automorphisme σ de pi1(M). (Lorsque h est isotope à l’identité,
le morphisme σ est trivial.) Si M est munie d’une (G,X)-structure donnée par un couple
(dev, ρ), le tiré en arrière de cette (G,X)-structure par h est donné par le couple
(dev ◦ h˜, ρ ◦ σ).
La composition de (dev, ρ) avec (h˜, σ) fournit donc une action à droite de Diff(M) sur
l’ensemble des couples (dev, ρ) et permet de donner une nouvelle définition de l’espace des
modules et de l’espace de déformation :
Mod(G,X)(M) = G\
{
(dev, ρ),dev : M˜ → X difféomorphisme ρ-equivariant
}
/Diff(M)
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et
Def(G,X)(M) = G\
{
(dev, ρ),dev : M˜ → X difféomorphisme ρ-equivariant
}
/Diff0(M) .
Ce point de vue permet entre autres de munir l’espace des modules et l’espace de défor-
mation de la topologie induite par passage au quotient de la topologie compacte ouverte
sur les couples (dev, ρ). Notons que cette topologie peut en général ne pas être séparée.
Soit Γ un groupe. Notons Hom(Γ, G) l’espace des représentations de Γ dans G. Le
groupe G agit sur Hom(Γ, G) par
g · ρ : γ 7→ gρ(γ)g−1
pour tout ρ ∈ Hom(Γ, G), tout g ∈ G et tout γ ∈ Γ. Dans la suite, on appellera simplement
cette action l’action de G par conjugaison. On notera Rep(Γ, G) le quotient de Hom(Γ, G)
sous l’action de G par conjugaison. Lorsque Γ est le groupe fondamental d’une variété
M , on notera parfois cet espace Rep(M,G). Lorsque Γ est de type fini (s’il s’agit, par
exemple, du groupe fondamental d’une variété compacte), l’espace Hom(Γ, G) est une
variété algébrique, ce qui induit une structure d’espace topologique (non nécessairement
séparé) sur le quotient Rep(Γ, G).
Le théorème le plus saisissant de la théorie des (G,X)-structures est sans doute le
théorème d’Ehrsemann–Thurston ([Ehr36], [Thu80]), qui affirme que l’espace de déforma-
tion des (G,X)-structures sur une variété compacte M est localement homéomorphe à
Rep(Γ, G).
Théorème 1.5.11 (Ehresman–Thurston). Soit X un espace G-homogène et M une va-
riété compacte de même dimension que X. L’application
Hol : Def(G,X)(M) → Rep(M,G)
(dev, ρ) 7→ ρ
est un homéomorphisme local.
On peut reformuler ce théorème en disant que si ρ : pi1(M)→ G est l’holonomie d’une
(G,X)-structure sur M , alors les morphismes proches de ρ sont encore des morphismes
d’holonomie de (G,X)-structures sur M proches de la structures initiale, et que deux
(G,X)-structures proches ont la même holonomie si et seulement si elles sont conjuguées
par une isotopie de M .
1.5.3 Complétude et complétude géodésique
Un des intérêts d’adopter le point de vue des (G,X)-structures est de transcrire la no-
tion a priori analytique de complétude géodésique en une notion algébrique et dynamique.
Soit X un espace G-homogène. Commençons par remarquer que si X n’est pas sim-
plement connexe, l’action de G sur X se relève en une action fidèle et transitive d’un
revêtement G˜ de G sur X˜. De plus, toute (G,X)-structure sur une variété M induit
une (G˜, X˜)-structure. On ne perd donc pas de généralité en considérant uniquement des
modèles X simplement connexes.
Définition 1.5.12. Une (G,X)-variété M est dite complète si son application dévelop-
pante se relève en un difféomorphisme global de M˜ → X˜.
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Lorsque X est simplement connexe, l’application développante d’une (G,X)-structure
complète identifie M˜ àX, sur lequel pi1(M) agit via le morphisme d’holonomie. Les (G,X)-
variétés complètes sont donc les quotients Γ\X, où Γ est un sous-groupe discret de G
agissant librement et proprement discontinûment sur X. De telles (G,X)-structures sont
également appelées formes de Clifford–Klein.
Dans le cas de variétés compactes, on peut encore caractériser la complétude de la
façon suivante :
Proposition 1.5.13. Soit X un espace G-homogène simplement connexe, M une (G,X)-
variété compacte et (dev, ρ) une application développante et un morphisme d’holonomie
associés à la (G,X)-structure deM . AlorsM est une (G,X)-variété complète si seulement
si ρ(pi1(M)) agit librement et proprement discontinûment sur X.
Preuve. SiM est complète, l’application développante est un difféomorphisme ρ-équivariant
de M˜ dans X et, comme pi1(M) agit librement et proprement discontinûment sur M˜ , son
image ρ(pi1(M)) agit librement et proprement discontinûment sur X.
Réciproquement, supposons que ρ(pi1(M)) agisse proprement discontinûment sur X.
Alors l’application développante passe au quotient en un difféomorphisme local
dev :M → ρ(pi1(M))\X .
CommeM est compacte, ce difféomorphisme local est propre et c’est donc un revêtement.
Il se relève donc en un difféomorphisme de M˜ → X. Il suit que l’application dev est un
difféomorphisme global.
Le rapport entre la complétude des (G,X)-structures et la complétude géodésique est
énoncé dans la proposition suivante :
Proposition 1.5.14. Supposons que le fibré tangent à X possède une connexion G-
invariante géodésiquement complète. Soit M une (G,X)-variété. Alors M est complète
en tant que (G,X)-variété si et seulement si la connexion induite sur M par la (G,X)-
structure est géodésiquement complète.
Preuve. Si M est une (G,X)-variété complète, son revêtement universel s’identifie au
modèle X qui est par hypothèse géodésiquement complet. Par conséquent, M est géodé-
siquement complète.
Réciproquement, supposonsM géodésiquement complète et montrons qu’elle est alors
complète en tant que (G,X)-variété. L’application développante dev : M˜ → X est un
difféomorphisme local et il nous suffit de prouver qu’il vérifie la propriété de relèvement
des chemins.
Supposons qu’il existe un chemin continu c : [0, 1] → X et un point m ∈ dev−1(c(0))
tel que c se relève en partant dem sur [0, 1[ et montrons que c se relève alors sur tout [0, 1].
Soit c˜ : [0, 1[→ M˜ ce relèvement. Comme c ([0, 1]) est compact dans X, il existe un temps
t pour lequel c([t, 1]) est inclus dans le domaine d’injectivité de l’application expc(t). Soit
U un ouvert de Tc(t)X contenant 0 tel que expc(t)|U soit un difféomorphisme local injectif
dont l’image contient c([t, 1]). Soit U˜ l’ouvert de Tc˜(t)M˜ image réciproque de U par la
différentielle de dev. Comme l’application développante envoie géodésique sur géodésique,
le diagramme suivant commute :
U˜
dc˜(t)dev
−→ U
expc˜(t) ↓ ↓ expc(t)
M˜
dev
−→ X
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Posons alors
cˆ(u) = c˜(u) si u ≤ t
= expc˜(t) ◦dc(t)dev
−1 ◦ exp−1c(t)(c(u)) si u ∈]t, 1] .
Le chemin cˆ est bien défini, continu, et relève c en partant de m sur tout l’intervalle [0, 1].
L’application développante est donc un revêtement et la (G,X)-structure est complète.
Corollaire 1.5.15. Soit (M, q) une variété pseudo-riemannienne localement symétrique.
Soit X l’espace symétrique connexe et simplement connexe localement isométrique à M et
G son groupe d’isométries. Alors M est géodésiquement complète si et seulement si elle
est isométrique à un quotient Γ\X, où Γ est un sous-groupe de G agissant librement et
proprement discontinûment sur M .
Corollaire 1.5.16. Soit X une espace riemannien homogène, G son groupe d’isométries et
M une variété compacte localement isométrique à X. Alors M est isométrique au quotient
de X par un sous-groupe discret et sans torsion de G.
1.6 Questions générales
Fixons un espace G-homogène X. Les (G,X)-structures sont des objets rigides, ce
qui autorise à espérer “classifier” les (G,X)-variétés compactes. Pour les géométries rie-
manniennes, une telle classification est connue en dimension 2 depuis le théorème d’uni-
formisation de Poincaré–Koebe (voir [dSG10] et les travaux de Teichmüller [Tei82]). Le
programme de géométrisation de Thurston [Thu82], qui visait entre autres à étendre cette
classification en dimension 3, a été en grande partie accompli durant les dernières dé-
cennies – le théorème d’Agol [AGM13] et Wise [Wis04] parachevant en quelque sorte la
classification des variétés compactes géométrisables de dimension 3 à revêtement fini près.
L’objectif de cette thèse est d’obtenir des résultats similaires pour des géométries
pseudo-riemanniennes. Nous terminons donc ce chapitre en énonçant quelques questions
générales dont la résolution aboutirait à une classification des (G,X)-structures sur les
variétés compactes. Nous étayons ces questions par des exemples, des conjectures et des
résultats partiels connus, ainsi que ceux contenus dans cette thèse.
1.6.1 Complétude
Si X est un espace riemannien G-homogène, le corollaire 1.5.16 constitue une première
étape essentielle vers une classification des (G,X)-structures compactes. Ce corollaire ra-
mène en effet un problème analytique – la description des métriques riemanniennes sur les
variétés compactes vérifiant une certaine équation aux dérivées partielles – à un problème
algébrique – la descriptions des réseaux sans torsion de G.
Or, en général, il n’est pas vrai que les (G,X)-structures compactes sont complètes.
Ainsi, l’exemple 1.5.7 montre qu’un tore de dimension 2 possède des structures affines
complexes incomplètes (dans cet exemple, l’image de l’application développante est un
ouvert strict du modèle C). Si l’on s’intéresse aux structures projectives complexes sur une
surface compacte S de genre supérieur à 2, on obtient une classe plus riche d’exemples, où
l’application développante peut ne pas être injective, ni surjective, ni même un revêtement
sur son image, et où l’holonomie peut agir sur CP1 avec une orbite dense. Le théorème
de Gallo–Kapovich–Marden [GKM00] affirme en effet que presque toute représentation de
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pi1(S) dans PSL(2,C) qui se relève à SL(2,C) est l’holonomie d’une structure projective
complexe sur S.
En revanche, on ne connaît pas d’exemple de (G,X)-structure compacte non complète
dès lors que G préserve une forme volume sur X. La conjecture la plus célèbre dans ce sens
est la conjecture de Markus, selon laquelle une variété affine compacte est nécessairement
complète lorsqu’elle possède une forme volume parallèle.
Conjecture (Markus, [Mar63]). Soit M une variété compacte, munie d’une connexion
plate et sans torsion dont le transport parallèle préserve une forme volume. Alors M est
géodésiquement complète.
De façon équivalente, soit SL(n,R) ⋉ Rn le groupe des transformations affines de Rn
préservant un volume. Alors toutes les (SL(n,R) ⋉Rn,Rn)-variétés compactes sont com-
plètes.
La conjecture de Markus a été partiellement résolue par Fried, Goldman et Hrisch,
sous l’hypothèse que le groupe fondamental de M est nilpotent. Leur théorème étend un
théorème de Smillie qui supposait le groupe fondamental abélien.
Théorème 1.6.1 (Fried–Goldman–Hirsch, [FGH81]). Soit M une variété compacte dont
le groupe fondamental est nilpotent. Alors toute (SL(n,R) ⋉ Rn,Rn)-structure sur M est
complète.
Notons que la conjecture de Markus impliquerait que toute variété pseudo-riemannienne
plate compacte est géodésiquement complète. En effet, la connexion de Levi–Civita d’une
variété plate est, par définition, une connexion plate et sans torsion qui préserve la mé-
trique. À revêtement double près, la variété est orientable et sa connexion de Levi–Civita
préserve alors le volume associé à la métrique. D’après la conjecture de Markus, elle doit
donc être géodésiquement complète.
Dans le cas de métriques lorentziennes plates, la conjecture a été prouvée par Carrière
[Car89], puis généralisée par Klingler aux métriques lorentziennes de courbure constante
[Kli96].
Théorème 1.6.2 (Carrière, Klingler). Toute variété lorentzienne compacte de courbure
constante est géodésiquement complète.
D’un point de vue analytique, ce théorème peut surprendre, puisque les métriques
lorentziennes sur les variétés compactes ne sont pas nécessairement géodésiquement com-
plètes (cf. section 1.2). La preuve de Carrière et Klingler s’appuie fortement sur la (G,X)-
structure induite par une métrique de courbure constante. On peut penser plus générale-
ment que les (Isom(X),X)-structures compactes sont complètes lorsque X est une variété
pseudo-riemannienne localement homogène, ce qui nous conduit à formuler la conjecture
suivante, variante de celle de Markus :
Conjecture (Markus pseudo-riemannien). Les variétés pseudo-riemanniennes localement
symétriques compactes sont géodésiquement complètes.
Dans le chapitre 2, nous abordons cette question pour certaines géométries pseudo-
riemanniennes, en particulier pour les variétés compactes localement modelées sur un
groupe de Lie de rang 1 muni de sa métrique de Killing. Nous montrons que ces variétés sont
complètes, sous l’hypothèse additionnelle que la (G,X)-structure est kleinienne (théorème
2.2.4). Comme cette condition est fermée (corollaire 2.1.4), on en déduira que l’espace des
structures complètes est fermé dans l’espace de déformation.
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1.6.2 Existence et déformation des formes de Clifford–Klein
Sous réserve de prouver la conjecture de Markus pseudo-riemannienne, la classification
des (G,X)-variétés compactes se ramène donc à la description des formes de Clifford–Klein
compactes. Existent-elles ? Sont-elles déformables ?
Cas riemannien
Dans le cas où X est un espace riemannien, les formes de Clifford–Klein compactes de
X sont des quotients de X par un réseau cocompact de G. Réciproquement, tout réseau
cocompact de G admet – d’après le lemme de Selberg [Sel89] – un sous-groupe d’indice
fini sans torsion qui agit alors librement, proprement discontinûment et cocompactement
sur X. L’existence de réseaux, lorsque G est semi-simple, est garantie par le théorème de
Borel :
Théorème 1.6.3 (Borel, [Bor63]). Tout groupe de Lie semi-simple admet un réseau co-
compact.
Corollaire 1.6.4. Tout espace riemannien symétrique admet une forme de Clifford–Klein
compacte.
Les célèbres théorèmes de rigidité de Mostow [Mos68] et de Margulis [Mar91] im-
pliquent par ailleurs que si G est un groupe de Lie simple non compact différent de
PSL(2,R), alors tout réseau de G est rigide. En particulier, une variété compacte M
de dimension supérieure à 3 admet au plus une métrique hyperbolique à difféomorphisme
près. En revanche, dans le cas où G = PSL(2,R) les réseaux de G sont déformables et
paramètrent les déformations de structures complexes sur les surfaces compactes de genre
supérieur à 2, d’après le théorème de Poincaré–Koebe (cf. section 1.6.4).
Cas pseudo-riemannien
Ces mêmes questions se posent lorsque X est pseudo-riemannien et n’admettent pas de
réponse aussi générale. Pour certaines géométries il n’existe pas de forme de Clifford–Klein
compacte. La géométrie de Sitter est un contre-exemple classique. Il existe en effet dans
Sn−1,1 un compact C tel que pour toute isométrie g de Sn−1,1, on a
g · C ∩ C 6= ∅ .
Les seuls sous-groupes agissant proprement sur Sn−1,1 sont donc des sous-groupes finis,
qui n’agissent pas cocompactement. Sn−1,1 ne possède donc pas de forme de Clifford–Klein
compacte. Cet exemple est un cas particulier du phénomène de Calabi–Markus, mis en
évidence par Kobayashi [Kob89]. Benoist et Labourie ont également donné dans [BL92]
des critères de non-existence de formes de Clifford–Klein.
Une façon d’obtenir des formes de Clifford–Klein de X est de trouver un sous-groupe
de Lie L de G agissant transitivement et proprement sur X, puis de quotienter X par un
réseau cocompact de L. On obtient par exemple des variétés anti-de Sitter compactes en di-
mension impaire en quotientant AdS2n+1 par un réseau cocompact de U(n, 1) ⊂ SO(2n, 2).
De tels quotients sont appelés standard. On peut ensuite espérer obtenir des exemples plus
exotiques en déformant non trivialement ce réseau de L dans le groupe G. D’après le théo-
rème d’Ehresmann–Thurston, une telle déformation – lorsqu’elle est possible – fournira
toujours une nouvelle (G,X)-structure. Cependant, si l’on ne sait pas que la conjecture
de Markus est valide, cette (G,X)-structure pourrait ne pas être complète. Kassel [Kas08]
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a cependant prouvé que, dans de nombreux cas, les déformations des formes de Clifford–
Klein compactes standard restent des formes de Clifford–Klein.
Ce procédé pour obtenir des formes de Clifford–Klein non standard n’est cependant
pas toujours fructueux. Tout d’abord, si le groupe L est de rang 2, le théorème de super-
rigidité de Margulis [Mar91] implique que toute déformation d’un réseau de L dans G
est obtenue par conjugaison. Même lorsque L est de rang 1, les réseaux de L peuvent
être rigides dans G. Zeghib l’a prouvé pour des réseaux de U(n, 1) ⊂ SO(2n, 2) pour n
supérieur à 2 [Zeg98]. Autrement dit, les structures anti-de Sitter standard sur les variétés
compactes de dimension supérieure à 4 ne peuvent pas être déformées. Zeghib a conjecturé
que toutes les variétés anti-de Sitter compactes de dimension supérieure à 4 sont standard.
Le cas de la dimension 3 est particulier, du fait que AdS3 s’identifie à (un revêtement
double de) PSL(2,R) muni de sa métrique de Killing, dont le groupe d’isométries est (à
indice fini près) PSL(2,R)×PSL(2,R) agissant par translations à gauche et à droite. Si K
est un sous-groupe compact maximal de PSL(2,R), le sous-groupe PSL(2,R)×K agit pro-
prement et transitivement sur PSL(2,R) et permet donc d’obtenir des structures standard.
Goldman [Gol85a] puis Kobayashi [Kob98] ont remarqué que ces quotients pouvaient se
déformer en des quotients non standard. Plus précisément, considérons une surface com-
pacte orientée S de genre supérieur à 2. Soit j : pi1(S) → PSL(2,R) une représentation
fuchsienne. Alors pour toute représentation ρ : pi1(S) → PSL(2,R) suffisamment proche
de la représentation triviale, le groupe
j × ρ(pi1(S)) = {(j(γ), ρ(γ)), γ ∈ pi1(S)} ⊂ PSL(2,R)× PSL(2,R)
agit encore librement, proprement discontinûment et cocompactement sur PSL(2,R). Ce
résultat a été généralisé par Ghys à SL(2,C) [Ghy95] et par Kobayashi à tout groupe
de Lie de rang 1 [Kob98]. Notons que, dans le cas de PSL(2,R), le résultat se déduit a
posteriori du théorème d’Ehresmann-Thurston et du théorème de Klingler.
Kulkarni et Raymond [KR85], dans le cas de PSL(2,R), puis Kobayashi [Kob93] et
Kassel [Kas08], dans le cas d’un groupe de Lie de rang 1 quelconque, ont prouvé que
toutes les formes de Clifford–Klein étaient, à revêtement fini près, de cette forme.
Théorème 1.6.5 (Kobayashi, Kassel). Soit L un groupe de Lie semi-simple de rang 1
et Γ un sous-groupe discret sans torsion de L × L agissant proprement discontinûment
et cocompactement sur L. Alors, la projection de Γ sur l’un des facteurs L est injective,
d’image un réseau cocompact de L.
Autrement dit, les formes de Clifford–Klein compactes de L sous l’action de L×L sont
toutes de la forme
i× ρ(Γ)\L ,
où Γ est un réseau cocompact de L et i l’injection de Γ dans L.
Ce théorème ne dit toutefois pas pour quels réseaux Γ et quelles représentations ρ
l’action obtenue est effectivement propre. Cette question a été traitée par Kassel dans le
cas de PSL(2,R) [Kas09]. Son résultat a ensuite été généralisé par Guéritaud et Kassel au
cas de PSO(n, 1) [GK13] puis par Guéritaud, Guichard, Kassel et Wienhard à tout groupe
de Lie de rang 1 [GGKW].
Pour énoncer leur théorème, rappelons que si g est une isométrie d’un espace métrique
X, on appelle longueur de translation de g le nombre
l(g) = inf
x∈X
d(x, g · x) .
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Lorsque L est un groupe de Lie semi-simple, on appellera longueur de translation d’un
élément de L sa longueur de translation vu comme isométrie de l’espace symétrique de L.
Théorème 1.6.6 (Guéritaud–Guichard–Kassel–Wienhard). Soit L un groupe de Lie semi-
simple de rang réel 1, Γ un réseau cocompact de L et ρ une représentation de Γ dans L.
Les propositions suivantes sont équivalentes :
(i) i× ρ(Γ) ⊂ L× L agit proprement discontinûment et cocompactement sur L,
(ii) il existe λ < 1 tel que pour tout γ ∈ Γ,
l(ρ(γ)) ≤ λ l(γ).
La condition (ii) est de plus une condition ouverte, ce qui conduit au corollaire suivant :
Corollaire 1.6.7 (Guéritaud–Guichard–Kassel–Wienhard). Soit L un groupe de Lie semi-
simple de rang 1, muni de l’action de G = L × L/Z(L) par translations à gauche et à
droite. Soit M une variété de même dimension que L. Alors l’espace des (G,L)-structures
complètes est ouvert dans Def(G,L)(M).
1.6.3 Topologie des (G,X)-variétés
Idéalement, la caractérisation des formes de Clifford–Klein aboutit à une description
de la topologie des (G,X)-variétés compactes.
Il existe en effet un lien étroit entre la topologie d’une variété compacte et les géo-
métries qu’elle peut posséder. En dimension 2, pour commencer, le théorème de Gauss–
Bonnet (voir [GHL90]) et le théorème d’uniformisation de Poincaré–Koebe (voir [dSG10])
impliquent qu’une surface compacte orientée admet une métrique sphérique si et seulement
si c’est une sphère, une métrique plate si et seulement si c’est un tore et une métrique
hyperbolique si et seulement si elle est de genre supérieur à 2.
En dimension 3, Thurston a classifié les huit géométries riemanniennes pouvant ap-
paraître sur des variétés compactes et, à sa suite, de nombreux auteurs ont travaillé à
caractériser les variétés compactes pouvant être modelées sur telle ou telle géométrie. La
résolution par Agol [AGM13] et Wise [Wis04] de la conjecture virtuellement Haken (voir
[Thu82]), qui caractérise la topologie des variétés hyperboliques compactes de dimension 3
à revêtement fini près, semble avoir clos un chapitre de ce programme de géométrisation.
En revanche, beaucoup de questions restent ouvertes si l’on ne se focalise plus sur des
géométries riemanniennes. Auslander a par exemple conjecturé que le groupe fondamental
d’une variété affine compacte est virtuellement résoluble. Cette conjecture a été prouvée
en petite dimension [AMS97] mais n’est pas résolue en général.
Dans le cas de variétés modelées sur SO(n, 1) muni de sa métrique de Killing, beaucoup
de choses sont comprises grâce aux travaux de Guéritaud–Kassel. Le critère de propreté
donné dans [GK13] (voir théorème 1.6.6) a en effet pour conséquence que toute variété
localement modelée sur SO(n, 1) est, à revêtement fini près, un SO(n)-fibré principal au
dessus d’une variété hyperbolique compacte de dimension n. Ils obtiennent en particulier
une preuve plus explicite d’un corollaire de Kulkarni–Raymond selon lequel les variétés
anti-de Sitter compactes de dimension 3 sont des fibrés de Seifert à base hyperbolique.
Nous donnerons dans le chapitre 4 une reformulation de la preuve de Guéritaud–Kassel
(corollaire 4.3.6) qui nous permettra de calculer le volume des variétés anti-de Sitter com-
pactes de dimension 3 (ch.4, théorème 4.5.1).
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1.6.4 Topologie et géométrie des espaces de déformation
Pour compléter une “classification” des (G,X)-structures compactes, il faut encore
comprendre “combien” une variété compacte M peut posséder de (G,X)-structures dif-
férentes. Pour cela, on peut espérer décrire la topologie et la géométrie de l’espace de
déformation Def(G,X)(M), ainsi que son image par l’application Hol.
L’exemple le plus célèbre d’une telle description est l’espace de Teichmüller. Étant
donnée une surface compacte orientée S de genre supérieur à 2, rappelons que le théorème
d’uniformisation de Poincaré–Koebe établit une bijection entre l’espace de déformation des
structures complexes sur S compatibles avec l’orientation – appelé espace de Teichmüller
de S et noté T (S) – et celui des métriques hyperboliques sur S. Cet espace s’identifie
encore, via l’holonomie, à l’une des composantes connexes de la variété des caractères
de pi1(S) dans PSL(2,R). Plus précisément, d’après un théorème de Goldman [Gol80],
les composantes connexes de l’espace des représentations de pi1(S) dans PSL(2,R) sont
classifiées par leur classe d’Euler qui, d’après l’inégalité de Milnor–Wood, prend toutes les
valeurs entières entre χ(S) et −χ(S), où χ(S) désigne la caractéristique d’Euler de S. De
plus une représentation est de classe d’Euler ±χ(S) si et seulement si elle est fuchsienne,
i.e. injective et d’image un réseau cocompact de PSL(2,R). La condition de compatibilité
avec l’orientation de S implique alors que l’espace de Teichmüller est homéomorphe à
l’espace des représentations de classe d’Euler −χ(S) modulo conjugaison.
D’après le théorème de Teichmüller, cet espace est une variété différentielle complexe
difféomorphe à R−3χ(S). Elle possède de plus une métrique kählerienne de courbure néga-
tive invariante par l’action du groupe modulaire de S, appelée métrique de Weil–Petersson.
Dans le chapitre 4, nous aboutirons à une description topologique de l’espace de défor-
mation des structures anti-de Sitter sur un fibré en cercle au dessus d’une surface compacte
orientée S de genre supérieur à 2. D’après le critère de propreté de Kassel (théorème 1.6.6,
cas de SL(2,R)), cette description se ramène essentiellement à comprendre l’espace des
couples de représentations (j, ρ) de pi1(S) → PSL(2,R) vérifiant une certaine condition
de “domination” (voir ch.3, définition 3.1.3). Nous montrerons dans le chapitre 3 que cet
espace est homéomorphe au produit de l’espace de Teichmüller par l’espace des représen-
tations non fuchsiennes, ramenant ainsi sa description topologique à celle de l’espace des
représentations non fuchsiennes, accomplie par Hitchin dans [Hit87].

Chapitre 2
Deux théorèmes de complétude
Le but de ce chapitre est d’étendre les théorèmes de Carrière et Klingler à d’autresgéométries pseudo-riemanniennes. Nous y présentons les résultats obtenus dans [Tho13].
Rappelons que, conjecturalement, le flot géodésique d’une variété pseudo-riemannienne
compacte localement symétrique est complet. Cette conjecture a été prouvée par Carrière
pour les variétés lorentziennes plates [Car89], puis le résultat a été étendu par Klingler
aux variétés lorentziennes de courbure constante [Kli96] (cf. chapitre 1, théorème 1.6.2).
Nous nous intéressons ici à des géométries pseudo-riemanniennes de signature (p, q), où p
et q sont supérieurs à 2.
Comme expliqué dans le chapitre 1, la question de la complétude de ces variétés se
pose en termes de (G,X)-structures. Il s’agit de prouver que, pour certains groupes de
Lie G et certains espaces homogènes X, toute (G,X)-structure compacte est une forme
de Clifford–Klein, c’est-à-dire un quotient du modèle X par un sous-groupe discret de
G. Nous n’arriverons à cette conclusion que pour des (G,X)-variétés qui sont supposées a
priori kleiniennes, c’est-à-dire obtenues comme quotients d’ouverts de X (voir section 2.1).
Comme l’ensemble des (G,X)-structures kleiniennes sur une variété M est fermé dans
l’espace de déformation Def(G,X)(M) (corollaire 2.1.4), on obtient comme corollaire in-
téressant que, pour les géométries que nous considérons, l’ensemble des structures com-
plètes est fermé. Pour l’une de ces géométries, ce corollaire fait pendant au théorème de
Guéritaud–Guichard–Kassel–Wienhard selon lequel l’ensemble des structures complètes
est ouvert (ch.1, corollaire 1.6.7).
2.1 Structures kleiniennes et ouverts divisibles
Kulkarni et Pinkall ont introduit dans [KP86] la terminologie de structure kleinienne
pour désigner une (G,X)-structure obtenue en quotientant un ouvert du modèle X. De
telles structures sont parfois appelées uniformisables, mais cette terminologie est plus
ambiguë dans la littérature. Chez certains auteurs, elle suppose que l’ouvert U est le
domaine de discontinuité du groupe par lequel on le quotiente. Or la notion de domaine de
discontinuité n’est pas toujours bien définie. J’ai donc préféré reprendre ici la terminologie
de Kulkarni et Pinkall.
Définition 2.1.1. Une (G,X)-variété M est dite kleinienne si M est isomorphe à un
quotient Γ\U , où U est un ouvert de X et Γ un sous-groupe discret de G préservant U
dont l’action sur U est libre et proprement discontinue.
Notons qu’un ouvert U générique de X n’est préservé par aucun élément non trivial
de G. Un ouvert U qui revêt une variété kleinienne est donc très spécifique.
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Définition 2.1.2. Un ouvert U d’un espace G-homogène X est dit divisible s’il existe un
sous-groupe discret de G préservant U et agissant proprement discontinûment et cocom-
pactement sur U .
Si U est un ouvert divisible, soit Γ un sous-groupe discret de G agissant proprement
discontinûment et cocompactement sur U . En vertu du lemme de Selberg [Sel89], on peut
de plus supposer que Γ est sans torsion. Le quotient Γ\U est alors une (G,X)-variété
kleinienne compacte. Réciproquement, Toute variété kleinienne compacte est revêtue par
un ouvert divisible.
Les exemples les plus riches d’ouverts divisibles et de structures kleiniennes compactes
apparaissent en géométrie projective réelle et complexe.
Représentations quasi-fuchsiennes. Soit S une surface compacte orientée de genre
supérieur à 2. Dans l’espace des représentations de pi1(S) dans PSL(2,C), il existe un ouvert
de représentations ρ contenant les représentations fuchsiennes à valeur dans PSL(2,R),
pour lesquelles ρ(pi1(S)) agit proprement discontinûment sur deux ouverts simplement
connexes de CP1, dont le complémentaire est une courbe de Jordan. Ces représentations
sont appelées quasi-fuchsiennes. Le quotient de chacun de ces ouverts par ρ(pi1(S)) est
une surface homéomorphe à S et induit donc sur S une structure projective complexe qui
est kleinienne.
Convexes divisibles. De façon analogue, on peut considérer une représentation fuch-
sienne de pi1(S) dans PSL(2,R) ≃ SO0(2, 1) ⊂ SL(3,R) et la déformer continûment en
une représentation ρ : pi1(S) → PSL(3,R). Une telle représentation ρ préserve un ouvert
convexe de RP2 sur lequel elle agit librement, proprement discontinûment et cocompac-
tement. Cet ouvert est donc divisible et le quotient fournit une structure projective réelle
sur S, qui est kleinienne.
La proposition suivante caractérise les structures kleiniennes en termes d’application
développante et d’holonomie.
Proposition 2.1.3. Soit M une (G,X)-variété et dev : M˜ → X une application déve-
loppante. Notons pi : M˜ → M l’application de revêtement. Alors M est kleinienne si et
seulement si, pour tout x, y ∈ M˜ ,
dev(x) = dev(y)⇒ pi(x) = pi(y) .
En particulier, si dev est injective, M est kleinienne.
Preuve. Supposons que M est kleinienne. Soit U l’ouvert de X dont M est un quotient.
Alors U est un revêtement de M . Le revêtement universel de M s’identifie donc au revê-
tement universel U˜ de U et l’application développante s’identifie alors à l’application de
revêtement de U˜ dans U . Si on note pi′ l’application de revêtement de U dans M , on a
donc pi = pi′ ◦ dev et la conclusion suit.
Réciproquement, supposons que pour tout x, y ∈ M˜ , on a
dev(x) = dev(y)⇒ pi(x) = pi(y) .
Soit U l’ouvert image de dev. On peut définir une application pi′ : U →M telle que
pi = pi′ ◦ dev,
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en posant simplement
pi′(u) = pi(x)
où x est n’importe quel antécédent de u par dev. Par construction, on a pi′ ◦ dev = pi et,
comme pi est un revêtement, on en déduit aisément que pi′ est également un revêtement.
La (G,X)-variété M est donc kleinienne.
Rappelons que Def(G,X)(M) désigne l’espace de déformation des (G,X)-structures sur
la variété M (ch.1, définition 1.5.9).
Corollaire 2.1.4. Soit X un espace G-homogène et M une variété de même dimension
que X. Alors le domaine des (G,X)-structures kleiniennes sur M forme un fermé de
Def(G,X)(M).
Preuve. Soit (devn, ρn)n∈N une suite d’applications développantes et de morphismes d’ho-
lonomie de (G,X)-structures kleiniennes surM , qui converge uniformément sur tout com-
pact vers un couple (dev, ρ). Supposons par l’absurde que la (G,X)-structure correspon-
dant à (dev, ρ) n’est pas kleinienne. Alors, d’après la proposition 2.1.3, il existe x et y dans
M˜ tels que dev(x) = dev(y) mais pi(x) 6= pi(y).
Soient Ux et Uy des voisinages compacts de x et y tels que pi(Ux) et pi(Uy) soient
disjoints. Les images de Ux et Uy par dev s’intersectent et comme devn converge uni-
formément vers dev sur Ux ∪ Uy, les images de Ux et Uy par devn s’intersectent encore
pour n assez grand. Il existe donc un entier n et deux points xn ∈ Ux et yn ∈ Uy tels
que devn(xn) = devn(yn). Or, comme pi(Ux) et pi(Uy) sont disjoints, on a en particulier
pi(xn) 6= pi(yn). Ceci contredit le fait que la (G,X)-structure correspondant à (devn, ρn)
soit kleinienne.
Bien sûr, les (G,X)-variétés complètes sont un cas particulier de variétés kleiniennes.
En général, il n’est pas du tout évident qu’il existe des (G,X)-variétés compactes klei-
niennes qui ne soient pas complètes. Cela reviendrait à trouver des ouverts divisibles autres
que l’espace X tout entier. Si nous avons vu que de tels ouverts apparaissent en géométrie
projective réelle ou complexe, la question de leur existence pour d’autres géométries est
souvent ouverte. La conjecture de Markus (ch.1, section 1.6.1) impliquerait par exemple
qu’il n’existe pas d’ouvert strict de Rn divisible sous l’action du groupe SL(n,R)⋉Rn.
Cela est vrai lorsque l’ouvert de Rn est supposé être un convexe propre. En effet, d’après
un théorème de Vey [Vey70], si un groupe Γ de transformations affines de Rn divise un
ouvert convexe propre U , alors cet ouvert est un cône et Γ fixe son sommet. Le groupe
Γ préserve alors le champ de vecteur générateur du groupe des homothéties centrées au
sommet du cône, qui est de divergence non nulle et ne peut donc pas descendre sur une
variété compacte.
Ce résultat a été partiellement généralisé par Jo et Kim au cas où l’ouvert U est
seulement supposé de la forme Rk × Ω où Ω est un convexe propre de Rn−k tel que
Autproj(Ω) est irréductible [JK04], mais même la question plus générale de l’existence
d’un convexe strict de Rn divisible par un sous-groupe de SL(n,R)⋉Rn est ouverte.
2.2 Quelques extensions du théorème de Carrière
L’idée première du théorème de Carrière est d’utiliser le fait que le groupe des trans-
formations affines lorentziennes est de discompacité 1. Nous proposons ici une définition
très générale de la discompacité de l’action d’un groupe de Lie sur une variété.
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Figure 2.1 – Dégénérescence d’une boule sous l’action du groupe des transformations
affines lorentziennes, de discompacité 1.
Définition 2.2.1. Soit G un groupe de Lie et X un espace G homogène. Si (Dn) est une
suite de parties de X, on appellera adhérence de (Dn) l’ensemble des valeurs d’adhérences
de suites (xn) telles que xn ∈ Dn.
La discompacité de l’action de G sur X est le plus petit entier k tel que, pour tout
ouvert B de X et toute suite (γn) d’éléments de G, si l’adhérence de (γn ·B) est non vide,
alors elle contient une sous-variété non vide de codimension k.
La discompacité mesure en quelque sorte le nombre maximal de directions dans les-
quelles une boule peut s’écraser sous l’action de G. Dans les cas qui nous intéressent, on
peut la déterminer simplement en observant l’action linéarisée du stabilisateur dans G
d’un point de X.
Par exemple, si le stabilisateur d’un point est compact, l’action de G est de discom-
pacité 0. Dans le cas des isométries de Rd−1,1, le stabilisateur d’un point s’identifie à
O(d − 1, 1), dont les matrices diagonalisables admettent au plus 2 valeurs propres dis-
tinctes de 1 qui sont inverses l’une de l’autre. On en déduit que l’action du groupe des
isométries de Rd−1,1 est de discompacité 1 (voir figure 2.1).
De façon plus générale, si G agit sur une variété X de dimension d en préservant une
métrique pseudo-riemannienne de signature (p, d− p), alors cette action est de discompa-
cité inférieure à min(p, d − p). Si l’action de G sur X préserve une forme volume sur X,
elle est de discompacité inférieure à d− 1. L’action du groupe affine sur Rd et l’action du
groupe des transformations projectives sur RPd sont par contre de discompacité d.
Pour étendre le théorème de Carrière, nous allons nous intéresser dans un premier
temps à des exemples d’actions affines de discompacité 2. Convenons d’appeler struc-
ture lorentz-hermitienne plate sur une variété M de dimension réelle 2d la donnée d’une(
U(d− 1, 1) ⋉Cd,Cd
)
-structure, où U(d−1, 1)⋉Cd désigne le groupe des transformations
affines complexes préservant la forme sesquilinéaire
dz1dz¯1 + . . .+ dzd−1dz¯d−1 − dzddz¯d .
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Une structure lorentz-hermitienne plate sur M est encore équivalente à la donnée d’une
structure complexe sur M et d’une métrique pseudo-hermitienne de signature réelle
(2d− 2, 2) de courbure nulle.
L’action du groupe U(d − 1, 1) ⋉ Cd sur Cd est de discompacité 2 et le théorème de
Carrière ne s’applique donc pas ici. Nous allons toutefois étendre partiellement ce théorème
au cadre lorentz-hermitien.
Théorème 2.2.2. Il n’existe pas d’ouvert strict de Cd divisible par un sous-groupe de
U(d− 1, 1)⋉Cd.
Autrement dit, les structures lorentz-hermitiennes plates kleiniennes sur les variétés com-
pactes sont complètes.
Le point clé de la preuve est que l’action de U(d−1, 1)⋉Cd sur Cd est en quelque sorte
de “discompacité complexe 1”, dans le sens où l’adhérence des images successives d’une
boule contient, lorsqu’elle est non vide, un morceau d’hyperplan complexe (de codimension
réelle 2). Cette propriété est également vérifiée par l’action de O(3,C) ⋉ C3 sur C3. Par
conséquent, la même preuve que celle du théorème 2.2.2 fournit le théorème suivant :
Théorème 2.2.3. Il n’existe pas d’ouvert strict de C3 divisible par un sous-groupe de
O(3,C)⋉C3.
Autrement dit, les structures riemanniennes holomorphes plates kleiniennes sur les variétés
compactes sont complètes.
Pour ces géométries affines, il n’existe pas de caractérisation des structures complètes
compactes. On peut construire des exemples en quotientant certains groupes résolubles
par des réseaux cocompacts.
Le dernier théorème de ce chapitre concerne en revanche une géométrie pour laquelle les
structures complètes sont décrites avec précision par les travaux successifs de Kobayashi,
Kassel, Guéritaud et al. (cf. ch.1, section 1.6.2) :
Théorème 2.2.4. Soit L un groupe de Lie semi-simple de rang réel 1, muni de l’action
de G = L × L/Z(L) par translation à gauche et à droite. Alors il n’existe pas d’ouvert
strict de L divisible par un sous-groupe de G.
Autrement dit, les (G,L)-structures kleiniennes sur les variétés compactes sont complètes.
En combinant ces trois théorèmes avec la proposition 2.1.4, on obtient le corollaire
suivant :
Corollaire 2.2.5. Pour chacun des couples (G,X) dans la liste suivante :
–
(
U(d− 1, 1) ⋉Cd,Cd
)
, d ∈ N∗,
–
(
O(3,C)⋉C3,C3
)
,
– (L× L/Z(L), L), L semi-simple de rang réel 1,
l’ensemble des (G,X)-structures complètes sur une variété compacte M est fermé dans
Def(G,X)(M).
Remarque 2.2.6. En général, on ne connaît pas de géométrie (G,X) pour laquelle l’en-
semble des (G,X)-structures complètes sur une variété compacte M ne soit pas fermé
dans DefG,X(M).
Par ailleurs, nous avons vu au chapitre 1, section 1.6.2 que si L est un groupe de Lie
semi-simple de rang réel 1, d’après les travaux récents de Guéritaud–Guichard–Kassel–
Wienhard, l’ensemble des (G,L)-structures complètes sur une variété compacte M est un
ouvert de Def(G,L)(M) (corollaire 1.6.7). On obtient finalement le résultat suivant :
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Corollaire 2.2.7. Soit L un groupe de Lie simple de rang 1 et G le groupe L× L/Z(L).
Soit M une variété compacte de même dimension que L. Alors le domaine des (G,L)-
structures complètes sur M forme une union de composantes connexes de Def(G,L)(M).
Autrement dit, il est impossible de déformer continûment une (G,L)-structure complète
sur M en une (G,L)-structure incomplète.
Nous commençons par la preuve des théorèmes 2.2.2 et 2.2.3, qui utilise des objets
simples (transformations affines, sous-espaces affines) et nous servira ensuite de modèle
pour la preuve du théorème 2.2.4, analogue, mais qui utilise plus profondément les proprié-
tés des groupes de Lie de rang 1 et en particulier la structure de l’espace des sous-groupes
paraboliques.
2.3 Preuve des théorèmes 2.2.2 et 2.2.3
Considérons un ouvert U de Cd et un sous-groupe Γ de U(d − 1, 1) ⋉ Cd agissant
proprement discontinûment et cocompactement sur U . Soit
l : U(d− 1, 1) ⋉Cd → U(d− 1, 1)
le morphisme qui à une transformation affine de Cd associe sa partie linéaire et notons Γ0
l’image de Γ par l.
Nous voulons montrer que U = Cd. Supposons par l’absurde que U est strictement
inclus dans Cd. L’ouvert U possède alors un bord et le point de départ de notre preuve
sera d’observer la dynamique de Γ près du bord. Fixons sur Cd une métrique euclidienne
préservée par U(d− 1)×U(1). Pour tout y ∈ Cd et tout ε > 0, on notera B(y, ε) la boule
fermée centrée en y de rayon ε.
Proposition 2.3.1. Il existe un ε > 0 tel que pour tout y ∈ ∂U , il existe une suite yn dans
U convergeant vers y et une suite Hn d’hyperplans affines complexes convergeant vers un
hyperplan complexe H, tels que yn ∈ Hn, y ∈ H et
B(yn, ε) ∩Hn ⊂ U ,
B(y, ε) ∩H ⊂ ∂U .
Démonstration. Soit F un domaine compact de U tel que Γ · F recouvre U . Alors pour
tout point y dans le bord de U , il existe une suite (γn) dans Γ et une suite (xn) dans F
telles que la suite (yn) = (γn · xn) converge vers y. En particulier, la suite (γn) tend vers
l’infini dans Γ. La propreté de l’action de Γ sur U implique alors que pour n’importe quelle
suite (x′n) ∈ F
N, toute valeur d’adhérence de (γn · x′n) est dans ∂U .
Bien sûr, en général, l’adhérence de (γn · F ) pourrait se limiter à un point. Mais ce
n’est pas le cas ici, où l’action de U(d−1, 1) ne contracte qu’une direction complexe. Pour
préciser cela, considérons la décomposition de Cartan de l(γn). On peut écrire l(γn) sous
la forme knank′n, où kn et k
′
n sont dans U(d − 1) × U(1) et où an s’écrit dans la base
(e1 + en, e2, . . . , en−1, e1 − en) sous la forme :
λn 0 . . . 0
0 1
...
. . .
...
1 0
0 . . . 0 1/λn

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avec λn réel supérieur à 1.
Soit ε > 0 tel que l’ε-voisinage de F est relativement compact dans U . Notons Bε la
boule fermée de centre 0 de rayon ε. On sait que xn+Bε ⊂ U et donc que γn·(xn +Bε) ⊂ U .
Or
γn · (xn +Bε) = yn + l(γn)Bε .
Soit H0 l’hyperplan VectC(e1 + en, e2, . . . , en−1). La matrice diagonale an préserve
l’hyperplan complexe H0 et le dilate. D’autre part, kn et k′n préservent la boule Bε. On en
déduit que l(γn)Bε contient (knH0) ∩ Bε. Posons Hn = yn + knH0. Puisque yn converge
vers y, on peut, quitte à extraire, supposer que Hn converge vers un hyperplan affine H
contenant y. Comme U contient Hn ∩ B(yn, ε), l’adhérence de U contient H ∩ B(y, ε).
Enfin, H ∩B(y, ε) est inclus dans ∂U , par propreté de l’action de Γ sur U .
Proposition 2.3.2. Soit y ∈ ∂U . Alors il existe un unique hyperplan affine complexe H
tel que H ∩ ∂U contient un voisinage de y dans H.
Preuve. D’après la proposition 2.3.1, un tel H existe. Pour prouver l’unicité, fixons un
hyperplan affine complexeH contenant y tel queH∩B(y, ε′) ⊂ ∂U pour ε′ > 0 et montrons
que H est la limite de n’importe quelle suite (Hn) fournie par la proposition 2.3.1.
Considérons donc une suite yn ∈ U convergeant vers y et une suite (Hn) d’hyperplans
affines complexes contenant yn tels que Hn ∩ B(yn, ε) ⊂ U et tels que Hn converge vers
H ′, qui contient donc y. (Les suites yn et Hn nous sont données par la proposition 2.3.1.)
Supposons que H ′ est différent de H. Alors H ′ et H sont transverses en y, puisque ce sont
deux hyperplans complexes. Pour n assez grand, Hn∩B(yn, ε) intersecte donc H∩B(y, ε′),
ce qui est absurde puisqueH∩B(y, ε′) est inclus dans ∂U alors que Hn∩B(yn, ε) est inclus
dans U . On a donc H = H ′. Par conséquent, H est unique.
Proposition 2.3.3. L’ouvert U est feuilleté par des copies parallèles d’un même hyperplan
complexe et Γ0 préserve l’hyperplan vectoriel sous-jacent.
Preuve. Soit y ∈ ∂U et H l’unique hyperplan complexe contenant y tel que H ∩B(y, ε) ⊂
∂U . Commençons par montrer que H tout entier est inclus dans ∂U . Soit A l’ensemble des
z ∈ H tels que H∩B(z, ε) ⊂ ∂U . L’ensemble A est fermé, puisque ∂U est fermé et contient
y. Soit z ∈ A et z′ ∈ H∩B(z, ε/2). Alors H∩B(z′, ε/2) ⊂ ∂U . D’après la proposition 2.3.2,
l’hyperplan H est l’unique hyperplan complexe tel que H ∩∂U contient un voisinage de z′
dansH et, par la proposition 2.3.1, on aH∩B(z′, ε) ⊂ ∂U . Par conséquent, B(z, ε/2) ⊂ A.
L’ensemble A est ouvert et fermé dans H, donc A = H et H ⊂ ∂U .
Par chaque point de ∂U passe donc un unique hyperplan affine complexe contenu dans
∂U . Montrons que tous ces hyperplans sont parallèles. Soient H et H ′ deux hyperplans
affines contenus dans ∂U . S’ils ne sont pas parallèles, ils s’intersectent transversalement
en un point y ∈ ∂U , ce qui contredit l’unicité de l’hyperplan contenu dans ∂U et passant
par y. Donc H et H ′ sont parallèles.
Tous les hyperplans contenus dans le bord de U sont donc parallèles à un même hyper-
plan vectoriel H0. Comme Γ préserve U , il est clair que la partie linéaire Γ0 de Γ préserve
H0. Soit maintenant x ∈ U . Supposons que x+H0 n’est pas inclus dans U . Alors il existe
y ∈ (x+H0) ∩ ∂U . Mais alors (y +H0) ⊂ ∂U et en particulier x ∈ ∂U , ce qui contredit le
fait que x est un point de U . Pour tout x ∈ U , l’hyperplan affine x +H0 est donc inclus
dans U , qui est feuilleté par des copies parallèles de H0.
Remarque 2.3.4. Si on considérait un ouvert U de Rd divisible par un sous-groupe Γ
d’isométries lorentziennes, le même raisonnement qui nous a conduit à la proposition 2.3.3
prouverait que le bord de U est feuilleté par des hyperplans réels parallèles. On pourrait
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alors en déduire rapidement le théorème de Carrière pour les structures lorentziennes plates
kleiniennes. Une partie de la difficulté du théorème de Carrière est d’éviter l’hypothèse
supplémentaire que la structure est kleinienne en se restreignant à l’étoile géodésique d’un
point, sur laquelle on sait que l’application développante est injective.
L’ouvert U fibre donc au dessus d’un ouvert Ω de Cd/H0 ≃ C et l’action de Γ sur Cd
induit une action sur C par transformations affines complexes, qui préserve Ω. Il nous reste
à prouver que Ω = C. Notons ρ¯ la représentation de Γ dans Aff(C) induite par passage au
quotient par H0. Remarquons d’abord le fait suivant :
Lemme 2.3.5. Si l’image de Γ par ρ¯ est discrète dans Aff(C), alors elle est virtuellement
abélienne.
Démonstration. Cela est vrai de tous les sous-groupes de Aff(C) mais, par commodité,
nous le prouvons uniquement pour des sous-groupes de type fini. Notons que ρ¯(Γ) est bien
de type fini, puisque c’est l’image du groupe fondamental d’une variété compacte.
Soit N un sous-groupe de type fini de Aff(C). Supposons que N n’est pas virtuellement
abélien. Alors N n’est pas virtuellement inclus dans le sous-groupe des translations. La
partie linéaire N0 de N est donc infinie. Si N0 est inclus dans le sous-groupe des rotations,
comme N0 est de type fini, il est monogène. Il existe donc une rotation affine dans N
d’angle irrationnel et N n’est donc pas discret. Si N0 n’est pas inclus dans le sous-groupe
des rotations, il existe un élément g de N de la forme z 7→ az + b, avec |a| < 1. Quitte à
conjuguer le groupe N , on peut supposer que le point fixe de g est 0 (autrement dit, que
b = 0). Comme N n’est pas abélien, N contient un élément h qui n’a pas 0 comme point
fixe (i.e. h : z 7→ a′z + b′, b′ 6= 0). Alors gkhg−k envoie z sur a′z + akb. La suite gkhg−k
converge sans être stationnaire et Γ n’est donc pas discret.
Montrons que Ω = C. Supposons d’abord que ρ¯(Γ) est discret. Alors ρ¯(Γ) est virtuel-
lement abélien. S’il est virtuellement inclus dans le sous-groupe des translations, Ω/ρ¯(Γ)
est, à revêtement fini près, un ouvert d’un tore. Comme Ω/ρ¯(Γ) doit être compact, Ω = C.
Sinon, ρ¯(Γ) est virtuellement inclus dans le stabilisateur d’un point et stabilise donc une
orbite finie. Mais alors Γ stabilise une famille finie d’hyperplans affines complexes de Cn
et fixe donc virtuellement un hyperplan affine complexe. Cela est impossible d’après le
théorème suivant :
Théorème 2.3.6 (Goldman, Hirsch, [GH84]). Soit M une variété compacte munie d’une
structure affine dont l’holonomie préserve un sous-espace affine strict. Alors M ne possède
pas de forme volume parallèle.
Remarque 2.3.7. C’est ce même théorème qui permet à Carrière d’aboutir à une contra-
diction.
Supposons maintenant que ρ¯(Γ) n’est pas discret. Alors son adhérence dans Aff(C)
contient un sous-groupe à un paramètre. Supposons par l’absurde que Ω  C. Ce sous-
groupe à un paramètre stabilise alors le bord de Ω, qui se compose donc d’une réunion
d’orbites de ce sous-groupe. Les sous-groupes à un paramètre du groupe affine sont de la
forme z 7→ etaz + b ou z → z + tb. Le bord de Ω est donc soit un point, soit une réunion
de cercles concentriques, de droites parallèles, de demi-droites ayant même origine, ou de
spirales logarithmiques s’enroulant autour d’un même point. Sachant que ρ¯(Γ) doit agir
cocompactement sur l’une des composantes connexes du complémentaire de ∂Ω, on se
convainc facilement que ∂Ω ne peut être qu’un point ou une droite (dans tous les autres
cas, le stabilisateur du bord de Ω est exactement le sous-groupe à un paramètre, qui n’agit
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pas cocompactement). Le groupe Γ stabilise alors soit un hyperplan complexe, soit un
hyperplan réel de Cd, ce qui, encore une fois, contredit le théorème de Goldman et Hirsch.
On conclut donc que Ω = C et que U = Cd.
Remarque 2.3.8. Comme pour U(d−1, 1), la décomposition de Cartan de O(3,C) permet
de vérifier que l’action affine de O(3,C) ⋉ C3 sur C3 est de “discompacité complexe 1”,
dans le sens où les ellipsoïdes dégénèrent en des hyperplans complexes. En effet, toute
matrice de O(3,C) se décompose sous la forme kak′, avec k, k′ ∈ SO(3,R) et a de la forme
P
 λ 0 00 1 0
0 0 λ−1
P−1 ,
où λ est un réel supérieur ou égal à 1 et P désigne la matrice 1 0 i0 1 0
i 0 1
 .
On peut donc reprendre cette preuve littéralement pour obtenir le théorème 2.2.3.
2.4 Preuve du théorème 2.2.4
La stratégie de la preuve du théorème 2.2.4 est similaire à celle du théorème 2.2.2.
On raisonne par l’absurde et on considère U un ouvert strict de L, muni d’une action
libre, proprement discontinue et cocompacte d’un sous-groupe Γ de G = L× L/Z(L). Ce
domaine U possède un bord non vide ∂U , où l’action de Γ n’est plus propre.
Comme dans la preuve du théorème 2.2.2, on commence par observer que le bord de
U contient des compacts dégénérés sous l’action de Γ. Le recours à la décomposition de
Cartan de L permet de prouver que ces compacts dégénèrent sur des morceaux de sous-
espaces paraboliques (voir définition 2.4.1), qui joueront le rôle que jouaient précédemment
les hyperplans complexes.
Nous prouverons ensuite que ces sous-espaces paraboliques contenus dans le bord sont
en fait des translations à droite (ou à gauche) d’un même sous-groupe parabolique minimal
P et nous en déduirons que l’ouvert U fibre au dessus d’un domaine de L/P . Le point
clé sera de remarquer qu’à l’instar de deux hyperplans complexes dans Cn, deux sous-
espaces paraboliques qui ne sont pas parallèles s’intersectent toujours transversalement.
Nous aurons besoin pour cela de rappeler quelques résultats classiques sur la structure des
sous-groupes paraboliques minimaux d’un groupe de Lie de rang réel 1.
Pour finir, nous montrerons que le complémentaire de ce domaine de L/P doit contenir
au moins deux points, puis que l’action de Γ ne peut pas être discrète, ce qui contredira
le fait qu’elle soit proprement discontinue sur un ouvert.
Décomposition de Cartan
Soit L un groupe de Lie semi-simple de rang 1, d’algèbre de Lie l. Rappelons que
κl désigne la forme de Killing de l. Soit θ une involution de Cartan de l, c’est-à-dire un
automorphisme d’algèbre de Lie tel que θ2 = Id et tel que la forme quadratique Bθ(·, ·) =
κl(·,−θ ·) est définie positive.
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Soit K le sous-groupe de L formé des éléments dont l’action adjointe commute avec
θ. Alors la forme quadratique Bθ est préservée par l’action adjointe de K et s’étend donc
en une métrique riemannienne invariante à droite sur L, qui est également préservée par
l’action à gauche de K. Dans toute la suite, lorsque nous utiliserons des notions métriques
sur L ou l, nous nous référerons implicitement à la métrique associée à une involution de
Cartan fixée, préservée par un sous-groupeK fixé. Bien qu’il ne soit pas toujours nécessaire
d’avoir recours à une métrique aussi spécifique, cela simplifiera grandement les énoncés.
Notons k l’algèbre de Lie de K. Comme L est de rang réel 1, il existe un élément a ∈ k⊥
dont l’action adjointe sur l est diagonalisable et tel que tout élément g de L se décompose
sous la forme
g = k1 exp(ta)k2 ,
avec t ≥ 0 et k1, k2 ∈ K. De plus, un tel t est unique. Il s’agit, dans le cas particulier du
rang 1, de la décomposition de Cartan de g. (Pour plus de précisions sur la structure des
groupes de Lie semi-simples, on consultera par exemple [Kna02].)
En outre, la diagonalisation de ada donne une décomposition de l sous la forme
l = m⊕ Ra⊕ n+ ⊕ n− ,
où n+ (resp. n−) est la somme des sous-espaces propres de ada correspondant à des valeurs
propres strictement positives (resp. strictement négatives) et où m est le centralisateur de
a dans k.
Notons p0 = m ⊕ Ra ⊕ n+. C’est une sous-algèbre de Lie de l, et les sous-algèbres de
Lie conjuguées à p0 par l’action adjointe sont les sous-algèbres paraboliques minimales de
l. (En rang 1, toutes les sous-algèbres paraboliques strictes sont minimales et conjuguées.)
Le normalisateur dans L d’une sous-algèbre de Lie parabolique minimale p est un sous-
groupe de Lie fermé P ⊂ L, d’algèbre de Lie tangente p, appelé sous-groupe parabolique
minimal.
Définition 2.4.1.
On appellera sous-espace parabolique de L une sous-variété de L de la forme Pb, où P
est un sous-groupe parabolique minimal de L et b un point de L.
On appellera disque parabolique centré en y de rayon ε une sous-variété de la forme
Dp(y, ε) = exp(p ∩Bε)y ,
où p est une sous-algèbre de Lie parabolique minimale, y est un point de L et où Bε désigne
la boule fermée de centre 0 de rayon ε dans l (pour le produit scalaire Bθ).
Lemme 2.4.2. Il existe un ε > 0 tel que pour tout y ∈ ∂U , il existe une suite yn dans
U convergeant vers y et une suite pn de sous-algèbres paraboliques minimales convergeant
vers une sous-algèbre parabolique minimale p, tels que
Dpn(yn, ε) ⊂ U
et
Dp(y, ε) ⊂ ∂U .
Démonstration. Fixons F un compact de U tel que Γ · F recouvre U et soit ε > 0 tel que
exp(Bε)F est encore un compact de U . Soit y un point du bord de U . Considérons une
suite (yn) dans U convergeant vers y et deux suites (xn) dans F et (γn) dans Γ telles que
γn · xn = yn .
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Par hypothèse sur ε, on a exp(Bε)xn ⊂ U et donc γn ·exp(Bε)xn ⊂ U , puisque U est stable
par l’action de Γ. Montrons que γn · exp(Bε)xn contient un disque parabolique de rayon ε
centré en yn.
Soit (γ1,n, γ2,n) un relèvement de γn à L× L. On vérifie aisément que
γn · (exp(Bε)xn) = exp
(
Adγ1,nBε
)
yn .
Écrivons maintenant la décomposition de Cartan de γ1,n :
γ1,n = kn exp(tna)k′n ,
avec tn ≥ 0 et kn, k′n ∈ K.
Tout d’abord, l’action de Adk′n stabilise Bε. Par conséquent,
Adγ1,nBε = AdknAdexp(tna)Bε.
Notons comme précédemment p0 = m ⊕ Ra ⊕ n+. L’algèbre de Lie p0 est la somme des
espaces propres de ada associés aux valeurs propres positives. Par conséquent, Adexp(tna)
stabilise et dilate p0. On a donc
Adexp(tna)Bε ⊃ Adexp(tna)(Bε ∩ p0) ⊃ Bε ∩ p0.
Enfin, Adkn(Bε ∩ p0) = Bε ∩Adknp0, car Adkn préserve la norme que nous avons mise sur
l. Par conséquent, si l’on note pn = Adknp0, on a bien
Dpn(yn, ε) ⊂ γn · (exp(Bε)xn) ⊂ U .
Comme tous les pn sont conjugués par des éléments de K, on peut, quitte à extraire,
supposer que pn converge dans la grassmannienne de l vers une sous-algèbre parabolique
minimale p. Enfin, tels que nous les avons construits, chacun des disques paraboliques
Dpn(yn, ε) est dans l’image par γn du domaine compact exp(Bε)F . Comme l’action de Γ
sur U est propre, on a donc Dp(y, ε) ⊂ ∂U .
Nous avons vu que par tout point du bord passe un disque parabolique. Nous allons
ensuite prouver que ce disque est unique et en déduire que l’ouvert U est feuilleté par
des sous-espaces paraboliques parallèles. Rappelons d’abord quelques propriétés des sous-
groupes et sous-algèbres paraboliques.
Sous-algèbres paraboliques et sous-groupes paraboliques
Soit p une sous-algèbre parabolique minimale de l. Notons P le normalisateur de p
dans L. Rappelons que p est l’algèbre de Lie tangente à P . Commençons par établir le
lemme suivant :
Proposition 2.4.3. Si le facteur non compact de l n’est pas isomorphe à sl(2,R), alors
P est connexe.
Démonstration. Soit P0 la composante connexe de l’élément neutre dans P . Alors P0 est un
sous groupe distingué de P et la projection pi : L/P0 → L/P est un revêtement galoisien de
groupe de Galois P/P0. Or il est connu que, lorsque L est de rang réel 1, la variété L/P est
simplement connexe, sauf si le facteur non compact de l est isomorphe à sl(2,R). En effet,
L/P s’identifie au bord de l’espace symétrique L/K. Il est par conséquent homéomorphe à
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une sphère, de dimension ≥ 2 sauf lorsque le facteur non compact de L est un revêtement
de PSL(2,R). Par conséquent, le groupe P/P0 est trivial et P est donc connexe.
Comme la métrique de Killing de PSL(2,R) est lorentzienne de courbure constante, le
cas où L est un revêtement de PSL(2,R) est résolu par le théorème de Klingler. Nous exclu-
rons désormais ce cas-là et nous supposerons dorénavant que les sous-groupes paraboliques
minimaux sont connexes.
Rappelons que deux sous-variétés N1 et N2 d’une variété M s’intersectent transversa-
lement en x si x ∈ N1 ∩N2 et si on a
TxN1 + TxN2 = TxM .
Le lemme suivant est une conséquence facile du fait qu’en rang réel 1, deux sous-groupes
paraboliques minimaux distincts sont toujours opposés (voir [BT65]).
Lemme 2.4.4. Soient p et p′ deux sous-algèbres paraboliques minimales et P et P ′ les
sous-groupes paraboliques minimaux qu’elles engendrent.
– Soient ε, ε′ > 0 et y ∈ L. Si p 6= p′, alors les disques paraboliques Dp(y, ε) et Dp′(y, ε′)
sont transverses en y.
– Soient x et x′ ∈ L. Alors les sous-espaces paraboliques xP et x′P ′ s’intersectent
transversalement, sauf si l’un est l’image de l’autre par une multiplication à gauche
ou à droite.
On dira que deux sous-espaces paraboliques sont parallèles à gauche (resp. à droite)
lorsque l’un est l’image de l’autre par une multiplication à gauche (resp. à droite). Notons
que deux sous-espaces paraboliques parallèles à la fois à gauche et à droite sont identiques.
Preuve du lemme 2.4.4. Comme, en rang réel 1, le groupe de Weil n’a que deux éléments,
il découle de la décomposition de Bruhat (voir par exemple [Kna02]) que l’action adjointe
de L est 2-transitive sur les sous-algèbres paraboliques minimales de l. En particulier, si p
et p′ sont distinctes, on a p+ p′ = l, d’où l’on déduit le premier point.
Soient maintenant x, x′ ∈ L. Si p = p′, alors les sous-espaces paraboliques xP et
x′P ′ sont parallèles à gauche. Sinon, P et P ′ sont transverses en l’élément neutre et la
décomposition de Bruhat peut se reformuler de la façon suivante :
L = P ′P ⊔ wP ,
où w est tel que p′ = Adwp. Considérons l’élément x′−1x. Si x′−1x ∈ wP , on obtient
xPx−1 = x′P ′x′−1, et xP et x′P ′ sont alors parallèles à droite. Sinon, il existe p ∈ P et
p′ ∈ P ′ tels que x′−1x = p′p−1. On a donc xp = x′p′ et xP et x′P ′ s’intersectent. De plus,
cette intersection est transverse, puisque p 6= p′. Cela prouve le deuxième point.
De ces remarques et d’après le lemme 2.4.2, on peut déduire le résultat suivant :
Proposition 2.4.5. Il existe un unique sous-groupe parabolique minimal P de L tel que
– soit Py ⊂ ∂U pour tout y ∈ ∂U ,
– soit yP ⊂ ∂U pour tout y ∈ ∂U .
Preuve. La preuve est essentiellement identique à celle de la proposition 2.3.2. Montrons
d’abord que pour tout y ∈ ∂U , la sous-algèbre parabolique minimale p pour laquelle il
existe ε′ > 0 telle que Dp(y, ε′) ⊂ ∂U est unique.
Fixons y ∈ ∂U . Supposons qu’il existe ε′ > 0 et p sous-algèbre de Lie parabolique
minimale telle que Dp(y, ε′) ⊂ ∂U . Considérons d’autre part une suite (yn) convergeant
2.4. Preuve du théorème 2.2.4 73
vers y et une suite (pn) convergeant vers p′ telle que Dpn(yn, ε) ⊂ U et Dp′(y, ε) ⊂ ∂U (les
suites (yn), (pn) et ε sont donnés par le lemme 2.4.2). Supposons que p′ 6= p. Alors, d’après
le lemme 2.4.4, Dp(y, ε′) et Dp′(y, ε) sont transverses. Par conséquent, pour n assez grand,
Dpn(yn, ε) intersecte Dp(y, ε
′), ce qui est absurde puisqueDp(y, ε′) ⊂ ∂U . On a donc p = p′
et on en déduit l’unicité de p.
Soit y ∈ ∂U et p l’unique sous-algèbre parabolique minimale telle que Dp(y, ε) ⊂ ∂U .
Montrons que ∂U contient en réalité tout Py. Pour cela, considérons l’ensemble A des
z ∈ Py tels que Dp(z, ε) ⊂ ∂U et montrons que cet ensemble est ouvert et fermé dans Py.
Comme, d’après le lemme 2.4.3, Py est connexe et puisque A contient y, cela impliquera
le résultat.
Le fait que A est fermé vient simplement du fait que ∂U est fermé. Montrons que A est
ouvert. Soit z ∈ A et z′ ∈ Dp(z, ε/2) ⊂ ∂U . Alors il existe ε′ > 0 tel que Dp(z′, ε′) ⊂ ∂U .
D’autre part, le lemme 2.4.2 assure l’existence de p′ telle que Dp′(z′, ε) ⊂ ∂U . Par unicité
de p, on a p′ = p et z′ ∈ A. L’ensemble A est donc ouvert et fermé, d’où A = P˜ y et
P˜ y ⊂ ∂U .
Résumons. Pour tout point y ∈ ∂U , il existe un unique sous-espace parabolique conte-
nant y et inclus dans ∂U . Considérons deux sous-espaces paraboliques inclus dans le bord
de U . S’ils ne sont pas parallèles, d’après le lemme 2.4.4, ils s’intersectent transversalement
en un point y ∈ ∂U , ce qui contredit l’unicité du sous-espace parabolique passant par y.
Donc tous les sous-espaces paraboliques contenus dans le bord de U sont deux à deux
parallèles.
Soient maintenant trois sous-espaces paraboliques distincts inclus dans ∂U . Si le pre-
mier et le deuxième sont parallèles à gauche et le deuxième et le troisième sont parallèles
à droite, alors le premier et le troisième ne sont pas parallèles, ce qui est absurde. On en
déduit donc que les sous-espaces paraboliques contenus dans le bord de U sont soit tous
parallèles à gauche, soit tous parallèles à droite.
Proposition 2.4.6. Quitte à intervertir l’action à gauche et l’action à droite, supposons
que tous les sous-espaces paraboliques contenus dans le bord de U sont les translations à
gauche d’un même sous-groupe parabolique P . Alors :
– U est stable par multiplication à droite par P ,
– Γ ⊂ (L× P )/Z(L).
Preuve. Soit x ∈ U . Supposons que xP * U . Alors il existe p ∈ P tel que xp ∈ ∂U . Mais
alors xpP ⊂ ∂U et en particulier x ∈ ∂U , ce qui est absurde. Donc xP ⊂ U . Cela prouve
le premier point.
Soient maintenant y ∈ ∂U et γ ∈ Γ. Notons (γ1, γ2) un relèvement de γ à L×L. On a
yP ⊂ ∂U . Comme le bord de U est stable sous l’action de γ,
γ · (yP ) = (γ · y)γ2Pγ−12 ⊂ ∂U .
Or l’unique sous-espace parabolique inclus dans ∂U et contenant γ · y est (γ · y)P . Donc
γ2Pγ
−1
2 = P et γ2 ∈ P (P est en effet son propre normalisateur dans L). Cela prouve le
second point.
Fin de la preuve
Nous venons de prouver que le domaine U fibre au dessus d’un ouvert Ω de L/P . De
plus, l’action de Γ sur U préserve cette fibration et Γ est donc inclus dans L× P/Z(L). Il
nous reste à prouver que Ω = L/P .
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Prouvons pour commencer que Ω n’est pas L/P privé d’un point. Supposons par
l’absurde qu’il existe x ∈ L tel que U = L− xP . Alors l’action de Γ préserve xP et on a
donc Γ ⊂
(
xPx−1 × P
)
/Z(L). D’après la décomposition de Bruhat, l’action de xPx−1×P
sur U = L− xP est transitive.
La contradiction proviendra donc du résultat suivant :
Théorème 2.4.7. Soit L un groupe de Lie semi-simple de rang réel 1. Soit P un sous-
groupe parabolique minimal de L et x un point de L. Alors aucune variété compacte ne
peut posséder une (xPx−1×P,L−xP )-structure. (Le facteur xPx−1 agissant sur L−xP
par multiplication à gauche et le facteur P par multiplication à droite.)
Preuve. Quitte à conjuguer par un élément de L × {1L}, on peut supposer que x /∈ P .
Par conséquent, 1L ∈ L − xP . Posons P ′ = xPx−1. Comme l’action adjointe de L est
2-transitive sur les sous-groupes paraboliques minimaux, il existe une décomposition de l
sous la forme
l = m⊕ Ra⊕ n+ ⊕ n−
où a est un élément tel que ada est diagonalisable, n+ la somme des espaces propres de
a pour les valeurs propres strictement positives, n− la somme des espaces propres de a
pour les valeurs propres strictement négatives, m le centralisateur de a dans k, et telle que
m⊕Ra⊕ n+ (resp. m⊕ Ra⊕ n−) est l’algèbre de Lie tangente à P ′ (resp. P ).
Le stabilisateur de 1L dans P ′ × P est le plongement diagonal de P ∩ P ′. Son algèbre
de Lie est m ⊕ Ra et le vecteur a est donc invariant par l’action de ce stabilisateur. Par
conséquent, a s’étend en un champ de vecteur Xa défini sur L−xP et préservé par P ′×P .
Ce champ de vecteur descendra sur toute variété munie d’une (P ′×P,L− xP )-structure.
D’autre part, L− xP possède une forme volume ω invariante sous l’action de P ′ × P
(restriction d’une forme volume bi-invariante sur L). Nous allons montrer que le champ
de vecteur Xa dilate le volume ω.
Par homogénéité, il existe une constante C telle que Xa ·ω = Cω et il suffit de calculer
C au point 1L. Considérons e1, . . . , en une base de diagonalisation de l sous l’action de ada.
Soit λi la valeur propre associée à ei. Soient Ei les champs invariants à droite prolongeant
les ei. Le volume ω étant invariant à droite, il s’écrit (à une constante près) E∗1 ∧ . . .∧E
∗
n.
Comme il est également invariant à gauche, il est préservé par les champs Ei.
Posons Xa =
∑
αiEi, où les αi sont des fonctions de L− xP dans R. On a alors
Xa · ω = div(Xa)ω
où
div(Xa) =
∑
i
dαi(Ei) .
Calculons cette divergence au point 1. Notons Lg (resp. Rg) la différentielle de la
multiplication à gauche (resp. à droite) par un élément g de L. Soit d’abord i tel que
λi ≤ 0. Alors exp(tei) ⊂ P pour tout t ∈ R. On a donc Xa(exp(tei)) = Rexp(tei)a. Comme
le champ Xa est invariant à droite le long de P , les fonctions αj sont constantes le long
de P et en particulier dαi(ei) = 0 lorsque λi ≤ 0.
Soit maintenant i tel que λi > 0. Alors exp(tei) ⊂ P ′ pour tout t ∈ R. Donc
Xa(exp(tei)) = Lexp(tei)a
= Rexp(tei)Adexp(tei)a
= Rexp(tei)(a− λitei) ,
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d’où
αi(exp(tei)) = −λit .
En prenant la dérivée en t = 0, on obtient finalement :
dαi(ei) = −λi .
En conclusion, div(Xa) est l’opposé de la somme des valeurs propres strictement posi-
tives de a. Cette divergence est donc non nulle. Or, si M est une variété compacte, ω une
forme volume sur M et X un champ de vecteur, de flot Φt, on a∫
M
Φ∗tω =
∫
M
ω
pour tout t. En particulier, le champ X ne peut pas dilater uniformément le volume ω. Par
conséquent, Il n’existe pas de variété compacte localement modelée sur (P ′×P,L−xP ).
Nous avons donc prouvé que Ω ne peut pas être L/P privé d’un seul point. Mon-
trons maintenant que Ω ne peut pas non plus être L/P privé de deux points ou plus.
Commençons par la remarque suivante :
Proposition 2.4.8. Soit ∆ un sous-groupe fermé de L préservant un ouvert Ω de L/P
dont le complémentaire contient au moins deux points. Alors l’action de ∆ sur Ω est
propre.
Pour prouver cette proposition, rappelons que l’action de L sur L/P possède une
dynamique “nord-sud”, dans le sens suivant :
Lemme 2.4.9 (voir par exemple [Fra07], lemme 4). Soit γn une suite de L sortant de
tout compact. Alors il existe deux pôles x− et x+ ∈ L/P (éventuellement égaux), une suite
extraite γnk , une suite de voisinages Uk de x− et une suite de voisinages Vk de x+ tels que
– Pour tout k, l’action à gauche de γnk envoie le complémentaire de Uk dans Vk et
γ−1nk envoie le complémentaire de Vk dans Uk,
–
⋂
k Uk = {x−} et
⋂
k Vk = {x+}.
Ce résultat est une propriété classique des espaces L/P où L est de rang 1. Le point
x− (resp. x+) est appelé pôle répulsif (resp. pôle attractif ) de la suite γnk .
Preuve de la proposition 2.4.8. Considérons un sous-groupe fermé ∆ de L préservant un
domaine Ω de L/P dont le complémentaire contient au moins deux points.
Montrons tout d’abord que les pôles d’une suite possédant une dynamique nord-sud
sont dans le bord de Ω. Soit γn une suite de ∆ possédant une dynamique nord-sud de
pôles x− et x+. Alors :
– Soit Ωc est inclus dans {x−, x+} ; dans ce cas, comme Ωc contient au moins deux
points, on a Ωc = {x−, x+}
– Soit il existe x ∈ Ωc différent de x− et x+. La dynamique nord-sud nous dit alors
que γn · x converge vers x+ et γ−1n · x converge vers x−. Comme Ω
c est un fermé
∆-invariant, x− et x+ appartiennent à Ωc.
Supposons que l’action de ∆ sur Ω ne soit pas propre. Il existe alors un compact F ⊂ Ω
et une suite (γn) ∈ ∆N sortant de tout compact de L telle que γn ·F intersecte F pour tout
n. Considérons nk une extraction et x−, x+, Uk, Vk comme dans le lemme 2.4.9. D’après
la remarque précédente, x− et x+ sont dans ∂Ω. En particulier, F ne contient aucun des
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deux pôles. Par conséquent, pour k assez grand, F est inclus dans le complémentaire de Uk
et donc γnk · F ⊂ Vk. Mais pour k assez grand, F est aussi inclus dans le complémentaire
de Vk. Donc pour k assez grand, γnk · F n’intersecte pas F . Cela contredit l’hypothèse.
Donc l’action est propre.
Revenons à notre ouvert U de L qui fibre au dessus de Ω ⊂ L/P et sur lequel un sous-
groupe Γ de (L × P )/Z(L) agit proprement discontinûment et cocompactement. Pour
terminer la preuve, nous supposons pour simplifier les notations, que le centre de L est
trivial. Γ est donc un sous-groupe de L×P . Notons ρ1 (resp. ρ2) la projection de L×P sur
le facteur L (resp. le facteur P ). Nous avons prouvé que le complémentaire de Ω contient
au moins deux points. D’après la proposition 2.4.8, l’action sur Ω de l’adhérence de ρ1(Γ)
dans L est donc propre. Nous allons montrer que Γ ne peut pas être discret dans L× P .
P se décompose sous la forme M exp(Ra)N+, où N+ est le radical nilpotent de P , où
a est un élément de p dont l’action adjointe sur n+ est diagonalisable à valeurs propres
strictement positives et où M désigne le centralisateur de a dans K. Remarquons que le
sous-groupe de P engendré par exp(a) et par un élément b ∈ N+\{1L} n’est pas discret.
En effet, l’action adjointe de exp(a) dilate n+ et par conséquent, (exp(−na)b exp(na))n∈N
converge vers 1L lorsque n tend vers +∞ sans être stationnaire. L’idée de la preuve qui
va suivre est d’utiliser la cocompacité de l’action de Γ sur U pour trouver des éléments de
Γ “assez proches” de (1, exp(na)) et de (1, b), et conclure que Γ non plus n’est pas discret.
Munissons L d’une métrique invariante à droite. Soit x ∈ L tel que xP est inclus dans
U . En particulier, x exp(na) ∈ U pour tout n ∈ N. Par cocompacité de l’action de Γ, il
existe donc une suite gn = (αn, βn) ∈ Γ telle que yn = αnx exp(na)β−1n reste dans un
compact de U . D’après la proposition 2.4.6, la suite (βn) est dans P . En projetant dans
L/P , on observe que αnxP reste dans un compact de Ω. Comme l’action de ρ1(Γ) sur Ω
est propre, on en déduit que la suite αn est bornée dans L. Posons cn = y−1n αnx. La suite
βn = cn exp(na) reste donc à distance bornée de exp(na).
De même, il existe une suite hk = (γk, δk) ∈ Γ telle que zk = γkx exp(kb)δ
−1
k reste dans
un compact de U . Par propreté de l’action de ρ1(Γ) sur Ω, la suite γk est bornée dans L
et la suite δk s’écrit alors δk = dk exp(kb), où dk = z
−1
k γkx est bornée.
Soit B un compact de P , image par l’exponentielle d’un convexe de p, tel que les
suites cn et dk restent dans B. On notera Br l’ensemble des éléments qui s’écrivent comme
produit de r éléments de B. Pour tout n positif, l’action adjointe de exp(−na) fixe m⊕Ra
et contracte n+. On a donc exp(−na)B exp(na) ⊂ B. De plus, pour tout élément ν de
N+, la suite exp(−na)ν exp(na) converge vers 1 et est donc contenue dans B pour n
suffisamment grand. On en déduit aisément que la suite β−1n δkβn reste bornée lorsque n
tend vers +∞, quelque soit la valeur de k. Supposons que cette suite ne prenne qu’un
nombre fini de valeurs. Alors il existe des entiers n et m arbitrairement grands tels que
β−1n δkβn = β
−1
n+mδkβm+n.
On a alors
exp(kb) = d−1k cn exp(−ma)c
−1
n+mδkcn+m exp(ma)c
−1
n ,
d’où
exp(kb) ∈ B4 exp(−ma) exp(kb) exp(ma)B3 .
En choisissant m assez grand, on obtient
exp(kb) ∈ B8 .
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Or B8 est compact, et cela est donc impossible pour k suffisamment grand. Pour un bon
choix de k, la suite β−1n δkβn est donc bornée et prend une infinité de valeurs. D’autre
part, la suite α−1n γkαn est également bornée car αn est bornée. Par conséquent, la suite
g−1n hkgn ∈ Γ est bornée et prend une infinité de valeurs. Γ n’est donc pas discret dans
L× P .
On prouverait par le même raisonnement que Γ n’est pas discret dans (L × P )/Z(L)
lorsque le centre de L est non trivial. Il suffit pour cela d’écrire les suites (αn) et (γk)
sous la forme αn = α¯n + tn et γk = γ¯k + t′k, où α¯n et γ¯k sont bornées et tn et t
′
k sont
dans le centre de (L× P )/Z(L). Or si Γ n’est pas discret, il ne peut pas agir proprement
discontinûment sur un ouvert de L. On en déduit donc que le complémentaire de Ω ne
contient pas plus de deux points. Par conséquent, Ω = L/P , U = L et le théorème est
prouvé.

Chapitre 3
Domination des représentations
d’un groupe de surface
Nous présentons dans ce chapitre les résultats des articles [DT13] et [Tho14],dont le but initial est de répondre à la question suivante, soulevée dans [BBD+12] :
Question. Étant donnée une surface compacte orientée S, quelle est la topologie de l’es-
pace Adm(S) des paires de représentations (j, ρ) de pi1(S) dans PSL(2,R) telles que j est
fuchsienne et domine strictement ρ ?
Par domination stricte, on entend qu’il existe une application de H2 dans H2 qui est
(j, ρ)-équivariante et λ-lipschitzienne pour un λ < 1.
À l’origine, cette question est motivée par son application à la description de l’espace
de déformation des structures anti-de Sitter sur les 3-variétés compactes. Il se trouve
cependant que la réponse que nous donnons se généralise naturellement à un cadre plus
large, où ρ est une représentation à valeurs dans le groupe des isométries d’une variété
riemannienne de courbure sectionnelle inférieure à −1. Nous traitons donc ici la question
générale et ses application diverses et reviendrons sur les conséquences en géométrie anti-de
Sitter dans le chapitre suivant.
Nous commencerons par prouver que, pour une telle représentation ρ, il existe toujours
une représentation fuchsienne j qui domine strictement ρ, sauf dans le cas très particulier
où ρ est elle-même “fuchsienne” en un certain sens (théorème 3.2.2). Ce résultat possède
déjà plusieurs conséquences intéressantes, comme celle d’étendre la systole et la constante
de Bers à toutes ces représentations (corollaire 3.2.9).
La preuve de ce premier théorème consiste à construire une application de l’espace de
Teichmüller de S dans lui-même et à montrer ques son image est contenue dans le do-
maine Dom(ρ) des représentations qui dominent strictement ρ. Nous prouverons dans un
deuxième temps que cette application est un homéomorphisme de l’espace de Teichmül-
ler sur Dom(ρ). On en déduit en particulier la topologie de l’espace Adm(S). Une autre
conséquence de ce résultat est que les boules à gauche pour la distance asymétrique de
Thurston sur l’espace de Teichmüller sont contractiles (corollaire 3.2.13).
Pour préciser le contexte de ces résultats, nous définissons dans la section 3.1 la fonction
Lip, qui aux représentations j et ρ associe la constante de Lipschitz minimale d’une appli-
cation (j, ρ)-équivariante. Nous discutons de la relation entre cette constante de Lipschitz
minimale et la comparaison du spectre des longueurs de j et de ρ. Enfin, nous prouvons
que cette fonction dépend continûment de j et de ρ, ce qui nécessitera quelques rappels
sur la géométrie des espaces CAT(−1).
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Dans la section 3.2, nous énonçons nos deux théorèmes et leurs divers corollaires. La
section 3.3 contient uniquement des rappels de la théorie des applications harmoniques
et plus particulièrement des applications harmoniques tordues sur les surfaces de Rie-
mann. Nous y introduisons les outils nécessaires à notre preuve. Enfin, nous prouvons les
théorèmes 3.2.2 et 3.2.10 dans la section 3.4.
3.1 Représentations, constantes de Lipschitz, domination
Dans tout ce chapitre, nous appellerons espace riemannien CAT(−1) une variété rie-
mannienne complète simplement connexe de courbure sectionnelle inférieure à −1. Comme
nous nous intéressons à des représentations à valeurs dans les isométries de ces espaces, les
exemples les plus intéressants seront ceux qui possèdent le plus d’isométries, c’est-à-dire
les espaces symétriques associés aux groupes de Lie de rang 1. En renormalisant bien leur
métrique, ces espaces sont en effet de courbure constante −1 ou de courbure comprise
entre −4 et −1 (voir ch.1, section 1.3.3).
Le terme d’ “espace CAT(−1)”, introduit par Gromov dans [Gro87], dénote le fait
qu’un tel espace est “plus courbé” que l’espace hyperbolique dans le sens où ses triangles
sont “plus fins” que des triangles du plan hyperbolique H2 (voir définition 3.1.8). Cette
condition simple suffit à garantir de nombreuses propriétés à ces espaces. Nous reviendrons
sur certaines de ces propriétés dans la section 3.1.3. Pour l’heure, notons simplement que
les espaces CAT(−1) sont en particuliers contractiles.
3.1.1 Applications lipschitziennes équivariantes
Dans toute la suite, (M,gM ) désignera un espace riemannien CAT(−1) et S une surface
compacte orientée de genre supérieur à 2. Soit j une représentation fuchsienne de pi1(S)
dans Isom(H2) et soit ρ une représentation de pi1(S) dans Isom(M). Commençons par
montrer qu’il existe toujours des applications lipschitziennes (j, ρ)-équivariantes de H2
dans M .
Remarquons pour cela qu’on peut associer à (j, ρ) un M -fibré plat Eρ au dessus de
j(pi1(S))\H2 ≃ S, c’est-à-dire une fibration sur S de fibreM , munie d’une connexion plate
dont le transport parallèle préserve la métrique gM . Ce fibré est simplement le quotient
tordu
H2 ×M/pi1(S) ,
où l’action de pi1(S) sur H2 ×M est donnée par
γ · (x, y) = (j(γ) · x, ρ(γ) · y) .
Comme les fibres de Eρ sont contractiles, le fibré Eρ admet des sections lisses qui sont
toutes homotopes. Soit s une telle section. Le relèvement de s à H2 fournit une application
lisse s˜ de H2 dansM qui est (j, ρ)-équivariante. (Réciproquement, toute application (j, ρ)-
équivariante deH2 dansM passe au quotient en une section deEρ.) Comme S est compacte
et par équivariance de s˜, la différentielle de s˜ est bornée et s˜ est donc lipschitzienne.
Définition 3.1.1. Soit j une représentation fuchsienne de pi1(S) dans Isom(H2) et ρ une
représentation de pi1(S) dans Isom(M). La constante de Lipschitz minimale associée au
couple (j, ρ) est définie par
Lip(j, ρ) = inf
{
λ ∈ R+ | ∃f : H2 →M (j, ρ)-equivariante et λ-lipschitzienne
}
.
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Rappelons qu’un groupe de Lie G agit sur l’espace Hom(S,G) des représentations de
pi1(S) dans G par conjugaison. On vérifie aisément que cette action préserve la constante
de Lipschitz minimale :
Proposition 3.1.2. Soit j une représentation fuchsienne de pi1(S) dans Isom(H2) et ρ
une représentation de pi1(S) dans Isom(M). Alors la fonction Lip( · , ρ) est préservée par
l’action de Isom(H2) par conjugaison et la fonction Lip(j, · ) est préservée par l’action de
Isom(M) par conjugaison.
Notons Rep(S, Isom(M)) le quotient de Hom(S, Isom(M)) par l’action de Isom(M) par
conjugaison et rappelons que T (S) désigne l’espace de Teichmüller de S, qui s’identifie
à l’espace des représentations fuchsiennes de pi1(S) dans Isom(H2) modulo conjugaison
par Isom(H2) (cf. ch.1, section 1.6.4). L’application Lip passe donc au quotient en une
application définie sur
T (S)× Rep(S, Isom(M)) .
Définition 3.1.3. Soit j une représentation fuchsienne de pi1(S) → Isom(H2) et ρ une
représentation de pi1(S) dans Isom(M). On dira que j domine ρ si
Lip(j, ρ) ≤ 1
et que j domine strictement ρ si l’inégalité est stricte.
Distance asymétrique de Thurston
Lorsque M est également le plan hyperbolique H2, la constante de Lipschitz minimale
permet en particulier de comparer deux représentations fuchsiennes. Soit S une surface
compacte orientée et j1 et j2 deux représentations fuchsiennes de pi1(S) dans Isom(H2).
Rappelons que les quotients j1(pi1(S))\H2 et j2(pi1(S))\H2 ont même volume. On en déduit
aisément que
Lip(j1, j2) ≥ 1,
avec égalité si et seulement si j1 et j2 sont conjuguées par une isométrie de H2. La fonction
dTh : T (S)× T (S) → R+
(j1, j2) 7→ log (Lip(j1, j2))
définit alors une distance asymétrique sur T (S) invariante par l’action du groupe modulaire
de S. Thurston a introduit cette distance dans [Thu86], où il prouve (entre autres) qu’elle
définit bien la topologie usuelle sur l’espace de Teichmüller.
3.1.2 Constante de Lipschitz et spectre des longueurs
Soit γ une isométrie de (M,gM ). Rappelons que la longueur de translation de γ est
définie par
l(γ) = inf
x∈M
d(x, γ · x) ,
où d désigne la distance induite sur M par la métrique riemannienne gM . La longueur de
translation d’une isométrie ne dépend que de sa classe de conjugaison dans Isom(M).
Si ρ est une représentation d’un groupe Γ dans Isom(M,gM ), on appelle spectre des
longueurs de ρ la fonction
Lρ : Γ → R+
γ 7→ l(ρ(γ)) .
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Le spectre des longueurs capture de nombreuses propriétés géométriques et dynamiques
d’une représentation, au point de la caractériser dans de nombreux cas. Il découle par
exemple des résultats de [Thu86] que deux représentations fuchsiennes qui ont même
spectre des longueurs sont conjuguées.
Il peut donc être intéressant de “contrôler” le spectre des longueurs d’une représenta-
tion. Or, c’est précisément ce que permet la constante de Lipschitz minimale :
Proposition 3.1.4. Soit j une représentation fuchsienne de pi1(S) dans Isom(H2) et ρ
une représentation de pi1(S) dans Isom(M). Supposons
Lip(j, ρ) ≤ C .
Alors
Lρ ≤ CLj .
Cette proposition possède dans certains cas une réciproque, mais celle-ci est loin d’être
triviale. Thurston l’a d’abord prouvée dans le cas particulier où ρ est également une
représentation fuchsienne [Thu86], puis Kassel l’a étendue à toutes les représentations ρ
à valeurs dans Isom(H2) [Kas09]. Guéritaud et Kassel l’ont ensuite généralisée au cas où
M est l’espace hyperbolique Hn. Leur travail porte plus généralement sur la constante
de Lipschitz minimale associée à un couple (j, ρ) de représentations d’un groupe discret
dans Isom(Hn), où j est injective d’image discrète. Nous nous contentons ici d’énoncer
leur théorème dans le cas particulier d’un groupe de surface et d’une représentation j
fuchsienne.
Théorème 3.1.5 (Guéritaud–Kassel, [GK13]). Soit S une surface compacte orientée de
genre supérieur à 2. Soit j une représentation fuchsienne de pi1(S) dans Isom(H2) et ρ
une représentation de pi1(S) dans Isom(Hn). Alors :
– pour tout C ≥ 1, on a l’équivalence
Lip(j, ρ) ≤ C ⇔ Lρ ≤ CLj ,
– j domine strictement ρ si et seulement si il existe λ < 1 tel que
Lρ ≤ λLj .
Remarque 3.1.6. La preuve de ce théorème repose sur une version équivariante d’un
théorème de Kirszbraun–Valentine qui affirme qu’on peut étendre une application lip-
schitzienne définie sur un domaine compact à tout l’espace sans augmenter la constante
de Lipschitz si celle si est supérieure à 1, ou en la maintenant strictement inférieure à 1
dans le cas contraire. Comme me l’a fait remarquer Guéritaud, ce théorème reste valable
tant que l’espace d’arrivée est un espace CAT(−1). Il est donc vraisemblable que le théo-
rème 3.1.5 s’étende à notre cadre, où ρ est à valeurs dans le groupe des isométries d’un
espace riemannien CAT(−1).
3.1.3 Continuité de la constante de Lipschitz minimale
Pour conclure cette présentation de la fonction Lip, nous allons prouver le résultat
suivant :
Théorème 3.1.7. Soit S une surface compacte de genre supérieur à 2 et M un espace
riemannien CAT(−1). Alors la fonction
Lip : T (S)× Rep(S, Isom(M))→ R+
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est continue.
Ce résultat n’est pas fondamentalement nouveau. Dans le cas où ρ est aussi une re-
présentation fuchsienne, la continuité de Lip est contenue dans le théorème selon lequel
la distance asymétrique de Thurston définit la topologie usuelle sur T (S) [Thu86]. Nous
admettrons d’ailleurs ce théorème au cours de la preuve. Guéritaud et Kassel on prouvé
la continuité de Lip dans le cas où ρ est à valeurs dans Isom(Hn) et notre preuve suivra
essentiellement la leur.
Bien que cette preuve soit assez naturelle, elle présente une difficulté technique qui
nécessitera quelques rappels sur la géométrie des espaces CAT(−1), ce qui la rend relati-
vement longue. Comme elle n’est pas nécessaire à la compréhension du reste du chapitre,
il est tout à fait possible de ne pas s’y attarder.
Nous commencerons par prouver rapidement la continuité par rapport à j en utilisant
la continuité de la distance asymétrique de Thurston. Nous prouverons ensuite la semi-
continuité supérieure par rapport à ρ grâce à un argument classique qui permet de déformer
une application (j, ρ)-équivariante en une application (j, ρ′)-équivariante pour ρ′ proche de
ρ sans trop augmenter la constante de Lipschitz. La semi-continuité inférieure posera plus
de problèmes. Si ρn est une suite de représentations convergeant vers ρ, on peut considérer
une suite d’applications (j, ρn)-équivariantes et équi-lipschitziennes, et espérer en extraire
une sous-suite convergente grâce au théorème d’Ascoli, ce qui permettrait de conclure. La
seule situation où cette suite peut ne pas converger apparaît lorsque la représentation ρ
fixe un point à l’infini dansM . C’est ce cas-là qui nécessitera plusieurs lemmes techniques.
Continuité par rapport à j
Commençons par fixer ρ ∈ Hom(S, Isom(M)). La continuité de l’application
j → Lip(j, ρ)
se déduit alors facilement de la continuité de la distance asymétrique de Thurston [Thu86].
Soit j0 une représentation fuchsienne de pi1(S) → Isom(H2) et fixons ε > 0. Puisque la
distance asymétrique de Thurston définit la topologie usuelle sur T (S), on peut considérer
un voisinage Uε de j0 tel que pour tout j ∈ Uε, on ait
Lip(j0, j) ≤ 1 + ε
et
Lip(j, j0) ≤ 1 + ε .
Soit j une représentation fuchsienne appartenant à Uε et h : H2 → H2 une application
(j, j0)-équivariante et (1+2ε)-lipschitzienne. Soit par ailleurs f : H2 →M une application
(j0, ρ)-équivariante et (Lip(j0, ρ) + ε)-lipschitzienne. Alors l’application
f ◦ h : H2 →M
est (j, ρ)-équivariante et (1 + 2ε) (Lip(X, ρ) + ε)-lipschitzienne. On a donc
Lip(j, ρ) ≤ (1 + 2ε) (Lip(j0, ρ) + ε) .
En intervertissant j0 et j, on obtient de même que
Lip(j0, ρ) ≤ (1 + 2ε) (Lip(j, ρ) + ε) .
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Il vient finalement que
Lip(j0, ρ)− Cste ε ≤ Lip(j, ρ) ≤ Lip(j0, ρ) + Cste ε
pour tout j ∈ Uε, ce qui prouve la continuité de l’application j 7→ Lip(j, ρ) au point j0.
Semi-continuité supérieure par rapport à ρ
Comme le groupe des isométries d’une variété riemannienne est un groupe de Lie, l’es-
pace Hom(S, Isom(M)) possède une structure de variété algébrique réelle. Il est en parti-
culier localement connexe par arcs et il nous suffit donc, pour prouver la semi-continuité
supérieure, de montrer que si (ρt)t∈[0,ε[ est une famille continue de représentations de pi1(S)
dans Isom(M), on a
lim sup
t→0
Lip(j, ρt) ≤ Lip(j, ρ0) .
Pour cela, voyons ρt comme la monodromie d’une connexion plate ∇t sur un M -
fibré E fixé au dessus de S ≃ j(pi1(S))\H2, qui varie continûment avec t (cf. preuve
du théorème d’Ehresmann–Thurston dans [Thu80]). Soit C > Lip(j, ρ0) et soit f0 une
application (j, ρ0)-équivariante et C-lipschitzienne de H2 dans M . L’application f0 induit
une section s0 du fibré plat (E,∇0). Cette section peut à son tour être vue comme une
section st du fibré (E,∇t), associée à une application ft de H2 dans M qui est (j, ρt)-
équivariante. La continuité de la famille ∇t et la compacité de S impliquent que ft est
(C + α(t))-lipschitzienne, pour une fonction α(t) qui tend vers 0 lorsque t tend vers 0. On
en déduit que
lim sup
t→0
Lip(j, ρt) ≤ C .
Ceci étant vrai pour tout C > Lip(j, ρ0), on obtient bien que
lim sup
t→0
Lip(j, ρt) ≤ Lip(j, ρ0) ,
ce qui prouve la semi-continuité supérieure.
Géométrie des espaces CAT(−1)
Si les arguments utilisés jusqu’ici sont très généraux, la preuve de la semi-continuité
inférieure, plus délicate, utilisera l’hypothèse de courbure sur M . Pour aboutir, quelques
rappels sur la géométrie des espaces CAT(−1) sont nécessaires, à commencer par une
définition rigoureuse. Rappelons qu’un espace de longueur (M,d) est un espace métrique
dans lequel la distance entre deux points est donnée par l’infimum des longueurs des
chemins continus reliant ces deux points. Un segment géodésique minimisant entre deux
points x et y de M est une courbe d’extrémités x et y dont la longueur est égale à d(x, y).
(Lorsque (M,d) est complet, un tel segment existe toujours.) Si x1, x2 et x3 sont trois
points d’un espace de longueur, un triangle de sommets x1, x2 et x3 (noté τ(x1, x2, x3))
est la réunions de trois segments géodésiques minimisants reliant x1 à x2, x2 à x3 et x3 à
x1.
Définition 3.1.8. Un espace CAT(−1) est un espace de longueurs (M,d) tel que pour tout
triangle τ(x1, x2, x3) dans M , si τ(x¯1, x¯2, x¯3) désigne un triangle de H2 dont les côtés ont
même longueur que ceux de τ(x1, x2, x3), alors l’application de τ(x¯1, x¯2, x¯3) dans M qui
envoie x¯i sur xi et qui est géodésique sur chaque côté de τ(x¯1, x¯2, x¯3) est 1-lipschitzienne.
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Nous allons ici énoncer (sans les prouver) quelques propriétés des espaces riemanniens
CAT(−1), qui peuvent être obtenues aisément pour le plan hyperbolique, puis généralisées
grâce à la condition de comparaison des triangles. Nous n’avons pas trouvé de référence
spécifiquement dédiée aux espaces CAT(−1), mais les énoncés que nous donnons sont
pour la plupart des cas particuliers de propriétés plus générales des espaces Gromov-
hyperboliques et des espaces CAT(0), que l’on pourra trouver dans [GdlH90] et [BH99].
Comme il nous est impossible de réintroduire toute la théorie, nous nous contenterons
d’énoncer diverses propositions qui nous servirons plus tard. Le lecteur me pardonnera, je
l’espère, le caractère un peu désorganisé de ce paragraphe.
Angles hyperboliques. Soit M un espace CAT(−1) et x, y et z trois points de M . On
notera
∠hyp(y, x, z)
l’angle au sommet x¯ d’un triangle hyperbolique τ(x¯, y¯, z¯) dont les côtés ont mêmes lon-
gueurs que ceux du triangle τ(x, y, z).
Proposition 3.1.9. Les angles hyperboliques vérifient l’inégalité triangulaire : Si x, y, z
et t sont quatre points de M , on a
∠hyp(y, x, t) ≤ ∠hyp(y, x, z) + ∠hyp(z, x, t) .
Proposition 3.1.10. Si τn est une suite de triangles de M dont les longueurs des côtés
tendent vers +∞ et dont les angles hyperboliques aux sommets convergent, alors deux de
ces angles au moins tendent vers 0.
Bord à l’infini. Un espace CAT(−1) est en particulier hyperbolique au sens de Gro-
mov et possède donc un bord à l’infini, défini comme le quotient de l’espace des rayons
géodésiques paramétrés à vitesse 1 par la relation d’équivalence :
γ1 ∼ γ2
lorsque la distance entre γ1(t) et γ2(t) reste bornée quand t tend vers +∞. Si M est un
espace CAT(−1) propre (i.e. dont les boules fermées sont compactes), le bord à l’infini de
M , noté ∂∞M , fournit une compactification de M . Lorsque M est un espace riemannien
CAT(−1), pour tout point x deM , l’application expx : TxM →M est un difféomorphisme
global, qui se prolonge en un homéomorphisme de ∂∞TxM dans ∂∞M (où ∂∞TxM dé-
signe l’espace des demi-droites de TxM issues de 0). En d’autres termes, M ∪ ∂∞M est
homéomorphe à une boule fermée. Toute géodésique γ : R → M converge vers un point
γ+ de ∂∞M lorsque t tend vers +∞ et vers un point γ− de ∂∞M lorsque t tend vers
−∞. Réciproquement, tout couple de points distincts de ∂∞M forme les extrémités d’une
unique géodésique de M .
La fonction d’angle hyperbolique se prolonge au bord dans le sens où, si x est un point
deM et (yn) et (zn) sont deux suites dansM convergeant respectivement vers deux points
p et q du bord à l’infini, alors l’angle ∠hyp(yn, x, zn) converge vers une valeur qui ne dépend
que de x, p et q, que nous noterons ∠∞(p, x, q). La fonction
dx : ∂∞M × ∂∞M → R+
(p, q) 7→ ∠∞(p, x, q)
est une distance sur ∂∞M .
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Figure 3.1 – L’application Fp,t envoie l’horosphère B−1p,x0(a) sur l’horosphère B
−1
p,x0(a+ t).
Fonctions de Busemann. Soit p un point de ∂∞M et x0 et x deux points de M . Soit
γ : R+ →M le rayon géodésique issu de x et dirigé vers p. Alors
d(x0, γ(t))− t
converge vers un réel que nous noterons Bp,x0(x). Par inégalité triangulaire, on a claire-
ment :
|Bp,x0(x)| ≤ d(x0, x) . (3.1)
La fonction Bp,x0 est appelée fonction de Busemann. La fonction de Busemann ne
dépend en fait de x0 que par une translation. En effet, si x0, x1 et x sont trois points de
M , on a
Bp,x0(x) = Bp,x0(x1) +Bp,x1(x) . (3.2)
Soit p un point de ∂∞M . Les lignes de niveaux de la fonction de Busemann Bp,x0 sont
appelées des horosphères tangentes à p. Lorsque M est un espace riemannien CAT(−1)
de dimension n, les horosphères sont des hypersurfaces lisses difféomorphes à Rn−1, qui
forment un feuilletage orthogonal au feuilletage de dimension 1 constitué des géodésiques
dirigées vers p.
Pour tout t ∈ R+, on notera Fp,t l’application qui à un point x de M associe le
point γx,p(t), où γx,p désigne le rayon géodésique issu de x dirigé vers p. L’application
Fp,t préserve le feuilletage de M en horosphères tangentes à p et induit une surjection de
B−1p,x0(a) dans B
−1
p,x0(a+ t) pour tout a ∈ R (figure 3.1). Lorsque M est riemannien, cette
surjection est même un difféomorphisme.
Proposition 3.1.11. La fonction Fp,t est 1-lipschitzienne et on a de plus l’inégalité sui-
vante :
|Bp,x(y)| ≤ d (Fp,t(x), Fp,t(y)) ≤ |Bp,x(y)|+ e−td(x, y) .
En particulier, la distance entre Fp,t(x) et Fp,t(y) converge vers |Bp,x(y)| quand t tend vers
+∞.
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Isométries. Les isométries de M se prolongent en des homéomorphismes de M ∪ ∂∞M
et, en restriction à Isom(M), la topologie de la convergence uniforme sur tout compact
de M et la topologie de la convergence uniforme sur M ∪ ∂∞M coïncident. Lorsque M
est riemannien, Isom(M) est un groupe de Lie de dimension finie et ces deux topologies
coïncident alors avec la topologie de groupe de Lie.
Soit g une isométrie de M . Rappelons qu’on appelle longueur de translation de g le
nombre
l(g) = inf
x∈M
d(x, g · x) .
La fonction l est continue sur Isom(M) et invariante par conjugaison. Elle permet de
classer les isométries de M en trois catégories.
Si l(g) = 0, alors g fixe soit un point de M – on dit alors que g est elliptique – soit
un unique point de ∂∞M – auquel cas g est parabolique. Une isométrie elliptique préserve
naturellement la fonction distance à un point fixe et ses orbites sont donc bornées. Une
isométrie parabolique, quant à elle, préservent les horosphères tangentes à son point fixe.
Lorsque l(g) > 0, on dit que g est hyperbolique. Dans ce cas, l’ensemble des points x
de M tels que d(x, g · x) = l(g) forme une géodésique de M , notée axe(g). Cet ensemble
est stable par g, et g agit le long de son axe comme une translation de longueur l(g). Les
extrémités de l’axe de g sont les deux seuls points de ∂∞M fixés par g.
Proposition 3.1.12. Soit g une isométrie de M fixant un point p de ∂∞M . Alors le
nombre
Bp,x(g · x)
est indépendant du point x et vérifie
|Bp,x(g · x)| = l(g) .
Propriétés des isométries hyperboliques. Nous terminons cette section sur la géo-
métrie des espaces CAT(−1) par quelques propriétés des isométries hyperboliques qui nous
serviront dans la suite. Commençons par une proposition qui affirme que les éléments de
M qui ne sont “pas trop” déplacés par une isométrie hyperbolique g ne sont “pas trop
loin” de l’axe de g.
Proposition 3.1.13. Pour tout ε > 0 et pour toute constante k, il existe une constante
C(ε, k) telle que si g est une isométrie hyperbolique de M telle que l(g) ≥ ε et x un point
de M tel que
d(x, g · x) ≤ k ,
alors
d(x, axe(g)) ≤ C(ε, k) .
Remarque 3.1.14. On pourrait tout à fait expliciter la constante C(ε, k) par simple
comparaison avec le cas de H2.
La proposition suivante affirme que les isométries hyperboliques ont une dynamique
“nord-sud”, dans le sens suivant :
Proposition 3.1.15. Soit g une isométrie hyperbolique de M et g− et g+ les extrémités
de axe(g) (orienté dans le sens dans lequel g translate). Alors il existe deux suites de
compacts (U−n ) et (U
+
n ) de M ∪ ∂∞M tels que⋂
n∈N
U−n = g− ,
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⋂
n∈N
U+n = g+ ,
et tels que gn envoie le complémentaire de U−n dans U
+
n . En particulier, la suite g
n converge
uniformément sur tout compact de M ∪∂∞M\{g−} vers l’application qui envoie tout point
sur g+.
Ce type de dynamique caractérise de plus les isométries hyperboliques. En effet,
Proposition 3.1.16. Soit gn une suite d’isométries de M . Supposons qu’il existe deux
points distincts p− et p+ de ∂∞M et deux suites de compacts (U−n ) et (U
+
n ) de M ∪ ∂∞M
tels que ⋂
n∈N
U−n = p− ,
⋂
n∈N
U+n = p+ ,
et tels que gn envoie le complémentaire de U−n dans U
+
n . Alors la longueur de translation
de gn tend vers +∞ lorsque n tend vers +∞. En particulier, gn est hyperbolique pour n
assez grand.
Terminons avec une proposition qui permet de caractériser les isométries hyperboliques
en n’observant que trois points d’une orbite. Cette proposition affirme que si g est une
isométrie et x un point de M tel que la distance entre x et g · x est suffisamment grande
et l’angle ∠hyp(g−1 · x, x, g · x) pas trop petit, alors g est hyperbolique.
Proposition 3.1.17. Pour tout ε > 0, il existe une constante C telle que pour toute
isométrie g de M , s’il existe un point x tel que
d(x, g · x) ≥ C
et
∠hyp(g
−1 · x, x, g · x) ≥ ε ,
alors g est hyperbolique.
Représentations paraboliques
Pour prouver la semi-continuité inférieure par rapport à ρ, la partie délicate sera de
traiter le cas où ρ fixe un point de ∂∞M . Lorsque M est l’espace hyperbolique Hn, cette
condition revient à dire que l’image de ρ est incluse dans un sous-groupe parabolique
de PO(n, 1) = Isom(Hn). Par analogie, on appellera donc représentation parabolique une
représentation qui fixe un point de ∂∞M .
Le but de cette section est de prouver deux lemmes qui nous permettront ensuite de
traité la semi-continuité inférieure en une représentation parabolique. Le premier carac-
térise les représentations paraboliques par leur spectre de longueur, tandis que le second
relie la constante de Lipschitz minimale à ce spectre de longueur.
Lemme 3.1.18. Soit Γ un sous-groupe de Isom(M). Les propriétés suivantes sont équi-
valentes :
(i) Γ fixe un point de M ∪ ∂∞M ,
(ii) il existe un morphisme m de Γ dans R tel que pour tout g ∈ Γ, on a
l(g) = |m(g)| .
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Lemme 3.1.19. Soit j une représentation fuchsienne de pi1(S) dans Isom(H2) et ρ une
représentation parabolique de pi1(S) → Isom(M). Soit m un morphisme de pi1(S) dans R
telle que pour tout γ ∈ pi1(S), on ait
l(ρ(γ)) = |m(γ)| .
Notons Lip(j,m) la constante de Lipschitz minimale d’une application (j,m)-équivariante
de H2 dans R. Alors on a
Lip(j, ρ) = Lip(j,m) .
Démonstration du lemme 3.1.18.
(i)⇒ (ii).
Si Γ possède un point fixe dans M , alors l(g) = 0 pour tout g ∈ Γ et le morphisme trivial
convient. Sinon, soit p un point fixe de Γ dans ∂∞M . Fixons un point base x0 de M et
posons
m(g) = Bp,x0(g · x0)
pour tout g ∈ Γ. D’après la proposition 3.1.12, on a bien
|m(g)| = l(g) .
Vérifions que m est un morphisme de Γ dans R. Soient g et h deux éléments de Γ.
D’après l’équation (3.2), on a
m(gh) = Bp,x0(gh · x0)
= Bp,x0(h · x0) +Bp,h·x0(gh · x0) .
Or, d’après la proposition 3.1.12, on a
Bp,h·x0(gh · x0) = Bp,x0(g · x0) .
Il vient finalement
m(gh) = Bp,x0(g · x0) +Bp,x0(h · x0)
= m(g) +m(h) .
La fonction m est donc bien un morphisme de Γ dans R.
(ii)⇒ (i).
Pour prouver la réciproque, il nous faut considérer deux cas distincts.
• Cas où m 6≡ 0. Dans ce cas, Γ contient des éléments hyperboliques. Montrons alors
que les axes de tous ces éléments ont une extrémité commune.
Supposons qu’il existe deux isométries hyperboliques g et h de Γ dont les axes ont
toutes leurs extrémités distinctes. Quitte à remplacer g et h par des puissances, on peut
supposer que le groupe engendré par g et h possède une dynamique de type Schottky
(figure 3.2). L’idée générale est alors que l’orbite d’un point x sous l’action de ce groupe
est quasi-isométrique à un groupe libre à deux générateurs muni de sa distance de Cayley,
ce qui contredit le fait que la longueur de translation des éléments de ce groupe soit donnée
par un morphisme à valeur dans R.
Pour être plus précis, appliquons la proposition 3.1.15 à g et h et considérons (U+n ),
(U−n ), (V
+
k ) et (V
−
k ) des suites de compacts deM ∪∂∞M tels que
⋂
U+n = g
+,
⋂
U−n = g
−,
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Figure 3.2 – Dynamique de type Schottky.
⋂
V +k = h
+ et
⋂
V −k = h
−, et tels que gn envoie le complémentaire de U−n dans U
+
n , g
−n
envoie le complémentaire de U+n dans U
−
n , h
k envoie le complémentaire de V −k dans V
+
k
et h−k envoie le complémentaire de V +k dans V
−
k .
Pour n et k suffisamment grands, les ouverts U+n , U
−
n , V
+
k et V
−
k sont deux à deux
disjoints et l’isométrie gnhk envoie le complémentaire de V −k dans U
+
n . Comme
⋂
U+n = g+
et
⋂
V −k = h−, on en déduit, d’après la proposition 3.1.16, que la longueur de translation
de gnhk tend vers +∞ lorsque n et k tendent simultanément vers +∞. En remplaçant h
par h−1, on obtiendrait de même que la longueur de translation de gnh−k tend vers +∞
lorsque n et k tendent vers +∞.
Or nous savons par ailleurs que
l(gnhk) = |nm(g) + km(h)| ,
et comme m(g) et m(h) sont non nuls, on peut trouver, pour tout entier n, un entier k tel
que
l(gnhk) ≤ |m(h)| .
Cela contredit le fait que l(gnhk) tend vers l’infini quand n et k tendent vers l’infini.
Par conséquent, les axes de deux éléments hyperboliques de Γ ont toujours une extré-
mité commune. On en déduit aisément que les axes de tous les éléments hyperboliques de
Γ ont une extrémité commune. Si cette extrémité commune est unique, comme l’axe de
ghg−1 est l’image par g de l’axe de h, on en déduit qu’elle est fixée par tous les éléments
de Γ.
Il se pourrait également que toutes les isométries hyperboliques de Γ aient le même axe.
Dans ce cas, le groupe Γ préserve une géodésique γ et agit le long de cette géodésique par
translation ou par symétrie. Les translations fixent chacune des extrémités de la géodésique
et il nous reste donc à exclure les symétries. Supposons donc qu’un élément g agisse
par symétrie. Soit h un élément hyperbolique de Γ. Alors l’élément hgh−1g−1est encore
hyperbolique (car composition de deux symétries), ce qui contredit le fait que
m(hgh−1g−1) = 0 .
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Par conséquent, tous les éléments de Γ agissent par translation de long de γ et fixent donc
chacune des extrémités de γ.
• Cas où m ≡ 0. Le second cas à traiter est celui, très particulier, où tous les
éléments de Γ sont elliptiques ou paraboliques. Soit x un point quelconque de M . Si
l’orbite de x sous l’action de Γ est bornée, alors Γ stabilise cette orbite et fixe le centre
de la plus petite boule fermée contenant cet orbite. Dans le cas contraire, montrons que
l’intersection de ∂∞M avec l’adhérence de Γ · x contient exactement un point, qui sera
alors fixé par Γ. L’argument que nous utiliserons est une variante d’un argument classique
de géométrie des espaces Gromov-hyperboliques, qui sert entre autres à prouver que tout
groupe hyperbolique contient un élément hyperbolique (voir par exemple [GdlH90]).
Par l’absurde, supposons que l’adhérence de Γ · x contienne deux points distincts p et
p′ de ∂∞M . Soit (gn) et (hn) deux suites d’éléments de Γ telles que
gn · x −→
n→+∞
p
et
hn · x −→
n→+∞
p′ .
Comme p et p′ sont distincts, l’angle
αn = ∠hyp(gn · x, x, hn · x)
converge vers α = ∠∞(p, x, p′) qui est non nul.
Par ailleurs, comme gn est elliptique ou parabolique par hypothèse et puisque d(x, gn ·x)
tend vers l’infini, on déduit de la proposition 3.1.17 que l’angle
∠hyp(gn · x, x, g−1n · x)
tend vers 0 quand n tend vers l’infini.
Enfin, les longueurs des côtés du triangle τ(x, hn · x, gn · x) tendent +∞ et d’après la
proposition 3.1.10, l’angle ∠hyp(x, hn · x, gn · x) tend vers 0 quand n tend vers +∞. En
appliquant l’isométrie g−1n , on en déduit que l’angle ∠hyp(g
−1
n · x, x, g
−1
n hn · x) tend aussi
vers 0. Par inégalité triangulaire, on obtient finalement que l’angle
∠hyp(g−1n hn · x, x, gn · x)
tend vers 0 (la figure 3.3 aide à visualiser les angles en question). En inversant les rôles de
gn et hn, on obtiendrait de même que l’angle
∠hyp(h
−1
n gn · x, x, hn · x)
tend vers 0. Par conséquent, l’angle
∠hyp(g−1n hn · x, x, h
−1
n gn · x)
tend vers α 6= 0. Or la distance d(x, h−1n gn ·x) tend vers +∞. D’après la proposition 3.1.17,
h−1n gn est donc hyperbolique pour n assez grand, ce qui contredit l’hypothèse.
L’adhérence de l’orbite Γ · x contient donc un unique point de ∂∞M , qui est fixé par
le groupe Γ. Cela conclut la preuve du lemme 3.1.18.
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Figure 3.3 – L’isométrie h−1n gn est hyperbolique.
Preuve du lemme 3.1.19.
Soit j une représentation fuchsienne de pi1(S) dans Isom(H2) et ρ une représentation
parabolique de pi1(S) dans Isom(M). D’après le lemme 3.1.18, il existe un morphisme
m : pi1(S)→ R tel que pour tout γ ∈ pi1(S), on a
l(ρ(γ)) = |m(γ)| .
Montrons qu’alors
Lip(j, ρ) = Lip(j,m) .
Soit p ∈ ∂∞M un point fixe de ρ. Rappelons que le morphisme m est alors donné par
m(γ) = Bp,x(ρ(γ) · x) ,
où x est un point quelconque de M .
Considérons d’abord f : H2 →M une application (j, ρ)-équivariante et C-lipschitzienne.
Fixons un point base x0 ∈M , et posons
f¯ : H2 → R
x 7→ Bp,x0(f(x)) .
Vérifions que f¯ est (j,m)-équivariante. Soit γ un élément de pi1(S). On a alors
f¯(j(γ) · x) = Bp,x0 (f(j(γ) · x))
Bp,x0(ρ(γ) · f(x))
Bp,x0(f(x)) +Bp,f(x)(ρ(γ) · f(x))
f¯(x) +m(γ) .
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La fonction f¯ est donc (j,m)-équivariante. De plus, pour tous x et y dans H2, on a
|f¯(y)− f¯(x)| = |Bp,x0(f(y))−Bp,x0(f(x))|
= |Bp,f(x)(f(y))|
≤ d(f(x), f(y)) .
L’application f¯ est donc encore C-lipschitzienne. On en déduit que
Lip(j,m) ≤ Lip(j, ρ) .
Montrons maintenant l’inégalité inverse. Soit f¯ une fonction (j,m)-équivariante et
C-lipschitzienne de H2 dans R. Commençons par montrer qu’il existe une fonction f :
H2 →M telle que pour tout x ∈ H2,
f¯(x) = Bp,x0(f(x)) .
Pour cela, notons S ×ρM le M -fibré plat
H2 ×M/j × ρ(pi1(S)) ,
et S ×m R le R-fibré plat
H2 × R/j ×m(pi1(S)) .
L’application de H2 ×M dans H2 × R qui à (x, y) associe (x,Bp,x0(y)) passe au quotient
en une fibration
pi : S ×ρM → S ×m R ,
dont les fibres sont des horosphères tangentes à p. Ces horosphères sont contractiles et la
fibration pi admet donc une section lisse, qui permet de relever toute application (j,m)-
équivariante f¯ (vue comme section du fibré S ×m R → S) en une application (j, ρ)-
équivariante f telle que
f¯(x) = Bp,x0(f(x))
pour tout x ∈ H2.
L’application f ainsi construite est C ′-lipschitzienne pour une certaine constante C ′,
mais C ′ est a priori strictement supérieur à C. Toutefois, comme p est fixé par la repré-
sentation ρ, l’application Fp,t commute avec ρ(γ) pour tout γ ∈ pi1(S) et, par conséquent,
l’application Fp,t ◦ f est encore une application (j, ρ)-équivariante. Or, d’après la proposi-
tion 3.1.11, on a pour tout x et y dans H2,
d (Fp,t ◦ f(x), Fp,t ◦ f(y)) ≤ |Bp,f(x)(f(y))|+ e
−td(f(x), f(y))
≤ |f¯(y)− f¯(x)|+ e−tC ′ d(x, y)
≤
(
C +C ′e−t
)
d(x, y) .
L’application Fp,t ◦ f est donc (C + C ′e−t)-lipschitzienne. Comme ceci est vrai pour tout
C > Lip(j,m) et tout t ∈ R+, on en déduit que Lip(j, ρ) ≤ Lip(j,m), ce qui conclut.
Semi-continuité inférieure par rapport à ρ
Pour prouver la semi-continuité inférieure, considérons une suite (ρn) de représenta-
tions convergeant vers une représentation ρ. Supposons qu’il existe une suite fn d’appli-
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cations (j, ρn)-équivariantes et C-lipschitziennes. Montrons qu’on a alors
Lip(j, ρ) ≤ C .
Fixons un point base x de H2. Si fn(x) ne tend pas vers l’infini dans M , on peut, quitte
à extraire, supposer que fn(x) converge. Par le théorème d’Ascoli, la suite (fn) possède
alors une sous-suite qui converge uniformément sur tout compact vers une application
C-lipschitzienne et ρ-équivariante, ce qui conclut. Le cas délicat est celui où fn(x) tend
vers l’infini dansM . On peut alors, quitte à extraire, supposer que fn(x) converge vers un
point p de ∂∞M .
Proposition 3.1.20. Supposons que fn(x) converge vers p ∈ ∂∞M . Alors le point p est
fixé par ρ(γ) pour tout γ ∈ pi1(S).
Preuve. Fixons γ ∈ pi1(S). Commençons par remarquer que la suite
d(fn(x), ρn(γ) · fn(x))
est bornée. En effet, on a
d(fn(x), ρn(γ) · fn(x)) = d(fn(x), fn(j(γ) · x))
≤ C d(x, j(γ) · x) .
Comme p ∈ ∂∞M et puisque fn(x) converge vers p, on en déduit que ρn(γ)·fn(x) converge
aussi vers p. Or ρn(γ) converge uniformément vers ρ(γ) sur M ∪ ∂∞M et ρn(γ) · fn(x)
converge donc vers ρ(γ) · p. On a donc
ρ(γ) · p = p .
Supposons donc que ρ fixe un point p de ∂∞M . D’après le lemme 3.1.18, il existe alors
un morphisme m : pi1(S)→ R tel que pour tout γ ∈ pi1(S),
l(ρ(γ)) = |m(γ)| .
Supposons d’abord que m ≡ 0. D’après le lemme 3.1.19, on a alors Lip(j, ρ) =
Lip(j,m) = 0 et la semi-continuité inférieure est triviale au point ρ. Dans le cas contraire,
montrons qu’on peut trouver une suite (gn) d’isométries de M tels que gn ◦ fn converge.
Considérons pour cela un élément de pi1(S) tel que ρ(γ) est une isométrie hyperbolique.
Notons A son axe et l > 0 sa longueur de translation. Alors pour n assez grand, ρn(γ) est
une isométrie hyperbolique d’axe An et de longueur de translation ln, tels que
An −→
n→+∞
A
et
ln −→
n→+∞
l .
Nous avons vu (propostion 3.1.20) que la distance d (fn(x), ρn(γ) · fn(x)) reste bornée
quand n tend vers +∞. D’après la proposition 3.1.13, il existe donc une constante B′ telle
que pour tout n suffisamment grand,
d(fn(x), An) ≤ B′.
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Soit maintenant (an) une suite de points tels que an ∈ An et tels que (an) converge vers
un point a ∈ A. Soit yn la projection de fn(x) sur An. Comme ρn(γ) agit comme une
translation de longueur ln le long de An, il existe un entier kn ∈ Z tel que
d
(
ρn(γ)kn · yn, an
)
≤ ln .
On obtient finalement
d
(
ρn(γ)kn · fn(x), a
)
≤ B′ + ln + d(an, a),
et comme d(an, a) et ln sont bornés, ρn(γ)kn ◦ fn(x) reste bornée.
Or l’application ρn(γ)kn ◦ fn est (j, ρn(γ)−kn · ρ)-équivariante et C-lipschitzienne. Par
le théorème d’Ascoli, quitte à extraire,
(
ρn(γ)kn ◦ fn
)
converge vers une application f ′,
qui est C-lipschitzienne et (j, ρ′)-équivariante pour une certaine représentation ρ′. On a
donc
Lip(j, ρ′) ≤ C .
Mais par ailleurs, on a pour tout γ′ ∈ pi1(S),
l(ρ′(γ′)) = lim
n→+∞
l
(
ρn(γ)−knρn(γ′)ρn(γ)kn
)
= lim
n→+∞
l(ρn(γ′))
= l(ρ(γ′))
= |m(γ′)| .
Par conséquent, d’après le lemme 3.1.18, la représentation ρ′ fixe également un point de
M ∪ ∂∞M et, d’après le lemme 3.1.19, on a
Lip(j, ρ′) = Lip(j,m) = Lip(j, ρ) .
On obtient finalement
Lip(j, ρ) ≤ C ,
ce qui conclut la preuve de la semi-continuité inférieure en ρ.
3.2 Résultats
Soit S une surface compacte orientée de genre supérieur à 2 et (M,gM ) un espace
riemannien CAT(−1). Notre but est de décrire le domaine Dom(S, Isom(M)) de T (S) ×
Rep(S, Isom(M)) formé des couples (j, ρ) tels que j domine strictement ρ et plus géné-
ralement le domaine des couples (j, ρ) tels que Lip(j, ρ) est strictement inférieur à une
constante C. D’après le théorème 3.1.7, la fonction Lip est continue et ces domaines sont
donc des ouverts.
3.2.1 Existence d’une représentation fuchsienne dominant ρ
Il est naturel de commencer par se demander si le domaine Dom(ρ) des représentations
fuchsiennes dominant strictement une représentation ρ donnée est non vide. Nous avons
vu que cela n’est pas le cas lorsque ρ est une représentation fuchsienne à valeurs dans
Isom(H2). Plus généralement, on dira qu’une représentation ρ : pi1(S) → Isom(M) est
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fuchsienne si elle est injective, d’image discrète et stabilise un plan totalement géodésique
de M de courbure constante −1.
Proposition 3.2.1. Si ρ : pi1(S)→ Isom(M) est fuchsienne, il n’existe pas de représenta-
tion fuchsienne j telle que Lip(j, ρ) < 1 et il existe une unique représentation fuchsienne
j telle que Lip(j, ρ) = 1.
Preuve. Soit P le plan totalement géodésique de courbure −1 préservé par ρ. Notons pi
la projection orthogonale de M sur P . Comme M est un espace CAT (−1), l’application
pi est bien définie et 1-lipschitzienne. Soit maintenant j une représentation fuchsienne et
f : H2 →M une application (j, ρ)-équivariante et C-lipschitzienne. Alors pi ◦ f est encore
(j, ρ)-équivariante et C-lipschitzienne. Par conséquent, la constante de Lipschitz minimale
est atteinte pour une application à valeurs dans P ≃ H2. On se ramène ainsi au cas de
deux représentations fuchsiennes j et ρ à valeurs dans Isom(H2), pour lequel la proposition
se déduit aisément du fait que j(pi1(S))\H2 et ρ(pi1(S))\H2 ont même volume.
Le théorème suivant affirme que ces représentations fuchsiennes sont “maximales”
parmi les représentations de pi1(S) dans Isom(M), au sens où toute autre représentation
peut être strictement dominée par une représentation fuchsienne.
Théorème 3.2.2 (Deroin–T., [DT13]). Soit S une surface compacte orientée de genre
supérieur à 2 et (M,gM ) un espace riemannien CAT(−1). Soit ρ une représentation de
pi1(S) dans Isom(M). Si ρ n’est pas fuchsienne, il existe une représentation fuchsienne
j : pi1(S)→ Isom(H2) qui domine strictement ρ.
Remarque 3.2.3. Ce théorème s’applique en particulier à des représentations ρ à valeurs
dans PSL(2,R) ≃ Isom+(H2) de classe d’Euler intermédiaire. Dans ce cas-là, il a été obtenu
indépendamment et avec des méthodes différentes par Guéritaud–Kassel–Wolff [GKW13].
D’après ce théorème, les représentations fuchsiennes sont “maximales” en un sens très
fort qui implique de nombreuses propriétés de comparaison plus faibles. Pour illustrer cela,
rappelons la définition de l’exposant critique d’une représentation.
Définition 3.2.4. Soit ρ une représentation injective d’image discrète de pi1(S) dans
Isom(M). Fixons un point x de M quelconque. L’exposant critique de ρ est le plus petit
réel δ(ρ) tel que la série de Poincaré∑
γ∈pi1(S)
e−s d(x,ρ(γ)·x)
converge pour tout s > δ(ρ). (Ce nombre ne dépend pas du point x choisi.)
Remarque 3.2.5. Si les orbites de ρ ne sont pas discrètes, l’exposant critique de ρ est
infini.
L’exposant critique coïncide dans de nombreux cas (en particulier lorsque ρ(pi1(S)) est
convexe cocompact) avec la dimension de Hausdorff de l’ensemble limite de ρ(pi1(S)) (voir
par exemple [Coo93]). En particulier, il est égal à 1 lorsque ρ est fuchsienne. On déduit
alors du théorème 3.2.2 le corollaire suivant :
Corollaire 3.2.6. L’exposant critique d’une représentation ρ de pi1(S) dans Isom(M) est
supérieur à 1. Il est de plus égal à 1 si et seulement si ρ est fuchsienne. En particulier, si
ρ est injective d’image convexe cocompacte, alors la dimension de Hausdorff de l’ensemble
limite de ρ dans ∂∞M est supérieure à 1, avec égalité si et seulement si ρ est fuchsienne.
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Remarque 3.2.7. Dans le cas où ρ est une représentation quasi-fuchsienne à valeurs
dans Isom(H3), ce corollaire est un célèbre théorème de Bowen [Bow79]. Une version plus
générale est due à Bonk et Kleiner [BK04]. Ces théorèmes concernent la dimension de
Hausdorff de l’ensemble limite de représentations convexes cocompactes. Nous ne savons
pas s’il existe des représentations pour lesquelles ce résultat est nouveau.
Preuve du corollaire 3.2.6. Supposons que ρ n’est pas fuchsienne. D’après le théorème 3.2.2,
il existe une représentation fuchsienne j et une application f : H2 → M qui est (j, ρ)-
équivariante et λ-lipschitzienne pour un λ < 1. Il est alors facile de vérifier que
δ(ρ) ≥
1
λ
δ(j) .
En effet, soit x un point de H2. Pour tout γ ∈ pi1(S), on a
d (f(x), ρ(γ) · f(x)) ≤ λd(x, γ · x) ,
et par conséquent, ∑
γ∈pi1(S)
e−s d(f(x),ρ(γ)·f(x)) ≥
∑
γ∈pi1(S)
e−λs d(x,j(γ)·x) .
La somme de gauche diverge donc dès que sλ < δ(j).
Une autre conséquence intéressante du théorème 3.2.2 est d’étendre certains contrôles
topologiques sur les représentations fuchsiennes (comme la systole et la constante de Bers)
à toutes les représentations ρ. Pour préciser cela, rappelons la définition de la systole et
de la constante de Bers.
Définition 3.2.8. La systole en genre g est le plus petit nombre σg tel que toute métrique
hyperbolique sur une surface compacte de genre g possède une courbe fermée simple de
longueur inférieure à σg.
La constante de Bers en genre g est le plus petit nombre Bg tel que, pour toute
métrique hyperbolique sur une surface compacte S de genre g, il existe un découpage de
S en pantalons par des courbes de longueurs inférieures à Bg.
Dans ces définitions, les courbes “optimales” sont des géodésiques et leur longueur est
simplement la longueur de translation de l’image de cette courbe par le morphisme d’ho-
lonomie. (Cette image n’est définie qu’à conjugaison près, mais la longueur de translation
est justement invariante par conjugaison.) En utilisant le fait que toute représentation à
valeurs dans Isom(M) peut être dominée par une représentation fuchsienne, on obtient
directement le corollaire suivant :
Corollaire 3.2.9. Soit S une surface compacte orientée de genre g ≥ 2 et ρ une re-
présentation de pi1(S) dans le groupe des isométries d’un espace riemannien CAT(−1).
Alors
– il existe un élément γ de pi1(S) représenté par une courbe fermée simple et tel que
la longueur de translation de ρ(γ) est inférieure à σg,
– il existe un découpage de S en pantalons par des courbes représentant des éléments
γi ∈ pi1(S) tels que pour tout i, la longueur de translation de ρ(γi) est inférieure
à Bg.
98 Chapitre 3. Domination des représentations d’un groupe de surface
La systole et la constante de Bers ont fait l’objet de nombreux travaux. En particulier,
la constante de Bers a été calculée par Gendulphe en genre 2 [Gen11]. Cette valeur ex-
plicite et son extension à toutes les représentations à valeur dans PSL(2,R) ont permis à
Marché et Wolff de prouver une célèbre conjecture de Bowditch en genre 2 et d’en déduire
les composantes ergodiques de l’action du groupe modulaire d’une surface de genre 2 sur
la variété des caractères à valeur dans PSL(2,R) [MW13].
3.2.2 Topologie du domaine Dom(S, Isom(M))
Étant donnée une représentation ρ d’un groupe de surface à valeurs dans Isom(M), on
notera
DomC(ρ)
le domaine de T (S) formé des représentations fuchsiennes j telles que Lip(j, ρ) < C. On
notera également
DomC(S, Isom(M))
le domaine de T (S) × Rep(S, Isom(M)) formé des couples (j, ρ) tels que Lip(j, ρ) < C.
Lorsque la constante C n’est pas précisée, il sera sous-entendu qu’elle vaut 1.
Pour prouver le théorème 3.2.2, nous construisons dans [DT13] une application Ψρ
de l’espace de Teichmüller dans lui-même à l’aide d’outils provenant de la théorie des
applications harmoniques tordues et nous montrons à l’aide d’un principe du maximum
que l’image de Ψρ est contenue dans Dom(ρ). Il s’avère que cette application Ψρ para-
mètre exactement le domaine Dom(ρ), ce que nous prouverons en explicitant l’inverse de
Ψρ. En outre, des arguments classiques d’analyse harmonique garantissent que l’applica-
tion Ψρ est continue. Nous montrerons que sa réciproque est également continue. Notons
Repnf (S, Isom(M)) le domaine de Rep(S, Isom(M)) formé des représentations qui ne sont
pas fuchsiennes. On obtient le théorème suivant :
Théorème 3.2.10 ([Tho14]). Soit S une surface compacte orientée de genre supérieur
à 2 et (M,gM ) un espace riemannien CAT(−1). L’espace Dom(S, Isom(M)), qui fibre au
dessus de Repnf (S, Isom(M)), est homéomorphe comme espace fibré au produit :
T (S)× Repnf (S, Isom(M)) .
En particulier, pour toute représentation ρ : pi1(S)→ Isom(M) non fuchsienne, le domaine
Dom(ρ) ⊂ T (S) est homéomorphe à T (S).
Remarque 3.2.11. Ce théorème s’applique entre autre lorsqueM est le plan hyperbolique
H2, fournissant ainsi une réponse à la question 2.2 de [BBD+12]. Nous reviendrons sur ce
cas particulier et son application à la géométrie anti-de Sitter dans le chapitre suivant.
Soit C une constante strictement supérieure à 1. Si la métrique gM est de courbure
inférieure à −1, alors la métrique 1C2 gM est de courbure inférieure à −C
2. Or il est clair
que si j est une représentation fuchsienne et ρ une représentation à valeurs dans Isom(M),
on a
Lip 1
C2
gM
(j, ρ) =
1
C
LipgM (j, ρ) ,
et que par conséquent,
DomC (S, Isom(M,gM )) = Dom
(
S, Isom(M,
1
C2
gM )
)
.
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On peut donc appliquer le théorème précédent pour obtenir une description de
DomC(S, Isom(M,gM )) pour une constante C > 1. Dans ce cas-là, aucune représenta-
tion de pi1(S) dans Isom(M, 1C2 gM ) n’est fuchsienne, puisque la courbure de
1
C2
gM est
partout strictement inférieure à −1. On obtient donc le corollaire suivant :
Corollaire 3.2.12. Soit S une surface compacte orientée de genre supérieur à 2 et
(M,gM ) un espace riemannien CAT(−1). Pour tout C > 1, l’espace DomC(S, Isom(M)),
qui fibre au dessus de Rep(S, Isom(M)), est homéomorphe comme espace fibré au produit :
T (S)× Rep(S, Isom(M)) .
En particulier, pour toute représentation ρ : pi1(S) → Isom(M), le domaine DomC(ρ) est
homéomorphe à T (S).
On peut appliquer ce corollaire au cas où M est également l’espace hyperbolique et
ρ une représentation fuchsienne. Étant donnée une constante C > 1 et un point ρ dans
T (S), le domaine DomC(ρ) n’est autre que la boule ouverte à gauche de centre ρ de rayon
logC pour la distance asymétrique de Thurston, c’est-à-dire l’ouvert
{j ∈ T (S) | dTh(j, ρ) < logC} .
On en déduit le fait suivant :
Corollaire 3.2.13. Les boules ouvertes à gauche pour la distance asymétrique de Thurston
sont contractiles.
Remarque 3.2.14. D’après un théorème de Wolpert [Wol87], les fonctions longueurs j 7→
l(j(γ)) sur l’espace de Teichmüller sont convexes pour la métrique de Weil–Petersson. On
en déduit que les boules à droite pour la distance de Thurston sont contractiles. Cependant,
le caractère asymétrique de cette distance ne permet pas d’en déduire le corollaire 3.2.13.
À notre connaissance, ce résultat est nouveau.
Les théorèmes 3.2.2 et 3.2.10 seront prouvés dans la section 3.4.
3.3 Applications harmoniques équivariantes
Cette section constitue un bref rappel de la théorie des applications harmoniques et plus
particulièrement des applications harmoniques tordues sur une surface de Riemann. Notre
but est d’introduire tous les outils qui seront nécessaires à la preuve des théorèmes 3.2.2 et
3.2.10. Pour plus de détails sur les applications harmoniques, on pourra consulter l’article
de Daskalopoulos et Wentworth [DW07].
3.3.1 Applications harmoniques
Une application harmonique entre deux variétés riemanniennes est un point critique
de la fonctionnelle d’énergie, qui associe à une fonction f la moyenne de la norme au
carré de df . Nous nous intéresserons ici au cas d’applications harmoniques définies sur des
surfaces. Nous choisissons donc de nous restreindre d’emblée à ce cadre-là, bien que les
définitions et les résultats d’existence soient valables dans un cadre plus général.
Soit S une surface orientée munie d’une métrique riemannienne g0. Une 2-forme symé-
trique sur S est une section lisse du fibré Sym2T ∗S. Une telle forme sera dite positive si
elle est positive en tout point.
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Définition 3.3.1. Soit g1 une 2-forme symétrique positive sur S. Soit A le champ d’endo-
morphismes symétriques de (TS, g0) tel que g1 = g0( · , A · ). La densité d’énergie de g1(par
rapport à la métrique riemannienne g0) est la fonction
x 7→ eg0(g1)(x) =
1
2
Tr(Ax) .
Soit f une application lisse de (S, g0) à valeurs dans une variété riemannienne (M,gM ).
La densité d’énergie de f est la densité d’énergie du tiré en arrière de gM par f :
eg0(f)(x) = eg0(f
∗gM )(x) .
Lorsque cela ne prêtera pas à confusion nous omettrons d’indicer la densité d’énergie
par la métrique g0 et nous écrirons simplement “e(f)”.
Définition 3.3.2. L’énergie totale de l’application f est l’intégrale sur la surface S de la
densité d’énergie :
E(f) =
∫
S
e(f)(x)Volg0(x) ,
où Volg0 désigne la forme volume induite par la métrique g0.
Considérons maintenant une représentation ρ : pi1(S) → Isom(M) et une application
lisse ρ-équivariante f : S˜ → M . Comme ρ(pi1(S)) agit sur M par isométries, la 2-forme
symétrique f∗gM sur S˜ est préservée par l’action de pi1(S) et la densité d’énergie eg˜0(f)
est donc invariante par l’action du groupe fondamental. On peut alors définir la densité
d’énergie de f sur S comme la fonction eg0(f) induite par passage au quotient et l’énergie
totale E(f) comme l’intégrale de eg0(f) contre le volume de la métrique g0.
À partir de maintenant, S désignera une surface compacte orientée de genre supérieur
à 2. Supposons que f : S → M minimise l’énergie parmi toutes les applications lisses qui
lui sont homotopes. Alors f doit vérifier une équation au dérivées partielles qui s’exprime
comme l’annulation d’un opérateur appelé champ de tension.
Définition 3.3.3. Soit f : (S, g0) → (M,gM ) une application lisse. Voyons df comme
un morphisme de fibrés de TS dans f∗TM et munissons TS et f∗TM des connexions de
Levi–Civita associées respectivement à g0 et à gM .
– La seconde forme fondamentale de f est la section de Sym2T ∗S⊗ f∗TM définie par
IIf (X,Y ) = ∇Xdf(Y )− df(∇XY ) , (3.3)
– Le champ de tension de f est la trace de la seconde forme fondamentale :
τ(f) := Trg0 II
f = IIf (e1, e1) + IIf (e2, e2) (3.4)
où (e1, e2) un repère orthonormé quelconque de (TS, g0),
– L’application f est dite harmonique si son champ de tension est identiquement nul.
Proposition 3.3.4. Si f : S → M minimise la fonctionnelle d’énergie parmi toutes les
applications homotopes à f , alors f est harmonique.
De même, une application ρ-équivariante de S˜ dans M qui minimise l’énergie parmi
toutes les applications équivariantes qui lui sont homotopes est harmonique.
Remarquons enfin que l’énergie totale d’une application f ne dépend en fait que de la
classe conforme de la métrique g0 sur S. En effet, comme S est de dimension 2, si g0 est
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multipliée par une fonction strictement positive σ, l’énergie de f est multipliée par 1σ , mais
le volume est multiplié par σ et l’énergie totale de f est donc préservée. Il en découle que
l’harmonicité d’une fonction f définie sur une surface S dépend également uniquement de
la classe conforme de la métrique riemannienne sur S.
Théorèmes d’existence
Dans [ES64], Eells et Sampson étudient le flot de l’équation parabolique :
d
dt
ft(x) = τ(ft)x
et prouvent que, sous une hypothèse de courbure, ce flot est bien défini pour tout temps
et que la constante de Lipschitz de ft peut être contrôlée uniformément le long d’une
trajectoire. Ils en déduisent alors le premier théorème général d’existence d’applications
harmoniques :
Théorème 3.3.5 (Eells–Sampson). Soit S une surface de Riemann compacte, (M,gM )
une variété riemannienne compacte de courbure sectionnelle négative et f : S → M une
application continue. Alors il existe une application harmonique f ′ homotope à f , qui mi-
nimise l’énergie dans sa classe d’homotopie. Si, de plus, la courbure de M est strictement
négative, alors cette application harmonique est unique, sauf si elle est à valeurs dans une
géodésique de M .
Le profond travail d’analyse de l’article de Eells–Sampson a permis d’obtenir de nom-
breuses généralisations de ce théorème. Nous nous intéresserons ici particulièrement à une
version équivariante, due à Corlette dans le cas particulier où M est l’espace symétrique
d’un groupe de Lie semi-simple [Cor88] et à Labourie dans le cas plus général où M est
un espace riemannien de courbure négative [Lab91].
L’idée de ce théorème est de considérer le flot de Eells–Sampson pour des applications
équivariantes. La courbure négative de l’espace d’arrivée garantit un contrôle uniforme
sur la constante de Lipschitz des applications équivariantes ft. Pour conclure comme dans
le cas de Eells et Sampson, il reste à voir que cette famille d’applications équivariantes
et équi-lipschitziennes ne peut pas “partir à l’infini”. Or nous avons vu au cours de la
preuve du théorème 3.1.7 que, lorsque M est un espace CAT(−1), si une famille d’appli-
cations ρ-équivariantes et équi-lipschitziennes est non bornée, alors la représentation ρ est
parabolique (proposition 3.1.20). Le théorème suivant découle de cette remarque :
Théorème 3.3.6 (Corlette [Cor88], Labourie [Lab91]). Soit S une surface fermée munie
d’une structure conforme, (M,gM ) un espace riemannien CAT(−1) et ρ une représentation
de pi1(S) dans Isom(M) qui ne fixe pas un point de ∂∞M . Alors il existe une unique
application harmonique ρ-équivariante de S˜ dans M .
Remarque 3.3.7. Ce théorème est en fait un cas particulier du théorème de Corlette et
Labourie qui traite plus généralement d’applications harmoniques tordues à valeurs dans
un espace de courbure négative.
Cas des représentations paraboliques
Si ρ est une représentation parabolique, il n’existe pas nécessairement d’application
ρ-équivariante harmonique. Ces représentations peuvent néanmoins être intégrées à la
théorie, grâce aux quelques remarques qui suivent.
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Considérons d’abord une représentation ρ qui fixe les extrémités d’une géodésique γ. Il
existe alors plusieurs applications harmoniques ρ-équivariantes de S˜ dansM , qui prennent
leurs valeurs dans la géodésique γ et sont toutes identiques modulo une translation le long
de γ. Ces applications harmoniques induisent des fonctions harmoniques à valeurs dans R,
qui sont les primitives de la 1-forme harmonique ωρ sur S dont les périodes sont données
par le morphisme m tel que
l(ρ(γ)) = |m(γ)|
pour tout γ ∈ pi1(S). En particulier, si f est une application ρ-équivariante harmonique,
on a
f∗gM = ω2ρ ,
qui ne dépend pas du choix de f .
Lorsque ρ fixe un unique point dans ∂∞M , il n’existe pas d’application harmonique
ρ-équivariante. En revanche, d’après le lemme 3.1.18, il existe bien un morphisme m à
valeurs dans R tel que l(ρ(γ)) = |m(γ)| pour tout γ ∈ pi1(S). On peut alors considérer la
1-forme harmonique ωρ dont les périodes sont données par m.
Proposition 3.3.8. Soit ρ une représentation parabolique de pi1(S) dans Isom(M). Alors
l’infimum des énergies des applications ρ-équivariantes de S˜ dans M est égal à∫
S
eg0(ω
2
ρ)Volg0 .
Plus précisément, si fn est une suite d’applications lisses et ρ-équivariantes dont l’énergie
totale converge vers l’infimum des énergies de toutes les applications lisses ρ-équivariantes,
alors f∗ngM converge L
2 vers ω2ρ.
Preuve. L’intégrale ∫
S
eg0(ω
2
ρ)Volg0
n’est autre que l’énergie d’une fonction harmonique m-équivariante de S˜ dans R. Pour
montrer qu’elle est égale à l’infimum des énergies d’applications ρ-équivariantes de S˜ dans
M , la preuve est identique à la celle du lemme 3.1.19.
Soit p ∈ ∂∞M un point fixe de ρ et x0 un point base quelconque de M . Pour toute
application lisse et ρ-équivariante f : S˜ →M , on pose
f¯ = Bp,x0 ◦ f .
On observe que f¯ est m-équivariante et que
eg0(f¯) ≤ eg0(f) .
Réciproquement, si g : S˜ → R est m-équivariante, on peut trouver une application ρ-
équivariante f : S˜ → M telle que g = f¯ et dont l’énergie soit arbitrairement proche de
celle de g. On en déduit que
inf
{
Eg0(f), f : S˜ →M ρ-équivariante
}
= inf
{
Eg0(g), g : S˜ → R m-équivariante
}
=
∫
S eg0(ω
2
ρ)Volg0 .
(3.5)
Pour prouver le second point, considérons une suite minimisante fn. Alors la suite
f¯n = Bp,x0 ◦ fn
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est encore minimisante, d’où l’on déduit que
f¯∗ndx
2 −→
n→+∞
ω2ρ
dans L2. Par ailleurs, ∣∣∣Eg0(fn)−Eg0(f¯n)∣∣∣ −→n→+∞ 0
d’après (3.5), d’où ∫
S
Trg0
(
f∗ngM − f¯
∗
ndx
2
)
Volg0 −→n→+∞
0 .
Il en découle que f∗ngM converge vers ω
2 dans L2.
Il est donc naturel d’étendre la notion d’application harmonique ρ-équivariante aux re-
présentations ρ fixant un point de ∂∞M en considérant une primitive de ωρ. Pour simplifier
certains énoncés, lorsque ρ fixe un point de ∂∞M , il nous arrivera d’appeler abusivement
“application harmonique ρ-équivariante” une primitive de la 1-forme harmonique ωρ telle
que
l(ρ(γ)) =
∣∣∣∣∫
γ
ωρ
∣∣∣∣
pour tout γ ∈ pi1(S).
3.3.2 Fonctionnelles sur l’espace de Teichmüller
À l’instar de la constante de Lipschitz minimale, l’énergie d’une application harmo-
nique équivariante peut être vue comme un outil de comparaison entre une représentation
fuchsienne et une autre représentation. Si la constante de Lipschitz minimale fournit une
comparaison beaucoup plus explicite, la fonctionnelle d’énergie a l’avantage d’être profon-
dément liée à la structure analytique complexe de l’espace de Teichmüller. C’est ce que
nous allons illustrer dans cette section.
Différentielle de Hopf
Soit (S, g0) une surface munie d’une métrique riemannienne, (M,gM ) une variété rie-
mannienne et f une application lisse de S dans M . La classe conforme de g0 induit sur
S une structure complexe. Le tenseur f∗gM se décompose alors de façon unique en une
partie de type (1, 1), une partie de type (2, 0) et une partie de type (0, 2). Comme f∗gM
est réel, ses parties (2, 0) et (0, 2) sont conjuguées. On peut vérifier par ailleurs que la
partie (1, 1) de f est e(f)g0 (voir proposition 3.4.5). On obtient donc
f∗gM = e(f)g0 +Φf + Φ¯f ,
où Φf est une différentielle quadratique (i.e. une section du carré du fibré canonique de la
surface de Riemann (S, [g0])), appelée différentielle de Hopf de f .
La proposition suivante, classique, est due à Hopf.
Proposition 3.3.9 (Voir [DW07], p.21). Si f est harmonique, sa différentielle de Hopf
est holomorphe. La réciproque est vraie lorsque M est de dimension 1 ou 2.
Si f est une application ρ-équivariante de S˜ dans M , la différentielle de Hopf de f est
invariante sous l’action de pi1(S) et passe donc au quotient en une différentielle quadra-
tique sur S. Lorsque cela ne prête pas à confusion, on appellera encore différentielle de
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Hopf de f la différentielle quadratique induite par passage au quotient.
Rappelons que l’espace de Teichmüller de S peut être vu de façon équivalente comme
l’espace des structures complexes sur S modulo isotopie, comme l’espace des métriques
hyperboliques sur S modulo isotopie, ou encore comme l’espace des représentations fuch-
siennes de pi1(S) dans Isom(H2) modulo conjugaison. Dans ce chapitre, nous notons un
point de T (S) par la lettre X lorsqu’on le considère comme la surface S munie d’une
structure complexe, ou par la lettre j lorsqu’on le considère comme une représentation de
pi1(S) dans H2 de classe d’Euler maximale.
L’espace de Teichmüller est homéomorphe à R6g−6 et possède une structure complexe
[Tei82]. Si X est un point de T (S), l’ensemble des différentielles quadratiques holomorphes
sur X forme un espace vectoriel complexe de dimension 3g−3 que nous noterons Q(X). Le
fibréQT (S) défini par QX(T (S)) = Q(X) est un fibré holomorphe sur T (S) qui s’identifie,
d’après les travaux de Teichmüller, au fibré cotangent à T (S).
Fonctionnelles sur l’espace de Teichmüller
Soit (M,gM ) un espace riemannien CAT(−1) et ρ une représentation de pi1(S) dans
Isom(M). Pour toute structure conforme [g] sur S, on peut considérer f[g] l’application
harmonique ρ-équivariante de (S˜, [g˜]) dans (M,gM ). (Lorsque ρ est parabolique, on consi-
dère à la place une primitive de la forme harmonique ωρ.) Si h est un difféomorphisme de
S, on a clairement
f[h∗g] = f[g] ◦ h .
Il suit que l’énergie totale de f[g] est invariante par isotopie. Cette énergie ne dépend
également que de la classe de conjugaison de la représentation ρ. On peut donc définir une
fonction
E : T (S)× Rep(S, Isom(M))→ R+
qui à un point X de T (S) et à une représentation ρ associe l’énergie de l’application
harmonique ρ-équivariante fX de X˜ dans M . De même, il existe une application bien
définie
Φ : T (S)× Rep(S, Isom(M))→ QT (S)
qui à (X, ρ) associe la différentielle de Hopf de l’application harmonique fX .
Proposition 3.3.10. Les fonctions E et Φ sont continues.
Preuve. Il s’agit d’une conséquence classique du caractère elliptique des équations défi-
nissant l’harmonicité. Si (Xn, ρn) converge vers (X, ρ), les dérivées des applications har-
moniques ρn-équivariantes fn : X˜n → M peuvent être uniformément contrôlées par leur
énergie totale et la suite fn est donc équi-lipschitzienne. Une fois cela établi, la preuve est
similaire à celle de la continuité de la fonction Lip. Si ρ n’est pas parabolique, on en déduit
que la suite fn converge uniformément en topologie C1 vers une application ρ-équivariante
f : X˜ →M , et la conclusion suit.
Dans le cas où ρ fixe un point à l’infini, on peut encore reprendre la stratégie de
la preuve de la semi-continuité inférieure de la fonction Lip pour conclure : on trouve
une suite d’isométries (gn) telle que gn ◦ fn converge vers une application harmonique
ρ′-équivariante, puis on utilise le fait que E(X, ρ) et E(X, ρ′) sont égaux puisqu’ils ne
dépendent que tu morphisme m tel que l(ρ(γ)) = l(ρ′(γ)) = |m(γ)|.
3.3. Applications harmoniques équivariantes 105
Proposition 3.3.11 (voir [Wen07]). Pour tout ρ ∈ Rep(S, Isom(M)), la fonction E( · , ρ)
est C1 et sa différentielle en un point X0 de T (S) est donnée par
dE( · , ρ)(X0) = −4Φ(X0, ρ) .
Cas des représentations fuchsiennes
Supposons maintenant que (M,gM ) est le plan hyperbolique H2. L’espace de Teichmül-
ler s’identifie alors à une composante connexe de Rep(S, Isom(M)) et les applications E
et Φ induisent donc des applications définies sur T (S)× T (S) par simple restriction.
Soit ρ une représentation fuchsienne de pi1(S) dans Isom(H2) et X un point de T (S).
D’après le théorème de Eells–Sampson, il existe une unique application harmonique de
X dans ρ(pi1(X))\H2 telle que le morphisme induit sur le groupe fondamental envoie un
élément γ de pi1(S) sur ρ(γ). Cette application harmonique se relève en une application de
X˜ dans H2 qui n’est autre que l’unique application harmonique ρ-équivariante de X˜ dans
H2. Le théorème de Schoen–Yau affirme que cette application est un difféomorphisme.
Théorème 3.3.12 (Schoen–Yau, [SY78]). Soient g1 et g2 deux métriques riemanniennes
sur une surface compacte S. Supposons que g2 est de courbure négative. Alors l’unique ap-
plication harmonique de (S, g1) dans (S, g2) homotope à l’identité est un difféomorphisme.
Remarque 3.3.13. Dans le cas particulier où la métrique g2 est de courbure constante −1
(le cas qui nous intéresse ici), ce théorème a été obtenu indépendamment par Sampson
[Sam78].
Corollaire 3.3.14. Soit g1 une métrique hyperbolique sur S et Y un point de T (S). Alors
il existe une unique métrique hyperbolique g2 représentant Y telle que
Id : (S, g1)→ (S, g2)
est harmonique. Il existe aussi une unique métrique g′2 représentant Y telle que
Id : (S, g′2)→ (S, g1)
est harmonique.
Preuve. Soit g2 une métrique représentant Y . D’après le théorème de Schoen–Yau, l’unique
application h : (S, g1)→ (S, g2) qui est harmonique et homotope à l’identité est un homéo-
morphisme. La métrique h∗g2 représente encore le point Y de T (S), et par construction,
Id : (S, g1)→ (S, h∗g2)
est harmonique. Le second point se prouve exactement de la même façon.
Fixons un point X de l’espace de Teichmüller. L’application Φ(X, · ) envoie l’espace de
Teichmüller dans l’espace vectoriel Q(X). Sampson [Sam78] a prouvé que cette application
est une immersion injective et Wolf [Wol89] a prouvé que c’est un homéomorphisme de
T (S) dans Q(X). Ce résultat a été obtenu indépendamment par Hitchin comme une
conséquence de la paramétrisation de la variété des caractères de pi1(S) dans PSL(2,R)
par certains fibrés de Higgs [Hit87].
Théorème 3.3.15 (Sampson, Hitchin, Wolf). Pour tout point X de T (S), l’application
Φ(X, · ) : T (S)→ Q(X)
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est un homéomorphisme.
La combinaison des théorèmes de Schoen–Yau et de Sampson, Hitchin et Wolf peut se
reformuler comme une généralisation du théorème d’uniformisation :
Théorème 3.3.16 (Schoen–Yau, Sampson, Hitchin, Wolf). Soit g1 une métrique rieman-
nienne sur une surface compacte orientée S de genre supérieur à 2 et Φ une différentielle
quadratique holomorphe sur S (pour la structure complexe induite par la classe conforme
de g1). Alors il existe une unique métrique g2 sur S de courbure constante −1 telle que
g2 = eg1(g2)g1 +Φ+ Φ¯ .
Nous utiliserons enfin le résultat suivant :
Théorème 3.3.17 (Tromba, [Tro92]). Soit ρ une représentation fuchsienne. Alors la
fonction E( · , ρ) définie sur T (S) est propre.
Ce théorème a été étendu à de nombreuses autres classes de représentations (voir
[GW07]) mais nous ne l’utiliserons que dans le cas où ρ est fuchsienne.
3.4 Preuve des théorèmes de domination
Nous avons maintenant tous les outils en main pour définir un homéomorphisme de
T (S) dans Dom(ρ). Fixons donc une représentation ρ de pi1(S) dans Isom(M). On définit
l’application
Ψρ : T (S)→ T (S)
qui à X associe l’unique j (donné par le théorème de Sampson–Hitchin–Wolf) tel que
Φ(X, j) = Φ(X, ρ). On définit également
Ψ : T (S)× Rep(S, Isom(M)) → T (S)× Rep(S, Isom(M))
(X, ρ) 7→ (Ψρ(X), ρ) .
Proposition 3.4.1. Les applications Ψρ et Ψ sont continues.
Preuve. ces applications sont obtenues en composant l’application Φ, qui est continue
d’après la proposition 3.3.10, et la réciproque de Φ(X, · ), qui est un homéomorphisme
d’après le théorème de Sampson–Hitchin–Wolf.
Dans [DT13], nous prouvons le théorème suivant :
Théorème 3.4.2 (Deroin–T.). Si ρ n’est pas fuchsienne, alors l’image de Ψρ est contenue
dans Dom(ρ).
Nous prouvons ensuite dans [Tho14] :
Théorème 3.4.3. L’application
Ψ : T (S)× Repnf (S, Isom(M))→ Dom(S, Isom(M))
est un homéomorphisme.
On obtient ainsi les théorèmes 3.2.2 et 3.2.10.
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3.4.1 L’image de Ψρ est dans Dom(ρ)
Commençons par prouver le théorème 3.4.2. Pour cela, fixons une représentation ρ :
pi1(S)→ Isom(M) et un point X de l’espace de Teichmüller. Soit g0 une métrique hyper-
bolique sur S représentant le pointX et f : (S˜, g˜0)→ (M,gM ) une application harmonique
ρ-équivariante. (Si ρ fixe un point de ∂∞M , on remplace M par R et f par une primitive
de la forme harmonique ωρ.) Notons Φ la différentielle de Hopf de f . On a donc
f∗gM = eg0(f)g0 +Φ+ Φ¯ .
D’après le théorème de Sampson–Hitchin–Wolf combiné avec le théorème de Schoen–Yau,
Il existe une unique métrique hyperbolique g1 sur S telle que
g1 = eg0(g1)g0 +Φ+ Φ¯.
Par définition de Ψρ, la métrique g1 représente le point Ψρ(X) dans l’espace de Teichmül-
ler. Le théorème 3.4.2 est donc une conséquence directe du lemme suivant :
Lemme 3.4.4. Si ρ n’est pas fuchsienne, alors
f∗gM < g1
sur tout S.
En effet, connaissant cette inégalité et par compacité de S, il existe une constante
λ < 1 telle que f∗gM ≤ λ g1. L’application f : (S˜, g˜1) ≃ H2 → M est donc ρ-équivariante
et contractante. Comme la métrique g1 représente le point Ψρ(X) ∈ T (S), on a donc
Ψρ(X) ∈ Dom(ρ) .
Lorsque ρ fixe un point à l’infini, f n’est par une application ρ-équivariante à valeurs dans
M mais une application m-équivariante à valeurs dans R, où m est le morphisme de pi1(S)
dans R tel que pour tout γ ∈ pi1(S),
l(ρ(γ)) = |m(γ)| .
On déduit donc du lemme 3.4.4 que Lipg1(m) < 1. Or, d’après le lemme 3.1.19, on a
Lipg1(m) = Lipg1(ρ) .
La conclusion est donc toujours valable dans ce cas-là.
Preuve du lemme 3.4.4
Rappelons que g0 induit naturellement une métrique hermitienne sur le fibré en droites
K2X (où KX désigne le fibré canonique de X). Étant donnée une différentielle quadratique
Φ, la fonction ‖Φ‖2g0 est donc bien définie sur S.
Proposition 3.4.5. Soit g′ une 2-forme symétrique positive sur S. Décomposons g′ sous
la forme g′ = αg + Φ + Φ¯ , où α est une fonction positive et Φ est une différentielle
quadratique. On a alors
eg0(g
′) = α
et
detg0g
′ = e(g′)2 − 4 ‖Φ‖2g0 . (3.6)
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Preuve. Soit z une coordonnée complexe locale. g0 s’écrit localement
g0 = σdzdz¯
où σ est une fonction strictement positive. On a donc
g′ = ασdzdz¯ + ϕdz2 + ϕ¯dz¯2
où α est une fonction réelle positive et ϕ une fonction à valeurs dans C. Dans les coordon-
nées (x = Re(z), y = Im(z)), on obtient
g0 = σ(dx2 + dy2)
et
g′ = (ασ + 2Re(ϕ))dx2 + (ασ − 2Re(ϕ))dy2 − 4Im(ϕ)dxdy .
On en déduit que
eg0(g
′) = α
et
detg0(g
′) = α2 − 4
|ϕ|2
σ2
= e(g′)2 − 4 ‖Φ‖2g0 .
Comme g′ est positif, on obtient en particulier que e(g′)2 − 4 ‖Φ‖2g0 ≥ 0. Il en résulte
que le système d’équations {
u+ v = e(g′)
uv = ‖Φ‖2g0
admet deux solutions positives (éventuellement identiques). Nous utiliserons le lemme
suivant :
Lemme 3.4.6. Supposons que Φ est holomorphe. Soient H et L les fonctions définies sur
S par
– H ≥ L
– H + L = eg0(g
′)
– HL = ‖Φ‖2g0 .
Alors (H − L)2 = detg0g
′ et, partout où g′ est non dégénérée, H et L sont solutions de
l’équation aux dérivées partielles suivante :
∆0 log(u) = −2κ(g′)
(
u−
‖Φ‖2g0
u
)
− 2 , (3.7)
où κ(g′) désigne la courbure de Gauss de la métrique g′ et ∆0 le laplacien de la métrique
g0.
Preuve. Le fait que (H−L)2 = detg0g
′ est une reformulation de (3.6). Le second point est
un résultat classique qu’on trouve par exemple dans l’article de Schoen–Yau [SY78] (voir
aussi [Wol89]). Notons U le domaine de S où g′ est non dégénérée et f l’identité sur U ,
vu comme application de (U, g0) dans (U, g′). On a alors
H = ‖∂f‖2
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et
L =
∥∥∥∂¯f∥∥∥2
(voir [SY78, équation (6)]). L’équation (3.7) découle du fait que l’application f est har-
monique, puisque sa différentielle de Hopf est holomorphe (voir [SY78, équations (16) et
(17)]).
Revenons à la comparaison des métriques
f∗gM = e(f)g0 +Φ+ Φ¯
et
g1 = e(g1)g0 +Φ+ Φ¯ .
Introduisons les fonctions H1 et L1 telles que
H1 ≥ L1 ,
e(g1) = H1 + L1
et
H1L1 = ‖Φ‖
2
g0
,
ainsi que les fonctions H2 et L2 telles que
H2 ≥ L2 ,
e(f) = H2 + L2
et
H2L2 = ‖Φ‖
2
g0
.
Le lemme 3.4.6 implique donc directement les faits suivants :
– L1,H1, L2,H2 sont positives,
– Volg1 = (H1 − L1)Volg0 (en particulier, H1 > L1),
– detg0f
∗gM = (H2 − L2)2,
– H1 et L1 sont toutes deux solutions de l’équation aux dérivées partielles
∆0 log(u) = 2u− 2
‖Φ‖2g0
u
− 2 , (3.8)
– Sur l’ouvert U de S où f∗gM est non dégénérée, H2 et L2 sont des fonctions lisses
solutions de l’équation
∆0 log(u) = 2βu− 2β
‖Φ‖2g0
u
− 2 , (3.9)
où β = −κ(f∗(gM )).
Rappelons que dans le cas où la représentation ρ fixe un point à l’infini de M , le tenseur
f∗gM est remplacé par le tenseur ω2ρ. Dans ce cas, H2 et L2 sont encore bien définies et
sont égales en tout point.
Remarque 3.4.7. Le domaine U où f∗gM est non dégénérée est soit vide, soit dense,
d’après [Sam78, Corollaire du théorème 3].
La preuve du théorème utilise dans un cadre plus général un principe du maximum
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déjà utilisé par Sampson pour prouver l’injectivité de l’application Φ(X, · ). Pour pouvoir
utiliser ce principe du maximum, le point clé est le lemme suivant, sans doute classique.
On en trouve une version légèrement plus faible dans [Sam78] (théorème 7) :
Lemme 3.4.8. Pour tout x dans U , on a κ(f∗gM )(x) ≤ −1. De plus, cette inégalité est
stricte, sauf lorsque la seconde forme fondamentale de l’image de S˜ par f s’annule au
point f(x˜) (où x˜ désigne un relevé quelconque de x à S˜). En particulier, si κ(f∗gM ) est
identiquement égal à −1 sur U , alors l’image de U par f est totalement géodésique.
L’idée de la preuve de ce lemme est que l’image d’une application harmonique est
toujours courbée “négativement” dans l’espace ambiant parce qu’elle admet en tout point
deux directions dans lesquelles les courbures principales sont opposées. Par conséquent la
courbure de la métrique restreinte à l’image, qui est la somme de la courbure sectionnelle
du plan tangent et d’un terme de “courbure extrinsèque”, est inférieure à −1. Donnons
maintenant une preuve rigoureuse.
Preuve du lemme 3.4.8. Notons U˜ l’image réciproque de U par l’application de revêtement
de S˜ dans S. Par définition de U , l’application f est une immersion en restriction à U˜ .
Soit V un ouvert de U˜ , assez petit pour que N := f(V ) soit une sous-variété plongée dans
M . Puisque f : (V, f∗gM )→ (N, gM |N) est une isométrie, il nous faut simplement prouver
que (N, gM |N ) a une courbure inférieure à −1. Soit (e1, e2) un repère orthonormé de TN .
La courbure de N est reliée à la courbure sectionnelle de TN dans l’espace ambiant M
par la relation suivante :
κN = κM (TN) + 〈IIN (e1, e1), IIN (e2, e2)〉 − ||IIN (e1, e2)||2 , (3.10)
où IIN (u, v) désigne la seconde forme fondamentale de N . On peut encore réécrire cette
identité :
κN = κM (TN) +
codim(N)
Jac(f)2
· E
(
detg0(〈II
N (df(·), df(·)), n〉)
)
(3.11)
où E désigne la moyenne sur tous les vecteurs unitaires n orthogonaux à TN et où Jac(f)
désigne le jacobien de f : (V, g0)→ (N, gMN ).
La seconde forme fondamentale de f (voir (3.3)) et celle de N sont quant à elles reliées
par
IIf (X,Y ) = IIN (df(X), df(Y )) + df
(
∇f
∗g
X Y −∇
g0
XY
)
. (3.12)
En particulier, puisque les deux termes du membre de droite sont orthogonaux et comme
f est harmonique, on obtient
Trg0 II
N (df(·), df(·)) = 0 .
Pour tout vecteur unitaire n ∈ TM orthogonal à TN , on a donc :
Trg0〈II
N (df(·), df(·)), n〉 = 0 .
Par conséquent, les valeurs propres de la forme quadratique 〈IIN (df(·), df(·)), n〉 sont
opposées et detg0(〈II
N (df(·), df(·)), n〉) ≤ 0, avec égalité si et seulement si la forme qua-
dratique 〈IIN (df(·), df(·)), n〉 s’annule. On déduit alors de l’équation (3.11) que
κN ≤ κM (TN) ≤ −1 ,
avec égalité si et seulement si la seconde forme fondamentale de N s’annule.
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Lemme 3.4.9. Si f n’induit pas un difféomorphisme de S˜ dans un plan totalement géo-
désique de courbure −1, alors
H2 < H1
en tout point de S.
Preuve. Commençons par remarquer que, sur le complémentaire de U , puisque f∗gM est
dégénérée, on a detg0(f
∗gM ) = 0 et donc
H2 = L2 =
√
‖Φ‖2g0 =
√
L1H1 < H1 .
Concentrons-nous donc sur le domaine U .
Rappelons que H1 ne s’annule pas puisque H1 > L1 ≥ 0. Soit x un point de S tel
que H2(x)/H1(x) est maximal. Supposons par l’absurde que H2(x) > H1(x). Alors, en
particulier, x est dans U . Les équations (3.8) et (3.9) montrent qu’au point x,
∆0 log
(
H2
H1
)
= 2(H2 −H1) + 2 ‖Φ‖
2
g0
(
1
H1
−
1
H2
)
+ 2(β − 1) (H2 − L2) , (3.13)
où β = −κ(f∗gM ). D’après le lemme 3.4.8, on a β ≥ 1. Comme H2 ≥ L2 par hypothèse, le
dernier terme de l’équation (3.13) est donc positif. Par conséquent, l’hypothèse H2(x) >
H1(x) implique clairement que ∆0 log
(
H2
H1
)
(x) > 0, ce qui contredit la maximalité de
log
(
H2
H1
)
en x. À ce maximum, on a donc nécessairement H2 ≤ H1 et donc H2 ≤ H1 sur
tout S.
Pour obtenir l’inégalité stricte, nous allons utiliser la version suivante du principe du
maximum strict, qui semble remonter à Picard :
Lemme 3.4.10 (Picard). Soit w une fonction réelle négative sur un ouvert U de C, telle
que ∆w ≥ Kw pour une certaine constante K > 0. Alors soit w ≡ 0 sur U , soit w < 0
sur U .
Dans ce lemme, ∆ désigne a priori le laplacien associé à la métrique plate, mais puisqu’il
s’agit d’un résultat local, la même conclusion est valable pour n’importe quelle métrique
conforme. Appliquons le lemme 3.4.10 à la fonction w = log
(
H2
H1
)
. Puisque β ≥ 1, on
déduit de l’équation (3.13) que
∆0 log
(
H2
H1
)
≥
(
2 +
2 ‖Φ‖2g0
H1H2
)
(H2 −H1),
et on obtient finalement
∆0w ≥ 2(H1 + L2)(ew − 1) ≥ Kw ,
où K := maxS(H1 + L2). Il découle du lemme 3.4.10 que si H2 n’est pas identiquement
égal à H1 sur U , on a H2 < H1 on U . Par ailleurs, sur le complémentaire de U , on a vu
que H2 < H1. Dans le cas où H2 = H1, le complémentaire de U est donc vide et l’équation
(3.13) montre que κ(f∗gM ) = −β = −1. D’après le lemme 3.4.8, l’image de f est alors un
plan totalement géodésique de courbure −1. De plus, dans ce cas, on a également L2 = L1
et donc f∗gM = g1, ce qui signifie que f : (S, g1) → M est un plongement isométrique.
Cela conclut la preuve du lemme 3.4.9.
D’après le lemme 3.4.9, si f : (S˜, g˜1)→ (M,gM ) n’est pas un plongement isométrique
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totalement géodésique, alors H2 < H1. Comme H2L2 = H1L1 on a également L2 > L1.
Par conséquent (H2−L2)2 < (H1−L1)2, et en ajoutant 4H2L2 = 4H1L1 à chaque membre,
on obtient que
(H2 + L2)2 < (H1 + L1)2 .
Or, rappelons que f∗gM = (H2 + L2)g0 + Φ + Φ¯ et g1 = (H1 + L1)g0 + Φ + Φ¯. Il est
donc clair que H2 + L2 < H1 + L1 implique que f∗gM < g1. Cela conclut la preuve du
lemme 3.4.4 et donc celle du théorème 3.4.2.
3.4.2 Construction de l’inverse de Ψ
Nous venons de prouver que, lorsque ρ n’est pas fuchsienne, Ψρ prend ses valeurs
dans Dom(ρ). Nous allons maintenant prouver que Ψρ : T (S) → Dom(ρ) est une bijec-
tion en explicitant son inverse. Pour cela, étant donnée une représentation fuchsienne j,
introduisons la fonction Fj,ρ définie sur T (S) par
Fj,ρ(X) = E(X, j) −E(X, ρ) .
La proposition 3.3.11 permet de calculer la différentielle de Fj,ρ. On a
dFj,ρ(X) = 4Φ(X, ρ) − 4Φ(X, j).
En particulier, X est un point critique de Fj,ρ si et seulement si Φ(X, j) = Φ(X, ρ), ce qui
signifie exactement que Ψρ(X) = j. Il nous suffit donc de prouver que, lorsque j domine
strictement ρ, la fonctionnelle Fj,ρ admet un unique point critique.
Lemme 3.4.11. Les propositions suivantes sont équivalentes :
(i) la représentation j domine strictement ρ,
(ii) la fonction Fj,ρ est propre,
(iii) la fonction Fj,ρ admet un point critique.
Démonstration.
(iii)⇒ (i). Nous venons de voir que siX est un point critique de Fj,ρ, on aΨρ(X) = j.
Dans ce cas, d’après le théorème 3.4.2, j domine strictement ρ.
(ii)⇒ (iii). Cette implication est directe : si la fonction Fj,ρ est propre, elle admet un
minimum, qui est en particulier un point critique.
(i)⇒ (ii). Supposons que j domine strictement ρ. Soit f : H2 → M une application
(j, ρ)-équivariante et λ-lipschitzienne pour un λ < 1. Soit X un point quelconque
de T (S) et h : X˜ → H2 l’unique application j-équivariante harmonique. On a donc
E(X, j) = EX(h) (où EX(h) désigne l’énergie totale de l’application h). Par ailleurs,
l’application f ◦ h est une application ρ-équivariante de X˜ dans M et comme f est
λ-lipschitzienne, on a
E(X, ρ) ≤ EX(f ◦ h) ≤ λEX(h) = λE(X, j) .
On en déduit que
Fj,ρ(X) ≥ (1− λ)E(X, j) .
Or, d’après le théorème de Tromba (théorème 3.3.17), la fonction X 7→ E(X, j) est
propre. Par conséquent, la fonction Fj,ρ est également propre.
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Proposition 3.4.12. Si Fj,ρ admet un point critique, ce point critique est l’unique mini-
mum de Fj,ρ.
Démonstration.
Soit X1 un point critique de Fj,ρ et X2 un autre point de T (S). Choisissons une
métrique g1 sur S dans la classe conforme donnée parX1 et soit g0 la métrique hyperbolique
sur S obtenue en tirant en arrière la métrique de Poincaré surH2 par l’unique application j-
équivariante de (S˜, g˜1) dans H2. Soit maintenant g2 la métrique hyperbolique représentant
X2 telle que Id : (S, g2) → (S, g0) est harmonique. Soit enfin f : (S˜, g˜1) → (M,gM )
une application ρ-équivariante harmonique. Écrivons les décompositions des différentes
métriques par rapport à g1. On a
g0 = eg1(g0)g1 +Φ+ Φ¯ ,
f∗gM = eg1(f)g1 +Φ+ Φ¯ ,
g2 = eg1(g2)g1 +Ψ+ Ψ¯ ,
où Φ et Ψ sont des différentielles quadratiques sur S et où Φ est holomorphe par rapport
à la structure conforme de g1. Notons que la même différentielle Φ apparaît dans les
décompositions de g0 et f∗gM puisque, par hypothèse, X1 est un point critique de Fj,ρ et
qu’on a par conséquent Φ(X1, j) = Φ(X1, ρ).
Lemme 3.4.13. On a l’identité suivante :
Eg2(g0)− Eg2(f
∗gM ) =
∫
S
1√
1−
4‖Ψ‖2g1
eg1 (g2)
2
(eg1(g0)− eg1(f
∗gM )) Volg1 . (3.14)
Preuve. Il s’agit d’un calcul assez élémentaire. Plaçons nous dans une coordonnée locale
complexe z = x+iy pour laquelle g1 est conforme. Notons 〈·, ·〉 le produit scalaire standard
sur C.
Toute 2-forme symétrique sur C peut s’écrire sous la forme 〈 · , G · 〉, où G est un champ
d’endomorphismes symétriques de R2 dépendant des coordonnées (x, y). Représentons un
tel endomorphisme par sa matrice dans la base canonique ( ∂∂x ,
∂
∂y ). Localement, nous
pouvons donc écrire
g0 = 〈 · , G0 · 〉 ,
g1 = 〈 · , G1 · 〉 ,
g2 = 〈 · , G2 · 〉 ,
f∗gM = 〈 · , Gf · 〉 .
Puisque g1 est conforme pour la coordonnée z, on a g1 = σ 〈 · , · 〉 pour une fonction
strictement positive σ. Écrivons par ailleurs
Φ = ϕdz2 ,
Ψ = ψ dz2 ,
où ϕ et ψ sont des fonctions à valeurs dans C. (Puisque Φ est holomorphe, ϕ l’est également,
mais cela n’est pas utile à notre calcul.)
On peut maintenant exprimerG0,G1,G2,Gf , Volg1 et Volg2 en fonction des paramètres
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σ, eg1(g0), eg1(g2), eg1(f), ϕ et ψ. On vérifie aisément que
G1 =
(
σ 0
0 σ
)
,
G0 =
(
σeg1(g0) + 2Re(ϕ) −2Im(ϕ)
−2Im(ϕ) σeg1(g0)− 2Re(ϕ)
)
,
Gf =
(
σeg1(gf ) + 2Re(ϕ) −2Im(ϕ)
−2Im(ϕ) σeg1(gf )− 2Re(ϕ)
)
,
G2 =
(
σeg1(g2) + 2Re(ψ) −2Im(ψ)
−2Im(ψ) σeg1(g2)− 2Re(ψ)
)
,
Volg1 = σ dzdz¯,
Volg2 =
√
detG2 dzdz¯ =
√
σ2eg1(g2)2 − 4|ψ|2 dzdz¯ .
Nous voulons maintenant exprimer eg2(g0) et eg2(f
∗gM ). Pour ce faire, notons qu’on peut
écrire
g0( · , · ) = 〈 · , G0 · 〉
=
〈
· , G2(G−12 G0) ·
〉
= g2( · , G−12 G0 · ) .
Par définition de la densité d’énergie, on obtient
eg2(g0) =
1
2
Tr(G−12 G0)
=
1
2
Tr
[
1
detG2
(
σeg1(g2)− 2Re(ψ) 2Im(ψ)
2Im(ψ) σeg1(g2) + 2Re(ψ)
)
×
(
σeg1(g0) + 2Re(ϕ) −2Im(ϕ)
−2Im(ϕ) σeg1(g0)− 2Re(ϕ)
)]
=
1
σ2eg1(g2)2 − 4|ψ|2
(
σ2eg1(g2)eg1(g0)− (ϕψ¯ + ϕ¯ψ)
)
.
De même, on a
eg2(f
∗gM ) =
1
σ2eg1(g2)2 − 4|ψ|2
(
σ2eg1(g2)eg1(f)− (ϕψ¯ + ϕ¯ψ)
)
.
lorsqu’on calcule la différence, les termes en ϕψ¯+ ϕ¯ψ se simplifient. (Il est essentiel ici que
f∗gM et g0 aient la même composante de type (2, 0).) On obtient en définitive :
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(eg2(g0)− eg2(f
∗gM )) Volg2 =
σ2eg1(g2)(eg2(g0)− eg2(f
∗gM ))√
σ2eg1(g2)2 − 4|ψ|2
dzdz¯
=
eg2(g0)− eg2(f
∗gM )√
1− 4
‖Ψ‖2g1
eg1 (g2)
2
Volg1 .
Puisque les paramètres de cette dernière expression sont des fonctions bien définies sur S
et que cette identité est vraie dans n’importe quelle carte locale, elle est vraie partout sur
S et on obtient le lemme 3.4.13 en intégrant.
On déduit du lemme 3.4.13 que
Eg2(g0)− Eg2(f
∗gM ) ≥
∫
S
(eg1(g0)− eg1(f
∗gM ))Volg1
≥ Eg1(g0)− Eg1(f
∗gM )
≥ E(X1, j) −E(X1, ρ)
≥ Fj,ρ(X1) ,
avec égalité si et seulement si ‖Ψ‖g1 ≡ 0, i.e. si g1 et g2 sont conformes. Or nous avons par
ailleurs Eg2(g0) = E(X2, j) (par construction de g2) et Eg2(f
∗gM ) ≥ E(X2, ρ), d’où
Eg2(g0)− Eg2(f
∗gM ) ≤ Fj,ρ(X2) .
En combinant les deux inégalités, on obtient finalement
Fj,ρ(X2) ≥ Fj,ρ(X1) ,
avec égalité si et seulement si X1 = X2. Par conséquent, X1 est l’unique minimum de la
fonction Fj,ρ.
On peut donc définir l’application Ψ−1ρ qui à j ∈ Dom(ρ) associe l’unique minimum de
la fonction Fj,ρ. Ce minimum est l’unique antécédent de j par Ψρ et Ψ−1ρ est donc bien
l’inverse de Ψρ. Enfin, l’inverse de l’application Ψ est l’application
Ψ−1 : Dom(S, Isom(M)) → T (S)× Repnf (S, Isom(M))
(j, ρ) 7→
(
Ψ−1ρ (j), ρ
)
.
Pour terminer la preuve du théorème 3.4.3, il reste à prouver que Ψ−1ρ est continue et
varie continûment avec ρ. Or Ψ−1ρ (j) est défini comme l’unique minimum d’une fonction
dépendant continûment de j et de ρ. La continuité de Ψ−1 sera donc la conséquence d’un
résultat général de topologie, selon lequel l’unique minimum d’une application propre
Fy dépendant d’un paramètre y varie continûment avec y lorsque la famille (Fy)y∈Y est
localement uniformément propre.
Définition 3.4.14. Soient X et Y deux espaces métriques et (Fy)y∈Y une famille de
fonctions continues de X dans R dépendant continûment de y pour la topologie compacte-
ouverte. Nous dirons que la famille (Fy)y∈Y est uniformément propre si, pour tout C ∈ R,
il existe un compact K ⊂ X tel que pour tout y ∈ Y et tout x ∈ X\K, Fy(x) > C.
On dira que la famille (Fy)y∈Y est localement uniformément propre si pour tout y0 ∈ Y ,
il existe un voisinage U de y0 tel que la sous-famille (Fy)y∈U est uniformément propre.
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Proposition 3.4.15. Soient X et Y deux espaces métriques et (Fy)y∈Y une famille loca-
lement uniformément propre de fonctions continues de X dans R dépendant continûment
de y (pour la topologie compacte-ouverte). Supposons que chaque Fy atteint son minimum
en un unique point xm(y) ∈ X. Alors la fonction
y 7→ xm(y)
est continue.
Preuve. Soit m(y) = Fy(xm(y)) la valeur minimale de Fy. Fixons y0 ∈ Y . Soit U un
voisinage de y0 et K un compact de X tel que pour tout y ∈ U et tout x ∈ X\K, on ait
Fy(x) > m(y0) + 1 .
Pour tout ε > 0, posons
Vε = {x ∈ X | Fy0(x) < m(y0) + ε} .
Comme Fy0 est propre et atteint son minimum au seul point xm(y0), la famille (Vε)ε>0
forme une base de voisinages de xm(y0). Soit Uε un voisinage de y0 contenu dans U tel
que pour tout y ∈ Uε et tout x ∈ K,
|Fy(x)− Fy0(x)| <
ε
2
.
(Uε existe car l’application y 7→ Fy est continue pour la topologie compacte-ouverte.)
Comme xm(y0) est clairement dans K, on a
Fy(xm(y0)) ≤ m(y0) +
ε
2
pour tout y ∈ Uε. La valeur minimale m(y) de Fy est donc inférieure à m(y0) + ε2 . En
particulier, pour ε < 2, ce minimum est atteint dans K (puisqu’en dehors de K, on a
Fy ≥ m(y0) + 1). On a ainsi xm(y) ∈ K, d’où l’on déduit que
Fy0(xm(y)) < Fy(xm(y)) +
ε
2
< m(y0) + ε .
Nous avons donc prouvé que pour tout y ∈ Uε, on a xm(y) ∈ Vε. Comme (Vε)ε>0 est une
base de voisinages de xm(y0), cela prouve que l’application y 7→ xm(y) est continue en
y0.
Proposition 3.4.16. La famille de fonctions
(Fj,ρ)(j,ρ)∈Dom(S,Isom(M))
est localement uniformément propre.
Preuve. Cela découle de la minoration obtenue dans la preuve de la propreté de Fj,ρ
(lemme 3.4.11) et de la continuité de la constante de Lipschitz minimale.
Soit (j0, ρ0) un point de Dom(S, Isom(M)). Posons λ = Lip(j0, ρ0) < 1. Soit ε > 0. Par
continuité de la fonction Lip, il existe un voisinage U de (j0, ρ0) dans Dom(S, Isom(M))
tel que pour tout (j, ρ) ∈ U ,
Lip(j, ρ) ≤ λ+ ε ,
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et
Lip(j0, j) ≤ 2 .
De la première inégalité, on déduit, comme dans la preuve du lemme 3.4.11, que pour tout
(j, ρ) ∈ U et tout X ∈ T (S), on a
Fj,ρ(X) ≥ (1− λ− ε)E(X, j) .
De la deuxième inégalité, on déduit de façon similaire que pour tout (j, ρ) ∈ U et tout
X ∈ T (S), on a
E(X, j0) ≤ 2E(X, j) .
On obtient finalement que pour tout (j, ρ) ∈ U et tout X ∈ T (S),
Fj,ρ(X) ≥
1− λ− ε
2
E(X, j0) .
Or, d’après le théorème de Tromba, la fonction E( · , j0) est propre. Pour ε < 1 − λ,
on a donc obtenu une minoration uniforme des Fj,ρ par une fonction propre. La famille
(Fj,ρ)(j,ρ)∈U est donc uniformément propre.
Cette dernière proposition conclut la preuve du théorème 3.4.3 et donc celle du théo-
rème 3.2.10. En effet, puisque la famille (Fj,ρ)(j,ρ)∈Dom(S,Isom(M)) est localement uniformé-
ment propre, l’unique minimum de Fj,ρ, qui est égal à Ψ−1ρ (j), varie continûment avec
(j, ρ) d’après la proposition 3.4.15.

Chapitre 4
Variétés anti-de Sitter compactes
de dimension 3
Ce chapitre est consacré à la géométrie anti-de Sitter. Nous y appliquons les ré-sultats du chapitre précédent pour décrire l’espace de déformation des structures
anti-de Sitter sur les variétés compactes de dimension 3. Rappelons qu’une variété anti-
de Sitter est une variété lorentzienne de courbure constante −1. La théorie en dimension
3 est très différente des dimensions supérieures, à cause du fait que les variétés anti-de
Sitter de dimension 3 sont localement modelées sur un groupe de Lie, à savoir PSL(2,R)
muni de sa métrique de Killing, dont le groupe d’isométries s’identifie, à indice fini près,
à PSL(2,R)× PSL(2,R) agissant par translations à gauche et à droite.
Rappelons que le groupe PSL(2,R) peut être vu comme le groupe des isométries de H2
qui préservent l’orientation. D’après les travaux successifs de Kulkarni et Raymond [KR85],
Klingler [Kli96] et Kassel [Kas09], les variétés anti-de Sitter compactes de dimension 3 sont,
à revêtement fini près, de la forme
j × ρ(pi1(S))\PSL(2,R) ,
où S est une surface compacte orientée, j : pi1(S) → PSL(2,R) une représentation fuch-
sienne et ρ : pi1(S)→ PSL(2,R) une représentation strictement dominée par j, au sens de
ch.3, définition 3.1.3. On en déduit en particulier qu’une variété anti-de Sitter compacte
admet un revêtement fini qui est un fibré en cercles au dessus d’une surface compacte de
genre supérieur à 2 et qu’elle est elle-même un fibré de Seifert (voir définition 4.3.5).
Dans l’article de survol sur la géométrie anti-de Sitter [BBD+12], les auteurs posent la
question suivante, motivée par le théorème de Kassel (question 2.1) :
Question. Quelle est la topologie de l’espace Adm(S) des couples (j, ρ) dans T (S) ×
Rep(S,PSL(2,R)) tels que j domine strictement ρ ? En particulier, quelles sont ses com-
posantes connexes ?
Les résultats du chapitre précédent répondent à cette question et fournissent le résultat
suivant, qui n’est autre que l’application du théorème 3.2.10 au cas où M est le plan
hyperbolique :
Théorème 4.0.17. Soit S une surface compacte orientée de genre g ≥ 2. Alors l’espace
Adm(S) est homéomorphe à
T (S)×
∐
2−2g<k<2g−2
Repk(S) ,
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où Repk(S) désigne l’ensemble des représentations de pi1(S) dans PSL(2,R) de classe
d’Euler k. En particulier, Adm(S) possède 4g− 5 composantes connexes, classifiées par la
classe d’Euler de ρ.
Le théorème 4.2.7 ne répond cependant pas à une autre question intéressante : celle de
décrire les composantes connexes de l’espace de déformation des structures anti-de Sitter
sur une variété compacte donnée.
Le problème est double. D’une part, la topologie d’un quotient de la forme
j × ρ(pi1(S))\PSL(2,R)
dépend de la classe d’Euler de la représentation ρ. Autrement dit, les différentes compo-
santes connexes de l’espace Adm(S) paramètrent bien des espaces de structures anti-de
Sitter, mais sur des variétés différentes. D’autre part, les théorèmes de Kulkarni–Raymond
et Kassel décrivent uniquement les variétés anti-de Sitter compactes à revêtement fini près.
Comme le groupe fondamental de PSL(2,R) est isomorphe à Z, on peut construire d’autres
variétés anti-de Sitter compactes en quotientant un revêtement fini de PSL(2,R). Nous
verrons qu’on obtient ainsi de nouvelles composantes connexes de l’espace de déformation
des structures anti-de Sitter sur une variété donnée.
Pour décrire l’espace de déformation des structures anti-de Sitter sur une variété com-
pacte donnée, il nous faudra donc commencer par obtenir une version fine des théorèmes
de Kulkarni–Raymond et Kassel qui permette de décrire tous les quotients compacts du
revêtement universel de PSL(2,R). En regroupant ensuite les quotients qui sont topolo-
giquement identiques, nous serons alors capables de décrire l’espace de déformation des
structures anti-de Sitter sur un fibré en cercle de classe d’Euler k au dessus d’une surface
compacte orientée S de genre g ≥ 2. Il apparaîtra que cet espace peut posséder plu-
sieurs composantes connexes, qui sont classifiées par un invariant n que nous appellerons
longueur de la fibre (définition 4.4.1). Cet invariant prend exactement toutes les valeurs
entières strictement comprises entre 0 et 4g−4k , ainsi que la valeur rationnelle
2g−2
k (pro-
position 4.4.2 et théorème 4.4.6).
Le chapitre est organisé de la façon suivante. Dans la section 4.1, après quelques rap-
pels et notations sur l’espace anti-de Sitter de dimension 3 et son groupe d’isométries,
nous retracerons les divers résultats obtenus depuis le début des années 80 concernant
les variétés anti-de Sitter compactes de dimension 3. Nous énoncerons en particulier les
théorèmes de Kulkarni–Raymond et Kassel. Dans la section 4.2, nous donnerons quelques
précisions sur la description de l’espace Adm(S). Ce sera également l’occasion de quelques
rappels sur l’espace des représentations d’un groupe de surface à valeurs dans PSL(2,R).
Dans la section 4.3, nous énoncerons une version fine des théorèmes de Kulkarni–
Raymond et Kassel afin de décrire toutes les variétés anti-de Sitter compactes (pas uni-
quement à revêtement fini près). Nous donnerons alors une preuve explicite du fait que
les variétés anti-de Sitter compactes de dimension 3 sont des fibrés de Seifert, basée sur
un argument de Guéritaud–Kassel [GK13]. Cela nous permettra ensuite de décrire, dans
la section 4.4, l’espace de déformation des structures anti-de Sitter sur un fibré en cercle
donné. Enfin, nous calculerons dans la section 4.5 le volume de ces variétés anti-de Sitter
(théorème 4.5.1) et nous constaterons en particulier que ce volume est constant sur les
composantes connexes de l’espace de déformation, ce qui répondra à la question 2.2 de
[BBD+12].
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4.1 Géométrie anti-de Sitter en dimension 3
4.1.1 Espaces anti-de Sitter
Rappelons qu’une variété anti-de Sitter est une variété lisse munie d’une métrique
lorentzienne de courbure constante −1. En dimension 3, ces variétés sont localement iso-
métriques au groupe PSL(2,R) muni de sa métrique de Killing κ. Nous le noterons pour
simplifier P1.
Les géodésiques de P1 sont les translations à gauche de sous-groupes à un paramètre.
Les sous-groupes à un paramètre diagonalisables sont des géodésiques de type espace (i.e.
où la métrique de Killing est positive), les sous-groupes unipotents sont des géodésiques
de type lumière (où la métrique de Killing est nulle) et les sous-groupes compacts sont des
géodésiques de type temps (où la métrique de Killing est négative). En particulier, toutes
les géodésiques de type temps de P1 sont des géodésiques fermées simples de longueur pi.
Le groupe des isométries de P1, que nous noterons I1, est isomorphe à un produit
semi-direct
(PSL(2,R)× PSL(2,R)) ⋊ V4 ,
où PSL(2,R) × PSL(2,R) agit par translations à gauche et à droite et où V4 désigne le
groupe isomorphe à Z/2Z × Z/2Z engendré par les transformations
g 7→ g−1
et
g 7→ σgσ ,
avec
σ =
(
1 0
0 −1
)
.
En particulier, la composante neutre I01 du groupe des isométries est isomorphe à P1×P1.
Cette composante neutre est exactement l’ensemble des isométries de P1 qui préservent
une orientation et une orientation du temps. Dans la suite, nous nous restreindrons par
commodité à des variétés anti-de Sitter orientables et orientables dans le temps, qui sont
donc des (I01 , P1)-variétés.
Remarquons que PSL(2,R) n’est pas simplement connexe. Son groupe fondamental
est isomorphe à Z. Nous noterons Pk le revêtement à k-feuillets de PSL(2,R) et P∞ son
revêtement universel. On notera également Ik (resp. I∞) le groupe des isométries de Pk
(resp. P∞). Le revêtement Pk (resp. P∞) de P1 est un groupe Lie de centre Zk ≃ Z/kZ
(resp. Z∞ ≃ Z). Notons encore abusivement Zk (resp. Z∞) le plongement diagonal de Zk
(resp. Z∞) dans Pk × Pk (resp. P∞ × P∞). L’action de Pk × Pk sur Pk par translations à
gauche et à droite passe au quotient en une action fidèle du groupe
I0k = Pk × Pk/Zk .
Cette action préserve la métrique de Killing de Pk, ce qui identifie I0k au groupe des
isométries de Pk préservant une orientation et une orientation du temps. De même, le
groupe I0∞ des isométries de P∞ préservant une orientation et une orientation dans le
temps s’identifie à
P∞ × P∞/Z∞ .
Notons que que le groupe I01 contient des sous-groupes qui agissent transitivement et
proprement sur P1. Ces sous-groupes sont tous inclus, à conjugaison par un élément de I1
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près, dans le groupe J1 = PSL(2,R)×PSO(2). Le relèvement J∞ de J1 dans I∞ agit sur P∞
en préservant une métrique riemannienne. Les (J∞, P∞)-variétés peuvent donc être vues
soit comme des variétés riemanniennes localement homogènes modelées sur la sixième des
huit géométries de Thurston, soit comme des variétés anti-de Sitter particulières, appelées
standard.
4.1.2 Quotients compacts
L’étude des variétés anti-de Sitter compactes de dimension 3 a commencé dans les
années 80 par l’étude des variétés standard, motivée par le programme de géométrisation
de Thurston. Le fibré unitaire tangent à une surface hyperbolique compacte, par exemple,
s’identifie au quotient de PSL(2,R) par un réseau cocompact et sans torsion, et possède
donc naturellement une structure anti-de Sitter standard. On obtient une plus grande
diversité de variétés anti-de Sitter standard en considérant des réseaux de PSL(2,R) qui
possèdent de la torsion, en relevant leur action à un revêtement fini de PSL(2,R) et en
ajoutant une composante de multiplication à droite par des éléments de PSO(2). Scott a
prouvé dans [Sco83] qu’il était possible d’obtenir ainsi tous les fibrés de Seifert au dessus
d’un orbifold hyperbolique, sauf ceux dont un revêtement fini est trivial.
Les premiers exemples de quotients non standard de PSL(2,R) ont été mis en évi-
dence par Goldman dans [Gol85a]. Ce dernier a montré que si j est une représentation
fuchsienne de pi1(S) dans PSL(2,R) et ρ une autre représentation d’image abélienne suffi-
samment proche de la représentation triviale (mais pas nécessairement à valeurs dans un
sous-groupe compact), alors j×ρ(pi1(S)) agit librement, proprement discontinûment et co-
compactement sur PSL(2,R). On peut donc obtenir des variétés anti-de Sitter compactes
complètes non standard en déformant des variétés standard.
Remarque 4.1.1. On sait maintenant, grâce au théorème de Klingler (voir chapitre
1, théorème 1.6.2), que toute variété anti-de Sitter compacte est complète. Le théo-
rème de Goldman peut donc être vu a posteriori comme une conséquence du théorème
d’Ehresmann–Thurston : si ρ est suffisamment proche de la représentation triviale, alors
j×ρ est l’holonomie d’une structure anti-de Sitter, et cette structure est complète d’après
le théorème de Klingler.
À peu près au même moment, Kulkarni et Raymond prouvaient qu’à revêtement fini
près, toutes les variétés anti-de Sitter complètes compactes sont des quotients de P1 par
un groupe de surface. Le théorème dit des niveaux finis constitue une première étape.
Théorème 4.1.2. Soit Γ un sous-groupe de I∞ agissant librement, proprement disconti-
nûment et cocompactement sur P∞. Alors Γ intersecte non trivialement le centre de I∞.
Autrement dit, toute variété anti-de Sitter compacte de dimension 3 est revêtue par Pd
pour un certain d <∞.
Remarque 4.1.3. Le théorème des niveaux finis a été énoncé pour la première fois par
Kulkarni et Raymond dans [KR85], mais leur preuve comporte une erreur. Salein en donne
une démonstration correcte dans sa thèse [Sal99, théorème 3.3.2.3]. Zeghib a quant à lui
étendu ce théorème aux variétés anti-de Sitter compactes de dimension supérieure à 4
[Zeg98].
D’après le théorème des niveaux finis, toute variété anti-de Sitter compacte de dimen-
sion 3 orientable et orientable dans le temps est donc un revêtement cyclique fini d’un
quotient de P1 par un sous-groupe de I1 = P1 × P1. Ce sous-groupe est de type fini et,
comme P1×P1 est algébrique, il admet un sous-groupe d’indice fini sans torsion, en vertu
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du lemme de Selberg. Le théorème suivant décrit donc toutes les variétés anti-de Sitter
compactes à revêtement fini près.
Théorème 4.1.4 (Kulkarni–Raymond, [KR85]). Soit Γ un groupe discret sans torsion et
j × ρ une représentation fidèle de Γ dans PSL(2,R)× PSL(2,R). Supposons que j × ρ(Γ)
agisse proprement discontinûment et cocompactement sur PSL(2,R). Alors
– Γ est isomorphe au groupe fondamental d’une surface compacte orientée de genre
supérieur à 2,
– l’une des représentations j ou ρ est fuchsienne.
Remarque 4.1.5. Ce théorème est un cas particulier d’un théorème ultérieur de Kobaya-
shi et Kassel (voir ch.1, théorème 1.6.5).
Définition 4.1.6. Soit S une surface compacte orientée de genre supérieur à 2. Un couple
(j, ρ) de représentations de pi1(S) dans PSL(2,R) est dit admissible si j × ρ(pi1(S)) agit
proprement discontinûment et cocompactement sur PSL(2,R).
Le théorème de Kulkarni et Raymond ne dit rien des couples de représentations qui
sont ou non admissibles. Il est clair que si j est fuchsienne et ρ à valeurs dans un sous-
groupe compact, alors (j, ρ) est admissible. Par contre, s’il existe un élément γ de pi1(S)
tel que ρ(γ) est conjugué à j(γ) par un élément x de PSL(2,R), on a
j(γ)xρ(γ)−1 = x .
L’action de j × ρ(pi1(S)) sur P1 n’est alors pas propre, puisque le stabilisateur du point x
contient le sous-groupe infini engendré par γ. La question de décrire l’espace des couples
de représentations admissibles est donc non triviale.
Nous avons dit que si j est une représentation fuchsienne et ρ une représentation
suffisamment proche de la représentation triviale, alors le couple (j, ρ) est admissible.
Kulkarni et Raymond pensaient que toutes les variétés anti-de Sitter compactes pouvaient
être obtenues en déformant continûment des structures standard. Salein a prouvé dans
[Sal00] que cela était faux, en exhibant des couples de représentations admissibles (j, ρ)
avec ρ de n’importe quel classe d’Euler non extrémale (voir section 4.2). De tels couples
ne peuvent pas être obtenus en déformant le couple (j, ρtriv).
L’idée de Salein a été de constater que si j domine strictement ρ, alors le couple (j, ρ)
est admissible. Kassel a ensuite prouvé que la condition de domination est également
nécessaire :
Théorème 4.1.7 (Kassel). Soit S une surface compacte orientée de genre supérieur à 2
et (j, ρ) un couple de représentations de pi1(S) dans PSL(2,R) tel que j est fuchsienne.
Alors le couple (j, ρ) est admissible si et seulement si j domine strictement ρ.
Ce dernier théorème vient compléter une description relativement fine des variétés anti-
de Sitter compactes à revêtement fini près. Rappelons que ce théorème a été généralisé
par Guéritaud–Kassel et Guéritaud–Guichard–Kassel–Wienhard au cadre plus général des
quotients de groupes de Lie de rang 1 (voir ch.1, théorème 1.6.6).
4.2 Topologie de l’espace Adm(S)
Si j×ρ est une représentation de pi1(S) à valeurs dans P1×P1, la conjugaison de j×ρ
par l’isométrie g 7→ g−1 permute j et ρ, tandis que la conjugaison par g 7→ σgσ multiplie
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la classe d’Euler de j et de ρ par −1. Par conséquent, à conjugaison près, on peut supposer
que tout couple admissible (j, ρ) de représentations de pi1(S) vérifie
e(j) = −χ(S) .
On notera désormais Adm(S) le sous-ensemble de T (S) × Rep(S,PSL(2,R)) formé des
classes d’équivalences de couples admissibles.
D’après le théorème de Kassel, Adm(S) s’identifie à l’espace Dom(S, Isom(H2)), dont
la topologie est décrite par le théorème 3.2.10 du chapitre 3. Ce théorème fait intervenir
la topologie de l’espace Rep(S,PSL(2,R)) et nous profiterons donc de cette section pour
rappeler les divers résultats qui décrivent cette topologie.
4.2.1 Représentations d’un groupe de surface dans PSL(2,R)
Rappelons que nous désignons par Rep(S,PSL(2,R)) le quotient topologique de l’es-
pace des représentations de pi1(S) dans PSL(2,R) par l’action de PSL(2,R) par conju-
gaison. Cet espace est séparé en dehors des points correspondant à des représentations
paraboliques (i.e. qui fixent un point de ∂∞H2). Il possède de plus une structure de variété
lisse en dehors des représentations qui fixent un point de H2 ∪ ∂∞H2 (voir par exemple
[Lab11]).
Une première étape dans la description de cet espace est la caractérisation de ses
composantes connexes. D’après un célèbre théorème de Goldman, elles sont classifiées
par la classe d’Euler d’une représentation. Cet invariant admet de nombreuses définitions
équivalentes. Nous en donnons deux qui nous serviront par la suite.
Rappelons que le groupe fondamental d’une surface compacte orientée S de genre g ≥ 2
admet une présentation de la forme
〈a1, b1, . . . ag, bg |
g∏
i=1
[ai, bi] = 1〉 .
On dira que cette présentation est compatible avec l’orientation de S si le nombre d’inter-
section
ai ∧ bi
est positif pour tout i.
Définition 4.2.1. Soit ρ une représentation de pi1(S) à valeurs dans PSL(2,R). Soit
〈a1, b1, . . . ag, bg |
g∏
i=1
[ai, bi] = 1〉
une présentation de pi1(S) compatible avec l’orientation de S. Choisissons des relèvements
a˜i (resp. b˜i) de ρ(ai) (resp. ρ(bi)) à ˜PSL(2,R). Alors le produit
g∏
i=1
[a˜i, b˜i]
est un élément du centre de ˜PSL(2,R), qui ne dépend ni du choix de la présentation de
pi1(S), ni des relèvements des ρ(ai) et ρ(bi). Cet élément est une rotation de H2 d’angle
2kpi, où k est un entier appelé classe d’Euler de ρ.
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On notera e(ρ) la classe d’Euler de ρ. Il est clair d’après cette définition que la
classe d’Euler est invariante par conjuguaison et continue sur l’espace des représenta-
tions de pi1(S) dans PSL(2,R). Elle est donc constante sur les composantes connexes de
Rep(S,PSL(2,R)). La proposition suivante en donne une définition équivalente.
Proposition 4.2.2. Soit ρ une représentation de pi1(S) dans PSL(2,R). Choisissons une
application ρ-équivariante f : S˜ → H2. Notons f∗VolH2 la forme volume obtenue sur S
par passage au quotient du tiré en arrière du volume de H2 par f . Alors le nombre
1
2pi
∫
S
f∗VolH2 ,
indépendant du choix de f , est égal à la classe d’Euler de ρ.
D’après cette définition, la classe d’Euler d’une représentation fuchsienne j est égale
(au signe près) au volume du quotient j(pi1(S))\H2 divisé par 2pi. D’après la formule de
Gauss–Bonnet, on a donc
e(j) = ±χ(S) ,
où χ(S) = 2− 2g désigne la caractéristique d’Euler de S.
L’inégalité de Milnor–Wood affirme que la caractéristique d’Euler de la surface est un
extrémum pour la classe d’Euler.
Théorème 4.2.3 (Milnor–Wood). Soit ρ une représentation de pi1(S) dans PSL(2,R).
On a alors l’inégalité
χ(S) ≤ e(ρ) ≤ −χ(S) .
Remarquons qu’on peut déduire l’inégalité de Milnor–Wood du théorème 3.2.2 du
chapitre 3. En effet, d’après ce théorème, pour toute représentation ρ, on peut trouver une
représentation j fuchsienne et une application (j, ρ)-équivariante et 1-lipschitzienne de H2
dans H2. On a alors clairement
|e(ρ)| ≤ |e(j)| .
Enfin, le théorème de Goldman affirme que la classe d’Euler paramètre les composantes
connexes de Rep(S,PSL(2,R)).
Théorème 4.2.4 (Goldman, [Gol80]).
– Pour tout entier k compris entre χ(S) et −χ(S), l’ensemble des représentations de
classe d’Euler k est non vide et connexe,
– une représentation est de classe d’Euler ±χ(S) si et seulement si elle est fuchsienne.
L’espace Rep(S,PSL(2,R)) possède donc 4g − 3 composantes connexes. On notera
Repk(S,PSL(2,R)) la composante connexe formée des représentations de classe d’Euler k.
La topologie des différentes composantes connexes de Rep(S,PSL(2,R)) a été décrite par
Hitchin dans [Hit87] grâce à la paramétrisation de cet espace de représentations au moyen
des fibrés de Higgs. Rappelons que si X est une surface de Riemann et ρ une représentation
de pi1(S) dans PSL(2,R), on désigne par Φ(X, ρ) la différentielle de Hopf d’une application
harmonique ρ-équivariante de X˜ dans H2.
Théorème 4.2.5 (Hitchin). Soit S une surface compacte de genre g ≥ 2 et X un point
de T (S). Soit k un entier non nul compris entre 2 − 2g et 2g − 2 et Ψ une différentielle
quadratique holomorphe sur X. Si k 6= 0 ou si Ψ 6= 0, alors l’ensemble
{ρ ∈ Repk(S,PSL(2,R)) | Φ(X, ρ) = Ψ}
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est paramétré par l’ensemble des diviseurs effectifs de degré 2g − 2 − k sur lesquels Ψ
s’annule.
Par conséquent, pour k 6= 0, l’espace Repk(S,PSL(2,R)) est homéomorphe à un fibré
vectoriel complexe de dimension complexe g − 1 + k au dessus de la puissance symétrique
d’ordre 2g − 2− k de S.
Remarque 4.2.6. Le cas où k = 0 nécessite quelque précautions à cause de la présence
de représentations élémentaires. Or, la paramétrisation de Hitchin ne décrit que les re-
présentations semi-simples (ce qui, dans notre cas, exclut uniquement les représentations
paraboliques qui ne préservent pas une géodésique).
L’ensemble des représentations ρ semi-simples de classe d’Euler nulle vérifiant que
Φ(X, ρ) = Ψ est encore paramétré (à conjugaison près) par les diviseurs effectifs de degré
2g− 2 sur lesquels Ψ s’annule, sauf lorsque Ψ ≡ 0. Les représentations de classe d’Euler 0
de différentielle Hopf nulle sont à valeurs dans un sous-groupe compact et sont paramétrées
à conjugaison près par les fibrés en droites de degré 0 sur X.
En résumé, si on note Repss0 (S,PSL(2,R)) l’espace des représentations semi-simples de
classe d’Euler nulle et Div2g−2(X) l’ensemble des diviseurs effectifs de X de degré 2g − 2,
alors on a
Repss0 (S,PSL(2,R)) ≃homéo
{
(Ψ,D) ∈ Q(X)×Div2g−2(X) | Ψ|D = 0
}
/ ∼
où (Ψ,D) ∼ (Ψ′,D′) lorsque Ψ = Ψ′ = 0 et que D et D′ définissent le même fibré en
droite.
4.2.2 Paires admissibles
Le théorème 3.2.10 du chapitre 3 permet en particulier de décrire l’espace Adm(S) des
paires admissibles. Puisqu’une représentation de pi1(S) dans PSL(2,R) est fuchsienne si et
seulement si elle est de classe d’Euler ±χ(S), on obtient comme corollaire :
Corollaire 4.2.7. Soit S une surface compacte orientée de genre g ≥ 2. L’espace Adm(S)
est homéomorphe à
T (S)×
∐
2−2g<k<2g−2
Repk(S,PSL(2,R)) .
En particulier, Adm(S) possède 4g − 5 composantes connexes, classifiées par la classe
d’Euler de la représentation non fuchsienne de chaque paire. La topologie de chacune de
ces composantes connexes est décrite par le théorème de Hitchin.
Rappelons que le théorème 3.2.10 est plus précis. Il décrit en effet la topologie de
l’espace des représentations fuchsiennes j qui dominent strictement une représentation
ρ donnée. Il peut être intéressant, inversement, de décrire la topologie du domaine des
représentations ρ de classe d’Euler k dominées par une représentation fuchsienne j fixée.
Commençons par remarquer que ce domaine est non vide pour tout entier k strictement
compris entre 2− 2g et 2g − 2.
Théorème 4.2.8 (Salein, Guéritaud–Kassel–Wolff). Soit S une surface compacte orientée
de genre g ≥ 2 et j une représentation fuchsienne de pi1(S) dans PSL(2,R). Alors pour
tout entier k strictement compris entre 2− 2g et 2g − 2, il existe une représentation ρ de
classe d’Euler k qui est strictement dominée par j.
Ce théorème a été prouvé par Guéritaud–Kassel–Wolff dans [GKW13]. Leur idée est
de partir d’une surface hyperbolique d’holonomie j et de la “plier” en un certain sens.
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Le résultat obtenu par Salein est plus faible : dans [Sal00], il prouve seulement que pour
tout entier k strictement compris entre 2 − 2g et 2g − 2, il existe une représentation
fuchsienne j et une représentation ρ de classe d’Euler k strictement dominée par j. Nous
avons néanmoins ajouté son nom à ce théorème, car l’argument qu’il utilise peut aisément
être complété par un théorème de Troyanov pour donner le résultat.
L’idée de Salein est en effet de remarquer qu’une application (j, ρ)-équivariante et
holomorphe de H2 dans H2 est nécessairement – lorsqu’elle existe – contractante d’après
le lemme de Schwarz. Il construit alors par une méthode géométrique une représentation ρ
de classe d’Euler k qui est l’holonomie d’une structure hyperbolique branchée sur la surface
S. Cette structure hyperbolique branchée induit une structure complexe sur S, qui fournit
grâce au théorème d’uniformisation de Poincaré–Koebe une représentation fuchsienne j
pour laquelle il existe une application (j, ρ)-équivariante et holomorphe.
Pour raffiner cette preuve, il suffit de remarquer que, pour n’importe quelle structure
complexe X sur S et pour tout entier k strictement compris entre 0 et 2g − 2, on peut
trouver une métrique hyperbolique avec k points de branchement dans la classe conforme
de X. Ceci résulte d’une version du théorème d’uniformisation due à Troyanov.
Théorème 4.2.9 (Troyanov, [Tro91]). Soit X une surface de Riemann de genre g ≥ 2.
Soient x1, . . . , xk des points de X et α1, . . . αk des réels strictement positifs tels que
k∑
i=1
(αi − 2pi) < 2pi(2g − 2) .
Alors il existe une unique métrique hyperbolique conforme sur X qui possède en chaque xi
une singularité conique d’angle αi.
Les résultats de la section 3.4.2 du chapitre 3 et en particulier le lemme 3.4.11 per-
mettent de retrouver le théorème 4.2.8 et de paramétrer le domaine des représentations
ρ de classe d’Euler k strictement dominées par j. En effet, d’après le lemme 3.4.11, la
représentation ρ est strictement dominée par j si et seulement s’il existe X ∈ T (S) tel que
Φ(X, j) = Φ(X, ρ) .
De plus, un tel X, s’il existe, est unique. Or, d’après le théorème 4.2.5, l’ensemble des
représentations ρ de classe d’Euler k telles que Φ(X, j) = Φ(X, ρ) est paramétré par
l’ensemble des diviseurs positifs de degré 2g − 2 − k contenus dans les zéros de Φ(X, j).
On obtient donc le théorème suivant :
Théorème 4.2.10. Soit S une surface compacte orientée de genre g ≥ 2. Fixons une
représentation fuchsienne j de pi1(S) dans PSL(2,R) et un entier non nul k strictement
compris entre 2− 2g et 2g − 2. Alors l’ensemble
{ρ ∈ Repk(S,PSL(2,R)) | j domine strictement ρ}
est homéomorphe à l’ensemble des couples (X,D) où X est un point de T (S) et D un
diviseur positif de degré 2g−2−k sur lequel Φ(X, j) s’annule. En particulier, cet ensemble
est connexe.
Remarque 4.2.11. Le cas où k = 0 est légèrement plus délicat à cause des représentations
paraboliques. D’après la remarque 4.2.6, on a
{ρ ∈ Rep0(S,PSL(2,R)) semi-simple | j domine strictement ρ}
≃homéo
{
(X,D) | X ∈ T (S),D ∈ Div2g−2(X),Φ(X, ρ)|D = 0
}
/ ∼
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où (X,D) ∼ (X ′,D′) lorsque X = X ′ = [j] et que D et D′ définissent le même fibré en
droites.
Par ailleurs, si ρ est une représentation parabolique, l’orbite de ρ sous l’action adjointe
de PSL(2,R) contient une représentation semi-simple ρ′, et on a
Lip(j, ρ) = Lip(j, ρ′) .
On peut alors conclure à nouveau que l’ensemble
{ρ ∈ Rep0(S,PSL(2,R)) | j domine strictement ρ}
est connexe.
Les résultats du chapitre 3 permettent donc de décrire assez finement l’espace Adm(S)
et répondent en particulier à la question 2.1 de [BBD+12]. Il ne décrivent cependant pas
directement l’espace de déformation des structures anti-de Sitter sur une variété compacte
donnée ; d’abord parce que les théorèmes de Kulkarni–Raymond et Kassel ne décrivent les
variétés anti-de Sitter compactes qu’à revêtement fini près, ensuite parce que la topologie
d’un quotient de PSL(2,R) par un couple de représentations admissibles (j, ρ) dépend de
la classe d’Euler de ρ. L’objet de la suite de ce chapitre est de clarifier ces deux points.
4.3 Topologie des variétés anti-de Sitter compactes
Dans cette section, nous commençons par préciser les théorèmes de Kulkarni–Raymond
et Kassel de façon à décrire toutes les variétés anti-de Sitter compactes de dimension 3
orientables dans l’espace et dans le temps. Nous ne donnerons en aucun cas une nou-
velle preuve de ces théorèmes, mais nous en déduirons simplement une version plus fine.
Nous montrerons ensuite que ces variétés sont toutes des fibrés de Seifert en adaptant une
preuve de Guéritaud–Kassel ([GK13], proposition 7.2). Cette preuve nous servira dans la
section 4.5 au calcul du volume des variétés anti-de Sitter compactes.
4.3.1 Raffinement des théorèmes de Kulkarni–Raymond et Kassel
Notons pd la projection de I0d sur I
0
1 et r1 et r2 les projections de I
0
1 = P1 × P1 sur
chacun des facteurs.
Lemme 4.3.1 (théorème de Kulkarni–Raymond avec torsion). Soit Γ un sous-groupe
discret de I0d agissant proprement discontinûment et cocompactement sur Pd. Quitte à
passer à un revêtement de degré inférieur, supposons que Γ n’intersecte pas le centre de
I0d . Alors, à permutation des facteurs près, on a :
– r1 ◦ pd(Γ) est un réseau cocompact de PSL(2,R),
– le noyau de r1 ◦ pd|Γ est un sous-groupe cyclique central dans Γ.
– si ce noyau est non trivial, alors r2 ◦ pd(Γ) est inclus dans un sous-groupe compact
de PSL(2,R).
Preuve. Par hypothèse, Γ n’intersecte pas le centre de I0d , et la projection pd restreinte à
Γ est donc injective. De plus, pd(Γ) agit proprement discontinûment et cocompactement
sur P1. D’après le théorème de Kulkarni–Raymond, si Γ′ est un sous-groupe de Γ d’indice
fini sans torsion, alors, quitte à permuter les facteurs, r1 ◦ pd|Γ′ est injective, d’image un
réseau cocompact de P1. Comme r1 ◦ pd(Γ′) est d’indice fini dans r1 ◦ pd(Γ), on en déduit
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que r1 ◦ pd(Γ) est lui-même un réseau cocompact de P1 et que le noyau ∆ de r1 ◦ pd|Γ est
fini.
L’image de ∆ par pd est un sous-groupe fini de I01 = P1 × P1 dont la projection sur
le facteur de gauche est triviale, et s’identifie donc à un sous-groupe fini du facteur P1 de
droite, qui est donc cyclique, inclus dans un sous-groupe compact K. Supposons que ∆
soit non trivial. Alors le normalisateur de ∆ dans P1 est exactement ce sous-groupe K.
Comme ∆ est normal dans Γ, on obtient que r2 ◦ pd(Γ) est inclus dans K. Enfin, comme
K est abélien, r2 ◦ pd(Γ) commute avec ∆. Comme, par ailleurs, r1 ◦ pd(∆) est trivial, ∆
est central dans Γ.
Soit Γ un réseau cocompact de PSL(2,R). Si j et ρ sont deux représentations de Γ
dans P1, notons
ĵ × ρ
d
un relèvement à I0d (lorsqu’il existe, cf. proposition 4.3.2) de la représentation j × ρ : Γ→
P1×P1. On peut reformuler le théorème de Kulkarni–Raymond avec torsion en disant que
les quotients compacts de Pd qui ne sont pas quotients d’un revêtement de degré inférieur
ont, quitte à permuter les facteurs, l’une des deux formes suivantes :
– soit
ĵ × ρ
d
(Γ)\Pd ,
où Γ est un réseau cocompact de PSL(2,R), j une représentation fuchsienne de Γ
dans PSL(2,R) et ρ une autre représentation,
– soit
ĵ × ρ
d
(Γ)\Pd/∆k ,
où Γ est un réseau cocompact de PSL(2,R), j une représentation fuchsienne de
Γ dans PSL(2,R), ρ une représentation de Γ dans un sous-groupe compact K de
PSL(2,R), k un entier premier avec d et ∆k le sous-groupe cyclique d’ordre k de K.
Pour qu’une représentation j × ρ : Γ → P1 × P1 se relève à I0d , il existe une condi-
tion sur les classes d’Euler des représentations j et ρ (en général, la classe d’Euler d’une
représentation d’un groupe Γ dans PSL(2,R) est un élément de H2(Γ,Z)).
Proposition 4.3.2. Soit Γ un groupe de type fini et (j, ρ) un couple de représentations de
Γ dans PSL(2,R). Alors la représentation j × ρ se relève à I0d si et seulement si d divise
e(j)− e(ρ).
Preuve. Comme nous n’avons pas donné de définition générale de la classe d’Euler d’une
représentation d’un groupe à valeur dans PSL(2,R), nous nous contenterons de la preuve
dans le cas où Γ est le groupe fondamental d’une surface compacte orientée de genre g.
Considérons alors 〈a1, b1, . . . ag, bg |
∏g
i=1[ai, bi] = 1〉 une présentation de Γ. Soient j et
ρ deux représentations de Γ dans PSL(2,R). Soit z le générateur du centre Z∞ de P∞
représentant une rotation d’angle 2pi de H2. Par définition de la classe d’Euler, si j˜(ai) et
ρ˜(ai) sont des relevés quelconques de j(ai) et ρ(ai) à P∞, on a
g∏
i=1
[j˜(ai), j˜(bi)] = e(j)z
et
g∏
i=1
[ρ˜(ai), ρ˜(bi)] = e(ρ)z .
130 Chapitre 4. Variétés anti-de Sitter compactes de dimension 3
Or le centre de I∞ est le quotient de Z∞ × Z∞ par le plongement diagonal de Z∞ et le
centre de Id est le quotient du centre Z(I∞) de I∞ par d · Z(I∞). Par conséquent,( g∏
i=1
[j˜(ai), j˜(bi)],
g∏
i=1
[ρ˜(ai), ρ˜(bi)]
)
est trivial dans Z(Id) (et j×ρ se relève alors à Id) si et seulement si d divise e(j)−e(ρ).
Raffinons maintenant le théorème de Kassel pour caractériser lesquels, parmi les quo-
tients ci-dessus, sont séparés.
Lemme 4.3.3 (théorème de Kassel avec torsion). Soit Γ un réseau cocompact de PSL(2,R).
Soit j une représentation fuchsienne de Γ dans PSL(2,R) et ρ une autre représentation.
Soit d un entier qui divise e(j)− e(ρ). Alors l’action sur Pd d’un relèvement de j × ρ(Γ)
est proprement discontinue et cocompacte si et seulement si j domine strictement ρ.
En particulier, si ρ est à valeur dans un sous-groupe compact K, alors le quotient
ĵ × ρ
d
(Γ)\Pd
est séparé et le quotient
ĵ × ρ
d
(Γ)\Pd/∆k
est encore séparé.
Preuve. Le théorème de Kassel n’est pour l’instant établi que pour un sous-groupe d’in-
dice fini sans torsion. Soit donc Γ′ un sous-groupe d’indice fini de Γ sans torsion, qu’on
peut supposer distingué. Désignons par j′ et ρ′ les restrictions de j et ρ à Γ′. D’après le
théorème de Kassel, il existe une application f : H2 → H2 qui est (j′, ρ′)-équivariante et
λ-lipschitzienne, pour un λ < 1. Soit γ un élément de Γ. Notons γ · f l’application
x 7→ ρ(γ) · f(j(γ−1) · x).
Remarquons que γ · f est encore (j′, ρ′)-équivariante. En effet, pour tout γ′ ∈ Γ′, on a
(γ · f)(j(γ′) · x) = ρ(γ)f(j(γ−1γ′) · x)
= ρ(γ)f(j(γ−1γ′γ)j(γ−1) · x)
= ρ(γ)ρ(γ−1γ′γ)f(j(γ−1) · x) car γ−1γ′γ ∈ Γ′,
= ρ(γ′)ρ(γ)f(j(γ−1)x)
= ρ(γ′)(γ · f)(x) .
De plus, si γ ∈ Γ′, alors, comme f est (j′, ρ′)-équivariante, on a clairement
γ · f = f .
On a ainsi défini une action de Γ/Γ′ sur l’ensemble des applications (j′, ρ′)-équivariantes
contractantes. Soit maintenant
f¯ : H2 → H2
x 7→ Bar {γ · f(x), γ ∈ Γ/Γ′} ,
où Bar{x1, . . . , xk} désigne l’isobarycentre des points x1, . . . , xk, c’est-à-dire l’unique mi-
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nimum de la fonction
x 7→ d(x, x1)2 + . . .+ d(x, xk)2 .
D’après une propriété classique des espaces CAT(0) (voir par exemple [GK13, lemme 2.10]),
si f1, . . . fk sont des applications λ-lipschitziennes d’un espace métrique à valeurs dans un
espace CAT(0), alors l’application
x 7→ Bar{f1(x), . . . fk(x)}
est également λ-lipschitzienne. Par conséquent, l’application f¯ est λ-lipschitzienne. Elle est
également (j′, ρ′)-équivariante et elle est de plus fixée par l’action de Γ/Γ′, d’où il découle
qu’elle est en fait (j, ρ)-équivariante.
Remarque 4.3.4. Nous avons en fait prouvé plus généralement que la constante de
Lipschitz minimale est invariante par passage à un sous-groupe d’indice fini.
4.3.2 Les variétés AdS compactes sont des fibrés de Seifert
D’après le théorème de Kulkarni–Raymond (avec torsion), le groupe fondamental d’une
variété anti-de Sitter compacte de dimension 3 est isomorphe à l’image réciproque par la
projection de I0∞ dans I
0
d d’un sous-groupe de I
0
d isomorphe à une extension centrale
d’un réseau cocompact de PSL(2,R) par un groupe cyclique. Ce groupe fondamental est
donc une extension centrale du groupe fondamental d’un orbifold hyperbolique par Z et
il est donc isomorphe au groupe fondamental d’un fibré de Seifert à base hyperbolique (cf.
définition 4.3.5). En invoquant le fait qu’un fibré de Seifert à base hyperbolique et une
variété anti-de Sitter ont tous deux des revêtements universels contractiles, Kulkarni et
Raymond concluent dans [KR85] que les variétés anti-de Sitter compactes sont des fibrés
de Seifert par des arguments généraux de topologie algébrique. Le théorème de Kassel
permet de donner une preuve explicite de ce fait en construisant une fibration au dessus
d’un orbifold hyperbolique à partir d’une application équivariante contractante. Cette
fibration a en outre la particularité que ses fibres sont des géodésiques de type temps.
Avant de donner cette preuve, rappelons la définition d’un fibré de Seifert.
Définition 4.3.5. Un fibré de Seifert M de dimension 3 est une variété M munie d’un
feuilletage de dimension 1 à feuilles compactes, tel que pour toute feuille F , il existe un
entier p ≥ 1 et un entier k premier avec p tels que sur un voisinage de F , le feuilletage
est isomorphe à D(0, 1)× S1/Up, où D(0, 1) désigne le disque unité de C et où l’action du
groupe des racines de l’unité Up sur D(0, 1) × S1 est donnée par
ei2pi/p · (z, x) = (ei2pi/pz, ei2kpi/px),
On dira qu’une feuille est de type (p, k) si un voisinage de cette feuille est décrit par les
entiers p et k. Notons que p est bien défini et que k est bien défini modulo p. Si p = 1, le
feuilletage est trivial au voisinage de la feuille donnée. Une telle feuille est appelée régulière.
SiM est un fibré de Seifert compact, l’espace des feuilles de ce fibré est un espace topo-
logique compact séparé S qui possède naturellement une structure d’orbifold de dimension
2, de sorte qu’on peut voir M comme un fibré en cercles au dessus d’un orbifold. Les fibres
régulières deM se projettent sur des points lisses de S et une fibre singulière de type (p, k)
se projette sur un un point conique de S d’angle 2pip . Si l’orbifold S peut être muni d’une
métrique hyperbolique, on dira que M est un fibré de Seifert à base hyperbolique.
Corollaire 4.3.6 (Kulkarni–Raymond, Guéritaud–Kassel). Les variétés anti-de Sitter
compactes sont des fibrés de Seifert à base hyperbolique.
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Dans la preuve, nous utiliserons la propriété suivante, qui permet de construire les
fibrés de Seifert comme des quotients de fibrés en cercles.
Proposition 4.3.7 (voir [Sco83]). Soit M un fibré en cercle au dessus d’une surface S.
Soit Γ un groupe discret de difféomorphismes de S agissant proprement discontinûment
sur S et Γ˜ un relèvement de Γ en un groupe de difféomorphismes de M qui agit librement
sur M en préservant les fibres. Alors le quotient M/Γ˜ est un fibré de Seifert de base S/Γ.
Démonstration du corollaire 4.3.6.
La preuve que nous donnons est adaptée de [GK13], proposition 7.2. Commençons par
considérer un quotient de P1 par j × ρ(Γ), où Γ est isomorphe à un réseau cocompact
de P1, où j est fuchsienne et où ρ est strictement dominée par j. Soit f : H2 → H2
une application (j, ρ)-équivariante lisse et λ-lipschitzienne pour un λ < 1. Comme f est
contractante, f possède un unique point fixe et il en est de même pour g ◦ f , où g est une
isométrie quelconque de H2.
Considérons alors l’application pi : PSL(2,R)→ H2 qui à g associe l’unique point fixe de
g◦f . Nous allons montrer que pi est une submersion dont les fibres sont des géodésiques de
type temps, puis que pi passe au quotient en une fibration de Seifert de j×ρ(Γ)\PSL(2,R)
dans j(Γ)\H2.
Pour prouver que pi est une submersion, commençons par prouver un lemme classique
de calcul différentiel.
Lemme 4.3.8. Soit U un voisinage de 0 dans Rd et f : U → Rd une application telle que
f(0) = 0 et telle que ‖df0‖ < 1 pour une certaine norme d’opérateur sur Rd. Soit X un
champ de vecteur sur U , de flot Φt. Alors il existe un voisinage V de 0 inclus dans U et
un ε > 0 tels que pour tout t ∈]− ε, ε[, Φt est bien défini sur V et Φt ◦ f admet un unique
point fixe x(t). De plus, la fonction t 7→ x(t) est dérivable en 0 et on a
x˙(0) = (Id− df0)
−1 (X0) .
Preuve. Il s’agit d’une simple application du théorème des fonctions implicites. Posons
F : ]− ε, ε[×V → Rd
(t, x) 7→ Φt ◦ f(x)− x .
On a
d(0,0)F (s, u) = sX0 + d0f(u)− u .
Comme par hypothèse ‖df0‖ < 1, l’application linéaire dF(0,0) restreinte à {0} × Rd est
bijective. Par conséquent, F est une submersion au voisinage de (0, 0) et F−1(0) est donc
une sous-variété de dimension 1, transverse aux fibres t = Cste. Le lieu F−1(0) peut donc
se paramétrer localement sous la forme (t, x(t)) où x(t) est lisse et vérifie
X0 + df0(x˙(0))− x˙(0) = 0 .
La conclusion suit.
Corollaire 4.3.9. L’application pi est une submersion dont les fibres sont des géodésiques
de type temps.
Preuve. Nous allons déduire du lemme 4.3.8 un calcul de la différentielle de l’applica-
tion pi. Fixons g ∈ PSL(2,R) et identifions l’espace tangent à g avec l’algèbre de Lie de
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PSL(2,R) par parallélisme à droite. Soit u ∈ sl(2,R). Notons Xu le champ de Killing de
H2 correspondant à u, c’est-à-dire le générateur du flot
(t, x) 7→ exp(tu) · x .
Par définition, pi(g) est fixé par g◦f et, comme f est contractante, on a
∥∥∥d(g ◦ f)pi(g)∥∥∥ < 1.
En appliquant le lemme 4.3.8 à g ◦ f au voisinage de pi(g) et au champ de vecteur Xu, on
en déduit que t 7→ pi(exp(tu)g) est dérivable en 0 et que
dgpi(u) =
d
dt |t=0
pi(exp(tu)g) =
(
Id− dpi(g)(g ◦ f)
)−1
(Xu(pi(g))) .
Or l’application linéaire u 7→ Xu(pi(g)) est surjective de sl(2,R)→ Tpi(g)H2 puisque l’action
de PSL(2,R) sur H2 est transitive. De plus, l’application linéaire
(
Id− dpi(g)(g ◦ f)
)−1
est
bijective. Par conséquent, pi est bien une submersion au point g.
Pour finir, observons que si x est un point de H2 tel que g ◦ f(x) = x, alors
pi−1(x) = Kg
où K est le sous-groupe compact de PSL(2,R) fixant x. Les fibres de l’application pi
sont des translations à droite de sous-groupes compacts de PSL(2,R) et sont donc des
géodésiques de type temps.
Pour conclure la preuve du corollaire 4.3.6, il nous reste à voir que l’application pi passe
au quotient en une application de j×ρ(pi1(S))\PSL(2,R) dans j(pi1(S))\H2. Vérifions donc
que pour tout γ ∈ pi1(S) et tout g ∈ PSL(2,R), l’unique point fixe de j(γ)gρ(γ)−1 ◦ f est
l’image de l’unique point fixe de g ◦ f par j(γ).
Soit x le point fixe de g ◦ f . On a
j(γ)gρ(γ)−1 ◦ f(j(γ) · x) = j(γ)gρ(γ)−1ρ(γ) ◦ f(x) par équivariance de f ,
= j(γ)g ◦ f(x)
= j(γ) · x .
L’unique point fixe de j(γ)gρ(γ)−1 ◦ f est donc j(γ) ◦ f , ce qui prouve l’équivariance de
pi par rapport aux représentations j × ρ et j. Par conséquent, pi passe au quotient en une
fibration de Seifert de j × ρ(pi1(S))\PSL(2,R) dans j(pi1(S))\H2.
Supposons maintenant que la représentation j × ρ se relève à I0d . Soit ĵ × ρ
d
un tel
relèvement, et notons pd la projection de ĵ × ρ
d
(Γ)\Pd sur j × ρ(Γ)\P1. Il est alors clair
que la composée
pi ◦ pd : ĵ × ρ
d
(Γ)\Pd → j(Γ)\H2
est une fibration de Seifert dont les fibres sont des géodésiques de type temps de Pd.
Supposons enfin que ρ est à valeurs dans un sous-groupe compact K de P1. Soit Kd
le relèvement de K dans Pd et soit ∆k le sous-groupe cyclique d’ordre k de Kd. Le plan
hyperbolique H2 s’identifie à Pd/Kd. On définit alors aisément une fibration de Seifert
pi : ĵ × ρ
d
(Γ)\Pd/∆k → j(Γ)\H2
x 7→ xKd .
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Dans tous les cas, on conclut donc que la variété anti-de Sitter considérée possède une
structure de fibré de Seifert de base j(Γ)\H2 dont les fibres sont des géodésiques de type
temps. Ce fibré de Seifert est un fibré en cercle dès que la base est lisse, c’est-à-dire dès
que Γ est sans torsion.
4.3.3 Classification des fibrés en cercles
Pour aller plus loin, il nous faudrait maintenant déterminer quels fibrés de Seifert appa-
raissent dans le théorème 4.3.1. Seifert [Sei33] a prouvé que les fibrés qui portent son nom
sont classifiés à isomorphisme près par leur groupe fondamental. Il suffirait donc de décrire
les groupes fondamentaux des variétés anti-de Sitter obtenues dans le théorème 4.3.1.
Le groupe fondamental d’un fibré de Seifert à base hyperbolique est une extension
centrale de Z par un réseau Γ de PSL(2,R). Ces extensions centrales sont classifiées par
un élément de H2(Γ,Z) appelé classe d’Euler du fibré de Seifert. Lorsque Γ possède de la
torsion, le groupe H2(Γ,Z) n’est pas isomorphe à Z, ce qui complique la classification des
extensions centrales de Z par Γ, ainsi que la classification des composantes connexes de
Rep(Γ,PSL(2,R)) (cette classification a toutefois été effectuée par Jankins et Neumann
[JN85]). Pour cette raison, nous nous restreindrons à partir de maintenant à l’étude des
quotients qui sont des fibrés en cercles au dessus d’une surface hyperbolique.
Soit S une surface compacte orientée de genre g ≥ 2. Fixons une présentation〈
a1, b1, . . . , ag, bg |
g∏
i=1
[ai, bi] = 1
〉
de pi1(S) compatible avec l’orientation de S.
Soit M un fibré en cercles au dessus de S. Fixons une orientation des fibres et notons t
l’élément de pi1(M) représenté par une fibre parcourue dans le sens donné par l’orientation.
L’élément t est central dans pi1(S) et engendre le noyau de la projection
pi∗ : pi1(M)→ pi1(S) .
Si les a˜i (resp. b˜i) sont des relèvements des ai (resp. bi) à pi1(M), le groupe fondamental
de M admet la présentation suivante :〈
a˜1, b˜1, . . . , a˜g, b˜g, t |
g∏
i=1
[a˜i, b˜i] = tk
〉
.
L’entier k, qui ne dépend ni de la présentation de pi1(S) ni du choix des relèvements a˜i et
b˜i, est la classe d’Euler du fibré M . Notons que renverser l’orientation de S ou de la fibre
multiplie la classe d’Euler du fibré M par −1.
Proposition 4.3.10 (voir [Sei33] ou [Sco83]). Les fibrés en cercles orientés sur une surface
orientée S sont classifiés par leur classe d’Euler. Les fibrés en cercles orientables au dessus
d’une surface orientable S sont classifiés par la valeur absolue de leur classe d’Euler.
On notera M(S, k) le fibré en cercles au dessus de S de classe d’Euler k.
Remarque 4.3.11. On peut toujours munir M(S, k) d’une action de U(1) de façon à
identifier M(S, k) à un U(1)-fibré principal au dessus de S. Soit d un entier. Le quotient
de M(S, k) par l’action du sous-groupe cyclique
Ud = {ei2kpi/d, k ∈ Z} ⊂ U(1)
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est le fibré en cercle M(S, dk). Inversement, si d divise k, le fibré M(S, k) est le quotient
par une action de Ud du fibré M(S, k/d) (voir [Sco83] pour une version plus générale de
ces remarques).
La proposition suivante détermine la classe d’Euler des fibrés en cercles obtenus dans
le théorème 4.3.1 en fonction de la classe d’Euler des représentations j et ρ.
Proposition 4.3.12. Soit S une surface compacte orientée de genre g supérieur à 2 et
(j, ρ) un couple de représentations de pi1(S) dans P1, avec j fuchsienne et ρ strictement
dominée par j. Alors
– Le quotient
j × ρ(pi1(S))\P1
est difféomorphe à
M(S, 2g − 2− e(ρ)) .
– Si d divise 2g − 2− e(ρ), soit ĵ × ρ
d
un relèvement de j × ρ à Id0 . Alors le quotient
ĵ × ρ
d
(pi1(S))\Pd
est difféomorphe à
M
(
S,
2g − 2− e(ρ)
d
)
.
– Si ρ est à valeur dans un sous-groupe compact K et si d divise 2g − 2, soit ĵ × ρ
d
un relèvement de j × ρ à Id0 et ∆k le sous-groupe cyclique d’ordre k du relèvement
Kd de K à Pd. Alors le quotient
ĵ × ρ
d
(pi1(S))\Pd/∆k
est isomorphe à M
(
S, kd (2g − 2)
)
.
Preuve. D’après le corollaire 4.3.6, ces quotients sont des fibrés en cercles au dessus de S
et il suffit donc de déterminer leur groupe fondamental. Notons p∞ : I0∞ → I
0
1 l’application
de revêtement. Le quotient
j × ρ(pi1(S))\P1
a pour groupe fondamental Γ˜ = p−1∞ (j × ρ(pi1(S))). Ce groupe Γ˜ est engendré par des
relèvements
(j˜(ai), ρ˜(ai)), (j˜(bi), ρ˜(bi))
de (j(ai), ρ(ai)) et (j(bi), ρ(bi)) et par le générateur z de Z(I0∞) correspondant à une
rotation d’angle 2pi dans H2. On a donc une suite exacte
1→ Z(I0∞)→ Γ˜→ pi1(S)→ 1 .
Comme dans la preuve de la proposition 4.3.2, on observe que
g∏
i=1
[
(j˜(ai), ρ˜(ai)), (j˜(bi), ρ˜(bi))
]
= (e(j) − e(ρ)) z .
Par conséquent, Γ˜ est bien isomorphe au groupe fondamental du fibré en cercle
M (S, e(j) − e(ρ)) .
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Les deux autres cas se déduisent du premier et de la remarque 4.3.11. Il est clair en effet
que j × ρ(pi1(S))\P1 est le quotient de ĵ × ρ
d
(pi1(S))\Pd par un groupe cyclique d’ordre d
agissant sur les fibres. De même, ĵ × ρ
d
(pi1(S))\Pd/∆k est un quotient de ĵ × ρ
d
(pi1(S))\Pd
par une action fibre à fibre d’un groupe cyclique d’ordre k.
Remarque 4.3.13. Il découle de la proposition 4.3.12 que les fibrés en cercles possédant
une structure anti-de Sitter sont tous de classe d’Euler non-nulle. En effet, pour être de
classe d’Euler nulle, un tel fibré devrait être, à revêtement fini près, de la forme
j × ρ(Γ)\PSL(2,R)
avec
e(j) = e(ρ) .
Or, dans ce cas, j × ρ n’agit pas proprement sur PSL(2,R) puisque Lip(j, ρ) ≥ 1 (cf. ch.3,
remarque 3.2.1).
Nous verrons plus loin que, réciproquement, tout fibré en cercle de classe d’Euler non
nulle sur une surface compacte de genre supérieur à 2 possède une structure anti-de Sitter
(ce qui est un cas particulier d’un résultat de Scott [Sco83] et Kulkarni–Raymond [KR85]).
4.4 Espace de déformation
Notons DefAdS(M) l’espace de déformation des structures anti-de Sitter sur une variété
M . Le but de cette section est de décrire la topologie de DefAdS(M) lorsque M est un
fibré en cercle au dessus d’une surface compacte. Nous verrons en particulier que cet
espace possède un nombre fini de composantes connexes, qui sont classifiées par un nombre
rationnel que nous appellerons la longueur de la fibre.
4.4.1 Longueur de la fibre d’une variété anti-de Sitter compacte
Soit M = M(S, k) le fibré en cercles de classe d’Euler k au dessus de S. Soit γ un
lacet de M faisant le tour d’une fibre. Vu comme élément du groupe fondamental, γ est
un générateur du centre de pi1(M).
Soit maintenant q une métrique anti-de Sitter sur M . Cette métrique induit un mor-
phisme d’holonomie h : pi1(M) → I0∞. Il découle du théorème 4.3.1 que l’image de γ par
ce morphisme d’holonomie appartient au relèvement K∞ d’un sous-groupe compact à un
paramètre K de P1×P1 et que h(γ) est même central dans I0∞ si la structure anti-de Sitter
n’est pas standard. Par conséquent, il existe une géodésique fermée simple de type temps
sur M qui est homotope à γ, et toutes les géodésiques fermées de type temps homotope à
γ ont même longueur.
Définition 4.4.1. Soit M un fibré en cercle orientable au dessus d’une surface compacte
orientée S et q une métrique anti-de Sitter sur M . Nous appellerons longueur de la fibre
le nombre
n(M, q) =
1
pi
∫ 1
0
√
−q(c˙(t), c˙(t)) ,
où c : [0, 1] → M est une géodésique fermée simple de type temps librement homotope à
une fibre de M .
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La longueur de la fibre est clairement invariante par l’action de Diff(M). On peut donc
voir n comme une fonction sur l’espace de déformation des structures anti-de Sitter sur
M .
Lorsque (M, q) est isométrique au quotient
(ĵ × ρ
d
(pi1(S))\Pd ,
la longueur de la fibre est égale à d et coïncide donc avec le “niveau” de la structure anti-de
Sitter (i.e. le plus petit entier d tel que (M, q) est un quotient de Pd). Lorsque (M, q) est
isométrique au quotient
ĵ × ρ
d
(pi1(S))\Pd/∆k ,
la longueur de la fibre est égale à dk .
En particulier, la longueur de la fibre ne prend que des valeurs rationnelles. Par consé-
quent, elle est constante sur les composantes connexes de DefAdS(M) et permet donc de
distinguer diverses composantes connexes. La proposition suivante détermine les valeurs
que peut prendre la longueur de la fibre sur un fibré M fixé.
Proposition 4.4.2. SoitM =M(S, k) le fibré en cercles de classe d’Euler k > 0 au dessus
d’une surface compacte orientée S de genre g supérieur à 2. La longueur de la fibre, définie
sur DefAdS(M), prend exactement toutes les valeurs entières strictement comprises entre
0 et 4g−4k , ainsi que la valeur rationnelle
2g−2
k .
Preuve. Soit q une métrique anti-de Sitter sur M(S, k). Si q fournit une structure anti-de
Sitter standard, alors (M, q) est isométrique à un quotient de la forme
ĵ × ρ
d
(pi1(S))\Pd/∆l ,
et d’après la proposition 4.3.12, on a
k =
l
d
(2g − 2) =
2g − 2
n(M, q)
,
d’où
n(M, q) =
2g − 2
k
.
Réciproquement, on obtient une structure anti-de Sitter sur M(S, k) dont la longueur de
la fibre est 2g−2k en relevant à P2g−2 l’action de j×ρ où ρ est à valeurs dans un sous-groupe
compact, puis en quotientant à droite par un groupe cyclique d’ordre k.
Supposons maintenant que q n’est pas standard. Alors n(M, q) est entier et, d’après la
proposition 4.3.12, il existe une représentation ρ : pi1(S)→ PSL(2,R) non fuchsienne telle
que
k =
2g − 2− e(ρ)
d
=
2g − 2− e(ρ)
n(M, q)
.
On a donc
n(M, q) =
2g − 2− e(ρ)
k
,
et d’après l’inégalité de Milnor–Wood,
0 < n(M, q) <
4g − 4
k
.
Réciproquement, si d est un entier strictement compris entre 0 et 4g−4k , il existe une
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représentation ρ : pi1(S) → PSL(2,R) de classe d’Euler 2g − 2 − kd. D’après le théorème
3.2.2 (chapitre 3), il existe une représentation j de classe d’Euler 2g − 2 qui domine
strictement ρ. La représentation j × ρ se relève alors en une représentation ĵ × ρ
d
de
pi1(S) dans I0d et le quotient ĵ × ρ
d
(pi1(S))\Pd est une variété anti-de Sitter difféomorphe
à M(S, k) dont la longueur de la fibre vaut d.
Dans la section suivante, nous prouvons que chaque fibre de la fonction n est connexe.
La proposition 4.4.2 classifie donc les composantes connexes de DefAdS(M).
4.4.2 Composantes connexes des espaces de déformation
Soit M =M(S, k) le fibré en cercles orientable de classe d’Euler k > 0 au dessus d’une
surface compacte orientée S de genre g ≥ 2. Commençons par rappeler que l’espace de
déformation DefAdS(M) est paramétré par un espace de représentations de pi1(M) dans I0∞.
Proposition 4.4.3. L’espace DefAdS(M) est homéomorphe à l’espace des représentations
injectives de pi1(M) dans I0∞ agissant librement, proprement discontinûment et cocompac-
tement sur P∞, quotienté par l’action de I∞ par conjugaison.
Preuve. D’après le théorème de Klingler (voir ch.1 théorème 1.6.2), toute structure anti-de
Sitter surM est complète. Son morphisme d’holonomie fournit alors une représentation in-
jective de pi1(M) dans I∞ (bien définie modulo conjugaison) dont l’action sur P∞ est libre,
proprement discontinue et cocompacte. Comme, par hypothèse, S et M sont orientables,
le morphisme d’holonomie est en fait à valeurs dans le sous-groupe I0∞.
Réciproquement, soit h une représentation injective de pi1(M) dans I0∞ dont l’action
sur P∞ est proprement discontinue et cocompacte. Comme M et h(pi1(M))\P∞ sont des
espaces κ(pi, 1), le théorème de Whitehead [Whi49] – complété par un théorème de Wald-
hausen [Wal68] – implique l’existence d’un difféomorphisme de M dans h(pi1(M))\P∞,
unique à isotopie près, qui induit le morphisme h en homotopie. Par conséquent, h est le
morphisme d’holonomie d’une structure anti-de Sitter sur M , unique à isotopie près.
Rappelons que Repk(S,P1) désigne l’espace des représentations de pi1(S) dans P1 de
classe d’Euler k modulo conjugaison. Pour tout entier d > 0, nous noterons Pairesk(S, I0d )
l’espace des relèvements à I0d des représentations j×ρ : pi1(S)→ I
0
1 , où j est fuchsienne et ρ
de classe d’Euler 2g−2−dk, modulo conjugaison par I0d . On notera également Admk(S, I
0
d )
le domaine de Pairesk(S, I0d ) formé des relèvements de représentations j × ρ telles que j
domine strictement ρ. Enfin, nous noterons Repdk(M, I
0
∞) l’ensemble des morphismes de
pi1(M) dans I0∞ qui relèvent les morphismes de Pairesk(S, I
0
d ) modulo conjugaison par I
0
∞
et Admdk(M, I
0
∞) ⊂ Rep
d
k(M, I
0
∞) ceux qui relèvent des morphismes de Admk(S, I
0
d ).
Lemme 4.4.4. Soit d un entier supérieur à 1 tel que dk < 4g − 4. Alors
– Repdk(M, I
0
∞) est un revêtement galoisien connexe de
Pairesdk(S, I
0
1 ) ≃ T (S)× Rep2g−2−dk(S,P1) ,
de groupe de Galois Z2g,
– Admdk(M, I
0
∞) est homéomorphe à Rep
d
k(M, I
0
∞).
Démonstration.
Toute représentation de Repdk(M, I
0
∞) envoie le centre de pi1(M) dans le centre de
I0∞, et l’application de revêtement de Rep
d
k(M, I
0
∞) dans Pairesdk(S, I
0
1 ) est simplement
l’application pirep qui à une représentation de Repdk(M, I
0
∞) associe la représentation induite
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de pi1(S) dans I01 : P1×P1. Montrons que cette application est un revêtement galoisien de
groupe de Galois Z2g. Pour cela, fixons une présentation〈
a1, b1, . . . ag, bg |
g∏
i=1
[ai, bi] = 1
〉
de pi1(S) et une présentation〈
a˜1, b˜1, . . . a˜g, b˜g, t |
g∏
i=1
[a˜i, b˜i] = tk
〉
de pi1(M) (telle que le morphisme induit en homotopie par la projection deM sur S envoie
a˜i sur ai, b˜i sur bi et t sur 1pi1(S)).
Rappelons qu’on désigne par Z∞ le centre de P∞ ainsi que son plongement diagonal
dans P∞×P∞. Le groupe I0∞ est isomorphe à P∞×P∞/Z∞ et son centre est engendré par
l’élément z¯ image de (z, 1) ∈ P∞ × P∞, où z désigne le générateur de Z∞ correspondant
à une rotation d’angle 2pi de H2.
Soit j une représentation fuchsienne de pi1(S) dans P1 et ρ une représentation de pi1(S)
dans P1 de classe d’Euler 2g−2−dk. Alors tout morphisme de pi1(M) dans I0∞ appartenant
à pirep−1(j × ρ) envoie t sur z¯d et a˜i (resp. b˜i) sur la projection dans I∞ d’un relèvement(
j˜(ai), ρ˜(ai)
)
(resp.
(
j˜(bi), ρ˜(bi)
)
) de (j(ai), ρ(ai)) (resp. (j(bi), ρ(bi))) à P∞×P∞. Choisir
un élément de la fibre pirep−1(j × ρ) revient dont à choisir les relèvements
(
j˜(ai), ρ˜(ai)
)
et(
j˜(bi), ρ˜(bi)
)
modulo le plongement diagonal de Z∞. On peut alors définir une action de
Z2g sur Repdk(M, I
0
∞) de la façon suivante :
Si h est un élément de pirep−1(j × ρ) qui envoie a˜i (resp. b˜i) sur
(
j˜(ai), ρ˜(ai)
)
(resp.(
j˜(bi), ρ˜(bi)
)
), l’image de h par le 2g-uplet (α1, β1, . . . , αg, βg) est l’élément de pirep−1(j×ρ)
qui envoie ai (resp. bi) sur (
j˜(ai), ρ˜(ai) + zαi
)
(resp. (
j˜(bi), ρ˜(bi) + zβi
)
) .
Il est alors clair que Z2g agit ainsi comme un groupe d’automorphismes de revêtement et
que
Pairesdk(S, I01 ) = Z
2g\Repdk(M, I
0
∞) .
Prouvons maintenant que ce revêtement est connexe. La preuve est analogue à la
preuve du fait que l’ensemble des relèvements à Pd des représentations de pi1(S) dans P1
de classe d’Euler dk est connexe lorsque |dk| < 2g − 2 [Gol88]. Il suffit de prouver que
pour tout élément α de la base canonique de Z2g, il existe un élément h de Pairesdk(S, I01 )
tel que h et α · h peuvent être connectés par un chemin continu. Par symétrie, il suffit de
le prouver pour α = (1, 0, . . . , 0). Pour prouver cela, nous admettrons le lemme suivant :
Lemme 4.4.5 ([Gol85b]). Soit l un entier strictement compris entre 2−2g et 2g−2. Alors
il existe une représentation ρ de classe d’Euler l telle que ρ(b1) est elliptique et différent
de 1PSL(2,R).
Soit j une représentation fuchsienne de pi1(S) dans P1 et ρ une représentation de pi1(S)
dans P1 de classe d’Euler 2g − 2 − dk telle que ρ(b1) est elliptique. Soient s ∈]0, 2pi[ et
u ∈ sl(2,R) tels que exp(2piu) = 1PSL(2,R) et exp(su) = ρ(b1). Pour tout t ∈ [0, 2pi], notons
140 Chapitre 4. Variétés anti-de Sitter compactes de dimension 3
ρt la représentation de pi1(S) dans PSL(2,R) telle que
ρt(bi) = ρ(bi)
pour tout i,
ρt(ai) = ρ(ai)
pour tout i ≥ 2 et
ρt(a1) = ρ(a1) exp(tu) .
On vérifie aisément que ρt est bien définie, du fait que exp(tu) commute avec ρ(b1). On a
par ailleurs ρ0 = ρ2pi = ρ. Soit maintenant (ht)t∈[0,2pi] un chemin continu dans Rep
d
k(M, I
0
∞)
relevant le chemin (j× ρt)t∈[0,2pi]. En particulier, h0 et h2pi sont deux relèvements de j× ρ.
Par continuité, on a clairement
h2pi(b˜i) = h0(b˜i)
pour tout i,
h2pi(a˜i) = h0(a˜i)
pour tout i ≥ 2 et
h2pi(a˜1) = h0(a˜1) exp(2piu) .
Or, exp(2piu) est égal au générateur de z de Z∞. On a donc prouvé que h0 = h et
h2pi = (1, 0, . . . , 0)·h sont dans la même composante connexe. On montrerait de même qu’il
existe pour tout élément α de la base canonique de Z2g un élément h de Repdk(M, I
0
∞) tel
que h et α·h sont dans la même composante connexe. Comme la base canonique de Z2g en-
gendre le groupe de Galois du revêtement galoisien pirep : Repdk(M, I
0
∞)→ Paireskd(S,P1),
on en déduit que ce revêtement est connexe.
Il nous reste à prouver que Admdk(M, I
0
∞) est homéomorphe à Rep
d
k(M, I
0
∞). D’après
le théorème 3.2.10 du chapitre 3, on sait déjà que Paireskd(S,P1) est homéomorphe à
Admkd(S,P1). Il nous reste donc à relever cet homéomorphisme. Rappelons que cet ho-
méomorphisme est donné par
j × ρ 7→ Ψρ(j) × ρ
(voir chapitre 3, section 3.4).
Notons par ailleurs que si γ est un élément hyperbolique de P1, il existe un unique relè-
vement γ̂ de γ à P1 qui est dans l’image de l’application exponentielle. Cette remarque per-
met de relever canoniquement l’homéomorphisme de Paireskd(S,P1) dans Admkd(S,P1),
de la façon suivante :
Soit j × ρ ∈ Paireskd(S,P1) et h un élément de pirep−1(j × ρ). Pour tout i, il existe un
unique relèvement ρ˜(ai) (resp. ρ˜(bi)) de ρ(ai) (resp. ρ(bi)) à Pd tel que
h(a˜i) = pi∞
(
ĵ(ai), ρ˜(ai)
)
et
h(b˜i) = pi∞
(
ĵ(bi), ρ˜(bi)
)
,
où pi∞ désigne la projection de P∞ × P∞ sur I∞.
On définit alors Ψ̂(h) comme le morphisme h de pirep−1(Ψρ(j), ρ) qui envoie a˜i sur
pi∞
(
̂Ψρ(j)(ai), ρ˜(ai)
)
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et bi sur
pi∞
(
̂Ψρ(j)(bi), ρ˜(bi)
)
.
On relèverait de même l’homéomorphisme Ψ−1 : Admkd(S,P1) → Paireskd(S,P1) en une
application de Admdk(M, I
0
∞) dans Rep
d
k(M, I
0
∞), réciproque de Ψ̂. On conclut donc que
Admdk(M, I
0
∞) et Rep
d
k(M, I
0
∞) sont homéomorphes.
Nous sommes maintenant en mesure de décrire l’espace de déformation des structures
anti-de Sitter sur un fibré en cercle donné :
Théorème 4.4.6. Soit M =M(S, k) le fibré en cercles de classe d’Euler k > 0 au dessus
d’une surface compacte orientée S de genre g. Alors :
– l’application n prend exactement toutes les valeurs entières strictement comprises
entre 0 et 4g−4k , ainsi que la valeur rationnelle
2g−2
k ,
– les composantes connexes de l’espace de déformation des structures anti-de Sitter
sur M sont les fibres de l’application n,
– si d ∈ Z∩]0, 4g−4k [, la fibre n
−1(d) est homéomorphe à un revêtement galoisien de
T (S)× Rep2g−2−dk(S,PSL(2,R)) de groupe de Galois Z2g,
– si k de divise pas 2g − 2, la fibre n−1(2g−2k ) est homéomorphe à un revêtement
galoisien de T (S)× Rep(S,PSO(2)) de groupe de Galois Z2g,
Preuve. Les valeurs prises par l’application n sont données par la proposition 4.4.2. D’après
les lemmes 4.3.1 et 4.3.3 et la proposition 4.4.3, si d est un entier strictement compris entre
0 et 4g−4k , le domaine de DefAdS(M) formé des structures anti-de Sitter de longueur de la
fibre d est homéomorphe à Admdk(M, I
0
∞). Enfin, Adm
d
k(M, I
0
∞) est connexe, homéomorphe
à un revêtement galoisien au dessus de
Paireskd(S, I0∞) ≃ T (S)× Rep2g−2−dk(S,PSL(2,R)) .
Il reste à décrire l’ensemble des structures anti-de Sitter de longueur de la fibre 2g−2k
lorsque k ne divise pas 2g − 2. D’après la preuve de la proposition 4.4.2, ces structures
sont standard et identifient M à un quotient de la forme
ĵ × ρ
2g−2
(pi1(S))\P2g−2/∆k ,
où ∆k est le sous-groupe cyclique d’ordre k du relèvement Kd de K = PSO(2) à Pd. Le
domaine n−1(2g−2k ) est alors homéomorphe à l’espace des représentations de pi1(M) dans
I0∞ qui relèvent les représentations j × ρ de pi1(S) dans P1 ×K telles que j est fuchsienne
et on peut montrer, exactement comme dans la preuve du lemme 4.4.4, que cet espace est
un revêtement galoisien connexe de T (S)×Rep(S,PSO(2)) de groupe de Galois Z2g.
Pour conclure cette description de l’espace de déformation DefAdS(M) revenons sur la
place qu’occupent dans cet espace les structures standard. D’après la proposition 4.4.2,
ces structures standard ont pour longueur de la fibre 2g−2k . Lorsque k divise 2g − 2, la
composante connexe n−1(2g−2k ) de DefAdS(M) contient des structures non standard et
toute structure standard peut donc être déformée continûment en une structure non stan-
dard. En revanche, si k ne divise pas 2g−2k , la composante connexe n
−1(2g−2k ) ne contient
que des structures standard. Remarquons enfin que si k ≥ 4g − 4, il n’existe pas d’entier
strictement compris entre 0 et 4g−4k . Dans ce cas, l’espace DefAdS(M) possède une seule
composante connexe, formée uniquement de structures standard.
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4.5 Volume
Pour parachever notre description des variétés anti-de Sitter compactes de dimension 3,
nous allons déterminer le volume global des métriques anti-de Sitter sur les fibrés en cercles,
ce qui répondra à la question 2.2 de [BBD+12].
Théorème 4.5.1. Soit M =M(S, k) le fibré en cercle de classe d’Euler k ≥ 0 au dessus
d’une surface compacte orientée S de genre g ≥ 2. Soit q une métrique anti-de Sitter sur la
variété M =M(S, k). Alors le volume total de (M, q) s’exprime en fonction de la longueur
de la fibre de q par
Vol(M, q) =
pi2
2
(
(4g − 4)n(M, q) − k n(M, q)2
)
.
En particulier, ce volume est constant sur les composantes connexes de l’espace de défor-
mation des structures anti-de Sitter sur M .
Le théorème sera une conséquence du lemme suivant :
Lemme 4.5.2. Soient j et ρ deux représentations de pi1(S) dans PSL(2,R) telles que j
est fuchsienne et domine strictement ρ. Alors le quotient
j × ρ(Γ)\P1
a pour volume
pi2
2
(2g − 2 + e(ρ)) .
Commençons par vérifier que le lemme 4.5.2 implique bien le théorème 4.1.7. Soit q une
métrique anti-de Sitter sur M = M(S, k). Comme le volume d’un revêtement est égal au
volume de la base multiplié par le degré du revêtement, on obtient, d’après le lemme 4.5.2 :
Vol(M, q) =
pi2
2
n(M, q)(2g − 2 + e(ρ)) ,
où ρ est une représentation de pi1(S) dans PSL(2,R) telle que
k =
2g − 2− e(ρ)
n(M, q)
.
On a donc
e(ρ) = 2g − 2− k n(M, q) ,
d’où
Vol(M, q) =
pi2
2
(
(4g − 4)n(M, q) − k n(M, q)2
)
.
Démonstration du lemme 4.5.2.
Soit f : H2 → H2 une application (j, ρ)-équivariante et λ-lipschitzienne pour un λ < 1.
Soit
pi : j × ρ(Γ)\PSL(2,R)→ j(Γ)\H2
la fibration en cercles associée à f définie dans la preuve du corollaire 4.3.6.
Fixons g ∈ PSL(2,R). L’algèbre de Lie sl(2,R) se décompose sous la forme kg ⊕ k⊥g ,
où kg désigne l’algèbre de Lie du stabilisateur du point pi(g). La différentielle dgpi a pour
noyau kg et induit un isomorphisme de k⊥g dans Tpi(g)H
2. On peut donc définir une forme
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volume Volpi sur TgPSL(2,R) ≃ sl(2,R) en munissant kg de la mesure de longueur associée
à la forme de Killing de sl(2,R) et k⊥g du tiré en arrière de la forme volume Vol
H2 de H2 par
pi. Quel est le rapport entre ce volume et le volume Volκ associé à la métrique de Killing
sur PSL(2,R) ?
Pour le voir, considérons (u, v) une base orthonormée de k⊥g et w un vecteur unitaire
de kg de norme 1. Alors, au signe près, on a Volκ(u, v,w) = 1. Par ailleurs, les champs
de Killing Xu et Xv sur H2 associés à u et v sont orthogonaux de norme 2 au point pi(g)
et vérifient donc VolH
2
pi(g)(Xu,Xv) = 4. Or, nous avons vu au cours de la preuve de la
proposition 4.3.9 que la différentielle de pi en g vérifie
dgpi(u) =
(
Id− dpi(g)(g ◦ f)
)−1
(Xu)
et
dgpi(v) =
(
Id− dpi(g)(g ◦ f)
)−1
(Xv) .
On a donc
VolH
2
pi(g)(dgpi(u),dgpi(v)) = det
(
Id− dpi(g)(g ◦ f)
)−1
VolH
2
pi(g)(Xu,Xv)
= 4det
(
Id− dpi(g)(g ◦ f)
)−1
,
d’où
Volκg =
1
4
det
(
Id− dpi(g)(g ◦ f)
)
Volpig .
Nous allons maintenant intégrer cette identité pour obtenir le résultat souhaité. Posons
S = j(Γ)\H2 et M = j × ρ(Γ)\PSL(2,R). Soit U un ouvert de S sur lequel la fibration
pi : M → S admet une section s. On peut alors identifier l’ouvert V = pi−1(U) à K × U ,
où K est le stabilisateur d’un point base x0 de U . La trivialisation est donnée par
(k, x) 7→ hkh−1s(x),
où h désigne n’importe quel élément de PSL(2,R) qui envoie x0 sur x (de sorte que hKh−1
est le stabilisateur de x). À travers cette identification, le volume Volpi s’identifie au volume
produit sur K × U et on a
Volκ(k,x) =
1
4
det
(
Id− dx(hkh−1s(x) ◦ f)
)
Volpi(k,x) .
Commençons par intégrer Volκ fibre par fibre.
Proposition 4.5.3.∫
K
det
(
Id− dx(hkh−1s(x) ◦ f)
)
dk = pi (1 + Jacf (x)) ,
où Jacf (x) est défini par
f∗
(
VolH
2
f(x)
)
= Jacf (x)VolH
2
x .
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Preuve. On a∫
K
det
(
Id− dx(hkh−1s(x) ◦ f)
)
dk =
∫
K
[
1− Tr
(
dx(hkh−1s(x) ◦ f
)
+det
(
dx(hkh−1s(x) ◦ f
)]
dk
= pi −
∫
hKh−1
Tr (dxk dx(s(x) ◦ f)) dk
+
∫
hKh−1
det (dxk dx(s(x) ◦ f)) dk .
Or, quand k parcourt hKh−1, la dérivée dxk parcourt le groupe des rotations de TxS, qui
est stable par multiplication par −IdTxS . On a par conséquent∫
hKh−1
Tr (dxk dx(s(x) ◦ f)) dk = −
∫
hKh−1
Tr (dxk dx(s(x) ◦ f)) dk = 0 .
De plus, pour tout k dans hKh−1, on a det(dxk) = 1, et donc∫
hKh−1
det (dxk dx(s(x) ◦ f)) dk =
∫
hKh−1
det(dx(s(x) ◦ f))
= pi det(dx(s(x) ◦ f))
= pi Jacf (x)
car s(x) est une isométrie de H2 et préserve donc son volume. On a bien finalement∫
K
det
(
Id− d(hkh−1s(x) ◦ f)
)
dk = pi (1 + Jacf (x)) .
D’après la proposition 4.5.3, on a donc∫
K×U
Volκ =
∫
U
pi
4
(1 + Jacf (x)) Vol
H2 .
Par conséquent, ∫
M
Volκ =
∫
S
pi
4
(1 + Jacf (x)) Vol
H2
=
pi
4
∫
S
VolH
2
+
pi
4
∫
S
f∗
(
VolH
2
)
=
pi2
2
(e(j) + e(ρ)) .
Conclusion
L’étude des variétés pseudo-riemanniennes localement homogènes et, plus géné-ralement, la géométrisation des variétés est un sujet riche où interagissent des outils
d’analyse, de géométrie différentielle, de géométrie algébrique et de dynamique. Les diffé-
rentes questions abordées dans cette thèse illustrent, je l’espère, cette diversité d’aspects.
Les résultats que j’ai obtenu, s’ils sont motivés par une même problématique générale,
ouvrent des perspectives de recherche dans plusieurs directions. J’aimerais conclure cette
thèse en évoquant ces différentes perspectives.
Notre premier théorème classifiait les métriques lorentziennes invariantes à gauche sur
SL(2,R) dont le flot géodésique est complet. Il serait intéressant d’aller plus loin et de
caractériser la complétude du flot géodésique des métriques pseudo-riemanniennes inva-
riantes à gauche sur un groupe de Lie semi-simple quelconque. Comme nous l’avons vu,
le problème se ramène à l’étude des solutions d’un champ de vecteur quadratique sur
l’algèbre de Lie (le champ d’Euler–Arnold). Ce champ possède des intégrales premières
homogènes qui définissent une variété projective réelle (l’intersection du cône nilpotent
avec le cône isotrope de la métrique duale) sur laquelle la projection du champ d’Euler–
Arnold induit un feuilletage algébrique de dimension 1. On aimerait par exemple prouver
que ce feuilletage possède des singularités, qui correspondraient à des directions radiales
du champ d’Euler–Arnold. Ces questions nous orientent vers des problèmes assez concrets
(mais probablement difficiles) de géométrie algébrique réelle. Notre espoir serait de trou-
ver un critère de complétude qui s’exprime joliment en fonction de la métrique considérée
et de la structure d’algèbre de Lie. Il serait intéressant, plus généralement, d’étudier la
complétude géodésique des métriques pseudo-riemanniennes homogènes.
Nous avons ensuite étudié la question de la complétude des (G,X)-structures com-
pactes. Dans ce domaine, les théorèmes du chapitre 2 constituent une avancée modeste
devant l’ampleur du travail qu’il reste à faire. Il semble en particulier très difficile, avec les
techniques que nous avons utilisées, de généraliser nos résultats à des (G,X)-structures
qui ne sont plus supposées kleiniennes. On peut en revanche espérer étendre ces techniques
à l’étude plus générale des ouverts divisibles d’un espace pseudo-riemannien homogène.
On pourrait par exemple essayer de prouver qu’il n’existe pas d’ouvert strict de Rn divi-
sible par un sous-groupe de transformations affines pseudo-riemanniennes. Si un tel ouvert
existait, on constaterait que son bord contient des sous-espaces affines de dimension su-
périeure à la moitié de celle de l’espace. Par ces mêmes arguments utilisés au chapitre 2,
ces sous-espaces devraient ne pas s’intersecter transversalement, ce qui est une condition
algébrique non triviale, quoique difficile à exploiter.
Dans le chapitre 3, initialement motivé par un problème de géométrie anti-de Sitter
de dimension 3, nous avons été conduit à nous intéresser à des questions de comparai-
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son géométrique entre des représentations de groupes de surfaces. Nous avons pu décrire
l’ensemble des représentations fuchsiennes qui dominent une représentation à valeurs dans
un groupe de Lie de rang 1 et prouver en particulier que cet ensemble est non vide. Il
serait maintenant intéressant de considérer des représentations à valeurs dans des groupes
de Lie de rang supérieur, en commençant par des représentations à valeurs dans SL(n,R)
(qu’on peut voir comme agissant isométriquement sur son espace symétrique). Rappelons
que l’espace de ces représentations contient les représentations de Hitchin, qui sont obte-
nues en déformant continûment une représentation de la forme ι ◦ j, où j est fuchsienne
et où ι : SL(2,R) → SL(n,R) est une représentation irréductible. Le théorème 5 ne se
généralise pas aux représentations Hitchin et plusieurs résultats tendent à montrer que
les représentations fuchsiennes sont au contraire “minimales” parmi les Hitchin (voir par
exemple [Hit92], proposition 10.1, ou [Cra09] pour le cas de la dimension 3). Ceci nous
conduit à formuler les conjectures suivantes :
Conjecture. Soit S une surface compacte orientée et ρ : pi1(S)→ SL(n,R) une représen-
tation de Hitchin. Alors il existe une représentation fuchsienne j telle que
Lj ≤ Lρ .
(Rappelons que Lρ est la fonction qui à γ associe la longueur de translation de ρ(γ).)
Conjecture. Soit S une surface compacte orientée et ρ une représentation de pi1(S) dans
SL(n,R). Alors il existe une représentation de Hitchin j telle que
Lρ ≤ Lj .
La première de ces conjectures a été évoquée par Tengren Zhang dans une conférence
lors de la Junior Retreat du GEAR à l’Université d’Ann Arbor. Nous avons formulé la
seconde avec Bertrand Deroin dans [DT13]. Notons que ces questions sont volontairement
imprécises car le spectre des longueurs d’une représentation à valeur dans SL(n,R) dépend
de la façon dont on mesure les distances sur l’espace symétrique de SL(n,R). À cet effet, la
métrique riemannienne provenant de la métrique de Killing de SL(n,R) n’est pas la seule
intéressante. Il existe d’autres métriques possibles qui capturent des propriétés algébriques
différentes.
Ces deux conjectures pourraient être abordées avec des outils similaires à ceux uti-
lisés dans le chapitre 3 (applications harmoniques tordues, fonctionnelles sur l’espace
de Teichmüller) et s’inscriraient alors dans une problématique plus générale : celle de
comprendre les liens entre les propriétés géométriques des représentations à valeurs dans
SL(n,R) et leur paramétrisation analytique au moyen des fibrés de Higgs.
Les résultats du chapitre 4 sont pour une grande part des résultats antérieurs ou des
applications directes du théorème 3.2.10 du chapitre 3. J’envisage de les publier dans un
article qui dresserait un bilan des résultats connus sur les variétés anti-de Sitter compactes.
Ce serait l’occasion d’étendre le théorème 10 aux fibrés de Seifert en général, ce qui devrait
se faire sans nouvelle difficulté, malgré quelques aspects techniques liés à la classification
des orbifolds hyperboliques et des représentations de leur groupe fondamental.
Enfin, il semble possible de généraliser le calcul du volume des variétés anti-de Sit-
ter compactes aux quotients compacts de PSO(n, 1) par un sous-groupe de PSO(n, 1) ×
PSO(n, 1), voire même aux quotients de volume fini. Il serait alors intéressant de consta-
ter les différentes valeurs prises ce volume. Observera-t-on, comme dans le cas des variétés
anti-de Sitter compactes, que le volume est invariant par petite déformation, ou trouvera-
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t-on des exemples où le volume se déforme ? Ces questions sont vraisemblablement reliées
aux travaux de Francavilia [Fra04] et Bucher–Burger–Iozzi [BBI13] (parmi d’autres) sur
les différentes définitions du volume des représentations d’un réseau de PSO(n, 1) et sur
les valeurs qu’il peut prendre. Ce serait pour nous l’occasion de nous familiariser avec cette
théorie.
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Résumé. Ce travail étudie les variétés pseudo-riemanniennes compactes localement homogènes
à travers le prisme des (G,X)-structures, introduites par Thurston dans son programme de géo-
métrisation.
Nous commençons par présenter la problématique générale et discutons notamment du rapport
entre la complétude géodésique de ces variétés et une autre notion de complétude propre aux
(G,X)-structures. Nous donnons également dans le chapitre 1 une nouvelle preuve d’un théorème
de Bromberg et Medina qui classifie les métriques lorentziennes invariantes à gauche sur SL(2,R)
dont le flot géodésique est complet.
Conjecturalement, toute (G,X)-structure pseudo-riemannienne sur une variété compacte est
complète. Nous prouvons ici que cela est vrai pour certaines géométries, sous l’hypothèse que la
(G,X)-structure est a priori kleinienne. On en déduit que, pour ces géométries, la complétude
est une condition fermée. Lorsque X est un groupe de Lie de rang 1 muni de sa métrique de
Killing, ce résultat complète un théorème de Guéritaud–Guichard–Kassel–Wienhard selon lequel
la complétude est une condition ouverte.
Nous nous tournons ensuite vers l’étude des représentations d’un groupe de surface à valeurs
dans les isométries d’une variété riemannienne M complète simplement connexe de courbure sec-
tionnelle inférieure à −1. Étant donnée une telle représentation ρ, nous montrons que l’ensemble
des représentations fuchsiennes j telles qu’il existe une application (j, ρ)-équivariante et contrac-
tante de H2 dans M est un ouvert non vide et contractile de l’espace de Teichmüller (sauf lorsque
ρ est elle-même fuchsienne).
Ce résultat nous permet de décrire l’espace des métriques lorentziennes de courbure constante
−1 sur un fibré en cercle au dessus d’une surface compacte. Nous montrons que cet espace possède
un nombre fini de composantes connexes classifiées par un invariant que nous appelons longueur
de la fibre. Nous prouvons également que le volume total de ces métriques ne dépend que de la
topologie du fibré et de la longueur de la fibre.
Mots-clés : Variété pseudo-riemannienne, (G,X)-structure, espace homogène, flot géo-
désique, complétude, représentation, groupe de surface, anti-de Sitter.
Uniformization of pseudo-Riemannian locally homogeneous manifolds
Abstract. In this work, we study closed locally homogeneous pseudo-Riemannian manifolds
through the notion of (G,X)-structure, introduced by Thurston in his geometrization program.
We start by presenting the general problem. In particular, we discuss the link between
geodesical completeness of those manifolds and another notion of completeness specific to (G,X)-
structures. In chapter 1, we also give a new proof of a theorem by Bromberg and Medina which
classifies left invariant Lorentz metrics on SL(2,R) that are geodesically complete.
Conjecturally, every pseudo-riemannian (G,X)-structure on a closed manifold is complete.
Here we prove that it holds for certain geometries, provided that the (G,X)-structure is a priori
kleinian. This implies that, for such geometries, completeness is a closed condition. When X
is a Lie group of rank 1 handled with its Killing metric, this result complements a theorem of
Guéritaud–Guichard–Kassel–Wienhard, acording to which completeness is an open condition.
We then turn to the study of representations of surface groups into the isometry group of a
complete simply connected Riemannian manifold M of curvature less than or equal to −1. Given
such a representation ρ, we prove that the set of Fuchsian representations j for which there exists
a (j, ρ)-equivariant contracting map from H2 to M is a non-empty open contractible subset of the
Teichmüller space (unless ρ itself is Fuchsian).
This result allows us to describe the space of Lorentz metrics of constant curvature −1 on a
circle bundle over a closed surface. We show that this space has finitely many connected compo-
nents, classified by an invariant that we call the length of the fiber. We also prove that the total
volume of those metrics only depends on the topology of the bundle and on the length of the fiber.
Key-words: pseudo-Riemannian manifold, (G,X)-structure, homogeneous space, geo-
desic flow, completeness, representation, surface group, anti-de Sitter.
