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1 Introduction
Consider the probability
Pu(X,M) = P
{
sup
t∈M
X(t) ≥ u} (1)
for a Gaussian process X =
(
X(t)
)
t≥0, and a set M ⊂ R. The asymptotic
behaviour of Pu(X,M) as u→∞, is a classical question in the extreme value
theory for Gaussian processes, see, e.g., the book by Adler and Taylor (2009).
Not surprisingly, the answer drastically depends on the properties of the
covariance function of X. For stationary processes, the question is discussed
in details, for instance, in the monographs by Piterbarg (1996, 2015). Never-
theless, for nonstationary processes, only the main term in the asymptotics
of (1) is known. In fact, almost all results of this type are based on Pickand’s
and Berman’s methods, which do not allow to make any conclusions on the
behaviour of the second and further terms, see Piterbarg and Prisiazhniuk
(1978), Hashorva and Hu¨sler (2000), Hu¨sler and Piterbarg (2004), Bai, De¸bicki,
Hashorva and Ji (2018), Bai, De¸bicki, Hashorva and Luo (2018). Among all
known techniques for the study of the asymptotic behaviour in (1), only the
Rice method of moments may yield the behaviour of further terms. But, to the
best of our knowledge, the application of the Rice method to non-stationary
processes is not described in the literature.
Interestingly enough, the knowledge of the second term in the asymptotics
of (1) can be rather useful in some statistical problems. Assume that we are
given by a sample X1, ...Xn drawn from some absolutely continuous distri-
bution, and we wish to estimate the density p(x) of this distribution. More
precisely, for any α ∈ (0, 1), we aim to construct (1−α)- confidence sets Cn(x)
for p that are honest to a given class F of density functions in the sense
inf
p∈F
P {p(x) ∈ Cn(x), x ∈ R} ≥ 1− α+ en, (2)
where en → 0 as n → ∞. Very often, the set Cn(x) is constructed using an
estimate pˆn(x) of p(x). In this respect, the confidence bands can be used for
showing the quality of the estimates: the narrower is the confidence band, the
better is the estimate.
Typically, the construction of confidence bands is based on the so-called
SBR-type (”Smirnov-Bickel-Rosenblatt”) limit theorems, which yield the asymp-
totic behaviour of the maximal deviation of the considered estimate pˆn(x) in
terms of
Dn = sup
u∈R
|pˆn(u)− p(u)|√
p(u)
.
The SBR-type theorems state that
sup
p∈F
∣∣∣∣P{Dn ≤ xan + bn
}
− e−e−x
∣∣∣∣→ 0 (3)
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for some deterministic sequences an and bn tending to infinity as n→∞, see
Smirnov (1950), Bickel and Rosenblatt (1973), Gine´, Koltchinskii and Sakha-
nenko (2004), Gine´ and Nickl (2010), Bull (2012).
All of the aforementioned papers deal with the case when pˆn(x) is either
a kernel estimate or certain wavelet projection estimate (e.g., based on Haar
wavelets or Battle-Lemarie wavelets). In fact, there is one rather serious tech-
nical difficulty for the proof of the SBR-type theorem for any density estimate.
To explain the nature of this difficulty, let us first mention that many density
estimates can be represented as
pˆn(x) =
∫
R
K(x, y)dPn(y), (4)
where K is a kernel (typically depending on some parameters) and Pn =
n−1
∑n
i=1 δXi is the empirical measure. The proofs of all SBR-type theorems
for (4) are based on the idea to show that the distribution of Dn for pˆn(x)
is (in some sense) close to the distribution function of the supremum of the
Gaussian process
Υ (x) =
∫
R
K(x, y)dW (y), (5)
where W is a Brownian motion. For instance, for the kernel density estimates
K(x, y) = Kh(x, y) = K((x − y)h−1)h−1 with some K : R → R, h > 0,
the process Υ (x) is stationary for any h. For wavelets, K(x, y) = Kj(x, y) =
2j
∑
k φ(2
jx − k)φ(2jy − k), with the mother wavelet φ, and the resulting
process Υ (x) turns out to be non-stationary. Nevertheless, as it is shown by
Gine´ and Nickl (2010, 2016), in the case of wavelets, this process possesses
the property of cyclostationarity in the sense that the covariance function
r(x, x+ u) = cov(Υ (x), Υ (x+ u)) is periodic in x with the same period for all
u. Therefore, the further analysis of Υ (x) is based on well-developed extreme
value theory for the processes of this type, see Konstant and Piterbarg (1993),
Hu¨sler, Piterbarg, and Seleznjev (2003).
To the best of our knowledge, the limit behaviour of the distribution func-
tion of Dn is not known for other projection estimates, which are not related to
stationary or cyclostationary Gaussian processes (see some discussion in Gine´
and Nickl, 2010, and in Chernozhukov, Chetverikov and Kato, 2014). In par-
ticular, surprisingly, such results are even not known for projection estimates
based on Legendre polynomials. This fact serves as the main motivation of our
research.
The rest of the paper is organized as follows. In Section 2, we provide
a new theoretical result (Theorem 1 in Section 2.1) revealing the asymp-
totic behaviour of nonstationary Gaussian processes. This result yield the
asymptotic decomposition of (1) with exponential decay of the remainder
term, and this decomposition will be used for the statistical applications pre-
sented below. Particular attention is drawn to the process (5) with K(x, y) =∑J
j=0 ψj(x)ψj(y), where ψ0, ψ1, ... are Legendre polynomials on [−1, 1], see
Section 2.2.
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Section 3 deals with the statistical applications of Theorem 1. In Sec-
tion 3.1, we discuss the projection density estimates based on the idea to divide
the support of the density function into M subintervals and tend M to infinity.
In Section 3.2, we formulate an important proposition (Proposition 1), which
clarifies the relation of the asymptotic behaviour of the maximal deviation of
this estimate to the extreme value theory for Gaussian processes.
In Section 3.3, we use Theorem 1 and Proposition 1 for the construction of
a sequence of distribution functions AM (x) (sequence of accompanying laws),
which approximates the distribution function of the maximal deviation at
polynomial rate, that is,
sup
x∈R
∣∣∣∣P{√ nMDn ≤ x
}
−AM (x)
∣∣∣∣ ≤ c¯n−γ . (6)
for some positive constants c¯ and γ. Next, we construct the confidence bands
for the density p(x), which are honest at polynomial rate to some classes of
densities. Finally, in Section 3.4, we provide a numerical example.
In this paper, we also provide the Smirnov-Bickel-Rosenblatt-type theorem
for the projection density estimates (Appendix B). It would be a worth men-
tioning that the property (6) is much more useful than the SBR- type theorem,
because the rates of convergence in the SBR-type theorem are of logarithmic
order. Let us also mention that the construction of honest confidence bands
in Section 3.3 is completely based on (6).
All proofs are collected in Section 4. Appendix A contains some comments
on Theorem 1.
2 Asymptotic behaviour of the maximum of Gaussian processes
2.1 Main result
In this section, we consider the asymptotic behaviour of Pu(|X|, [A,B]) for a
non-stationary Gaussian process X(t), t ∈ [A,B], with zero mean and twice
a.s. differentiable trajectories. For the ease of presentation, we first show the
result for the case, when the variance of X(t) has only one point of maximum
on [A,B]. Later, in Corollary 1 we generalise our result to the situation when
the number of points of maximum is finite.
For a set M ⊆ [A,B], which is a closure of an open set, we denote by
N+u (M) the number of up-crossings of X(t) of the level u on the set M. Assume
that for any t ∈ [A,B], the density function of (X(t), X ′(t)) exists, and let us
denote it by pt(u, x). It holds
EN+u (M) =
∫
M
∫ ∞
0
xpt(u, x)dxdt, (7)
see Section 14.3 from [20].
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Theorem 1 Assume that the process X(t), t ∈ [A,B] has zero mean and
twice a.s. differentiable trajectories. Assume also that the variance σ2(t) of
X(t) attains its maximum at only one point, t0 ∈ [A,B]. Denote S := σ2(t0).
Moreover, assume non-degeneracy of the derivative, namely, assume that if
σ′(t0) = 0, then
P {X ′(t0) = 0} < 1. (8)
For δ > 0, denote
M(δ) :=
{
t ∈ [A,B] : σ2(t) ≥ S
1 + δ
}
.
Then there exists some small δ > 0 and some χ > 0 such that
P
{
max
t∈[A,B]
∣∣X(t)∣∣ ≥ u} =P(u) +O(e−u2(1+χ)/(2S)), u→∞, (9)
where the function P : R+ → R is defined as follows:
(i) if t0 = A or t0 = B, and σ
′(t0) 6= 0, then
P(u) = 2P
{
X(t0) ≥ u
}
; (10)
(ii) if t0 = A and σ
′(t0) = 0, then
P(u) = 2P
{
X(t0) ≥ u
}
+ 2E
[
N+u (M(δ))
]
; (11)
(iii) if t0 ∈ (A,B] and σ′(t0) = 0, then
P(u) = 2E
[
N+u (M(δ))
]
. (12)
Proof The proof is given in Section 4.1.
Remark 1 The first step in the proof of this theorem is to show that formula (9)
is valid with an appropriate function P : R+ → R for any δ > 0 and some
χ > 0 depending on δ. Namely, we show the equality
Pu(|X|, [A,B]) = 2Pu(X,M(δ)) +O
(
e−u
2(1+χ)/2
)
, u→∞.
Formulas (10), (53), (12) are proved under the assumption that δ is small
enough. Therefore, instead of the interval [A,B], one can consider any smaller
closed interval containing the point t0.
Remark 2 It would be a worth mentioning that the dependence between χ
and δ may be complicated. The conditions on χ are given in (35, 39) for the
case (i), and in (51) for the cases (ii), (iii). We will see from the proof that the
optimisation (maximisation) of χ depending on δ is possible, provided that
the covariance function of X(t) is known. One example of such optimisation
is given in Appendix A.
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Remark 3 The difference between (53) and (12) for the cases t0 = A and
t0 = B (σ
′(t0) = 0) can be explained by the fact that these expressions are
obtained by the calculation of the number of up-crossings of the level. In fact,
in the first case the point A gives significant contribution to the asymptotical
behaviour, while in the second case the point B doesn’t contribute to the
asymptotics. Moreover, with high probability the down-crossing after the up-
crossing ”will not have time” to happen, and the event {X(B) > u} will
occur. If t0 = B, one can use also the equality (53) with the transformation of
time t⇒ B− t. After this transformation the up-crossings in the original time
are transformed into the down-crossings. Therefore, the equality (53) holds in
the reverse time.
Now let us turn towards more general case.
Corollary 1 Let X(t), t ∈ [A,B], be a Gaussian process with zero mean. De-
note the correlation function of X(t) by ρ(s, t). Assume that the trajectories
of X(t) are twice a.s. differentiable. Assume also that the variance of the pro-
cess X(t) reaches its maximum at finite number of points, say k points. Let
us choose disjoint intervals Mi, i = 1, ..., k, each containing only one point of
maximum of variance, such that for any i, j = 1..k, i 6= j,
max
(s,t)∈Mi×Mj
ρ(s, t) < 1. (13)
Then there exists some χ > 0 such that
P
{
max
t∈[A,B]
∣∣X(t)∣∣ ≥ u} = k∑
i=1
Pi(u) +O
(
e−u
2(1+χ)/(2S)
)
, (14)
where Pi(u) are defined in Theorem 1 applied to P
{
maxt∈Mi
∣∣X(t)∣∣ ≥ u}.
Proof The proof is given in Section 4.1.
Remark 4 Under the assumptions of Corollary 1, we get
P
{
max
t∈[A,B]
|X(t)| > u
}
=
c0
u
e−u
2/(2S)
(
1 + o(1)
)
(15)
as u → ∞, where c0 > 0. This form is rather classical and can be obtained
also using the Pickand or Berman methods. For instance, Theorem D.3 and
Corollary 8.3 from [19] yield the same result. Nevertheless, for the statisti-
cal applications presented below the rates of convergence in (15) should be
clarified, and therefore we need more precise form (14).
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2.2 Example
As we will see below, the study of the maximal deviation of projection density
estimates is closely related to the analysis of the Gaussian process
Υ (t) =
J∑
j=0
ψj(t)Zj , (16)
where Z0, Z1, ... are i.i.d. standard normal random variables, and ψ0, ψ1, ... is
a basis in the space L2([A,B]). The variance of the process Υ (t) is equal to
σ2(t) = Var(Υ (t)) =
J∑
j=0
ψ2j (t). (17)
Let us consider more precisely the case of Legendre polynomials, which are
defined on [−1, 1] as
ψj(x) =
√
(2j + 1)/2 · Pj(x), j = 0, 1, 2, ...,
where
Pj(x) =
1
j!2j
[(
x2 − 1)j](j) , |x| ≤ 1.
Maximum of each function ψj(t), j = 0, 1, .. (as well as maximum of the
variance σ2(t)) is attained at two points, 1 and −1, and
S =
J∑
j=0
ψ2j (1) =
(J + 1)2
2
.
Now let us apply Corollary 1 with M1 = [−1,−2/3] and M2 = [2/3, 1]. Note
that the condition (13) is fulfilled,
ρ(s, t) =
∑J
j=0 ψj(s)ψj(t)√∑J
j=0 ψ
2
j (s) ·
√∑J
j=0 ψ
2
j (t)
< 1, ∀t 6= s.
The process Xt, considered for t ∈M1 and t ∈M2, corresponds to the case (i)
of Theorem 1, and
P1(u) =P2(u) = 2P
{
Υ (1) ≥ u
}
= 2
(
1− Φ(u/√S)).
Therefore there exists some χ > 0 such that
P
{
max
t∈[−1,1]
∣∣Υ (t)∣∣ ≥ u} = 4(1− Φ(u/√S))+O(e−u2(1+χ)/(2S)).
Note that due to the decomposition
1− Φ(u) = 1√
2piu
e−u
2/2(1− u−2 + o(u−2)),
we get c0 = 4
√
S/(2pi) = 2(J + 1)/
√
pi in (15).
8 V.Konakov, V.Panov, and V.Piterbarg
3 Asymptotic behaviour of the maximal deviation of projection
density estimates
Throughout the section we assume that the function p belongs to the space
L2(I) with I = [A,B]. Let Ψ :=
{
ψ0, ψ1, ψ2, ...
}
be an orthonormal basis of
this space.
3.1 Projection estimates
Let us divide the interval on M subintervals of length δ = (B − A)/M, and
on each subinterval Im = [am, bm] := [A + δ(m − 1), A + δm],m = 1..M , we
reproduce the basis:
ψ
(m)
j (x) =
√
M · ψj
(
M(x− am) +A
)
, m = 1..M, j = 0, 1, .... (18)
Since p ∈ L2([A,B]), one can project p onto the constructed basis and get for
any M,
p(x) =
M∑
m=1
∞∑
j=0
[∫
ψ
(m)
j (u)p(u)du
]
ψ
(m)
j (x).
This formula suggests the following definition. Given the sample X1, ..., Xn,
the projection estimate of the density function p is defined as
pˆn(x) =
M∑
m=1
J∑
j=0
[∫
ψ
(m)
j (u)dPn(u)
]
ψ
(m)
j (x), (19)
where J ∈ N.
It would be a natural question why we do not consider more simple con-
struction, namely the projection estimate on the original basis ψ0, ..., ψJ , and
then tend J to infinity. The answer lies in purely technical area: it turns out
that the main step in the construction of confidence intervals - studying the
asymptotics of the maximum of corresponding Gaussian process - is more
complicated. We will discuss this issue later, see Remark 6.
So, throughout this paper J is fixed and M tends to infinity as n grows.
For the theoretical study, we need the following assumptions on the basis Ψ .
(A1) For any j = 0..J, the function ψj is uniformly Ho¨lder continuous with some
exponent α ∈ (0, 1], that is, the α−Ho¨lder coefficient of ψj∣∣ψj∣∣α := sup
x 6=y, x,y∈[A,B]
|ψj(x)− ψj(y)|
|x− y|α
is finite.
(A2) The maximum of the sum
∑J
j=0 ψ
2
j (x) is attained at a finite number of
points, which we denote below by x
(1)
◦ , ..., x
(k)
◦ .
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Example 1 Let us consider once more the example of Legendre polynomials,
defined above in Section 2.2. Condition (A1) holds with α = 1 since the
functions Pj(x) are continuously differentiable. Moreover, absolute values of
the polynomials Pj(x) attain its maximum, which is equal to 1, at the points
1 and -1, and therefore the assumption (A2) is also fulfilled.
3.2 Relation to the extreme value theory for Gaussian processes
Let us first study the ”random part” of Dn defined by
Rn := sup
u∈[A,B]
|pˆn(u)− E[pˆn(u)]|√
p(u)
, (20)
and find a Gaussian process having the asymptotic behaviour of maximum
closely related to the behaviour of Rn. As we will show below in Proposition 1,
the Gaussian process is
Υ (x) =
∫
I
( J∑
j=0
ψj(x)ψj(u)
)
dW (u) =
J∑
j=0
ψj(x)ξj x ∈ [A,B], (21)
whereW is a Brownian motion, and ξ0, ..., ξJ are i.i.d. standard normal random
variables.
It would be a worth mentioning that all constants in Proposition 1 are
uniform over the class Pq,H,β of densities, which is defined for any q > 0,
H > 0, β ∈ (0, 1] as
Pq,H,β :=
{
p− p.d.f. , p ∈ L2([A,B]), inf
x∈[A,B]
p(x) ≥ q, ∣∣p∣∣
β
≤ H
}
,
(22)
where
∣∣p∣∣
β
is the Ho¨lder coefficient of the function p.
Proposition 1 Consider the projection estimate (19) on [A,B] constructed
on the basis Ψ satisfying the condition (A1). Then there exists a positive con-
stant κ such that for any p ∈ Pq,H,β and any u ∈ R+ it holds
P
{√ n
M
Rn ≤ u
}
≤
[
P
{
ζ ≤ u+ γn,M
}]M
+ C1n−κ , (23)
P
{√ n
M
Rn ≤ u
}
≥
[
P
{
ζ ≤ u− γn,M
}]M
− C1n−κ , (24)
where ζ := supx∈R |Υ (x)|,
γn,M = C2 log(n)√
n/M
+ C3
√
log(n)√
M
,
and C1, C2, C3 > 0 depend on q,H, β.
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Proof The proof is given in Section 4.2.
Remark 5 The most important case arises when n/M → ∞ and γn,M → 0
as n grows to infinity. For instance, these conditions are fulfilled when M =
Mn = bnλc with λ ∈ (0, 1). Under this choice, γn,M  C2n−(1−λ)/2 log(n) if
λ ∈ [1/2, 1) and γn,M  C3n−λ/2(log(n))1/2 if λ ∈ (0, 1/2).
Remark 6 As it was mentioned at the end of Section 3.1, one can consider a
simplified version of the estimate pˆn, which is constructed without the splitting
of the interval [A,B] into M small subintervals. In this case, applying similar
techniques, we can also show that Rn is close to Υ (x), but the further study
of Rn would be essentially different. We believe that this case merits separate
publication.
It would be a worth mentioning that the process Υ (x) is not cyclostation-
ary. Therefore the asymptotic behaviour of the supremum of Υ (x) cannot be
studied following the same ideas as in previous papers on this topic, and new
results on the behaviour of maximum of Υ (namely, Theorem 1) are needed. In
the next two subsections, we show some results obtained via the combination
of Theorem 1 and Proposition 1.
3.3 Sequence of accompanying laws
In the next theorem, we will present a sequence of accompanying laws, which
approximates the maximum deviation distribution at polynomial rate. The
proof of this statement is essentially based on Theorem 1.
Theorem 2 Assume that p ∈ Pq,H,β with some q,H > 0, β ∈ (0, 1], and
assume that the basis functions ψj(x), j = 0, 1, 2, ... satisfy the assumptions
(A1) and (A2). Denote by Pi(u) the functions introduced in Corollary 1 for
the process Υ defined by (21). Denote the sequence of distribution functions
AM (x) :=
{
exp
{
−M∑ki=1Pi(x)}, if x ≥ cM ,
0, if x < cM ,
(25)
where cM = (2S logM)
1/2 − S. Assume that for the sequence M = Mn there
exists some v > 0 such that
Vn,M (v) := M
vγn,M → 0, as n,M →∞. (26)
(i) Then there exist some positive constants c¯1, c¯2, c¯3, c¯4, θ,κ such that for
sufficiently large n,M and for any x ∈ R,
sup
x∈R
∣∣∣∣P{√ nMRn ≤ x
}
−AM (x)
∣∣∣∣
≤ c¯1 M−θ + c¯2 n−κ + c¯3Vn,M (v) + c¯4n1/2M−β−1/2. (27)
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(ii) In particular, if M = bnλc with λ ∈ ((2β+ 1)−1, 1), the assumption (26)
is fulfilled, and moreover,
sup
x∈R
∣∣∣∣P{√ nMDn ≤ x
}
−AM (x)
∣∣∣∣ ≤ c¯n−γ .
for some positive constants c¯ and γ.
Proof The proof is given in Section 4.3.
Theorem 2 states that under certain assumptions on the basis Ψ, and the
choice M = bnλc with λ ∈ ((2β + 1)−1, 1), we have
P
{√
n
M
Dn ≤ uM (x)
}
= AM (x) + εn(x), (28)
where |εn(x)| ≤ c¯n−γ and c¯, γ do not depend on x and p.
Let us show how (28) can be used for the construction of honest confidence
bands. Let us fix some confidence level α ∈ (0, 1) and denote the (1 − α)-
quantile of the distribution function AM (·) by qα,M . Then
P
{ |pˆn(x)− p(x)|√
p(x)
≤ kα,M , ∀x ∈ [A,B]
}
= 1− α+ en,M ,
with kα,M :=
√
M/n ·qα,M and en,M = εn(qα,M ). Note that en,M converges to
zero at polynomial level in n. Solving the corresponding quadratic inequality
with respect to
√
p(x), we obtain that
Cn(x) :=
(
pˆn(x) + (k
2
α,M/2)−
[
pˆn(x)k
2
α,M + (k
4
α,M/4)
]1/2
,
pˆn(x) + (k
2
α,M/2) +
[
pˆn(x)k
2
α,M + (k
4
α,M/4)
]1/2)
is a (1 − α)−confidence band for p(x). This confidence set is honest to the
class Pq,H for any positive q,H, β ∈ (0, 1], at polynomial rate with respect to
both n and M.
3.4 Numerical example
Let us consider the density
p(x) =
1
2
φ(0,1)(x) +
1
10
4∑
j=0
φ((j/2)−1,1/100)(x), (29)
where φ(µ,σ2) stands for the normal distribution with mean µ and variance σ
2.
This density function is known as ”the claw” [17] or ”Bart Simpson density”
[24] - the origins of these names are clear from the plot of p, see Figure 1.
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Fig. 1 Plot of the density function (29).
We simulate a sample X1, ..., Xn from this density, and aim to construct a
confidence band for p.
Let us consider the orthonormal basis on L2([−3, 3]), defined as ψ˜j(x) =
3−1/2ψj(x/3), where ψj , j = 0, 1, 2, ... are the Legendre polynomials on [−1, 1],
see Section 2.2. Following the scheme described in Section 3.1, we divide the
interval [−3, 3] intoM subintervals Im := [am, bm] of the same length δ = 6/M ,
and define the projection estimate
pˆn(x) =
1
n
J∑
j=0
[ ∑
i:Xi∈Im
ψ˜
(m)
j (Xi)
]
ψ˜
(m)
j (x), x ∈ Im,
where for x ∈ Im,
ψ˜
(m)
j (x) =
√
M/3 · ψj
(M(x− am)
3
− 1
)
, m = 1..M, j = 0, 1, ..., J.
The corresponding Gaussian process is defined by (21) as
Υ (x) = 3−1/2
J∑
j=0
ψj(x/3)Zj , x ∈ [−3, 3],
where Z0, Z1, ... are i.i.d. standard normal random variables. Following the
results of Section 2.2, we get that the variance of Υ (x) attains its maximum,
which is equal to S = (J +1)2/6, in 2 points, namely in t = −3 and t = 3, and
P1(u) =P2(u) = 2P
{
Υ (1) ≥
√
3u
}
= 2
(
1− Φ(√6u/(J + 1))).
The sequence of accompanying laws defined in Theorem 2 is equal to
AM (x) :=
{
exp
{
−4M
(
1− Φ(√6x/(J + 1)))}, if x ≥ cM ,
0, if x < cM ,
(30)
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Fig. 2 First raw: projection density estimates (black solid lines) in comparison with the
true densities (red lines) based on n = 500, 3000, 10000 simulations. In this example, we
take M = bn2/3c. Second raw: empirical distribution functions of √n/Mn · Dn (black solid
lines) based on 25 simulation runs in comparison with the distribution function AM (x) (red
dashed curves). Clearly, when n grows, the difference between these distribution functions
decays.
where
cM =
(J + 1)√
3
√
log(M)− (J + 1)
2
6
.
According to Theorem 2, AM (x) is close to the distribution function of
Dn = sup
u∈R
|pˆn(u)− p(u)|√
p(u)
.
The closeness of these functions is illustrated by Figure 2. In fact, as n grows,
the distribution function of
√
n/MnDn converges to AM (x)
4 Proofs
4.1 Proof of Theorem 1 and Corollary 1
The proof of Theorem 1 consists of 3 steps.
Step 1. Let us assume for brevity that S = 1. Due to Theorem 8.1 from
[19],
Pu(|X|, [A,B] \M(δ)) ≤ C(B −A)e−u2(1+δ)/2, (31)
where Pu is defined by (1), and the constant C depends on the maximum of
the variance of X ′t. Therefore,
Pu(|X|, [A,B]) = Pu(|X|,M(δ)) +O
(
e−u
2(1+δ)/2
)
, (32)
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as u→∞. Next, since the process Xt is centred,
Pu(|X|,M(δ)) = 2Pu(X,M(δ))−P
{
max
t∈M(δ)
X(t) ≥ u, max
t∈M(δ)
(−X(t)) ≥ u}.
The last probability in the r.h.s. can be majorized by
P2u (X(t)−X(s),M(δ)×M(δ)) ,
which can be bounded due to Theorem 8.1 from [19] by
C(B −A)2ue−4u2/(2S1), with (33)
S1 = max
M(δ)×M(δ)
(σ2(s) + σ2(t)− 2r(s, t)) ≤ 2− 2 min
M(δ)×M(δ)
r(s, t),
where r(s, t) is the covariance function of the process X(t). Combining the
formulas from this step, we arrive at
Pu(|X|, [A,B]) = 2Pu(X,M(δ)) +O
(
e−u
2(1+χ)/2
)
, (34)
where
χ < min
{
δ,
1 + minM(δ)×M(δ) r(s, t)
1−minM(δ)×M(δ) r(s, t)
}
:= χ1(δ). (35)
Step 2. Let us now concentrate on the case (i). In what follows, we assume
that δ > 0 is small enough and the set M(δ) is an interval denoted below by
[a, b]. Denote
rkl(s, t) :=
∂k+lr(s, t)
∂ks∂lt
,
e.g., r10(s, t) = ∂r(s, t)/∂s.
Let us assume that t0 = A and σ
′(t0) 6= 0. In this case, σ′(t0) < 0. The
proof for another case t0 = B (with σ
′(t0) > 0) follows from the time inversion
argument. As we have already mentioned in Remark 3, the up-crossings are
transformed into the down-crossings. The covariance betweenX(t0) andX
′(t0)
is negative,
r10(t0, t0) =
1
2
dσ2(t)
dt
∣∣∣∣
t=t0
< 0,
and therefore we can assume that δ is such that
max
t∈M(δ)
r10(t, t) < 0. (36)
We have
Pu(X,M(δ)) = P (X(A) ≥ u) + P (X(A) < u,N+u (M(δ)) ≥ 1).
Trivially,
P (X(A) < u,N+u (M(δ)) ≥ 1) ≤ EN+u (M(δ)),
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where the expectation in the right-hand side can be calculated via (7). Let
us represent the density pt(u, x) via the conditional density X
′(t) under the
condition X(t) = u:
pt(u, x) =
1√
2piσ(t)
e
− u2
2σ2(t) pX′(t)|X(t)=u(x). (37)
The mean and the variance of conditional distribution are equal to
m(t) := u
r10(t, t)
r(t, t)
, d2(t) := r11(t, t)− r
2
10(t, t)
r(t, t)
. (38)
Next, by changing the variables y = (x−m(t))/d(t) we get∫ ∞
0
xpX′(t)|X(t)=u(x)dx =
1√
2pi
∫ ∞
−m(t)/d(t)
(d(t)y +m(t))e−y
2/2dy,
and, since due to (36) we have m(t) < 0 for any t ∈M(δ), it holds
EN+u (M(δ)) ≤
1
2pi
∫
M(δ)
d(t)
σ(t)
exp
(
−u
2
2
(
1
σ2(t)
+
m2(t)
u2d2(t)
))
dt.
Due to (38), d2(t) ≤ r11(t, t), and moreover r(t, t) = σ2(t) ≤ 1. Therefore,
1
σ2(t)
+
m2(t)
u2d2(t)
≥ 1 + r
2
10(t, t)
r11(t, t)
,
and
EN+u (M(δ)) ≤ Ce−u
2(1+χ2)/2
with
χ2 = χ2(δ) := min
t∈M(δ)
r210(t, t)
r11(t, t)
> 0.
So we get one more condition on the constant χ for the case (i):
χ < χ2(δ). (39)
Step 3. Now let us turn towards to the proof of (ii) and (iii). Let us assume
that the number δ is small enough to guarantee that the set M(δ) satisfies the
conditions
max
t∈M(δ)
d2
dt2
σ2(t) ≤ 0 and min
t∈M(δ)
r11(t, t) > 0.
Such δ exists due to (8) and (38). We have
Pu(X, [a, b]) = P (X(a) ≥ u) + P (X(a) < u,N+u ([a, b]) = 1)
+ P (X(a) < u,N+u ([a, b]) ≥ 2) =: P (X(a) ≥ u) + p1 + p2. (40)
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There exists at least one down-crossing of the level u between two up-crossings
of the level u, and therefore
p2 ≤ P (N+u ([a, b]) ≥ 2)
≤ P (∃t1, t2 ∈ [a, b] : t2 > t1, X(ti) = u,X ′(ti) ≥ 0, i = 1, 2)
= P (∃τ ∈ (a, b) : X(τ) = u,X ′(τ) < 0,max
[τ,b]
X(s) > u). (41)
Let us denote the number of such points τ by N−+u ([a, b]). So, we have proved
that p2 ≤ EN−+u ([a, b]).
Let us show that
p1 = EN+u ([a, b]) +O(EN−+u ([a, b])). (42)
In fact,
EN+u ([a, b]) = P (X(a) < u,N
+
u ([a, b]) = 1)
+ P (X(a) > u,N+u ([a, b]) = 1) +
∞∑
k=2
kP (N+u ([a, b]) = k),
and therefore
p1 = EN
+
u ([a, b])− P (X(a) ≥ u,N+u ([a, b]) = 1)
−
∞∑
k=2
kP (N+u ([a, b]) = k). (43)
We have
P (N+u ([a, b]) = 1) ≤ E[N−+u ([a, b])],
∞∑
k=2
kP (N+u ([a, b]) = k) =
∞∑
k=2
kP (N−+([a, b]) = k − 1)
≤ 2
∞∑
k=2
(k − 1)P (N−+([a, b]) = k − 1)
≤ 2E[N−+u ([a, b])],
and therefore we get (42).
The method described in the proof of Theorem E.1 from [19] allows to
calculate the mean value of the points τ , which are the down-crossings of the
level u and satisfy
max
s∈[τ,b]
X(s) ≥ u.
We have
EN−+u ([a, b])
=
∫ b
a
dt
∫ 0
−∞
|x|dxpt(u, x)P ( max
s∈[t,b]
X(s) > u|X(t) = u,X ′(t) = x), (44)
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where the density pt(u, x) is given by (37). The formulas of this type are
obtained by using the discretisation of time {k2−n ∈ M(δ), k, n ∈ Z} and
taking the limit as n→∞, see [19].
Let us fix α > 0 (the exact value will be clarified later), and then decom-
pose the integral in (44) into two: over the set [a, b]× (−∞,−αu] and over its
compliment, [a, b]× (−αu, 0]. In the first integral we bound the probability by
1, and the further analysis consists only in the analysis of the two-dimensional
Gaussian density by using (37, 38). For the second summand, we firstly es-
timate the sum of coefficients corresponding to (−u2) under exponent in the
two-dimensional density and at the point of maximum of conditional variance
of conditional process. Then we use the Laplace method.
So, the integral over the set [a, b]× (−∞,−αu] is upper bounded by
1√
2piσ(t)
∫ b
a
e
− u2
2σ2(t) dt
∫ −αu
−∞
|x|dxpX′(t)|X(t)=u(x). (45)
For the conditional mean (38) we have
|m(t)| ≤ u max
t∈M(δ)
|r10(t, t)|
r(t, t)
=: c(δ)u. (46)
Next, for α > c(δ) we obtain∫ −αu
−∞
|x|dxpX′(t)|X(t)=u(x) ≤ 1√
2pid(t)
∫ −(α−c(δ))u
−∞
e
− x2
2d2(t) dx (47)
≤ Ce−
(α−c(δ))2u2
2d2(t) .
Finally we get the restriction on χ for the cases (ii, iii):
χ < min
t∈M(δ)
(
1
σ2(t)
+
(α− c(δ))2
d2(t)
)
− 1. (48)
(recall that σ2(t0) = 1).
Let us remark that α can be taken as small as needed. In fact, one can
take δ small enough and use that r10(t, t)→ 0 as t→ t0.
For x ∈ [−αu, 0] we consider the conditional probability under the integral
(44). We get for s > t and some (random) point ts ∈ [t, s],
X(s) = X(t) +X ′(t)(s− t) + 1
2
X ′′(ts)(s− t)2.
Denote for brevity
X := {X(t) = u,X ′(t) = x}.
The conditional probability in (44) is equal to
P
{
max
s∈[t,b]
(
X(t) +X ′(t)(s− t) + 1
2
X ′′(ts)(s− t)2
) ≥ u|X}
= P
{
max
s∈[t,b]
(
x+
1
2
X ′′(ts)(s− t)
) ≥ 0|X} ≤ P{max
s∈[t,b]
X ′′(s) ≥ 0 |X
}
,
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where we used that ts ∈ [t, b] and x ≤ 0. Denote by v2(s; t) and m(s, u, x; t)
the conditional variance and conditional mean of the process X ′′(s). The last
probability can be represented as
P
{
∃s ∈ [t, b] : X
′′(s)−m(s, u, x; t)
v(s; t)
≥ −m(s, u, x; t)
v(s; t)
∣∣∣∣X} . (49)
Let us find a lower bound for −m(s, u, x; t)/v(s; t). Taking into account that δ
is small enough, we will simplify the expressions for the conditional mean and
conditional variance as s = t = t0. Since r(t0, t0) = 1, r10(t0, t0) = 0, we get
v2(t0; t0) = r22(t0, t0)− r202(t0, t0)−
r212(t0, t0)
r11(t0, t0)
,
m(t0, u, x; t0) = r02(t0, t0)u+
r12(t0, t0)
r11(t0, t0)
x.
It would be a worth mentioning that r02(t0, t0) < 0, because(
σ2(t0)
)′′
= 2(r11(t0, t0) + r02(t0, t0)) ≤ 0,
and r11(t0, t0) > 0 due to (8). Note that
−m(t0, u, x; t0)
v(t0; t0)
=
u
v(t0; t0)
(
−r02(t0, t0)− r12(t0, t0)
r11(t0, t0)
x
u
)
.
Taking into account that |x| ≤ αu, let us choose δ in (46) small enough to
guarantee the existence of α such that
|r12(t0, t0)|α
r11(t0, t0)
≤ −1
2
r02(t0, t0).
Note that for δ small enough
min
s,t∈[a,b]
−m(s, u, x; t)
v(s; t)
≥ −1
2
r02(t0, t0)u
v(t0; t0)
. (50)
Due to the Borel-TIS inequality (Theorem 2.1.1 from [1]), the probability in
(49) doesn’t exceed
P
(
max
s∈[t,b]
X ′′(s)−m(s, u, x)
v(s; t)
≥ −ur02(t0, t0)
4v(t0, t0)
∣∣∣∣X)
≤ C exp
{
−1
2
(u|r02(t0, t0)|
4v(t0, t0)
− c)2},
where the constant c doens’t depend on u. Finally, we conclude that
χ < min{δ, α2, γ2}. (51)
where
– δ is defined by (32);
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– α is defined by (45), (48);
– γ2 is defined by
γ2 :=
r202(t0, t0)
16v2(t0, t0)
. (52)
Next, the first probability in the right-hand side of (40) has the same expo-
nential order as u → ∞ as the mathematical expectation of the number of
up-crossings. This fact combined with the equality (43) and the further lines
of reasoning, yields (53).
In the case, when the point of maximum of variance lies inside the interval
[A,B] or coincides with the point B, the first term in (40) has the same order
as the remainder, provided (8) holds. Indeed, following the same lines, we get
P(u) = 2P
{
X(a) ≥ u
}
+ 2E
[
N+u (M(δ))
]
. (53)
Since for some C1 > 0,
E
[
N+u (M(δ))
] ∼ C1
u
e−u
2/(2S), u→∞,
see [22], and
P{X(a) > u} ∼ 1√
2piσ(a)u
e−u
2/(2σ2(a)), u→∞,
we arrive at (12).
Remark 7 It would be a worth mentioning that our proof of (12) essentially
differs from the proof of the Rice formula in [19], [20]. In our proof, the ex-
istence of the second factorial moment is not used, and this fact allows us to
consider milder conditions on the process X(t).
Remark 8 Let us recall that we used the assumption S = 1. For general S, the
expression for χ remains the same, but the computations should be repeated
for the level u/
√
S of the process X(t)/
√
S.
Finally, let us mention that the proof of Corollary 1 is based on the trivial
inequality
P
{
max
t∈M1
X(t) ≥ u, max
t∈M2
X(t) ≥ u
}
≤ P
{
max
(s,t)∈M1×M2
(
X(s) +X(t)
) ≥ 2u},
and further application of the ideas presented in Theorem 8.1 from [19].
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4.2 Proof of Proposition 1
The idea of the proof presented below was used in our paper [14]. There exists
also an extended version of this paper, published as a preprint [15], where
some issues are discussed in more details.
The proof consists of 6 steps. For any function G and any positive number
h (probably depending on n,M, J, x), we define
Ln,M,J(h,G;x) = L (h,G;x) := h
M∑
m=1
J∑
j=0
[∫
Im
ψ
(m)
j (u)dG(u)
]
ψ
(m)
j (x).
1. Komlo´s-Major-Tusnady construction. Denote the empirical process of
a uniform on [0, 1] random sample F (X1), .., F (Xn) by
Rn(x) :=
√
n
( 1
n
n∑
i=1
I {F (Xi) ≤ x} − x
)
.
Note that
Rn(F (x)) =
√
n
(
Fˆn(x)− F (x)
)
,
where Fˆn(x) = n
−1∑n
k=1 I{Xi ≤ x} is the empirical distribution function.
Due to the well-known Komlo´s-Major-Tusnady construction (see [13]),
there exists a version of Rn(x) (denoted below also by Rn(x) for the sake
of simplicity), a sequence of Brownian bridges Bn(x), and some positive con-
stants c1, c2,κ such that
P
{
sup
y∈[0,1]
|Rn(y)− Bn(y)| ≤ c1 log(n)√
n
}
> 1− c2
nκ
. (54)
Note also that under our assumptions F is a continuous function, and therefore
the event in the left-hand side of (54) is equal to
Ω∗n :=
{
sup
x∈R
|Rn(F (x))− Bn(F (x))| ≤ c1 log(n)√
n
}
.
In what follows, we denote
L1(x) = L (h,Rn(F (·));x), L2(x) = L (h,Bn(F (·));x).
2. Supremum of the functional L ; L1  L2. Let us show that
sup
x∈[A,B]
∣∣∣Ln,M,J(h,G;x)∣∣∣ ≤ c3h M w(G, [A,B], δ), (55)
where
– w is the modulus of continuity, i.e.,
w(G,D, δ) := sup
{
|G(u)−G(v)| : u, v ∈ D, |u− v| < δ
}
;
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– the constant c3 is equal to
c3 =
J∑
j=0
[
dj + ej(B −A)α
]
dj ,
where ej = |ψj |α is the α-Ho¨lder coefficient of the function ψj , and dj =
maxx∈[A,B](ψj(x)).
In fact, for x ∈ [A,B] there exists an interval Im containing x, and
|Ln,M,J(h,G;x)| =
∣∣∣∣∣∣h
J∑
j=0
[∫
Im
ψ
(m)
j (u) dG (u)
]
ψ
(m)
j (x)
∣∣∣∣∣∣
=
∣∣∣∣∣∣h
J∑
j=0
[
ψ
(m)
j (bm)
(
G(bm)−G(am)
)
−
∫
Im
(
G(u)−G(am)
)
dψ
(m)
j (u)
]
ψ
(m)
j (x)
∣∣∣∣
≤ h
J∑
j=0
(
sup
x∈Im
|ψ(m)j (x)|+ VIm(ψ(m)j )
)
sup
x∈Im
|ψ(m)j (x)|
·w(G, [A,B], δ)
≤ c3h M w(G, [A,B], δ),
where we denote by VIm(ψ
(m)
j ) the total variation of ψ
(m)
j ,
VIm(ψ
(m)
j ) := sup
‖P‖→0
n∑
i=1
∣∣∣ψ(m)j (xi)− ψ(m)j (xi−1)∣∣∣ ,
P ranges over the partitions am = x0 < x1 < ... < xn = bm, and ‖P‖ =
maxi |xi − xi−1|. In fact, for any j ∈ N and any m = 1..M,
sup
x∈Im
|ψ(m)j (x)| ≤M1/2dj , VIm(ψ(m)j ) ≤M1/2V[A,B](ψj) ≤M1/2ej(B −A)α.
From (55) it follows that on the event Ω∗n,
‖L1 −L2‖ = sup
x∈R
|L (h,Rn(F (·))− Bn(F (·));x)|
≤ c4 h M log(n)√
n
with c4 = 2c1c3.
3. Brownian bridge  Brownian motion. Denote by Wn the Brownian
motion corresponding to the Brownian bridge Bn, that is, Bn(x) = Wn(x) −
xWn(1), ∀x ∈ [0, 1]. Denote L3(x) = L (h,Wn(F (·));x).
‖L2 −L3‖ ≤ c4 h M |Wn(1)|w(F, [A,B], δ).
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Since p ∈ Pq,H , we get
w(F (·), [A,B], δ) ≤ sup
|u−v|≤δ
∫ v
u
p(x)dx ≤ sup
|u−v|≤δ
∫ v
u
(
p(u) +Hδβ
)
dx . δ,
where we use that p(u) is uniformly bounded for all p ∈ Pq,H . In fact, denote
x? = arg minx∈[A,B] p(x); since p(x?) ≤ (B − A)−1, we get from the property
of uniform Ho¨lder continuity
p(u) ≤ H|u− x?|β + p(x?) ≤ (H + 1)(B −A).
Finally,
P {‖L2 −L3‖ ≤ c5 h x} ≥ P {|Wn(1)| ≤ x} = 1− 2(1− Φ(x))
for any x > 0 and some c5 > 0.
4. L3  L4(x) := L (
√
p(x)h,Wn;x). Let us first note that(
Wn
(
F (u)
))
u∈R
Law
=
(∫ u
−∞
√
p(v)dWn(v)
)
u∈R
,
because both processes are Gaussian with zero mean and covariance function
K(u1, u2) = F (min(u1, u2)). Therefore,
L4(x)−L3(x) = h
M∑
m=1
J∑
j=0
[∫
Im
ψ
(m)
j (u)
(√
p(x)−
√
p(u)
)
dWn(u)
]
ψ
(m)
j (x).
Using the integration by parts formula for Wiener integrals, we get with fixed
m ∣∣∣∫
Im
ψ
(m)
j (u)
(√
p(x)−
√
p(u)
)
dWn(u)
∣∣∣
=
∣∣∣ψ(m)j (bj)(√p(x)−√p(bj))Wn(bj)− ψ(m)j (aj)(√p(x)−√p(aj))Wn(aj)
−
∫
Im
Wn(u)d
(
ψ
(m)
j (u)
(√
p(x)−
√
p(u)
))∣∣∣
≤ sup
Im
|Wn(u)| · VIm
(
ψ
(m)
j (·)
(√
p(·)−
√
p(x)
))
. (56)
Note that under our assumptions on the function p, it holds for any x2, x1 ∈ I,∣∣∣√p(x2)−√p(x1)∣∣∣ ≤ |p(x2)− p(x1)|√
p(x2) +
√
p(x1)
≤ c5|x2 − x1|
for some c5 > 0. Moreover, for any u1, u2 ∈ Im,∣∣∣ψ(m)j (u2)(√p(u2)−√p(x))− ψ(m)j (u1)(√p(u1)−√p(x))∣∣∣
≤
∣∣∣ψ(m)j (u2)∣∣∣·∣∣∣√p(u2)−√p(u1)∣∣∣+∣∣∣ψ(m)j (u2)−ψ(m)j (u1)∣∣∣·∣∣∣√p(u1)−√p(x)∣∣∣
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Therefore,
VIm
(
ψ
(m)
j (·)
(√
p(·)−
√
p(x)
)) ≤ c5( sup
u∈Im
∣∣ψ(m)j (u)∣∣+ VIm(ψ(m)j )) · ∣∣Im∣∣
≤ c6M−1/2
with some c6 = c5(dj + ej(B −A)α)(B −A). Combining this result with (56),
we arrive at
‖L4(x)−L3(x)‖ ≤ c7h sup
[A,B]
|Wn(u)|.
Next,
P
{
sup
[A,B]
|Wn(u)| > x
}
≤ P
{
sup
[A,B]
Wn(u) > x
}
+ P
{
inf
[A,B]
Wn(u) < −x
}
≤ 2P
{
sup
[A,B]
Wn(u) > x
}
= 4P
{
Wn(B) > x
}
,
where the last inequality follows from the reflection principle for Brownian
motion. Therefore, for any x > 0,
P {‖L3 −L4‖ ≤ c7 h x} ≥ P
{
sup
[A,B]
|Wn(u)| < x
}
≥ 1− 4
(
1− Φ(x/
√
B)
)
.
6. Final step. Note that
sup
x∈R
|L4(x)|√
p(x)
= h max
m=1..M
sup
x∈R
∣∣∣∣∣∣
J∑
j=0
[∫
Im
ψ
(m)
j (u)dWn(u)
]
ψ
(m)
j (x)
∣∣∣∣∣∣
= h
√
M max
m=1..M
sup
x∈I
∣∣∣∣∣∣
J∑
j=0
[∫
I
ψ(u)dW (m)n (u)
]
ψ(x)
∣∣∣∣∣∣ ,
where W
(m)
n ,m = 1..M are i.i.d. copies of Wn. The last formula suggests the
choice h = M−1/2. To complete the proof, we need the following technical
lemma, which is proven in [15], pp. 33-34.
Lemma 1 Let η1, ..., ηk be random variables such that
P
{
|ηi+1 − ηi| ≤ δi
}
≥ 1− γi, i = 1..(k − 1),
for some non-negative δi, γi, i = 1..k. Denote by Fηk the distribution function
of ηk. Then it holds
Fη1
x− k−1∑
j=1
δj
− k−1∑
j=1
γj ≤ Fηk(x) ≤ Fη1
x+ k−1∑
j=1
δj
+ k−1∑
j=1
γj . (57)
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Let us apply this lemma with
ηk = ‖Lk(x)/
√
p(x)‖, k = 1..4.
For any k = 1..4,
|ηk − ηk−1| ≤ q−1/2
∣∣∣‖Lk(x)‖ − ‖Lk−1(x)‖∣∣∣ ≤ q−1/2 ‖Lk(x)−Lk−1(x)‖ .
Therefore, under the choice h = M−1/2,
δ1 = c4q
−1/2 M1/2
log(n)√
n
, γ1 =
c2
n−κ
,
δ2 = c4q
−1/2 M−1/2 k1, γ2 = 2(1− Φ(k1)),
δ3 = c7q
−1/2 M−1/2k2, γ3 = 4(1− Φ(k2/
√
B)),
with any k1, k2 > 0. The choice of these parameters is based on the idea to
have γ1  γ2  γ3. Taking into account the inequality
1− Φ(x) ≤ 1
x
√
2pi
e−x
2/2, ∀ x > 0, (58)
see, e.g., p.2 in [18], we choose k1 =
√
2κ log n, and k2 =
√
2Bκ log n. Under
this choice of q1, q2, we have
δ1 + δ2 + δ3 ≤ c9 log(n)√
n/M
+ c10
√
log(n)√
M
.
4.3 Proof of Theorem 2
The proof consists of 4 steps. On the first step, we consider the distribution
function
Fn,M (x) := P
{√
n
M
Rn ≤ x
}
,
and show that it is close to AM (x) for x ≥ cM , see (59). Next, on step 2, we
show similar result for x < cM . Finally, on step 3, we show that Rn(x) can be
replaced by Dn(x).
1. Let us first show that
sup
x≥cM
|Fn,M (x)−AM (x)| ≤ c¯1 M−θ + c¯2 n−κ . (59)
From Corollary 1 we get for any x ≥ cM
Fn,M (x) ≤
[
P
{
max |Υ (x)| ≤ x+ γn,M
}]M
+ C1n−κ
= exp
{
M log
[
1−
k∑
i=1
Pi(x+ γn,M ) + r(x)
]}
+ C1n−κ ,
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where r(x) = O(M−(1+χ)), uniformly over all x ≥ cM . Therefore,
Fn,M (x) ≤ AM (x+γn,M ) exp
{
−M
2
( k∑
i=1
Pi(x+γn,M )
)2
(1+o(1))+O(M−χ)
}
+ C1n−κ .
From Remark 4, we get for M large enough,
k∑
i=1
Pi(x+ γn,M ) .
1
cM
e−c
2
M/(2S) .M−1 e
(2S logM)1/2
(2S log(M))1/2
.M−H
for any H ∈ (0, 1). Taking H > 1/2, we arrive at
Fn,M (x) ≤ AM (x+ γn,M ) + c¯1 M−θ + c¯2 n−κ
with some c¯1 > 0 and c¯2 = C1. Due to Lemma T, AM (x) and AM (x + γn,M )
differ by a quantity, which uniformly converges to zero at polynomial rate
w.r.t. n,M. The proof for the inverse inequality follows the same lines.
2. Let us consider now the case x < cM . From Proposition 1 and Remark 4
we get
Fn,M (x) ≤ exp
{
M logP
{
ζ ≤ cM + γn,M
}}
+ C1n−κ
= exp
{
M log
(
1− 1
2pi(cM + γn,M )
e−(cM+γn,M )
2/(2S)c0(1 + o(1))
)}
+C1n−κ
= exp
{
− c0
2pi
· e
(2S logM)1/2
(2S log(M))1/2
(1 + o(1))
)}
+ C1n−κ .
Since
e(2S logM)
1/2
(2S log(M))1/2
> K logM (60)
for any K > 0 and M large enough, we get that Fn,M (x) converges to zero at
polynomial rate with respect to both n and M.
3. According to (78),
P
{√
n
M
Dn ≤ x
}
≤ P
{√
n
M
Rn ≤ x+ C4n1/2M−β−1/2
}
.
Due to the steps 1,2 of this proof, we have
P
{√
n
M
Dn ≤ x
}
≤ AM
(
x+ C4n
1/2M−β−1/2
)
+ c¯1 M
−θ + c¯2 n−κ .
Applying once more Lemma T, we arrive at
P
{√
n
M
Dn ≤ x
}
≤ AM (x) + c1n1/2Mθ1−β−1/2 + c¯1 M−θ + c¯2 n−κ
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with some c1 > 0. Note that if M = bnλc with λ ∈ ((2β+1)−1, 1), there exists
some θ1 such that
c1n
1/2Mθ1−β−1/2 + c¯1 M−θ + c¯2 n−κ = c¯n−γ
with some c¯, γ > 0. This observation completes the proof.
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A Choice of the parameter δ
In this section, we provide an example on the choice of the parameter δ in Theorem 1. We
will concentrate on the case of the Gaussian process
Υ (t) =
J∑
j=0
ψj(t)Zj , (61)
where Z0, Z1, ... are the Legendre polynomials. As it is explained in Section 2.2, this case
corresponds to the item (i) in Theorem 1: t0 = A = −1, r10(t0, t0) = 12 (σ2(t0))′ < 0 (the
behaviour at the point t0 = B = 1 is completely the same). Denote
D(δ) := max
t∈M˜(δ)
[−(σ2(t))′],
where M˜(δ) =M(δ)∩ [−1, 0]. In what follows, we assume that δ is such that M˜(δ) = [A, b]
for some b ∈ (−1, 0). In the considered case, the absolute value of (σ2(t))′ decays in some
right vicinity of the point t0 = −1 (for instance, the plot of σ2(t) for J = 4 is given on
Figure 3) and therefore we can take δ such that
D(δ) = −(σ2(A))′ = 2|r10(A,A)|. (62)
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Fig. 3 Plot of the variance σ2(t) = Var(Υ (t)) for J = 4. Note that S = maxσ2(t) =
(J + 1)2/2 = 25/2, the set M(δ) := {t : σ2(t) > S/(1 + δ)} is an interval for any δ < 4.44.
Now we aim to find a lower bound for min
s,t∈M˜(δ) r(s, t). The two-dimensional mean
value theorem yields
r(s, t) = r(A,A) +
∫ 1
0
[
(s−A)r10(A+ h(s−A), A+ h(t−A))
+ (t−A)r01(A+ h(s−A), A+ h(t−A))
]
dh.
We get
r(s, t) ≥ S − 2(b−A)D1(δ), s, t ∈ M˜(δ),
where D1(δ) = maxs,t∈M˜(δ)(−r01(s, t)). The inequality (35) reads as
χ < χ1(δ) := min
{
δ,
S − (b−A)D1(δ)
(b−A)D1(δ)
}
. (63)
Note that for the Legendre polynomials, A = −1 and
D1(δ) = max
s,t∈M˜(δ)
(
−
J∑
j=0
ψj(s)ψ
′
j(t)
)
= −
J∑
j=0
ψj(−1)ψ′j(−1), (64)
because for δ small enough it holds
−ψj(s)ψ′j(t) ≥ 0 ∀s, t ∈ M˜(δ), ∀j = 0, 1, .. (65)
and
arg max
s∈M˜(δ)
|ψ′j(s)| = arg max
t∈M˜(δ)
|ψj(t)| = −1,
see, e.g., Section 5.1 from [15]. The last expression in (64) and S can be directly computed:
−
J∑
j=0
ψ′j(−1)ψj(−1) =
1
4
J∑
j=0
j(j + 1)(2j + 1) =
1
8
J(J + 1)2(J + 2),
S =
J∑
j=0
ψ2j (−1) =
J∑
j=0
2j + 1
2
=
(J + 1)2
2
.
Therefore, we conclude that
χ1(δ) = min
{
δ,
4
(b−A)J(J + 2) − 1
}
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The second restriction on χ arrises due to (39):
χ ≤ χ2(δ) := min
t∈M˜(δ)
Ψ(t), Ψ(t) :=
r210(t, t)
r11(t, t)
. (66)
This function cann’t be simplified in the considered particular case, and will be analysed
numerically later.
The last restriction on χ appears due to the Corollary 1. Applying Theorem 8.1 from
[19], we get
P2u(X(s) +X(t),M˜(δ)× (M(δ) \ M˜(δ))) ≤ C(b−A)2ue−2u
2/R(δ) (67)
with some C > 0 and
R(δ) = max
s∈M˜(δ),
t∈M(δ)\M˜(δ)
Var(Υs + Υt).
We have
Var(Υs + Υt) = r(s, s) + r(t, t) + 2r(s, t) =
J∑
j=0
(
ψj(s) + ψj(t)
)2
.
For the Legendre polynomials, it holds ψj(t) = (−1)jψj(−t), and therefore
R(δ) = max
s,t∈M˜(δ)
R(s, t), where R(s, t) :=
J∑
j=0
(
ψj(s) + (−1)jψj(t)
)2
.
Empirically, we get that the maximum of R(s, t) is attained at the point (−1,−1) (see
Figure 4), and therefore
R(δ) =
{
(J + 1)(J + 2), J is even,
J(J + 1), J is odd,
for any δ, which guarantees that the set M(δ) is an interval. Therefore, from (67) we get
the last restriction on χ :
χ < χ3(δ) :=
4S
R(δ)
− 1 =
{
J/(J + 2), J is even,
(J + 2)/J, J is odd.
(68)
Finally, we conclude that for the optimisation of χ, we should find as follows
χopt = max
δ
m(δ), where m(δ) := min{χ1(δ), χ2(δ), χ3(δ)}.
This optimisation procedure is illustrated on Figure 5. The left picture presents the plots
of the functions χ1(δ), χ2(δ), χ3(δ), while the right picture depicts the minimum between
them. It turns out, that the maximum over δ is equal to 2/3, and this value is attained for
any δ ∈ (0.71, 2.13).
B SBR-type theorem for projection density estimates
In this subsection, we briefly discuss the SBR-type theorem for the estimate (19). The
next theorem shows that the distribution of Rn converges to the Gumbel distribution.
Nevertheless, the rate of this convergence is very slow, of logarithmic order.
Theorem 3 Assume that p ∈ Pq,H,β with some q,H > 0, β ∈ (0, 1], and the basis func-
tions ψj(x), j = 0, 1, 2, ... satisfy the assumptions (A1) and (A2). Let M = Mn = bnλc with
λ ∈ (0, 1).
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Fig. 4 Plot of the function R(s, t) for J = 4. Maximum is attained at the point (−1,−1).
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Fig. 5 Plots of the function χ1(t), χ2(t), χ3(t) (left) and of the function m(δ) =
min(χ1(t), χ2(t), χ3(t)) (right) for J = 4. The maximal value of m(δ) is equal to J/(J+2) =
2/3, and this value is attained with any δ ∈ (0.71, 2.13).
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(i) For any x ∈ R, it holds
P
{√ n
Mn
Rn ≤ uM (x)
}
= e−e
−x (
1 + e−xΛM (1 + o(1))
)
, (69)
as n→∞, where
ΛM =
(
log log(M)
)2
16 log(M)
and
uM (x) = aM +
xS
aM
, (70)
aM =
(
2S log(M)
)1/2 − S1/2
23/2
log
((
8pi2S/c0
)
log(M)
)(
log(M)
)1/2 (71)
with S = maxσ2(t), and c0 defined by (15) for X(t) = Υ (t).
(ii) In (69), Rn can be changed to Dn, provided λ ∈ (1/(2β + 1), 1).
Proof (i). Note that the process Υ (x) defined by (21) has zero mean and variance equal to
(17). From (23) and (15), we get for u→∞,
P
{√ n
M
Rn ≤ u
}
≤
[
P
{
max |Υ (x)| ≤ u+ γn,M
}]M
+ C1n−κ
= exp
{
M log
(
1− 1
2pi
e−u˘
2
n,M/(2S)u˘−1n,M
(
c0 + c1u˘
−2
n,M + o(u˘
−2
n,M )
))}
+C1n−κ
= exp
{
−M
2pi
e−u˘
2
n,M/(2S)u˘−1n,M
(
c0 + c1u˘
−2
n,M + o(u˘
−2
n,M )
)}
+C1n−κ (72)
with u˘n,M = u+γn,M . Next, let us substitute u = aM +xS/aM−γn,M with some aM →∞
as M →∞. We have
P
{√ n
M
Rn ≤ aM + xS
aM
− γn,M
}
≤ exp
{
−e−x · GM ·
(
1 + a−2M
(−x2(S/2)− xS + c1/c0)+ o(1))}+ C1n−κ ,
as M →∞, where
GM = Mc0
2piea
2
M
/(2S)aM
. (73)
Now we specify aM such that GM  1. More concretely, let us find aM in the form aM =
cM−dM/cM , where cM , dM →∞, dM/cM → 0 as M →∞. This form leads to the equalities
M = ec
2
M/(2S), edM/Sc0 = 2picM ,
which suggest
cM =
√
2S log(M), dM = S log(2picM/c0).
Under this choice, we get
GM = 1−
d2M
2Sc2M
(1 + o(1)). (74)
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Therefore,
P
{√ n
Mn
Rn ≤ aM + xS
aM
− γn,M
}
≤ exp
{
−e−x ·
(
1− d
2
M
2Sc2M
(1 + o(1)
)
·
(
1 + c−2M
(−x2(S/2)− xS + c1/c0)+ o(1))}
+ C1n−κ
= exp
{
−e−x(1− ΛM (1 + o(1))}+ C1n−κ = e−e−x(1 + e−xΛM (1 + o(1))).
After the change x by x+ γn,MaM/S, we get
P
{√ n
Mn
Rn ≤ uM (x)
}
≤ e−e−x(1 + e−xΛM (1 + o(1))), n→∞,
because γn,MaM converges to zero at polynomial rate (here we use the assumption M = n
λ,
λ ∈ (0, 1) at the first time, see Remark 5). The proof of the inverse inequality follows from
the second statement of the Proposition 1.
(ii). It holds
∣∣pˆn(x)− p(x)∣∣ ≤ ∣∣pˆn(x)− Epˆn(x)∣∣+ ∣∣Epˆn(x)− p(x)∣∣. (75)
Let us show that the second summand can be upper bounded by an expression of order
M−1. In fact, for any x ∈ [A,B],
0 =
M∑
m=1
∫
Im
ψ
(m)
j (y)dy · ψ(m)j (x), j = 1, 2, ...,
1 =
M∑
m=1
∫
Im
ψ
(m)
0 (y)dy · ψ(m)0 (x).
Both equalities are obtained by direct calculations; e.g., the first equality follows from
∫
Im
ψ
(m)
j (y)dy = M
−1/2
√
2j + 1
2
∫ 1
−1
ψj(x)dx
= M−1/2
√
2j + 1
2
1
2nn!
dn−1
dxn−1
(x2 − 1)n|1−1 = 0.
Therefore,
Epˆn(x)− p(x) =
M∑
m=1
J∑
j=0
[∫
Im
ψ
(m)
j (y) (p(y)− p(x)) dy · ψ(m)j (x)
]
.
Applying the Cauchy-Schwarz inequality for the second sum, we get
|Epˆn(x)− p(x)| ≤
M∑
m=1
 J∑
j=0
(∫
Im
ψ
(m)
j (y) (p(y)− p(x)) dy
)21/2
 J∑
j=0
(ψ
(m)
j (x))
2
1/2 . (76)
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Next, we apply the Cauchy-Schwarz inequality for the integral in (76):
|Epˆn(x)− p(x)| ≤
M∑
m=1
∫
Im
(p(y)− p(x))2 dy ·
J∑
j=0
∫
Im
(
ψ
(m)
j (y)
)2
dy
1/2
·
 J∑
j=0
(
ψ
(m)
j (x)
)21/2 . (77)
Now we will use that∫
Im
(
ψ
(m)
j (y)
)2
dy = 1, ∀ j,m,
J∑
j=0
(
ψ
(m)
j (x)
)2 ≤ C1M,
with some C1 > 0 depending on J . We have∫
Im
(p(y)− p(x))2 dy ≤ C2M−(2β+1), ∀ x ∈ Im.
We arrive at
|Epˆn(x)− p(x)| ≤ C3M−β , ∀ x ∈ [A,B].
with some constant C3 > 0. Substituting this result into (75), we get√
n
M
Dn ≤
√
n
M
Rn + C4n1/2M−β−1/2
where C4 = C3q−1. On the other side, we have
|pˆn(x)− p(x)| ≥ |pˆn(x)− Epˆn(x)| − |Epˆn(x)− p(x)| ,
and therefore √
n
M
Dn ≥
√
n
M
Rn − C4n1/2M−β−1/2.
We conclude that
P
{∣∣∣∣√ nM Dn −
√
n
M
Rn
∣∣∣∣ ≤ C4n1/2M−β−1/2} = 1.
By Lemma 1, for any x ∈ R,
P
{√
n
M
Rn ≤ x− C4n1/2M−β−1/2
}
≤ P
{√
n
M
Dn ≤ x
}
≤ P
{√
n
M
Rn ≤ x+ C4n1/2M−β−1/2
}
. (78)
Substituting uM (x) defined by (70)-(71) instead of x, we get that the left-hand side in (78)
can be transformed as follows
P
{√
n
M
Rn ≤ uM (x)− C2n1/2M−β−1/2
}
= P
{√
n
M
Rn ≤ uM
(
x− C2n1/2M−β−1/2aM/S
)}
= e−e
−x (
1 + e−xΛM (1 + o(1))
)
,
provided n1/2M−β−1/2aM converges to 0 at polynomial rate. The last condition is fulfilled
for any α ∈ (1/(2β + 1), 1). The same argument holds for the right-hand side of (78), and
the desired result follows.
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C One technical lemma
Lemma T Denote
Θn,M (x) := AM (x+ wn,M )−AM (x),
where wn,M > 0 converges to zero as n,M →∞. Then
sup
x∈R
Θn,M (x) ≤ c1Mθ1wn,M + c2M−θ2
for some c1, c2 > 0 and any θ1, θ2 > 0.
Proof For x < cM − wn,M , we have Θn,M (x) = 0.
If x ≥ cM ,
Θn,M (x) ≤ sup
x≥cM
[
A′M (x)
]
wn,M = sup
x≥cM
[
−AM (x)
k∑
i=1
P′i
(
x
)]
Mwn,M .
Note that for x ≥ cM , we have
0 ≤ −
k∑
i=1
P′i
(
x
)
=
2k√
S
φ
( x√
S
)
<
2k√
2piS
e−c
2
M/(2S) .M−1e
√
2S log(M).
Since e
√
2S log(M) .Mθ1 for any θ1 > 0, we conclude that
sup
x≥cM
Θn,M (x) . c1Mθ1wn,M , n,M →∞ (79)
for any θ1 > 0. Finally, if x ∈ (cM − wn,M , cM ), we have
Θn,M (x) = AM (x+ wn,M ) < Θn,M (cM ) +AM (cM ),
where the first term is bounded by the expression in the right-hand side of (79). Now let us
consider the second term:
AM (cM ) = exp
{
− Mc0
2picM
e−c
2
M/(2S)(1 + o(1))
}
= exp
{
− c0e
−S/2
2pi
e(2S logM)
1/2
(2S log(M))1/2
(1 + o(1))
}
.
Applying (60), we conclude that AM (cM ) converges to zero at polynomial rate with respect
to M . This observation completes the proof of Lemma T.
