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on roadways. Screening out nonroad areas during image process-
ing is desirable for two reasons: first, vehicle detection and tracking 
will only be performed within roadway areas, and, therefore, there 
will be no false detections of vehicle movements in these nonroad 
areas; second, the computational effort can be reduced because 
only roadway areas are processed. The term “road mask” describes 
a screen applied to an image to eliminate irrelevant areas of the 
image and to focus the computational effort on the roadway itself.
As part of the National Consortium on Remote Sensing in 
Transportation—Flows, a software tool called “tracking and reg-
istration of airborne video image sequences” (TRAVIS) has been 
developed to extract vehicle positions from airborne imagery 
to assist in the analysis of microscopic traffic behaviors (1, 2). 
The input into TRAVIS is a sequence of images from the video. 
TRAVIS registers the image sequences to an initial common ref-
erence frame, detects the vehicles in the images, and tracks the 
vehicles through the image sequence. The output of TRAVIS is a 
sequence of vehicle pixel coordinates as they are tracked through 
the image sequence (3). The research here describes a method to 
generate a road mask from basic vehicle movements in airborne 
imagery, with the ultimate goal of improving the detection and 
tracking of vehicles. This is part of a continuing effort to enhance 
the software.
Literature review
Many algorithms have been developed to extract roadway boundaries 
for various purposes. Most of them fall into one of three categories: 
the Hough transformation–based approaches (4, 5), the deformable 
template–based approaches (6–9), and the line segment grouping–
based approaches (10). For example, Bandera et al. use a mean 
shift–based clustering in the Hough domain to detect line segments in 
edge images (4). A line segment random window randomized Hough 
transformation is used to find favorable line segments. Then, a vari-
able bandwidth mean shift algorithm is applied to cluster items in the 
Hough parameter space. The performance of the algorithm is good in 
terms of the computation time and the ability to detect line segments. 
However, there are a set of parameters to calibrate; for example, 
the minimal line segment length and the minimal gap between two 
line segments.
In contrast, Kluge and Lakshmanan describe a likelihood of image 
shape algorithm for lane detection based on a deformable tem-
plate approach, which uses intensity gradient information (6). The 
lane detection problem is formulated as finding a set of the most 
likely lane edge parameters. A shape model defines a set of shape 
parameters, and a likelihood function measures how well a given 
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This research proposes a method to estimate a road mask in airborne 
imagery to improve vehicle detection and tracking. The road mask can 
remove false detections and reduce computation time. The road mask 
was estimated on the basis of smoothed (interpolated) positions of the 
vehicles tracked by the short-term and long-term trackers in the soft-
ware tool “tracking and registration of airborne video image sequences” 
(TRAVIS) in a fixed number of frames (i.e., one cycle). First, raw vehicle 
positions that were obtained from TRAVIS were smoothed with a Kalman 
filter. Second, the slope of the roadway was estimated based on the 
smoothed positions of these vehicles. Third, falsely detected vehicles 
were removed if the slope of the lines that connected two vehicles in the 
same lane were close to the slope of the roadway. Finally, the road mask 
was generated according to the minimal and maximal intercepts of the 
approximated roadway edges in one cycle. Experimental results showed 
that the estimation of the road mask was accurate and that the improve-
ment in the correct detection and tracking rate and in the computation 
time was significant.
There has been considerable interest in vehicle detection and tracking 
through video imagery data. Applications of such methods include the 
estimation of traffic flow characteristics (speeds, flows, and densities), 
the estimation of traffic performance at intersections, and the estima-
tion of individual vehicle positions and trajectories. In addition, the 
detection of vehicles from video imagery can be used for a variety of 
operations management tasks, including intersection signal control, 
ramp metering, and incident detection and confirmation.
A common platform for the collection of video imagery from traf-
fic is a fixed camera, mounted on a pole or other stationary object, to 
detect and track vehicles at a specific location. Also, traffic data may 
be collected from mobile platforms, such as airborne platforms (e.g., 
helicopters, fixed-wing aircraft, blimps, and zeppelins). The advan-
tage of a mobile platform is the increased spatial coverage that can 
be afforded by a single platform. An aircraft can move to locations 
where traffic patterns are of interest (e.g., where congestion occurs 
on a given day, at a given time) and, thus, can capture traffic patterns 
in a larger geographic area.
One challenge in such imagery is to remove extraneous informa-
tion in the images. Typically, the vehicle movements of interest are 
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set of shape parameters matches the data in a given road image. The 
detected lane boundaries match the actual ones. However, it takes 
over 703,000 iterations for the Metropolis algorithm to converge.
In addition, Jang and Hong incorporate the concept of the Hough 
transformation–based approach into a line segment grouping to find 
favorable line segments from a global point of view (10). The detec-
tion ability and computation time are improved. However, a set of 
thresholds needs to be determined; for instance, the thresholds for 
determining the redundancy of each line segment and for grouping 
the elementary line segments into the same line segment.
Jiang et al. propose a chain-code algorithm to extract road edges in 
an aerial image (11). Line structures are encoded using a direction-
encoding scheme. Lines are detected based on the feature of straight 
lines in the direction-encoding scheme’s chain codes and grouped by 
a rotation of line approach. Overall, this algorithm is robust; however, 
the rotation of line approach may lead to an inaccurate representation 
of the line segments after the image is digitized.
Lai and Yung developed a lane detection algorithm for traffic sur-
veillance based on the orientation and length features of lane mark-
ings and curb structures (12). The edge features of all the objects in 
the image are first extracted using an edge-based approach and then 
approximated by straight lines. The straight lines are clustered using 
a K-means clustering based on the properties of the lane markings 
and curbs in the three-dimensional space. This algorithm is robust. 
However, the estimated center lines deviate from the actual lane 
medians, especially for those lanes far away from the camera.
Wang et al. construct a Catmull–Rom spline–based lane model 
to detect lanes by determining the set of lane control points (13). 
A maximum likelihood method is used to measure the matching 
between the model and the real image. The result is accurate even 
under shadow conditions. However, the lane model is not accurate 
if the lane is not well painted.
Stewart et al. present an automatic lane-finding algorithm based 
on the activity map for traffic monitoring (14). The activity map is 
generated by detecting a significant scene change. The lane posi-
tions are found by first creating a binary image and then conducting 
morphological cleaning. Several thresholds for creating a binary 
image and generating the activity map are used in the algorithm, 
which affects the time needed to detect the lane positions.
Melo et al. demonstrate the power of using vehicle trajectories to 
detect and classify highway lanes (15). The approximate lane centers 
were obtained using a K-means clustering algorithm, which requires 
the number of clusters (K) as an input parameter. In addition, the 
stopping criterion for the clustering process is that the number of 
trajectories added to each cluster reaches 20. However, the numbers 
of vehicles in different lanes often deviate from each other in reality.
In summary, most of the existing algorithms are not robust and 
depend on a set of thresholds or the physical lane characteristics. 
The useful information of the vehicles on the roadway has seldom 
been taken into consideration, except in Stewart et al. and Melo 
et al. (14, 15). Because vehicles are running on the roadway, the 
positions of the vehicles can potentially be used to infer the roadway 
boundaries.
MethodoLogy
The method used in this paper to create a road mask from the exist-
ing airborne imagery involves several steps. Sufficient vehicles are 
assumed to be in the lanes closest to the boundaries of the roadway 
of interest. The vehicle positions are smoothed (interpolated) with 
Kalman filtering. The dominant slope of lines connecting every 
two vehicles is then used to identify the general direction of the 
road boundary, assuming that the lanes and the vehicles run parallel 
to the edge of the roadway. Finally, the road mask is created accord-
ing to the positions of the vehicles and the general direction of the 
road boundary. More details on each of these steps are given in 
the following sections.
Smooth the vehicle Position 
through Kalman Filtering
Kalman filtering is used to smooth the noisy measurements of the 
vehicle pixel coordinates obtained from TRAVIS. A Kalman filter 
has two steps: (a) determine the system state at time k + 1 (Sk+1), based 
on the system state at time k (Sk) and the state transition matrix (Φ); 
and (b) update the system state at time k + 1 to reflect the information 
in the noisy measurement of the system state at time k + 1 (15). For 
position (x(k)), speed (v(k)), and acceleration (a(k)), the Kalman filter 
resembles the following (15):
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where
 Y(k+1) =  noisy measurement of vehicle pixel coordinates;
 C =  vector that indicates that system observations are 
estimates of positions;
 Kk = Kalman gain;
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 α, β, and γ =  functions of maneuverability index, filtration of 
error from previous step for new system state; and
 θ =  maneuverability index, which determines noise ratio 
between system state equation and observations 
(0 < θ < 1).
More details on this process are given in Melo et al. (15).
estimate Slope of roadway
The slope of the roadway is estimated based on the smoothed posi-
tions of the vehicles tracked by the short-term and long-term tracker 
in TRAVIS. The detailed procedure is as follows:
Step 1. Calculate the slope of each line that connects every two 
vehicles, as shown in Figures 1 and 2. The row represents the pixel 
coordinate y and the column represents the pixel coordinate x.
Step 2. Divide the vehicle slopes into several groups with vehicles 
of close slopes in the same group.
Step 2.1. Sort all the slopes into ascending order to get a 
sorted list of slopes [S(i)], i = 1, 2, . . . , N, with
where n is the number of vehicles.
N n n= −( )1
2
FIGURE 1  Detected and tracked vehicles in a single image.
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FIGURE 2  Lines connecting every two vehicles.
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Step 2.2. Group the slopes based on the following criteria 
until the last slope [S(N)] is grouped.
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and
 S(i) = ith slope in sorted list of slopes,
 Sref( j) = reference slope of jth group,
 err1 = calibrated error, and
 GS(r) = number of slopes in rth group (group size).
Step 3. Find group r with the largest group size [GS(r)].
Step 4. Average the slopes in the aforementioned group to get the 
slope of the roadway (kroad).
Calculate Boundary of roadway
The boundary of the roadway is also calculated according to the 
positions of the tracked vehicles, as follows:
Step 1. Pick vehicle i randomly and calculate the slope of each 
line that connects this vehicle to all other vehicles [k (i, j)], as shown 
in Figure 3.
Step 2. Find all vehicles in the same lane as vehicle i based on 
the following criteria:
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where kroad is the estimated slope of the roadway, and err2 is a cali-
brated error.
Step 3. If there are more than two vehicles in the same lane, cal-
culate the average y coordinate (yave), and find the vehicle with the y 
coordinate closest to yave, called vehicle m.
Step 4. Approximate the center of lane l through the use of kroad 
and the position of vehicle m, namely xm and ym:
l y k x x ym m: ( )= −( ) +road  5
Step 5. Calculate the intercepts of the center of the lane with the 
edges of the image (xmin and xmax), as shown in Figure 4. In the reg-
istered frames that are used to illustrate this technique, xmax is equal 
to 720 (the width of the images), and xmin increases with the frame 
number. This increase occurs because the airborne camera platform 
is moving to the right in this example: as frames are registered to an 
initial image, the left edge of the new images moves to the right. This 
is only an example; a similar procedure to determine xmin and xmax 
could be applied to any movement of the airborne camera platform, 
in any direction.
Step 6. If there is no vehicle in the same lane as vehicle i, 
remove vehicle i. Otherwise, remove all the vehicles in the same 
lane as vehicle i.
Step 7. Repeat Steps 1 through 6, as long as the number of 
remaining vehicles is greater than one.
Step 8. Calculate the boundary of the roadway in the current 
frame j, yjmin and yjmax, with Equation 6.
y i i C
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max ma
= ( ) ( ){ } −
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min maxi i C( ) ( ){ } +
6
FIGURE 3  Lines that connect vehicle i to all other vehicles.
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where imin and imax are arrays that store the intercepts of the lane 
slopes with the edges of the image (xmin and xmax, respectively), and 
C is a calibrated constant, in which the distance from the roadway 
boundary to the center of the lane closest to the roadway bound-
ary and the estimation error are bundled. In this way, the estimated 
roadway boundary is distance C from the center of the nearest lane 
that contains tracked vehicles.
apply road Mask in vehicle detection and tracking
The road mask is applied in vehicle detection and tracking to remove 
false detections and to reduce the computation time. A “cycle” of 
images occurs during which the road mask is unchanged; that is, 
there is insufficient change in the field of view during this cycle to 
warrant the reestimation of the roadway boundary. The road mask 
is updated every cycle, and the same road mask is used within one 
cycle. For the purposes of this research, a fixed cycle of eight frames 
is used, although this could be varied, depending on the speed (move-
ment) of the airborne camera platform, because the speed affects the 
changes in the field of view. The number of eight frames in the 
examples here is chosen to be consistent with previous work (2) 
and matches well with the relatively low airborne platform speeds 
of 20 to 30 mph over an arterial.
Figure 5 shows a flow chart that explains how the road mask 
might be applied in vehicle detection and tracking. The procedure 
is as follows:
Step 1. If cycle = 1, detect and track the vehicles with the short-
term and long-term trackers in the whole image (1, 2); this step is a 
learning stage in vehicle detection and tracking. If cycle > 1, only 
detect and track the vehicles within the road mask.
Step 2. Use Kalman filtering to smooth the vehicle positions.
Step 3. Calculate the roadway boundaries in every frame based 
on the positions of the tracked vehicles.
Step 4. Repeat Steps 1 through 3 for one cycle (e.g., eight frames).
Step 5. Determine the road mask boundaries based on the cal-
culated roadway boundaries in the last cycle (e.g., eight frames) 
with Equation 7.
y y j M
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7
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( )
where M is the number of frames in one cycle (e.g., eight frames). 
Figure 6 shows an example of the estimated boundaries of the road 
mask (ymin and ymax).
Step 6. Repeat Steps 1 through 5 until all the images are processed.
exPeriMentS
experimental design
A set of images was collected in January 2011 from a camera 
mounted on a helicopter traveling over Speedway Boulevard in 
Tucson, Arizona. A sample of 300 frames was selected for testing 
with the road mask. These images were first converted to portable 
pixel map format and then fed into TRAVIS. In the current ver-
sion of TRAVIS, the parameter of feet per pixel is set to 1.34. Two 
experiments were conducted: one applying the road mask in the 
vehicle detection and tracking (RMVDT) process, and the other 
without applying the road mask (the “VDT process”). The esti-
mated roadway boundaries were compared with the actual road-
way boundaries that were obtained manually from the images. 
The correct detection and tracking rate (CDTR) and the compu-
tation time were compared. There are two types of error that can 
potentially be reduced: the number of undetected vehicles, which 
is referred to as a Type 1 error, and the number of falsely detected 
vehicles, which is referred to as a Type 2 error. CDTR is related 
FIGURE 4  Edges of the image (xmin and xmax).
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(an arterial roadway). The estimated boundaries of the road mask 
match the actual roadway boundaries very well in the first 20 cycles. 
The estimated boundaries of the road mask exceed the actual road-
way boundaries in some of the cycles, but this does not affect the suc-
cess of the vehicle detection and tracking within the actual roadway 
boundaries. The table below shows the relative error of the estimated 
roadway boundaries for the set of Speedway images.
Error ymin (%) ymax (%)
Minimum 0 0
Maximum 5.5 6.5
Average 1.8 2.1
The average and maximum relative errors of the estimated road-
way boundaries are less than 2.5% and 7%, respectively. Hence, 
the accuracy of the estimated roadway boundaries appears to be 
reasonable.
Figure 8 shows an example of the detected and tracked vehicles 
before and after applying the road mask for the set of Speedway 
images. Through the use of the road mask, the outliers (those objects 
detected beyond the roadway) are removed, and the Type 2 error is 
significantly reduced. The Type 1 error, the percentage of vehicles 
in the region of interest that are not detected, is roughly 40%, which 
can be reduced hopefully in future research.
Figure 9 shows the CDTR of the RMVDT and VDT processes 
in the last frame of each cycle for the set of Speedway images. As 
shown in Figure 9, the percentage of falsely detected and tracked 
vehicles is 0% in over 60% of the frames of interest when the road 
mask is used; the false detection and tracking rate without the road 
mask is higher than 30% in 55% of the frames of interest. The fol-
lowing table shows the comparison for the CDTR of the RMVDT 
and VDT processes for the set of Speedway images.
CDTR RMVDT Process (%) VDT Process (%)
Minimum 87.5 30
Maximum 100 92.9
Average 97.2 64
to a Type 2 error: reducing the number (or percentage) of vehicles 
detected outside the roadway of interest.
CDTR number of detected vehicles
number of d
=
etected objects
where objects includes vehicles and other objects.
A sample of 180 frames was also selected from the I-10 images 
taken in Phoenix, Arizona, in March 2005 to be tested using the road 
mask. The same procedure was performed, except that the input 
images were rotated 90° and then fed into TRAVIS. The output 
images were also rotated 90° to maintain a consistent point of view.
results
Figure 7 shows the actual roadway boundaries and estimated bound-
aries of the road mask for the set of images from Speedway Boulevard 
FIGURE 6  Estimated boundaries of road mask (ymin and ymax).
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FIGURE 7  Actual roadway boundaries and estimated boundaries of road mask 
(Speedway images).
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The improvement in the CDTR is significant. In addition, the 
computation time for vehicle detection and tracking is reduced 
by 44%.
Figure 10 shows the actual roadway boundaries and the estimated 
boundaries of the road mask for the set of images from I-10. The 
actual ymin excluded the off ramp because there were few vehicles 
on the off ramp. The accuracy of the estimated roadway boundaries 
is acceptable. In Cycles 3 through 6, the error of the estimated ymin 
is relatively large. This is because vehicles on the off ramp were 
detected, and they were on the same line as other vehicles on the 
roadway. Therefore, the estimated road mask includes the off ramp.
Figure 11 shows an example of the detected and tracked vehicles 
after the application of the road mask for the set of I-10 images. 
Through the use of the road mask, those objects detected beyond 
the roadway are removed.
Figure 12 shows the CDTR of the RMVDT and VDT processes in 
the last frame of each cycle for the set of I-10 images. The CDTR is 
improved significantly through the use of the road mask.
ConCLuSion
This paper proposes a method to estimate the road mask from basic 
vehicle movements in airborne imagery, with the ultimate goal of 
improving the detection and tracking of vehicles. It is assumed that 
there are sufficient vehicles in the lanes closest to the boundaries of 
the roadway of interest, and the lanes and the vehicles run paral-
lel to the edge of the roadway. The road mask is estimated according 
to the positions of the vehicles and the estimated direction of the 
road boundary. The experimental results show that the proposed 
method provides a reasonable method of generating a road mask 
under fairly typical traffic conditions.
Further research is investigating low-cost and fast methods of 
georeferencing the imagery, so that pixel coordinates can be directly 
converted to real world coordinates. In addition, image processing 
algorithms are also being developed to increase the percentage of 
(a)
(b)
FIGURE 8  Detected and tracked vehicles in Speedway images:  
(a) without application of the road mask in 22nd frame and (b) with 
application of the road mask in 30th frame.
FIGURE 9  CDTR of RMVDT and VDT processes in last frame of each cycle 
(Speedway images).
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FIGURE 10  Actual roadway boundaries and estimated boundaries of road mask 
(I-10 images).
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FIGURE 12  CDTR of RMVDT and VDT processes in the frame of each cycle 
(I-10 images).
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FIGURE 11  Detected and tracked vehicles in 62nd frame (with 
application of the road mask, I-10 images).
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vehicles detected in the region of interest, so that the output from 
TRAVIS can be better used for the development and calibration of 
traffic simulation models and microscopic traffic flow models.
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