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EPICONVERGENCE D’UNE SUITE DE SOMMES EN NIVEAUX
DE FONCTIONS CONVEXES
S. Traore, M. Volle
Communicated by R. Lucchetti
Abstract. We consider the problem of minimizing the max of two convex func-
tions from both approximation and sensitivity point of view.This lead up to study
the epiconvergence of a sequence of level sums of convex functions and the related
dual problems.
1. Introduction. Etant donne´es deux fonctions convexes, propres, semiconti-
nues inferieurement (s.c.i.) f et h sur l’espace X = Rp (ce que l’on note f, h ∈ Γ◦(R
p))
on s’inte´resse au proble`me d’optimisation,
(P) : minimiser (f(x) ∨ h(x)) pour x ∈ X
ou` f(x) ∨ h(x) = max(f(x), h(x)).
Nous supposons l’existence d’une suite de proble`mes “approximant” le proble`me
initial (P) :
(Pn) : minimiser fn(x) ∨ hn(x) pour x ∈ X.
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Il s’agit alors d’e´tudier les relations entre la valeur des (Pn) et celle de (P), ainsi que
les relations entre les solutions optimales des (Pn) :
argmin(fn ∨ hn) = {x ∈ X : fn(x) ∨ hn(x) = inf
X
(fn ∨ hn)},
et les solutions optimales de (P) :
argmin(f ∨ h) = {x ∈ X : f(x) ∨ h(x) = inf
X
(f ∨ h)}.
Pour cela il convient de faire appel a` la notion d’e´piconvergence dont nous rappelons
ci-apre`s la de´finition.
Etant donne´e une suite (Cn) de parties de X = R
p, les notions de limite
infe´rieure et de limite supe´rieure au sens de Kuratowski-Painleve´ de la suite (Cn) sont
classiquement de´finies par
lim inf
n→+∞
Cn = { lim
n→+∞
xn : ∀n ∈ N : xn ∈ Cn}
lim sup
n→+∞
Cn = { lim
k→+∞
xnk : ∀k ∈ N : xnk ∈ Cnk}.
On dit alors que (Cn) converge vers C, et on e´crit lim
n→+∞
Cn = C, si
lim inf
n→+∞
Cn = lim sup
n→+∞
= Cn = C .
Etant donne´es des fonctions ℓ, ℓn : X → R, (n ∈ N), on dit que la suite (ℓn) e´piconverge
vers ℓ si, dans l’espace produit X×R, la suite des e´pigraphes epi ℓn = {(x, r) ∈ X×R :
ℓn(x) ≤ r} converge vers l’e´pigraphe de ℓ. Cela se traduit par les relations suivantes
([1], [4], [6], . . . ) :
∀x ∈ X, ∀(xn)→ x : lim inf
n→+∞
ℓn(xn) ≥ ℓ(x)
∀x ∈ X, ∃(xn)→ x : lim sup
n→+∞
ℓn(xn) ≤ ℓ(x).
On note alors ℓ = e− lim
n→+∞
ℓn.
2. Approximation. Au regard des proble`mes (P), (Pn), une situation inte´res-
sante est celle ou` (fn ∨ hn) e´piconverge vers (f ∨ h), ce qui se traduit par la relation
lim
n→+∞
(epifn ∩ epihn) = epif ∩ epih. Les e´pigraphes ci-dessus e´tant convexes, on sait
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que cette relation est ve´rifie´e lorsque f = e − lim
n→+∞
fn, h = e − lim
n→+∞
hn et que
0 ∈ int(epi f − epi h) (voir par exemple [2], [3], [9], [12]).
En de´signant par dom ℓ = {x ∈ X : ℓ(x) < +∞} le domaine d’une fonction
ℓ : X → R, la condition 0 ∈ int(epi f − epi h) e´quivaut a` 0 ∈ int(dom f − dom h).
En appliquant les proprie´te´s variationnelles usuelles de l’e´piconvergence (cf. [1], [6],
[7], . . . ) on obtient alors :
The´ore`me 2.1 Soient f, fn, h, hn, (n ∈ N), des fonctions dans Γ◦(X) telles
que f = e− lim
n→+∞
fn et h = e− lim
n→+∞
hn. On suppose en outre que
(0) 0 ∈ int (dom f − dom h).
Alors (fn ∨ hn) e´piconverge vers f ∨ h et on a donc :
lim sup
n→+∞
inf
X
(fn ∨ hn) ≤ inf
X
(f ∨ h)
lim sup
n→+∞
argmin(fn ∨ hn) ⊂ argmin(f ∨ h).
Remarque 1 : Comme le montre l’exemple suivant, la condition (0) n’entraˆıne
pas la convergence de (inf
X
(fn∨hn)) vers inf
X
(f ∨h). Prenons X = R, fn(x) = (x+n)/n,
hn(x) = −(x + n)/n pour tous n ∈ N
∗ et x ∈ R. On voit que e − lim
n→+∞
fn = 1,
e− lim
n→+∞
hn = −1, e − lim
n→+∞
(fn ∨ hn) = f ∨ h = 1; cependant, lim
n→+∞
inf
X
(fn ∨ hn) =
0 < 1 = inf
X
(f ∨ h).
Pour avoir la convergence des valeurs des (Pn) vers la valeur de (P) a` partir de
l’e´piconvergence de (fn∨hn) vers f∨h, une condition suffisante est que la suite (fn∨hn)
soit e´quicoercive. Rappelons qu’une suite (ℓn) de fonctions nume´riques de´finies sur X
est e´quicoercive s’il existe une fonction coercive ϕ : X → R ( lim
‖x‖→+∞
ϕ(x) = +∞)
telle qu’on ait ℓn ≥ ϕ pour n assez grand. On sait que la coercivite´ d’une fonction
appartenant a` Γ◦(X) se traduit a` l’aide de la fonction conjugue´e. A ce propos, rappelons
que la conjugue´e de Legendre-Fenchel d’une fonction ℓ : X → R est la fonction ℓ∗ de´finie
sur X par ℓ∗(y) = sup
x∈X
(〈x, y〉 − ℓ(x)), pour tout y ∈ X. On sait que cette conjugaison
est une involution sur Γ◦(X). Un re´sultat fondamental que nous utiliserons est la
continuite´ de cette involution relativement a` l’e´piconvergence ([11]).
La coercivite´ d’une fonction ℓ ∈ Γ◦(X) se traduit par le fait que 0 ∈ int(dom ℓ
∗)
([13, Cor. 14.2.2]). Nous allons voir qu’une telle caracte´risation subsiste pour une suite
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de fonctions convexes e´piconvergente et e´quicoercive. Nous aurons pour cela besoin du
re´sultat suivant :
Lemme 2.2 ([14, Cor 3 B], [13, Th 10.8]). Soient ℓ, ℓn, (n ∈ N), dans
Γ◦(X) telles que ℓ = e − lim
n→+∞
ℓn. De`s lors, (ℓn) converge uniforme´ment vers ℓ sur
tout compact inclus dans int(dom ℓ).
Voici maintenant le crite`re d’e´quicoercivite´ faisant intervenir la conjugue´e de
l’e´pi-limite.
Proposition 2.3. Soient ℓ, ℓn, (n ∈ N), dans Γ◦(X) telles que ℓ = e −
lim
n→+∞
ℓn. La suite (ℓn) est e´quicoercive si et seulement si
(1) 0 ∈ int(dom ℓ∗).
P r e u v e. La condition est ne´cessaire car si ϕ est une fonction coercive telle
que ℓn ≥ ϕ pour n assez grand, alors ℓ ≥ ϕ et de ce fait ℓ est aussi coercive, d’ou`
0 ∈ int(dom ℓ∗). Montrons que la condition est suffisante. On a aussi ℓ∗ = e− lim
n→+∞
ℓ∗n,
d’ou` il re´sulte que dom ℓ∗ ⊂ lim inf
n→+∞
dom ℓ∗n. Puisque 0 est dans l’inte´rieur de dom ℓ
∗
et que les ensembles dom ℓ∗n, dom ℓ
∗ sont convexes, on sait que l’inclusion ci-dessus
implique l’existence de ǫ > 0 tel que, pour n assez grand, on ait {y ∈ X : ‖y‖ <
2ǫ} ⊂ dom ℓ∗n ∩ dom ℓ
∗. D’apre`s le Lemme 2.2, (ℓ∗n) converge uniforme´ment vers ℓ
∗ sur
εB = {y ∈ X : ‖y‖ ≤ ε}. Ainsi, cn = sup
εB
ℓ∗n tend vers c = sup
εB
ℓ∗, de sorte que, pour n
assez grand et pour tout y ∈ εB, ℓ∗n(y) ≤ c+ 1 ; il en re´sulte que, pour tout x ∈ X,
ℓn(x) ≥ sup
y∈εB
〈x, y〉 − c− 1 = ε‖x‖ − c− 1,
ce qui montre que (ℓn) est e´quicoercive. 
La coercivite´ d’une fonction ℓ ∈ Γ◦(X) se traduit aussi a` l’aide de sa fonc-
tionnelle asymptote. Rappelons que celle ci est la fonction ℓ0+ de´finie sur X par
(ℓ0+)(x) = lim
t→+∞
ℓ(a+ tx)
t
pour tout x dans X, ou` a peut eˆtre choisi arbitrairement
dans dom ℓ.
De`s lors le coˆne convexe
{ℓ0+ ≤ 0} := {x ∈ X : (ℓ0+)(x) ≤ 0}
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co¨ıncide avec le coˆne polaire ne´gatif du coˆne engendre´ par dom f∗([13, Th 14.2]). Vu que
X est de dimension finie, il en re´sulte que la condition (1) e´quivaut a` {ℓ0+ ≤ 0} = {0}.
Ceci e´tant on peut e´noncer le re´sultat suivant :
The´ore`me 2.4. Soient f, fn, h, hn, (n ∈ N), des fonctions dans Γ◦(X)
telles que f = e− lim
n→+∞
fn et h = e− lim
n→+∞
hn. On suppose en outre que les conditions
ci-dessous sont satisfaites :
(2) 0 ∈ int(dom f − dom h)
(3) {f0+ ≤ 0} ∩ {h0+ ≤ 0} = {0}.
On a alors
lim
n→+∞
inf
X
(fn ∨ hn) = inf
X
(f ∨ h).
De plus, pour n assez grand, les ensembles argmin(fn ∨ hn) et argmin(f ∨ h) sont
convexes non vides et compacts. Enfin, pour tout ouvert Ω contenant argmin(f ∨h) on
a, pour n assez grand, argmin(fn ∨ hn) ⊂ Ω.
P r e u v e. D’apre`s le The´ore`me 2.1, (fn ∨ hn) e´piconverge vers f ∨ h. Il reste a`
prouver que la suite (fn ∨ hn) est e´quicoercive, c’est-a`-dire, d’apre`s le Lemme 2.3, que
0 ∈ int dom (f ∨h)∗, ou encore que {(f ∨h)0+ ≤ 0} = {0}. Or, d’apre`s (2), il existe a ∈
dom f ∩ dom h. De`s lors, pour tout x =∈ X, [(f ∨ h)0+](x) = lim
t→+∞
(f ∨ h)(a + tx)
t
=
lim
t→+∞
f(a+ tx) ∨ h(a+ tx)
t
= (f0+)(x) ∨ (h0+)(x). Ainsi, {(f ∨ h)0+ ≤ 0} = {f0+ ≤
0} ∩ {h0+ ≤ 0} = {0}, et (fn ∨ hn) est bien e´quicoercive. Les re´sultats annonce´s
de´coulent alors des propriete´s variationnelles classiques de l’e´piconvergence ([6, Th.
7.8, Th. 7.23]). 
3. Sensibilite´. Un sche´ma de perturbation classique du proble`me (P) nous
conduit a` conside´rer, pour tout z dans X, le proble`me
(Pz) : minimiserf(x) ∨ h(x− z) pour x ∈ X,
et la fonction valeur v correspondante,
z ∈ X 7→ v(z) = inf
x∈X
(f(x) ∨ h(x− z)) ∈ R.
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En introduisant la fonction g de´finie par
g(x) = h(−x) pour tout x ∈ X,
la fonction valeur v n’est autre que la somme en niveaux de f et de g, a` savoir,
(4) v(z) = (f△g)(z) := inf
x∈X
(f(x) ∨ g(z − x))
pour tout z ∈ X. Pour justifier l’appelation de somme en niveaux introduisons les
notations suivantes : e´tant donne´s une fonction ℓ := X → R et un nombre re´el t posons
{ℓ < t} = {x ∈ X : ℓ(x) < t}, {ℓ ≤ t} = {x ∈ X : ℓ(x) ≤ t}. On a alors ([13, p. 40])
{f△g < t} = {f < t}+ {g < t} := {u+ v : f(u) < t, g(v) < t}
pour tout re´el t, ainsi que
(5) dom (f△g) = dom f + dom g.
Lorsque f△g est exacte, c’est a` dire lorsque dans (4) la borne infe´rieure est
atteinte pour chaque z ∈ X, on a de plus ([16, Prop. 2.2])
{f△g ≤ t} = {f ≤ t}+ {g ≤ t}
pour tout re´el t.
Les fonctions f et g e´tant convexes, on sait aussi que f△g est convexe. Pour
d’autres proprie´te´s de la somme en niveaux on pourra consulter [15].
L’e´tude de la sensibilite´ du proble`me (P) nous conduit a` nous demander quand
est-ce-qu’une somme en niveaux est s.c.i. et exacte. La re´ponse est fournie par le
re´sultat suivant ([17, Cor. V-1]) :
The´ore`me 3.1. Soient f et g deux fonctions dans Γ◦(X). On suppose que
(6) {f0+ ≤ 0} ∩ (−{g0+ ≤ 0}) est un sous− espace vectoriel.
Alors f△g est convexe, s.c.i., propre et exacte.
Pour e´tudier l’e´piconvergence d’une suite de sommes en niveaux nous ferons
appel au re´sultat ci-apre`s, qui de´coule imme´diatement de [10, Th. 7] (voir aussi [5, Th.
4.1.1.]).
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The´ore`me 3.2. Soient F , Fn, (n ∈ N), dans Γ◦(X × X) telles que F =
e− lim
n→+∞
Fn. On suppose que {x ∈ X : (F0
+)(x, 0) ≤ 0} = {0}. Dans ces conditions,
les fonctions marginales z ∈ X 7→ µ(z) := inf
x∈X
F (x, z) et, pour n assez grand, z ∈ X 7→
µn(z) := inf
x∈X
Fn(x, z) sont convexes, s.c.i., propres et exactes ; de plus la suite (µn)
e´piconverge vers µ.
Nous allons ici conside´rer le cas ou` les fonctions F , Fn sont donne´es par
(7) F (x, z) = f(x) ∨ g(z − x)
(8) Fn(x, z) = fn(x) ∨ gn(z − x).
Le lemme suivant fournit l’expression de la fonctionnelle asymptote de F .
Lemme 3.3. Soient f, g dans Γ◦(X) et F la fonction de´finie en (7). On a
alors
(F0+)(u, v) = (f0+)(u) ∨ (g0+)(v − u)
pour tout (u, v) ∈ X ×X.
P r e u v e. Choisissons x ∈ dom f et z ∈ x+ dom g. On a alors
(F0+)(u, v) = lim
t→+∞
f(x+ tu) ∨ g(z − x+ t(v − u))
t
=
= lim
t→+∞
f(x+ tu)
t
∨ lim
t→+∞
g(z − x+ t(v − u))
t
=
= (f0+)(u) ∨ (g0+)(v − u). 
On doit maintenant e´tudier l’e´piconvergence des fonctions de perturbation. Cela
fait l’objet de la proposition suivante ou`, d’une manie`re assez inattendue, la convexite´
des fonctions n’intervient pas.
Proposition 3.4. Soient f, g, fn, gn, (n ∈ N), des fonctions de X dans
R telles que f = e− lim
n→+∞
fn et g = e− lim
n→+∞
gn. Dans ces conditions, la suite (Fn)
de´finie en (8) e´piconverge vers la fonctions F de´finie en (7).
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P r e u v e. Pour toute suite (xn, zn) dans X ×X on a :
lim inf
n→+∞
Fn(xn, zn) ≥ lim inf
n→+∞
fn(xn) ∨ lim inf
n→+∞
gn(zn − xn).
Supposons maintenant que lim
n→+∞
(xn, zn) = (x, z). On obtient alors :
lim inf
n→+∞
Fn(xn, zn) ≥ f(x) ∨ g(z − x) = F (x, z).
Soit maintenant (x, z) dans X×X. Par hypothe`se il existe (xn)→ x et (un)→ (z−x)
telles que
lim sup
n→+∞
fn(xn) ≤ f(x) et lim sup
n→+∞
gn(un) ≤ g(z − x).
De`s lors,
lim sup
n→+∞
Fn(xn, xn+un) ≤ lim sup
n→+∞
fn(xn)∨lim sup
n→+∞
gn(un) ≤ f(x)∨g(z−x) = F (x, z). 
Nous sommes maintenant en mesure d’e´noncer le re´sultat principal de ce para-
graphe.
The´ore`me 3.5. Soient f, g, fn, gn, (n ∈ N), dans Γ◦(X) telles que
f = e− lim
n→+∞
fn et g = e− lim
n→+∞
gn. Supposons que
(9) {f0+ ≤ 0} ∩ −{g0+ ≤ 0} = {0}.
Dans ces conditions, (fn△gn) e´piconverge vers f△g, et, pour n assez grand, fn△gn est
convexe, s.c.i., propre et exacte.
P r e u v e. Re´sulte sans difficulte´ du The´ore`me 3.2, du Lemme 3.3, et de la
proposition 3.4. 
Remarque 2 : Si, dans le The´ore`me 3.5, on remplace l’hypothe`se (9) par (6),
le re´sultat n’est plus vrai. Pour le voir, reprenons l’exemple de la Remarque 1, ce qui
donne gn(x) = hn(−x) = (x − n)/n, et e− lim
n→+∞
gn = −1, d’ou` g0
+ = f0+ = 0, de
sorte que {f0+ ≤ 0} ∩ −{g0+ ≤ 0} = R. Par ailleurs, (fn△gn)(z) = z/2n pour tous
n ∈ N∗, x ∈ R. De`s lors, la suite (fn△gn) e´piconverge vers 0, alors que f△g = 1.
Corollaire 3.6. Soient f, g, fn, gn, (n ∈ N), comme dans le The´ore`me 3.5.
Alors, pour tout z ∈ int(dom f + dom g), on a lim
n→+∞
(fn△gn)(z) = (f△g)(z).
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P r e u v e. Cela re´sulte de (5) et du fait qu’en tout point inte´rieur au domaine
de l’e´pilimite d’une suite de fonctions convexes, on a la convergence simple (cf. Lemme
2.2). 
Remarque 3 : Dans le cas ou` z = 0, le Corollaire 3.6 permet de retrouver
une des conclusions du The´ore`me 2.4, a` savoir que lim
n→+∞
inf
X
(fn ∨ hn) = inf
X
(f ∨ h)
(rappelons que hn(x) = gn(−x), h(x) = g(−x)).
4. Approche duale. Soient f , fn, h, hn, (n ∈ N), dans Γ◦(X). A l’aide de la
fonction de perturbation Φ (resp. Φn)
(10) (x, z) ∈ X ×X 7→ Φ(x, z) := f(x) ∨ h(x− z)
(11) (resp. Φn(x, z) = fn(x) ∨ hn(x− z))
la the´orie de la dualite´ permet d’associer au proble`me
(P) : minimiser f(x) ∨ h(x) pour x ∈ X
(resp.(Pn) : minimiser fn(x) ∨ hn(x) pour x ∈ X)
le proble`me dual
(Q) : maximiser − Φ∗(0, y) pour y ∈ X
(resp.(Qn) : maximiser − Φ
∗
n(0, y) pour y ∈ X).
La fonction marginale primale µ (resp. µn) est donne´e par µ(z) = inf
x∈X
Φ(x, z) (resp. µn(z)
= inf
x∈X
Φn(x, z)) pour tout z ∈ X. On a donc, avec g(x) = h(−x) (resp. gn(x) =
hn(−x)),
µ = f△g (resp. µn = fn△gn).
Pour expliciter les proble`mes duaux il nous faut calculer les fonctions conjugue´es
Φ∗, Φ∗n. Dans ce but nous introduisons les notations suivantes. Etant donne´e une
fonction ℓ ∈ Γ◦(X) et un re´el a ≥ 0 on pose, pour tout x ∈ X,
(ℓa)(x) = aℓ
(
x
a
)
si a > 0
ℓ0 = ℓ0+ si a = 0.
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Moyennant un the´ore`me de minimax on obtient alors, en notant S = {(α, β) ∈ R×R :
α ≥ 0, β ≥ 0, α+ β = 1} :
Lemme 4.1 ([16, Lemme 3.2]). Soient f et h dans Γ◦(X). La conjugue´e de
la fonction Φ de´finie en (10) est donne´e par
Φ∗(w, y) = min
(α,β)∈S
((f∗α)(w + y) + (h∗β)(−y))
pour tout (w, y) ∈ X ×X.
Ainsi le proble`me dual de (P) (resp. (Pn)) s’e´crit
(Q) : maximiser − min
(α,β)∈S
(f∗α)(y) + (h∗β)(−y) pour y ∈ X
(resp.(Qn) : maximiser − min
(α,β)∈S
(f∗nα)(y) + (h
∗
nβ)(−y) pour y ∈ X).
Les fonctions marginales duales sont respectivement de´finies pour tout w ∈ X par
(12) ν(w) = inf
y∈X
min
(α,β)∈S
((f∗α)(w + y) + (h∗β)(−y))
(13) νn(w) = inf
y∈X
min
(α,β)∈S
((f∗nα)(w + y) + (h
∗
nβ)(−y)).
Voici un premier re´sultat de stabilite´ primale-duale.
Proposition 4.2. Soient f, h, fn, hn, (n ∈ N) dans Γ◦(X) telles que
f = e− lim
n→+∞
fn et h = e− lim
n→+∞
hn. On suppose que
{f0+ ≤ 0} ∩ {h0+ ≤ 0} = {0}.
Dans ces conditions, les proble`mes (P) et (Q) ( resp. (Pn) et (Qn) pour n assez grand)
ont des valeurs e´gales, et les proble`mes (P) (resp. (Pn) pour n assez grand) ont des
solutions optimales :
−∞ < min(P) = sup(Q) ≤ +∞
(resp. −∞ < min(Pn) = sup(Qn) ≤ +∞).
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P r e u v e. D’apre`s le The´ore`me 3.1 (resp. The´ore`me 3.5), la fonction marginale
µ (resp. µn pour n assez grand) est exacte et appartient a` Γ◦(X). Le re´sultat de´coule
alors de la relation classique sup(Q) = µ∗∗(0) (resp. sup(Qn) = µ
∗∗
n (0)). 
En comple´ment du The´ore`me 2.4 nous avons le re´sultat suivant.
The´ore`me 4.3. Soient f , h, fn, hn, (n ∈ N), ve´rifiant les meˆmes hy-
pothe`ses que dans le The´ore`me 2.4. On a alors min(P) = max(Q) ∈ R et, pour n
assez grand, min(Pn) = max(Qn) ∈ R. De plus, lim
n→+∞
max(Qn) = max(Q). Enfin,
tout ouvert contenant l’ensemble (convexe compact non vide) des solutions optimales de
(Q) contient, pour n assez grand, l’ensemble (convexe compact non vide) des solutions
optimales de (Qn).
P r e u v e. Conside´rons les fonctions Φ et Φn de´finies en (10), (11). En vertu
du The´ore`me 2.4 et de la Proposition 4.2, il suffit de montrer que la suite (Φ∗n(0, ·))
est e´quicoercive et e´piconverge vers Φ∗(0, ·). Or, Φ∗n(0, ·) = µ
∗
n et Φ
∗(0, ·) = µ∗. Du
The´ore`me 3.5 re´sulte alors que (Φ∗n(0, ·)) e´piconverge vers Φ
∗(0, ·). Enfin, l’e´quicoercivite´
de la suite (µ∗n) re´sulte de la Proposition 2.3 moyennant (2). 
Nous terminons par l’e´tude de l’e´piconvergence des fonctions marginales duales.
The´ore`me 4.4. Soient f , h, fn, hn, (n ∈ N), dans Γ◦(X) telles que f =
e− lim
n→+∞
fn et h = e− lim
n→+∞
hn. On suppose que 0 ∈ int(dom f − dom h). Alors les
fonctions marginales duales ν et, pour n assez grand, νn, sont convexes, s.c.i., propres,
exactes, et on a ν = e− lim
n→+∞
νn.
P r e u v e. D’apre`s la Proposition 3.4, la suite de fonctions (Φn) de´finies en
(10), (11) e´piconverge vers Φ dans Γ◦(X × X). Il en re´sulte que Φ
∗ = e − lim
n→+∞
Φ∗n.
Appliquons maintenant la version duale du The´ore`me 3.2. Pour cela on doit ve´rifier que
{y ∈ X : (Φ∗0+)(0, y) ≤ 0} = {0}. Mais Φ∗0+ n’est autre que la fonction d’appui ([13,
Th. 3.3]) de dom Φ = {(x, z) ∈ X ×X : x ∈ domf et x− z ∈ dom h} : (Φ∗0+)(0, y) =
sup(〈0, x〉 + 〈y, z〉 : x ∈ domf, x− z ∈ dom h) = sup(〈y, z〉 : z ∈ dom f − dom h). Du
fait que 0 ∈ int(dom f−dom h) re´sulte alors que, pour tout y 6= 0, (Φ∗0+)(0, y) > 0. 
5. Etude d’un exemple. Conside´rons deux suites (An) et (Bn) d’ope´rateurs
line´aires syme´triques semi-de´finis positifs de l’espace euclidien X, ainsi que deux suites
(vn) et (wn) d’e´le´ments de X convergeant respectivement vers v et w, et enfin deux
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suites de nombres re´els (rn) et (sn) convergeant vers r et s respectivement. On suppose
que les suites d’ope´rateurs (An) et (Bn) convergent simplement. Il existe donc deux
ope´rateurs (line´aires, syme´triques, semi-de´finis positifs) A et B tels que, pour tout
x ∈ X, lim
n→+∞
An(x) = A(x) et lim
n→+∞
Bn(x) = B(x). Les suites de fonctions (fn) et
(hn) de´finies par
fn(x) =
1
2
〈Anx, x〉 − 〈vn, x〉 − rn = qAn(x)− 〈vn, x〉 − rn,
hn(x) =
1
2
〈Bnx, x〉 − 〈wn, x〉 − sn = qBn(x)− 〈wn, x〉 − sn
convergent donc simplement vers les fonctions f et h donne´es par
f(x) = qA(x)− 〈v, x〉 − r, h(x) = qB(x)− 〈w, x〉 − s, pour tout x ∈ X.
Soient alors les proble`mes d’optimisation (Pn) et (P) correspondants :
(Pn) : minimiser (qAn(x)− 〈vn, x〉 − rn) ∨ (qBn(x)− 〈wn, x〉 − sn) pour x ∈ X
(P) : minimiser (qA(x)− 〈v, x〉 − r) ∨ (qB(x)− 〈w, x〉 − s) pour x ∈ X.
Proposition 5.1. Soient A, An, B, Bn v, vn, w, wn, r, rn, s, sn comme
ci-dessus.
Supposons en outre que
(14) ImA+ ImB +R+v +R+w = X.
Alors lim
n→+∞
inf(Pn) = inf(P). D’autre part, argmin(P) et, pour n assez grand,
argmin (Pn) sont compacts non vides ; enfin, tout ouvert contenant argmin (P) contient
argmin (Pn) pour n assez grand.
P r e u v e. Comme les fonctions f , fn, (n ∈ N), sont convexes et a` valeurs finies,
la convergence simple de (fn) vers f e´quivaut a` l’e´piconvergence de (fn) vers f ; on a
de meˆme e− lim
n→+∞
hn = h. La condition (2) du The´ore`me 2.4 est e´videmment ve´rifie´e.
Pour ce qui est de la condition (3) observons que
{f0+ ≤ 0} ∩ {h0+ ≤ 0} = KerA ∩ {v ≥ 0} ∩KerB ∩ {w ≥ 0}.
Le passage aux coˆnes polaires permet alors d’obtenir (3) a` partir de (14). On conclut
en appliquant le The´ore`me 2.4. 
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Pour e´crire les proble`mes duaux rappelons que, pour tout y ∈ X,
f∗(y) = qA−1(v + y) + r si v + y ∈ ImA, f
∗(y) = +∞ si y ∈ X \ ImA,
ou` A−1 de´signe le pseudoinverse de A ([8, Th. 3]).
On obtient ainsi
(Q) : maximiser − min
(α,β)∈S
αv+y∈ImA
βw−y∈ImB
{
1
α
qA−1(αv + y) +
1
β
qB−1(βw − y) + r + s
}
pour y ∈ X
et de meˆme pour (Qn).
Pre´cisons que dans l’e´criture de (Q) on doit, pour α = 0, remplacer
1
α
qA−1(αv+ y) par
0 si y = 0 et par +∞ si y 6= 0. De meˆme pour la valeur de
1
β
qB−1(βw − y) lorsque
β = 0.
Proposition 5.2. Soient A, An, B, Bn, v, vn, w, wn r, rn, s, sn comme
dans la Proposition 5.1. Alors les conclusions du The´ore`me 4.3 ont lieu.
P r e u v e. Il suffit d’observer que les conditions (2) et (3) sont satisfaites. 
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