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PERVERSE SHEAVES ON AFFINE FLAGS AND LANGLANDS DUAL
GROUP
SERGEY ARKHIPOV AND ROMAN BEZRUKAVNIKOV
Though he goeth on his way weeping
that beareth the measure of seed, he
shall come home with joy, bearing his
sheaves.
Psalm 126 ”Shir ha-maalot” (Song of
Ascendance)
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Abstract. This is the first in a series of papers devoted to describing the category of
sheaves on the affine flag manifold of a simple algebraic group in terms of the Langlands dual
group. In the present paper we provide such a description for categories which are geometric
counterparts of a maximal commutative subalgebra in the Iwahori Hecke algebra H; of the
anti-spherical module for H; and of the space of Iwahori-invariant Whittaker functions. As
a byproduct we obtain some new properties of central sheaves introduced in [G].
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1. Introduction
1.1. Basic notations and motivation. Let k be a field of characteristic p > 0; we will soon
set k = F¯p, but in the introduction we also allow k to be finite; G be a split simple linear
algebraic group over k with a Borel subgroup B, k((t)) = F ⊃ O = k[[t]] be a local functional
field and its ring of integers. Let G(O) ⊃ I be respectively a maximal compact subgroup, and
an Iwahori.
There exist canonically defined group schemes GO, I over k (of infinite type) such that
GO(k) = G(O), I(k) = I; and an ind-group scheme GF with GF(k) = G(F ). We also have the
homogeneous ind-varieties: the affine flag variety Fℓ and the affine Grassmanian Gr, see e.g.
[G], Appendix, §A.5. Thus Fℓ, Gr are direct limits of projective varieties with transition maps
being closed embeddings, and Fℓ(k) = G(F )/I, Gr(k) = G(F )/G(O).
Let D = D(Fℓ), D(Gr) be the constructible derived category of l-adic sheaves (l 6= char(k);
see [D], 1.1.2; [BBD] 2.2.14–2.2.18; and also [G], §A.2) on Fℓ, Gr respectively, and DI = DI(Fℓ),
DG(O) = DG(O)(Gr) be the equivariant derived categories (cf. [BL]). Let P ⊂ D, P(Gr) ⊂ D(Gr),
PI ⊂ DI , PG(O) ⊂ DG(O) be the subcategories of perverse sheaves.
By ∗ we denote the convolution; thus ∗ provides DG(O)(Gr), DI(Fℓ), with a monoidal struc-
ture, and defines a ”right” action of DI(Fℓ) on D(Fℓ).
Let Gˇ be the Langlands dual group over the field Ql, and Rep(G )ˇ be its category of
representations.
Recall that according to a result of Lusztig (see also [G] for an alternative proof and gener-
alization) PG(O)(Gr) ⊂ DG(O)(Gr) is a monoidal subcategory. Moreover, PG(O)(Gr) is equipped
with a commutativity constraint and a fiber functor, and we have (for k algebraically closed) an
equivalence of Tannakian categories PGO(Gr)
∼= Rep(G )ˇ. This Theorem is known as the geo-
metric Satake isomorphism; see [L0], [Gi], [MV] and [BD]. As the name suggests, this result is a
geometric, or categorical, counterpart of the classical Satake isomorphism K(Rep(G )ˇ) ∼= Hsph,
where Hsph is the spherical Hecke algebra, and K stands for the Grothendieck group. Here
the word “geometric” means that, following the Grothendieck “sheaf-function” correspondence
principle, one replaces the space of functions on the set of Fq-points of a scheme by the cat-
egory of l-adic complexes (or perverse sheaves) on this scheme (or on its base change to an
algebraically closed field).
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In this and subsequent paper we extend the geometric Satake isomorphism to a description
of various categories of l-adic sheaves on Fℓ in terms of G .ˇ These results have found several ap-
plications to representation theory: to cells in affine Weyl groups and bases in the Grothendieck
groups of equivariant coherent sheaves [B3]; to cohomology of tilting modules over quantum
groups at a root of unity [B4]; and also to Lusztig’s conjectures on nonrestricted representa-
tions of modular representations of gˇ (in preparation, see announcement in [B5]). We also
think that they are closely related to some aspects of the recent work [GW] which discusses
tamely ramified geometric Langlands duality from the point of view of Yang-Mills theory.
The possibility to realize the affine Hecke algebra H and the “anti-spherical” module over
it as Grothendieck groups of (equivariant) coherent sheaves on varieties related to Gˇ plays a
crucial role in the proof of classification of irreducible representations of H , which a particular
case of the local Langlands conjecture, [KL], see also [CG]. Thus one may hope that the
“categorification” of these realizations proposed here can contribute to the geometric Langlands
program. Let us point out that existence of (some variant of) such a categorification was
proposed as a conjecture by V. Ginzburg (see Introduction to [CG]).
1.1.1. Let us now describe some known statements about spaces of functions on G(F ), whose
geometric counterparts will be provided in the paper.
Set k = Fpn , and let H = C[I\G(F )/I] be the Iwahori-Matsumoto Hecke algebra. Let Tw be
the standard basis of H ; here w runs over the extended affine Weyl group W . Let Λ ⊂ W be
the coweight lattice of G, and Λ+ ⊂ Λ be the semigroup of dominant coweights. Let A ⊂ H be
the commutative subalgebra generated by the elements Tλ, λ ∈ Λ
+ and their inverses (see e.g.
[L0], beginning of §7). Thus A has a basis θλ, λ ∈ Λ, where θλ are defined by the conditions
θλ = q
−ℓ(λ)/2Tλ for λ ∈ Λ
+, θλ+µ = θλ · θµ.
Recall that the anti-spherical (right1) module Masp over H is defined as the induction from
the sign representation of the finite Hecke algebra Hf ⊂ H . One can also describe Masp as
follows. Let Cw be the Kazhdan Lusztig basis of H ; let Wf ⊂ W be the finite Weyl group,
and fW ⊂W , fW f ⊂W be the set of minimal length representatives of, respectively, left and
two-sided cosets of Wf in W . Then
(1) Masp ∼= H/〈Cw , w 6∈
f W 〉.
Notice that Masp is free of rank 1 over the subalgebra A.
Another important realization of Masp is in terms of the Whittaker model. Let N ⊂ G be a
maximal unipotent, and Ψ : N(F )→ C be a generic character. Then
(2) Masp ∼= (ind
G(F )
N(F )(Ψ))
I ;
here the right hand side is identified with the space of Whittaker functions on G(F )/I.
The group N(F ) is not compact; because of this there is no straightforward definition of
the category of Whittaker sheaves on Fℓ (the geometric counterpart of the right hand side of
(2)). Following [FGV] one can provide such a definition using Drinfeld’s compactification of
the moduli space of B-bundles on a curve. However, the following technically simpler (though
probably less suited for generalizations) approach suffices for our purposes.
Let Iu ⊂ G(F ) be the pro-p radical of an Iwahori subgroup, and ψ : Iu → C be a generic
character (the definition is recalled below). Then one can use Lemma 2 below to show that
(3) Masp ∼=
(
ind
G(F )
Iu
(ψ)
)I
;
1H has a canonical anti-involution coming from the map g 7→ g−1, g ∈ G(F ); thus the categories of left and
right modules are canonically identified. We define Masp as a right H-module to make some notations more
natural: Masp is realized in the space of functions on G(F )/I where H acts naturally on the right.
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and moreover, the arising isomorphism between the right hand sides of (2) and (3) is compatible
with the standard bases consisting of functions supported on one two-sided coset.
We call the right hand side of (3) the Iwahori-Whittaker module. It is easy to define the
category of Iwahori-Whittaker sheaves on Fℓ. It can probably be shown to be equivalent to the
category of Whittaker sheaves on Fℓ (where the latter is defined following [FGV]); this is not
pursued in this paper (see, however, Theorem 9 below).
The methods of this paper can be used also to describe in a similar fashion geometric coun-
terparts of the algebra H ; this will be addressed in a future publication (see announcement in
[B5]).
Below we will define a triangulated monoidal categoryD(A) which is a geometric counterpart
of the commutative algebraA; and abelian categories fP, PIW which are geometric counterparts
of the right hand sides of (1), (3) respectively; we will then describe D(A), and the derived
categories Db(fP), Db(PIW), in terms of the Langlands dual group.
1.1.2. We now recall the realizations of H , A, Masp in terms of G ,ˇ whose categorical coun-
terparts will be given below.
Let gˇ be the Lie algebra of G .ˇ Let B = G /ˇBˇ be the flag variety; N be the nilpotent cone
of gˇ , and pSpr : N˜ = T
∗(G /ˇB )ˇ→ N be the Springer map. Let St = N˜×N N˜ be the Steinberg
variety of triples.
For a scheme X equipped with an action of an algebraic group H we will let CohH(X) be the
category of H-equivariant coherent sheaves; we will write DH(X), or D(X) if the group is un-
ambiguous, for the bounded derived category Db(CohH(X)). We will denote the Grothendieck
group of either abelian or triangulated category C by K(C).
Let H be the affine Hecke algebra of G. Thus H is an algebra over Z[v, v−1], and H =
H ⊗Z[v,v−1] C, where the map Z[v, v
−1] → C sends v to q1/2. One can define a subalgebra
A ⊂ H, and a module Masp such that A = A⊗Z[v,v−1] C, Masp = Masp ⊗Z[v,v−1] C.
Then we have an isomorphism (see e.g. [CG] or [L2])
H ∼= K(DGˇ×Gm(St));
where the algebra structure on the right hand side is provided by convolution. Moreover, un-
der this isomorphism the subalgebra A is identified with the image of δ∗ : K(D
Gˇ×Gm(N˜)) →
K(DGˇ×Gm(St)), where δ : N˜ →֒ St is the diagonal embedding; notice that δ∗ is a homomor-
phism where the algebra structure on K(DGˇ×Gm(N˜)) is defined by [F] · [G] = [F
L
⊗O G]. The
module Masp is identified with the K(D
Gˇ×Gm(St)) module K(DGˇ×Gm(N˜)).
1.1.3. Informal summary. Our method relies heavily on [G] which provides a categorical coun-
terpart of the description of the center Z(H) of the affine Hecke algebra H . According to a well
known result of Bernstein [L0] we have Z(H) ∼= Hsph, thus by Satake isomorphism we have
Z(H) ∼= K(Rep(G )ˇ). In [G] Gaitsgory uses geometric Satake isomorphism and nearby cycles
functor to define a central functor Z from Rep(G )ˇ to DI(Fℓ) (the notion of a central functor
is recalled below).
The present paper can be informally summarized as follows. We upgrade Gaitsgory’s functor
Z to a functor from DGˇ(N˜), which is then shown to induce an equivalence with the Iwahori-
Whittaker category, by linking various ingredients in the definition of DGˇ(N˜) to relevant struc-
tures on the perverse sheaves side. To make this more precise recall that N˜ = {(b, x) | b ∈
B, x ∈ rad(b)}, where B is identified with the set of Borel subalgebras in gˇ and rad stands
for the nilpotent radical. We show that, in the appropriate formal sense, the tensor functor
from Rep(G )ˇ to DI(Fℓ) corresponds to the fact that in the dual side we deal with the category
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of Gˇ equivariant coherent sheaves on some algebraic variety. The element x ∈ gˇ in the de-
scription of N˜ arises from the logarithm of monodromy acting on the nearby cycles sheaf Z(V ),
V ∈ Rep(G )ˇ by Tannakian formalism. Finally, the ”flag” b ∈ B corresponds to a filtration
on Z(V ), V ∈ Rep(G )ˇ by Wakimoto sheaves, see Theorem 4. Wakimoto sheaves categorify
elements θλ ∈ A ⊂ H , and Theorem 4 is a categorification of the fact that Z(H) ⊂ A, thus an
element in Z(H) is a linear combination of θλ, λ ∈ Λ. On the other hand, Theorem 4 is equiv-
alent to the computation of cohomology of the so-called semi-infinite orbits with coefficients in
these sheaves, and is closely related to Mirkovic´ and Vilonen’s computation of corresponding
cohomology for spherical sheaves; see section 3.6 for further comments.
We finish the introduction by pointing out another result on the structure of central sheaves
of [G], Theorem 7 proved below. It says that the objects of the Iwahori-Whittaker category
cooked out of central sheaves are tilting. This result is inspired by the “Koszul duality” yoga of
[BGS], see Remark 12.
Finally, let us make a standard remark that all the results and proofs of the paper work in
the alternative setup where the finite characteristic base field k is replaced by C, the field of
coefficients Ql is also replaced by C, and the category of l-adic constructible sheaves by the
category of D-modules (in the part of the paper where neither Artin-Schreier sheaf, nor weights
are used one can work with constructible sheaves in the classical topology).
1.2. More notations. From now on we fix k = F¯p.
The convolution diagram will be written as Fℓ×
I
Fℓ→ Fℓ. IfX ⊂ Fℓ, Y ⊂ Fℓ are subschemes,
and Y is I invariant, then we get a subscheme X ×
I
Y ⊂ Fℓ ×
I
Fℓ. For F ∈ D(Fℓ), G ∈ DI(Fℓ)
we get an object F ⊠
I
G (twisted product) of the category of l-adic complexes on Fℓ×
I
Fℓ.
Let κ : Λ→ fW be the bijection such that κ(λ) ∈ Wf · λ.
All derived categories below will be bounded derived categories, notation D will be used
instead of a more traditional Db, unless stated otherwise.
We now describe the results of the paper.
1.3. The monoidal functor. If X is smooth, then D(X) is a tensor category under the
(derived) tensor product of coherent sheaves. The first result of the paper (see section 3) is
construction of a monoidal functor
(4) DGˇ(N˜)→ DI .
In fact we will do a little bit more. We will define (in section 3.6.5) a full subcategory A ⊂ PI
which will turn out to be closed under convolution. Then the homotopy category Hot(A), of
finite complexes of objects in A inherits a monoidal structure. Further, let D(A) denote the
quotient of the triangulated category Hot(A) by the subcategory of acyclic complexes. Then
D(A) is also a monoidal category. We have the obvious functor D(A)→ Db(PI).
We will construct a monoidal functor
(5) F : DGˇ(N˜)→ D(A)
One can use the argument of [B], 1.3 to define a natural functor Db(PI)→ DI ; thus we can
define (4) as the composition DGˇ(N˜)→ D(A) → Db(PI)→ DI . It is then easy to see that it
comes with a natural monoidal structure.
Below we will not use (4), only (5).
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1.4. Compatibility with Frobenius. Let q : N˜ → N˜ be the map sending a pair (b, x) ∈ N˜ ⊂
B× gˇ to (b, qx).
Let also Fr = Frq be the geometric Frobenius; recall that for a (ind)scheme X over Fq, Fr
induces an autoequivalence of the (derived) category of l-adic sheaves on XF¯p , X 7→ Fr
∗(X),
see [D].
Proposition 1. There exists a natural isomorphism of functors
(6) Fr∗ ◦ F ∼= F ◦ q∗
Remark 1. Let the multiplicative group Gm act on N˜ by t : (b, x) 7→ (b, t
−2x). Then for
F,G ∈ DGˇ×Gm(N˜) the vector space HomDGˇ(N˜)(F,G) carries an action of Gm, hence a grad-
ing. The Proposition provides isomorphisms Fr∗(F (F)) ∼= F, Fr∗(F (G)) ∼= G; the map
HomDGˇ(N˜)(F,G)
F
−→ HomD(Fℓ)(F (F), F (G)) carries the degree n component into a subspace
where Frobenius acts with weight n.
It follows that the equivalences fΦ, FIW defined below also satisfy this property.
Remark 2. In fact, a slight modification of our argument provides a monoidal functor from
DGˇ×Gm(N˜) to the derived category of mixed l-adic sheaves on FℓFq . We expect that it induces
an equivalence between DGˇ×Gm(N˜) and D(fP
mix
I ), D
mix
IW , where D(
fP
mix
I ), D
mix
IW are mixed
versions of the categoriesD(fP), DIW in the sense of [BGS]. (We warn the reader that the mixed
category is not the category of all mixed sheaves with an appropriate equivariance condition;
a necessary condition for a perverse sheaf to lie in the mixed category is that its associated
graded with respect to the weight filtration is semisimple,2 cf [BGS], 4.4).
1.5. Anti-spherical quotient category. Recall that I orbits on Fℓ (the so-called Schubert
cells) are parameterized by W ; for w ∈ W let jw : Fℓw →֒ Fℓ be the embedding of the
corresponding Schubert cell. We let Lw = jw!∗(Ql[ℓ(w)]), w ∈ W be the irreducible objects of
PI , and jw! = jw!(Ql[ℓ(w)]), jw∗ = jw∗(Ql[ℓ(w)]) be the standard and costandard objects. For
an abelian category A, and a set S of irreducible objects of A let 〈S〉 denote the full abelian
subcategory of objects obtained from elements of S by extensions. Define the Serre quotient
category of PI by
fPI = PI/〈Lw | w 6∈
fW 〉.
Let prf : PI →
fPI be the projection functor.
Theorem 1. The functor fΦ := prf ◦ F is an equivalence
(7) fΦ : DGˇ(N˜)−˜→D(fPI).
1.6. Iwahori-Whittaker category. Let B = T ·N , B− = T ·N− be opposite Borel subgroups,
and assume that I, I− ⊂ GO, I ⊃ BO, I− ⊃ B
−
O
for Iwahori group schemes I, I−. Let I−u ⊂ I
−
be the pro-unipotent radical.
Let also N−
F
⊂ GF be the group ind-scheme, N
−
F
(k) = N−(F ). For a simple root α let
uα : N
−
F
→ Ga be the corresponding homomorphism. We define Ψ : N
−
F
→ Ga by Ψ(n) =
Res(dtt
∑
uα(n)). We also define ψI : I
−
u → Ga by ψI(g
−g≥0) = Ψ(g−) for g− ∈ I−u ∩ N
−
F
,
g≥0 ∈ I−u ∩BF. Let DIW, PIW be, respectively, the I
u
−, ψ-equivariant derived category of l-adic
sheaves on Fℓ, and the subcategory of perverse sheaves therein. Since the group scheme Iu−
is pro-unipotent, it follows that the forgetful functor DIW to D(Fℓ) is a full embedding, thus
DIW ⊂ D(Fℓ), PIW ⊂ P(Fℓ) are full subcategories.
Let us mention the following
2We thank V. Ginzburg for pointing out this difficulty to us.
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Lemma 1. We have a natural equivalence
DIW ∼= D
b(PIW).
Proof is parallel to that of Lemma 4.4.6, and Corollary 3.3.2 in [BGS].
We have an injection W →֒ Fℓ, w 7→ wI; for each one of the (ind) group schemes N−
F
, Iu−, I
the image of this map is a set of representatives for the orbits of the group on Fℓ. For w ∈W let
Fℓw (respectively, Σw) be the corresponding orbit of I
u
− (respectively, N
−
F
), and iw : Fℓ
w →֒ Fℓ,
ιw : Σw →֒ Fℓ be the embeddings.
The proof of the next Lemma is left to the reader.
Lemma 2. a) For w ∈ W the following are equivalent
i) w ∈f W .
ii) Stab
I
−
u
(wI) ⊂ Ker(ψI).
iii) Stab
N
−
F
(wI) ⊂ Ker(Ψ).
b) For w satisfying the equivalent conditions in (a) the I−-orbit Fℓw is contained in one
N−
F
-orbit.
If w ∈ fW then there exist unique maps ψw : Fℓw → Ga, Ψw : Σw → Ga defined by
ψw(g · wI) = ψ(g), Ψw(n · wI) = Ψ(n). Define ∆w,∇w ∈ PIW by ∆w = iw!ψ
∗
w(AS)[ℓ(w)],
∇w = iw∗ψ
∗
w(AS)[ℓ(w)] where AS in the Artin-Schreier sheaf.
Define the functor AvΨ : DI → DIW, by F 7→ ∆0 ∗ F.
Theorem 2. The functor AvΨ|PI induces an equivalence
fPI−˜→PIW.
Define the functor FIW : D
Gˇ(N˜)→ Db(PIW) = DIW by F 7→ AvΨ ◦ F (F).
In view of Theorem 2 and Lemma 1, Theorem 1 is equivalent to the following
Theorem 3. The functor FIW provides an equivalence D
Gˇ(N˜) ∼= DIW.
2. Comparison of anti-spherical and Whittaker categories
In this section we will prove a result in the direction of Theorem 2. The proof of the Theorem
will be finished in section 4.5 after the proof of Theorem 3.
Proposition 2. a) We have
AvΨ : PI 7→ PIW;
thus AvΨ|PI induces an exact functor PI → PIW. This functor factors through
fPI .
b) The functor fPI → PIW induced by AvΨ is a full embedding.
Set δe = je∗ = je! where e ∈W is the identity element.
Let W ′ ⊂ W be the subgroup generated by simple reflections (non-extended affine Weyl
group). Thus
⋃
w∈W ′
Fℓw is a connected component of Fℓ.
Lemma 3. a) For w ∈ W ′ we have nonzero morphisms
δe → jw!;
jw∗ → δe,
whose (co)kernel does not contain δe in its Jordan-Hoelder series.
b) If w = w1w2 ∈W , w2 ∈W
′ and ℓ(w) = ℓ(w1) + ℓ(w2) then
dimHom(jw1!, jw!) = 1 = dimHom(jw∗, jw1∗);
and a nonzero map jw1! → jw! (respectively, jw∗ → jw1∗) is injective (respectively, surjective).
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Proof. We prove the statements concerning jw!, the ones concerning jw∗ are obtained by
duality.
For a simple reflection sα ∈ W we have an exact sequence of perverse sheaves on the projec-
tive line Fℓsα
(8) 0→ δe → js! → Ls → 0.
If u ∈ W is such that ℓ(u · sα) > ℓ(u) consider the convolution of ju! with (8); it is an exact
triangle
(9) ju! → ju·s! → ju! ∗ Lsα .
Notice that ju!∗Ls = π
∗
απα∗(ju!)[1], where πα : Fℓ→ Fℓ(α) is the projection to the partial affine
flag variety Fℓ(α) = GF/Iα for the minimal parahoric Iα corresponding to α. Since πα ◦ ju is
a locally closed affine embedding (because ℓ(u · sα) > ℓ(u)), we see that πα∗(jw!), and hence
π∗απα∗(ju!)[1] are perverse sheaves. Thus the exact triangle (9) is in fact an exact sequence of
perverse sheaves. Also all irreducible subquotients of ju! ∗ Lsα are of the form π
∗
α(L[1]) for a
perverse sheaf L on Fℓ(α); thus none of them is isomorphic to δe. This implies (a) by induction
in ℓ(w).
Since jw2! is invertible under convolution (see Lemma 8(b) below) we have
Hom(jw1!, jw!) = Hom(jw1!, jw1! ∗ jw2!) = Hom(δe, jw2!),
thus the first statement in (b) follows from (a). Finally, the exact sequence (9) implies by
induction in ℓ(w2) existence of an injective map jw1! → jw!.
Lemma 4. a) We have
AvΨ(Lw) = 0 ⇐⇒ w 6∈
f W.
b) We have ∆e ∼= ∇e.
c) For w = wf · w
′, wf ∈ Wf , w
′ ∈ fW we have
AvΨ(jw!) ∼= ∆w′ ,
AvΨ(jw∗) ∼= ∇w′ .
Proof. If w ∈ fW , then the convolution map Fℓ ×
I
Fℓ → Fℓ restricted to the generic point
of the support of ∆0 ⊠
I
Lw is an isomorphism. Hence ∆0 ∗ Lw 6= 0 for w ∈
fW . On the other
hand, for w 6∈ fW there exists a simple root α 6= α0 such that Lw is equivariant with respect
to the corresponding minimal parahoric subgroup Iα (here α0 denotes the affine simple root).
Then the functor F 7→ F ∗ Lw factors through the functor πα∗ (recall that πα : Fℓ → Fℓ(α) is
the projection to the corresponding partial affine flag variety). However, πα∗(∆0) = 0 because
the character ψI is nontrivial on StabI−u (x) for any x in the image of the support of ∆0 under
πα. This proves (a).
(b) is clear because ψI is nontrivial on StabI−u (x) for any x ∈ Fℓ
e − Fℓe.
In view of (b) it suffices to prove the first equality in (c); the second one then follows by
duality. The equality is clear when w ∈ fW , because in this case the convolution map restricted
to the support of ∆0 ⊠
I
jw! is an isomorphism over Fℓ
w, while the ∗ restriction of ∆0 ⊠
I
jw! to
the preimage of the complement of Fℓw is zero. Let now w be arbitrary; we have w = wf · w
′
for some wf ∈Wf , w
′ ∈ fW , where ℓ(w) = ℓ(wf ) + ℓ(w
′). Then Lemma 3 and part (a) of this
Lemma imply that ∆e ∗ jwf !
∼= ∆e ∗ δe = ∆e. Thus we have
∆e ∗ jw! ∼= ∆e ∗ jwf ! ∗ jw′!
∼= ∆w′ .
For an algebraic group H and a subgroup H ′ ⊂ H (or more generally, for group schemes of
possibly infinite type, such that the quotient H/H ′ is of finite type) let ΓHH′ be the ∗ induction
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functor from H ′-equivariant to H-equivariant sheaves; recall that it is defined by ΓHH′ (F) =
a∗(Ql ⊠H′ F), where a : H ×H′ X → X is the action map (cf [BL]).
Define the functor AvI : DIW → DI by AvI = Γ
I
I∩I
−
u
.
Lemma 5. We have Hp,0(AvI(∆0)[ℓ(w0)]) ∼= jw0!, where w0 ∈Wf is the longest element, and
superscript p refers to the t-structure of perverse sheaves.
Proof. It suffices to construct an exact triangle
jw0! → AvI(∆0)[ℓ(w0)]→ C
such that C ∈ Dp,>0. The definition of AvI implies that
HomDI (X,AvI(∆0)[ℓ(w0)]) = HomD(Forg(X), (∆0)[ℓ(w0)]),
where D is the derived category of l-adic sheaves on Fℓ, and Forg : DI → D is the forgetful
functor (notice that D
I∩I
−
u
is a full subcategory in D because I ∩ I−u is unipotent). The proof
of Lemma 4(a) shows that
(10) Hom•(Lw,∆0) = 0
for w ∈Wf , w 6= e (and more generally for w 6∈
fW f ). Also it is clear that
HomDI (δe, AvI(∆0)[ℓ(w0)])
∼= Ql.
Now Lemma 3(a) implies that
HomDI (jw!, AvI(∆0)[ℓ(w0)])
∼= Ql
for w ∈Wf . Moreover, the composition of nonzero arrows
jw! → jw′! → AvI(∆0)[ℓ(w0)]
is nonzero, because the composition δe → jw! → jw′! is nonzero by 3(b). Hence, if C =
cone(jw0! → AvI(∆0)[ℓ(w0)]), then using again Lemma 3(b) we see that for all w ∈Wf
Hom(jw!, C[i]) = 0
for i ≤ 0, which implies that C ∈ Dp,>0 according to the definition of perverse t-structure.
Remark 3. 3 A slightly different proof of the Lemma can be given as follows. It is not hard
to describe AvIu(∆0), where Iu ⊂ I is the pro-unipotent radical (details will appear in [BM]).
This is obviously an object in the category of Iu equivariant sheaves supported on G/B ⊂ Fℓ,
which is identified with category O for G. Then AvIu(∆0)
∼= Ξ[ℓ(w0)], where Ξ is the maximal
projective in category O (a projective cover of the irreducible Verma module). Lemma 5 can
then be deduced from the fact that the subobject jw0! ⊂ Ξ is the maximal B-equivariant
subobject in the B-monodromic object Ξ.
2.0.1. Right inverse to AvΨ. To prove Proposition 2 we will explicitly construct a right inverse
functor to AvΨ. Namely, define F
′ : PIW →
fPI by
F ′(F) = prf (H
p,ℓ(w0)(AvI(F))).
To motivate this definition we remark that one can easily show that F ′ is right adjoint to AvΨ
(we neither check, nor use this fact below).
Lemma 6. There exists a canonical isomorphism F ′ ◦AvΨ ∼= id.
3This Remark is included here following the referee’s suggestion.
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Proof. For w ∈ Wf the functor from DI to
fDI sending F to prf (Lw ∗ F) is zero if w 6=
e and is isomorphic to prf otherwise. Hence the convolution functor descends to a functor
fP
0
I ×
fPI →
fPI exact in each variable; here
fP
0
I denotes the Serre quotient category of I-
equivariant perverse sheaves on GO/I ⊂ Fℓ by the subcategory generated by Lw, w 6= e. In
particular, for F ∈ PI we have
F ′ ◦AvΨ(prf (F)) ∼= prf ◦H
p,0(AvI(∆0[ℓ(w0)]) ∗ F) ∼= prf ◦H
p,0(jw0! ∗ F)
∼= prf (F),
where the last isomorphism follows from Lemma 3(a), and the previous one from Lemma 5.
2.0.2. Proof of Proposition 2(conclusion). For a triangulated category D and a set of objects
S ⊂ Ob(D) we let 〈S〉 be the set of all objects obtained from elements of S by extensions; i.e.
〈S〉 is the smallest subset of D containing S∪{0} and such that for all A,B ∈ 〈S〉 and an exact
triangle A→ C → B → A[1] we have C ∈ S.
The definition of perverse t-structure implies that
Ob(PI) = 〈jw![i] | i ≥ 0〉 ∩ 〈jw∗[i] | i ≤ 0〉;
Ob(PIW) = 〈∆w[i] | i ≥ 0〉 ∩ 〈∇w [i] | i ≤ 0〉.
Thus the first statement in Proposition 2(a) follows from Lemma 4(c). The second one is
immediate from part (a) of that Lemma. Part (a) of the Proposition is proved.
We also see that F (Lw) is irreducible for w ∈
fW , because it is the image of a nonzero
map ∆w → ∇w; it is clear that F (Lw) 6∼= F (Lw′) for w 6= w
′, w,w′ ∈ fW , because they have
different supports.
Thus the Proposition follows from Lemma 6 and the following Lemma.
Lemma 7. Let F : A→ B be an additive functor between abelian categories. Assume that
i) F is exact.
ii) Every object of A has finite length, and F induces an isomorphism Hom(L1, L2)−˜→Hom(F (L1), F (L2))
for any irreducible objects L1, L2 of A.
iii) There exists an additive functor F ′ : B→ A such that F ′ ◦ F ∼= id.
Then F is a full embedding.
Proof. Conditions (i) and (iii) imply that F is injective on Ext1. Indeed, let 0→ X → Y →
Z → 0 be a short exact sequence in A. If F (Y ) ∼= F (X) ⊕ F (Z) is the splitting of its image
under F , then applying F ′ to it we see that the original sequence is split.
Now induction in the lengths of X,Y shows that F induces an isomorphism Hom(X,Y )→
Hom(F (X), F (Y )) for any two objects X,Y ∈ A.
3. Construction of the monoidal functor F
3.1. Plan of the construction. We will use a version of Serre’s description of Coh(Pn) as
a quotient of the category of graded modules over the symmetric algebra. We need some
notations.
Let
ˆ˜
N be the preimage of N˜ ⊂ B × gˇ in G /ˇUˇ× gˇ . Thus
ˆ˜
N is a locally closed subscheme
in the affine variety G /ˇUˇ× gˇ ; here Uˇ⊂ Gˇ is a maximal unipotent, and G /ˇUˇ is the affine
closure of the basic affine space G /ˇU .ˇ We now define a closed (obviously affine) subscheme
ˆ˜
Naf ⊂ G /ˇUˇ× gˇ containing
ˆ˜
N as an open subscheme (though different from the closure
of
ˆ˜
N in G /ˇUˇ× gˇ ). On G /ˇUˇ× gˇ we have a canonical vector field vtaut whose value at
a point (p, x) equals (a(x), 0) where a stands for the action of the Lie algebra gˇ on G /ˇU .ˇ
The vector field vtaut induces a derivation of OGˇ/Uˇ×gˇ; we let
ˆ˜
Naf be the zero-set of this
derivation (i.e. the defining ideal of
ˆ˜
Naf is generated by the image of the derivation). It is clear
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that
ˆ˜
Naf ∩ (G /ˇUˇ× gˇ ) =
ˆ˜
N. We set Oˆ
N˜
= O ˆ˜
Naf
, and call this ring the multi-homogeneous
coordinate ring of N˜. For a scheme S equipped with an action of an algebraic group H we
write CohHfr(S) (or O−mod
H
fr is S = Spec(O)) for the full subcategory in Coh
H(S) consisting
of objects of the form V ⊗ OS , V ∈ Rep(H).
We now describe the plan of the construction. The first piece of data is a monoidal functor
F¯ : Rep(Gˇ× T )ˇ → PI (i.e. a monoidal functor to DI landing in PI); the main ingredient is
provided by [G].
We then explain that a certain natural endomorphism of this action (also defined in [G])
yields an extension of F¯ to a monoidal functor F˜ : CohGˇ×Tˇfr (G /ˇUˇ× gˇ ) → PI . For this
we describe in section 3.3 certain distinguished arrows in CohGˇ×Tˇfr (G /ˇU )ˇ; and also arrows
between objects F¯ (V ), V ∈ Rep(Gˇ× T )ˇ. We will then require the functor F˜ to intertwine
the two sets of arrows. Some formalism described in section 3.4 shows that this requirement
defines F˜ uniquely (part of the argument is a variation of the standard description of elements
in a Lie algebra as tensor endomorphisms of a fiber functor).
Then F˜ is constructed; it yields a functor (again denoted by F˜ ) from Hot(CohGˇ×Tˇfr (
ˆ˜
Naf ))
to Hot(PI), where Hot stands for the homotopy category. Let Acycl ⊂ Hot(Coh
Gˇ×Tˇ
fr (
ˆ˜
Naf ))
be the full subcategory of such complexes F• that F•| ˆ˜
N
is acyclic. In section 3.6 we prove
certain facts about the central sheaves of [G], and deduce from it that F˜ sends Acycl to acyclic
complexes. Hence F˜ factors to a functor DGˇ(N˜)
F
−→ Db(PI)→ DI .
3.2. Central and Wakimoto sheaves: definition of the functor F¯ . Recall the functor
Z : PGO(Gr)→ PI ⊂ DI constructed in [G].
We identify PGO(Gr) with Rep(G )ˇ by means of the geometric Satake equivalence S :
Rep(G )ˇ → PGO(Gr). We set Vλ = S
−1(ICλ) where ICλ = j¯λ!∗
(
Ql[ℓ(λ)]
)
, and j¯λ : Grλ →֒ Gr
is the embedding of the image Grλ of Fℓλ under the projection π : Fℓ → Gr; thus Vλ is a
representation with highest weight λ. Notice that the convolution map supp(ICλ ⊠
GO
ICµ) →
supp(ICλ ∗ ICµ) = Grλ+µ is an isomorphism over Grλ+µ; hence we have
j¯∗λ+µ(ICλ ⊠
GO
ICµ) ∼= Ql[ℓ(λ+ µ)]
canonically. Thus we get a canonical element mλ,µ in the one dimensional vector space
Hom(ICλ ∗ ICµ, ICλ+µ).
We also set Zλ = Z(Vλ).
The functor Z is monoidal, and moreover central; the latter means that for every V ∈ Rep(G )ˇ
and F ∈ DI there is a fixed “centrality” isomorphism σV,F : Z(V ) ∗ F ∼= F ∗ Z(V ) satisfying
some natural compatibilities (spelled out e.g. in [B1], §2.1, and checked in [G] and Gaitsgory’s
Appendix to [B1]). Notice that a central functor from a tensor category A to a monoidal
category C is the same as a tensor (compatible with braiding) functor from A to the center of
C (see e.g. [Ka], XIII.4).
Recall that jw! = jw!(Ql[ℓ(w)])), jw∗ = jw∗(Ql[ℓ(w)]); and δe = je! = je∗ is the unit object
of DI (here e is the unit element of W ). The following statement is well-known.
Lemma 8. a) If w1, w2 ∈W are such that ℓ(w1w2) = ℓ(w1) + ℓ(w2) then we have a canonical
isomorphism
(11) jw1∗ ∗ jw2∗
∼= jw1w2∗.
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If w1, w2, w3 are such that
ℓ(w1w2w3) = ℓ(w1) + ℓ(w2) + ℓ(w3)
then the two isomorphisms between jw1∗ ∗ jw2∗ ∗ jw3∗ and jw1w2w3∗ arising from (11) coincide.
b) jw∗ is an invertible object of the monoidal category DI . More precisely, we have
jw∗ ∗ jw−1! ∼= δe ∼= jw−1! ∗ jw∗.
Corollary 1. a) The map λ 7→ jλ∗ for λ ∈ Λ
+ extends naturally to a monoidal functor
Rep(T )→ DI .
b) The map V ⊗ (λ) 7→ Z(V ) ∗ jλ∗ for V ∈ Rep(G )ˇ, λ ∈ Λ
+ ⊂ Rep(T )ˇ extends naturally to
a monoidal functor F¯ : Rep(Gˇ× T )ˇ→ DI .
Proof. The length function onW is additive on the subsemigroup Λ+, thus Lemma 8 applies
to w1, w2, w3 ∈ Λ
+, and implies statement (a). Then (b) follows from the central property of
the functor Z, which yields a commutativity isomorphism Z(V ) ∗ jλ∗ ∼= jλ∗ ∗ Z(V ) satisfying
the pentagon identity.
We denote the image of λ under the functor defined in the Corollary by Jλ. It follows from
the definition that Jλ = jλ! for λ ∈ −Λ
+, Jλ = jλ∗ for λ ∈ Λ
+, and Jλ+µ ∼= Jλ ∗ Jµ.
Following Mirkovic´ we call Jλ the Wakimoto sheaves. Theorem 5 below asserts that Jλ are
actually objects of the abelian category PI (a’priori they are defined as objects of the triangulated
category DI).
3.3. Monodromy and ”highest weight” arrows: characterization of the functor F˜ .
3.3.1. Arrows between perverse sheaves. Recall that the monoidal functor Z comes equipped
with a tensor endomorphism M = {MV = MZ(V ) ∈ End(Z(V ))} defined by the logarithm of
monodromy (see [G], Theorem 2; we fix and use an isomorphism Ql ∼= Ql(1)).
We also define an arrow bλ : Zλ → jλ∗, λ ∈ Λ
+. The definition is clear from the next
Lemma 9. For all λ ∈ Λ+ the Schubert cell Fℓλ is open in the support of Zλ; and we have a
canonical isomorphism
(12) j∗λ(Zλ)
∼= Ql[ℓ(λ)].
Proof. Recall that π denotes the projection Fℓ → Gr. It is immediate to see from the
definition of the functor Z (see [G], 2.2.3) that the support of Zλ is contained in the preimage
under π of the closure of the Schubert cell Grλ; and also that its dimension equals dimGrλ =
dim(Fℓλ). Thus it can not contain Fℓw for w ≻ λ. It contains Fℓλ, and we have the canonical
isomorphism (12), because the support of π∗(Zλ) = ICλ contains Grλ, and ICλ|Grλ = Ql[ℓ(λ)].
3.3.2. Arrows between coherent sheaves. First, consider the variety gˇ equipped with the adjoint
action. Then every F ∈ CohGˇ(gˇ ) carries a canonical endomorphism, such that the induced
endomorphism of the fiber at a point x ∈ gˇ coincides with the action of x ∈ Stabgˇ(x) coming
from the equivariant structure; we denote this endomorphism by N tautF , and abbreviate N
taut
V =
N tautV⊗O.
Next, consider the basic affine space G /ˇU ,ˇ and its affine closure G /ˇU .ˇ We fix an isomor-
phism between the ring of regular functions on G /ˇUˇ and the ring
⊕
Λ+
Vλ with multiplication
given by
⊕
λ,µ
mλ,µ (see section 3.2 for notation). Then for λ ∈ Λ
+ we get a morphism in
CohGˇ×Gmfr (Gˇ/U )ˇ:
Bλ : Vλ ⊗ O→ Oλ.
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Proposition 3. There exists a unique extension of F¯ to a monoidal functor F˜ : CohGˇ×Tˇfr (
ˆ˜
Naf )→
PI such that F˜ (N
taut
V ) = MZ(V ), F˜ (Bλ) = bλ.
The proof of the Proposition will be given at the end of the next section after some general
nonsense preparation.
Remark 4. One can show that any arrow in CohTˇfr (
ˆ˜
Naf ) can be obtained from the arrows Bλ,
NV and identity arrows by taking tensor products and direct summands. This implies the
uniqueness statement in the Proposition. We will give a slightly different argument in the next
section.
The only geometric statement needed for the proof of Proposition 3 is the next
Lemma 10. a) For λ, µ ∈ Λ+ we have Hom(Zµ, Jλ) = 0 unless λ  µ.
b) For λ, µ ∈ Λ+ the following diagram is commutative
Zλ+µ −−−−−→
Z(mλ,µ)
Zλ ∗ Zµybλ+µ ybλ∗bµ
jλ+µ∗ jλ∗ ∗ jµ∗
where the lower horizontal isomorphism comes from Lemma 8(a).
c) We have bλ ◦MZλ = 0.
Proof. a) As was said in the proof of the previous Lemma, the support of Zµ is contained
in the preimage under π of the closure of the Schubert cell Grµ. It is well known that Fℓλ is
contained in this set iff λ  µ.
b) π∗ induces an isomorphism of one dimensional vector spaces
Hom(Zλ, jλ∗)−˜→Hom(ICλ, j¯λ∗),
where j¯λ∗ = j¯λ∗(Ql[ℓ(λ)]. Thus it suffices to check that applying π∗ to the above diagram
we get a commutative one. This follows from the definition, and the canonical isomorphism
π∗ ◦ Z ∼= idPG(O) .
c) It suffices to see that
j∗λ(MZλ) ∈ End(j
∗
λ(Zλ)) = 0,
This follows from nilpotency of MZλ and Lemma 9 which shows that End(j
∗
λ(Zλ)) is one
dimensional.
3.4. Tannakian and Drinfeld-Plucker formalism. Notice that the arrows Bλ introduced
in section 3.3.2 satisfy the so-called Plucker relations, i.e.
(13) Bλ ⊗Bµ = Bλ+µ ◦ (mλ,µ ⊗ idO).
Lemma 11. Let A be a commutative algebra with a Gˇ action.
a) Let N be a tensor endomorphism of the functor V 7→ A ⊗ V ; thus N is a collection of
G -ˇinvariant endomorphisms NV ∈ EndA(A⊗V ), V ∈ Rep(G )ˇ, functorial in V and such that
NV1 ⊗ 1 + 1⊗NV2 = NV1⊗V2
for all V1, V2 ∈ Rep(G )ˇ. Then there exists a unique element xN ∈ gˇ ⊗ A, such that NV
coincides with the action of x in A.
Also, there is a unique G -ˇequivariant homomorphism φ : Ogˇ → A such that NV =
φ∗(N
taut
V )
def
= idA ⊗Ogˇ N
taut
V .
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b) Assume that A is equipped with a Λ grading compatible with the Gˇ action (in other words,
an action of Tˇ commuting with the Gˇ action is given); and suppose that for every λ ∈ Λ+ we
are given a G -ˇequivariant morphism bλ : Vλ ⊗ A→ A(λ) satisfying the Plucker relations (13)
(with Bλ replaced by bλ, and O replaced by A). Then there exists a unique Gˇ× T -ˇequivariant
homomorphism φ : O(Gˇ/U )ˇ = O(Gˇ/U )ˇ→ A such that bλ = φ∗(Bλ)
def
= idA ⊗Ogˇ Bλ.
c) Let A, bλ be as in (b), and N be as in (a). Assume that
(14) bλ ◦NVλ = 0
for all λ. Then the homomorphism O(Gˇ/Uˇ× g )ˇ→ A provided by (a,b) factors through Oˆ
N˜
.
Proof. The first statement in (a) is well-known.
The second statement in (a) is a restatement of the first one. More precisely, a homomorphism
Ogˇ → A is specified by an element of Hom((gˇ )
∗, A) = gˇ ⊗ A, and it is straightforward to
see that x ∈ gˇ ⊗ A satisfies the conditions of the first statement in (a) iff the corresponding
homomorphism Ogˇ → A satisfies the conditions of the second one.
To check (b) recall that O(G /ˇU )ˇ ∼=
⊕
Λ+
Vλ. Then the requirement on φ is equivalent to
(15) φ|Vλ = bλ|Vλ⊗1.
Thus uniqueness of φ is clear. The Plucker relations ensure that the map φ : O(G /ˇU )ˇ → A
defined by (15) is indeed a homomorphism, which shows existence.
(c) is immediate from the definition of
ˆ˜
Naf .
Proposition 4. Let C be an additive monoidal category.
a) Let F : Rep(G )ˇ→ C be a monoidal functor.
Let N = {NV } be a tensor endomorphism of F , such that the image under F of the com-
mutativity isomorphism in Rep(G )ˇ is functorial with respect to N . Then there exists a unique
extension of F to a monoidal functor F˜ : CohGˇfr (g )ˇ → C such that NV = F˜ (N
taut
V ) for all
V ∈ Rep(G )ˇ (here Gˇ acts on gˇ by the adjoint action).
b) Let F : Gˇ× Tˇ→ C be a monoidal functor. Suppose that for each λ ∈ Λ+ we are given
transformations bλ : F (λ)→ F (Vλ) satisfying the Plucker relations, i.e. such that
bλ ⊗ bµ = bλ+µ ◦ F (mλ,µ).
Assume that the image of the commutativity isomorphism under F is functorial with respect
to bλ. Then there exists a unique extension of F to a monoidal functor F˜ : Coh
Gˇ×Tˇ
fr (Gˇ/U )ˇ→
C such that bλ = F˜ (Bλ).
c) Let F , bλ be as in (b), and N ∈ End(F |Rep(Gˇ)) be as in (a). Assume that
(16) bλ ◦NVλ = 0
for all λ. Then (a,b) provide an extension of F to a monoidal functor CohGˇ×Tˇfr (Gˇ/Uˇ×g )ˇ→
C, which factors through Oˆ
N˜G
−modGˇ×Tˇfr .
Proof. Let H stand for Gˇ if we are in the situation of (a), and for Gˇ× Tˇ if we are in the
situation of either (b) or (c).
First we claim that without loss of generality we can assume that C is a tensor category, and
F is a tensor functor. More precisely, we claim that it is possible to factor F as a composition
F = F ′′◦F ′, where F ′ is a tensor functor from Rep(H) to a tensor category C′, and F ′′ : C′ → C
is a monoidal functor; moreover, in the situation of (a) there exists a tensor endomorphism N ′
of F ′ satisfying the conditions of (a), and such that N = F ′′(N ′); and similarly for (b) and (c).
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Namely, we can define C′ as follows. We set Ob(C′) = Ob(Rep(H)), and HomC′(V,W ) ⊂
HomC(F (V ), F (W )) consists of such elements φ that for all U ∈ Rep(H) the diagram
F (U)⊗ F (V )
id⊗φ
−−−−→ F (U)⊗ F (W )y y
F (V )⊗ F (U)
φ⊗id
−−−−→ F (W )⊗ F (U)
is commutative for all U ∈ Rep(H); here the vertical arrows are images under F of the com-
mutativity isomorphism. The pentagon identity implies that C′ is indeed a tensor category; the
definition of F ′, F ′′, N ′, b′λ is clear. So from now on we will assume that C, F are tensor.
We will use underlined symbols to denote representations of H , and the corresponding un-
adorned symbol will denote the underlying vector space.
Let O be the module of regular functions on H where H acts by left translations; thus O is
an ind-object of Rep(H), O =
⊕
V ∈IrrRep(H)
V ∗⊗V , where IrrRep(H) is a set of representatives
for isomorphism classes of irreducible representations of H . Thus O is a commutative ring
ind-object in Rep(H). Set
A = HomC(1C, F (O)) =
⊕
V ∈IrrRep(H)
V ∗ ⊗HomC(1C, F (V ));
here (and below) we use the same notation for a functor on a category, and the induced functor
on the category of ind-objects. Then A is an associative algebra equipped with an H action.
Commutativity of O and tensor property of F show that A is commutative; and the functor
Φ : X 7→ HomC(1, X ⊗ F (O)) is a tensor functor from the full image of F to A−mod
H
fr. It is
easy to see from the definitions that Φ induces an isomorphism
HomC(1C, F (O))−˜→A = HomA−modH
fr
(Φ(1C),Φ (F (O))) .
Since H is reductive, Rep(H) is semisimple, and every irreducible V ∈ Rep(H) is a direct
summand of O; hence for all V we have an isomorphism induced by Φ
HomC(1C, F (V ))−˜→HomA−modH
fr
(Φ(1C),Φ(F (V ))) ∼= HomA−modH
fr
(A, V ⊗A).
Since Rep(H) is rigid, we see that Φ is a full embedding. Thus we can assume that C = A−modH
for a commutative algebra with an H-action, and F : V 7→ V ⊗ A. In this case the statements
of the Proposition reduce to that of Lemma 11.
3.4.1. Proof of Proposition 3 and definition of the functor F˜ . The Proposition follows from
Lemma 10 in view of Proposition 4.
We now extend F˜ to the homotopy category Hot(CohGˇ×Tˇfr (
ˆ˜
Naf )).
3.5. Proof of Proposition 1. We will construct an isomorphism
Fr ◦ F˜ −˜→F˜ ◦ q∗;
the claim about F follows (once we show that F exists).
Uniqueness part of Proposition 4 shows that we will be done if we construct an isomorphism
of monoidal functors
φ : Fr ◦ F¯ −˜→F¯
such that
(17)
φ(Fr∗(Bλ)) = Bλ,
φ(Fr∗(MZ(V ))) = q
−1 ·MZ(V ).
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An isomorphism φ induces a structure of a Weil sheaf on Jλ, Zµ, and it is clearly uniquely
determined by this structure. For λ ∈ Λ+ we fix the Weil structure on Jλ = jλ∗ so that the
resulting Weil sheaf is jλ∗Ql[ℓ(w)](
ℓ(w)
2 ). We also require that the isomorphism Jλ ∗ Jµ
∼= Jλ+µ
lifts to an isomorphism of Weil sheaves; this fixes the Weil structure on Jλ for all λ.
Let us now define the Weil sheaf which provides the desired isomorphism Fr∗(Zλ) ∼= Zλ.
The functor Z : PGO(Gr) → PI(Fℓ) is actually defined as a functor between the categories
of Weil sheaves (if one fixes the splitting of the surjection Gal(Fq((t))) → Gal(Fq), cf. the
footnote on p. 263 in [G]). Then Weil sheaf in question is defined to be ZWeilλ := Z(IC
Weil
λ )
where ICWeilλ = j¯λ!∗
(
Ql[ℓ(λ)](
ℓ(λ)
2 )
)
.
These requirements clearly define the tensor isomorphism φ uniquely. Verification of existence
of φ reduces to checking that the isomorphism
(18) Fr ◦ S ∼= S,
providing ICλ with the Weil structure isomorphic to IC
Weil
λ is tensor; the rest then follows
from Z being tensor. Existence of a tensor structure on (18) will be clear if we show that the
convolution ICWeilλ ∗ IC
Weil
µ is isomorphic to a direct sum of Weil sheaves IC
Weil
ν . We now
prove this.
Notice that Frobenius acts on the total cohomology H•(ICWeilλ ) by a diagonalizable auto-
morphism with eigenvalues qn/2, n ∈ Z; this follows e.g. from [BGS], §4.4. The functor of total
cohomology on PGO(Gr) carries a tensor structure (see [MV], [BD]); the latter is readily seen to
be compatible with the Frobenius action. Thus the action of Frobenius on H•(ICWeilλ ∗IC
Weil
µ )
is diagonalizable with eigenvalues qn/2. This implies the desired statement, because we know
that ICλ∗ICµ ∼= ⊕ICν , and the action of Frobenius on cohomology determines the isomorphism
class of a Weil sheaf which is geometrically isomorphic to a direct sum of ICν , ν ∈ Λ
+.
It remains to check (17). The first equality in (17) is clear from the definition. The second
one follows from the fact that for an l-adic sheaf F the logarithm of monodromy on nearby
cycles is a morphism of Weil sheaves Ψ(F)→ Ψ(F)(−1).
3.6. Filtration of central sheaves by Wakimoto sheaves. The property of central sheaves
proved in this section is a geometric counterpart of Bernstein’s description of the center ZH
of the Iwahori-Matsumoto Hecke algebra H, which says that ZH = C[θλ]
Wf ; moreover, the
map K(Rep(G )ˇ)→ ZH sends the class of representation V to its character χV ∈ k[Λ] = k[θλ]
(see e.g. [L0], Theorem 8.1). Bernstein presentation for H (in particular, the elements θλ) can
be easily described in terms of their action in the space of I-invariant vectors in the universal
principal series representation Cc(G(F )/(N(F ) ·T (O)), and thus in terms of their integrals over
N(F )-orbits in G(F ). Quite similarly, the property of central sheaves proved in this section is
related to computation of compactly supported cohomology of their restrictions to NF-orbits.
The next Theorem, which is the main result of this section, contains two close statements.
Statement (a) will be used later; statement (b) is included for completeness.
Recall that the NF-orbits on Fℓ are parameterized by W ; and iw : Sw →֒ Fℓ denotes the
embedding of an orbit.
We fix a total ordering ≤ on the group Λ compatible with the group structure and with the
standard partial ordering (i.e. λ > µ if λ− µ is a sum of positive roots).
Theorem 4. a) For V ∈ Rep(G )ˇ the sheaf Z(V ) has a unique filtration indexed by (Λ,≤) such
that the associated graded grν(Z(V )) = Z(V )≤ν/Z(V )<ν is of the form
grν(Z(V )) ∼= Jν ⊗W
ν
V
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for some vector space W νV . The functor
Φ : V 7→
⊕
ν
W νV =
⊕
ν
Hom(Jν , grν(Z(V ))
is a tensor functor from Rep(G )ˇ to the category of Λ-graded vector spaces (obviously equiva-
lent to Rep(T )ˇ). Φ is isomorphic the restriction functor Rep(G )ˇ → Rep(T )ˇ; in particular,
dimW νV equals the multiplicity of the weight ν in V .
b) The space Hic(i
∗
w(Z(V ))) vanishes unless w = ν ∈ Λ, i = ℓ(ν); in which case we have
Hℓ(ν)(Z(V )) ∼=W νV
where W νV is as in (a).
Remark 5. The sheaf Vµ⊗ON˜ carries a filtration with subquotients being sums of line bundles
(this filtration is actually a pull-back of a filtration on Vµ ⊗ OGˇ/Bˇ). It will be clear from the
construction of the functor F that the filtration of Theorem 4(a) is the image of this filtration
under F .
Remark 6. In [MV] Mirkovic´ and Vilonen prove a result similar to part (b) of the above
Theorem; namely, they compute the compactly supported cohomology of N(F ) orbits with
coefficient in an irreducible object of PGO(Gr). One can show that the two results are actually
equivalent.
The proof of the Theorem occupies the rest of this section.
3.6.1. (a) implies (b). The last statement in the next Lemma yields the implication (a)⇒ (b).
Lemma 12. For λ ∈ Λ, and X ∈ DI we have
(19) H•(i!λ·wJλ ∗X) = H
•(i!w(X))[(λ, 2ρ)].
In particular, Hi(i!w(Jλ)) = 0 unless w = λ, i = ℓ(λ), in which case it has dimension one.
Proof. It is clear that if (19) holds for λ1, λ2 then it also holds for λ1 − λ2. Thus we can
assume without loss of generality that λ ∈ Λ+.
For w ∈ W let w˜ be a representative of the cosetw ∈ Norm(T (O))/T (O), whereNorm(T (O))
is the normalizer of T (O). It follows from the definitions that for X ∈ DI we have
jw∗ ∗X ∼= Γ
I
I∩w˜Iw˜−1w˜∗(X)[ℓ(w)].
(Notations for the induction functor Γ were recalled before before Lemma 5 above.) It is clear
that for λ ∈ Λ
H•(i!λ·wλ˜∗(X)) = H
•(i!w(X))
since λ˜(Sw) = Sλ·w. Also it is not difficult to check that for λ ∈ Λ
+ we have λ˜Iλ˜−1 ⊃ I∩B−
F
.
Then the triangular decomposition I = I ∩NF · I ∩B
−
F
yields an isomorphism
ΓI
I∩λ˜Iλ˜−1
= ΓI∩NF
I∩λ˜Iλ˜−1∩NF
.
The induction functor ΓHH′ commutes with the ! restriction to an H-invariant subvariety; when
H , H ′ are unipotent it also does not change the total cohomology. Applying this observation
to H = I ∩NF, H
′ = I ∩ λ˜Iλ˜−1 ∩NF and the subvariety Sλ·w ⊂ Fℓ we get the statement.
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3.6.2. Uniqueness of the filtration. Uniqueness of the filtration follows from the following
Lemma 13. We have Hom•(Jλ, Jµ) = 0 unless λ  µ; and Hom
•(Jλ, Jλ) = Ql.
Proof. Pick ν such that ν + λ, ν + µ ∈ Λ+. Since the functor of convolution with Jν is
invertible we have
Hom•(Jλ, Jµ) = Hom
•(Jν+λ, Jν+µ) = Hom
•(jν+λ∗, jν+µ∗).
The latter space can be nonzero only if Fℓν+λ lies in the closure of Fℓν+µ, which is known to
be equivalent to λ  µ.
3.6.3. Existence of the filtration. We will say that an object X ∈ PI is convolution exact if
X ∗ L ∈ PI for all L ∈ PI . We will say that X is central if X ∗ L ∼= L ∗X for all X ∈ PI .
It will be convenient to extend the definition of Jλ to all w ∈ W by setting Jw = Jλ ∗ jwf∗
for w = λ · wf , λ ∈ Λ, wf ∈Wf .
The next result is proved in the Appendix.
Theorem 5. a) The objects Jw ∈ DI actually lie in PI .
b) Fℓw is open in the support of Jw, and j
∗
w(Jw)
∼= Ql[ℓ(w)].
The next Proposition obviously implies the existence of the filtration.
Proposition 5. a) Any convolution exact object of PI has a filtration whose subquotients are
Wakimoto sheaves Jw.
b) If X is also central then only Jw with w ∈ Λ appear in the filtration of (a).
Remark 7. Statement (a) of the Theorem can be compared to the following result due (to the
best of our knowledge) to Mirkovic´ (unpublished): every convolution exact sheaf on the finite
dimensional flag variety G/B which is smooth along the Schubert stratification is tilting, i.e.
has a filtration with subquotients jw!, and also a filtration with subquotients jw∗.
We sketch a proof of Mirkovic´’s result for the sake of completeness. Let F be a convolution ex-
act perverse sheaf on G/B as above. We have to check that Ext>0(jw!,F) = 0 = Ext
>0(F, jw∗).
We check the first equality, the other one is similar. Since F is convolution exact, the convo-
lution F ∗ jw0! is a perverse sheaf, thus it lies in the full subcategory generated by the objects
jw![d], w ∈ W , d ≥ 0 under extensions. Thus F = F ∗ jw0! ∗ jw0∗ lies in the full subcategory
generated by jw! ∗ jw0∗[d] = jww0∗[d], d ≥ 0, which implies the needed Ext vanishing.
The central sheaves Zλ (for λ 6= 0) provide examples of convolution exact objects of PI which
are not tilting (see, however, Theorem 7 and Remark 10 below).
The proof of the Proposition will be given after some auxiliary Lemmas.
Lemma 14. a) We have Jλ ∗ Jw ∼= Jλ·w.
b) If w ∈ Λ+ ·Wf then Jw = jw∗. If w ∈ (−Λ
++) ·Wf then Jw = jw!; here Λ
++ is the set
of strictly dominant weights.
Proof. (a) is immediate from the definitions. To prove (b) we observe that for wf ∈ Wf ,
λ ∈ Λ+, µ ∈ Λ++ we have
ℓ(λ · wf ) = ℓ(λ) + ℓ(wf )⇒ jλ·wf∗ = jλ∗ ∗ jwf∗ = Jλ ∗ Jwf = Jλ·wf ;
ℓ((−µ) · wf ) = ℓ(−µ)− ℓ(wf )⇒ j−µ·wf ! = j−µ! ∗ jwf∗ = J−µ ∗ Jwf = J−µ·wf .
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3.6.4. Perverse sheaves on stratified spaces. We now recall some facts about perverse sheaves
on stratified spaces.
Let X =
⋃
s∈S
Xs be a stratified scheme over a field; thus Xs ⊂ X are locally closed smooth
subschemes. We assume for simplicity of notations that the embeddings js : Xs →֒ X are
affine, and that j∗ujs∗(Ql) has constant cohomology sheaves for all u, s ∈ S. We abbreviate
js∗ = js∗(Ql[dimXs]), js! = js!(Ql[dimXs]). Let D be the derived category of constructible
sheaves on X , and (D<0, D>0) be the perverse t-structure, and P be its heart (the category of
perverse sheaves). The following statement is standard.
Claim 1. For F ∈ D set S∗F = {s ∈ S | j
∗
s (F) 6= 0}; S
!
F = {s ∈ S | j
!
s(F) 6= 0}. We have
a) If F ∈ D≤0 and cohomology of j∗s (X) are constant sheaves for all s ∈ S, then F ∈
〈js![i] |i ≥ 0, s ∈ S
∗
F〉 (cf section 2.0.2 for notations).
b) If F ∈ D≥0 and F ∈ 〈js∗[i] |i ≥ 0, s ∈ S〉 then F is a perverse sheaf; moreover, F carries
a filtration with subquotients isomorphic to js∗, s ∈ S
!
F.
Proof. (a) is equivalent to saying that Hk(j∗s (F)) = 0 for k > − dim(Xs), and is constant
otherwise. Here the first condition is the definition of the perverse t-structure, and the second
one was imposed as an assumption.
The assumptions of (b) imply that Hk(j!s(F)) = 0 for k > − dim(Xs), and is constant
otherwise. However, Hk(j!s(F)) = 0 for k < − dim(Xs) by the definition of the perverse t-
structure. Hence j!s(F)
∼= Ql[dim(Xs)]
⊕n, which implies the conclusion of (b).
For X ∈ DI set
W ∗X = {w ∈ W | j
∗
w(X) 6= 0};
W !X = {w ∈ W | j
!
w(X) 6= 0}.
Lemma 15. For X ∈ DI there exists a finite subset S ⊂W , such that for all w ∈ W we have
W !jw∗∗X , W
∗
jw!∗X
⊂ w · S;
W !X∗jw∗ , W
∗
X∗jw! ⊂ S · w.
Proof. Proper base change shows that any point x ∈ Fℓ such that the stalk of jw! ∗X at x is
nonzero lies in the convolution of sets Fℓw and Supp(X) (i.e. in the image of Fℓw ×
I
Supp(X)
under the convolution map). Thus to prove the first of the four statements it is enough to
show the corresponding estimate for convolution of sets; the other three statements follow in
a similar way. Thus for a fixed I-invariant S ⊂ Fℓ we have to show that for some S ⊂ W ,
the convolution of sets S ∗ Fℓw (respectively, Fℓw ∗S) is contained in
⋃
v∈S·w
Fℓw (respectively,⋃
v∈w·S
Fℓw). Without loss of generality we can assume that S = Fℓv for some v ∈ W . The
claim easily follows by induction in ℓ(v).
Proof of Proposition 5. a) Let X ∈ PI be convolution exact, and let S be as in Lemma 15.
We can write S as
S = {λiwi},
wi ∈ Wf , λi ∈ Λ. Choose ν0 ∈ −Λ
+ such that ν0+λi ∈ −Λ
++; thus j(ν0·s)! = J(ν0·s)! for s ∈ S.
Since j−ν0! ∗X = J−ν0 ∗X ∈ P we see by Lemma 15, Claim 1(a) that
J−ν0 ∗X ∈ 〈j(−ν0)·s![i] | i ≥ 0, s ∈ S〉 = 〈J(−ν0)·s![i] | i ≥ 0, s ∈ S〉.
Hence
Jν ∗X ∈ 〈Jν·s![i] | i ≥ 0, s ∈ S〉
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for all ν ∈ Λ. In particular, choosing ν ∈ Λ+ such that ν + λi ∈ Λ
+ we see that
Jν ∗X ∈ 〈jν·s∗[i] | i ≥ 0, s ∈ S〉.
Since Jν ∗X ∈ PI this implies statement (a) by Claim 1(b).
(b) We can choose λ ∈ Λ+ such that λ · S ⊂ Λ++ ·Wf , S · λ ⊂Wf · Λ
+. Then we see that
W !X∗Jλ ⊂Wf · Λ
++ ∩ Λ++ ·Wf = Λ
++,
which implies statement (b).
3.6.5. Construction of tensor structure on Φ. Let A ⊂ PI be the full subcategory of sheaves
which admit a filtration whose subquotients are Wakimoto sheaves Jλ (which makes sense by
Theorem 5(a)). Since Jλ ∗ Jµ = Jλ+µ we see that A is a monoidal subcategory of DI .
Let grA ⊂ A be the subcategory whose objects are sums of sheaves Jλ, and morphisms are
direct sums of isomorphisms Jλ → Jλ and zero arrows. Thus A, grA are monoidal subcategories
in DI , and grA is obviously equivalent to Rep(T )ˇ. Since Ext
1(Jλ, Jµ) = 0 for µ 6≺ λ (in
particular, for µ ≥ λ) every object X ∈ A actually admits a filtration (X≤ν) indexed by (Λ, <)
such that grν(X) = X≤ν/X<ν is the sum of several copies of Jν . (Recall that ≥ is some“‘
complete order on Λ compatible with the standard partial order). Since Hom(Jλ, Jµ) = 0 for
λ 6 µ, in particular, for µ > λ, such filtration is unique. Thus taking the associated graded is
a well defined functor gr : A→ grA.
The next statement is an equivalent form of Theorem 4(a).
Theorem 6. The functor gr ◦ Z : Rep(G )ˇ → grA ∼= Rep(T )ˇ is tensor, and is isomorphic to
the functor of restriction to a maximal torus.
The proof of the Theorem will be given at the end of the subsection.
Proposition 6. a) The functor gr : A→ grA has a natural monoidal structure.
b) The composition gr ◦Z : Rep(G )ˇ→ grA has a natural structure of a central functor (see
3.2 for the definition of a central functor).
Lemma 16. Let D,⊗ be a triangulated monoidal category (where ⊗ is triangulated in each
variable), and A ⊂ D be a heart of a t-structure. Let A,B ∈ A be objects with filtrations
(A≤i, B≤i). Assume that gr(A) ⊗ gr(B) ∈ A. Then A≤i ⊗ B≤j ∈ A; and we have a natural
isomorphism
(20) gr(A⊗B) ∼= gr(A) ⊗ gr(B),
where gr(A⊗B) is the associated graded with respect to the tensor product filtration (A⊗B)≤k =∑
i
A≤i ⊗B≤k−i. For a third filtered object C ∈ A the isomorphism (20) is compatible with the
associativity isomorphism.
Proof. The first statement is obvious. To see the second one notice that for all i, j the
morphism A≤i ⊗ B≤j → (A ⊗ B)≤i+j factors through an arrow si,j : gri(A) ⊗ grj(B) →
gri+j(A⊗B). Also the image of (A⊗B)≤i+j in (A/(A<i))⊗ (B/B<j) equals gr(A)i ⊗ gr(B)j
which induces an arrow σi,j : gr(A⊗B)i+j → gr(A)i ⊗ gr(B)j . It is clear that σi,j ◦ si,j = id,
and that
s =
∑
i,j
si,j : gr(A)⊗ gr(B)→ gr(A⊗B)
is surjective. Hence s is an isomorphism. Compatibility with associativity is clear.
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Lemma 17. Let F : T → C be a central functor from a tensor category T to a monoidal category
C. Let G : C → C′ be a monoidal functor to another monoidal category C′. Assume that G
admits a right inverse, i.e. there exists a monoidal functor G′ : C′ → C such that G ◦G′ ∼= id.
Then G ◦ F is naturally a central functor.
Proof. Let σX,Y : F (X) ⊗ Y → Y ⊗ F (X), X ∈ T, Y ∈ C be the centrality isomorphism
for F . Define the centrality isomorphism for G ◦ F by σ′X,Y = G(σX,G′(Y )), X ∈ T, Y ∈ C
′.
Then σ′ provides G ◦F with a structure of a central functor, because all the required diagrams
commute being images of commutative diagrams in C.
Proof of Proposition 6. (a) is immediate from Lemma 16. (b) follows from Lemma 17 by
setting T = Rep(G )ˇ, C = A, C′ = grA, G = gr, G′ is the embedding grA →֒ A.
To prove Theorem 6 we need another
Lemma 18. Let T1, T2 be abelian rigid tensor categories, and F : T1 → T2, {σX,Y : F (X) ⊗
Y −˜→Y ⊗ F (X)} be an additive central functor. Let U ∈ T2 be an object. Suppose that there
exist V ∈ T1, and a surjective map f : F (V ) → U such that for all X ∈ T2 the following
diagram is commutative
F (V )⊗X
σV,X
−−−−→ X ⊗ F (V )y y
U ⊗X
C
T2
U,X
−−−−→ X ⊗ U,
where CT2 denotes the commutativity isomorphism in T2. Then σX,U = CF (X),U for all X ∈ T1.
Proof. By the definition of a central functor we have
σV,F (X) ◦ σX,F (V ) = F (C
T1
V,X ◦ C
T1
X,V ) = idF (V )⊗F (X),
where CT1 is the commutativity isomorphism in T1. The morphism CU,X ◦ σX,U is a quotient
of σV,F (X) ◦ σX,F (V ) (recall that tensor product in a rigid abelian tensor category is exact in
each variable); hence CT2U,X ◦ σX,U = idF (X)⊗U , and σX,U = C
T2
X,U .
3.6.6. Proof of Theorem 6. By Proposition 6 the functor gr ◦Z : Rep(G )ˇ→ grA ∼= Rep(T )ˇ is
central. We need to check that it is in fact tensor. It suffices to check that
(21) σV,A = C
gr(A)
gr(Z(V )),A
for V ∈ Rep(G )ˇ, A ∈ gr(A); the tensor property would then follow from the definition of a
central functor. Lemma 10(b) implies that conditions of Lemma 18 hold for T1 = Rep(G )ˇ,
T2 = grA, V = Vλ, U = Jλ, λ ∈ Λ
+. Hence (21) holds for A = Jλ, λ ∈ Λ
+. If (21) holds
for some (rigid) object A then its validity for another object A′ is equivalent to its validity for
A⊗A′. Thus (21) holds for all V , Jλ, λ ∈ Λ; and hence holds always.
Thus gr ◦Z comes from a homomorphism of algebraic groups Tˇ→ G .ˇ This homomorphism
is injective, because for every λ ∈ Λ+ the character λ is a direct summand in gr ◦ Z(Vλ) by
Lemma 9. Hence the image of Tˇ in Gˇ under the above homomorphism is indeed a maximal
torus.
This establishes Theorem 6 and thus also Theorem 4.
3.7. Factoring F˜ to F . Let ∂
ˆ˜
N ⊂
ˆ˜
Naf be the complement to
ˆ˜
N. We will show that F˜
yields a functor DGˇ(N˜)→ D(A) by checking that it sends all complexes whose cohomology is
supported on ∂
ˆ˜
N to acyclic complexes. This will be deduced from the existence of a filtration
on Zλ constructed in the previous section (recall that the definition of F˜ only relied on Lemmas
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9, 10). Notice that ∂
ˆ˜
Naf contains the support of the cokernel of the morphism Bλ for any
λ ∈ Λ+, and equals this support if λ ∈ Λ++ (see 3.3.2 for notation).
For a morphism φ : V → L in a tensor category over a characteristic zero field and d ∈ Z>0
one can form the Koszul complex 0→ Λd(V )→ Λd−1(V )⊗ L→ · · · → Λi(V )⊗ Symd−i(L)→
· · · → Symd(L)→ 0. In the examples below some exterior power of V vanishes, and we will let
d be the maximal integer such that Λd(V ) 6= 0, the resulting complex will be called the Koszul
complex associated to φ.
Let Kλ ∈ Kom(Coh
Gˇ×Tˇ
fr (
ˆ˜
N)) denote the Koszul complex associated to Bλ. Thus
Kλ =
(
0→ O = Λd(Vλ)⊗ O→ Λ
d−1(Vλ)⊗ O(λ)→ · · ·O((d− 1)λ)⊗ Vλ → O(dλ)→ 0
)
The key step is the following
Lemma 19. We have F˜ (Kλ) = 0 for all λ ∈ Λ
+.
Proof. We keep the notations of the previous section. Thus F˜ (Kλ) is a complex of objects of
A. To see that F˜ (Kλ) is acyclic it is enough to see that gr(F˜ (Kλ)) ∈ Kom(grA) is acyclic. The
latter is a complex in grA ∼= Rep(T )ˇ. Since the differential in Kλ is obtained from the arrow
Bλ by tensoring with Vλ and taking direct summands, Theorem 6 together with Proposition
6(a) show that gr(K) ∈ Kom(grA) ∼= Kom(Rep(T )ˇ) is identified with the Koszul complex
associated to the non-zero map Vλ|Tˇ → λ in Rep(T )ˇ. Since the latter complex is acyclic, we
get the statement.
Now the definition of F follows from the next
Lemma 20. Let Hot0(Coh
Gˇ×Tˇ
fr (
ˆ˜
Naf )) ⊂ Hot(Coh
Gˇ×Tˇ
fr (
ˆ˜
Naf )) be the thick subcategory of
complexes whose cohomology is supported on ∂
ˆ˜
N.
a) Any F ∈ Hot0(Coh
Gˇ×Tˇ
fr (
ˆ˜
Naf )) ⊂ Hot(Coh
Gˇ×Tˇ
fr (
ˆ˜
Naf )) is a direct summand in F ⊗Kλ
for some λ.
b) The functor of restriction to
ˆ˜
N provides an equivalence
(22) Hot(CohGˇ×Tˇfr (
ˆ˜
Naf ))/Hot0(Coh
Gˇ×Tˇ
fr (
ˆ˜
Naf ))−˜→D
Gˇ×Tˇ(
ˆ˜
N) ∼= DGˇ(N˜).
Proof. a) It is clear that Hot(CohGˇ×Tˇfr (
ˆ˜
Naf )) is identified with a full subcategory in
Db(CohGˇ×Tˇ(
ˆ˜
Naf ). For any F ∈ Hot0(Coh
Gˇ×Tˇ
fr (
ˆ˜
Naf )) the corresponding object ofD
b(CohGˇ×Tˇ(
ˆ˜
Naf )
can be represented by a finite complex of coherent sheaves set-theoretically supported on ∂
ˆ˜
N.
This is clear by the following well-known fact (cf. e.g. [B2], Lemma 3(b)): for an algebraic
variety X and a closed subvariety Z ⊂ X the tautological functor provides an equivalence
Db(CohZ(X)) ∼= D
b
Z(Coh(X)), where CohZ(X) ⊂ Coh(X) is the full subcategory of sheaves
set-theoretically supported on Z, and DbZ(Coh(X)) ⊂ D
b(Coh(X)) is the full subcategory of
complexes whose cohomology sheaves lie in CohZ(X).
If C is a finite complex of coherent sheaves set-theoretically supported on ∂
ˆ˜
N, then it is
scheme-theoretically supported on some nilpotent neighborhood of ∂
ˆ˜
N. For some λ ∈ Λ+ the
restriction of Bλ to this neighborhood vanishes, thus we have Bλ ⊗ idC = 0. Hence
Kλ ⊗ C ∼=
⊕
i
F ⊗ Λi(Vλ)⊗ O((d− i)λ),
which implies (a).
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b) It suffices to check that the image of the functor (22) generates DGˇ(N˜) as a triangulated
category; and that is a full embedding. Here the first statement follows from Lemma 21(a)
below; and the second one is a particular case of the following general statement.
Sublemma 1. Let A be a finitely generated commutative algebra graded by ZN≥0, and let X
be the corresponding multi-Proj scheme. Let DfrA be the homotopy category of free Z
N -graded
A-modules, and Dfr,0A be the full subcategory of complexes whose localization to D
b(CohX) is
zero. Then DfrA /D
fr,0
A is identified with a full subcategory in D
b(CohX).
Same is true for the categories of H-equivariant sheaves/modules, where H is a reductive
algebraic group acting on A.
Proof. For any finite complex C ∈ DfrA , and any λ0 ∈ Z
N there exists C′ ∈ DfrA , and a
morphism f : C′ → C, such that cone(f) ∈ Dfr,0A , and (C
′)i is a sum of modules of the form
A ⊗ V (λ), λ0 − λ ∈ Z
N
+ . (To see this pick a (H-invariant) subspace V ∈ Aµ, for µ large, such
that A/V · A is supported on the complement to the cone over X , then consider the Koszul
complex
K =
(
0→ A(−dµ)→ A(−(d − 1)µ)⊗ V ∗ → · · · → Λd(V ∗)⊗A→ 0
)
placed in degrees from −d to 0. We haveK⊗C ∈ Dfr,0A , and the complexKer(K⊗Λ
d(V )⊗C →
C)[−1] has the required form).
Now given B ∈ DfrA we can find λ0 such that HomDA(A(λ)⊗V,B)−˜→HomDb(CohX)(O(λ)⊗
V,L(B)) whenever λ0 − λ ∈ Z
n
+ where L : D
fr
A → D
b(CohX) is the localization functor. Then
also HomDfr
A
(C′, B)−˜→Hom(L(C′),L(B)) for C′ as above, which implies the statement.
4. Proof of Theorem 1
4.1. Intermediate statements. We will deduce the Theorem from the next two statements.
Recall that κ denotes the bijection Λ → fW . For F ∈ DIW, and µ ∈ Λ set Stalkµ(F) =
i∗x(F)[− dimFℓ
κ(µ)], Costalkµ(F) = i
!
x(F)[dimFℓ
κ(µ)] for x ∈ Fℓκ(µ); these are objects of the
derived category of vector spaces defined up to an isomorphism.
Proposition 7. For k algebraically closed we have
Stalkµ(FIW(V )) ∼= Ql
⊕[µ:V ] ∼= Costalkµ(FIW(V )),
where [µ : V ] is the multiplicity of the weight µ in V .
Proposition 8. For V ∈ Rep(G )ˇ, µ ∈ Λ+ the map
(23) HomDGˇ(N˜)(V ⊗ O,O(µ))→ Hom(FIW(V ⊗ O), FIW(O(µ)))
is injective.
4.2. Proof of Theorem 3. We now deduce the Theorem from Propositions 7, 8.
Lemma 21. a) The objects O(λ), λ ∈ Λ generate DGˇ(N˜) as a triangulated category.
b) The objects O(−λ)⊗ Vµ, λ, µ ∈ Λ
+ generate DGˇ(N˜) as a triangulated category.
Proof. (a) Since N˜ is smooth every object of DGˇ(N˜) is represented by a finite complex
of G -ˇequivariant vector bundles. We now claim that every such vector bundle is filtered by
line bundles O(λ). Let E be such a vector bundle. It is enough to show that there exists a
G -ˇequivariant injection of vector bundles O(λ) →֒ E.
We have an equivalence CohGˇ(N˜) ∼= CohBˇ(nˇ ), E 7→ E|nˇ. Let M = Γ(E|nˇ); then the data
of an injection O(λ) →֒ E is equivalent to the data of an element v ∈ M such that Bˇ acts on
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v by the character λ, and v projects to a nonzero element in the coinvariants M/(nˇ )∗M . It
is easy to see that if λ is a lowest weight of Tˇ ⊂ Bˇ in M (which necessarily exists, because
the set of weights of M is readily seen to be bounded below) then every v of weight λ satisfies
these requirements.
(b) In view of statement (a) it is enough to show that for all λ the line bundle O(λ) lies in the
triangulated category generated by O(−η) ⊗ Vµ, η, µ ∈ Λ
+. Acyclicity of the Koszul complex
Kµ (see section 3.7) shows that for all µ ∈ Λ
+ the sheaf O(dµ) lies in the triangulated category
generated by O((d− k)µ)⊗ V , k ≥ 1, V ∈ Rep(G )ˇ; twisting it by O(λ− dµ) we see that O(λ)
lies in the triangulated category generated by O(λ − kµ)⊗ V , k ≥ 1, V ∈ Rep(G )ˇ. But given
λ ∈ Λ we can find µ ∈ Λ+, such that kµ− λ ∈ Λ+ for all k ≥ 1.
Lemma 22. The objects FIW(O(λ)), λ ∈ Λ generate DIW as a triangulated category.
Proof. Theorem 5(b) implies that the support of FIW(O(λ)) is contained in the closure of
Fℓκ(λ).
Furthermore, it is shown in [B4, 4.1.2, Lemma 11] that the restriction of Jλ to the GO-orbit
of Fℓλ coincides with the restriction of the standard sheaf jλ!. Thus Lemma 4(c) shows that
the restriction of FIW(O(λ)) = AvΨ(Jλ) to Fℓ
κ(λ) has rank 1. This implies the Lemma.
4.2.1. Proof of Theorem 3. We first check that FIW is a full embedding, i.e. that the map
(24) Hom•
DGˇ(N˜)
(F,G)→ Hom•
DGˇ(N˜)
(FIW(F), FIW(G))
is an isomorphism.
It is known e.g. by results of [KLT] that for λ ∈ Λ+ and V ∈ Rep(G )ˇ we have
Exti
CohGˇ(N˜)
(V ⊗ O,O(λ)) = HomGˇ(V,H
i(N˜,O(λ)) = 0
for i 6= 0; and
dimHomCohGˇ(N˜)(V ⊗ O,O(λ)) = [λ : V ].
The latter also equals
dimHom(FIW(V ⊗ O), FIW(O(λ)) = dimStalkλ(FIW(V ⊗ O))
by Proposition 7. Thus Propositions 7, 8 imply that (24) is an isomorphism for F = V ⊗ O,
G = O(λ), λ ∈ Λ+. Since FIW(F ⊗ O(λ)) = FIW(F) ∗ Jλ, and the functor F 7→ F ⊗ O(λ) is
invertible we see that it is also an isomorphism for F = V ⊗ O(−λ), G = O. Hence by Lemma
21(b) it is an isomorphism for G = O and all F. Again twisting by O(λ) we deduce that it is an
isomorphism for all F and G = O(λ). Hence this is also true for all F, G by Lemma 21(a).
We proved that FIW is a full embedding. It is then essentially surjective by Lemma 22.
4.3. Proof of Proposition 8: category P0 and the regular orbit. Let N0 ⊂ N be the
open Gˇ orbit, and N0 ∈ N
0 be an element. We introduce yet another auxiliary category P0I ;
this category can be identified with CohGˇ(N0) = Rep(ZGˇ(N0)).
Let D 6=0I ⊂ DI be the thick subcategory generated by Lw, ℓ(w) 6= 0; and let D
0
I be the
quotient category. Let also P0I ⊂ D
0
I be the image of PI . Thus P
0
I = PI/(PI ∩ D
6=0
I ) is an
abelian category; it has one irreducible object Le if G is simply connected; in general the
number of irreducible objects in P0I equals #π1(G).
The convolution of any X ∈ D 6=0I with any object of DI lies in D
6=0
I ; thus the convolution
induces a monoidal structure on D0I (which we denote by the same symbol). Moreover, the
abelian subcategory P0I ⊂ D
0
I is monoidal.
Let F0 : Rep(G )ˇ→ P
0
I be the composition of the projection functor PI → P
0
I with Z. Then
F0 respects the monoidal structure. Let T denote the full subcategory of P
0
I consisting of all
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subquotients of F0(V ) for some V ∈ Rep(G )ˇ (in fact, one can show that T = P
0
I , but we neither
use nor prove this here). Also M induces a tensor endomorphism of the functor F0.
Let us recall that for any subgroup H ⊂ ZGˇ(N0) the restriction functor res
Gˇ
H carries a
canonical tensor endomorphism induced by N0.
Lemma 23. There exists a subgroup H ⊂ ZGˇ(N0), and an equivalence of monoidal categories
T ∼= Rep(H), which intertwines F0 with the restriction functor res
Gˇ
H , and sends the tensor
endomorphism M into the endomorphism induced by N0.
Proof. See [B1].
Remark 8. It is not difficult to deduce from the results of the present paper that in fact
H = ZGˇ(N0); and also that T = P
0
I .
Remark 9. Lemma 23 is a particular case of a more general result proved in [B1], which relates
representations of a centralizer of any nilpotent in gˇ to a two-sided cell in W . This result is
deduced from some ”non-elementary” Theorems of Lusztig about (asymptotic) Hecke algebras,
see [L1] (which rely on the theory of character sheaves). However, the particular case used in
Lemma 23 depends only on the elementary particular case of Lusztig’s Theorems, which deal
with the maximal cell and the regular nilpotent orbit (the corresponding fact about the Hecke
algebra amounts to the computation of the action of the center of the affine Hecke algebra in
the Steinberg representation).
For V1, V2 ∈ Rep(G )ˇ Lemma 23 yields an injective map
(25) HomZGˇ(N0)(V1, V2)→ HomP0I (F0(V1), F0(V2)).
On the other hand, we have
HomZGˇ(N0)(V1, V2) = HomCohGˇ(N0)(V1 ⊗ O, V2 ⊗ O) = HomCohGˇ(N˜)(V1 ⊗ O, V2 ⊗ O),
thus the functor F induces another map
(26) HomZGˇ(N0)(V1, V2)→ HomPI (Z(V1),Z(V2))→ HomP0I (F0(V1), F0(V2)).
Lemma 24. The map (25) coincides with the composition in (26).
Proof. This follows from the uniqueness statement in Proposition 4(a), since both (25) and
(26) send the ”tautological” tensor endomorphism to the logarithm of monodromy endomor-
phism M.
Corollary 2. The composed map (26) is injective.
4.3.1. Proof of Proposition 8. We first claim that for any λ ∈ Λ+ the sheaf O(λ) ∈ CohGˇ(N˜)
can be realized as a subsheaf in V ⊗O
N˜
for some V ∈ Rep(G )ˇ. Indeed, for a simple coroot (root
of G )ˇ α ∈ Λ let us denote by Dα ⊂ N˜ the G -ˇinvariant divisor T
∗(G /ˇP αˇ) ×Gˇ/Pˇα G /ˇB ,ˇ
where P αˇ ⊂ Gˇ is the corresponding minimal parabolic. Then it is easy to see that
O
N˜
(−α) ∼= O(Dα);
thus we have an injective map of sheaves O →֒ O(−α). Taking tensor products we get also
injections O(λ) →֒ O(λ− 2nρ). For large n we have λ− nρ ∈ −Λ+, so we get an injection
O(λ− nρ) →֒ Vw0(λ−nρ) ⊗ O.
Thus it suffices to see that the map
(27) Hom(V1 ⊗ O, V2 ⊗ O)→ Hom(FIW(V1 ⊗ O), FIW(V2 ⊗ O))
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is into. The functor AvΨ : PI → PIW is exact by Proposition 2(a); by Lemma 4(a) it does not
kill Lw for w ∈
fW , in particular for ℓ(w) = 0. Hence it does not kill any morphism whose
image in P0I is nonzero. The statement now follows from Corollary 2.
4.4. Proof of Proposition 7. We first prove the following
Theorem 7. Stalkµ(FIW(V )), Costalkµ(FIW(V )) are concentrated in homological degree 0 for
all µ ∈ Λ+, V ∈ Rep(G )ˇ.
Remark 10. Theorem 7 says that FIW(V ) is a tilting object of PIW.
Remark 11. We do not know whether the following strengthening of Theorem 7 is true: “for
every convolution exact object F of PI the sheaf ∆0 ∗ F is tilting” (cf. Remark 7 in section
3.6.2).
Remark 12. Recall that the parabolic-singular Koszul duality is an equivalence between the
mixed versions of parabolic and singular categories O, see [BGS]. An appropriate version of
this equivalence (see [BG]) sends irreducible objects into tilting ones. The parabolic category
O is equivalent to the category of perverse sheaves on the partial flag variety G/P . Using (a
variation of) the result of [MS] one can realize the singular category as an appropriate category
of Whittaker sheaves. One can try to generalize this picture by replacing G by the loop group
GF, and P by the maximal parahoric GO. Thus we are led to the conjecture that there exists
an equivalence between the mixed versions of DIW and the category of Iwahori monodromic
sheaves on the affine Grassmanian. In fact, this conjecture can be derived from a combination
of the results of this paper and those of [ABG], or by adapting the method of [BGS]; see also
discussion in [B4, 1.2].
In view of some formal properties of this duality (in particular, the fact that the central
sheaves are Koszul self-dual4) the statement of Theorem 7 is Koszul dual to the statement that
π∗(Z
Weil
λ ) is simple of weight 0; the latter statement is clear from the definition of Z together
with the fact that nearby cycles commute with proper direct image, cf. [G], Theorem 1(d).
The Theorem will be deduced from the following two statements.
Lemma 25. If Theorem 7 holds for two representations V1, V2, then it holds for V = V1 ⊗ V2.
Lemma 26. Theorem 7 holds if V = Vλ, where λ ∈ Λ
+ is either minuscule or quasi-minuscule
(i.e. is the short dominant root).
4.4.1. Proof of Theorem 7. If Gˇ is not adjoint let V be the sum of its minuscule irreducible
representations; otherwise let V be the quasi-minuscule representation. Lemma 26 shows that
the statement of the Theorem holds for V . However, it is easy to see V is a faithful representa-
tion; hence it induces a surjective map from functions on End(V ) to functions on G .ˇ Since V
is self-dual, any irreducible representation of Gˇ is a direct summand of V ⊗n for some n. Thus
the Theorem follows by Lemma 25.
Remark 13. The trick of reduction to the special case of a (quasi-)minuscule representation was
also (independently) used in [NP].
4.4.2. Proof of Proposition 7. The Proposition follows from Theorem 7 and the following
Lemma.
Lemma 27. The Euler characteristic
∑
(−1)i dimHi(StalkµFIW(V ⊗ O)) equals [µ : V ], the
multiplicity of the weight µ in V .
4This fact was suggested to us by M. Finkelberg.
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Proof. For a triangulated categoryD we will denote its Grothendieck group byK(D), and for
X ∈ D will let [X ] ∈ K(D) be its class. We have an isomorphism K(DI) ∼= Z[W ], [jw!] 7→ w.
This isomorphism is compatible with the algebra structure, where the one on K(DI) comes
from the convolution on DI ; this follows from the equalities
[jw1!] · [jw2!] = [jw1! ∗ jw2!] = [jw1w2!] for ℓ(w1w2) = ℓ(w1) + ℓ(w2);
[js!]
−1 = [js∗] = [js!],
where s is a simple reflection. It follows that [Jλ] = [jλ!] for all λ ∈ Λ. Thus Theorem 4 implies
that
[Z(V )] =
⊕
µ
[µ : V ] · [Jµ] =
⊕
µ
[µ : V ] · [jµ!].
Thus
[FIW(V ⊗ O)] =
⊕
µ
[µ : V ] · [∆0 ∗ jµ!] =
⊕
µ
[µ : V ] · [∆µ],
which implies the statement of the Lemma.
4.4.3. Proof of Lemma 25. We will consider the condition on stalks; the one on costalks is
treated similarly. Notice that this condition is equivalent to saying that FIW(V ) carries a
filtration with subquotients isomorphic to ∆µ. If this is the case for V = V1, then FIW(V1⊗V2)
carries a filtration with subquotients of the form
(28) ∆µ ∗ Z(V2) ∼= ∆0 ∗ Z(V2) ∗ jµ!,
where the central property of the sheaf Z(V2) is used. The Lemma will be proven if we show
the corresponding statement for the stalk of the sheaf F appearing in either side of (28). F is a
perverse sheaf by exactness of convolution with Z(V2); hence Stalkµ(F) ∈ D
≤0 by the definition
of a perverse sheaf. The opposite estimate follows from the assumption that ∆0 ∗ Z(V2) has a
filtration with subquotients ∆ν , and the following
Sublemma 2. For all λ, ν ∈ Λ, w ∈ W we have
Stalkλ(∆ν ∗ jw!) ∈ D
≥0.
Proof. The statement is equivalent to
∆ν ∗ jw! ∈ 〈∆µ[i] , i ≤ 0, µ ∈ Λ〉
(cf. sections 2.0.2, 3.6.4 for notations). Since ∆λ ∼= ∆0 ∗ ju! for any u ∈Wf · λ by Lemma 4(c),
the latter follows from the following statement (see e.g. [BeBe])
(29) jw1! ∗ jw2! ∈ 〈jw![i] , i ≤ 0, w ∈W 〉.
To verify (29) we can assume that w2 = s is a simple reflection. If ℓ(w1 · s) > ℓ(w1), then
jw1! ∗ js!
∼= jw1·s!, so (29) is clear. If ℓ(w1 · s) < ℓ(w1), then we have an exact triangle
jw1! ⊕ jw1![−1]→ jw1! ∗ js! → jw1s!,
which shows (29) in this case also.
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4.4.4. Proof of Lemma 26.
Lemma 28. For wf ∈Wf , V ∈ Rep(G )ˇ we have an isomorphism
Stalkλ(FIW(V ⊗ O)) ∼= Stalkwf (λ)(FIW(V ⊗ O)).
Proof. Let s ∈ Wf be a simple reflection. Then ∆0 ∗ Ls = 0 by Lemma 4(a) above. By the
central property of Z(V ) we have also
FIW(V ⊗ O) ∗ Ls = ∆0 ∗ Ls ∗ Z(V ) = 0.
For X ∈ DIW, and λ ∈ Λ such that s(λ)  λ it is easy to construct an exact triangle
Stalkλ(X)[−1]→ Stalkλ(X ∗ Ls)→ Stalks(λ)(X)→ Stalkλ(X).
Thus Stalkλ(X) ∼= Stalks(λ)(X) provided that X ∗ Ls = 0. This proves the statement of the
Lemma for wf = s, and hence for all wf ∈ Wf .
Lemma 29. For V ∈ Rep(G )ˇ let dV = dimV
N0 , where N0 is a regular nilpotent element.
Then we have
(30) dimHom(∆0 ∗ Z(V ),∆0) ≤ dV .
The proof of the Lemma will rely on the following result of D. Gaitsgory (unpublished); we
reproduce the proof in the Appendix.
Theorem 8. There exists an element M = MF of the center of PI such that
i) MZ(V ) = MV for V ∈ Rep(G )ˇ.
ii) ML = 0 for any irreducible object L ∈ PI .
Proof of Lemma 29. We have
Hom(∆0 ∗ Z(V ),∆0) = HomfPI (Z(V ), Le) = HomfPI (Z(V )MV , Le) →֒ HomP0I (Z(V )MV , Le),
where the first equality follows from Proposition 2(b); and the second one from Theorem 8. But
Lemma 23 implies that Z(V )MV mod P
6=0
I has length dV , which shows that dimHomP0I (Z(V )MV , Le) ≤
dV .
Proof of Lemma 26 (conclusion). It follows from Lemma 9 that Fℓλ is open in the support
of FIW(Vλ), and
Stalkw0(λ)(FIW(Vλ ⊗ O))
∼= Ql.
By Lemma 28 we conclude that
(31) Stalkwf (λ)(FIW(Vλ ⊗ O))
∼= Ql for wf ∈Wf .
If λ is minuscule then (31) implies the statement of the Proposition, because in this case the
support of FIW(Vλ ⊗ O) contains Fℓ
µ iff µ ∈ Wf (λ).
Assume now that λ is quasi-minuscule, i.e. λ is the short dominant coroot. Then the support
of FIW(Vλ ⊗ O) contains Fℓ
µ iff either µ ∈ Wf (λ) or µ = 0. The first case is treated by (31),
so it remains to consider the case µ = 0.
We first claim that Stalk0(∆0 ∗ Z(V )) can only be concentrated in degrees 0 and −1. This
follows from the exact triangle
j!j
∗(∆0 ∗ Z(V ))→ ∆0 ∗ Z(V )→ i∗i
∗(∆0 ∗ Z(V )),
where i is the embedding of G/B →֒ Fℓ, and j is the embedding of its complement. (31)
shows that j∗(∆0 ∗Z(V )) carries a filtration whose subquotients are of the form j
∗(∆µ). Since
j!j
∗(∆µ) = ∆µ for µ 6= 0 we see that j!j
∗(∆0 ∗Z(V )) is a perverse sheaf, hence i∗i
∗(∆0 ∗Z(V ))
is concentrated in homological degrees 0 and −1.
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To finish the proof it now suffices to check that
(32) dimH0(Stalk0(∆0 ∗ Z(V ))) ≤
∑
(−1)i dimHi(Stalk0(∆0 ∗ Z(V ))).
Here the vector space in the left hand side is dual to the vector space Hom(FIW(V ⊗ O),∆0),
so its dimension is estimated by Lemma 29. The right hand side of (32) is computed in Lemma
27. To see (32) it remains to notice that for λ quasi-minuscule we have
[0 : Vλ] = dimV
h
λ = dim V
N0
λ ,
where h is the semisimple element in a regular sl(2) triple e = (N0, h, f); here the first (re-
spectively, the second) equality is true because every non-zero weight of Vλ is a root, hence is
non-zero (respectively, even) on the Cartan of a principle SL(2).
4.5. Proof of Theorem 2. In view of Proposition 2 it suffices to check that AvΨ :
fPI → PIW
is essentially surjective. By Theorem 3 any X ∈ PIW is isomorphic to FIW(F) = prf (F (F))
for some F ∈ D(N˜). Since AvΨ is exact by Proposition 2(a) we see that X ∼= AvΨ(F (F)) ∼=
AvΨ(H
0,p(F (F)), which shows essential surjectivity of AvΨ.
4.6. Application: Whittaker integrals of central sheaves. For F ∈ D set Whiw(F) =
Hic(Ψ
∗
w(AS)⊗ ι
∗
w(F)). If F is endowed with a Weil structure then Wh
i
w(F) carries an action of
Frobenius.
Theorem 9. Let λ ∈ Λ+, w = κ(µ) ∈f W . Recall that [µ : Vλ] denote the multiplicity of the
weight µ in Vλ. Then we have
Whiw(Zλ) = 0 for i 6= dim(Fℓ
w);
dimWhℓ(w)w (Zλ) = [µ : Vλ].
Moreover, we have
Tr(Fr,Whdim(Fℓ
w)
w (Z
Weil
λ )) = Qλ,µ(q
1/2);
here the polynomial Qλ,µ(t) is defined by
(33) Qλ,µ = Qλ,w(µ) for w ∈ Wf ;
(34) Qλ,µ = t
ℓ(λ)+ℓ(w0)Pλ,µ(t
2),
where Pλ,µ is the Kazhdan-Lusztig polynomial (the q-analogue of weight multiplicity), see [L0].
We will abuse notations by writing ∇w for the Weil sheaf iw∗ψ
∗
w(AS)[ℓ(w)](
ℓ(w)
2 ).
Lemma 30. a) For F ∈ DI we have a canonical isomorphism
(35) Whiw(AvΨ(F))
∼=Whi+ℓ(w0)w
(
F(
ℓ(w0)
2
)
)
.
If F is equipped with a Weil structure, the isomorphism is compatible with the Frobenius action.
b) For F ∈ DIW we have
(36) Whiw(F) = Hom
(
F,∇w[i+ ℓ(w)](
ℓ(w)
2
)
)
;
for F equipped with the Weil structure the isomorphism is compatible with the Frobenius action.
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Proof. It is easy to see that Fℓe is an orbit of the group I− ∩N−
F
. It follows that
AvΨ(F) ∼= Av
!
I−∩N
−
F
,ψ
[ℓ(w0)](
ℓ(w0)
2
),
where
(37) Av!
I−∩N
−
F
,ψ
= a!(ψ
∗
I−∩N
−
F
/U
(AS)⊗ pr!(F)),
and pr : I− ∩N−
F
/U × supp(F)→ supp(F), a : I− ∩N−
F
/U × supp(F)→ Fℓ are the projection
to the second factor, and the action map respectively, while U ⊂ I− ∩ N−
F
/U is some open
subgroup which stabilizes all x ∈ supp(F). Proper base change shows that
Whiw(F) =Wh
i
w(a!(ψ
∗
H/U (AS)⊗ pr
!(F))
for any group subscheme H ⊂ N−
F
, in evident notations. This proves (a).
To prove (b) notice that Lemma 2 implies that Whiw(∆w′) = 0 unless w = w
′, i = dimFℓw;
and
WhdimFℓ
w
w (∆w) = Ql(−
dimFℓw
2
).
It follows that
Wh∗w(F) =Wh
∗
w(iw!i
∗
w(F)) = Hom
∗(F,∇w)[− dimFℓ
w](−
dimFℓw
2
).
Proof of Theorem 9 (sketch). The first two statements of the Theorem follow from Lemma
30(b), Theorem 7 and Lemma 27.
The equality (33) follows from
Wh•µ(Zλ ∗ Ls) = 0
which yields an isomorphism
Whµ(Zλ) ∼=Whs(µ)(Zλ)(−
1
2
)
where s ∈ Wf is a simple reflection such that s(µ) ≺ µ.
Let us prove (34). Using Lemma 30 and equivalence of Theorem 3 we see that
WhdimFℓµ (Zλ)
∼= Hom(Vλ ⊗ O,O(µ)),
where the action of Frobenius on the left hand side corresponds to q(−ℓ(µ)−ℓ(w0))/2 times the
action of the automorphism induces by the dilatation by q.
By the well-known interpretation (due to Hesselink) of Pλ,µ in terms of the character of the
space of functions on N˜ (see e.g. [Br], Lemma 6.1) the trace of the latter automorphism equals
q(ℓ(λ)+ℓ(w0))/2Pλ,µ(q).
5. Appendix
by ROMAN BEZRUKAVNIKOV and IVAN MIRKOVIC´5
5.1. Sketch of proof of Theorem 5. It is easy to see that the morphismsmwl : Fℓw×
I
Fℓ→ Fℓ
mwr : Fℓ×
I
Fℓw → Fℓ (restrictions of the convolution map) are affine (notations of section 1.2).
Hence for w = (λ)−1 · µ · wf , λ, µ ∈ Λ
+, wf ∈Wf we have
Jw = j−λ! ∗ jµ·wf∗ = (m
−λ
l )!(j−λ! ⊠
I
jµ·wf∗|Fℓw×
I
Fℓ) ∈ D
p,≥0
5Partly supported by an NSF grant.
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because ! direct image under an affine morphism is left exact in the perverse t-structure (see
[BBD], 4.1.2). On the other hand
Jw = (m
µ·wf
r )∗(j−λ! ⊠
I
jµ·wf∗|Fℓw×
I
Fℓ) ∈ D
p,≤0
because ∗ direct image under an affine morphism is right exact in the perverse t-structure (see
[BBD], 4.1.1). The two observations together give statement (a).
In view of (a), statement (b) will be proven if we check that the Euler characteristic of the
stalk Eulw(Jw′) =
∑
(−1)i dimHi(j∗w(J
′
w)) is zero for w
′ 6 w, and is nonzero for w′ = w.
(Indeed, we have Eulw(Jw′) 6= 0 whenever Fℓw is open in the support of Jw′). In the proof of
Lemma 27 we have seen the equality [Jw] = [jw!] in the Grothendieck group K(DI). It implies
that Eulw(Jw′) = (−1)
ℓ(w)δw,w′.
5.2. Sketch of proof of Theorem 8. Let X be a scheme with a Gm action. Recall the
notion of a monodromic constructible complex on X , and the monodromy action of the tame
fundamental group of Gm on such a sheaf, see [V1]. In fact, the definition of loc. cit. works in
the set up when X is a cone over a base scheme S, i.e. a closed Gm-invariant subscheme in A
n
S .
For an arbitrary X we will say that a constructible complex F on X is monodromic if j!a
∗(F) is
monodromic in the sense of [V1], where a : Gm×X → X is the action map, and j : Gm×X →֒
A1 ×X is the embedding. If F is a perverse sheaf, then we have End(F)−˜→End(j!a
∗(F)); so
the monodromy action on j!a
∗(F) introduced in [V1] yields an action on F, which we also call
the Gm-monodromy action. If this action is unipotent, it defines the logarithm of monodromy
operator F → F(−1), see e.g. [D], §1.7.2, which we denote by MGm
F
.
Let us now describe the element M. Recall that the pro-algebraic group Aut(O) of auto-
morphisms of O acts on Fℓ. All I-orbits on Fℓ are Aut(O) invariant. This implies that Lw
are Aut(O) equivariant; in particular, they are equivariant with respect to the subgroup of
dilations Gm ⊂ Aut(O). Hence any F ∈ PI is monodromic with respect to this action, and the
monodromy action on F is unipotent.
We set MF = −M
Gm
F
.
Then property (ii) is clear. To establish (i) we recall that the functor Z(V ) is defined as the
nearby cycles of a certain sheaf FV on the space FℓX defined in terms of a global curve X . We
can assume that X = A1, so that there is an action of Gm ⊂ Aut(O) on X compatible with the
action on O. It also induces an action of Gm on FℓX . Then it is easy to see that the sheaf FV
is equivariant with respect to this action of Gm. Now property (i) follows from the following
general
Claim 2. Let X be a variety with a Gm-action, and f : X → A
1 be a function, such that
f(tx) = tf(x) for x ∈ X, t ∈ Gm. If F is a Gm equivariant perverse sheaf on X, then the
nearby cycles complex Ψf(F) is Gm-monodromic. Moreover, the monodromy action on Ψf (F)
as on the nearby cycles sheaf factors through the tame fundamental group of Gm; the resulting
action of this tame fundamental group on F is opposite to the Gm-monodromy action.
Proof. This is a restatement of [V1], Proposition 7.1(a). More precisely, the set up of loc.
cit. is as follows. One considers a constructible complex F˜ = pr∗1(F) on X × Gm where pr1 :
Gm×X → X is the projection; and a function f˜ on Gm×X given by f˜(t, x) = tf(x). It is then
proved that the Gm monodromy action on Ψf˜ (pr
∗
1(F)) is opposite the canonical monodromy
acting on the nearby cycles sheaf. Under our assumptions pr∗1(F)
∼= a∗(F), f˜ = a∗(f), where
a : Gm ×X → X is the action map. Thus the statement of loc. cit. implies the Claim.
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Remark 14. This Claim implies that the action of monodromy on the functor Z is unipotent (be-
cause the Gm monodromy is obviously unipotent, as it is functorial, and is trivial on irreducible
perverse sheaves). This fact was proved in [G] by a different argument.
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