Nondeterminism in discrete-event systems may occur as a result of partial modeling. For the adequate description of nondeterministic systems and nondeterministic phenomena, the trajectory-model formalism that was introduced in [2] [4] is employed. In the present paper we develop a theory of supervisory contzol for nondeterministic discrete-event systems subject to trajectory-model specifications. We show how well known algorithms for supervisory control (of deterministic systems) under partial observation can be adapted for synthesis of supervisors for nondeterministic systems.
Introduction
Most of the published research on control of discreteevent systems (DES) has focused on systems that are modeled as deterministic finite state machines. For such systems, an extensive theory has been developed [14] . A great deal of attention was also given to the control of partially observed discrete-event systems [lo] , in which only a subset of the system's events are available for external observation. For such systems, necessary and sufficient conditions for existence of supervisors, algorithms for supervisor synthesis, for off-line as well as on-line implementation, have been obtained, and a wide variety of related questions have been investigated.
Partially observed systems frequently exhibit nondeterministic behavior. There are, however, situations in which the system's model is nondeterministic not because of partial observation but, rather, because either the system is inherently nondeterministic, or because only a partial model of the system is available and some or all of its internal activities are unmodeled.
In contrast to deterministic discrete-event systems, whose behaviors are fully specified by their generated language, nondeterministic systems exhibit behaviors whose description requires much more refinement and detail. Further, while in the deterministic case, legal behavior of a system can be adequately expressed in terms of a language specification, this is clearly not, always true when the system is nondeterministic. Indeed, to formally capture and specify legal behavior of the controlled system, it may be necessary to state, in addition to the permitted language, also the degree of nondeterminism that the controlled system is allowed to retain. The trajectory model formalism was introduced in [2] and [4] as a semantic framework for modeling and specification of nondeterministic behaviors, and it was shown to adequately capture nondeterministic behaviors that one might wish to discriminate and distinguish by discrete-event control. Thus, for control purposes, nondeterministic discrete-event systems can be modeled either as nondeterministic automata (with €-transitions) or as trajectory models.
In recent years, there has been increasing interest in supervisory control of nondeterministic systems as reported, e.g., in [12] [13] [15] [9] 113. However, while some existence conditions for control of nondeterministic systems have been derived, few explicit algorithms for supervisor synthesis have been reported. Indeed, the direct supervisor synthesis for nondeterministic systems seems to be quite a difficult task.
Motivated by this observation, we began an investigation, [7] [5] [6] , of the connection between the supervisory control problem for general nondeterministic systems and the corresponding problem for partially observed deterministic systems. Our work led us to develop an approach to synthesis of supervisors for nondeterministic systems wherein direct advantage is taken of the existing theory for control under partial observation.
In the present paper we consider the supervisory control problem of nondeterministic discrete-event systems subject to trajectory-model specifications. Our approach to the supervisor synthesis is based on the following basic idea: We first synthesize from the given system, by adding to it hypothetical transitions and hypothetical uncontrollable and unobservable events, a deterministic system whose partially observed image (in the sense that the hypothetical events are obviously not observed) is the original nondeterministic system. We call this procedure lzjling. Before performing the lifting, the legal (trajectory model) specification is embedded in the original nondeterministic system model in a way that can readily be dealt with in the corresponding lifted deterministic system. The next step of the synthesis is to construct a supervisor for the lifted system subject to the (obvious) condition that the artificially added events are neither observable nor controllable. Such a supervisor can readily be constructed using the well known theory and algorithms for supervisory control of partially observed systems. It is self evident, and we show it formally, that a supervisor synthesized in this way is applicable for the original nondeterministic system and satisfies the spec- ifications. Moreover, we show that if t,he supervisor designed using this approach is optimal for the lifted system, it is also the optimal supervisor for the original system. Thus, since control under partial observation is well known, we only have to, ultimately focus on the auxiliary steps of model lifting and specification embedding.
The simplest version of the supervisory control problem for nondeterministic systems is the case when the model is given as a nondeterministic automaton and the specification of legal behavior is given by a set of zllegal states that must be avoided. This case, in which we refer to the specification as statzc, has been discussed in [5] and we only review it here briefly for the sake of completeness. Basically, the only algorithmic step needed in the static case, prior to the employment of standard synthesis algorithms, is the lifting algorithm (which, as was shown in [ 5 ] , can actually be sidestepped if one wishes to do so).
In the present paper we focus attention on the case where the specification is given as a trajectory model, where the central issue is the trajectory-embedding. That is, the main problem is the correct interpretation of the specification as a restriction of permitted system behavior. This is done by embeddzngof the specification in the plant model, so that we can ultimately proceed, just as in the static case, using the lifting technique.
We deal in the present paper only with safety specifications and ignore the important question of liveness, or nonblocking, issues to be addressed extensively in [7] .
In Section 2 we briefly review the relevant aspects of the theory of supervisory control under partial observation, in Section 3 we review the main concepts of nondeterministic discrete-event systems and their representations, and reexamine the relation between the trajectory models and their corresponding nondeterministic automata. Also, a "lifting" formalism is presented by which the nondeterministic system is translated (or lifted) to a deterministic system, by introducing hypothetical events. The lifted system is constructed so that its projection yields the original nondeterministic system. In Section 4 we review the supervisory control of nondeterministic systems with static (state-based) specifications, in which the specification of legal behavior is given as a subset of legal states. In Section 5 we investigate in detail the problem of supervisory control with dynamic trajectory-model specifications. We develop an algorithmic framework for translation of the supervisory control problem with dynamic specifications to an equivalent problem with static specifications. Finally, in Section 6 we conclude the paper with a brief discussion of the methodology for supervisor synthesis.
Deterministic supervisory control under partial observation
In this section we briefly review the basic results of supervisory control for deterministic systems under partial observation. The uncontrolled system is described by a (deterministic) automaton G = (E, Q, S, so) with elements defined in a usual way. An important property of controllable (normal) languages is that the suprema1 controllable and normal sublanguage supCN(E) of a language E exists.
Nondeterininism
In this section we briefly review the trajectory-model formalism of [4] (see also [15] ).
A trajectory is a record associated with a run of a system G. It is more detailed than a trace s E L(G) in t,hat, it lists, in addition to the successfully executed events, also events that the system might have rejected (or refused), if offered, after each successful event. Thus, a trajectory is an object in 2 ' x (ExZE)* of the form
where ui denotes the ith executed event, and Xi, the ith rejusal, denotes the set of events refused aft,er the ith executed event. The initial refusal Xo is the set of events that are refused before an.y event is executed.
The trace associated with t is defined as t r ( t ) = 6 1 ... bk.
A trajectory is called valid if ui
Xi-1 for all i > Proposition 2 Let P be a process. Then cl(dom(P)) = P.
We shall next examine how trajectory-model representations of discrete event systems are related to their representation as automata. Consider a discrete-event system given by a nondeterministic finite automaton (possibly with c-transitions), P = (C U (E}, Q, 6, qo) over the event set E, with a transition function 6 :
Assume, further, that the system is nondivergent. We proceed now to obtain the set of trajectories associated with P. First, we associate with each state q E Q its maximal-refusal-set Xq C C , 
M ( P ) := U t & h ( F ) p r e f ( t ) .
In view of the correspondence between trajectory models and nondeterministic automata, we can use either of them to model a nondeterministic system. We shall use the same symbol to denote both the nondeterministic automaton and its associated trajectory model. The languages generated and marked by a nondeterministic over the event set C. We introduce now a procedure for constructing a deterministic automaton
over an extended event set CUE', such that R = *\E,.
That is, ' k reduces to R upon replacing by etransitions all its transitions labeled by events in C'. This "lifting" procedure is based on first extending R to a standard nondeterministic automaton with e-transitions, and then replacing the E labels by labels from the event set E' = { T I , 7-2, ...}. ... -
Procedure Extend(R

End of Procedure
Supervisory control with static specifications
In the present section we briefly review the supervisory control problem of nondeterministic systems subject to statzc (i.e. state-based) specifications [5] . Specifically, suppose that the system under consideration is modeled as a nondeterministic automaton qO@Qb , is a subset of forbzdden states that the system is not allowed to visit. Control is achieved by a supervisor y : L ( P ) 2cc, where y(s) is the set of (controllable) events that are disabled by the supervisor after execution of s . The S~Q~Z C supervisory control problem is to construct a legal supervisor y such that the supervised system y / P never visits a state in Q b . The supervisor y is also required to be least restrictive in the sense that for every other legal supervisor y' and every sEL(P), y(s)cr'(s) .
The supervised system, y / P , is obtained as follows First, the language L ( y / P ) generated by y / P , is given, inductively, as
Then the trajectory model y / P of the supervised system is obtained as where .I I. denotes the strict synchronous composition of trajectory models [4] [6] . Next, we lzft P by applying to it the procedure Extend to obtain the deterministic automaton
The "legal" language ECL(P) is now defined to be the set of all strings that vis& only good states in 9. That
Furthermore, the supervisor that restricts $ to the suprema1 controllable and normal sublanguage of E is also the least restrictive (optimal) legal supervisor for P . Thus, we can translate a supervisory control problem of a nondeterministic system, subjected to static specifications, into a supervisory control problem under partial observation of a lifted deterministic system.
Supervisory control with dynamic specificat ions
In this section we assume that the system under consideration is a nondeterministic aut,omaton and the specification of legal behavior is a dynamzc speczfication, given to us as a (generally nondeterministic) automaton
We shall next explain in some detail how we interpret. this dynamic specification as a "bound" on permitted behaviors that the controlled system is allowed to retain.
First we note that a trajectory in 3c whose associated trace is not in L ( P ) is definitely impossible in P . Therefore, we must first restrict the specification to behaviors whose associated traces P is capable of executing. Thus, we first replace 3t by
We note that satisfies the constraint L ( % ) =
L ( X ) n L ( P ) G L ( P )
and retains all the relevant nondeterministic aspects of X. Next, we turn to the lam guage constraint imposed by on P . To this end we construct the deterministic automaton
which we shall employ as our "language specification". Next, we extend %!d to an automaton 
Next we construct the automaton F = Pll%!d, which can be represented as 
and we can readily prove that the trajectory models of 7 and of P coincide:
Thus, the problem of synthesizing a supervisor y that maximizes L ( y / P ) subject to the constraint that
L ( y / P )~L ( Z ) ,
is equivalent to synthesizing a supervisor 7 that maximizes L(V/P) subject to the constraint that L(p/p))cLm(F). This latter problem consists of synthesizinga least restrictive supervisor such that all paths of =f/P are confined to the subset of good states Qg = Qxfid. This is clearly a supervisory control problem with static specifications of the type discussed in Section 4.
-
We now turn to the more restrictive aspect of our specification, namely, to the requirement that the supervised system satisfy the trajectory-model specification y p c ' t i .
In view of Proposition 3, we shall employ P as our plant model. Indeed, in this model we already marked the set Qg of all the "good" states such that Lm(p) = L(%).
It remains now only to determine the subset of these "good" states that consists of all states that can be reached via paths whose associated trajectories are in T := f*(s(ij, U))n% = {E*($) : q' E T(q, c)} n %, and to Gt and to M .
End.
The correctness of Algorithm 1 is stated in the following The above theorem shows that we can always translate a dynamic specification into an equivalent static specification.
Supervisor synthesis
In the previous section we have seen that the supervisory control problem for a nondeterministic system with dynamic specification can be translated to an equivalent problem with static specifications. We shall thus assume that the problem is already formulated as one with static specifications. That is, we assume that the system and specification are described by where Q b is the set of bad states that must be avoided.
To synthesize a supervisor we first lift to 9 using the procedure Extend and define E as in Section 4. If E is not controllable and observable with respect to L ( F ) , then we find the largest sublanguage of E that is controllable and observable (which, in view of the fact that C, E C = CO, is its supremal controllable and normal sublanguage) and synthesize a supervisor based on that language. The supervisor design is then carried out off-line in the usual way [lo] .
An alternate approach for supervisor synthesis is to design a supervisor "on-line". We again lift 7 to $ but we then proceed somewhat differently: We compute the supremal controllable sublanguage of the legal language E . This can be done with linear complexity for a closed language E . We then design a supervisor on-line using the results of [3] . The resulting supervisor will generate the supremal controllable and normal sublanguage of E .
