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Resumen. Las ima´genes de resonancia magne´tica funcional (fMRI) uti-
lizan una serie de ima´genes de resonancia magne´tica para mapear de
forma no invasiva las a´reas de actividad neuronal aumentada del cere-
bro humano. La baja relacio´n sen˜al a ruido (SNR) de las ima´genes fun-
cionales, hace necesario el uso de te´cnicas de procesamiento de ima´genes
espec´ıficas, para la deteccio´n regiones correlacionadas con la respuesta
a un est´ımulo determinado. En este art´ıculo se presenta un me´todo al-
ternativo para segmentar regiones activadas en ima´genes de fMRI. Se
propone abordar el problema en dos etapas de clasificacio´n, una no su-
pervisada y una segunda etapa supervisada. El me´todo propuesto utiliza
ma´quinas de soporte vectorial (SVM) y difusio´n anisotro´pica (DA) para
la generacio´n de patrones de entrenamiento, y SVM para la clasificacio´n
de regiones activadas. La aplicacio´n del me´todo propuesto permite in-
cluir valiosa informacio´n con respecto a la interrelacio´n entre las series
temporales correspondientes a cada elemento de volumen (vo´xel) en un
espacio 3-D.
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1 Introduccio´n
Las ima´genes de Resonancia Magne´tica Funcional (fMRI) utilizan ima´genes de
resonancia magne´tica (MRI) para mapear las a´reas de actividad neural aumen-
tada del cerebro humano. fMRI es una te´cnica muy u´til para investigar respuestas
espec´ıficas del cerebro y ha sido empleada para estudiar, entre otras actividades,
experimentos basados en percepcio´n, est´ımulos visuales, auditivos, aprendizaje
de idiomas y memoria. En 1990 el primer experimento fue realizado con un
est´ımulo visual usando como contraste un agente externo, no mucho tiempo de-
spue´s la mayor´ıa de los experimentos estuvieron basados en un nuevo descubrim-
iento relacionado con el nivel de ox´ıgeno en la sangre [1][2]. La hemoglobina es
un contraste natural, tiene propiedades magne´ticas diferentes dependiendo del
nivel de oxigenacio´n y por lo tanto afecta la sen˜al obtenida a trave´s de fMRI.
Esto hace posible disponer de una te´cnica no invasiva. Mediante la adquisicio´n
de fMRI cuando el paciente realiza una tarea espec´ıfica, y cuando esta en reposo
o realizando una tarea alternativa, es posible obtener una imagen funcional del
cerebro. Los experimentos pueden ser clasificados en dos paradigmas principales
denominados en bloques, o relacionados a eventos [3]. Una imagen fMRI puede
ser vista como un conjunto de series temporales donde cada serie corresponde a
un voxel particular. La clasificacio´n de series temporales constituye el principal
to´pico de trabajo para el ana´lisis de fMRI del cerebro humano. Las principales
te´cnicas propuestas para ana´lisis de datos en fMRI pueden clasificarse en dos
categor´ıas principales, orientadas, centradas en un determinado modelo [4][5], o
las orientadas a los datos [6][7]. Los me´todos guiados por los datos utilizan un
me´todo de aprendizaje automa´tico o estad´ıstico para analizar las series tempo-
rales, los guiados por un modelo asumen un modelo relacionado con la estructura
y funcio´n del cerebro. Las ma´quinas de soporte vectorial son me´todos basados
en los datos y han sido aplicados a la clasificacio´n de estados cognitivos [8], op-
timizando el margen entre clases y utilizando kernels en casos no lineales [9].
Las ma´quinas de soporte vectorial de una clase “One class SVM (OCSVM)”
[10][11] han sido tambie´n utilizadas en MRI y fMRI [12]. En fMRI del cerebro
las series temporales de la mayor´ıa de los voxels son independientes del est´ımulo
experimental y solo pocas series temporales esta´n relacionadas con el paradigma
experimental utilizado. Estas u´ltimas pueden ser consideradas como at´ıpicas y
por lo tanto satisfacen las hipo´tesis necesarias para aplicar OCSVM sobre el con-
junto de datos fMRI [13]. La hipo´tesis de correlacio´n espacial sostiene que las
series temporales de voxels pro´ximos tienen un estado similar de activacio´n, cor-
relacionado o no correlacionado con el est´ımulo experimental. Distintos me´todos
han sido propuestos para reflejar esta u´ltima caracter´ıstica de las sen˜ales fMRI
[14][15][16]. En este art´ıculo se presenta un me´todo alternativo que tiene en con-
sideracio´n los dos factores caracter´ısticos antes mencionados utilizando ma´quinas
de soporte vectorial y difusio´n anisotro´pica robusta.
El art´ıculo esta organizado del siguiente modo: las secciones 2 y 3 presentan una
breve revisio´n de los conceptos fundamentales utilizados en el me´todo propuesto.
La seccio´n 4 describe el me´todo propuesto. En la seccio´n 5 se muestran resultados
experimentales. Finalmente, en la seccio´n 6 se presentan las conclusiones.
2 Ma´quinas de soporte vectorial
Las ma´quinas de soporte vectorial son me´todos originalmente propuestos para
clasificacio´n supervisada y posteriormente extendidos para operar en forma no
supervisada o semi-supervisada. Dados l patrones de entrenamiento para dos
clases {(xi, yi), i = 1, ..., l}, donde xiRN es un patron, un vector de carac-
ter´ısticas de dimensio´n N e yi{1,−1} es la etiqueta de la clase a la que pertenece
xi. Decimos que x1, . . . ,xl ∈ X donde l ∈ N es el nu´mero de observaciones y
X es un subconjunto compacto de RN . Una SVM determina el hiperplano que
maximiza la separacio´n entre ambas clases y es matema´ticamente equivalente a
maximizar el margen dado por 2||w|| sujeto a yi(xi.w) + b) ≥ 1. El hiperplano
(w.x)+b = 0 queda determinado por b y w. Se puede relajar la condicio´n de mues-
tras de entrenamiento separables incluyendo variables artificiales que permitan
mejorar tambie´n la generalizacio´n. Para obtener el hiperplano minimizamos
min 12 ||w||2 + C
∑
i ξi
sujeto a yi[(w − xi) + b]) ≥ 1− ξi
(1)
donde C controla el compromiso entre complejidad del hiperplano y el error
sobre el conjunto de entrenamiento. Resolviendo el Lagrangiano en la forma
dual obtenemos la funcio´n de decisio´n como:
f(x) = sgn[
∑
i
αiyi(x.xi) + b]
donde αi son los multiplicadores de lagrange. Si las clases no son linealmente
separables es posible extender el me´todo proyectando los patrones en un espacio
de mayor dimensio´n donde si sea posible clasificarlos linealmente, para luego
obtener la funcio´n de decisio´n no lineal en el espacio original. Pueden ser uti-
lizados distintos tipos de kernels que corresponden a estimadores no lineales en
el espacio de entrada. En particular en este trabajo es utilizado un kernel de
base radial k(x, xi) = e
−γ‖x−xi‖2 , γ es el para´metro que determina el ancho del
kernel.
Han sido propuestos dos algoritmos basados en SVM para operar con una clase,
“support vector data description” [10] y “one-class SVM (OCSVM)” [11]. Esto
nos permite abordar problemas de clasificacio´n de clases minoritarias, objetos
no caracter´ısticos en un conjunto de datos. El algoritmo estima una funcio´n de
decisio´n f que es positiva para un subconjunto del espacio de caracter´ısticas y
negativa para el complemento. El mapeo de los datos al espacio de caracter´ısticas
corresponde al kernel y separa los datos del origen con ma´ximo margen. Sea
Φ : X → F un mapeo de caracter´ısticas en F de tal modo que el producto
interno en la imagen de Φ puede ser calculada evaluando un kernel simple.
k(x, z) = (Φ(x) · Φ(z))
Se puede reescribir como un problema de optimizacio´n.
min
w∈F,ξ∈Rl,ρ∈R
1
2 ||w||2 + 1νl
∑
i ξi − ρ
sujeto a (w · Φ(xi)) ≥ ρ− ξi, ξi ≥ 0,
(2)
donde ν ∈ (0, 1] es un para´metro que controla el te´rmino de penalizacio´n y ξi son
variables de holgura. Resolviendo el problema de optimizacio´n (2) obtenemos w
y ρ y la funcio´n de decisio´n es -1 para valores at´ıpicos en el conjunto de datos y
+1 para el resto de los patrones en el conjunto de datos.
f(x) = sgn(w · Φ(x))− ρ) (3)
Introduciendo multiplicadores de Lagrange αi, βi ≥ 0, obtenemos
L(w, ξ, ρ,α,β) = 12 ||w||2 + 1νl
∑
i ξi −
∑
i βiξi − ρ
−∑i αi(w · Φ(x)− ρ+ ξi)
Fijando las derivadas con respecto a las variables primarias w, ξ, ρ igual a cero
obtenemos
w =
∑
i αiΦ(xi),
αi =
1
νl − βi ≤ 1νl ,∑
i αi = 1.
La funcio´n de decisio´n puede ser escrita como
f(x) = sgn(
∑
i
αik(xi,x)− ρ)
Los multiplicadores αi se puede resolver en el problema dual:
min
α
1
2
∑
ij αiαjk(xi,xj)
sujeto a 0 ≤ αi ≤ 1νl ,
∑
i αi = 1.
El para´metro ρ puede ser obtenido notando que para cualquier αi y el corre-
spondiente patron xi se satisface que:
ρ = (w · Φ(xi)) =
∑
j
αik(xi,xj). (4)
3 Difusio´n Anisotro´pica Robusta
Perona y Malik [17] definieron difusio´n anisotro´pica como
∂I(x, y, t)
∂t
= div [g (‖∇I(x, y, t)‖)∇I(x, y, t)] , (5)
utilizando la imagen original I(x, y, 0) : R2 → R+ como la condicio´n inicial,
donde t es un para´metro de tiempo artificial y g es una funcio´n que se denomina
de parada en los bordes (“edge-stopping function”). La eleccio´n adecuada de
g determina en que medida, al difundir, las discontinuidades son preservadas.
Perona y Malik sugirieron utilizar dos posibles funciones con este objetivo [17].
Black et al. [18] utilizaron teor´ıa de estimacio´n robusta para determinar una
mejor funcio´n de parada en los bordes denominada “Tukey’s biweight”.
g(x) =
{[
1− x25σ2
]2
, x
2
5 ≤ σ2
0, en otro caso
(6)
La funcio´n anterior, g, es una versio´n dilatada y escalada de la funcio´n de Tukey,
donde g(0) = 1 y el ma´ximo local de su funcio´n de influencia ψ(x) = xg(x) se
localiza en x = σ. Cuando se utiliza la funcio´n de Tukey el proceso de difusio´n
se denomina Difusio´n Anisotro´pica Robusta (RAD).
Perona y Malik [17] propusieron una solucio´n discreta para la ecuacio´n de di-
fusio´n anisotro´pica robusta (5) dada por:
I(s, t+ 1) = I(s, t) +
λ
|ηs|
∑
p∈ηs
g(|∇Is,p(t)|)∇Is,p(t), (7)
donde I(s, t) es una imagen muestreada, s es la posicio´n del pixel en una grilla
discreta 2-D o 3-D , t ≥ 0 son los pasos temporales, la constante λ determina
la difusio´n (normalmente, λ = 1), y ηs representa el conjunto de vecinos de s.
Para ima´genes 2-D son los cuatro vecinos y para 3-D los seis vecinos del voxel
correspondiente, excepto en las fronteras. La magnitud del gradiente en un voxel
en la iteracio´n t es aproximada por:
∇Is,p(t) = I(p, t)− I(s, t), p ∈ ηs. (8)
Utilizando la funcio´n de Tukey, el proceso de difusio´n converge mas ra´pido y
genera bordes mas agudos que usando las funciones de Perona y Malik. Black et
al. [18] mediante elementos de teor´ıa de estimacio´n robusta, obtienen un valor
estimado de la escala robusta σe dado por:
σe = 1.4826 MAD(∇I) = 1.4826 medianI [|‖∇I‖ −medianI(‖∇I‖)|] , (9)
donde MAD es la desviacio´n absoluta media.
4 Me´todo Propuesto
Sea I ′ una imagen de resonancia magne´tica funcional. El primer paso de pre-
procesamiento simple consiste en remover el valor medio de I ′, obteniendo la
imagen fMRI I:
I = I ′ − I ′ (10)
Este primer paso es muy importante porque solo la informacio´n correspondiente
a a´reas activadas debe ser difundida, y no informacio´n estructural.
Las series temporales correspondientes a cada voxel son consideradas como un
patron. Los xi,j,k son los patrones que corresponden la fila i, la columna j y la
imagen k, identificando una serie temporal particular o un punto del espacio de
caracter´ısticas. Los xi,j,k son directamente los valores de entrada del problema de
optimizacio´n (2). La solucio´n optima dada porw y ρ se puede obtener resolviendo
el problema dual y (4). Luego para cada xi,j,k un valor de decisio´n primario yi,j,k
es obtenido,
yi,j,k = (w · Φ(xi,j,k))− ρ (11)
que representa la distancia entre un punto Φ(xi,j,k) y un hiperplano en el espacio
de mayor dimensio´n que el kernel mapea (w · Φ(x))− ρ = 0.
Sea la imagen de fMRI en la iteracio´n t ≥ 0 del proceso de difusio´n, I(s, n, t),
donde I(s, n, 0) es la imagen fMRI inicial con la correccio´n de valor medio ya
aplicada en la posicio´n correspondiente al voxel s y volumen n, y T (s, t) el mapa
de activacio´n formado a partir de yi,j,k∀i, j, k donde s es una posicio´n particular
i, j, k.
1. Sea t← 0.
2. Calcular el mapa de activacio´n T (s, 0) utilizando OCSVM (11).
3. Calcular los coeficientes de difusio´n. El coeficiente de difusio´n entre un voxel
s y su voxel vecino p en el instante t es:
g(|∇Ts,p(t)|), donde ∇Ts,p(t) = T (p, t)− T (s, t). (12)
4. Con estos coeficientes aplicar difusio´n en I(s, n, t), generando la fMRI difun-
dida, I(s, n, t+ 1), en la iteracio´n t+ 1:
I(s, n, t+ 1)← I(s, n, t) + λ|ηs|
∑
p∈ηs
g(|∇Ts,p(t)|)∇Is,p(t), (13)
donde ∇Is,p(n, t) = I(p, n, t)− I(s, n, t).
5. Asignar t ← t + 1 y repetir los pasos 2 a 5 un nu´mero predefinido de veces
o hasta que el valor medio de los valores difundidos (segundo te´rmino de la
ecuacio´n (13)) se encuentre por debajo de un determinado umbral.
6. Clasificar cada voxel aplicando la funcio´n de decisio´n dada por la ecuacio´n
(3).
7. Considerar los resultados los resultados anteriores como prototipos, conjunto
de patrones de entrenamiento para un clasificador SVM de dos clases.
8. Re-clasificar todos los patrones del experimento con la ma´quina de soporte
vectorial final obtenida.
La difusio´n anisotro´pica es controlada por el nu´mero de iteraciones y el para´metro
de escala de la funcio´n de parada (6), σ. La escala o´ptima en el me´todo prop-
uesto es entre dos y tres veces mayor que la escala robusta estimada. Tsiotsios
y Petrou ([19]) analizan la eleccio´n adecuada de para´metros para ima´genes en
general.
5 Resultados Experimentales
La adquisicio´n de ima´genes fMRI es costosa, sujeta a condiciones de baja relacio´n
de sen˜al a ruido y requiere te´cnicas de pre-procesamiento espec´ıficas. La necesi-
dad de disponer de ima´genes de referencia (“gold standard”) para comparar y
evaluar me´todos en condiciones controladas sugiere, adema´s de ima´genes reales,
tambie´n utilizar dos modelos sinte´ticos de ima´genes fMRI. El primer modelo con-
siste en un conjunto de datos fMRI totalmente artificiales que reproduzcan lo mas
fielmente posible las condiciones reales pero con regiones activadas conocidas.
Otro modelo posible consiste en regiones activadas artificiales sobre una ima-
gen fMRI real. En este art´ıculo presentamos resultados preliminares utilizando
ima´genes sinte´ticas y semi-sinte´ticas que permiten evaluar el me´todo propuesto
con respecto a las hipo´tesis bajo las cuales fue desarrollado y compararlo con
respecto a me´todos alternativos. Se generaron dos ima´genes sinte´ticas basadas
en la imagen artificial propuesta en [20], con diferentes niveles de activacio´n.
El modelo fMRI utilizado tiene las siguientes caracter´ısticas 10x10x3 voxels por
volumen y 84 volu´menes. Todos los voxels tienen sumado ruido gaussiano de
media 16000 y desv´ıo esta´ndar 4000. El valor de los voxels activados ha sido in-
crementado entre 600 y 1500 con incrementos de 100 generando as´ı 10 ima´genes
sinte´ticas fMRI denominadas IA1 a IA10. Otras 10 ima´genes sinte´ticas fueron
generadas con ruido Rayleigh denominadas IA11 a IA20. El experimento fMRI
que la imagen sinte´tica utilizada representa esta´ formada por bloques alternados
de seis volu´menes activados y seis no activados. Los volu´menes activados tienen
una regio´n de 6x6x3 voxels activada y una de 2x2x3 voxels no activada. La Fig.1
muestra una ima´gen 2-D activada correspondiente a la IA, la imagen de acti-
vacio´n de referencia y el mapa de activacio´n sin segmentar aplicando en me´todo
propuesto.
(a) (b) (c)
Fig. 1. (a) IA-activada, (b) Imagen de referencia, (c) Mapa de activacio´n
En esta primer etapa de evaluacio´n tambie´n fue generada una imagen semi-
sinte´tica, denominada ISSf, con dos est´ımulos esfe´ricos artificiales sobre una im-
agen fMRI que despue´s de ser interpolada, re-alineada y normalizada tiene di-
mensiones 79x95x68 voxels y una estructura en bloques como la de las ima´genes
totalmente sinte´ticas propuestas. La Fig.2 presenta tres ima´genes, un corte de
la imagen MRI estructural de referencia (157x189x136) 2(a), denominada ISSe,
un corte de la imagen funcional 2(b) y una representacio´n del est´ımulo generado
artificialmente sobre la imagen estructural 2(c).
La Fig.3 muestra curvas ROC (“Receiving operating Characteristics”) [21][22].
Las curvas permiten comparar el me´todo propuesto (MP), OCSVM y DOCSVM
(a) (b) (c)
Fig. 2. fMRI con activacio´n controlada
en los modelos IA2 e IA4 en las figuras 3(a) y 3(b). En la figura 3(c) se comprara
OCSVM y el MP con mayor SNR que en 3(a) y 3(b) para IA7. En la fig. 3(d)
las pruebas son realizadas sobre la imagen ISSf mostrando las curvas ROC cor-
respondientes a MP y OCSVM. La tabla 1 presenta para las pruebas realizadas
sobre IA7 e ISSf, los valores nume´ricos de las principales me´tricas para el punto
de operacio´n o´ptimo de cada curva ROC.
fMRI Me´todo Area dpo TPFpo FPFpo
OCSVMν=0.37 0.9645 0.5687 0.9524 0.1481
IA7
MPσ=1.8,t=3,ν=0.37 0.9801 0.6277 0.9571 0.0694
OCSVMν=0.4 0.9659 0.5812 0.8914 0.0694
ISSf
MPσ=2,t=3,ν=0.4 0.9835 0.6343 0.9452 0.0481
Tabla 1. Me´tricas de rendimiento
6 Conclusiones
En este art´ıculo se ha presentando un me´todo alternativo de post-procesamiento
en fMRI utilizando ma´quinas de soporte vectorial y difusio´n anisotro´pica. Este
me´todo, basado en dos hipo´tesis fundamentales sobre las caracter´ısticas partic-
ulares de los datos, muestra resultados preliminares favorables. La deteccio´n de
regiones activadas mejora como consecuencia de dos mecanismos: la capacidad
de detectar valores at´ıpicos y la capacidad de reconocer la presencia espacio-
temporal no aislada de los mismos. El ana´lisis presentado muestra resultados
que permiten considerar el me´todo propuesto como viable y comparable con
me´todos alternativos. A pesar de los resultados alentadores que el me´todo pre-
senta, han sido planificadas dos etapas futuras. En primer te´rmino analizar sobre
datos sinte´ticos el ajuste automa´tico o semiautoma´tico de los para´metros del
me´todo propuesto y especificar los intervalos de confianza experimentales. Una
segunda etapa mas compleja contempla validar en datos fMRI reales paradigmas
en bloques y relacionado a eventos.
(a) IA2 (b) IA4
(c) IA7 (d) ISSf
Fig. 3. Curvas ROC
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