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Intelligent transportation system (ITS) has been studied in order to improve travel efficiency 
and driver safety. Its results such as vehicle information and communication system (VICS) and the 
advanced cruise-assist highway system (AHS) have already been put into practical use and 
field-tested in Japan. Recently, smart gateway (SG) system that provides several ITS services such as 
the internet services, the cruise-assist services, and so on for each driver by using dedicated short 
range communication (DSRC) are also expected to improve travel efficiency, driver safety, and 
cruising comfort. In this paper, the communication and system architecture to realize the above 
services in SG system are discussed. 
 An SG system uses multiple base stations (BSs) set along the road to provide multimedia 
information such as map, music, and so on from the Internet and cruise-assist information such as 
reports on traffic jams, accidents, and so on detected on the road for a mobile station (MS) 
incorporated in running vehicles. The communication time between a BS and an MS is very short 
because the communication area of a BS is 30m. Additionally, an MS cannot receive a radio signal 
when it is frequently in the radio shadow of a large vehicle such as a bus, which is called shadowing. 
And so, the system must be able to transmit large amounts of data to MSs quickly and without packet 
loss in these communication environments and allow each BS to flexibly provide the urgent 
information to each MS in a way that adapts to the running environments of the MS, for example, an 
urgent message must be transmitted within milliseconds to MSs near an accident site so that it can be 
used to control the movement of the vehicles containing those MSs but the same information can be 
transmitted with some delay to MSs farther away because drivers of those vehicles do not need 
vehicle control, but simply want to avoid any traffic jam caused by the accident. Moreover, the system 
must be able to add new BSs in online without affecting the ones already because several BSs are 
constructed step by step according to the needs and the costs and the system must be able to transmit 
the service data continuously through several BSs even if some BSs of them hold the fault. Although 
these are very important system issues to put into practical use, they have hardly ever been discussed 
in ITS. Therefore, the autonomous decentralized system (ADS) architecture to resolve the 
communication issues which are high-performance and high-flexibility and the system issues which 
are on-line expandability and fault tolerance simultaneously is applied to SG system in this study. 
Each BS cooperates with other BSs through the roadside network and autonomously provides the 
service for the running vehicle. The goal of this study is the construction of the roadside network 
system platform for SG system for practical use and this paper proposes the new system architecture, 
which is called an autonomous decentralized mobility system (ADMS) architecture to achieve it. This 
paper consists of 5 chapters which will be outlined below. 
 Chapter1 is the Introduction. The target of this study for ITS is made clear and the goal and 
the approach to it are discussed in this chapter. Firstly, the technical issues of SG system has been 
discussed in ITS are shown. Secondly, the target issues of this study, which are not only the 
communication issues that are the quick transmission of the urgent message and the improvement of 
the communication efficiency to transmit large amounts of data but also the system issues that is 
on-line expandability and fault tolerance to put into practical use, are discussed. Finally, the goal and 
the approach to it are discussed by showing the circumstances which ADS architecture to resolve 
above system issues is incorporated and the needs of the new architecture based on ADS to resolve 
the communication issues. 
 In chapter2, the new ADS architecture which is called ADMS architecture is proposed. Since 
the conventional ADS architecture is not considered that the target controller is moved, the system 
transaction is higher as the number of the service kinds is increased. And so, it is difficult to apply the 
conventional ADS architecture to SG system. ADMS architecture is designed based on the group 
activity which has been discussed in social psychology to resolve the above problem in this study. The 
target controller is equal to an MS in ADMS architecture. Each subsystem autonomously judges the 
range which an MS moves and the subsystems in the range manage and share the data for an MS 
cooperatively. In this study, the autonomous group management system to realize the above concept is 
designed based on ADS architecture. In this way, not only on-line expandability and fault-tolerance 
can be met but also the system transaction can be restrained. ADMS architecture is implemented to 
the experimental system and its effectiveness is demonstrated. 
 In chapter3, an autonomous BS (ABS) grouping technique to provide the multimedia 
information without packet loss for an MS by using ADMS architecture is proposed. In this technique, 
each ABS connected to the roadside network dynamically creates the group to provide the service for 
an MS on the basis of the distance between ABSs, the service data size, and the velocity of an MS. 
Each ABS in the group caches the service data and transmits the packet which is the divided service 
data to an MS if an ABS connects with an MS. Additionally, the service progress is shared in the 
group when an ABS disconnects with an MS. In this way, it is possible to avoid the packet loss by the 
affects of shadowing and transmit the data to an MS effectively. Moreover, each ABS judges whether 
the service data can be transmitted to an MS in the group by using the service progress and re-creates 
the group in case several ABSs are lacked. In this way, it is possible to transmit the service data to an 
MS continuously even if several ABSs in the group are lacked by the affects of shadowing. The 
proposal technique is implemented to the experimental system and its effectiveness in terms of the 
system transaction and the communication performance is demonstrated.  
 In chapter4, ABS quality of service (QoS) management technique to provide the cruise-assist 
information flexibly for an MS by using ADMS architecture is proposed. In this technique, each ABS 
received the urgent message through the roadside network autonomously judges whether or not to 
transmit it to an MS based on the kinds of message and the distance between the sender and the 
receiver. Also, each ABS received the urgent message judges the urgency of the information and 
determines the property of the data, which is “control data” and “information data”. The former is the 
data that the transmission time from the sensor on the road detects the accident until the information is 
transmitted to an MS, which is within 100ms, is assured. The latter is the traffic information aimed to 
help the driver bypassing the heavy traffic due to the accident or decelerating the vehicle. The 
property is judged by comparing the distance between ABSs with the urgency calculated from the 
distance to stop the vehicle safely. In this way, if the property is “control data”, the urgency is higher 
but the urgency is lower if the property is “information data”. Additionally, it is possible to transmit 
the most urgent message to an MS quickly by sending the message according to the order of the 
urgency even if several accidents are detected on the road. The proposal technique is implemented to 
the experimental system and its effectiveness in terms of the flexibility and the transmission 
performance of the urgent message is demonstrated. 
 Chapter5 shows that the roadside network system platform to achieve the goal can be 
constructed by applying ADMS architecture to SG system as a summary of this study. Also, it is 
shown that the new service aims of driver safety and cruising comfort can be incorporated easily. 
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 1908 年にフォードモデル T(通称：T 型フォード)が発売されてから自動車の生産台数は
2007 年度まで増加の一途を辿ってきた．2008 年のサブプライム問題に端を発した金融危機











年代はじめであったが，その萌芽は 1960 年代の終わり頃まで遡る．日本において ITS が産
官学協力のもとに国家的な活動として推進されるようになったのは，1996 年 7 月に関連五
省庁(現，国土交通省，経済産業省，警察庁)によって「道路・交通車両分野における情報化
実施指針」が策定されてからとなる．以来，カーナビゲーションシステム，VICS(Vehicle 
Information and Communication System)や ETC(Electronic Toll Collection)の普及に見られるよ





都議定書の発効に端を発する．2005 年 4 月には日本政府による「京都議定書目標達成計画」
が策定され，運輸部門においては 2010 年度に 5,490 万トンの CO2 削減量が目標数値として
定められている[2]．運輸部門における CO2 排出量は日本の総排出量の約 2 割を占めており，
そのうち約 9割が自動車から排出されていることから京都議定書の目標を達成する上で ITS
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ITS の概念と技術分野との関係を図 1-1 に示す．ITS とは先に述べたように車と道路と人
とが情報とネットワークで接続されることにより快適で安全な道路交通システムを実現す
るために与えられた包括的な名称であるが，その技術分野は図 1-1 に示すように大きく 7 つ
に分類される．ここで「人(ドライバ)」は ITS 技術を語る上で重要な要素ではあるが，「人」













道路の接続には狭域無線通信(DSRC：Dedicated Short Range Communications)の利用が想定さ
れている[6][7]．DSRC は ETC で既に利用されている路車間通信方式で，1997 年に ETC 専
用の標準規格である ARIB STD-T55[8]が策定された後，高速且つ局所的な安全・快適サービ













































































































図 1-2 スマートゲートウェイにおけるサービスの分類 
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このようにスマートゲートウェイでは応答性能・データサイズ・提供範囲の 3 軸の観点で


















・ 複数台の DSRC 基地局を路側に設置 
・ DSRC 基地局間は路側ネットワークを介して接続 
・ IP ルーティングを行うためのルータ網を路側ネットワークの上位網に設置 
・ 各種サービス提供のためのサーバ網をルータ網の上位網に設置 
という考え方に関しては，走行支援サービス及びマルチメディアサービスを走行車両に提
供する上では同じである．また DSRC 層は ARIB STD-T75 に従い物理層，データリンク層，
アプリケーション層の 3 層から構成され DSRC 基地局に搭載される． 
 

























DSRC アプリケーション層では DSRC を用いたアプリケーション(走行支援サービス，マ
ルチメディアサービス)に対して通信制御手段を提供し，DSRC データリンク層を介してデ














 本研究において中間層とはアプリケーションサーバ群と DSRC 基地局との間に構成され
るネットワーク階層で図 1-3 においてルータ網及び路側ネットワーク(N/W)網の両者をさ
す．中間層では走行車両へのマルチメディアサービス提供時における効率的なデータ伝送
方式に関して様々な研究報告がなされている．DSRC の通信領域は数 m～数 10m と非常に







は局所的な移動を管理する技術で，Cellular IP や HAWAII に代表されるようにホストルーテ
ィングによって移動ノードの局所的な移動をネットワーク全体で管理する方式である
[41]-[47]．スマートゲートウェイで論じられる技術は後者が対象となり，ルータ網において
IP パケットを隣接する二台の DSRC 基地局に同時に送信する方式や複数走行車両をグルー
ピングして再送パケットを DSRC 基地局間で共有する方式などが提案されている








































































































発生するか予測できないため，システムは 24 時間 365 日無停止で稼働し続けなければなら
ず DSRC 基地局の段階建設はシステム稼働中に行われることが望まれる．さらに 1.2.2 項の














































































図 1-6 本研究が狙いとするシステム 
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1.4 本研究の目的 














































性高く高性能に移動体に提供するための自律基地局 QoS(Quality of Service)管理方式を提案
する．第 5 章では本研究の結論と今後の展望について述べる．以下各章の概略を説明する． 
















































































































































る ACP(Autonomous Control Processor)と制御対象に対して制御処理を実行するアプリケーシ
ョンプログラム(AP)をもつ．ここで DF とは ATOM 間の情報共有を実現するために設けら
れたデータを流すための論理的な場である．各 ATOM は自身の処理で発生したデータを DF
に送出し，送出されたデータは DF 内を伝播することで DF 内に行きわたる．各 ATOM は
DF からデータを取り込み処理し，またその結果を DF へ送出する．DF に流れるメッセージ
にはデータの内容を識別する識別子(ID)が付与されており，各アトム内の ACP は AP に対応
する ID が付与されたメッセージが流れるとこれを取り込み，また AP から処理結果が出力




択受信)する．このように自律分散システムアーキテクチャでは DF によって各 ATOM が送
受信関係を自らが必要とする ID のみの局所的情報で判断し，データを介して自律的に協調
がとれるようにすることで自律可協調性を達成している．また ATOM 内の各 AP は自らが
必要とする ID のみの局所的情報に基づき，その ID をもつデータが揃えば処理を開始する
データ駆動型方式を用いることで自律可制御性を達成している． 
以上述べたように自律分散システムアーキテクチャは 
・宛先を指定しない DF を介した内容コード通信方式 






に手を加えることなく ATOM#4 を追加することができる．また AP1 と AP2 の協調動作によ
22 
ってある処理が実行される場合，ATOM#2 の AP2 が機能不稼動であっても ATOM#3 の AP2
が機能稼動であれば処理を実行し続けることができる．自律分散システムアーキテクチャ


























































図 2-2 オンライン拡張性とフォールトトレラント性の実現例 
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2.2.3 問題点 
 前項に示した自律分散アーキテクチャを路側 N/W システムに適用することで，システム
のオンライン拡張性やフォールトトレラント性を実現可能とする自律分散路側 N/W システ
ムが提案されている[55][73]-[75]．自律分散路側 N/W システムを図 2-3 に示す．本システム
において ATOM は自律基地局および G/W に，制御対象は移動体に対応し，また DF は路側
N/W に対応している．移動体からサービス要求を受信した自律基地局は G/W にサービスデ
ータを要求し，G/W は上位網に設置されたアプリケーションサーバからサービスデータを
受信するとサービスデータにその内容を識別するための SID を付与して路側 N/W にブロー






























































































































































































































































































































































































































( , )map tU f V V=  
で定義されるものとする．ここで f は速度V で移動中のMAPが速度 tV に到達するまでに移
動した距離を算出するための関数である．また tV はMAPが緊急地点を通過する際の速度で
グループ形成要求メッセージに付与されているSID毎に予め定義されているものとする．つ























































緊急性を判断し，これに基づいて MAP にサービスデータを送信する． 
次節では本アーキテクチャをスマートゲートウェイシステムに適用し，実システムを用
いてアーキテクチャの有効性に関する基本評価を行ったのでその結果について述べる．  




































 1.2.3 項で述べたように本研究ではスマートゲートウェイにおいて中間層ならびに DSRC
アプリケーション層を対象としているが，この中でも特に一台のゲートウェイ(G/W)配下に




れらのサービスを享受することができる．各 DSRC 基地局は路側 N/W を介して接続されて
おり，DSRC 基地局間のメッセージ授受は路側 N/W を介して行われる．またマルチメディ
アサービスで提供される地図や音楽といったサービスデータはインターネット上の ASP(ア
























DSRC 基地局の通信エリアは 30m と非常に狭く，車両は最大 180km/h で走行するため DSRC
基地局が車両と接続できる時間は極僅かである．なお実環境において車両が 180km/h で走






















走行車両(最大:180 km/h) 通信障害 通信エリア (30m)
路側N/W





示す．DF は路側 N/W に対応し ATOM は DSRC 基地局及び G/W に対応する．ATOM 内の
ACP 及び AGP はおのおの路側 N/W とデータ授受を行うための N/W ボードならびに AGP
処理専用の CPU ボード上にソフトウェアとして実装される．また MAP はカーナビゲーシ
ョンなどの車載端末に搭載されるサービスを実行するためのアプリケーションソフトウェ
アに対応する。ATOM と MAP 間のデータ授受には DSRC 通信を使用する．DSRC 通信には




れにより NID に進行方向及び設置順の意味を持たせることで，各 DSRC 基地局は自身以外
のDSRC基地局の設置位置に関する情報も判断できると考えた．またこれにともない，DSRC
基地局は路側上で等間隔に設置されるものとした．MAP の識別情報である MID は DSRC
車載機の識別情報を使用する．また MAP の移動速度 MV は固定とする．これは現時点では
DSRC 基地局が走行車両から速度を取得することが困難なためである．そこで MV は法定速
度を使用することとし，DSRC 基地局に搭載する自律集団管理システム(AGP)に予め登録し




























験システムを図 2-16 に，システムスペックを表 2-3 に示す．実証実験システムでは 7 台の
DSRC 基地局を 50m 間隔で設置し，また路側 N/W には 100Mb/s の IEEE802.3 を使用した．





た．一方車両側は車載端末にノート PC を使用し，DSRC 車載機とは 100Mb/s の IEEE802.3
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図 2-17 実証実験システムにおけるプロトコル構成 
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車載端末上にはマルチメディアサービス及び走行支援サービスを処理可能な車載 AP を
搭載しており，車載 AP とアプリケーションサーバ上のサーバ AP 間，ならびに車載 AP と
DSRC 基地局上の障害検知 AP 間とでは End-to-End での通信が保証されている．マルチメデ
ィアサービス利用時には車載 AP から TCP/IP または UDP/IP を用いてサーバ AP に対してサ
ービス要求を行う．車載 AP から送信されたサービスリクエストは，車載機にて一旦 DSRC
通信にプロトコル変換されたのち DSRC 基地局に伝達される．車載機からサービスリクエ
ストを受信した DSRC 基地局は AGP にて 2.3.2 項で述べたメッセージに変換し，サービス
リクエストを G/W に送信する．G/W では受信したサービスリクエストを再度 TCP/IP また
は UDP/IP に変換し，アプリケーションサーバに送信する．以上の通信処理を経てサーバ
AP は車載 AP からの要求を確認しサービスデータを応答する．AP サーバからの応答データ
はサービス要求と逆方向を辿って車載 AP に伝達される．また走行支援サービスでは障害検
知 AP を搭載した DSRC 基地局が AGP にて送信メッセージを作成し，一定周期で緊急メッ
セージを路側 N/W に送信する．緊急メッセージを受信した DSRC 基地局はメッセージを
DSRC にプロトコル変換したのち車載機に送信し，車載機は車内ネットワークを介して緊急
メッセージを車載 AP に送信する． 
以上述べたシステム構成において，サーバ AP からのマルチメディアサービスならびに障
害検知 AP からの走行支援サービスを最大 40km/h で走行する車両内の車載端末に向けて配
信し実証実験を行ったのでその結果を次項にて述べる．なお，マルチメディアサービス配
信及び走行支援サービス配信時の DSRC 基地局における処理とその評価結果に関しては，





















































図 2-18 通信シーケンスの比較 
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(1) グループ参加表明メッセージによる路側 N/W 負荷に関する考察 
従来アーキテクチャを路側 N/W に適用した場合，DSRC 基地局台数 18 台，路側 N/W 帯





られた結果に基づけば最大で同時に 144 個(走行車両 8 台×DSRC 基地局 18 台分)のメッセ
ージが路側 N/W に送信されることになる．但し，車両一台につき同時に複数のサービス要
求は行われないものとする．またこれら 144 個のメッセージが発生する理論上の最短時間
は DSRC 基地局の最短接続時間 600ms である．つまり 600ms の間に 64Byte データが 144 個
発生するときグループ参加表明メッセージによる路側 N/W 負荷は最大となるが，これは路
側 N/W 負荷率にして高々0.12%(帯域負荷：120Kb/s)の増分である．以上より，グループ参
加表明メッセージによる路側 N/W 負荷への影響はほとんど発生しないと言うことができる． 
 
(2) グループ形成処理による車両へのデータ送信遅延に関する考察 




図 2-19 に示すように， 
Ⅰ．G/W がグループ形成要求を路側 N/W に送信するまでの時間 
Ⅱ．DSRC 基地局がグループ形成要求を受信してからグループ参加を決定するまでの時間 
について各々測定し評価を行った．測定は車両停止中の車載 AP からサーバ AP に対してサ
ービスデータを FTP(File Transfer Protocol)を用いてダウンロードすることで行い，その結果
Ⅰでは 14.5ms，Ⅱでは 0.9ms の結果を得ることができた．Ⅰの処理では G/W がサービスデ
ータを分割受信及びプロトコル変換しているため送信処理に遅延が生じていると考えられ

































































信効率を最大化することが求められる．特に DSRC 基地局に普及インフラ(ARIB STD-T55)
を利用した場合 100ms の初期接続時間が求められることから[74]，本研究においても 100ms
を目標性能として設定する． 




















す．最後に 3.4 節にて本章をまとめる． 
 
3.2 自律基地局グルーピング方式 














































































(SC)が記述されており，自律基地局は SC にプロトコルヘッダを付与して路側 N/W にブロ
ードキャストする．GID は移動体の識別情報(MID)と NID 及び SID から構成される．サー
ビスリクエストを受信した GW は SC から要求サービス種別を判断すると，ASP に該当する
サービスを要求し ASP からの応答データを路側 N/W にブロードキャストする．本提案方式
では自律グループ形成処理に要求サービスデータのデータサイズを利用する．ところがデ
ータサイズは該データを保持している ASP のみしか把握できないため，本提案方式では自
律基地局が送信するサービスリクエストは GW のみが受信し，各自律基地局は GW から送
信された応答データに対してグループ参加判断を行うようにした．上述の処理は GW の受
信用及び自律基地局の受信用とで SID を区別して使用することで対応可能である．GW は
ASP からの応答データを路側 N/W にブロードキャストする際，プロトコルヘッダ部には自
















図 3-1 プロファイル情報の交換 
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付与された NID 及びデータサイズからグループに参加するか否かを判断する．グループ参
加の判断は以下の各 STEP に基づいて行われる． 
Step1：グループ形成要求に付与されたサービスデータサイズ( size )を確認 
Step2：基地局マップからサービス要求元と自基地局との相対距離 selfd  m を把握 
Step3：基地局マップに基づいてサービス要求元と他基地局との相対距離 id  m を算出 
Step4：( ) ( )self i selfd d d d> ∧ > Δ を満足するm 台の各自律基地局がMV m/s の速度で走行中
の移動体に対して送信可能なデータ量 ( )size i を通信エリアの大きさC  m，DSRC の











































図 3-2 サービスリクエストの送信 
52 
ここで本研究におけるスマートゲートウェイシステムの具体的な前提条件を図 3-3 に示し
ておく．図 3-3 において BS(1)は移動体からサービス要求を受けた自律基地局，BS(i)，
BS(i+1)(但し，0 i n< ≤ )は道路に沿って設置された n 台の自律基地局のうち任意に選択した
2 台の自律基地局である．Cell(1)，Cell(i)，Cell(i+1)は各々BS(1)，BS(i)，BS(i+1)の通信エリ
アでその形状は直径C  m の円形とし，また移動体は通信エリアの中心間距離 id ， 1id + 及び
dΔ が 1 1( ) ( )i i id d d d+ +> ∧ > Δ の関係にある自律基地局を通過してくるものとする．さらに，



















上述した各 STEP を通じてグループに参加すると判断した自律基地局は GID，GID から抽
出した MID，サービス種別である SC，データサイズと送信元 NID をグループ管理テーブル
に登録しグループ参加表明メッセージを路側 N/W にブロードキャストする(図 3-4)．グルー
プ参加表明メッセージは該メッセージを識別するための SID とサービスリクエストメッセ









































































図 3-4 グループの形成 
54 
述べる． 
 グループ形成要求に引き続き GW から路側 N/W の最大データ長で分割されたサービスデ
ータ(パケット)が順次送信されると，グループ内の各自律基地局はメッセージに付与された
























































































































































ていることから，当該 NID から自 NID に至る中で送信フラグが設定されていない NID が存
在すればグループ再形成が必要と判断させるようにした．グループ再形成が必要な場合，
自律基地局は SC と残りのデータサイズ(SIZE’)，及び自身がキャッシュしているパケット通

































































図 3-8 グループの再形成 
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3.3 適用評価 













ループ内の自律基地局台数を ( )i i n≤ 台，また従来方式においてパケットキャッシュに要す
る自律基地局 1 台の処理時間を x ，提案方式においてグループ参入判断に要する処理時間を
y とすると，移動体からの 1サービス要求に対する提案方式と従来方式の処理時間の比率 p
は 
 











基地曲がキャッシュする総データサイズにはグループ内の自律基地局が i が ( 7)n = 以下の






 評価結果を表 3-2 に示す．表 3-2 は表 3-1 の実験条件において p を評価した結果である．
尚，1Mbyte のデータを DSRC の最大フレーム長で車両に送信した場合，表 3-1 に示す実験
条件下では全てのデータを送信できなかったため評価対象からは除いた．これは，スマー
トゲートウェイシステムではシステム内の全基地局を用いても移動体にサービス応答を完
了できないような状況は想定していないからである．表 3-2 より 100Kbyte，1Mbyte の何れ
の場合においても /y x は p にほとんど影響していないことがわかる．これはサービスデー
タのキャッシュ処理ではキャッシュサイズに比例して処理時間 x が増大するのに対し，各自
律基地局のグループ参加判断処理ではその処理時間 y はほぼ一定で且つ x に比べて十分小
さかったからである．表 3-2 で p は何れの条件下においても 1.00 を下回っており従来方式
に比べてシステム負荷を低減できていることがわかる．これは本実験環境下でのグループ
内自律基地局台数が 100Kbyte では 1 台( p =0.15)及び 2 台( p =0.30)，1Mbyte では 3 台








































































ρ = ×   




してアプリケーションサーバから一定間隔で UDP(User Datagram Protocol)のパケットを送
信するテストツールを準備した．本実験に用いた実験条件を表 3-3 に示す．使用した自律
基地局台数は 5 台で、車両速度は実験場で走行可能な最大速度 40km/h を使用した．アプリ
ケーションサーバから送信するパケットの転送速度は DSRC で輻輳が発生せず且つ非接続


























評価結果を表 3-4 に示す．表 3-4 は評価に使用したサンプルパケット数と各条件下にお



















サービスデータサイズ 実験条件 サンプル数 損失率
提案方式 40km/h-3slot 181 0.00%
40km/h-9slot 226 0.00%





 本評価では(1)で述べた実験条件において，車両が自律基地局接続時において DSRC 車載
機がキャリアセンスを開始してから車載端末が UDP パケットを受信するまでの時間を評価
した． 表 3-5 に各実験条件下における平均初期接続時間を，図 3-10~図 3-13 に各実験条
件下における実測値を示す． 
 これらの評価結果から見てわかるように，DSRC フレーム長が 3 スロット構成においては
従来方式及び提案方式何れの場合においても平均値では目標性能 100ms を下回っており，
両方式ともサービスデータの送信遅延がサービス提供に与える影響はほとんどないと考え
られる．しかし DSRC フレーム長が 9 スロット構成になると従来方式は 100ms を大きく上
回り，目標性能 100ms を満足することができていない．これはフレーム長がより長い 9slot
構成では一回で送信できるデータ量が多くなる分，路車間通信時間も延びることによる．











コネクション確立時間が 10ms 以内であることが保証されていれば，車両が 180km/h で通信
エリアを通過した場合においても本実験と同様の高速な初期接続時間を実現できることを
示している．  





















































図 3-10 初期接続時間(DSRC 最小フレーム長-20km/h 走行時) 



















































































































図 3-13 初期接続時間(DSRC 最大フレーム長-40km/h 走行時) 
67 
(3) 通信効率の評価 
 本評価では 996Kbyte の画像データを TCP(Transmission Control Protocol)を用いてアプリケ
ーションサーバからダウンロードした時のスループットを(1)で述べた実験手順のもとで評
価した．評価結果を図 3-14～図 3-17 に示す． 









本方式により 1 個の ACK パケットで確認するパケット数を制御している．例えばサーバ側










アプリケーションサーバは ACK パケットを確実に受信できる．これにより TCP/IP 通信に
おけるウィンドウ制御がうまく機能し，基地局を跨いでも通信効率をほぼ一定に保つこと













































































































































































































 そこで本章ではこうした問題を解決するため 2.3.2 項で提案した自律分散モビリティシス











4.2 自律基地局 QoS 管理方式 
























述べた自律分散モビリティシステムアーキテクチャを応用した自律基地局 QoS(Quality of 
Service)管理方式を提案する．自律分散モビリティシステムでは課題解決に向けて形成され
























項で述べた緊急性 mapU を使用するが，ここで以下のような前提をおく．すなわち 0tV = と








































地局は AGP にて GID を生成し障害種別を識別する SID と自身の NID を障害検知情報に付
与してグループ形成要求を路側 N/W にブロードキャストする(図 4-1)．障害種別に対応した

















































占有されることを回避するために，各自律基地局ならびに GW が路側 N/W の帯域を常時監
視し，予め定められた閾値を超えた場合に低優先のデータ送信を抑止するようにした．具



























図 4-2 優先制御と帯域監視 
77 
グループ形成要求を受信した各自律基地局は移動体に走行支援サービスを提供するため
のグループに参加するか否かをメッセージに付与された SID と NID に基づいて判断する． 
すなわち， 





AGP 内の GM にて保持されているものとする．障害種別に対するU は実際には過去の統計
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図 4-3 障害検知情報の属性判断 
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4.2.4 移動体情報の伝達とグループの消滅 








 移動体が自身と切断したことを確認したグループ内の自律基地局は QoS 管理テーブルに
移動体情報が登録されていない場合，移動体の識別情報である MID を付与したサービス進
捗メッセージをグループ内に伝達する(図 4-4)．サービス進捗メッセージには GID と自身の




ブル内の GID とを比較し，一致した GID のサービスに対して行う．属性の判断は 4.2.3 項
と同じ判断式を用いて行い，メッセージに付与された MID と判断した属性を QoS 管理テー
ブルに登録する．これにより制御系属性のデータを移動体に送信しなければならない場合
でも，自律基地局は移動体が自身と接続した時点で QoS 管理テーブルに登録された MID か
ら直ちに障害検知データを移動体に送信することができる．  
 グループ内の各自律基地局は移動体情報を路側 N/Wに送信すると QoS 管理テーブルから
登録されている該移動体の情報を削除する．またグループ管理テーブルにセットされたタ






























































 本評価に用いた実験条件を表 4-1 に示す．本評価は実証実験システムで構築した自律基
地局 7 台を用いて行った．障害は自律基地局 BS7 によって検知されたと仮定し，グループ
形成要求は BS7 に搭載した実験用の障害検知アプリケーションから 100msec 周期で送信し
た．車両は自律基地局 BS1 から走行を開始し，マルチメディアサービスの提供を受けなが
ら BS7 に向かって時速 40km/h の速度で移動する．路車間通信で使用する DSRC スロット数




能距離が 300m 強しかなかったということもあり緊急性U を全体の約 1/3 である 100m に設
定し，安全係数α を 1 として停止距離そのものを属性判断に使用した．また路面摩擦係数μ





















急性U =100m であることから，グループには BS5～BS7 のみが参加することになりそれ以
外の BS1～BS4 はグループに参加しなかったことによる．BS1～BS4 の各自律基地局は路側
N/W からグループ形成要求を受信してもこれを無視し，地図データを 3.2 節で述べた自律基
地局グルーピング方式を用いて車両に送信する(BS1～BS4 を移動中に地図データは徐々に
表示されてはいるが図 4-6 では BS1 にいるときのスナップショットのみを表示している)．
このため BS1～BS4 では画面上にメッセージが表示されることはなかった．一方，車両が
BS5 に進入するとドライバに「注意」を促すメッセージが表示されていることがわかる．こ
れは mapU ＝46m であるため，BS5 が障害検知データを情報系データとして扱ったことによ
る．また BS6 では「警告」を促すメッセージが表示されているのがわかる．BS6 は障害発

























図 4-6 車載端末表示画面(BS1～BS4) 
 











図 4-8 車載端末表示画面(BS6) 
 

































図 4-10 評価で想定するケース 
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(1) 緊急情報伝達時間の評価(Case1) 







最大の 9 スロット構成である．図 4-11 に路側 N/W の負荷率と伝達時間の関係を，図 4-12
に緊急情報伝達時間の評価結果を示す．図 4-11 は路側 N/W の負荷率に対するデータ送信遅
延の関係を示したもので，図から見て分かるように路側 N/W 負荷率 10%までは優先制御機
能によりほとんど遅延は発生していないものの 10%を超えると徐々に遅延が発生する．こ
れは路側 N/W 負荷率が 10%を超えると，路側 N/W が徐々に輻輳し始め最優先でデータ送信
を行ったとしても即時伝達できないためである．言い換えると本評価結果は路側 N/W 負荷
率が 10%を超えると 100ms 以内の緊急情報伝達を保証することが困難であることを意味す
る．このことから本実装においては路側 N/W 負荷率 10%を帯域制御機能の閾値として設定
し，10%を超えるような場合には低優先度のデータ送信は抑止するようにした．図 4-12 は
路側 N/W 負荷率が 10%以下の状態で測定したときの緊急情報伝達時間の評価結果である．
図 4-12 から緊急情報の伝達時間は DSRC 通信が無負荷のケースおよび 0.2Mb/s の負荷をか
けたケース何れの場合も平均 56.7msec および平均 70.9msec と 100msec を下回っていること


















































































の路車間初期接続は表 3-5 に示されるように 100ms 以内で行えることがわかっている．つ
まり自律基地局間を跨いで移動体に障害データを伝達する場合においても，移動体が隣接













































































































(3) 自律基地局 QoS 管理方式 



















5.2.1 ITS サービス提供に向けた更なる深度化 





































































































































































































Association of Radio Industries and Businesses の略で(社)電波産業会をさす．通信・放送分野に
おける電波利用システム実用化及びその普及促進を目的として調査・研究・開発などを行
う総務省の外郭団体。本論文における DSRC の規格は本団体によって定められている． 
 
・ASV 
Advanced Safety Vehicle の略で先進技術を利用してドライバの安全運転を支援するシステム
を搭載した国土交通省が推進する先進安全自動車をさす．技術開発・実用化・普及促進な
どは ASV 推進計画プロジェクトによって進められている．ミリ波レーダによる車間距離の
維持やカメラによるレーン走行維持などは実用化されている代表的な ASV 技術である． 
 
・DSRC 
Dedicated Short Range Communication の略で高速道路の自動料金収受システムである ETC な
どに用いられている双方向無線通信技術をさす．通信できる距離は数[m]～数 100[m]と短い
が利用可能範囲をあえて狭くすることで特定のスポット内での高速通信を実現する．通信
規格は ARIB によって定められている． 
 
・DSSS 








Electronic Control Unit の略で自動車のエンジン運転などを電気的な制御で総合的に行うた
めのマイクロコントローラをさす．エンジン性能や燃費、運転性能などの向上にむけて点
火時期や燃料噴射量などの木目細かな制御をおこなう．エンジン以外にもトランスミッシ
ョン，ブレーキ，エアコンなどを制御するための様々な ECU が存在する． 
 
・ETC 
Electronic Toll Collection System の略でノンストップ自動料金収受システムをさす．有料道路
での渋滞緩和を狙いに国土交通省が推進する ITS プロジェクトの一環として導入され，
DSRC を利用して車両と料金所のシステムが必要な情報を交換し料金を収受するシステム．
















Transmission Control Protocolの略で OSI参照モデルのトランスポート層で実現される伝送制





User Datagram Protocol の略で OSI 参照モデルのトランスポート層にあたるコネクションレ
ス型のプロトコルをさす．TCP と違いパケットの送達確認を行わない無手順方式のデータ
転送プロトコルで，データの信頼性を保証したい場合は上位のアプリケーションで行う必
要がある．TCP と比べデータ比率は高い．  
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・VICS 
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