Abstract. As an application of the method of Thue-Siegel, we will resolve a conjecture of Walsh to the e¤ect that the Diophantine equation aX 4 À bY 2 ¼ 1, for fixed positive integers a and b, possesses at most two solutions in positive integers X and Y . Since there are infinitely many pairs ða; bÞ for which two such solutions exist, this result is sharp.
Introduction
In a series of papers over nearly forty years, Ljunggren (see e.g. [11] , [12] , [13] , [14] and [15] ) derived remarkable sharp bounds for the number of solutions to various quartic Diophantine equations, particularly those of the shape
typically via sophisticated application of Skolem's p-adic method. More recently, there has been a resurgence of interest in Ljunggren's work; results along these lines are well surveyed in the paper of Walsh [26] . By way of example, using lower bounds for linear forms in logarithms, together with an assortment of elementary arguments, Bennett and Walsh [2] showed that the equation
has at most one solution in positive integers X and Y , when a is an integral square and b is a positive integer. For general a and b, however, there is no absolute upper bound for the number of integral solutions to (2) available in the literature, unless one makes strong additional assumptions (see e.g. [2] , [3] , [5] , [7] , [14] , [15] and [22] ). This lies in sharp contrast to the situation for the apparently similar equation
where Ljunggren [12] was able to bound the number of positive integral solutions by 2 for arbitrary fixed a and b. Moreover, it appears that the techniques employed to treat equation (3) and, in special cases, (2), do not lead to results for (2) in general.
It is our goal in this paper to rectify this situation. To be precise, we will prove the following Theorem 1.1. Let a and b be positive integers. Then equation (2) has at most two solutions in positive integers ðX ; Y Þ.
This resolves a conjecture of Walsh (see [2] , [3] , [7] and [26] ), which had been suggested by computations and assorted heuristics. Since there are infinitely many pairs ða; bÞ for which two such solutions exist (see Section 2), this result is best possible.
To prove this, we will appeal to classical results of Thue [21] from the theory of Diophantine approximation, together with modern refinements, particularly those of Evertse [8] . Such an approach, based on Padé approximation to binomial functions, has been used in a number of previous works to explicitly solve Thue inequalities and equations (see e.g. [3] , [5] , [9] , [22] , [23] , [24] ) or to bound the number of such solutions (see e.g. [1] , [8] , [10] ). We will apply similar techniques to a certain family of quartic inequalities.
An equivalent problem
Let a denote a non-square positive integer, and b a positive integer for which the quadratic equation
is solvable in positive integers X and Y . Let ðv; wÞ be a pair of positive solutions to (4) so that
and t is minimal with this property. All solutions in positive integers of (4) are given by ðv 2kþ1 ; w 2kþ1 Þ, where
(see [25] for a proof). Solving the quartic equation (2) is thus equivalent to the problem of determining all squares in the sequence fv 2kþ1 g. One can find a proof of the following result in [16] .
Proposition 2.1. If v 2kþ1 is a square for some k f 0, then v 1 is also a square.
Let us assume that equation (2) is solvable. Proposition 2.1 implies that t ¼ tða; bÞ is of the form t ¼ x
where t ¼ ax 4 À 1. Thus, for k f 0
where 
The main result of [3] is the following. Proposition 2.2. Let m be a positive integer. Then the only positive integral solutions to the equation
In fact, these are the only values of t for which equation (5) is known to have as many as two positive solutions (suggesting a stronger version of Theorem 1.1). Note that if
where z is a positive integer, then since
and therefore there exist positive integers m and n such that t ¼ mn, 2m ¼ z À 1 and 2n ¼ z þ 1. We conclude, therefore, that n ¼ m þ 1 and t ¼ m 2 þ m. Proposition 2.2 thus implies the following. Corollary 2.3. If V 3 is a square then for any k > 1, V 2kþ1 is not a square and there are only 2 solutions to equation (5) in positive integers X and Y .
As it transpires, we will need to account for the possibility of V 2kþ1 being square, for odd values of k. The preceding result handles the case k ¼ 1. For k ¼ 3 and k ¼ 5, we will appeal to Lemma 2.4. If t > 204, then neither V 7 nor V 11 is an integral square.
was treated independently using the function faintp on SIMATH and IntegralPoints on MAGMA, and found to have only the solutions corresponding to t ¼ 0 and t ¼ 1. For the case z 2 ¼ V 11 , we first put x ¼ 4t, and see that the desired result will follow by determining the set of rational points on the curve
The proof now follows exactly as the proof for the case M 2 ¼ U 11 on pages 8 À 10 of [4] , but with x ¼ P 2 and Q ¼ À1, as the proof therein does not take into account the fact that P 2 is a square. r
Reduction to a family of Thue equations
We will begin by applying an argument of Togbe, Voutier and Walsh [22] to reduce (5) to a family of Thue equations. We subsequently apply the method of Thue-Siegel to find an upper bound for the number of solutions to this family. Let
The following is a modified version of [22] , Proposition 2.1. We will include a proof primarily for completeness (and since we will have need of one of the inequalities derived therein). where t 1 divides t, t 1 e ffiffi t p and xy > 64t 3 .
Proof. For k f 0, let us define t, V 2kþ1 and W 2kþ1 as in Section 2, and choose T k and U k to satisfy
Assume that V 2kþ1 ¼ z 2 for some integer z > 1. We will suppose that k is odd, k ¼ 2n þ 1 say, as the case that k is even is similar and discussed in [22] . When k ¼ 2n þ 1,
with, via Corollary 2.3, n > 0. Thus
Since U nþ1 ¼ 2T n þ ð2t þ 1ÞU n and gcdðU n ; T n Þ ¼ 1, we have gcdðU nþ1 ; T n þ tU n Þ ¼ 1 and hence there exist positive integers G, H, t 1 , t 2 , with U nþ1 ¼ 2GH and t ¼ t 1 t 2 , such that
Therefore, T n þ tU n ¼ t 2 H 2 À t 1 G 2 , and since
we deduce that
Substituting for T n and U n in the equation
n ¼ 1, we obtain the equation
Multiplying both sides by t 2 1 and taking x ¼ Àt 1 G, y ¼ H, we find that x and y are coprime positive integers satisfying Pðx; yÞ ¼ t 2 1 . To complete the proof, we observe that, since Lemma 2.4 and Corollary 2.3 imply that n f 3,
Our focus for the remainder of the paper will be to find, for fixed t, an upper bound upon the number of coprime positive integral solutions to the constrained inequality 0 < Pðx; yÞ e t 2 ; xy > 64t 3 : ð7Þ
We should note that for t e 204, Theorem 1.1 with ða; bÞ ¼ ðt þ 1; tÞ has been verified in [22] . Here and henceforth, therefore, we will assume that t > 204. To proceed, let x ¼ xðx; yÞ and h ¼ hðx; yÞ be linear functions of ðx; yÞ so that
We call ðx; hÞ, a pair of resolvent forms. and, from xy 3 0,
Since h ¼ Àx, it follows that
Now From the fact that j4yj ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi ffi 2 À 2 cosð4yÞ p < p 3 whenever 0 < jyj < p 12 , we obtain inequality (8), as desired. r This lemma shows that each integer pair ðx; yÞ is related to precisely one fourth root of unity. Let us fix such a fourth root, say o, and suppose that we have distinct coprime positive solutions ðx 1 ; y 1 Þ and ðx 2 ; y 2 Þ to inequality (7), each related to o. We will assume, as we may, that jxðx 2 ; y 2 Þj f jxðx 1 ; y 1 Þj. For concision, we will write h i ¼ hðx i ; y i Þ and x i ¼ xðx i ; y i Þ. Before we move into the heart of our proof, we will mention a pair of results that will be the starting point for our later proving that ðx 1 ; y 1 Þ and ðx 2 ; y 2 Þ are far apart in height. ; ð9Þ it follows from (8) that
On the other hand, choosing our fourth root appropriately, we have
and so
Since x 1 y 2 À x 2 y 1 is a nonzero integer (recall that we assumed gcdðx i ; y i Þ ¼ 1), we have
and thus, combining (10) and (11), we conclude that if ðx 1 ; y 1 Þ and ðx 2 ; y 2 Þ are distinct solutions to (7), related to o, with jxðx 2 ; y 2 Þj f jxðx 1 ; y 1 Þj then
As a final preliminary result, we have the following lemma, whose proof is an immediate consequence of the definition of resolvent forms: 
Padé approximation
The main focus of this section is to construct a family of dense approximations to x=h from rational function approximations to the binomial function ð1 À zÞ 1=4 . Consider the system of linear forms R r ðzÞ ¼ ÀQ r ðzÞ þ ð1 À zÞ 1=4 P r ðzÞ;
where R r ðzÞ ¼ z 2rþ1 R r ðzÞ, R r ðzÞ is regular at z ¼ 0, and P r ðzÞ and Q r ðzÞ are polynomials of degree r. Thue [19] , [20] explicitly found polynomials P r ðzÞ and Q r ðzÞ that satisfy such a relationship, and Siegel [17] identified them in terms of hypergeometric polynomials. Refining the work of Thue and Siegel, Evertse [8] used the theory of hypergeometric functions to sharpen Siegel's upper bound for the number of solutions to the equation f ðx; yÞ ¼ 1, where f is a cubic binary form with positive discriminant. In this paper, we will apply similar arguments to certain quartic forms.
We begin with some preliminaries on hypergeometric functions. A hypergeometric function is a power series of the shape
Here z is a complex variable and a, b and g are complex constants. If a or b is a nonpositive integer and m is the smallest integer such that
then F ða; b; g; zÞ is a polynomial in z of degree m. Furthermore, if g is a non-positive integer, we will assume that at least one of a and b is also a non-positive integer, smaller than g.
We note that F ða; b; g; zÞ converges for jzj < 1. By a result of Gauss, if a, b and g are real with g > a þ b and g, g À a and g À b are not non-positive integers, then F ða; b; g; zÞ converges for z ¼ 1 and we have
For future use, it is worth noting that the hypergeometric function F ða; b; g; zÞ satisfies the di¤erential equation
Our family of dense approximations to x=h are as given in the following lemma; their connection to hypergeometric functions will be made apparent later. 
(iii) For all complex numbers z 3 0 and for h A f1; 0g we have A r; 0 ðzÞB rþh; 1; 1 ðzÞ 3 A rþh; 1 ðzÞB r; 0 ðzÞ: ð19Þ
Proof. Put
Note that, in terms of hypergeometric functions, We will begin by proving that C r; g ðzÞ ¼ A r; g ð1 À zÞ; D r; g ðzÞ ¼ B r; g ð1 À zÞ:
The power series F ðzÞ ¼ P y m¼0 a m z m is a solution to the di¤erential equation (14) precisely when
Both A r; g ð1 À zÞ and C r; g ðzÞ satisfy (14) with a ¼ À1=4 À r þ g , b ¼ Àr, g ¼ 3=4. Since g is not a non-positive integer, all coe‰cients a i of power series yðzÞ are determined by a 0 . Hence the solution space of (14) is one-dimensional. Therefore, A r; g ð1 À zÞ and C r; g ðzÞ are linearly dependent. On equating the coe‰cients of z r in ð1 þ zÞ 2rþg ¼ ð1 þ zÞ rÀ1=4 ð1 þ zÞ rÀgþ1=4 ;
we find that This proves part (ii) of our lemma.
To prove (16), we define G r; g ðzÞ ¼ F ðr þ 1 À g; r þ 3=4; 2r þ 2 À g; zÞ and notice that, for jzj < 1, the functions A r; g ðzÞ, ð1 À zÞ 1=4 B r; g ðzÞ and z 2rþ1Àg G r; g ðzÞ satisfy (14) with a ¼ À1=4 À r þ g, b ¼ Àr, g ¼ À2r þ g. Suppose We have g 0 ¼ 1 and, for m f 0, Since r f 1 and g A f0; 1g, g ¼ À2r þ g is a negative integer. By (20) In order to complete the proof of part (i), note that, by (13), we have
It remains to prove part (iii). By (16),
A r; 0 ðzÞB rþh; 1 ðzÞ À A rþh; 1 ðzÞB r; 0 ðzÞ ¼ z 2rþh P r; h ðzÞ;
where P r; h ðzÞ is a power series. However, the left-hand side of the above identity is a polynomial of degree at most 2r þ h, and so P r; h must be a constant. Letting z ¼ 1, we obtain that P r; h is not 0. Therefore, 
Some algebraic numbers
Combining our polynomials of the previous section with the resolvent forms defined in Section 3, we will consider the complex sequences S r; g given by
We will show that L r; g is either an integer in Qð ffiffiffiffiffi ffi Àt p Þ or a fourth root of such an integer. If L r; g 3 0, this provides a lower bound upon jL r; g j. In conjunction with the inequalities derived in Lemma 4.1, this will induce a strong ''gap principle'', guaranteeing that solutions to inequality (7) must, in a certain sense, increase rapidly in height.
For a polynomial PðzÞ of degree n, we will denote by P Ã ðx; yÞ ¼ x n Pðy=xÞ an associated binary form. Let A r; g and B r; g be as in (15) is, for fixed nonnegative integers a and n, a rational integer. r
We now proceed to show that L r; g has the desired property. We have 
If we choose a complex number X so that xðX ; 1Þ ¼ hðX ; 1Þ then X A f and
Since we have assumed that P is irreducible, X and S r; g both have degree 4 over Qð ffiffiffiffiffi ffi Àt p Þ.
Suppose that
1=4 ¼ r 1 ðÀt À 1Þ 1=4 , whence, from Lemma 3.3,
This together with Lemmas 3.3 and 5.1 imply that S r; 1 A Qð ffiffiffiffiffi ffi Àt p ; rr 1 Þ, which contradicts the fact that S r; 1 has degree 4 over Qð ffiffiffiffiffi ffi Àt p Þ. We conclude that L r; 1 can not be a rational integer.
From the well-known characterization of algebraic integers in quadratic fields, we may therefore conclude that, if L r; g 3 0, g A f0; 1g, then jL r; g j f 2
Three auxiliary lemmas
We will now combine inequality (23) with upper bounds from Lemma 4.1 to show that solutions to (7) are widely spaced: Since j1 À z 1 j ¼ 1 and jz 1 j e 1, from (8), (9), (17), (18), and the inequality
Comparing this with (23) 
Applying the following version of Stirling's formula (see [18] , Theorem (5.44))
(valid for k A N) leads immediately to the stated choice of c 1 .
To evaluate c 2 ðr; gÞ, we begin by noting that
Next we will show that
for r A N and g A f0; 1g, whence we may conclude that
This gives the desired value for c 2 ðr; gÞ. To bound
r , first we note that
Hence,
we obtain
which completes the proof. r
We will also have need of the following: We also define A Since S r; 0 is assumed to be zero, From the fact that I r is an imaginary quadratic field, 
