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Abstract
The discovery of the Higgs boson in 2012 at the Large Hadron Collider
(LHC) has provided a spectacular confirmation of the Standard Model of
particle physics and has opened a new era in the exploration of fundamental
particles and forces at high-energy colliders.
In the coming years huge efforts will be devoted to the systematic investi-
gation of the scalar and Yukawa sectors of the Standard Model. In particular,
precise measurements of the Higgs couplings to force and matter particles and
the comparison of such experimental data to theoretical predictions of com-
parable accuracy will provide a further decisive test of the Standard Model
and possible evidence of new physics.
In this context, the top quark plays a particularly important role. Its
very large mass, of the order of the electroweak scale, is widely believed
to play a special role in the symmetry breaking mechanism and to be con-
nected to physics Beyond the Standard Model. Moreover, top-production
processes represent a dominant source of background in several Higgs-boson
searches. The most striking example of this peculiar connection of top and
Higgs physics is provided by the production of a top-quark pair in association
of a Higgs boson (tt¯H). Being the only Higgs-production mode that allows
for a direct determination of the top-Yukawa coupling, tt¯H production can
provide a unique test of the mechanism that generates the top-quark mass
and is regarded as one of the most important processes at Run II of the LHC.
Due to the presence of overwhelming QCD backgrounds, searches for tt¯H
production at hadron colliders are notoriously very challenging, and so far
this crucial process could not be observed at the LHC. In the dominant
channel, where the Higgs boson decays into a bottom–antibottom quark pair
(H → bb¯), the tt¯H(bb¯) signal is obstructed by the production of a top-
antitop pair in conjunction with multiple jets (tt¯+multijets). In particular,
tt¯ production in association with two b-jets (tt¯bb¯) constitutes the dominant
source of background.
The availability of accurate and realistic theoretical predictions for both
signal and backgrounds is therefore of paramount importance in order to ob-
tain significant sensitivity improvements in the tt¯H(bb¯) channel. This calls
for next-to-leading order (NLO) calculations in perturbation theory, which
ensure a significant reduction of theoretical uncertainties. Moreover, in or-
der to achieve the degree of realism that is indispensable in order to apply
theoretical simulations to experimental analyses, NLO calculations must be
matched to the parton shower (PS).
In the case of tt¯+multijet production this task is particularly challenging.
On the one hand, the calculation of the relevant Matrix elements at NLO
QCD is very demanding, as it includes final states with four or more coloured
particles. On the other hand, the multiscale nature of the problem, which
involves various independent scales that range from the bottom mass, mb ∼
5 GeV, up to the invariant mass of the tt¯ system, mtt¯ ∼ 500 GeV, leads to
nontrivial issues in the context of NLO matching and in the assessment of
theoretical uncertainties.
In this thesis we present predictions at NLO QCD for tt¯bb¯ and tt¯+multijet
production at the LHC. The relevant simulations have been performed with
the SHERPA Monte Carlo event generator interfaced to the OPENLOOPS am-
plitude generator. In the case of tt¯bb¯ production, NLO matrix elements have
been matched to the Sherpa Parton Shower including, for the first time,
b-mass effects. This has allowed us to study, for the first time, a novel tt¯bb¯
production mechanism, which corresponds to kinematic configurations where
one or two b–jets arise from a collinear g → bb¯ splitting and turned out to have
an unexpectedly sizeable impact in the Higgs signal region. For tt¯+multijet
production we present results with up to three light jets at NLO accuracy.
This calculation involves amplitudes with seven coloured external legs, two
of which are heavy flavours, and presents a technical complexity of unprece-
dented level. To address the issue of scale choices and related uncertainties
in the presence of multiple scales, we compared tt¯+multijet results obtained
with a standard scale choice at fixed order and the Multi-scale Improved
NLO (MINLO) procedure.
The simulations presented in this work represent state-of-the-art theory
predictions for the tt¯H(bb¯) background and should be considered as a first
step towards a unified precision simulation of tt¯+multijet production includ-
ing light and heavy-flavour jets. The accuracy reached in these simulations is
a key prerequisite for observing for the first time the tt¯H(bb¯) signal, to mea-
sure the top and bottom Yukawa couplings, and to find evidence for possible
new physics in the top-Higgs sector.
Zusammenfassung
Die Entdeckung des Higgs-Bosons im Jahr 2012 am Large Hadron Collider
(LHC) lieferte eine spektakula¨re Besta¨tigung des Standardmodells der Teil-
chenphysik und ero¨ffnete ein neues Zeitalter der Erforschung der Elementar-
teilchen und fundamentalen Wechselwirkungen an Hochenergiebeschleuni-
gern.
In den na¨chsten Jahren werden große Anstrengungen unternommen wer-
den, den skalaren Sektor und den Yukawa-Sektor des Standardmodells zu
untersuchen. Besonders die genaue Vermessung der Higgs-Kopplungen an
Austausch- und Materieteilchen sowie der Vergleich solcher experimenteller
Daten mit theoretischen Vorhersagen von vergleichbarer Pra¨zision wird einen
weiteren entscheidenden Test des Standardmodells sowie mo¨glicherweise Hin-
weise auf Neue Physik liefern.
In diesem Zusammenhang spielt das Topquark eine besonders wichtige
Rolle. Seiner sehr großen Masse, von der Gro¨ßenordnung der elektroschwa-
chen Skala, wird oft eine besondere Rolle beim Mechanismus der Sponta-
nen Symmetriebrechung sowie eine Verbindung zu Physik jenseits des Stan-
dardmodells zugeschrieben. Außerdem stellen Topquarkproduktionsprozesse
einen dominanten Hintergrund bei mehreren Suchen nach dem Higgs-Boson
dar. Das auffa¨lligste Beispiel fu¨r diese besondere Verbindung von Topquark-
und Higgs-Physik ist die Produktion eines Topquarkpaares zusammen mit ei-
nem Higgs-Boson (tt¯H). Da dies der einzige Higgs-Produktionskanal ist, der
eine direkte Bestimmung der Top-Yukawa-Kopplung erlaubt, kann die tt¯H-
Produktion einen einzigartigen Test fu¨r den Mechanismus liefern, welcher
die Topquarkmasse generiert, und wird als einer der wichtigsten Prozesse im
RunII des LHC angesehen.
Wegen der u¨berwa¨ltigenden Pra¨senz von QCD-Hintergrundprozessen sind
Suchen nach der tt¯H-Produktion an Hadronenbeschleunigern bekannt dafu¨r
sehr herausfordernd zu sein und tatsa¨chlich konnte dieser entscheidende Pro-
zess am LHC noch nicht beobachtet werden. Im dominanten Kanal, wo das
Higgs-Boson in ein Bottom-Antibottom-Quarkpaar zerfa¨llt (H → bb¯) wird
das tt¯H(bb¯)-Signal durch die Produktion eines Top-Antitop-Quarkpaares zu-
sammen mit mehreren Jets (tt¯+Multijets) verdeckt. Besonders die tt¯-Produk-
tion zusammen mit zwei b-Jets (tt¯bb¯) stellt einen dominanten Hintergrund
dar.
Die Verfu¨gbarkeit genauer und realistischer theoretischer Vorhersagen so-
wohl fu¨r das Signal als auch fu¨r die Hintergrundprozesse ist deshalb von
u¨berragender Bedeutung um signifikante Verbesserungen bei der Empfind-
lichkeit im tt¯H(bb¯)-Kanal zu erzielen. Dies macht Berechnungen in na¨chstfu¨h-
render Ordnung (NLO) in Sto¨rungstheorie notwendig, welche eine deutliche
Reduktion der theoretischen Unsicherheiten sicherstellen. Außerdem mu¨ssen
NLO-Berechungen mit Partonenschauer (PS) kombiniert werden (matching),
um den Realita¨tsgrad zu erreichen, der fu¨r die Anwendung theoretischer Si-
mulationen in experimentellen Analysen unerla¨sslich ist.
Im Fall der tt¯+Multijet-Produktion ist diese Aufgabe besonders her-
ausfordernd. Einserseits ist die Berechnung der relevanten Matrixelemen-
te in NLO QCD sehr fordernd, da hier Endzusta¨nde mit vier oder mehr
Farbladung tragenden Teilchen auftreten. Andererseits fu¨hrt das Auftre-
ten verschiedener unabha¨ngiger Energieskalen, welche von der Bottomquark-
masse mb ∼ 5 GeV bis hinauf zur invarianten Masse des tt¯-Systems mit
mtt¯ ∼ 500 GeV reichen, zu nicht-trivialen Problemen im Zusammenhang mit
dem NLO matching und bei der Abscha¨tzung der theoretischen Unsicherhei-
ten.
In dieser Arbeit werden Vorhersagen in NLO QCD fu¨r die Produktion von
tt¯bb¯ und tt¯+Multijet am LHC vorgestellt. Die relevanten Simulationen wur-
den mit dem SHERPA Monte Carlo Ereignisgenerator in Verbindung mit dem
OPENLOOPS Amplitudengenerator durchgefu¨hrt. Im Fall der tt¯bb¯-Produktion
wurden die NLO-Matrixelemente an den Sherpa-Partonenschauer angepasst,
wobei zum ersten Mal Bottomquarkmasseneffekte beru¨cksichtigt wurden.
Dies hat es uns erstmalig ermo¨glicht einen neuartigen Mechanismus der tt¯bb¯-
Produktion zu untersuchen, der von kinematischen Konfigurationen herru¨hrt,
bei welchen ein oder zwei Bottomquarkjets von einer kollinearen Abspal-
tung der Form g → bb¯ stammen. Es stellte sich heraus, dass diese einen
unerwartet großen Einfluss im Bereich des Higgs-Signals haben. Fu¨r die
tt¯+Multijet-Produktion werden Ergebnisse mit bis zu drei leichten Jets in
NLO-Genauigkeit pra¨sentiert. Diese Rechnung beinhaltet Amplituden mit
sieben Farbladung tragenden a¨ußeren Beinchen, von denen zwei schwere
Quarkflavour sind, und ist von beispielloser technischer Komplexita¨t.
Um das Problemfeld der Wahl von Energieskalen und verwandter Un-
sicherheiten in Anwesenheit mehrerer Skalen zu untersuchen, wurden die
tt¯+Multijet-Ergebnisse, welche mit einer Standardwahl fu¨r die Skalen in fe-
ster Ordnung berechnet wurden, mit den mittels der Multi-scale Improved
NLO (MINLO) Methode berechneten Ergebnissen verglichen.
Die in dieser Arbeit vorgestellten Simulationen sind die aktuellsten Theo-
rievorhersagen fu¨r den tt¯H(bb¯)-Hintergrund und sollten als ein erster Schritt
in Richtung einer einheitlichen Pra¨zisionssimulation der tt¯+Multijet-Produk-
tion, einschließlich Jets von leichten und schweren Quarkflavourn, angesehen
werden. Die in diesen Simulationen erreichte Genauigkeit ist eine Schlu¨ssel-
voraussetzung fu¨r die erstmalige Beobachtung des tt¯H(bb¯)-Signals, fu¨r die
Vermessung der Topquark- und Bottomquark-Yukawa-Kopplungen sowie fu¨r
das Finden von Hinweisen auf mo¨gliche Neue Physik im Topquark-Higgs-
Sektor.
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Introduction
The announcement of the discovery of the Higgs boson [1, 2] on the fourth
of July 2012 by ATLAS and CMS collaborations has marked the beginning
of a new era in particle physics. In the coming years, the Large Hadron
Collider (LHC) will produce proton-proton collisions at the centre of mass
energy of 13 TeV, and will then reach the design energy of 14 TeV. The huge
amount of collected data will allow for precise measurement of a vast range of
observables in the Higgs-boson sector. This will provide great opportunities
to investigate still unexplored aspects of the spontaneous symmetry breaking
mechanism, on which the Standard Model (SM) of particle physics [3–8] is
based, and could also provide first hints of physics beyond the Standard
Model (BSM).
The top quark plays a special role in connection with electroweak sym-
metry breaking, inasmuch as it is the only fermion with a mass of order of
the electroweak scale and with a Yukawa coupling of the order of one. A di-
rect measurement of the top Yukawa coupling at the LHC can be performed
through Higgs production in association with a top-antitop pair (tt¯H), but,
due to the presence of severe QCD backgrounds, this channel has not been
directly observed yet. The main decay channels of this process are H → γγ,
H → WW,ZZ, ττ with multi-lepton final states and H → bb¯. The H → γγ
decays provide the cleanest signature, but are very rare due to the very small
branching ratio of O(10−3). The multi-leptons channels are characterised by
a more significant but still modest production rate (with an effective branch-
ing ratio of the order of a few percent) and a decent signal to background
ratio which ranges from 10% to 40% [9, 10], depending on the signal region.
The dominant decay mode, tt¯H(bb¯), which would give simultaneous access to
the top and bottom Yukawa couplings, is characterised by a branching ratio
of about 60%. In the most recent combination of these channels, the ATLAS
experiment has observed exclusion limits of 3 times the tt¯H SM cross section
at 95% confidence level using about 13 pb−1 of data at 13 TeV [9]. This is
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comparable to the level of sensitivity obtained in the combination of Run I
data, where ATLAS and CMS have observed exclusion limits of, respectively,
3.1 and 4.5 times the SM cross section [11,12].
In this PhD thesis we will focus on the dominant tt¯H(bb¯) channel and
address the issue of its huge background contamination. In this particular
channel, the ATLAS and CMS experiments have observed exclusion limits of
respectively 3.4 and 4.2 times the SM cross section at 95% confidence level in
Run I [13, 14], whereas using the first 13.3 pb−1 of Run II data, the ATLAS
experiment has found a limit 4 times above the SM [9]. The low sensitiv-
ity in tt¯H(bb¯) searches is mainly due to systematic uncertainties, which are
dominated by the theoretical uncertainties associated with the overwhelming
QCD backgrounds. The dominant background consists of top-antitop pro-
duction accompanied by multiple jet emissions (tt¯+jets), in particular when
a tt¯ system is produced in association with a bb¯ pair (tt¯bb¯), which corresponds
to the irreducible background to the tt¯H(bb¯) signal. An additional difficulty
arises from the presence of two additional b-quarks that result from t→ Wb
decays. This leads to combinatorial ambiguities in the selection of b-jets in
the final state, which hamper a correct identification of the H → bb¯ mass
peak, resulting in a dramatic dilution of the Higgs signal and, consequently,
in a strong enhancement of its background contamination.
State-of-the-art selection techniques in conjunction with accurate and re-
liable theoretical predictions for tt¯H signal and backgrounds are therefore es-
sential in order to achieve sufficient sensitivity in the H → bb¯ channel. Next-
to-leading order (NLO) calculations in perturbation theory benefit of small
intrinsic uncertainties, but they need to be matched to parton shower (PS)
generators in order to obtain fully realistic simulations at particle level. In
the last decade, several techniques to combine the accuracy of higher order
calculations with the more physical description of final states provided by
parton showers have been developed [15–26]. Such techniques have been im-
plemented and automated in Monte Carlo (MC) event generators [25,27,28],
which also support the modelling of the various nonperturbative aspects
of particle collisions, namely the hadronisation, the underlying event and
hadron decays. This renders MC theoretical simulations directly applicable
to experimental analyses.
Theoretical predictions for the tt¯+multijets background to tt¯H(bb¯) pro-
duction at parton-level for top-quark pair production with two jets at NLO
accuracy have been published in [29, 30]. These calculations can reduce
perturbative uncertainties from 70–80% down to 15–20%. More recently,
thanks also to the progress in terms of efficiency and speed of the em-
ployed automated tools, it has been possible to produce more realistic sim-
ulations at NLO of top-pair production plus multiple jet emissions, where
NLO matrix elements with up to one [31] and two [32] jets are merged
and matched to the parton shower. Regarding the tt¯H(bb¯) irreducible back-
ground, pp → tt¯bb¯, parton-level results at NLO accuracy [33–35] feature a
20–30% uncertainty. A NLO calculation matched to the parton shower us-
ing the POWHEG method [16, 17] has been published in [36], whereas in [37]
the matching has been performed adopting the S-MC@NLO technique [18]
taking also into account b-mass effects.
In this thesis we present precise and realistic theoretical predictions at
next-to-leading order accuracy in QCD for the tt¯bb¯ and tt¯+multijets back-
grounds to tt¯H(bb¯). The manuscript is organised as follows. In Chapter 1
we review theoretical aspects of MC simulations. Starting from general con-
cepts of NLO calculations at fixed order and parton shower resummation, we
discuss state-of-the-art techniques for their combination. In particular we re-
view the S-MC@NLO matching method, the MEPS@NLO merging technique
and the MINLO algorithm [38] implemented in SHERPA. We also introduce
the SHERPA+OPENLOOPS Monte Carlo framework, which has been employed
throughout this work. In Chapter 2 we present a simulation of the process
pp→ tt¯bb¯ at NLO accuracy published in [37], and complement it with more
extensive unpublished studies. In Chapter 3 we present a very recent cal-
culation of tt¯+multijet production, including up to three jets at NLO accu-
racy [39]. In this context, to address the issue of scale choices and related
uncertainties in the presence of multiple scales, we compare results obtained
with a standard scale choice at fixed order and the MINLO procedure.
Finally we present the conclusions of this work. In the appendices the
reader can find the explicit formulas used in the Sudakov form factors in the
MINLO algorithm (Appendix A), a systematic comparison between Monte
Carlo generators in the tt¯bb¯ production that will appear in the 4th Yellow
Report of the LHC Higgs cross section working group (Appendix B) and
unpublished NLO predictions for tt¯+multijet production (Appendix C).

Part I
Theoretical aspects and Tools
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Chapter 1
Next-to-leading order matching
and merging
In this chapter we discuss general methodological aspects of precision sim-
ulations at hadron colliders. In Section 1.1 we outline the essential features
of next-to-leading order (NLO) calculations, with emphasis on the subtrac-
tion formalism, and we introduce Monte Carlo showers in Section 1.2. In
Section 1.3 we discuss the matching and merging of NLO calculations and
parton showers focusing on the S-MC@NLO method, whereas in Section 1.4
we discuss the MINLO method. Finally, in Section 1.5 we introduce the MC
framework employed throughout this work, namely SHERPA+OPENLOOPS.
1.1 NLO calculations
A hadronic scattering event consists of a process where two hadrons h1 and
h2 collide, generating a certain final state X. Hadrons are not fundamental
particles, but rather bound states of fundamental constituents, the partons,
that at high energies behave as free particles and take directly part in the
interaction.
The typical hierarchy of energy scales, O(1) GeV for the confinement
of partons inside hadrons and O(102–103) GeV for the scattering energy,
allows one to factorize the problem in two different stages, and to consider
them independently. More precisely, the cross section of a scattering process
between two hadrons h1 and h2 into a final state X can be described by the
following factorisation formula [40,41]
σ =
∑
i,j=q,q¯,g
∫ 1
0
dxidxjfi,h1(xi, µF )fj,h2(xj, µF )dσˆij→X(µF , sˆ). (1.1)
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The total cross section is a sum over all the possible partonic cross sections
dσˆij→X that contribute to the X final state, where i and j are the par-
tonic constituents, i.e. quarks and gluons, of h1 and h2, respectively. Each
partonic cross section is convoluted with the Parton Distribution Functions
(PDFs) fi,h1(xi, µF ) and fj,h2(xj, µF ), that describe the probability to find
a parton i(j) into the hadron h1(h2) with momentum fraction xi(xj) of the
total momentum p. This factorized picture holds provided that the physics
that describes the high-energy partonic interaction is independent from the
low-energy physics that describes the hadronic structure and that is encoded
in the PDFs. The partonic cross section, instead, depends on the particular
process at hand, and can be written as
dσˆij→X =
1
2sˆ
∫
dΦn|Mij→X(Φn)|2, (1.2)
where sˆ = xixjs is the centre of mass energy squared of the partonic scat-
tering and |Mij→X |2 is the matrix element squared associated to the ij → X
process, summed and averaged over the colour and helicity degrees of free-
dom associated with final- and initial-state partons, respectively. This is then
integrated over the n-body (Born) phase space of the final state X
dΦn =
n∏
l=1
d3ql
(2pi)32El
(2pi)4δ(4)
(
pi + pj −
n∑
l=1
ql
)
. (1.3)
The matrix element Mij→X contains all the information of the interaction
and is computable in quantum field theory as a perturbative expansion in the
coupling constant of the theory. The first non trivial order of this expansion
is usually associated with tree level Feynman diagrams, and it is known
as Leading Order (LO) approximation. At LO, computations are rather
straightforward, and the partonic cross section (1.2) reads
dσˆLOij→X =
1
2sˆ
∫
dΦn|M treeij→X(Φn)|2. (1.4)
Next-to-Leading-Order (NLO) calculations are more involved. This order
receives contributions with an additional power of the coupling constant,
which can be classified into two categories: virtual amplitudes, where the
contribution comes from the interference of tree level Feynman diagrams
with 1-loop diagrams, i.e., diagrams where a virtual particle is emitted and
reabsorbed without appearing in the final state; or squared real amplitudes,
where an extra particle is emitted. Loop diagrams contain a closed loop
where the flowing momentum k is not fixed and must be integrated over,
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while real-emission diagrams consist of tree-level diagrams with an extra
external leg. The NLO partonic cross section can be written as
σˆNLOij→X =
1
2sˆ
(∫
dΦn|M treeij→X(Φn)|2 +
∫
dΦn|M virtij→X(Φn)|2+∫
dΦn+1|M realij→X(Φn+1)|2
)
(1.5)
where the tree level amplitudes and the virtual amplitudes,
|M virtij→X |2 = 2Re
[(
M treeij→X
)∗
M1−loopij→X
]
, (1.6)
are integrated over the Φn phase space, whereas the real emission amplitudes
are integrated over the Φn+1 phase space. Virtual and real contributions
are both divergent. There are two types of divergences that affect NLO
calculations, namely infrared (IR) and ultraviolet (UV) divergences.
IR singularities come from kinematical configurations where, either in
the loop integrals or in real emission phase space integrals, a momentum
becomes soft (close to zero) and/or collinear to an external momentum. IR
singularities arising after the integration of the real amplitudes over the Φn+1
phase space in the soft/collinear regime, exactly cancel those appearing in the
virtual amplitudes in the Born phase space. This is known as Kinoshita-Lee-
Nauenberg theorem [42, 43]. More precisely, in hadronic collisions collinear
divergences coming from initial-state collinear splittings do not cancel. How-
ever, such singularities can be reabsorbed into the PDFs through universal
factorisation counterterms, known as collinear counterterms. This yields an
additional term that must be added into formula (1.5) to get an IR finite
result.
UV divergences instead arise from the integration of the loop integrals in
the limit of infinite loop momentum. If the theory is renormalizable, these
divergences can be cured by regularizing the integrals and renormalizing the
theory. The former means to introduce a proper prescription for these inte-
grals in order to turn the singularities into well-defined mathematical expres-
sions. The most commonly employed regularisation scheme is dimensional
regularisation. This approach consists of performing phase-space integrals
in d = 4 − 2ε dimensions, with ε being an infinitesimal quantity, and then
analytically continuing the results to the standard four dimensions. In the
limit ε → 0, divergences arise as 1/ε poles. The renormalisation procedure
consists of a reinterpretation of the parameters of the theory (coupling and
masses) in terms of “bare” and “renormalized” quantities. Such procedure
introduce new tree-level effective interactions in the Lagrangian (so called
10 1. Next-to-leading order matching and merging
counter-terms) whose contributions exactly cancel the singularities arising
from the the virtual amplitudes. The renormalisation procedure leads also
to a spurious dependence of the scattering amplitude on an arbitrary renor-
malisation scale µR. However this dependence enters formally at the next
order, i.e. only at the next-to-next-to leading order in an NLO calculation,
and vanishes when the perturbative series is re-summed at all orders.
In summary, the NLO partonic cross section (1.5) can be written as
σˆNLOij→X =
1
2sˆ
(∫
dΦn|M treeij→X(Φn;µR)|2 +
∫
dΦn|M virtij→X(Φn;µR)|2+∫
dΦn|M treeij→X |2 ⊗ C(Φn;µR, µF ) +
∫
dΦn+1|M realij→X(Φn+1;µR)|2
)
,
(1.7)
where C is the additional PDF counterterm mentioned above, and the µR
and µF dependences have been made explicit.
Despite all the ingredients might be available, this computation involves
3n– and 3(n + 1)–dimensional phase-space integrals, whose analytical solu-
tion, in the case of multi-particle final states, is not known. Moreover, in
order to produce useful predictions for experimental analyses, one should
also integrate (1.4) with realistic cuts that correspond to the geometry of the
detector and implement also experimental selection criteria. In general, this
task cannot be addressed with analytic integration and requires a numerical
approach.
On the one side, Monte Carlo (MC) methods are notoriously convenient
for the calculation of multi-dimensional integrals. On the other side, each
integrand must be finite in order to be numerically calculated, i.e., the can-
cellation of the divergences must occur locally at the integrand level. Various
techniques have been elaborated to this end. They can be categorized in two
main branches: phase space slicing [44, 45] and infrared subtraction meth-
ods [46, 47]. Throughout this work, we will focus on subtraction methods
in the context of NLO QCD calculations. These methods are based on the
observation that QCD IR singularities exhibit a universal structure. Hence
they can be handled in a process independent way. In proximity of the singu-
larities, squared real emission amplitudes factorize in Born-like amplitudes
times universal splitting kernels which fully contain their IR singularities.
The basic concept is then to locally remove such configurations from the real
phase space and then re-add them in the Born phase space after analytical in-
tegration of the extra unresolved parton. This integration can be performed
once and for all due to the universal structure and the relative simplicity of
the splitting kernels. The subtracted integrands are separately finite, and
thus suitable for MC evaluation.
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Let us reexpress (1.1) in a more compact way. The differential NLO cross
section for a general 2 → n process in the subtraction formalism can be
written as
dσNLO = dΦB [B(ΦB) + V (ΦB) + I(ΦB)] + dΦR [R(ΦR)− S(ΦR)] , (1.8)
where ΦB and ΦR represent the Born and real phase space, respectively, while
B, V and I involve the contributions from Born matrix elements, virtual ma-
trix elements and integrated subtraction terms. Finally, R and S are the real
emission contributions and the corresponding subtraction terms. Flux fac-
tors, parton luminosities and symmetry factors are implicitly included in the
phase space measures dΦB and dΦR . As discussed above, the real subtrac-
tion terms S are required to match the singularities of the real amplitudes R
in the soft-collinear limits. In this way, IR singularities are locally removed
from the real phase space ΦR and re-added in the Born phase space ΦB, after
analytic integration over the radiated parton, in the form of I-terms,
I(ΦB) =
∫
1
dΦ1S(ΦR). (1.9)
Here the real phase space is factorised into a Born phase space and a one-
particle emission phase space, ΦR = ΦR(ΦB,Φ1). We will call ΦB the under-
lying Born configuration of a real-emission event ΦR(ΦB,Φ1). This procedure
guarantees that each of the square brackets in (1.8) is finite1. A general ob-
servable O can be calculated by integrating (1.8) in the respective phase
space, that is
〈O〉 =
∫
n
dΦB [B(ΦB) + V (ΦB) + I(ΦB)]On(ΦB)
+
∫
n+1
dΦR [R(ΦR)On+1(ΦR)− S(ΦB,Φ1)On(ΦB)] , (1.10)
provided that the observable is infrared safe, which means that, in the soft
and collinear limits it must fulfil On+1(ΦR(ΦB,Φ1))→ On(ΦB).
In the most commonly employed subtraction methods [46,47], subtraction
terms can be written as a convolution of the Born matrix elements with
suitable operators K, such that
dΦRS(ΦR) = dΦBdΦ1 [B(ΦB)⊗K(Φ1)]
I(ΦB) =
∫
1
dΦ1 [B(ΦB)⊗K(Φ1)] . (1.11)
1Actually, this formalism guarantees that both V + I and R− S are locally finite.
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As long as the subtraction kernels K yield the same singularity structure of
R, their definition is not unique, but the results obtained integrating (1.10)
do not depend on the particular choice.
NLO calculations provide more accurate predictions than LO ones. In
particular, NLO predictions feature a reduced sensitivity to the choice of
renormalisation and factorisation scales. Moreover, at NLO, variations of µR
and µF can be used as a meaningful tool to estimate theoretical uncertainties
associated to unknown higher-order effects beyond NLO. Fixed order (FO)
results, however, are based on an idealized representation of the scattering
events, where the interaction is described by matrix elements (MEs) for the
scattering of partons (quarks and gluons) at high energies. But this differs
from what is actually measured in high energy collision experiments, where
rather hadrons are detected in the calorimeters. The latter are (meta) stable
particles that arise from colourless combinations of partons at low energy
scales of O(1) GeV. In order to improve fixed-order results towards a more
realistic hadron-level description of scattering events, we need hence to in-
clude the modelling of the evolution of partons from their production at high
energy down to hadronisation energies. Such evolution can be implemented
via parton shower (PS) generators. While parton showers can be easily ap-
plied to LO MEs, the combination of NLO predictions with parton showers is
not trivial. The procedure to properly combine these approaches, known as
“matching”, is discussed in Section 1.3, while Section 1.2 reviews the essential
aspects of parton shower generators.
1.2 Parton Showers
The description of hard interactions is provided by FO calculations, where
the transition probability between an initial state i to a generic final state f
(usually partons in case of QCD interactions) is expressed in terms of MEs
using a perturbative approach. The description of how such partons evolve
from the hard scattering down to hadronisation energies is provided by par-
ton showers. In this evolution, partons progressively loose energy through
multiple QCD emissions, similarly as in the case of QED bremsstrahlung,
where positrons and electrons emit multiple photons. These multiple emis-
sions turn out to be enhanced in phase space regions where the emitted
partons are soft or collinear. However, fixed order amplitudes are diver-
gent in these limits, thus a different approach is needed to properly describe
parton evolution. Parton showers are based on the universal properties of
factorisation of collinear singularities in QCD. Thus they can be employed to
improve FO predictions in a process-independent manner. The key aspects of
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parton-shower methods are outlined in this section. For a detailed discussion
of the topic see [48, 49] and references therein.
Let us consider the emission of an extra collinear parton from a n-parton
final state. In this limit the additional emission factorizes and the 2→ n+ 1
cross section takes the form
dσn+1(Φn+1)→
∑
i,j=q,q¯,g
dσn
αS
2pi
dt
t
dzPji(z, φ)
dφ
2pi
, (1.12)
where the sum runs over all the external flavours i contributing to the dσn
cross section and all their possible collinear emitted partons j, while t is a
variable which parametrizes such collinearity, such as the p2T of the emitted
parton relative to the emitter or the emission squared angle θ2. Pji is the
DGLAP splitting function which encodes the collinear limit of the splitting
i→ jk with momentum fraction z and azimuthal angle φ. It should be em-
phasized that this result is completely general, i.e. it does not depend on the
explicit form of the parametrisation variable t, and that different parametri-
sations lead to different finite terms accompanying the divergences. The
interpretation of (1.12) is as follow: in the collinear limit, each parton acts
independently from the others. This picture can thus be iterated for multiple
emissions, taking into account that the validity of the factorisation formula
and the appearance of the dt/t singularity in (1.12) are restricted to kine-
matic regions where t is the smallest relative transverse momentum in the
2→ n+1 process. This perfectly suits a Markov chain algorithm, and results
also relatively straightforward to implement in a Monte Carlo generator. The
limit t = 0 is associated with the collinear divergence and thus it should be
regularized with a cut off tIR. Emissions with t > tIR are said to be resolv-
able and are associated to physical (finite) probability distributions, whereas
unresolvable emissions (t < tIR) lead to divergences that will be cancelled
by the respective virtual contribution. The dt/t logarithmic enhancements
described by the factorisation formula (1.12) are restricted to the phase space
regions with ordered emissions, i.e. if the n-th parton has been emitted at
a certain scale Q2, the following parton is effectively emitted at a scale t
lower than Q2. Let us now consider the probability that a resolvable emis-
sion occurred at a scale t. This is equivalent to studying the probability that
no resolvable emission occurred between the scales Q2 and t for the parton
flavour i, which we define ∆i(t, Q
2). The variation of the no emission prob-
ability between t and t+ dt corresponds to the probability that no emission
occurred above t times the variation of the splitting (kernel) function due to
the infinitesimal variation dt, i.e.
d
dt
∆i(t, Q
2) = ∆i(t, Q
2)
αS
2pit
∫ 1−z0
z0
dzPji(z), (1.13)
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where Pji(z) is the azimuthal averaged splitting function related to the split-
ting i → jk, and z0 = z0(t, tIR) (or z0(t, t′), depending on the parametrisa-
tion) is the cutoff on z, which regularizes the IR limits z = 0 and z = 1 2.
This differential equation can be integrated with the obvious boundary condi-
tion ∆i(Q
2, Q2) = 1 (that is, the probability to not emit any parton between
two identical scales is one) and gives the explicit solution
∆i(t, t
′) = exp
{
−
∫ t′
t
dt
αS(t)
2pit
∫ 1−z0
z0
dzPji(z)
}
. (1.14)
This function is known as Sudakov form factor. It is worth to notice that we
obtained the above equation using unitarity arguments, that is, the proba-
bility to emit a parton between two scales plus the probability to not emit
any parton is equal to one. Since the probability to not have any resolvable
emission, order by order, is finite, and since divergences cancel at each or-
der thanks to the virtual contribution, this approach indirectly introduces
(partial) virtual corrections from tree level relations via unitarity arguments.
The implementation of PS algorithms into MC event generators can be done
in the following way. Given a starting scale Q, in order to generate a random
variable t having a distribution function described by (1.14), one generates
a (pseudo)random number r1 ∈ [0, 1] and solves the equation
∆(t1, Q) = r1.
The following emission t2 < t1 can occur from any of the external legs when
∆(t2, t1) = r2,
and so on, until the emission scale falls below the cutoff tIR. Below such
scale, the coupling constant becomes large, perturbation theory does not
hold anymore and we enter the regime of confinement . In this regime one
must resort on hadronisation models.
Equation (1.14) has been obtained studying QCD evolution effects on
partons that outgo from the hard scattering. For this reason we talk about
final-state radiation (FSR). Likewise, we expect incoming partons to give
rise to initial-state radiation (ISR) in a similar manner. Despite the physics
is almost the same, the production mechanism described above would be
extremely inefficient in the ISR case: most of the radiation generated by a
parton shower starting at the proton scale and evolved up to the hard factori-
sation scale would be at low energy and low virtuality, and thus only very few
2In the compact notation employed here and in the following, the sum over all the
possible splittings i→ jk of the parton of type i is understood.
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configurations would be compatible with the kinematic of the incoming par-
tons needed as a input for the hard process. For this reason, parton shower
algorithms are based on a backward evolution [50] for the simulation of ISR,
which means that one generates the probability that a parton with a given
momentum fraction and a given evolution scale originates from another par-
ton with higher momentum fraction and lower evolution scale. This is then
iterated until the evolution scale reaches the cutoff, where eventually non-
perturbative models describe the extraction of the parton from the incoming
hadron and the evolution of subsequent remnants. The Sudakov form factor
for non-emission probability in case of ISR reads
∆i(t, t
′;x) = exp
{
−
∫ t′
t
αS(t)
2pi
dt
t
dz
x/zfj(x/z, t)
xfi(x, t)
Pij(z, φ)
dφ
2pi
}
, (1.15)
where each emission is weighted by the proper parton distribution function
ratio which accounts for the probability that its “current” momentum frac-
tion x has been generated by a parent parton with higher momentum fraction
x′ = x/z.
The discussion made so far was based on collinear parton emissions. In
this case the factorisation occurs at cross section level because one emitted
parton can be collinear to one external parton at a time. The situation is
different in case of the soft limit, where soft gluon emissions give rise to singu-
larities as well, but their production occurs coherently from different partons
and thus they should be treated at amplitude level. This coherence effect
seems to spoil the factorized and recursive picture depicted so far. However,
from explicit calculations it turns out that a coherent emission of wide-angle
soft gluons occurring at a certain step by a parton pair can be treated as if
it was produced by their “parent” parton before the more collinear splitting
occurred . It should be emphasized that this is only the result of quantum
interference effects, and that it does not correspond to any Feynman diagram
where a gluon is emitted by an internal line. This result leads to angular-
ordered showers, such as HERWIG [51], where the ordering variable is the
opening angle θ itself. Another alternative is given by dipole showers. These
methods are based on the decomposition of amplitudes in colour flows, i.e. in
sets of colour lines connecting quarks and gluons that, in the soft region and
in the limit of large number of colour degrees of freedom (Nc), emit inde-
pendently, in a way that automatically accounts for soft gluon coherence.
Each configuration is associated with a colour flow on a probabilistic man-
ner, which then is iteratively showered according to formulas that are closely
analogous to standard shower equations. Instead of sequential splittings of
one parton into two, dipole showers can be considered as 2 → 3 splittings,
where the additional coloured parton (the spectator) is not directly involved
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in the splitting but allows for energy-momentum conservation at each emis-
sion step. Examples of dipole showers are ARIADNE [52] and the CSS [53]
Catani–Seymour shower implemented in SHERPA.
As already pointed out, the factorisation encoded in (1.12) is exact in
the collinear limit, and its structure does not depend on the explicit form
of the parametrisation. Let us now generalize and re-write (1.14) in a more
compact form,
∆(t, t′) = exp
{
−
∫ t′
t
dΦ1
αS
2pi
K(Φ1)
}
, (1.16)
where t = t(Φ1) is the variable that parametrizes the degree of collinearity,
and K(Φ1) is a splitting kernel which encodes the correct IR limits, i.e., which
satisfies
K(Φ1) ∼
t→0
1
t
P (z). (1.17)
There are several PS methods, each of which based on different splitting
kernels K and evolution variables t. In general, parton showers have leading-
logarithmic (LL) and partial next-to-leading-logarithmic (NLL) accuracy,
which means that they correctly take into account real emissions enhance-
ment and virtual corrections at all orders of the kind αnSL
2n and αnSL
2n−1
respectively, where L ≡ log(ε) is the logarithm associated to the IR limits.
The LL term results from soft and collinear emissions, whereas NLL terms
arise from hard collinear emissions and from the coherent treatment of soft
emissions.
The natural following step is to consistently combine FO predictions with
PS methods, since the former provide an accurate description of hard wide-
angle emissions and non-logarithmic terms, while the latter describe the com-
plementary soft-collinear regime.
Such combination is not a trivial task, and the naive procedure of simply
applying a parton shower to a FO-generated event does not work in general.
Contrary to parton showers, which give the (approximate) probability that
any configuration with a certain well-defined number n of partons has been
generated exclusively to all orders in αS, FO matrix elements give the proba-
bility of producing at least n partons in a state calculated to a fixed αS order,
i.e. they are inclusive to any additional radiation. This also implies that, in
case of combination with calculations that already include contributions of
emissions from n + 1 phase spaces (such as the real emission in NLO), we
have to avoid to double count some regions of the phase space.
Various strategies have been devised to properly combine MEs and PS,
which can be categorised into two groups.
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• matching algorithms, where high-order correction to inclusive processes
are consistently combined with a parton shower.
• merging algorithms, where parton shower and matrix elements with
different jet multiplicities are combined in one inclusive sample in such
a way that all hard jets (up to a certain multiplicity) that are emitted
above a certain resolution scale (merging scale) are described in terms
of matrix elements.
In the following we discuss two important examples of these categories:
S-MC@NLO and MEPS.
1.3 Matching and merging methods
In this section we consider two methods that have been used throughout this
work in order to combine perturbative calculations with parton showers. In
the first part we discuss the matching of fixed-order matrix elements to par-
ton showers and its extension to NLO accuracy, focussing on the S-MC@NLO
method. In the second part we review the MEPS merging algorithm imple-
mented in SHERPA.
1.3.1 The S-MC@NLO matching method
The first application of the PS method is to LO predictions. Following the
notation used in the previous section, the differential LO+PS cross sections
reads
dσPSLO = dΦBB(ΦB)
[
∆(tIR, µ
2
Q) +
∫ µ2Q
tIR
dΦ1
αS
2pi
K(Φ1)∆(t1, µ2Q)
]
, (1.18)
where tIR is the infrared cutoff and µQ is the resummation scale, that is,
the highest scale at which the parton shower can emit. The first term in
the square brackets gives the probability that no emission occurs between
the scales tIR and µQ, whereas the second term represents the probability to
emit a parton at a scale t1 in the range tIR < t1 < µ
2
Q. The full brackets
integrates to one yielding the correct LO normalisation, which reflects the
unitarity of the formalism. However, the shape of differential observables
which are sensitive to extra emissions can be affected. The above equation
describes only the first PS emission at a scale t1 , and the full shower history
is generated via iterative emissions at the scales µQ > t1 > t2 > · · · > tIR.
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The POWHEG and MC@NLO matching methods
In case of NLO calculations the matching to a PS is not as trivial as in the LO
case. In general we need to combine MEs predictions and shower evolution
keeping NLO accuracy and avoiding the double counting that arises in case
of extra emissions. In the POWHEG method [16,17], this is achieved by using
the ratio of real-emission to Born matrix elements as emission kernel K in
(1.16), that is
∆(t, t′)POW = exp
{
−
∫ t′
t
dΦ1
R(ΦB,Φ1)
B(ΦB)
}
, (1.19)
together with the replacement
B(ΦB)→ B˜(ΦB) = B(ΦB)+V (ΦB)+I(ΦB)+
∫
1
dΦ1 [R(ΦB,Φ1)− S(ΦB,Φ1)] .
(1.20)
The resulting matching formula for the first emission in the original formu-
lation of the POWHEG method reads
σPOWNLO =
∫
dΦBB˜(ΦB)
[
∆(tIR, µ
2
Q)POW +
∫ µ2Q
tIR
dΦ1
R(ΦB,Φ1)
B(ΦB)
∆(t1, µ
2
Q)POW
]
(1.21)
and provides accuracy up to first order in αS for both the total cross section
and differential distributions only provided that the upper integration limit
in the real emission term is extended up to the hadronic centre of mass energy
in order to fill the entire phase space, µ2Q = s. This entails to extend parton-
shower resummation far beyond its range of validity, which corresponds to
the soft and collinear regions.
In general, this can be avoided by splitting the real matrix elements R
into an infrared-singular (“soft”) and an infrared-regular (“hard”) part,
R = D(A) +H(A), (1.22)
and by restricting the resummation to the former. In this case (1.8) becomes
dσNLO = dΦB [B(ΦB) + V (ΦB) + I(ΦB)]
+ dΦR
[
D(A)(ΦR)− S(ΦR)
]
+ dΦRH
(A)(ΦR), (1.23)
and the resulting matching formula reads
σNLO+PS =
∫
dΦBB¯(ΦB)
[
∆¯(tIR, sˆ) +
∫ sˆ
tIR
dΦ1
D(A)(ΦB,Φ1)
B(ΦB)
∆¯(t1, sˆ)
]
+
∫
dΦRH
(A)(ΦR), (1.24)
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where
B¯(ΦB) = B(ΦB) + V (ΦB) + I(ΦB) +
∫
1
dΦ1
[
D(A)(ΦB,Φ1)− S(ΦB,Φ1)
]
,
(1.25)
and the Sudakov form factor
∆¯(t, t′) = exp
{
−
∫ t′
t
dΦ1
D(A)(ΦB,Φ1)
B(ΦB)
}
. (1.26)
The full procedure guarantees that only the singular parts are resummed,
and avoids the exponentiation of the regular (hard) piece.
Within the POWHEG method the separation (1.22) is achieved through
an appropriate damping function that provides a smooth splitting of the
real-emission phase space into a soft and a hard part [54].
The MC@NLO matching formalism [15], which was introduced before the
POWHEG method, can be regarded as an alternative realisation of the general
matching formula (1.24)–(1.26). In the MC@NLO framework the “soft” part
of the real-emission matrix element is identified with the first-order expansion
of the parton-shower emission kernel via
D(A)(ΦR) = B(ΦB)K(Φ1). (1.27)
However, this does not allow one to capture the exact O(αS) singular be-
haviour of the first emission. In fact, soft-divergences associated with sub-
leading colour configurations are not taken into account by the leading log-
arithmic and leading colour PS kernel K(Φ1), yielding an infinite result for
(1.25).
This issue was overcome in [55] for the case of heavy flavour production, by
the introduction of an additional ad-hoc factor to (1.25) which tends to zero
as the emissions become soft. This problem, instead, has been consistently
solved in [18], where a significant improvement of the MC@NLO formalism
has been presented. This method is known as S-MC@NLO and is outlined
in the following.
The S-MC@NLO method
A great simplification arises in the MC@NLO matching approach (1.24)–
(1.27) if the infrared subtraction terms are used as shower kernel, that is
D(A)(ΦR) = S(ΦR) = B(ΦB)K(Φ1). (1.28)
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This procedure has been proposed in [18] and implemented in the Sherpa [28]
Monte Carlo framework. We will refer to this scheme as S-MC@NLO (Sherpa-
MC@NLO) method. In Sherpa both the parton shower and the subtraction
terms are based on the Catani-Seymour dipoles [53].
The expectation value of an arbitrary infrared safe observables O in the
S-MC@NLO scheme reads
〈O〉 =
∫
dΦBB¯(ΦB)
[
∆(tIR, µ
2
Q)O(ΦB)
+
∑
i˜j,k˜
∫ µ2Q
tIR
dΦij,k1
Dij,k(ΦB,Φ
ij,k
1 )
B(ΦB)
∆(t1, µ
2
Q)O(ΦR)

(1.29)
+
∫
dΦR
[
R(ΦR)−
∑
ij,k
Dij,k(ΦR)Θ(µ
2
Q − t1)
]
O(ΦR),
where
B¯(ΦB) = B(ΦB) + V (ΦB) +
∑
i˜j,k˜
Ii˜j,k˜(ΦB)
+
∑
i˜j,k˜
∫
1
dΦij,k1
[
Dij,k(ΦB,Φ
ij,k
1 )Θ(µ
2
Q − t1)− Sij,k(ΦB,Φij,k1 )
]
,
(1.30)
can be interpreted as a Born-level cross section times a local K-factor, Dij,k
are the Catani-Seymour dipoles related to the splitting i˜j → i, j, with spec-
tator parton k,
Ii˜j,k˜(ΦB) =
∫
1
dΦij,k1 Sij,k(ΦB,Φ
ij,k
1 )
are the integrated dipoles (mapped to the Born phase space) and the i˜j, k˜ (i, j, k)
indices run over all the possible splittings. The overall Sudakov form factor
∆(t, t′) is defined as
∆(t, t′) =
∏
i˜j,k˜
∆i˜j,k˜(t, t
′)
=
∏
i˜j,k˜
exp
{
−
∑
i=q,g
∫ t′
t
dΦij,k1
Dij,k(ΦB,Φ
ij,k
1 )
B(ΦB)
}
(1.31)
and it differs from the ordinary parton-shower Sudakov as the Catani–Seymour
dipole terms Dij,k include full colour and spin correlations. This makes the
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non-logarithmic remainder (third line in (1.29)) not divergent [18], solving
the issue related to sub-leading colour soft divergences pointed out in the
previous section. The event is then showered with leading colour PS evolu-
tion, respecting the emission scales already present, that is, the shower does
not emit above the first emission scale, if occurred. If necessary, truncated
parton-shower [26] emissions are inserted to retain the logarithmic accuracy
of the parton shower. We now show that (1.29)–(1.31) guarantee NLO accu-
racy and the correct matching of the first shower emission. To this end, we
expand the equation at order αS obtaining
3
〈O〉|αS =
∫
dΦB [B(ΦB) + V (ΦB) + I(ΦB)]O(ΦB)
+
∫
dΦB
∑
i
∫
dΦi1
[
Di(ΦB,Φ
i
1)Θ(µ
2
Q − t1)− Si(ΦB,Φi1)
]O(ΦB)
+
∫
dΦR
[
R(ΦR)−
∑
i
Di(ΦR)Θ(µ
2
Q − t1)
]
O(ΦR) + 〈Oˆ〉corr
+O(α2S),
(1.32)
where the correction term
〈Oˆ〉corr =
∫
dΦBB(ΦB)
[(
∆(tIR, µ
2
Q)− 1
)
O(ΦB)
+
∑
i
∫ µ2Q
tIR
dΦi1
Di(ΦR)
B(ΦB)
∆(t1, µ
2
Q)O(ΦR)
]∣∣∣∣
αS
(1.33)
=
∫
dΦR
∑
i
Di(ΦR)Θ(µ
2
Q − t1)
[O(ΦR)−O(ΦB)]+O(α2S),
takes into account the mismatch originating from the definitions of the ob-
servable in the Born and real phase space. Noting that∫
dΦBI(ΦB) +
∫
1
dΦi1
[
Di(ΦB,Φ
i
1)Θ(µ
2
Q − t1)− Si(ΦB,Φi1)
]
=
∫
dΦRDi(ΦB,Φ
i
1)Θ(µ
2
Q − t1)
(1.34)
3We are now omitting dipole outgoing indices for sake of clarity.
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and that∫
dΦR
[
R(ΦR)−
∑
i
Di(ΦR)Θ(µ
2
Q − t1)
]
O(ΦR) + 〈Oˆ〉corr
=
∫
dΦRR(ΦR)O(ΦR)−
∑
i
Di(ΦR)Θ(µ
2
Q − t1)O(ΦB)
(1.35)
we find an equation equivalent to the NLO formula (1.10), with the replace-
ment
Si(ΦR)→ Di(ΦR)Θ(µ2Q − t1),
which means that the observable is NLO accurate.
The only new ingredient w.r.t. a FO calculation in this framework is the
introduction of the resummation scale µQ. This scale controls the transition
between the hard-ME region to the soft-PS one and sets the maximum scale
at which the shower can emit. It is easy to check that in the limit µQ → 0
we formally recover the plain NLO fixed order cross section of (1.8).
In Section 2.1 we report a phenomenological application of this method
to tt¯bb¯ production at the LHC.
Theoretical uncertainties
The expression (1.29) is NLO accurate in both total cross section and differ-
ential observables. Theoretical uncertainties are typically assessed through
variations of various technical parameters that provide an indication of the
size of higher-order contributions beyond NLO.
The factorisation scale µF and the renormalisation scale µR dependence
is embodied in the B¯ part and the hard remainder, and their variation is
formally O(α2S) relative to the Born contribution. Renormalisation scale
variations should be consistently applied also at the level of the first matched
emission at both Sudakov level and shower radiation level. However, this is
not possible in SHERPA yet4, and thus in our simulations throughout this work
we have kept these scales fixed and varied only the renormalisation scale in
the B¯ and R −D terms in (1.29). The scales µR and µF are usually chosen
close to the characteristic scale Q of the process at hand, and theoretical
uncertainties are typically assessed by a factor two variation.
The resummation scale µQ sets the upper bound for the shower first
emission. The dependence on this scale can be used to assess the uncertainties
associated with the resummation procedure, which are typically quantified
by a factor two (or
√
2) variation.
4This feature will be available in the next SHERPA public release.
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The assessment of the uncertainties is crucial in phenomenological cal-
culations. In this respect, the multi-scale nature of multi-particle processes
poses nontrivial issues, since the choice of the scales is not unique. In these
circumstances the typical up/down scale variation of the scales µR, µF , µQ
might be not sufficient to correctly evaluate the uncertainties, but rather dif-
ferent dynamic scales should be compared to better account for uncertainties
related to the multiscale nature of the problem. In section 2.2.2 we report
a study on the theoretical uncertainties related to the tt¯bb¯ process at LHC
using the S-MC@NLO formalism.
1.3.2 Multi-jet merging
In this section we outline the key aspects of another kind of procedure for
the combination of MEs and PS, namely the merging algorithms. As already
mentioned above, these strategies are based on the combination of final states
with different jet multiplicities in one inclusive sample, in such a way that
all hard jets (up to a certain multiplicity) that are emitted above a certain
resolution scale (merging scale) are described in terms of matrix elements.
There are several merging methods on the market, such as CKKW [21,22],
MLM [23], FxFx [24], and MEPS [19,20,26,56,57]. In the following, we focus
on a particular implementation of such algorithms, namely MEPS@LO for LO
merging and its NLO extension, MEPS@NLO, both implemented in SHERPA.
Multi-jet merging at LO: MEPS@LO
The main idea behind merging algorithms is to combine into a single sample
matrix elements with different jet multiplicities up to a certain maximum
number of jets Nmax, each matched to the parton shower, in such a way that
both the (N)LO and the shower logarithmic accuracies are preserved. To this
end, the phase space is separated in a hard region, filled by MEs, and a soft
region, filled by the PS. The separation is implemented through a merging
scale defined in terms of a kT -type measure, called Qcut. In this manner
each multi-jet event is described, in the hard region, by matrix elements of
appropriate jet multiplicity, whereas extra shower emissions give rise to the
jet substructure without leading to additional jets above the merging scale.
The MEPS@LO algorithm [26, 56, 57] is based on the interpretation of a
LO ME for pp → X + k–partons in terms of the most likely branching his-
tory, that is, the most likely sequence of (ordered) emissions from which such
event might have been generated, starting from a core process pp→ X that
occurs at the core scale µcore. The branching history, and the related nodal
scales t1 < · · · < tn < µcore associated to the event at hand, are determined
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by inverting the SHERPA parton shower. More precisely, the actual shower
history is determined in a probabilistic way based on the relative probabili-
ties computed with the SHERPA parton shower for all possible histories that
connect a given multi-parton event with the core process. The shower log-
arithmic accuracy is then preserved above the merging scale Qcut through
a CKKW-like scale choice [21, 22] and by dressing MEs with Sudakov form
factors (corresponding to the SHERPA parton shower) based on the actual
branching history.
Let us now consider the case of the merging at LO of two multiplicities, n
and n+1. In each phase space the separation of the hard region from the soft
region is implemented in terms of a merging cut, Qcut, in the kT -jet measure.
More precisely, each k-parton final state is characterised by ordered branching
scales Q1 > Q2 > · · · > Qk, which are computed via kT -jet clustering and
are used in order to determine the number of resolved emissions according
to the Qcut scale. For instance, if Qn > Qcut > Qn+1 the first n emissions
are handled as resolved and the remaining ones as unresolved. In general
Qcut should be chosen smaller than the minimum jet transverse momenta in
order to guarantee that each potentially observed jet is treated as resolved
and thus described in terms of matrix elements.
The MEPS@LO master equation in this case reads
〈O〉MEPS@LO =
∫
dΦnBn
[
∆n(tIR, µ
2
Q)On
+
∫ µ2Q
tIR
dΦ1Kn∆n(tn+1, µ2Q)Θ(Qcut −Qn+1)On+1
]
+
∫
dΦn+1Bn+1∆n(tn+1, µ
2
Q)Θ(Qn+1 −Qcut)
×
[
∆n+1(tIR, tn+1)On+1 +
∫ tn+1
tIR
dΦ1Kn+1∆n+1(tn+2, tn+1)On+2
]
,
(1.36)
where Bk, Ok, Kk and ∆k are, respectively, the Born MEs, the observable,
the parton shower kernel and the related Sudakov form factor defined in the
k-particle phase space. As mentioned above, the Born MEs are supplemented
by a CKKW-like scale choice, implemented by evaluating the matrix elements
at µR = µcore and applying a subsequent reweighing factor
∏
l αS(tl)/αS(µ
2
R),
where l runs over all the nodal scales. In comparison with the LO+PS
equation (1.18), the shower is restricted to emit below Qcut due to the step
function Θ in the n-jet process, whereas the hard matrix element in the n+1
phase space Bn+1 fills the phase space above Qcut and gets a Sudakov form
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factor that matches the one of the parton shower emission, thereby preserving
the logarithmic accuracy of parton-shower resummation in the region above
Qcut and ensuring a mild Qcut dependence of the predictions. In fact, in the
limit of small merging scale, the logarithmic Qcut dependence of MEPS@LO
predictions is beyond the logarithmic accuracy of the parton shower.
MEPS@NLO
This multi-jet merging algorithm has been extended to NLO (MEPS@NLO)
in [19,20]. In this case S-MC@NLO simulations of different jet multiplicities
up to a maximum number Nmax are combined together in an inclusive sample,
and a merging cut Qcut is used to separate the hard region from the soft
region for each emission. In analogy to the LO case, an n-particle NLO+PS
contribution of type (1.29) fills the region below the merging cut Qn+1 < Qcut
according to,
〈On〉NLO+PS =
∫
dΦnB¯n
[
∆n(tIR, µ
2
Q)On
+
∫ µ2Q
tIR
dΦ1
Dn
Bn
∆n(tn+1, µ
2
Q)Θ(Qcut −Qn+1)On+1
]
+
∫
dΦn+1 [Rn −Dn] Θ(Qcut −Qn+1)On+1,
(1.37)
while the region above the merging cut, Qn+1 > Qcut, is filled by an S-
MC@NLO simulation with one additional jet. The latter is supplemented by
a Sudakov form factor ∆n(tn+1, µ
2
Q), which renders it exclusive with respect to
additional emissions harder than tn+1, thereby avoiding double counting with
contributions from the phase space with 2 additional partons in the n + 2
phase space. Besides that, at NLO one has to avoid the double counting
between the Sudakov form factor and related contributions that enter the B¯
terms through the virtual corrections. This is achieved by the addition of
the shower counterterms of the form
B¯k+1 ∆k(tk+1, µ
2
Q) −→ B¯k+1
[
1 +
Bk+1
B¯k+1
∫ µ2Q
tk+1
dΦ1Kk+1
]
∆k(tk+1, µ
2
Q),
(1.38)
which cancels the first order expansion contribution of the Sudakov form
factor. Finally, the MEPS@NLO master formula for the merging of n and
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n+ 1 particle contributions reads
〈O〉MEPS@NLO =
∫
dΦnB¯n
[
∆n(tIR, µ
2
Q)On
+
∫ µ2Q
tIR
dΦ1
Dn
Bn
∆n(tn+1, µ
2
Q)Θ(Qcut −Qn+1)On+1
]
+
∫
dΦn+1 [Rn −Dn] Θ(Qcut −Qn+1)On+1
+
∫
dΦn+1B¯n+1
[
1 +
Bn+1
B¯n+1
∫ µ2Q
tn+1
dΦ1Kn
]
∆n(tn+1, µ
2
Q)Θ(Qn+1 −Qcut)
×
[
∆n+1(tIR, tn+1)On+1 +
∫ tn+1
tIR
dΦ1
Dn+1
Bn+1
∆n+1(tn+2, tn+1)On+2
]
+
∫
dΦn+2 [Rn+1 −Dn+1] ∆n(tn+1, µ2Q)Θ(Qn+1 −Qcut)On+2,
(1.39)
where, analogously to the LO case, all the MEs are evaluated at scale µR =
µcore and reweighed by factors
∏
l αS(tl)/αS(µ
2
R). Note that in (1.39) the
S-MC@NLO simulation with n+1 partons is treated inclusively with respect
to extra emissions, i.e. no merging cut is applied to Qn+2. In general, the
MEPS@NLO procedure can be extended to higher jet multiplicities by ap-
plying a cut Qn+2 < Qcut to the simulation with (n + 1) partons and filling
the region Qn+2 > Qcut with an extra S-MC@NLO simulation with n + 2
partons supplemented with appropriate Sudakov form factors and shower
counterterms, and so on.
1.4 The MINLO method
In this section we introduce the MINLO (Multi-scale improved NLO) proce-
dure and present its fully automated implementation in Sherpa. The MINLO
method [38] provides NLO accuracy as well as resummation of soft and
collinear logarithms that arise in the presence of large ratios of scales. The
starting point of the MINLO approach, as in merging algorithms, is the in-
terpretation of a multi-jet event pp → X + n jets as a core process plus a
sequence of n jet emissions, according to the most likely branching history.
Once such branching history has been determined, MEs are supplemented by
a CKKW-like [21, 22] renormalisation scale and appropriate Sudakov form
factors, which render the n emissions exclusive with respect to any harder
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emission. Thus, from the viewpoint of Sudakov resummation, MINLO events
with n emissions can be regarded as the outcome of a parton shower after a
fixed number n of branchings.
This section is organized as follows: in the first part we present a LO
implementation of the MINLO algorithm (that we call “MILO”), introducing
the notation and focusing on the differences of our implementation with
respect to the original proposal [38]. In the second part we outline the NLO
extension of such algorithm and finally we present a validation study, where
we compare our MINLO implementation to the MEPS procedure.
The algorithm outlined in this section has been encoded in SHERPA in
a fully general way, which renders it applicable to any SM process of arbi-
trary jet multiplicity, and will be publicly available in the near future. A
phenomenological application of this code to tt¯+multijet production with up
to three jets at NLO accuracy has been recently published in [39] and is
reported in Chapter 3.
1.4.1 Implementation of MINLO at LO
Here we introduce our LO implementation of the MINLO algorithm, which
corresponds to CKKW approach [21, 22] applied to a fixed-multiplicity cal-
culation.
Let us consider a generic process pp→ X+N partons, where X is the core
configuration that cannot be further clustered. Such process is characterized
by a αS power P = M + N at LO, where M is the intrinsic QCD order of
the core process pp → X (for instance, M = 0 for vector boson production,
M = 2 for gg → H and tt¯ production). The MILO algorithm consists of the
following steps.
i) By means of the kT jet algorithm [58], we recursively cluster each X+N -
parton event back to a pp → X core process, and we determine the k2T
scales t1 < · · · < tN of the related branchings. For each Final-Final (FF)
branching, i˜j → ij, we take the scale
t = 2 min(k2iT , k
2
jT )
cosh(Yi − Yj)− cos(φi − φj)
R2
, (1.40)
while for each Final-Initial (FI) branching we use
t = k2iT , (1.41)
where kiT , Yi and φi are the transverse momentum, the rapidity and
the azimuthal angle respectively of the parton i, and R is a freely ad-
justable parameter. Only clusterings which are compatible in flavours
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are allowed, that is, gluons with gluons, giving gluon pseudo-partons,
gluons with quarks, giving pseudo-quarks with the same flavour, and
quarks with antiquarks with same flavour, giving pseudo-gluons 5. To
each clustered pseudoparton we assign a label according to how it has
been generated, i.e. we call it Final (F) if it originates from two final
pseudo-partons and Initial (I) otherwise. The purpose of this label will
be explained later.
We call skeleton of the event the sequence of clusterings yielded by the
algorithm. An example of skeleton of an event is illustrated in Fig. 1.1.
To each skeleton we assign a core scale, which corresponds to the char-
acteristic energy scale of the core process and is defined, in general, in
terms of the corresponding clustered momenta. There are situations
where the core scale µcore is not the hardest scale of the event. In par-
ticular, this happens in case of jet emissions harder than µcore. As only
ordered emissions can be resummed, for each event we only consider
ordered emissions and we handle unordered ones as part of the core
process. Thus we always deal with ordered skeletons, with
t1 < · · · < tn < µ2core, (1.42)
where, in general, n ≤ N and the core configuration can contain one
or more unclustered pseudopartons, thus having an intrinsic QCD order
m = M + N − n ≥ M . More details on the treatment of unordered
emissions are provided in Subsection 1.4.3.
ii) The m ≥M powers of αS associated with the core process are evaluated
at the scale µcore, while the remaining n powers, associated to the extra
jet emissions, are evaluated at the related branching scales µi =
√
ti.
This choice is equivalent to setting the effective renormalisation scale
µeff , defined by[
αS(µ
2
eff )
]m+n
=
[
αS(µ
2
core)
]m n∏
i=1
αS(ti). (1.43)
Renormalisation scale uncertainties are assessed by setting µR = ξRµeff ,
where ξR is the renormalisation scale factor, which is typically varied
between 0.5 and 2.
iii) We identify the factorisation scale with the branching scale of the softest
emission by setting
µF = ξF
√
t1, (1.44)
5The particular case of top recombination will be discussed in Chapter 3.
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where ξF is applied for factorisation scale variations. The choice (1.44)
is motivated by the fact that, as discussed below, matrix elements are
supplemented by Sudakov form factors that effectively resum initial-state
collinear logarithms down to a resolution scale t1. This scale should thus
be regarded as a matching scale between logarithmic resummation via
analytic Sudakov form factors (FFs) and PDFs.
iv) We dress matrix elements with Sudakov form factors associated with the
internal and external lines of the event skeleton.
Explicit analytic formulas for the employed form factors and additional
details can be found in Appendix A. The employed splitting functions ac-
count for quark mass effects [59–61] and include two-loop cusp terms [51].
For each external line connected to a nodal scale tj we apply a Sudakov
form factor
∆extfj (tj;µ
2
res) ≡
∆fj(µ
2
res, tj)
∆fj(µ
2
res, t1)
(1.45)
where fj is its flavour (fj = g, q, q¯), tj is the nodal scale the line ends
to, t1 is the lowest recombination scale, and µres is the resolution scale
defined as
µ2res =
{
t1 if the line is final (F)
µ2F = ξ
2
F t1 if the line is initial (I)
(1.46)
This is slightly different than the original proposal, where the denomina-
tor was set to one in (1.45) and there was no distinction between initial
and final external lines. In our case ∆fl(µ
2
res, t1) = ∆fl(t1, t1) = 1 only
for ξF = 1. Such distinction has been introduced in order to match the
logarithmic resummation occurring in the PDFs with the one provided
by the Sudakov FFs in case of factorisation scale variations. In Fig. 1.2
a pictorial representation of the behaviour of the algorithm in case of a
µF variation is shown. Sudakov form factors (1.45) can be interpreted
as the probability for the flavour fj to not emit any parton between the
scales tj and t1.
For each internal line joining two nodal scales ti > tj we apply a Sudakov
form factor equal to
∆intfij (tj, ti;µ
2
res) ≡
∆fij(µ
2
res, ti)
∆fij(µ
2
res, tj)
(1.47)
where fij is the flavour of such internal line. The interpretation of this
part is straightforward: each line of flavour f connecting two scales,
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ti and tj, is associated to a no-emission probability between those two
scales. Again, we make the distinction between initial and final state
lines using the definition (1.46) of µres.
The dressing with appropriate Sudakov FFs of the internal and external
lines renders the n emissions similarly exclusive as if they were produced by a
shower stopped after n emissions, i.e. exclusive with respect to any emission
harder than the nth one.
What differs in the MILO approach from the standard CKKW method is
the choice of the resolution scale of the process. While the CKKW approach
implements a fixed resolution (merging) scale, in MILO such scale is chosen
on event-per-event basis and corresponds to the lowest clustering scale of
the skeleton. Each event should be regarded as unresolved below its lowest
scale µres. Thus, at LO, it is possible to obtain a fully exclusive simulation by
simply showering MILO events using and event-by-event shower with starting
scale µQ =
√
t1
6 . However, at NLO the matching of MINLO events to
the parton shower is non trivial. Thus in this thesis MILO and MINLO
predictions will not be matched to parton showers.
The MILO approach can be summarized in the following formula
|MMILO|2 = |MLO(µ2F , µ2eff )|2 ×
∏
l
∆extfl (tl;µ
2
res)
∏
ij
∆intfij (tj, ti;µ
2
res), (1.48)
where MLO(µ
2
eff ) is the LO fixed-order matrix element calculated with renor-
malisation scale µR = µeff and factorisation scale µF , the index l runs over
all external lines of flavour fl connected to node tl, and the second product
runs over all internal lines of flavour fij connecting two scale ti > tj.
1.4.2 Extension to NLO: the MINLO algorithm
Two issues must be addressed moving to NLO. The first one is to implement
the scale-setting procedure and Sudakov FFs in such a way that preserves
the pole cancellations that take place between the Born and the real phase
space. Second, we must remove the O(αS) contribution generated by the
Sudakov form factors in order to avoid double counting of NLO effects. In
the following we will detail the modifications required to extend the MILO
algorithm to NLO.
Let us consider a fixed-order NLO event in the subtraction formalism,
as defined in Eq. (1.8). Such event is characterised by a Born and a virtual
6In principle, one should also take care of the mismatch between the different evolution
variables in the Sudakov FFs and the parton shower by means of a truncated shower.
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Figure 1.1: In figure (a) a generic 2→ 4 partonic process is shown, and in (b)
how it looks after one clustering. Figures (c) and (d) represent two possible
branching histories of the event.
weight, living in the Born phase space (with N partons), a real-emission term,
defined in the real phase space (with N + 1 partons), as well as real-emission
subtraction terms, that live in both phase spaces.
i) As in step i) of the MILO algorithm we apply the kT algorithm in order
to determine the skeleton of the event. The contributions that live in the
Born phase space, i.e. the Born (B) and one-loop contributions (V ), as
well as all IR-subtraction terms (I and S), are handled exactly as in LO,
whereas in case of a real contribution (R), we drop the first clustering
node (that we will call t0), and consider only the underlying Born event.
This clustering corresponds to the softest (unresolved) real radiation and
must be ignored in the scale setting procedure and in the Sudakov FFs
in order to guarantee a consistent cancellation of the infrared poles.
ii)-iv) Same as the MILO method steps ii)-iv).
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v) In case of Born events, we subtract the expansion of the Sudakov form
factors at NLO with the replacement
B ⇒ Bcorr ≡ B ×
(
1−
∑
ij
[
∆
(1)
fij
(µ2res, ti)−∆(1)fij (µ2res, tj)
]
−
∑
l
[
∆
(1)
fl
(µ2res, tl)−∆(1)fl (µ2res, t1)
])
,
(1.49)
where the index ij runs over all the pair of nodes (ti, tj) connected by a
line of flavour fij, the index l runs over all the external lines connected
to their node tl and ∆
(1) is the O(αS) expansion of the Sudakov form
factor. We emphasise that, in case of factorisation scale variation, the
resolution scale µres in each correction term ∆
(1) is set consistently to
the resummed Sudakov form factor ∆ .
vi) The (n+m+1)th power of the coupling constant present in the real and
virtual cross section, in all the IR subtraction terms, as well as in the
Born subtraction term (1.49), is set to
[αS]
n+m+1 =
{[
αS(µ
2
core)
]m n∏
i=1
αS(ti)
}n+m+1
n+m
, (1.50)
where the n clustering scales are determined in the Born or real-emission
phase space, depending on the contribution. The choice of such scale
differs from the original implementation, in which the (n+m+1)th power
of the αS value was set to the arithmetic mean of the other coupling
constants. However the effect of a different scale is formally a NNLO
effect, and thus beyond the accuracy of the algorithm.
The procedure outlined above is generic and thus it can be implemented in
any MC generator and applied to a wide class of processes.
1.4.3 Technical aspects of the implementation
In the following we discuss some additional aspects that differ from the orig-
inal proposal of [38].
Ordered scales
In general the kT jet algorithm is known to yield ordered scales, as it is
actually based on the ordering of the kT measure (1.40)–(1.41). However
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there are two aspects in the MINLO procedure that can spoil the ordering
of the skeleton. The first aspect is the choice of the core scale µcore. There
are cases in which µcore is not the hardest scale in the event. For instance,
this can happen in vector-boson+jets production, where an additional jet is
emitted at high pT , at a scale that is harder than the typical core process
scale of order µcore ∼MV . In the original MINLO proposal this issue is fixed
by setting µ2core = tn, where tn is the hardest scale of the event. However
this choice results suboptimal in processes where the core process itself is
QCD induced, such as tt¯+multijet production. In this case the core process
is O(α2S) and the emission of a very hard jet would imply that three powers
of αS are evaluated at such a hard scale. The second aspect that can spoil
the ordering in the MINLO algorithm is the presence of forbidden clusterings.
As the procedure is not flavour blind, there are configurations that lead to
softer scales in advanced steps of the kT algorithm. An example is the (sub)
process q′ q¯′ → X + q q¯, with q 6= q′. The first clustering at scale t1 is
constraint to be g → q q¯, leading to the configuration q′ q¯′ → X + g. Here
the gluon may cluster to either beams, but the new scale t2 is not guaranteed
to be higher than t1. Therefore we adopted a specific prescription to enforce
ordered skeletons. In the first place we required that a clustering can occur
only if
ti+1 > ti.
This avoids the unordering due to the flavour dependence. As for the un-
ordering due to the core scale, whenever the condition
µ2core > tN (1.51)
is not satisfied, the last clustering is unfolded, an alternative N -th clustering
is attempted, and the condition (1.51) is tested again. If the condition is
satisfied, the new clustered configuration is accepted, otherwise a different
clustering is considered, if available. If no other clustering can be attempted,
the unfolded configuration is then considered as core process, and the condi-
tion µ2core > tN−1 is tested. This prescription is then iterated until an ordered
skeleton with t1 < · · · < tn < µ2core is obtained.
Initial state clustering
There are events where a final pseudoparton is allowed by flavour configura-
tion to cluster with either beams. In such cases the kT of the parton (1.41) is
an ambiguous measure, as it does not discriminate any preferred clustering.
In these situations we perform the clustering which minimises the invariant
mass of the system.
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Figure 1.2: Representation of the interplay between µres and µF in case of
FI and FF clusterings. The left blob is an incoming hadron, the right blob
is the core process, and each initial(final) line is labelled as I(F). Dashed
lines represent the effect of µF variations in the t axis. In (a) a FI clustering
at scale t1 is followed by a FF one at scale t2, while in (b) a FF clustering
precedes a FI clustering. In both examples, the variation µres = µF =
√
t1/2
is necessary to match the evolution of PDFs for IS splittings from the cutoff
tIR to the core scale. In the case of µres = µF = 2
√
t1 all the inverted
emissions associated to FI clusterings are not resummed if ti < µ
2
F , as they
are already present in the PDFs.
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1.4.4 Validation against MEPS merging
The MINLO algorithm described above has been implemented in SHERPA in
a fully generic way, so that it can be applied to any process. Sudakov form
factors have been coded with the formulas in Appendix A, taking into account
also heavy-quark mass effects [59–61], power corrections in the evolution
variable to LO DGLAP equations and the 2-loops αS cusp term [51]. We have
chosen R = 0.57 in the kT algorithm, but this parameter is freely adjustable.
The MINLO algorithm has been encoded in such a way that Sudakov form
factors are calculated and applied on the fly during event generation. Thanks
to the resulting Sudakov damping of infrared singularities we have been able
to produce events efficiently with very low IR cuts (order of 1 GeV), allowing
to test our prescription down to very low scales with good statistic. This has
allowed us to test the consistent resummation of logarithmic effects in the
Sudakov peak region for several processes.
We tested our algorithm with W + n jets processes, with off-shell W ,
focusing on the systematic comparison between our MI(N)LO implementa-
tion and MEPS@(N)LO method implemented in SHERPA. The goal of the
comparison is to test the consistency of Sudakov resummation, therefore we
performed our analysis at parton level, i.e. without hadronisation, UE and
hadron decays, focusing on the behaviour of jet emissions in the soft regions.
In general, at high transverse momenta, we expect significant deviations be-
tween MEPS and MINLO due to various differences in the two methods. The
first difference is that, contrary to MEPS@(N)LO, MI(N)LO predictions are
not showered. This implies that, in the latter, the effect of multiple emis-
sion is only implemented in the form of Sudakov form factors that render
MI(N)LO events with fixed parton multiplicity exclusive with respect to ad-
ditional QCD emissions. More precisely, each event is characterised by a
resolution scale that corresponds to the kT of its softest parton, below which
the jet substructure is not explicitly resolved. In MEPS, instead, such sub-
structure is generated by the parton shower, that is allowed to fill the phase
space with emissions down to the hadronisation scale. While such effects are
suppressed in regions where the jet transverse momenta are small, for hard
events they can become very important, and they can bias the comparison
in a significant way. The second main difference is related to the clustering
procedure of the two algorithms. Depending on the kinematic region, the
MEPS approach can cluster V jj topologies back to either Drell-Yan configu-
rations (preferred in regions with soft jets), V j configurations (in the region
of intermediate jet pT ) or dijet configurations (in the regions with hard jets),
whereas MINLO can cluster only QCD partons back to a V+ jets configu-
ration. The resulting differences in the core scale settings can give rise to
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sizeable discrepancies between the two methods in the description of hard
jet emissions. For these reasons in this comparison we will focus on the soft
regions, where the comparison of MEPS and MINLO predictions will allow
us to verify the consistent treatment of Sudakov logarithms in our MINLO
implementation.
Setup of the test
We study the processes pp → e− ν¯e+jets at 13 TeV. A similar process has
been investigated with the MINLO algorithm in [62], including also compar-
isons with experimental data. We show MEPS@LO, MEPS@NLO, MILO and
MINLO predictions for selected jet multiplicities. In particular, we performed
the following simulations: MEPS@(N)LO W + n ≤ 2 jets (which we de-
note WjjMEPS@(N)LO), Wj and Wjj using MI(N)LO methods (called WjMI(N)LO
and WjjMI(N)LO respectively), for a total of 6 predictions. Events have been
generated with SHERPA, whereas we used OPENLOOPS for NLO virtual am-
plitudes. Analyses are carried out with the help of RIVET [63]. The W−
boson has a mass of MW = 80.385 GeV and a total width of ΓW = 2.085
GeV, for the Z boson we set a mass of MZ = 91.1876 GeV. We use in all
our simulations the CT14 NLO [64] parton distribution functions. MI(N)LO
simulations require a technical cutoff on the MEs in the IR limits. To this
end, using the kT algorithm with R = 0.4, we required the presence of at
least 1(2) jets with pT > 2 GeV for the Wj(j) simulation. This avoids the
region around the Landau pole, but at the same time could introduce some
biases in the extremely soft region. In order to make a fair comparison of
the algorithms in the Sudakov peak region we set all the internal shower pa-
rameters in MEPS affecting the evaluation of αS consistently. Specifically, we
set all the rescaling factors y of the kind αS(y t) to 1, and in the MILO and
MEPS@LO simulations the option of resumming subleading logarithms of
Catani-Marchesini-Webber kind [51] through an appropriate rescaling of the
αS argument was deactivated. Regarding the scale choices, both algorithms
rely on a CKKW-like scale, which must be supported by a core process scale,
that we set for both to be
µcore =
1
2
HT , HT ≡
∑
i=W,jets
ET,i (1.52)
where ET,i =
√
M2i + p
2
T,i is the transverse mass of the object i, and the sum
includes only those (unordered) jets that are included in the core process.
Moreover, we needed to specify the merging scale for the MEPS algorithm,
which we set to Qcut = 20 GeV. At analysis level, we consider jets obtained
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with an anti-kT algorithm [65] and jet radius R = 0.4 with a pseudorapidity
cut of |ηj| ≤ 2.5. We do not impose any pT cut on the jets.
Results
In Fig. 1.3, we start comparing the differential jet rates, defined as
yi i+1 = log10
(
di i+1
1GeV
)
, (1.53)
where di i+1 is the kT measure associated with the clustering from the i+1-jet
configuration to a i-jet configuration. As for the 0 → 1 differential jet rate
(Fig. 1.3(a)), we see that all predictions are well behaved in the soft limit,
both at leading and next-to-leading order. Such behaviour in the MINLO
algorithm is given by the analytic Sudakov form factors defined in (1.48),
which damps the otherwise divergent matrix elements in the soft-collinear
region. Note that the Sudakov peak is expected to be at few GeV, close
to the employed generation cuts and to the shower cutoff. This might bias
the results in the very soft region. At LO, there is a small shape distortion
between WjMILO and WjjMEPS@LO in the Sudakov region, where the agreement
goes from the 20% level in the extremely soft region (where MILO has a gen-
eration cut) to less than 5–10% at d ∼ 30 GeV. In the intermediate and hard
regions the two LO predictions differ a lot as expected, with discrepancies
of 50% or more. At NLO the agreement improves. The WjMINLO simulation
agrees within 10% or less with MEPS@NLO in the whole soft region, apart
from an excess of +20% near the generation cut threshold. We stress that the
results at small transverse momentum in MINLO are driven by the effect of
the analytic Sudakov form factors and the NLO subtraction term of (1.49).
In the hard tail we observe a discrepancy with respect to MEPS@NLO, as
expected, which is nevertheless milder than in the LO case. The origin of
such behaviours in the hard region could be explained by the fact that the
simplest way for a W to emit a hard jet is a configuration where the boson
is relatively soft, and the recoil is given by another hard jet. Such topology
is not present in WjMILO, whereas it is in MEPS (due to the Wjj MEs) and
in WjMINLO (due to the real emission). This interpretation is supported by
the fact that MEPS has a K-factor reasonably close to one across the whole
plotted range, while in MINLO the K-factor is strongly enhanced in the hard
region (bottom panel in Fig. 1.3(a)).
The 1 → 2 differential jet rate is shown in Fig. 1.3(b). In the WjMINLO
simulation the second jet is not resummed. Thus only WjjMI(N)LO predictions
are considered. In the 2-jet case the agreement between the two algorithms
is decent at leading order (∼ 30%) in almost all the range, with a mild shape
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Figure 1.3: Differential jet rates yi i+1 associated with the 1 → 0 (1) and
2 → 1 (b) clustering. The top panels show absolute predictions at LO,
whereas the second show the NLO ones. The third and fourth panels show
the ratios between the various LO and NLO predictions, respectively. Finally,
in the bottom panel the ratio NLO/LO for each prediction is shown.
difference, whereas the NLO predictions turn out to be closer in shape in
the soft region. It is interesting to notice that the MINLO algorithm yields
a rather stable and small K–factor in the whole range.
In Fig. 1.4 the pT of the first and second hardest jets are plotted. The
former is equivalent to y01, but shown in different form and range. In the
1.4 The MINLO method 39
transverse momentum spectrum of the second hardest jet we observe that
the agreement in the Sudakov region improves from 20–30% at LO to order
of 10% at NLO. Again, we see that MILO simulations yield lower predic-
tions than MEPS@LO ones in the very soft regime, whereas this discrepancy
disappears at NLO.
WjjMEPS@LO
WjMILO
10 1 10 2 10 3
10−2
10−1
1
10 1
10 2
10 3
pT of 1
st jet
pT [GeV]
d
σ
/
d
p
T
[p
b
/
G
eV
]
WjjMEPS@NLO
WjMINLO
10 1 10 2 10 3
10−2
10−1
1
10 1
10 2
10 3
pT [GeV]
d
σ
/
d
p
T
[p
b
/
G
eV
]
10 1 10 2 10 3
0.4
0.6
0.8
1
1.2
1.4
1.6
1.8
2
pT [GeV]
σ
M
IL
O
σ
M
E
P
S
@
L
O
10 1 10 2 10 3
0.4
0.6
0.8
1
1.2
1.4
1.6
1.8
2
pT [GeV]
σ
M
IN
L
O
σ
M
E
P
S
@
N
L
O
10 1 10 2 10 3
0.4
0.6
0.8
1
1.2
1.4
1.6
1.8
2
pT [GeV]
σ
N
L
O
σ
L
O
(a)
WjjMEPS@LO
WjjMILO
10 1 10 2 10 3
10−2
10−1
1
10 1
10 2
10 3
pT of 2
nd jet
pT [GeV]
d
σ
/
d
p
T
[p
b
/
G
eV
]
WjjMEPS@NLO
WjjMINLO
10 1 10 2 10 3
10−2
10−1
1
10 1
10 2
10 3
pT [GeV]
d
σ
/
d
p
T
[p
b
/
G
eV
]
10 1 10 2 10 3
0.4
0.6
0.8
1
1.2
1.4
1.6
1.8
2
pT [GeV]
σ
M
IL
O
σ
M
E
P
S
@
L
O
10 1 10 2 10 3
0.4
0.6
0.8
1
1.2
1.4
1.6
1.8
2
pT [GeV]
σ
M
IN
L
O
σ
M
E
P
S
@
N
L
O
10 1 10 2 10 3
0.4
0.6
0.8
1
1.2
1.4
1.6
1.8
2
pT [GeV]
σ
N
L
O
σ
L
O
(b)
Figure 1.4: Transverse momentum spectrum of the 1st (a) and 2nd (b) hardest
jet. Ratio plots as in Fig. 1.3.
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Summary and conclusions
We presented a comparison between the MEPS algorithm implemented in
SHERPA and our MINLO algorithm in case of W+jets production, at both
leading and next-to-leading order. The aim of the study was to validate our
MINLO implementation against the MEPS algorithm regarding the treatment
of Sudakov logarithms. For this reason, we focused our analysis on the very
soft region and on jet observables.
Both MILO and MINLO predictions yield well behaved results in the
Sudakov region, which is a consequence of the correct exponentiation of large
logarithms. Despite the MEPS and MINLO methods differ by aspects that
prevent a precise quantitative comparison, we found nice consistency between
the predictions in the Sudakov region.
We also observed a better agreement in passing from LO to NLO accu-
racy, where it goes from 20% and mild shape distortions at leading order to
∼ 10% and small shape distortions at next-to-leading order. The good agree-
ment found in this comparison demonstrates the consistency of both NLO
matching and logarithmic resummation in our MINLO implementation.
A systematic comparison of the two methods would need the matching of
the MINLO algorithm to the Sherpa parton shower, and we plan to address
this aspect in future studies.
In Chapter 3 we report an application of the MINLO algorithm on tt¯+1, 2
and 3 jets at NLO QCD.
1.5 Automated tools
In order to compare theoretical predictions to experimental data, computer
programs, which simulate high-energy collisions in a generic and widely au-
tomated way, have been developed. These programs are known as event
generators. Event generators are based on the factorisation of scattering
processes into various stages, each with its energy scale. This is depicted
in Fig. 1.5. The hardest scale is related to the hard process (dark red blob).
Here is where perturbation theory holds and this part of the simulation is
described in terms of matrix elements (MEs). Coloured partons then un-
dergo cascades of collinear splitting processes that lead to showers of low
energy partons. This is handled by parton showers, which describe the evo-
lution of QCD partons from the hard scale down to hadronisation scale (of
order of ΛQCD ∼ 1 GeV). At this stage coloured partons are converted into
colourless hadrons, by means of hadronisation models. Unstable hadrons
then decay into the particles observed in detectors (dark green blobs). In
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Figure 1.5: Pictorial representation of a generic event as produced by an
event generator. The hard interaction (production plus decays) corresponds
to the red blobs. Additional hard QCD radiation is produced as a shower of
collimated low-energy partons (red) and a secondary interaction takes place
(purple blob) before the final-state partons hadronise (light green blobs) and
hadrons decay (dark green blobs). Photon radiation occurs at any stage
(yellow).
case of hadronic collisions, a secondary interaction can occur between the
hadron remnants (purple blob in Fig. (1.5)), which gives rise to additional
QCD radiation. This part of the process is called underlying event and is
described by means of phenomenological models. Event generators have been
developed during the years parallel to new experiments at increasingly higher
energies. The increasing complexity of the final states and the need of higher
accuracy require these codes to be increasingly fast and flexible. The most
prominent examples of event generators are PHYTIA 8 [66], HERWIG 7 [67] and
SHERPA [28].
Many important experimental signatures at the LHC are characterised
by high complexity. In particular they typically involve a large number of
final-state particles. This has lead to the creation and perfection of powerful
theoretical techniques and tools, which can deal with multi-partons final
states. By now, at tree level, several codes that can compute corresponding
cross sections and generate events in a fully automated way are available.
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The most prominent examples include ALPGEN [68], MG5aMC@NLO [69]
and AMEGIC++ [70]. AMEGIC++ is part of a fully equipped event generation
framework, the SHERPA [28] event generator.
The need of higher accuracy has pushed towards the development of next-
to-leading order calculations for the hard processes, and towards more real-
istic simulations which can be used in experimental contexts. These aims
brought to the creation of fast and flexible automated-NLO-amplitudes gen-
erators such as OPENLOOPS [71], NJET [72] and GOSAM [73], which can be
interfaced to event generators, and to the development of theoretical tech-
niques to combine NLO results with full MC simulations. Examples of such
methods are NLO and PS matching and multi-jets merging, some of which
have been already introduced in Sections 1.3.1 and 1.3.2.
Among the various MC full event generators we recall MG5aMC@NLO [27]
and SHERPA+OPENLOOPS. The latter is the framework that has been used
throughout this work, and it will be introduced in this section.
OPENLOOPS [71] is a one-loop generator based on a novel numerical re-
cursion, which is formulated in terms of loop-momentum polynomials called
“open loops” and allows for a fast evaluation of scattering amplitudes with
many external particles. This is natively interfaced to SHERPA [28], a com-
plete event-generation framework, which supports LO matrix elements gen-
eration, a subtraction mechanism, matching and merging with an internal
parton shower, hadronisation and simulation of multiparton interactions.
Thanks to its speed and flexibility, the full framework has been successfully
employed in several complicated processes [32,37,74–78], and has been used
throughout this work.
1.5.1 Sherpa
SHERPA is an acronym for “Simulation of High Energy Reactions of PAr-
ticles”. It consists of a fully-equipped event generation framework, which
has been completely written in the object oriented programming language
C++. It includes two automatic matrix-element generators AMEGIC and
COMIX [79], a parton shower based on Catani-Seymour dipoles, a multiple
parton interaction module, a hadronisation module, a hadron and tau decay
library, and a program for the simulation of QED radiation. AMEGIC is a tree-
level element generator based on Feynman diagrams, which are translated to
helicity amplitudes following the methods of [80]. It has been thoroughly
tested for multiparticle production in several processes [81]. In addition
to the Standard Model, it implements also the MSSM [82], the ADD [83]
model, the effective ggH theory and other models. COMIX is a multi-leg tree-
level matrix-element generator, based on the colour-dressed Berends-Giele
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recursive relations [84]. It employs an algorithm to recursively compute
phase-space weights. The evaluation of initial- and final-state integrals is
carried out by following the adaptive multi-channel methods of [85, 86] to-
gether with a Vegas optimisation [87], but also other phase-space generators
are available. The Catani-Seymour subtraction [88] method is employed and
automated for both matrix-element generators. A parton shower based on
Catani–Seymour (CS) dipoles, proposed in [89, 90], has been implemented
in SHERPA [53]. It relies on the factorisation of real-emission matrix ele-
ments in the CS subtraction framework, where the dipole functions, taken
in four dimensions and averaged over spins, are used as shower splitting
kernels. When interfaced to an external one-loop generator, the framework
allows to match NLO MEs to the parton shower according the S-MC@NLO
method, and to consistently combine different final-state multiplicities with
the parton shower at NLO accuracy following the MEPS@NLO prescription
(see Sections 1.3.1 and 1.3.2). These methods have been implemented within
Sherpa in a fully-general and automated way and can be applied to any
process within the Standard Model. The underlying event is simulated by
AMSIC++ [91], according to the method in [92]. In SHERPA the treatment
of multiple interactions has been extended by allowing for the simultaneous
evolution of an independent parton shower in each of the subsequent (semi-
)hard collisions. The beambeam remnants are organized such that partons
which are adjacent in colour space are also adjacent in momentum space.
Finally, hadronisation effects and hadron decays are implemented and fully
automated. The former are essentially based on the continuation of a dipole-
shower model into the non-perturbative regime, where the strong coupling
is parametrised and can be tuned to better fit the data. The kinematics
of the splittings and hadrons is then chosen according to Lorentz invariant
evolution parameters [93]. The hadron decay module employs several matrix
elements and form-factor models, and resulting decay products respect full
spin correlations. SHERPA itself is the steering module that manages all the
above and controls the event generation at all stages. It also implements the
initialisation of the generator and the interaction with external interfaced
codes.
1.5.2 OpenLoops
In this section the main aspects of the OPENLOOPS algorithm will be out-
lined following [71,94]. OPENLOOPS is an automated tree-level and one-loop
generator based on a novel numerical recursion, which is formulated in terms
of loop-momentum polynomials called “open loops” and allows for a fast
evaluation of scattering amplitudes with many external particles. The key
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idea behind this algorithm is the recursive construction of the colour-stripped
amplitudes in terms of objects called sub-trees, starting from external wave
functions. At tree level, sub-trees are obtained from tree diagrams after a
line is cut and are represented as complex ntuples wβ(i), with β being the
Lorentz or spinor index of the cut line and i an index which embodies the
topology, the (off-shell) momentum and the particle contents, i.e.,
wβ(i) = i =
k
j
. (1.54)
The cut lines are indicated by dots and external lines are not shown7. In this
framework, the recursive step reads
wβ(i) =
Xβγδ(i, j, k) w
γ(j) wδ(k)
p2i −m2i + iε
, (1.55)
where Xβγδ/(p
2
i −m2i + iε) describes a vertex connecting i, j, k, and a prop-
agator attached to i. The recursion ends when all the sub-trees needed to
build all the diagrams have been generated. Sub-trees which occur in dif-
ferent diagrams are calculated once and then re-used in all the occurrences.
The actual implementation of the code makes use of universal routines built
of wave functions, vertices and propagators corresponding to the Feynman
rules of the theoretical model at hand. This technique is also used for 1-loop
diagram calculation. Each n-points colour-stripped diagram δA(d) is inter-
preted as an ordered set of n sub-trees, In = {i1, . . . , in}, connected by loop
propagators,
δA(d) =
∫
dDq N (In; q)
D0D1 . . . Dn−1
=
n− 1
0
1
in−1in
i2i1
, (1.56)
where the denominators Di = (q+pi)
2−m2i +iε are functions of the loop mo-
mentum q, the external momenta pi and internal masses mi. The rest of the
contributions coming from vertices, propagators and sub-trees are encoded
in the numerator N (In; q), which is a polynomial in the loop momentum q
of degree R ≤ n,
N (In; q) =
R∑
r=0
Nµ1...µr(In) qµ1 . . . qµr . (1.57)
7For brevity, quartic vertices are omitted, but their inclusion is straightforward.
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Setting p0 = 0 and cutting the denominator D0, the result is a tree level struc-
ture, and the numerator function can be built in a recursive way attaching
sub-trees,
N βα (In; q) = In =
in
In−1 . (1.58)
Here α and β are respectively the spinor and Lorentz index of the cut propa-
gator. The numerator N βα (In; q) is then built recursively according to (1.55),
N βα (In; q) = Xβγδ(In, in, In−1) N γα (In−1; q) wδ(in), (1.59)
with Xβγδ being the same vertices as in the tree recursion. At this stage, the
numerator is split into a loop-momentum-dependent part Z and a indepen-
dent part Y ,
N βα (In; q) =
R∑
r=0
N βµ1...µr;α(In) qµ1 . . . qµr , Xβγδ = Y βγδ + Zβµ;γδqµ, (1.60)
leading to the recursive relation for the so-called open loops
N βµ1...µr;α(In) =
[
Y βγδ N γµ1...µr;α(In−1) + Zβµ1;γδ N γµ2...µr;α(In−1)
]
wδ(in).
(1.61)
The recursion stops with the contraction of the α, β indices Nµ1...µr =
N αµ1...µr;α, yielding the coefficients of the tensor integral representation of
the diagram
δA(d) =
R∑
r=0
Nµ1...µr(In) T µ1...µrn,r with T µ1...µrn,r =
∫
dDq qµ1 . . . qµr
D0D1 . . . Dn−1
. (1.62)
The tensor integrals T µ1...µrn,r are reduced to m-points scalar integrals Tm,0
with m = 1, 2, 3, 4. Alternatively, this reduction can be avoided through the
OPP method [95] by means of a direct connection between the numerator
functions N (In; q) and the scalar integral representation of the amplitude.
In this case, the coefficients can be determined by multiple evaluations of
N (In; q) for loop momenta q constrained by multiple-cut conditions of the
form Di = Dj = · · · = 0. The described algorithm is implemented in the
OPENLOOPS program [96]. Feynman diagrams are generated by FEYNARTS
[97], whereas MATHEMATICA manages the recursive routines and generates
the related FORTRAN90 codes. The generated code is organised in libraries
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which can be loaded an called by means of the native FORTRAN90/C++
interface. The tensor reduction is dealt with by COLLIER [98–101] or CutTools
[102] and OneLOop [103]. Several options are settable to guarantee numerical
stability. The code results to be light, fast and stable, which are crucial
features for multi-final states Monte Carlo simulations. OPENLOOPS has
been successfully employed in several QCD and EW processes [32,37,74–76,
78,104–109], and, in conjunction with SHERPA, it has been used throughout
this work.
Part II
Phenomenological applications
47

Introduction
The tt¯H channel permits the direct measurement of the top Yukawa coupling.
In the dominant Higgs-decay mode, H → bb¯, this also allows to constrain the
bottom Yukawa coupling. However, the huge QCD background to tt¯H(bb¯)
production, which consists of tt¯+light jets production and tt¯bb¯ production,
renders tt¯H(bb¯) searches very challenging. The signal over background ratio,
indeed, is typically at the percent level and hardly reaches ten percent, de-
pending on the signal region [13,14]. The ambiguity in the Higgs mass peak
identification due to the presence of four b quarks in the final state coming
from Higgs and top decays represents another obstacle in this search. In this
context, the availability of precise and realistic theoretical predictions for
the relevant channels is of paramount importance to reduce the systematic
uncertainties associated with the experimental analyses. The theoretical pre-
dictions for these backgrounds are particularly challenging mainly for two rea-
sons. First, they involve multi-particle final states with six or more coloured
legs, two of which are heavy flavours, which makes high order calculations
demanding. Second, the multi-scale nature of the processes, with masses and
kinematic invariants that range from mb ∼ 5 GeV to mtt¯ ∼ 500 GeV, renders
the assessment of theoretical uncertainties and the matching NLO matrix
elements to parton showers nontrivial.
Fixed-order calculations at NLO QCD accuracy can reduce the theoretical
uncertainties of the backgrounds to 10–30% [29,30,33–35], whereas more re-
cent NLO predictions combined to parton showers yield more realistic results,
thus being suitable for experimental analyses. The MEPS@NLO simulation
of top-pair production in association with up to two light jets, published
in [32], currently represents the state of the art in multijet merging at NLO.
Regarding the irreducible background to the tt¯H(bb¯) signal, NLO+PS re-
sults for tt¯bb¯ production using the POWHEG method and the S-MC@NLO
method have been published in [36] and [37], respectively. While the former
calculation handles b-quarks as massless partons, the latter one—reported in
this chapter— includes b-mass effects and represents the first application of
NLO matching to a process with four coloured massive particles in the final
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state. The combination of the small theoretical uncertainties of NLO calcu-
lations with the more physical description of the final states by the parton
shower makes these simulations particularly suitable for the applications to
experimental searches. Let us note in passing that fully realistic Monte Carlo
simulations at NLO accuracy of signal and backgrounds, based on the results
presented in this work, have been employed to study the potential sensitivity
of the LHC in the tt¯H(bb¯) channel [77].
This part of the manuscript is devoted to applications of the theoret-
ical methods and automated tools presented in Part I in the context of
tt¯H(bb¯) searches. We report two works, based on [37] and [39], concerning the
tt¯+multijets and tt¯bb¯ processes, which constitute the dominant backgrounds
to the tt¯H(bb¯) signal.
In Chapter 2 we present a next-to-leading order simulation of tt¯bb¯ pro-
duction with massive b-quarks matched to the SHERPA parton shower. The
inclusion of the b–mass effects allows to extend NLO predictions to arbi-
trary tt¯bb¯ kinematics, including the case where one or both b-jets arise from
collinear g → bb¯ splittings. We find that this splitting mechanism plays
an important role for tt¯H searches at the LHC. In section 2.1 we report
the work published in [37], whereas the rest of the chapter is focused on
additional unpublished studies regarding tt¯bb¯ production. In particular, in
section 2.2 we show a more extensive study, which has not been included in
the original work. Finally, in section 2.3 we present a technical study on the
resummation scale dependence of the MC@NLO and S-MC@NLO methods
implemented in the MG5aMC@NLO+PHYTIA 8 and SHERPA+OPENLOOPS
frameworks respectively, applied to the tt¯bb¯ simulation at 13 TeV.
In Chapter 3 we present theoretical predictions for the production of
top-quark pairs with up to three light jets at the next-to leading order in
perturbative QCD. The relevant calculations are performed with SHERPA and
OPENLOOPS. To address the issue of scale choices and related uncertainties
in the presence of multiple scales, we compare results obtained with the
standard scale HT/2 at fixed order and the MINLO procedure. Analysing
various cross sections and distributions for tt¯ + 0, 1, 2, 3 jets at the 13 TeV
LHC we find a remarkable overall agreement between fixed-order and MINLO
results. The differences are typically below the respective factor-two scale
variations, suggesting that for all considered jet multiplicities missing higher-
order effects should not exceed the ten percent level.
Chapter 2
Precise predictions for ttbb
production at the LHC
2.1 NLO+PS predictions for ttbb production
at the 8TeV LHC
The recent discovery of the Higgs boson and first measurements of its in-
teractions permit to probe the mechanism of spontaneous symmetry break-
ing, by which elementary particles acquire their mass [1, 2]. Data collected
in the first run of the LHC provide significant sensitivity to Higgs-boson
interactions with force carriers—gluons, photons, Z and W bosons—while
constraints on Higgs-couplings to matter particles—leptons and quarks—are
less stringent and mostly stemming from indirect effects on Higgs–gluon and
Higgs–photon couplings. The direct investigation of Higgs-boson couplings
to quarks and leptons will thus represent a crucial further step towards a
complete understanding of the origin of mass. In this context, the reaction
pp → tt¯H(bb¯), i.e. Higgs-boson production in association with a top-quark
pair with subsequent Higgs-boson decay into a bottom-quark pair, provides
a unique opportunity to test the mass-generation mechanism in the heavy-
quark sector. This process is notoriously very challenging due to the presence
of four b-quarks in the final state, which hampers a correct identification of
the Higgs-boson mass peak. As a result, the tt¯H signal is strongly contami-
nated by background contributions from top-quark pair production in associ-
ation with light-, charm- and bottom-jet pairs. The large uncertainty in the
Monte-Carlo simulations of these multi-particle QCD backgrounds represents
one of the main bottlenecks of the present tt¯H(bb¯) analyses [110, 111], and
the availability of state-of-the art theory predictions for tt¯jj, tt¯cc¯, and tt¯bb¯
production is a key prerequisite to improve the sensitivity to the tt¯H(bb¯) sig-
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Figure 2.1: Tree topologies corresponding to tt¯bb¯ production via single hard
(left) or double collinear (right) g→ bb¯ splitting.
nal. In the case of the irreducible tt¯bb¯ background, theory predictions play an
especially important role, since the lack of sufficiently distinctive kinematic
features and the rather small cross section do not allow for an efficient tt¯bb¯
measurement in a signal-free control region.
NLO calculations for tt¯bb¯ [33–35,112] and tt¯jj [29,30] production can re-
duce perturbative uncertainties from 70–80% down to 15–20%. However, in
order to be applicable to the experimental analyses, these calculations need to
be matched to parton showers. Matched NLO predictions for pp→ tt¯+ ≤ 1
jets, with consistent merging of 0- and 1-jet final states, have been presented
in [31], and first technical results towards NLO matched tt¯bb¯ production have
been discussed in [36], where the NLO calculation of [35] was matched at the
level of the first shower emission with the PowHeg approach [17]. In this let-
ter, we present a fully-showered NLO simulation of tt¯bb¯ production. Besides
matching NLO matrix elements to the parton shower with the MC@NLO
method [15], for the first time we also include finite b-quark mass effects.
This represents the first complete NLO-matched simulation with four (mas-
sive) coloured particles in the final state. Using massive b-quarks we can
extend the simulation to the whole tt¯bb¯ phase space, thereby including also
tt¯+1 b-jet contributions with an unresolved (soft or collinear) b-quark, which
play an important role in the tt¯H(bb¯) analysis. Moreover, matching massive
NLO matrix elements to the parton shower gives access to novel tt¯ + b-jets
production mechanisms, where b-jets arise from hard gluons via collinear
g → bb¯ splittings. In particular, one can describe tt¯ + 2 b-jet events where
both b-jets originate from g → bb¯ splittings (see Fig. 2.1). For this kind
of configurations—which turn out to be quite important—the finite b-quark
mass allows one to obtain an NLO accurate description of the first g → bb¯
splitting, while simulations with massless b-quarks must rely on tt¯gg matrix
elements plus pure parton-shower splittings in the collinear regions.
The presented simulation has been prepared within the SHERPA +Open-
Loops framework [28,71,74], which supports the fully automated simulation
of any Standard-Model process at NLO QCD, including matching to the par-
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ton shower and multi-jet merging. The OpenLoops [71] program is a one-
loop generator based on a novel numerical recursion, which is formulated in
terms of loop-momentum polynomials called “open loops” and allows for a
fast evaluation of scattering amplitudes with many external particles.1 It uses
the COLLIER library [114] for the numerically stable evaluation of tensor inte-
grals [98,99] and scalar integrals [100]. Real-emission contributions, infrared
subtractions based on the Catani–Seymour (CS) technique [46, 115], and
phase-space integration are handled by SHERPA [28] and Amegic++ [70].
The NLO corrections are matched to the SHERPA parton shower [53] using the
SHERPA formulation [18, 116] of the MC@NLO method [15] (S-MC@NLO).2
The essence of the S-MC@NLO approach is encoded in the following formula
for the no-emission and first-emission contributions to the expectation value
of a generic observable [116],
〈O〉 =
∫
dΦB
[
B(ΦB) + V (ΦB) + I(ΦB)
]
U(t0, µ
2
Q)
+
∫
dΦR
[
R(ΦR)−
∑
ijk
Dijk(ΦR)θ(µ
2
Q − t)
]
O(ΦR). (2.1)
The terms B(ΦB) and V (ΦB) represent Born and virtual matrix-element
contributions to the Born phase space ΦB, while R(ΦR) denotes real-emission
matrix-element contributions to the corresponding phase space ΦR. Similarly
as for NLO calculations, infrared singularities are removed from the ΦR phase
space via local subtraction terms Dijk(ΦR) and added back to the virtual
contributions in the form
I(ΦB) =
∑
ijk
∫
dΦR|BDijk(ΦR)θ(µ2Q − t), (2.2)
where each subtraction term is integrated over a factorised phase space
ΦR|B associated with a ΦR → ΦB mapping. In fixed-order calculations,
to achieve an exact cancellation of the subtraction terms, events associated
with Dijk(ΦR) must be attributed to the Born phase space according to the
appropriate ΦR → ΦB mapping. In contrast, in the S-MC@NLO approach
Dijk(ΦR) contributions are handled as genuine real-emission events, and the
resulting mismatch of the form Dijk(ΦR) [O(ΦR)−O(ΦB)] is compensated,
to order αs, by ΦB → ΦR migrations that result from parton-shower emis-
1A public implementation of OpenLoops will appear in the next future [113].
2In the following, S-MC@NLO always refers to the algorithm of Refs. [18, 116] and its
implementation within SHERPA.
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sions. The first shower emission is described by
U(t0, µ
2
Q) = ∆(t0, µ
2
Q)O(ΦB)
+
∑
ijk
∫ µ2Q
t0
dΦR|B
Dijk(ΦR)
B(ΦB)
∆(t, µ2Q)O(ΦR), (2.3)
where the second line corresponds to the first-emission probability, and the
Sudakov form factor ∆(t0, µ
2
Q) represents its no-emission counterpart. The
parton shower is driven by the evolution variable t. It starts at the resumma-
tion scale µ2Q and stops when t reaches the infrared cut-off t0. The key prin-
ciple, by means of which the S-MC@NLO approach preserves NLO accuracy
up to the first emission, is the correspondence between the splitting kernels
of the parton shower and the terms Dijk that are subtracted from the real
emission. In SHERPA this is achieved by using CS dipoles Dijk both as sub-
traction terms and as splitting kernels of the parton shower. More precisely,
the kernels of the shower are given by the spin-averaged CS dipoles, taken in
the large-Nc limit. In addition, to obtain a fully consistent matching, the first
shower emission is supplemented by exact spin and colour correlations [18].
The S-MC@NLO matching can be regarded as an effective subtraction of the
first shower emission, and, similarly as for the shower, also the subtraction
terms in (2.1) and (2.2) must be restricted to the kinematic region t < µ2Q.
Finally, no-emission and first-emission events generated according to (2.1)–
(2.3) are used as seeds for subsequent shower emissions.
In the following, we present and compare LO, NLO and S-MC@NLO sim-
ulations of tt¯bb¯ production at the 8 TeV LHC. The results are based on a
SHERPA 2.0 pre-release version.3 Hadronisation and underlying events are
not considered, and top quarks are treated as stable particles with mass
mt = 173.2 GeV. While spin-correlated t → Wb decays can be simulated
in a fully automated way, omitting top decays permits us to focus on the
behaviour of those b-jets that arise from QCD interactions, and that in-
volve many more subtleties from the viewpoint of the theoretical simulation
and its uncertainties. Consistently with the use of a finite b-quark mass,
mb = 4.75 GeV, we employ four-flavour parton distributions. Specifically, at
NLO (LO) QCD the LHApdf implementation of the MSTW2008NLO (LO)
parton distributions [117] and the corresponding αs values are used. While
the four-flavour running of αs misses top- and bottom-quark loop effects,
corresponding O(αs) contributions are consistently included in the virtual
corrections via zero-momentum subtraction of the heavy-quark loops in the
renormalisation of αs.
3This version corresponds to SVN revision 23546, which implements a recent tune of
the SHERPA parton shower to LEP data.
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ttb ttbb ttbb(mbb > 100)
σLO[fb] 2644
+71%
−38%
+14%
−11% 463.3
+66%
−36%
+15%
−12% 123.4
+63%
−35%
+17%
−13%
σNLO[fb] 3296
+34%
−25%
+5.6%
−4.2% 560
+29%
−24%
+5.4%
−4.8% 141.8
+26%
−22%
+6.5%
−4.6%
σNLO/σLO 1.25 1.21 1.15
σMC[fb] 3313
+32%
−25%
+3.9%
−2.9% 600
+24%
−22%
+2.0%
−2.1% 181.0
+20%
−20%
+8.1%
−6.0%
σMC/σNLO 1.01 1.07 1.28
σ2bMC[fb] 3299 552 146
σ2bMC/σNLO 1.00 0.99 1.03
Table 2.1: Cross sections with standard ttb and ttbb cuts and with an addi-
tional cut, mbb > 100 GeV. Full S-MC@NLO predictions (σMC) are compared
to results obtained with parton-shower g→ bb¯ splittings switched off (σ2bMC).
The first and second uncertainty represent ξR and ξF variations. In the S-
MC@NLO case, the latter is combined with ξQ variations in quadrature.
As renormalisation scale we employ the geometric average of the top-
quark and b-quark transverse energies,4
µ4R = ξ
4
R
∏
i=t,¯t,b,b¯
ET,i = ξ
4
R
∏
i=t,¯t,b,b¯
√
m2i + p
2
T,i , (2.4)
which represents a natural generalisation of the dynamical scale
µ2 = mt
√
pT,bpT,b¯ introduced in [34]. The default scale corresponds to
ξR = 1, and ξR parametrises scale variations. To NLO accuracy, this choice
corresponds to α4s (µR) '
∏
i αs(ET,i) and guarantees that the strong-coupling
factors associated to the production of the various final-state objects adapt
to the respective transverse energies. The factorisation and resummation
scales, which define the available phase space for QCD radiation, are related
to the average top-quark transverse energy via
µF =
ξF
2
(ET,t + ET,¯t), µQ = ξQµF . (2.5)
The default scale choice corresponds to ξF = ξQ = 1, and ξF parametrises
correlated variations of µF and µQ, while ξQ controls additional variations
4 Note that a dynamical QCD scale defined in terms of b-quark momenta is infrared
safe for mb > 0, while for massless b-quarks a scale based on b-jet momenta should be
used.
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of µQ with fixed µF . QCD partons, including b-quarks and excluding only
top-quarks, are recombined into IR-safe jets using the anti-kT algorithm [65]
with jet-resolution parameter R = 0.4. Events are categorised according to
the number Nb of reconstructed b-jets with pT > 25 GeV and |ηb| < 2.5. In
this respect, we classify as b-jet any jet involving at least a b-quark, which
includes also the case of collimated bb¯ pairs resulting from the splitting of
energetic gluons. This is, at least experimentally, the most realistic b-jet
definition, and its implementation at NLO is possible only in presence of
massive b-quarks. In fact, in calculations with massless b-quarks, collimated
bb¯ pairs must be handled as gluon-jets in order to avoid collinear singularities.
To investigate NLO and S-MC@NLO correction effects we considered an
exclusive ttbb sample, with events involving Nb ≥ 2 b-jets, and a more in-
clusive ttb sample with Nb ≥ 1. For the ttbb sample an additional analysis
is performed with a cut on the invariant mass of the first and second b-jet,
mbb > 100 GeV, which corresponds to the tt¯H(bb¯) signal region. The re-
spective LO, NLO and S-MC@NLO cross sections are reported in Table 2.1.
In order to isolate contributions arising from b-quarks emitted by the par-
ton shower, we also present S-MC@NLO predictions generated in absence of
g → bb¯ parton-shower splittings. Scale uncertainties are assessed via in-
dependent factor-two variations of ξR and ξF. Additional scale uncertainties
related to the parton shower are included via ξQ = 2
±1/2 variations of the
resummation scale and are combined in quadrature with ξF variations.
Fixed-order results in Table 2.1 feature NLO K-factors close to 1.2, with
±0.05 variations depending on the selection cuts. This is consistent with
the O(20%) contribution of b-quarks to the running of α4s (µ) from mb to
µR, and with the fact that the corresponding K-factor in the five-flavour
scheme, where b-quark contributions are included in the running of αs, is
very close to one [118]. In this respect, let us note that a fully consistent
resummation of ln(µR/mb) terms associated with the running of αs would
increase the tt¯bb¯ NLO cross section by about 9% as compared to standard
4F-scheme predictions presented in this letter. This estimate was obtained
using a modified set of MSTW four-flavour PDFs with five active flavours in
the evolution of αs.
Scale uncertainties in Table 2.1 are dominated by renormalisation-scale
variations and decrease from about 60–70% at LO to 20–30% at NLO. Scale
variations at NLO and S-MC@NLO level are rather similar. In presence of
standard ttb and ttbb cuts, matching to the parton shower shifts the NLO
cross section by only 1% and 6%, respectively. However, the S-MC@NLO cor-
rection to tt¯bb¯ finals states is quite sensitive to the invariant mass of the bb¯ pair
and turns out to be enhanced by a factor four in the region mbb¯ > 100GeV,
which is relevant for Higgs-boson searches. This S-MC@NLO effect—which
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Figure 2.2: Transverse momentum of the first light jet and invariant mass of
the first two b-jets with standard ttbb cuts. The S-MC@NLO bands display
the combination in quadrature of µR, µF and µQ scale variations. The S-
MC@NLO 2b curve is obtained by switching off g→ bb¯ splittings in the parton
shower.
clearly exceeds the magnitude of the Higgs signal in the present tt¯H(bb¯) anal-
yses [110,111]—tends to disappear if g→ bb¯ splittings are switched off in the
parton shower.5 As discussed below, various features indicate that this effect
is dominated by the double-splitting mechanism depicted in Fig. 2.1.b.
The differential distributions in Figs. 2.2 and 2.3 provide examples of
nontrivial matching corrections. Standard ttbb cuts are applied, and the
S-MC@NLO bands display the combination in quadrature of µR, µF and
µQ scale variations. The corresponding uncertainties are typically around
30% and tend to increase in the tails, also due to statistical fluctuations.
The transverse momentum of the first non-b jet (Fig. 2.2.a) shows the typi-
cal S-MC@NLO behaviour. At transverse momenta above the resummation
scale, where the parton shower stops emitting, S-MC@NLO and NLO pre-
dictions agree well. The fixed-order infrared singularity at small pT is con-
sistently damped by the Sudakov form factor, and Sudakov effects start to
be important already at pT ∼ 50 GeV. This reflects the presence of intense
QCD radiation resulting from the gluon-gluon initial state and from the high
center-of-mass energy of the tt¯bb¯ system. In the intermediate pT region we
observe an S-MC@NLO correction of about +30% wrt. NLO. This can be
5 Note that only full S-MC@NLO predictions should be regarded as physical, while
results without g→ bb¯ parton-shower splittings are showed only for technical aims, namely
to illustrate the relevance of multiple bb¯ production.
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attributed to g → bb¯ parton-shower splittings and to the enhancement of
the first shower emission that results from the (B + V + I) term in (2.1).
The precise position and magnitude of the S-MC@NLO/NLO maximum de-
pend on the choice of the renormalisation and resummation scales, and scale
variations permit assessing related higher-order uncertainties inherent in the
matching procedure.
Figure 2.2.b confirms that matching corrections are quite sensitive to the
invariant mass of the first two b-jets. The S-MC@NLO/NLO ratio grows
with mbb and reaches 25–30% in the Higgs-signal region, mbb ∼ 125 GeV.
This enhancement at high invariant mass can be attributed to tt¯ + 2 b-jets
production via double g → bb¯ splittings, since this mechanism is kinemat-
ically favoured by the fact that the probability that two hard gluons split
into collinear bb¯ pairs does not decrease when the invariant mass of the gluon
pair grows. This interpretation is confirmed by the fact that the shape of
the S-MC@NLO mbb distribution becomes almost identical to the NLO one
if g → bb¯ splittings are switched off in the parton shower. Further evidence
of the correctness of the above picture is provided by the fact that the S-
MC@NLO excess increases with the di-jet invariant mass at a similar rate as
the ratio of the tt¯gg to tt¯bb¯ cross sections. For instance, using LO matrix
elements, we checked that both quantities increase by a factor two in the
range between 100 and 250 GeV.
The plots in Fig. 2.3, where an additional cut mbb > 100 GeV is ap-
plied, reveal distinctive kinematic features of the S-MC@NLO enhancement
in the Higgs-signal region. The unambiguous S-MC@NLO/NLO peaks that
appear in the distributions, both in the transverse momentum of the first b-
jet (Fig. 2.3.a) and in the ∆R separation of the first two b-jets (Fig. 2.3.b),
show that the S-MC@NLO enhancement is dominated by back-to-back b-jets
with the smallest possible pT that is needed to reach mbb = 100 GeV. This
is consistent with the expected behaviour of double g → bb¯ splitting contri-
butions in Fig. 2.1.b, where emissions at small-pT are doubly enhanced by
soft and collinear singularities associated with the parent gluons. Also this
interpretation is fully confirmed by the fact that S-MC@NLO-induced shape
distortions in Fig. 2.3 disappear almost completely when g → bb¯ shower
splittings are switched off.
To exclude the possibility that double splittings in our simulation are ar-
tificially enhanced by a too high choice of the resummation scale, we checked
that the characteristic “double-splitting” enhancement in the mbb¯ distribu-
tion of Fig. 2.2 is present also in simulations based on merged LO matrix
elements for tt¯ plus multi-jet production. In this framework, tt¯bb¯ events are
not showered with a global resummation scale, but starting from a scale
that is determined according to the most likely shower history of the event
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Figure 2.3: Transverse momentum of the first b-jet and ∆R separation of
the first two b-jets with standard ttbb cuts and Mbb > 100 GeV. The S-
MC@NLO bands display the combination in quadrature of µR, µF and µQ
scale variations. The S-MC@NLO 2b curve is obtained by switching off g→ bb¯
splittings in the parton shower.
at hand. Comparing the shape of the S-MC@NLO distribution of Fig. 2.2
against MEPS@LO simulations [26] of tt¯+ ≤ 3j with massive b-quarks, we
found good agreement for merging scales around 15 GeV, i.e. for the case
where most of the phase space associated with (the first) g → bb¯ splittings
is described in terms of matrix elements, as in the present S-MC@NLO sim-
ulation. A thorough understanding of the uncertainties related to the choice
of the merging scale and the interplay between matrix elements and parton
shower in the vicinity of the kinematic threshold for g→ bb¯ splittings requires
further detailed studies that are beyond the scope of this letter.
In summary, we presented the first complete S-MC@NLO simulation of
tt¯bb¯ production at the LHC, including b-quark mass effects. This allows
one to cover the full tt¯bb¯ phase space at NLO accuracy and to describe
contributions stemming from double collinear g → bb¯ splittings, which can
lead to a significant contamination of the tt¯H(bb¯) signal. This unexpected
finding changes the standard perturbative picture of tt¯bb¯ production based
on hard b-quark jets. The presented simulation will allow for a thorough
analysis of the related uncertainties. In this respect it will be important to
assess the role of the parton-shower tune and to devise efficient strategies
for the rejection of double-splitting contributions. Aspects not discussed
here, such as top-quark decays, hadronisation and underlying events, can be
simulated in a fully automated way using SHERPA. To gain more insights into
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theoretical uncertainties associated with the parton shower and the b-quark
mass, it will be very instructive to compare the four-flavour scheme adopted
in this paper to the five-flavour scheme. Both schemes provide reliable NLO
predictions for observables involving resolved b-jets at the LHC [119]. In
the five-flavour scheme, where b-quarks are massless, tt¯bb¯ matrix elements
cannot be used to fill the entire b-quark phase space, and the collinear regions
need to be described by lower-multiplicity hard matrix elements (tt¯g, tt¯b, tt¯,
etc.) supplemented by parton-shower emissions. Technically this requires
the merging of NLO matrix elements for tt¯+ 0, 1, 2 jets, which was presented
for the first time in [32]. A consistent combination of this recent simulation
and the massive tt¯bb¯ predictions presented in this paper would provide an
optimal description of tt¯ plus multi-jet production.
In the following sections we will present additional studies on pp → tt¯bb¯
that have not been included in [37]. In the first part further observables of the
same simulation are showed. The second part is dedicated to an unpublished
in-depth investigation of the uncertainties of such simulation, where shape
distortions of key observables due to different kinematical dependence of the
scales are examined. This study led to the generation of publicly available
samples which have been used for tt¯H(bb¯) searches by ATLAS [13]. Finally,
in the last part we present a technical study on the resummation scale de-
pendence of the S-MC@NLO simulation of tt¯bb¯ production at 13 TeV.
2.2 Further observables and theoretical un-
certainties at 8 TeV
2.2.1 Extended analysis of tt¯bb¯ production
In this section we present further observables which have not been included
in [37]. All predictions refer to pp → tt¯bb¯ at 8 TeV and are based on the
same setup as described in the previous section. We start showing kinematic
observables related to the top quarks. In Fig. 2.4 the pT and the rapidity
of the hardest top are shown. In the tt¯b sample, the NLO fixed order and
S-MC@NLO results overlap in the whole range, reflecting the small impact
of the shower in this region, whereas with standard tt¯bb¯ cuts, S-MC@NLO
predictions show a small 10% excess without evident shape distortions. The
situation changes slightly when one looks at the transverse momentum of the
tt¯ pair, displayed in Fig. (2.5). This observable is particularly sensitive to
additional QCD emissions, and thus S-MC@NLO results feature a 10− 20%
(20%− 30%) excess with respect to NLO ones in the mid-high pT region in
the tt¯b (tt¯bb¯) sample. This picture is consistent also with b-jets observables
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presented in Fig. (2.6).
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Figure 2.4: Transverse momentum and rapidity distribution of the hardest
top in the tt¯b (top panel) and tt¯bb¯ (bottom panel) sample. The S-MC@NLO
bands display the combination in quadrature of µR, µF and µQ scale varia-
tions.
As pointed out in [37], S-MC@NLO predictions exhibit a significant ex-
cess with respect to fixed-order NLO ones in b-jets correlation observables.
This contribution comes from double g → bb¯ collinear splittings, where one
splitting is produced by matrix elements with NLO accuracy and the second
one takes place at the level of the parton shower. The enhancement grows at
high mbb invariant mass because in that region the production of two back-
to-back gluons, which then split into two collinear bb¯ pairs, is increasingly
favoured with respect to the direct production of two hard b-quarks. This
interpretation is supported by the fact that the S-MC@NLO excess increases
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Figure 2.5: Transverse momentum distribution of the tt¯ system in the tt¯b
(left plot) and tt¯bb¯ (right plot) sample. The S-MC@NLO bands display the
combination in quadrature of µR, µF and µQ scale variations.
at high di-jet invariant mass at a similar rate as the ratio of the tt¯gg to
tt¯bb¯ cross sections. For instance, using LO matrix elements, we checked that
both quantities increase by a factor two in the range 100 and 250 GeV (see
Fig. 2.7). As discussed in [37], in order to exclude the possibility that the
S-MC@NLO excess observed in our simulations is artificially enhanced by
a too high choice of the resummation scale, we checked that the character-
istic “double-splitting” effect in the mbb¯ distribution of Fig. 2.2 is present
also in simulations based on merged LO matrix elements for tt¯ plus multi-jet
production. In this framework, tt¯bb¯ events are not showered with a global
resummation scale, but starting from a scale that is determined according to
the most likely shower history of the event at hand. Comparing the shape of
the S-MC@NLO distribution of Fig. 2.8 against MEPS@LO simulations [26]
of tt¯+ ≤ 3j with massive b-quarks, we found good agreement for relatively
low merging scales around 15 GeV, i.e. when the region associated to soft-
collinear emissions is mostly described in terms of matrix elements, as in the
S-MC@NLO simulation.
2.2.2 Additional sources of theoretical uncertainty
In the following we will extend the results of [37] focusing on theoretical
uncertainties. Typically theoretical uncertainties associated with missing
higher orders are assessed by factor-two variations of the renormalization
and factorization scales around the central value. This variation quite often
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Figure 2.6: Transverse momentum and rapidity distribution of the hardest b-
jet in the tt¯b sample (top panel) and transverse momentum distribution of the
1st and 2nd b-jets in the tt¯bb¯ sample (bottom panel). The S-MC@NLO bands
display the combination in quadrature of µR, µF and µQ scale variations.
affects the normalisation of the observables, inducing only mild effects onto
the shapes. The process at hand, tt¯bb¯ production, depends on the strong
couplings constant as α4S at leading order and is characterised by an order
20%–30% theoretical uncertainty at next-to-leading order (see Table 2.1).
However, the multi-parton and multi-scale nature of the process entails a
very wide freedom in the choice of the scales, that in principle span almost
two orders of magnitudes (from mb to mtt¯). In the context of experimental
analyses, data driven approaches tend to “fit out” normalisation uncertain-
ties, lowering de facto the impact of theoretical uncertainties assessed by the
typical factor-two variations, which can then result in an underestimate of
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Figure 2.7: Invariant mass distribution of the first two b-jets in the tt¯bb¯
sample (left plot), and di-jet invariant mass distributions for pp → tt¯bb¯ and
pp → tt¯gg based on fixed-order LO matrix elements (right plot). The S-
MC@NLO2b curve is obtained by switching off g→ bb¯ splittings in the parton
shower.
associated uncertainties, unless theoretical shape uncertainties are properly
taken into account. Therefore, in this section, we perform an additional
study of the scales dependence of the process, focusing on shape distortions
induced by different scale and PDFs choices.
To this end we adopt the setup of the previous section as reference, and
we consider the shape distortions caused by several independent variations.
Concerning scale variations, we consider kinematic distortions of µR, µF and
µQ using various combinations of the following variables
µCMMPS ≡ 4
√ ∏
i=t,t¯,b,b¯
ET,i, mbb¯,
HT,b(t) ≡ET,b(t) + ET,b¯(t¯), HT ≡ HT,b +HT,t.
Specifically we consider three classes of variations: global (glo) variations,
where we set the same scale for µR, µF and µQ, renormalisation and resum-
mation (resp. R and Q) scale variations. The performed variations and the
respective cross sections are listed in Table 2.2.
The dominant effects are driven by µR variation. Moving from a soft
(µCMMPS) to an hard (mt or HT ) scale yields a 30–40% effect on the normal-
isation, which is close to the NLO theoretical uncertainty based on standard
factor-two rescalings. Some variations, despite giving milder effects, affect
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Figure 2.8: ∆R distribution of the first two b-jets in [37] (left plot), and with a
MEPS@LO tt¯+ ≤ 3j simulation in the 4F scheme with Qcut = 15 GeV (right
plot) in the tt¯bb¯ sample. The S-MC@NLO2b curve is obtained by switching
off g→ bb¯ splittings in the parton shower.
Scale default glo-HT glo-Mt glo-soft R-Mbb R-HTb R-HTt Q-CMMPS Q-Mt
µR µCMMPS HT/2 mt µCMMPS
√
mtmbb¯
√
mtHT,b/2
√
mtHT,t/2 µCMMPS µCMMPS
µF HT,t/2 HT/2 mt µCMMPS HT,t/2 HT,t/2 HT,t/2 HT,t/2 HT,t/2
µQ HT,t/2 HT/2 mt µCMMPS HT,t/2 HT,t/2 HT,t/2 µCMMPS mt
Cuts σref [pb] ∆σ/σref ∆σ/σref ∆σ/σref ∆σ/σref ∆σ/σref ∆σ/σref ∆σ/σref ∆σ/σref
ttb 3313 −41% −27% +4.7% +2.3% +1.1% −32% −3.5% −0.3%
ttbb 600 −33% −17% −0.7% +0.2% +3.4% −22% −6.4% −1.1%
ttbb100 181.0 −29% −13% −9.2% −5.6% +2.5% −17% −14% −2.9%
Table 2.2: List of the performed variations and related cross sections. The
results are shown as the relative deviations with respect to the default setup.
differently ttb, ttbb and ttbb100 rates, inducing a sort of shape variation. This
is the case for example for the glo-soft and Q-CMMPS variations, where this
kind of effect is 10–15%.
Another class of variation concerns PDFs and bottom mass (mb) vari-
ations. PDFs shape effects are assessed by employing a different PDF set
66 2. Precise predictions for ttbb production at the LHC
default
R-Mbb
R-HTb
R-HTt
10−4
10−3
pT of 1
st top (ttbb cuts)
σ
−1
d
σ
/
d
p
T
[G
eV
−1
]
0 50 100 150 200 250 300 350 400
0.6
0.8
1
1.2
1.4
pT [GeV]
R
a
ti
o
default
glo-HT
glo-Mt
glo-soft
10−4
10−3
pT of 1
st top (ttbb cuts)
σ
−1
d
σ
/
d
p
T
[G
eV
−1
]
0 50 100 150 200 250 300 350 400
0.6
0.8
1
1.2
1.4
pT [GeV]
R
a
ti
o
default
Q-CMMPS
Q-Mt
10−4
10−3
pT of 1
st top (ttbb cuts)
σ
−1
d
σ
/
d
p
T
[G
eV
−1
]
0 50 100 150 200 250 300 350 400
0.6
0.8
1
1.2
1.4
pT [GeV]
R
a
ti
o
default
MB=5.0
MB=4.5
MSTW-37
MSTW-38
CTEQ
10−4
10−3
pT of 1
st top (ttbb cuts)
σ
−1
d
σ
/
d
p
T
[G
eV
−1
]
0 50 100 150 200 250 300 350 400
0.6
0.8
1
1.2
1.4
pT [GeV]
R
a
ti
o
default
R-Mbb
R-HTb
R-HTt
10−4
10−3
10−2
pT of 2
nd top (ttbb cuts)
σ
−1
d
σ
/
d
p
T
[G
eV
−1
]
0 50 100 150 200 250 300 350 400
0.6
0.8
1
1.2
1.4
pT [GeV]
R
a
ti
o
default
glo-HT
glo-Mt
glo-soft
10−4
10−3
10−2
pT of 2
nd top (ttbb cuts )
σ
−1
d
σ
/
d
p
T
[G
eV
−1
]
0 50 100 150 200 250 300 350 400
0.6
0.8
1
1.2
1.4
pT [GeV]
R
a
ti
o
default
Q-CMMPS
Q-Mt
10−4
10−3
10−2
pT of 2
nd top (ttbb cuts)
σ
−1
d
σ
/
d
p
T
[G
eV
−1
]
0 50 100 150 200 250 300 350 400
0.6
0.8
1
1.2
1.4
pT [GeV]
R
a
ti
o
default
MB=5.0
MB=4.5
MSTW-37
MSTW-38
CTEQ
10−4
10−3
10−2
pT of 2
nd top (ttbb cuts)
σ
−1
d
σ
/
d
p
T
[G
eV
−1
]
0 50 100 150 200 250 300 350 400
0.6
0.8
1
1.2
1.4
pT [GeV]
R
a
ti
o
default
R-Mbb
R-HTb
R-HTt
10−3
10−2
pT of top-antitop pair (ttbb cuts)
σ
−1
d
σ
/
d
p
T
tt¯
[G
eV
−1
]
0 50 100 150 200 250 300 350 400
0.6
0.8
1
1.2
1.4
pTtt¯ [GeV]
R
a
ti
o
default
glo-HT
glo-Mt
glo-soft
10−3
10−2
pT of top-antitop pair (ttbb cuts)
σ
−1
d
σ
/
d
p
T
tt¯
[G
eV
−1
]
0 50 100 150 200 250 300 350 400
0.6
0.8
1
1.2
1.4
pTtt¯ [GeV]
R
a
ti
o
default
Q-CMMPS
Q-Mt
10−3
10−2
pT of top-antitop pair (ttbb cuts)
σ
−1
d
σ
/
d
p
T
tt¯
[G
eV
−1
]
0 50 100 150 200 250 300 350 400
0.6
0.8
1
1.2
1.4
pTtt¯ [GeV]
R
a
ti
o
default
MB=5.0
MB=4.5
MSTW-37
MSTW-38
CTEQ
10−3
10−2
pT of top-antitop pair (ttbb cuts)
σ
−1
d
σ
/
d
p
T
tt¯
[G
eV
−1
]
0 50 100 150 200 250 300 350 400
0.6
0.8
1
1.2
1.4
pTtt¯ [GeV]
R
a
ti
o
Figure 2.9: Shape uncertainties of transverse momentum of the hardest top
(top panel), the softest top (middle panel) and the tt¯ system (bottom panel)
with tt¯bb¯ cut.
(CTEQ10nlo [120]) and different PDFs members of the default set 6. Despite
PDF uncertainties are not expected to affect significantly shapes, bottom
mass variations are potentially more relevant, especially in configurations
where two bottoms become collinear.
The shape distortions induced by all considered classes of variations are
shown in Figs.2.9, 2.10 and 2.11, for various observables. The overall effect
of the different variations amounts to a 10% shape distortion on the top pT
distribution (Fig 2.9 ), which grows to 20% in the tails, mainly due to the
dependence of the renormalisation scale on the top kinematics. In Fig 2.10
the effects on b-jet transverse momentum are shown. Here the distortion
6In particular, we focused on the MRSTW2008 37 and 38 PDFs members, since these
embody the maximum variation of the gluon distribution.
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Figure 2.10: Shape uncertainties of transverse momentum of the 1st bjet
with tt¯b cut (top panel), the same with tt¯bb¯ cut (middle panel) and of the
2nd bjet with tt¯bb¯ cut (bottom panel).
is ∼ 10–20% which increases up to 40% in the tails, driven by the b–jet
dependence of µR. Finally, in the b–jet correlations, which are very important
for tt¯H(bb¯) analyses, there is a ∼ 10–20% effect in the collinear region (small
∆R and mbb), and a 10–20% reduction in mbb when a softer resummation
scale is employed (Fig. 2.11).
All predictions have been obtained with the SHERPA+OPENLOOPS frame-
work and are publicly available for experimental analyses as Monte Carlo
samples [121]. These event samples include top decays, multi-parton interac-
tions, hadronisation and hadron decays, and thus they are ready-to-use for
data analysis. They have already been employed in the tt¯H(bb¯) analysis by
ATLAS in [13].
68 2. Precise predictions for ttbb production at the LHC
default
R-Mbb
R-HTb
R-HTt
10−4
10−3
10−2
Mass of first two b-jets (ttbb cuts)
σ
−1
d
σ
/
d
m
b
b
[G
e
V
−1
]
0 50 100 150 200 250 300 350 400
0.6
0.8
1
1.2
1.4
mbb [GeV]
R
a
ti
o
default
glo-HT
glo-Mt
glo-soft
10−4
10−3
10−2
Mass of first two b-jets (ttbb cuts)
σ
−1
d
σ
/
d
m
b
b
[G
e
V
−1
]
0 50 100 150 200 250 300 350 400
0.6
0.8
1
1.2
1.4
mbb [GeV]
R
a
ti
o
default
Q-CMMPS
Q-Mt
10−4
10−3
10−2
Mass of first two b-jets (ttbb cuts)
σ
−1
d
σ
/
d
m
b
b
[G
e
V
−1
]
0 50 100 150 200 250 300 350 400
0.6
0.8
1
1.2
1.4
mbb [GeV]
R
a
ti
o
default
MB=5.0
MB=4.5
MSTW-37
MSTW-38
CTEQ
10−4
10−3
10−2
Mass of first two b-jets (ttbb cuts)
σ
−1
d
σ
/
d
m
b
b
[G
e
V
−1
]
0 50 100 150 200 250 300 350 400
0.6
0.8
1
1.2
1.4
mbb [GeV]
R
a
ti
o
default
R-Mbb
R-HTb
R-HTt
10−1
1
∆R of 1st and 2nd b-jets (ttbb cuts)
σ
−1
d
σ
/
d
∆
R
0 0.5 1 1.5 2 2.5 3 3.5 4
0.6
0.8
1
1.2
1.4
∆R
R
a
ti
o
default
glo-HT
glo-Mt
glo-soft
10−1
1
∆R of 1st and 2nd b-jets (ttbb cuts)
σ
−1
d
σ
/
d
∆
R
0 0.5 1 1.5 2 2.5 3 3.5 4
0.6
0.8
1
1.2
1.4
∆R
R
a
ti
o
default
Q-CMMPS
Q-Mt
10−1
1
∆R of 1st and 2nd b-jets (ttbb cuts)
σ
−1
d
σ
/
d
∆
R
0 0.5 1 1.5 2 2.5 3 3.5 4
0.6
0.8
1
1.2
1.4
∆R
R
a
ti
o
default
MB=5.0
MB=4.5
MSTW-37
MSTW-38
CTEQ
10−1
1
∆R of 1st and 2nd b-jets (ttbb cuts)
σ
−1
d
σ
/
d
∆
R
0 0.5 1 1.5 2 2.5 3 3.5 4
0.6
0.8
1
1.2
1.4
∆R
R
a
ti
o
default
R-Mbb
R-HTb
R-HTt10−2
10−1
∆R of 1st and 2nd b-jets (ttbb cuts and mbb > 100 GeV)
σ
−1
d
σ
/
d
∆
R
0 0.5 1 1.5 2 2.5 3 3.5 4
0.6
0.8
1
1.2
1.4
∆R
R
a
ti
o
default
glo-HT
glo-Mt
glo-soft10−2
10−1
∆R of 1st and 2nd b-jets (ttbb cuts and mbb > 100 GeV)
σ
−1
d
σ
/
d
∆
R
0 0.5 1 1.5 2 2.5 3 3.5 4
0.6
0.8
1
1.2
1.4
∆R
R
a
ti
o
default
Q-CMMPS
Q-Mt
10−2
10−1
∆R of 1st and 2nd b-jets (ttbb cuts and mbb > 100 GeV)
σ
−1
d
σ
/
d
∆
R
0 0.5 1 1.5 2 2.5 3 3.5 4
0.6
0.8
1
1.2
1.4
∆R
R
a
ti
o
default
MB=5.0
MB=4.5
MSTW-37
MSTW-38
CTEQ
10−2
10−1
∆R of 1st and 2nd b-jets (ttbb cuts and mbb > 100 GeV)
σ
−1
d
σ
/
d
∆
R
0 0.5 1 1.5 2 2.5 3 3.5 4
0.6
0.8
1
1.2
1.4
∆R
R
a
ti
o
Figure 2.11: Shape uncertainties of the invariant mass (top panel) and on
the ∆R separation (middle panel) of the first two b–jets with tt¯bb¯ cut, and
of the ∆R separation with tt¯bb¯100 cut (bottom panel).
2.3 Resummation scale dependence
The matching methods discussed in section 1.3 guarantee that QCD radia-
tion arising from the parton shower does not overlap with real emission at
NLO. In the POWHEG method, this is achieved through exponentiation of the
real emission, while in the MC@NLO framework the first shower emission is
matched to NLO matrix elements via appropriate subtraction terms. Both
methods implement a splitting of the radiation phase space into a hard (non
resummed) region and a soft (resummed) region. In the MC@NLO method
and its S-MC@NLO variant, this splitting is defined through the resumma-
tion scale µQ, which also corresponds to the parton shower starting scale. In
this section we will address the dependence of MC@NLO simulations of tt¯bb¯
production with respect to µQ.
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In the framework of an extensive comparison of tt¯bb¯ simulations based on
different NLO+PS matching methods and tools [122] it was pointed out that
the choice of µQ and variations thereof might lead to sizeable uncertainties
in the MC@NLO approach. The abovementioned study [122] is presented
in Appendix B and will appear in the fourth Yellow Report of the LHC
Higgs Cross Section Working Group [122] (denoted as YR4 in the follow-
ing). The study of [122] presents a tuned comparison of NLO+PS simu-
lations of tt¯bb¯ production at 13 TeV performed with SHERPA+OPENLOOPS,
MG5aMC@NLO+PHYTIA 8 (denoted as MG5+PHYTIA 8 in the following) and
POWHEL + PHYTIA 8. In this context, as discussed in detail in Appendix B,
it was observed that SHERPA+OPENLOOPS and POWHEL + PHYTIA 8 pre-
dictions, which rely on different flavour number schemes, different matching
methods, and different parton showers, are well in agreement for a wide
range of observables. In contrast, the comparison of SHERPA+OPENLOOPS
against MG5+PHYTIA 8, both based on the four-flavour number scheme and
the MC@NLO matching method, has revealed sizeable discrepancies in ob-
servables that are sensitive to QCD radiation at NLO. In particular, it turned
out that such discrepancies are especially sensitive to the choice of µQ in
MG5+PHYTIA 8.
Before we address this issue in detail, let us recall the scale choices that
have been adopted for the simulation of pp→ tt¯bb¯ in the YR4 [122]. For all
other aspects of the setup we refer to Appendix B. The factorisation scale
µF and the renormalisation scale µR have been set to
µR =
 ∏
i=t,t¯,b,b¯
ET,i
 14 µF = HT
2
=
1
2
∑
i=t,t¯,b,b¯,j
ET,i, (2.6)
where ET,i ≡
√
M2i + p
2
T,i denotes the top and bottom transverse mass de-
fined at parton level. Theoretical uncertainties have been assessed via stan-
dard variations ξRµR and ξFµF with 1/2 < ξR, ξF < 2.
Since initial-state evolution as implemented in the parton shower amounts
to backward PDF evolution, in the MC@NLO framework it is natural to iden-
tify µQ with µF . Thus the SHERPA+OPENLOOPS simulation was performed
using µQ = µF =
HT
2
. However, in the MG5+PHYTIA 8 [27] framework only
resummation scales of the form µQ = ξ
√
sˆ can be chosen, where the pref-
actor ξ is randomly distributed in the freely adjustable range [ξmin, ξmax]
(set to [0.1, 1] at default), with a distribution that is strongly peaked at
(ξmin + ξmax)/2. In order to achieve a reasonably consistent resummation
scale setting in the comparison of SHERPA+OPENLOOPS and MG5+PHYTIA 8,
it was decided to lower the ξ upper bound in the latter from its default value
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of one to ξmax = 0.25. This was motivated by the fact that the resulting
µQ expectation value is reasonably close to the one of HT/2. The choice
ξmax = 0.25 for processes with b-jets in the final states is also supported by
the analysis of bb¯H production in [123].
Given the sizeable differences between SHERPA+OPENLOOPS and MG5+
PHYTIA 8 predictions in [122] and the fact that such differences are even much
more pronounced when using the default setting ξmax = 1 in MG5+PHYTIA 8,
it is important to address the sensitivity of MC@NLO predictions, both in
MG5+PHYTIA 8 and SHERPA+OPENLOOPS, with respect to variations of the
resummation scale. To this end, in the following, we complement the study
of [122] with additional SHERPA+OPENLOOPS and MG5+PHYTIA 8 results
based on a µQ choice that corresponds to the default in MG5+PHYTIA 8.
This is achieved by setting µQ = 0.5
√
sˆ in SHERPA+OPENLOOPS7. Predic-
tions corresponding to the resummation scale choice adopted in the YR4
study [122] will be labelled as SHERPA+OPENLOOPS (µQ = HT/2) and
MG5+PHYTIA 8 (ξmax = 0.25), while their resummation scale variations will
be labelled as S+Ol√sˆ/2 (µQ =
√
sˆ/2) and MG5√sˆ/2 (ξmax = 1). Comparing
these different predictions provides new insights into the µQ dependence of
the individual predictions and in the discrepancy between the different tools.
Results for the inclusive b-jet multiplicity distribution in tt¯ + b-jet pro-
duction at 13 TeV are presented in Table 2.3 and Fig. 2.12. Specifically we
consider b-jets with pT > 25 GeV and |η| < 2.5 and report tt¯ + b-jets cross
sections with nb ≥ Nb b-jets for various values of Nb. In the following we will
refer to the results for Nb = 1, 2, 3, 4 as ttb, ttbb, tt + 3b and tt + 4b cross
sections, respectively. At the level of the inclusive b-jet multiplicity distribu-
tion, the increase of the resummation scale affects the simulations differently:
S+Ol√sˆ/2 exhibits very good stability, showing an excess w.r.t. the nominal
YR4 simulation of only +2% for Nb = 2 and up to +22% for Nb = 4. Con-
versely, in MG5√sˆ/2 the enhancement resulting from the change in µQ amounts
to +10% for Nb = 2 and about +40% for Nb = 3. In this respect one should
note that the cross sections with more than 3 and 4 b-jets get contributions
from the additional b–quarks produced by the parton shower, and are thus
potentially much more sensitive to µQ with respect the ones with only two
or less b-jets.
In differential distributions, we observe significant µQ sensitivity already
with ttb cuts (Fig. 2.13). In this case, the S-MC@NLO implementation in
SHERPA turns out to be stable w.r.t. the increase of the resummation scale,
and top-quark and b-jet observables show only effects of order +10% or less
7Strictly speaking, the µQ distribution with default choices in MG5+PHYTIA 8 is
strongly peaked at (0.1 + 1)
√
sˆ/2 = 0.55
√
sˆ, but the difference is almost negligible.
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in most cases. Slightly larger effects arise in observables involving the first
light jet emission. The first light jet pT shows an enhancement of 20–25%
in the tail w.r.t. corresponding predictions with nominal µQ. This is well
consistent with the level of uncertainty expected from conventional factor-
two scale variations. The µQ dependence in MG5√sˆ/2 turns out to be much
more pronounced. It amounts to +40% in the high pT tail and reaches more
than +100% at pT ∼ 200GeV. Looking at the ∆R separation between the
light jet and the hardest b–jet, the enhancement at R ∼ pi suggests that the
additional radiation is emitted in the opposite direction of the hardest b−jet.
Differential distributions subject to ttbb cuts, shown in Fig. 2.14, feature
even larger µQ sensitivity. Again, S+Ol√sˆ/2 results show only small deviations
w.r.t. their nominal counterpart. Top-quark and b-jet observables exhibit ex-
cesses lower than 20% almost everywhere, and it is interesting to observe that
increasing the resummation scale has a tiny impact on the invariant mass of
the b–jets pair, which is a crucial observable in Higgs searches. In the tail of
the pT spectrum of the hardest light-jet the µQ variation reaches up to 40%,
but for this and all other observables the effects are well below renormalisa-
tion and factorisation scale variations. In the case of the MG5√sˆ/2 simulation,
we observe moderate µQ variations (∼ +10%) in the top-quark observables,
but quite significant enhancements in b−jet distributions. Nonetheless, the
invariant mass of the b–jets pair exhibits a mild excess (10–20%), well con-
sistent with standard scale variations. In contrast, very large effects are
observed in the hardest light-jet spectrum, where the µQ variation reaches
+100% at pT ∼ 200GeV and even more in the tail.
In summary, the S-MC@NLO method implemented in SHERPA turns out
to be very stable w.r.t. the choice of the resummation scale, with effects of
10–20% or less on most of the observables that are interesting in the context
of Higgs searches. A bigger effect arises in distributions which are sensitive
to the first shower emission, such as the pT spectrum of the hardest light jet,
where the deviation reaches +40% in the hard tail, which is anyway within
standard scale variations. Despite the formal equivalence of the two methods
at order αS, the MC@NLO method implemented in MG5aMC@NLO exhibits
a stronger shower dependence in a wide class of observables. Increasing
µQ enhances the shower activity, and the resulting effects shows up already
in rather inclusive observables, such as the transverse momentum of the
hardest b−jet with ttb cuts. The origin of this effect lies in the enhancement
of the first jet emission, by up to +100%, in the intermediate pT range.
These findings suggest that the sizeable discrepancies reported in the study
of [122] (see Appendix B) might be related to the strong µQ sensitivity of
the MC@NLO implementation in MG5aMC@NLO+PHYTIA 8 rather than to
intrinsic features of the MC@NLO approach.
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Simulation nb ≥ 1[fb] nb ≥ 2 [fb] nb ≥ 3 [fb] nb ≥ 4 [fb]
SHERPA+OPENLOOPS 12939+30%−27% 2413
+21%
−24% 71.3
+34%
−28% 6.3
+19%
−23%
S+Ol√sˆ/2 13073 2477 82.4 7.7
σ√sˆ/2/σnominal 1.01 1.03 1.16 1.22
MG5aMC@NLO+PHYTIA 8 13833+37%−29% 3192
+38%
−29% 116.4
+33%
−28% 20.8
+42%
−31%
MG5√sˆ/2 14224 3400 166.5 24.5
σ√sˆ/2/σnominal 1.02 1.07 1.43 1.18
Table 2.3: SHERPA+OPENLOOPS and MG5aMC@NLO+PHYTIA 8 predictions
at NLO+PS accuracy for integrated tt¯ + b−jets cross sections at 13 TeV in
bins with nb ≥ 1, 2, 3, 4, and the effect of higher resummation scale. Predic-
tions obtained with nominal µQ choice and µQ =
√
s/2 are compared. In the
nominal predictions also the theoretical uncertainty is shown, obtained with
standard µR and µF variations.
Sherpa+OpenLoops
MG5aMC@NLO
S+Ol√
sˆ/2
MG5√
sˆ/2
1 2 3 4
10−2
10−1
1
10 1
10 2
Inclusive b-jet multiplicity distribution
Nb−jets
σ
[p
b
]
1 2 3 4
0.5
1
1.5
2
2.5
3
Nb−jets
σ
/
σ
S
h
er
p
a
+
O
p
en
L
o
o
p
s
1 2 3 4
0.5
1
1.5
2
2.5
3
Nb−jets
σ
/
σ
M
G
5
a
M
C
@
N
L
O
Figure 2.12: NLO+PS predictions for integrated tt¯ + b−jets cross sections
at 13 TeV in inclusive bins with nb ≥ Nb b jets. Predictions obtained with
nominal µQ choice and µQ =
√
s/2 are compared. The ratio plots show the
effect of µQ variation and standard scale variations normalised to nominal
predictions in SHERPA+OPENLOOPS and MG5aMC@NLO+PHYTIA 8.
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Figure 2.13: Distributions for pp→ tt¯+ ≥ 1b jets at 13 TeV. Ratio plots like
in Fig. 2.12.
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Figure 2.14: Distributions for pp→ tt¯+ ≥ 2b jets at 13 TeV. Ratio plots like
in Fig. 2.12.
Chapter 3
Next-to-leading order QCD
predictions for top-quark pair
production with up to three
jets
3.1 Introduction
The top quark as the heaviest known elementary particle plays a fundamental
role, both in the Standard Model and in new physics scenarios. Experimental
analyses of Large Hadron Collider (LHC) data collected during run II will
provide unprecedented reach at high energy and in exclusive phase space re-
gions with associated production of jets and vector bosons or Higgs bosons.
The production of a tt¯ system in association with multiple jets plays an espe-
cially important role as a background to new physics searches and to various
Higgs and Standard Model analyses. In particular, the precise theoretical
control of tt¯+multijet backgrounds is one of the most important prerequi-
sites for the observation of top-quark production in association with a Higgs
boson, which would give direct access to the top-quark Yukawa coupling.
In addition, tt¯+multijet production allows for powerful test of perturbative
QCD and is also routinely exploited for the validation of Monte Carlo tools
that are used in a multitude of LHC studies. All these analyses require
theoretical predictions at the highest possible accuracy.
Inclusive top-quark pair production at hadron colliders has been com-
puted fully differentially to next–to–next–to–leading order (NNLO) in the
strong coupling expansion [124,125]. Predictions for top-quark pair produc-
tion in association with up to two jets are available at the next–to–leading
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order (NLO) [29, 30, 33–35, 126], and NLO calculations for inclusive top-
quark pair production and in association with up to one or two jets were
matched to parton showers in order to provide predictions at the particle
level [15,24,31,32,36,37,127–130].
In this letter we report on the first computation of top-quark pair pro-
duction with up to three jets at NLO QCD. At present only few scattering
processes with more than six external legs are known at NLO [131–138], and
the calculation at hand is the first one that deals with a 2 → 5 process
with seven colored external particles including also heavy quarks. Detailed
predictions are presented for pp → tt¯ + 0, 1, 2, 3 jets with stable top quarks
at 13 TeV, both at the level of cross sections and differential distributions.
We also investigate the scaling behavior of tt¯+multijet cross sections with
varying jet multiplicity.
The characteristic scales of tt¯+multijet production, i.e. the invariant mass
of the tt¯ system and the transverse momentum threshold for jet production,
are typically separated by more than one order of magnitude, while dif-
ferential observables involve multiple scales, which can be distributed over
more than two orders of magnitude. In this situation, finding renormalisa-
tion and factorisation scales that ensure a decent convergence of perturbative
QCD for the widest possible range of observables is not trivial. Moreover,
in the presence of a wide spectrum of scales, the usage of standard factor-
two variations for the estimation of theoretical uncertainties due to missing
higher-order effects becomes questionable. Motivated by these observations,
to gain more insights into the scale dependence of tt¯+multijet production
and related uncertainties we compare a fixed-order calculation, with the stan-
dard scale choice HT/2, against results based on the MINLO method [38].
The scale HT/2 was found to yield stable and reliable NLO predictions for
V+multijet production [139], while the MINLO method is especially well
suited for multi-scale QCD processes, as it controls, through next-to-leading
logarithmic1 (NLL) resummation, the various higher-order logarithms that
emerge from soft and collinear effects in the presence of widely separated
scales. The present study provides a first systematic comparison of the two
approaches.
1 More precisely, the MINLO approach guarantees a consistent resummation of all
NLL effects apart from colour-suppressed contributions stemming from soft wide angle
radiation, which enter pp→ tt¯+jets as well as any processes with more than three coloured
external partons.
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partonic channel \ N 0 1 2 3
gg → tt¯+N g 47 630 9’438 152’070
uu¯→ tt¯+N g 12 122 1’608 23’835
uu¯→ tt¯uu¯+ (N − 2) g – – 506 6’642
uu¯→ tt¯dd¯+ (N − 2) g – – 252 3’321
Table 3.1: Number of one-loop Feynman diagrams in representative partonic
channels in pp→ tt¯+N jets for N = 0, 1, 2, 3.
3.2 Details of the calculation
Our calculations are performed using the event generator SHERPA [28,140] in
combination with OpenLoops [71,96], a fully automated one-loop generator
based on a numerical recursion that allows the fast evaluation of scattering
amplitudes with many external particles. For the reduction to scalar inte-
grals and for the numerical evaluation of the latter we used CUTTOOLS [102]
in combination with ONELOOP [103] and, alternatively, the COLLIER li-
brary [101], which implements the methods of [98–100]. Tree amplitudes
are computed using Comix [79], a matrix-element generator based on the
color-dressed Berends-Giele recursive relations [84]. Infrared singularities
are canceled using the dipole subtraction method [46, 115], as automated in
Comix, with the exception of K- and P-operators that are taken from the
implementation described in [88]. Comix is also used for the evaluation of all
phase-space integrals. Analyses are performed with the help of Rivet [63].
We carry out a series of pp → tt¯ + N jet NLO calculations with N =
0, 1, 2, 3, taking into account the exact dependence on the number of colors,
Nc = 3. As an illustration of the rapid growth of complexity at high jet
multiplicity, in Table 3.1 we list the number of one-loop Feynman diagrams
that contribute to a few representative partonic channels. In addition to the
presence of more than 105 loop diagrams in the gg → tt¯ + 3g channel, we
note that also the very large number of channels not listed in Table 3.1 as
well as the computation of real contributions pose very serious challenges in
the tt¯+ 3 jet calculation.
Proton–proton cross sections are obtained by using, both at LO and NLO,
the CT14 NLO PDF set [64] with five active flavors, and the corresponding
strong coupling. Matrix elements are computed with massless b-quarks, and
top-quarks are kept stable. Hence, our results can be compared to data only
upon reconstruction of the tt¯ system and extrapolation of fiducial measure-
ments to the full phase space. However, we expect the main features shown
in our analysis to be present also in computations including top-quark decays
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and acceptance cuts. The latter will undoubtedly play a role, but the reduc-
tion of scale uncertainties is generic as long as the radiative phase space is
not heavily restricted by experimental cuts. Apart from performing a direct
analysis, we also provide Root NTuples [141] that can be used in the future
for more detailed studies including top-quark decays and matching to parton
showers.
In our standard perturbative calculations we employ renormalisation and
factorisation scales defined as µR = µF = HT/2, where HT =
∑
i
√
p2T,i +m
2
i ,
with the sum running over all (anti)top quarks and light partons, including
also real radiation at NLO. Results generated in this manner are compared to
alternative computations based on the MINLO procedure [38]. To this end,
we have realized a fully automated implementation of the MINLO method
in SHERPA.
3.3 MINLO method and implementation
The MINLO method can be regarded as a generalized scale setting approach
that guarantees a decent perturbative convergence for differential multi-jet
cross sections. This is achieved via appropriate scale choices [142] and Su-
dakov form factors [143] that resum NLL enhancements in the soft and
collinear regions of phase space. To this end, in the case of tt¯+multijet
production, LO partonic events of type ab → tt¯ + N partons are recursively
clustered back to a core process a˜b˜→ tt¯ by means of a kT jet algorithm [58].
The resulting clustering history is interpreted as an event topology, where
the N -jet final state emerges from the core process through a sequence of
successive branchings that take place at the scales qN , . . . , q2, q1 and are con-
nected by propagators. The nodal scales qi correspond to the kT measure of
the jet algorithm, and only 1 → 2 branchings consistent with the QCD in-
teraction vertices are allowed. In our implementation of the kT jet algorithm
we use the definition of ∆R given in Eq. (11) of [58] and we set ∆R = 0.4.
Typically, the kT algorithm gives rise to ordered branching histories with
q1 < · · · < qN < µcore, where µcore is the characteristic hard scale of the core
process. However, also unordered branchings can occur. For instance, this
can happen in the presence of jets with transverse momenta above µcore. Since
soft-collinear resummation does not make sense for such hard emissions, in
our MINLO implementation possible unordered clusterings are undone and
alternative ordered configurations are considered. At the end, the branching
history is restricted to ordered branchings q1 < · · · < qN˜ < µcore, where
N˜ = N −M . The remaining M jets that can not be clustered in an ordered
way are treated as part of the core process, and µcore is evaluated according
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to the kinematics of the corresponding tt¯+M jet hard event.
At LO, the renormalisation scale µR is chosen according to the event
branching history in such a way that
[αs(µR)]
N+2 = [αs(µcore)]
2+M
N˜∏
i=1
αs(qi), (3.1)
and in our calculation we set µcore = HT/2.
The resummation of soft and collinear logarithms is achieved by dressing
external and internal lines of the event topology by Sudakov form factors. At
variance with the original formulation of MINLO [38], in our implementation
we employ the symmetry of the LO DGLAP splitting functions, Pab(z), to
define physical Sudakov form factors
∆a(Q0, Q) = exp
{
−
∫ Q
Q0
dq
q
αs(q)
pi
∑
b=q,g∫ 1−q/Q
0
dz
(
z Pab(z) + δab
αs(q)
2pi
2Ca
1− zK
)}
,
(3.2)
where [51]
K =
(
67
18
− pi
2
6
)
CA − 10
9
TR nf , (3.3)
and a = g, q corresponds to massless gluons and quarks, respectively. The
representation (3.2) allows the interpretation of ∆a(Q0, Q) in terms of no-
branching probabilities between the scales Q0 and Q.
Given a LO event topology with N˜ ordered branchings, the lowest branch-
ing scale, qmin = q1, is identified as resolution scale, and the N˜ emissions are
supplemented by Sudakov form factors that render them exclusive w.r.t. any
extra emissions above qmin. This is achieved by dressing each external line of
flavor a = q, g connected with the i-th branching by a form factor ∆a(qmin, qi),
while internal lines that connect successive branchings k < l are dressed by
factors ∆a(qmin, ql)/ ∆a(qmin, qk), which correspond to no-branching probabil-
ities between qk and ql at resolution scale qmin. For internal lines that connect
branchings at qk to the core process analogous no-branching probabilities be-
tween qk and µcore are applied. Sudakov form factors along the incoming lines
provide a NLL resummation that corresponds to the evolution of PDFs from
the resolution scale qmin to the hard scale of the core process. Therefore, for
consistency, PDFs are evaluated at the factorisation scale µF = qmin.
The generalisation to NLO requires only two straightforward modifica-
tions of the LO algorithm. First, for what concerns the scale setting and Su-
dakov form factors, the contributions that live in the N -parton phase space,
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i.e. Born and one-loop contributions as well as all IR-subtraction terms, are
handled exactly as in LO. Instead, real-emission events that lead to histories
with N˜ + 1 ≤ N + 1 ordered branchings at scales q0 < q1 < · · · < qN˜ are
handled as Born-like N˜ -parton events with resolution scale qmin = q1, i.e. the
softest branching at the scale q0 is considered as unresolved and is simply
excluded from the MINLO procedure. In other words, the softest emission
at NLO is not dressed with Sudakov form factors and does not enter the def-
initions of µR and µF. Second, appropriate counterterms are introduced in
order to subtract the overall O(αs) contribution from Sudakov form factors,
such as to avoid double counting of NLO effects.
Concerning the treatment of top quarks a few extra comments are in or-
der. Given the low rate at which top quarks radiate jets, such emissions are
simply neglected in our implementation of the MINLO procedure by exclud-
ing top quarks from the clustering algorithm. To quantify the uncertainty
arising from this approach, we implemented an alternative algorithm that
allows the combination of top quarks with other final-state partons in the
massive Durham scheme [59,60]. The difference between the two procedures
is found to be about 10% at leading order and 5% at next-to-leading order for
the observables studied here, and it is therefore smaller than the renormali-
sation and factorisation scale uncertainties. Finally, also the top quarks that
enter the core process are dressed with Sudakov form factors ∆t(qmin, µcore),
which render them exclusive w.r.t. emissions above qmin. To compute the
Sudakov form factors ∆t, we include quark masses in the splitting functions,
according to the method described in [59,60], using the corresponding exten-
sion of Eq. (3.2). This means in particular that we use the massive splitting
functions from [61], the propagator corrections listed in [59, 60], and we re-
place the two-loop cusp term K 2CF/(1− z) by K CF (2/(1− z)−m2/pipj)
in the case of massive quark splittings ı˜→ i, j.
Scale uncertainties in the MINLO framework are assessed through stan-
dard factor-two variations of µR and µF. The renormalisation scale is kept
fixed in the Sudakov form factors but is varied as usual in the rest of the
(N)LO cross section, including the counterterms that subtract the O(αs)
parts of the Sudakov form factors at NLO. Variations µF → ξF µF of the
factorisation scale are more subtle. They have to be applied at the level of
PDFs and related NLO counterterms, as well as in the Sudakov form factors
that depend on qmin = µF. More precisely, qmin → ξF qmin variations are
applied only to Sudakov form factors associated with external and internal
initial-state lines, and Sudakov form factors ∆a(ξF qmin, qk) are set to one
when ξF qmin exceeds qk.
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Figure 3.1: Inclusive tt¯+multijet cross sections with a minimum number
N = 0, 1, 2, 3 of jets at pT,jet ≥25 GeV (a) and ratios of tt¯ + N jet over
tt¯+(N−1) jet inclusive cross sections for N = 1, 2, 3 and pT,jet ≥25 GeV (b).
See the main text for details.
3.4 Predictions for the 13 TeV LHC
In the following we present selected predictions for pp → tt¯ + 0, 1, 2, 3 jets
at 13 TeV. We construct jets by clustering light partons with the anti-kt al-
gorithm [65] at R = 0.4, and by default we select jets with pseudorapidity
|ηjet| < 2.5 and a jet-pT threshold of 25 GeV. Unless stated otherwise, depend-
ing on the minimum number N of jets that is required by the observable at
hand, inclusive (N)LO or MI(N)LO calculations with N jets are used.
The jet multiplicity distribution is presented in Fig. 3.1(b). The top panel
displays four predictions, stemming from fixed-order LO and NLO calcula-
tions, and from MINLO computations at LO and NLO (labeled ‘MILO’ and
‘MINLO’). The second panel shows the ratio between LO and NLO predic-
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tions at fixed order, while the third panel shows the ratio between MILO
and MINLO predictions. The last panel shows the ratio between MINLO
and NLO. The bands illustrate scale uncertainties estimated through inde-
pendent factor-two rescaling of µR and µF excluding antipodal variations.
Fixed-order predictions feature rather large NLO corrections of about +50%
for all jet multiplicities, while MINLO results feature steadily decreasing cor-
rections for increasing Njets. In both cases, LO scale uncertainties tend to
grow by more than 10% at each extra jet emission, while (MI)NLO scale
uncertainties are significantly reduced and the total width of the (MI)NLO
variation bands is about 20–25% for all considered Njets values. Comparing
fixed-order NLO and MINLO predictions we observe a remarkable agreement
at the level of 4–8%. This supports NLO and MINLO scale-uncertainty es-
timates based on factor-two variations and encourages the usage of either of
the two calculations (NLO and MINLO) in practical applications.
As demonstrated in Table 3.2, the good agreement between fixed-order
NLO and MINLO results and the consistency of the observed NLO–MINLO
differences with factor-two scale variations persist also for a range of other
commonly used pT,jet-thresholds [144]. More precisely, for inclusive tt¯+N jet
cross sections with jet-pT thresholds of 25, 40, 60 and 80 GeV, MINLO pre-
dictions lie systematically above NLO ones. The difference amounts to 6% in
the inclusive case and grows up to 19% at large jet multiplicity and for large
pT-thresholds, in which case MINLO cross sections feature significantly bet-
ter perturbative convergence and smaller scale uncertainties as compared to
fixed-order ones. This can be attributed to the improved treatment of multi-
jet events with multiple scales through logarithmic resummation in MINLO.
In Table 3.2 also exclusive cross sections with exactly N jets are presented. In
that case, the difference between MINLO and NLO predictions varies between
-7% and +11%. Apart from the zero-jet case, where the MINLO approach
is not well motivated, the MINLO/NLO ratio is almost independent of the
number of jets and grows from 0.95 to 1.10 when the pT-threshold increases
from 25 to 80 GeV. Similarly as in the inclusive case, at pT-thresholds above
40 GeV MINLO predictions for exclusive N -jet cross sections with N ≥ 2
feature much better convergence and smaller scale uncertainties w.r.t. fixed
order. However, for lower pT-thresholds the opposite is observed, and in
the three-jet case the MINLO scale uncertainty becomes twice as large at
the NLO one. This can be attributed to the fact that Sudakov logarithms
related to the vetoing of NLO radiation are not resummed in the MINLO
approach. In spite of this caveat, the general agreement of fixed-order NLO
and MINLO results remains remarkably good and typically consistent with
respective scale uncertainties. Actually, at large jet multiplicity and pT , nom-
inal MINLO predictions can lie slightly outside NLO scale variations and/or
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vice versa, but this tension never excees the 5% level, while MINLO and
NLO scale variations are found to overlap for all considered observables in
Table 3.2.
Figure 3.1(a) shows ratios of inclusive tt¯ + N jet cross sections for suc-
cessive jet multiplicities. Due to the cancellation of various sources of ex-
perimental and theoretical uncertainties, such ratios are ideally suited for
precision tests of QCD. Corresponding ratios have been widely studied in
vector-boson plus multi-jet production [145, 146], where a striking scaling
behavior was observed at high jet multiplicity. In the case of tt¯+multijet
ratios involving up to three jets we find a moderate dependence on the num-
ber of jets but no clear scaling. This behavior is rather similar to scaling
violations in V+ multijet production at lower multiplicity and, analogously
as for V+ multijets, can be attributed to the suppression of important par-
tonic channels in the zero-jet process at LO. In fact, quark–gluon channels
are not active in tt¯ production at LO. In addition, at LHC energies the glu-
onic initial state is strongly favored due to the parton luminosity and the
t-channel enhancement of the gg → tt¯ cross section, such that the situa-
tion becomes similar to vector boson production, except for the difference of
quark versus gluon initial states at LO. When adding additional jets, firstly
quark–gluon initial states and secondly quark–quark initial states (including
t-channel top-quark diagrams) are added, which contribute sizably to the
cross section at larger invariant mass and/or transverse momentum. In or-
der to test scaling hypotheses, it would therefore ultimately be necessary to
compute the tt¯+ 4 jet over tt¯+ 3 jet ratio, and eventually the tt¯+ 5 jet over
tt¯ + 4 jet ratio. This is out of reach of present technology, therefore we do
not investigate the scaling behavior in more detail. Nevertheless, given the
excellent agreement between MINLO and NLO predictions up to three jets,
the ratios in Fig. 3.1(a) can be regarded as optimal benchmarks for precision
tests.
Figure 3.2 shows the transverse momentum spectrum of the top quark for
varying jet multiplicities. From low to very high pT NLO scale uncertainties
remain at a similarly small level as for integrated cross sections. ForNjets ≥ 1,
we observe significant shape corrections, which tend to decrease at high jet
multiplicity in MINLO, while in fixed order they remain important. We
also observe a shape difference between fixed-order and MINLO predictions,
which tends to increase with increasing jet multiplicity but is clearly reduced
at NLO. The overall agreement between fixed-order NLO and MINLO results
is quite good, both in shape and normalisation, with differences that lie
within the individual scale uncertainties. Figure 3.3 shows the top-quark
pair transverse momentum spectrum in 1-, 2- and 3-jet samples. We observe
a large increase in the cross section between LO and NLO in the one-jet case,
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Figure 3.2: Distribution in the top-quark pT for pp → tt¯ + 0, 1, 2, 3 jets
with pT,jet ≥ 25 GeV.
where the effect of additional radiation not modeled by the LO calculation is
largest. At higher jet multiplicities correction effects tend to decrease. Fixed-
order NLO uncertainties are similarly small as in Fig. 3.2, while MINLO
scale uncertainties tend to be more pronounced in the tails. However, we
find a very good overall agreement between fixed-order NLO and MINLO
predictions, especially for Njets ≥ 2 and 3.
The jet transverse momentum spectrum of the first, second and third jet,
as predicted by tt¯ + N jet calculations of corresponding jet multiplicity, is
displayed in Fig. 3.4. In general we observe approximately constant NLO
K-factors over the entire range of transverse momenta analyzed here, but in
terms of perturbative convergence and scale uncertainties at NLO we find
that the MINLO approach performs better than fixed order. Comparing
fixed-order and MINLO results, at LO we find significant deviations that
grow with Njets and can reach 60% in the tails. Such differences are largely
reduced by the transition to NLO. The fairly decent agreement between fixed-
order NLO and MINLO results exemplifies nicely how the convergence of the
perturbative series leads to a reduced dependence not only on constant scale
variations, but also on the functional form of the scale.
Figure 3.5 shows inclusive tt¯+ 1, 2, 3 jet predictions for the total light-
jet transverse energy, which is defined as H jetsT =
∑
j |pT,j|, with the sum
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Figure 3.3: Distribution in the pT of the tt¯ system for pp → tt¯ + 1, 2, 3 jets
with pT,jet ≥ 25 GeV.
running over all reconstructed jets within acceptance. This observable is
typically badly described by LO calculations, as a sizable fraction of events,
especially at large H jetsT , contains additional jets originating in initial-state
radiation [147]. Correspondingly we observe a very large increase in the
cross section between LO and NLO in the one-jet samples, where the effect
of additional radiation not modeled by the calculation is largest. At higher
jet multiplicities, the increase is smaller, but well visible. In MINLO it tends
to be more pronounced than at fixed order, and for Njets ≥ 3 also MINLO
uncertainties are larger than NLO ones. Nevertheless, we find good overall
agreement between fixed-order NLO and MINLO predictions, independent
of the jet multiplicity. However, given the strong sensitivity of H jetsT to multi-
jet emissions, NLO or MINLO calculations with fixed jet multiplicity might
significantly underestimate the effect of additional QCD radiation, and an
approach like multijet merging at NLO [32] would be more appropriate for
this particular observable.
Studying differential distributions in several angular variables we did not
find any sizable shape effect. We thus refrain from showing corresponding
plots.
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Figure 3.4: Distribution in the pT of the n-th jet for pp → tt¯ + n jets with
pT,jet ≥ 25 GeV and n = 1, 2, 3.
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Figure 3.5: Distribution in the total transverse energy of light jets for pp→
tt¯+ 1, 2, 3 jets with pT,jet ≥ 25 GeV.
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3.5 Conclusions
We have computed predictions for top-quark pair production with up to three
additional jets at the next-to-leading order in perturbative QCD using the
automated programs OpenLoops and SHERPA. This is the first calculation
of this complexity involving massive QCD partons in the final state. Given
the multi-scale nature of tt¯+multijet production, finding a scale that guar-
antees optimal perturbative convergence is not trivial. Moreover, standard
factor-two scale variations might not provide a correct estimate of theoretical
uncertainties related to missing higher-order effects. These issues have been
addressed by comparing predictions obtained at fixed order using the scale
HT/2 and, alternatively, with the MINLO method. The hard scale HT/2 is
known to yield good perturbative convergence for a large class of processes,
while the MINLO approach is more favorable from the theoretical point of
view, as it implements NLL resummation for soft and collinear logarithms
that emerge in the presence of large ratios of scales. For a rather wide range
of observables at the 13 TeV LHC, we find very good agreement between the
predictions generated at fixed order and with the MINLO method. More
precisely, MINLO cross sections tend to feature a better perturbative con-
vergence and to lie systematically above NLO ones. But the differences turn
out to be well consistent with factor-two scale variations of the respective
predictions, which are typically at the 10% level. These findings significantly
extend and consolidate the conventional picture of theoretical uncertainties
that results from standard scale choices and scale variations.
88 3. NLO QCD predictions for tt¯+multijet production
pT,jet ≥ 25 GeV LO NLO MILO MINLO MINLONLO MINLOMILO NLOLO
Njets
≥ 0
= 0
440.46(22)+28%−21%
644.34(31)+9%−11%
375.36(41)+3%−15%
440.46(22)+28%−21%
683.21(31)+12%−12%
394.66(41)+2%−11%
1.06
1.05
1.55
0.90
1.46
0.85
Njets
≥ 1
= 1
268.93(9)+43%−28%
361.01(26)+7%−13%
249.52(27)+2%−17%
267.86(9)+36%−24%
373.94(23)+11%−13%
237.88(25)+5%−14%
1.04
0.95
1.40
0.89
1.34
0.93
Njets
≥ 2
= 2
111.32(3)+59%−35%
149.43(16)+8%−16%
111.11(16)+1%−18%
122.86(4)+53%−32%
157.49(16)+9%−16%
103.98(17)+5%−21%
1.05
0.94
1.28
0.85
1.34
1.00
Njets
≥ 3
= 3
38.36(2)+75%−40%
53.01(10)+9%−20%
41.12(10)+0%−19%
48.89(2)+71%−38%
57.43(11)+4%−18%
38.14(12)+5%−38%
1.08
0.93
1.17
0.78
1.38
1.07
pT,jet ≥ 40 GeV LO NLO MILO MINLO MINLONLO MINLOMILO NLOLO
Njets
≥ 0
= 0
440.46(22)+28%−21%
644.34(31)+9%−11%
461.03(36)+1%−4%
440.46(22)+28%−21%
683.21(31)+12%−12%
483.40(36)+1%−5%
1.06
1.05
1.55
1.10
1.46
1.05
Njets
≥ 1
= 1
183.17(7)+44%−28%
255.88(20)+9%−13%
201.57(20)+0%−8%
200.36(7)+35%−24%
276.63(20)+10%−12%
206.41(21)+3%−7%
1.08
1.02
1.38
1.03
1.40
1.10
Njets
≥ 2
= 2
54.23(2)+59%−35%
76.13(8)+10%−17%
62.30(8)+0%−12%
68.34(2)+51%−31%
84.71(10)+6%−14%
63.60(10)+2%−14%
1.11
1.02
1.24
0.93
1.40
1.15
Njets
≥ 3
= 3
13.84(1)+75%−40%
19.87(4)+11%−21%
16.61(4)+1%−16%
20.55(1)+68%−37%
22.70(6)+2%−15%
16.80(6)+0%−33%
1.14
1.01
1.10
0.82
1.44
1.20
pT,jet ≥ 60 GeV LO NLO MILO MINLO MINLONLO MINLOMILO NLOLO
Njets
≥ 0
= 0
440.46(22)+28%−21%
644.34(31)+9%−11%
521.32(33)+3%−6%
440.46(22)+28%−21%
683.21(31)+12%−12%
547.02(33)+5%−8%
1.06
1.05
1.55
1.24
1.46
1.18
Njets
≥ 1
= 1
123.16(5)+44%−29%
175.69(15)+9%−14%
149.59(16)+3%−10%
142.02(6)+35%−24%
195.17(17)+9%−12%
160.41(17)+2%−8%
1.11
1.07
1.37
1.13
1.43
1.21
Njets
≥ 2
= 2
26.06(1)+59%−35%
37.47(5)+11%−18%
32.50(5)+4%−14%
35.24(2)+49%−30%
43.02(8)+4%−13%
35.10(8)+2%−9%
1.15
1.08
1.22
1.00
1.44
1.25
Njets
≥ 3
= 3
4.95(0)+74%−40%
7.31(2)+13%−22%
6.41(2)+5%−18%
7.97(1)+65%−36%
8.61(3)+1%−13%
6.89(3)+1%−27%
1.18
1.07
1.08
0.86
1.48
1.29
pT,jet ≥ 80 GeV LO NLO MILO MINLO MINLONLO MINLOMILO NLOLO
Njets
≥ 0
= 0
440.46(22)+28%−21%
644.34(31)+9%−11%
555.85(32)+5%−8%
440.46(22)+28%−21%
683.21(31)+12%−12%
584.21(32)+7%−9%
1.06
1.05
1.55
1.33
1.46
1.26
Njets
≥ 1
= 1
88.46(4)+44%−29%
127.22(12)+10%−14%
112.89(12)+5%−12%
104.19(5)+34%−25%
142.99(14)+9%−12%
123.77(14)+3%−9%
1.12
1.10
1.37
1.19
1.44
1.28
Njets
≥ 2
= 2
14.33(1)+59%−35%
20.81(3)+11%−18%
18.64(3)+6%−15%
19.90(1)+48%−30%
24.22(4)+3%−12%
20.71(4)+1%−9%
1.16
1.11
1.22
1.04
1.45
1.30
Njets
≥ 3
= 3
2.17(0)+74%−40%
3.22(1)+13%−22%
2.91(1)+8%−19%
3.59(0)+63%−36%
3.85(2)+1%−13%
3.23(2)+1%−23%
1.19
1.11
1.07
0.90
1.48
1.34
Table 3.2: Inclusive (Njets ≥ n) and exclusive (Njets = n) cross sections with
n = 0, 1, 2, 3 jets and different transverse momentum thresholds, pT,jet ≥
25, 40, 60, 80 GeV. Uncertainties represent the envelope of the independent µR
and µF variations around the central value (antipodal variations excluded).
Summary and Conclusions
As the heaviest fundamental particle in the Standard Model, with a mass
of order of the electroweak scale, the top quark is widely believed to play a
special role in the mechanism of electroweak symmetry breaking and to be
connected to physics Beyond the Standard Model. In this context, the pro-
duction of a Higgs boson in association with a top-antitop pair can provide
a unique test of the mechanism that generates the top-quark mass, as it is
the only Higgs-production mode which allows for a direct measurement of
the top Yukawa coupling. Among the various Higgs-decay modes that can
be exploited for tt¯H searches, the H → bb¯ channel offers the largest branch-
ing ratio. At the same time, a measurement of the tt¯H(bb¯) cross section
would give simultaneous access to the top and bottom Yukawa couplings.
However, this channel is plagued by overwhelming QCD backgrounds that
have hampered its experimental observation so far. In particular, theoretical
uncertainties in the simulation of the QCD backgrounds represent the main
source of uncertainty in tt¯H(bb¯) searches.
In this work we have presented precise theoretical predictions for the dom-
inant QCD backgrounds to tt¯H(bb¯) production, namely top-pair production
in association with multiple jet emissions (pp→ tt¯+multijets), in particular
when a tt¯ system is produced in association with a bb¯ pair (pp→ tt¯bb¯). The
calculations for the relevant multi-particle processes, at NLO QCD, have
been performed using the SHERPA Monte Carlo framework in conjunction
with the one-loop matrix-element generator OPENLOOPS. Methodological
aspects concerning fixed-order NLO calculations, their matching to parton
showers, the multi-jet merging technique, and the MINLO approach, have
been reviewed in detail in Chapter one.
In Chapter two we have presented NLO QCD predictions for tt¯bb¯ produc-
tion at the LHC. This channel corresponds to the irreducible background to
the tt¯H(bb¯) signal. Our NLO predictions include b-quark mass effects and are
matched to the SHERPA parton shower using the S-MC@NLO method. This
allowed us to extend NLO predictions to arbitrary tt¯bb¯ kinematics, including
the case where one or both b–jets arise from collinear g → bb¯ splittings. We
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found that this splitting mechanism plays an important role for the tt¯H(bb¯)
analysis, with effects of order +20–30% in the Higgs signal region.
The production of tt¯ pairs in association with multiple light jets repre-
sents another large background to tt¯H production in the H → bb¯ channel.
Experimental analyses of tt¯H(bb¯) exploit several event categories with vary-
ing number of light jets and b-jets. This fact, together with the possibility
to misidentify experimentally light jets as b-jets, leads to the need of very
accurate and realistic simulations of top-pair production in combination with
both light and b-flavoured jets. In the third chapter, we have presented the-
oretical predictions for the production of top-quark pairs with up to three
jets at NLO QCD. This is the first calculation that deals with a 2→ 5 pro-
cess with seven coloured external particles including also heavy quarks. To
address the issue of scale choices and related uncertainties in the presence
of multiple scales, we compared results obtained with a fixed order calcula-
tion and the MINLO procedure. We found that the differences are typically
below the respective factor-two scale variations, suggesting that for all con-
sidered jet multiplicities missing higher-order effects should not exceed the
ten percent level.
The results presented in this thesis represent the current state of the art
in the precise description of tt¯H(bb¯) backgrounds. At the same time, they
should be regarded as a first important step towards a unified description of
tt¯+multijet production including light and heavy-flavour jets.
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Appendix A
Branching probabilities and
Sudakov form factors in
MINLO
In this appendix we document the branching probabilities that have been
used in the definitions of the Sudakov form factors of Eqs. (1.45), (1.47) and
(1.49) in MINLO and in Chapter 3. Let us study the splitting
Q→ Q(p1) + g(p2),
with Q being a quark of mass m. The extension to the other splittings can
be done in a similar way. We can express the momenta using the Sudakov
parametrisation [59]
pµ1 = zp
µ − qµ⊥ +
q2 + p21
z
nµ
2n · p, (A.1)
pµ2 = (1− z)pµ + qµ⊥ +
q2 + p22
1− z
nµ
2n · p, (A.2)
where pµ and nµ are light-like vectors: p2 = n2 = 0, and qµ⊥ is the space-like
transverse momentum, with p · q⊥ = n · q⊥ = 0, with q2 = −q2⊥.
In the collinear limit, the n + 1−parton matrix element Mn+1 fulfils a
factorisation formula, and it can be related to the Mn matrix element through
the relation
|Mn+1(p1, p2, . . . )|2 ' |Mn(p1 + p2, . . . )|2 4piαS
p1 · p2PQQ(z, q) (A.3)
' |Mn(p1 + p2, . . . )|28piαS z(1− z)
q2 + (1− z)2m2PQQ(z, q)
(A.4)
93
94 Appendix A
where PQQ(z, q) is the (unregularized) spin-averaged splitting function
PQQ(z, q) = Cf
[
1 + z2
1− z −
m2
p1 · p2
]
= Cf
[
1 + z2
1− z −
2z(1− z)m2
q2 + (1− z)2m2
]
.
Similar collinear factorisation relations hold also for the other splittings. The
starting point is the definition of the Sudakov form factor given in (1.14),
that is the probability of a parton of specie a to not emit any parton between
the scales t0, t1,
∆a(t0, t1) = exp
{
−
∫ t1
t0
dt
αS(t)
2pit
∑
b=q,g
∫ 1−z0
z0
dzPab(z) + δab
2Ca
1− zΛ2(t)
}
,
(A.5)
where a = q, g is the parton specie, Pab(z) are the splitting functions related
to splitting a→ bc, z0 =
√
t/t1 and t = q
2 is the (squared) relative pT of the
splitting, as defined in Eqs. (A.1) and (A.2). Note that in our implementation
we include also the two-loop correction [51] to the DGLAP splitting functions
Λ2(t) =
αS(t)
2pi
[(
67
18
− pi
2
6
)
Ca − 10
9
TrNf (t)
]
, (A.6)
where Ca = Cf ,Ca are the group theoretical constants for a = q, g re-
spectively, and Nf (t) is the number of the active massless flavours at the
scale t.
A.1 Massless quarks
Here we will consider the massless splitting q → qg . Branching probabilities
used in this work have been obtained as follows. Starting from the LO
DGLAP massless splitting function Pqq(z), we use the trivial identity
Pqq(z) = zPqq(z) + (1− z)Pqg(1− z),
where Pqg is the splitting function associated with the q → gq splitting, and
Pqq(z) = Pqg(1− z). The integral over the momentum fraction z can then be
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rewritten as
Γqq() =
∫ z+
z−
dzPqq(z) =
∫ z+
z−
dz(zPqq(z) + (1− z)Pqg(1− z)) (A.7)
=
∫ z+
z−
dzz(Pqq(z) + Pqg(z)), (A.8)
where z− = , z+ = 1 −  are boundaries symmetric with respect to 1/2
and  = sqrtt/t1. In the last line we made use of the symmetry z ↔ 1 − z
of the quark-gluon splitting function. Finally we can extend the integration
lower bound z− → 0, since the difference from the full result is a power
correction of O(). This approach guarantees the branching probabilities to
exist over all the phase space an to be positive across all the integration
domain, allowing the interpretation of Sudakov form factors in terms of no-
branching probabilities.
The procedure outlined can be summarized in the following formula for
the massless Sudakovs FFs:
∆a(t0, t1) = exp
{
−
∫ t1
t0
dt
t
αS(t)
2pi
∑
b=q,g∫ 1−√t/t1
0
dz
(
z Pab(z) + δab
2Ca
1− zΛ2(t)
)}
.
(A.9)
The explicit expressions for the Sudakov FFs of a given specie a = q, g are
∆q(t0, t1) = exp
[
−
∫ t1
t0
dt
t
αS(t)
2pi
Γqq
(√
t
t1
)]
, (A.10)
∆g(t0, t1) = exp
[
−
∫ t1
t0
dt
t
αS(t)
2pi
(
Γgg
(√
t
t1
)
+Nf (t)Γgq
(√
t
t1
))]
,
(A.11)
where the branching probabilities Γab in the massless case read
Γgg() = Ca
[
2(Λ2 + 1) log
(
1

)
− 1
6
(1− )2(11− (2− 3))
]
, (A.12)
Γqq() = Cf
[
2(Λ2 + 1) log
(
1

)
− 3
2
(1− )2
]
, (A.13)
Γgq() =
1
3
Tr (1− )2 (32 + 2(1− )) , (A.14)
with Tr = 1/2,Cf = Nc and Ca = (N
2
c − 1)/2Nc being the group theo-
retical constants. The Sudakov FFs (A.10) and (A.11) are then integrated
numerically in our implementation, using the αS routines provided by the
PDFs.
96 Appendix A
A.2 Massive quarks
In case of massive quarks Q, the results are obtained following (A.9) using
the massive LO splitting functions (see e.g. [59]) and replacing the massless
propagator term with the massive one before performing the integration over
the momentum fraction z, that is, with the replacements
1
q2
→ 1
q2+m2 for PgQ (A.15)
1
q2
→ 1
q2+(1−z)2m2
Λ2CF
2
(1−z) → Λ2CF
(
2
1−z − 2z(1−z)m
2
q2+(1−z)2m2
)  for PQQ (A.16)
The mass terms can be conveniently parametrised with the variable κ ≡
q/m. Repeating the derivation of (A.1) with these substitutions the Sudakov
FFs in the massive case become
∆Q(t0, t1) = exp
[
−
∫ t1
t0
dt
t
αS(t)
2pi
ΓQQ
(√
t
t1
,
√
t
m2
)]
, (A.17)
∆g(t0, t1) = exp
[
−
∫ t1
t0
dt
t
αS(t)
2pi
{
Γgg
(√
t
t1
)
+Nf (t) Γgq
(√
t
t1
)
+NF (t) ΓgQ
(√
t
t1
,
√
t
m2
)}]
, (A.18)
where the massive branching probabilities read
ΓQQ(, κ) = Γqq() +Cf
[
(1− )2
(

2 + κ2
− 1− 
(1− )2 + κ2
)
−
(
1− κ
2
2
)(
log
(
κ2 + 1
2 + κ2
)
− 2κ tan−1
( 
κ
))
+
1
2
(
1− 2)
(A.19)
− κ
((
1− κ2) tan−1( κ−+ κ2 + 1
)
+ tan−1
(
1
κ
))
+ Λ2
(
κ2(− 1)
2 + κ2
+ κ tan−1
(
(1− )κ
+ κ2
)
+ log
(
2 + κ2
1 + κ2
))]
,
ΓgQ(, κ) = Tr
κ2
κ2 + 1
(1− )2
(
1− κ
2
κ2 + 1
(1− )(3+ 1)
3
)
, (A.20)
with NF (t) being the number of active massive flavours at the scale t. The
last line of (A.19) accounts for the massive correction to the cusp term (A.6).
Again, the Sudakov FFs (A.17) and (A.18) are then integrated numeri-
cally in our implementation, using the αS routines provided by the PDFs.
Appendix B
NLO+PS simulations of tt¯bb¯
production
In this appendix we report the systematic comparison between Monte Carlo
generators for tt¯bb¯ production at the 13 TeV LHC, to appear in the fourth
Yellow Report of the LHC Higgs Cross Section Working Group [122]. The
aim of this comparison is to quantify the differences arising from various
NLO+PS simulations based on different parton showers, matching schemes,
and flavour number schemes, in the perspective of the assessment of the
theoretical uncertainties related to this process. The study presented in the
following is also the starting point of the analysis presented in Section 2.3.
B.1 Introduction
The production of tt¯ pairs in association with two b-jets constitutes a large
irreducible background to tt¯H production in the H → bb¯ channel, and the
rather large uncertainty of Monte Carlo simulations of tt¯ + b-jets produc-
tion is one of the main limitations of current tt¯H(bb¯) searches at the LHC.
A reliable theoretical description of tt¯ production in association with two b-
jets requires hard-scattering cross sections for the relevant partonic processes
qq¯/gg → tt¯bb¯ at NLO QCD [33–35]. The inclusion of NLO QCD effects re-
duces scale uncertainties from the 70–80% level at LO to about 20–30%. To
become applicable in the context of experimental analyses, NLO calculations
need to be matched to parton showers. A NLO+PS simulation of tt¯bb¯ pro-
duction based on the five flavour number scheme (5FNS), where b-quarks are
treated as massless partons, was presented in [148,149], while an alternative
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NLO+PS simulation that includes b-quark mass effects in the four flavour
number scheme (4FNS) was published in [37].
Finite b-quark masses permit to extend tt¯bb¯ matrix elements to the full
phase space, including regions where b-quark pairs become collinear and ma-
trix elements with mb = 0 would be divergent. Thus, using tt¯bb¯ matrix
elements with mb > 0 in the 4FNS it is possible to simulate tt¯ + b-jets pro-
duction in a fully inclusive way, including also signatures where a b-quark
remains unresolved and a single b-jet is observed.1 In contrast, the applica-
bility of 5FNS calculations is limited to phase-space regions where the two
b-quarks in tt¯bb¯ matrix elements have sufficient transverse momentum and
angular separation in order to avoid the breakdown of the mb = 0 approxima-
tion in the collinear regions. Such a requirement needs to be imposed at the
level of generation cuts, i.e. before matching matrix elements to the parton
shower, and one might expect that the resulting NLO+PS predictions for
observables with two or more hard b-jets should be insensitive to generation
cuts. However, this is not the case, since events with multiple hard b-jets can
result from collinear g → bb¯ splittings in tt¯bb¯ matrix elements combined with
the conversion of hard gluons into b-jets via g → bb¯ parton shower splittings.
In fact, as pointed out in [37], this so-called double-splitting mechanism can
lead to a sizable enhancement of the tt¯bb¯ background in the Higgs-signal
region, Mbb ∼MH .
Given the importance of (quasi) collinear g → bb¯ splittings, the choice
of the flavour number scheme and the inclusion of b-quark mass effects play
a critical role. For what concerns 5FNS calculations, while it is clear that
setting mb = 0 and omitting the singular phase-space regions leads to a log-
arithmic sensitivity to the unphysical generation cuts for observables with
a single hard b-jet, double-splitting (or multiple-splitting) contributions im-
ply such a sensitivity also for observables with two or more hard b-jets.
Such a logarithmic dependence can naturally be avoided in the framework
of NLO merging [20, 24, 150], where the singular phase space regions, de-
fined in terms of an appropriate merging cut, are populated by the parton
shower combined with matrix elements for tt¯+ 0, 1 jet production. However,
applying NLO merging to tt¯ + 0, 1, 2 jet production [32] is technically much
more challenging as compared to NLO+PS simulations of tt¯bb¯ production.
Moreover, in the merging approach all b-quarks produced via double-splitting
contributions would tend to arise from the parton shower, which implies a
strong dependence on parton-shower modelling. In contrast, 4FNS simula-
tions with mb > 0 have the advantage that one of the g → bb¯ splittings is
1Here, and in the following, we consistently exclude top-decay products from the count-
ing of b jets.
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entirely described in terms of tt¯bb¯ matrix elements at NLO, while the ad-
ditional hard b-jet arises from tt¯bb¯g tree amplitudes matched to the parton
shower via g → bb¯ splittings that can take place at any stage of the shower
evolution. In conventional 4FNS calculations as the ones presented in this
study, the number of active quark flavours is limited to four both in the
evolution of the PDFs and αs. Thus, renormalisation group logarithms asso-
ciated with b- and t-quark loops are included only at fixed-order NLO.2 As
discussed in [37], such logarithms can be easily resummed by using modified
4FNS PDF sets that include all relevant quark flavours in the running of αs.
At
√
s = 8 TeV it was found that higher-order contributions of this type in-
crease the NLO 4FNS tt¯bb¯ cross section by about 9% [37], while in the 5FNS
they are naturally included.
Finally, we observe that simulations of tt¯bb¯ production in the 4FNS can be
combined with fully inclusive tt¯+jets samples based on the 5FNS in a rather
straightforward way [77]. In fact, in order to avoid the double counting of
b-quark production in the tt¯bb¯ and tt¯+jets sample it is sufficient to veto
events that involve b quarks in the tt¯+jets sample. This prescription has to
be applied after parton showering, and the b-quark veto should be restricted
to showered tt¯+jets matrix elements before top decays, i.e. it should not
be applied to b quarks that arise from (showered) top decays or from the
underlying event.
From the above discussion it is clear that the parton shower and the
choice of the flavour number scheme play a critical role in the description of
tt¯bb¯ production, and the thorough understanding of the related uncertainties
is of prime importance for the success of tt¯H(bb¯) searches. As a first step in
this direction, in the following we present a systematic comparison of various
NLO+PS simulations of tt¯bb¯ production based on different parton showers,
matching schemes, and flavour number schemes.
B.2 NLO+PS tools and simulations
Three different NLO+PS simulations of tt¯bb¯ production at
√
s = 13 TeV
based on SHERPA+OPENLOOPS [28,71,74],
MADGRAPH5 AMC@NLO+PYTHIA8 [27,151–153] and POWHEL+PYTHIA8 [36,
152–154] have been compared. The various NLO matching methods, parton
showers and flavour number schemes employed in the three simulations are
2In the 4FNS, b-quark contributions to the running of αs are consistently restored
at NLO accuracy by including b-quark loops in the matrix elements and renormalising
them via zero-momentum subtraction. Also top-quark loop contributions to αs have been
renormalized via zero-momentum subtraction in the 4FNS.
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summarised in Table B.1. The SHERPA+OPENLOOPS and MADGRAPH5
AMC@NLO simulations employ the 4FNS and the MC@NLO matching meth-
od3 to combine matrix elements with the SHERPA and PYTHIA8 parton show-
ers, respectively. Therefore possible differences between SHERPA+OPENLOOPS
and MADGRAPH5 AMC@NLO predictions can be attributed to parton shower
effects or to differences in the two implementations of the MC@NLO approach
and related technical parameters. Instead, the POWHEL simulation differs
from the other two simulations in at least two aspects: it is performed in
the 5FNS and it employs the POWHEG matching method [16, 17]. More-
over, when comparing SHERPA+OPENLOOPS and POWHEL predictions one
should keep in mind that also the respective parton showers (SHERPA and
PYTHIA8) are different.
Since the POWHEL simulation is performed with massless b quarks,4 in
order to avoid collinear g → bb¯ singularities, the hard matrix elements need
to be restricted to phase space regions where both b quarks remain resolved.
This is achieved through the generation cuts
mbb > 2ξmmb, pT,b > ξTmb. (B.1)
Technically, in order to guarantee infrared safety, in the case of real emission
events the cuts in Eq. (B.1) are applied after a projection onto the Born phase
space. The above cuts are chosen in a way that mimics, at LO in αS, the
log(mb) dependence that arises when one b-quark is integrated out. Thus they
can be regarded as an heuristic approach in order to obtain reasonable 5FNS
predictions also for tt¯+b-jet observables with a single resolved b jet. However,
as discussed above, NLO+PS tt¯bb¯ predictions in the 5FNS are sensitive to the
generation cuts in Eq. (B.1). In particular they depend on the unphysical
parameters ξm and ξT , which have been set to one in the present study.
5
Moreover, one should keep in mind that log(mb) terms beyond LO and finite
terms of order mb are not consistently included in the 5FNS.
3More precisely, MADGRAPH5 AMC@NLO employs the original formulation of
MC@NLO matching [15, 55], while SHERPA+OPENLOOPS implements an alternative for-
mulation [18,116] denoted as S-MC@NLO, which is characterised by an improved treatment
of colour correlations but is otherwise equivalent to the method of [15,55].
4To be precise, in the POWHEL simulation b-mass effects are neglected at the matrix
element level but are taken into account in the parton shower.
5Variations of these parameters will allow to quantify up to which extent, in practice,
predictions in conditions typically met in experimental analyses depend on the choice of
these technical cuts.
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Tools Matching method Shower FNS mb [GeV] Generation cuts
SHERPA 2.2.1+OPENLOOPS 1.2.3 S-MC@NLO SHERPA 4FNS 4.75 fully inclusive
MADGRAPH5 AMC@NLO 2.3.2+PYTHIA8 2.1.0 MC@NLO PYTHIA8 4FNS 4.75 fully inclusive
POWHEL+PYTHIA8 2.1.0 POWHEG PYTHIA8 5FNS 0 mbb > 2mb, pT,b > mb
Table B.1: Employed tools, matching methods, parton showers, flavour num-
ber scheme (FNS) and generation cuts in the NLO+PS simulations of tt¯bb¯
production. The POWHEL generator implements matrix elements with mass-
less b-quarks but includes b-mass effects through PYTHIA.
B.3 Parton showers, PDF, and αs
Full Monte Carlo simulations of tt¯bb¯ production involve hard tt¯bb¯ cross section
at NLO, top-quark decays, parton showering, hadronisation, hadron decays,
and the underlying event. The main source of theoretical uncertainty in
this involved simulation framework is given by the mechanism that governs
b-quark production in association with top-quark pairs. Thus, in order to
obtain a sufficiently transparent picture of the nontrivial QCD dynamics of
b-quark production, it was decided to reduce the complexity that results from
the presence of the additional b-quarks that arise from top-quark decays via
well-understood weak interactions. To this end, top quarks have been treated
as stable particles in the simulations. Moreover, all NLO+PS simulations
have been performed at the parton level, including only the perturbative
phase of parton shower evolution, and neglecting hadronisation as well as any
other non-perturbative aspect. The quantitative importance of hadronisation
and the possible bias that can result from switching off hadronisation in the
comparison of two tt¯ + b-jet simulations based on different parton showers
was assessed by comparing SHERPA 2.1 and PYTHIA 8.2 LO+PS simulations
of pp → H+jets (including b jets) at 14 TeV. Thanks to the color neutral
nature of the Higgs boson, this process allows one to assess the impact of
hadronisation by turning it on and off. The effects of hadronisation increase
with decreasing jet transverse momenta. Thus they predominantly arise
in the vicinity of the jet-pT threshold. For the production of b-jets with
pT > 25 GeV and |η| < 2.5 they amount to about −2%(−4%) per b jet in
PYTHIA8 (SHERPA). This suggests that the bias that results from turning
off hadronisation should be well below the typical NLO+PS uncertainties in
tt¯bb¯ production.
In order to reduce uncontrolled sources of bias related to shower modelling
in the comparison of NLO+PS simulations based on SHERPA and PYTHIA8,
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those free parton-shower parameters related to the strong coupling have been
chosen in a uniform way. Specifically, the rescaling factors x that are applied
to the strong coupling terms αS(x k
2
T ) for each shower emission have been set
to x = 1 both for initial- and final-state radiation. Furthermore the option
of resumming subleading logarithms of Catani-Marchesini-Webber kind [51]
was deactivated. Note that these choices neither correspond to the SHERPA
default nor to the PYTHIA8 default settings. Moreover they are not meant
to provide an optimal description of data. They are only aimed at a consis-
tent comparison of the two showers, where simple parametric differences are
avoided, and the remaining deviations can be attributed to intrinsic shower
features, such as the different definition of the shower evolution variables.
Since parton-shower tunes and PDFs are intimately connected, it is not
trivial to identify a common PDF set that is optimal for all parton showers.
For the present study the NNPDF3.0 NLO PDF set was adopted, keeping in
mind that this choice might bias the comparison of SHERPA against PYTHIA8.
The specific PDF set was chosen according to the employed flavour number
scheme (4FNS or 5FNS), while the value of αs(MZ) in NLO matrix elements
and for the first shower emission was chosen consistently with the PDF.
The same holds for the running of αs, whose evolution is implemented at
2-loops both in matrix elements and parton showers. For subsequent shower
emissions the 4FNS (5FNS) together with the corresponding value of αs(MZ)
was used in SHERPA (PYTHIA8).
B.4 Input parameters and scale choices
To simulate tt¯bb¯ production at 13 TeV the input parameters mt = 172.5 GeV,
mb = 4.75 GeV and α
(5F )
s (MZ) = 0.118 have been used together with
NNPDF3.0 parton distributions at NLO, as discussed above.6 The central
values of the renormalisation and factorisation scales have been chosen as
µR,0 =
 ∏
i=t,t¯,b,b¯
ET,i
1/4 , µF,0 = HT
2
=
1
2
∑
i=t,t¯,b,b¯,j
ET,i, (B.2)
where ET,i =
√
M2i + p
2
T,i denotes the transverse energy of top and bot-
tom quarks, defined at parton level. Note that also extra parton emissions
6Note that the employed NNPDFs and related αs(MZ) value in the 4FNS are derived
from variable-flavour-number NNPDFs with α
(5F )
s (MZ) = 0.118 via appropriate backward
and forward evolution with five and four active flavours, respectively.
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contribute to the total transverse energy HT in Eq. (B.2). Theoretical un-
certainties have been assessed by means of standard variations µR = ξRµR,0,
µF = ξFµF,0 with 0.5 < ξR, ξF < 2 and 0.5 < ξR/ξF < 2.
The CKKW inspired renormalisation scale choice in Eq. (B.2) is based
on [37] and takes into account the fact that top and bottom quarks are
produced at widely different scales ET,b  ET,t. This turns out to improve
the perturbative convergence as compared to a hard global scale of order mt.
In particular, in the 4FNS it was checked that using µR = HT/2 instead of
µR = µR,0 increases the K-factor by 0.25 and reduces the NLO cross section
by about 40%, which is only barely consistent with the level of uncertainty
expected from factor-two scale variations. Moreover, computing LO and NLO
cross sections using PDFs and αs values at NLO throughout
7 yields K-factors
around 2 with µR = µR,0 and about 0.25 higher with µR = HT/2. Thus both
scale choices seem to be suboptimal, and in order to improve the convergence
of the perturbative expansion, a scale even softer than Eq. (B.2) should be
considered in the future. In any case a hard scale of type µR = HT/2 is not
recommended.
In the context of the MC@NLO matching approach, where the resum-
mation scale µQ, i.e. the parton shower starting scale, is a free parame-
ter, it is natural to identify this scale with the factorisation scale. Thus
µQ = µF,0 = HT/2 was used in the SHERPA+OPENLOOPS simulation. In the
case of MADGRAPH5 AMC@NLO a different choice had to be adopted since
only resummation scales of the form µQ = ξ
√
sˆ are supported, where the pref-
actor ξ is randomly distributed in the freely adjustable range [ξmin, ξmax] with
a distribution that is strongly peaked at (ξmin + ξmax)/2 [27]. Comparing the
HT/2 and µQ = ξ
√
sˆ distributions it was observed that the respective peaks
lie around 200 GeV and 400 GeV when the default MADGRAPH5 AMC@NLO
settings (ξmax, ξmax) = (0.1, 1) are used, i.e. the default µQ in MADGRAPH5
AMC@NLO is much harder.
Given that MC@NLO predictions for tt¯bb¯ production are quite sensitive
to µQ, it was decided to lower the ξ upper bound to ξmax = 0.25, which brings
the µQ reasonably close to HT/2. We note that this choice is also supported
by the study of an MADGRAPH5 AMC@NLO simulation of Hbb¯ production
in the 4FNS [123], where it was found that reducing ξmax from 1 to 0.25
strongly improves the convergence of NLO+PS and NLO distributions at
large transverse momenta.
In the POWHEG matching method, the resummation scale is not a freely
7With this approach K-factors are much less dependent on the employed PDF sets and
reflect the convergence of the perturbative expansion in a more realistic way as compared
to using LO inputs for the LO cross section.
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adjustable parameter, since the first emission on top of tt¯bb¯ events is en-
tirely described by matrix elements, and the corresponding transverse mo-
mentum scale sets the upper bound for subsequent shower emissions. Never-
theless, POWHEG simulations involve a parameter hdamp that separates the
first-emission phase space into a singular region, where the first emission is
resummed and corrected with a local K-factor, and a remnant region, where
it is handled as at fixed-order NLO. Given the analogy with the separation
of soft and hard events in the MC@NLO approach, and given that µQ rep-
resents the upper bound for emissions of soft events, it is natural to chose
hdamp of the same order of µQ. Thus the choice hdamp = HT/2 was adopted
in the POWHEL simulation.
Variations of the resummation scale and of the hdamp parameter have not
been considered in this study.
B.5 NLO+PS predictions for tt¯ + b-jets cross
sections in b-jet bins
In the following we compare integrated and differential NLO+PS predictions
for tt¯+ b-jets production with a certain minimum number of b jets, nb > Nb.
In particular we focus on the bins with nb ≥ 1 or nb ≥ 2, which are the
most relevant ones for tt¯H(bb¯) analyses. For the jet definition the anti-kT
algorithm with R = 0.4 is adopted, and jets that involve one or more b-quark
constituents are classified as b-jets. Note that also jets that result from
collinear g → bb¯ splittings are handled as b jets. Moreover no requirement
is imposed on the minimum transverse momentum of b quarks inside b jets.
Events are categorised according to the number nb of resolved b jets within
the acceptance region,
pT,b > 25 GeV , |ηb| < 2.5 . (B.3)
Let us recall that top quarks are treated as stable particles, thus the two
b quarks that arise from top decays as well as possible extra b quarks from
the showering of top-decay products are not included in nb. Apart from the
requirement nb ≥ Nb no additional cut will be applied.8 In order to illustrate
the importance of parton shower effects, the various NLO+PS predictions
presented in the following are also compared to fixed-order NLO predictions.
8To be more precise, the SHERPA+OPENLOOPS and MADGRAPH5 AMC@NLO samples
are fully inclusive, while in the case of POWHEL the technical cuts Eq. (B.1) are applied
as discussed above.
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Selection Tool σNLO [fb] σNLO+PS [fb] σNLO+PS/σNLO
nb ≥ 1 SHERPA+OpenLoops 12820+35%−28% 12939+30%−27% 1.01
MADGRAPH5 AMC@NLO 13833+37%−29% 1.08
POWHEL 10073+45%−29% 0.79
nb ≥ 2 SHERPA+OpenLoops 2268+30%−27% 2413+21%−24% 1.06
MADGRAPH5 AMC@NLO 3192+38%−29% 1.41
POWHEL 2570+35%−28% 1.13
Table B.2: Fixed-order NLO and NLO+PS predictions for integrated tt¯+ b-
jets cross sections at 13 TeV in bins with nb ≥ 1 and nb ≥ 2 b jets.
The latter are based on SHERPA+OpenLoops and are obviously independent
of the employed parton shower and matching scheme.
All quoted theoretical uncertainties correspond to factor-two variations of
the renormalisation and factorisation scales. In Figs. B.1–B.9 they are shown
as bands, and, to improve readability, three different ratio plots are shown,
where all results are normalised to one particular NLO QCD+PS prediction
and the corresponding scale variation band is shown.
Results for the tt¯ + b-jets cross sections with nb ≥ Nb b jets for various
values of Nb are presented in Table B.2 and Figs. B.1. In the following we
will refer to the results for Nb = 1, 2, 3, 4 as ttb, ttbb, tt + 3b and tt + 4b
cross sections, respectively. For the ttb and ttbb cross sections, which are
described at NLO accuracy, the various NLO+PS predictions turn out to
be in decent mutual agreement. More precisely, ttb predictions based on
the 4FNS (SHERPA+OPENLOOPS and MADGRAPH5 AMC@NLO) agree very
well with each other and with fixed-order NLO, and the 5FNS ttb simulation
(POWHEL) lies only 20% lower, despite that it was not designed to describe
final states with a single b-jet (due to the generation cuts).
For the ttbb cross section one finds excellent agreement between fixed-
order NLO, SHERPA+OPENLOOPS and POWHEL. This seems to suggest that
this observable has little sensitivity to parton shower effects and to the choice
of the flavour number scheme. However this interpretation is challenged by
the fact that the MADGRAPH5 AMC@NLO ttbb result lies more than 30%
above the other predictions. The only significant differences between MAD-
GRAPH5 AMC@NLO and SHERPA+OPENLOOPS simulations lie in the em-
ployed parton showers and details of MC@NLO matching, thus the origin of
the observed discrepancy is likely to lie in the choice of shower starting scale
in MADGRAPH5 AMC@NLO combined with the higher intensity of QCD ra-
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diation in PYTHIA8 with respect to SHERPA. This is confirmed by the further
enhancement of the MADGRAPH5 AMC@NLO cross section in the bins with
nb ≥ 3 and nb ≥ 4 b-jets (see Figs. B.1), where the additional b quarks arise
from g → bb¯ parton-shower splittings, which results in a much stronger sen-
sitivity to shower effects. Note that this kind of uncertainty for Nb = 3, 4
is not included in the quoted scale variations. In the SHERPA+OPENLOOPS
simulation, the size of scale uncertainties and the difference between NLO
and NLO+PS predictions are fairly similar to what observed at
√
s = 8 TeV
in [37]. In particular, NLO+PS scale uncertainties range between 20–30% in
all b-jet bins and are smaller as compared to the case of fixed-order NLO.
Scale variations in MADGRAPH5 AMC@NLO and POWHEL tend to be larger
and agree well with each other for Nb = 2, while POWHEL features a larger
scale dependence in the other bins, especially for Nb = 3, 4. These various
differences can be attributed to the employed flavour-number schemes and
to technical aspects of the implementation of scale variations in the three
different NLO+PS Monte Carlo tools.
B.6 ttb differential analysis
Various differential observables for an inclusive ttb analysis with nb ≥ 1 b-
jets are presented in Figs. B.2–B.4. For all distributions that are inclusive
with respect to extra light-jet emissions one observes a rather similar be-
haviour as for the ttb cross section, i.e. SHERPA+OpenLoops, MADGRAPH5
AMC@NLO and fixed-order NLO predictions agree well, while POWHEL lies
about 20% lower. Only POWHEL features significant shape distortions with
respect to fixed-order NLO in the region of low rapidity and/or low pT for
the leading top and bottom quarks and for the tt¯ system (Figs. B.2–B.3).
Observables that explicitly involve the first light-jet emission (Fig. B.4) turn
out to behave differently. While for SHERPA+OpenLoops, POWHEL and
fixed-order NLO there is mutual agreement within scale variations, the MAD-
GRAPH5 AMC@NLO prediction turns out to lie up to 50% higher at pT,j ∼
50 GeV. This enhancement of QCD radiation in MADGRAPH5 AMC@NLO
+PYTHIA8 disappears at pT,j ∼ 150 GeV. It is most likely related to what
was observed above in b-jet bin cross sections with Nb ≥ 2.
B.7 ttbb differential analysis
Various differential observables for an inclusive ttbb analysis with nb ≥ 2 b-
jets are presented in Figs. B.5–B.9 Observables that depend on the top-quark
Appendix B 107
and b-jet kinematics but are inclusive with respect to extra jet emission are
presented in Figs. B.5–B.7. For all such distributions a fairly good agreement
between SHERPA+OpenLoops, POWHEL and fixed-order NLO is observed,
both at the level of shapes and normalisation. The most significant shape
differences show up in the pT of the 2nd b-jet and do not exceed 20%. In
MADGRAPH5 AMC@NLO the matching to the PYTHIA8 shower increases the
ttbb rates by about 35% with respect to SHERPA+OpenLoops, and turns
out to have an non-trivial dependence on the top and b-jet kinematics. In
particular it tends to enhance distributions in the regions with small top-
quark and b-jet pT and at large ∆R separation between the two b-jets.
For the distribution in the invariant mass of the b-jet pairs, which corre-
sponds to the mass of the H → bb¯ candidate, it turns out that all NLO+PS
results are in reasonably good mutual agreement. The results also confirm
the presence of an NLO+PS distortion of the invariant-mass distribution,
which was attributed to double-splitting effects in [37]. More precisely, in
the vicinity of the Higgs resonance the NLO+PS enhancement w.r.t. NLO
is close to 20% and thus less pronounced to what was observed in [37] at√
s = 8 TeV,9 while the POWHEL and MADGRAPH5 AMC@NLO distribu-
tions feature an additional enhancement of about 10% and 35%, respectively,
w.r.t. SHERPA+OpenLoops in the Higgs signal region.
Various observables that are directly sensitive to the emission of an ad-
ditional jet are shown in Figs. B.8–B.9. Despite the intrinsic LO nature and
stronger shower dependence of such distributions, SHERPA+OpenLoops
and POWHEL remain in good agreement: the most important deviations,
which show up in the pT tail of the first light jet, do not exceed 40%. In
contrast, the excess of MADGRAPH5 AMC@NLO w.r.t. the other predictions
grows by about a factor two, reaching about 70% in average, and gives rise
to more pronounced shape distortions as compared to the case of inclusive
ttbb observables. Similarly as for the ttbb analysis, the enhancement is con-
centrated at light-jet momenta between 50–150 GeV, where it reaches up
to 100%. A similarly strong increase shows up also in the region of central
light-jet rapidity, as well as in angular and mass distributions that involve
light and b-jets.
B.8 Summary and conclusions
In summary, we have presented a systematic study of Monte Carlo simu-
lations of pp → tt¯ + b-jets at 13 TeV that compares various NLO+PS pre-
9This can be due to the different collider energy and to the different scale choices in
this study and in [37].
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dictions based on different matching methods, parton showers and matching
schemes. While the inclusion of b-mass effects is the only fully consistent
way of describing inclusive tt¯+ b-jets production in terms of tt¯bb¯ matrix ele-
ments, the observed agreement between SHERPA+OpenLoops and POWHEL
predictions indicates that also simulations with massless b-quarks and appro-
priate generation cuts provide predictions in agreement well within the scale
uncertainties.
The various NLO+PS simulations considered in this study confirm that
the invariant mass of the b-jet pair receives significant NLO+PS corrections
that can reach 20-30% in the H → bb¯ signal region [37]. Based on standard
variations of the renormalisation and factorisation scales, the expected accu-
racy of NLO predictions should be at the 25–35% level. However in various
phase-space regions the differences between the various NLO+PS simulations
tend to be larger.
In particular, some of the distributions generated with MADGRAPH5
AMC@NLO+PYTHIA8 have significantly different shapes, resulting in larger
predictions for up to 100%, compared to the other NLO+PS simulations.
These are probably related to the high intensity of the QCD radiation in
PYTHIA8 and are quite sensitive to the choice of the shower starting scale
in the MC@NLO matching framework. These findings should be regarded
as a first step towards a thorough investigation of NLO matching and par-
ton shower effects, including all relevant sources of uncertainty, in the Monte
Carlo modelling of tt¯+b-jets production. In the future also top-quark decays
should be investigated.
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Figure B.1: Fixed-order NLO and NLO+PS predictions for integrated tt¯+b-
jets cross sections at 13 TeV in inclusive bins with nb > Nb b jets. Each ratio
plot shows all results normalised to one particular NLO QCD+PS prediction
and the corresponding scale variation band.
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pp→ tt¯bb¯@ 13TeV
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Figure B.2: Fixed-order NLO and NLO+PS top-quark distributions for
pp→ tt¯+ ≥ 1 b jets at 13 TeV. Ratio plots like in Fig. B.1.
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Figure B.3: Fixed-order NLO and NLO+PS top-quark and b-jet distribu-
tions for pp→ tt¯+ ≥ 1 b jets at 13 TeV. Ratio plots like in Fig. B.1.
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Figure B.4: Fixed-order NLO and NLO+PS light-jet distributions for pp→
tt¯+ ≥ 1 b jets at 13 TeV. Ratio plots like in Fig. B.1.
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Figure B.5: Fixed-order NLO and NLO+PS top-quark distributions for
pp→ tt¯+ ≥ 2 b jets at 13 TeV. Ratio plots like in Fig. B.1.
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Figure B.6: Fixed-order NLO and NLO+PS b-jet distributions for pp →
tt¯+ ≥ 2 b jets at 13 TeV. Ratio plots like in Fig. B.1.
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Figure B.7: (7) Fixed-order NLO and NLO+PS distributions of the bb¯ and
tt¯ systems for pp→ tt¯+ ≥ 2 b jets at 13 TeV. Ratio plots like in Fig. B.1.
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Figure B.8: Fixed-order NLO and NLO+PS light-jet mass and transverse
momentum distributions for pp → tt¯+ ≥ 2 b jets at 13 TeV. Ratio plots like
in Fig. B.1.
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Figure B.9: Fixed-order NLO and NLO+PS light-jet angular distributions
for pp→ tt¯+ ≥ 2 b jets at 13 TeV. Ratio plots like in Fig. B.1.

Appendix C
Further NLO predictions for
tt¯+multijet production
In this appendix we present additional NLO predictions for tt¯+multijet pro-
duction at 13 TeV, which have not been included in [39]. For a detailed
description of the setup we refer to Section 3.2. We recall that jets are
constructed by clustering light partons with the anti-kt algorithm [65] with
R = 0.4, and by default we select jets with pseudorapidity |ηjet| < 2.5 and a
jet-pT threshold of 25 GeV, unless stated otherwise.
In Figs. C.1-C.3 we show the tt¯+ ≥ N jets inclusive cross sections and the
ratio of σ(tt¯+ ≥ N) over σ(tt¯+ ≥ (N − 1)) using various pT,jet thresholds,
pT,jet = 40, 60, 80 GeV. Similarly as in Section 3.4, the top panel displays
four predictions, stemming from fixed-order LO and NLO calculations, and
from MINLO computations at LO and NLO (labeled ‘MILO’ and ‘MINLO’).
The second panel shows the ratio between LO and NLO predictions at fixed
order, while the third panel shows the ratio between MILO and MINLO pre-
dictions. The last panel shows the ratio between MINLO and NLO. The
bands illustrate scale uncertainties estimated through independent factor-
two rescaling of µR and µF excluding antipodal variations. These plots cor-
respond to the results listed in Table 3.2 in Section 3.4. As also reported
in Chapter 3, the good agreement between fixed-order NLO and MINLO
results and the consistency of the observed NLO–MINLO differences with
factor-two scale variations persist also for a range of other commonly used
pT,jet-thresholds [144].
In Fig. C.4 we show the pseudorapidity distributions of the hardest light
jets in tt¯ production plus one, two and three extra jets with pT,jet ≥ 25 GeV.
These observables present quite flat K factors in both MINLO and NLO
predictions, with a very good perturbative convergence. All the LO predic-
tions exhibit a theoretical uncertainty of 30–40% for Njets ≥ 1 which raises
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Figure C.1: Inclusive tt¯+multijet cross sections with a minimum number
N = 0, 1, 2, 3 of jets (a) and ratios of tt¯+N jet over tt¯+ (N − 1) jet inclusive
cross sections for N = 1, 2, 3 (b). Jets are defined with a pT threshold of
pT,jet ≥40 GeV.
to 40–50% for Njets ≥ 3, whereas at NLO it shrinks to ∼ 10% everywhere.
Moreover, we can also observe that the agreement between the MINLO al-
gorithm and the fixed order prediction with a scale HT/2 is very good, but
decreases with the number of jets. With Njets ≥ 1 we see that at LO and
NLO the two simulations agree within 5%, whereas with Njets ≥ 3 the agree-
ment is 30% and 10% at LO and NLO respectively, but anyway well within
the theoretical uncertainties.
In Figs. C.5 and C.6 the azimuthal difference and the ∆R =
√
∆φ2 + ∆η2
difference between the hardest jets for tt¯+2, 3 jets are shown. The azimuthal
separations between the hardest jets feature flat K factors. In passing from
LO to NLO we observe a significant reduction of the theoretical uncertainty
and tiny shape distortions everywhere. Again, we see a good agreement be-
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Figure C.2: Inclusive tt¯+multijet cross sections with a minimum number
N = 0, 1, 2, 3 of jets (a) and ratios of tt¯+N jet over tt¯+ (N − 1) jet inclusive
cross sections for N = 1, 2, 3 (b). Jets are defined with a pT threshold of
pT,jet ≥60 GeV.
tween the MINLO algorithm and the fixed order, which passes from 30%
at LO to 10% at NLO for tt¯ + 3 jet observables. Small shape distortions
and small differences between the predictions are instead present in the ∆R
separation between the hardest jets. Such distortions are mostly related to
well separated jets. Here we observe that K factors are rather stable up to
∆R ∼ 4–5 in all the predictions, but the agreement between MINLO algo-
rithm and the fixed order predictions decreases at higher values of R. For
instance, the ∆Rj1,j2 distribution for tt¯+ 3 jets exhibits a 50%–60% discrep-
ancy at LO at ∆R ∼ 5. However, such distortions flatten at NLO in all the
observables.
In summary, in this appendix, we have shown total inclusive cross sections
with different jet pT,jet thresholds and angular observables which have not
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Figure C.3: Inclusive tt¯+multijet cross sections with a minimum number
N = 0, 1, 2, 3 of jets (a) and ratios of tt¯+N jet over tt¯+ (N − 1) jet inclusive
cross sections for N = 1, 2, 3 (b). Jets are defined with a pT threshold of
pT,jet ≥80 GeV.
been included in the original work [39]. All these observables confirm the
good agreement between the MINLO and fixed order predictions claimed in
the paper, and the differences turn out to be well consistent with standard
scale variations.
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Figure C.4: Pseudorapidity distributions of the hardest light jets for tt¯ +
1, 2, 3 jets with pT,jet ≥ 25 GeV.
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Figure C.5: Azimuthal difference distributions between the hardest light jets
for tt¯+2, 3 jets with pT,jet ≥ 25 GeV. The leftmost panel shows the observable
∆φj1,j2 for tt¯+2 jets, whereas the other show respectively ∆φj1,j2 ,∆φj1,j3 and
∆φj2,j3 for tt¯+ 3 jets.
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Figure C.6: ∆R distributions between the hardest light jets for tt¯+ 2, 3 jets
with pT,jet ≥ 25 GeV. The leftmost panel shows the observable ∆Rj1,j2 for
tt¯ + 2 jets, whereas the other show respectively ∆Rj1,j2 ,∆Rj1,j3 and ∆Rj2,j3
for tt¯+ 3 jets.
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