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Résumé / abstract 
 
La disponibilité des données des sites expérimentaux en forêt est limitée et ces données 
possèdent parfois de grandes erreurs de mesures. De plus les attributs de la forêt, comme 
la densité du feuillage, sont difficiles à estimer et à valider. Pour résoudre ce problème, 
nous avons conçu une étude en cinq volets : le premier volet a été de développer un cadre 
de modélisation pour la simulation tridimensionnelle de scènes en forêts, rendus avec le 
gratuiciel POV-Ray (www.povray.org). Pour ce projet, 75 peuplements ont été créés avec 
trois distributions angulaires des feuilles : aléatoire, érectophile et planophile. Le cadre de 
modélisation permet la réalisation de scènes avec un gradient de valeur précise des 
attributs de l’architecture de la forêt qui sont parfois difficile à mesurer. Comme 
deuxième volet, le cadre de modélisation est utilisé pour évaluer des méthodes existantes 
d’estimation de l'indice de surface totale et foliaire (IST et ISF) et de la fermeture du 
couvert (FC) à partir de la photographie hémisphérique (PH). Dix PHs simulées par 
scènes ont été analysé pour en extraire l'IST qui comprend les feuilles et les matières 
ligneuses (par exemple les troncs et les branches) et les résultats ont montrés que 
l'intégrale tronquée de Miller (10º à 65º au zénith) et l’estimation près de 57,3º  (55º à 
60º) sont très semblables avec des facteurs de corrélation (R2) de plus de 0,9 entre eux. 
Les résultats montrent aussi que l’IST et l’ISF sont mieux estimés par rapport aux valeurs 
d'entrées lorsque le groupage des feuilles est considéré. En outre, le groupage considéré 
avec la méthode CLX-45 (pour angles de visée de 55º à 60º), a été estimé avec un R2 de 
0,66, ainsi qu’une erreur RMS de 1,0 unité (23%). Les estimations de la FC près du 
zénith avec dix PHs étaient très bonnes avec un R2 de 0,83 et une erreur RMS de 9 %. En 
troisième volet, le cadre de modélisation a été utilisé pour simuler des données de LiDAR 
terrestre et aéroporté. Un nouvel algorithme (LF) d’extraction de l’ISF, basé sur la 
méthode CLX et adaptée aux données LiDARs, a été présenté et testé sur ces données 
virtuelles. Les résultats de l’estimation de l’ISF sur les données TLS simulées nous 
montrent qu’avec la meilleur combinaison des paramètres de la méthode LF, les données 
TLS ont un grand potentiel pour la mesure de l’ISF avec un R2 de 0,83 et une erreur RMS 
de 0,7 (20 %). Donc une amélioration du R2  de 0,17 et une diminution de l’erreur RMS 
de 0,3 unité (3 %) par rapport aux résultats de la PH.  Le même algorithme a aussi été 
testé sur des données LiDAR aéroportés simulées sur les même 75 scènes virtuelles et a 
donnée un R2 de  0,85 et une erreur RMS de 0,6 (20 %) à l’angle de visée de 55º  mais 
seulement un R2 de 0,18 et une erreur RMS de 2,2 (58 %) à l’angle de visée de 5º. Puis, 
en quatrième volet, le nouvel algorithme à été testé sur des données TLS et ALS sur la 
réserve de Matane, Québec. Comme cinquième et dernier volet, nous avons exploré en 
détails les méthodes d’évaluation de l’IST, et surtout du groupage du feuillage afin de 
mieux comprendre les causes et limites des erreurs mesurées. Nos résultats pour ce 
dernier volet ont montrés que la densité du feuillage à l’intérieur des houppiers est un 
facteur important dans la sous-estimation de l’IST avec la méthode CCL et que la 
grandeur des segments en rapport avec l’ISF détermine le nombre de segments sans 
trouée où la moyenne logarithmique est un problème. De plus, la difficulté à mesurer 
l’ISF au nadir a été démontré avec les ALS, suggérant ainsi que l’ISF soit estimé à des 
angles proches de 57,3º  autant avec les données sur le terrain (PH et TLS) qu’aéroportées 
(ALS).  
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The availability of experimental data from forest sites is limited and may also have large 
measurement error. In addition, attributes such as foliage density, are difficult to estimate 
and validate. To address this problem, we designed a study in five parts: the first part was 
the development of a modeling framework for three-dimensional simulation of forest 
scenes, rendered with the freeware POV-Ray (www.povray.org). For this project, 75 
simulated stands were created with angular distributions of random leaves, and 
erectophile and planophile. The framework allows the realization of scenes with the 
knowledge of architectural attributes of the forest that are sometimes difficult to measure. 
As a second component, the modeling framework is used to evaluate existing methods for 
estimating the total plant and leaf area index (PAI, LAI), and canopy closure from 
hemispherical photography (HP). Ten HPs are simulated per scene and were analyzed to 
extract the PAI which includes leaves and woody material (eg trunks and branches). The 
results have shown that the truncated integration Miller (10º to 65º in view zenith) , and  
estimated from 55º to 60º are very similar with coefficient of determination (R2) of more 
than 0.9. The results also show that PAI and LAI are better estimated with respect to the 
input when the grouping of the leaves is considered. In addition, the grouping method 
considered with the CLX method (for viewing angles of 55º to 60º), was estimated with 
an R2 of 0.66 and an RMSE of 1.0 units (23 %). Canopy closure estimates near the zenith 
with 10 HPs were very good with an R2 of 0.83 and an RMSE of 9%. As third 
component, the modeling framework was used to simulate terrestrial and airborne LiDAR 
data. A new LAI algorithm (LF), based on the CLX method adapted to LiDARs data was 
presented and tested on these virtual data. The new algorithm has been tested with 
simulated terrestrial LiDAR (TLS) data for the same 75 virtual scenes. The results show a 
great potential using TLS data and the best LF method combinations of parameters gave 
an R2 of 0.83 and an RMS error of 0.7 (20 %), thus improving the R2 by 0.17 and a 
reduction of the RMSE of 0.3 units (3 %). The same algorithm was also tested on 
simulated airborne LiDAR (ALS) data on the same 75 virtual scenes and gave an R2 of 
0.85 and an RMSE of 0.6 (20 %) at viewing angle of 55° but only an R2 of 0.18 and an 
RMSE of 2.2 (58%) at the viewing angle of 5º. Then, in the fourth part, the new 
algorithm was tested on ALS and TLS data from the Matane Reserve, Quebec. As the 
fifth and final installment, we explore in detail the evaluation of the IST methods, and 
especially the grouping of foliage to better understand the causes and limits of measured 
errors. The density of foliage within crowns is an important factor in the underestimation 
of the LAI with the CCL method and the size of the segments with the LX based methods 
determines the number of segments without holes where the logarithmic mean is a 
problem. In addition, the difficulty in measuring the LAI at nadir has been demonstrated 
with ALS, suggesting that the LAI should be estimated at angles near 57.3º for both field 
data (HP and TLS) and airborne data (ALS). 
 
 
 
 
 
Mots-clés: modélisation architecturale de forêts, photographie hémisphérique, couvert 
forestier, LiDAR, télédétection.  
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Figure 1 : La géométrie de base utilisée dans cette étude. Le terme Test l’angle zénithal 
de visée et H hauteur du couvert forestier. Le trajet à travers le couvert à tous angle T est 
donc H/cos T Une trouée au sommet du couvert est à une distance horizontale de  H tan 
T d’un l’observateur, d’une caméra, ou tout autres capteurs. 

Figure 2 : Conceptualisation des mesures avec capteur hémisphérique. (a) Forêt 
schématique  avec cônes translucides représentant les cinq anneaux du LAI-2000. (b) Vue 
aérienne orthographique de l’étendue de chaque anneau. (c) Vue hémisphérique des cinq 
anneaux du LAI-2000. L’hémisphère est divisé en six anneaux, mais seuls les cinq plus 
proches du zénith sont utilisés par le LAI-2000. 
 
Figure 3 : Concept de l’acquisition de données avec des instruments comme le TRAC ou 
le TRAM. L’instrument doit être bougé perpendiculairement par rapport aux ombres. 
 
Figure 4 : Concept LiDAR terrestre et aéroporté. Une impulsion laser est envoyée vers 
une cible qui la réfléchie et le retour est enregistré par les LiDARs. Des mécanismes 
internes permettent l’acquissions à des angles différents et le vol LiDAR permet la 
cartographie sur une région. 
 
Figure 5 : La fraction de trouées en fonction de la vue zénithale pour différentes valeurs 
de l’ISF simulée à l'aide de la loi de Beer. Le peuplement simulé est composé d'éléments 
opaques qui sont répartis de façon aléatoire avec une distribution de leur orientation 
aléatoire sans branche ou tronc. 
 
Figure 6 : Schéma de principe des méthodes d’estimations de l’indice de groupage, une 
moyenne logarithmique est effectuée sur la fraction de trouées de chaque segment. Un 
segment référence est présenté en haut.  La méthode LX utilise la moyenne logarithmique 
de la fraction trouée pour des segments de longueur fixe, tandis que la méthode CCL 
supprime les grandes trouées et applique le logarithme de la fraction de trouées d’un seul 
segment restant. La méthode CLX applique la moyenne logarithmique de la fraction de 
trouées sur des segments dans lesquels les grandes trouées sont supprimées. 
 
Figure 7 : Caméra Nikon CoolPix 4500 avec adaptateur  « fish-eye » dans la forêt 
Larose, Ontario. 
 
Figure 8 : (a) LiDAR TLS ZF Imager 5006i avec (b) un exemple de balayage (point 
numéro 3) provenant de la placette 2 de la Réserve faunique de Matane. 
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Figure 9 : Protocole de la prise de données TLS sur le terrain. (a) Les points rouges 
représentent les cinq positions du TLS sur une placette. Le cercle gris représente l’étendu 
horizontal du TLS à 57,3º pour la station centrale (par exemple, un rayon de 30 m pour 
des arbres de 20m de haut) et les cercles bleus foncés représentent l’étendus des 4 autres 
balayages TLS. Le carré bleu pale représente l’étendu de la partie des données ALS 
extraite des lignes de vol. (b) Exemple des cinq positions du ZF 5006i dans placette 
numéro 2 de Matane avec comme fond les mesures de l’ALTM 3100 de cette placette. 
 
Figure 10 : Photographies hémisphériques numériques prises avec une caméra Nikon 
CoolPix 5000 près de Thompson, Manitoba, sous (a) un peuplement de pins gris,  (b) un 
peuplement d’épinettes noires denses (T04), (c) un peuplement d’épinettes noires ouvert 
(T05), et avec la CoolPix 995 dans la forêt Larose, Ontario. 
 
Figure 11 : Carte montrant la position des sites expérimentaux (en haut) et l’acquisition 
des données ALS et TLS dans la réserve faunique de Matane (en bas) où La bande bleue 
représente les lignes de survol de l’ALS et les points représentent les placettes terrains. 
 
Figure 12 : Un exemple de la distribution des arbres pour la scène 031 en utilisant une 
distribution de Neyman (distribution double-Poisson ; Chen et Leblanc, 1997). Chaque 
diamètre des cercles est proportionnelle au diamètre du houppier de l’arbre et la couleur 
représente différents arbres (ou essences). La zone ombrée (37,5 m de diamètre) 
représente la distance sur laquelle les arbres complets sont rendus dans une PHs simulée 
sur la base de l'angle de vue maximum de 65º. 
 
Figure 13 : Distribution des entrants ISF et IST pour les 75 scènes virtuelles. 
 
Figure 14 : Principe de la méthode LF en hauteur. (a) profil d’une ligne de 45° en azimut 
à l’angle zénithal de visée de 57° avec la hauteur des retours des impulsions normalisées 
entre 0 et 250. Les trouées à travers tout le couvert forestier ont la valeur 255. La partie 
grise en (a) met l’accent sur la couche la plus bas (couche 1). (b) L’analyse sur la couche 
1 est illustré avec les trouées en gris et les éléments du couvert en blanc. Les retours 
ayant été utilisées dans (a) sont enlevés les données restantes sont reconstruits 
(compressés) en (c). (d) comme pour  (b), montrent les trouées en gris et les non-trouées 
en blancs de la couche 2 de (b). La même analyse est montrée pour la couche 3 dans (e) 
et (f).  
 
Figure 15 : Schéma de la méthode LF sur une couche. Le but est d’obtenir des segments 
d’une longueur précise pour faire la moyenne logarithmique (méthode LX) en enlevant 
en premier les grandes trouées non statistiquement possibles et en juxtaposant les 
segments restants de la couche étudiée.  
 
Figure 16 : Le nombre théorique d’impulsions laser nécessaires pour faire une moyenne 
sur un segment en fonction de la hauteur avec un signal LiDAR lancé à un angle zénithal 
de visée de 57° pour deux tailles de faisceau / espacement 
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Figure 17 : Exemples d’arbres simulés provenant des scènes (a) 001 (14 m), (b) 011 (9 et 
18 m), et (c) 031 (2 m, 4,1 m, 8,3 m, et 17,5 m).  
 
Figure 18 : Visualisation d’une photo aérienne oblique des arbres simulés pour produire 
la PH de la figure 19c. La partie centrale du peuplement simulé contient des 1 731 arbres 
simulés, entouré de 90 694 arbres n’ayant que les contours externes du houppier et du 
tronc. 
 
Figure 19 : Exemples de photographies hémisphériques simulées pour six scènes : (a) 
scène 001 avec un ISF de 3,0 et le feuillage orienté aléatoirement, (b) scène 011 avec une 
ISF de 2,2 avec feuillage orienté aléatoirement, (c) scène 016 avec un ISF de 2,2 et 
feuillage planophile, (d) scène 024 avec un ISF de 4,0 et feuillage érectophile, (e) scène 
031 avec un ISF de 3,5 et le feuillage orienté aléatoirement; et (f) scène 034 avec un ISF 
de 2,0 et un feuillage distribué de manière aléatoire mais avec une orientation érectophile 
 
Figure 20 : Exemples de simulations aéroportées avec vue orthogonale utilisées pour 
l’estimation de la fermeture du couvert pour (a) la scène 011 (FC = 30,2 %), (b) la scène 
031 (FC =  42,0 %), (c) la scène 038 (FC = 5,7 %), et (d) la scène 060 (FC =  46,3 %). 
Les simulations couvrent des superficies de 40 m × 30 m. 
 
Figure 21 : Distribution des valeurs de référence des 75 scènes simulées (avec trois 
DAFs) de (a) la fermeture du couvert estimée à partir de simulations aériennes nadir et 
(b) l'indice de groupage estimé à partir des photographies hémisphériques en prenant le 
rapport de l’IST effectif entre 55º et 60º sur l’IST  intrant. 
 
Figure 22 : Illustration des arbres en mode LiDARs pour (a) la scène 005 avec houppier 
cône sur un cylindre; (b) la scène 007 avec deux essences avec houppier en forme de 
sphéroïde; (c) la scène 033 avec houppier en forme de prisme et (d) la scène 071 avec 
quatre essences avec houppier sphéroïde.  
 
Figure 23 : Visualisation de balayage de données TLS simulées. (a) Scène 005 avec 
feuillage érectophile; (b) scène 007 avec feuillage planophile, (c) scène 007 avec 
feuillage planophile; (d) scène 033 avec feuillage aléatoire; (e) scène 033 avec feuillage 
planophile et (f) scène 071 avec feuillage érectophile. Les couleurs représentent la 
hauteur normalisée. 
 
Figure 24 : Exemples de données ALS simulées pour (a) la scène 005 avec vue à 15º du 
zénith avec feuilles orientées aléatoirement, (b) la scène 007 avec vue au nadir avec 
distribution des feuilles planophile ; (c) la scène 033 vue à 35º du zénith feuilles orientées 
aléatoirement, et (d) la scène 071 avec vue à 60º du zénith  distribution érectophile. Les 
couleurs représentent la hauteur normalisée. Le sol est en blanc. 
 
Figure 25 : Comparaison de la fraction de trouées pour les trois distributions angulaires 
du feuillage : aléatoire, planophile (25º en moyenne par rapport à l’horizon) et érectophile 
(25º en moyenne par rapport au zénith) provenant de la scène 033 avec ISF de 3,0. 
Simulation de PHs et des données ALS. 
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Figure 26 : (a) PH simulée de la scène virtuelle 066 et (b) une PH du site expérimental 
T04. Les zones sombres représentent les angles de 55º à 60º du zénith. (c) La fraction de 
trouées calculée partir des dix PHs simulées de la scène 066 et des 13 PHs du site 
expérimental T04. 
 
Figure 27 : La différence relative absolue entre l’IST moyen estimé pour tous les HPs et 
cumulée pour x PHs pour (a) moyenné (avec écart-type) pour  les 75 scènes avec  
distribution angulaire des feuilles aléatoire (méthode CLX-45),  et (b) pour les sites 
expérimentaux T04 et T05.  
 
Figure 28 : La différence relative absolue entre la fermeture du couvert moyenne (0-9°) 
estimée pour avec les dix PHs et la moyenne cumulée en ajoutant des PHs,  (a)  pour les 
75 scènes virtuelles (avec écart type) pour une distribution angulaire des feuilles aléatoire 
et (b) pour les sites expérimentaux T04 et T05. 
 
Figure 29 : Comparaison entre IST avec Miller 10º à 65º et IST avec angles de 55º à 60º 
pour toutes les scènes virtuelles et dans les sites expérimentaux. Des régressions linéaires 
ont été utilisées pour estimer la différence relative entre les méthodes d'estimation de 
l’IST. Les données ont été divisées en fonction de leur la distribution angulaire du 
feuillage (aléatoire, planophile ou érectophile) pour (a) et (c), et divisé en type de forêt 
(conifères ou de feuillus) pour (b) et (d). Les estimations de (a) et (b) ont été effectuées 
en supposant aucun groupage, tandis que pour (c) et (d) l’IST est calculé avec 
considération du groupage selon la méthode CLX-45. 
 
Figure 30 : Comparaison entre l’IST intrant et l’IST estimé selon six méthodes de calcul 
de l’indice de groupage du feuillage dans l’étendu d’angle zénithal de visée de 55º à 60º : 
(a) CCL, (b) CMN, (c) LX-15, (d) CLX-15, (e) LX-45, et (f) CLX-45. Les résultats des 
régressions sont donnés dans le tableau 5 et les erreurs RMS dans le tableau 6. 
 
Figure 31 : Erreur relative moyenne et RMS relative de l’estimation de l’ISF avec les 
différentes méthodes d’estimation de l’indice de groupage: CCL, CMN, LX-15, CLX-15, 
LX-45, et CLX-45. Toutes les valeurs de l’ISF ont été estimés entre Tde55º à 60º.   
 
Figure 32 : Estimation de la fermeture du couvert à partir des données PHs simulées avec 
seulement les pixels près du zénith (0º à 9º). Les résultats séparés par orientation des 
feuilles peuvent être trouvés dans le tableau 8. 
 
Figure 33 : Estimation de G(T) pour la scène 033 (a) DAF planophile et érectophile et (b) 
DAF aléatoire, et pour la scène 024 (c) DAF planophile et érectophile et (d) DAF 
aléatoire 
 
Figure 34 : Coefficients de détermination (R2) et erreur RMS entre l’IST intrant et celui 
estimé avec méthode LF pour les simulations TLS pour (a) différentes longueurs de 
moyenne  logarithmique  (b) nombre de couches en hauteur, et (c) la longueur minimal 
des trouées enlevées avant de faire la moyenne logarithmique.  
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Figure 35 : Comparaison (a) IST intrant et avec l’IST  et (b) ISF intrant et ISF estimé des 
données TLS simulées (T entre 55º et 60º). La combinaison 05-100-100 est celle donnant 
les meilleurs résultats (plus grand R2 et plus petite erreur RMS) avec la méthode LF : 5 
niveaux de hauteur, trouées plus grande que 100 cm enlevées avant la moyenne 
logarithmique sur les segments reconstitués de 100 cm. 
 
Figure 36 : (a) Le coefficient de détermination R2 et (b) l’erreur RMS entre l’IST des 
scènes virtuelles et l‘IST de trois combinaisons de paramètres de la méthode LF en 
fonction du nombre de balayage TLS hémisphériques.  
 
Figure 37 : Valeurs moyennes de R2 et erreur RMS provenant des  simulations ALS des 
75 scènes virtuelles par angle zénithal de visée pour 4 combinaisons des paramètres de la 
méthode LF.  
 
Figure 38 : IST estimé avec la méthode LF (05-100-25) appliquée aux données ALS 
simulées àT= 55º provenant des 75 scènes virtuelles avec 3 DAFs en fonction de l‘IST 
intrant.  
 
Figure 39 : Effets du nombre de l’échantillonnage (nombre de lignes et un point sur cinq) 
sur l’estimation de l’IST des données ALS simulées en fonction de l’angle de visée (T) 
avec (a) R2 et (b) l’erreur RMS.  
 
Figure 40 : Comparaison entre l’IST estimé avec la méthode LF sur les données 
virtuelles TLS (5-100-100) et ALS (5-100-25) provenant des 75 scènes virtuelles avec 3 
DAFs.   
 
Figure 41 : Comparaison de profils de l’IST TLS (55º à 60º) et ALS (5º et 55º) en 
hauteur provenant de 4 scènes : (a) 005 avec couches de 2,6 m, (b) 007 avec couches de 
1,8 m, (c) 033 avec couches de 2,2 m et (d) 071 avec couches de 2,3 m. 
 
Figure 42 : Profil vertical de l’indice de groupage : pour les scènes 005, 007, 033, et 
071.  
 
Figure 43 : Profil vertical de l’indice de surface foliaire pour les scènes 005, 007, et 071.  
 
Figure 44 : Position de données brutes du ZF en coordonnées polaire (sans la distance) 
provenant d’une petite partie du balayage central de la placette 003 de Matane. La 
grandeur des points n’est pas à l’échelle de la grandeur du faisceau. 
 
Figure 45 : Données TLS sur quatre placettes de Matane montrant la hauteur du retour 
par rapport à la hauteur du TLS en fonction de l’angle zénithal du balayage: (a) la 
placette 2 composées de bouleau et (b) la placette 3 composée d’un peuplement mixte 
résineux-feuillus. (c) la placette 12 composées de sapins et (d) la placette 13 qui est mixte 
et a eu une coupe sélective récente.  
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Figure 46 : Données ALS sur quatre placettes de Matane montrant la hauteur du retour 
par rapport à la hauteur du TLS dans la placette en fonction de la distance euclidienne 
horizontale accumulée entre chaque retour: (a) la placette 2 composées de bouleau et (b) 
la placette 3 d’un peuplement mixte résineux-feuillus.  (c) la placette 12 composées de 
sapins et (d) la placette 13 qui est mixte et a eu une coupe sélective récente.  
 
Figure 47 : IST effectif ALS vs TLS par couche pour (a) la placette 2 composées de 
bouleau et (b) la placette 3 d’un peuplement mixte résineux-feuillus.  (c) la placette 12 
composées de sapins et (d) la placette 13 qui est mixte et a eu une coupe sélective 
récente.  
 
Figure 48 : IST avec méthode LF pour ALS vs TLS par couche pour (a) la placette 2 
composées de bouleau et (b) la placette 3 d’un peuplement mixte résineux-feuillus.  (c) la 
placette 12 composées de sapins et (d) la placette 13 qui est mixte et a eu une coupe 
sélective récente.  
 
Figure 49 : Indice de groupage avec méthode LF pour données ALS et TLS par couche 
pour (a) la placette 2 composées de bouleau et (b) la placette 3 d’un peuplement mixte 
résineux-feuillus.  (c) la placette 12 composées de sapins et (d) la placette 13 qui est 
mixte et a eu une coupe sélective récente.  
 
Figure 50 : Comparaison entre les estimations à partir des données TLS et ALS sur les 
placettes de Matane pour (a) IST effectif et (b) IST avec la méthode LF. 
 
Figure 51 : Effet de la densité du feuillage à l'intérieur des couronnes sur l’estimation de 
l’ISF en utilisant la méthode CCL. 
 
Figure 52 : Nombre de segments annulaires de 1 250 pixels (15º en azimut) de dix PHs 
(240 segments) à angle zénithal de visée de 57° ne contenant aucun trou. 
 
Figure 53 : L’IST estimé avec la méthode LF (5-100-025) en utilisant des données 
simulées ALS près du nadir (à 5º) pour des données des 21 lignes simulées avec 10 
points/m2, comparé avec (a) IST des données TLS simulées (55º à 60º) et (b) IST sans 
considération de groupage (effectif) tel que mesurés avec les PHs simulées (55º à 60º). 
 
Figure  A1 : Rendu des simulations des données TLS pour les 75 scènes virtuelles (DAF 
aléatoire, un balayage par scène). 
 
Figure  A2 : Redus des simulations des données ALS  pour les 75 scènes virtuelles (DAF 
aléatoire). 
 
Figure A3 : Rendu des données TLS des 21 placettes de Matane (point centrale de 
chaque placette). 
 
Figure A4 : Rendu des données ALS des 21 placettes de Matane. 
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Tableau 2 : Gamme des paramètres d’entrés utilises pour créer les forêts virtuelles. 
 
Tableau 3 : Paramètres de la méthode LF testés pour l’estimation de l’IST. 
 
Tableau 4 : Résultats de régression linéaires estimés entre les méthodes « 55º à 60º » et 
« Miller de 10-65º » pour les 75 scènes virtuelles avec les trois distributions angulaires du 
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Tableau 5 : Résultats de comparaison (R2 et paramètres de la régression linéaire) entre 
l’IST intrant et ceux estimés avec différente méthode d’estimation de l’indice de 
groupage : pour les 75 scènes virtuelles avec trois DAFs.  
 
Tableau 6 : Résultats de comparaison entre l’IST intrant et ceux estimés avec différentes 
méthodes de groupage, étendue angulaire et DAF pour les 75 scènes virtuelles. L’erreur 
RMS et l’erreur moyenne sont en unité de surface et le chiffre entre parenthèse représente 
le pourcentage par rapport aux intrants. 
 
Tableau 7 : Comparaison entre l'estimation de l’ISB intrant et extrait  à partir des PHs 
simulées avec différentes méthodes d'estimation du groupage  (Tde55 à 60º). 
 
Tableau 8 : Résultat de l’estimation de la FC en fonction des anneaux concentriques  9º. 
 
Tableau 9 : R2 moyen et erreur RMS moyenne (sur nombre de couche et longueur 
minimale des trouées enlevées) en fonction de la longueur de moyenne logarithmique, 
séparés en DAF. 
 
Tableau 10 : R2 moyen et Erreur RMS moyenne (sur grandeur minimal et longueur de 
moyenne logarithmique) avec différent nombres de couches séparés en DAF. 
 
Tableau 11 : R2 moyen et Erreur RMS moyenne (sur nombre de couche et longueur de 
moyenne logarithmique) en fonction de la grandeur minimale des trouées enlevées, 
séparés en trois DAFs. 
 
Tableau 12 : R2 et erreur RMS comparant l’IST à différente couche selon la méthode LF 
estimé à 55-60 du zénith pour les données TLS simulés et à Tde5º et Tde55º pour les 
données ALS. 
 
Tableau 13 : Résultats de l’analyse des données LiDARs de la réserve faunique de 
Matane. 
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Tableau A1 : Paramètres intrants des scènes simulées tel que l’ISF, ISB et l’IST. Les 
formes des houppiers utilisées (nombre de lettres égale nombres d’essences dans une 
scène): C: cône + cylindre, S: sphéroïde, P: Prisme. L’indice de groupage : (moyenne 
sur trois DAFs), et la fermeture du couvert  (moyenne sur trois DAFs) ont été estimé à 
partir des simulations 
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Nomenclature 
 
ALS LiDAR aéroporté (Airborne Lasere Scaning) 
DAF Distribution angulaire des feuilles  (Leaf angular distribution) 
FC  Fermeture du couvert 
G(T) Coefficient de projection à l’angle zénithal T 
ISF (L) Indice de surface foliaire (Leaf Area Index)  
ISB (W) Indice de surface bois (Woody area index) 
Le(T) Indice de surface foliaire effectif à l’angle T  
Let(T) Indice de surface totale effectif à l’angle T 
Lt Indice de surface totale (Plant area index)  
PCA LAI-2000 Plant Canopy Analyzer LAI-2000 de Licor ©. 
P(T) Fraction de trouées (Gap fraction)  
PH Photographie hémisphérique (Hemisphérical photography) 
TRAC Instrument Tracing Radiation and Architecture of Canopies 
TLS LiDAR terrestre (Terrestrial Laser Scanning) 
D Ratio surface bois sur surface totale (Woody to total area 
ratio)  
Df Angle d’élévation d’une feuille 
fD  Angle moyen d’élévation des feuilles 
ȖE Ratio aiguille sur pousse  (Needle-to-shoot-area ratio) 
ȍ(T) Indice de groupage (Clumping index)  
ȍE(T) Indice de groupage à l’échelle plus grande que les pousses.  
T Angle de visée zénithale  
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Chapitre 1 : Introduction 
 
1.1 La structure de la forêt 
 
Les couverts forestiers sont des systèmes complexes et leur représentation 
structurelle dépend du niveau de détail requis par les applications spécifiques et les 
utilisateurs de l’information. La structure des couverts forestiers dépend des éléments 
architecturaux et fonctionnels qui les composent (Fournier et al., 2003). Cette structure 
peut être divisée, pour plus de commodité, selon les niveaux suivants : arbre, branche, 
tige, pousse, et le feuillage (feuilles ou aiguilles) et inclus l’agencement relatif entre ces 
niveaux (Millet, 2012). La connaissance de la structure du couvert est nécessaire pour 
obtenir les caractéristiques biophysiques pertinentes aux inventaires forestiers, aux études 
écologiques et à la gestion des forêts (Franklin, 2001). Il y a également une demande de 
plus en plus croissante pour la mesure et le suivi de l'état des peuplements forestiers pour 
la conservation de la biodiversité, et à des fins de développement durable (Layton et al., 
2004). En conséquence, des méthodes efficaces et exactes sont nécessaires pour mesurer 
la structure de la forêt,  que ce soit à l’aide de mesures directes sur le terrain ou des 
mesures indirectes grâce à des approches de télédétection.  
 
L'architecture des peuplements forestiers est complexe et variable dans l'espace et 
le temps. Les éléments importants au sein du couvert forestier dans la dimension verticale 
comprennent la hauteur des arbres et des peuplements. La composition des espèces, la 
fermeture du couvert, et la répartition spatiale des arbres et des peuplements sont des 
éléments importants dans la dimension horizontale (Fournier et al., 2003). Les mesures 
de l'architecture de la forêt ont été faites en utilisant diverses approches, y compris les 
mesures traditionnelles de la forêt dans les parcelles (c.-à-d. placettes d'échantillonnage 
dans un inventaire forestier), la représentation statistique des attributs forestiers à l'aide de 
relations allométriques et avec des capteurs optiques. L'accent croissant mis sur la 
conservation, la biodiversité et le développement durable a élargi l'inventaire forestier 
traditionnel pour y inclure des mesures plus diversifiées (Layton et al., 2004). En outre, 
les outils utilisés pour mesurer les attributs forestiers ont suivi les progrès technologiques. 
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Par exemple, les instruments laser en dehors des laboratoires, ont été principalement 
utilisés par les arpenteurs-géomètres dans le passé, mais les progrès technologiques ont 
conduit à l'élaboration d'instruments graduellement plus abordables comme les LiDARs 
(Light Detection and Ranging) pour prendre des mesures précises dans d'autres domaines 
tels que la foresterie (Hopkinson et al., 2004).  
 
1.2 L’inventaire traditionnel 
 
La plupart des inventaires réalisés dans le cadre de la gestion des forêts mettent 
l’accent sur les attributs du couvert forestier qui déterminent l'approvisionnement en bois 
et la productivité des forêts. Cependant, les inventaires peuvent également être étendus à 
d'autres fins, où un large éventail d'attributs peuvent fournir des informations pour 
diverses questions de gestion, tels que l'identification des habitats spécifiques à un besoin, 
des écosystèmes exceptionnels ou pouvant assurer un certain niveau de biodiversité. 
Chaque inventaire cartographique est associé à une étendue spatiale minimale et des 
critères de variabilité maximale acceptable pour qu’une zone soit considérée homogène. 
L'étendue spatiale est définie en partant d'une description détaillée du couvert forestier à 
l'échelle de l'arbre allant jusqu'à l'échelle du peuplement, qui atteint généralement 
plusieurs hectares. Cependant, deux des produits utiles pour décrire le couvert végétal 
généralement utilisés dans les inventaires forestiers sont les parcelles ou placettes sur le 
terrain et les cartes des peuplements. Les cartes des peuplements sont utiles pour définir 
des zones formant un ensemble homogène d'attributs qui peuvent être décrits en utilisant 
des classes catégorielles de type de couverture, de la hauteur du peuplement et de la 
densité des tiges ou houppiers. Ces zones ou polygones définissent l'étendue spatiale et 
les limites du peuplement, souvent identifié par un interprète expérimenté à l’aide de 
photographies aériennes suivant une série de lignes directrices précises.  
 
Les placettes terrains comprennent généralement les mesures de tous les attributs 
au niveau du peuplement disponibles pour la production de cartes. Des mesures sont aussi 
prises au niveau de l’arbre à partir d'arbres sélectionnés. Les attributs des peuplements 
peuvent être mesurés avec beaucoup de précision dans les limites d'une placette. Les 
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principales mesures pour une parcelle comprennent généralement la composition en 
essences, la hauteur du couvert forestier, et la fermeture du couvert. Les attributs des 
arbres individuels qui sont mesurés sont la hauteur des arbres, le diamètre à hauteur de 
poitrine (DHP), la largeur et hauteur du houppier, et l'âge des arbres. D'autres attributs 
qui sont de nature plus descriptive peuvent également être utilisés pour décrire les 
couverts forestiers, tels que l’état de santé des arbres, et les estimations contextuels du sol 
et le drainage du terrain. Une placette secondaire peut aussi être établie dans une parcelle 
terrain pour fournir des informations supplémentaires sur les petits arbustes, les plantes, 
les semis (régénération), et le type de sol. Les attributs des peuplements, tels que la 
densité des tiges, la surface terrière, le volume de bois et la croissance des peuplements 
peuvent être calculée à partir des mesures au sol en ajoutant des informations 
supplémentaires sur les espèces et les caractéristiques du site. En complément des 
inventaires traditionnels, les études écologiques sont davantage axées sur la quantité de 
matière photosynthétique active, la surface foliaire, qui réglemente l’utilisation en eau et 
le cycle du carbone (Running et al., 1989; Norman, 1993; Liu et al., 1997; Chen et al., 
2003a; Pypker et al., 2005). Bien que la plupart des inventaires forestiers comprennent 
des mesures de base sur les arbres et les attributs du peuplement, il y a souvent des 
différences importantes dans les types de mesures ou de lignes directrices d'une 
juridiction ou d'un projet à l'autre. Par exemple, l'accent sur la comptabilisation du 
carbone, la conservation et modélisation de l'habitat ont introduit de nouvelles exigences 
pour les inventaires forestiers au-delà du volume marchand. Par conséquent, si les 
données d'inventaire sont disponibles pour une zone sous étude, un grand soin doit être 
accordé aux définitions et lignes directrices utilisées. Dans le cas contraire, si aucune 
donnée d’inventaire n’est disponible, un programme d'inventaire peut être adapté aux 
besoins spécifiques de l'étude dans les limites des ressources disponibles. 
 
1.3 Vers une description complexe de la structure forestière 
 
L'intérêt croissant pour la surveillance et la prévision de l'état des écosystèmes a 
augmenté la demande pour les mesures des attributs des forêts. Heureusement, les 
nouvelles technologies ont également augmenté le nombre d'approches disponibles pour 
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mesurer ces attributs. Par exemple, la description explicite de la distribution en trois 
dimensions (3D) des éléments du couvert forestier a fourni de nouvelles options pour 
cartographier son état actuel et prédire son état selon les pratiques sylvicoles. En 
revanche, les mesures actuelles de l'inventaire ne peuvent pas fournir une telle description 
détaillée. Les capteurs actifs, comme les LiDARs aéroportés et terrestres ont la possibilité 
de mesurer l'architecture du couvert (Lowell et al., 2003; Hopkinson et al., 2004; St-Onge 
et al., 2008; Akay et al., 2012). Le développement d'approches pour l'inclusion de 
nouvelles techniques de mesure dans les inventaires forestiers progresse rapidement, car 
elles peuvent répondre à des questions plus spécifiques avec une plus grande précision. 
Par exemple, il est difficile d'identifier les zones humides boisées en utilisant uniquement 
des images aériennes ou satellitaires optiques. Cependant, cette identification est possible 
avec l'utilisation d'images radar prises au moment de niveau d'eau élevé (Fournier et al., 
2007). Les exigences de nouveaux intrants dans diverses modèles sont aussi un puissant 
moteur pour la diversification des mesures structurelles des forêts. Les capteurs optiques 
portables ont le potentiel de fournir certaines de ces attributs de la structure forestière. 
 
 
1.4 L’indice de surface foliaire et la fermeture du couvert 
 
L’estimation de la structure du couvert forestière est importante pour comprendre 
les fonctions écologiques des écosystèmes forestiers. Deux variables structurelles 
mesurables par des instruments optiques se démarquent pour décrire la structure du 
couvert forestier (Nilson et Kuusk, 2004) : l'indice de surface foliaire (ISF, en anglais 
Leaf Area Index ou LAI) et la fermeture du couvert (FC). L’ISF se rapporte à la surface 
de la plante disponible pour les échanges avec l'environnement (l’atmosphère et le 
rayonnement solaire) et est une variable architectural importante utilisée dans les modèles 
écologiques (par exemple Bonan, 1993a; Wang, 2000; Larocque, 2002). L’ISF est défini 
formellement dans la plupart des applications comme étant la moitié de la surface foliaire 
totale par unité de surface horizontale du sol (Lang, 1991; Chen et Black, 1992). Quand à 
elle, la FC est parfois définie comme étant la projection en pourcentage des houppiers des 
arbres sur le sol horizontal. Ici, nous définissons la FC comme étant le pourcentage de 
couverture des éléments du couvert forestier projeté au sol au dessus du capteur utilisé 
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pour sa mesure, donc la FC est le complément de la fraction de trouées. L’ISF et la FC 
sont des variables pratiques pour évaluer l'architecture du couvert. La FC est notamment 
utilisé comme variable descriptive dans les cartes de peuplements forestiers pour un 
grand nombres de juridictions (Avery et Burkart, 2002). L'estimation de ces deux 
variables structurelles est donc soumise à un large éventail de méthodes d’acquisition de 
données sur le terrain, ainsi que de données de capteurs aéroportées et satellitaires (par 
exemple, Brusa et Bunker, 2014 ; Chen et al., 1997a; Keleú et al., 2012). 
 
Bien que plusieurs méthodes soient actuellement disponibles pour l’estimation de 
l’ISF et de la FC, leur exactitude et précision de mesure sont souvent mal connues. L’ISF 
d’un peuplement peut être estimé à l'aide de méthodes de mesure directes qui 
comprennent la collecte des feuilles tombées (Hall et al., 2003), la méthode de point 
quadrat (Warren Wilson et Reeves 1959), et échantillonnage destructif  (Gower et al., 
1999). Les méthodes directes de mesures de l’ISF sont basées sur le comptage des 
feuilles et la mesure de la surface de ces feuilles, ainsi que leurs poids spécifiques et leurs 
formes. La collecte des feuilles implique une collecte statistiquement significative des 
feuilles qui tombe à la fin de la saison de croissance, tandis que le point quadrat fournit 
une estimation de la position et la taille des feuilles dans une zone sélectionnée. La 
méthode point de quadrat est très difficiles à utiliser dans un environnement forestier car 
elle nécessite de longues sondes afin d'acquérir des points de contact avec les éléments du 
couvert. Elle est donc considérée comme la moins pratique de toutes les méthodes 
directes. L’échantillonnage destructif consiste à couper des arbres pour compter et peser 
leurs composants. Il repose généralement sur un nombre limité d'arbres échantillonnés et 
l'utilisation de relations allométriques pour estimer la surface foliaire d'une ou de 
plusieurs attributs mesurés, comme le DHP, la hauteur et les dimensions des houppiers. 
Les relations allométriques au niveau de l'arbre ne sont pas universelles : 
l’échantillonnage destructif local est nécessaire si aucune relation convenable n’est 
disponible. Des relations allométriques à différentes échelles peuvent être appliqué pour 
estimer d’ISF au niveau des arbres individuels ou pour une zone donnée afin d'obtenir des 
estimations au niveau du peuplement (Chen et al., 1997a; Gower et al., 1999). Bien que 
des incertitudes existent dans les méthodes de mesures directes utilisées, les méthodes de 
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collecte et allométrique sont considérés comme des estimations plus précises de l'ISF par 
rapport à des méthodes indirectes utilisant des capteurs optiques. Cependant, les 
méthodes directes prennent beaucoup de temps au point où il n'est souvent pas possible 
de les utiliser. Par conséquent, les méthodes indirectes, développées en utilisant des 
instruments d'optique, sont souvent utilisées, car elles peuvent estimer l’ISF et la FC 
beaucoup plus efficacement. 
 
La mesure sur le terrain de l’ISF est généralement faite avec des instruments 
optiques, soit à partir de la lumière disponible directement du soleil ou de la lumière 
diffuse utilisée pour mesurer la distribution spatiale des trouées comme avec une lentille 
de type « fish-eye » offrant une perspective hémisphérique. Les méthodes optiques de 
mesure de l’ISF ont été comparées avec la collecte des feuilles, l’échantillonnage 
destructif et les méthodes allométriques, mais seulement sur un nombre limité de sites 
expérimentaux (Neumann et al., 1989; Leblanc et al., 2005; Chen et al., 2006a). Le petit 
nombre de sites disponibles pour la validation est dû à la complexité et le travail intense 
qu’implique l'acquisition de l’ISF et des erreurs potentielles s’y rattachant (Chen et al., 
1997; Gower et al., 1999; Ishihara et Hiura, 2011). De même, la FC qui peut être estimée 
par photo-interprétation ou sur le terrain, fait aussi l'objet d'imprécision importante. La 
mesure destructive pour évaluer ISF (par exemple Moorthy et al., 2008 ; Béland et al., 
2011,) ou l’échantillonnage spatial intensif pour évaluer la FC (Lefsky et McHale, 2008) 
sont des options, mais ce ne sont pas des solutions pratiques, car elles nécessitent trop de 
ressources quand elles sont appliquées au niveau d’une placette ou d’un peuplement. 
L'absence apparente d'une prise en charge étendue des données pour la validation de site 
est un problème pour le développement et la validation de méthodes de mesure de la 
structure architecturale des forêts. 
 
Deux principaux facteurs limitent l'estimation de la structure de la forêt. Le 
premier facteur limitant est le groupage du feuillage puisque les feuilles sont rarement 
répartis spatialement de façon aléatoire (Nilson, 1971; Chen, 1996). Les méthodes pour 
estimer le groupage du feuillage est un sujet de recherche actif (Walter et al., 2003; 
Leblanc et al., 2005; Gonsamo et Pellikka 2009; Pisek et al., 2011; Frazer et al., 2014). 
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Une approche commune est l'utilisation d'un facteur de correction, à savoir l'indice de 
groupage, pour corriger l’ISF dérivé de l'inversion la mesure du pourcentage de trouée 
(Chen, 1996; Leblanc et al., 2005). Le deuxième facteur limitant est la difficulté de 
séparer le bois (troncs et branches) des feuilles qui nous amène à considérer l'indice de 
surface total (IST) au lieu de l’ISF quand les instruments optiques sont utilisés (Leblanc 
et Fournier 2013a, 2013b). La séparation du bois et du feuillage a été tentée par avec des 
facteurs de correction pour différentes espèces (Chen et al., 1997) et avec les LiDARs 
terrestres (Béland et al., 2014), mais restent à ce stade encore exploratoire. Ces deux 
facteurs limitant, combinées à une importante hétérogénéité spatiale des couverts 
forestiers, force toute méthode à être testée à grande échelle à travers un large éventail de 
types de peuplements afin d’en évaluer l'efficacité. 
 
1.5 Utilisation des attributs de l’architecture de la forêt dans les modèles 
 
La mesure des attributs de l’architecture de la forêt contribue à la l’augmentation 
de la connaissance des forêts pouvant être utilisée dans plusieurs domaines. Cependant, 
en combinant ces attributs avec des modèles, d’autres informations peuvent être ainsi 
obtenues. Il y a donc une demande croissante pour la mesure des attributs de la structure 
des forêts pouvant être utilisés dans des modèles comme les modèles de volume des 
peuplements (Sun et al., 2007), la mesure des arbres et de la biomasse des peuplements 
(Parresol, 1999), les modèles de réflectance du couvert végétal (Li et Strahler, 1985; 
Nilson et Peterson, 1991; Disney et al., 2000; Leblanc et Chen, 2000), et les modèles 
d'architecture (Godin, 2000). Nous explorons ici quelques unes de ces applications et la 
base de l’utilisation de la FC et de l’ISF. 
 
La FC demeure encore un attribut d’usage plus usuel chez les forestiers que l’ISF. 
De plus, la FC est souvent utilisée comme un des critères définissant la forêt, parfois 
combiné avec la hauteur des arbres (Chen et al., 2006b) et pour définir les habitats de la 
faune (Dermachi et Bunnell, 1993). Bien que la FC soit parfois utilisée dans des modèles 
pour l’interception de la pluie et du rayonnement solaire, c’est l’ISF qui est le plus 
souvent utilisé dans les modèles. L’ISF est un attribut de support pratique pour estimer 
interception de la lumière dans tous types de couverts végétaux, y compris ceux avec des 
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feuilles non-plates (des aiguilles). Par exemple, l’ISF est utilisé dans de nombreux 
modèles climatiques, de prévisions météo, de processus d’écosystèmes, de cycles 
biogéochimiques, et atmosphériques (FAO, 2013). Certains modèles peuvent être utilisés 
pour estimer les propriétés forestières liées aux cycles du carbone et de l'eau. Les études 
relatives au changement climatique ont utilisé la couverture du sol et de la végétation des 
propriétés telles que l’ISF pour estimer l'absorption de CO2 par la végétation. En outre, 
les modèles quantifiant le cycle de l'eau nécessitent des intrants qui décrivent la structure 
de la végétation pour estimer l'effet des précipitations et du ruissellement.  
 
Pour la modélisation spatiale, les cartes de l’ISF (Chen et al., 2002; Abuelgasim 
et al., 2006) peuvent être utilisées comme intrant aux modèles avec d'autres attributs de la 
forêt, tels que l'indice de groupage, la distribution angulaire des feuilles et le type de 
végétation et les données météorologique et climatique (Liu et al., 1997; Chen et al., 
2003b). La cartographie de l’ISF a beaucoup progressée, mais sa mesure et validation sur 
le terrain avec des capteurs optiques demandent aussi l’application d’un facteur de 
groupage du feuillage (Nilson, 1971; Chen et Cihlar, 1995). La mesure de l’ISF sans 
inclure le facteur de groupage revient à une mesure de l’ISF effectif. Bien que souvent 
cartographié avec des données de télédétection (Myneni et al., 1997; Chen et al., 2002; 
Abuelgasim et Leblanc, 2011), certaines études indiquent que ce n'est pas l’ISF qui 
influence le plus le signal de télédétection optique provenant des forêts, mais plutôt l'ISF 
effectif  (Leblanc et al., 2002; Chen et al., 2003b). Par conséquent, la cartographie des 
caractéristiques de la forêt grâce à des données satellitaires et leur utilisation dans les 
modèles sont deux domaines de recherche toujours actifs.  
 
Dans la grande majorité des modèles basés sur la photosynthèse, la base de cette 
modélisation est faite avec le modèle de Farquhar et al. (1980). Ce modèle estime la 
photosynthèse au niveau de la feuille et  a d’abord été utilisé avec seulement l’ISF et le 
rayonnement solaire atteignant le feuillage comme les modèles dit « big-leaf » (Monteith 
1973; Sellers et al., 1996; Friend, 1997). Pour les études sur grandes étendues, il est 
maintenant très usuel de séparer le régime du rayonnement solaire en feuilles ombragées 
et ensoleillées en se basant sur des attributs forestiers tels que le l’ISF, ainsi que 
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l'orientation et le groupage du feuillage (Norman 1993, Chen et al., 2003a). Une autre 
méthode utilise les modèles multicouches (Bonan, 1993b; Grant et al., 2001), mais ces 
modèles exigent habituellement beaucoup d’intrants quelquefois difficile à obtenir, ou ils 
utilisent un profil vertical de l’ISF simplifié. La possibilité de mesurer les profils en 
hauteur de l’ISF demeure donc un attribut peu utilisé dans les modèles.  
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Chapitre 2 : Cadre théorique 
 
 
Ce chapitre présente les concepts utilisés pour l’estimation des attributs de la forêt 
avec des instruments optiques tels que ceux utilisés dans ce projet. Nous aborderons 
premièrement les concepts généraux des instruments optiques utilisés pour l’estimation 
de caractéristiques architecturales des couverts forestiers; deuxièmement nous verrons les 
concepts théoriques pour l’estimation des attributs du couvert à partir de la fraction de 
trouées ; et troisièmement nous présenterons les techniques usuelles utilisées avec les 
données tridimensionnelles des LiDARs.  
 
2.1 Concepts des instruments optiques 
 
Plusieurs instruments optiques avec principes d’acquisition de base comparables 
sont utilisés en milieu forestier. Pour la mesure de l’architecture des couverts forestiers, 
les instruments optiques sont généralement utilisés pour estimer la pénétration de la 
lumière à travers le couvert. Cette pénétration se fait à différents angles de visée. La 
figure 1 (de Leblanc et Fournier, 2013a) montre le concept d’angle zénithal de visée (ou 
solaire) T Les instruments optiques passifs peuvent donc être utilisés pour estimer les 
trouées à travers le couvert forestier à partir de la lumière qui passe au travers celui-ci à 
l’angle T. 
 
Deux instruments optiques passifs spécialement conçus pour les mesures des 
attributs du couvert sont le LAI-2000 (ou sa plus récente version LAI-2020) de LI-COR 
(LICOR 1991; Gower et Norman, 1991; Welles et Norman, 1991), et le Tracing 
Radiation and Architecture of Canopies (TRAC) (Chen et Cihlar, 1995; Leblanc 2008). 
De plus, l'acquisition et l'utilisation de photographies hémisphériques (PHs) pour 
l’estimation de la structure forestière a également été démontré dans la littérature 
(Anderson 1964; Bonhomme et Chartier, 1972; Rich 1990; Chen et al., 1991; Frazer et 
al., 1999 et 2001; Walter et al., 2003; Jonckheere et al., 2004). Le LAI-2000 et les PHs 
ont un champ de vision semblable avec un objectif dit « fish-eye », donnant une vue 
hémisphérique sous le couvert forestier (exemple schématique dans la figure 2c).  
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Figure 1 : La géométrie de base utilisée dans cette étude. Le terme Test l’angle zénithal 
de visée et H hauteur du couvert forestier. Le trajet à travers le couvert à tous angle T est 
donc H/cos T Une trouée au sommet du couvert est à une distance horizontale de  H tan 
T d’un l’observateur, d’une caméra, ou tout autres capteurs. 
 
La vue hémisphérique est un moyen efficace de mesurer le plus large champ de 
vision du couvert forestier avec un seul point de mesure. Le LAI-2000 a un champ de 
vision limité aux angles zénithaux de 0 à 75° segmentés en cinq anneaux concentriques 
(voir figures 2a, 2b et 2c) d’un peu moins de 15° chacun centrés à 7, 23, 38, 53 et 68° du 
zénith. La fraction de trouées dans chaque anneau concentrique est calculée par le LAI-
2000 avec le ratio d’une mesure d’intensité de la lumière sous le couvert forestier avec 
une mesure de référence en dehors de la forêt dans un endroit vacant où les cinq anneaux 
peuvent voir le ciel. Si les conditions d'illumination du ciel changent pendant une série de 
mesures en forêt, des mesures simultanées sont nécessaires pour les mesures de référence 
et ceux sous le couvert forestier. Lorsque cela est possible, ces deux mesures sont prises 
simultanément avec deux instruments différents calibrés : un des deux instruments est 
utilisé en mode continu dans un terrain vague près du peuplement et l'autre est utilisé par 
un opérateur dans le peuplement. Le LAI-2000 suppose que les composantes du couvert 
sont opaques et distribuées de façon aléatoire. 
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                            (a)                                           (b)                                     (c) 
Figure 2 : Conceptualisation des mesures avec capteur hémisphérique. (a) Forêt 
schématique  avec cônes translucides représentant les cinq anneaux du LAI-2000. (b) Vue 
aérienne orthographique de l’étendue de chaque anneaux. (c) Vue hémisphérique des cinq 
anneaux du LAI-2000. L’hémisphère est divisé en six anneaux, mais seuls les cinq plus 
proches du zénith sont utilisés par le LAI-2000. 
 
Si les mesures en-dessous et à l’extérieur du couvert forestier sont prises 
consécutivement avec un seul instrument à l'aube ou au crépuscule, un ajustement de 
courbe entre les deux mesures (une avant et une après) en dehors du couvert peut être 
nécessaire parce que les conditions d'éclairage changent rapidement à ce moment de la 
journée. Dans des conditions variables, comme sous un ciel nuageux où un long délai 
entre les mesures en-dessous et sans couvert lorsqu’on utilise une seule unité, il est 
préférable d’utiliser la méthode avec deux unités pour synchroniser les mesures. Les 
valeurs finales disponibles à partir du LAI-2000 sont la fraction de trouées pour chacun 
des cinq angles zénithaux pouvant servir à estimer l’ISF. La figure 2a montre le concept 
d’anneaux concentriques pour différent angles zénithaux de visée basé sur le LAI-2000. 
La distance de tan T de la figure 1 est montrée sur une vue aérienne pour les cinq anneaux 
concentriques du LAI-2000 dans les figure 2a et 2b. On remarque la très grande étendue 
physique de l’anneau numéro 5 par rapport au quatre autres anneaux. Bien qu’il soit 
facile d’utilisation, le LAI-2000 est un instrument couteux, demandant parfois l’achat 
d’un deuxième instrument pour les mesures synchrones de référence. Le traitement de ses 
données est limité par l’hypothèse de distribution du feuillage non groupé, hypothèse qui 
est rarement valide en milieu forestier naturel.   
 
Le TRAC (Chen et Cihlar, 1995 ; Chen 1996 ; Leblanc 2008) fait parti de la 
famille des instruments qui se servent de la densité de flux de photons (en anglais 
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Photosynthetic photon flux density ou PPFD) du soleil pour mesurer la pénétration de la 
lumière sous le couvert forestier et ainsi estimer l’architecture des forêts. Pour son 
utilisation, le TRAC est tenu par un opérateur qui doit marcher à une vitesse constante et 
idéalement perpendiculaire au rayon du soleil (figure 3). Le TRAM (Chen et al., 1997b) 
est un instrument semblable, mais comme son nom le laisse supposer, il se déplace sur un 
system de corde ou de rail, souvent manuellement tiré par un opérateur. Le TRAC et le 
TRAM mesurent les trouées dans le couvert forestier uniquement à l’angle du soleil au 
moment de l’acquisition.  De plus, avec le mouvement du soleil dans le ciel, une ligne de 
prise de données n’est perpendiculaire que pour une petite partie d’une journée.  
L’avantage du TRAC, et la raison de sa création, est qu’il peut non seulement mesurer la 
fraction de trouées, mais aussi la distribution des grosseurs de trouées, ce qui peut servir à 
estimer le groupage du feuillage (Chen et Cihlar 1995; Chen 1996). Toutefois son 
désavantage majeur est que l’estimation de la fraction de trouées à plusieurs T demande 
une demi-journée de travail et est limité aux angles zénithaux du soleil disponibles qui 
dépendent de la date et de la latitude des placettes.  
 
Les PHs sont de plus en plus le standard utilisé comme méthode optique pour la 
mesure de la fraction de trouées sur le terrain. Les pixels de l’image sont classifiés en 
pixels ciel ou couvert forestier pour estimer la fraction de trouées et aussi la grandeur 
angulaire des trouées. Contrairement à la limite du LAI-2000 qui ne procure des mesures 
que sur cinq angles de fraction de trouées, la PH peut être segmenté de diverses manières, 
et ainsi donner une fraction de trouées à beaucoup d’angles. Comme pour le LAI-2000, 
les PHs sont prises idéalement sous un ciel homogène, sans soleil. Mais à l’opposée du 
LAI-2000, la PH ne nécessite pas de mesure au-dessus du couvert forestier comme 
référence. Cependant Cescatti (2007) a utilisé le ratio des PHs à l'extérieur et sous le 
couvert pour estimer la fraction de trouées pour tous les pixels. De plus, Zhang et al. 
(2005) et Chen et al. (2006a) recommandent de mesurer l'intensité de la lumière à 
l'extérieur de la forêt afin d'évaluer les réglages de l'appareil (vitesse et ouverture). 
D'autres méthodes que le seuillage ont été utilisées pour classifier les pixels des images 
de PHs afin d’identifier les trouées et les composantes de du couvert forestier basées à 
partir de l’intensité des couleurs, mais cette méthode a été jusqu’à présent plus souvent 
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appliquée aux PHs prises avec vue vers le bas pour des applications en agriculture 
(Jonckheere et al., 2004; Weiss et al., 2004) ou des mesures en toundra (Chen et al., 
2010). La division des PHs dans les secteurs au zénith et en azimut est décidée par 
l'opérateur en fonction des besoins de l'analyse et a un impact sur la estimation de l’ISF 
(Leblanc et al., 2005; Ryu et al., 2010). L’estimation de l'ISF à partir de la fraction de 
trouées suppose généralement que les composantes du couvert soient perçues comme 
parfaitement noir (c'est-à-dire qu'ils sont opaques et non réfléchissant) et que la source de 
lumière est perpendiculaire à la normale au capteur afin que tous les parties de 
composantes du couvert forestier vu par le capteur reçoivent le minimum de lumière 
directe (Leblanc et al., 2005). Le LAI-2000 ne mesure que la lumière dans la partie bleu 
(~ 400 nm) du spectre électromagnétique : c'est une plage de longueur d’onde pour 
laquelle les feuilles sont reconnues pour être presque totalement opaque. Pour leur part, 
les PHs sont prises en mode panchromatique (noir et blanc couvrant le domaine visible), 
en trois composites couleurs (rouge, vert et bleu), ou avec une bande proche infrarouge 
avec un appareil numérique modifié ou un film infrarouge (Chapman 2007). La 
transmission de la lumière à travers le feuillage est importante pour certaines de ces 
longueurs d'onde. En conséquence, le contraste entre le feuillage et le ciel est plus 
difficile à réaliser avec des PHs par rapport à un capteur comme le LAI-2000. Certaines 
études ont mis l'accent sur la bande bleue de l’image de PH en vue de produire des 
résultats similaire à ceux observé par le LAI-2000 (par exemple, Leblanc et al.,  2005). 
Le contraste entre le ciel et les composantes du couvert forestier est la principale raison 
pour laquelle le seuillage est une étape cruciale pour l'utilisation de la PH afin de produire 
de bonnes estimations de la fraction de trouées. Certaines méthodes utilisent un seul seuil 
pour identifier les pixels « couvert forestier » et « ciel », tandis que d’autres méthodes 
utilisent deux seuils pour trouver le pourcentage de trouées par pixel, or ces deux seuils 
peuvent varier en fonction de l’angle T (Wagner 1998 et 2001; Privette et al., 2004 ; 
Weiss et al., 2004; Leblanc et al., 2005; Nobis et Hunziker 2005). Les PHs en format 
numérique nous fournissent ainsi une valeur de la fraction de trouées par secteur 
angulaire, tout comme le LAI-2000, mais en plus avec la possibilité de mesurer une 
distribution de grandeur de trouées, comme il est possible de la faire avec le TRAC. 
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Figure 3 : Concept de l’acquisition de données avec des instruments comme le TRAC ou 
le TRAM. L’instrument doit être bougé perpendiculairement par rapport aux ombres. 
 
 
Plus récemment, les systèmes LiDARs ont commencés à être utilisés en milieux 
forestier (Lowell et al., 2003; Hopkinson et al., 2004; St-Onge et al., 2008). À la base des 
LiDARs, il y a un système laser et la capacité de mesurer la réflexion du laser. Le laser 
est un faisceau de lumière monochromatique avec une faible divergence du faisceau 
(Svelto 1998). Les LiDARs sont donc des systèmes qui émettent des impulsions laser à 
haute énergie et dont la  réflexion ou rétrodiffusion par une cible est amplifiée et détectée 
par un système de réception (figure 4). Donc contrairement aux autres instruments 
optiques passifs présentés ci-dessus, les LiDARs ne dépendent pas de la lumière ambiante 
ou du soleil pour leur prise de données. Les LiDARs emploient une de ces deux méthodes 
pour mesurer la distance des cibles (Shan et Toth, 2008) : (i) le temps de parcours du 
signal : l'impulsions laser calcule la distance d'un objet à partir de la source par le temps 
nécessaire pour que le faisceau parte de la source, atteigne la cible, et revienne à 
l'instrument à la vitesse de la lumière ou (ii) le déphasage : le laser est en continu et 
l’instrument calcule la distance en utilisant le décalage de phase de l'onde sinusoïdale 
laser. La vitesse de balayage d'un système LiDAR est généralement limitée par les pièces 
mécaniques, à savoir les miroirs et système de rotation qui permettent au faisceau d'être 
projetés dans plusieurs directions. Avec la connaissance de la géométrie du signal laser 
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émis et de la distance de la cible mesurée par le LiDAR, les coordonnées cartésiennes en 
trois dimensions (x-y-z) des cibles sont enregistrées et parfois, l’intensité du signal de 
retour du laser est aussi enregistrée. La valeur d’intensité n’est toutefois pas toujours bien 
décrite dans les documents de l’instrument et des relations empiriques doivent être 
développées avant de pouvoir les utiliser correctement (Béland et al., 2011). Certains 
LiDARs n’enregistrent que le premier ou le dernier retour, tandis que d’autres systèmes 
enregistrent une série de retours (Shan et Toth, 2008). L’étude présentée ici se concentre 
sur le premier retour seulement. Deux types de LiDARs sont utilisés dans notre étude : 
les LiDARs terrestres (TLS de l’anglais Terrestrial Laser Scanning) et les LiDARs 
aéroportés (ALS de l’anglais Airborne Laser Scanning). 
 
 
Figure 4 : Concept LiDAR terrestre et aéroporté. Une impulsion laser est envoyée vers 
une cible qui la réfléchie et le retour est enregistré par les LiDARs. Des mécanismes 
internes permettent l’acquissions à des angles différents et le vol LiDAR permet la 
cartographie sur une région. 
  
Les ALS ont été utilisé dans plusieurs applications reliées à la forêt, y compris 
pour l’estimation de l’ISF, de la biomasse et du volume marchand (Lefsky et al., 1999a, 
1999b; Hyyppä et al., 2001; Næsset 2002; Popescu et al., 2003; Heurich et al., 2004; 
Maltamo et al., 2006; Lefsky et McHale 2008; Solberg et al., 2009;  Ene et al., 2013; 
Wang et al., 2013), pour la fraction du couvert et les profils de distribution des 
composantes du couvert en hauteur (Coops et al., 2007, Goetz et al., 2007). Les données 
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ALS ont aussi été utilisées pour des études sur la biodiversité (Zimble et al., 2003; 
Maltamo et al., 2005; Clawges et al., 2008), et la modélisation des habitats (Goetz et al., 
2007; Vierling et al., 2008).  
 
Les TLS procurent beaucoup de données tridimensionnelles ayant le potentiel de 
donner de l’information sur le couvert forestier (Hopkinson et al., 2004; Danson et al., 
2007; Durrieu et al., 2008; Strahler et al., 2008; Zhao et al., 2011, 2012). Malgré le très 
grand nombre de points (de l’ordre de plusieurs millions de points), ils ne peuvent tout de 
même pas échantillonner toutes les composantes du couvert d’une placette à cause du 
problème d’occlusion des objets. L’utilisation de balayages multiples afin permet de 
diminuer l’effet d’occlusion : le TLS est placé à différents endroits pour sonder une zone 
cible de différentes perspectives. Cependant en présence de densité de feuillage 
importante, l’addition de plusieurs balayages ne permet pas toujours de résoudre les 
problèmes d’occlusion (Béland et al., 2011). Donc il faut se rappeler que les TLS ne sont 
qu’une autre méthode d’échantillonnage d’une population (dans ce cas-ci ce sont les 
composantes du couvert forestier ou le sol). C’est pour cela que l’usage de voxels permet 
de généraliser l’information dans un cube plutôt que de traiter l’information à chaque 
point de mesure (Hosoi et Omasa, 2006, 2007, 2010; Durrieu et al., 2008; Béland et al., 
2011; Seidel et al., 2012, Cifuentes et al., 2014). Les voxels sont une version 
tridimensionnelle des pixels et représentent un espace, habituellement un cube, contenant 
des attributs ou un nombre d’éléments. Avec le LiDAR, les voxels contiennent 
généralement de l’information relié au nombre d’impulsions laser ayant été réfléchies et 
mesurées. La dimension du faisceau laser en rapport avec la taille des composantes du 
couvert est un facteur important dans la dérivation des attributs de la forêt avec les 
LiDARs (Béland et al., 2011). En effet, en milieux forestiers les TLS doivent idéalement 
avoir une taille de faisceau du même l'ordre ou même inférieure si possible aux petites 
structures de la végétation (Béland et al., 2014). Heureusement, les TLS récents avec une 
empreinte de niveau centimétrique procurent une taille de faisceau adéquate pour la 
plupart des mesures en forêt. Cette dimension est soit du même ordre ou généralement 
mieux que les autres instruments optiques passifs actuellement utilisés pour mesurer ces 
propriétés. Par exemple, dans le cas de mesures de l’ISF avec la PH, les appareils 
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numériques de résolution de 12 méga pixels (Mpx) ont une résolution angulaire d'environ 
0,03º à l’angle zénithal de visée de 57°, soit environ un cm à une distance euclidienne de 
18 m de l’appareil. La distribution des points enregistrés du TLS dépendent non 
seulement de la résolution du faisceau et de sa divergence, mais aussi de l’espacement 
angulaire entre chaque faisceau. Comprendre comment le rayonnement incident est 
atténué par le couvert forestier est fondamental pour l'utilisation des instruments optiques 
afin d’estimer la structure des forêts. La prochaine section présente la loi de Beer qui relie 
la structure du couvert forestier avec la mesure de la transmission de la lumière. La 
section 4.1 donnera plus de détails sur les instruments et protocoles de mesure utilisés 
dans cette étude.  
 
2.2 La loi de Beer 
 
La loi de Beer est une représentation théorique utilisée pour le calcul de la 
transmission de la lumière dans un milieu turbide. Lorsque la longueur du trajet augmente 
à travers un couvert forestier, la réduction de la transmission de la lumière dépend 
fortement de la quantité et de la distribution spatiale de ses composantes. Par conséquent, 
les attributs structurels du couvert forestier influencent la mesure des trouées et peuvent 
donc être estimés avec des instruments optiques. Toutefois, la loi de Beer suppose un 
milieu turbide qui contient d’abord une distribution aléatoire des éléments d'obstruction et 
qui assume ensuite que ces éléments sont de taille négligeable par rapport au volume 
étudié. Or ces deux hypothèses sont rarement valides dans le cas des couverts forestiers 
en milieux naturels. L'équation originale de la loi de Beer a été modifiée pour son 
application aux couverts végétaux. Les principaux changements sont l'inclusion de 
complexes structures caractéristiques du milieu forestier tels que : la projection apparente 
des pousses de conifères, la contribution relative des structures en bois et du feuillage à 
l'obstruction de lumière, la transmission et réflexion de la lumière par le feuillage, et le 
groupage des composantes du feuillage au niveau de la pousse, de la branche, de l'arbre et 
du peuplement. La théorie utilisée est commune pour la plupart des capteurs optiques 
mais elle est particulièrement bien adaptée à l'utilisation de PHs. Beaucoup de ces 
concepts ont été présentés dans des articles scientifiques sur les méthodes de mesure 
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utilisant des capteurs optiques. Ici, nous résumerons ces concepts ci-dessous afin 
d’insister sur certaines parties importantes pour la mesures des attributs du couvert 
forestier avec la loi de Beer.  
 
2.2.1 Adaptation de la loi de Beer pour mesurer la structure des forêts 
 
La quantité de lumière transmise à travers un couvert forestier dépend de la 
densité de ses composantes (Monsi et Saeki, 1953; Kira et al., 1969). En première 
approximation, un couvert forestier peut être décrit comme un milieu turbide avec des 
composantes répartis de façon aléatoire. La pénétration de la lumière à travers un tel 
milieu est décrite par la loi de Beer, découvert en 1852 par August Beer, mais elle a aussi 
été décrite indépendamment par Johann Heinrich Lambert en 1760 et Pierre Bouguer en 
1729. Elle est exprimée comme 
 
»¼
º«¬
ª ³s kdsP
0
exp ,                                                      (1) 
 
où P représente la probabilité de pénétration de la lumière à travers le milieu turbide, s est 
la longueur du chemin que la lumière parcourt à travers le milieu, et k est le facteur 
d'extinction. Cette relation de transmission de la lumière est largement utilisée dans les 
études sur la propagation de la lumière dans l'atmosphère (par exemple, Liou, 1980). Les 
particules de l'atmosphère peuvent absorber ou diffuser la lumière incidente, qui en est 
réduite en conséquence. Pour un couvert forestier représenté comme un milieu turbide et 
compte tenu de pénétration de la lumière à n'importe quel angle zénithal, l’équation (1) 
peut être réécrite sous la forme 
 
    »¼
º«¬
ª TT T ³ cos/d)(exp
0
H
hhLGP ,                                       (2) 
 
où T est l'angle zénithal de visée (voir Figure 1) et P(T) est appelé la fraction de trouées 
en milieux forestiers. Tel que vue dans la figure 1, le facteur cos T est utilisé pour 
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représenter le chemin allongé due à la pénétration à un angle T par rapport à la hauteur du 
couvert (H). Le terme L(h) est l’ISF contenu dans une couche infinitésimale dh à une 
hauteur h donnée. Le coefficient G(T) (aussi appelé la fonction G), est le coefficient de 
projection moyen d'un élément unitaire du couvert forestier sur un plan normal à T  
(Warren Wilson, 1960; Ross, 1981; Campbell et Norman, 1989). La fonction G dépend 
non seulement de la direction de visée, mais aussi de la distribution angulaire du feuillage 
(DAF). La fonction G est conceptuellement vue comme l'extinction du faisceau lumineux 
par les composantes du couvert et elle est intégrée sur l'ensemble du chemin dans le 
couvert forestier dans la direction T. Pour une forêt composée de feuilles plates avec leur 
normale dirigée vers le haut, G est le rapport de la surface projetée de l'ensemble des 
surfaces des feuilles sur un plan horizontal à la surface de ce plan, elle est exprimée par 
G(T) = cos T. Il est possible d’obtenir une forme générale de la fonction G qui est valide 
pour une grande gamme de conditions en fonction de la distribution des angles des 
feuilles et de la densité des composantes du couvert. Dans ce cas :  
 
     ³S DDPDT T 2/0 d, fgG ff ,                                           (3) 
 
où Df  désigne l'inclinaison du feuillage par rapport à l'horizontale, et PDf est la 
distribution de probabilité du feuillage du couvert forestier à l’angle Df Nous avons 
simplifié la notation en ne gardant que la partie zénithale (avec l'intégrale de 0 à S/2) des 
angles en supposant que la distribution angulaire est aléatoire dans le plan azimutal.  Il est 
courant d’assumer une symétrie azimutale à l'exception du feuillage avec un 
comportement héliotrope dans des couverts non forestiers comme le maïs et le tournesol 
(Lemeur, 1973; Girardin et Tollenaar, 1992). La fonction g(T,Df) est équivalente à la 
fonction G pour le cas où toutes les feuilles sont à un angle Df  par rapport à l’horizontal. 
Une série de fonctions ont été développées pour des cas idéalisés, notamment pour les 
distributions coniques, sphériques et ellipsoïdales de feuilles (Campbell et Norman, 
1989). Warren Wilson (1960) a mis au point une équation générique en fonction de 
l'angle de la feuille et g(T, Df) de telle sorte que
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où x=cos-1(tan Df /tan T). Les équations (3) et (4) ne considèrent pas explicitement les 
changements de densité du feuillage et de l'orientation dans la direction de visée. Pour les 
couverts forestiers dominés par une seule couche de végétation, la distribution de 
probabilité des composantes du couvert suit généralement la forme d'une fonction de 
Weibull ou triangulaire. On observe une augmentation rapide de 0 à la partie supérieure 
du couvert vers un maximum, qui est suivie par une diminution de la densité du feuillage 
dans la partie ombragé du couvert vers le sol. Pour des raisons pratiques, au lieu de la 
fonction de distribution des angles des feuilles, il est souvent plus utile d'utiliser que le 
coefficient d'extinction G(T) (Leblanc et al., 2005). 
 
Le formalisme lié à la fonction G a été décrit plus en détail par Ross (1981), 
Campbell et Norman (1989) et Wang et al. (2007). Dans la plupart des situations 
pratiques, le feuillage est supposé suivre un comportement décrit par une fonction simple. 
Dans la majorité des cas, la fonction est supposée sphérique, ou aléatoire, et parfois une 
distribution elliptique est adoptée (Campbell, 1990). Bien que G(T) puisse être résolue 
exactement à partir des propriétés théoriques de la distribution angulaire des feuilles, le 
problème inverse est mathématiquement difficile à solutionner (Wagner et Hagemeier 
2006). L'inversion des mesures de la fraction de trouées pour estimer la DAF peut être 
effectuée sur la base des hypothèses de Campbell (1990). Dans cette approche, 
 
                    73.0
5.022
182.1774.1
costan
FF
TTF TG ,                                       (5) 
 
où Fpeut être obtenue analytiquement à partir d’une séries de mesure de G(ș) basées sur 
la fraction de trouées à différent angles de visées extraite de la PH. De plus selon 
Campbell et Norman (1989), la solution de Fpermet de calculer l’angle d’inclination 
moyen fD  avec  
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FD 5.09.01.090  ef  .                                           (6) 
 
La disponibilité de solutions génériques, telles que les fonctions de distribution 
sphériques ou elliptiques, simplifie grandement l'application de l’équation (3). Pour la 
distribution aléatoire ou uniforme du feuillage, G(T) = 0,5. Dans tous les cas, une 
hypothèse doit être faite pour G(T) afin de résoudre l'équation générale (équation 2) de la 
probabilité de transmission de la lumière. Lors de l'examen du feuillage non plat comme 
les pousses et les composantes ligneuses (troncs et branches), la fonction G peut être 
modélisée avec les équations (3) à (6). La fonction G a aussi été redéfinie par Lang 
(1991), Chen et Black (1992), Leblanc et al. (1999), et Stenberg (2006).  
 
Une fois l’intégrale de l’équation (2) résolue sur la longueur de la hauteur du 
couvert forestier (h de 0 à H), la probabilité de transmission de la lumière traversant le 
couvert forestier devient : 
   > @TT T cos/exp LGP ,                                                     (7) 
où L est l’ISF. L'équation (7) est fréquemment utilisée pour calculer la probabilité de 
pénétration de la lumière directe à un angle zénithal donné lorsque le feuillage est 
supposé opaque, sans diffusion, répartis de façon aléatoire, et avec la matière ligneuse 
considérée comme négligeable (Leblanc et Fournier, 2013a). La figure 5 montre 
comment l’ISF, de 0,1 à 8,0, change la fraction de trouées en fonction de l’angle zénithal 
de visée T (selon l’équation 7) pour une DAF aléatoire avec G(T) = 0,5. Cette relation 
peut être utilisée pour prédire la moyenne du rayonnement solaire direct pénétrant à 
travers le couvert végétal à n'importe quel angle zénithal solaire. L’équation (7) est basée 
sur une distribution spatiale du feuillage suivant une distribution de Poisson qui en 
théorie, nécessite une grande taille de l'échantillon pour être statistiquement valide. Cela 
peut avoir un impact important sur l'analyse des PHs. Par exemple, l’équation (7) n’est 
valable que pour une zone avec un nombre suffisant d'échantillons (par exemple, une 
image complète d'un peuplement ou d'un secteur d'une image comportant un nombre 
suffisant de pixels et couvrant une grande partie du peuplement). De plus, l’équation (7) 
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peut ne pas être valable pour une seule image ou une petite zone d’un couvert forestier 
puisque l’hypothèse d’un échantillonnage suivant la loi de Poisson pourrait être 
transgressée. 
 
 
 
 
 
 
Figure 5 : La fraction de trouées en fonction de la vue zénithale pour différentes valeurs 
de l’ISF simulée à l'aide de la loi de Beer. Le peuplement simulé est composé d'éléments 
opaques qui sont répartis de façon aléatoire avec une distribution de leur orientation 
aléatoire sans branche ou tronc. 
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2.2.2 Le groupage et l’estimation de la structure en bois. 
 
Les équations de base pour calculer la fraction de trouées, comme l’équation (7), 
supposent que les composantes du couvert forestier sont distribuées d’une manière 
aléatoire. Bien que cette hypothèse puisse être une approximation utile, elle ne peut pas 
représenter adéquatement un système complexe comme les couverts forestiers. Des 
hypothèses supplémentaires dans le développement de l'équation (7) ont été nécessaires. 
De toute évidence, les composantes du couvert forestier ne sont pas réparties de façon 
aléatoire, et de plus, des composantes autres que le feuillage, comme les troncs et les 
branches, peuvent avoir un impact sur la fraction de trouées. Par conséquent, l'équation 
(7) qui relie la pénétration de la lumière à la structure de la forêt doit être modifiée en 
conséquence. 
 
Pour un couvert forestier avec des feuilles qui ne sont pas répartis de façon 
aléatoire dans l'espace, Nilson (1971) a introduit un indice de groupage, pour lequel une 
dépendance zénithale a ensuite ajouté par Kucharik et al. (1997). Le groupage du 
feuillage est due à de nombreux facteurs : les feuilles peuvent être groupées en branches 
ou dans les houppiers et pour les conifères, le feuillage est en aiguilles groupées dans les 
pousses. Pour tenir compte des effets de groupage et de présence du bois, l’équation (7) 
peut être réécrite comme ceci : 
      > @TT:T T cos/exp tLGP ,                                              (8) 
 
où Lt est l'indice de surface total (IST), qui est composé de la moitié de la surface totale 
des feuilles et de la composante ligneuse par unité de surface, et :Test l'indice de 
groupage (Nilson, 1971; Chen et al., 1997a). Les composantes du couvert forestier sont 
groupés lorsque :Test inférieur à l'unité; ils sont distribués d’une manière ordonnée 
lorsque :Test supérieur à l'unité; et sont répartis de façon aléatoire lorsque :T est 
exactement égale à un. L’équation (8) implique que les obstructions du ciel sur une PH 
sont dues à des feuilles et des composantes ligneuses. En supposant que la matière 
ligneuse et le feuillage sont statistiquement indépendantes, la matière ligneuse peut être 
retirée de l'IST (Lt) avec 
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D  1tt LWLL ,                                                 (9) 
 
où W est l'indice de surface du bois, et D = W/Lt est le ratio de la surface bois sur la 
surface totale. W est spécifique à chaque peuplement, alors que le rapport D est plus 
constant pour une espèce donnée (Chen et al., 1997a). 
 
Dans les peuplements de résineux, les pousses sont généralement de denses objets 
opaques; donc l'effet du groupage des aiguilles dans des pousses peut être séparé de l'effet 
de groupage qui est à une échelle plus grossière que la pousse selon Chen (1996) : 
     EE JT: T: / ,                                                  (10) 
 
où :(Test le groupage des composantes perceptibles (opaques), tel que feuilles pour les 
feuillus et les pousses pour les résineux, et J(est ratio aiguille sur pousse (Oker-Blom et 
Smolander 1988; Chen et Cihlar 1995). L'indice E désigne le plus petit élément 
discernable dans le couvert forestier par un capteur optique. Pour les feuillus, J(est donc 
l'unité. Bien que certaines valeurs spécifiques aux espèces pour J(aient été compilées 
(Chen et al., 1997; Gower et al., 1999; Chen et al., 2006a), il est toujours préférable de 
mesurer ce facteur pour chaque peuplement, et ce même au niveau d’une placette, car il 
peut varier considérablement pour une espèce donnée (Stenberg, 1996). 
 
L’ISF calculée à partir de capteurs optiques sans tenir compte du groupage des 
structures feuillage et du bois est généralement appelé l'ISF effectif (Le(T)). On l’estime 
habituellement en inversant la loi de Beer sans inclure les effets groupages en supposant 
que :T . Mathématiquement, Le(T) est exprimé par la multiplication de L et :(T) 
(Chen 1996) de telle sorte que 
    LLe T: T .                                                             (11) 
 
Malheureusement, dans de nombreux cas, il n'est pas possible d'extraire la contribution 
des composantes ligneuses du feuillage. Il est donc plus simple de proposer un indice de 
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surface totale effectif ou ISF effectif (Let) incluant le feuillage, le bois, et toutes les 
composantes du couvert. De cette façon, 
     tet LL T: T .                                                        (12) 
 
 
Les variables Le et Let peuvent être évalués, mais elles dépendent de l'inversion de 
la fraction de trouées sous des hypothèses qui sont souvent connus comme étant rarement 
valide en milieux forestiers naturels; ces hypothèses comprennent une distribution 
aléatoire des d'éléments, la connaissance de l’indice de groupage :Tet d'un coefficient 
d'extinction G(T). La méthode la plus simple pour inverser la loi de Beer afin d’estimer 
l’ISF consiste à isoler la variable Lt équation (8) de telle sorte que 
 > @
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Résoudre l’équation (13) exige que trois variables soient mesurées ou estimées : 
la fraction de trouées P(T), l’indice de groupage :(T)et le coefficient d’extinction G(T). 
En général, les valeurs de P(T) sont estimées à l’aide du nombre de pixels considérés 
comme étant des trouées par rapport au nombre total de pixels dans un secteur zénithal de 
la PH. Des techniques de pixels mixtes existent pour assigner un pourcentage de trouées à 
chaque pixel dans les cas d’obstruction partiel par les composantes du couvert (voir 
Leblanc et al., 2005). Les PHs sont normalement divisée en secteurs zénithaux pour 
lesquels T correspond à l'angle zénithal central. Par exemple, une PH peut être divisée en 
neuf plages au zénith de dix degrés chacune, ce qui nous donne neuf valeurs de P(T). Les 
valeurs de P(T) sont donc disponibles pour une série de T. L’estimation de l'indice de 
groupage :Test moins directe et demeure un sujet de recherche actif (par exemple, 
Stenberg, 1996; Walter et al., 2003; Leblanc et al., 2005; Pisek et al., 2011). Certaines 
valeurs de l'indice de groupage sont disponibles dans la littérature pour divers sites 
d'essai. Ces valeurs publiées peuvent guider les estimations approximatives pour d’autres 
sites sans mesures appropriées. La section 2.2.3 est une révision des méthodes les plus 
couramment utilisées pour estimer :T Le coefficient GT peut quand à lui être estimé 
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à partir de mesure de l’orientation des composantes du couvert forestier, ou avec 
l’équation (13) une fois que Lt est connu. Puisque Lt comprend à la fois des feuilles et le 
bois, G(T) représente donc la distribution angulaire de toutes les composantes du couvert 
forestier. La mesure du coefficient d'extinction pour les feuilles est rarement possible. On 
utilise souvent G(T) de 0,5 comme simplification ce qui suppose une distribution 
uniforme du feuillage (par exemple, Lang, 1991; Chen et Black, 1992; Stenberg, 2006, 
2007). D'autres simplifications sont possible et implique les hypothèses de distribution 
sphérique, ellipsoïdale (Campbell, 1990; Thomas et Winner, 2000). Pour ces 
simplifications, un angle moyen des feuilles et la distribution angulaire peut être calculée 
simplement selon une expression analytique (voir Campbell et Norman, 1989). 
Cependant, pour de nombreux modèles écologiques la DAF n’a pas besoin d’être connue, 
l’information contenues dans G(T) est souvent suffisantes parce ces modèles n’utilisent 
pas l'angle des feuilles explicitement à même leur conception (Leblanc et al., 2005).   
 
Résoudre l'équation (13) afin d'estimer Lt n’est pas trivial puisque G(T) n’est pas 
connu a priori. Toutefois Miller (1967) a suggéré une approche mathématique pour la 
résoudre en utilisant la fraction de trouées à plusieurs angles de visée. Cependant, son 
développement mathématique ne prenait pas en compte le groupage du feuillage. Lorsque 
le concept de groupage du feuillage a ensuite été introduit, indépendamment de T, la 
dérivation est resté inchangé, mais les résultats ont été renommés ISF effectif (Chen 
1996). Le théorème de Miller est basée sur le fait que l'intégration de G(T), pondérée par 
sin T est une constante lorsqu’elle est intégrée de 0 à 90° : 
 
                                         .                                              (14)   5.0dsin2/
0
 TTT³S G
 
 
L’équation (14) est valable pour n'importe quel type de distribution du feuillage. Si on 
isole G(T) en multipliant par Lt dans l'équation (8) tout en utilisant le théorème de Miller, 
cela permet l'élimination de G(T) et nous donne (selon Leblanc et al., 2005) : 
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L’application stricte du théorème de Miller implique que la fraction de trouées et 
l'indice de groupage doivent être connus pour tous les angles utilisés de 0 à ʌ/2 (0-90°). 
Toutefois, l’étendue appropriée d’angle au zénith sur lequel l’analyse des PHs peut être 
faite demeure une source de débat et ce principalement en raison de la difficulté d'extraire 
des informations significatives aux angles zénithaux supérieurs à 65-70°. À ces angles 
élevés, les pixels des PHs sont généralement très sombres, voir même complètement 
obscurcis puisque le vecteur de vue traverse une grande longueur du couvert forestier. 
L’approche fréquemment adoptée avec le LAI-2000 pour compenser le manque de 
trouées pour les grands angles au zénith est de limiter l’analyse des données aux anneaux 
de 1 à 4, donc de 0° à 58° (par exemple, Frazer et al., 1999; Jonckheere et al., 2005). Par 
exemple, dans le cadre de leur application, Kussner et Mosandl (2000) et Chen et al. 
(2006a) ont choisi de restreindre les angles de vue aux anneaux 1 à 3, donc de 0° à 47°. 
Le retrait des anneaux 4 et 5 contrevient au principe de l'inversion mathématique proposé 
par Miller qui nécessite l'application de l’intégrale sur toute la gamme zénithale (0-90°). 
De plus, au-delà du problème de l’étendue angulaire, il est souvent requis de supposer un 
indice de groupage constant avec les angles au zénith pour faciliter les calculs. Toutefois, 
cela ne convient pas dans tous les cas car :Tpeut avoir une grande variation en T. Bien 
que le théorème de Miller puisse estimer une valeur de Lt, il existe une alternative plus 
simple.  
 
D'après les travaux de Warren Wilson et Reeves (1959) et Warren Wilson (1960) 
(équation 4), on peut montrer que G(T) est toujours très proche de 0,5 à un angle zénithal 
d’un radian (57,3°). L’équation (13) peut alors être inversé à 57,3° (Bonhomme et 
Chartier, 1972; Neumann et al., 1989) avec comme inconnus la fraction de trouées et 
l’indice de groupage (Walter et al., 2003; Leblanc et al., 2005). Leblanc et Chen (2001) 
ont aussi appliqué ce principe en utilisant seulement l’anneau 4, centrée à 53°, pour 
estimer l‘ISF avec le LAI-2000. Cette suggestion est basée sur leurs résultats empiriques 
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et l’hypothèse de travail que l'angle zénithal de 57,3° est contenue dans le quatrième 
anneau.  
 
On peut démontrer mathématiquement pourquoi l’angle 57,3° est préférable aux 
autres angles zénithaux en utilisant une approximation de Lang (1987) qui a simplifié  
l’intégrant de l'équation (15) en une fonction linéaire, on a donc 
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TT cosln .                                           (16) 
Donc l’équation (15) devient:   
           .                                   (17) 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En supposant que Lt puisse être estimé à partir d’un seul angle Tavec G(T) = 0.5 nous 
donne 
                )(2 2 BABA  T ,                                               (18) 
ce qui n'est vrai que lorsque T est égal à un radian (ou 57,3°) pour A différent de zéro. 
Donc en utilisant soit l'approche de Warren Wilson et Reeves (1959) ou Lang (1987), il 
peut être démontré mathématiquement que l'utilisation de mesures près de 57,3° est 
suffisante pour estimer l’ISF en alternative de l'utilisation du théorème de Miller sur une 
large gamme d'angles. Cela a également été démontré empiriquement, par exemple par 
Leblanc et Chen (2001), Leblanc (2008) et Macfarlane et al. (2007b). Dans l'ensemble 
toutefois, le débat scientifique est toujours en cours sur la gamme la plus appropriée 
d’angles au zénith pour le calcul de l'ISF. Limiter la plage angulaire des anneaux du 
LAI-2000 de 1 à 4 (représentant les angles zénithaux de 0 à 60º) reste une pratique 
courante (par exemple, Jonckheere et al., 2005) car elle conduit à des résultats 
raisonnables. Finalement, une alternative à la résolution de l’équation (8) est l’utilisation 
d’une table de conversion pour ajuster les courbes ISF aux mesures observées de fraction 
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de trouées est une option dans le logiciel CAN-EYE (Jonckheere et al., 2004; Weiss et 
al., 2004; Weiss et Baret, 2010). 
 
 
2.2.3 Méthodes d’estimation de l’indice de groupage du feuillage 
 
 
La présence de grandes trouées dans le couvert forestier affecte l’estimation de 
l’ISF tel que mesuré avec des capteurs optiques (Chen 1996). En effet, les grandes 
trouées ont une faible chance statistique d’exister quand les feuilles sont distribuées au 
hasard dans le couvert forestier. La figure 6 montre les concepts de base des méthodes les 
plus populaires d’estimation de l’indice de groupage utilisées avec des données 
d’instruments optiques comme les PHs ou le TRAC. Par définition, l’indice de groupage 
est exprimé comme ceci : 
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Mais puisque les vraies valeurs de l’ISF et de G(T) ne sont pas connues, :(T demeure 
difficile à évaluer. Une des premières méthodes utilisée pour estimer :(T est la 
moyenne logarithmique (sur la fraction de trouées) de Lang et Xiang (1986), appelée ci-
après LX, pour laquelle l'équation (19) est appliquée sur les segments de largeur fixe 
(voir segments sur la figure 6) : 
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où k représente un segment et n le nombre de segments. La longueur idéale du segment à 
utiliser a été recommandée par Lang et Xiang (1986) à dix fois la taille du feuillage selon 
la probabilité d’avoir une trouée dans un segment : 
 
   > @  dlLGtroué PP  TTT cos1 11ș ,                                             (21) 
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où l est la longueur du segment et d est la largeur d’une feuille. La non-linéarité entre la 
fraction de trouées et l’ISF est la source de cette estimation de :(T car on y compare le 
logarithmique de la moyenne de la fraction de trouées avec la moyenne logarithmique de 
fraction de trouées de plusieurs segments. La largeur des segments n’est pas sélectionnée 
en une valeur linéaire fixe dans la PH, mais bien en une valeur angulaire en azimut. Donc 
la largeur de dix fois la longueur du feuillage est difficile à être utilisé exactement. Par 
exemple, Leblanc et al. (2005) ont utilisé des valeurs de 45º en azimut et de un pixel en 
zénith. Bien que cette définition de l’indice de groupage soit judicieuse pour des 
composantes discernables par les capteurs (pousses ou feuilles). L’indice E (équation 19) 
devrait être inscrit explicitement pour spécifier que le groupage est celui des éléments 
discernables. Toutefois cet indice n’a pas été inclus dans l’expression de :LX et des autres 
méthodes ci-dessous afin d’alléger le texte et les notations d’équation déjà assez 
chargées. 
 
Chen et Cihlar (1995) et Chen (1996) ont présenté une méthode (corrigé par 
Leblanc, 2002), mentionnée ci-après comme la méthode CCL, pour estimer :(T. Cette 
méthode utilise une distribution aléatoire théorique de la grandeur des trouées 
accumulées : F(T,O) où O est la grandeur d’un trou. La distribution F(T,O) théorique est 
comparée avec celle des mesures pour éliminer les grandes trouées qui ne sont pas 
statistiquement possible pour une fraction de trouées donnée. La méthode assume qu’une 
fois que ces trouées sont enlevées, le reste des composantes du couvert forestier suivent 
une distribution homogène et aléatoire de l’ISF en appliquant la moyenne logarithmique 
sur la moyenne de la fraction de trouées restante. Mathématiquement on écrit : 
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où Fmr(T,0) est la fraction de trouées mesurée et réduite une fois les grands trouées 
enlevées. La partie de droite de l’équation (22) est un facteur de normalisation utilisé 
pour ramener à tout le couvert forestier le calcul fait sur la partie compressée (Leblanc 
2002). 
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 La méthode LX présente l'inconvénient d'être dépendante de la fraction de 
longueur / taille du segment où on applique la moyenne logarithmique. Ceci implique une 
difficulté s’il existe des segments sans trouée qui donnent une valeur non définie due au 
logarithme de zéro. Leblanc et al. (2005) ont réglé cette difficulté en attribuant une valeur 
de trouée d'un demi-pixel dans ces cas-là à partir du segment sans trouée, et de leur côté, 
van Gardingen et al. (1999) suggèrent plutôt d’ajouter un pixel d’une trouée pour chaque 
segment sans trouée. Plus récemment, Gonsamo et al. (2010) ont recommandé que les 
segments sans trouée soient fusionnés avec le segment suivant avec trouées avant 
d'appliquer la méthode LX. La méthode CCL a, quand à elle, comme problème la 
supposition que le feuillage est homogène dans les sections restantes après avoir enlevé 
les trouées.  
 
Afin d’élimer les problèmes associées aux deux méthodes CCL et LX, Leblanc 
et al. (2005) ont proposé de combiner ces deux méthodes. Premièrement, des segments 
assez grands pour minimiser la probabilité d’avoir des segments sans trouée sont utilisés. 
Deuxièmement, pour tenir compte des trouées trop grandes pouvant être présentes dans 
ces plus longs segments, la méthode CCL est utilisée au niveau des segments :  
 
                                    ¦  T:T
T : n
k CCLkk
CLX
P
Pn
1
/)](ln[
])(ln[ș ,                                     (23) 
 
où comme pour la méthode LX, k représente un segment et n le nombre de segments.  
Cette méthode amène une longueur de segments variable sur lesquels la moyenne 
logarithmique de la fraction de trouées est effectuée (voir figure 6).  
 
Une dernière méthode considérée dans cette étude est celle de Pisek et al. (2011) 
(méthode CMN) qui est semblable à la méthode CCL où les grandes trouées sont 
enlevées, mais où le facteur de normalisation n’est pas utilisé. La modification de ce 
facteur de normalisation été démontré mathématiquement par Leblanc (2002). L’indice 
de groupage avec la méthode CMN est donc calculé avec : 
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Sur la figure 6, cela correspond à oublier la partie vide à droite pour la méthode CCL en 
supposant que l’ISF sur la partie avec feuille (partie compressée) est la valeur de tout le 
couvert. 
 
 
 
  
 
Figure 6 : Schéma de principe des méthodes d’estimations de l’indice de groupage, une 
moyenne logarithmique est effectuée sur la fraction de trouées de chaque segment. Un 
segment référence est présenté en haut.  La méthode LX utilise la moyenne logarithmique 
de la fraction de trouées pour des segments de longueur fixe, tandis que la méthode CCL 
supprime les grandes trouées et applique le logarithme de la fraction de trouées d’un seul 
segment restant. La méthode CLX applique la moyenne logarithmique de la fraction de 
trouées sur des segments dans lesquels les grandes trouées sont supprimées. 
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Chen et al. (1997a, 2007) recommandent quant à eux d'utiliser l'ISF effectif 
mesuré avec le LAI-2000 à partir de mesures ponctuelles et de corriger cet ISF effectif 
avec l’indice de groupage provenant de l’instrument TRAC en utilisant la méthode CCL. 
Dans un tel cas la méthode LX est appliquée sur une mesure ponctuelle du LAI-2000, ou 
si elle est appliquée à une PH, l’ISF efficace s’estime à partir d’une seule photographie.  
Cette technique est semblable à la méthode CLX de Leblanc et al. (2005).  
 
D’autres méthodes existent pour estimer l’indice de groupage, comme la méthode 
de Walter et al. (2003) qui utilise le coefficient de ségrégation de Piélou (1962) et la 
méthode de Frazer et al. (2013) basé sur la lacunarité (fractale). Ces deux dernières 
méthodes ne sont toutefois pas très répandues et n’ont pas été retenues dans cette étude. 
 
2.2.4 Calcul de la fermeture du couvert  
 
 
La fraction de trouées peut être utilisée pour estimer les variables du couvert 
forestier autres que l’ISF. Par exemple, la fermeture du couvert (FC) définie comme le 
pourcentage de couvert forestier projeté verticalement peut être estimée à partir de la 
fraction de trouées au zénith tels que 
 
                                     01  T PFC .                                                     (25) 
 
Dans une PH, seul un petit nombre de pixels sont suffisamment proches de T = 0 ° pour 
que la FC soit estimé au zénith, par conséquent, la fermeture du couvert est souvent 
mesurée sur une plage d'angles près du zénith. À un angle zénithal donnée, une 
estimation de la FC peut être obtenues par 
                        > @ TT T:T T: T T cosln001 PGGeFC  .                    (26) 
          
Quand Test proche de zéro, l’équation (26) peux être approximée par 
 
                   > @ TT T cosln1 PeFC .                                  (27) 
 
L’équation (27) est donc une équation générale pour l’estimation de la FC à partir de 
données d’instruments optiques. 
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2.3. Utilisation de la fraction de trouées et de l’information en hauteur avec les 
données LiDARs  
 
Les voxels sont souvent utilisés pour réduire la quantité énorme de données que 
les LiDARs peuvent apporter et aussi pour normaliser les points 3D dans le couvert 
forestier du à l’occlusion par d’autres parties du couvert. En première approximation, 
même si les LiDARs sont des instruments actifs, on peut traiter les retours sans tenir 
compte de la configuration d’émission. Ainsi, l’analyse porte sur les trouées dans le 
couvert forestier tel qu’estimé à partir du nuage de points formé par les retours (Zhao et 
al., 2012 ; Zheng et al., 2013). De cette manière, toutes les méthodes d’estimation 
présentées ci-haut sont applicables aux données LiDARs. De plus, cette manière de 
procéder permet de mesurer l’ISF effectif en hauteur (par exemple Hosoi et Omasa, 2006, 
2009 ; Hosoi et al., 2010) et est démontré ici pour des mesures prises sous le couvert 
forestier. La théorie présentée ici peut être appliquée sur des voxels à une hauteur h ou en 
nombre total de points mesurés à la hauteur h. La fraction de trouées d'une couche à la 
hauteur h dans le couvert forestier peut être exprimé comme : 
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où NR(T,h) est le nombre de points mesurés à un angle zénithal de visée T et ce dans une 
couche 'h (ou dans un voxel) du couvert forestier centrée à la hauteur h, et NP(T,h) est le 
nombre théorique de point maximum pouvant atteindre cette couche en considérant les 
couches inférieurs tel que : 
 
     ¦   TT T 10 ,,, hhh RTP hNhNhN ,                                       (29) 
où NT(T,h) est le nombre total théorique de point possible de l’instrument  (par exemple le 
nombre d’impulsions laser lancés par un LiDARs) à l’angle T. Dans la mise en place des 
variables, les indices R, P et T réfèrent aux mots « Rejoint » ou « Reached », « Potentiel » 
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et « Total » respectivement. En utilisant la loi de Beer, l’ISF effectif de cette couche à la 
hauteur h est donc :  
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L’équation (30) peut être normalisée par 'h (Hosoi et Omasa, 2009) et est ainsi 
appelée « densité de surface foliaire » (ou foliar density en anglais). Lorsque l’équation 
(30) est appliquée au niveau des voxels, cela peut correspondre à utiliser la méthode LX. 
Cependant, l’occlusion de certaines parties du couvert forestier empêche parfois d’utiliser 
la méthode avec voxels en forêts ou sur arbres denses sans l’ajout de suppositions 
supplémentaires (Béland et al., 2011). Nous présenterons dans la section 4.5 une nouvelle 
méthode permettant de caractériser le groupage des éléments du couvert forestier adaptée 
aux données LiDARs. 
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Chapitre 3 : Objectifs et hypothèses de la recherche  
 
La mesure des attributs du couvert forestier à l’aide d’instruments optiques rejoint 
les besoins pour un suivi écologique plus exhaustif des forêts. Cependant, il existe encore 
beaucoup d’incertitude sur les résultats des méthodes utilisant la théorie basée sur la 
mesure de la fraction de trouées tel que présenté dans le chapitre précédent. Par exemple, 
bien que l’ISF ait été estimé sur le terrain à l'aide d'instruments optiques depuis plusieurs 
décennies, l’échantillonnage destructif et les relations allométriques sont toujours 
considérés comme les méthodes les plus exactes pour sa mesure (Leblanc et Fournier, 
2014a). De plus, les nouvelles technologies comme les LiDARs ont théoriquement plus 
d’information sur le couvert forestier que la PH et nous voulons démontrer cet apport 
supplémentaire.  
 
Le but principal de ce projet de recherche est de procurer un cadre de travail pour 
permettre le développement et l’évaluation des méthodes d’estimation d’attributs 
structuraux des couverts forestiers à l’aide de PHs et de données LiDAR. En raison du 
nombre peu élevé de sites d'essais disponibles pour validation, une autre solution est 
nécessaire pour évaluer et améliorer notre compréhension des erreurs de mesures. La 
simulation numérique est une alternative intéressante pour produire une représentation 
réaliste de l'architecture du couvert (Barczi et al., 1996; Lewis, 1999; Walter et al., 2003; 
Disney et al., 2010 ; Côté et al., 2011 ; Leblanc et Fournier, 2014b) et ainsi obtenir un 
ensemble de données dont on connait exactement les paramètres. Un tel cadre de travail 
permettra de mieux évaluer l’apport des données des LiDARs par rapport à ce qui 
s’utilise actuellement par la PH, utilisée comme référence. La PH est utilisée comme 
référence car en plus de pouvoir estimer l’ISF effectif comme pour le LAI-2000, elle peut 
être utilisée pour estimer l’ISF. L’attribut principal visé dans le projet est l’ISF, mais 
d’autres attributs mesurables avec la PH et les LiDARs sont aussi étudiés comme la FC, 
le coefficient de projection, et l’indice de groupage.  
 
L’atteinte de l’objectif principal du projet s’effectuera à l’aide de cinq 
objectifs spécifiques :  
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(1) le développement d’un cadre de modélisation à la fois assez simple et rapide 
pour simuler un large éventails de scènes plus grandes qu’une placette 
typique en temps opportun et assez sophistiqué pour pouvoir tester les 
algorithmes conçues pour estimer des attributs de l’architecture du couvert 
forestier comme l’IST, l’ISF et la FC;  
(2) l’utilisation du cadre de modélisation pour la simulation de PHs et 
l’évaluation des méthodes courantes pour estimer les attributs du couvert 
forestiers;  
(3) l’évaluation d’un algorithme spécifiquement adapté pour l’estimation de 
l’IST et l’ISF avec des données LiDARs provenant des scènes virtuelles avec 
la même résolution que les PHs simulées;  
(4) tester un nouvel algorithme pour l’estimation de l’ISF sur les données 
LiDARs de sites expérimentaux; et  
(5) l’exploration des limites des algorithmes et données utilisées dans 
l’estimation de l’ISF avec l’aide des données virtuelles. 
 
Le premier objectif spécifique de cette étude est de fournir un cadre de 
modélisation afin de reproduire diverses distributions spatiales et angulaires du feuillage 
dans les forêts. De plus, le cadre de modélisation doit permettre de simuler les données de 
capteurs optiques et ainsi tester la capacité de plusieurs algorithmes pour l’estimation de 
l’ISF et la fermeture du couvert pour un large éventail de configurations structurelles. 
Traditionnellement, la simulation de données s’est faite de différentes manières, comme 
avec l’utilisation de l’information des peuplements dans des logiciels d’infographie 
(Silbernagel et Moeur, 2001), des modèles statistiques et géométrique (par exemple, 
Kuusk et Nilson 2000 ; Leblanc et Chen, 2000), le lancer de rayons (Walter et al., 2003; 
Côté et al., 2012) et la méthode Monte Carlo (par exemple Disney et al., 2000 ; 
Widlowski et al., 2006; Iio et al., 2011). Parmi ces solutions utilisant la simulation, le 
lancer de rayon pour produire des images réalistes, aussi appelé le rendu, a été largement 
utilisé par la communauté infographique et offre un bon ensemble d'outils. Le lancer de 
rayons implique le tracer du trajet de la lumière dans une scène à partir d'une source 
jusqu'à un capteur pour en former une image. Différents niveaux de complexité ont été 
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réalisés dans le rendu pour les couverts végétaux, de la simple distribution de feuilles 
avec un certain niveau d'agrégation (par exemple, Walter et al., 2003; Gonsamo et al., 
2010) jusqu’à la reproduction très fine des arbres forestiers (par exemple, Lewis 1999; 
Biliouris et al., 2009; Côté et al., 2011 et 2012). Quelle que soit la prédominance des 
méthodes de rendu dans la communauté infographique, le rendu n'est pas fréquemment 
utilisé pour soutenir le développement de l'estimation des caractéristiques des 
peuplements avec des méthodes basées sur les instruments optiques. C'est pourquoi, le 
cadre de modélisation de l'architecture forestière proposé est un compromis entre une 
représentation simple et la simulation complexe de la distribution complète et réaliste de 
tous les éléments d’une forêt. La pertinence du cadre sera définie à partir de sa capacité à 
soutenir l’évaluation de méthodes d’estimation des variables structurelles des mesures sur 
le terrain avec des instruments optique et de télédétection.  
 
L’hypothèse de base de ce premier objectif spécifique est qu’une représentation 
spatiale des éléments essentiels composant le couvert forestier procure une base de 
représentation et d’essai adéquate pour l’étude des méthodes couramment utilisées dans 
l’estimation des attributs d’architecture de la forêt (Chen et Leblanc, 1997). De plus, 
puisque le modèle de base de l’estimation de ces attributs, la loi de Beer, est en partie une 
simplification de la réalité, le cadre de modélisation n’a pas besoin d’être réaliste 
jusqu’aux plus fins détails pour en étudier les limites (Walter et al., 2003). Les étapes 
spécifiques de cet objectif spécifique sont : (1) la sélection d'un modèle architectural, 
(2) la sélection d'un algorithme de lancer de rayons pour la simulation des scènes, (3) la 
définition des paramètres pour produire des scènes virtuelles et (4) la production 
d’images virtuelles ainsi qu’une brève évaluation de leur qualité. 
 
 
Le deuxième objectif spécifique est l’évaluation d’algorithmes d’estimation de 
l’IST, l’ISF et de la FC actuellement obtenus à partir de PHs. Nous avons choisi d'utiliser 
des PHs au lieu d’instruments comme le LAI-2000 pour quatre raisons : (1) les PHs sont 
largement utilisées dans le domaine des estimations de l’ISF ; (2) les PHs sont facilement 
simulées avec un cadre architectural et un programme de tracé de rayons ; (3) des PHs 
sont disponibles dans des sites tests sélectionnés ; et (4) des algorithmes pour estimer 
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l’IST, IST et la fermeture du couvert sont facilement estimables avec des logiciels 
spécialisés permettant le traitement des PHs (Leblanc et al., 2005a). En plus de 
l’évaluation des algorithmes de l’IST et de l’ISF, ce volet du projet vise à évaluer la 
capacité des PHs pour estimer la FC avec les mêmes photos que celles prises pour les 
estimations de l’IST et l’ISF. Ce volet vise aussi de vérifier la mesure de G(T) en fonction 
de différentes considérations de groupage de l’ISF.  
 
L’hypothèse de base du deuxième objectif spécifique repose sur la supposition 
que la PH est bien adaptée pour la mesure d’attributs du couvert forestier (Jonckheere et 
al., 2004 ;Weiss et al., 2004 ; Leblanc et al., 2005a; Gonsamo et al., 2010) et que la 
simulation de PHs procurera assez de détails pour permettre d’étudier les différentes 
méthodes d’estimation de l’ISF pour en tirer de bonnes conclusions (Walter et al., 2003). 
De plus, nous avançons que la connaissance absolue d’attributs dans les scènes virtuelles 
est une des meilleures méthodes pour étudier la théorie d’estimation de ces attributs 
forestiers. Pour cet objectif spécifique, les étapes de mise en place impliquent de 
(1) simuler les PHs de chaque scène virtuelle, et (2) faire l'analyse des PHs simulées pour 
l'évaluation des algorithmes d'estimation de l’IST/ISF, de la FC et de G(T). Une analyse 
complémentaire est également proposée avec une sélection de sites expérimentaux 
documentés où les PHs étaient disponibles pour être utilisées à titre de comparaison. 
L’hypothèse de base suppose que l’objectif spécifique peut être atteint avec l’utilisation 
d'un grand nombre de scènes virtuelles couvrant un grand ensemble de caractéristiques 
semblables aux sites d'essais réels afin de comparer les PHs terrains avec PHs simulées. 
Une analyse du nombre de PHs nécessaire pour produire des résultats fiables est aussi 
présentée. 
 
Le troisième objectif spécifique porte sur l’apport des données LiDARs à 
l’estimation de l’ISF sur le terrain par rapport aux méthodes présentement utilisées. Pour 
cela, un nouvel algorithme, présenté dans la section 4.5, sera testé avec le cadre 
théorique. Ce nouvel algorithme sera premièrement testé sur des données TLS simulées 
avec notre cadre de modélisation et ce avec le même protocole d’acquisition que pour les 
PHs. De plus, les simulations sont aussi faites en mode aéroportés (ALS) pour tester 
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l’algorithme sur ce type de données. Les données LiDARs simulées auront à la base une 
résolution spatiale similaire à celle PHs afin de la résolution n’influence pas les résultats. 
 
L’hypothèse de base pour ce troisième objectif spécifique repose sur la 
supposition que les données LiDARs sont adaptées pour l’estimation d’attributs de 
couverts forestiers (Hopkinson et al., 2004; Moskal et Zheng 2012). De plus, nous 
supposons que la simulation de données LiDARs avec les mêmes scènes virtuelles et les 
même caractéristiques instrumentales que pour des mesures in situ, permettra de 
déterminer une mesure quantitative de l’apport des données LiDARs à l’estimation 
d’attribut des couvert forestier tel que l’ISF et l’indice de groupage. L’évaluation des 
méthodes d’estimation d’attributs forestiers avec les données LIDARs passera par cinq 
étapes : (1) simuler les balayages LiDARs TLS et ALS de chaque scène virtuelle en mode 
image ; (2) faire l’extraction des premiers retours du signal LiDARs en coordonnées 
cartésiennes à partir des images simulés ; (3) faire l'analyse de ces données simulées pour 
l'évaluer le nouvel algorithme en variant les paramètres de longueur de moyenne, 
longueur minimale des trouées à être enlevée, et le nombre de couche de hauteur ; 
(4) l’évaluation du nombre de données requis pour obtenir un résultat stable ainsi que 
l’effet de l’angle de visée des données ALS sur l’estimation de l’IST ; et (5) la 
comparaison entre les estimations de l’IST avec données TLS et ALS simulées sera 
présentée. Cette comparaison sera faite au niveau de l’IST des scènes et en fonction de 
profils verticaux de l’IST, ainsi que sur les profils verticaux de l’indice de groupage : et 
de l’ISF sur des scènes typiques. 
 
Le quatrième objectif spécifique impliquera l’utilisation d’une méthode 
d’estimation de l’ISF, présentées lors des deuxième et troisième objectifs spécifiques, sur 
des données des sites expérimentaux de la Réserve de Matane. Ce nouvel algorithme y 
sera testé sur une séries de données prises dans 21 sites expérimentaux ayant à la fois des 
données TLS et ALS prises dans des conditions similaires.  
 
Notre hypothèse de travail cet objectif spécifique repose sur le fait que la donnée 
LiDAR procure suffisamment de détail sur un peuplement pour en estimer sa structure 
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(Hopkinson et al., 2004; Moskal et Zheng 2012). Cette hypothèse nécessite d’être validée 
pour les données TLS et ALS dans des sites expérimentaux. Pour s’assurer de la 
compatibilité entre les données virtuelles et des sites expérimentaux, des exemples de la 
qualité des données terrain seront présentées comme justification à l’utilisation de rendu 
comme prétraitement pour les données TLS. Quatre sites expérimentaux distincts, 
représentant les conditions générales de la réserve de Matane seront utilisés pour illustrer 
les résultats en détails. Les résultats porterons sur la comparaison entre les estimations 
des données TLS et ALS pour l’IST, l’ISB, l’indice de groupage : et L’ISF. Une 
comparaison de l’utilisation des données TLS en mode PHs pour estimer l’IST et la FC 
est aussi présentée. Cet objectif inclus aussi que le nouvel algorithme testé avec les 
données LiDAR virtuelles est applicable sur les données des sites expérimentaux 
 
Les objectifs spécifiques précédents vont amener une connaissance accrue de 
l’efficacité de certains algorithmes pour estimer l’IST, l’ISF et la FC. Comme cinquième 
et dernier objectif spécifique, nous explorons en détails les méthodes d’évaluation de 
l’IST, et surtout du groupage du feuillage afin de mieux comprendre les causes et limites 
des erreurs mesurées.  
 
L’hypothèse de travail pour cet objectif spécifique repose sur la connaissance des 
paramètres intrants des scènes virtuelles pourra être utilisée pour approfondir notre 
connaissance des limites des méthodes utilisés. Plus particulièrement les trois sujets 
suivant seront étudiés : (1) La méthode CCL appliquée sur les PHs sera analysée en 
fonction de la densité foliaire dans les houppiers; (2) la moyenne logarithmique utilisée 
dans les méthodes LX et CLX sera analysée en fonction des trouées et de l’ISF sur 
différent segments des PHs simulées et finalement, (3) les données LiDARs utilisant la 
nouvelle méthode de considération du groupage seront analysés en fonction de 
l’acquissions de ces données et de l’estimation de l’IST effectif (estimé sans 
considération de groupage) par rapport à l’IST (qui lui est estimé avec considération du 
groupage). Le chapitre 4 montre en détail comment ces objectifs seront atteints.   
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Chapitre 4 : Matériel et Méthodes 
 
4.1 Mesures sur le terrain  
 
Ce projet est basé sur la mesure de l’architecture des forêts avec des instruments 
optiques : les caméras avec lentille « fish-eye » pour la PH et les LiDARs. Cette section 
contient une description des instruments et des protocoles utilisés dans nos mesures en 
forêts ainsi qu’une description des placettes. 
 
4.1.1 Photographie hémisphérique  
 
Les PHs utilisées ici proviennent de sites expérimentaux de différents études de 
Ressources naturelles Canada (Leblanc et Chen, 2001; Leblanc et al., 2005; Abuelgasim 
et Leblanc, 2011; Leblanc, 2013). Elles ont été prises avec différentes caméras et 
lentilles/objectifs de type « fish-eye » pouvant produire des PHs. Pour ce projet, toutes les 
caméras utilisées sont de la marque Nikon. En premier lieu, les caméras CoolPix (990, 
995, 4500, 5000) ont été utilisées car elles furent parmi les premières caméras 
numériques à avoir la capacité de produire des PHs grâce à l’adaptateur fish-eye FC-08. 
Ces caméras ont une résolution de 3,1 Mpx (modèles 990 et 995), 4,0 Mpx (modèle 4500, 
voir figure 7) et 4,9 Mpx (modèle 5000). Les caméras CoolPix ont aussi l’avantage 
d’avoir l’écran de visionnement facilement accessible à l’utilisateur durant la prise de 
photographie sans tête de trépied spécial (voir figure 7). Puis, la caméra Nikon D50 avec 
6,1 Mpx a été utilisée avec la lentille DX Fisheye-Nikkor 10.5mm f/2.8G ED et 
finalement la caméra Nikon D90 de 12,3 Mpx a été utilisée avec la lentille Sigma 8mm 
F/3.5 EX DG. Un grand soin a été pris pour que les mesures avec différentes combinaison 
de caméras de lentilles soit équivalentes (Leblanc, 2013).  
 
Deux protocoles de mesures ont été suivis pour la prise des PHs : (1) dix PHs ont 
été prises dans un patron en croix avec 10 m entre chaque prise et (2) des transects 
linéaires de 60 m ou plus avec PHs à 10 m d’intervalle.   
 
 61
 
 
Figure 7 : Caméra Nikon CoolPix 4500 avec adaptateur  « fish-eye » dans la forêt 
Larose, Ontario. 
 
Des considérations pratiques s’imposent presque toujours par rapport à une prise 
de mesures avec des conditions optimales et font que les PHs sont parfois prises sous ciel 
ensoleillé (Leblanc et Chen, 2001; Leblanc et al., 2005). Toutefois, seules les PHs ayant 
été prises soit au coucher du soleil ou au crépuscule, ou en présence d’un couvert 
nuageux uniforme (c.-à-d. se rapprochant d’un diffuseur isotrope) donnant des conditions 
de lumière diffuse ont été retenues dans cette étude. Le protocole de Leblanc et al. (2005) 
qui suggère de se servir du mode manuel et de la fonction histogramme des caméras pour 
d’acquérir les PHs a été suivi. Ce protocole implique de prendre une PH et de regarder si 
les valeurs numériques de l’image couvrent une gamme maximale de valeurs (par 
exemple de 0 à 255 pour un capteur de 8 octets) et que peu, ou aucune partie de l’image 
ne soit saturée dans les parties très brillantes couvrant le ciel. De cette manière seuls 
quelques pixels ont un niveau d'intensité maximale autorisée par le comte numérique 
(255 ici). Cette procédure évite le problème de surexposition tout en maximisant la plage 
dynamique de valeurs de pixel dans l'image. L’analyse des PHs a été faite avec les 
logiciels et méthodes présentés dans Leblanc et al. (2005), modifiés quelque peu pour une 
analyse automatisée d’une grande quantité de PHs. L’analyse des PHs suit ces étapes : 
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(1) Avec l’information sur le centre de l’image (zénith) et la grandeur (en pixel) 
de la projection (0º à 90º) en zénith, chaque pixel peut être attribué une valeur en zénith et 
azimut.  
(2) A l’aide de l’histogramme du canal bleu de la PH et visualisation des résultats, 
de seuillages multiple trouvés manuellement apportent une valeur de fraction de trouée 
pour chaque pixel (Leblanc et a., 2005). 
(3) Les valeur de fraction de trouée pour toutes les PH d’un site sont extraite au 
angle de zénith entier de 10º à 65º en zénith  sur l’azimut (0-360º) pour un pixel en zénith. 
(4) L’analyse pour extraire la fraction de trouée moyenne et les estimations de 
l’indice de groupage (avec TRACWin) sont faites sur toutes les données d’un site 
simultanément. 
 
La majorité des PHs utilisées ici proviennent de mesures faites indépendamment de ce 
projet. Le tableau 1 montre les lieux et les années de ces mesures. 
 
 
4.1.2 Instruments optiques actifs (LiDARs)  
 
On peut classifier les LiDARs utilisés pour les applications forestières en fonction 
des caractéristiques suivantes : (1) terrestre (TLS) ou aéroportés (ALS), (2) s’ils 
enregistrent le premier ou dernier retour, ou le signal de retour en entier, (3) si la section 
efficace du faisceau (empreinte) est fine (l’ordre du centimètre), moyenne (typiquement 
de l'ordre de quelques centimètres) ou larges (dizaines de mètres), et (4) en fonction du 
taux d'échantillonnage (densité de balayage). Seuls les LiDARs avec résolution fine et 
moyenne sont utilisés dans cette étude. De plus, seul le premier retour est utilisé pour le 
développement de notre méthode d’estimation. 
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                             (a)                                                             (b) 
Figure 8 : (a) LiDAR TLS ZF Imager 5006i avec (b) un exemple de balayage (point numéro 3) 
provenant de la placette 2 de la Réserve faunique de Matane. 
 
    
                                            (a)                                                                      (b) 
Figure 9 : Protocole de la prise de données TLS sur le terrain. (a) Les points rouges 
représentent les cinq positions du TLS sur une placette. Le cercle gris représente l’étendu 
horizontal du TLS à 57,3º pour la station centrale (par exemple, un rayon de 30 m pour des arbres 
de 20m de haut) et les cercles bleus foncés représentent l’étendus des 4 autres balayages TLS. Le 
carré bleu pale représente l’étendu de la partie des données ALS extraite des lignes de vol. (b) 
Exemple des cinq positions du ZF 5006i dans placette numéro 2 de Matane avec comme fond les 
mesures de l’ALTM 3100 de cette placette. 
 
Deux types de TLS ont été testés, l’Imager 5006i de Zoller – Frohlich (© ZF) 
(figure 8a) et l’ILRIS 3D d’Optech ©. Toutefois, à cause de ses capacités limitées, ce 
dernier est plus adapté au mesure pour les arbres individuels que pour les peuplements 
(Moorthy et al., 2008 ; Côté et al., 2011; Béland et al., 2011). Au final, seules les 
données du ZF ont été utilisées dans cette étude car elles étaient plus appropriées aux 
mesures de l’ISF en milieu forestier avec son système d’acquisition hémisphérique.   
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 Le ZF Imager 5006i est un TLS avec faisceau de 532 nm qui utilise le principe de 
déphasage de l’onde porteuse et non le temps de retour pour estimer les distances.  Le ZF 
tourne sur lui-même en azimut sur 360º (horizontal) et a un système de miroirs qui 
permet un balayage circulaire à la verticale pouvant balayer tout l’hémisphère (figure 8b), 
comme pour les PHs, et même plus car il peut voir plus bas que l’horizon. Il peut acquérir 
ces données hémisphériques en une seule opération avec un capteur pouvant enregistrer 
jusqu'à 508 000 points par seconde. Les données prises à nos sites expérimentaux ont été 
acquises dans le mode prédéfini « High » qui balaie l’hémisphère en moins de sept 
minutes. La taille du faisceau est de 3 mm à un mètre de l’instrument avec une 
divergence de 0.22 mrad (0,01261º). Par exemple, à 50 m, le ZF a une section efficace 
(ou empreinte) de faisceau laser de 14 mm. Le protocole de mesures utilisé (voir figue 9a 
et 9b) implique de procéder avec cinq balayages dans une placette ; c.-à-d. de placer le 
TLS au centre de la placette et à quatre autres points vers l’extérieur de celle-ci à une 
distance de 10 à 12 m du centre. La placette est aussi remplie d’une série de cibles, 
visibles si possible de chaque station de mesure, pour faciliter la géo-localisation et la 
fusion des balayages en un nuage de point cohérent spatialement. Cette procédure de 
balayages multiple est la procédure habituellement suivi pour les études utilisant le TLS 
en forêt naturelle. Elle n’est toutefois pas requise rigoureusement pour le développement 
de notre méthode. Néanmoins un positionnement uniforme en z de l’instrument est 
important pour s’assurer que les données un balayage verticalement compatible d’un 
balayage à l’autre.   
 
Pour leur part, les ALS sont principalement utilisés pour la production de modèles 
numériques de terrain (Glenn et al., 2006) mais aussi pour faire une inférence sur les 
attributs structuraux du couvert forestier tels que sa hauteur, son volume marchand ou sa 
biomasse (Nelson et al., 2004). L’ALS Airborne Laser Terrain Mapper (ALTM) 3100 de 
la compagnie Optech à été utilisé dans cette étude. L’ALTM 3100 émet entre 33 000 et 
100 000 impulsions laser par seconde avec un champ de vision pouvant aller jusqu’à 25º. 
Le laser utilisé a une longueur d’onde de 1 064 nm et une divergence (1/e) duale de 0,3 et 
0,8 mrad.  La figure 9b montre un exemple de données prises sur une placette de Matane. 
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4.1.3 Sites expérimentaux/placettes 
 
Une série de PHs ont été recueillies à partir de plusieurs sites expérimentaux pour 
être utilisés en complément des résultats théoriques des scènes virtuelles (voir exemples à 
la figure 10). Bien que ces PHs n’aient pas été prises dans des sites avec des mesures 
détaillées de leurs attributs forestiers, elles ont été utilisés pour tester si les tendances 
représentées à partir des simulations peuvent également être vu dans de PHs de vrais 
sites. Ces sites ont été sélectionnés en forêts canadienne (figure 11) pour la prise de PHs 
visant la validation de la cartographie de l’ISF. Il s'agit notamment: 
 
x L’usage d’un appareil Coolpix 5000 dans 13 sites expérimentaux dans la région de 
Thompson (Manitoba, Canada), composés de peupliers faux-trembles (Populus 
tremuloides), d'épinettes noires (Picea mariana) et de pins gris (Pinus banksiana), décrits 
en détails dans Leblanc et al. (2005), 
x Toutes les caméras décrites dans la section 4.1.1 ont été utilisées sur deux sites 
expérimentaux dans la forêt Larose (Ontario, Canada) et ce sur une période de 6 ans. Les 
sites utilisées dans la forêt Larose sont composés d'un mélange d'espèces de feuillus, 
principalement de la famille des peupliers (surtout Populus tremuloides) et des érables à 
sucre (Acer saccharum), et sont décrit plus en détail dans Leblanc et Chen (2001) et 
Leblanc (2013), 
x 40 sites expérimentaux au Yukon et dans les Territoires du nord-ouest, Canada, avec 
30 sites à proximité de la route Dempster (PHs prises avec la Nikon CoolPix 995) entre 
Dawson et Inuvik et 10 sites près de Yellowknife (PHs prises avec la Nikon D50), 
composé soit d'épinettes noires ou de pins gris (Abuelgasim et Leblanc 2011). 
 
Pour chacun de ces sites expérimentaux, de 6 à 15 HPs ont été prises sous une 
lumière diffuse. Il existe très peu de sites avec des estimations allométriques de l'ISF 
fiables et avec de bonne PHs, ce qui limitent leur utilisation pour notre étude. Cependant 
l'un des sites expérimentaux de Thompson (dénommé D1930 dans Bond-Lamberty et al., 
2002 et T04 dans Leblanc et al., 2005 et ici) a une estimation fiable de l’ISF avec une 
relation allométrique et des PHs prises dans de bonnes conditions (voir figure 10b). 
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Tableau 1 : Liste des sites avec PHs. 
Lieu Année 
Nombre de 
sites 
Type d'arbres 
dominant 
Thompson, Manitoba 2002 13 
Populus tremuloides, 
Picea mariana, Pinus 
banksiana 
Forêt Larose, Ontario 2000-2007 2 (plusieurs dates) 
Populus tremuloides, 
Acer saccharum 
Route Dempster, Yukon et 
Territoires du nord ouest 2004 40 
Populus tremuloides, 
Picea mariana, Pinus 
banksiana 
 
Ce site a donc été utilisé dans plusieurs parties de l’analyse dans cette étude. Le site T04 
est composé presqu’entièrement d'épinettes noires avec des arbres de 71 ans en moyenne 
lors des mesures. Les PHs (Leblanc et al., 2005) et les mesures allométriques (Bond-
Lamberty et al., 2002) ont été prises au cours de l'été de 2001. Les PHs ont été prises au 
coucher du soleil sous des conditions d'éclairage diffus avec la caméra CoolPix 5000 et 
l’adaptateur «fish-eye» FC-E8 donnant une vue hémisphérique avec un rayon de 
1375 pixels. Treize HPs ont été prises à 10 m d'intervalle sur un transect linéaire conçu 
pour également acquérir des données du TRAC (Leblanc 2008). Tous les PHs du site T04 
ont été prétraitées avec une valeur moyenne de gamma de 2,2 pour corriger la non-
linéarité entre l'intensité lumineuse et les nombres numériques lorsque les photographies 
sont sauvegardées dans le format jpeg (Cescatti 2007).   
 
Une série de 21 placettes ont été mises en place en mai 2010 dans la réserve 
faunique de Matane, en Gaspésie (Figure 11) dans le cadre d’un projet financé par le 
Fonds de recherche du Québec - Nature et technologies (FRQNT) intitulé Amélioration 
de l'exactitude et du contenu en information structurale de l’inventaire forestier. La 
réserve est activement exploitée par des compagnies privées sous contrat avec le 
ministère des Ressources naturelles et de la Faune du Québec. De plus, la réserve est 
riche en orignaux, avec une densité de 33 orignaux/10 km2 (Sépac, 2013). Elle est située 
au début de la chaîne de montagnes des Chic-Chocs. Sa forêt est composée de 
peuplements de différentes essences dont le sapin baumier (Abies balsamea), les épinettes 
noires (Picea mariana) et blanches (Picea glauca), les bouleaux blancs (Betula 
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papyrifera) et jaunes (Betula alleghaniensis), divers peupliers (Populus tremuloides, 
Populus basamifera L.) et des érables (Acer saccharum). En particulier, la placette 2 est 
composée surtout de bouleaux, la placette 3 est composée de feuillus et de résineux, la 
placette 12 est composée à 90 % de sapin baumier, et la placette 13 qui est mixte mais qui 
a subit une coupe sélective et est donc très ouverte. Des balayages avec le ZF Imager 
5006i ont été faits dans ces placettes sans ou avec peu de feuilles en mai 2010 pour une 
étude différente de celle-ci où la quantité et la qualité du bois étaient prioritaires. Puis une 
série de balayages ont été acquis en août 2012 mais dans des conditions avec feuilles. Le 
protocole utilisé pour les mesures est de 5 balayages en mode « High » : un point central 
avec 4 points à une distance de 10 à 12 m du centre, aux limites de la placette forestière 
traditionnelle. Due aux contraintes de navigation dans le parc en 2010, suivant une 
tempête de neige tardive qui a bloqué certaines routes, tous les sites sont adjacents à la 
route principale traversant la réserve (figure 11), mais à une distance minimale de 300 m 
de la route. Les sites choisis sont situés dans des secteurs avec petites pentes seulement 
(< 10 %) et contenant beaucoup de placettes mixtes de conifères et feuillus.  
 
Le système l’ALTM 3100 d’Optech a survolé 17 lignes de vol la réserve faunique 
de Matane le 18 juin 2010 à une altitude de 1 050 m. Les donnés ont été prises avec une 
fréquence de 666 kHz et un champ de vison de 15º (angle zénithal de visée de ±7,5º), 
donnant une fauchée de 543 m dont 500 m ont été gardé pour l’analyse. Chaque 
impulsion a échantillonnée les cibles sur une largeur circulaire d’environ 30 cm de 
diamètre avec un intervalle variant de 50-80 cm. Un carré de 40 m × 40 m centré sur les 
coordonnées de chaque placette à été extrait pour la comparaison avec les données 
terrain. Il en résulte de 20 000 à 24 000 points par placette, correspondant à 10-15 
points/m2.  
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(a) (b)  
 
  
(b) (d) 
 
Figure 10 : Photographies hémisphériques numériques prises avec une caméra Nikon CoolPix 
5000 près de Thompson, Manitoba, sous (a) un peuplement de pins gris,  (b) un peuplement 
d’épinettes noires denses (T04), (c) un peuplement d’épinettes noires ouvert (T05), et avec la 
CoolPix 995 dans la forêt Larose, Ontario. 
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Figure 11 : Carte montrant la position des sites expérimentaux (en haut) et l’acquisition des 
données ALS et TLS dans la réserve faunique de Matane (en bas) où La bande bleue représente 
les lignes de survol de l’ALS et les points représentent les placettes terrains. 
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4.2 Cadre de modélisation 
 
 
4.2.1 Sélection d'un modèle d'architecture 
 
Plusieurs approches ont été utilisées dans la modélisation de la complexité de 
l’architecture de la forêt. Certains modèles sont plus adaptés pour l’étude du cycle du 
carbone (Running et Coughlan, 1988; Liu et al., 1997) tandis que d’autres modèles visent 
principalement l’étude du signal de télédétection (Chen et Leblanc, 1997; Lacaze et al., 
1999). Pour ces derniers, les forêts sont modélisées de leur manière la plus simplifiée en 
un milieu turbide (Verstraete, 1988) jusqu’à une approche descriptive détaillée où 
l’architecture des arbres est simulée (Chen et Leblanc, 1997; Morsdorf et al., 2009). Bien 
que les détails fins des arbres puissent être déduits des données des TLS (Côté et al., 
2011), la réalisation d'un grand nombre de simulations sur une vaste étendue de 
configurations forestières est toujours laborieuse. Pour ce projet de recherche, nous étions 
à la recherche d'un modèle qui prend en compte les principales caractéristiques de 
l'architecture des arbres, en particulier en s'assurant de bien représenter l’ISF et la FC. Par 
conséquent, le modèle architectural devait permettre de permettre la simulation des 
gradients structurels de densité de recouvrement, de hauteur, de distribution spatiale et de 
valeurs de l'ISF. 
 
Le modèle architectural choisi est composé d’arbres ayant un houppier décrit par 
une formulation analytique (cône, sphère ou ellipsoïde) dans lequel est distribué 
aléatoirement le feuillage. Une approche similaire a été suivie par Li et Strahler (1985), 
Chen et Leblanc (1997), ainsi que par Nilson et Peterson (1991). Un tronc en forme 
conique a été simulé avec son diamètre maximum au niveau du sol et son minimum à la 
hauteur de la cime de l’arbre. Pour les simulations de peuplements forestiers, notre 
modèle d'architecture a suivi quatre règles : 
 
1) Un seul objet occupe un espace donné, c'est-à-dire qu’il n'y a pas de chevauchement 
entre les objets physiques du couvert forestier (feuilles et des troncs). 
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2) Les petits arbres peuvent être placés sous les houppiers des plus grands arbres en 
autant que le feuillage des petits arbres n’occupe pas le même espace que le tronc des 
plus grands. 
3) Les arbres ont été placés soient en lignes (plantation), de façon aléatoire, ou en groupes 
aléatoires suivant une distribution de Neyman (Chen et Leblanc 1997) dans un domaine 
de 500 m × 500 m sur lequel l’ISF et l’ISB pour chaque espèce a été spécifié comme 
intrant. 
4) Les peuplements de types conifères ne sont pas simulés jusqu’aux détails des aiguilles, 
mais quelques scènes ont été simulées avec des pousses simulées par du feuillage en 
forme de petits cylindres allongés. 
 
Ces règles ont été codés en C++ pour pouvoir créer une série de fichiers pouvant êtres 
rendus avec le gratuiciel POV-Ray.  
 
4.2.2 Simulation de scènes avec POV-Ray 
 
 
Des scènes virtuelles ont été simulées avec les fichiers créés suivant les règles 
présentées dans la section précédente et leur représentation visuelle a pu se faire par 
l’usage d'un algorithme de lancer de rayons. Cette visualisation a permis une 
représentation réaliste des scènes virtuelles de la forêt selon n'importe quel point de vue, 
que ce soit du dessus ou à l'intérieur du couvert. Cette capacité est pratique pour simuler 
les PHs telles que prises par un opérateur à l’intérieur du couvert ou pour visualiser par le 
dessus l’apparence générale des scènes virtuelles. Le principe du lancer de rayons, appelé 
aussi rendu, est une idée simple datant des années soixante (Appel, 1968). Il peut être 
difficile à mettre en œuvre, mais les développements d’algorithmiques de ces dernières 
décennies à amener des programmes de rendu très performants et flexibles. En 
conséquence le rendu est aujourd'hui largement adopté pour la représentation de scènes 
dans de nombreux contextes (Freniere et Tourtellott, 1997). 
 
Le développement méthodologique visé ici n'impliquait pas de créer un nouveau 
programme de rendu, mais de créer plusieurs ensembles de peuplements virtuels avec un 
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certain niveau de réaliste pour des caractéristiques précises et connues. Plusieurs 
gratuiciels et programmes commerciaux de rendu existent. Le gratuiciel multi-plate-
forme Persistance-of-vision (POV-Ray; www.povray.org) est un programme de rendu qui 
possède tous les éléments requis nécessaires à notre étude: soit un grand ensemble de 
primitives, un système de file d'attente des fichiers pour le rendu de différentes scènes 
afin d’avoir une utilisation optimale des ressources informatiques, et son propre langage 
complexe avec des options telles que des boucles et des fonctions. Bien que conçu pour la 
réalisation d’image réaliste en 3D, POV-Ray a été utilisé scientifiquement dans le passé 
pour analyser et visualiser des arbres (Sinoquet et Rivet, 1997; Phattaralerphong et al., 
2006), et des branches et des pousses (Planchais et Sinoquet, 1998). Les premiers tests de 
rendu de forêts pour ce projet ont été effectués en écrivant le code directement dans 
l'éditeur de POV-Ray. Toutefois, pour obtenir un grand nombre de simulations, des 
routines en C++ ont été utilisées pour créer les fichiers dans le langage de programmation 
POV-Ray basés sur des ensembles de paramètres d'entrée et des fonctions aléatoires. Des 
exemples de fichiers (une scène et un arbre)  POV-RAY sont présentés dans l’Annexe 1. 
La version beta 3.7 (64 bits) de POV-Ray pour Microsoft Windows a été utilisée dans 
cette étude pour un rendu rapide car elle fonctionne en mode multiprocesseur 
contrairement au mode monoprocesseur dans les versions non-beta. POV-Ray n'a pas de 
mode entièrement réaliste pour la diffusion multiple de la lumière, mais inclus des 
réflexions réalistes, des ombres précises, différentes perspectives visuelles, un certain 
niveau de radiosité et d'autres effets optiques. Seul l'anticrénelage (anti-aliasing) a été 
utilisé pour lisser les bords des objets. Aucun autre effet ou artefact de prise de données 
n’a été ajoutés dans les rendus. Dans POV-Ray, l'anticrénelage est obtenu en tirant plus 
d'un rayon d'observation pour chaque pixel et la moyenne des résultats détermine la 
couleur apparente du pixel. Cette technique est appelée super-échantillonnage et peut 
augmenter considérablement le temps nécessaire pour rendre une scène à cause des 
nombreux calculs devant être effectuées. Le super-échantillonnage a été appliqué sur les 
pixels si la différence de couleur entre un pixel et ses pixels voisins est supérieure à un 
seuil donné. La valeur utilisée pour ce seuil de 0,3 est celle par défaut pour une fenêtre de 
trois par trois pixels. Parmi les différentes option de visualisation à l’aide de POV-Ray, il 
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existe un mode « fish-eye » qui a été utilisé pour simuler les PHs prises sous le couvert 
forestier (voir aussi, Sinoquet et al., 1998).  
 
Un ensemble de scènes virtuelles ont été simulées pour reproduire suffisamment 
de conditions structurelles de couvert afin de tester les algorithmes d’estimation des 
attributs forestiers. La figure 12 montre un exemple d'une carte de distribution d’arbres 
pour une scène où quatre espèces ont été simulées. Seuls les arbres dont la cime est à 
l'intérieur de l'angle zénithal de visée (T) de 65º dans les PHs sont entièrement simulés (à 
l'intérieur de la zone en bleu sur la figure 12) pour alléger le nombre d’objet à être rendus. 
Les arbres restants ont été simulés uniquement avec la forme extérieure du houppier et du 
tronc pour une meilleure visualisation esthétique des PHs.  
    
 
     
Figure 12 : Un exemple de la distribution des arbres pour la scène 031 en utilisant une 
distribution de Neyman (distribution double-Poisson ; Chen et Leblanc, 1997). Chaque diamètre 
des cercles est proportionnelle au diamètre du houppier de l’arbre et la couleur représente 
différents arbres (ou essences). La zone ombrée (37,5 m de diamètre) représente la distance sur 
laquelle les arbres complets sont rendus dans une PHs simulée sur la base de l'angle de vue 
maximum de 65º. 
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4.2.3 Production des 75 scènes virtuelles 
 
Le tableau 2 répertorie la gamme des variables d'entrées utilisées pour les 
simulations. Le tableau A1 à l’annexe 1 contient plus d’information sur les intrants 
utilisés pour chaque scène. Les variables d'entrées incluent le nombre de tiges à partir de 
laquelle l’ISB peut être calculée en utilisant la géométrie de la tige, la taille du domaine, 
l’ISF, la couronne et le type du tronc et ses dimensions, la grandeur et la DAF, etc. Bien 
que les branches ne soient pas simulées, la multitude de combinaisons des paramètres 
d'entrée nous donne une large gamme de conditions structurelles des peuplements 
simulées. Des simulations plus sophistiquées sont possibles, mais nous avons évalué que 
la gamme des conditions structurelles étaient couvertes de manière satisfaisante avec les 
75 sites virtuels simulés avec trois DAFs. Différentes conditions d'éclairage peuvent aussi 
être simulées (avec un éclairement direct solaire ou avec des nuages) avec POV-Ray, 
mais ces options n’ont pas utilisées dans cette étude. L’évaluation des méthodes 
d'extraction de l’ISF et de la FC a été faite en simulant les PHs avec des composantes du 
couvert (feuillage et tronc) opaques et avec un ciel blanc uniforme. La forme du houppier 
a été utilisée pour générer un médium dans lequel les feuilles étaient placées 
aléatoirement. Trois formes de houppier ont été utilisées pour simuler les arbres dans les 
scènes virtuelles: un cône au-dessus d'un cylindre, un sphéroïde, et un prisme. Ce dernier 
est utilisé pour simuler les scènes homogènes, compactes où les arbres (prismes) sont 
placés côte-à-côte sans espace entre eux. Ces formes ont été utilisées avec des dimensions 
différentes sur des scènes couvrant une gamme de 320 à 10 000 arbres par hectare pour 
simuler un large éventail de conditions structurelles des peuplements. L'objectif principal 
était d'avoir une distribution des valeurs intrants de l’ISF proche d’une normale, centrée à 
environ un ISF de 3.0. La figure 13 montre la distribution des intrants IST et ISF. Dans 
cette étude, les scènes virtuelles n'ont pas été conçues pour reproduire exactement des 
sites spécifiques, mais plutôt pour reproduire une gamme étendue de distribution des tiges 
et des feuilles distribuées aléatoirement à l'intérieur de couronnes. Les peuplements 
simulés ont d’un à cinq types d'arbres (ou espèces) ; 35 des 75 scènes (46 %) ont deux 
types d’arbres ou plus. De plus, chaque nouvel arbre dans une scène a été placé avec une 
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rotation de 90° sur l'axe vertical par rapport à l'arbre précédent pour assurer d’un effet 
aléatoire de disposition. 
 
   Tableau 2: Gamme des paramètres d’entrés utilises pour créer les forêts virtuelles. 
Valeurs peuplement  
Longueur en X 500 m 
Longueur en Y 500 m 
Distribution des tiges aléatoire, plantation, Neyman 
Angle zénithal maximal  65º 
Ciel blanc isotrope 
Hauteur de la camera 0.0 m 
Nombre de PHs 10 par placette 
Nombre de type d’arbres 1 à 5 par placette 
Valeur par type d’arbre  
Nombre de d’arbres 160 à 10 000 tige/ha 
ISF 0.1 à 7.0 
Forme houppier sphéroïde, cône + cylindre, prisme 
Dimension vertical houppier 1,0 à 20 m 
Rayon houppier 0,3 à 2,5 m 
Base of Crown 0,0 à 20 m 
Largeur tronc (base) 0,0 à 1,0 m 
Distribution angulaire des feuilles  aléatoire, 25º et 65º 
Forme des feuilles cylindre, sphère 
Rayon des feuilles 2,0 à 10 cm 
Épaisseurs des feuilles 0,1 à 1,0 cm pour feuilles plates 
10 et 15 cm pour pousses 
    
 
Figure 13 : Distribution des entrants ISF et IST pour les 75 scènes virtuelles. 
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Finalement, les 75 scènes virtuelles ont été simulées à trois reprises pour tenir 
compte de différentes distributions angulaires du feuillage: (1) avec le feuillage orientées 
de manière aléatoire, (2) avec le feuillage érectophile ayant un angle moyen de 25° (± 
10°) par rapport au zénith, et (3) avec le feuillage planophile ayant un angle moyen de 
65° (± 10°) par rapport au zénith.  
 
 
4.3 Simulations de photographies hémisphériques  
 
 
Le nombre de scènes simulées a été conçu pour reproduire un large éventail de 
conditions forestières. Les PHs simulées à partir des scènes virtuelles ont été adaptés pour 
évaluer les méthodes d'estimation de l’ISF et de FC avec la connaissance de tous les 
paramètres pertinents des scènes. Les caractéristiques d'acquisition et de traitement de ces 
images suivent ceux utilisées par Leblanc et al. (2005) (voir aussi la section 4.1.1). 
Chaque scène virtuelle a été représentée par dix PHs prises sur deux transects 
perpendiculaires de 5 PHs (10 m entre chaque point). Les deux PHs prises à proximité du 
centre sont à deux mètres de distance l’une de l’autre pour me pas répéter exactement le 
même point de mesure. Les PHs ont été simulées avec une vue hémisphérique de 180° 
sur une image de 4 000 × 3 000 pixels, soit l'équivalent d’une caméra de 12 Mpx. Une 
telle configuration donne un diamètre 3 000 pixels pour l'affichage « fish-eye ». POV-
Ray peut simuler des images avec une résolution plus élevée que 12 Mpx, mais les 
versions des programmes d'analyse utilisées ici (DHP.exe et TRACWin.exe, Leblanc 
2008) n'ont pas été conçues pour traiter plus de dix images de 12 Mpx simultanément. 
POV-Ray a été utilisé avec l’option de ciel uniforme (isotrope) blanc et les composantes 
du couvert (feuillage et troncs) considérés opaque, sans réflexion ou transmission de la 
lumière incidente. Par conséquent, les pixels avec des valeurs d’intensité intermédiaire 
dans les PHs sont le résultat de la combinaison dans un même pixel d’une proportion des 
composantes du couvert forestier et du ciel (Leblanc et al., 2005). 
 
 
L’ISF de chaque scène a été défini sur un domaine spatial de 500 m × 500 m et 
donc les PHs simulées ne sont qu’un échantillonnage d'une partie de ce domaine. Seuls 
les arbres qui se trouvent à l’intérieur de l'angle de vue zénithal maximale de 65º ont été 
 77
entièrement simulés. Cet angle correspond à une distance de la hauteur de l'arbre 
multiplié 2,14, la tangente de 65° (voir figure 1 et Leblanc et Fournier, 2014a). Cela 
revient à un cercle de rayon de 43 m on centré sur l’emplacement de la caméra pour des 
arbres d’une hauteur de 20 m, couvrant ainsi 5 770 m2 de surface au sol. Dans ce cas, tous 
les arbres au-delà de 43 m de rayon à partir du centre n'étaient simulés qu’avec une forme 
simplifiée. Compte tenu des règles de construction pour les scènes virtuelles, il a été 
calculé que l’ISF échantillonné du peuplement varie d'environ 5 % en moyenne par 
rapport aux valeurs ISF d'entrées. Cette variabilité causée par le domaine 
d'échantillonnage est plus importante dans les scènes avec couvert très ouvert et 
hétérogène. Chaque scène a aussi été simulée en vue aérienne orthographique au nadir 
centrée sur le centre de la scène pour une estimation précise de la FC. Ces images ont été 
rendues avec 4 000 × 3 000 pixels, avec fond blanc. Elles couvrent 40 m × 30 m et ont 
donc une résolution au sol pour chaque pixel de 1 cm. Un simple seuillage à été utilisé 
pour compter le nombre de pixel du couvert par rapport au nombre total de pixel pour 
estimer la FC. 
 
4.4  Simulations des données LiDARs 
 
4.4.1 Simulations des données du LiDAR terrestre (TLS) 
 
 
Pour simuler les données TLS, chaque feuille a été codée en couleur normalisé 
par la hauteur maximale du peuplement de la scène, correspondant à la hauteur du plus 
grand arbre. Ce codage en couleur nous donne donc les premiers retours d’un TLS où 
chaque impulsion échantillonne la même partie du couvert forestier que les pixels des 
PHs de nos scènes. POV-Ray utilise des valeurs d'entrée entre 0 et 1 pour les couleurs de 
bases rouge, vert et bleu (RVB qui correspondent à la plage de un octet, 8 bits, de 0 à 
255). Nous avons maximisé la gamme de 0 à 1, mais avec la luminosité ambiante de 
POV-Ray fixée à 0,98, ce qui a mené la valeur numérique maximale à 250. La valeur de 
255 est utilisée pour coder le ciel, laissant ainsi les valeurs de 251 à 254 sans assignation. 
Il est à noter que POV-Ray peut aussi utiliser une plage de deux octets (16 bits) par canal, 
mais cette résolution radiométrique n’était pas nécessaire dans le cadre de ce projet. 
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Ainsi, en termes de nombres numériques dans l'image résultante, une feuille est codée 
dans le canal en utilisant: 
Max
f
H
H
R  250 ,                                                          (33) 
où Hf  est la hauteur du centre de la feuille et HMax la hauteur du plus grand arbre dans la 
scène. Le canal vert est inversé (de 250 à 0) par rapport au canal rouge et le bleu est mis à 
0 pour chaque élément du couvert forestier. Le canal bleu est donc similaire ce que l’on 
produit pour les simulations de PH, à l'exception qu'aucun anticrénelage n’a été utilisé. 
L’anticrénelage ne peut être appliquée pour simuler les données LiDAR car la couleur 
représente une valeur de hauteur et ne peut pas être interpolées avec une valeur ciel. La 
production d'un canal binaire bleu implique que la simulation ne contient aucun pixel 
mixte (proportion variables de composante du couvert et de ciel). Une vue hémisphérique 
est utilisée pour simuler le signal TLS, la même vue que celle utilisée pour les PHs 
simulées. La taille du faisceau et de l'espacement entre les impulsions sont ici idéalisées 
selon des caractéristiques théoriques plutôt que de simuler des caractéristiques réelles 
acquisitions d’un TLS donné. Pour nos simulations, la résolution de chaque retour varie 
selon l’augmentation angulaire zénithale, tout comme elle a été simulée pour les PHs. À 
57,3°, l’angle solide correspondant à un pixel donné de la PH représente à la fois la taille 
du faisceau et de l'espacement entre les impulsions laser latéraux. Pour un point à 20 m 
du TLS cela représente un angle solide de 0,0302° et une taille de faisceau de 10 mm. Les 
données simulées près de 57,3° sont particulièrement critiques pour cette partie de 
l’étude. Comme pour les simulations PHs, les simulations TLS ont été faites avec et sans 
feuilles. La connaissance de la géométrie d’acquisition pour chaque pixel (soit l’angle du 
zénith et l’azimut) avec la hauteur provenant de la couleur de la cible (et l’équation 33) 
donnant la distance nous permet donc de retrouver les retours en format cartésien.  
 
4.4.2 Simulations des données du LiDAR aéroporté (ALS) 
 
 
Pour chacune des scènes virtuelles, des vues aériennes orthographiques, 
semblables à celles utilisées pour l’estimation de la FC, ont été rendues en image de 4000 
× 3000 pixels pour une gamme d’angles de visée du nadir jusqu’à 60º à tous les 5º avec 
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les éléments du couvert forestier codés en couleurs comme pour les simulations des 
données TLS. Ces simulations couvrent une étendue de terrain de 40 m × 30 m au nadir, 
ce qui donne une résolution de pixel constante de 1 cm dans la direction perpendiculaire 
au champ de visée. Le nombre de point de mesure des ALS sur sites expérimentaux est 
loin de cette densité de points qui a été simulée aussi fortement pour que la résolution des 
donnés ALS soit du même ordre de grandeur que pour les données TLS afin de faire une 
comparaison entre les deux minimisant les effets que pourrait apportés des résolutions 
différentes. Toutes nos données simulées sont donc à une résolution semblable de l’ordre 
du cm. De plus, une série d’extraction avec une résolution semblable à celle des ALS 
typiques est aussi incluses dans cette étude. 
 
4.4.3 Transformation des données ALS simulées en données cartésiennes 
 
POV-Ray peut facilement reproduire une image hémisphérique à partir des scènes 
virtuelles du cadre de travail. Ces images ont l’avantage de pouvoir se traiter à partir des 
algorithmes développés pour la PH mais en mode LiDAR, il y a aussi l’avantage 
supplémentaire de connaitre la position de chacun des points de retour TLS. Ceci apporte 
une information 3D dans les estimations des variables structurelles du peuplement. 
Contrairement aux simulations de PH, les simulations des données LiDARs ne sont pas 
faites complètement avec POV-Ray. Seule une image représentant ces données est rendue 
par POV-Ray. Il a donc fallu développer des outils pour extraire l’information de type 
LiDAR, soit les coordonnées x-y-z des cibles, à partir des images simulées. Pour être en 
mesure d'utiliser les données LiDARs en coordonnées cartésiennes, on doit extraire ces 
coordonnées des images simulées et ensuite les transformer dans un format qui peut être 
analysé. Pour les simulations TLS, une géométrie par pixel a été utilisée où l’espace 
hémisphériques des images TLS est divisée finement. Le logiciel DHP.exe (Leblanc 
2008) est déjà adapté pour extraire cette information à partir des PHs. Donc une 
procédure compatible a été adoptée pour le traitement des données TLS simulées, c’est-à-
dire qu’au lieu d’extraire une valeur de teinte de gris représentant la fraction de trouées 
pour chaque pixel, une valeur représentant la hauteur par rapport a un point de référence 
(ici le sol). Cette valeur est nombre numérique de la couleur du pixel dans le canal rouge 
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de l’image simulée est extrait en format ASCII pour être lu par le logiciel TRACWin.exe. 
Comme pour les PHs, des segments d’un pixel ont été extrait avec un intervalle de 1º 
entre eux.  
 
Les simulations ALS  sont en format image avec une vue orthographique pour un 
observateur situé au dessus du couvert forestier. Une routine en C++ a été écrite pour  
extraire les hauteurs des pixels de l’image. Cette extraction est faite sur des lignes 
traversant l’image en x.  L’angle de visée étant variée en y, la distance et la couverture de 
chaque pixel est constante pour tous les angles de visées simulés dans la direction x. Pour 
cette étude, 21 lignes (en x) à un intervalle de 500 pixels (5 m) en y ont été extraites de 
chaque image simulée représentant 84 000 points par image. Comme pour les données 
TLS simulées, les valeurs extraites proviennent de la couleur rouge des pixels de l’image 
et sont sauvegardées en format ASCII et normalisées entre 0 et 250 (et 255 étant une 
trouée dans le couvert forestier) pour être lus avec TRACWin.exe. Une nouvelle version 
de TRACWin.exe a été développée pour être utilisée avec les données TLS et ALS pour 
permettre le développement et testage d’un nouvel algorithme pour estimer l’indice de 
groupage (présentée dans la prochaine section).  
 
 
4.5 Adaptation de la théorie du groupage du feuillage aux données TLS 
 
Une des limites de plusieurs des méthodes d’estimation de l’indice de groupage 
présentées ici est la difficulté à faire une moyenne logarithmique sur une longueur 
théorique tel que proposée par Lang et Xiang (1986). Cette difficulté provient non 
seulement de la problématique d’avoir des segments sans trouée, mais aussi du fait que 
les instruments avec vues hémisphériques ont des segments angulaires qui ne 
correspondent pas à une longueur linéaire. Mais pour d’autres instruments, comme le 
TRAC et ceux donnant accès à des données en trois dimensions comme les LiDARs, une 
moyenne de fraction de trouées peut être faite sur une longueur physique précise et non 
pas seulement sur une longueur angulaire. Les données LiDARs peuvent donc procurer, 
en plus de l’information linéaire disponible comme pour le TRAC, de l’information sur la 
hauteur du couvert forestier. En effet le profil vertical du feuillage est une information 
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utile, mais encore peu mesuré en forêt. Ce qui suit décrit la théorie pour l’apport des 
données LiDARs dans l’estimation de l’IST et de l’ISF à l’aide de la fraction de trouées 
et ce sans la nécessité d’utiliser des voxels comme plusieurs autres études l’ont faits 
(Hosoi et Omasa 2010; Moskal et Zheng 2012; Béland et al., 2011 et 2013).  De plus, 
cette nouvelle méthode tiens compte de l’espacement entre les impulsions du laser et 
utilise la distance entre le LiDARs et les éléments du couvert forestier.  
 
L’information 3D de la position des composantes dans le couvert forestier 
mesurée par les LiDARs est une donnée très utile pour en faire ressortir les attributs 
spatiaux des peuplements. Cependant avec les données provenant des LiDARs, ce ne sont 
pas toutes les feuilles qui peuvent être vues et mesurées : le problème d’occlusion et 
conséquemment de zone aveugle ou de densité de point variant d’une zone à l’autre 
implique un échantillonnage inégal dans une scène. Toutefois, la probabilité de 
pénétration à travers le couvert végétal demeure toujours la source principale pour 
évaluer la densité du feuillage. Les LiDARs ont été utilisées pour obtenir la fraction de 
trouées moyenne et ainsi estimer l’ISF effectif (Richardson et al., 2009, Zhao et al., 2011; 
Peduzzi et al., 2012; Zheng et al., 2013), mais peu études peuvent revendiquer d’avoir 
mesuré l’ISF (par exemples Moorthy et al., 2008; Béland et al., 2011, sur des arbres 
isolés). Pour obtenir l’IST, il faut aussi considérer le groupage des éléments du couvert. 
Les méthodes d’estimation du groupage pour les PHs sont applicables aux données TLS, 
mais elles n’utilisent pas l’information 3D maintenant disponible avec les retours LiDAR. 
Nous présentons donc dans les prochaines lignes une variante de la méthode CLX 
(appelée à partir de maintenant méthode LF – pour « Leblanc-Fournier ») afin d’estimer 
l’indice de groupage à l’aide des données LiDARs. En plus d’être une nouvelle variante 
de la moyenne logarithmique de la fraction de trouée, la méthode LF utilise des valeurs 
de la hauteur des éléments du couvert forestier provenant de segments d’un angle de 
visée fixe semblables à ceux utilisés dans le PHs.  La méthode LF proposée suit cinq 
étapes pour estimer l’IST : 
 
1) L’estimation de l’indice de groupage avec la méthode LF se fait sur les lignes de 
données semblables à celles utilisés avec le PHs. Soit des lignes d’un pixel, représentant 
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une impulsion laser, en zénith pour les données TLS en format image provenant de POV-
Ray. Ces lignes contiennent aussi l’information en hauteur pour chaque pixel 
(correspondant à des retours LiDAR), extrait à des angles zénithaux fixes. Chacune de 
ces lignes couvre un azimut de 360° puisqu’elles proviennent d’un scan TLS 
hémisphérique. Le nombre de lignes est variable, mais ici l’extraction utilisée donne au 
plus 90 lignes puisqu’un pas de 1° en zénith est utilisé. Un exemple d’une de ces lignes 
est montré à la figure 14a pour une ligne de 45° en azimut à 57° du zénith. Cependant le 
nombre utilisable de ces lignes est plus petit que 90 car comme pour la PHs, seules les 
données entre 10° et 65° du zénith sont utilisées pour l’estimation de l’IST dans cette 
étude. L’analyse se fait en couche de hauteur en partant par la couche la plus proche du 
capteur (voir figure 14b pour l’analyse de la première couche). Les retours utilisés pour 
calculer la fraction de trouée sur une couche donnée sont ceux qui n’ont pas été pris en 
compte dans la couche en hauteur précédente (voir figure 14c et 14d pour exemple sur la 
deuxième couche). Une fois qu'un signal a été utilisé dans une couche donnée, cette partie 
de la ligne est éliminée dans la couche suivante et une nouvelle couche continue est 
formée au niveau suivant (voir la figure 14c et 14d). Plus l’analyse avance dans les 
couches loin du capteur, moins de données sont disponibles pour l’analyse comme on 
peut le voir clairement sur les Figure 14e et 14f.   
 
2) Comme pour les méthodes CCL et CLX, avant de faire une moyenne logarithmique 
sur la fraction de trouée, les grandes trouées statistiquement impossible sont enlevées. 
Idéalement la grandeur des trouées minimums à enlever devrait être trouvée en utilisant la 
méthode CCL. Cependant l’utilisation de la méthode CCL n’est pas possible ici car les 
couches loin de l’instrument ne sont pas suffisamment échantillonnées pour l’estimation 
statistique requise dans cette méthode. Donc pour tester la méthode LF, les trouées sont 
supprimées si elles sont plus grandes qu’un seuil donné. La détermination du seuil sera 
testée entre 25 et 225 cm, la même étendue de valeurs que l’étendue pour la moyenne 
logarithmique de la fraction de trouée (voir les étapes (4) et (5)) qui contient les valeurs 
correspondant généralement à 10 fois la grandeur des feuilles proposé par Lang et Xiang 
(1986). La valeur inférieure de 25 cm est assez petite pour inclure des trouées 
potentiellement possibles dans un couvert où le feuillage est distribué aléatoire et  la 
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valeur supérieure de 225 cm est une valeur assez grande pour les cas où les couverts sont 
très ouverts. Le concept de cette partie est illustré dans la figure 15 pour une couche. 
 
3) Une nouvelle couche du couvert est reconstruite sans les grandes trouées. Le segment 
total formant les trouées retirées est comptés comme étant un segment avec l’IST = 0 et le 
poids de ce segment dans le calcul de l’IST est proportionnel sa longueur par rapport à 
tous les segments. 
 
4) Une moyenne logarithmique est effectuée sur la fraction de trouées de la couche 
reconstruite (voir figure 15 pour un exemple) en utilisant une longueur fixe basé sur la 
longueur théorique de dix fois la taille moyenne des feuille de Lang et Xiang (1986). 
Pour les TLS, la résolution du faisceau et de l'espacement en les faisceaux à une hauteur 
donnée avec la distance du capteur sont utilisées pour estimer la fraction du nombre de 
pixels / impulsions nécessaires pour obtenir un cette longueur données (figure 16) : 
TT cos90RH
LongueurNbPixel  .                                                (32) 
5) La moyenne logarithmique est effectuée sur le segment d'une longueur donnée (ici 
testé de 25 à 225 cm, correspondant à une étendue de dix fois la taille de feuilles de 2,5 à 
22,5 cm) si au moins une trouée est présente. S’il n’y a pas de trouée, le segment est 
agrandi jusqu'à ce qu'une trouée soit trouvée, ou une trouée d’un pixel est ajoutée à la fin 
des données si aucune trouée n’a été trouvée pour une longueur limite donnée. Le poids 
de chaque valeur de l’IST par segment est basé sur la longueur finale du segment. L’IST 
est donc calculé à chaque couche avec : 
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où l'indice k se réfère à la position sur un segment à la hauteur h et de longueur lk(h). 
L’IST total est alors la somme de LT(h) sur toutes les couches.  
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Figure 14 : Principe de la méthode LF en hauteur. (a) profil d’une ligne de 45° en azimut à 
l’angle zénithal de visée de 57° avec la hauteur des retours des impulsions normalisées entre 0 et 
250. Les trouées à travers tout le couvert forestier ont la valeur 255. La partie grise en (a) met 
l’accent sur la couche la plus bas (couche 1). (b) L’analyse sur la couche 1 est illustré avec les 
trouées en gris et les éléments du couvert en blanc. Les retours ayant été utilisées dans (a) sont 
enlevés les données restantes sont reconstruits (compressés) en (c). (d) comme pour  (b), montrent 
les trouées en gris et les non-trouées en blancs de la couche 2 de (b). La même analyse est 
montrée pour la couche 3 dans (e) et (f).  
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Figure 15 : Schéma de la méthode LF sur une couche. Le but est d’obtenir des segments d’une 
longueur précise pour en faire la moyenne logarithmique (méthode LX) en enlevant les grandes 
trouées et en juxtaposant les segments restants de la couche étudiée.  
 
 
 
 
 
Figure 16 : Le nombre théorique d’impulsions laser nécessaires pour faire une moyenne sur un 
segment en fonction de la hauteur avec un signal LiDAR lancé à un angle zénithal de visée de 57° 
pour deux tailles de faisceau / espacement 
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4.6 Estimation de l’IST, l’ISF et de la FC  
 
4.6.1 Estimation par PHs simulées  
 
Une grande quantité de PHs simulées à partir des scènes virtuelles ont été créées. 
Ces PHs simulées ont été utilisés pour tester la capacité d'estimer l’IST, l’ISF et la FC 
avec des algorithmes connus. Pour faire ces tests, des logiciels spécialisés ont été utilisés.  
DHP.exe (Digital Hemispherical Photography, Leblanc et al., 2005; Leblanc 2008) est un 
logiciel utilisé pour l’analyse des PHs. Il est utilisé en pour établir des seuils sur les 
nombres numériques pour la séparation entre éléments du couvert forestier et le ciel. Le 
seuillage se fait sur plusieurs anneaux concentriques en zénith : par défaut nous divisions 
l’hémisphère en dix anneaux de 9° chacun. Deux valeurs de seuils ont été appliquées à 
chaque anneau. Le premier pour séparer les pixels avec les éléments du couvert forestier 
des pixels mixtes couvert forestier et ciel, et le deuxième seuil pour séparer les pixels ciel 
avec les pixels mixtes. L’application des seuils est plus simple pour les PHs simulées, par 
rapport aux PHs in situ, car toutes les PHs ont les mêmes caractéristiques, soit les 
éléments du couvert très sombres (nombre numérique de 0, et le ciel très brillant avec 
nombre numérique de 250). Les deux seuils utilisés sont donc 1 et 249 pour les PHs 
simulées. DHP.exe est ensuite utilisé pour extraire les segments d’un pixel en zénith à 
différentes valeurs entières de Tpour en faire l’analyse dans TRACWin.exe. 
 
TRACWin.exe (TRAC pour Windows, Leblanc 2008) est un logiciel développé à 
l’origine pour l’analyse des données de l’instrument TRAC (Chen 1996). Ce logiciel fut 
toutefois modifié pour l’analyse de segments provenant de PHs par Leblanc et al. (2005). 
Le but original de TRACWin.exe était le calcul la grandeur des trouées afin de calculer 
l’indice de groupage avec la méthode CCL. Il peut maintenant calculer d’autres indices 
de groupage comme LX, CLX et CMN à partir de segments provenant des PHs et du 
TRAC.  
 
L'analyse des PHs a été effectuée sur des anneaux concentriques d'un pixel (en 
zénith) pour des valeurs entières de l’angle zénithal de visée (par exemple 10º, 11º, 12º, 
etc.). Pour les estimations de la FC, seul DHP.exe a été nécessaire pour estimer la fraction 
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de trouées pour différents anneaux concentrique de 9° zénithal. L'évaluation des 
algorithmes a été réalisée pour répondre à la capacité des méthodes disponibles pour 
permettre un estimé de variables structurelles des peuplements. Cette évaluation implique 
d’abord de répondre à des questions plus générales, et graduellement vers des questions 
plus précises sur l’estimation de l'ISF et de la FC avec le cadre de modélisation proposé : 
 
(1) Nombre de PHs : la fraction de trouées et la densité du feuillage peuvent varier 
considérablement d'une PH à l'autre au sein du même peuplement forestier (Wang et al., 
1992; Fournier et al., 1997). Cette variation peut dépendre fortement de la structure du 
peuplement et de la position où les PHs ont été prises. La question du nombre adéquat de 
PHs pour l'estimation de l’ISF et de la FC des peuplements forestiers a donc été abordée 
afin de fournir des directives générales pour l'acquisition de données en fonction de la 
structure des peuplements. Des études précédentes mentionnent de cinq à douze 
photographies (Weiss et al., 2004; Leblanc et al., 2005; Pope, 2012). Ces estimés seront 
donc formellement analysés. 
 
(2) Comparaison des approches pour estimer l’ISF selon Miller ou à 57,3° : comme 
soulevé dans la section sur la théorie, beaucoup d’algorithmes de l’estimation de l’ISF 
utilisent l'intégration de Miller (équation 15) sur une plage réduite (ou tronquée) des 
angles zénithaux (Nilson, 1971; Campbell et Norman, 1989; Norman et Campbell, 1990; 
Leblanc et al., 2005). Cependant, plusieurs autres études ont suggéré que l'information de 
la fraction de la trouées près de T = 57,3° (équation 13) permettrait non seulement de 
simplifier grandement l'estimation de l’ISF, mais fournirait également des résultats 
similaires ou même plus exactes (Neumann et al., 1989; Leblanc et Chen, 2001; Weiss et 
al., 2004; Gonsamo et al., 2010). Ces deux approches visent à éviter la mesure de la 
distribution angulaire des feuilles. Nous proposons ici d'utiliser le cadre de modélisation 
pour évaluer si les deux approches sont équivalentes. 
 
(3) Les méthodes d'évaluation du groupage : L'utilisation de la fraction de trouées sur les 
PHs sans estimer l’indice de groupage n’apporte qu’une estimation de l’ISF effectif 
(Chen 1996). Par conséquent l'estimation de l'indice de groupage est un sujet de 
recherche actif avec plusieurs méthodes disponibles (Lang et Xiang, 1986; Chen et 
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Cihlar, 1996; Walter et al., 2003; Leblanc et al., 2005, Pisek et al., 2011). Lors de 
l'utilisation des PHs en forêt durant la saison de croissance durant laquelle les arbres ont 
leurs feuilles ou pour les peuplements de conifères, seul l’IST peut être estimé puisque la 
composante bois (ISB) n’est pas facilement mesurable avec les PHs. La disponibilité des 
scènes de forêts virtuels avec leurs PHs simulées a permis une évaluation formelle des 
méthodes les plus répandues pour estimer :L'analyse des scènes virtuelles a été utilisé 
pour comparer les résultats de quatre méthodes pour estimer :, soit CCL, LX (avec 
segments de 15º et 45º), CLX (avec segments de 15º et 45º), et CMN. L’IST estimé à 
l'aide de ces méthodes sur des scènes virtuelles, ont été comparés avec l’IST utilisé 
comme intrant pour ces mêmes scènes. L’IST intrant est la somme de l’ISF intrant et de 
l’ISB calculée à partir de la densité des tiges et leurs dimensions. Bien que la méthode 
LX puisse être effectuée sur tous segments annulaires dans la dimension zénithale, 
l'évaluation a été réalisée sur des segments de tailles de seulement un pixel en zénith pour 
se conformer aux méthodes CCL, CLX et CMN afin de bien s’assurer d’évaluer les 
méthodes et non pas d'autres facteurs tels que la résolution et l’échantillonnage. 
 
(4) Une analyse de l’ISB et l’ISF : Les procédures pour estimer l’ISF doivent également 
inclure l'évaluation et la soustraction de l’ISB à l’IST. Jusqu'à présent, très peu d'études 
ont abordé cet attribut en détail parce que le bois ne se discerne pas facilement du 
feuillage dans les PHs. Seules quelques études ont démontré que l’ISB peut être estimé 
par des capteurs sensibles à l’infrarouge (Kucharik et al., 1997, Zou et al., 2009) ou avec 
des TLS ayant un signal dans le proche infrarouge (Béland et al., 2011). Pour cette étude, 
nous avons suivi les méthodes telles que présentées dans Leblanc et Chen (2001) où 
l’ISB est estimée quand la forêt est sans feuille en simulant les 75 scènes virtuelles avec 
seulement la composante bois du couvert forestier. De plus dans notre étude, la structure 
de bois n’est représentée que par les troncs des arbres. D'autres études ont montré que le 
tronc correspondait jusqu'à 50 % de la matière ligneuse et est souvent proche d'une 
estimation réaliste de l’ISB pour une utilisation dans l'interception du rayonnement 
(Kucharik et al., 1998; Barclay et al., 2000). Par conséquent, l’ISF a été calculé pour 
toutes les scènes virtuelles avec la soustraction de l’ISB de l’ISF (équation 9). Même sans 
branches, les arbres simulés ici sur une large gamme de scènes virtuelles ont fournit 
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l'occasion d'évaluer l'importance de l’estimation de l’ISB comme variables nécessaires 
avec la fraction de trouées, et : pour l'estimation de l’ISF. Par conséquent, nous avons 
évalué la façon dont la modélisation cadre a été utile pour soutenir des valeurs fiables de 
l'ISF. 
 
(5) Le coefficient de projection G(T) : G(T) peut être estimé en l’isolant dans la loi de 
Beer (équation 8) tout en utilisant une valeur de l’IST estimée prés de 57,3º où G(T) est 
toujours proche de 0,5. Dans cette étude, nous n’avons regardé qu’un seul problème 
précis de l’estimation de G(T), soit son estimation en considérant où non le groupage des 
feuilles. Pour ce faire, deux cas particuliers avec groupage du feuillage très différents ont 
été utilisés pour démontrer l’importance de séparer G(T) et :(T) dans l’analyse des PHs.  
 
(6) Les estimations de la FC : Contrairement à l’ISF, la FC n'est pas une variable d'entrée 
aux scènes virtuelles. Les valeurs de références FC pour chacune des scènes virtuelles ont 
été calculée à partir de la proportion des peuplements simulés projetées sur le plan 
horizontal. Pour cela, des simulations de photographies aéroportées orthographiques de 
4000 × 3000 pixels au nadir ont été produites par tracé de rayons. Par conséquent, avec 
cette précision élevée des estimations de la FC, les 75 scènes virtuelles (avec trois 
distributions DAFs) ont fourni une base de référence pour évaluer la mesure de la FC 
avec les PHs. 
 
4.6.2  Estimation par la simulation de données LiDAR 
 
L’analyse des données LiDAR simulées a été faite avec un ensemble de logiciels 
qui incluent ceux utilisés pour l’analyse des PHs. Les logiciels DHP et TRACWin ont été 
modifiés afin de pouvoir utiliser les données LiDARs et une nouvelle méthode de 
considération du groupage du feuillage  
 
La nouvelle méthode de groupage LF, tout comme la méthode CLX, est basée en 
partie sur la méthode LX. Bien que Lang et Xiang (1986) aient recommandé que la 
moyenne logarithmique de la fraction de trouées soit faite sur une longueur de dix fois la 
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largeur du feuillage, nous avons testés l’algorithme LF sur plusieurs longueurs. De plus, 
nous avons déjà mentionné qu’il est impossible d’utiliser la méthode CCL pour trouver 
les grandes trouées. Ces trouées sont principalement dues aux trop petits échantillonnages 
des couches élevées dans le couvert. Donc, la grandeur minimum des trouées à être 
enlevés a aussi été testée, ainsi que le nombre de couches en hauteur. Le tableau 3 montre 
la plage des valeurs testées. L'usage des données TLS et ALS simulées a permis de 
répondre aux trois questions suivantes :  
 
(1) Comment paramétrer l’algorithme LF ? L’algorithme LF a été testé sur les 
simulations TLS et ALS. La comparaison entre les valeurs d’intrant de l’IST aux scènes 
virtuelle et celles estimées par l’algorithme LF a permis d’établir la meilleure 
combinaison des 3 paramètres de l’algorithme LF. Cependant, avec plus de 3 000 
combinaisons de paramètres à tester, les moyennes des R2 et de l’erreur quadratique 
moyenne (RMSE) ont été utilisés pour comprendre quels paramètres de l’algorithme LF 
semblent les plus judicieux pour se rapprocher des valeurs de l’IST connues pour les 
scènes virtuelles.  
 
(2) Comment retrouver les profils verticaux de l’IST, ISB et ISF ? Une fois les meilleures 
combinaisons de paramètres trouvées pour appliquer l’algorithme LF, une série de profils 
verticaux ont été utilisé à partir des scènes virtuelles pour les comparer les estimations de 
l’IST des simulations ALS et TLS. L’estimation d’un profil vertical de l’IST est possible 
grâce à la l’estimation de l’indice de groupage à chaque couche de hauteur de la forêt. 
Quatre scènes virtuelles avec des caractéristiques très distinctes ont été utilisées pour 
extraire les profils verticaux en suivant la méthodologie LF avec les paramètres trouvés 
dans l’étape précédente.  L’ISB pouvant aussi être estimé verticalement pour une scène, il 
a été estimé à partir de simulation sans feuille et soustrait de l’IST pour faire l’estimation 
du profil vertical de l’ISF.    
 
(3) Quel est l’impact de la densité de points des données LiDAR ? Les scènes virtuelles 
procurent une excellente occasion de produire des données simulées ayant une densité de 
points qui excède de loin ce qui est habituellement acquis dans les sites expérimentaux, 
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surtout pour les données ALS. Des tests ont donc été fait pour identifier à partir de quelle 
densité de points TLS ou ALS il est possible d’obtenir des résultats stables et exacts. 
Malgré que cet aspect ait retenu l’attention de quelques études pour l’ALS (par exemple 
Treitz et al. 2012), la question demande toujours d’être répondue d’une manière plus 
extensive. L’acquisition de PHs implique une résolution liée à la dimension en pixels de 
l’image résultante. Or le nombre de pixels est généralement suffisant pour appliquer les 
méthodes développées à ce jour. Toutefois, les balayages TLS prennent du temps et des 
ressources informatique, donc même s’il est possible d’avoir des données TLS très dense, 
la question de la densité adéquate de points se pose pour mieux utiliser les ressources. De 
plus, il est important de savoir quelle est la plus faible densité de point ALS pertinente 
pour la mesure de la structure forestière afin de maintenir le coût des acquisitions à son 
plus bas. Les résultats de cette analyse pourront permettre de procurer des lignes 
directrices pour établir une plage de densité pertinente des balayages TLS et d’appuyer la 
planification pour l’acquisition des données ALS selon un seuil de densité minimum de 
points, ce qui se traduira en une altitude du capteur et une dimension de fauchée adaptée à 
des mesures de la structure forestière.  
  
Tableau 3 : Étendues des paramètres de la méthode LF testés pour l’estimation de l’IST. 
Paramètres méthode LF Étendue Fréquence
Nombre de couches 1, et 5 à 25 5 
Taille minimal des trouées à enlever (cm) 25 à 225 25 
Taille de l’application de la moyenne logarithmique (cm) 25 à 225 25 
    
 
4.7 Estimation de l’IST, l’ISF et de la FC avec les données LiDAR des sites 
expérimentaux.  
 
L’analyse des données LiDAR simulées à partir des scènes virtuelles nous a 
guidés dans l’analyse des données LiDARs des sites expérimentaux. Cependant, les 
différences entre les données virtuelles et expérimentales impliquent des traitements 
spécifiques. Pour les données LiDAR des sites expérimentaux de Matane, nous avons 
procédé comme ceci : 
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 (1) Traitement des données TLS pour produire un rendu hémisphérique : Un traitement 
des points TLS pris aux sites expérimentaux est fait avec le programme de rendu POV-
Ray pour produire une donnée hémisphérique compatible avec les logiciels de traitement 
des PHs. Il y a une différence importante toutefois, c’est que la donnée LiDAR procure 
une information en 3D tandis que la donnée de PH ne procure que des données en 2D. 
Habituellement, des voxels sont utilisés pour faire un rendu des données TLS (voir 
Cifuentes et al., 2014) pour réduire la quantité de points. Ici, tous les retours sont utilisés 
dans le rendu sauf les retours avec intensité < 0,18 % et ayant une distance euclidienne < 
0,05 m.  Les données ont été sauvegardées en format cartésien dans des fichiers ASCII 
pour être facilement lues par des algorithmes informatiques. Ensuite ces données ont été 
transformées en fichiers de format POV-Ray pour en faire un rendu hémisphérique avec 
les mêmes caractéristiques que les images TLS simulées (4000 × 3000 pixels). Pour ce 
faire, chaque point du nuage de points TLS a été rendu dans POV-Ray avec une sphère de 
rayon équivalent à l’espacement entre deux faisceaux. Chaque point de retour du LiDAR 
de la scène expérimentale est rendu en couleurs basée sur sa hauteur par rapport au sol 
suivant la même convention que pour les données virtuelles : un gradient du canal rouge 
de 0 (au sol) à 250 (hauteur maximum du site), un gradient de 250 (au sol) à 0 (hauteur 
maximum) et le canal bleu à 0.  Ce processus de rendu est très lent par rapport aux scènes 
virtuelles car les éléments de la scène sont perçus en retours non liés topologiquement 
entre eux. Par exemple, un tronc qui n’est qu’un seul objet dans les simulations, peut être 
composé de milliers d’éléments avec les données TLS. Afin de pouvoir réaliser les 
rendus sans avoir de problèmes de mémoire RAM, les données TLS ont été rendu en six 
anneaux concentriques puis fusionnées en une seule image. Une fois l’image créée à 
partir des simulations TLS, elle peut être utilisée dans l’estimation de la structure du 
couvert forestier avec les mêmes algorithmes que ceux développés pour les PHs et avec 
le nouvel algorithme LF pour les données LiDAR.  
 
(2) Traitements des données ALS : Les données ALS ont été extraites sur une région de 
40 m × 40 m centrées sur les placettes expérimentales. Les données ALS sont plus faciles 
d’utilisation que celles des TLS car elles sont mieux adaptées pour trouver les trouées 
 93
dans le couvert forestier puisque le signal revenant du sol est plus clairement identifiable. 
Donc une routine a été utilisée pour transformer les données cartésiennes en format 
transect (style TRAC). Les données ALS sont extraites suivant l’ordre acquisition et seule 
la hauteur normalisée (0 à 250 pour suivre les données simulées) est utilisée dans 
l’analyse.  
 
(3) Estimation de l’IST, ISF et la FC : Trois types d’analyse ont été appliqués aux 
données LiDARs de Matane : (1) une comparaison de l’estimation de la FC, (2) 
l’estimation de l’ISF effectif, ainsi que (3) l’estimation de l’ISF avec la méthode LF entre 
les données ALS et TLS. Les donnés TLS ont aussi été utilisées en mode PH pour estimer 
l’ISF avec les méthodes qui lui sont associées. La méthode LF étant appliquée sur des 
profils verticaux, une comparaison des profils verticaux de l’IST effectif et l’ISF a été 
produite, ainsi que pour l’ISB et :, sur quelques sites expérimentaux afin d’en vérifier la 
validité et les différences selon les essences.  
 
4.8 Exploration des limites des méthodes d’estimation de l’indice de groupage : 
 
Pour terminer nos analyses, des tests précis ont été faits avec les données des 
scènes virtuelles pour déterminer certaines limites des méthodes d’estimation du 
groupage. Trois questions de limitation des méthodes et données ont été testées :   
 
(1) Jusqu’à quel point la méthode CCL sous-estime l’ISF ? La méthode CCL est 
reconnue pour sous-estimer l’ISF (Leblanc et al., 2005). Donc comme première question, 
nous avons évalué quel était le ou les facteurs limitant l’estimation de l’IST avec les 
méthodes CCL, CMN et CLX. 
 
(2) Comment régler la problématique de l’absence de trouée dans les segments pour les 
méthodes LX et CLX ? Les méthodes d’estimation du groupage des feuilles LX et CLX 
dépendent de la longueur de segments sur lesquels la moyenne logarithmique est 
calculée. L’absence de trouée dans certains segments est un problème connu qui affecte 
ces méthodes (Leblanc et al., 2005), Ce problème comporte une erreur mathématique 
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dans les calculs de l’algorithme car le logarithme de zéro n’est pas définie (équations 13 
et 15). Comme deuxième limitation, nous avons analysé les limites des grandeurs de 
segments par rapport à l’IST et la moyenne logarithmique des fractions de trouées à 
l’aide des PHs simulées des scènes virtuelles. 
 
(3) Quelles sont les limites de l’estimation de l’indice de groupage avec les données 
LiDAR ? Nous avons appliqué la méthode LF aux données TLS et ALS des scènes 
virtuelles et des sites expérimentaux. Or contrairement à nos données virtuelles, les 
trouées dans les données LiDARs ne se mesurent pas de la même manière sur les PHs et 
TLS qu’avec les données ALS. Donc comme troisième et dernière limitation, nous avons 
étudié la problématique d’estimation de l’ISF/IST avec les données ALS qui ne sont 
disponible que près du nadir.   
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Chapitre 5 : Résultats et leur interprétation  
 
Les résultats portent d’abord sur les données des scènes simulées pour ensuite 
traiter les PHs et les données LiDAR en appui de l’analyse sur des questions clés liées 
aux estimations de l’IST, l’ISF et la FC. Les résultats sont séparés en sept parties : (1) le 
cadre de modélisation a été analysé pour s’assurer que la complexité du modèle est 
suffisante pour répondre au questions reliées aux estimations des attributs de la forêts ; 
(2) les simulations de PHs ont été analysées sur six questions clés; (3) l’analyse a ensuite 
porté sur l’usage des données TLS simulées pour évaluer le potentiel de la méthode LF et 
ensuite sur (4) l’application de cette même méthode au données ALS simulées; (5) une 
comparaison des profils verticaux provenant des simulation TLS et ALS est présentée; 
(6) la méthode LF est appliquée aux données TLS et ALS de Matane ; et pour conclure 
(7) une évaluation est présentée sur les limites des méthodes d’estimation du groupage.  
 
5.1 Cadre de modélisation de la forêt  
 
Le cadre de modélisation visait la mise en place de procédures permettant de créer 
virtuellement, mais de manière réaliste, différents types de peuplement et de modéliser 
différents la mesure de ces peuplements avec différents capteurs optiques. Cette section 
montre des exemples de simulations 3D obtenues avec notre cadre de modélisation, ainsi 
qu’une analyse de la gamme d’attributs important des couverts simulés, comme l’indice 
de groupage et la FC. En premier, des exemples aux niveaux de l’arbre et du peuplement 
sont montrés. Suivront des exemples de simulations représentant les capteurs utilisés dans 
cette étude, soit des PHs, des photographies aériennes, et finalement des balayages TLS 
et ALS.  
 
Une visualisation des arbres individuels a pu être réalisée avec notre cadre de 
modélisation. Les arbres simulés sont constitués d’un tronc et d’un houppier remplis de 
feuilles distribuées aléatoirement dans le houppier avec une DAF prédéfinie. La figure 17 
montre quelques exemples d'arbres tels que simulés par la procédure proposée avec 
l’outil de rendu POV-Ray. Pour avoir un grand éventail de différentes conditions de 
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peuplement, les grandeurs de houppiers ont été variés ainsi que leurs composante bois 
avec une présence de forte (gros tronc par rapport aux houppiers) à nul (aucun tronc, 
seulement le feuillage). Par exemple, le grand arbre dans la scène 011 (figure 17b) a 
volontairement été modélisé avec une quantité inférieure de bois par rapport à un arbre de 
cette taille afin de minimiser sa composante bois par rapport au feuillage.  
 
Diverses fonctions aléatoires ont été utilisées pour la distribution des arbres pour 
simuler des peuplements de 500 × 500 m2 pour une gamme étendue de densité de 
peuplement. Les arbres ont été placé individuellement ou par groupe (selon un nombre 
variable d’arbres) de manière aléatoire suivant une distribution de Neyman, ou double 
Poisson : une distribution qui représente bien l’emplacement des tiges dans les forêts 
boréales (Chen et Leblanc, 1997). En présence de plus d’une espèce, les arbres ou 
groupes d’arbres ont été placé en alternance avec les autres essences.  
 
 
                  (a)                                (b)                                                (c) 
 
Figure 17 : Exemples d’arbres simulés provenant des scènes (a) 001 (14 m), (b) 011 (9 et 18 m), 
et (c) 031 (2 m, 4,1 m, 8,3 m, et 17,5 m).  
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Le réalisme des simulations de peuplement par POV-Ray peut être apprécié par la 
vue aérienne oblique de la figure 18 de la scène 016 avec un rendu avec source lumineuse 
représentant le soleil. Un fond contrastant rosé a été ajouté à la scène pour une meilleure 
visualisation. La portion centrale de la scène utilise les arbres détaillés, toutefois cette 
portion centrale est entourée par des arbres simplifiés ayant uniquement la forme externe 
des houppiers et troncs. Pour cette scène, les arbres détaillés ne représentent que 2 % des 
arbres du peuplement. 
 
 
 
Figure 18 : Visualisation d’une photo aérienne oblique des arbres simulés pour produire la PH de 
la figure 19c. La partie centrale du peuplement simulé contient des 1 731 arbres simulés, entourés 
de 90 694 arbres n’ayant que les contours externes du houppier et du tronc. 
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A partir de peuplements comme ceux de la figure 18, nous pouvons simuler les 
données prises à partir d’instruments optiques de télédétection. Les PHs ont été simulées 
dans les meilleures conditions possibles : l’éclairage céleste sur les PHs simulées est 
isotrope, les problèmes associés aux données terrains sont évitées telles qu’une mauvaise 
exposition, une photographie floue associée au mouvement, ou une caméra à la mauvaise 
hauteur par rapport au sol. De plus, le logiciel POV-Ray avec le mode « fish-eye » assure 
que les PHs soient sans distorsion optique. La PH simulée au centre de la scène 016 de la 
figure 18 est visualisée à la figure 19c. Cinq autres exemples de PHs provenant d’autres 
scènes sont aussi inclus à la figure 19. Ces exemples ont été choisis pour représenter un 
éventail varié de conditions de nos scènes virtuelles. Le niveau de réalisme des scènes par 
rapport à des peuplements réels varie, mais la simulation permet aussi de procurer des 
situations à la limite de la réalité d’une forêt réelle telle que la scène 034 (figure 19f) 
montrant un couvert forestier théorique (non-réaliste) ne contenant que du feuillage 
distribué aléatoirement.  
 
La fermeture du couvert a été estimée pour chaque scène à l’aide de 
photographies aériennes simulées au nadir (voir figure 20) ayant 4 000 par 3 000 pixels.  
Le choix de la densité des tiges, la taille des couronnes et l'ISF donne un large éventail de 
fermeture du couvert, de 2 % à 99 % (voir la figure 21a). Plusieurs des 75 scènes sont 
représentatives de forêts boréales très ouvertes avec une large gamme de l’indice de 
groupage de 0,35 à 0,94 (voir figure 21b). Cet indice de groupage à été calculé en faisant 
le rapport de l'IST effectif (IST avec :T= 1 et G(T) = 0,5 dans l’équation 13) pour Tde 
55º à 60º avec l’IST intrant. Bien que les valeurs de références de l’ISF et l’IST suivent 
des distributions proches d’une normale, les distributions de la FC et de l’indice de 
groupage : ne suivent pas une telle distribution (figure 21a et 21b). Cependant, l’étendue 
de la FC et de : couvre l’éventail normal de ces attributs en milieu forestier. 
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Figure 19 : Exemples de photographies hémisphériques simulées pour six scènes : (a) scène 001 
avec un ISF de 3,0 et le feuillage orienté aléatoirement, (b) scène 011 avec une ISF de 2,2 avec 
feuillage orienté aléatoirement, (c) scène 016 avec un ISF de 2,2 et feuillage planophile, (d) scène 
024 avec un ISF de 4,0 et feuillage érectophile, (e) scène 031 avec un ISF de 3,5 et le feuillage 
orienté aléatoirement; et (f) scène 034 avec un ISF de 2,0 et un feuillage distribué de manière 
aléatoire mais avec une orientation érectophile. 
 
 100
 
 
 
                   (a)                                                                     (b) 
 
       
                                  (c)                                                                          (d) 
 
Figure 20 : Exemples de simulations aéroportées avec vue orthogonale utilisées pour l’estimation 
de la fermeture du couvert pour (a) la scène 011 (FC = 30,2 %), (b) la scène 031 (FC =  42,0 %), 
(c) la scène 038 (FC = 5,7 %), et (d) la scène 060 (FC =  46,3 %). Les simulations couvrent des 
superficies de 40 m × 30 m. 
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Figure 21 : Distribution des valeurs de référence des 75 scènes simulées (avec trois DAFs) de 
(a) la fermeture du couvert estimée à partir de simulations aériennes nadir et (b) l'indice de 
groupage estimé à partir des photographies hémisphériques en prenant le rapport de l’IST effectif 
entre 55º à 60º sur l’IST intrant. 
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Chaque élément des arbres dans les scènes rendues, pour simuler les données 
LiDARs, est codé en couleur selon sa hauteur normalisé par la hauteur maximale de la 
cime du plus grand arbre de cette scène. La couleur du tronc est en dégradé continu, mais 
celle des feuilles est attribuée à la hauteur de son centre. Cependant, nos analyses ayant 
été faites en couches, cette différence entre les couleurs continues des troncs et 
ponctuelles pour les feuilles est négligeable. Quatre scènes avec des caractéristiques 
différentes ont été choisies comme exemple dans la figure 22. Ces mêmes quatre scènes 
variées seront utilisées comme exemples pour plusieurs résultats avec les données LiDAR 
simulées. Le houppier prisme de la scène 33 (figure 22c) a été utilisé pour simuler un 
couvert forestier presque turbide sans tronc. La figure 23 procure des exemples de 
visualisation de balayage hémisphérique TLS de quatre scènes correspondant aux quatre 
exemples d’arbres de la figure 22. Les figures 23b et 23c montrent deux balayages TLS 
de la même scène (007) mais avec des distributions du feuillage différentes. On peut aussi 
voir la même scène (033) dans les figures 23d et 23e. On remarque que la distribution 
planophile bloque plus le ciel vers le centre du balayage, près du zénith, dans les figure 
23c et 23e. 
 
             (a)                         (b)                                 (c)                                     (d) 
   
Figure 22 : Illustration des arbres en mode LiDAR pour (a) la scène 005 avec houppier cône sur 
un cylindre; (b) la scène 007 avec deux essences avec houppier en forme de sphéroïde; (c) la 
scène 033 avec houppier en forme de prisme et (d) la scène 071 avec quatre essences avec 
houppier sphéroïde.  
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Figure 23 : Visualisation de balayage de données TLS simulées. (a) Scène 005 avec feuillage 
érectophile; (b) scène 007 avec feuillage planophile, (c) scène 007 avec feuillage planophile; 
(d) scène 033 avec feuillage aléatoire; (e) scène 033 avec feuillage planophile et (f) scène 071 
avec feuillage érectophile. Les couleurs représentent la hauteur normalisée. 
 
 
Les quatre scènes utilisées comme exemple dans les figures 22 et 23 sont aussi 
montrées en mode image de simulation ALS dans la figure 24. La figure 24 montre des 
simulations à différents angles de visée et distributions angulaire du feuillage. En général, 
on remarque un plus grand nombre d’éléments en vert (plus proche du sol) dans les 
simulations TLS et plus d’éléments en rouge (plus proche de la cime) dans celles 
aéroportés (ALS). Ceci s’explique facilement par les problèmes d’occlusion de la donnée 
LiDAR qui implique plus de retours dans le bas du houppier pour le TLS et dans le haut 
du houppier pour l’ALS. Le cadre de modélisation permet aux petits arbres de se 
retrouver sous les houppiers des plus grands arbres. La figure 24b montre quelques petits 
arbres en vert visibles à travers les petites trouées dans les houppiers des plus grands 
arbres en rouge. Ces petits arbres représentant les arbustes, comme les noisetiers, sous de 
grands arbres comme les peupliers que l’on retrouvent dans certaines forêts canadiennes 
(Chen et al., 1997). Les figures 23a et 24a, montrant la scène 005, sont de bons exemples 
de simulations ressemblant à des peuplements d’épinettes noires de la forêt boréale.  
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 Figure 24 : Exemples de données ALS simulées pour (a) la scène 005 avec vue à 15º du zénith 
avec feuilles orientées aléatoirement, (b) la scène 007 avec vue au nadir avec distribution des 
feuilles planophile ; (c) la scène 033 vue à 35º du zénith feuilles orientées aléatoirement, et (d) la 
scène 071 avec vue à 60º du zénith  distribution érectophile. Les couleurs représentent la hauteur 
normalisée. Le sol est en blanc. 
 
 
À l’aide de ces données simulées en format images, les trouées sont facilement 
mesurables avec un simple décompte de pixels pour les simulations LiDAR, et de sous-
pixels pour les simulations de PHs. La figure 25 montre comment le cadre de 
modélisation donne des profils zénithaux de la fraction de trouées avec les trois 
distributions angulaire du feuillage (aléatoire, planophile et érectophile). La scène 033 a 
été choisie pour démontrer cet effet car le feuillage de cette scène est très homogène, avec 
peu ou pas de groupage. L’effet de l’orientation des feuilles se fait sentir le plus vers le 
zénith, et le moins entre 50 et 60º. On remarque aussi que les fractions de trouées des 
simulations ALS et PHs sont très similaires, avec une petite déviation entre les deux pour 
le cas érectophile entre T de 40 à 50º. Les simulations aéroportées donnent un 
échantillonnage plus constant pour chaque angle de visée par rapport aux simulations de 
 105
PHs, et peuvent donc fournir de l’information aussi bonne à T= 0º que pour les autres 
angles. Nous n’avons pas montré les résultats aux angles plus petits que 10º pour les PHs 
dans la figure 25 car ceux-ci étaient trop bruités du au faible l’échantillonnage du couvert 
forestier à ces angles.  
 
Le but des simulations est bien sûr de procurer des scènes et des données simulées 
assez réalistes pour en tirer des conclusions applicables aux vraies forêts. Aucune scène 
virtuelle n’a été modelée pour représenter exactement les caractéristiques d’une placette 
terrain précise, mais cette option est possible en modifiant le code utilisé pour créer les 
scènes virtuelles. Peu de sites expérimentaux ont des mesures précises de l’ISF, ce qui 
rend la simulation de placette difficile. Cependant, certaines scènes s’appuient sur des 
mesures d’attributs de peuplements réels, tels que pour les scènes 005 et 066 qui sont 
tirées des placettes d’épinettes noires formées de houppiers longs et étroits et un 
espacement horizontal entre les arbres plus grand que la largeur horizontale des 
houppiers. Ces simulations de sites connus permettent de comparer la fraction de trouées 
d’une scène virtuelle et d’un site expérimental. La figure 26a montre une PH simulée de 
la scène 066 et une PH du site T04 avec différentes nuances de gris pour souligner 
l’anneau couvrant T de 55 à 60º du zénith. La fraction de trouées moyenne calculée à 
partir des dix PHs simulés et les 13 PHs du site T04 fournissent une preuve de similitude 
entre les deux ensembles de données (Figure 26b), y compris des changements brusques 
de la courbe à certains angles (15-18º). Tel qu’illustré par la figure 26c, la compatibilité 
entre les simulations et données terrains sera utilisée plus loin dans l'analyse afin de lier 
les résultats des scènes virtuelles avec ceux des sites expérimentaux. Avec cette 
compatibilité, les simulations serviront à quantifier les algorithmes d’estimation des 
paramètres de l’architecture des forêts et leurs limites. 
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Figure 25 : Comparaison de la fraction de trouées pour les trois distributions angulaires du 
feuillage : aléatoire, planophile (25º en moyenne par rapport à l’horizon) et érectophile (25º en 
moyenne par rapport au zénith) provenant de la scène 033 avec ISF de 3,0. Simulation de PHs et 
des données ALS. 
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(a)                                                     (b) 
 
 
  (c) 
 
Figure 26 : (a) PH simulée de la scène virtuelle 066 et (b) une PH du site expérimental T04. Les 
zones sombres représentent les angles de 55º à 60º du zénith. (c) La fraction de trouées calculée 
partir des dix PHs simulées de la scène 066 et des 13 PHs du site expérimental T04. 
 
 108
5.2 Résultats de l’analyse des photographies hémisphériques 
 
Cette section couvre les résultats portant sur les six questions soulevées pour 
l’analyse des PHs. La disponibilité des scènes virtuelles et de sites expérimentaux 
permettent d’appuyer les analyses de chacune de ces questions. 
 
5.2.1 Nombres de PHs pour évaluer l’IST et la FC 
 
Malgré le grand nombre d’études disponibles qui utilise les PHs, l’établissement 
du nombre minimum de PHs à être utilisés dans l'estimation de l’ISF demeure encore une 
question ouverte. Leblanc et al. (2005) ont estimé que de quatre à six PHs sont 
nécessaires pour obtenir des mesures qui pouvaient être analysés d'une manière similaire 
au données du TRAC. En général, pour nos 75 scènes virtuelles, un nombre croissant de 
PHs a eu tendance à donner des valeurs de l’IST convergeant assez rapidement vers la 
moyenne finale du site (Figure 27a). En effet, après seulement quelques PHs, l’IST 
moyen de ces PHs est similaire à la moyenne obtenue avec dix PHs. Pour cette 
évaluation, une valeur de l’IST pour chaque segment de 45º (méthode CLX-45) en azimut 
à angle zénithal de visée de 57° a été utilisée (ce qui explique pourquoi chaque PH est 
sous divisée en huit valeurs). Ce test démontre qu’en moyenne pour nos scènes virtuelles, 
seulement deux PHs ont été nécessaires pour que la différence relative moyenne en IST 
soit plus basse que 10 %, et seulement cinq HPs ont été requises pour rejoindre des 
valeurs sous 5 %. Toutefois, entre quatre et six PHs ont été nécessaires pour que les 
valeurs moyennes de l’IST soient moins de 10 % et de 5 %, respectivement, si l'on 
considère aussi l’écart type maximal. En regardant de plus près le nombre moyen de PHs 
nécessaires pour descendre de 10 % et 5 % d'écart par rapport à la valeur moyenne de dix 
PHs, on trouve que le facteur qui peut expliquer à lui seul cette tendance d’une scène à 
l’autre est la variation de l'indice de groupage. En effet, pour un indice de groupage CLX 
sur segments de 45º en azimut (:CLX-45) inférieur à 0,6, le nombre de PHs nécessaires 
pour obtenir moins de 10 % et 5 % d'erreur est de quatre et sept PHs, respectivement. 
Pour :CLX-45 entre 0,6 et 0,7, afin obtenir moins de 10 % et 5 % d'erreur il faut deux et 
quatre PHs, respectivement. Cependant, pour les scènes les plus homogènes, avec :CLX-45 
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supérieur à 0,7, une seule PH en moyenne est nécessaire pour une différence de 10 % et 
deux PHs pour une différence de 5 %.  
 
 
 
Figure 27 : La différence relative absolue entre l’IST moyen estimé pour tous les HPs et cumulée 
pour n PHs pour (a) moyenné (avec écart-type) pour  les 75 scènes avec  distribution angulaire 
des feuilles aléatoire (méthode CLX-45),  et (b) pour les sites expérimentaux T04 et T05.  
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Afin d’illustrer le nombre de PHs requis pour obtenir une valeur stable de l’IST 
dans les sites expérimentaux, la figure 27b montre les résultats pour les sites T04 et T05, 
deux sites composés à majorité d’épinettes noires, situés près de Thompson, au Manitoba.  
L’ordre des PHs dans la figure 27 suit l’ordre de prise de donnée des PHs sur les sites 
expérimentaux. Le site T04 est un site mature dense et le site T05 est très ouvert. Pour le 
site T04, un minimum de deux PHs ont été nécessaires pour que la différence entre l’IST 
de ces deux PHs soit sous 5 % par rapport à l’IST des 13 PHs. Pour le site T05, il a fallu 
13 PHs avant que la moyenne tombe sous 5 % par rapport à la moyenne de 16 PHs. 
L’ordre des PHs a une importance, mais ce résultat illustre tout de même peu de PHs sont 
nécessaires pour évaluer l’IST si la structure du site est uniforme. Cependant certains 
sites peuvent exiger plus de PHs lorsque la structure du peuplement varie 
considérablement comme dans les sites très ouvert T05.  
 
Les valeurs estimées de la FC à partir des 75 scènes virtuelles montrent la 
nécessité d’utiliser plus de PHs (jusqu’à dix PHs) pour estimer cet attribut si on compare 
avec ce qui est nécessaire pour estimer l’IST (figure 28a). La FC a été estimée à partir de 
la fraction de trouées des PHs simulées aux angles zénithaux de 0 à 9º. En moyenne, il a 
fallu sept PHs afin de parvenir à une FC moyenne avec 10 % de différences de celle 
estimée avec les dix PHs. Une fois segmenté en trois classes d’ouverture du couvert, il a 
fallu au moins huit PHs pour que l'erreur soit inférieure à 10 % et de neuf PHs pour être à 
moins de 5 % pour les forêts virtuelles avec une FC faible (0-33 %). Pour les scènes avec 
valeurs moyennes de FC (33-66 %), six PHs ont été nécessaire pour être à moins de 10 % 
de la valeur moyenne et huit PHs pour être à moins de 5 %. En moyenne, il a suffit 
d’utiliser une seule PHs pour avoir l’erreur à moins de 10 % et de deux à moins de 5 % 
pour un couvert forestier virtuel dense (66-100 %). La FC estimée dans deux sites 
expérimentaux (figure 25b) suit bien la tendance observée sur les scènes virtuelles. Le 
site relativement uniforme T04 avait une FC estimé à 40 % (au moyen de 13 PHs) et le 
site très ouvert T05 avait une FC estimée à un peu moins de 10 % (avec 16 PHs). La 
moyenne accumulée de FC n'a pas beaucoup changée après cinq PHs pour T04. 
Cependant, la FC moyenne accumulée à eu peine a converger pour le site T05, même en 
utilisant plus de 15 PHs. 
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Figure 28 : La différence relative absolue entre la fermeture du couvert moyenne (0-9°) estimée 
pour avec les dix PHs et la moyenne cumulée en ajoutant des PHs, (a) pour les 75 scènes 
virtuelles (avec écart type) pour une distribution angulaire des feuilles aléatoire et (b) pour les 
sites expérimentaux T04 et T05. 
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5.2.2 IST avec Miller ou près de 57,3º  
 
Nous avons vue que l'inspection visuelle des PHs simulées (par exemple sur la 
figure 26a) comparées avec les PHs prises dans des sites expérimentaux (figure 26b) 
semblent subjectivement similaires. Dans cette section, les PHs des scènes virtuels et des 
sites expérimentaux sélectionnés ont été utilisées pour comparer l’estimation de l’IST 
selon deux méthodes angulaires: (1) pour une gamme étroite de l'angle zénithal de visée, 
près 57,3º, ou (2) en utilisant le théorème tronquée de Miller (figure 29).  
 
Les différences entre les valeurs estimées à partir des deux méthodes ont été 
évaluées à l'aide d'une régression linéaire donnant la tendance selon les deux méthodes 
d’estimation. Cette tendance a été évaluée en séparant les simulations avec l’orientation 
des feuilles (figure 29a et 29c). L’orientation des feuilles a eu un effet marqué entre les 
méthodes d'estimations. Cependant, même si les modèles linéaires sont clairement 
distincts, ils ne diffèrent pas plus de 22 % en moyenne pour les feuilles non aléatoirement 
orientées. De plus, cette variation n’est que de 2 % pour le cas aléatoire avec l’indice de 
groupage CLX-45. La méthode d'estimation dépend aussi du type de couvert, c’est-à-dire  
que le comportement des estimations diffère pour les peuplements de conifères et de 
feuillus (figures 29b et 29d) pour les sites expérimentaux. Ces résultats sont aussi 
exprimés avec l’estimation sans considération de groupage (IST effectif)  (figures 29a et 
29b) et avec indice de groupage selon la méthode CLX-45 (figures 29c et 29d) qui nous 
amènent de légères différences. Seule la méthode CLX-45 été choisi pour la 
démonstration, mais d’autres méthodes auraient pu être choisies parmi les résultats du 
tableau 4. Dans l'ensemble l'estimation de l’IST avec Miller et près de 57,3º étaient 
fortement corrélés avec les facteurs de corrélation (R2) de 0,94 ou plus. Cependant le 
tableau 4 et la figure 29 ne nous montrent pas laquelle des deux méthodes est la mieux 
corrélées avec l’IST intrant. Cette analyse est faite dans la prochaine section. Fait 
intéressant, le modèle linéaire le plus proche de la ligne 1:1 de valeurs de comparaison est 
celui de la distribution angulaire aléatoire des feuilles, en particulier lorsque l'indice de 
groupage est considéré (figure 29c). Les distributions planophile et érectophile tendent à 
être inférieures ou supérieures respectivement aux valeurs de l’IST de la méthode à 57,3º. 
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De plus, l'application du calcul de l’IST avec l’indice de groupage intensifie légèrement 
les différences entre les valeurs estimés avec Miller et à 57,3º. Les valeurs de l’IST avec 
Miller pour les conifères et les feuillus tendent à être inférieures ou supérieures, 
respectivement, avec celles à 57,3º. Le tableau 4 montre que la méthode CMN est 
légèrement différente des autres lorsqu'on compare la méthode de Miller et celle à 57,3º, 
elle a les plus grandes valeurs d'ordonnée à 0,34 et 0,37 (donc un biais pour les valeurs 
faibles d’IST). Cependant, la comparaison Miller-57,3º pour la méthode CMN a un très 
bon R2 supérieur à 0,9. Le théorème de Miller a été développé pour compenser les effets 
de l’orientation des feuilles sur l’estimation de l’ISF, la figure 29c nous démontre que 
lorsqu’il n'y a pas de préférences d’orientation des feuilles, les deux méthodes sont 
presque identiques, mais lorsqu’il y a une orientation érectophile ou planophile, les deux 
méthodes divergent. 
Tableau 4 : Résultats de régression linéaires estimés entre les méthodes « 55º à 60º » et « Miller 
de 10º à 65º » pour les 75 scènes virtuelles avec les trois distributions angulaires du feuillage. La 
figure 29 montre 4 des cas présentés ici. 
R2 Ordonnée à l’origine Pente 
Aléatoire Plano Érecto Aléatoire Plano Érecto Aléatoire Plano Érecto 
ISTe 0,99 0,94 0,99 -0,03 -0,15 0,02 0,91 1,08 0,82 
CCL 0,99 0,95 0,99 0,00 -0,06 0,04 0,95 1,12 0,85 
CMN 0,97 0,91 0,94 0,37 0,37 0,40 0,91 1,06 0,81 
LX-15 0,99 0,95 0,98 -0,01 0,12 0,00 0,98 1,14 0,89 
LX-45 0,99 0,95 0,99 0,04 -0,05 0,08 0,94 1,16 0,83 
CLX-15 0,98 0,94 0,97 -0,04 0,14 -0,09 1,04 1,13 0,94 
CLX-45 0,98 0,94 0,97 -0,01 0,05 0,08 1,02 1,19 0,87 
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Figure 29 : Comparaison entre IST avec Miller de 10º à 65 º et IST avec angles de 55° à 60° pour 
toutes les scènes virtuelles et dans les sites expérimentaux. Des régressions linéaires ont été 
utilisées pour estimer la différence relative entre les méthodes d'estimation de l’IST. Les données 
ont été divisées en fonction de leur la distribution angulaire du feuillage (aléatoire, planophile ou 
érectophile) pour (a) et (c), et divisé en type de forêt (conifères ou de feuillus) pour (b) et (d). Les 
estimations de (a) et (b) ont été effectuées en supposant aucun groupage, tandis que pour (c) et (d) 
l’IST est calculé avec considération du groupage selon la méthode CLX-45. 
 
5.2.3 Évaluation des méthodes d’estimation de l’indice de groupage.  
 
Les différentes méthodes pour estimer l’indice de groupage sont évaluées dans 
cette section. L'utilisation de scènes virtuelles a permis une comparaison entre les valeurs 
d’entrées de l’IST et l’IST estimé sur les PHs avec les différentes méthodes de mesure de 
 115
l’indice de groupage. Le tableau 5 montre tous les résultats de régressions entre les 
intrants IST et l’IST estimé selon les six méthodes d’estimation de : segmentés en DAF 
pour l’estimation avec l’intégrale tronquée de Miller et la méthode à 57,3º. La 
représentation graphique de ces résultats segmenté en DAF avec la méthode à 57,3º (55º à 
60º) est présentée dans la figure 30. L'erreur quadratique (RMS) et l'erreur moyenne 
(EM) ont été calculées comme indicateur de divergence entre IST intrant et l’IST estimé 
avec différentes méthodes d’estimation de l’indice de groupage : (tableau 6), tandis que 
le coefficient de détermination (R2) sert d’indicateur de convergence (tableau 5). L’EM 
est un indicateur de biais : une petite EM implique que les résultats se trouvent 
symétriquement près des IST intrant. Les résultats des tableaux 5 et 6 montrent que les 
valeurs de l’IST, sans tenir compte du groupage, sont systématiquement sous-estimées 
par rapport à l’IST intrant. Les différences donnent une erreur RMS de 1,6 unités de 
surface (ou 37 % en erreur relative) telle qu’estimée avec la méthode avec T à 57,3Û et 1,9 
(45 %) avec l’intégrale tronquée de Miller sur T de 10Û à 65Û. Toutes les méthodes 
considérant le groupage des éléments du couvert forestier donnent de meilleurs résultats 
que celles sans cette considération avec une erreur RMS entre 0,9 et 1,5 unité (22 % à 
34 % d'erreur relative). Les résultats séparés en DAF ne montrent que de petites 
différences entre les trois orientations (aléatoire, planophile et érectophile). La méthode 
CLX avec des segments de 45º a donné les meilleurs résultats, avec un R2 de 0,65 à 0,67, 
une erreur RMS confondue en DAFS de 1,0 (23%) et une sous-estimation (EM) de 0,2 à 
0,4 unité (2 à 9 %). En comparaison, la méthode CLX-15 a surestimé l’IST intrant entre 
0,0 à 0,2 unité (4 à 11 %). Les méthodes LX-15 et LX-45 ont aussi bien performé, mais 
un peu moins bien que la méthode CLX en sous-estimant l'IST intrant par en moyenne 
0,4 unité (8 %) et 0,9 unité (23 %), respectivement. Pour toutes les méthodes considérant 
le groupage, sauf CMN, l’erreur RMS était plus petite de 0,09 (4 %) en moyenne et le R2 
plus élevé par 0,05, pour l’estimation près de 57,3º par rapport à l’estimation avec 
l’intégrale de Miller. Seule l’orientation érectophile donne un R2 élevé avec des valeurs 
presqu’identiques pour Miller et 57,3Û.  Donc nous voyons que le groupage est important 
et que les méthodes CCL et CMN donnent les moins bons résultats tandis que les 
méthodes LX et CLX font généralement mieux. 
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Figure 30 : Comparaison entre l’IST intrant et l’IST estimé selon six méthodes de calcul de 
l’indice de groupage du feuillage dans l’étendu d’angle zénithal de visée de 55 à 60º : (a) CCL, 
(b) CMN, (c) LX-15, (d) CLX-15, (e) LX-45, et (f) CLX-45. Les résultats des régressions sont 
donnés dans le tableau 5 et les erreurs RMS dans le tableau 6. 
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Tableau 6 : Résultats de comparaison entre l’IST intrant et ceux estimés avec différentes 
méthodes de groupage, étendue angulaire et DAF pour les 75 scènes virtuelles. L’erreur RMS et 
l’erreur moyenne sont en unité de surface et le chiffre entre parenthèse représente le pourcentage 
par rapport aux intrants. 
 
Groupage Angles Erreur RMS  (%) Erreur moyenne (%) 
  Aléatoire Planophile Érectophile Aléatoire Planophile Érectophile
IST 55-60º 1,6 (37) 1,7 (40) 1,6 (37) -1,1 (-30) -1,2 (-34) -1,1 (-28) 
Effectif Miller 10-65º 1,8 (43) 1,8 (41) 1,9 (45) -1,3 (-37) -1,2 (-32) -1,4 (-40) 
CCL 55-60º 1,3 (30) 1,4 (32) 1,3 (29) -0,9 (-22) -1,0 (-26) -0,8 (-20) 
  Miller 10-65º 1,4 (32) 1,4 (31) 1,5 (35) -1,0 (-25) -0,8 (-17) -1,1 (-30) 
CMN 55-60º 1,2 (30) 1,3 (33) 1,2 (30) -0,7 (-12) -0,8 (-15) -0,6 (-9) 
  Miller 10-65º 1,1 (40) 1,2 (49) 1,2 (35) -0,5 (-2) -0,3 (-8) -0,7 (10) 
LX-15 55-60º 1,0 (24) 1,1 (25) 1,0 (23) -0,4 (-9) -0,6 (-15) -0,3 (-7) 
  Miller 10-65º 1,1 (24) 1,1 (29) 1,1 (26) -0,4 (-9) -0,1 (-9) -0,7 (-17) 
LX-45 55-60º 1,3 (31) 1,4 (31) 1,3 (30) -0,8 (-21) -1,0 (-26) -0,7 (-19) 
  Miller 10-65º 1,4 (33) 1,3 (31) 1,5 (35) -0,9 (-25) -0,6 (-15) -1,1 (-31) 
CLX-15 55-60º 1,0 (29) 1,0 (25) 1,0 (29) 0,1 (10) -0,04 (4) 0,2 (13) 
  Miller 10-65º 1,1 (32) 1,3 (45) 1,0 (26) 0,2 (13) 0,5 (26) -0,1 (3) 
CLX-45 55-60º 1,0 (23) 1,0 (23) 1,0 (24) -0,3 (-4) -0,4 (-9) -0,2 (-2) 
  Miller 10-65º 1,0 (25) 1,1 (34) 1,1 (24) -0,2 (-2) 0,2 (12) -0,5 (-12) 
 
 
5.2.4 Estimation de l’ISB et de l’ISF. 
  
Jusqu’ici, nous avons estimé l’IST, mais c’est l’ISF qui est l’attribut généralement 
recherché. Nous regardons ici l’estimation de l’ISF en enlevant la composante bois de 
l’IST et utiliserons un site expérimental pour complémenter notre études de l’estimation 
de l’ISF avec les PHs synthétiques. Les scènes virtuelles ont été rendues avec des arbres 
contenant troncs et feuilles, mais elles ont aussi été rendues uniquement avec les troncs. 
Cette dernière série de simulations a été utilisée afin de permettre faire l’estimation de 
l’ISF en soustrayant l’ISB de IST. Bien que seulement composer de troncs et non de 
branches, nos scènes simulées peuvent aussi nous donner une idée de la validité de 
l’estimation l’ISB avec les PHs.  Cette estimation de l’ISB a montré que lorsque l’on 
suppose que : =1 (pas de groupage), on obtient les meilleures estimations de l’ISB  (voir 
le tableau 7).  
Les valeurs de l’ISB, estimées à partir des simulations sans feuille, ont donc étés 
soustraites de l'estimation de l’IST, pour obtenir l’ISF et ces résultats ont été comparés 
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aux valeurs entrantes d’ISF pour chaque méthode de considération de groupage (figure 
31). Les erreurs RMS sont du même ordre relatif (25-30 %) pour trois méthodes de 
groupage (LX-15, CLX-15 et CLX-45), tandis que les trois autres méthodes (CCL, CMN 
et LX-45) ont donné des erreurs RMS relative plus grande (33 % à 35 %). Les méthodes 
CLX-15 et CLX-45 ont donné des résultats très similaires avec une erreur RMS moyenne 
de 26 % et 25 %, respectivement, et un R2 de 0,62 et 0,67, respectivement. 
 
Tableau 7 : Comparaison entre l'estimation de l’ISB intrant et extrait  à partir des PHs simulées 
avec différentes méthodes d'estimation du groupage  (Tde55 à 60º). 
 
 R2 Ordonée à l’origine Pente 
Erreur 
RMS 
IST effectif 0,97 -0,01 1,10 0,06 
CCL 0,97 0,01 1,09 0,39 
CMN 0,80 0,17 0,91 0,48 
LX-15 0,91 -0,05 1,70 0,57 
LX-45 0,91 -0,07 2,29 0,49 
CLX-15 0,86 -0,02 1,31 0,13 
CLX-45 0,88 -0,03 1,72 0,69 
 
 
 
Figure 31 : Erreur relative moyenne et erreur RMS relative de l’estimation de l’ISF avec les 
différentes méthodes d’estimation de l’indice de groupage : CCL, CMN, LX-15, CLX-15, LX-45, 
et CLX-45. Toutes les valeurs de l’ISF ont été estimés entre Tde55º à 60º.   
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Nous avons exploré les données du site expérimental le plus documenté (T04) 
afin d'évaluer si les résultats des scènes virtuelles sont représentatifs de ce qui est trouvé 
dans un site expérimental. Leblanc et al. (2005) ont estimé l’ISF du site T04 à 4,8 avec la 
PH et la méthode CLX-45 et à 4,2 avec la méthode CCL. La correction gamma (Cescatti 
2007) n’a pas été appliquée dans ces deux estimations, mais la fraction de trouées des 
PHs a été normalisée à celle du TRAC. Un ISF de 6,8 a été rapporté par Bond-Lamberty 
et al. (2002) pour le même site à l'aide d'une méthode allométrique. En plus de la 
correction gamma, certaines autres valeurs utilisées auraient pu être différentes. Par 
exemple, le ratio aiguille à pousse utilisé par Leblanc et al. (2005) était une valeur 
générique moyenne de 1,4 pour les conifères. Cependant, une valeur plus précise de 1,6 
nous semble plus appropriée en se basant sur un peuplement semblable le site « North 
Old Black Spruce » BOREAS (Chen, 1996) situé à quelques kilomètres du site T04. 
Finalement, le ratio D est passé à 17 % en fonction de la valeur publiée du site « Old 
Black Spruce de BOREAS » (Chen 1996) au lieu de 15 % qui a été précédemment utilisé 
qui est aussi plus généralisée. L’ISF résultant de ces facteurs révisés et de l’inclusion de 
la correction gamma (avec facteur 2,2) a été estimé à seulement 3,8 lorsqu’aucun 
groupage est considéré et 3,9 avec la méthode CCL. Les résultats ont été de 5,2 et 5,7 
avec les méthodes CLX-45 et CLX-15, respectivement. Ces ajustements ont réduit 
l’erreur relative entre l'estimation de l’ISF par PHs et allométrique de 29 % à 23 % 
(CLX-45) et 16 % (CLX-15). Ce changement de l’estimation de l’ISF pour T04 provient 
principalement de l'utilisation de la correction gamma, une correction qui aurait dû être 
inclus dans Leblanc et al. (2005), car c’est une propriété fondamentale de photos 
numériques lorsque les photographies sont sauvegardées en format JPEG. Donc ces 
résultats, que ce soit avec les anciens ou les nouveaux paramètres pour T04, sont dans le 
même ordre de grandeur que les résultats des simulations qui eux avaient une erreur 
RMSE de 25 % à 26 % pour les CLX-45 et CLX-15 (figure 32), respectivement.   
 
5.2.5 Estimation de la fermeture du couvert 
 
La fermeture du couvert a été calculée à partir de tous les pixels contenus dans des 
anneaux concentriques, et non seulement sur des anneaux d’un seul pixel comme pour 
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l’ISF. Les estimations de la FC à partir de l’anneau concentrique de 0 à 9º du zénith, 
simulées à partir des 75 scènes virtuelles avec les trois DAF, comparé avec celles de 
données aéroportées (voir figure 20) servant de références pour la FC nous donnent un R2 
de 0,83 et une erreur RMS de 9 % (figure 32 et tableau 8). L’estimation de la FC pour 
d’autres anneaux concentriques a également été évalué pour leur potentiel, surtout en cas 
de sous échantillonnage vers le zénith dans les peuplements très ouverts. Les tests ont 
montré une dégradation systématique des résultats avec l'augmentation de l'angle zénithal 
de visée (tableau 8). Pour l'anneau le plus proche du zénith, les trois orientations du 
feuillage ont données des R2 et erreur RMS similaires les unes aux autres. Les 
simulations avec feuilles planophiles ont données le plus petit R2 (0,43) des trois 
distributions, au plus grand angle de zénith, mais avec la  plus petite erreur RMS (28 %) 
tandis que les simulations érectophile ont le meilleur R2 (0,65) avec la pire erreur RMS 
(37 %) des trois distributions. La distribution angulaire aléatoire tombe entre deux autres 
avec un R2 de 0,55 et erreur RMS de 30 %. En générale, nos résultats montrent que les 
données provenant d’angles près du zénith sont plus appropriées pour estimer la FC. 
 
Tableau 8 : Résultats de l’estimation de la FC en fonction des anneaux concentriques de 9º.  
 
 R2 Erreur RMS 
Anneaux Aléatoire Planophile Érectophile Aléatoire Planophile Érectophile
0-9º 0,82 0,83 0,81 9 % 11 % 7 % 
9-18º 0,75 0,73 0,77 14 % 17 % 11 % 
18-27º 0,67 0,62 0,73 19 % 23 % 18 % 
27-36º 0,63 0,57 0,71 24 % 26 % 25 % 
36-45º 0,60 0,53 0,69 27 % 28 % 30 % 
45-54º 0,57 0,48 0,67 29 % 28 % 34 % 
54-63º 0,55 0,43 0,65 30 % 28 % 37 % 
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Figure 32: Estimation de la fermeture du couvert à partir des données PHs simulées avec 
seulement les pixels près du zénith (0-9º). Les résultats séparés par orientation des feuilles 
peuvent être trouvés dans le tableau 8. 
5.2.6 Estimation de G(T)  
L’estimation de l’IST avec l’intégrale de Miller ou à 57,3º ne demande pas de 
connaissance de la DAF ou de le coefficient de projection G(T). Cependant G(T), qui est 
une représentation de l’orientation du feuillage dans la loi de Beer, demeure un attribut 
important dans la distribution de l’énergie solaire dans les modèles écologique (Falster et 
Westoby, 2003). On a donc estimé G(T) en l’isolant dans la loi de Beer en utilisant 
l’estimation de l’IST près de 57,3º. Cette méthode force donc automatiquement G(T) à 
0,5 à T = 57,3º.  Une déviation de G(T) par rapport à une valeur constante de 0,5 
démontre une DAF non aléatoire. Nos simulations comprennent trois types de DAF : 
aléatoire, érectophile et planophile. L’étude de G(T) s’est concentré surtout sur les angles 
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vers le zénith puisque l’étendue utilisable est faible aux angles plus grands que 57,3º.  Le 
cas érectophile donne un G(T) plus petit que 0,5 vers le zénith et plus grand que 0,5 pour 
une distribution planophile.  Cette différence entre 0,5 part théoriquement de l’angle de 
visée de 57,3  57,3º où G(T) est toujours proche de 0,5 (Warren Wilson, 1959).  
 
 Cette section montre comment l’estimation de G(T) est influencée par la 
considération du groupage des éléments du couvert. Pour montrer l’importance de 
l’indice de groupage dans l’estimation de G(T), deux scènes ont été utilisées : la scène 
033 qui a été choisie parce qu’elle a un feuillage spatialement presqu’aléatoire avec 
:(57,3º) de 0,93 et la scène 024 dont les éléments sont plus groupés avec :(57,3º) de 
0,76 (voir tableau A1). La figure 33a nous montre que pour la scène 033, le feuillage 
planophile est celui le plus affecté en Tavec une variation de la valeur de G(T) de 1,0 
près du zénith vers 0,46 à T de 60º. Les feuilles plates augmentant G(T) vers le zénith. Le 
cas érectophile est moins affecté avec une variation moins marquée de la valeur de G(T) 
de 0,4 vers 0,5 seulement. La figure 33b montrent que G(T) est pratiquement toujours 0,5 
tel que prévue par la théorie pour le cas où la DAF est aléatoire. Le fait de ne pas 
considérer le groupage amène des résultats très différents pour l’estimation de G(T) pour 
la scène 024 (figure 33c et 33d). Par exemple, le cas planophile de la scène 024 (figure 
33c) semble donner un G(T) proche de 0,5, comme si le feuillage était aléatoirement 
orienté. De plus, le cas aléatoire de la scène 024 (figure 33d) ressemble beaucoup aux cas 
érectophile de la scène 033 (figure 33a) et de la scène 024 (figure 024). Une fois le 
groupage considéré, ici avec méthode CLX-45, les résultats changent. En effet les 
courbes de G(T) considérant le groupage se ressemblent beaucoup entre les scènes 033 et 
024. Le meilleur exemple étant pour le cas avec DAF aléatoire de la scène 024 où G(T) 
est toujours proche de 0,5 (figure 33d). Ces exemples nous ont montrés que les 
estimations de G(T) avec ou sans la considération du groupage peuvent être très différents 
et que les cas avec la considération du groupage sont plus réaliste que ceux sans le 
groupage. 
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Figure 33 : Estimation de G(T) pour la scène 033 (a) DAF planophile et érectophile et (b) DAF 
aléatoire, et pour la scène 024 (c) DAF planophile et érectophile et (d) DAF aléatoire 
 
 
5.3 Résultats de l’analyse des données TLS des scènes virtuelles 
 
Les données simulées de LiDAR terrestre (TLS) à partir des 75 scènes virtuelles 
ont été mises à contribution pour appuyer le développement d’une nouvelle méthode pour 
l’estimation de l’IST et de l’ISF. Due à leur distribution hémisphérique, les données TLS 
simulées montrent beaucoup de similitudes avec les PHs. La figure A1 en appendice 
montre un balayage hémisphérique TLS par scène. Fort des résultats de la section 5.2, 
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nous avons décidé de n’appliquer l’analyse que sur les données TLS entre 55 et 60º 
d’angle zénithal de visée. De plus, nous avons mis l’accent surtout sur l’IST puisque les 
résultats dans la section sur les PHs n’ont pas montré beaucoup de différence entre 
l’estimation de l’IST et de l’ISF.  
 
5.3.1 Résultats TLS : recherche des paramètres pertinents pour la méthode LF. 
 
La méthode LF, présentée dans la section 4.5 contient trois paramètres variables : 
(1) la taille minimal des trouées à être enlever, (2) la taille des segments sur lesquels la 
moyenne logarithmique de la fraction de trouées doit être faite, et (3) le nombre de 
couches verticales sur lesquelles la méthode est appliquée. Cette section présente les tests 
faits avec les balayages TLS simulés afin d’obtenir les meilleurs résultats d’estimation de 
l’ISF et de pouvoir potentiellement simplifier la méthode LF en fixant ces trois 
paramètres. La méthode LF vise à estimer l’IST à l’aide de l’indice de groupage du 
feuillage, tout comme la méthode CLX dont elle est dérivée. Ces deux méthodes (LF et 
CLX), ainsi que la méthode LX, utilisent une longueur de segment sur lequel une 
moyenne logarithmique de la fraction de trouées est effectuée. Théoriquement, cette 
moyenne logarithmique devrait se faire sur un segment de dix fois la longueur du 
feuillage (Lang et Xiang, 1986). Dans les scènes présentées ici, cela correspond à une 
longueur entre 50 et 150 cm en se basant sur le diamètre moyen des feuille de 14 cm, ce 
qui donne une largeur moyenne de 8.7 cm, basée sur  AG T  de Chen (1996), ou A est 
l’aire de la feuille plate et avec G(T) fixé à 0,5. L’épaisseur de la feuille n’est pas utilisée 
dans l’estimation de cette largeur moyenne, mais elle a été utilisée dans le calcul de l’ISF 
pour chaque scène. 
 
Les 75 scènes simulées sont utilisées pour tester une gamme des trois paramètres 
de la méthode LF (voir tableau 3). Le R2 et l’erreur RMS ont été utilisés comme 
statistique pour nous guider sur les meilleures combinaisons de ces facteurs. L’analyse de 
l’estimation de l’IST de données TLS simulées s’est fait aux angles proches de 57,3º (55 
à 60º) par rapport à la valeur connue en intrant des 75 scènes sur 3 DAFs. La figure 34 
nous montre les résultats moyens sur les trois facteurs et les tableaux 9, 10 et 11 ont les 
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résultats segmentés par DAF. Selon le tableau 9 et la figure 34a, on remarque que de faire 
une moyenne sur 25 cm, le plus petit segment testé ici, semble être la pire longueur à 
utiliser avec un R2 moyen sous 0,6 et une erreur RMS plus grande que 1,6. Toutes les 
autres longueurs ont donné un R2 supérieur à 0,7 et toutes les longueurs de 75 cm et plus 
ont donné une erreur RMS de moins d’une unité de surface. Les résultats semblent varier 
en fonction de la DAF. C’est le cas avec feuilles érectophile qui est responsable du fait 
que la longueur LX de 25 cm donne les pires résultats généralement obtenus avec une 
moyenne logarithmique entre 75 et 125 cm (figure 34a). Le nombre de couches à 
considérer dans l’analyse semble être optimal à cinq (figure 34b) en fonction du R2 (0,77) 
et de l’erreur RMS (0,90). Outre le cas avec la moyenne logarithmique sur 25 cm, les 
résultats varient peu en fonction des DAF (tableau 10). Il ressort aussi que les trouées 
d’une grandeur de 75 à 100 cm devraient être enlevées avant de faire la moyenne 
logarithmique (figure 34c). Donc, pour les données TLS simulées, la meilleure 
combinaison fut celle du couvert séparé en cinq couches, en enlevant les trouées plus 
grandes que 100 cm et en appliquant la moyenne logarithmique (loi de Beer), sur le 
couvert reconstitué, sur des segments de 100 cm. La figure 35a montre la comparaison 
entre l’IST intrant et l’IST estimé des simulations TLS pour cette combinaison (05-100-
100). Le R2 y est de 0,83 et l’erreur RMS de 0,67, la combinaison procurant les 
meilleures statistiques d’erreurs.   
 
En utilisant les résultats de la méthode LF avec les mêmes paramètres (05-100-
100), la composante bois (l’ISB), provenant des tiges, a été estimée est déduite de l’IST 
pour une estimation de l’ISF. Comme pour l’analyse fait à partir des PHs, l’ISB a été 
obtenue à partir de simulations TLS des scènes sans feuillage. Les résultats de 
l’estimation de l’ISF donnent un R2 de 0,79 et une erreur RMS de 0,72 (figure 34b) sont 
un peu moins bons que ceux de l’IST (R2 de 0,83 et erreur RMS de 0,67). Les résultats ici 
sont ceux qui utilisent le même nombre de balayages TLS que de PHs utilisés dans les 
sections précédentes, soit dix et avec la même résolution spatiales des points 
échantillonnés du couvert forestier. Dix balayages TLS demande un temps d’acquisition 
beaucoup plus grand que dix PHs, donc la prochaine section montre comment le nombre 
de balayage peut affecter les estimations de l’ISF. 
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Tableau 9 : R2 moyen et erreur RMS moyenne (sur nombre de couche et longueur minimale des 
trouées enlevées) en fonction de la longueur de moyenne logarithmique, séparés en DAF. 
R2 moyen Erreur RMS moyenne Longueur pour 
moyenne  
logarithmique  (cm) Aléatoire Planophile Érectophile Aléatoire Planophile Érectophile 
25 0,64 0,70 0,42 1,49 1,36 1,87
50 0,74 0,73 0,70 1,06 0,98 1,15 
75 0,75 0,74 0,74 0,90 0,87 0,94
100 0,75 0,74 0,74 0,86 0,86 0,88 
125 0,74 0,73 0,73 0,86 0,88 0,88
150 0,73 0,73 0,73 0,87 0,91 0,88 
175 0,73 0,72 0,72 0,89 0,93 0,90
200 0,72 0,72 0,71 0,91 0,96 0,92 
225 0,71 0,71 0,70 0,94 0,98 0,94
Tableau 10 : R2 moyen et Erreur RMS moyenne (sur grandeur minimal et longueur de moyenne 
logarithmique) avec différent nombre de couches séparés en DAF. 
R2 moyen Erreur RMS moyenne 
No de couches Aléatoire Planophile Érectophile Aléatoire Planophile Érectophile 
1 0,72 0,74 0,67 0,87 0,84 0,99
5 0,78 0,79 0,74 0,89 0,88 0,96 
10 0,74 0,74 0,71 0,98 0,98 1,03
15 0,70 0,69 0,67 1,05 1,05 1,09 
20 0,67 0,66 0,64 1,09 1,10 1,13
Tableau 11 : R2 moyen et Erreur RMS moyenne (sur nombre de couche et longueur de moyenne 
logarithmique) en fonction de la grandeur minimale des trouées enlevées, séparés en DAF. 
R2 moyen Erreur RMS moyenne Grandeur minimal 
de trouées enlevées 
(cm) Aléatoire Planophile Érectophile Aléatoire Planophile Érectophile 
25 0,67 0,66 0,66 1,33 1,27 1,38
50 0,72 0,71 0,70 1,00 0,98 1,05 
75 0,74 0,73 0,71 0,93 0,92 0,98
100 0,74 0,74 0,70 0,91 0,91 0,97 
125 0,74 0,74 0,70 0,91 0,92 0,97
150 0,73 0,74 0,69 0,92 0,92 0,99 
175 0,72 0,74 0,68 0,93 0,93 1,00
200 0,72 0,73 0,67 0,94 0,94 1,01 
225 0,73 0,73 0,67 0,95 0,95 1,02
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Figure 34 : Coefficients de détermination (R2) et erreur RMS entre l’IST intrant et celui estimé 
avec méthode LF pour les simulations TLS pour (a) différentes longueurs de moyenne  
logarithmique, (b) nombre de couches en hauteur, et (c) la longueur minimal des trouées enlevées 
avant de faire la moyenne logarithmique.  
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Figure 35 : Comparaison (a) IST intrant et avec l’IST et (b) ISF intrant et ISF estimé des données 
TLS simulées (T de 55º à 60º). La combinaison 05-100-100 est celle donnant les meilleurs 
résultats (plus grand R2 et plus petite erreur RMS) avec la méthode LF : 5 niveaux de hauteur, 
trouées plus grande que 100 cm enlevées avant la moyenne logarithmique sur les segments 
reconstitués de 100 cm. 
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5.3.2 Effet du Nombre de balayages/stations TLS sur le R2 et l’erreur RMS 
Dans la section 5.2, il a été montré qu’entre quatre et cinq PHs étaient nécessaire 
pour obtenir une valeur stable de l’IST (± 5 %). Une étude semblable à été faite avec les 
balayages TLS. Nos résultats sur les combinaisons des paramètres de la méthode LF ont 
été obtenus avec le même nombre de balayage TLS que de PHs, soit dix. Ici, les résultats 
ont été compilés en variant le nombre de balayages TLS de 1 à 10 et selon les trois 
combinaisons des paramètres de la méthode LF prescrites plus tôt. Nous avons choisi ici 
de présenter les résultats en fonction du R2 et de l’erreur RMS au lieu de la valeur finale 
de l’IST tel qu’utilisée pour les PHs. La figure 36 montre donc comment le nombre de 
balayages change le R2 et l’erreur RMS. Les trois méthodes commencent à se stabiliser à 
partir de quatre balayages. Par exemple, un R2 supérieur à 0,80 et une erreur RMS sous 
0,7 pour la combinaison 05-100-100 ont été calculé. Un nombre de balayages très 
semblable au nombre de PHs. La figure 36 montre aussi deux cas, un premier avec une 
seule couche et un deuxième avec 10 couches, au lieu des cinq couches qui nous ont 
données les meilleurs résultats.  Le cas avec 10 couches est un peu moins bon que pour le 
cas avec cinq couches, mais démontre que si plus de cinq couches sont nécessaires 
comme intrants dans un modèle écologique, le R2 sera tout de même plus grand que 0,75 
et l’erreur RMS près de 0,75 unité de surface quand on utilise au moins quatre balayages. 
Le cas avec seulement une couche démontre le potentiel de la méthode avec seulement la 
hauteur moyenne du couvert (hauteur moyenne de la couche). Donc elle représente le 
potentiel de l’application de la méthode LF sur la PHs avec connaissance de la hauteur 
moyenne du couvert. Ce résultat a un R2 de 0,75 et une erreur RMS de 0,85, donc 
meilleurs que ceux de la méthode CLX appliquée aux PHs qui avait un R2 de 0,66 et une 
erreur RMS de 1,0 unité de surface.    
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Figure 36 : (a) Le coefficient de détermination R2 et (b) l’erreur RMS entre l’IST des scènes 
virtuelles et l‘IST de trois combinaisons de paramètres de la méthode LF en fonction du nombre 
de balayage TLS hémisphériques.  
5.4 Résultats de l’analyse des données ALS des scènes virtuelles 
5.4.1 Analyse des données ALS en fonction de l’angle zénithal de visée. 
Nous avons aussi appliqué la méthode LF aux données ALS simulées. En premier 
nous avons utilisé des simulations ALS avec une résolution de 1cm pour être comparable 
avec celle des données TLS et de la PHs.  Cette analyse des données ALS simulées s’est 
fait aussi en regardant l’influence de l’angle de visée sur l’estimation de l’IST. Les 
données ALS ont été simulées à 13 angles de visées du nadir jusqu’à 60º, une étendue 
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d’angles supérieur aux données typiques des ALS pour pouvoir étudier l’estimation de 
l’ISF sur cette gamme d’angles. La figure 37a montre comment le R2 change en fonction 
de l’angle zénithal de visée pour les combinaisons des trois paramètres de la méthode LF 
qui nous ont donnés les meilleurs résultats. Les meilleures combinaisons de paramètres 
trouvées avec les données TLS simulées ont aussi été testées (tableau 3). Les meilleures 
combinaisons, sur la base de leur R2, sont à l’angle de visée proche de 57,3º (angle 55º et 
60º dans la figure 37a). La combinaison 05-100-025 (5 couches verticales, moyenne 
logarithmique sur segment de 100 cm après avoir enlevé les trouées plus grande que 25 
cm) donne le meilleur R2 proche de 57,3º. Toutefois la combinaison 01-225-025 semble 
donner les meilleurs résultats proches du nadir. La combinaison des paramètres qui avait 
donnée les meilleurs résultats TLS (05-100-100) est aussi montré, mais elle ne semble 
pas optimale pour les données ALS. La combinaison 01-100-025 est aussi montrée car 
elle donne la plus petite erreur RMS pour les données ALS (figure 37b). En général, le R2 
suit inversement l’erreur RMS. Les meilleurs résultats ont montré que la méthode LF 
(avec combinaison 05-100-25) procure un R2 de 0,85 et une erreur RMS de 0,61 
lorsqu’on compare l’IST estimé à l’angle zénithal de visée de 55º et l’IST intrant des 
scènes (figure 38). Avec un R2 de 0,85, la régression est donc très bonne, mais plus de 
75 % des valeurs estimées de l’IST sont plus grandes que les intrants avec une erreur 
RMS de 0,6 unité d’IST. On note aussi que pour l’ensemble des scènes virtuelles, l’écart-
type moyen des différentes valeurs estimées de l’IST avec toutes les combinaisons de 
paramètres de la méthode LF est de 0,4 unité pour les données ALS à l’angle zénithal de 
visée de 55º et de 0,8 unité pour les données TLS dans la gamme d’angles zénithal de 
visée de 55º à 60º. Donc une plus grande variabilité des résultats près du nadir que près 
de 57,3º. 
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Figure 37 : Valeurs moyennes de R2 et erreur RMS provenant des  simulations ALS des 75 
scènes virtuelles par angle zénithal de visée pour 4 combinaisons des paramètres de la méthode 
LF.  
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Figure 38: IST estimé avec la méthode LF (05-100-25) appliquée aux données ALS simulées 
àT=55º provenant des 75 scènes virtuelles avec 3 DAFs en fonction de l‘IST intrant.  
5.4.2  Effet du nombre de points de retour ALS sur le R2 et l’erreur RMS. 
Jusqu’ici nous avons étudié le nombre de PHs et de balayages TLS requis pour 
obtenir des résultats robustes. Le nombre de PHs peut facilement être augmenté sur le 
terrain. De plus, avec un peu de patience, ajouter des balayages TLS est aussi possible. 
Cependant il est plus difficile d’obtenir plus de points avec les données ALS car 
l’acquisition est souvent un compromis entre la largeur de fauché désirée et la densité de 
points de mesure. Pour étudier l’effet de l’échantillonnage, nous avons varié le nombre de 
ligne de balayage ALS utilisé de 1 à 21 lignes pour les scènes virtuelles. Chaque ligne 
avec un point par cm correspond à une densité de 100 points/m2. De plus, pour avoir une 
densité de points proche de celle de nos sites expérimentaux et des données ALS 
typiques, nous avons sous-échantillonné à un point sur cinq nos données originales (21 
lignes), donnant ainsi une densité de 10 points/m2. La figure 39 illustre comment 
l’échantillonnage affecte l’estimation de l’IST avec données ALS simulées. Une 
dégradation du R2 (figure 39a) et augmentation substantielle de l’erreur RMS (figure 39b) 
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commencent vraiment à apparaitre quand le nombre de lignes est moins de 3. Avec une 
densité de 10 pts/m2, le R2 est au plus 0,6 et l’erreur RMS passe au dessus de 1,3 à l’angle 
de visée de 55º, ce qui est encore assez bon. Il n’en demeure pas moins que peu importe 
la grandeur de l’échantillonnage, l’estimation de l’IST près du nadir T 5º) donne de 
petites valeurs de R2 (sous 0,4) et de grandes erreur RMS (plus de 2,0).  
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Figure 39 : Effets du nombre de l’échantillonnage (1 à 21 lignes avec 100 points/m2 et 21 lignes 
avec 10 points/m2) sur l’estimation de l’IST des données ALS simulées en fonction de l’angle de 
visée (T) avec (a) R2 et (b) l’erreur RMS.  
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5.5 Comparaison des estimations de l’IST à l’aide de données TLS et ALS virtuelles 
Cette section présente différentes comparaisons entre l’estimation de l’IST à partir 
des données virtuelles TLS et ALS. Une première comparaison entre les valeurs d’IST 
estimées par TLS et ALS pour l’ensemble des scènes virtuelles est présentée, suivit 
deuxièmement de comparaisons de profils verticaux de l’IST, de l’indice de groupage : 
et de l’ISF, pour des scènes spécifiques. Ces scènes sont les mêmes qui ont été utilisées 
comme exemples dans les figures 22 à 24. Les meilleures combinaisons des paramètres 
de la méthode LF sont utilisées, soient 05-100-100 pour des données virtuelles TLS à 
55º-60º, et 05-100-25 pour des données virtuelles ALS à 55º. Ces deux ensembles de 
paramètres procurent une très bonne corrélation avec un R2 de 0,91 et une erreur RMS de 
0,85 (figure 40).  
Puis, une comparaison des profils verticaux pour trois attributs structurels du 
peuplement est présentée: l’IST, : et l’ISF. Les résultats des simulations TLS sont 
présentés seulement près de 57,3º (55º-60º) puisque que les résultats sur les PHs ont 
démontrées que l’information près de cet angle était suffisante et équivalent à l’utilisation 
d’une plus grande gamme d’angle. Quant à eux les résultats des simulations ALS sont 
présentés à deux angles zénithal de visée, 5º et 55º. L’angle de 5º a été choisi pour l’ALS 
parce qu’il est à peu près à l’angle moyen de nos données ALS acquise à la réserve 
faunique de Matane (0 à 7,5°) et dans la gamme usuelle des angles zénithaux de visée 
employés avec les ALS qui sont généralement de +/- 20º. L’angle de 55º a été choisi pour 
les simulations ALS parce qu’il est inclus dans les angles du TLS près de 57,3° et qu’à 
cet angle,  nous avons obtenu les meilleurs résultats en comparaison avec les intrants de 
l’IST. 
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Figure 40 : Comparaison entre l’IST estimé avec la méthode LF sur les données virtuelles TLS 
(5-100-100) et ALS (5-100-25) provenant des 75 scènes virtuelles avec 3 DAFs.   
Nous avons comparé les résultats de l’IST en profils verticaux provenant de 
données simulées de TLS et ALS pour toutes les scènes virtuelles. Le tableau 12 montre 
les valeurs de R2 et erreur RMS par couches de cette comparaison. Cinq couches ont été 
utilisées car c’est le nombre qui a donné les meilleurs résultats dans l’ensemble des 
simulations (figure 34b). Les résultats sont supérieurs pour les données ALS à l’angle de 
visée (Tde 55º avec un R2 moyen de 0,88 par rapport à seulement 0,53 pour les données 
ALS à Tde 5º. La même tendance à été trouvée avec l’erreur RMS moyenne avec 0,20 
unité d’IST pour les données ALS à Tde 55º par rapport à 0,51 pour les données ALS à 
Tde 5º. Seule la couche la plus haute (couche 5) a une bonne corrélation entre les
données TLS (55º-60º) et les données ALS à Tde5º avec des R2 de plus de 0,80. Des 
exemples précis, provenant des mêmes quatre scènes utilisées pour les figures 22 à 24, 
sont utilisés pour illustrer les résultats du tableau 12.  
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La figure 41 montre le profil vertical (par couche) de l’IST pour les scènes 005, 
007, 033, et 071. L’estimation de l’IST avec les données (T de 55º à 60º) TLS simulées 
suit de près l’estimation de l’IST à 55º avec les données ALS simulées. Par exemple, 
pour la scène 005 (figue 41a) qui est une scène assez simple avec seulement un seul type 
d’arbre, l’erreur RMS est de 0,25 unité d’IST pour les données ALS à Tde 5º et de 0,06 
unité d’IST pour T de 55º. La scène 033 (figure 41c), une scène qui est moins complexe 
que la scène 005 avec un couvert forestier composé de feuilles spatialement aléatoire, 
sans houppier bien défini, montre des erreurs RMS plus petites que celles de la scène 055 
avec 0,05 et 0,03 unité d’IST pour les valeurs ALS à Tde 5º et  55º, respectivement. Les 
deux autres exemples (scène 007 dans la figure 41b et 071 dans la figure 41d) 
proviennent de scènes plus complexes avec plus qu’une couche de végétation. Les erreurs 
RMS pour la scène 007 sont de 0,20 et 0,04 unité d’IST pour les valeurs ALS à Tde 5º et 
55º, respectivement. Pour la scène 071, Les erreurs RMS pour la scène 007 sont de 0,09 
et 0,07 unité d’IST pour les valeurs ALS à Tde 5º et  55º, respectivement. En générale, 
les résultats de la figure 41 suivent les erreurs présentées dans le tableau 12. 
L’indice de groupage a été estimé pour chacune des cinq couches en hauteur avec 
la méthode LF afin obtenir le profil vertical de l’IST. Ces profils sont montrés à la figure 
42 et diffèrent significativement de ceux de l’IST. La plus importante différence entre les 
profils est visible quand l’IST est petit pour une couche donnée. Par exemple dans la 
scène 007 de la figure 41b, l’IST est presque zéro (<0,04) à la couche qui correspond à 
une couche où il qu’il n’y a que de la composante bois (sans feuillage). Cette couche est 
visiblement différente des autres où l’IST est généralement plus grand que 0,4. 
Cependant le profil vertical de : (figure 42b) demeure sensiblement le même pour cette 
couche (0,72-0,78 selon le capteur et l’angle) par rapport aux autres couches (0,56-0,76). 
En général, le profil en hauteur de : varie moins que celui de l’IST dans les quatre 
scènes virtuelles de la figure 42. 
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Tableau 12 : R2 et erreur RMS comparant l’IST à différentes couches selon la méthode LF 
estimé de 55º à 60º du zénith pour les données TLS simulées et à Tde5º et 55º pour les données 
ALS. 
Angle ALS Couche RND PLANO ERECTO RND PLANO ERECTO
5 1 0.37 0.20 0.56 0.72 0.68 0.81
5 2 0.50 0.33 0.48 0.44 0.52 0.60
5 3 0.40 0.26 0.51 0.47 0.46 0.60
5 4 0.63 0.42 0.65 0.40 0.42 0.61
5 5 0.95 0.88 0.82 0.07 0.54 0.27
55 1 0.80 0.80 0.78 0.36 0.37 0.37
55 2 0.90 0.85 0.84 0.13 0.17 0.17
55 3 0.92 0.89 0.89 0.12 0.14 0.14
55 4 0.93 0.91 0.92 0.16 0.16 0.17
55 5 0.92 0.92 0.90 0.18 0.16 0.18
R2 RMSE
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Figure 41 : Comparaison de profils de l’IST TLS (55º à 60º) et ALS (5º et 55º) en hauteur 
provenant de 4 scènes : (a) 005 avec couches de 2,6 m, (b) 007 avec couches de 1,8 m, (c) 033 
avec couches de 2,2 m et (d) 071 avec couches de 2,3 m. 
142
Figure 42 : Profil vertical de l’indice de groupage : pour les scènes 005, 007, 033, et 071.  
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Figure 43 : Profil vertical de l’indice de surface foliaire pour les scènes 005, 007, 033 et 071 avec 
en comparaison l’ISF intrant en référence.  
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L’ISB a aussi été estimé en profils verticaux avec la méthode LF afin de pouvoir 
estimer l’ISF en suivant l’équation (9). Ces exemples de profils verticaux de l’ISF sont 
présentés dans la figure 43. Les profils ressemblent beaucoup à ceux de l’IST car la 
contribution de l’ISB est généralement beaucoup plus petite que l’ISF dans les scènes 
virtuelles et les sites naturels (Chen et al., 1997).  Par exemple, la valeur minimale de 
l’IST et l’ISF de la couche 3 de la scène 007 (Figures 41b et figure 43b, respectivement) 
a changé un peu de 0,02 pour l’IST du TLS à zéro pour l’ISF car l’IST n’était composé 
que de composante bois (ISB = 0,02 et ISF =0). Il est à noter que le profil de l’ISF de la 
scène 033 (figure 43c), qui ne contient pas de tronc, est donc identique au profil de l’IST 
(figure 41c). Les données ALS montrent encore une petite valeur à cette couche avec un 
ISF de 0,01 pour les deux angles de visées (5º et 55º). Donc en général les profils de 
l’ISF estimés avec la méthode LF sont proches de valeurs de références pour l’estimation 
près de 57,3º, mais montrent des problèmes proche du nadir pour les couches à 
l’opposées du capteur (p/e proche du sol pour les données ALS simulées comme dans les 
figure 43a et 43b). 
5.6 Application des algorithmes sur les sites expérimentaux de Matane  
Les données TLS et ALS simulées représentent des données sans erreurs 
d’instrumentation. La position spatiale 3D des points de retours des données TLS et ALS 
simulées étaient donc connues avec une très grande précision et étaient à des intervalles 
réguliers (espacement régulier angulaire en chaque lancé du faisceau LiDAR). Mais la la 
régularité de la distance angulaire entre les points des données des sites expérimentaux 
reste à déterminer. Donc avant d’utiliser les données TLS des sites expérimentaux, il est 
préférable d’explorer l’impact de la densité de points LiDAR sur la précision spatiale de 
ces données et potentiellement sur l’exactitude des résultats.  La figure 44 montre en 
projection 2D un exemple typique de données TLS du ZF 5006i acquise dans une placette 
de Matane où seuls le zénith et l’azimut (par rapport au nord) sont montrés pour un petit 
échantillonnage d’un balayage. On y remarque que l’espacement entre les points de 
retour n’est pas régulier.  
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Figure 44 : Position de données brutes du ZF en coordonnées polaire (sans la distance) provenant 
d’une petite partie du balayage central de la placette 003 de Matane. La grandeur des points n’est 
pas à l’échelle de la grandeur du faisceau. 
Il n’y a pas de fréquence précise entre les points, ce qui rend difficile la mesure de 
trouées dans le couvert forestier, surtout à des angles zénithaux données comme nous 
l’avons fait pour les données virtuelles. C’est pourquoi les données terrain du TLS ont été 
assimilées avec POV-Ray pour en faire des images où les trouées à des angles zénithaux 
précis sont extraites. Une fois les images hémisphériques créées avec POV-Ray (voir 
exemple dans la figure 12b), l’extraction de segments aux angles zénithaux à été fait 
comme nous l’avions fait pour les simulations. La méthode LF a donc pu être appliquée à 
ces segments extraient des  données du ZF 5006i. La figure 45 montre quatre segments de 
ligne de balayage extraient à l’angle zénithal de visée de 57º. Ces profils entre 90º et 180º 
en azimut contenant 1 504 points représentent 1/120 des données utilisées pour chaque 
placette.  
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Une fois que les données TLS des sites expérimentaux ont été transformées en 
format images grâce aux rendu de POV-Ray, et avant de procéder aux analyses sur les 
sites expérimentaux, nous avons exploré ces données un peu plus en détails grâce à quatre 
sites expérimentaux de contenu en essences et en densité distincts. Ces différences sont 
clairement visibles sur les profils verticaux des retours dans la figure 45. La placette 2 
(figure 45a) est celle qui montre le plus de retours à des hauteurs de 10 m et plus (81 % 
des points) suivit de la placette 12 (figure 45c) avec 49 % des retours plus haut que 10 m. 
Cependant, la  placette 3 (figure 45b) a 82 % de ses retours à 6 m et moins, et la placette 
13 (figure 45d) a 53 % de ses retours LiDAR entre 4 et 6m. La placette ayant subit une 
couple sélective est la plus ouverte avec une fraction de trouées de 0,23 (0,34 sur le 
segment montré dans la figure 45d) à l’angle de visée de 57º, suivit de la placette 3 avec 
une fraction de trouées de 0,06 (0,06 aussi pour le segment) tandis que les deux autres 
placettes (2 et 12) ont une fraction de trouées de 0,01 ou plus petites à 57º. Les données 
de la figure 45 sont présentées en fonction de l’angle azimuthal parce que l’espace 
physique représenté par chaque point change en fonction de la distance au LiDAR. Cet 
espacement entre chaque faisceau est utilisé lors de l’analyse par couche de hauteur avec 
la méthode LF. 
Des balayages TLS et ALS ont été obtenus sur chaque site expérimental. Nous 
venons de voir des exemples de segments de balayages TLS et allons présenter ici des 
exemples de segments de vol ALS. Les lignes de vols de l’ALS ne donnent pas des 
distances régulières entre les données et une autre technique a été utilisée afin de pouvoir 
y appliquer la méthode LF. La figure 46 montre des exemples de balayage sur une ligne 
de vol de l’ALS pour les mêmes quatre placettes que celles présentées dans la figure 45. 
Ici les données sont présentées en fonction de l’espacement horizontal entre chaque 
retour suivant le balayage original. Les données ont été acquises entre 0 et 7,5º en zénith 
et l’effet de l’angle sur l’estimation des attributs est considéré négligeable pour cette 
gamme d’angles. La figure 46 montre un segment traversant la placette plus de cinq fois. 
Sur la figure 46a, on peut observer deux segments très semblable, mais inversés entre la 
distance 75 et 140 et entre 170 et 220. Le segment est inversé car les données sont 
montrées dans l’ordre d’acquisition où la ligne de balayage du LiDAR oscille 
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perpendiculairement à la ligne de vol. La placette 2 (figure 46a) et la placette 12 (figure 
46c) sont assez denses et le sol (z=0) n’est pas souvent mesuré, tandis que le sol est 
mesuré plusieurs fois dans la placette 3 (figure 46b) et plus souvent que le couvert 
forestier pour la placette 13 (figure 46d) sur le segment montré. Nous venons de faire un 
petit survol des données LiDARs de quatre placettes de Matane. Nous allons maintenant 
appliquer la méthode LF à toutes les placettes de Matane tout en regardant de plus près 
les résultats de ces quatre placettes.  
L’application de la méthode LF aux données TLS se fait directement car les 
rendus POV-Ray à partir des balayages ZF 50006i sont dans le même format que nos 
simulations. Cependant, la méthode LF ne s’applique pas aussi facilement aux données 
ALS des sites expérimentaux. Pour les données de l’ALTM 3100 d’Optech acquissent sur 
les sites de Matane, l’empreinte de chaque faisceau est un peu plus de 50cm de diamètre 
dans le couvert forestier. Il n’est donc pas possible de faire une moyenne logarithmique 
sur 1 m (sur segments 1-dimension tel que définie pour la méthode LF) car cela ne ferait 
que 2 points pour chaque moyenne logarithmique. Donc pour utiliser la méthode LF, la 
gamme de ses paramètres a été changée. En se basant sur les résultats des simulations, le 
nombre de couches reste fixé à cinq. Cependant, la moyenne logarithmique et le plus petit 
segment avec trouée à être enlevé ont été testés de 5 à 25 points de retour. Toutefois, ces 
différentes longueurs n’ont pas eu un effet très prononcé sur les résultats. Par exemple, le 
R2 moyen entre l’IST LF (5-100-100) du TLS et les combinaisons des 2 paramètres LF 
variable pour les données ALS a été de 0,50 avec un écart type de 0,01 seulement. Les 
résultats pour deux combinaisons de paramètres de LF sont montrés dans le tableau 13 
(5-10-5 et 5-25-5).   
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Figure 45 : Données TLS de quatre placettes de Matane montrant la hauteur du retour par rapport 
à la hauteur du TLS en fonction de l’angle zénithal du balayage: (a) la placette 2 composées de 
bouleau, (b) la placette 3 composée d’un peuplement mixte résineux-feuillus, (c) la placette 12 
composées de sapins et (d) la placette 13 qui est mixte et a eu une coupe sélective récente.  
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Figure 46 : Données ALS sur quatre placettes de Matane montrant la hauteur du retour par 
rapport à la hauteur du TLS dans la placette en fonction de la distance euclidienne horizontale 
accumulée entre chaque retour: (a) la placette 2 composées de bouleau, (b) la placette 3 d’un 
peuplement mixte résineux-feuillus,  (c) la placette 12 composées de sapins et (d) la placette 13 
qui est mixte et a eu une coupe sélective récente.  
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Puisque le vrai IST n’est pas connu pour nos placettes de Matane, une 
comparaison entre les différentes méthodes sur le terrain avec les données TLS et avec 
les données ALS est présentée ici. En premier, les profils en hauteur de l’ISF effectif sont 
comparés. L’IST effectif est comparé sur cinq couches dans la figure 47 pour les même 
quatre placettes des figures 45 et 46. Ces quatre placettes démontrent des profils 
verticaux assez différents. En général les profils verticaux TLS sont similaires de ceux 
résultant des données ALS. Le profil de la placette 3 (Figure 47b) est celui qui montre 
une plus grande différence entre les données TLS et ALS. Pour cette placette, le profil de 
l’IST effectif montre des valeurs plus large pour les données TLS dans la partie inférieure 
du couvert forestier et un peu plus large pour le profil ALS au-dessus de 10 m. La 
différence est amplifiée une fois le groupage considéré (figure 48b) dans les profils 
verticaux de l’IST. L’IST par couche du TLS est plus de deux fois supérieure à celui 
provenant des données de l’ALS sous les 10 m de hauteur. Les profils TLS et ALS pour 
les placettes 2 (figure 47a) et 12 (figure 47c) sont ceux qui se ressemblent le plus. La 
placette 12 montre une petite différence entre 2 et 10 m de hauteur. Mais une fois la 
méthode LF appliquée aux données, les profils TLS et ALS de l’IST deviennent plus 
similaire (figure 48c). Le profil de la placette 12, une placette composée à plus de 90 % 
de sapins, montre un profil de forme triangulaire, symétrique en hauteur, centré à 10 m. 
Les profils TLS et ALS de la placette 13 (figure 47d et 48d) sont similaires, mais on 
constate que les couches inférieures (< 10 m) ont des estimés de l’IST plus grands pour le 
TLS que pour l’ALS. Une autre différence pour ce site est visible dans le profil vertical 
de l’indice de groupage (figure 49d). L’indice de groupage pour cette placette n’a pas pu 
être évalué pour plusieurs niveaux avec les données ALS car aucun retour n’y a été 
enregistré. Il est à noter que très peu de retours ont été mesurés avec les TLS pour ces 
mêmes niveaux. En général, seul la couche la plus haute (16-20 m) montre une différence 
marquée de l’indice de groupage entre les données TLS et ALS de Matane, avec une 
augmentation de l’indice pour cette couche (figure 49b, 49c, et 49d). 
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Figure 47 : IST effectif ALS vs TLS par couche pour (a) la placette 2 composées de bouleau et 
(b) la placette 3 d’un peuplement mixte résineux-feuillus, (c) la placette 12 composées de sapins 
et (d) la placette 13 qui est mixte et a eu une coupe sélective récente.  
.  
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Figure 48 : IST avec méthode LF pour ALS vs TLS par couche pour (a) la placette 2 composées 
de bouleau, (b) la placette 3 d’un peuplement mixte résineux-feuillus, (c) la placette 12 
composées de sapins et (d) la placette 13 qui est mixte et a eu une coupe sélective récente.  
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Comme mentionné plus haut, l’estimation de l’IST entre les données TLS et ALS 
ne donne qu’un R2 autour de 0,5. La figure 50a montre la comparaison entre l’IST 
effectif estimé avec les données ALS et TLS pour les 21 placettes de la réserve de 
Matane. Un R2 de 0,76 avec une erreur RMS de 1,24 ont été calculés. La figure 50b 
montre un exemple de l’estimation de l’IST provenant de l’ALS comparé avec les celui 
du TLS. La combinaison des paramètres pour la méthode LF pour les données ALS est 5-
10-5 : 5 couches, enlèvement des trouées plus grandes que 5 points et plus grand 
(environs 3,5 m) et une moyenne logarithmique sur 10 points (environs 7 m). Les valeurs 
estimées pour cette combinaison sont dans le tableau 13, ainsi que pour la combinaison 5-
25-5. L’IST provenant des données ALS n’est pas très bien corrélé avec celui des 
données du TLS avec seulement R2 de 0,49. Le couvert forestier au-dessus du TLS était 
généralement très fermé dans les placettes de Matane avec 18 placettes ayant une FC au-
dessus de 85 % (basé sur les retours TLS pour les éléments du couvert forestier au dessus 
du TLS). La FC à partir des données TLS est semblable à celle estimée avec les données 
ALS avec un R2 de 0,72. Seules les placettes 3 et 4 ont une différence de FC de plus de 
10 % entre les estimations par ALS et ALS avec 17 % et 43 %, respectivement. Le 
tableau 13 montre aussi l’estimation de l’IST à partir des balayages TLS en mode PH (où 
la hauteur des éléments du couvert n’a pas été utilisée) avec la méthode CLX. Il est à 
noter que contrairement aux données simulées, la méthode CLX-45 donne de plus 
grandes estimations de l’IST que la méthode CLX-15 pour l’IST estimé plus grand que 
6,0. On peut aussi noté que l’IST avec la méthode CLX-15 est parfois plus petit que l’IST 
effective, donc un indice de groupage plus grand que l’unité. On ne voit pas de tels 
résultats avec la méthode CCL où toutes les valeurs de l’IST sont plus grandes que l’IST 
effectif. Les différentes estimations de l’IST, avec différentes méthode de considération 
du groupage, pour les données TLS sont bien corrélées, mais avec des biais très différent. 
Par exemple, la meilleure relation est entre l’IST avec la méthode CCL qui donne un R2 
au-dessus de 0,90 avec l’IST de la méthode LF (5-100-100 et 5-100-25) mais avec les 
valeurs IST avec la méthode LF à peu près 60 % plus grandes. La moyenne de l’indice de 
groupage TLS des placettes de Matane est 0,82 pour la méthode CLX-45 et de 0,54 pour 
la méthode LF (5-100-100). La même valeur moyenne de l’indice de groupage (0,54) a 
été trouvée à partir des données ALS avec la méthode LF (5-25-5). 
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Figure 49 : Indice de groupage avec méthode LF pour données ALS et TLS par couche pour (a) 
la placette 2 composées de bouleau, (b) la placette 3 d’un peuplement mixte résineux-feuillus,  (c) 
la placette 12 composées de sapins et (d) la placette 13 qui est mixte et a eu une coupe sélective 
récente.  
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Figure 50 : Comparaison entre les estimations à partir des données TLS et ALS sur les placettes 
de Matane pour (a) IST effectif et (b) IST avec la méthode LF. 
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5.7 Limite des méthodes d’estimation du groupage et de l’IST 
En plus de pouvoir montrer laquelle des méthodes d’estimation de l’IST et l’ISF 
donne des résultats plus proches des intrants, notre cadre de modélisation peut aussi être 
utilisé pour comprendre certaines limites de ces méthodes. Nous avons tiré avantage de 
cette option pour analyser les bénéfices et limites relatives de trois méthodes de mesure 
de l’ISF : (1) la méthode Chen et Cihlar (CCL et CMN), (2) les méthodes utilisant des 
segments de différentes longueurs (LX et CLX) pour la moyenne logarithmique de la 
fraction de trouées, ainsi que (3) la nouvelle méthode LF proposée dans ce projet qui est 
appliquée aux données LiDARs à différent angles. 
Limites des méthodes qui utilisent la théorie de Chen et Cihlar (CCL, CMN et 
CLX) : La théorie développée par Chen et Cihlar (1995) est utilisée avec deux variantes 
de méthodes pour l’estimation du groupage : celles de Leblanc (2002) (CCL) et de Pisek 
et al. (2011) (CMN). De plus, la méthode CCL est utilisée au niveau des segments dans 
la méthode CLX. Nos résultats montrent que les méthodes CCL et CMN ont tendance à 
sous-estimer les valeurs de l’IST et l’ISF. L’IST estimé avec ces méthodes dépend de la 
distribution et de la taille des trouées dans un segment tiré des données et de la 
probabilité d'avoir ou non de grandes trouées pour une fraction de trouées donnée. 
Lorsque la densité du feuillage est élevée, de petites trouées peuvent être absentes ou 
même impossible à détecter dans un segment, en particulier à de grands angles de visée. 
La sous-estimation de l’IST en utilisant la méthode CCL a une forte corrélation (R2 de 
0,74 dans la figure 51) avec la densité du feuillage dans les houppiers P (ISF par volume 
de houppier, m2/m3). Pour les deux autres méthodes utilisant en partie la même théorie 
que la méthode CCL, soit CMN et CLX, leurs erreurs augmentent aussi avec P, mais la 
relation n'est pas aussi forte (R2 < 0,5) qu’avec celle de la méthode CCL. La valeur deP 
peut être estimée sur le terrain à partir de mesures indirectes telles que la hauteur du 
couvert, la FC et une estimation de l’ISF. Ce genre de mesure est plus approprié pour les 
sites de monoculture où les houppiers ont des volumes semblables. C’est le cas pour les 
peuplements composés de houppiers denses comme ceux d’épinettes noires dont la forte 
densité du feuillage dans les houppiers est bien connue (Chen et al., 1997; Leblanc et al., 
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2005). Toutefois, dans beaucoup de circonstances, l’estimation de la valeur deP nécessite 
un échantillonnage destructif car les arbres ne sont pas uniformes. Des calculs ont été 
appliqués au site d’épinettes noires T04 pour estimer la densité du feuillage dans le 
houppier (P) à partir de l’ISF allométrique (6,8), de l’estimation de la fermeture du 
couvert (55 %) à partir des PHs et de la hauteur moyenne des arbres (12 m). Avec cette 
estimation, nous pouvons comparer l’erreur et P de ce site avec nos simulations. Les 
valeurs d’ISF découlant de la méthode CCL pour le site T04 résultent en une sous-
estimation de 42 % de l’IST, ce qui est du même ordre que les simulations (figure 51) 
pour P de 1,0 m2/m3. Cette erreur était de 51 %, selon les résultats d’estimations de l’ISF 
dans  Leblanc et al. (2005).  
Figure 51 : Effet de la densité du feuillage à l'intérieur des couronnes sur l’estimation de l’ISF en 
utilisant la méthode CCL. 
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Limites des méthodes qui utilisent la moyenne logarithmique de la fraction de 
trouées  (LX et CLX) : L’usage de la méthode LX repose sur la longueur du segment sur 
lequel la moyenne logarithmique est faite. La présence de trouées non-aléatoires dans les 
segments ainsi que les segments sans trouées combinés à des segments de différentes 
longueurs affectent grandement l’estimation de l’ISF (Leblanc et al., 2005). Pour 
quantifier cet effet, des segments de 15° et 45° en azimut et 1 pixel en zénith ont été 
utilisés à l’angle zénithal de visée de 57° sur les données des scènes virtuelles. La figure 
52 montre comment le nombre de segments de 15° en azimut sans trouée change en 
fonction de l’IST intrant pour notre série de PHs issues des scènes simulées. De manière 
prévisible, plus l’IST augmente, plus le nombre de segments sans trouée augmente aussi. 
Pour l’ensemble des scènes virtuelles à 57° du zénith, 7 % des segments de 15° et 
seulement 2 % des segments de 45° sont sans trouée. Une recherche exhaustive de la 
meilleure longueur de segments pour faire une moyenne logarithmique en azimut pour le 
PHs est plus difficile que pour les données LiDARs. En effet, la longueur optimale ou 
même pratique du segment pour l’inversion de la loi de Beer qui servira dans la méthode 
LX dépend de plusieurs facteurs tels que la résolution de la caméra, l’IST lui-même, la 
hauteur du couvert ainsi que la grandeur des feuilles et la taille de la composante 
ligneuse. Dans cette étude, nous avons attribué aux segments sans trouée l’équivalence 
d’une trouée de moitié de la taille d'un pixel dans le calcul de l’IST selon la méthode dans 
Leblanc et al. (2005). Cette méthode peut causer des problèmes selon la longueur des 
segments. Par exemple pour des PHs de 3000 pixels de diamètre utilisées ici, l’IST d’un 
segment de 15° au zénith de 57º ne peut être supérieur à 6,75, ce qui est plus petit que 
l’IST intrant de certaines scènes. D'autres méthodes utilisent une valeur fixe de l’ISF ou 
de l’IST (Weiss et Baret, 2010)  pour ces segments sans trouée; une valeur dite 
maximale, donc assez grande, pour les segments ou portions d’anneau concentrique sans 
trouée. Mais utiliser une valeur non-standard de l’IST pour les segments sans trouée au 
lieu d’une trouée de moitié de la taille d'un pixel peut aussi avoir une grande influence 
sur les résultats. Cette différences est proportionnelle au nombre de segments sans trouée 
utilisés dans l’estimation. Nous avons vue ce problème de segments sans trouée avec 
l’application des méthodes LX et CLX aux données TLS. Les résultats (voir tableau 13) 
ont montré qu’avec de petites valeurs d’IST, la méthode CLX-15 donnent un IST plus 
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grand (ici 6 % plus grand) que pour la méthode CLX-45, mais quand l’IST est plus grand 
que 6, on constate l’inverse avec en moyenne un IST 11 % plus grand pour la méthode 
CLX-45 que pou la méthode CLX-15. Dans nos simulations, à un IST de 6.0, 30 % des 
segments de 15º en azimut n’avaient pas de trouée, mais dans nos site expérimentaux, ce 
pourcentages monte à 50 % pour les PHs à partir de données TLS. Même avec un 
meilleur résultat (ISF allométriques versus ISF optique) pour le site expérimental T04 
trouvés en utilisant CLX-15 par rapport à CLX-45, le nombre de segments sans trouée 
était de 58 sur 312 (8 %) avec des segments de 15°. Seuls deux segments de 45º étaient 
sans trouée sur 104 (2 %), ce qui rend cette longueur de segment moins sujette à des 
erreurs importantes.  
Figure 52 : Nombre de segments annulaires de 1 250 pixels (15º en azimut) de dix PHs (240 
segments) à angle zénithal de visée de 57° ne contenant aucun trou. 
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Dans les simulations des PHs à partir de scènes virtuelles, l’ISF estimé avec la 
méthode CLX-15 montre moins de biais (la plus petite erreur moyenne), de toutes les 
méthodes de groupage (1 %, voir la figure 31). Ce résultat indique que les résultats de 
l’ISF pourraient mieux être estimés avec CLX-15 qu’avec CLX-45. Des tests, non 
présentés ici ont été faits avec des segments d’azimut de 90º et démontrent que dans 
l'ensemble la méthode CLX-90 n'était pas aussi bonne que les méthodes CLX-15 et 
CLX-45. Une alternative pratique pour la sélection d’une longueur pertinente de segment 
pourrait être de tester plusieurs longueurs des segments afin de trouver la longueur 
minimale sans trouée afin d’utiliser la méthode LX sur cette longueur (Gonsamo et al., 
2010). L’alternative présenté ici avec les données LiDAR avec la méthode LF, nous 
permet d’agrandir les segments jusqu’à ce qu’une trouée soit trouvée. Cette approche 
pourrait aussi être utilisée avec les PHs.  
Limite de la capacité des données LiDARs pour estimer l’IST : La méthode LF, 
un peu comme les méthodes d’estimation de l’indice de groupage utilisées avec les PHs, 
dépend de différents facteurs incluant l’angle de visée, l’orientions du feuillage et de la 
capacité du capteur à mesurer les trouées de différentes grandeurs. L’application de la 
méthode LF aux données LiDAR simulées nous a donné de très bons résultats aux angles 
près de 57,3º. Toutefois, il est difficile de séparer la méthode LF des caractéristiques des 
données LiDARs sur lesquels la méthode s’applique. Par exemple, les données TLS 
peuvent facilement être obtenue autour de 57,3º au zénith, mais les données ALS sont 
habituellement prises proche du nadir. Tout comme l’utilisation de photographie non-
hémisphérique pointant directement vers le zénith (Macfarlane et al., 2007b), 
l’orientation du feuillage est un facteur important qui rend difficile l’estimation de l’IST 
avec les données ALS. En plus de l’effet de la DAF, nous avons vu que la pénétration du 
signal laser des ALS près du nadir est grandement diminuée dans les houppiers.  La 
figure 53 montre le problème plus en détails. L’IST estimé avec les données virtuelles 
d’ALS donne une corrélation entre l’IST TLS et ALS avec un R2 entre 0,46 et 0,62 
(figure 53a) semblable à celle obtenue des données de Matane avec R2 de 0,49 (figure 
49b). Cependant la figure 53b montre que ce même IST estimé avec la méthode LF à 
partir de données ALS simulées est corrélé avec des R2 de 0,71 à 0,85 lorsque comparé 
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avec l’IST effectif des données TLS simulées. La figure 53 nous montre aussi que même 
si la DAF est connue, ou que nos données sont segmentées en DAF, il n’est pas possible 
d’obtenir l’IST avec les données ALS près du nadir. Donc, il semble que l’application de 
la méthode LF aux données ALS, tout comme plusieurs autres méthodes testées dans la 
littérature, soit plus susceptible de mesurer l’IST effectif que l’IST ou l’ISF.  
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Figure 53 : L’IST estimé avec la méthode LF (5-100-025) en utilisant des données simulées ALS 
près du nadir (à 5º) pour des données des 21 lignes simulées avec 10 points/m2, comparé avec (a) 
IST des données TLS simulées (55º à 60º) et (b) IST sans considération de groupage (effectif) tel 
que mesurés avec les PHs simulées (55º à 60º). 
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6. Discussion
6.1 Le cadre de modélisation 
L'utilisation du cadre de modélisation nous a fourni une chance de progresser sur 
des questions importantes reliées à l’estimation d’attributs de l’architecture des couverts 
forestiers qui seraient autrement difficiles à aborder uniquement avec des données 
expérimentales. Puisque le cadre de modélisation procure des intrants connus, les 
résultats de l'application des méthodes d'estimation des attributs révèlent plus clairement 
leur capacité à obtenir des valeurs réalistes. Nous avons donc traités plusieurs questions 
en lien avec l’estimation des attributs structurels des peuplements forestier à l’aide du 
cadre de modélisation.  
6.1.1 Le niveau de complexité du cadre de modélisation utilisé est-il suffisant pour 
l’estimation de l’ISF et de la FC avec la PH et les LiDARs ? 
Dans les théories utilisées pour estimer l’ISF et la FC, il n’y a pas de limites 
écologiques précises s’y rattachant. Par cela, nous voulons dire que les estimations de 
l’ISF et de la FC avec ces méthodes devraient en théorie fonctionner peu importe le type 
de peuplement forestier, qu’il soit réel ou virtuel, car les méthodes sont basées sur 
suppositions de distributions statistiques aléatoires et groupés et leurs déviations et non 
pas sur des fondements écologiques. Donc a priori, un cadre de modélisation plus simple 
par rapport à certaines forêts est suffisant pour tester certains aspects des méthodes 
d’estimation de l’ISF et la FC. De plus, nos scènes sont plus complexes et réalistes que 
celles utilisées dans des études comme celle de Gonsamo et al. (2010). Il est à noter que 
le cadre de modélisation contient déjà des modules plus complexes qui n’ont pas été 
inclus dans cette étude, incluant le groupage des feuilles en branches qui sera utilisé dans 
des projets futurs. La modélisation à l’avantage de permettre la simulation d’une grande 
gamme d’intrants qui sont statistiquement valides pour des régressions non biaisées 
(Fernandes et Leblanc, 2005). C’est le cas de notre étude où les intrants de l’ISF suivent 
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une distribution qui s’approche d’une normale. Il peut être difficile de trouver une gamme 
aussi large d’intrants sur le terrain, surtout dans une région donnée. À titre d’exemple, la 
gamme des valeurs de l’IST des scènes virtuelles (voir tableau A1) était plus étendue que 
celle issues des placettes de Matane (tableau 13).  
En plus d’intrants comme l’IST ou l’ISF, le nombre d’espèces d’arbres est un 
intrant important qui définit en grande partie la complexité, ou l’hétérogénéité, de la 
scène. Plus de 46 % (voir tableau A1) de nos scènes virtuelles ont plus qu’une espèce 
d’arbre. De plus, la distribution des tiges suivant le groupage de Neyman, utilisée dans 
24% de nos scènes, provient d’études sur la distribution des épinettes noires de sites en 
Alberta (Chen et Leblanc, 1997). Nous croyons donc que le niveau de complexité du 
cadre de modélisation est suffisant pour permettre l’étude de l’estimation de l’ISF et de la 
FC, en particulier pour traiter certaines des limites des méthodes existantes. En autres, 
nous avons démontré que les méthodes actuellement utilisées pour l’estimation de l’ISF 
résultent en une erreur RMS de 25 % ou plus (figure 31). Cependant, il faut comprendre 
que quelques unes des scènes simulées sont des cas extrêmes en termes de densité du 
feuillage dans des houppiers, situation peu représentative de situations naturelles, mais 
idéales pour rechercher des limites. En contrepartie, plusieurs scènes simulées semblent 
se rapprocher de peuplements en forêt boréale caractérisés par des arbres compacts et de 
grande ouverture entre les houppiers. En fait, 75 % des valeurs de l’indice de groupage 
du feuillage des scènes simulées se situent entre 0,5 et 1,0, une gamme de valeur 
habituelle pour ce facteur en forêts boréales et tempérées (Chen et al., 1997a; 2006a). 
Mais ces valeurs de sites expérimentaux de Chen ont été en parties estimées avec des 
instruments optiques avec des méthodes de considérations du groupage tel que présentées 
ici dont nous avons démontrée qu’elles sous-estimaient l’ISF (figure 31). Cependant, une 
généralisation de la modélisation à tous les types de forêts doit être faite avec soin. Les 
grandes ouvertures entre les houppiers tel que simulées dans plusieurs scènes virtuelles, 
ne sont pas communes en forêts tempérées et sont en grande partie dues au système 
utilisé pour créer les scènes virtuelles. Bien que les houppiers puissent être facilement 
simulés avec chevauchement, ils ont été modélisé afin d’éviter d'avoir du feuillage dans 
le même espace pour que l’ISF soit exactement connu. Même avec ces facteurs limitatifs, 
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nous croyons que le cadre de modélisation d'architecture utilisée ici suffit pour évaluer 
l'utilisation des PHs pour estimer l’ISF et la FC. Par exemple, le profil angulaire de la 
fraction de trouées du site T04 (figure 26c) montre des discontinuités par rapport à 
l’angle zénithale de visée T que nous avions attribué dans un premier temps aux 
structures de branches dans ce site expérimental. Toutefois des discontinuités semblables 
ont été trouvées avec les scènes virtuelles. On ne peut pas attribuer cet effet aux branches 
des scènes virtuelles puisque le modèle n’a pas de branches. Une autre explication 
possible implique une ou des discontinuités dans la distribution du matériel d’un houppier 
ou de la disposition des houppiers, à certains angles zénithaux, ce qui implique des zones 
avec plus de transmission lumineuse pour certaines trajectoires. L'ensemble des 
simulations réalisées dans notre étude montrent que pour les peuplements ayant beaucoup 
d’ouvertures entre les arbres et composés d’une seule espèce sont plus à même de 
procurer des discontinuités dans les patrons de trouées que les scènes composées de 
plusieurs grandeurs d’arbres. 
 
Il est difficile de d’utiliser des instruments comme le LAI-2000 et le TRAC sur 
des sites expérimentaux car ils ont des conditions d’acquisitions différentes (Leblanc et 
Chen, 2001; Leblanc et al., 2005). De plus, la difficulté de mesurer l’ISF en forêts a 
donné lieu a plusieurs études se concentrant sur l’ISF effectif pour les données ALS 
(Richardson et al., 2009, Zhao et al., 2011; Peduzzi et al., 2012; Zheng et al., 2013).  La 
simulation de scènes virtuelles est donc bien adaptée pour l’étude des instruments qui 
permettent des estimations indirectes. De plus la simulation permet de ne changer que les 
principes de mesures de chaque instrument tout en gardant certains facteurs constants 
comme la résolution spatiale et les mêmes conditions des variables recherchées qui sont 
connues avec une grande précision. Notre expérience d’utilisation du cadre de 
modélisation nous permet de conclure qu’il était suffisant pour l’estimation de l’IST, 
l’ISF et de la FC avec les PHs. Les aspects de bases, comme la variation et gammes des 
paramètres des scènes virtuelles sont les mêmes pour les données LiDARs. Donc la 
complexité du cadre de modélisation nous semble aussi adéquate pour simuler les 
données LiDAR puisqu’il nous a permis de tester l’algorithme de la méthode LF. De 
plus, puisqu’un de nos objectifs était de montrer l’apport des données LiDARs par 
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rapport aux PHs, l’ajout de l’information 3D des mêmes éléments du couvert forestier qui 
étaient dans les PHs est quelque chose qui n’est pas possible avec autant de précision 
dans la mesure expérimentale. Nos données LiDARs virtuelles ont été développées, en 
grande partie, selon les caractéristiques des PHs où le nombre de pixels a été établit à 4 
000 × 3 000 dues aux limites des programmes d’analyse et aux caméras numériques 
disponibles au début du projet, il y seulement quelques années. Ces caractéristiques 
s’approchent tout de même des données acquises des TLS dans les sites expérimentaux. 
Par exemple, à l’angle de visée de 57,3º, les simulations ont près de 6 000 pixels en 
circonférence par rapport à 10 000 points pour l’instrument ZF dans la configuration 
généralement utilisée (« High »). Cependant, la densité de points utilisables pour un 
instrument dans un site expérimental avec comme but de mesurer l’ISF implique de viser 
un espacement entre les points exactement de la largeur du faisceau afin de biens mesurer 
la distribution des trouées. Toutefois, les données TLS simulées ont le potentiel de 
procurer des données de meilleures qualités que celle acquises sur le terrain puisque 
chaque point peut être réduit à un fil de dimension presque nul si désiré (donc sans 
largueur de faisceau). De plus, un balayage de 10 000 points du ZF sur à 57,3º d’angle de 
visée ne sont pas utilisables tel quels à cause de l’incertitude de la distribution des points 
dans l’espace 3D (figure 44). Vu cette incertitude, les retours des LiDARS doivent 
souvent être utilisés dans une analyse avec voxels (Hosoi et Omasa 2010; Béland et al., 
2011; Moskal et Zheng 2012) ou comme ici, dans un rendu avec POV-Ray. Idéalement, 
pour faire l’analyse des données terrain d’instruments comme le ZF 5006i, il serait 
préférable de ne pas avoir à faire un rendu pour extraire des segments sur lesquels on peut 
appliquer la méthode LF. En effet, il serait préférable de pouvoir extraire directement des 
segments à un angle zénithal de visée donnés. De plus, le principe d’acquisition du ZF 
5006i donne un nombre de points redondant près du zénith puisque l’instrument balaie 
cette partie de l’hémisphère à chaque ligne verticale. Un système avec balayage circulaire 
horizontal serait plus approprié pour la méthode présentée ici et serait tout aussi 
approprié plus la plupart des autres techniques en forêt. Il est a noter que cette incertitude 
dans la position des retours du ZF peut aussi en partie provenir de la transformation des 
données qui sont initialement estimées en coordonnées sphériques par le TLS, puis 
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sauvées en coordonnées cartésiennes et que nous avons retransformées en coordonnées 
sphériques. 
 
Finalement, le cadre de modélisation à permis de répondre en profondeur à une 
série de questions sur l’estimation des attributs du couvert forestiers, alors qu’il est 
presqu’impossible de les traiter avec autant de détail à l’aide de données expérimentales 
in situ. La section 6.2 traitera plus en détail de ces questions, tandis que la prochaine 
section discutera de la pertinence du cadre pour le type de données optiques étudiées ici, 
soit les HPs, données TLS et ALS. 
 
6.1.2 Usage du cadre de modélisation pour étudier les limites des instruments et des 
méthodes d’estimation de l’ISF 
 
Un des avantages de la modélisation de scènes virtuelles est de pouvoir sortir des 
normes et d’explorer les limites des méthodes d’estimation, ce qui est difficile à faire 
avec des données expérimentales en forêt. La simulation de l’architecture des forêts 
permet d’abord de produire des maquettes de peuplements ayant la gamme des attributs 
structuraux les plus habituels. Toutefois, c’est aussi l’occasion de simuler les cas 
extrêmes ou d’étendre la brochette habituelle afin de tester si les méthodes fonctionnent 
aussi dans des situations limites. Le cadre de modélisation de l’architecture des forêts 
avec paramètres intrants étendus a donc été jumelé avec la simulation d’acquisition de 
l’instrumentions existante afin de procurer des données réalistes de PH et de données 
LiDAR.   
 
Les PHs et balayages TLS ont été utilisés en format image avec la partie 
hémisphérique couvrant 7,1 millions de pixels. Mais due aux contraintes des méthodes 
CCL, CLX et LF, des anneaux d’un seul pixel en zénith ont été extraits. Nos résultats ont 
mis en évidence que les valeurs proche de 57,3 º sont suffisantes pour obtenir l’IST ou 
l’ISF. L’utilisation de six anneaux (55 à 60 º) implique que 70% des pixels dans l’anneau 
de 55 à 60º sont utilisés pour l’analyse. L’utilisation des anneaux seulement aux six 
angles entiers a originalement été fait car les PHs étaient de moins de 4 Mpx (Leblanc et 
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al., 2005) et que dans une telle configuration le nombre de pixels n’était pas suffisant 
pour extraire plus d’anneaux d’un pixel sans chevauchement. Mais avec la disponibilité 
des PHs de 12 Mpx ou plus, il serait avantageux de modifier la méthode pour faire 
l’analyse de ces plus grandes images et en extraire plus d’anneaux, au demi-angle de 
zénith ou mieux, mais seulement si la qualité des capteurs suit l’augmentation du nombre 
de pixels. En effet, le nombre de Mpx dans les caméras de basses ou moyennes gammes 
n’est pas toujours proportionnel à une meilleure qualité d’image (Grotta et Grotta, 2012).   
 
Une comparaison sur les sites expérimentaux entre les estimations par PHs et par 
LiDARs des attributs des forêts aurait été idéale. Mais nous n’avions malheureusement 
pas de PHs dans des conditions avec toutes les feuilles et sous ciel isotropes pour les sites 
de Matane. La littérature scientifique nous montre qu’en général il y a une bonne 
corrélation entre la mesures de la fraction de trouées entre les TLS et les PHs (Danson et 
al., 2007; Seidel et al., 2012; Zhao et al., 2012). Dans certains des cas les TLS mesurent 
une fraction de trouées plus petite que les PHs (Seidel et al., 2012; Zhao et al., 2012) et 
parfois c’est le contraire où la fraction de trouées TLS est plus élevée que celles des PHs 
(Danson et al., 2007). Différentes raisons peuvent être responsables de ces différences. 
Par exemple, les PHs doivent être classifiées en pixels couvert forestier et ciel avec un ou 
des seuils parfois subjectifs (Zhang et al., 2005; Seidel et al., 2012); l’image doit de plus 
être sans effets de saturation ou autres aberrations (Leblanc et al., 2005); et finalement 
elles doivent avoir été prises avec lentille calibrée (Frazer et al., 2001;  Weiss et Baret, 
2010).  Donc ce genre de comparaison est important, mais demande un travail minutieux 
afin d’obtenir des réponses adéquates. En revanche, certaines de ces réponses peuvent 
être obtenues avec l’utilisation de la modélisation telle que nous l’avons fait dans cette 
étude. 
 
Les principes du LiDAR avec les résolutions de faisceau laser et espacement entre 
ces faisceaux présentement disponibles en font un outil avec une information riche, mais 
peut-être plus adaptés aux mesures de grandes cibles en ingénierie En forêt, les tiges sont 
probablement plus adaptées au mesure LiDAR que pour la mesure de petites trouées 
entre de petites cibles comme des feuilles. Le LiDAR reste tout de même un très bon 
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outil pour estimer l’IST effective en hauteur et la FC.  De plus avec l’avancement des 
technologies, nous restons confiants que l’avenir des mesures de l’architecture des forêts 
convergera vers des instruments actifs comme les LiDARs.   
 
6.2 Questions répondues à l’aide des photographies hémisphériques simulées. 
 
6.2.1 Quel est le nombre de PHs adéquat pour l'échantillonnage de l’ISF et FC? 
 
La question du nombre requis de PH reste pertinente à ce jour. Certaines études 
suggèrent de prendre quatre à douze PHs pour estimer l’IST et l’IST (Weiss et al., 2004; 
Leblanc et al., 2005; Pope, 2012). Il a été montré à l’aide de notre cadre de modélisation 
que cinq PHs devrait être suffisantes dans la plupart des couverts forestiers pour estimer 
l’IST, mais que dix PHs semble plus appropriées pour un IST (ou ISF) précis des 
peuplements ouverts où hétérogènes. Nous n’avons pas étudié la distance idéale entre les 
PHs, mais chaque PHs étaient suffisamment éloignées l’une de l’autres par 10 m (à 
l’exception des deux PHs au centre) pour être indépendantes (et différentes) les unes des 
autres. Les estimations de la FC sur le terrain provenant de différents instruments peuvent 
être très biaisé (voir Fiala et al., 2006), mais nous avons montré que lorsque dix PHs sont 
utilisées, un bon R2 de 0,83 a été trouvé sur une gamme étendue de structure de 
peuplements. Par conséquence, l’acquisition de dix PHs pour l'estimation de la FC est 
recommandée à partir de nos résultats pour toutes les forêts. Ce nombre est 
particulièrement important pour les peuplements assez ouvertes et peut souvent être 
réduit pour ceux qui sont plus fermés. La majorité des scènes simulées sont des couverts 
assez ouvert avec un groupage assez important et à ce titre, nous croyons que plus le 
couvert est uniforme plus l’estimation de la FC sera juste pour une plus grande gamme 
d'angles de visée par rapport aux résultats présentés ici. Ceci peut être vu en partie dans 
les sept scènes où le feuillage n’a pas ou peu de groupage. Pour ces scènes les valeurs de 
R2 sont au-dessus de 0,85 et les erreurs RMS sont inférieures à 10 % pour toutes les  
gammes d’angles dans le tableau 10. 
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Bien qu'il puisse être tentant d'utiliser une plus large gamme d'angles de visée afin 
d'estimer la FC, les résultats suggèrent au contraire qu’il est préférable de n’utiliser 
qu’une petite gamme d’angles près du zénith. Un grand champ de vision au zénith 
augmente l'échantillonnage spatial du peuplement mais ne procure pas de meilleurs 
résultats. L’estimation de la FC en utilisant des angles loin du zénith donne de mauvais 
résultats (tableau 10). Il est plutôt recommandé d’utiliser un plus grand nombre de PHs 
pour obtenir une meilleure estimation de la FC. Puisque seule une faible étendue d’angles 
au zénith est utile, d’autres types de photographies peuvent être utilisés car les lentilles 
hémisphériques n’apportent rien de spécial pour l’estimation de la FC. Par exemple un 
opérateur avec une caméra en mode vidéo pointant vers le haut pourrait être un choix 
intéressant pour ce genre de mesure car en extrayant des images de la vidéo à intervalle 
régulier, une valeur plus précise de la FC pourrait être facilement estimée. 
 
6.2.2 L'utilisation des données près de 57,3° est-elle plus appropriée que d'utiliser 
une intégration tronquée de Miller? 
 
Les données provenant des PHs près de T de 57,3° ont déjà été utilisées pour 
l’estimation de l’ISF dans le passé (Warren Wilson 1960; Bonhomme et al., 1974; 
Neumann et al., 1989; Chen et Black, 1991; Leblanc and Chen, 2001; Weiss et al., 2004; 
Baret et al., 2010; Liu et al., 2013). Mais les petites différences entre l’utilisation de 
l’intégrale de Miller et les données à 57,3° n'ont jamais été bien évaluées. Leblanc et 
Chen (2001) ont attribué cette différence à la diffusion multiple dans les données du 
LAI-2000 aux grands angles zénithaux de visées, tandis que Weiss et al. (2004) ne 
mentionnent pas de raisons pour la différence entre les cultures et les zones boisées. Dans 
Leblanc et Chen (2001), les arbres feuillus matures avec une DAF planophile avaient une 
valeur de l'ISF effectif plus grande dans le quatrième anneau (centré à 53°) qu’avec 
Miller avec les cinq anneaux du LAI-2000. Dans Weiss et al (2004), les zones agricoles 
montrent une tendance similaire à la DAF planophile et les sites forestiers 
(principalement de conifères) sont plus proches de la ligne un-pour-un, associé ici avec la 
DAF aléatoire et non avec le cas érectophile comme dans les figures 9b et 9c. Les 
espèces à feuilles plates des sites expérimentaux présentées ici, sont principalement des 
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espèces de peupliers avec une DAF planophile et démontrent une relation semblable 
(pente supérieure à l'unité) que celle des scènes simulées avec DAF planophile. Pour ces 
sites, l’IST estimé près du zénith tend à être plus grand que celui près de 57,3º puisque les 
feuilles sont presque horizontales et bloquent plus de lumière dans cette direction que 
dans toute autre direction. Puisque les pousses des conifères sont des objets 
tridimensionnels, G(T) est toujours plus proche de 0,5 pour tous les angles zénithaux car 
ces pousses sont plus proches d'une forme sphérique que les feuilles plates. Par exemple, 
pour la méthode CLX-45 de la figure 29d, la pente et l'ordonnée à l'origine des sites de 
conifères est entre le cas planophile et érectophile des PHs simulées. Théoriquement, le 
théorème de Miller n'est valable que si l'intégration se fait sur T de 0 à 90º. Le LAI-2000 
met un poids d’intégration plus grand sur l’anneau 5, pour y inclure les angles plus 
grands jusqu’à 90º. Bien que cela change la valeur de l’intégration, elle diffère encore de 
celle proche de 57,3º (Leblanc et Chen 2001). Par conséquent, nos résultats montrent que 
l’orientation des feuilles affecte l’estimation de l’ISF quand l’intégrale tronquée de Miller 
est utilisée.  
 
En supposant que l'indice de groupage est parfaitement estimé à tous les angles T, 
l’estimation de l’IST et l’ISF ne varie avec T que lorsque la DAF n'est pas aléatoire 
puisque G(T) n'est constant à 0,5 que lorsque T est proche de 57,3º. L’estimation de l’ISF 
en agriculture donne un écart jusqu'à 20 % pour une différence de 10º en T  (Baret et al., 
2010). Nous pouvons quantifier cet effet ici avec la pente entre l’IST estimé avec 
l’intégrale de Miller et celui estimé près de 57,3º, qui a une différence relative positive 
d'environ 20 % pour la DAF planophile et une différence plus réduite d'environ 13 % 
pour la DAF érectophile. Nous n’avons montré que les résultats de l’intégrale de Miller 
portant sur un T de 0 à 65º. Toutefois nos tests nous laissent croire que les résultats avec 
d'autres plages d’angle T procureront des résultats similaires lorsque comparés aux 
résultats à proximité de 57,3º en raison de la variation de G(T). De plus, les résultats près 
de 57,3º sont plus stables que ceux de Miller pour les trois DAFs présentées ici. L'écart-
type moyen pour les trois DAFs pour les 75 sites est de 0,15 unité pour l’estimation près 
de 57,3º et de 0,36 unité en utilisant l’intégrale tronquée de Miller. Par conséquent, il y a 
plus d'incertitude dans l’usage de l’intégrale de Miller quand nous n’avons pas 
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connaissance a priori de la DAF réelle. Puisque l’estimation de l’IST avec l’intégrale de 
Miller est liée à une plus grande incertitude et que les résultats (erreur RMS et R2) sont 
aussi bon avec l'utilisation de l’intégrale de Miller ou avec une plage angulaire de 55 à 
60º, il est donc recommandable de toujours estimer l’IST et l’ISF près 57,3º. 
 
6.2.3 Quelle méthode d’indice de groupage est la plus fiable? 
 
En général, tel que relaté dans d'autres études (par exemple Pisek et al., 2011) 
l’estimation de l'ISF et de l'IST donne des résultats similaires en tenant compte du 
groupage avec une erreur RMS entre 1,0 et 1,5 unité LAI (22 % et 34 %) par rapport aux 
résultats sans tenir compte du groupage qui donnent une erreur RMS entre 1,6 et 1,8 
(37 % et 45 %). Les données simulées à partir des scènes virtuelles montrent qu'aucune 
des méthodes d’estimation du groupage appliquées aux PHs n’a été capable d’apporter un 
estimé de l’ISF avec une erreur plus petite que 23 %. Cependant, toutes les méthodes de 
groupage ont des avantages et des limites qui sont discutées ici.  
 
Les méthodes CCL et CMN sont basés sur les mêmes principes et ont l’avantage 
de ne pas dépendre des longueurs de segments pour estimer l’ISF. La méthode CCL 
proposée par Leblanc (2002) a modifié la méthode originale de Chen et Cihlar (1995) 
pour compenser une erreur sur le facteur de normalisation. De même, la méthode CMN 
proposée par Pisek et al. (2011) est également une modification de la méthode de Chen et 
Cihlar (1995) dans laquelle le facteur de normalisation a été enlevé (voir les définitions 
de CMN et CCL dans le chapitre 2). Pour les scènes virtuelles, les deux méthodes ont 
donné des résultats similaires avec l'erreur RMS relative à 33 % pour l'estimation de 
l’ISF (figure 13) ; seule l'erreur moyenne relative était un peu mieux pour la méthode 
CMN avec 26 % contre 20 % pour la méthode CCL. Les valeurs de l’abscisse à l’origine 
(voir tableau 6) des régressions associés à la méthode CMN indiquent également qu'elle 
ne réussi pas aussi bien que la méthode CCL pour estimer les faibles valeurs de l'IST. 
Cette différence entre les deux méthodes vient du fait que le facteur de normalisation de 
Leblanc (2002) s’applique plus judicieusement pour les couverts forestiers ouvert. La 
méthode CCL est reconnue pour sous-estimer le vrai ISF (Leblanc et al., 2005), et en 
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supprimant le facteur de normalisation l’ISF augmente automatiquement. Cependant, 
comme le montre les erreurs RMS, la précision de la méthode CMN est similaire à celle 
obtenue avec la méthode CCL. L’ensemble des PHs simulées à partir des scènes 
virtuelles a été utilisé pour déterminer pourquoi la méthode CCL généralement sous-
estime l’IST et l'ISF. La méthode CCL est basée sur la distribution et la probabilité de la 
taille des trouées (section 5.4.1). Lorsque la densité du feuillage est élevée, les petites 
trouées ne sont pas présentes ou pas mesurable, ce qui affecte l'estimation de l'indice de 
groupage, surtout pour la méthode CCL. La densité du feuillage à l'intérieur des 
houppiers peut être si élevée, pour des peuplements composés de certaines espèces 
comme l'épinette noire, que peu ou pas de trouées apparaissent au travers des houppiers. 
L'ISF dans les peuplements composés de houppiers denses a été renommé « indice de 
surface de houppier » (crown area index) par Nilson (1999) puisque la surface réelle vue 
par les capteurs optiques est la périphérie des houppiers, et non pas les feuilles 
individuelles. 
 
La méthode CLX a été développée par Leblanc et al. (2005) comme un 
compromis entre les méthodes CCL et LX. La méthode CCL ne capte pas les différentes 
densités de l’ISF dans une placette, mais cette méthode n’utilise pas des segments de 
trouées de longueur subjective pour faire une moyenne logarithmique comme la méthode 
LX. En effet, la méthode LX est limitée par le choix parfois arbitraire d'une longueur de 
segments. Un très grand segment peut avoir des trouées qui sont trop grandes pour la 
supposition d’une distribution spatiale aléatoire du feuillage, et un segment trop petit 
amène la problématique de segment sans trouée qui est une situation non géré par le 
logarithme (situation mathématiquement jugée impossible). Nous avons vu dans la 
section 5.7 que le nombre de segments de 15° d’azimut sans trouée était beaucoup plus 
grand que pour les segments de 45°. Les résultats des tableaux 5 et 6, montrent que 
l'utilisation de différentes longueurs n'affecte pas la méthode CLX autant que la méthode 
LX. Le coefficient de corrélation R2 n’a changé que par seulement 0,02 de moyenne  
entre CLX-15 et CLX-45 alors qu’il a changé de 0,08 entre LX-15 et LX-45. En outre, 
l’erreur RMS a changée en moyenne de 0,30 unité pour la méthode LX alors que le 
 175
changement est en dessous des chiffres significatifs (<0,01) pour la méthode CLX entre 
l'utilisation des segments de 15º et 45º.  
 
Les méthodes d’estimation de l’indice de groupage ont amélioré l’estimation de 
l’IST et l’ISF par rapport à l’estimation sans considération de groupage. Cependant, en se 
basant sur nos résultats, la méthode CLX se démarque avec de bonnes statistiques et une 
robustesse par rapport à la grandeur des segments utilisés.  De plus, elle semble plus 
appropriée sur des segments de 45º que de 15º car on y retrouve beaucoup moins de 
segments sans trouée. L’utilisation de la méthode LF sur les PHs reste possible tel que 
vue pour le cas avec seulement une couche, mais beaucoup de travaille reste à faire pour 
vérifier comment une erreur d’estimation de la hauteur moyenne du couvert affecterait les 
résultats. 
 
6.2.4 Est-ce que le retrait de l’ISB de l’IST est valide pour obtenir ISF? 
 
Des études comme Barclay et al. (2000) et Leblanc et Chen (2001) se sont 
appuyés sur des mesures en forêts avant ou après la saison de croissance (par exemple 
après la chute des feuilles), pour estimer l’ISB. Cependant, ils ont utilisé le LAI-2000, qui 
ne considère pas le groupage explicitement. En général, les valeurs estimées de l’ISB 
avec l’indice de groupage des scènes virtuelles sans feuilles ont surestimé les valeurs 
d’entrées de l’ISB (tableau 7). Une première raison possible pour cela est la taille du 
tronc qui est plus grande près du sol et est donc plus présent dans les PHs qui 
échantillonnent généralement beaucoup plus la partie inférieure que la partie supérieure 
du couvert forestier. Une deuxième raison est que les segments de 15º ou 45º ne sont pas 
adaptés pour l’ISB puisque les troncs sont plus large que les feuilles et que la longueur 
sur laquelle la moyenne logarithmique doit être faites est fonction de la taille des 
éléments. Toutefois, nos résultats semblent indiquer que la surestimation de l’ISB est 
aussi incluse dans les valeurs estimées de l’IST puisque les troncs font parti de l’IST. 
Donc cette surestimation étant dans l’IST et l’ISB, elle disparait en grande parti dans la 
soustraction de l’ISB de l’IST pour l’estimé de l’ISF. Par conséquent, lorsque 
l'acquisition des données en forêt est possible dans l'état sans-feuille, cela apporte une 
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estimation raisonnable de l’ISB pouvant être utilisé pour l'estimation de l’ISF. Ceci 
démontre aussi un aspect peu exploré dans l’estimation de l’ISF : la présence d’éléments 
de différentes grandeurs (feuilles et troncs) dans le couvert forestier avec des méthodes 
qui dépendent de la grandeur de ces éléments pour estimer l’indice de groupage. 
 
6.2.5 Est-ce que G(T) peut être estimé sans traiter le groupage? 
 
L’estimation de G(T) est souvent négligée dans les attributs des couverts 
forestiers. De plus, G(T) est difficile à estimer aux angles de visées proches du zénith car 
l’échantillonnage y est insuffisant. Nous avons donc fait notre analyse que sur les angles 
de visée T de 30 et 60º (voir figure 33). Bien que notre analyse du calcul de G(T) est loin 
d’être détaillée, elle est suffisante pour démontrer que l’utilisation de G(T) = 0,5 pour tout 
autres types de DAFs que le cas aléatoire peut amener de grandes erreurs. Ce genre 
d’erreur peut se propager dans le calcul de l’absorption de l’énergie solaire par les 
couverts forestiers quand le soleil est proche du zénith.  Au Canada, le soleil n’est jamais 
au zénith, au plus, il peut atteindre 18,2° pour un observateur placé le plus au sud en 
Ontario durant le solstice d’été (latitude de 42,7° nord). En effet avec les feuilles 
orientées en moyenne à 25° de l’horizon, G(T) est au-dessus de 0,8, et même presque 1,0. 
Donc potentiellement le couvert forestier intercepte deux fois plus d’énergie solaire 
quand le soleil est au plus haut dans le ciel dans un couvert planophile par rapport au cas 
où les feuilles sont orientées aléatoirement. 
 
L’estimation de G(T) a souvent été faite avec l’IST effectif (par exemple Black et 
al., 1991, Chen et al., 1997b) et non l’IST qui considère le groupage. Nos résultats 
démontrent que l’indice de groupage est nécessaire pour estimer correctement G(T). Sans 
une estimation de :, la courbe de G(T) peut parfois ressembler à un cas de DAF 
aléatoire, même si l’intrant de la simulation était planophile comme le démontre la figure 
33c. Cette erreur se retrouve aussi dans l’estimation de l’ISF à partir des données de 
télédétection près du nadir (Chen et al., 2003) puisque la visibilité du couvert est 
dépendante de l’orientation des feuilles. De plus, la composante bois, qui est ici vertical, 
influence aussi nos estimations de G(T). 
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 Il est à noter que certaines valeurs de G(T) pour le cas planophile sont très 
discontinues. Par exemple, dans la figure 33c, on y retrouve trois points planophile avec 
CLX-45 qui sont proches de 0,5 et ne suivent pas la tendance des autres. Cette 
discontinuité vient en générale des estimations de l’indice de groupage qui a parfois une 
discontinuité due probablement à un manque de trouées à certains angles de visées. Pour 
utiliser G(T) dans des modèles écologiques, il est donc suggéré de trouver une relation 
analytique avec T en faisant une régression robuste qui n’est pas influencé par les points 
aberrants. De plus, l’ISF estimé à partir d’instruments optiques comme démontré dans 
cette étude est basé sur la mesure de la fraction de trouées. Donc il faut être prudent et ne 
pas négliger l’interdépendance entre la DAF, la composante bois et le groupage du 
feuillage, car ces composantes peuvent avoir un effet sur la variation de la mesure de la 
fraction de trouées à différent angles de visée et amener des erreurs dans les modèles 
écologiques. 
 
6.3 Questions répondues par les scènes LiDAR simulées. 
 
Peu d’études ont comparé l’estimation des paramètres de l’architecture des forêts 
avec les données TLS et ALS sur les mêmes sites, Par exemple Hosoi et al. (2010) ont 
combiné les deux pour compenser pour les régions du couvert forestier avec occlusions. 
Cette occlusions est importante comme certaines de nos simulations le démontre (figures 
39a et 39b). La modélisation et les données LiDARs présentées ici procurent donc un 
apport complémentaire pour l’utilisation ces données pour l’estimation de la structure des 
peuplements forestiers. 
 
6.3.1 Est-ce que la méthode LF est appropriée pour l’estimation de l’ISF avec les 
données LiDAR ?  
 
La méthode LF appliquée aux données TLS est une variante de la méthode CLX. 
En plus d’être appliquée sur des profils verticaux, elle surmonte quelques lacunes de cette 
dernière, comme l’utilisation de segments de longueur fixe et des segments sans trouée. 
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Les résultats sur les scènes virtuelles sont encourageants car ils montrent une 
amélioration de l’estimation de l’IST avec la méthode LF sur les données TLS par 
rapport aux estimations avec les PHs. Le R2 pour l’estimation de l’IST est passé de 0,66 à 
partir des mesures de PH simulées à 0,83 pour l’estimation à partir des données TLS 
simulées. Similairement l’erreur RMS est passée de 1,0 (24 %) à 0,7 (21 %). Cependant, 
la méthode LF a potentiellement un problème similaire aux méthodes basées sur les 
segments de grandeur fixes comme CLX et LX avec sa manière de compenser pour des 
segments sans trouée appliquées aux PH ou aux données LiDAR. Ce problème est 
d’autant plus important pour les couches loin de l’instrument où l’échantillonnage est 
plus faible. De plus, le choix de la plus petite trouée à être enlevé avant de faire la 
moyenne logarithmique est un peu arbitraire. Cependant les choix testés étaient sur une 
gamme de trouées assez grandes (25 cm et plus) pour les données TLS. L’application aux 
données ALS simulées améliore encore plus les résultats par rapport aux données TLS 
(R2 de 0,85 et erreur RMS de 0,61. Il faut toutefois prendre en compte que ce sont des 
données ALS simulées, équivalente à un capteur idéal, inexistant, ayant un faisceau de 
l’ordre de un cm dans le couvert à des angles de visée de proche de 57,3º.  
 
L’estimation de l’indice de groupage en profil vertical a donné des résultats très 
similaires entre les données TLS et ALS pour les scènes virtuelles et les données de la 
Réserve de Matane. Seules quelques valeurs, au sommet du couvert forestier, ont montré 
des différences importantes. La figure 49 en montre que même sans connaître 
l’information contextuelle, les différences entre les indices de groupage des placettes 3, 
12, et 13 sont très importantes. Cependant, l’impact de l’indice de groupage est relatif à 
l’IST; par exemple si un peuplement ne contient pas beaucoup de feuillage, des valeurs 
extrêmes de groupage auront peu d’implication sur l’estimation de l’IST ou de l’ISF. La 
valeur de l’IST pour la couche supérieure (16-20 m) de la placette 3 (figure 49b) est sous 
les nombres significatifs (donc négligeable) et donc l’indice de groupage ne devrait pas 
être calculé quand l’IST s’approche de zéro. Cependant, l’estimation de l’IST à 
différentes couches avec les données TLS et ALS simulées est très bonne quand les 
données ALS sont à 55º du nadir avec des R2 plus grands que 0,78. Seule la couche 
inférieure (proche du sol) a des erreurs RMS plus grandes que 0,20 (0,36 et 0,37). Donc 
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nous sommes confiants que l’indice de groupage a été estimé avec une précision 
semblable pour les données TLS et ALS, sauf pour la couche du couvert la plus proche 
du sol où l’échantillonnage est faible dans les données ALS due à l’occlusion par les 
couches supérieures. 
 
6.3.2 Quelle est l’importance des paramètres dans la méthode LF? 
 
La méthode LF a trois paramètres variables : la longueur des trouées à enlever, la 
longueur sur laquelle la moyenne logarithmique (méthode LX) est faite et le nombre de 
couche en hauteur sur lequel la méthode est appliquée. Nous avons testé 405 
combinaisons de ces paramètres et nous avons conclu que plusieurs de ces combinaisons 
donnent des résultats semblables. Cependant, divers facteurs et considération théoriques 
peuvent influencer le choix de ces paramètres et ainsi changer la valeur de l’IST ou de 
l’ISF estimé. Un facteur important dans le choix de ces paramètres est la dimension des 
éléments du couvert forestier. Les feuilles dans les scènes virtuelles ont en moyenne une 
largeur de 8.7 cm. La théorie de la méthode LX (Lang et Xiang, 1986) stipule que la 
longueur d’un segment devrait correspondre à environ 10 fois la longueur moyenne des 
éléments qui compose le couvert. Or nos meilleurs résultats ont été obtenus sur une 
longueur de segment de 100 cm. Donc nos résultats confirment la recommandation 
théorique de la méthode LX à peu de chose près. Idéalement, une longueur différente 
pour chaque site pourrait être faite en estimant la longueur moyenne des feuilles. Par 
défaut, une longueur de l’ordre de 100 cm est recommandé car elle semble raisonnable 
selon nos résultats et semblable à la longueur de l’instrument Accupar LP-80 de Decadon 
qui mesure les trouées sur une longueur de 80 cm. 
 
La grandeur des trouées à être enlever a donné des résultats différents avec les 
trouées à enlever de 100 cm pour la combinaison idéale pour les données TLS simulées, 
et de 25cm pour les données ALS simulées. Les résultats avec les données ALS à 55º 
nous semblent théoriquement plus appropriés. Il semble plus logique que la longueur 
minimale des trouées à enlever soit plus petite que la longueur utilisée pour faire la 
moyenne logarithmique. Une des raisons pour cette différence de la grandeur minimale 
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des trouées à enlever entre TLS et ALS est peut être que les trouées trouvées avec les 
TLS ne sont pas linéaire et donc la longueur trouvée à l’aide de ces trouées correspond 
plus à celle de l’arc en azimut plutôt que celle de la longueur linéaire. Quand la trouée est 
très petite, les deux sont identiques, mais quand la trouée est grande, l’arc est plus long 
que la distance euclidienne entre le début et la fin de l’arc. Plus de tests sont nécessaires 
pour vérifier si une longueur angulaire de l’arc, au lieu de linéaire, pourrait être utilisée.  
 
Les différents essais faits à l’aide des données LiDAR simulées suggèrent que le 
nombre de couches en hauteur semble optimal à cinq niveaux pour l’estimation de l’ISF. 
Pour un site avec couvert de 20 m cela représente des couches de 4 m chacune. Plus de 
tests sont aussi nécessaires pour mieux comprendre ce résultat. La hauteur du couvert 
forestier, la quantité de feuilles et leurs dimensions dans une couche donnée doivent avoir 
un rôle à jouer dans ce résultat. Ce genre de problème est semblable au volume qu’un 
voxel doit avoir afin de maximiser l’estimation de l’ISF (Béland et al., 2011) et à la 
longueur de la moyenne logarithmique Lang et Xiang (1986). De plus, rien ne nous 
oblige à utiliser des couches de grandeurs uniformes. En effets, des couches plus grandes 
pour les couches éloignées du LiDARs pourraient peut-être compenser pour l’occlusion 
des données à ces hauteurs.  Toutefois, sans une analyse plus en profondeur, les résultats 
issus de l’analyse de nos données simulées suggèrent d’utiliser cinq couches pour une 
estimation optimale de l’ISF avec la méthode LF. Cependant, les besoins des modèles 
écologiques peuvent aussi décider du nombre de couches de l’ISF requis.  
 
Les nombreux tests ont fait ressortir que le choix des paramètres de la méthode 
n’est pas si important si les données sont proche de l’angle de visée de 57,3º. En effet 
nous avons vu que les 405 combinaisons des paramètres LF ne donnent pas une très 
grande variation de l’IST comme nous l’avons vu avec des  petit écart-types moyen de  
0,8 (TLS) et 0,4 (ALS) sur pour les angles proche de 57,3º. 
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6.3.3 L'échantillonnage par données LiDAR est-il adéquat pour l’estimation de 
l’ISF et FC?  
 
Pour comprendre si l’échantillonnage des données est adéquat, il faut bien sûr 
considérer la quantité de données, mais aussi la période d’acquisition et autres facteurs 
comme les angles d’acquisition qui peuvent influencer la résolution des données. Nos 
placettes expérimentales de Matane ont utilisées cinq balayages TLS avec points de vue 
différents pour échantillonner une zone délimitée par la placette forestière. Les 
simulations TLS ont démontré une convergence du R2 et de l’erreur RMS vers quatre à 
cinq balayages en moyenne, donc la quantité de données TLS sur nos sites expérimentaux 
de Matane est adéquate pour appliquer la méthode LF. La donnée ALS assumait un 
échantillonnage pour un même endroit une ligne de vol par défaut, avec certaine parties 
des placettes avec de plusieurs lignes de vol (généralement 2). Les données TLS et ALS 
de Matane avec feuilles ont été acquises avec deux ans d’intervalle. Puisque les 
peuplements échantillonnés sont généralement matures, cet écart entre les mesures ne 
devrait pas affecter nos analyses et résultats. En effet, même en période de croissance 
accélérée, comme par exemple après une tempête de verglas, l’ISF n’augmente pas plus 
de 0,07 unité d’ISF par années (Leblanc, 2014). Il y a aussi une petite différence entre la 
zones d’échantillonnages du TLS et de l’ALS tel que montré schématiquement sur la 
figure 13a, mais peu de placettes semblent avoir été affectées par cette différence. Le 
choix des placettes à été fait avec une zone tampon pour éviter ce genre de problèmes. La 
zone tampon correspondant à une zone où les conditions du couvert sont les mêmes ou 
semblables à la placette. Nous avions aussi choisi de ne pas avoir les zones 
d’échantillonnages des données virtuelles TLS et ALS exactement les même. Mais dans 
le cas des forêts virtuelles, le domaine (ou peuplement) de chaque scène est beaucoup 
plus grand que les zones d’échantillonnages TLS et ALS. Ce n’est pas nécessairement le 
cas pour toutes les placettes de Matane, mais cela a eu un effet minime sur nos résultats 
car la majorité des zones d’échantillonnages TLS et ALS sont sur la même portion pour 
les parcelles étudiées.  
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Pour les données TLS simulées, la différence de fractions de trouées entre nos 
données de simulation PHs et TLS est négligeable. Malheureusement nous n’avons pas 
de PHs pour les sites de Matane. Cependant, les valeurs estimées de l’IST sont très 
grandes, allant jusqu’à 16 et l’absence de petites trouées a pour effets de produire de 
grandes valeurs d’IST dans la méthode LF. Dans notre étude, le peu de trouées dans les 
données TLS LiDAR de Matane semble indiquer que (1) soit que nous avons mesurée 
une fraction de trouées plus petites que celle réelle en n’ayant pas été capable de mesurer 
les petits trouées, et donc probablement surestimé l’IST, ou (2) que les sites 
expérimentaux sont trop denses pour utiliser la méthode LF. De plus, les petits trouées 
sont impossible à mesurer avec les données ALS ayant plus de 50 cm de résolutions. 
Donc la résolution des données ALS de Matane n’est pas appropriée pour l’utilisation de 
la méthode LF.  
 
Il semble très naturel de ne pas utiliser les PHs et données TLS proche du zénith 
pour l’estimation de l’ISF car l’échantillonnage y est moins grand et que les méthodes 
d’estimation du groupage demandent plus de points de mesure que la fraction du couvert 
qui est directement relié à la moyenne. Cependant, la mesure aéroportée nous semble plus 
logique au nadir car son but est souvent la cartographie d’une région. Malheureusement, 
nos résultats montrent que des attributs comme l’ISF sont plus difficile à estimer au nadir 
qu’aux angles de visées proches de 57,3º. En effet, les données ALS proche du nadir 
semblent beaucoup plus reliées à l’IST effectif que l’IST. Il y a quelques facteurs pouvant 
expliquer cela. En premier, l’inclinaison des feuilles peut influencer les résultats. 
Cependant, comme le montre la figure 53a, même avec un feuillage aléatoirement 
orienté, l’estimation de l’IST à l’angle zénithal de visée de 5º ne donne qu’un R2 de 0,42. 
Donc une seconde explication est le groupage du feuillage dans les houppiers. En effet, 
un houppier dense ne permet pas la pénétration du signal laser très profondément et rend 
donc l’estimation de l’IST ou l’ISF difficile, voire impossible, sans ajouter de facteurs de 
corrections qui dépendent du type d’arbre dans le peuplement étudié. Donc il reste encore 
de la recherche à faire pour cartographier l’ISF à partir de données ALS en portant 
particulièrement attention à l’inclinaison des feuilles et le groupage du feuillage dans les 
houppiers. 
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6.4 Perspectives 
 
Avec l’amélioration constante des LiDARs, il est à prévoir que les valeurs 
estimées du groupage, de l’IST et de l’ISB par les TLS et ALS permettront des estimés 
près du vrai ISF dans un avenir proche. Les résultats de simulation de PHs présentés ici 
peuvent être considérés comme une base de référence pour l'évaluation de futures 
méthodes, tout comme nous l’avons aussi fait avec la méthode LF. Le but étant de 
procurer un cadre de modélisation permettant d’évaluer les estimations de méthodes ou 
encore pour favoriser le développement de nouvelles méthodes d’estimation des attributs 
structuraux à l’aide de données de télédétection. 
 
Avec le cadre de modélisation que nous proposons, il est possible de tester 
d’autres questions comme l’effet de la résolution des PHs ou les caractéristiques du 
faisceau LiDAR sur l’estimation des attributs de la forêt. Cependant, les arbres et 
peuplements virtuels du cadre de modélisation peuvent également être plus sophistiqués 
pour inclure davantage de structures telles que des branches, des houppiers moins 
réguliers, plus de variabilité de la taille des arbres et des feuilles dans une même scène, 
ainsi que de l’ajout de relief pour simuler des données prises en milieu montagneux par 
exemple. POV-Ray peut facilement être utilisé pour ajouter du relief aux scènes virtuelles 
avec comme intrant une image contenant l’information de hauteur. Ajouter des pousses 
avec des aiguilles reste encore un défi pour simuler de grandes scènes, ou un grand 
nombre de scènes, car cela augmente le nombre d'éléments devant être rendus, ce qui 
n’est peut-être pas être possible avec POV-Ray pour le moment. Avec l’amélioration 
constante des ordinateurs, il est facile de concevoir que des scènes plus complexes 
pourront être rendues dans un avenir prochain avec de simples modifications du cadre de 
modélisation. Donc les arbres avec plus de détails pourront être facilement ajoutés au 
cadre de modélisation présenté dans cette étude. Bien que l’orientation des feuilles et son 
influence aient été utilisées dans cette étude, il reste encore beaucoup de questions 
pouvant être résolues avec le cadre de modélisation présenté ici. Dans une scène donnée, 
tous les arbres avaient la même DAF. Une variation par arbre  ou même en hauteur pour 
certains arbres de la DAF serait un moyen pratique d’étudier l’influence de G(T) à 
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différentes hauteurs. De plus, nous n’avons pas essayé d’estimer l’orientation moyenne 
des feuilles à partir G(T). Ce genre de travail est un domaine d’étude en lui-même (par 
exemple Wang et al., 2007) pour être étudié en profondeur avec une série de simulations 
avec feuilles à différents angles. 
 
Cette première application de la méthode LF nous semble prometteuse. Malgré 
que nos essais nous permettent de proposer une combinaison de paramètre qui minimise 
l’erreur, cette méthode peut être modifiée afin de réduire sa dépendance à la combinaison 
de ses paramètres. Nous savons que le paramètre du calcul de la moyenne logarithmique 
devrait être établit à partir d’une longueur de segment de 10 fois la largeur du feuillage. 
Une variation de la grandeur des feuilles dans les simulations pourrait être utilisée pour 
confirmer cela d’une manière définitive. Un des grands avantages de la méthode LF 
appliquée aux données TLS est que la position du TLS sur le terrain n’est pas 
primordiale. Seule la hauteur du TLS de chaque mesure par rapport aux points de 
référence doit être connue. Cette hauteur est parfois négligeable sur des placettes sans 
relief. C’est la même situation pour les PHs où leur hauteur relative dans une placette est 
rarement, voir jamais, utilisée. Donc si l’IST d’une placette est le seul but de l’utilisation 
des TLS sur le terrain, les cibles utilisées pour mettre les balayages TLS dans le même 
référentiel ne sont pas nécessaire. Réduisant ainsi considérablement le temps passé sur 
chaque placette.  Mais comme d’autres applications sont souvent combinées ensembles et 
que des besoins ultérieurs peuvent inclure d’autres caractéristiques que l’ISF, l’utilisation 
des cibles de références reste importante et fortement suggérée.  
 
Le cadre de modélisation présenté ici a aussi le potentiel d’être utilisé dans divers 
projets futurs. Une analyse plus détaillée de la résolutions des PHs ou données TLS peut 
être étudiée sans avoir à faire des tests sur les sites expérimentaux avec plusieurs 
instruments en augmentant la résolutions des rendus dans POV-Ray et améliorant les 
logiciels d’analyse pour pouvoir accommoder des données avec une résolution accrue. De 
plus, une analyse de la qualité des données peut aussi être faite. Par exemple, la prise de 
PHs aux niveaux, avec présence du soleil, avec feuilles non opaques, et autres artifices 
peuvent être ajoutés aux simulations. 
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 D’autres types d’instruments peuvent aussi être étudiés avec notre cadre de 
modélisation. Le TRAC est un bon candidat car les images aériennes comme la figure 21 
peuvent être utilisés pour simuler ces données en variant l’angle de visées (comme utilisé 
pour les données ALS virtuelles). La photographie non-hémisphérique utilisée pour 
l’estimation de l’IST (Macfarlane et al., 2007a ; 2007b, Chianucci et Cutini, 2013) peut 
aussi facilement être simulée avec notre cadre de modélisation en variant les paramètres 
de simulations de lentilles et de champ de vision. 
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 Chapitre 7 : Conclusion 
 
 
Le développent et la validation de techniques et d’algorithmes pour l’estimation 
des attributs physiques des couverts forestiers est un défi important du à la complexité 
des mesures, au temps requis pour effectuer ces mesures, ainsi qu’au coût et à la 
disponibilité des instruments. Pour mieux répondre à ce défi, nous avons développé un 
cadre de modélisation qui a permis d’évaluer différentes méthodes d’estimation 
d’attributs de l’architecture de la forêt. Ce cadre permet la simulation en trois dimensions 
de scènes virtuelles ayant des caractéristiques qui se rapprochent de peuplements 
forestiers réalistes. Ce genre de simulation a rarement été utilisé pour la validation de 
techniques de mesures des couverts forestiers avec les données de PHs et de LiDAR tel 
qu’utilisés dans cette étude. Le but du cadre de modélisation était de simuler une grande 
gamme des caractéristiques du couvert forestier, avec l’accent du des conditions réalistes 
de distribution du feuillage, pour tester des algorithmes d’estimation d’attributs De plus, 
l’utilisation de POV-Ray pour le rendu des scènes dans notre cadre de modélisation 
permet non seulement la création de scènes réalise, mais apporte aussi une visualisation 
spatiale des données qui autrement aurait pu paraître abstraite et qui complémente bien 
l’aspect visuel de la PH.   
 
La simulation d’une grande étendue des attributs du couvert forestier a permis de 
répondre à des questions clés sur l’utilisation des algorithmes d’estimation de l’ISF et de 
la fraction du couvert. La complexité de la distribution du feuillage dans nos 75 scènes 
virtuelles a permis de documenter quantitativement les forces et faiblesses des méthodes 
d’estimation de l’IST, ISF et du groupage. Nous avons en effet démontré que l’utilisation 
d’algorithmes qui considèrent le groupage des feuilles (méthodes LX, CCL et CLX) 
augmente sensiblement l’exactitude de l’estimation de l’ISF à partir de PHs et que la 
méthode CLX avec segments de 45º en azimut est recommandée pour l’estimation de 
l’ISF avec la PH. Nos tests ont aussi démontrés que l’estimation de l’ISF peut tout aussi 
bien se faire en utilisant toute la gamme des angles de visée disponibles, ou encore mieux 
en n’utilisant que les angles de visée proche de 57,3º. De plus, le cadre de modélisation 
nous a permis de trouver que dix HPs est suffisant afin de pouvoir estimer l’IST ou l’ISF 
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dans une grande gamme de conditions  de densité et de groupage du feuillage. Ce genre 
de résultats aidera la communauté scientifique à une meilleure prise en charge des 
mesures de l’ISF sur le terrain. De plus, ce cadre de travail permet de générer les scènes 
simulées avec le niveau de détail adapté pour tester les méthodes d’estimations, car POV-
Ray est un programme de rendu flexible et puissant. Ainsi POV-Ray combiné avec notre 
cadre de modélisation procurent un outil adapté pour tester de nouveaux instruments et 
algorithmes, avec comme référence les intrants utilisés ou les résultats obtenus avec les 
méthodes utilisées avec les PHs. Donc la modélisation a permit de réaliser ce qui est 
pratiquement impossible de faire avec des données  , comme l’estimation des limites de 
certaines méthodes en poussant les conditions forestières aux limites, comme notre 
utilisation de forte densité du feuillage dans les couronnes dans certaines scènes.  
 
Le projet a aussi permis le développement d’un nouvel algorithme (LF) qui utilise 
les valeurs de distance provenant des données LiDAR pour l’estimation de l’ISF. La 
simulation a permis de démontrer le potentiel des données LiDAR par rapport aux 
données des PHs pour l’estimation de l’ISF, en s’assurant que seule l’information 3D y 
était ajoutée. Cette capacité de démonstration ciblée est impossible à faire avec 
l’instrumentation car les fiches techniques des instruments ne sont jamais les mêmes ainsi 
que les procédures d’acquisition. En moyenne, de quatre à cinq balayages de TLS ont 
nécessaire pour converger vers une valeur de l’IST stable qui nous donnent des résultats 
aussi bons que ceux des PHs. En effet, la méthode LF avec dix balayages TLS simulées a 
montré une forte augmentation du R2 et diminution de l’erreur RMS pour l’estimation de 
l’IST et l’ISF par rapport à la meilleure méthode (CLX-45) utilisée avec les PHs 
simulées. La cadre de modélisation nous a aussi permis de tester les algorithmes 
d’estimation des attributs, dont le LF, sur les données ALS avec la même résolution 
spatiale que celle des données TLS. Il a toutefois été pertinent de mettre l’accent sur les 
caractéristiques de l’ALS dont les angles de visée et la densité de points. L’utilisation 
d’un programme de rendu comme POV-Ray a aussi été utile dans l’analyse des données 
LiDAR, comme visualisation pour les données TLS et ALS, et comme alternative aux 
voxels pour les données TLS. 
 
 188
Enfin, nous avons regardé les similitudes et différences entre les résultats de sites 
expérimentaux par rapport aux scènes virtuelles. Nous avons pu constater que les 
différences aux  l’estimation  de l’IST aux angles de visée de 55º à 60º et ceux utilisant la 
méthode de Miller par PH, tel que détectées entre conifères et feuillues, peut être 
expliqué par  la distribution angulaire du feuillage. Nous avons aussi montré que l’ISF 
estimé à partir de données ALS, avec champs de vision proche du nadir, est en fait plus 
lié à l’ISF effectif car cette plage angulaire ne contient pas ou peu d’information sur le 
groupage du feuillage. De plus la densité de points par m2 pour la plupart des acquisitions 
ALS (entre 0,5 à 4 points/m2), ne procure pas suffisamment de données de retour pour 
obtenir d’aussi bonnes estimation de l’ISF qu’avec les données TLS. Au global les 
données simulées se sont montrées plus adaptées pour tester les algorithmes et les 
données TLS procurent largement plus d’information pour retrouver des attributs 
structuraux des forêts lorsque comparé à l’ALS. 
 
Le cadre de modélisation tel que présenté ici peut servir à d’autres applications 
que celles démontées dans cette études, et des ajouts potentiels en feront un model 
puissant pouvant répondre à beaucoup de questions fondamentales sur l’estimation des 
attributs structuraux de la forêt par des instruments de télédétection. La mesure de 
certains attributs de la forêt, qui jusqu’à maintenant étaient non-mesurables ou 
difficilement mesurables, pourra donc être explorée avec la modélisation aux divers 
stades : de la conception de capteurs, au développement de méthodes et à la mise en place 
de protocoles de mesure à un coût avantageux. Le cadre de modélisation tel que présenté 
est une modèle statique, mais il pourrait facilement être combiné à des modèles de 
croissance et climatique pour le rendre dynamique et prévisionniste. 
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Appendice A1 : Matériels supplémentaires 
 
Tableau A1 : Paramètres intrants des scènes simulées : l’ISF, ISB et l’IST. Les formes des 
houppiers utilisées (nombre de lettres égale le nombre d’essences dans une scène): C: cône + 
cylindre, S: sphéroïde, P: prisme. L’indice de groupage : (moyenne sur 3 DAFs), et fermeture du 
couvert  (moyenne sur 3 DAFs) ont été estimé à partir des simulations 
 
 
Scène Houppier ISF ISB IST Tiges/ha :º FC  
               
1 C 3,0 0,09 3,09 1600 0,77 20,3% 
2 C 2,0 0,09 2,09 1600 0,83 19,6% 
3 C 1,0 0,09 1,09 1600 0,88 17,0% 
4 C 2,0 0,09 2,09 1600 0,86 19,7% 
5 C 2,0 0,09 2,09 1600 0,80 19,2% 
6 C 2,0 0,09 2,09 1600 0,74 19,4% 
7 S S  2,0 0,04 2,04 1600 0,75 41,5% 
8 C 0,5 0,04 0,54 800 0,91 14,1% 
9 C 2,5 0,09 2,59 1400 0,62 23,4% 
10 C C 3,6 0,46 4,06 2360 0,65 34,7% 
11 C C 2,2 0,60 2,80 2360 0,71 30,2% 
12 S S S  2,5 0,47 2,97 2520 0,74 31,6% 
13 P 4,0 0,16 4,16 1200 0,79 42,2% 
14 C C C 2,1 0,72 2,82 4320 0,80 31,3% 
15 C C C 2,7 0,72 3,42 4320 0,74 33,6% 
16 C 5,5 0,15 5,65 1400 0,70 30,7% 
17 C 5,0 0,20 5,20 1200 0,74 26,8% 
18 S 1,0 0,11 1,11 280 0,57 2,2% 
19 S 3,0 0,13 3,13 1000 0,36 5,7% 
20 S 1,3 0,11 1,36 800 0,73 20,6% 
21 S 1,3 0,11 1,36 800 0,79 20,6% 
22 S 0,3 0,04 0,29 1000 0,86 9,0% 
23 S 0,3 0,04 0,29 1000 0,90 9,5% 
24 S 4,0 0,49 4,49 3200 0,76 46,6% 
25 C 4,0 0,05 4,05 1200 0,55 11,0% 
26 C 5,0 0,05 5,05 1200 0,50 11,3% 
27 C 6,0 0,05 6,05 1200 0,47 11,4% 
28 S 7,0 0,49 7,49 3200 0,65 47,5% 
29 S S S S 2,9 0,36 3,21 4784 0,59 54,0% 
30 C C C 2,2 0,90 3,10 4320 0,74 30,9% 
31 S S S S 3,4 0,46 3,56 3696 0,61 42,0% 
32 C C C 2,2 0,90 3,10 4320 0,76 28,9% 
33 P 3,0 0,00 3,00 625 0,93 71,6% 
34 P 2,0 0,00 2,00 625 0,92 56,8% 
35 S S 6,0 0,34 6,34 480 0,35 12,6% 
36 C 3,0 0,09 3,09 2800 0,88 34,6% 
37 C 3,0 0,62 3,62 2800 0,87 34,7% 
38 S 2,2 0,17 2,32 1000 0,40 5,7% 
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39 P 4,0 0,00 4,00 625 0,93 81,2% 
40 P 5,0 0,00 5,00 625 0,94 87,8% 
41 P 6,0 0,00 6,00 625 0,94 91,9% 
42 S S 4,0 0,34 4,34 480 0,39 12,4% 
43 S S S S 4,8 0,57 5,32 4000 0,47 18,9% 
44 S S 4,5 0,29 4,79 480 0,37 16,0% 
45 S S 4,5 0,29 4,79 480 0,53 41,2% 
46 S S 4,5 0,29 4,79 625 0,63 57,2% 
47 P 3,0 0,00 3,00 625 0,83 51,2% 
48 P 3,0 0,00 3,00 625 0,93 71,6% 
49 C 2,9 0,20 3,10 10000 0,88 55,2% 
50 C 2,9 0,20 3,10 10000 0,90 53,2% 
51 C 2,9 0,12 3,02 6000 0,78 35,3% 
52 C 2,9 0,08 2,98 4000 0,68 23,4% 
53 S 2,0 0,00 2,00 2400 0,41 33,2% 
54 S S S S 4,8 0,69 5,44 4000 0,46 18,9% 
55 S S S S 3,4 0,59 3,99 4120 0,55 22,9% 
56 S S S S 1,5 0,57 2,07 3920 0,68 19,3% 
57 S S S 1,5 0,48 1,98 2920 0,85 28,9% 
58 S S S 1,4 0,53 1,93 2920 0,85 29,3% 
59 S S C 1,4 0,59 1,99 3000 0,89 31,8% 
60 S S C 3,2 0,71 3,91 3000 0,78 46,3% 
61 S S C 3,3 0,57 3,87 3000 0,78 46,6% 
62 S S C 5,1 0,68 5,78 2840 0,76 72,4% 
63 C 0,9 0,04 0,94 400 0,65 4,7% 
64 C 0,9 0,02 0,92 400 0,74 16,0% 
65 C S S 6,7 0,08 6,78 1800 0,65 60,4% 
66 C S S 3,8 0,08 3,88 1640 0,73 52,6% 
67 C S S 4,3 0,08 4,38 1640 0,75 55,3% 
68 S S S 4,9 0,09 4,99 1880 0,62 55,0% 
69 S S S 4,2 0,13 4,33 1840 0,70 56,0% 
70 S S 3,5 0,11 3,61 1480 0,72 46,0% 
71 S S S S S 2,3 0,13 2,38 5240 0,69 48,9% 
72 S 2,0 0,03 2,03 320 0,75 33,4% 
73 S S S S S 1,3 0,05 1,30 5440 0,73 31,8% 
74 C C 4,0 0,03 4,03 1920 0,79 53,6% 
75 S S S 2,6 0,00 2,60 3600 0,82 50,3% 
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Exemple d’un fichier POV-RAY pour une scène (Scène 001, PH 0). 
 
  
//******************* USherbrooke/CCRS NRCAN (C) *************** 
//              Forest Generator Version 1.800, 25 May 2012  
//                    by Sylvain G. Leblanc 
//************************************************************** 
//                  File Created on 30 May 2012                   
//*************************************************************** 
// Domain X: 500 m 
// Domain Y: 500 m 
// NbSpecies: 1 
// NbStems Total: 40000 (1600 per hectare) 
// Scene LAI:   3.00 
// Stem Distribution: Random 
// Camera # 1 of 10 
//*************************************************************** 
 
#version 3.7; 
 
global_settings 
{ 
 #assumed_gamma 1.0 
 
} 
 
#include "material.inc" 
#include "Test.inc" 
#include "Species_01.inc" 
 
cylinder  
{ 
<2500,2700,-10>,<2500,2700,440.82>,2500.00 
open 
material {FoliageDefault} 
} 
 
camera  
{ 
fisheye 
location  < 2500 , 2700 ,   0.00> 
sky  <0.0, 0.0, 1.0> // Use right handed-system 
up  <0.0, 0.0, 1.0> // 
right x*image_width/image_height 
angle 180.00 
look_at   <  2500 , 2700 , 25.00> 
} 
 
 
TreeShape0(11.6, 4320.0,    0) // 0 
TreeShape0(3302.5, 779.5,    90) // 1 
TreeShape0(3751.7, 3472.3,    180) // 2 
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TreeShape0(1536.6, 13.3,    270) // 3 
TreeShape0(4412.2, 4456.1,    0) // 4 
TreeShape0(660.3, 4466.4,    90) // 5 
Tree0(2389.7, 2882.8,    180) // 6 
TreeShape0(391.7, 1567.5,    270) // 7 
TreeShape0(3614.7, 1766.7,    0) // 8 
TreeShape0(2417.8, 870.8,    90) // 9 
TreeShape0(3590.3, 744.2,    180) // 10 
TreeShape0(2382.8, 3853.9,    270) // 11 
TreeShape0(176.7, 3067.7,    0) // 12 
TreeShape0(3335.0, 4240.3,    90) // 13 
TreeShape0(420.0, 580.9,    180) // 14 
TreeShape0(3595.3, 1028.9,    270) // 15 
TreeShape0(2395.3, 1041.9,    0) // 16 
TreeShape0(4696.4, 290.8,    90) // 17 
TreeShape0(3189.1, 4577.8,    180) // 18 
TreeShape0(4617.7, 3707.8,    270) // 19 
TreeShape0(1485.8, 1453.6,    0) // 20 
TreeShape0(1823.3, 482.3,    90) // 21 
TreeShape0(878.3, 498.9,    180) // 22 
TreeShape0(1269.1, 1569.5,    270) // 23 
TreeShape0(1112.3, 4478.8,    0) // 24 
TreeShape0(1452.5, 3900.0,    90) // 25 
TreeShape0(849.7, 410.9,    180) // 26 
TreeShape0(2713.1, 1956.6,    270) // 27 
TreeShape0(1973.4, 3608.4,    0) // 28 
TreeShape0(1183.9, 1443.6,    90) // 29 
Tree0(2503.8, 2773.4,    180) // 30 
TreeShape0(3111.4, 2564.2,    270) // 31 
TreeShape0(3883.4, 219.8,    0) // 32 
TreeShape0(4665.9, 4908.9,    90) // 33 
TreeShape0(4633.8, 826.6,    180) // 34 
TreeShape0(2683.4, 1473.4,    270) // 35 
TreeShape0(1019.5, 440.8,    0) // 36 
TreeShape0(1934.8, 3566.9,    90) // 37 
TreeShape0(2565.8, 1411.1,    180) // 38 
Tree0(2447.3, 2690.5,    270) // 39 
TreeShape0(1142.3, 3570.0,    0) // 40 
 
… 
 
TreeShape0(468.3, 456.3,    270) // 39995 
TreeShape0(2339.4, 4155.2,    0) // 39996 
TreeShape0(2922.2, 2800.6,    90) // 39997 
TreeShape0(1199.1, 475.3,    180) // 39998 
TreeShape0(3517.5, 4025.3,    270) // 39999 
 
 
/// 482 Real Trees and 39518 Shape Trees 
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Exemple d’un fichier POV-RAY pour un type d’arbre (Scène 001 : Species_01.inc). 
 
//******************* USherbrooke/CCRS NRCAN (C) ********************** 
//              Forest Generator Version 1.800, 25 May 2012  
//                    by Sylvain G. Leblanc 
//********************************************************************* 
//                  File Created on 30 May 2012                   
//********************************************************************* 
// File containing leaf positions for species 0 
// 
// LAI of this species:  3.00 
// NbStems in domain: 40000 
// Leaf type: Cylinder-Disc  
//   with diameter of 0.14 and Thickness of   0.01 
// Random (Spherical) Leaf Angular Distribution 
// NbLeaves per crown:  1136 
// Leaf Area of a Single leaf: 0.01649 
// Crown Type: Cone+Cylinder 
// Crown Height (Cylinder + Cone):   13.00 (10.00 +   3.00) m 
// Crown Base Height:   1.00 m 
// Crown Diameter:   1.20 m 
// Tree Total Height:  14.00 m 
// Trunk Diameter (~DBH):   0.05 m 
// WAI :   0.09 (total PAI :   3.09) 
//********************************************************************* 
 
#declare r1 = seed(12); 
#declare r2 = seed(130); 
#declare r3 = seed(1555); 
 
#macro Leaf_0(X,Y,Z,ANGLE,) 
cylinder  
 { 
 <0,0,0.02500>,<0,0,-0.02500>,0.70000 scale<1,1,1> 
 material{FoliageDefault} 
 rotate <rand(r1)*180,rand(r2)*180,rand(r3)*360>  
translate  < X, Y, Z> 
 } 
#end 
 
#macro TreeShape0(X,Y,Angle) union  
{  
cone  
{  
<0,0,0>, 0.250,<0,0,140.000>,0.01 
    material {Cherry_Wood}  
} 
cylinder  
{ 
<0,0,10.000>, <0,0,110.000>, 6.000    
material {FoliageDefault}  
} 
cone  
{ 
<0,0,110.000>,  6.000 ,<0,0,140.000>,0     
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material {FoliageDefault}  
} 
rotate z*Angle 
translate  < X, Y, 0>  
} 
#end 
 
 
 
#macro Tree0(X,Y,Angle)  
union {  
cone {  
<0,0,0>, 0.250,<0,0,140.000>,0.01 
    material {Cherry_Wood}  
} 
Leaf_0( -3.60, -4.02, 79.32, 45.00,)  // 0 
Leaf_0(  1.71, -3.92, 10.07, 45.00,)  // 1 
Leaf_0(  3.57,  3.42, 15.07, 45.00,)  // 2 
Leaf_0( -0.70,  4.76, 11.77, 45.00,)  // 3 
Leaf_0( -3.78, -2.18, 44.06, 45.00,)  // 4 
Leaf_0(  4.03, -1.15, 77.33, 45.00,)  // 5 
Leaf_0(  1.87, -0.11, 99.56, 45.00,)  // 6 
Leaf_0( -4.40,  2.92, 64.16, 45.00,)  // 7 
Leaf_0( -1.31, -0.37,111.26, 45.00,)  // 8 
Leaf_0( -5.18, -0.21, 21.24, 45.00,)  // 9 
Leaf_0( -4.24,  1.25, 17.22, 45.00,)  // 10 
Leaf_0(  0.16, -1.66, 97.98, 45.00,)  // 11 
Leaf_0( -5.12,  1.23, 27.48, 45.00,)  // 12 
Leaf_0(  4.24, -3.27, 87.00, 45.00,)  // 13 
Leaf_0( -2.38, -0.51, 80.51, 45.00,)  // 14 
Leaf_0(  5.04,  0.26, 23.95, 45.00,)  // 15 
Leaf_0(  4.67, -2.33, 28.81, 45.00,)  // 16 
Leaf_0(  2.76, -5.27, 28.67, 45.00,)  // 17 
Leaf_0( -4.08, -1.96, 84.65, 45.00,)  // 18 
Leaf_0(  2.77,  1.63, 54.23, 45.00,)  // 19 
Leaf_0(  4.11, -1.58, 80.83, 45.00,)  // 20 
Leaf_0( -1.26,  1.62, 39.60, 45.00,)  // 21 
Leaf_0( -0.75,  0.70, 49.95, 45.00,)  // 22 
Leaf_0( -4.32,  1.99,103.40, 45.00,)  // 23 
Leaf_0( -2.04,  2.15, 27.96, 45.00,)  // 24 
Leaf_0(  3.63,  0.05, 58.50, 45.00,)  // 25 
Leaf_0( -2.36,  0.12, 77.39, 45.00,)  // 26 
Leaf_0(  2.08,  5.55, 70.14, 45.00,)  // 27 
Leaf_0( -0.30,  0.67, 74.05, 45.00,)  // 28 
Leaf_0(  4.11, -3.26, 75.93, 45.00,)  // 29 
Leaf_0(  3.82,  0.97, 45.91, 45.00,)  // 30 
 
… 
 
Leaf_0(  5.82, -1.40,101.63, 45.00,)  // 1125 
Leaf_0(  2.09, -1.02, 66.73, 45.00,)  // 1126 
Leaf_0(  2.64,  2.97, 51.41, 45.00,)  // 1127 
Leaf_0(  3.59,  3.85,105.06, 45.00,)  // 1128 
Leaf_0( -0.31, -4.54, 29.06, 45.00,)  // 1129 
Leaf_0(  4.49,  2.18, 90.01, 45.00,)  // 1130 
Leaf_0( -2.73,  4.03, 49.38, 45.00,)  // 1131 
Leaf_0(  2.56, -0.06, 96.35, 45.00,)  // 1132 
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Leaf_0( -3.82, -1.78,111.91, 45.00,)  // 1133 
Leaf_0(  3.97,  1.93,109.98, 45.00,)  // 1134 
Leaf_0(  1.51, -5.10, 71.37, 45.00,)  // 1135 
 
rotate z*Angle 
translate  < X, Y, 0>  
} 
#end
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