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Both Sylvester matrix and convolution are defined by two polynomials.
If one of them has small degree, then the associated Sylvester linear system
can be solved fast by using its PFD interpretation of the convolution
equation. This can immediately simplify the refinement of approximate
convolution by means of Newton’s iteration, where we also incorporate
the PFD refinement techniques or alternatively least-squares solution of
a linear system associated with the convolution. The process is naturally
extended to polynomial factorization and root-finding.
Key words: Sylvester matrices, PFD, Newton’s iteration, convolution, poly-
nomial factorization
1 Introduction








(x − zj), pn = 0, (1.1)
into the product of n linear factors x−z1, . . . , x−zn is an important subject in its
own right (see Wilson (1969), Box and Jenkins (1976), Barnett (1983), Demeure
and Mullis (1989 and 1990), Van Dooren (1994)), but it can be also extended to
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approximation of the n zeros or roots z1, . . . , zn or to their isolation from each
other in the case where they are distinct and the polynomial p(x) has integer
coefficients. Existence of such complex roots and factors is the Fundamental
Theorem of Algebra, and their computation or isolation is the fundamental
problem of Computer Algebra. Bibliography on polynomial root-finding, root
isolation and factorization includes thousands of papers (cf. McNamee (1993,
1997, 2002 and 2007)), dozens of them appeared in 2010.
The algorithms in Pan (1995, 1996, 2001a, and 2002) solve these three prob-
lems in nearly optimal arithmetic and Boolean time, up to polylogarithmic
factors in the degree n and in the parameter b denoting either the precision
of the output approximation in the cases of factorization and root-finding or
the maximal length of the input coefficients in the case of root isolation. The
algorithms first split the polynomial p(x) into the product of two nonconstant
factors L1 and L2, then recursively split each nonlinear factor in similar fash-
ion, and stop when complete factorization in (1.1) is approximated within a
fixed error tolerance. If the tolerance is small enough, the factorization can be
immediately extended to root-finding and root isolation. This splitting scheme
was proposed and explored in Schönhage (1982), where the same computational
problems have been solved albeit slower by the factor n.
Kirrinnis (1998) extends this approach to refine approximate splitting into m
factors for any m, 2 ≤ m ≤ n. As by-product his algorithm refines the respective
approximate partial fraction decomposition of the polynomial reciprocal 1/p(x).
Hereafter we will use the acronym “PFD” for “partial fraction decomposition”.
We observe that for the factors of degree one the Kirrinnis’ algorithm is
closely linked to Newton’s classical iteration for approximating a root of a uni-
variate equation. Generally, shifting to Newton’s multivariate iteration tends
to enhance the convergence power, e.g. in Durand–Kerner iteration (due to
Weierstrass (1903)), Aberth or Ehrlich–Aberth iteration (due to Börsch-Supan
(1963)), and matrix methods involving eigenvectors (see Pan and Zheng (2011)
and the bibiliography therein), and so we try to employ Newton’s multivariate
iteration based on the convolution equation.
Its every iteration step essentially amounts to the solution of a Sylvester
linear system whose matrix is defined by the current approximate factors of the
input polynomial. At this point our study of the associaited PFD helps us to
accelerate the solution of this system in the important case where one of the
approximate factors has small degree. We also employ the associated PFD or
alternatively the least squares solution of the convolution equation to compute
or to refine one of the factors where another factor is fixed. Our study suggests
that combining the convolution equation and its associated PFD can enhance
the power of iterations for polynomial factorization and root-finding.
2 Computation of PFDs




ever this causes no confusion.
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Let m, n, n1, . . . , nm denote positive integers such that 2 ≤ m ≤ n and
n1 + . . . + nm = n. For a monic polynomial p of degree n and a polynomial
T = T (x) of degree at most n − 1 and coprime with p we seek pairwise prime
monic polynomials L1, . . . , Lm and polynomials V1, . . . , Vm, deg Vi < deg Li =






+ · · ·+ Vm
Lm
. (2.1)
Multiply this PFD by p and obtain the equivalent representation as the poly-
nomial equation Q1V1 + · · ·+ QmVm = T where
Qi = p/Li, Vi = (TLi/p) mod Li, i = 1, . . . , m. (2.2)
By solving the PFD problem for T = 1 we obtain the polynomials Wi = (Li/p)
mod Li and then we can readily obtain Vi = TWi mod Li for all i.
Alternatively the coefficient vectors of the polynomials V1, . . . , Vm can be
obtained from a linear system of equations
S(Q1, . . . , Qm)V = T. (2.3)
Here VT = (VT1 , . . . , VTm), Vj denoting the coefficient vectors of the poly-
nomials Vj for j = 1, . . . , m; T is the coefficient vector of T , so that T =
en = (0, . . . , 0, 1)T is the nth coordinate vector of dimension n for T = 1,
the coefficient matrix S(Q1, . . . , Qm) = [Cn−n1(Q1) | . . . | Cn−nm(Qm)] is the






. . . . . .
...












denotes the kth convolution matrix of a polynomial w(x) =
∑l
i=0 wix
i, that is the (k+l)×(k+1) Toeplitz matrix defined by its first column
(wl, wl−1, . . . , w0, 0 . . . , 0)T and its first row (wl, 0, . . . , 0). S(Q1, . . . , Qm) is a
generalized Sylvester matrix, becoming Sylvester matrix S(Q1 , Q2) = S(L2 , L1)
in the case where m = 2.
Equation (2.2) enables us to express the solution of a generalized Sylvester
linear system (2.3) via its solution for T = 1. The extension from this special
case takes O((n log n) logm) arithmetic operations (see Problem 4.1 (POL·MO-
DULI) in Bini and Pan (1994)). The cost bound decreases to O(n) where
m = O(1) and the factors L1, . . . , Lm−1 have degrees in O(1). In particular
in the case where m = 2 and deg L1 is in O(1) we obtain an algorithm that
supports the following theorem.
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Theorem 2.1. Suppose S(L2 , L1) denotes the n×n Sylvester matrix defined by
two coprime polynomials L1 and L2 where d1 = deg L1, d2 = deg L2 = n − d1,
d1 is in O(1). Then a Sylvester linear system of n equations with this matrix
can be solved by using O(n) arithmetic operations.
Remark 2.1. Note that Vj = T (zj)/p′(zj) where Lj = x− zj is a monic linear
factor of p. In this case for j = 1 we obtain from equation (2.1) for m = 2 and







p′(zj)(x − zj) and so V2 =
1 − L2/p′(zj)
x − zj . (2.4)
3 Factorization via PFD and Newton’s Iteration
Assume that the variable x has been scaled to bring the zero set of the polyno-
mial p into the unit disc D(0, 1) = {x : |x| ≤ 1} and let us be given sufficiently
close approximations li = l
(0)
i to Li, vi = v
(0)
i to Vi in (2.1) for i = 1, . . . , m and

















Kirrinnis (1998) recursively improves the initial approximations by the polyno-
mials l(0)1 , . . . , l
(0)







i , i = 1, . . . , m; k = 0, 1, . . . (3.2)
and computes the Newton’s corrections ∆(k)1 , . . ., ∆
(k)














, deg ∆(k)i < deg l
(k)
i , i = 1, . . . , m. (3.3)
















, deg v(k)i < deg l
(k)
i , i = 1, . . . , m
and then apply equation (2.2) to recover the correction values so that
∆(k)i = (v
(k)
i p) mod l
(k)
i , i = 1, . . . , m. (3.4)
In the case where l(k)i = x− z(k)i is a monic linear factor, we arrive at the New-
ton’s correction ∆(k)i = p(z
(k)
i )/p












i −p(z(k)i )/p′(z(k)i ). This is Newton’s classical iteration having local
quadratic convergence. Kirrinnis (1998) generalizes it to splitting p(x) into m
nonlinear factors, extends to this case the classical results on local quadratic
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convergence of Newton’s iteration, and specifies the Boolean (that is bitwise)
operation complexity provided that the factors L1, . . . , Lm as well as their ini-
tial approximations l(0)1 ≈ l(0)m have pairwise isolated zero sets. In the case
of such factors he proposes to replace the above recipes for updating l(k)i for










i + ((2 − v(k)i q(k)i )v(k)i p mod l(k)i ), i = 1, . . . , m
with the goal of improving numerical stability of the computations.
4 Newton’s Iteration for Convolution Equation
In view of its close link to the classical Newton’s univariate root-finder, the PFD
factorization method above preserves the benefits and limitations of this root-
finder, but we expect to enhance the convergence power by applying Newton’s
multivariate iteration to refine the initial solution l(0)1 ≈ L1 and l(0)2 ≈ L2 to the
convolution equation p = L1L2.
The kth iteration step is essentially the solution of a Sylvester linear system
with the Jacobian coefficient matrix −S(l(k)2 , l(k)1 ) (see Zeng (2005), Bini and
Boito (2010), Pan and Zheng (2011)). If deg Li = deg l
(k)
i = O(1) for i = 1 or
i = 2, we can solve this linear system in O(n) arithmetic operations by applying
the algorithm that supports Theorem 2.1. We can yield further simplifications
where deg Li = deg l
(k)
i = 1 for i = 1 or i = 2 (see Remark 2.1).
The iteration rapidly refines a sufficiently close initial approximate factor-
ization precomputed by another algorithm, but one can also try randomized
heuristic initial approximations where a factor l(k)i is defined by a single com-
plex parameter. This is the case where we seek a zero of p or a pair of the
complex conjugate zeros of a polynomial p with real coefficients.
E.g. random choices can be made near the origin, near the center of gravity
−pn−1/(npn) of the n zeros of p, on a large circle {x : |x| = R} for R ≥
2 maxi>1{|pn−i/pn|} (cf. Habbard, Schleicher, and Sutherland (2001)), or on
the Bini’s circles in Bini (1996) and Bini and Fiorentino (2000). One can try
to apply the iteration successively or concurrently at a number of such initial
points to increase the chances for fast convergence.
For each approximate zero z(0)1 one can immediately define the initial linear
factor l(0)1 = x−z(0)1 and then initialize the coefficient vector of the second factor
l
(0)





(0)−p′(zj)/(x−zj) obtained by extending
the PFD (2.4) or by setting this vector equal to least-squares solution of the




1 = p defined by the convolution
equation l(0)1 l
(0)
2 ≈ p (cf. Corless et al. (1995)). Now one can refine this initial




1. The convoltion equation p = L1L2 defines two equivalent vector representa-
tions C(L1)L2 = p and C(L2)L1 = p. Assuming a fixed approximation to L1
(resp. L2) one can approximate L2 (resp. L1) by computing the least squares so-
lution of the former (resp. latter) vector equation. One can successively update
approximations to both factors in this way, as a complementary or alternative
approach to Newton’s iteration for the convolution equation.
2. It is interesting to examine Newton’s iteration for the convolution equa-
tion complemented with the equation (x− zj)V2 + p′(zj)L2 = 1. We obtain the
latter equation by multiplying equation (2.4) by p. Would including the new
equation enhance the convergence power of the iteration?
3. Seeking the zeros zj of p that lie outside the unit disc D(0, 1) one should




n−i (rather than the monic linear factors x−zj of p) to improve
numerical stability of the computations (cf. Schönhage (1982)).
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