The most common mutations in cancer are C to T transitions, but their origin has remained elusive. Recently, mutational signatures of APOBEC-family cytosine deaminases were identified in many common cancers, suggesting off-target deamination of cytosine to uracil as a common mutagenic mechanism. Here we present evidence from mass spectrometric quantitation of deoxyuridine in DNA that shows significantly higher genomic uracil content in B-cell lymphoma cell lines compared to non-lymphoma cancer cell lines and normal circulating lymphocytes. The genomic uracil levels were highly correlated with AID mRNA and protein expression, but not with expression of other APOBECs. Accordingly, AID knockdown significantly reduced genomic uracil content. B-cells stimulated to express endogenous AID and undergo class switch recombination displayed a several-fold increase in total genomic uracil, indicating that B cells may undergo widespread cytosine deamination after stimulation. In line with this, we found that clustered mutations (kataegis) in lymphoma and chronic lymphocytic leukemia predominantly carry AID-hotspot mutational signatures. Moreover, we observed an inverse correlation of genomic uracil with uracil excision activity and expression of the uracil-DNA glycosylases UNG and SMUG1. In conclusion, AID-induced mutagenic U:G mismatches in DNA may be a fundamental and common cause of mutations in B-cell malignancies.
Introduction
The only sources of uracil in DNA were previously thought to be misincorporation of dUMP during DNA replication and spontaneous deamination of DNA cytosine. The discovery of activation-induced cytidine deaminase (AID, also called AICDA) and several other APOBEC-family enzymes as probable DNA-cytosine deaminases introduced a third possible source (reviewed in [1] ).
AID was first identified following induction of class switch recombination (CSR) in the CH12 mouse B-cell lymphoma cell line and initially thought to be an RNA-editing enzyme [2] . However, evidence that AID was a DNA mutator in Escherichia coli [3] and its functional interaction with uracil-DNA glycosylase UNG in adaptive immunity [4] [5] [6] , indicated that AID is a DNA-cytosine deaminase. Later several of the other known APOBEC-family enzymes were also found to be DNA-cytosine deaminases in vitro [7, 8] . DNA cytosine deamination by APOBEC-family enzymes is a natural event in both the adaptive and innate immune systems, through targeted deamination of immunoglobulin (Ig) genes by AID and deamination of viral DNA by APOBEC enzymes, respectively [7] . Despite their important physiological functions, these host defense mechanisms entail a high risk of potentially carcinogenic off-target genomic mutagenesis. Recent high-throughput sequencing of large numbers of human cancer genomes showed that mutations at cytosine residues, particularly C to T transitions, are the most prevalent mutations in human cancer, highlighting enzymatic deamination of cytosine to uracil as a potential source of mutagenesis [9] [10] [11] . However, the actual uracil level in normal and various cancer genomes has remained elusive.
Here, a sensitive LC/MS/MS-based method for quantification of genomic 2 -deoxyuridine (dUrd) was applied to demonstrate that B-cell lymphoma cell lines contain several-fold increased levels of genomic uracil compared to normal human lymphocytes and non-lymphoma cell lines. Genomic uracil content correlated with AID protein expression but not with other APOBEC enzymes. In accordance with AID-generated uracil, we found that regions of clustered mutations (kataegis) in lymphoma and chronic lymphocytic leukemia (CLL) have a distinct AID-hotspot mutational signature. Importantly, we also show that uracil excision capacity and expression of the uracil-DNA glycosylases UNG and SMUG1 correlated negatively with genomic uracil levels and to some extent diminished the effect of AID. This study provides direct mechanistic evidence for genomic uracil accumulation due to enzymatic DNA cytosine deamination in human cancers. Peripheral blood mononuclear cells (PMBCs) were purified from buffy coats from three healthy blood donors using the Lymphoprep TM (Progen) kit according to the manufacturer's protocol. Human B-lymphocytes were purified from buffy coats from three healthy blood donors using a negative selection kit from StemCell Technologies according to the manufacturer's protocol. HeLaS3, HEK293T, T24, A431, DU145, and U2OS cells were cultured in DMEM (4500 mg/l glucose) with 10% FCS, 0.03% l-glutamine, 0.1 mg/ml gentamicin and 2.3 g/ml fungizone at 37 • C and 5% CO 2 . DAUDI, DOHH-2, KARPAS, RAMOS, SU-DHL-4, SU-DHL-6, OCILY-3, L-428, RL, SU-DHL-5, and JJN3 cells were cultured in RPMI-1640 with 4500 mg/l glucose, 0.03% l-glutamine, Pen-Strep (1× final), 0.1 mg/ml gentamicin, and 2.3 g/ml fungizone, and 20% heat inactivated (56 • C, 20 min) FCS at 37 • C and 5% CO 2 . For quantitative rtPCR and uracil measurements cells were harvested at densities between 750 000 and 2 million cells/ml.
Materials and methods

Primary cells, cell lines, cultivation, and reagents
Cell doubling times for suspension cells were measured using a Countess ® cell counter (Invitrogen) by two parallel daily measurements for three to five day periods from cell densities of 50 000-200 000 cells/ml to one to three million cells/ml. For adherent cells, doubling time was measured in 96 well plates (3-6 parallel wells; starting density 50 000 cells/ml) for a three day period by daily fluorescent measurement of resazurin (Sigma) metabolism according to the manufacturer's protocol. Doubling times were calculated by exponential regression.
SUDHL5 AID knockdown and control cells were made using Open Biosystem TransLenti Viral Packaging Mix, pTRIPZ AICDA shRNA (RHS4741-EG57379; vectors V2THS 58282, 58283, and 58319) or pTRIPZ non-silencing control vector according to the manufacturer's protocol. Briefly, lentiviruses were produced in HEK293T cells, and then supernatant from three consecutive days 48 h after HEK293T transfection were used to infect SUDHL5 cells. Infected SUDHL5 cells were amplified for another 48 h and then selected with 2 g/ml puromycin for 30 days. Expression was induced with 1 g/ml doxycycline.
CH12F3 AID-EYFP and EYFP stable transfectants, confocal microscopy, and stimulation experiments were described previously [12] . CH12F3 cells (2 × 10 6 cells/ml) were cultured in RPMI medium, with 10% heat-inactivated fetal calf serum, 0.03% l-glutamine, 50 M ␤-mercaptoethanol, 1 mM Napyruvate, 0.1 mg/ml penicillin/streptomycin, 2.3 g/ml fungizone, and 1.0 mg/ml G418. CH12F3 cells were stimulated to undergo class switch recombination by adding 10 ng/ml mouse recombinant IL-4 (Peprotech), 2 g/ml anti-mouse CD40 monoclonal antibody (BD Biosciences) and 1 ng/ml human TGF-␤1 (Peprotech) and harvested 48 h post stimulation for DNA and protein isolation. Western analysis of AID protein expression was performed using mouse anti-AID monoclonal antibody no. 39-2500, clone ZA001, 500 g/ml (Invitrogen). Nuclear extracts from synchronized HeLa cells were prepared essentially as described [13, 14] .
RNA isolation and quantitative real-time PCR (qRT-PCR)
Total RNA for mRNA analysis was prepared using the mirVana miRNA isolation kit (Ambion) according to the manufacturer's instructions. RNA concentration and quality was measured on a NanoDrop ND-1000 UV-vis spectrophotometer. Total RNA (770 ng) was reverse transcribed for gene expression analysis using TaqMan reverse transcription reagents (Applied Biosystems). The following TaqMan gene expression assays (Applied Biosystems) were used: AID (Hs00757808 m1), UNG (Hs00422172 m1), SMUG1 (Hs04274951 m1), TDG (Hs00702322 s1), MBD4 (Hs00187498 m1), APOBEC1 (Hs00242340 m1), APOBEC2 (Hs00199012 m1), APOBEC3A (Hs00377444 m1), APOBEC3B (Hs00358981 m1), APOBEC3C (Hs00819353 m1), APOBEC3D (Hs00537163 m1), APOBEC3G (Hs00222415 m1), APOBEC3F (Hs01665324 m1), APOBEC3H (Hs00419665 m1), APOBEC4 (Hs00378929 m1), and GAPDH (Hs99999905 m1). Quantitative PCR was carried out on a Chromo4 (BioRad) real-time PCR detection system. Relative expression of mRNA was calculated by the Ct method using GAPDH as endogenous control. Regression analyses were done using GraphPad Prism where data were fitted by linear regression (log/linear(X) vs. log/linear(Y)) as indicated.
Quantification of uracil in DNA by LC/MS/MS
Genomic uracil was quantified as previously described [15] . Briefly, DNA was isolated by phenol:chloroform:isoamyl extraction, treated with alkaline phosphatase to remove free deoxyribonucleosides, and then enzymatically hydrolyzed to deoxyribonucleosides. Deoxyuridine (dU) was then separated from deoxycytidine (dC) by HPLC fractionation using a reversephase column with embedded weak acidic ion-pairing groups (2.1 mm × 150 mm, 5 m, Primesep 200, SIELC technologies), using a water/acetonitrile gradient containing 0.1% formic acid. The dU fraction was finally analyzed by ESI-LC/MS/MS using a reverse phase column (2.1 mm × 150 mm, 3.5 m, Zorbax SB-C18, Agilent Technologies), using a water/methanol gradient containing 0.1% formic acid on an API5000 triple quadrupole mass spectrometer (Applied Biosystems) in positive ionization mode. A small fraction of the hydrolyzed deoxyribonucleosides were quantified by LC/MS/MS in parallel and used to determine the amount of dU per 10 6 deoxyribonucleosides.
In vitro uracil DNA excision activity and complete BER assays
Standard UDG activity assay was performed as described [16] . Briefly, 20 l reaction mixtures containing (final) 1.8 M nick translated [ 3 H]-dUMP-labeled calf thymus DNA (U:A substrate), 1× UDG buffer (20 mM Tris-HCl, pH 7.5, 60 mM NaCl, 1 mM DTT, 1 mM EDTA, 0.5 mg/ml BSA) and 1 g whole cell extract were incubated at 30 • C for 10 min. Acid-soluble [ 3 H] uracil was quantified by scintillation counting. Whole cell extracts was prepared as described [17] . Oligodeoxynucleotide UDG assays were performed as described [16] . Briefly, double-stranded DNA substrates were generated by annealing 6-FAM-labeled oligonucleotides containing a centrally positioned uracil in an AID-hotspot (5 -CATAAAGAGUTAAGCCTGG-3 ; Eurogentec) to complementary strands containing G opposite U. Activity was measured in 10 l assay mixtures containing (final) 20 nM substrate, 1× UDG buffer and 0.4 g cell extract, and incubated at 37 • C for 10 min. Reactions were stopped and AP-sites were cleaved by addition of 50 l 10% piperidine followed by incubation at 90 • C for 20 min. Product and substrate were separated on PAGE, scanned on Typhoon Trio imager and quantified using ImageQuant TL software (GE healthcare).
BER assays were carried out essentially as described [14, 17] . Briefly, 10 g nuclear extract was incubated with 250 ng cccDNA (covalently closed circular DNA) substrates in final concentrations of 40 mM HEPES-KOH, 70 mM KCl, 5 mM MgCl 2 , 0. (18 mM final) and 6 g RNaseA and incubated at 37 • C for 10 min followed by the addition of SDS (0.5% final) and 12 g proteinase K. DNA was extracted by phenol/chloroform and precipitated in ammonium acetate/ethanol and digested with XbaI and HincII (New England Biolabs). Following 12% PAGE, bands were visualized and quantified using ImageQuant software (Fujifilm). We investigated relative contribution of SMUG1, TDG and UNG2 to the initiation of uracil repair by pre-incubating extracts with neutralizing antibodies to SMUG1 (0.11 g/l final concentration), UNG (0.3 g/l final concentration), and/or neutralizing anti-serum towards TDG (1:50 dilution) on ice for 30 min prior to the reaction.
Flow cytometric analysis of cell cycle
Cells were fixed in 70% methanol, washed twice with PBS, and then treated with 50 l RNaseA (100 g/ml in PBS) at 37 • C for 30 min prior to DNA staining with 200 l propidium iodide (50 g/ml in PBS) at 37 • C for 30 min. Cell cycle analyses were performed using a FACS Canto flow cytometer (BD-Life Science).
Sample preparation and targeted mass spectrometry
Cell pellets were resuspended in 1× packed cell volume in buffer I: 10 mM Tris-HCl pH 8.0, 200 mM KCl, 1× complete protease inhibitor, and 5× phosphatase-inhibitor cocktails I and II (SigmaAldrich), 10 M suberoylanilide hydroxamic acid (SAHA) (Cayman Chemicals) and 0.05 M, Ubiquitin Aldehyde (Biomol International LP) followed by addition of an equal final volume of buffer II: 10 mM Tris-HCl pH 8.0, 200 mM KCl, 10 mM EGTA, 10 mM MgCl 2 , 40% glycerol, 0.5% NP40, 1 mM DTT, 1× complete protease inhibitor, and 5× phosphatase-inhibitor cocktails I and II (Sigma-Aldrich), 10 M suberoylanilide hydroxamic acid (SAHA) (Cayman chemicals) and 0.05 M, Ubiquitin Aldehyde (Biomol International LP) containing an endonuclease cocktail of 200 U Omnicleave (Epicenter Technologies), 2 U DNase I (Roche Inc.), 250 U Benzonase (EMD), 100-300 U micrococcal nuclease (Sigma-Aldrich), and 10 g RNase A (Sigma-Aldrich) per 1 ml of buffer II. After resuspension, the lysates were incubated for 1.5 h at 4 • C in a roller. 50 g protein of cell lysate pools consisting of 2-4 biological replicates from each cell line were incubated with 5 mM tris (2-carboxyethyl) phosphine (TCEP) for 30 min followed by alkylation with 1 mol/mg protein of iodoacetamide for 45 min in the dark. Proteins were precipitated using a methanol-chloroform method as described [18] , including another round of reduction and alkylation prior to overnight digestion with Trypsin (Promega) at 1:40 ratio (w/w, enzyme:protein) at 37 • C. Tryptic digests were dried out, resuspended in 0.1% formic acid and analyzed on a Thermo Scientific QExactive mass spectrometer operating in Targeted-MS2 mode coupled to an Easy-nLC 1000 UHPLC system (Thermo Scientific/Proxeon). Peptides (2 g) were injected onto a Acclaim PepMap100 C-18 column (75 m i.d. × 2 cm, C18, 5 m, 100Å) (Thermo Scientific) and further separated on a Acclaim PepMap100 C-18 analytical column (75 m i.d. × 50 cm, C18, 3 m, 100Å) (Thermo Scientific). A 120 min method was used and consisted of a 300 nl/min flow rate, starting with 100% buffer A (0.1% Formic acid) with an increase to 5% buffer B (100% Acetonitrile, 0.1% Formic acid) in 2 min, followed by an increase to 35% Buffer B over 98 min and a rapid increase to 100% buffer B in 6 min, where it was held for 5.5 min. The solvent composition was quickly ramped to 0% buffer B, where it was subsequently held for 8 min to allow the column to equilibrate for the next run. The peptides eluting from the column were ionized by using a nanospray ESI ion source (Proxeon, Odense) and analyzed on the QExactive operating in positive-ion mode using electrospray voltage 1.9 kV and HCD fragmentation. Each MS/MS scan was acquired at a resolution of 35 000 FWHM, normalized collision energy (NCE) 28, automatic gain control (AGC) target value of 2 × 10 5 , maximum injection time of 120 ms and isolation window 2 m/z.
All parallel reaction monitoring (PRM)-based targeted mass spectrometry methods were designed, analyzed, and processed using Skyline software version 2.5 [19] . In silico selection of proteotypic peptides was performed via Skyline using the Homo sapiens reference proteome available at www.uniprot.org to exclude non-unique peptides. Frequently modified peptides, such as those containing methionine, and peptides containing continuous sequences of R and K (e.g., KR, RK, KK or RR) were avoided. However, when the inclusion of non-ideal peptides was necessary both unmodified and M-oxidized peptides as well as peptides containing a missed cleavage site were analyzed. Synthetic purified peptides (JPT Peptide Technologies) and tryptic digests from recombinant proteins were analyzed in a QExactive mass spectrometer. Information on retention time and fragmentation pattern of the top 2-6 ionizing tryptic peptides (2+ or 3+ charge states) for each protein were used to build a scheduled method with a retention time window of 5 min. The method was then used for peptide quantification in the cell lysate pools. A minimum of 2 peptides per protein was used for quantitative analysis except for APOBEC3F in which only one of the unique peptides tested was detectable in the samples. The sum of the integrated peak areas of the 3-5 most intense fragments was used for peptide quantification. Peptide areas for multiple peptides of the same protein were summed to assign relative abundance to that protein. The error bars represent the standard deviation of 3 technical replicates.
Bioinformatics analysis of DNA exome sequencing data
Kataegis regions and somatic mutations for CLL, B-Cell lymphoma, ALL, lung adenocarcinoma, and breast, liver, and pancreatic cancer were downloaded from the supplementary material of a published study [11] . The kataegis regions within specific cancer samples were provided as genomic coordinates into the human reference genome version 19 (hg19); the somatic mutations were provided as genomic coordinates in hg19 and nucleotide alterations. We used the following procedure to create mutational signatures for the kataegis regions for each cancer type. First, for each kataegis region, its sample ID and genomic coordinates were used to identify the corresponding somatic mutations. Second, for each somatic mutation, the five nucleotides centered on the mutated nucleotide were retrieved from the genome sequence. Third, if the middle nucleotide within the retrieved sequence was a purine, the sequence was reverse-complemented such that all the mutations were represented by pyrimidines. Fourth, for each of the six possible single nucleotide mutations, the relative occurrence of each nucleotide at each position within the retrieved sequences was computed. These position-specific relative occurrences were the mutational signatures.
Results
High genomic uracil levels in B-cell lymphoma cells
To investigate whether uracil in the genome may be an important factor in lymphomagenesis, we measured genomic uracil in ten B-cell lymphoma cell lines, seven other human transformed cell lines and in lymphocytes from three healthy human blood donors (Fig. 1A) . The origin and major characteristics of cell lines is displayed in Fig. 1B . We found as much as 72-fold variation in genomic uracil levels between the cell line with the highest uracil content (DAUDI, 4.03 deoxyuridines (dU) per 10 6 deoxyribonucleosides (nt)) and the cells with the lowest level of genomic uracil (A431, 0.056 dU/10 6 nt). Strikingly, all ten lymphoma cell lines and four of the other transformed cell lines had significantly (P < 0.05) elevated genomic uracil levels compared to genomic uracil in peripheral blood mononuclear cells (PBMC) from the mean value for three blood donors (0.19 dU/10 6 nt). We also measured genomic uracil in B-lymphocytes isolated from buffy coats from three healthy donors, using a kit for negative selection. The genomic mean uracil level in these was 0.14 dU/10 6 nt, with individual values of 0.07, 0.17 and 0.19 dU/10 6 nt, respectively. The mean value for the genomic uracil level in B-cell lymphoma cell lines (2.5 dU/10 6 nt) was 13-fold and 18-fold higher than in PBMC and primary B-cells, respectively. In addition it was significantly higher (4.4-fold, P < 0.001) than the mean for non-lymphoma cell lines (0.57 dU/10 6 nt). The B-cell lymphoma cell lines are likely to be exposed to enzymatic untargeted cytosine deamination by AID throughout the genome, since the total number of genomic uracils is in the range 3000-15 000 per haploid genome (this paper) and the density of genomic uracil in S region of stimulated B-cells is only ∼0.8 per kb [20] . Some of the non-lymphoma cancer cell lines had intermediate genomic uracil levels, clearly higher than normal peripheral blood lymphocytes, but lower than most of the B-cell lymphoma cell lines.
AID expression correlates with genomic uracil accumulation
AID has previously been shown to be expressed in several lymphoma subtypes [21] [22] [23] [24] and AID/APOBEC family enzymes were suggested to contribute to mutational signatures in a number of cancers by deaminating cytosine to uracil in DNA [11] . We therefore investigated whether expression of AID and/or other APOBECs could explain the observed variation in genomic uracil levels in the cell line panel. We first measured mRNA expression of AID and all other APOBEC-family genes by quantitative rtPCR using GAPDH as reference gene ( Fig. 2A) . AID mRNA was detected in all 17 cell lines, although at highly variable levels, but not in the normal lymphocytes from blood donors. Furthermore, AID mRNA was substantially increased in lymphomas with high genomic uracil such that AID mRNA had a high positive correlation with genomic uracil (R 2 = 0.70, P < 0.0001). By contrast, APOBEC3B, -3D, -3F, and -3G mRNA content did not correlate with genomic uracil level although they were expressed in all cell lines as well as in the normal lymphocytes ( Fig. 2A) . mRNA of the other APOBECs (APOBEC1, APOBEC2, APOBEC3A, and APOBEC) were detected only in some of the cell lines and mostly at very low levels (data not shown).
Although mRNA expression data is useful as a predictor of protein expression, it does not always correlate with the actual protein levels in the cells. Thus, we quantified AID and the APOBEC proteins by parallel reaction monitoring using a quadrupole-Orbitrap mass spectrometer (Fig. 2B ). This is a highly selective method allowing quantification of many protein targets in a single sample [25, 26] . In agreement with mRNA data, MS quantification revealed higher amounts of AID protein in lymphoma cells with increased genomic uracil (Fig. 2B, upper panel) . Furthermore, similar to mRNA data ( Fig. 2A, middle panel) , APOBEC3B, -3D, -3F and-3G proteins were expressed in all cell lines (Fig. 2B, middle panel) , while APOBEC1, APOBEC2, APOBEC3A, and APOBEC4 were not detectable or detected at very low levels (data not shown). In general, protein levels for AID and the APOBEC proteins (normalized to GADPH protein) correlated well with mRNA levels (Fig. 2C) . As an additional control, we also quantified AID by western analysis, which yielded results similar to the MS analysis (Fig. 2D) . Linear regression Fig. 1 . mRNA levels have been normalized to GAPDH mRNA, and protein levels to MS signal counts per total injected protein. Note that mRNA and protein expression data are in log-scale. Regression plots of genomic uracil (dU/10 6 nt) vs. AID mRNA and protein levels are presented in the lower panels in Fig. 2A Table 1 Regression analysis of genomic uracil levels (linear) vs. AID and APOBEC protein expression (log) normalized to total protein. Bold green indicates significant positive correlation (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this article. analysis of AID western signals against MS quantitation of AID protein revealed almost perfect correlation (R 2 = 0.95). Importantly, AID expression significantly correlated with genomic uracil also at the protein level (R 2 = 0.65, P < 0.0001) (Fig. 2B , and Table 1) , and thereby seemed to account for a large part of the variation in genomic uracil between the cell lines. The correlation was still valid when including only the B-cell lymphoma cell lines in the regression analysis (Table 1) . No significant correlations were observed between the other APOBEC proteins and genomic uracil (Table 1) . Thus, AID was the only APOBEC-family member that correlated with genomic uracil in the human cancer cell lines examined here.
AID expression causes several-fold increases in genomic uracil
To investigate whether AID expression significantly increases the overall level of genomic uracil in an otherwise isogenic background, we used stable transfectants of the mouse B-cell lymphoma cell line CH12F3 expressing AID-YFP fusion protein, or YFP as control [27] . AID is mostly localized in the cytoplasm (Fig. 3A) , but is actively imported into the nucleus where it may access the genome [12] . We found that the cells expressing AID-YFP displayed an almost six-fold higher level of genomic uracil compared to the YFP control (Fig. 3A) . When appropriately stimulated, CH12F3 cells increase endogenous AID expression and have capacity to undergo CSR. Thus next, we investigated whether stimulation of these cell lines also increased the level of genomic uracil. A clear induction of AID and a four-fold increase in genomic uracil were observed in stimulated CH12F3-YFP cells already after 48 h (Fig. 3B, upper panel ). An increase in genomic uracil was observed in the stimulated AID-YFP expressing cells as well, although this was not significant, probably due to the high constitutive expression AID-YFP. Importantly, the increase in genomic uracil observed after stimulation could not be ascribed to increased replicative misincorporation of dUMP due to higher proliferation rate because stimulated CH12F3 cells actually have reduced proliferation (Fig. 3B, lower panel) . Finally, we examined the effect of knocking down AID using a lentiviral AID shRNA expressing vector. For this experiment, we used the human B-cell lymphoma cell line SUDHL5, which exhibited high constitutive AID expression (Fig. 2B  and D) . We found that a 60% knockdown of AID reduced genomic uracil level by 38% (P = 0.005; Fig. 3C ). Taken together these results strongly support the view that enzymatic cytosine deamination is the major source of genomic uracil in AID-expressing cells.
Uracil-DNA repair capacity is inversely correlated with genomic uracil levels
Genomic uracil is predominantly repaired by base excision repair (BER), which is mainly initiated by the uracil-DNA glycosylase encoded by the UNG gene [16] . We have previously shown that UNG deficiency in human and mouse cells results in a several-fold increase in genomic uracil [15] . The other uracil-DNA glycosylases, i.e. SMUG1, TDG, and MBD4, are thought to be quantitatively less important contributors, at least in proliferating cells [16, 28, 29] . Furthermore, the DNA repair machinery has been shown to protect against AID-induced mutagenesis [30] [31] [32] . Therefore, we measured uracil excision activity of cell free extracts prepared from all cell lines against oligodeoxyribonucleotides with uracil in a U:G context. In addition, we measured [ 3 H]-uracil release from calf thymus DNA having uracil in a U:A context. The two different assays gave similar activity profiles (Fig. 4A) . Regression analysis of uracilexcision activity (relative to protein content in the cell extracts) against genomic uracil content in the cells demonstrated a negative correlation (Fig. 4B) , which is significant (P < 0.05), although weak. We also calculated relative uracil excision activity per cell since the glycosylases are predominantly nuclear enzymes and the cells tested vary in size and nucleus-to-cytoplasm ratios (Fig. 4C) . Using these activity values, a stronger correlation with genomic uracil level was observed (Fig. 4D) .
The UNG gene encodes both nuclear UNG2 and mitochondrial UNG1, having identical catalytic domains but specific N-terminal domains. These isoforms are differently regulated from two promoters [33, 34] . Since activity assays measure total activity, we analyzed the isoforms by western blots. Nuclear UNG2, which is the isoform relevant for repair of genomic uracil, was expressed in all cell lines and accounted for approximately half of total UNG in most cell lines (Fig. 4E) . UNG enzymes are the most active of the glycosylases, at least in vitro. However, each glycosylase with its specific or complementary role may exert a significant impact on the total level of genomic uracil in vivo. We therefore quantified all the uracil-DNA glycosylases at protein level by MS. The relative abundance of quantified UNG protein (UNG1 and UNG2) (Fig. 4F ) correlated strongly with total uracil excision activity (Fig. 4G ), in accordance with its presumed major role in uracil repair. Similar to the uracil excision activity, UNG protein per cell also correlated inversely with genomic uracil level when all cell lines were included in the regression analysis (Table 2) . Furthermore, quantified SMUG1 protein (Fig. 4H ) correlated negatively with genomic uracil, although more weakly. Surprisingly, however, SMUG1 was the only glycosylase that correlated with genomic uracil when only the B-cell lymphoma group was analyzed (Table 2 ). In addition, the AID/SMUG1 protein ratio displayed significantly higher correlation with genomic uracil in the B-cell lymphoma group (R 2 = 0.65) compared to AID alone (R 2 = 0.42). No significant correlations were found for TDG or MBD4 proteins and genomic uracil (Fig. 4H ) when analyzed separately (Table 2 ) or in combination with AID or other glycosylases.
Cell doubling time, genomic uracil content and repair capacity in cell cycle phases
In cells that do not express AID, one would predict that genomic uracil from misincorporation of dUMP during replication should result in increased genomic uracil in cells with short doubling time, as suggested previously [35] . Indeed, we observed a significant inverse relationship between genomic uracil and doubling time in non-lymphoma cancer cells (R 2 = 0.57; P = 0.048; Fig. 4I ). Furthermore, since AID has been shown to act in the G 1 phase of the cell cycle [36] [37] [38] , one would expect that the lymphoma cell lines with long doubling times might have higher genomic uracil levels than those with shorter doubling time. However, we did not find a significant positive correlation with doubling time (R 2 = 0.27; P = 0.12), although the curve was apparently different from that of the non-lymphoma cell lines (Fig. 4I) .
As mentioned above, we found an inverse correlation between genomic uracil and both total uracil excision capacity, and with SMUG1 and UNG protein levels. Nuclear UNG2 expression peaks during G 1 /S-phase transition and during S-phase and is expressed at a lower level in late S-phase, G 2 and early G 1 [13, 39] . In contrast, TDG is mainly expressed in the G 1 phase of the cell cycle [13, 39] . Thus, TDG might have a role in counteracting untargeted generation of U:G mismatches by AID in G 1 , although correlation studies did not give indications of this. SMUG1 is not cell cycle regulated [40] and may contribute in all cell cycle phases, but is a rather slow acting enzyme [16] . To explore the relative contribution of the uracil-DNA glycosylases in in vitro complete BER of uracil in different parts of the cell cycle, we synchronized HeLa cells by double thymidine block [13] , prepared nuclear extracts from the different cell cycle phases (monitored by flow cytometry) and applied an assay for complete BER of U:G mismatches in DNA [14, 17, 41] . To examine UNG, SMUG1 and TDG separately, we used a combination of neutralizing antibodies against UNG, SMUG1 and TDG. UNG was found to be by far the major contributor to initiate BER in the G1/S transition and in the S phase. Total repair capacity in G2 and G1 was somewhat lower than in the S phase, but UNG remained a major contributor to the initial step in BER-process, although contributing only 1.5-1.7 more than TDG. SMUG1 contributed in all cell cycle phases, but to a minor degree (Fig. 4J) . Thus, a role of TDG and SMUG1 in BER of U:G mismatches in the G1 phase, and a smaller role in the S-phase would seem likely from our in vitro data. The contribution of the different uracil-DNA glycosylases during the cell cycle is likely to be similar in other human cell lines, including B cell lymphoma cell lines, although this has not been formally demonstrated.
Lymphomas and CLL carry a distinct AID-hotspot mutational signature in kataegis regions
Large scale genome sequencing of cancers has produced the novel observation that several cancers carry localized hypermutation, named kataegis, in small regions that are also associated with genomic rearrangements. The mutational signatures observed in most cancer types with kataegis (acute lymphoblastic leukemia (ALL), lung adenocarcinomas, breast, pancreas, and liver cancer) suggest an association with APOBEC3 enzymes, with a strong enrichment of C to T transitions and C to G transversions at TCA/T sequence contexts [11] . As mentioned, these kataegis patterns might be different from those found in lymphomas and CLL [11] , though this was not explored in detail in their comprehensive paper. We therefore reanalyzed these exome sequencing data from kataegis regions of lymphomas and CLL and compared them to kataegis regions in cancers with typical APOBEC signatures (Fig. 5) . The preferred sequence for C to T mutation in kataegis regions of B-cell lymphomas and CLL revealed a target sequence that overlap with the known AID hotspot motif (WRCY W = A/T, R = purine, Y = pyrimidine). The general mutational pattern for C to T transitions in lymphomas and CLL was AGCT, rather than TCA/T for the other cancer types with kataegis (Fig. 5) . This strongly implicates AID-induced genomic uracil formation in the development of localized hypermutation in B-cell malignancies, in accordance an in vitro assay for complete BER of a single uracil in a defined U:G context. HeLa cells were synchronized by double thymidine block, and harvested after 0, 3, 8, and 14 h representing G1/early S-phase, mid S-phase, G1 and G2 phase, and G1 phase, respectively, as shown by flow cytometric confirmation of cell cycle distribution in the top row. The contribution of each uracil DNA glycosylase was measured by using neutralizing antibodies to UNG, SMUG1, or TDG as indicated. Note that the column size values in the panels are directly comparable since they are generated from the same gel using the same substrate. The data points represent mean of independent triplicate experiments. (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.) Table 2 Regression analysis of genomic uracil levels (linear) vs. expression of uracil-DNA repair glycosylases (linear) normalized either to total protein or to total protein per cell. Bold red indicates significant negative correlation (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.). with our genomic uracil measurements and the published associations between AID and lymphomas [21] [22] [23] [24] [42] [43] [44] and CLL [45, 46] . Moreover, these 122 lymphoma kataegis regions mapped to 70 distinct 100 kb blocks on 16 chromosomes, further supporting that enzymatic cytosine deamination by AID is not restricted to the S region but occurs genome-wide.
Discussion
A major finding in our study is that AID expression is apparently a predominant source of genomic uracil in B-cell lymphoma cell lines. The LC-MS/MS method used quantifies genomic uracil as 2 -deoxyuridine in DNA [15] . The contribution of AID in this process was not solely made plausible by correlations, but also demonstrated by physiological induction of the endogenous AID gene, overexpression of recombinant AID, as well as knockdown of AID by shRNA. We feel that these results provide convincing evidence of dC to dU conversion in vivo by AID, which was considered missing in a recent review [47] . Furthermore; we found that mutational signatures in kataegis regions in human B-cell malignancies carry a distinct AID signature, strongly supporting the concept that AID is a DNA cytosine deaminase that, when mistargeted cause mutations and eventually B-cell malignancies. The increased genomic uracil is in general agreement with a recent report on relative increases in genomic uracil in B-cell lymphoma cell lines expressing AID, using an indirect genomic uracil-quantification method [48] . Evidence for targeted generation of uracil in Ig-genes has been obtained using a ligation-mediated PCR approach [20, 49] . AID is normally only expressed in activated germinal center Bcells [2, 50] and at low but detectable levels in early developing B-cells in the bone marrow [51] . This is apparently a risky process because AID strongly promotes the generation of germinal center-derived lymphomas [22, 52, 53] , in which off-target activity of AID may contribute to point mutations and translocations during lymphomagenesis [31, 54, 55] .
Recently, high-throughput sequencing of complete human cancer genomes and exomes revealed distinct mutational signatures compatible with mutagenesis by APOBEC-family enzymes in several common human cancers. This suggests that enzymatic off-target deamination of DNA-cytosine to uracil might be a major cause of mutation in human cancers [9] [10] [11] . However, direct evidence from measurements of uracil in the cancer genomes has largely been missing. Importantly, we found that endogenous AID-induction in CH12F3 mouse B-cells increases genomic uracil four-fold, from approximately 750 to 3000 uracils per genome already after 48 h. It is unlikely that this substantial increase can be confined to target regions in the Ig genes. Therefore, the increase in genomic uracil levels following endogenous AID expression indicates that even transiently induced AID expression during CSR causes widespread cytosine deamination. This is also in accordance with the mutational AID signatures found at many regions in human B-cell malignancy genomes. We did not observe correlation of genomic uracil with expression of other APOBEC-family members. This does not rule out these as significant mutators in cancer cells, particularly since we only examined seven nonlymphoma cell lines. Low levels of enzymatic cytosine deamination may be overshadowed by dUMP misincorporation and spontaneous cytosine deamination. In addition, the strong effect of AID in B-cell lymphomas may obscure contribution of other APOBEC enzymes. A contribution from APOBECs may become significant over time and help drive transformation from normal cell to cancer cell, as indicated by mutational signatures [11, 56] .
Although AID expression levels correlated with variation in genomic uracil in the cells we tested, our results indicate that additional factors may modulate genomic uracil levels. The most obvious factor would be uracil repair capacity, which varies considerably between cell lines, and dUMP incorporation. We have previously shown that UNG is a rate-limiting factor in complete in vitro BER of genomic uracil [14] although UNG and SMUG1 may have complementary roles in uracil repair [16, 29, 57] and in the prevention of mutagenesis [58] . Studies on UNG −/− cells have documented an important function for UNG in keeping genomic uracil levels low [15] . However, the complete absence of any BER factor is a dramatic and rare event, whereas several-fold variation is rather common, at least in transformed cells. Earlier work demonstrated that AID-induced mutagenesis was counteracted by UNG, which initiates U:G DNA repair [31] . Our data showed that UNG and SMUG1 protein levels both correlated inversely with genomic uracil, with UNG showing the strongest correlation across all cells, while only SMUG1 correlates significantly in the lymphoma cell lines. Consequently, these results indicate that BER protein levels do affect genomic uracil. These results do not in themselves, however, necessarily reveal the relative importance of individual glycosylases for in vivo BER. We therefore made an effort to analyze the role of the glycosylases independently, using an assay for complete BER based on nuclear extracts from synchronized HeLa cells and a plasmid containing a single uracil. The results indicated that overall, UNG is the main contributor in initiating BER of uracil, at least in HeLa cells. However, SMUG1 and TDG may contribute significantly in G 1 (and G 2 ), which is also the time when AID is most active.
It is thought that U:G mismatches arising from AID in Ig genes and U:G from spontaneous deamination are processed by different mechanisms. Indeed, in order for SHM and CSR to be successfully carried out, canonical uracil DNA repair may be locally suppressed. One factor contributing to this may be transcription factor E2A, which induces AID [59, 60] , but represses both UNG-expression and its binding to relevant regions in the Ig genes [60] . Furthermore, p53 is actively reduced in germinal center B cells, presumably to allow mutagenic processing required for antibody maturation [61] . Although complex, the evidence that AID may drive carcinogenesis is well supported. In mice, AID expression was shown to be required for translocations between Ig loci and proto-oncogenes, a hallmark of several human B-cell lymphomas [62] . In contrast, AID knockout mice have fewer translocations [63] and accumulate fewer mutations in genes linked to B cell tumorigenesis [31] . AID expression has also been shown to confer a mutator phenotype in established lymphomas [42] [43] [44] , but the role of AID in cancer progression remains unsettled [23, 64, 65] . Interestingly, AID expression has been reported in numerous cancers of non-B-cell origin, including breast, prostate, stomach, liver, and lung [66] . It would be interesting to investigate whether aberrant AID expression also confers high genomic uracil levels in these cancers. Interestingly, Ung −/− mice have roughly a 20-fold higher frequency of B-cell lymphoma compared with wild-type mice, but no apparent increase in other cancer types [67, 68] . A straightforward explanation for this observation would be that SMUG1 and TDG together with MMR may compensate for UNG-deficiency in most tissues, but not in B-cells expressing AID, due to their increased genomic uracil levels.
A central role for AID-induced mutagenesis in lymphomas is also indicated by the AID-hotspot signature in the kataegis regions of a random selection of all lymphomas and CLLs (Fig. 5) . We find that the kataegis AID-hotspot signature is not limited to lymphomas, but is also present in CLL, which overlaps with the category small lymphocytic lymphoma. Indeed, AID expression as cause of an ongoing mutator phenotype has been suggested for both lymphomas [42] [43] [44] and CLL [45, 46] . Interestingly, progression of established cancers through expression of AID was also demonstrated in other blood cell cancers, such as ALL [69] and chronic myelogenous leukemia (CML), in which AID expression may lead to fatal lymphoblastoid crisis [70] . Thus, AID may be involved in development and progression of B-cell malignancies, and possibly only in late stage progression of other blood cell malignancies. This would be in agreement with the lack of an overall AID signature in ALL, as observed in our study.
In conclusion, we have provided strong evidence that AID is a DNA-cytosine deaminase that due to persistent expression causes accumulation of genomic uracil in B-cell lymphoma cell lines, as well as AID mutational signatures in human B-cell malignancies. Other factors, including expression levels for uracil-DNA glycosylases and cell doubling time, may modulate genomic uracil levels, but AID levels remain the strongest predictor.
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