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Abstract: The data-driven methods of estimations are widely used in cases where it is
difficult to obtain reliable descriptions of backgrounds. In hadron collisions, multi-jet events
are major sources of backgrounds, but they are not described with sufficient accuracy from
theory. Therefore, in final states involving many jets, data-driven methods are used to
estimate the backgrounds to the processes of interest. In this letter, we improve upon one
of the most widely used data-driven methods used for hadron collision environment, the
“ABCD” method of extrapolation. We describe the mathematical background behind the
data-driven methods and extend the idea to propose improvements to the methods.
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1 Introduction
The Standard Model (SM) of particle physics is compatible with almost all the data from
particle experiment results performed on Earth. Many high-energy interaction phenomena
are calculable from first-principles using the tools of perturbation theory. At the same time,
the SM is thought to be incomplete, since it cannot account for the dark matter inferred
from astrophysics observation results. New particles and mechanisms beyond the SM are
needed to explain them. Hence, there have been many searches for them in many past and
ongoing experiments.
Lack of any evidence for new physics thus far may mean that we have to look more
carefully at rarer and more complicated final states. Also, the presumed signal is expected
to show up as a slight excess above the backgrounds. Therefore, more accurate prediction
of the backgrounds becomes paramount, but difficult to achieve. For many processes,
calculations to next-to-leading order (NLO) in strong interactions are accessible through
modern Monte Carlo generators. However, the NLO calculations have larger uncertainty
than what experimentalists desire. As the number of final-state hadronic jets increase, the
accuracy becomes steadily worse.
Also, for some backgrounds with multiple hadronic jets, it is unfeasible to calculate
and generate simulated events at a scale that is needed. The effects of hadronization
and underlying events are simulated using a phenomenological model that seem to need
continual retuning as energy of the proton beams change or as new phase space becomes
available. These models are tuned to high-statistics data, but it is not immediately obvious
how well these models can be trusted to explain the data with processes.
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For these reasons, it is desirable to use the data as much as possible to understand
the backgrounds. Data-driven method is any method that makes use of the data in the
“background” dominated region to estimate background contribution in the “signal” region,
where interesting events are expected. Typically, data-driven method is used together with
the simulated data to constrain the simulation to the level observed in data in the signal
depleted region.
There could be many ways in which this information could be used. It could be purely
data-driven in which case, simulated data are not used. A more common usage is to estimate
the overall number of events from the data in background dominated region and use the
differential distribution from the simulated data. Analyses using hadron collision data use
a so-called “ABCD” data-driven background methods.
A simple recipe that is applicable to all cases does not exist. This is due to the complex
interactions among the selection variables that must be considered for these methods to
work. Nevertheless, the general concept can be expressed using simple mathematics. And
once this idea is grasped, it can be applied to different and new problems.
2 Data-driven methods of background estimation
The concept of estimating backgrounds from the data itself is nothing new. Important
discoveries in the history of particle physics would not have been possible without such
estimations, given that the underlying theory of particle interactions were not very well
known or had large uncertainties [1]-[5].
While there are many ways the data-driven methods can be divided, in this letter,
we will group them into two categories. In the first category, there are data-driven meth-
ods that use interpolations from the measurements performed on the side bands. These
methods are used when we look for a new particle state in a restricted range of kinematic
phase space (usually mass). In the second category, there are methods we use when straight
interpolations are difficult to employ. The methods that use extrapolations based on in-
formation in signal depleted region, fall in this group. The extrapolation methods, loosely
called the “ABCD” method, are often used in hadron collider experiments where predictions
of multijet production processes have large uncertainties.
For more complicated analyses, it could involve a combination of these broad cat-
egories. However, common to these methods are the assumptions that the background
varies smoothly and that signal being searched for is a small fraction of the sample in the
control region. In the next subsection, we review these methods and show how the ideas
can be used to improve the extrapolation methods.
2.1 Interpolation methods
In interpolation methods, measurements are performed on the side-bands that surround the
“signa” region and the information is combined to estimate backgrounds in the signal region.
In the absence of any other information, the minimal assumption is that the background
would have a smooth distribution.
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We first consider a one dimensional case where the signal region is in x0 x0+∆. Without
loss of generality, the number of background in this region for a distribution of background
described by f(x) can be expressed as F (x0) ≡
∫ x0+∆
x0
f(x)dx. A simple side-band can
be taken to be of equal width to either side of the signal region. The backgrounds to
the left(right) side band is F (x0 − ∆) (F (x0 + ∆)), respectively. If we assume the series
expansion is valid, we can write,
F (x0 −∆) = F (x0)−∆F ′(x0) + ∆2 1
2
F ′′(x0)−∆3 1
3!
F ′′′(x0) +O(∆4) (2.1)
F (x0 + ∆) = F (x0) + ∆F
′(x0) + ∆2
1
2
F ′′(x0) + ∆3
1
3!
F ′′′(x0) +O(∆4). (2.2)
From the two side bands, the best estimate of F (x0) is obtaine by taking the average of the
two:
F (x0) =
1
2
[F (x0 −∆) + F (x0 + ∆)] +O(∆2). (2.3)
For a background, whose distribution is of the f(x) = a form, the answer is exact since
F ′′ = 0. However, for a shape that has higher-order terms, this approximation may not
be enough. If we allow two side-bands on each side, the terms proportional to ∆2 can be
eliminated.
F (x0 − 2∆) = F (x0)− 2∆F ′(x0) + 2∆2F ′′(x0)−∆3 8
3!
F ′′′(x0) +O(∆4) (2.4)
F (x0 + 2∆) = F (x0) + 2∆F
′(x0) + 2∆2F ′′(x0) + ∆3
8
3!
F ′′′(x0) +O(∆4). (2.5)
The best estimate using four side bands is
F (x0) =
4
6
[F (x0 −∆) + F (x0 + ∆)]
−1
6
[F (x0 − 2∆) + F (x0 + 2∆)] +O(∆4), (2.6)
which is accurate for background distribution f(x) that is locally a cubic function. With one
side band each side, we can fit a line through the two measurements points for interpolation.
With two on each side, we have four measurements, therefore, we can fit a cubic function
for interpolation.
Usually, we deal with one-dimensional distribution with sufficient number of events,
therefore, we can populate many bins to gain information on the shape of the distribution.
From this, we may be able to find an empirical function that best describes the distribution.
Going beyond one dimension, it is not easy to find the fit function to interpolate. Let
us consider a rectangular signal region in x, y space between x0 ∼ x0 +∆x and y0 ∼ y0 +∆y.
Altogether, we can use 8 side-bands, four on sides of the rectangle and 4 on the corners.
Using similar arguments as before, one can show that the best estimate for interpolation is
given by
F (x0, y0) ≈ 1
4
[ 2F (x0 −∆x, y0) + 2F (x0 + ∆x, y0)
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+2F (x0, y0 −∆y) + 2F (x0, y0 + ∆y)
−F (x0 −∆x, y0 −∆y)− F (x0 + ∆x, y0 −∆y)
−F (x0 −∆x, y0 + ∆y)− F (x0 + ∆x, y0 + ∆y)] +O(∆4). (2.7)
This would be equivalent to fitting a function of the form A0+Axx+Ayy+Axxx2+Axyxy+
Ayyy
2 +Axxxx
3 +Ayyyy
3 and then interpolating.
So far, we have assumed that the integral varies sufficiently slowly, such that the expan-
sions provide good approximation. However, we can apply these methods to a distribution
of an observable whose dependence on x and y are mostly factorizable, as:
P (x, y) = Px(x)Py(y) [1 + (x, y)] , (2.8)
where we assume that the effect of correlation is in the  function. Ideally, the correlation
should be small || < 1. If Px and Py varies sufficiently quickly then they cannot be
adequately approximated by series expansion. Still,
F (x0, x1, y0, y1) =
∫ y1
y0
∫ x1
x0
Px(x)Py(y) [1 + (x, y)] dxdy
=
∫ x1
x0
Px(x)dx
∫ y1
y0
Py(y)dy
[
1 +
∫ y1
y0
∫ x1
x0
Px(x)Py(y)(x, y)dxdy∫ x1
x0
Px(x)dx
∫ y1
y0
Py(y)dy
]
= Sx(x0, x1)Sy(y0, y1) [1 + Σ(x0, x1, y0, y1)] (2.9)
The Σ function is the average value of  over the range. If  is small, then F would be
almost factorizable as well. For a fixed-width windows, x1 = x0 + ∆x and y1 = y0 + ∆y,
then F is a function of x0 and y0, so we can drop the arguments x1 and y1 as,
F (x, y) = Sx(x)Sy(y) [1 + Σ(x, y)] . (2.10)
We can get an estimate of F (x, y) by taking suitable ratio of the F ’s in the neighboring
regions,
F (x−∆x, y)F (x, y −∆y)
F (x−∆x, y −∆y) (2.11)
= Sx(x)Sy(y)
[
1 + Σ(x, y) +
(
∂Σ
∂x
∂Σ
∂y
− ∂
2Σ
∂x∂y
)
∆x∆y
]
+O(∆3)
≈ F (x, y) +O(∆2).
The ∆x∆y term would vanish if (x, y) can be written as (x, y) = x(x)y(y), i.e, the distri-
bution is completely factorizable. Therefore, the error depends on the degree of correlation
of x and y. With more side-bands, the accuracy could be improved.
2.2 “ABCD” extrapolation methods
In hadron collision experiments, extrapolation methods are used to estimate the back-
grounds due to strong interactions. In cases where the signature of interest is expected at
high energies or high particle multiplicities, the interpolation methods cannot be used since
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Figure 1. Four adjacent regions of the ABCD method.
the upper bound on one or more variables cannot be defined. Usually, the backgrounds
are measured in signal-depleted region, usually in a lower energy and/or lower multiplicity
region, and then, the information is extrapolated to the signal region.
One type of the extrapolation method is referred to as the “ABCD” method (Eq. 2.11).
. In this method, two dimensional phase space is divided into four regions, one of which
is the signal region and the remaining three are the control regions. The choice of the two
variables used for this purpose, depends on the physics case of interest. The information
from the 3 side bands A, B, and C control regions, is used to estimate the backgrounds in
the signal region, D (Fig. 1). Formally, we can express the estimate of FD as FˆD,
FˆD =
FB
FA
× FC
=
Sx(x1, x2)Sy(y1, y2)[1 + Σ(x1, x2, y1, y2)]
Sx(x0, x1)Sy(y1, y2)[1 + Σ(x0, x1, y1, y2)]
×Sx(x0, x1)Sy(y0, y1)[1 + Σ(x0, x1, y0, y1)]
= Sx(x1, x2)Sy(y0, y1) [1 + Σ(x1, x2, y0, y1)] +O(∆
2), (2.12)
where the ∆’s are either x1 − x0, x2 − x1, y1 − y0, or y2 − y1.
Problem arises when one of the boundaries, either x2 and/or y2 are taken to infinity,
since ∆ → ∞. For the case where x2 → ∞, the ABCD method could still work if the
distribution Px(x) falls sharply as x increases. With this, Σ(x1, x2, y0, y1) ≈ Σ(x1, x1 +
δx, y0, y1), remembering that the Σ is the average value of  in the given region, thus x2
becomes irrelevant since the data is distributed heavily towards lower values of x. Given
these conditions, the Eq. 2.12 is still valid since,
1 + Σ(x0, x1, y0, y1)
1 + Σ(x0, x1, y1, y2)
× [1 + Σ(x1, x2, y1, y2)]
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Figure 2. Regions in extended method. The upper right region is the signal region, while the rest
are the control regions.„
= 1 + Σ(x1, x2, y1, y2)−∆y1Σ3(x0, x1, y0, y1)−∆y2Σ4(x0, x1, y0, y1) +O(∆2y)
≈ 1 + Σ(x1, x2, y1, y2)−∆y1Σ3(x0, x0 + δ, y0, y1)−∆y2Σ4(x0, x0 + δ, y0, y1) +O(∆2y)
≈ 1 + Σ(x1, x2, y1, y2)−∆y1Σ3(x1, x1 + δ, y0, y1)−∆y2Σ4(x1, x1 + δ, y0, y1)
+∆x1∆y1Σ31(x1, x1 + δ, y0, y1) + ∆x1∆y2Σ41(x1, x1 + δ, y0, y1) +O(∆
2
y)
≈ 1 + Σ(x1, x2, y0, y1) +O(∆2), (2.13)
where Σi (Σij) is the partial derivative with respect to ith argument (i and j arguments),
respectively, and ∆’s are either ∆x1, ∆y1, or ∆y2. In summary, in ABCD method, mea-
surements in three regions neighboring the signal region can be used to give the accurate
description to O(∆2), given that the correlation between the x and y are weak and the
distribution is sharply falling in x and y.
3 Improving the data-driven method
As was the case in interpolation, it is possible to improve the accuracy of extrapolation
methods by making use of more information in the control region.
3.1 Extended ABCD method
Here, without loss of generality, we consider a problem of estimating the background in a
hypothetical signal region x > x0 and y > y0 in Fig. 2. We assume that outside this region,
the signal is a small fraction of the total.
Assuming again that the joint distribution in x and y are mostly factorizable, we can
write the number of entries in the signal region as F (x0, y0) = Sx(x0)Sy(y0)[1 + Σ(x0, y0)].
By using the information in the region x0 −∆x ∼ x0 as well as x0 − 2∆x ∼ x0 −∆x, and
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similarly in the lower parts of signal region, one can show that the accuracy improves,
F (x0, y0) =
[
F (x0 − 2∆x, y0 −∆y)F (x0 −∆x, y0 − 2∆y)
F (x0 − 2∆x, y0 − 2∆y)
] 4
3
×
[
F (x0 −∆x, y0)F (x0, y0 −∆y)
F (x0 −∆x, y0 −∆y)
]− 1
3
+O(∆3), (3.1)
where ∆ stands for ∆x or ∆y. In the appendix, we give an explicit expression for Eq. 3.1.
Essentially, by having more bins, higher order dependence on the variables of interest
could be taken into account when projecting to the signal region.
By taking this idea further and using information in 8 control regions (Fig. 2), it is
possible to get accuracy of the O(∆4) order.
F (x0, y0) =
F (x0 − 2∆x, y0)F (x0, y0 − 2∆y)
F (x0 − 2∆x, y0 − 2∆y)
×
[
F (x0 −∆x, y0)F (x0, y0 −∆y)
F (x0 −∆x, y0 −∆y)
]4
×
[
F (x0 − 2∆x, y0)F (x0, y0 −∆y)
F (x0 − 2∆x, y0 −∆y)
]−2
×
[
F (x0 −∆x, y0)F (x0, y0 − 2∆y)
F (x0 −∆x, y0 − 2∆y)
]−2
+O(∆4) (3.2)
However, the number of events may not be enough to have such fine grained bins.
Due to such limitations, it may be desirable to have fewer number of bins. Here, we
give an optimal expression for the case of 5 control regions, by allowing for two control
region bins in either x or y, but not both. For going two control region bins in x, but one
step in y and
F (x0, y0) =
[
F (x0 −∆x, y0)F (x0, y0 −∆y)
F (x0 −∆x, y0 −∆y)
]2
×
[
F (x0 − 2∆x, y0 −∆y)
F (x0 − 2∆x, y0)F (x0, y0 −∆y)
]
+O(∆2x∆y). (3.3)
In the error analysis, we did not take into account the statistical uncertainties. We would
like to remind that the validity of the error depends on the weak correlation among the
dependent variables x and y, as described by (x, y). We also assume that the (x, y) varies
slowly enough to allow for the series expansion.
3.2 Application of extended ABCD method to tt¯+multijets in hadronic chan-
nels
In this subsection, we apply the extended extrapolation method to tt¯+multijet system and
compare to the conventional ABCD method. The tt¯+multijets processes are backgrounds
to searches for many physics beyond the standard model. While calculations of tt¯+ jj are
available at the next-to-leading order (NLO), there are relatively large theoretical uncer-
tainties . Furthermore, the quoted uncertainties in the literature are on the overall inclusive
1Add reference
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Figure 3. Missing transverse momentum distribution forNj ≥ 9 andNb−jet ≥ 3 using the standard
ABCD method (green) and the extended ABCD method (red). The lower inset shows the ratio of
the predictions to their true values. The error bars indiate the statistical uncertainties.
cross sections, so we do not have perhaps less estimates on the differential cross sections.
Therefore, this is just the area where the data-driven method is needed.
We generated one million events of pp→ tt¯jj sample at√s = 14 TeV with MG5aMC@NLO
v2.61, to be used as a proxy for the real data. The extra partons are required to have
pT > 20 GeV and |η| < 5.0. The events were hadronized with Pythia 8 and reconstructed
with Delphes fast detector simulation and reconsruction in its default settings.
To this sample, we apply Eq. 3.3, taking x as the number of hadronic jets and y as the
number of b-tagged jets. It could be applicable in a scenario where signature of interest
consists of multijets and multiple b-tagged jets.
Figure 3 shows missing transverse momentum distribution, comparing the estimations
using the ABCD method and the extended ABCD method of extrapolation. The signal
region is taken to be Nj ≥ 9 and Nbjet ≥ 3. The control regions include Nj = 7, 8,≥ 9
and Nbjet = 2,≥ 3, but excluding the signal region. The overall normalization is predicted
within 5%, while the ABCD method prediction is off by 18%. The extended ABCD method,
however has larger statistical fluctuation due to the presence of more terms. We can also
see a similar behavior in Fig. 4 where distribution of jet HT is shown. In derivation of
the extended ABCD method, the statistical uncertainty was not taken into account. In the
limit of infinite statistics, the extended ABCD method would be closer to the truth. We
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Figure 4. Distribution of HT with hadronic jets for events Nj ≥ 9 and Nb−jet ≥ 3 , together with
predictions from the standard ABCD method (green) and the extended ABCD method (red).
can conclude that the decision to application of the extended method would depend on the
statistics of the background available.
Figure 5 shows the distribution of the transverse momentum pT of the sixth jet in an
event. This figure illustrates limitations of the ABCD method in general when used in a
purely data-driven mode. The sixth jet pT distribution from Nj = 7, 8,≥ 9 are used except
those in the signal region. The lower multiplicity events do not have jet pT reaching as far
as those in the higher Nj events and the prediction is not able to reach the extreme high
momentum. Therefore, in these cases, it would be desirable to use some smooth functions
to fit the distributions to reduce the statistical fluctuations.
4 Conclusion
We outlined the mathematical bases for using data-driven extrapolation method of back-
ground estimation in a pedgogical manner. We suggested an improvement to the ABCD
method, by making use of more control regions. We give several generally applicable ways
more control regions can be used. The extended ABCD method allows for a more accurate
overall rate. Statistical uncertainty should be considered in deciding whether to apply the
extended ABCD method.
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Figure 5. Distribution of transverse momentum pT of the 6th leading hadronic jets for events
Nj ≥ 9 and Nb−jet ≥ 3 , together with predictions from the standard ABCD method (green) and
the extended ABCD method (red).
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A Expressions for the extended ABCD methods
Here, we give an explicit expression for Eq. 3.1 up to ∆3:
Sx(x)Sy(y)
(
1 + Σ +
2∆x∆
2
y
3(1 + Σ)2
(
−2(Σ(0,1))2Σ(1,0) + 2(1 + Σ)Σ(0,1)Σ(1,1)
+(1 + Σ)
(
Σ(0,2)Σ(1,0) − (1 + Σ)Σ(1,2)
))
+
2∆y∆
2
x
3(1 + Σ)2
(
−2(Σ(1,0))2Σ(0,1) + 2(1 + Σ)Σ(1,0)Σ(1,1)
+(1 + Σ)
(
Σ(2,0)Σ(0,1) − (1 + Σ)Σ(2,1)
)))
+O(∆4) (A.1)
To reduce clutter, we omit the arguments (x, y) to Σ function. The superscripts (m,n)
stand for partial derivatives, as Σ(m,n) = ( ∂∂x)
m( ∂∂y )
nΣ(x, y).
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Meanwhile, expression for Eq. 3.3 up to ∆3 order is
Sx(x)Sy(y)
(
1 + Σ +
∆2x∆y
(1 + Σ)2
(
Σ(0,1)
(
(Σ + 1)Σ(2,0) − 2(Σ(1,0))2
)
+(1 + Σ)
(
2Σ(1,0)Σ(1,1) − (1 + Σ)Σ(2,1)
)))
+O(∆4). (A.2)
Note added. This is also a good position for notes added after the paper has been
written.
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