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ABSTRACT 
LEYBOLD, FIERBERT ARTHUR. Simulation of Service - ad D i s -  
t r ibu t ions  Ut i l iz ing  Stationary, Non-Gaussian Random T i m e  
Histories.  (Udder the  direct ion of FRANKLIN BELANO flATrr), 
The objectPve of the  study i s  t o  determine the feas i -  
~. 
b i l i t y  of geneP'ating a non-Gaussian, stationary,, randm 
load time his t&y wMch can be used t o  simulate aesv3.ce 
load h i s to r i e s  during f a t igue  tes t ing  of s t ruc tu ra l  parts.  
To achieve th i s  objective, f ive  randm load time his- 
- . .  t o r i e s  . of a r b i t r a r y  amplitude and each having a dffiere&, - .  - .. 
mathamat i s a l l y  des cribable, non-Gaussian, amplitude prob-. 
a b i l i t y  density function, were generated with t h e  aid. of a 
CDC 6000 se r i e s  d i g i t a l  computer and FORTRAN IV programmlfang. 
Guruulativs peak d is t r ibu t ions  were obtained from each of 
. .  
the r e su l t i ng   ando om load time his tor ies  and cmparsd wieh 
cumulative peak serv ice  load distributions. 
load t h e  histories are fmvest%gated in  ordezy to assme 
t ha t  t h e  best  possible  duplication of the cumulative peak 
service load dis t r ibu t ion  i s  obtained. 
Five random 
O f  primary 'importance i n  the investigation w a s  the  
matching of predicted, that is, dig i ta l ly  generated ernd' 
aervice load cupGati-iPe peak distributions. 
hpor t ance  w a s  the technique used f o r  djtgitally generatingE 
t h e  f i v e  d i f fe ren t ,  nan-Gaussian, rand- l oad  time 
h i s to r i e s ,  
Of secondary 
.- 
Cumulative peak cUcrtribut%ons of' two of" the generated 
amdam time h i s t o r i e s  approximated the cumulative peak 
service d is t r ibu t ions  for a i r c r a f t  .* The remaining three 
cumulativc peak d is t r ibu t ions  approximated t h e  cumulative 
peak serv ice  d is t r ibu t ions  of p o u n d  transportation, that 
is, car,  truck, r a i l ,  overhead travelling crane, etc. 
if 
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2.. INTRODUCTION 
Over the past  several  years the trencf has been*,towarcts 
randam load fa t igue  t e s t i n g  of aircraf ' t  s t ruc tura l  p & t s  
r a ths r  than the  constant amplitude and programmed cqndtant 
amplitude f a t igue  t e s t i n g  which has been going OR for 
The advent of more sophisticated fat igue tes t ing  machines 
capable of applying complex load-time h i s t o r i e s  which mope 
nearly simulate actual  service experience has been th.6 major 
f a c t o r  towards t h i s  trend. Within t h i s  framework of randam 
% <  
6 
1 '  
l o a d  f a t igue  t e s t i n g  the re  has evolved two schools -of' 
thought on simulating a i r c r a f t  servfce experience. ,me 
f irst u t i l i z e s  a quasi-stationary Gaussian randm process t o  
simulate se rv ice  experience. This i s  accomplished- by pro- 
gramming, i n  a randm fashion, the  root-mean-square l eve l  
of a Gaussian random p r o ~ e s a .  The second u t i l i z e s  a 
stat ionary non-Gaussian randoar process t o  simulate s e r ~ i c e  
experience. It is  t h e  purpose of this thesis t o  show tha t  '-. 
t h i s  second approach i s  feasible .  I, ... - 
Toward t h i s  end a randm number generator was used t o  
generate random numbers having a uniform o r  constant - .  &pX- 
tude probabi l i ty  dens i ty  function between the l i m i t s  'of 
zero and one. 
axplitude probabi l i ty  dens i ty  of a d iscre te  randam time 
h is tory  canpoeed of these  random numbers had one of the 
following densi ty  functions: 
Weibull, and Exponential. These density functions were 
. .. 
These numbers were then shaped such th& t h e  
. . .  
. . .- 
Poiason, Binomial, Eog-$omal., 
'C  
2 
a r b i t r a r i l y  selectsd because they a re  widely discussed i n  
t h e  l i t e r a t u r e  and are  mathematically d cribable. The 
c 
. , , resu l t ing  random time h i s to r i e s  a re  a 
t h e i r  peak s t a t i s t i c s .  It i s  
. peak s t a t i s t i c  i s  the  s ign i f icant  f a t  
of a random time his tory.  It i s ' a l s o  the s t a t i s t i c  most 
f requent ly  obtained during service experience. Cumulative 
' peak d i s t r ibu t ions  a re  computed and compared w i t h  cumulative 
peak serv ice  d is t r ibu t ions ,  For a i r c r a f t  the d i s t r ibu t ion  
i s  a s t r a i g h t  Pine on semi-log paper. 
It i s  shown that the random time h is tor ies  having 
L .. 
.-1 
Exponential and Log-Normal mpl l tude  probabili ty densi ty  
functions can be uaed 
ence of a i r c r a f t .  It 
random t i m e  histories 
amplitude probabi l i ty  
-_ - 
. -. 
simulate se rv ice  load 
,.such. as cars ,  trucks,  
- 4  * 
cranes. 
t o  simulate the service load experi- 
i s  a l s o  s h m  t h a t  the other three 
having Binomial, Poisson and Weibull 
density functions can 
experience of ground transportation 
rai l roads,  and overhead t r ave l l i ng  
3 
2. REVIEW OF LITERATURE 
1% .has bocome increasingly more apparent 9 i n  recent 
' I  
years' thkt more and more fa t igue  t e s t s  are being conducted 
using .rq@d.am loads. 
' I  
There appears t o  be several reasons 
trend. F i r s t  consfderably more research has been 
ecent years i n  th i s  area as evidenced by the, nuxber 
es being published, 
d the f a t igue  engineers philosophy o r  outlook OR 
esting. Secondly, the fat igue engineer has come 
These a r t i c l e s  have undoubtedly 
t o  r e a l i z e  that serv ice  loadings are complex loadings and 
tha t  he 'is incapable of predicting fat igue l i f e  under the i r  
influence. Hence he must resor t  t o  a much more accurate 
simulation of t h e  service loadilage i n  order t o  determine 
f a t i g u e  l i f e .  Finally, he now has a t  hie disposal t e s t iqg  
equipment;. which w i l l  permit h i m  t o  apply m y  complex load 
des i res  t o  t e s t  specimens and s t ~ u c t u r e s ~  The 
above me-&.tioned items have brought ue t o  t he  current s t a t e  
.of the apt i n  random load  fat igue testing. Randm process 
theory u9on which random load fat igue t e s t ing  i s  based cam 
be faun$ ,in such tex ts  aa Bendat and Piersol (1966), 
Crandall' .u and Mark (1963), Davenport and Root (1958) and 
Robson (1964). 
- I-& 
..- - - &- 
I e=. 
# :. 
- 
Sw@son (1968) presents .an excellent review of t h e  
l i t e r a t u r e  on random lead fa t igue  testing. I n  this refer- 
ence h6:$$arts with the  t e a t i n g - t o  develop the well known 
S-N curve and goes on t o  the block t e s t s  wherein constant 
._ . 
a I - .  
, , .. .  
4 
amplitude cycles a re  s t r a t i f i e d  a t  various stress l eve l s  i n  
an a r b i t r a r y  sequenge so as t o  approximate the re la t ive  
frequency of servicd, loads from the'service load spectrum. 
I n  addition he dgscusses the actual randm process and/or 
an analogous randm;process t o  the 6x18 encountered i n  
serv ice  which may b i  e i ther  stationwy, quasi-stationary or 
non-stationary apd r e s u l t  i n  the sane load frequency as 
< 
given by t h e  serbicd load spectrum. 
t h a t  there  are bas ida l ly  t w o  approaches t o  fatigue t e s t ing  
under random loadi  
analogue approach. he d i g i t a l  approach w i l l  necessarily 
r e s u l t  i n  a rand'ena Srocess that  i s  stationary i n  nature 
while the  analogue approach may resu l t  i n  e i ther  a s t a -  
t ionary o r  quas iTs t ai io- process . 
Swanson also indicates 
the "digital" approach and the  
1 ,  
The author (1963) was involved i n  obtaining s t a t i s t i c s  
Based for t h e  conduct of bpth block and kendom type t e a t s .  
on these  s t a t i s t i c s - ,  Leybold and Naumann (1963) coducted 
r 
t e s t s  t o  evaluate tBe effects of both block and random type . .*z 
t e s t s  on the  f a t igue  l i f e  of aluminum alloys. Leybold (1963) 
noted t h a t  the p r b e y  a t a t i s t i c  used t o  conduct fa t igue 
t e s t s  was the peak i t a t i s t i c ,  A matheMatical method f o r  
- f  
'c. 
Ir 
predic t ing  the-peak- diatr ibutfon or peak a t a t i s t i c  bas been 
developed bg Rice (1954) for a Gaussian, stationary raridm 
process. Broch ( i 9 b  & 1968) discussed the work developeri 
by Rice and a p p l i e i 3 t  t o  the case of fa t igue under random 
loading. 
of a random process was moat significant w i t h  regard t o  
t-Y 
t I 
Schi jve' (1963) tried t o  determine . h i c h  s t a t i s t i c  
5 
fa t igue .  I n  most cases the random process investigated md 
used f o r  t e s t ing  w a s  Gauss iy  and stationary i n  nature. 
primary reasons for using t- type of a random procoss 
Two 
I 
were: (1) a Gaussian statiqr(;try random 
ganerat ed w i t h  a commerciall$~available 
a t o r  and (2) t he  peak d is t r i t&t ion  of a 
r ! 
' f. 
;j 
process i s  eas i ly  
~an6om noise gener- 
Gaussian, s ta t ionary 
random process was eas i ly  c 4 u t e d  based on. Rice's work, 
Xowever, t he  drawback t o  usi  t h i a  type GI' a random process 
is t h a t  service load data s that  they a r e  ra re ly  s ta t ion-  
ary i n  nature snd may o r  m o t  be Gaussian i n  nature. 
Based on. this f a c t ,  Swanson- 
Gaus si an non-s t a t  ionary rand process f o r  fa t igue testing. 
Using t h i s  method of tes t ing$$he m s  of a stationary randm 
& $  
process i s  programmed t o  a&in a randam fashion such that 
the resu l t ing  peak d is t r ibu t tgn  w i l l  match that  of service 
' &- 
load data. Service load dat@are usually presented i n  the 
form of cumulati.re peak dist--&butions, that  is, cumulative 
nmber  of peaks exceeding a_&?ven level. 
cumulative peak d is t r ibu t ions  , f o r  a i rc raf t  usually p lo t  as 
straight l i nes  on semi-log p.&er. TQ c i t e  just  two of the 
publications avafzable with dkrcraft serviee load data  ue 
have Coleman (1968) who preaerhs his data i n  terns  of g's 
(accelerat ion due t o  gravit@,and Bullen (1967) who pre- 
sents  his data in terns  of gust velocities. 
. '  : .' 
963 & 1965) has proposed the 
- *  
w 
1. 
Service load 
4 -  . t  
. - 't 
. * -  
. :? 
The quasi-stationary' .random fatigue tafilt propose? br 
,. ..> : d  
Swanson i s  one way of a b u l a t l n g  these rv ice  load peak 
d is t r ibu t ion .  Another method a180 proposed by Swanson (1968) 
6 
was t o  f ind  a s ta t ionary  non-Gaussian, random process, which 
exhibits a cumulative peak dis t r ibut ion the;same as an a i r -  
c r a f t  service load cumulative peak distribbision, tha t  fs, a 
s t r a igh t  l i n e  on semi-log papep. Thus t w  i f f e ren t  ways 
have been proposed f o r  simulating service 
hist;ories: 
random process is Gamsian i n  nature and tde root-mean- 
square levels  a r e  programmad i n  a random fbshion and 
( 2 )  the s ta t ionary  method, that is, constant root-mean- 
square leve l ,  where the  random process is non-Gaussian i n  
nature. T h i s  thesis deals with the  l a t t e z  method. 
(1) the quasi-stationarjr methdb*%'where the  
7 
3. GENERATION A N D  ANALYSIS OF RANDOM TIME HISTORIES 
. * .  3.1 General - ' 5 . m .  
' -  
I n  this Ghapter randm numbers a re  generated and, 
shaped s o  t ha t  t he  resu l t ing  d iscre te  random time h i  
has a non-Gaussian amplitude probabi l i ty  density f 
Actual and theore t ica l  amplitude probabi l i ty  density rum- 
t ions a re  compared. I n  addition peak and cumulative peak 
d is t r ibu t ions  a r e  calculated. The computations are  broken 
down i n t o  t h e e  p a r t s  as shown i n  the next three sections. 
The computer programs f o r  carrying out these computations 
can be found in t h e  Appendices, aectiona 8.1 and 8.2. 
w i l l  be sa id  about these programs i n  Chapter 4 on computer 
I "  
' [  
- *' 
- 
.. 2-  
More 
programs. 
Five d i f f e ren t  amplitude probabi l i ty  density- functions 
were used in order t o  insma tha t  t he  best  poqsible  agree- 
ment between the  d i g i t a l l y  generated data and the ael;vPce 
load data  would bo attained. 
~. 
It should be noted tha t  t he  data presented are  only a 
small port ion of the data generated with the  ai.? of.$$+ 
computer. Parametric studies were made using a l l  fiire":- 
amplitude probabi l f ty  density functions. The resultti-@' 
data  were just too voluui-xlous t o  include i n  this thesis .  
Only those data which show trends or  agrement wi%h.s&itics 
lead da ta  have been included. 
.. 
..9 
8 
3.2 Generation of Random Numbers 
Random numbers bounded by the limits zero and one were 
generated w i t h ’  a standard rsmndam number generator having a 
uniform ’or  constant amplitude probability density function. 
The numbers were then shaped such that the  resul t ing dfs -  
Crete r&jdam time h is tory  would have some a r b i t r a r i l y  
. .  
I. : 
. -  
i r  
*. $ 
se lec ted  *pnplitude probabi l i ty  density function. The 
amplitude probabi l i ty  density functions were 
ause they  are  mathematically describable and 
thoroughly. i n  t h e  l i t e ra ture :  Poisson, BPnomial, 
, Weibull and Exponential. The procedure f o r  
generating t h e  shaped random numbers was as 
- .  . r _ _  
follows$ Let F(x) be the  amplitude probabili ty density 
functiQn .and CP(x) t he  cumulative amplitude probabtli ty 
densi ty  function. CF(x) i s  related to t he  amplitude 
prsobabilttg dens i ty  function by the re la t ion  
dCF(a) = P(x)dx ( 3 . 1 )  
or  by in t eg ra t ing  
which ib.”g?ounded by the limits zero and one when x take& 
on the*-.values of -a and +”, resp ively. Thus, ‘randm 
numbers having a uniform probabi l i ty  density d i s t r  
w i t h  lfmlts between zero and one can be generated with a 
, ‘. 
randm number generator and substi tuted for W ( x )  in 
-equation (.3.2). . This. equation’ can then be evaluated I 
9 
f o r  x. As many random numbers can be generated i n  th i s  
,manner as a re  needed and they will necessarily have the 
.desired amplitude. probabili ty-density function., For t h i s  
work each random 
. . .  
history cckaisted of 10000 random 
“ U  
a numbers. 
The f i v e  rand time h is tor ies  generated i n  this 
manner had the  following amplitude probability density 
functions: Poisaon, Binomial, Log-Normal, Weibdl and 
Exponential. I n  the f irst  of these time histories,  whose 
amplitude probabi l i ty  densi ty  function is discaete, the 
- . _  . _ - .  r _ -  
following recurrence formula was used t o  compute the 
cuxnulat i v e  probabi l i ty  density: 
- 
W X  + 1) = - + 7, P(x) (3 .3 )  
c 1 ’  . .  I 
The cumulative frequency, C F ( x ) ,  waa coxpared v i t h  a 
d i g i t a l l y  generated uniformly dhtrlbutec?. rddm number P 
having a 
The 
when Y 
that is ,  
value between zero and one. 
rand- varlgble x was found by determining I 
fell between the llmits CF(x) and CP(x + 11, 
. e;. . . .  
. 4  
he second t im- iy ! s to  
manner using the 
10 
The third time h i s t o r y  or log-normal one was generated 
by solving equation (3.2) w i t h  a numerical approximation of 
the integral (see sect ion 8.2.'2,3). 
- r i  . *  . 
In  the case of the l a s t  two time histories @qua- 
t ion  ( 3 . 2 )  could be integrated. d l b t l g  an2 resulted i n  
the following random variable3 . x": For the Weibull yrab- 
*. 
a b i l i t y  denaity function: 
and - .  . _ _ .  c _ _  t .  ' A  
W ( x )  = 1 - exp(-px=) 
,. 
solving equation (3.7) f o r  x we gee 
For the Exponentkal ppobabd.llty depakty iure"ion: 
8 
and 
CF(X) = 1 - c e Q ( - 8 ~ )  r 4 -  
solving equation (3 .9)  f o r  x we get 
' t  
( 3 . 7 )  
(3.8) 
. .  
I t  should be noted that the Eiqioxmntial di&ribution i s  a 
. .  apeclal caas of the Weibull .disC&bbution when a -= b. . j 
11 
The f i r s t  100 random numbers generated for each of the 
f i v e  d i f fe ren t  amplitude probabili ty density functions used 
are shown i n  Figures 3.1-3.10. 
and standard deviation are  shown for- eac$thL his tory,  
The mean indicates  the average or expectek va,&ue of the 
randm variable,  say x. The mean i s  mathemrftfcafIg 
expressed as 
The mean, riot-maan-square 
a 
i 
% i  
E ( x )  =I, xF(x)dx (3,101 
_ _  - .  . _ - .  r ,. ~ - 
The root-mean-square l a  a measure of the ynpfitude of a 
time h is tory  and i s  the  square root of the  m e p  of the 
squares of a random variable x .  The mean square is, 
, .  
mathematically expressed as 
- .  
The standard deviation i s  a measure of t h e  diiperrrion fsm 
t h e  mean and is t he  square root of the  vakLanke of 8 random 
variable  x. The variance i s  defined mathematically aa . 
. .  
Crandall and Mark (1963) show that this ean,be reduced t o  
i '  c . .  
(3.13) 
A l l  or t he  above mentioned propa~t ies .  were calculated 
T h q  
r..- .-. 
._ for each of the  rive random time hietorieq~geperated.  
c 
12 
Figure 3.10 Time history of randam numbers havlng a UeibUnl 
amplitude probability density: a = 2; p =-2 
1.2 
Time 
F igure  3.2, Time history of random numbers havi a Weibu3.l 
amplitude prwbabflity density: a =Ti (3 = 5 
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Figure*-3,_3. Time history of randm numbers having ara 
Exponential amplitude probability density: 
g = 1  
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Figure  3.4. Time h i . t o r y  of rmdom nunbera having an 
Exponential amplitude probability density: 
8 = ' 2  - *  
16 
Figure 3.5. T i n e  history of random numbers havfng a Pe%sson 
amplitude probability denaityr: p = 10 -_ 
100 
Figure 3.6 .  Time history of random numbers havi a Poisson 
* amplitude probability density:# p - 3 6   
Q a 
=I 
c, 
-4 
rl a E 
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Figure 3.7. T i m e  history of random m b e r s  having a . 
Binomial amplitude probability density: 
n = 10; p = 0.1 
T i m e  
4 
, p i p e  3.8. . T i m e  history of randcna numbera harl 
Binomial amplitude probability denrrityr 
n = 500; p = 0.1 
20 
Time 
Figure 3.9. Time-Matory of random numbers having! a 
e probability dsrdtg:  
21 
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c 
Figure  3.10. Time hiatory of randcan numbers having a 
Log-N ormal amp13 t ud e pr ebabili t y density : 
: 
a = 0.05 
log 
22 
resu l t s  of these calculations are sham i n  Table 3 , L  In  
order t o  check these values with the theoret ical  ones, the 
author scanned the  l i t e r a t u r e  to obtain the .&boretical 
equations for t he  meanp mean-square and vari-ince of the 
f i v e  densi ty  functions used, To his dismay 
aeadily available. Thus, the basic s t a t i s t  
and densi ty  functions were used. t o  derive the desired 
prbperties. 
and the r e s u l t s  a r e  summarized i n  Table 3.2, The thee- 
r e t i c a l  properties were calculated and showed good agree- 
ment w i t h  t h e  propert ies  tabulated in Table 3.m. 
I .  
. #  
. - .  
These derivations are show in  Appendix 8.5 
. -  _ _  -. 
. <- 
. .  
_L 3.3 Calculation and Comparison of Computed 
and Theoretical Histograms 
After  each of the f i v e  ra t b e  histories 
d i g i t a l l y  generated, the amplitude scale of  eagh was 
divided up i n t o  equal in te rva ls  and the random pmbers 
f a l l i n g  i n  each i n t e r v a l  were comted for all 1‘0,000 num- 
bers of each t h e  his tory.  
occurrence of the random numbers wer0 p l o t t e d y  histogram8 
i n  Figures 3.11-3.22. 
The result ing ki-&ncy of 
In addition the theore&al histo- 
. .  .. 
also p l  conpard with the -actual 
hiatograms In there figures. It canbe aeen’that goad 
area test  was perfonned 
the theoretfcal  one. 
- -=  
*- ? 
I h;  
i’ .‘ 
are value w e l l  
value ’at the:’95 percent 
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Figure 3elX. A c t u a l  and theomtical histograms for a 
- - Welbull amplitude probability density: 
- * '  a ' 2 ;  p - 2  
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. F i v e  3.12, Actual and theoretical histograms for a 
WeibeilX.i"bplitude probability densigy: a = s ; p = s  
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F i b r e  3.13. Actual and thesret-icsl k h t a g r m s  fcar an . 
Exponential amplitude probability density: 
8 = 1  
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Figure 3.14. Actual and theoretical histogr 
Exponential amplitude probabilitq density: 
e = 2  
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Figure 3.15- Aatual and theoretical histograms for a Q ;  
Poisson ampPitude probability density: ;. 
p = 1 0  ’ 
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Figwe 3.16. Actual and theoretical histograms for a 
Poisson amplitude probability density: 
y, = 66 
100 
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Figure-:3*17. Actual and, thsoretical histograms for tk 
Binomial amplitude probability density: 
n = 10; p = 0.1 
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Figure 3.18. Actual and theoretical hititsgramti for 8 
Binomial aaaplitude probabill6y density: 
n = 500; p = 8.1 
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Figure 3.19. Actual and theoretical histogram for a 
Log-Normal amp12 %ud e pr ob abil i  ty d e m  it 7: 
6 fog = 0.1 
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Figure 3.28. Act oretical h l a t o g r m s  fop a 
litude probability densfty: 
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Figure 3.21e A c t u a l  and theoretical logarithmic histopama 
armal ampLlitude probability 
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F i w e  3.22s ActuaP a d  theor af logarithu3.e hfatograms 
, ror a Log-N litude probability 
density: u 
37 
confidence level .  This exercise was done i n  order t o  show 
tha t  the d i g i t a l l y  generated random time h is tor i ss  do 
indeed have the des i red  amplitude probabili ty density 
functions. 
,. .# 
As indicated i n  t h e  t i t l e  of t h i s  t hes i s  a l l  time 
h i s t o r i e s  generated u q e  t o  be non-Gaussian i n  nature. 
Xowever, cer ta in  values f o r  t he  variourr, parameters i n  the 
density functions used tend t o  make the dis t r ibut ions 
approach a Gaussian d is t r ibu t ion ,  It is  well known that 
sanae of these  d i s t r ibu t ions  can be approximated w i t h  a 
normal o r  Gaussian d is t r ibu t ion .  T h i s  f a c t  becomes obvious 
when looki ig  a t  Figures 3.11-3.22. The a and p pa~am- 
e t e r s  of t h e  Weibull d i s t r ibu t ion  were each varied in un i t  
increments fram 2 t o  Figure 3-11 where a = 2, p = 2 
shows a highly non=Gaussian shag while Figure 3.12 with 
a = 5 ,  = 5 shows a shape approaching Gaussian. The @ 
parameter of the  Exponential d i s t r ibu t ion  was varied frm 
l/& through 2 by doubling each 8 i n  sueceslaion. T h f s  
d i s t r i b u t i o n  w i l l  alwaf8 be highly non-Qaussian a8 shown 
i n  Figures 3.13 and 3.14, The Poisson d is t r ibu t ion  tends 
toward t h e  Gaussian d i s t r ibu t ion  even for small mean 
values p a8 I l l u s t r a t e d  i n  Figures 3.15 and 3.16. The 
. .  
Binomial d i s t r i b u t i o n  tends t o  be highly non-Gaussian for 
n (see F i g w e  3.17) and Gaussian 
e 3.18). I n  the. iS 
were varied 8s follower: 
2 
. .  parameters p and . log - -  
= 2, 1, 0.5, 0.1, 0.05. A horizontal 
was 
2 
Qlog = 0, 1; Plog 
1% 
t r a n s l a t i o n  of  the d ia t r ibu t ion  occurred when p 
increased from zero t o  one. Figures 3.19 and 3.20 show t he  
highly non-Gaussian shape of the  d i s t r ibu t ion  while 
Figures 3.21 and 3.22 show the,Gaussian shape when 
p lo t ted  on semi-log coordinates. 
3.4 Determination of Pea% and Cumdative P e a  
Distr ibut ions for. Both Maximum and 
Minimum Peak Values 
As w i t h  t h e  histograms, the amplitude scale  of the 
time h i s t o r i e s  were divided up i n t o  equal intervals  and the 
peaks, bo th  m a x i m u m  and minlmum,  were countabd i n  each 
in t e rva l .  Maximum peaks axxi m i n i m u m  peaks a re  defined as 
shown i n  Figure 3.23. The m a x i m u m  peak distribtztions ape 
plo t ted  in Figures 3.,24-3.33 while t h e  minimum peak dis- 
t r i bu t ions  a r e  shown i n  Figures 3.34-3.43. 
load data a r e  based on maximum peaks, we are  ppLnarily 
i n t e r e s t e d  i n  .the maximum peak d is t r ibu t ions  of the  gen- 
erated time h i s to r i e s .  However,. i t  is also of i n t e re s t  t o  
see whether o r  not t he  peaks, both maximum and minlm.\an, 
Since servic, 
are d i s t r i b u t e d  symmetrically about t h e  mean of a raa;ham 
tirne h i s to ry ,  
a l so  p lo t ted ,  
Thus the minlwum’peak dis t r ibut ions are 
One can check for s p n e t r y  by visualizing 
a maximum peak d i e t r ibu t ion  overlaid on a min P e a  
d i s t r i b u t i o n ,  The two dis t r ibut iona will in te rsec t  at  the 
.Y 
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Figure 3.24. Maximum peak distribution of 8 t h e  1hfstor-y 
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F i v e  3.26, Maximum peak distribution of a t h e  hiatory 
having an &~p0~~3~ktial  amp itude probability 
density: 8 = 1 
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Figure 3,2?. Maxhum peak distribution of 8 t h e  history 
having an Expon’ential amplitude probability 
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Figure 3.31. Maxhm peak distribution of a t b e  historpy 
having a B i n d a l  amplitude probability i : 
density: n = 500; p = 6.1 
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Figure 3.34, Minimum peak diati4bution of a time history 
having a Wefbull amplitude probabixity 
density: a = 2; Q = 2 
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Figure 3.35. Minimum peak distribution of a t h e  history 
having a Weibull slaglitold0 probability 
density: a = 5; f3 = 5 
1000 
800 
0) 
0 
600 
0 
0 
6.4 
0 
A 
c! 
40s 
a, 
k 
cat 
2QB 
4 8 12 
Class mark 
F igme  3536. Hinimum peak dlastz?%butlora of a time history 
having an Exponential amplit 
density: 0 = 1 
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Figure 3.37. E4fnimlaum peak dis'cributisn of a t 
having an Exponential amplitude prcbability 
density: 8 = 2 
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P i p e  3.38. H%ZZ$XIIUII peak diatribution o r  %L t h e  hftatoq 
having a Poisson mplitude probability 
e i ty :  (r = 10 
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Figure 3.39. Wnimm peak distxdbutiorn of a & b e  history 
having a Poiason amplitude probabiPit;y 
density:: gr = 66 
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F P W e  3&l. Mn%mum peak distribution of a time hietory 
having 81 B%md.aP amplitude probability 
demit$: %I = 500; p = 0.3. 
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Flgtwe 3.43. ’ l%I.rnimb peak distribution o f  a time history 
litude probability 
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h i s t o r i e s  presented i n  Figures 3.1-3.10. It can be seen 
from the peak dis t r ibu t ions  which a re  not symmetrical about 
the m e a n  t h a t  there are a greater  numbex0 of maximum peaks at 
t he  lower mpPPtudes '"and a correspondingly smaller number 
of peaks a t  the higkek amp"ltudea. T h f a  is exact ly the 
same condition t h a t  A 8  encountered i n  a i rc raf t .  There are 
a r e l a t i v e l y  high number of gusts of low velocity with a 
coysqsponding dgcrease, i n  %he number of gusts at high 
veloeft-y, Maxbm peaks are meaewed as the number sf 
exceedmces sf a given amplitude level  above the mean o r  %g 
stress of an a b m r a f t .  T h u s  the peak8 measured i n  scsmiee 
are  presented as a cumulative distribution. Thus i n  this 
investigation e ~ m u l a t l v e  peak d i s  
f o r  both maximum and minimum. peak 
FigwecrP a.l&-3,53 Figur.es 3.4&-3eQ3, Ipaspeativ83.y. 
The maximum cmulativte peak distributions are seen t o  s t a r t  
r o l l i n g  cff at tlhe mean value of the t b e  history. 
in t h e  case eE the Ekpmential  and Lag-Nom1 density 
fuxnctien do these dis t r ibu t ions  f a l l  off frm the memi o~1 
. . - .  
Only 
traight l i n e .  ?"hie fact is most significant in that  
'this is the manner in xMch service data behaves. M O P ~  
w i P 1  be said about this point in chap%ep 5. 
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F i g w e  3.44. Log or  cumulative maximum peaks of a t h e  
h i a t m y  having EL Weibull amplitude 
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Figure 3.47. Log of cumulative maximum peaks of a tiwe 
history having an Exponential mpbftude 
probability density: 18 = 2 
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Figure 3.48. Log of cumulative maxfmum peaks oP a time 
hiastory having a Poisson ampBltuds 
probability density: p = 10 
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P i p e  3.49. Log of c m u l a t l v e  maximum peaks of a t h e  
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Figure 3.50. Log of cumulative aaaxlmun peaks of a t b e  
h i s t o r y  having a Binomfal amplitude 
probability density: II = 10; p = 0.1 
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Figwe 3.52. Log of cumulative maximum peaks of a t h e  
hiatory having a Log-Noma1 anpfitude 
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Figure 3.s3e Log of cumulative maximum peaks of a time 
h i s t o r y  having a Log-Normal amplitude 
probabiff$y density: afog = 0.05 
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Figure 3.54. Log of ctrmulative minhum peaks of a t b e  
M8toky havfng a Welbull amplitude 
probability densfty: a = 2; p = 2 
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Figure 3.5’5- Log of cumulative minimum peaks of a time 
history havfng a Weibull amplitude 
probability denatty: a = 5; p = 5 
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F i p e  3.56. bog of C U U u l a t i V e  minimuma peak8 of a time 
history having an Exponential amplitude 
ityr 8 = 1 
12 

0 5 10 20 
Lower elass EMt 
Figure 3,58. Log of cumulative mininsum peaks of a time 
history having a Poisson amplitude 
probability density: p = 10 
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F i v e  3.59. Log of cumulative minimum peaks of 8 time 
hiatory having a Poisson amplitude 
probability density: p = 66 
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Figure 3.60, Log of cumdative rnixlhm s of a time 
history 
prebabil 
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Figure 3.63. Log of cumulative manimum peaks of a time 
hiatory having a Leg-lo a1 amplitude 
probabilfty density: a = 0.og 
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82 
4. COMPUTER PROGRAMS 
\ 4.1 General 
Tke'programs presented here were developed i n  order to 
d i g i t a l l y  generate s ta t ionary,  non-Gaussian random t i m e  
h i s to r i sk  which have mathematically describable amplitude 
ppobabili ty density functions. The programs were writ ten 
i n  PORTRAM I V  language and ran on a CDC 4000 ser ies  d i g i t a l  
computer. Co-ile time for t h s  programs was something l e s s  
than 10 seconds w i t h  an execution OF run time of approxi- 
. . .  . _ _ .  c _ -  
mately 30 secords pep each parameter variation. 
4.2 Program List ings and Tgpical Block Diagram 
The main programs a r e  S.%sted in Appendix 8.1 a8 
f 011 ow9 : 
8.1.1 Binomla1 Distribu3ion 
8.1.2 Poisslon Dis t r fbut i sn  
8 .l .S Weibull Diatr ibut lon 
8.1.4 Exponential Dis t r ibu t ion  
8,l& Log-Normal Distr ibut ion 
Subroutines a r e  l i s t a d  in Appendix 8.2 a8 follows: 
. .c, 
8.2;I.P Bandam Number Generatar RANF 
8.2.8.2 P lo t t ing  Subroutine8 DOIPLT 
8.2.2.1 Function XUEI'ES 
8.2.2.2 Function X E X P  
8.2.2,3 Function XLOGNL 
A typ ica l  block diagram f o r  these computer programs f a  
shown i n  Appendix 8,3.  
4.3 Input Data 
Required input data a re  defined i n  comment cards near 
the  beginning of each program l i s t i n g  (see section 8.1). 
4.4 Output Data 
The output of t h e  programs which have been discussed 
i n  sec t ion  3 are  summarized i n  plot form. Specifically,  
the outputs a re  %Lane h i s to r i e s ,  hfstograms, peak dis t r ibu-  
t ions and cumulative peak dis t r ibut ions,  
- .  - .  - _ - .  - _ -  
8L 
5;. COMPARISON OF CUMULATIVE PEAK DISTRIBUTIONS 
WITH SERVICE LOAD DATA 
5.1 Applicabili ty 
Thus f a r  t h e  discussion has been centered aro t h e  
simulation of  service load data f o r  a i r c ra f t .  In  most 
cases this type of data i a  presented f o r  gust loads on 
e i t h e r  a "g" (accelerat ion due t o  gravity) o r  velocitty 
basis .  
the  cumulative number of exceeeances being plotted on the 
l o g  s c a l e  and t h e  "g" o r  velocity l eve l  on the l inear  
s ca l e ,  
s t r a i g h t  l ine .  
been taken from Bullen (1967). 'It should ba pointed out 
that se rv ice  load 3ata a re  based on rnaxlmvx peak values, 
. - * . : . -  - _. 
The da ta  a re  usually p lo t ted  on semi-log paper w i t h  
I n  first approximation this curve p lo ts  as i 
This is i l i u s t r a t e d  i n  Figure 5.1whlch bas 
If this  typ ica l  load sp act slim iS compared w i t h  the  
d i g i t a l l y  generated emula t ive  peak diatrfbutio?rs, i+, c m  
be seen that the data presented 9n Pigunoes 3.46, '3.47, 3-52 . 
and 3.53 could very eas i ly  be used t o  approxhate the 
serv ice  load data by appropriate scal ing of the  abscissa, 
A s  an example, the d i g i t a l l y  generated data of F i g w e  3-52 
has been rep lo t t ed  i n  Figure 5.2 along w f t h  the gust l o a d  
data  of P i p e  5.1.. The 
t o  agree w i t h  the abaois 
t h a t  the d i g i t a l l y  generated data  agrees very well with the 
serv ice  load data,  
sented by Coleman (1968), where the  cumulative frequency of 
I n  the  case of the gust load data pre- 
1Q2 
10 
5 10 15 
Gust velocity 
5.1. T-ypical aircraf't service loading speetmar 
(Bullen 1967) 
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0 Digitally generated data 
0 Service l sad data 
I I 
0 10 20 
Gust velocftg 
Figure 5.2. Comparison of digitally generated data and 
service load data 
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exceeding an acceleration of a given level i s  given on a 
per mile or per flight basis ,  a l l  that  is needed i s  an 
estimate of t h e  to t e1  number of n i l e s  o r  flights t o  be 
flown i n  the a i r c r a f t  l ifetime, With this infomat'ion 
these cmves become comparable with other cumulative peak 
d is t r ibu t ions  found i n  the  l i t e ra ture ,  
With regard t o  the other cumulative peak distributions 
which were digitaPby generated, they lqay be compared favor- 
ably w i t h  aervice load data for other than a i rc raf t ,  
Prothro (1968) and Jacoby (1967) present service load data 
fsr ground transportation item such as cars, trucks, a i d  
ra i l roads  and a l so  for t ravel tag overhead cranese 
Figure 5.3 shows t yp ic s l  loading spectra for motor 
_ .  . -  . - .  r _ _  
cars where the  load t h e  kist- was meabured over varying 
distances from 1 km t o  1250 km, The shorter the measuring 
distance the more apt one i a  tu encormter only one spec l f ic  
road condition, that is, a concrete highway, a t a r  surface, 
a country road, e tc ,  One surface condition usually mehs 
the  load is dist r ibuted nomallly and hence the cumulative 
d i s t r ibu t ion  is rounded as sham by the two lower curves 
in Figure 5.3, The longer themeasuring distance is the 
more one is apt  t o  get a mixture of a d a c e  conditions i n  
the measwed in t e rva l  on changes 
f x x u  a normal one t o  ion as indi- 
cated by the  upper two  curves f n  Figure s.3. It should be 
noted t h a t  the spring displac 
t h e  ordinate is t h e  mean spring displacement, tha t  is, the  
ent at the intersection w i t h  
88 
.. .. 
Spring displacement 
Figure 5.3. Typlca1 motor car service loading spec%rum 
(Jacobg 1967) 
displacement due t o  the weight cf the car cn the S B P ~ ~ R B ,  
It can be seen that these curve8 compare favorably  ~itili g5e 
cumulative m a x i m u m  peak dis t r ibut ions 8hOm in P€rture,e _1,4b= 
3 . 5 3 .  
Figure 5.4 is a typical service load f#p%ctrtal4 Pep 
f ront  axle of a truck', t h i s  time in terms OP b@tidlng ffi$t32eWtl 
Again, as was discussed in Figure 5.3, the  d l e t ~ i b u E l @ f i  
s t a r t s  a t  the  mean 01" a t a t i e  load po8itfOn. The d ~ e h e d  
curve represents what happens if th6 l o r d s  on $he r f O f i F  
axle of t h e  truck a r e  such tha t  the s p r i n g  H\ssttm ~ucff," 
This phenomenon is not observed with t he  d i g i t a l l g  g@n= 
erated d is t r ibu t ions  but the basic cumulative rr~quenetg 
curve i s  similar t o  some of those shown in Figures Jm!&- 
- .  - .  . _ ^ .  r _ -  
3 3 3 .  
Figure 5.5 shows a typical  load spactrtn for ~3 rt.ei2- 
road car  t r ave l l i ng  a t  65 mph. 
173 miles. Although one m i g h t  azisme tha t  the surfaae BS)OP= 
d i t ion  of a t rack  w%ad be constant, Prothro (1968) polnte 
out that  t rack  i s  c l a s s i f i ed  as smooth and rou 
The measured distrnae w 
74 miles of t h e  173 measured miles w88 d a 8 s i f i e d  a8 
smooth. Since we can classify t rack a8 t o  rough, amooth 
o r  somewhere i n  between it is logical  t o  assme that in 
the  173 measured miles thera was a mixing of the  variour 
t rack conditions, Using the  same reasoning 88 for no tw 
cars we would expect a s t ra ight  l i n e  distribution. WB do 
indeed get a s t r a igh t  l i n e  d is t r ibu t ion  above the mean 
Static - 
load 
- 
Bending moment 
F i p e  5.4. Typical %zuck front &le service loading 
spectrum (Jacobg 1967) 
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FPgure soso Typical railroad car service loading apcrctmm 
( Protfsrs 1968 1 
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s t r e s s  which i s  approximately 0.78g. 
pares favorably w i t h  some of the  d ig i t a l ly  gemrated cumu- 
l a t i v e  d is t r ibu t ions  shown i n  Figures 3.J.h-3.53. 
Again t h i s  curve cam- 
Finally,  Figure 5.6 shows a typical services load 
spectrum f o r  a t r a v e l l i n g  overhead csrane gfrder, 
d i f fe ren t  loadings a re  auperimposed on thls curve, a l l  
s t a r t i n g  out Pram the mean s t ress .  
- - .  2 this Cmilier c m e d  d i s t r ibu t ion  indicating a somewhat 
Gaussian d i s t r ibu t ion  of loads. This shoald have been 
ant ic ipated simce t h e  t r ave l l i ng  surface of t he  crane wsulc3 
not be expected t o  v a q  much in roughness and the  measured 
distance i s  small. The vibrations indicated a re  of s m a l l  
magnitude and r e l a t i v e l y  high frequency u M l e  the  overload 
Thoaa 
The basic loading forms 
few loadings. As w i t h  t h e  other 
shape of t h e  baaic loadlng curve 
a d  aCC& fQF re la t ive ly  
apecimermar discussed the  
is a imi l a r  t o  some of 
these ah- i n  Figure8 3.44-3.53. 
A t  t h i s  point it i a  c lea r ly  obvious that service load 
data  from many sources, a i r c r a f t ,  car, truck, ra i l road and 
ated using d ig i t a l ly  gsgarated non- 
y randam t i m e  his tor ies ,  Once the basic 
he c u m l a t i r e  i a  obtained the ordi- 
butiona can be a d j  
t o  coincide w i t h  the appropriate rervice load data. 
The camparilson of the cumulative pe dl .stributiox~ of 
time h i s t o r i e s  having Weibull, Poisson a d  Binomial 
93 
Spectnrm of superimposed vibrations 
Spectrum of non- allowable 
stresses (co l l i s ion ,  
over1 oading ) 
c -..z --‘-I--- 
Stress 
Figure 5.6, a1 overhe& tmvelling c 
spectrum [Jac 
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probabi l i ty  density functions was not  made wi th  the service 
load data  from ground t-ransportation because of the varied 
number of cumulative peaks exhibited ( see  Figures 5.3-5.6). 
The number of peaks is a d i rec t  function of t he  sample 
length of t he  time hfsto~y. I n  the  present investfgation 
the  sample length was fixe2 a r b i t r a r i l y  a t  10,000 random 
numbers which resul ted i n  3,336 maximum peaks, The sample 
. length-could jus t  as e a s i l y  be adjusted t o  r e su l t  I n  5,SOO 
o r  10,000 peaks o r  any other numbep of peaks so as t o  match 
t h e  serv ice  load &tam The primary purpose here was t o  
. show t h a t  t h e  shape of the cumulative peak dfstributfon 
matched the service load data. 
5.2 Uti l iza t ion  
It has been pointed out previous17 tha t  two methods 
have been proposed f o r  simulating, i n  a sandan fashion, the 
serv ice  load h i s to r i e s  ' o f  a i r c r a f t .  Tha f i r s t  method pro- 
poses the g e n e r a t h a  of e, "quaa€-atat€orzary" raEdom time 
h i s to ry  whose cumulative peak distribution simulates that 
f omd i n  8eFViCe. The second method, described herein, 
p ~ o p o s e s  a a t a t %  non-Oausaian randam time history 
whose cumulative peak d i s t r ibu t ion  a l so  s h u l a t e s  t ha t  
found i n  serviceo Eigher or  both methods caxz be used t o  
conduct random load f a t igue  t e s t s  under simulated sesvice 
conditions. 
. . " : *  , * -  
Proponents of the quasi-stationary method of teslting 
argue t h a t  t h e  root-mean-square s t r e s s  or load encountered 
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i n  service is varying continuouoly or is a t  l e a s t  only 
constant f o r  s h o r t  periods of time. The use of a s ta t ion-  
ary Gaussian time h i s to ry  from a ran 
whose root-mean-square l e v e l  is varied i n  a r 
is employed t o  simulate th& aervices 
of root-mean-square l e v e l s  chosen t a  represent the condi- 
t ions  encountered ir: serv ice  is of primary importance. Too 
Zev l s v e l s  w i l l  not y i e l d  the required service dis t r ibut ion,  
Too many w i l l  complicate the t e s t  setup, Of course, thjls 
method sf tesging necessarPlg uses an analogue signal as 
i ts  Lnput e i t h e r  t o  an electrodynamic or an electro-  
hydraulic shaker. It is a l so  said tha t  %his method enables 
t h e  wave f o m  of. the analogue signal t o  be preserved, theit 
is, the frequency cha rac t e r i s t i c s  of the s i p a l  w i l l  be 
applied t o  the specimen as geaera%ed. However, Clevenson 
and S te ine r  (1967) have shown that the  shape of the power 
spec t r a l  during curve of a rendam time history,  that  is, 
t he  frequency content of the random signal, has l i t t l e  o r  
no e f fec t  on the fatigue l ife.  
The s t a t iona ry  approach described hereinp which is 
&cess&ily d i g i t a l ,  can be c i t e d  for its ease of t e s t ing ,  
A punched tape or  punched card can be used t o  actuate a 
i c  B ~ I V Q  valve t o  
proper sequence. The root- 
constant so that no adjus nt is  requi d throughout a 
t e s t .  Wave form is lost with t h i s  method but as mentioned 
previoualy i s  considered of no conaequence. 
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Analytically both methods r e su l t  i n  the  same cumulative 
peak d is t r ibu t ion ,  I n  additfon, both methods apply the  
loads i n  a random f a i l u r e .  Based on a l i n e a r  accumulation 
of damage both methods would necessarily r e su l t  i n  the sme 
f a t igue  l i fe .  
It is the author 's  opinion tha t  t h e  d i g i t a l  o r  s ta -  
tfonary approach t o  t e s t i n g  $8 the  mope prac t ica l  of t he  
. ._  two.proposed methods f o r  t h e  following reasons: (1) a l l  
the peak s t a t i s t i c s  a m  determined ana ly t ica l ly  prim t o  
. .  
t es t ing ,  (2 )  input t o  t e s t i n g  machine i s  i n  th'e form of 
punched or  magnetic tape, and (3) a constant root-mean- 
square l e v e l  i s  maintained throughout t he  t e s t .  However, 
i t  would be bene f i c i a l  t o  conduct 0th stat ionary and 
quasi-stationary t e s t s  i n  order t o  provide additFonaP 
i n c i t e  i n t o  t h e  important fa%igus inducing pwamekers 
involved i n  f a t i g u e  t ee t ing  under? random loading. 
. . .  
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6. CONCLUSIONS AND RECOMM3HIIATIONS 
Five randm time h i s t  
e, non-Gaussian, amplit 
functions have been generated w i t h  the  a i  
cmputer  and t h e i r  peak statist ics detenni 
lowing ccnclusions have been drawn from an a n a l p l a  of  the 
data obtained: (1) Stat ionary randm time his tor ies  having 
Exponential and/or Log-Normal amplitude probability densitq 
functions can be used t o  sfmulate the peak load dlstribu- 
t ions  encountered by a i r c r a f t  in service. ( 2 )  Peak load 
d is t r ibu t ions  encountered i n  service by ground tranapor- 
t a t i o n  and handling equiptent, that is, car, truck, r a i l  
and overhead crane, can be approximated using the Pemainhg 
tkiree time h i s to r i e s  investigated,  namely those having 
Waibull, Poissono and Binmla l  amplftucie psebabbPfty - 
densi ty  functions: 
be used, t o  conduct s ta t ionary  random and/or prograanaed 
(3)  The resu l t ing  t h e  histcwles can 
block f a t igue  t e s t s  i n  which they simulate servjqe load 
conditions,  (4) Maximum and m i n i m  peak distributions 
a re  uns$mmetslcal about the mean for non-Gsussian proba- 
b i l i t y  densi ty  functions but approach a sgammetrical con- 
d i t i o n  as t h e  probabi l i ty  densi ty  function appraachss t he  
normal o r  an dlst r ib  n, 
It I s  t ha t  a comparison b 
t e s t i n g  be made between the  proposed nstationary" method 
of simulating service conditions and the  propoasd 
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11 quasi-stationary'' method of simulating the same conditions. 
These tests could provide additional incite into the 
important fatigue inducing parameters involved in fatigue 
testing under random loading. 
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8. A P P E N D I C E S  
8.1.1 
8.1 PORTRAN P r o g r a m s  f o r  G e n e r  ng Non-Gaus s 1 an 
Random T i m e  H i  
Certain 
C 
C 
C 
C 
C 
C 
C 
c 
C 
C 
C 
C 
C 
C 
c 
C 
C 
C 
C 
C 
B i n o m i a l  D i s t r i b u t i o n  
RANDOM T I M E  H I S T O R Y  HAVING A BINOMIAL PROBABILITY 
D E N S I T Y  FUNCTION 
PROGRAM PLOT 
1TAPE6=OUTPUT ) 
DIMENSION P(lOOO),LZ(l.OOOO),JCOUNT(lOOO),F(lOOO) 
DIMENSION LL(lOOO),NF(lOOO),P1(lOOO) 
DIMENSION LZMAX( SO00 ) , LZMIN ( 5000) , ZYM ( 3) 
DIMENSION CZMAX(lOOO), CZMIN( 1000) ,XSDBOT( 100) 
DIMENSION A M I D (  500) , Y d l  (l000) ,YJ( 1000) ,YLOGJSM( 500) 
DIMENSION Xm( 1 ) , XXM ( 1 'g (I I N  ( 21, IM ( 2) ,YM( 2) ,  Ym ( Z ) 
DIMENSION XRMS(100),~AN(100),XSMfOP(lOO) 
D I M E N S I O E  XAM (4) ,YAM (2) ZAM ( 4.) ,YLOaISM ( 500) 
I N P U T  DATA AND CONSTARTS 
( I N P U T  OUTPC? ,TAPE21., TAPES=INF UT, 
DIMENSION P COUNT ( 100 , RANDOM( 100 , YBIMTV (500 
DATA ~ M / ~ ~ H P O I N T  COUNT/ 
DATA YM/13HRAPIDOM NUMBER/ 
IPATA IN/'/EMAL SRD,  8EBIbVOHIAL/ 
DATA XMY/9HF'REQUENGy/ 
DATA TQ4/IOHCLASS MARK/ 
DATA .IM/24HHAXIMUM PEAK VALUE COUNT/ 
DATA Z Y M / 2 ~ I B I M U M  PEAK VALUE COUNT/ 
DATA XA.M/4OHLOG O F  C-TIVE FREQCEUENCY FOR MAXIMUMS/ 
DATA YAM/l'j'HLOWER CLASS LIMIT/ 
DATA ZAM/LOHLOQ OF CUMULATIVE P R E Q m N C Y  FOR MINIMUMS/ 
I T A P E = 6 L T A P E 2 1  
I N P U T  VARIABLES DEFINED 
N=NUMBER OF EVENTS: 
M=NUMBER OF RANDOM NUMBERS TO BE GENERATED 
P E E = P R O B A B I L I T Y  OF SUCCESS I N  A GIVEN EVENT 
BOTTOM=LOWER LIMIT 
TOP=UF'PER LIMIT OF 
MUM VALUE OF T 
FR%QM2=LAWEST PEAK VALUE (MINIMUM) 
FREQK3=LAROEST PEAK VALITE (MAICIMUH) 
OF OCCURRENCE 
102 
5 
990 
8 FORMAT ( lHls 3X, 26HBINOEPIAL DISTRIBUTION E=Is,  SX, 2HF= 
1 .F10.6//1 
WRITE (g, 19 ) 
LABGuE=O 
M=M+1 
51=2 
J=o 
AM=M 
KOTJNT4 
19 FORMAT ( ~ X , l ~ , l O X , l H F , l ~ , l H ~ , l 2 X , 3 H 1 - P / )  
C 
c BINOMIAL PROBABILITY AND CUM[JLATIm PROBABXLITY 
C 
120 
30 
40 
13.0 
111 
1 
999 
996 
99iJ 9
DO 110 I = l , K I T  
A I  =I 
P (I+1) =P (I ) +F (I ) 
AIlzI-1 
P( 1+1) =( (AN-AI~)/AI )S ( PBE/Q)OP( I 1 
P 1  (I ) =1 .-P (I ) 
00 TO 30 
IF(P(I+1),LT.0.O0060OOl.) GO TO 12G 
Jl=I+2 
GO TO 110 
CONTINUE 
IF(P(I~l).Oa.O.99999999) GO TO 40 
CONTINUE 
) ,PI (I+l) I=Jl,K) 
103 
C 
C CALCULATION OF THEORETICAL FREQUENCY OF OCCURRE3C 
C 
GO TO 112 
112 CONTINUE 
MIN=LL ( 1 ) 
MAX=LL (KOUNT ) 
WRITE(6,63) MIB,MAX 
63 FORMAT ( s O M I N = I  6,6H MAX=I 6 ) 
C 
C GENEFiATION OF RANDOM EIuM1BERS 
C 
X=3&$?1637?21 . 
L S Q 4  
LSUM4 
53 Y=RANF(X) 
X=O 8 
IF(LABCDE.EQ.M) GO TO 50 
DO 51 I=KIN,MAX 
IF(Y,(3E,P(I).AND,YoLT.P(X+l)) GO TO 52 
(30 TO 51 
52 LABCUE=LABCDE+P 
LSUM=LSW+LZ (LABCIE) 
LSQ=LSQ+LZ ( LABCOE )*u2 
GO TO 53 
53. CONTINUE 
GO TO 53 
50 CONTINSUE 
XfjIEAN=PLOAT (LSUM)/FLOAT (a) 
2ME2lISQ=FLOAT (LSQ)/FLOAT (M) 
LZ(LABCDE)=I-l 
RMS=SQRT ( XMEAHO (1 -PEE ) +$WEANH2) 
QRT ( X M E A N S Q - l 2  ) 
C 
C STORY PLOT OF PIRS!l! 100 RANDOX NUHBEW 
e 
, ~ , f . O , l Q O . , B ~ T O ~ , T O P ,  
CALL DDIPLT ( 0, 
lTOP, 2, XM, 2,YM, 
CALL DDIPLT (0, 
lTOP,2,XM,2,YM, 
CALL DDIPLT ( 1, 
KCOUNT=O 
lTOP ,2, XM, 2 ,YM, 
IN,lOO,PCOTTNT 
IN, 100, PCOUNT 
IN, 100, P C QUNT 
14, ITAPE) 
14, ITAPE) 
14, ITAPE ) 
, XSDTOP,I. 0,100. ,BOTTOM, 
, XSDB OT, 1 . 0,100 e ,BOTTOM, 
,R,4NDOM,1,0,100,,BOT210M, 
C 
C 
C 
54 
55 
9 
899 
896 
8 97 
898 
C 
C 
C 
13 
10 
11 
15 
12 
THEORETICAL HISTOGRAM 
WRITE (6,541 
rnITE(6,55) 
FORMAT ( 22HOTltIEORETICAL XISTCGliAM//) 
FORMAT( ~HO,~X,~HX,~X,~~HOCCURRENCES/) 
IF(MIN.EQ.0) GO TO 899 
WRITE ( 6,9 ) ( 1 ,NF (I+1) , I=MI[N,MAX) 
FORMAT(I10,Il~) 
GO TO 898 
CONTINUE 
mx=MAx+1 
DO 896 I=l,MAX 
II=I-1 
FORMAT (110,115) 
CONTINUE 
( 6,897 1 11 ,WI 1 
DBTERMINATIQN OF ACTUAL HISTOGRAM 
WRITE ( 6,13 ) 
FORMAT (1H0//,3X, 16HACTUAL BISTOG~/) 
K I N  =MIN+l 
MAx=mx+1 
DO 11 I=MIN,MAX 
IC ODNT =O 
DO 10 J=l,M 
CONTINUE 
JCOUNT (I )=ICBUNT 
DO 15 S=MIN,MAX 
L=I-l 
Wa%TE(6,12)L,JCOUIW(I) 
FQRMAT(I10,IlS) 
IF(LZ(J).EQ,I-l) ICOUNT=XCOUHT+l 
WRIT$ ( 6,55 1 
C H I = (  ( ( F  (I )*AM)-FLOAT (JCOUNT (I ) ) )=2/( F( I )*AM) )+CHI 
KCOUNT=KCOUNT+l 
AMI D (KCOUNT ) =L 
Y J 1  (KCQUNT) =NF( I ) 
YJ(  HCOUNT ) =JCOUNT (I ) 
16 WRITE ( 6,17 L,NF (a: JCOUNT (I ) 
17 FQRMAT ( I10 , 2115)  
C 
C 
C 
C 
C 
C 
C 
2G0 
201 
202 
1037 
1038 
1036 
204 
203 
1021 
1022 
206 
205 
PLOTS OF C O W ~ D  AND TEEORETICAL HISTOGRAMS 
CALL DDIPLT (0 , I N  ,KCOBNT ,AKID,YJ1 ,BOTTOM, TOP, 0 , F'REQMl, 
CALL DDIPET ( 1, I N ,  KCQUNT, AMI D,YJ,BOTTBM,TOP , 0 , FHEQMl, 1 
11, XXM, 1 , X F E ,  14,ITAPE) 
1 ,XXM, 1, XHY,12, ITAPE) 
DETERMEBATION OF P U X  AND CUMULATIVE PEAX DISTRIBU- 
TIONS FOR BOTH MAXIMM AND MINIMtR4 PEAK VALUES 
MAX=O 
M I N 4  
J=l 
I =o 
C ONTINUE 
I=I+1 
I F ( L Z ( I ) . N E , % Z ( J ) )  Qcl TO 202 
GO TO 281 
CONTINm 
I F ( L Z ( 1 )  .GT,LZ(J) 1 60 TO 1037 
50 TO 1038 
MAx=MAxcP 
LzMAX( MAX) =LZ ( I  ) 
GO TO 1036 
MfN=NIN+l 
LZMIN(MIN)=LZ(I) 
CONTINUE 
Jd+1 
EF'(LZ(I+%).NE.LZ(Y]) GO TO 203 
GO TO 284 
IP(LZ(I+l).GT.LZ(J).AND.LZ(I+l~.GT.LZ(I)) GO TO 1021 
IP(LZ(I+l).LT,LZ(J),ANDeLZ(I+l).~T.LZ(I)) Go TO PO22 
GO TO 206 
GO TO 206 
MIN=MIN+l 
LZMIN (MIN)=LZ ( I + 1 )  
GO TO 200 
CONTINUE 
Id ' -2  
WRITE (6 ,1034)  
106 
1034 FORMAT (1H1,22X, 16HPEAK VALUE COUNT) 
1039 FORMAT(1H0910X,1~XIMUM P~KS=I~,2X,l~INIMUM PEAK
1S=IS///U,8HINTERVAL, 3X, 3 W X ,  3X, 3€iMIN, U, ~HcMAX, @,4 
2HCMIN,W98HL3G CMAX,~X,~HLOG CMIN/) 
WRITE(6,1039) MAX,MIN 
1030 
LuINTV=O 
ISUM=O 
YSUM=O 
KCOUNT=O 
LUX NTV =LUX NTVil 
IF(LUINTV,GT.LA) GO '1668 10.35 
ICOUNT=O 
JKOUNT=O 
LUINTV=LUINTV-l 
LB IMTV=LUINTV- 1 
DO 1031 I=~,MAX 
IF (LZMAX( I ) . LE. LrJIMTV ABD. LZMAX { I ) . GT LBIMTV ) ICOUNT= 
11 C OUNT+l 
no31 
1050 
1051 
500 
510 
CONTINUE 
IF(IS?JM,EQ.O) GO TO 1050 
I SOM+AX-I SUI4 
GO TO 1051 
ISOM=MPX 
ISUM=ISuM+I COIRJI" 
IF(ISOM.EQ.0) GO TO 500 
xraOGISH=AIrOGlO(FLOAT~%d9~M)! 
XLBGISM=O 
50 1032 J=l,MIN 
GO TO 510 
IF(LZMIN( J)  .LE,EeTINTIP,~,,Q.LZ~~N~~T~ .GT.LBINTV) JHOURT= 
lJXO?JNT+l 
1032 CONTIHUE 
1052 JSOM=MIN 
1053 JSIJM=JSUM+JKOUNT 
IF(JSUM.EQ.0) GO TO 3.052 
GO TO 1053 
IP(JSOM.EQ.0) GO TO 501 
XLOGJSM=ALOGlO(FLOAT (JSOM) ) 
GO TO 511 
5Sl XLOOJSM4 
511 WRITE(6,1033) LBINTV,LUINTV,ICO ,JKOWT,ISOM,JSOM,X 
JS OM-N- JSUM 
lLOOISN,XLOQJSM 
1033 FOPMAT (4I6,2I8, F9 4, F l l .  4) 
C 
C PLOTS OF PEAK AND LOG CTBIULATTVE PEAK DISTRIBUTIONS 
C FOB BOTX MAXIMUM AND MINIMUkf PEAK VALUES 
C 
KC OUNT=KC OUNT+l 
YLOGISM(KC0UNT) =XLOGISM 
YLOGJSM(KCOUNT)=XLOGJSM 
YBINTV(KCOUNT)=LBINTV 
CZMAX (KCOUNT ) =ICO?INT 
CZMIN (KCOUNT ) =JKOUNT 
AMI D ( KC OUNT ) =LUINTV 
LUINTV = L U I N T V + l  
GO TO 1030 
1035 CONTINUE 
CALL D D I P L T  ( 1, I N ,  KCOUNT ,YEjINTS ,YLOGXSM, BOTTOPI, 
CALL D D I P L T  ( 1, I N ,  KCOUNT , Y B I N T V  ,YLOl;JSM ,BOTTOM, 
CALL D D I P L T  ( 1 I N ,  KCOUNT , AMID, CZMAX,BOTTOM,TOP 
CALL D D I P L T  (1 ,IN,HCODNT, AMII),CZ%pIIN,BOTTOM,TOP 
GO TO 2 
E3D 
l.,2,YAM,b,XAM,12,ITAPE) 
1. , ~ , Y A M , ~ , ~ A M , ~ ~ , I T A P P E )  
12, ~ , X X M , ~ , Z Y M , ~ ~ , I T A P E )  
13,1,XXM,3,YYM,12,ITAPE) 
991 S T O P  
T O f , O , k  
T O P , O , k  
0 , FREW 
0,PRE 
8.1.2 Polsaon D l s t r j . b u t i o n  
c 
C RANDOM TIME H I S T O R Y  FOR A P Q I S S O N  PROBABILITY DENSI'L?I: 
C F'UNCTION 
C 
PROGRAM PLOT (INP~T,OUTP~T,TAPE~U,TAPE~=INPUT, 
l T A P E 6 = O U T P B  ) 
- DIMENSION F(3OO),P(3OO),JCOaWT(3OO),%Z(lOOOO),XL(3OO~ 
DIMENSIOH LZMAX(S000) , L Z M I P ( s O O O )  ,HF[30Ot) 
DIMENSION CZMAX( 1000) ,CSXDJ (1000) ,ZDf( 3 ) ,X!3DBOT (100) 
DIMENSION AMID(sO0) , Y J l ( l O O O ) , H J ( 1 8 0 0 )  ,YLOGJSM(SOO) 
DIMENSIOH PCOTJMT (100) ,RABDOM(lOO) ,YBINTV(SOO) 
DPMENSION XMY( 1) ,xl[M (1 ) ,IN ( 2) ,XM( 2) ,YM( 2) ,m( 3 )  
DIMENSION XAM(4) ,?cAM(Z) ,Z~(~),YLoO,ISM(~OO) . .  
DIMENSIOH xRMs(1@0),~~(100),xs~0P(100) 
C 
C I N P U T  DATA AND CCNSTANTS 
C 
/ 
C 
C 
C 
C M=NUMBER O F  RANDOM NUMBERS TO BE GZEZFUTED 
C 
C 
C 
C 
C 
C 
C 
C 
990 CONTINUE 
LABCDE4 
M*+1 
N=499 
51=2 
J=O 
AM* 
EOZTNT=O 
IF(U.LE.21.) XLA=SO. 
IF (U. GT .21 . .AND.U. LE. 54. ) XLA=100. 
IP(Uo~T.92 . .AND.U,LE.130. )  XLA=200. 
IF ( U. GT . 130 . . AND e U . LE 170 1 XLA=250. 
WRITE(6,102) U S X U  
P l O H  XUPPER=F6.0//) 
IF(UoGT.S4. uANDmU.LE.92.) XLA=lSQ. 
IF(UoGTml70. .ANDaU.L&.20S. ) xLA=300. 
102 FORMAT (In, 3X, 29HPOISSON DISTBXBfilTXOFl, AM=F1 
F( 1)zEXP (-U) 
P(l)=O.O 
WllfTE(W9) 
19 FORMAT(qX,lBX,9X,~PRQB,qX,8HeUM1 PROB/) 
C 
C POISSON PROBABILITY AI9D CUMULATIVE PROBABILITY 
C 
M) 110 I=1,1 
F ( I+1) =( U/( I: ) )UP (I ) 
P (I+1) =P (I )+F (I, )
GO TO 30 
30 CObllcIlouE 
IF(P(I+1)~LT~0m0800000~) GO TO 120 
1 F O R M A T ( I 1 0 , 2 F 1 5 . 8 )  
GO TO 998 
KK=K+l 
W 996 I = l , K K  
11-1-1 
997 FORMAT (110,2F'15 8 ) 
998 CONTINUE 
Jl=J1+1 
K=K+l 
999 CONTINUE 
996 W R I T E (  6,997 ) I1 ,F(f ) ,P ( I + k )  
C 
C CALCULATION OF THEORGTICAL FREQUEMCY OF O@C 
c 
DO 112 I = J l , K  
I F  (I ) =F ( I )*AM 
I F ( N F ( I ) . E Q . O )  GO T O  3.12 
KOUNT=KOUNT+l 
LL (KOUNT ) =I 
13.2 GONTINUE '* 
MAX=LL (KOUNT 1 
WRITE(6,63) MIN,MAX 
MIN=LL (1 )
63 F O W T ( ~ H O M I N = I 6 , 6 H  MAX=I6) 
C 
C (IENDIATION OF RAND024 BUMEER8 
C 
X = 3 4 5 2 1 6 3 7 7 2 1  . 
L S Q 4  
LSUM=o 
53 Y=RANF(X) 
X=O.O 
IP(LABCDE.EQ.M) GO TO 50 
DO 51 I=MIN,MAX 
IP(Y.GE.P(I),AND.P.LTaP(I+l)) GO TO 52 
GO T O  51 
52 LABCDE=LABCDE+l 
L Z ( L A B C D E ] = I = l  
L S r n = L S U M + L z  (LABCrn) 
LSQ=LSQ+LZ ( L A B C D E 9 m 2  
GO TO 53 
GO T O  53 
50 CONTINUE 
Sa C O I i T I r n  
XB!W=FLOAT(LSUM)/F+LQAT(M) 
r n = 3 e A T  ( (=+I 1 9 
XMEANSQ=FLOAT(LSQ)/FLOAT(M) 
STDDEV43QRT (XMEANSQ-XMEANWZI 1 
C 
c TIME! H I S T O R Y  PLOT OF' FIRST 160 IIANDOM NUMB- 
C 
MIN=MIN-1 

L=I-1 
15 WRITE(6,12)L, JCOUNT(1) 
59 FORMAr(lH1,3X,~S=F~O.3,3X,~=F10.3,3X,l~~STD. 
56 FORMAT(lH0//,8X,lBX,7X,llHT~~. PREQ., liX,12HAGTUAL 
12 FORMAT(I~O,I~~) 
WRITE ( 6,59 ) RMS , XMEAN , STDDEX 
WRITE( 6,56 ) 
_ . . . , -  1DEVIATION=P10.3) 
1FREQ. 1 
1.6 
17 
C 
C ’  
C 
CHI =c - 
DO 16 I=MIN,MAX 
L=I-1 
CHI=( ( (F (I )%AM)-FLOAT (JCOUNT (I ) ) )*2/ (F (I )*AM) 1 + C M  
AMID (KCOUNT ) =L 
YJl (KCOUNT ) =NF (I ) 
YJ(KCOUNT)=YCBUNT(I ) 
WRITE( 6,3.7 ) L,NF( I ) JCOUNT (I ) 
FORlUT(I10,2Il~) 
PLOTS OF COHPOTED AND THEDRGTICAL HISTOGRAMS 
CALL DDIPLT(0 IN,KCOUN!P,AMID,YJl,BOTTOM,TOP,O,F’REQMls 
CALL BDIPLT ( 1 IN, KCOUHT, AMID ,YJ,BOTTOM,TOP , Q , PREQMl ,I ll,XXM,l,~,1~,ITAPE) 
l,xxM,1,XW,l2,ITAPB) 
C 
C 
C 
C 
200 
201 
202 
3037 
1038 
lQ36 
204 
DGIIEZXI?ATIX? OF P E S  AXD C-nE PEAK DISTRIBE- 
TIONS FOR BOTH MAXIMU24 A.BD HIBIKUW PEAK VALUES 
MAX=O 
M%N=O 
J=h 
1 4  
CONTIllmE: 
I=I+1 
IF(IoGT.M-l) 00 TO 205 
IF(I.~ol) GO TO 1036 
J=J+1 
IF(LZ(I).NE.LZ(J)) GO !XI 282 
GO TO 203 
CONTIHUE 
IP(LZ(I).QT.LZ(J)) 88 TO 3.037 
68 TO 1038 
MBx=MAX+l 
LZMAX (W ) =LZ [ I ) 
GO TO 1036 
LZMIN (WIN) =LZ (I 1 
CONTIHUE 
J=J+l 
IF(LZ(I+l),NE.LZ(J)) GO TO 203 
11 2 
GO TO 204 
203 IF(LZ (I+l) .GT.LZ( J) .AND.LZ ( I + 1 )  .GT.LZ (I ) )  GO TO 1021 
IP(LZ(I+l).LT.LZ(J).AND.LZ(I+1).LT,LZ(I)) GO TO 1022 
GO TO 206 
1021 M A X = M A X + l  
LZW(MAX)=LZ( I+ l )  
GO TO 206 
1022 M T N = M I N + l  
LZMIN (MIN ) =LZ ( I+l. )
GO TO 200 
MFiITE ( 6,103lc) 
WRITE ( 6,1039 ) MAX,MIN 
206 I d - 2  
235 CONTINUE 
1'034 FORMAT (lH1,22X,16gPEAX VilXXE COUNT) 
1039 FORMAT (lH0,lOX 1lQiMAXLMu)rL PEAKS=I5, 2X, PbHKlEIMUM 
lP==I 5 / / /@,  Ba;fm.ERvAL, 3 X , 3 m ,  3X,3HPIIB, U , UCW, 
24X94HCMIN, 2X,8HLOG eMAx,3Xp8HLOG CMIN/) 
LUINTV=O 
I sm4 
JSUM=O 
K C O U N T 4  
LA=XLA 
ICOUWT4 
JKOUNT4 
Do 1031 I= l ,HAX 
1030 LUINTV=LUTNTV+l 
LUINTV=LUINT'J-l 
LBINTV=LUINTV-l 
I F (  LZMAX( I)  .LE. LUI M D  e UWX ( I ) . G'P , LBTNTV ) I COUNT= 
1 I C  OUNT+l 
CONTINUE 
iF(ISUM.ZQ.0) GO TO 3-050 
GO TO 1051 
ISOM=MAX 
ISUM=ISUM+ICOUNT 
IP(ISOM.EQ.0) GO TO 500 . 
XLOGISM=ALOC)10(~OATQISOH) 1 
GO TO 510 
XLOGISM=O 
Bo 1032 J = l , M I N  
ISBM+AX-ISUM 
IF( LZMIN ( Y )  ~ L E . L ~ ~  .ATJI).LZMIH ( J )  *C3T e LBIMW) JKOUNT= 
IJKOUNT+I 
1032 
1052 
3.053 
CONTINIE 
I F ( J S ~ . E Q . O )  GO TO 1652 
08 TO 1053 
YS OM=MI P 
JSUM=JSUM+JKOUNT 
IF(JSOM.EQ.0) GO TO 501 
XLOGYSM=ALOQlO (FLOAT { JSOH) 1 
JSOMWIN- JSWM 
GO TO 511 
KCOUNT =KCOlr’NT+l 
YLOGISM(KCOUNT)=XLOGISM 
YLOGJSM (KCOUNT )=XLOGJSM 
YBINTV(KCOUNT)=LBINTV 
CZMAX( KCOUNT ) =ICOUNT 
CZMIN (KCOUNT)=JKOUNT 
AMID( KCOUNT ) =LUINTV 
LUINTV=LTJXNTV+l 
GO TO 1030 
1035 CONTINUE 
CALL DDIPLT(l,IN,KCO~~,YBINTV,nOePSM,BOTTQM,~~~,~,~ 
CALL D D I P L T  (1 ,XN ,KCOUNT ,YBINTV ,%OGJSM.,BOTTQM,TOP , 3,$  
CALL D D I P L T  (l,IN,KCO’ZTNT, AMI D,CZMAX,BOTTOH,TOP, 0, P R W  
CALL D D I P L T  ( l , X N ,  KCOUNT, AMI D,CZMXN ,BOTTSV,TOP, 0, Ff$&&!!f 
1 . ,2, YAM, 4, XAM, 1 2, I T  APE ) 
1, , ~ , Y A M , ~ , Z A M , ~ Z , I T A P E )  
13,1, XXM, 3, YYM, 12, I T A P E )  
12,1 XXM, 3 ,Zm, 1 2 , I T A P E )  
991 
8.1.3 
c 
C 
C 
C 
- .  
GO T O  2- 
STOP 
END 
Weikull M s  tr ibution 
RANDOM T I M E  H I S T O R Y  HAVING A WEIBULL P R O B A B I L I T Y  
DENSf”Y FLWCTXOI 
PROGRAM PLOT (INPUT, O U T P ~ , T k P E 2 1  ,TAPES=INPUT,  
C 
c 
C 
1 TAPE6=CUTFUT ) 
D f M E 3 t I O N  Z(lOOOO),ZMIN(~000),ZMAX(~OOO),~DBOT(I~O) 
DIMENSION XMID(100),CZMAX(1000),CZMI~~(1080) ,ZYM(3) -- 
DIMENSION AMIL)(100),YJ1(10GO),~J(1000),~OGJSM(~00) 
SION P C O ~ ( l O O ~ , R A N D o M ( l O O ) ~ ~ I N T V ( ~ O O )  
( 3 )  
DATA XM/1lHPOINT COarST/ 
llt 
DATA YM/13HRANDOM NUMBER/ 
DATA IN/TmAL SAf), lOmEIB AEST./ 
DATA XXM/lOHCLASS MARK/ 
DATA YYM/24HMAxIEmM PEAIC VALUE COITBpT/ 
DATA ZYM/24HMINIPIUM PEAK VALUE COUHT/ 
DATA X@I/!.LOHLOG OF CUMULATIVE BTBQUJBlCY FOR MAXIMUMS/ 
DATA YAM/17HLOWEZ CLASS LIMIT/” 
ITAPE=6LTAPE21 
DATA XMY/9HFREQuENCY/ ... 
DATA ZAM/~OHLOO OF CUMULATIVE F & Q ~ C Y  FOR M I N I M ~ S /  
C 
C ARIABLES DEPIFED 
C 
C ASS INTETIVAL 
C ALPHA=PARAMETER OF WEIBULL DPSTRIBUTIGN 
C BETA=PARAMETER O F  WEIBUL TRIBIEION 
C ULIMIT=MAXIMUH VALUE OF M VAFiIABLE,Z 
C 
C FREQMl=LAROEST PEAK VALUE ( 
C FREQM2=LABGEST PEAK VALUE ( 
C 
60s READ( 5,601 1 X I N T , A f p P H A , B O C A , ’ ~ I ~ T , M 8 F ~ l ~ F R E ~ 2  
601 FORMAT (u10 39 110,2P10.3) 
M=NUMBER OF RANDOM NUMBWS I!% BE GEbJERATED 
IP(EOF,S) 602,603 
603 CONTINUE 
x2=0 
S U M N d  
M=N+l 
X=3&21637721. 
CEI =Q 
AM=M 
WRITE(6,l) ALPHA,BETA 
1 FORMAT (3lHlwEIBULL DISTRIBVPIONa’ ALPBLA.=P1OO6,8H 
lBEZ?A=FI.O. 6/11) 
C 
C 
C 
8 . 4,3X, ISHSTD, DE 
c 
c TIME HISTORY PLQT OF FIRST 100 RANDOM NUMBWS 
C 
BLIMIT=O 
TOP=ULIMIT 
BOTTOM=BLIMIT 
XSIlrrOP (I ) =W+STDD?N 
DO 700 1=1,10o 
m s  (I) =RMs 
XMm (I ) =m 
XSDBOT (I ) = m - S T D D E V  
PCOUNT (I )=I 
700 RANDOM(I)=Z(I) 
CALL DIIIPLT(O,IN,lOQ,PCOITN~,XRMS,l.O,lOQs., 
CALL DDIPLT ( 0,  IN, 100, PCOUNT, XIMEAN, 1 . 0, BO 
CALL DDIPLT (0, IN, 100, PCOUNT,XSMIOP , 1 . 0,900, .BWTOPa, 
CALL DDIPLT(O,IN,100,PCOUlNT,XSOBOT,1.0,100 
CALL DDIPLT(1,IN,1OO,PCOUNT,RANDOM,l.O,X.~O 
. _ .  c 12,XM, 2,YM, 13,ITAPE) 
lTOP, 2,XM, 2,YM, 14, ITAPE) 
lTOP,2,XM,2,YM,l4,ITAPE) 
lTOP,2,XH,2,YM,lb.,ITAPE) ~ 
ITOP,2,XM,2,YM,l&,ITAPE) 
C 
C CALCULATION AND COMPARISON OF COMPUTED 
C THEORCPICAL HISTOGRAMS 
C 
KCOUMT=8 
J=O 
K=!O 
AMDPT=XINT/2 
WRITE( 6,210) 
GO TO 7 
6 BLIMIT=BLIMIT+XINT 
IF(BLIMIT.GT.ULIMIT) GO TO 8 
AMIIPT=AMDPT+XINT 
210 FORMAT(~HO//,!&~OHCLASS MARK,~X,~IIHTHEQ. 0 *a, 3.2 
lHACTUAL FREe. , 7 X , W ( X ) / )  
Bo 4 I=l,M 
IF(Z( .BLIMIT.AND.Z(I) .LT. (BLIHIT+XIHT) GC TO 5 
GO TO 
5 J=J+1 
4 CONTI 
ALPHAl=AJiPHA-l. 
FX BLFTAS,(AMDPTWAHAl)S,BXP (-BETAS, (
A Jl=FX*XINTWW 
IF .EQ.O) GO TO 8 
AJ 
J1=AJ1 
1)) 
- 
116 
11 
C 
c 
C 
8 
C H I  =( ( AJ- A S 1  )*2 ) / A J l + C H I  
WRITE(6 , l l )  AMDPT,Jl,J,FX 
FORMAT (F12. L,U, I l O , I l ~ , F 1 6 . 6 )  
PLQTS OF COMPUTED AND THEIRETICAL HISTOGRAMS 
K=K+J 
KCOUNT=KCOUNT+l 
AMID (KC OlJNT ) = m P T  
YJl(KCQUNT)=Jl 
Y J  (KCOUNT) =J 
GO TO 6 
CONTINUE 
10 
C 
C 
C 
C 
37 
38 
36 
21 
22 
20 
34 
GALL DDIPLT ( o IN, XCOUHT, AMID,YJ~ ,BOTTOM, TOP , o FREQN~, . 
11, XXM, l,XMY, 14, ITAPE) 
1. XXM, 1, XMY. 1, ITAPE 1 
CALL DDIPLT ( 1, IN, KC OUi'?" , AMI I), Y J  , BOTTOM, TOP, 0,  PREQIQ b 
w R I l t e ( k , l o j  - 
F O W T ( 1 H  ///I 
N=M-K 
WRITE(6,lO) 
DE2ERPIIINATIOH OF PEAK AND CUMULATIVE PEAK DISTRIaU- 
'P IONS FOR BOTH MAXIMUX AND MINIMUM PEAK VALUES 
MAX* 
M I W *  
M=M-2 
DO 20 I = l , M  
IF ( IaBE.1 )  00 TO 3 
I F ( Z ( I ) a G " ~ ~ I + l ) )  00 TO 37 
GO TO 38 
MAx=HAX+l 
GO TO 36 
MIN=HIB+l 
ZMIIO(HIN)4( I ) 
c o m  
I F ( Z ( I + l ) ~ 0 T m Z ( I ) . A # D , Z ( I + l ) . G T e Z ( I + 2 ) )  GO TO 21 
I F ( Z ( I + l )  .LT.Z(I) .AIlD,Z(I+l) .LT.Z(1+2')) GO TO 22 
GO TO 20 
MAX=HAX+l 
zMAX(MAx)=Z( I ) 
zMAx(m)xz (14-1 ) 
F O ~ T ( l H 1 , 2 2 X , 1 6 H P ~  VALUE COoaCr) 
ISuM=o 
JSUN=O 
UINTV=O 
ICCOUNT=O 
ICOUNT=O 
JCOUNT=O 
30 31 I=l,HAX 
IF(ZMAX(1) .LE.UINTV.AND.aMAX(I).GT.BII?TV) ICOuNT=ICOU 
IF(ISUM.EQ.0) GO TO 50 
GO TO 51 
IF(ISOM.EQ.0) GO TO 500 
XLOGISM=ALOGlO (FLOAT (ISOM) ) 
30, UINTV=UINTV+XINT 
BINTVzUI NTV-XINT 
I S O M U - I  SUM 
50 ISOM=MAx 
Sa ISTJM=ISuM+ICOuNT 
IF(ZMIN( J) .LE.UINTV.AND.ZMIN(J),GT.BINTV) JCOUMIT=JCOU 
3.2‘ CONTINUE 
IF(JSUM.EQ.0) GO TO 52 
GO TO 53 
52 JSOMMIN 
53 JSTsM=JSuM+ JC OUNT 
IF(JSOM.EQ.0) GO TO 501 
XLOGJSM=ALOGlO (F’LOAT (JSOM) ) 
GO TO 511 
501. W;OG JSM=O 
IF(ISOM.EQ.O.AND. JSOM.EQ.0) 00 TO 35 
511 WRITE(6,33) BIN 
%NT+1 
JSOM-N- JSUM 
T, JCOUNT,ISOM, JSOM,XLCGI 
C 
C 
6 
C 
118 
60 
CALL DDIPLT(l,IN,KCOUNT, 
1., 2,YAM, &,XAM,l,ITAPE) 
CALL DT)IPLT(l,IN,KCOUNT, 
l.,2,YAM,4,ZAM,l,ITAPE) 
,IN,KCOUNT, , 1, ITAPE) 
CALL DDIPLT'( 1 , IN, KCOUNT , 
12,1,m,3, 1, ITAPE) 
END 
YBINTV ,YLOGISM,B OTTOM, 
YBINTV,YLOGJSM,BOTTOM, 
XMID, CZMAX,BOTTQM,TOP, 
XMTD, CZMIN,BOTTOM,TQP, 
0, PREQM 
, 0 PREQH 
8.1.4 Exponential Distribution 
c 
C 
C 
C 
C 
C 
C 
C 
C 
c 
c 
C RANDOM TIME HISTORY HAVING AH EXPONENZPIAL 
12 PROBABSLIW DENSITY DISTRIBUTION 
c 
PBOGRAM PLOT ( INPUT, OUTPUT,TAPE21 ,TAPS=INPU!P, 
PTAPE6=OUTPaB% )
DIMENSION 2 ( 10000 1, ZMIM (SOOO) ,  ZMAX(5000) ,XSDBOT (100) 
DIMWSI ON XMID( 500) , CZMAX( 1080 ) , C2dMIN (1000) ZW( 3 ) 
DIMENSION AM%D(SOO) ,YJP(lOOO) ,YJ(lOOO) ,YLOGJSM(SOO) 
DIMENSION I P C O ~  (loo), RANDOM( 100) ,YBIWV( 500) 
DIMENSION XMY(P) ,XXM(l) ,I1(2) ,l@I(2},yH(2) ,Y!lM(3) 
DIMWSION ~ ( 1 0 0 ) , ~ ~ 1 0 0 ) , ~ ~ O P ( ~ O O )  
DIMENSIQI XAH( 4) ,YAM ( 2 1 W( 4) ,YLOGISM ( 530) 
6 
6 INPUT DATA h D  CONSTANTS 
C 
CY FOR MAXIMJXS/ 
CY FOR MIl?lXUMS/ 
0 BE QENERATZXl 
FREQ4ld4AXI lALW OF 1CHEORE!L'ICAL U D  ACTUAL 
1FREQUENCY 
FREQM2=UY (MI-) 
ULIMIT=UPPER LIMIT OF RANDOM VARIABLE,Z 
C 
C 
600 
601 
603 
1 
FREQM3=LARGEST PEAK VALUE (MAXIM?-- )  
READ (5,601 ) N,!J!HETA, F'REeMl , FREQM2, XINT ,ULkmT,FREQM3 . 
FORMAT ( 110, F10.3,310. oB3F10. 3 ) 
IF(EOF,s) 602,603 
CONTINUE 
x2=0 
SUMN=O 
M=M+l 
X=34521637721. 
CHI& 
AM=M 
fiITE(6,l) THEPA 
A FORMAT(61HlEXPONENTIAL DISTRIBUTION, 
. .  
- - .  - 9 -- - I-THZTA*X) THETAZF10 . 6 / / / )  
C 
C GENERATION OF RANDOM mol4BEZS 
C 
DO 2 I=l,M 
Y=RANF(X) 
REXP=XEXP(Y,THE?I!A) 
Z(I)=REXP 
. x=o.o 
suMN=suMN+z (I ) 
2 X2=X2+2(1)4t"B2 
-XlmAN 
RMS=S 
XMEAN 
STDDEV=SQ,RT ( X M E A N S Q - m  
WRITE(6,400) RMS,xMEAI9,ST 
. 400 FORMAT ( 1H1, 3XB 4E€tMS=F8 . 4, &SBMEAN=FB. %SD. DE 
. 1VIATION=F8.4) 
C 
C ' TIME HISTORY PLOT OF FIRST 100 RANDOM lUM€@BS 
C 
J=O 
K=O 
AMDPT=XINT/2, 
B 
T 
B 
Do 500 I=l,lOo 
PCOt?NT(I)=I 
500 RANDoM(I)=Z(I) 
CALL DDIPLT ( 0,  IN, 100, PCOUNT , xms, 1.0, loo. , B"BTTCM, TCP, 
12, XM, 2,YM, 13 , ITAPE) 
CALL DDIPLT (0 I N , 1 0 0 , P C O U N T , X ~ , 1 . 0 , 1 0 0 .  ,BOPfOM,TO 
~ P , ~ , ~ B ~ , ~ , ~ & , I T ~ E )  
120 
. . .  
. .  
/ $ I  
. . .  . .  
1 1 .  
FX=PHETA*EXP (-AMDPTW 
AJI=FX*XINT%AM 
IF(AJ1,E&,O) a8 TO 8 
A J = J  
J l = A J l  1 
,BOTTOM, TO 
,BOTTOM,TO 
,BOTTOPIiTQ 
. CALL -DDIPLT ( 0, I N ,  100, PCOUNT ,XSM!OP, 1 0,100 
1 P  ,2, XM, 2, YM, 14, ITAPE) 
lP, 2,XM, 2,YM, 14,ITAPE) 
i p ,  ~,XM,~,YMJ~,ITAPE) 
CALL DDIPLT ( 0 I N  100, PCOUNT XSllSOT , 1 e 0 100 
CALL DDIPLT(1,IN,100,PCOUNT,RAMIX)n,1.0,100. 
i .  
C 
: c; C'ALCULATION AND COMPARISON OF C O M P U T ~  AHD 
. c *  . THEORE2ICAL HISTOGRAMS 
. .  WRITE(6,210) 
C 
2io- FORMAT (~Ho/ / ,  qX, i o ~ c ~ A s s  MARK, 3x, I~HTHEO, FREQ. ,2x 
1HACTUAL - FREQ. 8 7X; 
6' BLIMIT=BLIMIT+XINT 
IF(BEIHIT.GT.ULIKIT) GO TO 8 
AMDPT=AMDPT+XIKP 
J = O  
(XI/ )  
KCOUNT=O 
--. G? TQ ;I, . . .  
7 CONTIHUE 
- -  DO 4-1=1,~ 
IF(Z(I).GTeBLIHIT.Al'?D.Z(I) .LT. (BLIMIT+XIIOT)) GO TO 
:CHI=( ~'AJ-&J1)*2)/AJl+CHI 
W U T E ( 6 , l l )  AMIIPT,Jl, J,Fx 
la F O m T  (F12 . 4, qX, I10,115,pn6 , 6) 
'.C. : : i : I .  ~ 
'C . . 'PLOTS'OF COMPUTED AIPI) TEEX)RETICAL HISTOGRAMS 
. . .  
D,YJ ,BOTTOM TOP, 0, pREQI1 1 
WRITE(6,10) c . .  ~ - - - - - 
121 
DETERMINATION OF 
BUTIONS FOR BOTH 
MIN=O 
DO 20 I=l,M 
Ma-2 
PEXK AND CUMULATIVE PEAK DISTRI- 
MAXIMUM AND HINIMUM PEAK VALUZS 
IF(I.NE.1) GO TO 36 
IF(Z(I).GT.Z(1+1)) GO TO 37 
GO TO 38 
MAX=MAX+l 
ZMAX( MAX) =Z (I ) 
GO TO 36.- 
MIN=MIN+l 
- rnIES(P/rIN)=Z(I) 
) .AND.Z(I+l).GT.Z(1+2)) GO TO 21 
) .AT30.2(1+1) .LT.Z(1+2)) GO TO 22 
W,14HMINIMJM PEAK 
IN * ut UC?f=* 4x t L 
UINTV=O 
* -30 UINTV=UIBTV+XINT 
zMAx(I9 .(rr.BINTV) ICOUHT=ICOU 
. 53 IBUM=ISUM+ICOUNT 
' IF(ISOM.EQ.0) 00 TO 503 
XLOGIBM=ALO010 (FLOAT (ISOM) ) 
60.TO 510 
503 XLOGIBM4 
. .. . .  . 
122 
510 DO 32 3=1,MIN 
1NT+1 Y L 
IF ( Z M I N  (, J ) . LE.'JINTV .MD. ZMIN (J ) . GT .BINTV ) ZCOUNT=JCOU 
O.AND.JSOM,EQ.O) GO TO 35 
BINTV,UIN!W,ICOUNT,JCOUNT,ISOM,3SO?I,XLOGI 
lSM, XL 
33 FORM r' 1,216 218 3 9  . 4, P11.4) 
C 
C PLOTS K AND LOG CUMULATIVE PEAK DISTRIBUTIONS 
C IMUM AND MINIMUM PEAK VALUES 
c - ,  
mJT) =XINT/2 . 
IF (KCO.UNT GT 1 ) XMID (KCOUHT ) ==D (KCOUNT-1) aXINT 
)=ICOUNT 
) =JCOUBT 
( 1 ,'IN, KCOUNT ,YBINTV ,YLOGISM .B OTTOM. TOP 
1. ,2, YAK -9 - &'"iX&I . 3. ; 1, ITAPE) 
CALL DDZPPLT(l,IN,KCOUHT 
CALL-I3pIBLT( l,IN,KCOUHT 
CALL DDXPGT (1. IN .KCOUTJT 
i., ~,YAM,~,ZAM, IT IT APE) 
13,1, xXMS3, XYM, 1 , ITAPE) 
,YBINT 
O h  
Y,YLOGJSl,BOTTOM,TOP, G ,4 
CZMAX,B(YTTOM,TOP, 0, F R m  
CZMIN,BOTTOM,TOP,O,FREQ.M 
-.. 
8.1 .s Log-No&af Distribution 
C 
C 
C 
s*: 
FtANDCM$kME HISTORY HAVING A LOG NORMAL PROBABILIm 
DENSITX DISTRIBUTION 
2,. , - 
I 1 HT,YBINTV,YLOGJSl,BOT OM,TOP,G,4
 -  ( 1   KC OUHT, XMID,  ,  (  M, 
Z , ,KCOUTJT,~D,CZMIN,BOT OM,TOP,O
GO TO ba 
END -- 
,
12,LXlIMr 
602 STOP -- , -P 
. .- * .  
C 
PROGRAM PLOT 
lTAPE6rOUTPV.L' ) 
(INPUT, OUTPUT ,TAPE21, TAP&=II?PUT, 
c 
c 
c 
_ -  
c 
C 
C 
C 
6 
C 
C 
c 
C 
C 
C 
C 
C 
C 
C 
. . c '  
C 
. c, * : .  
XIYENSION Z( 10000) , W ( l O O O O )  , Z M A X ( ~ O O O ) , ~ I ~ ( ~ O O O )  
XHENSION CZMAX(~OOQ)  , c ~ r ~ ~ i o o o ~ , z m : 3 ) , x ~ 2 )  
DIMENSION XMY(l), W 2 ) , ~ ( 2 )  ,W2),YyM(3), 
IIIF53SI ON %VI (4) , 
00 ) , PJ ( 1000 ,BMID ( 500 > 
DIMmSI ON PCOUNT ( 
DI?4E3SI ON XRMS (10 
ANDOM ( 100 ) ,IEBIFl'V 500) 
AN ( 100 ) , XS DT GP ( 100 ) , 
lXSDBOT (100) 
1YLOGYSM (500 
,ZAM(~),~OGISM(~OQ), 
INPUT DATA AND CO 
0 . .KAxIE4uMs/ 
. e .MINIMUMS;/ 
Y TO BE GENE3ATED 
RANDOM VARIABLE,Z 
SIGMAS =VARI ANC 
XINT=CLASS INT OGARITHMS OF RANDOM VARIABLE, 
YINT4LASS IBTERV 
TOP=UPPER LIMIT 0 
BOTTOM=LOWER LIMIT $Fa R/lNDOH VARIABLE,Z 
BLIMIT=LOGARITHM Oi;'.~J@!FTOM 
ULIMIT=LOGARITHM W'Tm 
FFEQMl=l4AXIHUM V 
.1NCY OF OCCURFtE2lC 
FFtEQM2=LARGEST PEW, (MINIMUM) 
I T E M  OF RANDOM VARIABLE,Z 
THEDRGPICAL AHD ACTUAE FREQm 
FRE&M3=LARGE3T PEAK I-) 
& READ(5,bO) M,XMU 
b0 FOFMAT(I10, 1006/3P10 . 6 )  
XINT , YI NT , BLIMIT , ULIKIT , B OTTO 
lM, TOP,PREQJI 
IF(EOF,S) 991,990 - *  
?$ 5%. 
. # .;"- 990 CONTINUE P I  =3.14159265 
AM=M 
M=M+1 
X=34521637721. 
BOTTUM=BLIMIT 
124 
TIP=ULIMIT 
SIGMA=SQRT (SIGMAS ) 
WRITE(6,2) XMZT,SIGMAS,SIGMA 
2 FQRMAT(89HlLOG NORMAL DISTRIBUTION, F(X)=(l/(SIGMA*S 
2AN=FSe2,16H SIGMA SQUARE=Fs. 2,9H SIGMA=FSe2///) 
lQRT(Z*PI)) )aEXP(-(LN(X)-~)~2/(2*~~GMA~2))//6H ME 
C 
C GENERATION OF RANDOM NUMBERS 
C 
SUMN=Q 
x2=0 
DO 1 I=l,M 
Y=RANF ( X ) 
x=o . 0 
RLOGNL=XLOGNL(Y,m,SIOMAS) 
Z(I)=RLOGNL 
w (I )=ALOO(Z( I ) ) 
suMN=suMN+z (I ) 
X2=X2+Z( I)w2 
mEAN=suMN/AM 
1 CONTINUE 
RMS=SQRT (X2/AM) 
WRITE(6,400) RMS,XMEBH,STXiDEV 
XMEANSQ=X~/AM 
STDDEV=SQRT ( m S Q - m W 2 )  
400 PORMAT(~H~,~X,~@R?J~S=F'~.~,~,~HMEA~=~~~~,~X,~~ST~. DE 
lVIATION4'8.4) 
C 
C T HISTORY PLOT OF FIRST 100 RARDOM B m E R S  
C 
J=o 
K=Q 
XSDTOP (I ) =XMEAH+STDIlEp 
DO 700 1=1,ioo 
XRMS(I)=RMS 
xxMEAN(I)=xMEAN 
700 RANDOM(I )=z(I) 
XSIIBOT(I)=XEAH-STDDEV 
PCOUNT (I )=I 
CALL DDIPLT ( 0 ,  IN, lOO,PCOUlu'T,XEPIS, 1 e 0, BQO e ,BOTTOM,TOP 9 
CALL DDIPLT (0 ,  IN,lOO,PCOUNT~X,l eQ, ILOOe ,BOTTOH, TO 
12,m, ~,YM,~~,ITAPE) 
~P,~,xM, ~,YPI,~~,ITAPE) 
ip, 2,m, 2,m,  ITAPE APE) 
CALL DDIPLT(0 IB,100, .G,100. ,BOTTOH,TO 
1P,2,XM,2,YMSl4,ITAPE) 
CALL DDIPLT (O,R?,lOQ, e 8,100 , BOTTOM, TO 
1P ,2, XM, 2 , PM, lh, ITAPE) CALL DDIPLT(1 11,100, .8,100. ,BQTTOM,TO 
C 
C CALCULATIOIS AHD COMPARISOH OF COMPUTEI) AND 
C THEOREZICAL HISTOORAEIS 
125 
C 
WRITE(6,210) 
210 FOFtMAT (lHO//,U,7HMID-PT. ,W,llHACTUAL FREQ,3X,2mLOG 
1MID-PT. THM). FFBQ/) 
C 
C 
C 
C 
C 
C 
C 
6 
7 
5 
4 
KCOUNT=O 
GO TO 7 
BLIMIT=3LIMIT+XINT 
IP(BL~MIT,GT,ULIMIT) GO TO 8 ' 
J=o 
CONTINUE 
DO 4 I=l,M 
GO TO 4 
J=J+l 
C ONTINUE 
PTLOG=BLIMIT+XINT/2. 
PT=EXP (PTLOO) 
FX=( EXP ( -  (PTLOG-~U)U~+~/ (2.9SIGMAS) ) )/SQRT (2.*PKsSXdM 
IP(W(1) .GT.BLIMIT.ANDeW(I)aLT. (BLIPZIT+a1) 1 GO TO ,s 
1 A m \  Ana 
Jl=FX*XINT*AM 
WRITE(6,ll) PT,J,PTLOG,Jl 
11 FORMAT (F10.4, I11 ,F14.2,113) 
PLOTS OF COMPUTED AND THEOREPICAL EISTO(IRAMS 
K=K+J 
KC OUNT=KCOUNT+l 
AMI D( KC OuBlT 1 =PT 
BE3I D( KCOUHT ) =PTLOG 
YJ1( KC 0fRU;r 141 
YJ (KCOUNT ) 4 
GO TO 6 
8 CONTINUE 
9 CALL DDIPLT ( 0 IN , KCOUNT,AMID,YJl ,BOTTOM,TOP,O,FRE 
1 1 , m p  l , I [ M y p  14, ITAPE) 
CALL DDIPLT ( 1, IN , KCOUNT , AMZD,YJ,BOTTOB,TOP, 0, PREQMl ,'l 
CALL DDIPLT ( 0 IN, KCOoffll ,BMID,YJ1 ,BOT!tVM, TIP,O, F'REQ41 
CALL DDIPLT (1, IN, KCOUNT ,BMID, YJ,BOTlYlU,TIP,O,~EQMl p 2 
WRITE(6,S) El 
l,XXM,l,XMY,l,ITAPE) 
12,xXX,l,XMY,1~,ITAPE) 
1 ,=, 1, =,1, ITAPE) 
N=M-K 
9 FORMAT(~H~,~X,~EIW=IS) 
DmERMINATION OF PEAg AND CUMULATIVE PEAK IIISTRIBU- 
TIONS FOR BOTH MAXIMUM AND WfNIMUM P M  VALUES 
W = O  
MI14 
Ma-2 
DO 20 I=l,M 
126 
37 
38 
36 
23. 
- - I  22 
20 
34 
I 
IF(I.NE.l) GO TO 36 
IF(Z(I).GT.Z(I+l)) GO To 37 
GO TO 38 
MAX=MAX+~ 
ZMAX ( M A X )  =Z( I ) 
GO TO 36 
MIN=MIN+l 
ZMIN (MIM ) =Z( I ] 
CONTINUE 
IF (2  (I+l) .GT. Z( I) .AND. Z(f+l . )  .GT,Z(I+2) ) GO 
IF(Z(I+l).LT.Z(I),AND.Z(I+l).LT.Z(1+2)) GO 
GO TO 20 
pIIAX=MApE+l 
ZMAX(MAX) =Z (I+1) 
GO TO 20 
'MiiTf=XIEI +I 
ZMIN (MIN ) =Z( I+1) 
CONTSIlpuE 
FORMAT (lH1,22X,l6HPEAK VALm COUl?!f) 
WRITE( 6,341 
WRITE ( 6,39 1 
39 FOFMAT ( 1HQ j-1 MEBl PEAXs=IS, 2x,1 
1S=I5///4X,BHINTEWfAL,3X 3EHAX,3X,3EMIN, 
2HCMIN,ZX,8HLOO CHAX,3X,8EOQ CZ'IIH/) 
UINTVrO 
-ISUM=o 
JSUM.=O 
KCOUNT=O 
30 UINTV=UINTV+YINT 
ICOUHT=O 
JCOUNT=O 
BINTV=rnINW-YIrn 
PTLOC)~SIIWV+YINT/Z . 
DO 31 I=l,MAX' 
IF(ZMAX(1) .LE,UIETV.SrrD,arSX(I ) .GT.BI~)  ICO~~=ICOU 
C H COUNTS PEAg VALUES u+ 
. -  
ILPIIEI(  J )  .GT.BIWTV) JCOUN&JCOU 
1m+1 
32 CONTINEE 
IF(JSUM,EQ.O) 00 TO 52 
JSOMzMIN- JSUM 
GO TO 53 
52 JSOM=MIN 
53 JSUM=JSUM+JCOUNT 
IF(JSOM.EQ.0) GO TO 501 
XLOGJSM=ALOGlO (FLOAT (JSOM) ) 
GO TO 511 
501 XLOGJSMEO 
511- WRITE ( 6,33 ) BIIWV, UIHTV, I COUNT, JCOUNT ISOM, JSOM XM)GI 
I_F(ISOMo~oOoAHBoJSOM.~QoO> GO TO 35 
1SM, XLOGJSH 
33 F O h T  (2F6 . 1,216,218, F9 .k,Fll 4) 
c 
c PLOTS OF PEAg AHD LOG CUMULATIVE PEAK DISFRIBUTIOHS 
C 
- - . c  . 
FOR BOTH HAXIMUM AND MINIMUM PEAK VALUES 
KCOUNT=KCOUNT+l 
YLOGISM (KCOUNT ) =XLOGISX 
YLOGJSM (KCOUNT ) =XLOCIJSM 
YBINTV(KCOUET)=3INTV 
CPIAX(KCO~)=ICOUNT 
CZMfN (KCOWmr ) 4 C O U H T  
_ -  
AMID(KCOUH!I!)=PTLOG 
GO TO 30 
C A U  DDIPLT(l,Il?,KCO~T, ,~OerISM,BO%T 
35 CONTIXUB 
- I 1 . ,2,YAM,4,XAH,l,ITAPE) I 
C A U  DDIPLT(l,II,KCOZRJT, 
1 ., ~,YAM,~,~AH, 1,ITAPE) 
CALL DDIPLT ( 1, IN, KCOlRJT AMID, CZHAP[,BOTTOM, TOP, 8 , pREeE% 
13 , 1 ~ ~ , ~ , Y Y K L I T A W  
CALL DDIPLT (~,II, K C O ~ ,  AMID, CZMIN,B-OTTOM, TOP, 0 ,  mxp~ 
,3, ZIM, 1, ITAPE) 
.GQ TO 4.l 
991 STOP 
END 
129 
- a  8 
3 
d 
m la 
ii m 
P 
129 
8.2.1.2 P l o t t i n g  Subroutine DDIPLT 
C 
C 
C 
C 
c 
c 
C 
c 
c 
c 
c 
C 
c 
C 
C 
C 
C 
C 
c 
C 
C 
SUBROUTINE D D I  PLT ( I E C  , I N ,  N , X,Y ,XMIN , XMAX, YMIN , YMAX, 
1 HXf(i,XM,NYM,YM,ISYM, D D I T P E )  ' 
H*&- 
D I S P L A Y  END CODE 
0 DATA INCOMPLEXE 
1 D I S P L A Y  COMPLETE 
PROGRAMMER I N I T I A L S  ANIQ JOB I D E N T I  
2 WORD ARRAY) 
NUMBER OF DATA P O I N T S  T O  BE PLOTTE 
ARRAY CONTAINING X COORDINATES 
ARRAY CONTAINING Y COORDINATES 
m 
e.#.* DATA RANGE T O  BE PLOTTED. I 
WHE ARE ZERO THE RARGE WILL BE 
.#.w ON FIRST CURVE OF D I S P L A Y  
*3Ht 
NUMBER OF WORDS I N  HORIZONTAL MESS 
HORIZONTAL MESSAGE 
NUMBER OF WORDS I N  VEElTICAL ME§SAG 
V E R T I C A L  MESSAGE 
I S Y M  SYMBOL CODE 
DDITPE TAPE NAME I N  PROGRAM CARD 
D I M E N S I O N  IN(2),ID(~),INIT~~),PL~~lOO),IP 
DIMENSION X(N), Y ( N ) ,  I S T A B ( l 4 ) ,  SM(3) 
DATA (ISTAB (1 , 1 =I, 14)/0762Q365533a57575757 
1 07620365534757575757 
2 0762036552075757 5757 
3 S7620365553757575757 
4 07 6203 655547 5757 57 57 
5 07 620365540757575757 
6 07 6203 65561757 575757 
7 0762036595757575757 
8 07620365~16757575757s: 
9 07620365~3757575757~; z 
1 07620365947575757575~ 
1 9  
- DATA (INIT(I),I=1,9)/~76~rO3~33737?5757575,OO,O?6LO3~ . 
1133717?5757 57S9 00,075757 5757575757 57540,00,07 6hO3U33 . 
261775757575, OG, 07~757575757~7~7600~/ i 
C 
6 TRANSFER ON FIRST WTRY 
C 
C 
C TRANSFER FOR START OF NEW DISPLAY (EEND=l)  OB SET 
C lICODE = 1 
IF (INIT(2).EQ.C) GO TO 100 
C 
e 
6 
c 
LOO 
C 
6 
C 
110 
C 
C 
C 
120 
. .  
122 
C 
, c  
c 
125 
IF (IENB.EQ.1) GO TO 110 
K=1 
GO TO 140 
SEND INITIAL IDENTIFICATION FRAME 
CALL DISBCD (IN(l),INIT(2),1) 
ID( 2)=INIT (2) 
WRITE (DDITPE) ID 
INITIALIZE FOR A DISPLAY 
NPAGHPAQE+l 
LPCTd? 
IPLOT(1) = NCAM 
K=2 
CALL DISBCD (IN(2),1I?IT(&),1] 
CHEEK FOR X W-MIN VALUES 
IF ( X M I ~ . ~ . o . o . A W ~ . X w ~ * o ~ o )  GO TO 120 
m=xMIIQ 
xMc=xMBx 
GO TO 125 
XMH=X( 1) 
XMX=X( 1 ) 
00.0) Go TO 127 
GO TO 130 
DO 129 1=2,N 
IF ( Y ( 1 )  .LT.YMN) YMN=Y(I) 
I F  (Y(I).GT.YMX) YMX=Y(I) 
129 CONTINUE 
C '  
C ;'. b ! U P  HORIZONTAL(X) 243SSAGE 
,. 
=I P OS -IHIGH*bOB 
T (K) =757575757g400QOOOOOSB+ (IHIGEM.OOE+IM)W )*IO 
DISBCD (XM,BLW(K) ,NXM) 
UP VERfICAL(Y) MESSAGE 
W=IPOS-IHfGH*4OB 
BCD (PM,PLO!€!(K),NYM) 
NIMUMVALUES FOR DISPLAY 
TIONAL DATA FOR DISPLAY 
K X W - M I N  VALUES 
.NE.3 .0 )  GO TO 142 
-MII VALUES 
E.B.0) GO TG 14.7 
E, ADJUST IF ZERO 
IF (XRANGE..NE.O.O) GO TO 154 
IF (XMN.EQ.6.0) GO TO 152 
XQI=XMN- .l*'mS(XMN) 
0.0) GO TO 160 
AND ADJUST MAX-HII VALIES 
IP (XII?C.t3P:s;O) GO TO 168 
GO TO 16% Y ~ . ; ~  .
XINC=lO . 8"Z.S% 
mmrc=s . 0 
133 
C 
174 
175 
176 
1177 
177 
178 
179 
180 
181 
182 
183 
C 
C 
C 
YI~c=(YMx-YMN)/10.9 ; . -  I =o 
IF (YINC.LT.10.0) Go 
I=I+1 
YINC=YINC/~Q. o 
GO TO 174 
IF (YINC.GE.1.0) GO 
I=I-1 
YINC=YINC*10.0 
IF (YINC.EQ.1.0) GO 
IS’ (YINC.GT.2.0) GO 
YINC=2.0 
GO TO 179 
YINC =1 . 0 
GO TO 179 
IF (YINC.GT.s.0) GO 
YINC=S . 0 
GO TO 179 
YINC=lO.O 
IIY=I 
IF (I) 181,183 
I =I +1 
YMN=YMN*lO 0 
Y M X = ~ * l O . O  
GO TO 180 
I=I-1 
YINC=YI:NC*lO.O 
GO TO 180 
YR=AINT (YMN/%I 
IF (YR.CIT.YMN) 
YMN=YR 
YR=AINT ( ~ / Y I  
IF (YMX.GT.YR) YR=p6+YINC 
TABLE FOR X AED Y 
GO TO 175 
c c  m=YR . . .  gr ‘ *  
C 
Y G ~ D  ( IY) =YGRID( IY-B)+YINC 
134 
IF (YGRID(IY1 .LT.YKX) GO TO 186 
TABLE FOR X AND Y LABELS 
' 5  
I 4  
. g. . 1. 
DO 190 1=1,1x 
IXSC (I ) =XGRID( f ) 
IF (IABS (IXSC (1) ) .LT. 1000,MD,IAB (IX)) .LT,lOOO) 
DO 193 I=l,IX 
193 IXSC (I)=IXSC (I)/lO 
GO TO 192 
196 DO 205 I=l,IX 
IF (IABS(IXSC(I)).GT.9) GO TO 197 
GO TO 200 
1GO TO'196 
IXPOS (I )=-24 
IXPOS (I ) = -20 
197 IF (IABS(1XSC (I)).GT. 99) GO TO 
GO TO 200 
198 IXPOS (I: )=-16 
200 ENCODE (10,2,PXS@(I) )IXSC(I 1 
205 CONTINUE 
2 FORMAT (14) 
IXPOS (IX)=-2L 
Do 210 I=l,IY 
CALL DISBCD (IXSC(1) ,IXSC(l) ,IX) 
210 IYSC (I 1 =YGRID( I ) 
212 IF (PABS (IYSC (1)) .LT . 1000 .AND. IAB 
213 IYSC (I ) = I ~ C  (I )/IO 
(ItY)) .LT,1000~ 
100 TO 216 
DO 213 I=l,IY 
00 TO 212 
216 DO 220 I=l,LY 
ENCODE ( 10,2, I Y S C  (I ) )IYSC (I ) 
C 
-. c 
C 
*100000000000 
i c :  . . r  
DO 240 I=~,IY 
IAl=IY0RID(I )/40B 
IA2=IYGRII)( I )-IAI.f&OB 
135 
240 
I A 3 = I  A h 1  003 +I A 2  
I P L O T  (IC) = I A ~ + I A ~ 1 0 0 0 0 0 0 0 O B + I A 3  
IPLOT ( K + l )  = I A 6 + I A ~ 1 0 0 0 0 0 0 0 0 B  
I P L O T ( K + 2 ) = I Y S C ( I  ) 
K=K+3 
I A l = I Y G R I  D ( 1 ) /&OB 
I A 2 = I Y G R I D (  1 )  - I A l * 4 O B  
I A?=IYGRID ( I Y  /&OB 
IA~=(7660000OOOOOOOOOOOOOB+(IAl*lOO~+IA2)*lOO 
I A L = I Y G R I  D ( I Y  ) -I A3&0B 
1 I A  3*100B +I Ah) 
245 
246 
247 
C 
C 
c 
1180 
1185 
1195 
I A 6 = 7  6~0000000177 5757575B 
DO 245 I = l , I X  
I A l = I X G R I D ( I  ) /4OB 
I A 2 = I X G R I D (  I ) - IA1*4OB 
I A 3 = I A l * l O O B + I A 2  
I A 7 = I X G R I D ( I ) + I X P G ~ ( I )  
I A 8 = I A 7 / & O B  
I A l O = I A 8 ~ 1 0 0 B + I  A 9  
IPLO!?(K)=IA~+IA3~lOOOOOOOOOOOOB+IA~lOOOOB 
IPLOT(K+1)=IA6+IAl~~OOOOOGOOOOOOB 
I P L O T  ( K + 2  ] =IXSC (I ) 
K=K+3 
I F  ( I I X . G E . 0 )  GO TO 247 
I I X = I I  x+l 
I A 9 = I A 7 - I A 8 % 4 0 B  
xMN=xMN/lO.O 
x M X = x m / l O .  0 
XSCALB=XSCALE/~O.B 
XINC=XINC/ lO ,O 
GO TO 246 
I F  ( I I Y . G E . 0 )  GO TO 1180 
I I Y = I I Y + l  
YSCAIIE=YSCALE/lO,O 
YIIOC=YINC/lO. 0 
DISPLAY M I I I M t M  VALUES AND INC- 
YMEI=yMN/lO. 0 
YHx=m/10. 0 
GO TO 247 
si -e* 
IF ( I E N D . ~ . ~ )  GO TO 1247 
IP~or(K)-J1640002437377~7S~O4OB 
IPLOT ( K + 1 )  = 6 0 6 0 6 7 6 0 & 3 1 4 ~ 6 0 1 3 6 0 B  
CALL D I S B C D  (XMNT, IPLO!P(K+2),  1) 
IPLUT ( K + 3  ) =60314S23S12Sw12~4S63S 
ENCODE ( l O , l , I P L O T ( K + & ) )  XIEC 
CALL D I S B C D  ( I P L O T ( K + & )  I P L O T ( X + k  
I P L O T  (K+S)  =60607060~~1jF'J;60136OB 
CALL D I S B C D  ( ~ T , I P L Q T ( K + 6 ) , 1 )  
IPLolc ( K + 7  ) = 6 0 3 1 4 5 2 3 5 1 2 5 4 4 2 5 L 5 6 3 B  
W C O D E  (10, 1 , I P L O T  (E14 ) ) YIHC 
C 
C 
C 
CALL DI SBCD ( I  PLOT (K+8 ) , IPLOT (K+8 ) , 1 ) 
K=K+ 
PET SYMBOL AND SCALE DATA TO PLOT 
 L LOT ( K  =ISTAB ( ISYM) 

8 . 3  Typical  FORTRAN Program 
138 
Block Diagram 
8.1 L i s t  of Symbols 
- Cumulative probability density function 
- '  Probability density function 
- Arithmetic mean of randm variable 
- Integer 
-' Number of events (positive 
- Probability of succesa 
- Root-mean-square 
- Random variables 
- Uniformly distributed r er  
- Barmeter of Weibull probab 
. Parameter of Weibull p 
- Gamma function 
density fsurctian .) 
deaaity furnetion 
- Parameter of ExpcmentiaP probabilit$ demity 
function 
- Parameter of Poisson probab density function 
- Mean of logarit- 
- Standard deviation of logarithms 
8.5 Derivation of Themetical Equations Describing 
Properties of Density Furctions 
8 5.1 Generr.1 
Mean: E(x) = 1: xF(x)dx 
8.5.2 
Probability density function: P(x) = 8 exp 
Mean: E(x) = s,' xe exp(-ex)dx = - e 1 
8 3 . 3  
Probability density function: F(X) = a@XQ' 
Mean: E[x) = s," o@xaexp(-f3xa)dx 
L e t  
$xa = E 
then 
and 
Substituting we get 
dz az exp(-z) 
apx=-l 
Simplifying we get 
Let 
then 
i - i  
az 
a-1 dx= 
Substituting and simplifying 
E b 2 )  
From Ryshik and Gradste 
b i l i t y  density function: 
z = logex 
F(x) = G(log,x) G(z)  
ison and Brown (1957) we get 
Simplifying w e  
8.5.5 
-P X 
Probabllit t y  paction:  F(x)--=;+-- 
X I  
But at x = 0 the p s t  term of the series i s  zero, 
therefore 
. ... ” 
but 
therefor e 
i a 
But at  x = 0 the first t e  the series  is  zero, 
theref ore 
Substituting E(x) for t h  summation we get 
But at x = 1 the first t the sormaaatioc i s  zero, 
therefore 
Let 
but 
z = x - 2, then 
f’.” 
= 1  
8.5.6 Binomial Amplitude Probability Density Functicn 
Probability density function: 
F (x 
Mean: E(x) = 
BUG at x = 0 the 
n! 
. x!(n - x) !  I =  
n-x 
PX( 
. f  x n! 
xa x!(n - x ) !  
first tern of the se  9 zero, _. 
Let z = x - 1 and m = n - 1, then 
m! 
z!(m - z)! E(x) = np 
but 
therefore 
But at x = 0 the fi 
cc theref ore 
lk6 
n 
x=l (x - l)!(n - x)! pX(1 - p)n-x xn! E(x2) = 
or 
n 
(x - f)n! 
x=l (x - l)!(n - x)!  pX(b - p p X  E(x2] = 
. . _  . _ - .  " _ -  
The second summation is equal to E(x) = np, theref 
n n-x + 
P X 0  - PI (x - 1)nt E(x2) = x=l (x - l9!(n - x)! 
but at x = 1 the first tern of the summation 1s z 
theref ore 
~ .r 
. .  - 
but 
Ther ef ore 
or 
