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Abstract
Communication is a key for facilitating multi-agent coordination on cooperative problems. Reinforcement learning is one of the
learning methods for such cooperative behavior of agents. Kasai et al. proposed Signal Learning (SL) and Signal Learning with
Messages (SLM) by which agents learn policies of communication and action concurrently in multi-agent reinforcement learning
framework. In this study, we experimented that the performance of the SLM is better than SL to pursuit problem where agents can
observe only partial information and can move four directions. As a result, it has been shown that learning performance in SLM
with longer messages is better than SL.
c© 2014 The Authors. Published by Elsevier B.V.
Peer-review under responsibility of KES International.
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1. Introduction
Nowadays, computer systems are getting to be required to treat with large and complex problems with their self-
decision. However, the more problem size grows, the more both amount and kind of information explode, so the
single-agent system is going to be insuﬃcient for such large problems. Therefore, many studies concern multi-agent
systems (MAS) which consist of multiple autonomous agents. When we expect MAS to improve problem solving
ability, it is important to realize cooperative behavior between the agents. However, in the case of building the proper
cooperative behavior knowledge, the designer is required to have enough knowledge about the environment.
Reinforcement learning (RL) can be thought as the autonomical learning methods for such a behavior obtaining
problem. Kasai et al. proposed Signal Learning(SL), which allows agents to learn communication codes autonomi-
cally1. In SL, the agents can learn communication policy and action policy concurrently in Multi-Agent Reinforce-
ment Learning (MARL) framework. The study is very unique in the sense of obtaining language for agents, that
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Fig. 1. Outline of Reinforcement Learning.
is, obtaining meaningful messages from starting random string. In addition, Kasai et al. proposed SL with Mes-
sages (SLM) extend from SL2. By using SLM, the agents can improve cooperative performance under the partially
observable environment.
In2, it was shown that SLM is eﬀective method for a button pushing problem environment in which the agents
can perceive partial information only and can move two directions, however it was not shown for a pursuit problem
environment in which the agents can perceive partial information only and can move four directions. In this study,
we conﬁrm the eﬀectiveness of SLM in which the agents can perceive partial information only and can move four
directions for pursuit problem.
We can ﬁnd the studies on enhancement of multi-agent communication by using reinforcement learning not so
much. Tan proposed such a reinforcement learning in early time3, and Ghavamzadeh, Roth, Zhang, Posen, Jim and
Giles followed it4,5,6,7,8,9,10,11. In addition, Goldman, Allen, Oliehoek, Seuken, Pynadath and Kasai tried theoretical
analysis using Partially Observable Markov Decision Processes (POMDPs)12,13,14,15,16,17,18,19.
2. Reinforcement learning
2.1. Outline of reinforcement learning
Reinforcement learning is one of the learning method in which the agents obtain an appropriate action selection
strategy for various situations on the basis of the reward through the trial-and-error process. If the state of the goal is
clear, the agents can learn the appropriate action selection strategy autonomically, as long as the user (human) gives
the reward when the agent reach goal state. So, reinforcement learning is best learning method as MAS building
technology.
In reinforcement learning, the learner is called agent. We describe the environment state, the agent’s action and
the reward as s ∈ S , a ∈ A(s) and r, respectively. The reward is a numerical amount given by the environment
when the agent reaches the goal state. Here, S signiﬁes a set of possible states, and A(s) signiﬁes a set of practicable
actions at the state s. It is called rules that the agent actions a at state s. The rules are described as (s, a), and the
appropriateness of (s, a) is described as Q(s, a). Each agent holds Q(s, a) from all of combination of S and A(s). A
set of Q(s, a) is called policy and described as π. The agent learns π through the interaction between an agent and a
problem environment in reinforcement learning.
Here are the process of the agent cycle in reinforcement learning, and the conceptual diagram is shown in Fig. 1.
1. The agent perceives the environment state s at time t.
2. The agent selects and acts action at from a set of selectable rules {(st, at1), (st, at2), . . . , (st, atx)}
(at1, at2, . . . , atx ∈ A(st) at the state st.)
3. The environment state transforms to st+1 according to the agent’s action at.
4. The agent is given the reward rt according to the environment state st+1.
5. The agent updates the policy π according to the reward rt.
Here, the number of the changes of the agent’s acts and states needed to reach the goal state is called “step number”,
and the period until the state reaches the goal and the agent obtains reward is called “episode”. The agent evaluates
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Fig. 2. Geometrical function r(t).
the policy based on the reward, and the agent achieves the goal according to learning policy in order to maximize
Q-value as the evaluation.
2.2. Proﬁt sharing
In reinforcement learning, the agent learns policy which can maximize the Q-value based on the reward. There are
many kinds of learning algorithm, and they can be classiﬁed into two major classes, the environment identiﬁcation
type and experience strengthening type. In the environment identiﬁcation type, the agent learns actions in each state
estimating the next state. On the other hand, in the experience strengthening type, the agent leans actions from the
past experience.
In this paper, we have to contend with the problem in which it is diﬃcult to estimate the next state. So if we use
the environment identiﬁcation type we may have a negative eﬀect on learning process. Therefore, in this paper we use
Proﬁt Sharing that is one of the experience strengthening type learning algorithm.
In Proﬁt Sharing, the rules carried out at each step are memorized until the agent reaches goal state. When the
agent obtains the reward T , the Q-value of rules carried out from time t = 0 to time t = T are updated. In Q-value
updating process, the following equation is used with reward function r(t).
Q′(st, at) = Q(st, at) + r(t), (t = 0, 1, . . . ,T − 1)
Here, st, at correspond to the state at time t and action at time t respectively. In addition, the geometrical function is
shown as better reward function in20, so we adopt that function r(t) = r × γ/ log t with r = 100, γ = 0.5. The function
is shown in Fig. 2.
3. Multi-agent reinforcement learning with communication codes
3.1. Pursuit problem
In pursuit problem, a hunter as the learner obtains action selection policy to hunting a prey. Fig. 3(a) shows a
conceptual ﬁgure of the pursuit problem. In Fig. 3(a), black circle denotes the hunter, triangle mark denotes a prey,
and shaded area shows the wall. First, two hunters and one prey are placed on 6 × 6 cells, and they are surrounded by
the wall. The hunter’s perceive ability is limited to 5 × 5 cells as Fig. 3(b).
The hunter select a message and send it to colleague hunter according to the positional information of the colleague
hunter and the prey within the perceive area. When there is a wall between the hunter to the colleague hunter, and/or
the hunter to the prey, the hunter can perceive partial positional information only within the perceive area. When both
the hunters invade two of the surrounding four cells of the prey, both hunters are given reward by the environment.
3.2. Encoding of perceive information
The perceivable information of the agents are position of the colleague hunter, the position of the prey, and the
received signal. Fig . 4 shows the rules used in encoding the position of hunter and the position of prey. In Fig. 4,
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Fig. 3. Pursuit problem (a) Conceptual ﬁgure (b) Hunter’s eyesight.
Fig. 4. Encoding rules: Square map.
the center black circle shows the hunter, and three bits sequences are assigned to the seven neighbor regions in the
hunter’s eyesight. In the case that the colleague hunter exists outside of the hunter’s eyesight or the prey exists outside
of the hunter’s eyesight, the position is encoded as 000. In addition, if there are walls between the hunter and the
colleague hunter and/or between the hunter and the prey, the hunter’s perceive information is unclear, so the perceive
information is encoded as 000.
We show an concrete encoding example according to Fig. 5. In Fig. 5, the black circle, the white circle, the
triangular mark show the hunter, the colleague hunter, the prey, respectively. In addition, the dotted region shows the
eyesight of the black circle hunter, the bold areas shows the walls, and the dark colored region shows the outside of
the ﬁeld. In this case, the position of colleague hunter is encoded as 010, because we put rule that the objects just
behind the wall are only unperceivable. In addition, the position of the prey is encoded as 000, because there is a wall
between the hunter and the prey.
Next, we describe signal as communication codes between two hunters. The signal consists of bit sequence, and
the length of the signal is given in advance of the learning process. If the length of the signal is n, there are 2n patterns
as the signal. For example, when the length of the signal is 4bit, there are 16 signal patterns such as 0000 ∼ 1111.
3.3. Learning with communication codes (SL, SLM)
In the case of no communication, the agent learns the action policy πa only. In the learning with communication
codes (SL, SLM), The agent learns the action policy pia and the cooperative policy πc. The agent should learn two
policies at the same time.
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Fig. 5. Encoding rules in real environment.
In SL, the agents can learn communication policy and action selection policy autonomously in MARL framework1.
A set of the environment state, a set of the agent’s action are described as S , A. In MARL, each agent learns a
cooperative policy π : S → A, where S and A are the set of states and the set of actions, respectively. By using SL, the
agents can learn communication policy πc : S → M and action policy πa : S × M → A, where M is a set of messages
whose meanings are not predetermined. The extension of SLM from SL is just the change of communication policy
from πc : S → M to πc : S × M → M. This extended learning method is called SL with Messages (SLM), In MARL,
one step cycle of the learning process is carried out as follows.
1. The agent observes a state s ∈ S from the environment.
2. The agent receives a message m ∈ M sent by the colleague agent.
3. The agent performs the action a = πa(s,m) in the environment.
4. The agent sends the message m′ = πc(s,m) to the other agent.
5. The agent observes a reward r ∈ R from the environment.
6. The agent updates πc and πa based on the reward.
In this pursuit problem, we deﬁne the state s and action a of SL, SLM as follows.
The learning of moving direction in both SL and SLM
state s the position of the colleague, the position of the prey, and the received signal.
action a the moving direction to surrounding 4 cells (forward, back, right, left) or the stay at the same area
(rest).
The learning of communication contents in SL
State s the position of colleague and the position of the prey.
Action a the sending signal to the colleague.
The following is a deﬁnition of the s, a in SLM as it is for SL.
The learning of communication contents in SLM
state s the position of the colleague and the position of the prey and the received signal.
action a the sending signal to the colleague.
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3.4. Number of rules the agent obtains
There are two sets of rules the one agent obtains through the learning process in the above pursuit problem.
• The selection rules about the moving direction.
• The selection rules about the communication.
First, we think about the number of rules about the moving direction. The number of the position information of
colleague agent is 7. The number of position information of prey is same as above. When the length of received
communication messages from colleague is n, the number of communication messages 2n. So the total number of the
rules about moving direction is the product of these numbers and the total number of actions. In the square map, the
total number of actions is 5 (forward, back, right, left, rest). Therefore, the number of rules about the moving direction
can be as follows.
the number of rules about moving direction = 7 × 7 × 2n × 5
Next, we think about the number of rules about the communication. In the case of the rules about communication,
we can calculate it as well as the above. The number of rules about communication codes is the product of the
information of colleague and the information of prey, and the number of sending codes to colleague 2n. Therefore,
the number of rules about the communication can be as follows.
the number of rules about communication = 7 × 7 × 2n (No Communication, SL)
the number of rules about communication = 7 × 7 × 2n × 2n (SLM)
3.5. One step of cycle of the learning process
Here, we show one step cycle of the learning process.
1. Place the hunter and the prey on the square map randomly.
2. Each hunter perceives the position of the colleague hunter and the position of the prey in the eyesight, then selects
one signal, and sends it to the colleague hunter.
3. Each hunter perceives the position of the colleague hunter, the position of the prey, and the signal from the
colleague hunter. Then the hunter selects one action (forward, back, right, left, rest) and acts it.
4. If the hunters catch the prey, rewards are given to the both hunters, evaluate the sending signal and the direction,
and go back to the step 1. If the hunters do not catch the prey, go back to the step 2.
4. Experiments and discussion
4.1. Experimental condition
We carried out the pursuit problem, with varying the length of signal |M| from 0 to 4, and examined the learning
eﬀectiveness in each case. In all of the cases, the max step is limited to 1,000, and the max episode is limited to
400,000. We adopted Proﬁt Sharing (PS) as a learning algorithm, and roulette strategy as action selection strategy,
where the selected action is a sample of the random number distribution based on Q-value. In addition, if the agents
can’t catch the prey within 1000 steps, the episode is regarded as useless and restarted without updating Q-value. We
evaluated the goodness by the average number of steps to catch the prey in the last 100 episodes in 40,000 episodes
in one trial.
4.2. Results and consideration
Fig 6 shows the learning curves in each |M| in which the step number is averaged over every 100 steps. The
horizontal axis and the vertical axis correspond to the number of episodes and the number of steps, respectively.
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Fig. 6. Learning curves (a) learning curve in SL (b) learning curve in SLM.
Table 1. prey catch performance in each |M| (100 trial average)
the average steps of catching prey
|M| 0 1 2 3 4
SL 74.73 73.38 73.42 70.53 73.93
SLM 91.83 84.73 79.53 71.46 65.17
Table 2. Number of the rules according to the signal length
SL SLM
moving direction selection signal selection moving direction selection signal selection
0bit 245 0 245 0
1bit 490 98 490 196
2bit 980 196 980 784
3bit 1960 392 1960 3136
4bit 3920 784 3920 12544
From Fig 6, we can observe decreasing the steps needed to catch in all of |M| through learning process both in SL
and SLM. Table 1 shows the average steps of the catch to the prey in the last 100 episodes.
From Fig 6(a) and Table 1, we cannot observe tendency that prey catch performance is increasing or decreasing in
SL, so we observe the ﬁnal learning performance does not depend on |M| in SL.
On the other hand, in SLM, from Fig 6(b) and Table 1, the |M| longer, the better in learning performance at the
last of learning process. In addition, the learning performance of SLM is better as compared with SL to the point of
|M| = 4.
First, we think about the eﬀectiveness of SLM in which agents can perceive partial information only and can move
four directions. The more longer |M|, the more increase the rules of communication, so the more information for
solving problem is contained in the signal. However, in the last learning performance does not depend on |M| in SL.
We think that this is because SL is not eﬀective method in which agents can perceive partial information only and can
move four directions. However, the ﬁnal learning performance in SLM, the more longer |M| is better, so we think that
the agent can obtains more information for solving problem through the communication learning. The information is
about the area in which agent cannot perceives in SL, so SLM is eﬀective method in which agents can perceive partial
information only and can move four directions.
Next, we think about the tendency for the longer |M| the learning performance is better in SLM. From Table 2, we
can observe that the number of rules explodes as the signal length is longer. Therefore, we think with the longer |M|
the agent can obtain more cooperative behavior between the agents.
5. Conclusion
In this paper, through the experiments, we could conﬁrm that SLM is eﬀective method for problem environment in
which agents can perceive partial information only and can move four directions. In addition, we can observe that in
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learning performance of SLM, the longer |M| is, the better it is, and the learning performance of SLM is better than
SL in some case.
On the other hand, we observed that SL is better than SLM at least to some extent of |M|. We could not conﬁrm
when the learning performance is reversed between SL and SLM. The more longer |M| is, the better it is in learning
performance, however the number of communication selection rules increases with the longer |M|. In practical ap-
plication problems, there is a limit in the amount of resource. So, it is important to know that the minimal length of
|M| when the learning performance is reversed between SL and SLM. Therefore, we have to carry out more trials and
conﬁrm the result strictly with increase of |M|, learning times and so on.
It was shown that SLM is eﬀective method for button pushing problem environment in which agents can perceive
partial information only and can move two directions in2, while it was shown that, in this study, the eﬀectiveness of
SLM in which agents can perceive partial information only and can move four directions in pursuit problem.
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