The infinite time-evolving block decimation (iTEBD) algorithm [Phys. Rev. Lett. 98, 070201 (2007)] allows to simulate unitary evolution and to compute the ground state of one-dimensional quantum lattice systems in the thermodynamic limit. Here we extend the algorithm to tackle a much broader class of problems, namely the simulation of arbitrary one-dimensional evolution operators that can be expressed as a (translationally invariant) tensor network. Relatedly, we also address the problem of finding the dominant eigenvalue and eigenvector of a one-dimensional transfer matrix that can be expressed in the same way. New applications include the simulation, in the thermodynamic limit, of open (i.e. master equation) dynamics and thermal states in 1D quantum systems, as well as calculations with partition functions in 2D classical systems, on which we elaborate. The present extension of the algorithm also plays a prominent role in the infinite projected entangled-pair states (iPEPS) approach to infinite 2D quantum lattice systems.
I. INTRODUCTION
The development of numerical methods to explore the properties of strongly correlated many-body systems remains one of the most challenging problems in computational physics. In recent years, increasing attention has been paid to algorithms that express the state of the system as a tensor network. For instance, for quantum systems on a 1D lattice, a matrix product state (MPS) [1] represents the system's wave function in the density matrix renormalization group (DMRG) algorithm to compute ground states [2] , and in the time-evolving block decimation (TEBD) algorithm to simulate time evolution [3] . Similarly, the tensor product state (TPS) [4] and the projected entangled-pair state (PEPS) [5] have been proposed to accomplish those tasks in 2D lattices, whereas the multi-scale entanglement renormalization ansatz (MERA) [6] is specially suited to describe systems at criticality or with topological order. Finally, tensor networks can also be used to encode and manipulate the partition function of 2D classical lattice systems [7, 8, 9] .
The computational cost of a simulation using tensor network algorithms is roughly proportional to the size of the lattice. However, when the system is invariant under translations, this cost can be made independent of the system's size. The infinite TEBD (iTEBD) algorithm [7] exploits this fact to simulate unitary evolution and compute the ground state of a 1D quantum system in the limit of an infinite lattice. The key idea is to encode the wave function in an infinite MPS (iMPS) made of a small number of tensors that are repeated indefinitely and, importantly, to maintain the iMPS in its canonical form during the whole simulation. As a result, bulk properties of 1D quantum systems are computed directly in the thermodynamic limit, circumventing more costly and less accurate approaches based on finite-size scaling. Other algorithms, such as the power wave function renormalization group (PWFRG) [10] or infinite DMRG (iDMRG) [11] also compute the ground state of infinite systems.
A major limitation of the iTEBD algorithm is that it can only address unitary evolution [as explained in Sect. III, the computation of ground states with imaginary time evolution is a lucky exception]. Thus, the simulation of more general types of evolution, such as master equation evolution in a dissipative system or imaginary time evolution to compute thermal states, is still restricted to finite systems [13, 14] . The reason lies in the fact that only unitary evolution preserves the canonical form of the iMPS. The latter is essential in order to keep truncation errors small during the simulation. Indeed, in the absence of the canonical form, truncation errors accumulate unnecessarily fast and ruin the simulation in places where an efficient iMPS description would otherwise still be feasible.
In this paper we explain how to overcome such shortcoming. First we describe how to compute the canonical form of an iMPS. Then we present an extension of the iTEBD algorithm that is able to simulate a much wider class of evolution. Namely, it simulates the action on an iMPS of any transformation that can be expressed as a translationally invariant tensor network. This includes, as particular cases, evolution in imaginary time or according to a master equation. We also explain how to use the algorithm to compute the dominant eigenvalue and eigenvector [15] of any one-dimensional transfer matrix that decomposes as a translationally invariant tensor network. As an application of this, we explain how to extract correlators and local observables from the partition function of a 2D classical system. Finally, the extended version presented in this work plays a prominent role in the infinite PEPS (iPEPS) algorithm to simulate evolution and compute ground states in infinite 2D quantum lattice systems [16] , as well as in certain implementations of MERA algorithms [6] .
We emphasize that other algorithms can be used to address infinite systems, and that they are also based on or related to computing the dominant eigenvalue and eigenvector of a onedimensional transfer matrix. This is the case, for instance, of the PWFRG and iDMRG algorithms [10, 11] to compute ground states in 1D quantum systems and the transfer matrix renormalization group (TMRG) algorithm [7] to evaluate partion functions in 2D classical systems. However, iTEBD differs from them at its core in two important aspects: first, TMRG, PWFRG and iDMRG are variational methods, while iTEBD amounts to a power method; second, whereas TMRG, PWFRG and iDMRG converge towards an infinite system by adding sites to a finite lattice, in iTEBD the system is infinite from the onset. We notice that Ref. [11] , which contains a useful comparative study, highlights that the iTEBD is significantly more accurate than other proposals in determining ground states. Nevertheless, all these methods are of comparable interest.
The rest of the paper is organized as follows. Sect. II explains how to obtain the canonical form of an iMPS by orthonormalizing all its bond indices. Sect. III presents the generalization the iTEBD algorithm to account for non-unitary evolution. Sect. IV discusses an application of the algorithm to 2D classical lattice models and Sect. V contains some conclusions. Finally, the appendix presents a detailed description of how to implement the algorithm for very specific forms of the evolution operator.
II. CANONICAL FORM OF AN INFINITE MPS
We consider an infinite 1D lattice, where each site is labeled by an integer r ∈ Z and described by a Hilbert space C d of finite dimension d. The lattice is in a pure state |Ψ ∈ r∈Z C d that is invariant under translations by n sites (and multiples thereof). Following Ref. [12] , we represent |Ψ using an iMPS, which in the simplest case (n = 1) consists of a pair of tensors {Γ, λ}, see Figs. (1.i)-(1.ii). Here Γ is made of complex coefficients Γ i αβ , with two bond indices α and β (α, β = 1, · · · , χ) and one physical index i (i = 1, · · · , d) that labels an orthonormal basis in C d , whereas λ is a diagonal matrix with non-negative diagonal elements λ α . The integer χ is known as the rank of the iMPS.
We say that an iMPS {Γ, λ} is in its canonical form [3, 17] when, on each bond, index α is related to the Schmidt decomposition of |Ψ ,
that is, when the diagonal matrix λ contains the decreasingly ordered Schmidt coefficients (λ 1 ≥ λ 2 ≥ · · · ≥ λ χ ≥ 0) and α labels the Schmidt vectors, which form orthonormal sets,
In terms of the matrices R and L, defined as
the canonical form corresponds to the conditions where η ∈ C. In other words, the identity operator I αα ′ = δ αα ′ is a right (left) eigenvector of matrix R (respectively L) with eigenvalue η, see Fig.(1.iii) . Incidentally, η is the dominant eigenvalue [15] of both R and L, and is equal to 1 if and only if |Ψ is normalized [18] .
Two good reasons to express an iMPS in its canonical form are the following. First, it facilitates the computation of expectation values for local operators. For instance, for O
[r] an operator acting on site r, orthogonality of the Schmidt bases implies that Ψ|O [r] |Ψ is simply
which can be computed in O(d 2 χ 2 ) time. Similarly, the expression for a two-point correlator Ψ|O
[r] O [s] |Ψ involves only of the order of |s − r| tensors, see Figs. (1.iv)-(1.v). Second, as we will discuss in Sect. III, the canonical form simplifies the truncation of bond indices, a process that is necessary in order to prevent the rank of the iMPS from growing during a simulation.
Theorem 1 of Ref. [17] explains how to bring an MPS to its canonical form in the case of a finite chain. This is done by orthonormalizing bond indices, starting from one boundary of the chain and progressing through the whole system, with a cost proportional to its length. In the infinite case, we use translational invariance to reduce this cost to a constant. More specifically, given an iMPS {Γ, λ} for |Ψ , we can obtain a canonical form {Γ ′ , λ ′ } for the same state through three steps, illustrated in Fig. (2) :
(i) Find the matrix V R that is the dominant right eigenvector [15] of R, in the sense of Fig. (2.i) , with dominant eigenvalue η ∈ C (here η is assumed to be unique [19] ). Similarly, find the matrix V L that is the dominant left eigenvector of L, which also has eigenvalue η [we use a large-scale, non-Hermitian eigenvalue solver [20] , such as an Arnoldi method, and exploit the tensor network structure of R and L]. Decompose matrices V R and V L , which are Hermitian and non-negative (since they originate in the scalar product of a set of non-orthogonal vectors), as squares All the previous manipulations can be implemented with computational cost scaling as O(dχ 3 ). A proof that the resulting iMPS {Γ ′ , λ ′ } is indeed in the canonical form is given in Fig. (3) .
We can now analyze the case where |Ψ is invariant under translations by n > 1 sites. For n = 2, the state |Ψ is rep- resented by an iMPS that consists of four alternating tensors
, where A and B denote odd and even sites in the chain [12] . The canonical form 
III. SIMULATION OF NON-UNITARY EVOLUTION
In this section we discuss how to update the iMPS for state |Ψ after a gate G acts on the entire lattice. That is, we aim to build an iMPS for the resulting state |Ψ ′ = G|Ψ . We assume that G is expressed as a one-dimensional tensor network (of some sort) that is invariant under translations by n sites, see (ii) product of two-site operators; (iii) product of two-to-one-site operators; (iv) Tensor product of one-to-two-sites operators. Detailed explanations on how to update the iMPS for cases (ii)-(iv) can be found in the appendix. Notice that gates (iii) and (iv) change the number of sites in the lattice. These gates appear e.g. when coarse-graining (or fine-graining) the chain.
We focus again on the case n = 1 and, for concreteness, we assume G is specified by an infinite matrix product operator (iMPO) as in (I) Contraction: the tensors {Γ, λ} for |Ψ are contracted with the tensors that specify the gate G, producing an iMPS {Γ,λ} for |Ψ ′ ,
Here indicesα andβ (α,β = 1, · · · ,χ) are defined asα ≡ (α, µ) andβ ≡ (β, ν). Notice that the rankχ of the new iMPS,χ ≡ κχ, is larger than the rank χ of the initial iMPS. 
The net result is an approximate iMPS
. The truncation step is necessary in order to keep the rank χ (and therefore the computational cost) constant during a simulation, where typically not just one gate G but rather of a whole series {G 1 , G 2 , · · · } is sequentially applied to the chain. The truncation of the bond indices introduces an error that is hard to evaluate in an infinite system. Here we apply, to all bond indices simultaneously, the truncation scheme that is known to be optimal when applied only to one bond index [23] .
For n > 1, as is the case e.g. in Fig. (5. ii), we can again coarse-grain the system and proceed as in the n = 1 case, which will result in a iMPS
process that may require additional truncations. See the appendix for a detailed analysis of some particular cases.
We are therefore able to address non-unitary evolution on an infinite chain. When the gate G breaks into a row of two-site gates as in Fig. (5. ii), and each two-site gate is unitary, then the canonical form of the iMPS is preserved (up to truncation errors) without need of the orthogonalization step, recovering the original formulation of the iTEBD algorithm [12] . Notice that in Ref. [12] the algorithm is also used to compute the ground state of the system. This is done by simulating (non-unitary) imaginary time evolution
where H is the Hamiltonian of the infinite chain and |Ψ 0 some initial state, and by exploiting the fact that under proper circumstances the ground state |Ψ of H is the fixed point of such evolution,
We emphasize that such calculation succeeds thanks to a fortunate combination of favorable, unlikely circumstances. When the simulation is performed using small time steps, twosite gates that are close to the identity operator are used. These gates destroy the canonical form of an initial iMPS, but they leave its bond indices in a (non-orthonormal) basis that still seems to lead to reasonably small errors during their truncation. One would expect the bond bases to become less and less adequate for truncation over time, as the accumulated τ increases, since the overall evolution exp(−Hτ ) departs more and more from the identity. But it turns out that the singular value decomposition used in order to update the iMPS at each time step has the effect of reorganizing the indices favorably, partially compensating the non-unitary effects [24] . Finally, all the excessive truncation errors introduced during the simulation are washed away at its final stages, where increasingly small time steps are used. These have the intended effect of reducing Suzuki-Trotter errors [3] , but they also imply that the gates become almost unitary (that is, very close to the identity). One can see that, as a result, by the end of the simulation the iMPS approximation for the ground state is not only accurate, but it is also very close to the canonical form. Thanks to actively transforming the iMPS into its canonical form, the present extension is not restricted to unitary evolution and can be applied to a wider range of 1D problems. In particular, it can be used to simulate master equation evolution and to compute thermal states using the mixed state formalism of Refs. [13] . Importantly, it can also be used to manipulate the state of an infinite 2D lattice, both for classical (see example below) and quantum systems [16] . This is achieved after the 2D problem is recast into that of finding the dominant eigenvalue θ and dominant eigenvector [15] |Ψ of a 1D transfer matrix T that decomposes into a finite sequence
The dominant eigenvector satisfies
and is obtained by simulating the repeated application of T on an initial state |Ψ 0 , until converge is attained. The dominant eigenvalue can be obtained from the dominant eigenvector |Ψ and any other vector |Φ , Φ|Ψ = 0, since
In the next section we provide an explicit example of calculation of dominant eigenvalue and eigenvector of a onedimensional transfer matrix.
IV. EXAMPLE: 2D CLASSICAL SYSTEMS
In this section we explain how the above algorithm can be used to compute the partition function, local observables and two-point correlators of a classical spin system. We consider an infinite 2D lattice where each site, labeled by a vector r, contains a d-dimensional spin s
[ r] that interacts with nearest neighbor spins according to a Hamiltonian K,
The system's partition function reads
where β is the inverse temperature. For concreteness, we consider a square lattice with an isotropic interaction K 2 . Let √ Q denote the squared root of the Hermitian matrix Q ss ′ ≡ exp(−βK 2 (s, s ′ )) [25] . We can express the partition function as the contraction of an infinite 2D tensor network specified by a single tensor a,
that is repeated on all sites [26], see Fig. (7) . The above tensor can be computed in O(d 5 ) time. We now introduce an infinite 1D transfer matrix T consisting of one row of tensors a, see Fig. (8) . Then we have
where θ is the dominant eigenvalue of T . Let |Ψ U and |Ψ D be the corresponding (up and down) eigenvectors,
that we normalize to
where ω is the dominant eigenvalue of matrix W defined in Fig. (8) , and we finally have
Therefore, in order to evaluate the partition function Z(β), we will first construct an iMPS {Γ U , λ U } for |Ψ U and an iMPS {Γ D , λ D } for |Ψ D by iteratively applying the transfer matrix T on an initial state |Ψ 0 (c.f. Eq. (10)). Specifically, we use the iTEBD algorithm as discussed in the previous section to simulate the state
for increasing values of p, until the resulting iMPS has converged within some agreed precision [27] . The computation is approximate, in that an iMPS with finite rank χ will be used to represent the dominant eigenvectors, which in general may only be represented exactly with an infinite rank χ. On the other hand, for any function f (s) of one spin, the expectation value
is, up to the factor 1/Z(β), also given by the contraction of an infinite 2D tensor network, obtained from that for Z(β) by replacing tensor a on site r with tensor b,
again computable in O(d 5 ) time. As illustrated in Fig. (9) , f (s [ r] ) is eventually written as the ratio of two small tensor networks. These tensor networks are expressed entirely in terms of: tensors a and b; tensors {Γ U , λ U } and {Γ D λ D } defining the dominant eigenvectors |Ψ U and |Ψ D of the onedimensional transfer matrix T ; and the dominant vectors |ϕ R Figure 9 : (color online) The expectation value f (s [ r] ) from Eq. (20) is the ratio of the contraction of two infinite 2D tensor networks. By introducing the dominant eigenvectors of the one-dimensional transfer matrix T , we can rewrite f (s [ r] ) as the ratio of the trace of two infinite 1D tensor networks. Finally, by introducing the dominant eigenvectors of matrix W , we obtain a ration of two simple tensor networks.
and |ϕ L of the matrix W . We have already indicated how to proceed in the computation of these quantities.
Similarly, we can build a tensor network for the expectation value of the correlator
by replacing the tensor a in sites r and r ′ with appropriate tensors b and b ′ and proceeding in a similar way as the previous case, see Fig. (10) . Notice that we assume that sites r and r ′ lie on the same row of the lattice. 
at different values of β. We have used an iMPS of rank χ = 40 to represent the dominant eigenvectors |Ψ U and |Ψ D , and proceeded as explained above. It is noteworthy that the numerical results reproduce the exact behaviour of m with small relative error. Furthermore, Fig. (12) shows the decay with | r − r ′ | of the spin-spin correlator s 
V. CONCLUSIONS
In this paper we have explained how to extend the iTEBD algorithm so that it can be applied to simulate any evolution that can be expressed as a sequence of one-dimensional tensor networks. The key new ingredient is a recipe to rewrite any iMPS in the canonical form, as required in order to properly truncate the bond indices.
The iTEBD algorithm can therefore be applied to simulate not only unitary evolution, but also master equation evolution and imaginary time evolution. It can also be used to find the dominant eigenvalue and dominant eigenvector of a onedimensional transfer matrix. This last application is particularly relevant in order to analyze the partition function of 2D classical models, as we explained, and it also plays a prominent role in the iPEPS algorithm for 2D quantum systems [16] and some of the MERA algorithms [6] .
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Appendix A: ALGORITHMS FOR THE EVOLUTIONS IN FIG.(5)
In this appendix we explain in some detail how to implement the iTEBD algorithm for some particularly relevant choices of the gate G. In Sect. III we analyzed the case where the system is invariant under translations by n = 1 lattice sites. Here we consider the case n = 2 for the four different types of gate represented in Fig.(5) . Most of the information contained in the appendix can already be derived from the results of Sects. II and III, but we write it explicitly for each gate for the sake of clarity.
Matrix product operator, Fig.(5.i)
Let us assume that the iMPS for |Ψ is given by some tensors Γ A , λ A for odd sites and tensors Γ B , λ B for even sites. We consider the evolution under a MPO invariant under translations of two chain sites,
where for each value of α, β = 1, 2, . . . , κ the one-site operators a
act on sites i and i + 1, see Fig.(5.i) . The updating procedure of the iMPS can be expressed as follows:
(i) Compute tensor Θ 1 as indicated in Fig.(13.i) , with bond dimension κχ.
(ii) Find the matrix V R that is the right dominant [15] eigenvector of R (in the sense of Fig.(13.ii) ) with dominant eigenvalue η ∈ C (assumed to be unique) [19] , where R is obtained by contracting Θ 1 with its complex conjugate Θ * 1 as shown in Fig.(13.ii) [use large-scale, non-Hermitian eigenvalue solver, such as Arnoldi methods, and exploit the tensor network structure of R]. Then, decompose matrix V R (which is Hermitian and non-negative) as the square Fig.(13.iii) , with bond dimension κχ.
(iv) Find the matrix V L that is the left dominant [15] eigenvector of L (in the sense of Fig.(13.iv) ) with dominant eigenvalue τ ∈ C (assumed to be unique) [19] , where L is obtained by contracting Θ 2 with its complex conjugate Θ * 2 as shown in Fig.(13.iv) [use large-scale, non-Hermitian eigenvalue solver, such as Arnoldi methods, and exploit the tensor network structure of L]. Then, decompose matrix V L (which is Hermitian and non-negative) as the square V L = Y † Y , in the same way as was done for matrix V R .
(v) Compute tensor Θ as indicated in Fig.(13.v) , with bond dimension κχ.
(vi) Introduce the two resolutions of the identity matrix I = (Y T ) −1 Y T and I = XX −1 in the bond indices of tensor Θ as indicated in Fig.(13.vi) . Then, compute the singular value decomposition Y T X = U λ B′ V , leading to new Schmidt coefficients λ B′ . Truncate these new Schmidt coefficients by keeping only the χ largest ones, and normalize them so that the sum of their squared values is 1.
(vii) Compute tensor Σ as indicated in Fig.(13.vii) .
(iix) Group the indices of Σ according to a single index for the left-hand side and a single index for the right-hand side, and compute the singular value decomposition as indicated in Fig.(13.iix) . This leads to two isometric tensors P and Q, and new Schmidt coefficients λ A′ . Truncate these new Schmidt coefficients by keeping only the χ largest ones, and normalize them so that the sum of their squared values is 1.
(ix) Obtain new matrices Γ A′ and Γ B′ as indicated in Fig.(13.ix) .
The above sequence of steps has a computational cost of Consider an iMPS for state |Ψ with bond dimension χ that is invariant under shifts of two chain sites. This iMPS is then defined by tensors Γ A , λ A for odd sites and tensors Γ B , λ B for even sites. The evolution operator that we consider is given by
where
is a two-body operator acting on the two contiguous sites i and i + 1 of the iMPS, see Fig.(5.ii) . The algorithm to update the iMPS is as follows:
(i) Compute tensor Θ 1 as indicated in Fig.(14.i) , with bond dimension χ. (ii) Find the matrix V R that is the right dominant [15] eigenvector of R (in the sense of Fig.(14.ii) ) with dominant eigenvalue η ∈ C (assumed to be unique) [19] , where R is obtained by contracting Θ 1 with its complex conjugate Θ * 1 as shown in Fig.(14.ii) [use large-scale, non-Hermitian eigenvalue solver, such as Arnoldi methods, and exploit the tensor network structure of R]. Then, decompose matrix V R (which is Hermitian and non-negative) as the square Fig.(14.iii) , with bond dimension χ.
(iv) Find the matrix V L that is the left dominant [15] eigenvector of L (in the sense of Fig.(14.iv) ) with dominant eigenvalue τ ∈ C (assumed to be unique) [19] , where L is obtained by contracting Θ 2 with its complex conjugate Θ * 2 as shown in Fig.(14.iv) [use large-scale, non-Hermitian eigenvalue solver, such as Arnoldi methods, and exploit the tensor network structure of L]. Then, decompose matrix V L (which is Hermitian and non-negative) as the square V L = Y † Y , in the same way as was done for matrix V R .
(v) Compute tensor Θ as indicated in Fig.(14.v) , with bond dimension χ.
(vi) Introduce the two resolutions of the identity matrix I = (Y T ) −1 Y T and I = XX −1 in the bond indices of tensor Θ as indicated in Fig.(14.vi) . Then, compute the singular value decomposition Y T X = U λ B′ V , leading to new Schmidt coefficients λ B′ . Truncate these new Schmidt coefficients by keeping only the χ largest ones, and normalize them so that the sum of their squared values is 1.
(vii) Compute tensor Σ as indicated in Fig.(14.vii) .
(iix) Group the indices of Σ according to a single index for the left-hand side and a single index for the right-hand side, and compute the singular value decomposition as indicated in Fig.(14.iix) . This leads to two isometric tensors P and Q, and new Schmidt coefficients λ A′ . Truncate these new Schmidt coefficients by keeping only the χ largest ones, and normalize them so that the sum of their squared values is 1.
(ix) Obtain new matrices Γ A′ and Γ B′ as indicated in Fig.(14.ix) .
The computational cost of the above sequence of steps is
. Also, and as expected, if
] is a unitary operator then this procedure corresponds exactly to the updating rules of the standard iTEBD algorithm. Our concern now is the evolution of an iMPS under an operator G that is the tensor product of two-to-one-site operators
] is a two-to-onesite operator acting on two contiguous sites i and i + 1 of the iMPS, and which maps the two sites to a new site (i + 1)/2, see Fig.(5.iii) . Again we assume that the iMPS is defined by Γ A , λ A for odd sites and Γ B , λ B for even sites. The algorithm to update the iMPS is as follows:
(i) Compute tensor Θ 1 as indicated in Fig.(15.i) , with bond dimension χ.
(ii) Find the matrix V R that is the right dominant [15] eigenvector of R (in the sense of Fig.(15.ii) ) with dominant eigenvalue η ∈ C (assumed to be unique) [19] , where R is obtained by contracting Θ 1 with its complex conjugate Θ * 1 as shown in Fig.(15.ii) [use large-scale, non-Hermitian eigenvalue solver, such as Arnoldi methods, and exploit the tensor network structure of R]. Then, decompose matrix V R (which is Hermitian and non-negative) as the square Fig.(15.iii) , with bond dimension χ.
(iv) Find the matrix V L that is the left dominant [15] eigenvector of L (in the sense of Fig.(15.iv) ) with dominant eigenvalue τ ∈ C (assumed to be unique) [19] , where L is obtained by contracting Θ 2 with its complex conjugate Θ * 2 as shown in Fig.(15.vi) . Then, compute the singular value decomposition Y T X = U λ ′ V , leading to new Schmidt coefficients λ ′ . Truncate these new Schmidt coefficients by keeping only the χ largest ones, and normalize them so that the sum of their squared values is 1.
(ix) Obtain a new matrix Γ ′ as indicated in Fig.(15.vii) .
The above procedure has a computational cost of O(d 3 χ 3 ). In the end, the action of the two-to-one-site gates a
[i] on the iMPS can be computed exactly without further truncation of the bond indices, and is such that the obtained iMPS for the evolved state |Ψ ′ is invariant under translations of one chain Contrary to the previous cases, we consider now the situation in which the iMPS for state |Ψ is defined by one tensor Γ and one Schmidt vector λ, so that it is invariant under shifts of one chain site. At this point we wish to update the iMPS after the action of a tensor product of one-to-two-sites operators G
is a one-to-two-sites operator acting on one site i of the iMPS, and which maps the site to two new sites 2i − 1 and 2i, see Fig.(5.iv) . The steps to follow to update the iMPS are:
(i) Compute tensor Θ 1 as indicated in Fig.(16.i) , with bond dimension χ.
(ii) Find the matrix V R that is the right dominant [15] eigenvector of R (in the sense of Fig.(16.ii) ) with dominant eigenvalue η ∈ C (assumed to be unique) [19] , where R is obtained by contracting Θ 1 with its complex conjugate Θ * 1 as shown in Fig.(16.ii) [use large-scale, non-Hermitian eigenvalue solver, such as Arnoldi methods, and exploit the tensor network structure of R]. Then, decompose matrix V R (which is Hermitian and non-negative) as the square V R = XX † . For instance, if V R = W DW † is the eigenvalue decomposition of Fig.(16.iii) , with bond dimension χ.
(iv) Find the matrix V L that is the left dominant [15] eigenvector of L (in the sense of Fig.(16.iv) ) with dominant eigenvalue τ ∈ C (assumed to be unique) [19] , where L is obtained by contracting Θ 2 with its complex conjugate Θ * 2 as shown in Fig.(16.iv) [use large-scale, non-Hermitian eigenvalue solver, such as Arnoldi methods, and exploit the tensor network structure of L]. Then, decompose matrix V L (which is Hermitian and non-negative) as the square V L = Y † Y , in the same way as was done for matrix V R .
(v) Compute tensor Θ as indicated in Fig.(16.v) , with bond dimension χ.
(vi) Introduce the two resolutions of the identity matrix I = (Y T ) −1 Y T and I = XX −1 in the bond indices of tensor Θ as indicated in Fig.(16.vi) . Then, compute the singular value decomposition Y T X = U λ B′ V , leading to new Schmidt coefficients λ B′ . Truncate these new Schmidt coefficients by keeping only the χ largest ones, and normalize them so that the sum of their squared values is 1.
(vii) Compute tensor Σ as indicated in Fig.(16.vii) .
(iix) Group the indices of Σ according to a single index for the left-hand side and a single index for the right-hand side, and compute the singular value decomposition as indicated in Fig.(16.iix) . This leads to isometric two tensors P and Q, and new Schmidt coefficients λ A′ . Truncate these new Schmidt coefficients by keeping only the χ largest ones, and normalize them so that the sum of their squared values is 1.
(ix) Obtain new matrices Γ A′ and Γ B′ as indicated in Fig.(16.ix) .
The computational cost of the above steps is O(d 3 χ 3 ). Similarly to the case of the previous section, the translational invariance of the original iMPS for |Ψ has been modified, in a way that the obtained iMPS representation for the evolved state |Ψ ′ has periodicity under shifts of two chain sites instead of one. This bound is optimal as long as χ > κ. In the case κ ≥ χ the efficiency can be improved by using alternative contractions.
[23] Truncating a bond index so as to retain the χ largest Schmidt coefficients λα is optimal in that it maximizes the overlap between the initial and truncated states. In the present case we use this recipe to truncate all bond indices of the iMPS at once. This is no longer expected to be optimal, but it is simple and seen to produce very satisfactory results.
[24] Another way to turn an iMPS {Γ A , λ A , Γ B , λ B } into the canonical form is by using the algorithm of Ref. [12] to simulate a large sequence of trivial two-site gates (that is, gates that implement the identity operator) alternatively acting on even and odd bonds. It is seen that after each update the iMPS is closer to the canonical form. In practice, the orthonormalization strategy explained in this paper is more efficient and precise.
[25] For a non-symmetric Hamiltonian K2, Q is decomposed into two different matrices Q = Q1Q2 (e.g. through a singular value decomposition). If K2 changes along different lattice directions (anisotropic model), then we will decompose two matrices Q x and Q y . In both situations one can proceed in a similar way as in the symmetric, isotropic case.
[26] Our construction was inspired by a similar one in F. Verstraete 
