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a set of actions to be executed for the corresponding packet. If no matching entry is found, the packet is dropped or forwarded to the controller for installation of new rule depending on the network policy. Each switch communicates with each external controller via an OpenFlow channel.
In the existing literature, the researchers addressed the different aspect of OpenFlow and SDN-controller interactions. Additionally, OpenFlow version 1.5.0 [2] enabled hardware and software switches are considered by the researchers. However, there is a need to analyze the performance of the OpenFlow switch, in order to determine the bounds, i.e., probabilistic bounds, of the performance measures, and to suggest possible improvements. Additionally, researchers have proposed different schemes and architectures for SDN, viz., [1] , [3] , and [4] , while considering OpenFlow protocol and switches. The proposed approaches require a substantial amount of time, depending on the available hardware. Hence, there is a need of an analytical model to evaluate the performance of OpenFlow. The analytical model is to be used for evaluating the bounds of performance metrics before the actual implementation or simulation.
In the existing literature, there are very few works that provide analytical model for performance analysis of an OpenFlowenabled network [5] [6] [7] . However, there is a need of an analytical model to define the probabilistic bounds of the OpenFlow protocol version 1.5.0 [2] . Moreover, there is a need of an evaluation of the network performance, while considering necessary parameters such as throughput, packet processing time, delay, and packet drop count.
In this paper, we model packet flow through an OpenFlow switch as a Markov chain and formulate probabilistic expressions for the network parameters. We consider that in the presence of Internet of things (IoT) devices, the number of mice flows [8] increases significantly. Therefore, there is a need for packet-centric analysis of OpenFlow SDN. To the best of our knowledge, this is the first Markovian model of SDN architecture that considers the packet-centric analysis of an OpenFlow switch. Our model is also the first one that takes into consideration both the ingress and egress processing of packets based on OpenFlow version 1.5.0 [2] . The primary contributions of our work are summarized below.
1) Initially, an analytical model based on the existing OpenFlow protocol [2] is developed using Markov chain. This model depicts all the three stages of a packet life cycle inside an OpenFlow switch such as waiting in switch queue, ingress processing, and egress processing.
2) We perform a probabilistic analysis on the developed model. Based on the analysis, we comment on different packet flow probabilities such as output action probability, packet drop probability, and send to controller probability. 3) Finally, in a simulated environment, we estimated necessary parameters such as throughput, average delay per packet, packet drop count, and average packet processing time.
II. RELATED WORK
Two streams of the existing works are worth reviewing related to the problem of performance improvement in the presence of OpenFlow switches: improvement of the OpenFlow enabled networks [4] , [9] , and performance modeling of the OpenFlow architecture [5] , [6] , [10] .
Concerning the improvement of the OpenFlow networks, in the existing literature, Reitblatt et al. [9] developed a model for OpenFlow networks that allows configuring the entire network in one instance, while taking help of abstract operations. Additionally, Katta et al. [3] provided a consistent network update mechanism that addresses the tradeoff between rule-space overhead and update time. Meiners et al. [4] proposed a compression technique for flow-table entries. Rego et al. [11] proposed a vehicular traffic management scheme for emergency situations with the help of SDN. In another scheme, Rego et al. [12] proposed a learning-based error correction scheme for SDN-based multimedia networks. Trestian et al. [8] proposed a load balancing protocol for OpenFlow-based data center networks with multipath routing. Kampanakis et al. [13] studied the application of SDN for ensuring security in mobile devices.
Even though in the existing literature, researchers explored different aspects in the context of OpenFlow and SDN and different performance analytical models in other domains, very few works address performance analysis of an OpenFlow enabled SDN architecture. Javed et al. [7] evaluated the latency for OpenFlow SDN considering OpenFlow version 1.0. Salah et al. [14] proposed a Markovian analytical model using queuing theory. The authors analyzed the performance of rule-based firewalls in the presence of DoS attacks. Misra et al. [15] studied the optimal buffer size of an OpenFlow switch using C-M/M/1/K queuing model. Eager and Sevcik [16] studied the performance bounds for single-class queuing networks with fixed rates and delay service centers using mean-value analysis. The authors claimed that the performance bounds ensure the accuracy of the model.
On the other hand, few works in the existing literature, which address the performance analysis of an OpenFlow-enabled SDN architecture, are discussed here. Faraci and Schembra [17] proposed a Markovian analytical model for managing OpenFlowbased SDN customer premises equipment, and evaluated the cost, theoretically. Jarchel et al. [6] modeled the OpenFlow architecture as M/M/1 forward and an M/M/1-S feedback queuing systems. This model measures the delay in an OpenFlow switch, and estimates the total sojourn time of a packet and probability of dropped packets. This paper is based on OpenFlow version 1.0.0, where each switch has a single flow-table. The authors assumed the queue length of a switch to be infinite. However, according to OpenFlow version 1.5.0 [2] , each switch has multiple flow-tables (both ingress and egress) with more number of match fields. In another work, Azodolmolky et al. [5] modeled SDN using network calculus. This model analyzes network performance from an SDN controller's perspective. Metter et al. [18] developed an analytical model for network performance optimization while considering table-occupancy and singling-rate of an OpenFlow switch. On the other hand, Bianco et al. [10] compared the performance of OpenFlow switching with that of link layer Ethernet switching, and network layer IP routing. The authors used the packet latency and the forwarding throughput as major performance indicators.
Synthesis: Thus, we infer that there exist a few works on analytical modeling of OpenFlow switch in the existing literature. Additionally, the researchers explored different aspects of the OpenFlow switch. However, there is a need for an analytical model to determine the bounds of the performance metrics of an OpenFlow switch. Additionally, an analytical model for OpenFlow version 1.5.0 in the presence of ingress and egress flow-tables is in demand.
III. PROPOSED ANALYTICAL OPENFLOW BOUNDS MODEL
In this paper, we develop a Markovian model, named AMOPE, to replicate behavior of an OpenFlow switch based on OpenFlow switch specification version 1.5.0 [2] , when an incoming flow of packets passes through it. In AMOPE, we consider multiple switches instead of a single switch per controller. For each switch, we estimate the necessary performance metrics considering packet queuing, ingress and egress processing. The OpenFlow switch considers packet level services. Therefore, in AMOPE, the switch takes each packet as an individual entity, despite taking flow-specific data. In this paper, we present a Markovian analysis of packet flow through an OpenFlow switch using Markov chain [19] , [20] . An OpenFlow switch has three parts-the switch queue, and ingress and egress processing units. We describe the state diagram and the probabilistic analysis of each part of an OpenFlow switch in Sections III-B and III-C. In AMOPE, we assume that: each mouse flow comprises a few number of packets; the packet arrival process follows a poison distribution; and packet inter-arrival time follows an exponential distribution.
A. Markovian Model: The Justification
We studied the behavior of an OpenFlow switch using Markovian model [21] , [22] , as it follows the following Markov properties.
1) Each packet is processed individually, i.e., the behavior of an OpenFlow switch is memoryless. 2) Packet processing in an OpenFlow switch is a stochastic process having Markov properties,
where X n , X n −1 , and X n +1 are the present, immediate past, and future state of a Markovian process, respectively. 
B. State Diagram
We consider that when a packet is sent from the controller to the OpenFlow switch, the packet gets queued, initially, before entering the ingress processing unit, as shown in Fig. 1 . The OpenFlow switch has a queue of length of size (Q + 1), and each i th position of the OpenFlow queue is denoted as B i , where
If the packet gets queued at B i , it waits for a finite duration in order to reach the 0 th position of the queue, B 0 . Thereafter, the packet enters the ingress processing unit of the switch, and searches for a match at the 0 th ingress flow- After the processing of the packet at the ingress processing unit, and the output action taken according to the table-hit at the ingress flow-table. If the egress flag is set, the packet enters the egress processing unit. Once the packet enters the egress processing unit, the packet gets forwarded to the egress flow- If the packet is sent to the controller, the controller handles the packet and forwards the packet to the available SDN switches, while either making modifications in the flow-table entries or rerouting the packet. Otherwise, the controller also has a provision to drop the packet.
C. Probabilistic Analysis
We consider that SDN is comprised of a single controller unit and multiple OpenFlow switches. In this paper, we focus on packet flow through an OpenFlow switch. We consider that the probability of packet getting forwarded from the controller to the specific switch having queue length (Q + 1), where indexing starts from the 0 th position, is p . We consider that the packets get forwarded to any of the available OpenFlow switches without any biases. If there are S number of OpenFlow switches in the network, we consider that the probability of packet getting forwarded to OpenFlow switch s is defined as p = 1 S . After getting forwarded by the controller, the packet gets queued at the switch buffer. Considering that the queue length is (Q + 1), and the packet getting queued at any position of the buffer is unbiased, i.e., equally probable, we get
where B i defines the i th position of the buffer, C denotes the SDN-controller, and P (B i |C) denotes the probability of the packet getting forwarded to the buffer B i from the controller C. After getting queued at buffer B i , the packet gets forwarded to the next position of the OpenFlow queue, B i−1 , sequentially. Hence, we get -P (B i−1 |B i ) = 1, where 0 < i ≤ Q. After reaching at B 0 , the packet enters the ingress processing unit of the OpenFlow switch, i.e., the first ingress flow-table F 0 . Hence, we have -P (F 0 |B 0 ) = 1.
We consider that at the ingress flow- (1 − p j ) . Additionally, we consider that in case of table-hit at ingress flow-table F j , where 0 ≤ j < N, there are three equally probable events, i.e., considered to be unbiased events: the packet gets forwarded to the egress flowtable F e , the packet is handled according to the output action, and the packet gets forwarded to any of the next ingress flowtables, F j , where j < j ≤ N . Hence, we get
where P (F e |F j ), P (O|F j ), and P (F j |F j , TH) define the probability of the packet getting forwarded to the egress table F e , the probability of packet executed according to the output action, and the probability of the packet getting forwarded to flow- 
where P (F j |F j , TM), P (C|F j ), and P (D|F j ) define the probability of the packet getting forwarded to the flow-table F j for table-miss, the probability of packet getting forwarded to the controller, and the probability of the packet getting dropped, respectively. Therefore, the probability P (F j |F j ) of the packet getting forwarded to a next ingress flow-table F j , where 0 < j < j ≤ N , and the probability P (F e |F j ) of the packet getting forwarded to F e are as follows:
The packet cannot be forwarded to the ingress flow-table F j from the ingress flow-table F j , i.e., P (F j |F j ) = 0, where 0 ≤ j ≤ j ≤ N . If the packet finds a table-hit at the flow-table F N , there are two equally probable events without biasness: the packet gets forwarded to the egress flow-table F e , and the packet is handled according to the output action. Therefore, the probability that the packet gets forwarded to F e from the ingress flow-table F N , is given as
where p N is the probability of getting a 
On the other hand, similar to the ingress flow-table rules, the packet cannot be forwarded to any egress flow-table with lower index, i.e., P (F e+k |F e+k ) = 0, where 0 ≤ k ≤ k ≤ M . From  Fig. 1 , we get that the packet may reach to the output action state, denoted as O, form each ingress flow-tables F j , where 0 ≤ j ≤ N , and each egress flow-table F e+k , where 0 ≤ k ≤ M , when there is a table-hit. We define the probability P (O|F j ) of the packet reaching to output action state from any flow-table F j , i.e., either ingress or egress flow-table, is given as follows:
On the other hand, from Fig. 1 , we observe that the packet may get dropped, where the state is represented as D, form each ingress flow-table F j , where 0 ≤ j ≤ N , and each egress flowtable F e+k , where 0 ≤ k ≤ M , in case of table-miss. We define the probability P (D|F j ) of the packet reaching to packet drop state from any flow-table F j is given as follows:
(8) Similarly, from Fig. 1 , we get that the packet may be forwarded to the SDN controller, where the state is represented as C, form each ingress flow-table F j , where 0 ≤ j ≤ N , and each egress flow-table F e+k , where 0 ≤ k ≤ M , in case of tablemiss. We define the probability P (C|F j ) of the packet reaching to packet drop state from any flow-table F j is given as follows:
Based on aforementioned state-transition conditional probability, we calculate the probability of the packet to be at the aforementioned states. Based on (1), the probability that the packet has to be at i th position of the queue, B i , where 0 ≤ i ≤ Q, i.e., P (B i ), at least once is defined as follows:
where P (C) defines the probability of packet to be at SDN controller. We consider that P (C) = 1. Based on (10), the probability P (F 0 ) of the packet to be processed at the ingress flowtable F 0 is calculated as P (F 0 ) = P (F 0 |B 0 )P (B 0 ) = p . The packet reaches the ingress flow- (4), the probability P (F 1 ) of packet being in the ingress flow-table
. Additionally, from (4), the probability P (F j ) of the packet getting processed at the ingress flow-table F j , where 1 < j ≤ N , is calculated as follows: From Fig. 1 , we observe that the packet can reach to egress flow-table F e from any ingress flow-table F j , where 0 ≤ j ≤ N . Hence, based on (4), (5) , and (11), the probability P (F e ) of the packet to be processed at the egress flow-table F e is defined as follows:
Additionally, we observe that the packet can only reach the egress flow-table F e+1 from the egress flow-table F e . Hence, using (6) and (12), we get the probability P (F e+1 ) of the packet to be processed at egress flow-table F e+1 is as follows:
Using (6), (12), and (13), we define the probability P (F e+k ) of the packet being processed at egress flow F e+k , where 1 < k ≤ M , as follows:
. (14) 1) Output Action Probability: As shown in Fig. 1 , the packet reaches the output action state from either ingress flow-table F j , where 0 ≤ j ≤ N , or egress flow-table F e+k , where 0 ≤ k ≤ M . Hence, the probability P (O) of the packet being in the output action state depends on (6), (7), and (11)- (14) . We define P (O) as follows:
2) Packet Drop Probability: From Fig. 1 , we observe that the packet reaches the packet drop state D from either ingress flow-table F j , where 0 ≤ j ≤ N , or egress flow-table F e+k , where 0 ≤ k ≤ M . Hence, the probability P (D) of the packet getting dropped depends on (6), (8) , and (11)- (14) . We define P (D) as follows:
3) Send to Controller Probability: From Fig. 1 , we get that the packet reaches the controller from either an ingress flowtable F j , where 0 ≤ j ≤ N , or an egress flow-table F e+k , where 0 ≤ k ≤ M . Hence, the probability of the packet getting forwarded to the controller depends on (6), (9) , and (11)- (14) . We define P (C) as follows:
which is same as P (D). Moreover, using Stirling's approximation formula, we evaluate the upper and lower bound for P (F e ), P (F e+k ), P (O), and P (D).
IV. PERFORMANCE ANALYSIS
In this section, using AMOPE, we analyze the performance of packet flow through an OpenFlow switch in SDN. We evaluate the performance of AMOPE based on the parameters mentioned in Section IV-B. We have simulated the proposed model in the , where p is the probability of the packet getting forwarded to the concerned switch. Additionally, we consider that if a packet is forwarded to the controller, it eventually, is queued in an OpenFlow switch.
A. Simulation Parameters
In AMOPE, simulations are performed for the OpenFlow switch in SDN with a single controller and two OpenFlow switches. We consider that the packet arrival rate and the packet service rate per OpenFlow switch are approximately 0.2 million packets per second (mpps) [5] and 0.03 mpps [23] , respectively. We consider different simulation parameters, as given in Table I . The simulation time is 5 s, queue size per OpenFlow switch is 0.73 million packets [5] . We consider that there are 10 number of ingress flow-tables and either 0 or 10 number of egress flow-tables, as given in Table I .
B. Performance Metrics
We evaluated the performance of the OpenFlow switch based on the Markov chain-based analytical model with different packet arrival rates 0.199147, 0.199731, 0.200633 mpps, while considering the following parameters.
1) Throughput:
We consider that the throughput of an OpenFlow switch is defined as the number of packets processed, i.e., reaches the output action state. A packet can reach the output action state from any ingress or any egress flow-tables.
2) Number of Packets Dropped: A packet can be dropped due to following reasons: there is no table-miss entry for ingress and egress flow-table or the table-miss entry is to drop the packet, the output action is not defined for matched entry at ingress or egress flow-table, and the action specified by the table-miss flow entry is drop.
3) Number of Packets Sent to Controller: A packet is sent to the controller if the action mentioned in the table-miss entry is to forward a packet to the controller. The packets, which are forwarded to the controller from the OpenFlow switches, are considered to be queued again in one of the available OpenFlow switches.
4) Average Queuing Packet Delay:
We calculate the average queuing packet delay as the duration between time stamp when a packet enters into OpenFlow switch, and the time stamp when the packet enters through ingress port for processing.
5) Packet Processing Time:
We consider the packet process time is the duration between the time stamp when a packet enters to ingress flow-table F 0 and the time stamp when the packet gets out of the switch.
C. Result and Discussion
In AMOPE, for simulation, we generated random numbers from the Poisson distribution with the mean packet arrival rate 0.2 mpps. Additionally, we considered randomness, while taking a decision on table-hit and table-miss. If there is table-miss flow entry, and action mentioned for table-miss flow entry is to forward to the controller, the packets get queued again in the OpenFlow switch buffer.
From Fig. 2 , we observed that approximately 60% of the arrived number of packets are sent for output action. In Fig. 2 , the throughput of an OpenFlow switch increases with the increase in payload size. Additionally, we get that the throughput in each second is almost similar. Hence, we conclude that the throughput of an OpenFlow switch depends on the payload as well as on the number of matched packets. On the other hand, Fig. 3 shows that almost 9% of the packets are dropped, as there is either no table-miss flow entry for ingress and egress of flow-tables, the action mentioned in the table-miss flow entry is packet drop, or any output action is not mentioned in the matched entry. Here, based on Fig. 3 , we argue that the packet drop (in Mb/s) increases with the increase in payload. Additionally, we conclude that OpenFlow considers each packet as an individual entity, and process separately. Additionally, from Fig. 4 , we yield that the approximately 31% of the arrived packets are sent to the controller, and sent back to OpenFlow switch queue again. From Figs. 2-4 , we observed that the simulated results lie within the theoretical minimum and maximum values obtained using the proposed analytical model of an OpenFlow switch.
Figs. 5 and 6 depict two types of delay of the OpenFlow switch such as queuing and processing delay. From Fig. 5 , we observed that the average queuing delay is much higher compared to processing delay. Hence, we conclude that the packet delay at OpenFlow switch increases mostly due to the packet queuing delay. On the other hand, from Fig. 6 , we observed that the average packet processing time is almost similar for each time instant. For each time instant, the packet processing delay is in the range [33.3333 µs − 0.025 s]. We get approximately 0.02 s processing delay, in case of the packet has to go through for match entries for each ingress and egress flow-tables. In Fig. 6 , we observed that the average processing delay varies randomly for different arrival rate, as the packet processing delay solely depends on the number of flow-tables the packet has to go through for finding a match. Additionally, from Figs. 5 and 6, we yield that delay factor are almost linear with the variation of payload, as the processing time in an OpenFlow switch depends on the header size of the packet, i.e., the matched field entries, and does not depends on the payload.
Hence, we argue that the packet delay can be improved, while using an efficient queuing algorithm for an OpenFlow switch. On the other hand, the packet drop rate is too high for an OpenFlow switch due to limitations of ternary content-addressable memory (TCAM) size, and the mismatch of rules. Hence, we suggest that the packet drop rate can be improved, while using TCAM memory, efficiently, and using a proper rule placement mechanism.
V. CONCLUSION
In this paper, we analyzed the performance of packet flow through an OpenFlow switch in SDNs and proposed an analytical model, named AMOPE, to define the probabilistic bounds of the performance metrics of the OpenFlow switch. We modeled the packet flow steps in an OpenFlow switch using Markov chain, and calculated theoretical probabilities of the packet to be at any state. Additionally, we have calculated the probabilities of a packet being at output action state, packet getting dropped, and packet getting forwarded to the controller, theoretically. We also verified the theoretical findings using the MATLAB simulation platform. We infer that in an OpenFlow switch, the total delay is high due to high delay at the queue of the OpenFlow switch. On the other hand, in an OpenFlow switch, a high number of packets get dropped due to either not having table-miss flow entry, or output action not being specified.
Future extension of this paper is to propose an efficient queuing scheme, so that queuing delay of packet flow gets reduced significantly. In addition, this paper can be extended to understand how packet drop rate can be reduced while using the available TCAM memory in an OpenFlow switch.
