In this paper we derive a general parametric bootstrapping approach to compute density forecasts for various types of mixed-data sampling (MIDAS) regressions. We consider both classical and unrestricted MIDAS regressions with and without an autoregressive component.
Introduction
Economic time series are often available at different frequencies. As an example, while Gross Domestic Product (GDP) is released quarterly and with a substantial delay, many indicators are available at a monthly frequency and in a more timely manner. These timely indicators often contain important indications of the current state of the economy.
In order to obtain good nowcasts and short-term forecasts, it is therefore crucial to exploit the information from high-frequency data, see e.g. Evans (2005) and Banbura et al. (2011) .
Hence, methods that can deal with mixed-frequency data are becoming increasingly popular for nowcasting and short-term forecasting. Factor models and mixed-frequency VARs are examples of models that can deal with mixed-frequency data when cast in a state-space form with time aggregation scheme, see e.g. Mariano and Murasawa (2010) and Kuzin et al. (2011) for examples of mixed-frequency VARs, and Giannone et al. (2008) and Banbura and Modugno (2014) for examples of mixed-frequency dynamic factor models. 1 An alternative univariate approach is the mixed data-sampling (MIDAS) regression proposed by Ghysels et al. (2005 Ghysels et al. ( , 2006 in the context of financial applications and extended to a macroeconomic context by Galvão (2008, 2009 ).
Policymakers and forecasters are increasingly interested in forecast metrics that require density forecasts of macroeconomic variables, as complete probability distributions over outcomes provide information helpful for making economic decisions, see e.g. Tay and Wallis (2000) , Garratt et al. (2003) , Gneiting (2011) and Clark (2011) . Accordingly, several central banks, including the Bank of England, Norges Bank and Sveriges Riksbank have committed to publishing density or interval forecasts for macroeconomic aggregates in recent years. However, despite the flourishing theoretical and empirical literature on the use of mixed-frequency approaches, the focus has so far mainly been on point forecasts, Aastveit et al. (2014) , Mazzi et al. (2013) and Carriero et al. (2014) being notable exceptions. 2 In this paper, we extend the existent literature by using the MIDAS approach to obtain density forecasts. As a first contribution, we compute density forecasts from different MIDAS 1 See also Kuzin et al. (2013) and Aastveit et al. (2014) for applications that combine nowcasts from different models that use mixed-frequency data.
2 Aastveit et al. (2014) study combinations of density nowcasts from a wide set of factor models, mixedfrequency VARs and bridge equation models, while the two latter studies focus on either combining density nowcasts from a small set of bridge equation models, Mazzi et al. (2013) , or density nowcasts from models with time-varying parameters and volatility, Carriero et al. (2014) . capacity utilization. In addition, we include the Purchasing Managers Index (PMI), the Chicago Fed National Activity Index (CFNAI) and the Philadelphia Fed Business Outlook Survey for general business activity (PFBOS). The monthly real-time vintages that we use correspond to the information available around the 20-25th of each month in the quarter, i.e., just after the release of the CFNAI.
Looking ahead to the results, we find that the use of within-quarter information on monthly indicators can result in marked improvements in density forecast accuracy, with reductions in CRPS and increases in LS compared to the benchmark quarterly-frequency AR and AR distributed-lag (ADL) models. In particular, models that use the CFNAI index substantially improve the forecast accuracy relative to the benchmark models. However, gains are smaller when focusing on more traditional macroeconomic series such as industrial production, employment (nonfarm payrolls) and capacity utilization. The results are robust to ending the evaluation sample in 2007q4, i.e. prior to the Great Recession.
The plan of the rest of our paper is as follows. Section 2 provides an overview of the different MIDAS models that we consider in our analysis. Section 3 describes our bootstrapping approach for computing density forecasts for MIDAS models and how these forecasts are evaluated. In Section 4, results from our Monte Carlo experiments are presented, while results from the empirical application are presented in Section 5. Finally, Section 6 concludes.
Mixed-data Sampling
To take into account mixed-frequency data, Ghysels et al. (2004) introduced the mixed-data sampling (MIDAS) approach, in which the dependent variable y tq , sampled at a lower frequency, is regressed on a distributed lag of x tm , which is sampled at a higher frequency.
In this section, we present the two main MIDAS approaches that have been suggested in the literature; the standard MIDAS regression introduced by Ghysels et al. (2004) and the unrestricted version as in Foroni et al. (2013) . For each of the two approaches, we present the basic model and their extension with an AR component.
In the rest of the paper, we define t q = 1, ..., T q as the basic (quarterly) time unit and t m = 1, ..., T m as the higher frequency (monthly) time unit. In every basic time unit we observe the high frequency unit m = 3 times (e.g. 3 months in a quarter). 
The MIDAS model
As introduced by Ghysels et al. (2004) , MIDAS regressions are reduced form regressions that involve processes sampled at different frequencies. Highly parsimonious distributed lag polynomials are used to link the higher-frequency variable to the low-frequency one. These polynomials are chosen in such a way to prevent the proliferation of parameters while at the same time being very flexible, allowing for various shapes, where only a few parameters need to be estimated. The basic MIDAS model for a single explanatory variable, and h q -step-ahead forecasting, with h q = h m /m, is given by:
tm+w is skip-sampled from the high frequency indicator x tm .
Different choices for c (k; θ) have been proposed in the literature. The most common one is the exponential Almon lag, defined as:
The key advantage of this specification is that it allows for long lags with a limited number of parameters. It also allows for different values of the parameters to take various shapes.
Therefore, estimating the parameters from the data automatically determines the shape of the weights and the number of lags to be included in the regression. The MIDAS model is estimated using nonlinear least squares (NLS) in a regression of y t onto x
Notice that the MIDAS model is h−dependent, and thus needs to be re-estimated for each forecast horizon. It is therefore a model which provides direct and not recursive forecasts. There is therefore no need to have forecasts of the independent variable, but the model is adjusted accordingly to include the very last observations of the x (m) available. The forecast is given by
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The AR-MIDAS model
The main extension to the MIDAS model is the inclusion of an autoregressive term. However, this is not straightforward, since it would result in the creation of seasonal patterns in the explanatory variables, as highlighted in Clements and Galvão (2009) .
To avoid the inconvenience of seasonal effects, Clements and Galvão (2009) suggest the introduction of the AR dynamics as a common factor:
In this way, the response of y to x (m) remains non-seasonal.
To estimate the AR-MIDAS model, we follow the procedure described in Clements and Galvão (2009) , for which we briefly highlight the steps. First, estimate the standard MIDAS (the basic model), take the residuals ε tm and estimate an initial value for λ, say λ 0 , where
ε tm ε tm+w−hm . Then construct y * tm = y tm − λ 0 y tm−hm and x * (m)
tm−(hm−w)−hm . The estimator θ 1 is obtained by applying nonlinear least squares to:
A new value of λ, λ 1 , is obtained from the residuals of this regression. Then a new step is run, using λ 1 and θ 1 as the initial values. In this way, the procedure gets the estimates of λ and θ which minimize the sum of squared residuals. Foroni et al. (2013) study the performance of MIDAS regressions that do not resort to functional distributed lag polynomials, referred to as the U-MIDAS. The U-MIDAS model is based on a linear lag polynomial such that
The Unrestricted MIDAS model
Under the assumption that the lag orders c and v are large enough to make the error term tm uncorrelated, then all the parameters in the U-MIDAS model, equation (6), can be estimated by simple OLS, while the aggregation scheme ω(L) is assumed known. The lag order can be selected according to any information criteria.
The simple U-MIDAS model, which represents the unrestricted counterpart of the MIDAS model with one explanatory variable is, therefore, as follows:
, and ν selected according to the BIC criterion.
The direct forecast in this case is constructed as:
where δ 1 (L) is obtained by projecting y tm on the last information available.
The Unrestricted MIDAS model with an AR component
In the U-MIDAS it is straightforward to add an autoregressive component to derive the AR-U-MIDAS (see Foroni et al. (2013) for further details). In contrast with the MIDAS with polynomial restrictions, the autoregressive term in this case, can be included easily without any common factor restriction as in Clements and Galvão (2009) .
The h m -step ahead forecasts given information in T x m are given in this case by:
where the polynomials c(Z) and δ i (L) are obtained by projecting y tm on information dated mt − h m or earlier, for t = 1, 2, ..., T x m .
3 Introducing density forecasts in MIDAS models
So far in the literature, MIDAS models have been evaluated based on their point forecasting performance. Policymakers and forecasters are increasingly interested in forecast metrics that require density forecasts of macroeconomic variables. Moreover, if the decision maker's loss function is not quadratic, then it no longer suffices to focus solely on the first moments of possible outcomes (point forecasts). To ensure appropriate decision making, the decision maker should be given suitable characterizations of forecast uncertainty. Density forecasts provide an estimate of the probability distribution of forecasts (see Gneiting (2011) for a detailed discussion of the difference between point forecasting and density forecasting).
In this section, we first derive a bootstrapping approach that can be used to compute density forecasts for the different MIDAS models, described in the previous section, and then we present how we evaluate the forecast densities.
Bootstrapping MIDAS density forecasts
Forecast uncertainty cannot be derived analytically in the case of non-linear models, as in the MIDAS and AR-MIDAS models. 3 We propose a stochastic simulation method based on parametric bootstrapping to forecast densities accounting for both parameter and shock uncertainty and thereby extend the bootstrapping procedures in Berkowitz and Kilian (2000) and Clements and Taylor (2001) to the class of MIDAS models. Our method relies on the algorithm in Davison and Hinkley (1997) (section 7.2.4) for prediction in generalized linear models. Recall the general MIDAS model:
where δ (Θ) is the polynomial which describes the impact of the high-frequency variable on the low-frequency one. Depending on the functional form, we have the MIDAS or U-MIDAS specification. When the coefficient λ = 0, we obtain the models with no autoregressive terms.
Then, we assume that:
(A1) ε tm are i.i.d. with E(ε tm ) = 0, E(ε 2 tm ) = σ 2 with σ 2 < ∞, and E(ε
(A2) (ε 1m , ε 2 1m ) satisfies Cramer's condition, i.e., for every d > 0, there exists δ such that
tm+w−hm are exogenous fixed variables.
(A4) |λ| < 1 for the AR-MIDAS and AR-U-MIDAS models.
The steps conducted in the bootstrap are as follows.
1. Estimate equation (10) using the adequate least square or nonlinear least square method, and obtain β 0 , λ, δ (Θ).
2. For r = 1, ..., R, simulate y r,tm = β 0 + λ y r,tm−hm
t+w−hm + ε r,tm , where ε r,tm is resampled from ε tm .
3. Reestimate eq. (10) for each y r,tm , and obtain y r,T x m +hm|T x m , where the shock uncertainty is included by resampling from ε tm .
Following Davison and Hinkley (1997) , we fix the value of y T equal to the value of the original series.
In practice, R vectors of pseudo-random numbers are generated to replicate the same properties of the residuals of the model, via the bootstrapping technique. For each r = 1, ..., R replications, a new set of simulated data is generated, and based on that a new forecast y r,tm+hm is obtained. The empirical distribution of { y r,tm+hm } R r=1 is then our density. Given the assumptions (A1)-(A4), Davison and Hinkley (1997) discuss how the method is a generalization of the bootstrapping algorithm for linear models and Bose (1988) provides proofs of its convergence. 4
Evaluating the density forecasts
As a conventional measure for point forecast accuracy, we use the Mean Squared Predictive Error (MSPE), which is defined as:
where e tm is the forecast error, and T S m and T m denote the starting period for the forecasts and the number of observations in the estimation sample.
Following Gneiting and Raftery (2007) , Billio et al. (2013) and Clark and Ravazzolo (2014) for the evaluation of the density forecasts, we provide two metrics, the logarithmic score (LS) and the continuous ranked probability score (CRPS).
The LS is defined as the logarithm of the probability density function evaluated at the outturn of the forecast and is given by
where ln f tm+hm,tm,i (y tm+hm ) denotes the density for Y tm+hm conditional on some information set available i at time t m , and T S m and T m are defined as above. The LS chooses the model that on average gives the higher probability to events that actually occurred. The LS is related to the Kullback Leibler Information Criterion (KLIC), see Mitchell and Hall (2005) and Hall and Mitchell (2007) , which measures the distance between the true unknown density forecast and the one proposed. 5 Since we do not know the true density, we cannot use the KLIC, but we can still compare different densities by searching for the maximum log score.
We also evaluate our forecasts based on a second metric, the Continuous Rank Probability Score (CRPS). The CRPS for a specific model measures the average absolute distance between the empirical cumulative distribution function (CDF) of y tm+hm , which is simply a step function in y tm+hm , and the empirical CDF that is associated with the model predictive density. Formally, 5 See also Amisano and Giacomini (2007) , Kascha and Ravazzolo (2010) and Jore et al. (2010) .
the CRPS of a component density for a particular observation can be defined as:
where F is the CDF from the predictive density f tm+hm,tm,i defined above,see Panagiotelis and Smith (2008) for more formal details and Ravazzolo and Vahey (2013) for an illustrative example. The expectation terms are approximated using the draws from the forecast density.
Smaller CRPS values imply a higher precision of the model.
The CRPS circumvents some of the drawbacks of the LS, as the latter does not reward values from the predictive density that are close but not equal to the realizations (see, e.g.,
Gneiting and Raftery (2007)). In the rest of the paper we will analyze the results both in terms of CRPS and in terms of LS.
Monte Carlo experiments
In this section, we present Monte Carlo experiments, which focus on the performance of different MIDAS models, comparing them according to their point forecasting and density forecasting performance. We first describe the simulation design, and then we present the results.
Simulation design
We follow the simulation design in Foroni et al. (2013) and consider a bivariate high-frequency VAR as the Data Generating Process (DGP):
where y tm is the low frequency variable and x tm is the high-frequency variable. t m is the highfrequency time index with t m = 1, . . . , (T + ES) × k and T defines the size of the estimation sample expressed in the low-frequency unit (quarters in our example). For forecasting purposes,
we generate an additional number of observations to define our evaluation sample, ES. The
Monte Carlo simulations are set to replicate monthly and quarterly data, assuming that the quarterly variable is a monthly variable skip-sampled every third period and therefore available only for t m = k, 2k, . . . , (T + ES) × k. In our case, k is equal to 3, as there are three monthly observations in a quarter.
In our first simulation design, the shocks e y,tm and e x,tm in the DGP are sampled independently from normal distributions with mean zero for all t m = 1, . . . , (T + ES) × k, and the variances are chosen such that the unconditional variance of y is equal to one and the explanatory power of x is high. 6 For the persistence parameter, we choose different combinations of ρ and δ l to mimic different persistence and dependence in the process, see values in tables.
Moreover, we fix δ h = 0, so that only y depends on x and not vice versa.
In our second simulation design, the set-up is similar to the first one except that the shocks e y,tm and e x,tm are sampled independently from a Student's t-distribution with 5 degrees of freedom. The motivation behind this is to study the accuracy of our bootstrapping method when the error terms have fat tails.
Finally, in our third simulation design the set-up is again similar to the first simulation exercise, except that the shocks e y,tm now have a time-varying variance, modeled as a GARCH (1,1) process:
with a 0 > 0, a 1 ≥ 0, b 1 ≥ 0 and a 1 + b 1 ≤ 1. Since Assumption (A1) for our bootstrap method implies homoscedasticity, results from the third simulation exercise will illustrate the accuracy of our bootstrapping approach when this assumption is violated.
In both experiments, T is equal to 100 and ES is equal to 50 (both T and ES are indicated in quarters). We produce one-step ahead forecasts for y T +es , where es = 1 : ES, using information for y up to T + es − 1 (equivalently to 3T + 3es − 3 months). The monthly variable is available up to 3T + 3es − 1 months. Our one-step ahead forecast corresponds therefore to a one-month ahead forecast.
In this Monte Carlo experiment, the number of Monte Carlo replications is fixed at 1000. For each replication we compute the point forecasts for the 4 MIDAS models described in Section 2 (MIDAS, AR-MIDAS, U-MIDAS, AR-U-MIDAS). The densities are constructed computing 1000 draws. The forecasts are then evaluated based on MSPE (point forecasts) and LS and CRPS (density forecasts).
DGP with normally distributed shocks: results
The results for the Monte Carlo forecast experiments where the DGP has normally distributed residuals, are summarized in Table 2 . We compare the forecasting performance of the different MIDAS models based on their (out-of-sample) MSPEs, CRPS, and LS computed over the 50 periods of the evaluation sample. Moreover, we report the results for two standard quarterly benchmarks, an AR(1) process and a Random Walk (RW) process. The densities for the benchmark are computed using our bootstrap method without the high frequency components, therefore similar to Berkowitz and Kilian (2000) and Clements and Taylor (2001) . In this way,
we are also able to compare the performance of our mixed-frequency models relative to models that consider only quarterly information.
From Table 2 , we observe several interesting results. First, when the persistence of the low-frequency variable is low (ρ = 0.1, 0.5), using high-frequency information substantially improves the forecasting performance relative to the AR and RW benchmarks. This is not very surprising as these benchmarks discard the useful information provided by the high-frequency variable. Moreover, by comparing the performance of the U-MIDAS vs. the AR-U-MIDAS and the MIDAS vs. AR-MIDAS, including an AR-component in the mixed frequency models does not substantially affect the forecasting performance. Obviously, results change when the persistence is high, i.e. setting ρ = 0.9 in our simulations. In this case, only the AR-MIDAS and the AR-U-MIDAS produce superior forecasts relative to the two benchmarks.
The results in terms of point and density forecasts are coherent: whenever we find a smaller MSPE, the models also obtain an improvement in the density forecasts. We interpret this as supporting evidence for our bootstrapping approach, which is then precise not only for the mean part of the distribution but more importantly also for the full distribution.
When ρ = 0.9, the results do not change in the case of the U-MIDAS, but some issues arise in the case of the AR-MIDAS. In a few of the bootstrapping replications, imposing the common factor restriction in the AR component of the AR-MIDAS model to avoid seasonality effects creates convergence issues and forecast performance deteriorates as a result.
13
Finally, ranking the mixed-frequency models is not straightforward, as results do not clearly indicate a superior performance to one of the models under scrutiny. However, we can highlight some features that emerge from the table. First of all, when the persistence of the model is low, there are no sizeable differences in performance across the models. Some differences are instead more evident when the persistence is high. The AR-U-MIDAS seems to perform slightly better, in terms of both point and density forecasts. This evidence is in line with the findings in Foroni et al. (2013) in the case of point forecasts.
It is worth mentioning that the equally good or even superior performance of the AR-U-MIDAS is obtained in a much shorter computational time and with no convergence issues, since the model and bootstrap replications are estimated by a simple OLS.
DGP with Student's t-distributed shocks: results
In this subsection, we present the results of the Monte Carlo forecast experiments for the second DGP, in which the residuals are drawn from a Student's t distribution. As in the previous simulation design, we compare the forecasting performance of the different MIDAS models based on their MSPEs, CRPS, and LS. The results of the mixed-frequency models, together with the two benchmarks mentioned in the previous subsection, are reported in Table 3 .
In general, the results display the same features as in the previous DGP, with shocks generated by a normal distribution. First, we can confirm that when the persistence of the low frequency variable is low, using high-frequency information hugely improves forecasting performance relative to a quarterly benchmark. Moreover, the different mixed-frequency models perform in a very similar way, and ranking them is impossible because their forecasting ability is nearly the same. In contrast, when the persistence is high, it is the AR component which turns out to be necessary to have a forecasting performance able to compete with the benchmarks.
Therefore, the models that incorporate an AR term clearly outperform their counterparts that do not.
The results in terms of point and density forecasts are also in this case coherent: whenever a model performs well in terms of point forecasts, it also performs well in terms of densities.
DGP with time-varying volatility shocks: results
As a final Monte Carlo experiment, we consider a DGP where the residuals of the low-frequency variable are drawn from a GARCH(1,1) distribution. The design of the experiment is similar to the previous subsections, except for the error distribution for the variable y. The results of the mixed-frequency models, together with the two benchmarks, are reported in Table 4 .
Even in this case, the results share the same features as in the previous two cases, where the errors in the DGPs were distributed respectively as a Normal and as a Student's t. Once again, therefore, we confirm the importance of mixed-frequency information in both point and density forecasting, especially in the case in which the persistence of the low frequency variable is low.
An empirical application: nowcasting US output growth
In this section we provide an empirical application which focuses on the performance of different MIDAS models for real-time out-of-sample nowcasting of quarterly US real output growth using monthly information. By using real-time data, we take into account the publication lags of the different series and ensure that we are only using data that were available on the date of the forecast origin. We evaluate the performance of our models in terms of point and density forecasts.
The data and design of the empirical exercise
Our dataset includes quarterly US real output growth and six monthly explanatory indicators, which are recognized to be important predictors. Table 1 provides an overview of the data and some of their real-time characteristics. Following Clements and Galvão (2008), we consider industrial production, employment (nonfarm payrolls), and capacity utilization. The three monthly indicators are converted to monthly growth rates by taking the log-differences of the series. Quarterly real output growth is measured as the log-difference of the real GDP series. We obtained the real-time data vintages of the aforementioned variables from the Federal
Reserve Bank of Philadelphia's Real-Time Dataset for Macroeconomists (RTDSM), described in Croushore and Stark (2001) . Moreover, we include three additional indicators: the Purchasing Managers Index (PMI), the Chicago Fed National Activity Index (CFNAI) and the Philadel- Giannone et al. (2008) find that in a dynamic factor model PFBOS is the data release that has the largest impact on the nowcast and its precision. Real-time vintages of the PFBOS are not available. However, this series only undergoes revisions due to changes in seasonal factors. Since these revisions are substantially smaller than revisions in e.g. national account data, we include this series in our empirical analysis.
We compute recursive point and density forecasts for US real GDP growth from the different MIDAS regressions. As benchmarks, we consider quarterly-frequency AR and autoregressive distributed lag (ADL) models. 7 For the AR model we select the lag length according to the BIC criterion, where the maximum lag is fixed to 4. For the ADL model, we fix the lag of GDP growth equal to one and select the lags of the exogenous variables with a BIC criterion. Our estimation sample covers the period 1970m1 to 2013m6. The full recursive forecast evaluation period runs from 1985q1 to 2013q2. As robustness, we also provide results for an evaluation sample that ends in 2007q4 (before the Great Recession). We use monthly real-time vintages from 1985m2 to 2013m7 and compute forecasts using monthly vintages that correspond to the 7 Notice that when the monthly exogenous variable is only available for the first month or the two first months of the quarter, the quarterly ADL model ignores this information.
available information between the 20th and 25th of the month. 8 More precisely, this corresponds to the timing just after the release of the CFNAI. The quarterly US GDP is available as an advance estimate at the end of the first month after the end of the referring quarter. Accordingly, when computing the nowcasts at the second and third month of each quarter (e.g. February and March), GDP growth for the previous quarter (e.g. q4 in our example) is available. On the other hand, when we compute nowcasts in the first month of each quarter (e.g. January), the GDP value for the pervious quarter is not available. Hence, the nowcasts are then two step ahead forecasts.
For each monthly indicator we specify 4 different MIDAS regressions (MIDAS, AR-MIDAS, UM-IDAS and AR-U-MIDAS).
We compute a nowcast from each model specification for each monthly vintage, i.e. 3 forecasts per quarter (which correspond to month horizons h m = 1, 2, 3).
Due to the release delay of US real output, we also compute a backcast of the previous quarter for the first month of each quarter (we refer to this as h m = −1). A key issue in this exercise is the choice of a benchmark for the "actual" measure of GDP. We follow Romer and Romer (2000) in using the second available estimate of GDP as the actual measure. For a discussion of alternative benchmark data vintages, see Stark and Croushore (2002) The forecasting performance of the different models is assessed in terms of CRPS and LS for the density forecasts. To provide a rough gauge of whether the differences in forecast accuracy between the ADL model and the alternative MIDAS models are significant, we follow Clark and Ravazzolo (2014) and apply a Diebold and Mariano (1995) t-tests for equality of the average loss (with loss defined as LS, CRPS or RMSE). 9 In the tables, differences in accuracy that are statistically different from zero are denoted by one, two or three asterisks, corresponding to significance levels of 10%, 5% and 1%, respectively. The underlying p-values are based on t-statistics computed with a serial correlation-robust variance, using the pre-whitened quadratic spectral estimator of Andrews and Monahan (1992) . 10 Since the AR-MIDAS and the AR-U-MIDAS model nests the ADL model, for the comparison of these models to the ADL, we report 8 For the PMI and CFNAI, real-time vintage data exist only for parts of the evaluation period, from 2002m1 and 2001m1, respectively. For these, we use the first available real-time vintage and truncate these series backward recursively.
9 Amisano and Giacomini (2007) extend the results of Giacomini and White (2006) for point forecasts to density forecasts, developing a set of weighted likelihood ratio tests. In our application to tests for density forecasts, we do not employ a weighting scheme (or put another way, we use equal weights).
10 The issue of real-time data complicates any assessment of whether the resulting differences in forecast accuracy between models are significant, see Clark and McCracken (2009). p-values based on one-sided tests, taking the ADL as the null and the AR-MIDAS/AR-U-MIDAS as the alternative. Because the ADL and the MIDAS/UMIDAS models are not nested, for these model comparisons we report p-values based on two-sided tests. Table 5 presents real-time density forecasting performance for the different MIDAS models for the evaluation sample 1985q2-2013q2. Density forecast performance is measured in terms of CRPS and LS. In addition, we provide results for the two quarterly benchmarks (an AR model and an ADL model).
Results
The table reveals three interesting results. First, by comparing the forecasting performance from the various MIDAS models with the AR and ADL benchmarks, the table shows sizeable reductions in the CRPS and sizeable increases in the LS for the MIDAS models when monthly data are available on the current quarter. For each model, there is a clear and steady increase in forecasting performance as more information is available, i.e. the nowcasts produced in the third month of the quarter (at horizon h m = 1) are better than the forecasts produced in the first month of the quarter (at horizon h m = 3). 11 Compared to the quarterly-frequency ADL benchmark the density nowcasting improvements for the MIDAS models at horizon h m = 1 are of the order of 15-20 percent in terms of LS and 10-15 percent in terms of CRPS. Results based on the t-tests indicate a significant improvement for several of the models compared to the ADL benchmark. 12 In particular, this is the case for model specifications using the CFNAI.
Second, a comparison of the forecasting performance of the 4 different MIDAS models for each of the 6 monthly indicators reveals very small differences in terms of forecasting performance. There is a small tendency for MIDAS and AR-MIDAS models to perform relatively better than the U-MIDAS and AR-U-MIDAS when applied to the CFNAI index and the PF-BOS. However, the differences are not significant. Thus, in terms of model comparison, we do not obtain clearly a superior approach. This is consistent with results in Foroni et al. (2013) 11 We obtained qualitatively similar results for MIDAS specifications using either a credit spread, the S&P 500, the Chicago Fed's National Financial Condition Index or the oil price. However, the relative nowcasting performance from these model specifications where somewhat worse than those from the model specifications reported here. Note that in model specifications that included financial variables, we used monthly averages of the financial variables as predictors. Thus, we did not consider the use of daily financial data as in Andreou et al. (2013) .
12 In most cases, the ADL and MIDAS models provide statistically superior forecasts, in terms of the t-type test, to the AR model. based on point forecasts comparison.
Third, the CFNAI index is the single monthly indicator that improves the density forecasts the most both in terms of LS and CRPS. This holds for all the 4 MIDAS models. This is not very surprising as the CFNAI is a weighted average of 85 existing monthly indicators of national economic activity. However, the PFBOS, IP and CU also provide useful information that improves the forecasts.
As a robustness for our results, Table 6 reports results when the evaluation sample ends in 2007q4, i.e., prior to the Great Recession. The absolute performance of the individual models is, as expected, superior compared with the performance when including the crisis period.
The table also shows that even when excluding the crisis period, the various MIDAS models outperform the AR benchmark and in most cases also the ADL benchmark. there has been a steady increase in the relative cumulative LS and CRPS. Second, for both the MIDAS and the AR-MIDAS regressions the cumulative LS and CRPS increase the most for CFNAI. This also holds for all forecast horizons and for most of the recursive time period. Thus, the superior forecast performance from models that use the CFNAI is a robust finding. Third, for all indicators and for both the MIDAS and AR-MIDAS regressions, the relative cumulative LS and CRPS increase sharply during the Great Recession, but this increase is then followed by a weak, but persistent, decrease during the recovery period. This may indicate that the monthly indicators are particularly informative about sharp decreases in real output growth.
Finally, Table 7 reports real-time point forecasting performance for the different MIDAS models for the evaluation samples 1985q2-2013q2 and 1985q2-2007q4 . We measure point forecast accuracy in terms of RMSE. As for the results obtained with density forecasting, there are small differences between the different MIDAS specifications in terms of forecasting performance and there is a clear and steady increase in forecasting performance as more information is available. However, based on the t-test for equality of the average loss as well as the relative forecasting performance of the different MIDAS specifications compared to the benchmarks, the gains from using mixed-frequency information are smaller for point forecasting than for density forecasting. This indicates that the gains in density forecast accuracy associated with having more and more information on the quarter derive not only from better centering (i.e., better point forecasts) of the forecast densities but also from improvement of the density shape.
Conclusions
In this paper, we extend the existent literature by using the MIDAS approach to obtain density forecasts. First, we compute density forecasts from different MIDAS models, the classical MIDAS models and the unrestricted version, U-MIDAS. We derive a parametric bootstrap algorithm to compute densities valid for both classes of models when accounting for parameter uncertainty. To compare the different models, we run Monte Carlo simulations that provide evidence on the forecasting performance of the models in finite samples. We find that the results in terms of point and density forecasts are coherent, but do not clearly indicate a superior performance of one of the models under analysis. Finally, in our empirical applications, we compute density forecasts from the different mixed-frequency models for quarterly US output growth, considering six monthly variables: industrial production, employment, capacity utilization, the Purchasing Managers Index, the Chicago Fed National Activity Index and the Philadelphia Fed Business Outlook Survey for general business activity. The results indicate that including monthly indicators largely improves density forecasting performance.
Nowcasting real GDP growth is only one of many examples where our parametric bootstrapping method can be applied to compute predictive densities. The generic question we address is how density forecasts can be computed in a MIDAS model. There are many other macroeconomic series to which our method can be applied and the method is therefore of general interest beyond the specific application considered in the present article. Note: The table compares the forecasting performance of the four types of MIDAS models described in Section 2 (umidas, ar-umidas, midas, ar-midas), based on different criteria: MSPE for point forecasts, CRPS and LS for density forecasts. The criteria are described in Section 3.2. The results are computed as averages across the 1000 replications, with an evaluation sample equal to 50 low frequency periods (quarters). The different DGP specifications are reported in the header of the table. The results from two benchmarks (an AR process with lag length selected according to the BIC criterion and a Random Walk (RW)) are included for comparison. Note: The table compares the forecasting performance of the four types of MIDAS models described in Section 2 (umidas, ar-umidas, midas, ar-midas), based on different criteria: MSPE for point forecasts, CRPS and LS for density forecasts. The criteria are described in Section 3.2. The results are computed as averages across the 1000 replications, with an evaluation sample equal to 50 low frequency periods (quarters). The different DGP specifications are reported in the header of the table. The results from two benchmarks (an AR process with lag length selected according to the BIC criterion and a Random Walk (RW)) are included for comparison. Note: The table compares the forecasting performance of the four types of MIDAS models described in Section 2 (umidas, ar-umidas, midas, ar-midas), based on different criteria: MSPE for point forecasts, CRPS and LS for density forecasts. The criteria are described in Section 3.2. The results are computed as averages across the 1000 replications, with an evaluation sample equal to 50 low frequency periods (quarters). The different DGP specifications are reported in the header of the table. The results from two benchmarks (an AR process with lag length selected according to the BIC criterion and a Random Walk (RW)) are included for comparison. two or three stars corresponding to significance levels of 10%, 5% and 1%, respectively. The underlying p-values are based on t-statistics computed with a serial correlation-robust variance, using the pre-whitened quadratic spectral estimator of Andrews and Monahan (1992) . Since the ar-umidas and ar-midas models nest the ADL model, we report p-values based on one-sided tests, taking the ADL as the null and the MIDAS models as the alternative. Because the umidas and midas models are not nested, for these model comparisons we report p-values based on two-sided tests. The table shows the results for the backcast and nowcast. Bold numbers indicate that a MIDAS provide more accurate forecasts than the ADL and AR benchmarks. Differences in accuracy that are statistically different from zero are denoted by one, two or three stars corresponding to significance levels of 10%, 5% and 1%, respectively. The underlying p-values are based on t-statistics computed with a serial correlation-robust variance, using the pre-whitened quadratic spectral estimator of Andrews and Monahan (1992) . Since the ar-umidas and ar-midas models nest the ADL model, we report p-values based on one-sided tests, taking the ADL as the null and the MIDAS models as the alternative. Because the umidas and midas models are not nested, for these model comparisons we report p-values based on two-sided tests. Note: The table compares the forecasting performance of the four types of MIDAS models described in Section 2 (umidas, ar-umidas, midas, ar-midas), based on RMSPE for evaluating point forecasts. The criterion is described The table shows the results for the backcast and nowcast. Bold numbers indicate that a MIDAS provide more accurate forecasts than the ADL and AR benchmarks. Differences in accuracy that are statistically different from zero are denoted by one, two or three stars corresponding to significance levels of 10%, 5% and 1%, respectively. The underlying p-values are based on t-statistics computed with a serial correlation-robust variance, using the pre-whitened quadratic spectral estimator of Andrews and Monahan (1992) . Since the ar-umidas and ar-midas models nest the ADL model, we report p-values based on one-sided tests, taking the ADL as the null and the MIDAS models as the alternative. Because the umidas and midas models are not nested, for these model comparisons we report p-values based on two-sided tests. 
