Wyner-Ziv Coding Based on TCQ and LDPC Codes I. INTRODUCTION W YNER-ZIV coding [29] deals with the problem of rate-distortion with side information at the decoder. It asks the question of how many bits are needed to encode an input source X under a distortion constraint D, assuming that some correlated side information Y is available at the decoder but not at the encoder. This problem generalizes the setup of near-lossless source coding with decoder side information considered by Slepian and Wolf [21] . Driven by a host of emerging applications (e.g., wireless video and distributed Paper approved by F. Alajaji, the Editor for Source and Source/Channel Coding of the IEEE Communications Society. Manuscript received July 14, 2007 ; revised November 19, 2007. This work was supported by the National Science Foundation under grant CCF-0430720. Part of this work was presented at the 37th Asilomar Conference on Signals sensor networks), distributed source coding (e.g., Slepian-Wolf coding and Wyner-Ziv coding) has recently become a very active research area − more than 30 years after Slepian and Wolf laid its theoretical foundation. For both discrete and continuous source X and general distortion metrics d(·), the Wyner-Ziv rate-distortion function [29] is given as R W Z (D) = inf I(X; U |Y ), where the infimum is taken over all auxiliary random variables U such that Y → X → U forms a Markov chain and there exists a reconstruction functionX =X(U, Y ) satisfying E{d(X,X)} ≤ D. According to [29] ,
{X∈X :E{d(X,X)}≤D}
I(X;X|Y ),
(1) where R X|Y (D) is the classic rate-distortion function of coding X with side information Y available at both the encoder and the decoder.
Unlike Slepian-Wolf coding 1 , it is seen from (1) that generally there is a rate loss with Wyner-Ziv coding when compared to lossy coding of source X with the side information Y available at both the encoder and the decoder (see for example the binary-symmetric Wyner-Ziv problem [29] ). One exception is the quadratic Gaussian case, which corresponds to when the correlation between X and Y can be modeled by an AWGN channel as X = Y + Z, Z ∼ N (0, σ i.e., there is no rate loss in this case 2 . In their information-theoretic work, Zamir et al. [31] outlined a constructive mechanism for quadratic Gaussian WynerZiv coding using a pair of nested lattice codes. A SlepianWolf coded nested quantization paradigm was put forth in [11] for Wyner-Ziv coding. At high resolution/rate, asymptotic performance bounds of Slepian-Wolf coded nested quantization similar to those in classic source coding are established in [11] , showing that ideal Slepian-Wolf coded 1-D/2-D nested lattice quantization performs 1.53/1.36 dB worse than the WynerZiv distortion-rate function D W Z (R) with probability almost one; performances close to the corresponding theoretical limit were obtained by using 1-D and 2-D nested lattice quantizers, together with irregular LDPC codes for Slepian-Wolf coding. However, it is very difficult to implement high-dimensional lattice quantizers, and research on trellis-based nested codes as a way of realizing high-dimensional nested lattice codes has started recently [4] , [17] , [19] , [27] . This paper focuses on combining TCQ [13] (the most powerful practical quantizer) and LDPC codes [14] (the capacityapproaching channel codes) for quadratic Gaussian WynerZiv coding, where the role of LDPC codes is Slepian-Wolf coding (or syndrome-based binning for compression [12] , [28] ). The resulting Slepian-Wolf coded TCQ (SWC-TCQ) scheme leaves all the binning task to the Slepian-Wolf code after TCQ of the source X and allows for the best possible binning via capacity-approaching LDPC codes. Assuming high resolution/rate and ideal Slepian-Wolf coding (or binning) of the quantized source Q(X) with side information Y at the decoder, the performance loss of our proposed Wyner-Ziv code is limited to that from the TCQ source code alone.
Our simulations show that with 256-state TCQ and ideal Slepian-Wolf coding, SWC-TCQ performs 0.2 dB away from D W Z (R) at high rate in the quadratic Gaussian case. This 0.2 dB gap is the same as that between the performance of entropy-constrained TCQ (ECTCQ) [9] , [15] , [24] and the distortion-rate function D X (R) in classic source coding of Gaussian sources. These results and those in [11] establish the connection between performances of high-rate WynerZiv coding and classic source coding of Gaussian sources. Extending Ungerboeck's original approach [25] of optimizing the generator polynomial for trellis codes, we also design trellis-coded quantizers with more than 256 states and obtain a gap of only 0.1 dB from D W Z (R) at high rate using 8,192-state TCQ (again assuming ideal Slepian-Wolf coding).
In practical Wyner-Ziv code designs, owing to the importance of estimation at the decoder, we further devise an optimal non-linear estimator by exploiting the statistics of TCQ indices. We also employ trellis-coded vector quantization (TCVQ) [8] as another means of reducing the rate (besides Slepian-Wolf coding) when the target rate budget is low (e.g., less than one b/s).
Practical designs with 8,192-state TCQ, irregular LDPC codes for Slepian-Wolf coding and optimal estimation at the decoder perform 0.20 dB, 0. 
II. BACKGROUND
A. TCQ TCQ [13] is the source coding counterpart of trellis-coded modulation [25] in channel coding. The basic idea of TCQ is to allow an expanded signal set and use coded modulation for set partitioning. For encoding a memoryless source using TCQ at R b/s, a scalar codebook with 2 R+1 codewords is designed. This codebook is then partitioned into four disjoint subsets, each with 2 R−1 codewords. These subsets are used to label the branches of a trellis. Given an input sequence, the Viterbi algorithm is used to choose the trellis path (sequence of codewords) that minimizes the MSE between the input sequence and output codewords. Each R-bit codeword consists of one bit specifying the chosen subset (trellis path) and an (R−1)-bit codeword necessary to specify codewords from the chosen subsets.
TCQ can be thought of as being a type of vector quantization because of the expanded signal set it uses. The performance of TCQ with a trellis of N s = 256 states is 0.2 dB away from the distortion-rate bound for uniform sources, which is better than any vector quantizer of dimension less than 69 [24] . With the help of entropy coding, the same 0.2 dB gap can be obtained at all rates by ECTCQ [9] , [15] , [24, p. 139] .
B. Slepian-Wolf Coding Based on LDPC Codes
Slepian-Wolf coding [21] concerns near-lossless source coding with side information at the decoder. For lossless compression of a pair of correlated, discrete random variables X and Y , a rate of R X + R Y = H(X, Y ) is possible if they are encoded jointly. However, Slepian and Wolf [21] showed that the rate R X +R Y = H(X, Y ) is almost sufficient even for separate encoding (with joint decoding) of X and Y . Specifically, the Slepian-Wolf theorem says that the achievable region for coding X and Y is given by
(2) When the side information (e.g., Y ) is perfectly available at the decoder, the aim of Slepian-Wolf coding is to compress X to the rate limit H(X|Y ).
The Slepian-Wolf theorem was proved using random binning arguments. The use of parity-check codes was first suggested in [28] for constructive Slepian-Wolf coding. Consider the problem of Slepian-Wolf coding of a binary memoryless source X with decoder side information Y (with discrete [21] or continuous [11] , [19] alphabet). Using an (n, k) binary linear block code C with parity-check matrix H (n−k)×n , for each length-n binary input sequence x, the encoder computes a length-(n − k) binary syndrome sequence s = xH T , and sends it to the decoder at rate R SW = n−k n b/s. Based on the side information y and the received syndrome s, the decoder finds the source sequencex with syndrome s that is closest to y.
This syndrome-based approach was first implemented by Pradhan and Ramchandran [17] using block codes and trellis codes. More advanced channel codes such as turbo codes [3] are recently used for Slepian-Wolf coding [1] , [10] to achieve better performance. In this work, we consider using LDPC codes for Slepian-Wolf coding [12] , because they not only have capacity approaching performance, but also allow flexible code designs using density evolution [20] .
III. SWC-TCQ
Assume the source X is related to the decoder side information
For a target bit rate R X b/s, we aim to minimize E{d(X,X)}. Our block diagram of SWC-TCQ for quadratic Gaussian Wyner-Ziv coding is depicted in Fig. 1 . At the encoder, a length-L block of source samples 
Upon receiving the output syndrome s from the encoder, the decoder combines it with y to jointly reconstruct b asb before producing an estimatex of x based onb and y, namelŷ x = E{X|b, y}.
SWC-TCQ involves separate TCQ and Slepian-Wolf coding at the encoder, and joint decoding and estimation at the decoder, with the aim of minimizing the average
2 }, subject to a given budget constraint on the rate R X , where X i andX i are the continuous random variables associated with x i andx i , respectively.
A. Justification for SWC-TCQ
From an information-theoretic perspective, according to [7] , there are granular gain and boundary gain in source coding, and packing gain and shaping gain in channel coding. On the surface, Wyner-Ziv coding is a source coding (i.e., a ratedistortion) problem, one should consider the granular gain and the boundary gain. In addition, the side information necessitates channel coding for compression (e.g., via syndromebased binning scheme [28] ), which utilizes a linear channel code together with its coset codes. Thus channel coding in Wyner-Ziv coding is not conventional in the sense that there is only packing gain, but no shaping gain. One needs to establish the equivalence between the boundary gain in source coding and the packing gain in channel coding for Wyner-Ziv coding; this is feasible because channel coding for compression in Wyner-Ziv coding can perform conditional entropy coding to achieve the boundary gain -the same way as entropy coding achieves the boundary gain in classic source coding [7] [24, p. 123]. Then in Wyner-Ziv coding, he/she can shoot for the granular gain via source coding and the boundary gain via channel coding.
From a practical viewpoint, because of lossy compression of the source X in Wyner-Ziv coding, quantization of X is unavoidable. Usually there is still correlation remaining in the quantized version Q(X) and the side information Y , and Slepian-Wolf coding can be employed to exploit this correlation to reduce the rate from H(Q(X)) to H(Q(X)|Y ). Since Slepian-Wolf coding is based on channel coding, WynerZiv coding is a source-channel coding problem. There is quantization loss due to source coding and binning loss due to channel coding. In order to reach the Wyner-Ziv limit, one needs to employ both source codes (e.g., TCQ) that can achieve most of the granular gain and channel codes (e.g., turbo and LDPC codes) that can approach the Slepian-Wolf limit. In addition, the side information Y not only helps to jointly decode the quantized source, but also contributes in estimatingX at the decoder to reduce the distortion d(X,X), especially at low rate.
B. High-rate Performance Limit of SWC-TCQ
It was proven in [11, Theorem 5.2 
] that, for the quadratic Gaussian case with
, the optimal distortion-rate performance of Slepian-Wolf coded nested lattice quantization for Wyner-Ziv coding using a pair of n-D nested lattices (with the fine/coarse lattice for source/channel coding) and ideal Slepian-Wolf coding at high resolution/rate is
where G n is the normalized second moment G(Λ), minimized over all lattices Λ in R n , with
, and lim n→∞ G n = 1 2πe [5] . Also, the granular gain of Λ is defined as g Λ = −10 log 10 12G(Λ), which is maximally 1.53 dB.
It is also observed in [11] that the nested lattice pair in Slepian-Wolf coded nested lattice quantization degenerates to a single source coding lattice at high rate. This means Slepian-Wolf coded lattice quantization with only one lattice (for source coding), followed by ideal Slepian-Wolf coding, achieves the same performance as in (3) at high rate. This is because Slepian-Wolf coding alone can realize all the compression (with side information Y at the decoder) after lattice quantization of X.
Owing to the difficulty with implementing lattice quantizers beyond 24 dimensions, TCQ is considered as the only practical means of obtaining an equivalent high-dimensional lattice quantizer (see [24, p.138] for the lattice quantizer corresponding to length-2 4-state TCQ). The following proposition gives the high-rate performance of SWC-TCQ.
Proposition 3.1: Assuming ideal Slepian-Wolf coding, the distortion-rate performance of SWC-TCQ for quadratic Gaussian Wyner-Ziv coding with
at high rate, where G T CQ is the normalized second moment of the equivalent lattice quantizer associate with TCQ. Since 256-state ECTCQ performs within 0.2 dB of the distortion-rate function at all rates for Gaussian sources [24] in classic source coding, the granular gain of 256-state TCQ is g T CQ = −10 log 10 12G T CQ ≈ 1.53 − 0.2 = 1.33 dB. Proposition 3.1 means that 256-state SWC-TCQ can perform 10 log 10
−2R , and this gap can be further diminished as the number of states N s in TCQ goes beyond 256.
C. Details of SWC-TCQ
A more detailed block diagram of our proposed SWC-TCQ scheme is shown in Fig. 2 . The input X is grouped into blocks of length-L samples before going through an R-bit TCQ [13] in the TCQ Encoder, which employs a standard Viterbi encoder and a uniform-threshold codebook D with quantization stepsize size α. The TCQ index vector 
The Multilevel Slepian-Wolf Encoder corresponds to an R-level LDPC encoder defined by R parity-check matrices 
3 In our simulations, n = 10 6 , but L = 10 3 for practical low-complexity TCQ. This means every one thousand TCQ index vectors are blocked together before Slepian-Wolf coding. 256-state TCQ with L = 10 6 (and high complexity) is also attempted, but almost no gain is obtained over the case with L = 10 3 .
where
is the rate allocated to the r-th bit plane b r . We assume that s is revealed to the decoder via a noiseless channel.
At the decoder, the side information sequence y = {y 0 , · · · , y L−1 } is used in conjunction with the received syndrome s to sequentially decode the bit planes of b, starting from the bottom (trellis bit) plane b 0 . This way, when decoding the r-th bit plane b r , the lower bit planes have already been reconstructed asb 0 ,b 1 , · · · ,b r−1 . Therefore, we can utilize the conditional probability
where C r s r corresponds to the coset of code C r with syndrome s r . Because b 0 has memory (whereas all the other bit planes are sample-wise independent given b 0 ), we have to treat it differently. Fortunately, as the TCQ rate R increases, the conditional entropy
We thus directly send b 0 to the decoder (without compression) so that it is guaranteed to be recovered error free when decoding the R − 1 higher bit planes. When the target bit rate is low (e.g., < 1 b/s), we employ TCVQ [8] to make the rate of b 0 fractional 4 . Details about TCVQ-based Wyner-Ziv coding are given in Section IV.
Withb 0 available at the decoder, the coset index vector c of the trellis in TCQ can be reconstructed asĉ
Because all the codeword bit planes of b are sample-wise independent given b 0 , computation in the Codeword Bits Estimator can be sample based instead of block based. In Section III-C1, we extract key information from TCQ, which captures the statistical relationship between the source and the quantization indices. Based on these statistics, we devise in Section III-C2 a novel way of computing the LLR, defined as 
Finally, the Joint Estimator jointly reconstructsx = E{X|b, y} from bothb and y at the decoder. The estimator used in [4] , [17] is linear, which is good only when the quantization errorX − X is a sequence of independent Gaussian random variables. However, we know from classic source coding that this is true only when the source code achieves the rate-distortion bound, which requires infinite-dimensional vector quantizers. Although TCQ is an efficient quantization technique, its quantization error is still not Gaussian, especially when the TCQ rate R is low. Using results developed in Section III-C1, we describe a method of performing optimal non-linear estimation in Section III-C3.
1) Statistics of TCQ Indices
, and the correlation between X i and Y i is already known, the key problem then becomes how to model the correlation between {C i , W i } and X i . Toward this end, we look into the conditional probability P (c i , w i |x i ), which can be interpreted as the probability that x i is quantized to the codeword associated with c i and w i . This conditional probability makes the connection between the input and output of TCQ, and characterizes the essence of the quantization process.
We note that at each stage in the Viterbi algorithm of TCQ, w i is a deterministic function of x i and c i . Hence we only need to look into the conditional probabilities P Ci|Xi (c i |x i ) (or P (c i |x i ) in short) instead of P (c i , w i |x i ). However, it is very hard to determine P (c i |x i ) analytically, because TCQ implements an equivalent high-dimensional vector quantizer. Moreover, P (c i |x i ) varies with index i, since the Viterbi algorithm suffers from a state "start-up" problem. The length of this start-up procedure is closely related to the TCQ's memory size log 2 (N s ). Fortunately, practical TCQ usually has block length L log 2 (N s ). Thus the subscript i in P (c i |x i ) can be dropped without much penalty by assuming P (c i |x i ) ≡ P (c|x) for all i. Hence we can use the empirical statistics between C and X to approximate P (c|x).
Since X is continuously valued, we first choose a real num- Fig. 3 . The conditional probability P (c|x) can then be approximated by P (c|x ∈ Δ m ) as → 0 and M → ∞, where Δ m is the mini-cell containing x. We thus have P (c|x) ≈ P (c|x ∈ Δ m ). To compute P (c|x ∈ Δ m ), Monte Carlo simulations are run for TCQ on the training data drawn from X ∼ N (0, σ becomes
The value of the conditional probability P (c|x ∈ Δ m ), 0 ≤ m ≤ M + 1, 0 ≤ c ≤ 3, which depends on both the source distribution and the quantizer, can be generated off-line and shared by both the encoder and the decoder using a look-up table.
We similarly estimate the conditional PDF f X|W,C (x|w, c) (or f (x|w, c)) based on count(m, c) because this conditional PDF can be approximated by 1 δ P (x ∈ Δ m |w, c) when δ is very small. This PDF is actually the conditional distribution of the TCQ input, given its quantized output associated with c and w. From Fig. 4 , we can clearly see the non-Gaussian shape of f (x|c, w) for the boundary cells of a 2-bit TCQ.
2) Multilevel Slepian-Wolf Coding:
The goal of multilevel Slepian-Wolf coding is to approach the conditional entropy
is a vector of L elements, each with R-bit resolution, we can use the chain rule on H(B|Y) to get (8), where B
r is the binary vector associated with bit plane b r of b, and (a) is true if we drop the subscript i by assuming that the conditional entropies are invariant among samples, i.e., (7) to compute the conditional probabilities P (c i , w i |y i ) via 3) Minimum MSE Estimation: Based on the conditional probabilities P (c|x ∈ Δ m ) defined in (7), we first derive the conditional probabilities
H(B
where (a) is due to the Markov chain {C i , W i } → X i → Y i and (b) is from (10) . Then the optimal estimator iŝ
The estimator in (13) is non-linear in general and does not assume Gaussianity of the quantization errorX − X or independence of X and Z. It works well even if the noise Z is not Gaussian, because the distribution of Z is involved in (13).
IV. SWC-TCVQ
To reduce the inefficiency of coding the trellis bit vector b 0 with SWC-TCQ, we employ k-D TCVQ [8] so that the rate for b 0 is 1 k b/s. This leads to a Slepian-Wolf coded TCVQ (SWC-TCVQ) scheme for Wyner-Ziv coding, in which b 0 is directly transmitted without compression. Although this is still a suboptimal solution, the rate loss due to not compressing b 0 is k times smaller than that in the SWC-TCQ case. However, it is very difficult to model the statistics of the TCVQ indices because the number of independent statistical cells is roughly M k , which increases exponentially with the dimensionality k. Hence we only use a suboptimal class of TCVQ with cubic lattice codebooks and 2 k equally partitioned cosets in the sense that there are two cosets in each dimension. This way, the k-D joint statistics of TCVQ indices can be factored into k 1-D statistics, which can be collected just as in the TCQ case.
A. TCVQ
We consider a subclass of k-D TCVQ with cubic lattice codebook D, defined by the k-fold direct product of a 1-D uniform codebook D, which is of size 2 R+1 with quantization stepsize α. In TCVQ, a sequence of kL input source samples is grouped into L k-D source vectors {x 0 , 
B. Statistics of k-D TCVQ
Using the suboptimal class of k-D TCVQ described in Section IV-A, the joint PDF P (c|x) can be expressed by the k-fold product of the marginal PDFs in each dimension, i.e.,
In addition, a cubic lattice codebook means the marginal PDFs for different dimensions are identical with P (c j |x j ) = P (c|x). We can thus use the method described in Section III-C1 to empirically compute the probabilities P (c|x ∈ Δ m ). Our experiments show that the quantization noise deviates more from the Gaussian shape for 4-D TCVQ than 2-D TCVQ − a reflection that the former has smaller granular gain. The nonGaussian shape of the quantization error necessitates the use of optimal non-linear estimation in (13).
V. SWC-TCQ/TCVQ DESIGN

A. Trellis Coded Quantizer Design
Using trellises with maximum free distances (original designed for trellis-coded modulation) [26] , a simple 4-state TCQ can achieve almost 1 dB granular gain; while a 256-state TCQ gives a granular gain of g T CQ = 1.335 dB. As the number of trellis states N s in TCQ goes beyond 256, it is stated in [24] that more granular gain (out of the maximum 1.53 dB) can be obtained, but no concrete practical design results were given.
For a fixed number of trellis states N s , we aim to find good polynomials (h 0 , h 1 ) of convolutional code C (that determines the trellis) such that the resulting TCQ granular gain g T CQ is maximized. Unfortunately, g T CQ is not a trivial function of (h 0 , h 1 ), and is normally evaluated by Monte Carlo simulations. As the number of states N s increases, the computational complexity of this full-search algorithm becomes astronomical. To reduce the searching range, we first list "potentially good" pairs of polynomials found by a heuristic algorithm, then pick the best pair in the list that maximizes g T CQ .
First define distance profile of a rate-
is the normalized free distance with respect to the partition D/D 0 , and N j the number of TCQ codewords with Euclidean distance jα 2 to a given codeword c n (it is not hard to show that N j does not depend on c n , hence ρ(C) is well defined). The distance profile ρ(C) determines the shape of the Voronoi region V c n , hence the granular gain g T CQ , to a great extent. To quantatively incorporate ρ(C) into the trelliscoded quantizer design, we take advantage of the fact that the granular gain shall decrease as the number of small distance vectors increases, and define the accumulate distance profile of C as
where M j counts the number of TCQ codewords in the closed sphere {x n ∈ R n : x n − c n 2 ≤ jα 2 } for a given c n . Then a list of "potentially good" pairs of polynomials is constructed in the following way: We set T = H = 3 in our simulations, while the value of F depends on the number of states (to control the total Monte Carlo simulation time). Our optimized polynomial pairs (in octal form) for 4-to 65,536-state TCQ, together with the resulting granular gains, are given in Table I . Comparing to the corresponding polynomials with maximum free distance j max given in [26] for N s = 4, 8, . .., 512, we see that an optimized polynomial pair that maximizes g T CQ does not necessarily maximize the normalized free distance j free .
B. Trellis-Coded Vector Quantizer Design
For 2-D trellis-coded vector quantizer, we implement the same optimization algorithm to maximize the granular gain, and the resulting polynomials h 1 = 336 and h 0 = 463 (in octal form) are with g T CV Q = 1.28 dB.
In the 4-D case, since the distance profile is no longer independent of the code vector, it is very difficult to design good sets of polynomials using the above method. Hence we use a simple random search algorithm that randomly generates a polynomial set, runs simulations to obtain the average distortion over 10 5 samples, and outputs the best set of polynomials. The best polynomials found by this algorithm are h 3 = 266, h 2 = 344, h 1 = 372, and h 0 = 445, with a granular gain of 1.21 dB.
C. LDPC Code Design for Slepian-Wolf Coding
A bit-LLR channel B → L is a channel whose input is a binary random variable B (corresponding to a bit-plane of the TCQ indices), and whose output is a continuous valued random variable L (corresponding to the LLR computed at the decoder). The channel B → L is said to be symmetric if 
Hence the compression limit in Slepian-Wolf coding of bit-
For a given bit-LLR channel B → L, our goal is to design LDPC codes to approach the Slepian-Wolf limit. The design procedure of LDPC code profiles is based on the differential evolution algorithm [18] . The resulting degree profiles for SWC-TCQ are shown in Table II . In our simulations, using a code length of 10 6 bits, the redundancy with our designed LDPC codes for Slepian-Wolf coding is less than 0.01 b/s for each bit-LLR channel (or bit plane of TCQ indices). Fig. 6 (b) .
VI. EXPERIMENTAL RESULTS
A. SWC-TCQ
Numerical comparisons between optimal linear estimation and non-linear estimation (13) at the SWC-TCQ decoder are given in Table III . These results confirm the superiority of optimal non-linear estimation. We see that the improvement of optimal non-linear estimation over optimal linear estimation decreases as the rate increases. This indicates that the nonlinear estimator degenerates to the optimal linear estimator as the rate increases.
Most of the computation time at the encoder is spent on TCQ, whose complexity increases linearly with the trellis size [13] for a fixed trellis length. The decoder complexity mainly depends on the number of iterations used in LDPC decoding (around 300 iterations are needed for block length of 10 6 ). Offline training is also required to generate a look-up table for (7), its complexity is controlled by the number of training samples. It is seen from Fig. 6 (b) 
B. SWC-TCVQ
Assuming the source X and the decoder side information Y are related by X = Y + Z, with Y ∼ N (0, 1) and Z ∼ N (0, 0.1), we also have run extensive simulations to evaluate our proposed SWC-TCVQ scheme for Wyner-Ziv coding of X.
Using a 256-state 2-D TCVQ and assuming ideal SlepianWolf coding with rate computed from Fig. 7 (b) .
Our simulation results for 2-D (resp., 4-D) TCVQ show a 0.14 (resp., 0.16) dB advantage of using the optimal estimation instead of a linear one at an encoding rate of 0.80 (resp., 0.40) b/s, while the advantage decreases to 0.01 (resp., 0.01) dB when the encoding rate increases to 1.53 (resp., 1.00) b/s.
Prior to this work, the best practical Wyner-Ziv coding results are presented in [4] 
VII. CONCLUSIONS
We have presented a SWC-TCQ scheme for quadratic Gaussian Wyner-Ziv coding, established its performance limit, and made the connection of SWC-TCQ to classic ECTCQ. We have also designed practical TCQ/TCVQ quantizers for Wyner-Ziv coding, and characterized the input-output relation of TCQ/TCVQ by an empirical conditional probability, which is used in both the Slepian-Wolf decoder and the optimal non-linear estimator. Our results with SWC-TCQ at high rate and those with SWC-TCVQ at low rate are the best in the literature, and they set the benchmarks for comparisons. The small performance loss with our practical designs comes from two aspects: suboptimality of TCQ/TCVQ over infinitedimensional vector quantization and rate loss in practical LDPC code based Slepian-Wolf coding.
Aiming at approaching the performance limit of quadratic Gaussian Wyner-Ziv coding, we have exhausted the memory and computing power of our 1.8 GHz Pentium 4 Dell PC with 8,192-state TCQ and 10 6 -bit LDPC codes. However, with results in this paper and those in [11] , we believe that we have enriched our knowledge base on the high-rate asymptotics of Slepian-Wolf coded quantization for Wyner-Ziv coding and advanced the art of practical code design. The stage is thus set for addressing applications of Wyner-Ziv coding to interesting areas such as error-robust video coding [30] and receiver cooperation [22] in wireless ad hoc networks.
