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ABSTRACT
We derive necessary conditions for the spinorial Witten-Nester energy to be well-defined for asymp-
totically locally AdS spacetimes. We find that the conformal boundary should admit a spinor
satisfying certain differential conditions and in odd dimensions the boundary metric should be con-
formally Einstein. We show that these conditions are satisfied by asymptotically AdS spacetimes.
The gravitational energy (obtained using the holographic stress energy tensor) and the spinorial
energy are equal in even dimensions and differ by a bounded quantity related to the conformal
anomaly in odd dimensions.
mcheng,skenderi@science.uva.nl
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1 Introduction
The AdS/CFT duality relates gravity in asymptotically AdS spacetimes to a quantum field theory
on its conformal boundary. One of the main features of the duality is that the boundary fields
parametrizing the boundary conditions of bulk fields are identified with QFT sources that couple
to gauge invariant operators. In particular, the boundary metric g(0) is considered as a source of
the boundary energy momentum tensor and at the same time is the metric of the spacetime on
which the dual field theory is defined.
In quantum field theory the sources are unconstrained, so that one can functionally differentiate
w.r.t. them to obtain correlation functions. Thus the duality requires the existence of space-
times associated with general Dirichlet boundary conditions for the metric. Such general boundary
conditions go beyond what has been considered in the GR literature where asymptotically AdS
spacetimes (AAdS) were defined to have a specific asymptotic conformal structure, namely that
of the exact AdS solution [1, 2], but they have been considered in the mathematics literature [3].
The asymptotic structure of these more general spacetimes is only locally that of AdS; we will call
them asymptotically locally AdS (AlAdS) spacetimes.
An integral part of the correspondence is how conserved charges are mapped from one side
to the other. This is in fact dictated by the basic AdS/CFT dictionary. On the field theory
side, conserved charges are generated by conserved currents. In particular, the energy can be
computed from the energy momentum tensor. Applying the AdS/CFT dictionary, we find that one
should be able to compute the gravitational energy from the energy momentum tensor obtained by
varying the on-shell gravitational action w.r.t. the boundary metric. Such a definition of conserved
charges is available in the literature [4], but the naive implementation of this idea gives infinite
answers, essentially due to the infinite volume of spacetime. In the GR literature such infinities
are (explicitly or implicitly) dealt with by background subtraction. The AdS/CFT correspondence,
however, suggests a new approach: one subtracts the infinities by means of boundary counterterms
[5]-[16], as done in QFT in the process of renormalization. This procedure, called holographic
renormalization, is by now a well studied method. We will call the charges defined using the
holographic energy momentum tensor “holographic charges”. Notice that these charges are defined
intrinsically rather than relative to some other spacetime. This is a definite advance over the
background subtraction method, since a suitable reference spacetime does not exist in general.
The holographic charges agree1 with previous definitions of conserved charges [17, 1, 2, 18] when
the latter are applicable, i.e. when the spacetime approaches that of the exact AdS solution and one
considers the energy relative to AdS, see [19] for a detailed comparison between different definitions
of conserved charges. The new definition on the other hand extends to arbitrary asymptotically
locally AdS spacetimes. Moreover it was proved in [16] that these charges arise as Noether charges
associated to asymptotic symmetries of such spacetimes and also shown to agree with the charges
defined in the covariant phase space approach of Wald et al [20].
AAdS spacetimes are known to have positive mass relative to the AdS solution, which saturates
the bound in a positive mass theorem [21]. The proof in [21] generalizes Witten’s spinorial positive
energy theorem [22] for asymptotically flat spacetimes. A natural question to ask is whether the
1The apparent difference between the holographic mass for odd dimensional AAdS and other definitions such as
the one in [1] is now understood to be due to the fact that these other approaches effectively compute masses relative
to that of AdS2k+1, and the holographic mass of AdS2k+1 is nonzero, see [16] for a detailed discussion.
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holographic energy of AlAdS spacetimes is subjected to a positivity theorem. Such a generalization
is far from obvious and is known to be false for asymptotically locally flat spacetimes [23, 24]. A
new positivity theorem for a specific class of AlAdS spacetimes has been conjectured in [25]. In this
reference an AlAdS solution with negative mass (relative to AdS with periodic identification) was
found but it was conjectured to be the lowest energy solution among all solutions with the same
asymptotics.
Notice that the positivity of the gravitational energy implies via the AdS/CFT correspondence
the positivity of the quantum QFT Hamiltonian at strong coupling. This is a very strong conclusion
since for a general AlAdS the dual QFT resides on a curved manifold, and in general even the very
definition of a QFT on a curved manifold is subtle. Therefore, in general we expect that only a
subclass of AlAdS spacetimes is subject to a positivity theorem. One might in fact turn things
around and view our discussions as giving a criterion for the selection of good boundary conditions.
This paper is organized as follows. In the next section we discuss the definition of asymptotically
locally AdS spacetimes and in section 3 the definition of energy for such spacetimes. The spinorial
energy of Witten and Nester is reviewed in section 4. In section 5, we construct asymptotic
solutions of the Witten equation and use them in section 6 to compute a regulated version of the
Witten-Nester energy for AlAdS spacetimes. This leads to a number of necessary conditions for the
existence of such an energy. In section 7 we compare the finite part of the Witten-Nester energy
with the holographic energy. In section 8 we specialize to AAdS spacetimes and in section 9 we
illustrate subtleties related to some global issues by discussing two examples, the extremal BTZ
black hole and the AdS soliton. We conclude with a discussion of our results in section 10. In
order to keep the line of argument clear, we have moved most of the technical details to a series of
appendices.
2 Asymptotically locally AdS spacetimes
We discuss in this section the definition of asymptotically locally anti-de Sitter (AlAdS) spacetimes.
More details can be found in [13, 16] and the mathematics reviews [26, 27]. In this paper, we restrict
our attention to the case of pure gravity but the method can be generalized to include matter.
The most general asymptotic solution of Einstein’s equations with negative cosmological constant
takes the form [3]
ds2 = Gµνdx
µdxν =
dz2
z2
+
1
z2
gij(x, z)dx
idxj ,
g(x, z) = g(0) + zg(1) · · ·+ zdg(d) + h(d)zd log z2 + · · · (2.1)
In these coordinates z = 0 is the location of the conformal boundary of spacetime and g(0) is
an arbitrary non-degenerate metric (which represents the conformal structure of the boundary).
Einstein equations determine uniquely all coefficients in (2.1) except for the transverse traceless
part of g(d) [3, 5, 8] (see appendix A of [8] for concrete expressions). A short computation reveals
that the Riemann tensor of the metric (2.1) is asymptotically equal to
Rµνκλ = (GµλGνκ −GκµGνλ)(1 +O(z)) (2.2)
where the cosmological constant is normalized as Λ = −d(d − 1)/2 (i.e. we set the AdS radius
equal to one). Thus the leading form of the Riemann tensor is exactly the same as the Riemann
3
tensor of the AdSd+1 spacetime. We will call solutions with this property “asymptotically locally
AdS” (AlAdS) spacetimes. All solutions of pure gravity with negative cosmological constant are
of this form. Notice that we do not require the conformal structure of (2.1) to be that of AdSd+1.
Spacetimes with this conformal structure are called “asymptotically AdS” [1, 2].
Recall that AdSd+1 is conformally flat and this implies [28] that g(0) is also conformally flat and
the expansion (2.1) terminates at order z4,
g(x, z) =
(
1 +
z2
2
g(2)g
−1
(0)
)
g(0)
(
1 +
z2
2
g−1(0)g(2)
)
(2.3)
with
d = 2 : g(2)ij = −
1
2
(Rg(0)ij + tij), ∇itij = 0, tii = R, (2.4)
d 6= 2 : g(2)ij = −
1
d− 2(Rij −
1
2(d − 1)Rg(0)ij),
where Rij is the Ricci tensor of g(0) and the transverse traceless part of tij is not determined by
the asymptotic analysis. g(0) may be chosen to be the standard metric R × Sd−1. By definition,
AAdSd+1 spacetimes have the same boundary conformal structure as AdSd+1. This implies that
all coefficients up to g(d) are the same as those for AdSd+1, but g(d) is different. For AAdSd+1
spacetimes the logarithmic term in (2.1) is absent.
AlAdS spacetimes have an arbitrary conformal structure [g(0)] and a general g(d), the logarithmic
term is in general non-vanishing, and there is no a priori restriction on the topology of the conformal
boundary. The mathematical structure of these spacetimes (or their Euclidean counterparts) is
currently under investigation in the mathematics community, see [27] and references therein. For
instance, it has not yet been established how many, if any, global solutions exist given a conformal
structure, although given (sufficiently regular) g(0) and g(d) a unique solution exists in a thickening
B × [0, ǫ) of the boundary B. On the other hand, interesting examples of such spacetimes have
appeared in the literature, see [27] for a collection of examples. One of the motivations for the
current work is to derive physically motivated conditions on the possible conformal structures
[g(0)].
A very useful reformulation of the asymptotic analysis can be achieved by observing that for
AlAdS spacetimes the radial derivative is to leading order equal to the dilatation operator [14, 15].
That is to say, if we write the metric in the form
ds2 = dr2 + γij(x, r)dx
idxj (2.5)
which is related to (2.1) by the coordinate transformation z = exp(−r), then
∂r = δD +O(e−r) (2.6)
where δD is the dilatation operator. For pure gravity
δD =
∫
ddx2γij
δ
δγij
. (2.7)
When matter fields are present δD contains additional terms according to the Weyl transformation
of the corresponding boundary fields (see [14, 16] for examples). The asymptotic analysis can
4
now be very effectively performed [14] by expanding all objects in eigenfunctions of the dilatation
operator and organizing the terms in the field equations according to their dilatation weight.
For the case of pure gravity, the main object is the extrinsic curvature Kij of constant-r slices.
In the coordinates where the metric is given by (2.5), the extrinsic curvature is equal to
Kij =
1
2
γ˙ij, (2.8)
where the dot indicates derivative w.r.t. r. It admits the following expansion in terms of eigen-
functions of the dilatation operator,
Kij [γ] = δ
i
j +K(2)
i
j +K(4)
i
j + · · ·+K(d)ij + K˜(d)ij(−2r) + · · · (2.9)
where all terms but K(d)
i
j transform homogeneously with the weight indicated by their subscript,
δDK(n)
i
j = −nK(n)ij , n < d, δDK˜(d)ij = −dK˜(d)ij (2.10)
and K(d)
i
j transforms anomalously,
δDK(d)
i
j = −dK(d)ij − 2K˜(d)ij. (2.11)
Notice that K˜(2k+1)
i
j = 0. The radial derivative admits a similar expansion:
∂r = δD + ∂(2) + · · ·
=
∫
ddxγ˙ij
δ
δγij
= 2
∫
ddxKij
δ
δγij
= δD +
∫
ddxK(2)ij
δ
δγij
+ · · · (2.12)
where we used the chain rule and (2.8)-(2.9).
Inserting these expansions in Einstein’s equations and grouping terms with the same weight
together leads to a number of recursion relations that can be solved to uniquely determine all
coefficients except for the traceless divergenceless part of K(d)
i
j [14].
The coefficients K(n)ij , K˜(d)ij determine the coefficients g(n), h(d)ij in (2.1) and vice versa. The
precise relations have been worked out in [14] and we list them here for up to n = 4,
γij [g(0)] =
1
z2
(g(0)ij + g(2)ijz
2 + · · ·+ zdg(d)ij + h(d)ijzd log z2 + ...)
K(2)ij [g(0)] = −g(2)ij (2.13)
K(3)ij [g(0)] = −
3
2
g(3)ij , for d = 3
K(4)ij [g(0)] = −2g(4)ij − 3h(4)ij + (g2(2))ij −
1
12
g(0)ij(Tr g
2
(2) − (Tr g(2))2)
−1
2
g(2)ij Tr g(2), for d = 4
K˜(d)ij [g(0)] = −
d
2
h(d)ij .
Explicit expressions for g(n), h(n) (for low enough d) can be found in appendix A of [8] and expres-
sions for Kij [γ] in [14].
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Since the dilatation operator is equal to the radial derivative to leading order, the leading radial
dependence of a dilatation eigenfunction f(k) of weight k is equal to exp(−kr). It will be useful to
introduce the following “hat” notation for the leading coefficient:
f(k) = e
−krfˆ(k)(x)(1 +O(e−r)) (2.14)
For instance, γˆ(−2)ij(x) denotes the boundary metric g(0)ij(x) and Kˆ(n)ij = K(n)ij [g(0)].
3 Energy of Asymptotically locally AdS spacetimes
In gravitational theories energy is usually measured with respect to a reference spacetime, but
such a reference spacetime may not exist for general AlAdS spacetimes. In AlAdS spacetimes that
possess an asymptotic timelike Killing vector, however, one can do better: one can assign a mass
in a way that is intrinsic to the spacetime, as we review in this section.
We first note that all AlAdS spacetimes possess a covariantly conserved energy momentum
tensor constructed from the metric coefficients (in general there are contributions from matter
[8, 10, 11, 19, 16], but we only discuss the pure gravity case in this paper),
Tij = − 1
κ2
(K(d)ij −K(d)γij) (3.15)
where K(d) = K(d)
i
i and κ
2 = 8πG. This energy momentum tensor is equal to the variation
of the gravitational on-shell action supplemented by appropriate boundary counterterms w.r.t.
the boundary metric [6, 8, 14]. One can also derive (3.15) as a Noether current associated with
asymptotic (global) symmetries of the bulk spacetime [16]. When the bulk equations of motion
hold, it satisfies,
∇iTij = 0, T ii = A, (3.16)
where A is the holographic anomaly (A is non-vanishing only for even d for the pure gravity case
but when matter is present there may be additional conformal anomalies for all d [29]).
Let us consider an AlAdS spacetime that possesses a vector that asymptotically approaches a
conformal Killing vectors ξi of the boundary metric g(0) (see appendix B of [16] for the precise fall
off conditions). Conserved charges are now obtained as,
Qh = −
∫
Ct∩∂M
dSi T
i
j ξ
j (3.17)
where Ct is an initial value hypersurface of the bulk manifold. If the anomaly vanishes one can
construct conserved charges for all conformal Killing vectors of the boundary metric. In particular,
the energy is associated with a timelike Killing vector.
One can compute the value of the energy with following steps (see also section 6 of [16]):
1. Bring the bulk metric to the form (2.1) by changing coordinates near z = 0, and read off the
coefficients g(n). From these coefficients, compute the K(d)ij coefficients using (2.13).
2. Compute the stress energy tensor Tij by substituting K(d)ij in (3.15).
3. Plug in Tij and the timelike Killing vector ξ
i of g(0) in (3.17).
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Let us illustrate this procedure by computing the mass of AdS5. We already reported the result
for step 1 in (2.3). Substituting in (3.15) we obtain the stress energy tensor [9]
Tij =
1
64πGN
(4δi,0δj,0 + g(0)ij) (3.18)
The boundary metric is in this case the standard metric on R× S3, so the timelike Killing vector
is ξ = ∂/∂t. Substituting in (3.17) we get
MAdS5 =
∫
d3x
√
gT00 =
3π
32GN
. (3.19)
In previous approaches [17, 1, 2, 18] one could only measure the energy of spacetimes relative to
AdS5. Here we see that we can compute the mass for AdS5 itself. The fact that the mass is non-zero
is due to the presence of the conformal anomaly (which is related to IR divergences of the on-shell
action). Its value is exactly equal to the Casimir energy of N = 4 SYM on S3 [6].
The purpose of this work is to analyze under which conditions the energy defined holographically
is bounded from below. To answer this questions we will connect the holographic energy to the
spinorial energy of Witten and Nester that is manifestly positive definite.
4 Positivity of energy
Witten’s positive energy theorem [22] is motivated by the fact that in supersymmetric theories the
Hamiltonian is the square of supercharges. This implies that there is an expression for the energy
in terms of spinors and that the energy is positive definite. The construction below imitates the
supersymmetric argument but does not require supersymmetry.
Given an antisymmetric tensor Eµν , one can always obtain an identically covariantly conserved
current (i.e. the conservation does not require use of field equations)
jµ = DνEνµ ⇒ Dµjµ = −2RµνEµν = 0, (4.20)
where Dµ is the covariant derivative associated with the bulk metric G. Integrating the time
component of this current over a spacelike hypersurface Ct, we obtain a conserved charge
Q =
∫
Ct
dΣµj
µ =
∫
Ct
ddx
√
tG nµDνEνµ , (4.21)
where tG is the induced metric on the hypersurface Ct and nµ is the unit normal of Ct. Using
Stokes’ theorem2 and assuming that the spacetime has a single boundary, we obtain a formula for
the charges as an integral at infinity
Q =
∫
Ct∩∂M
dΣµνE
νµ =
∫
Ct∩∂M
dd−1x
√
tg(0) nµlνE
νµ, (4.22)
where tg(0) is the induced metric on Ct ∩ ∂M and lµ is the outward pointing unit normal of the
boundary ∂M .
2Notice that nµDνE
νµ = tDν(nµE
νµ), where tD is the covariant derivative on Ct.
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The Witten-Nester spinorial energy EWN [22, 30] is derived using the following antisymmetric
tensor constructed from a spinor fields ǫ,
Eµν =
1
κ2
(ǫ¯Γµνρ∇ρǫ+ c.c.) (4.23)
where
∇µ = Dµ + 1
2
Γµ, (4.24)
is the AdS covariant derivative (as noted before, we set the AdS scale l = 1 throughout this paper).
A standard computation (see, for instance, [21] for details) that uses the bulk equations of motion3
Rµν − 1
2
(R− 2Λ)Gµν = 0, (4.25)
yields
nµDνEνµ = 2
(
(∇αˆǫ)†ηαˆβˆ(∇βˆǫ)− (Γαˆ∇αˆǫ)†(Γβˆ∇βˆǫ)
)
, (4.26)
where the indices α, β run through all values except time and the hat indicates a flat index, e.g.
∇αˆ = Eµαˆ∇µ with Eµαˆ being the inverse vielbein, see appendix A for our conventions. It follows
that if there exists a regular spinor ǫ on Ct satisfying the Witten equation,
Γαˆ∇αˆǫ = 0, (4.27)
the Witten-Nester energy is positive definite,
EWN ≥ 0. (4.28)
Furthermore, the equality holds iff the Witten spinor is covariantly constant w.r.t. to the AdS
connection,
EWN = 0 ⇔ ∇αˆǫ = 0. (4.29)
On the other hand, the value of EWN depends only on the asymptotics of the Witten spinor
as follows from (4.22). We would like to compute this energy for general AlAdS spacetime. To
regulate potential IR divergences we introduce a regulating surface Σr. The regulated energy is
now given by
EWN [r] =
∫
Ct∩Σr
dd−1x
√
tγ nµlνE
νµ = − 1
κ2
∫
Ct∩Σr
dd−1x
√
tγ (ǫ†ΓrˆΓaˆ∇aˆǫ+ c.c.) (4.30)
where we used that in our case nµ = E
tˆ
µ and lµ = E
rˆ
µ, see appendix B. To compute this expression
we need to know asymptotic solutions of the Witten equation.
3As mentioned earlier, we consider the case of pure gravity in this paper. The positivity of the spinorial energy
continues to hold for gravity coupled to matter with a stress energy tensor that satisfies the dominant energy condition.
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5 Asymptotic solutions of the Witten equation
We would like to obtain asymptotic solutions of the Witten equation,
/∇ǫ ≡ (Γrˆ∇rˆ + Γaˆ∇aˆ)ǫ = 0. (5.31)
This is obtained by expanding all quantities in terms of dilatation eigenfunctions, as in the asymp-
totic analysis of the bulk equations of motion [14] reviewed in section 2. We present the details in
appendix C. In particular, we find the Witten operator /∇ admits the following expansion,
/∇ = /∇(0) + /∇(1) +
[ d−1
2
]∑
k=1
/∇(2k) + /∇(d) + (−2r)/˜∇(d) + · · · , (5.32)
where the explicit expressions can be found in appendix C ([k] denotes the integer part of k). We
only quote here the first two terms
/∇(0) = (δD +
d− 1
2
)Γrˆ +
d
2
, /∇(1) = ΓaˆDaˆ (5.33)
and note that /˜∇(d) is zero when d is odd.
Let us now consider a spinor with the asymptotic expansion
ǫ = ǫ(m) + ǫ(m+1) + ǫ(m+2) + · · ·+ ǫ(m+d) + (−2r) ǫ˜(m+d) + · · · , (5.34)
where the coefficients transform as their subscript indicates,
δDǫ(n) = −nǫ(n), δD ǫ˜(m+d) = −(m+ d)ǫ˜(m+d) (5.35)
except for ǫ(m+d) which transforms anomalously,
δDǫ(m+d) = −(m+ d)ǫ(m+d) − 2ǫ˜(m+d). (5.36)
Inserting (5.34) in the Witten equation and collecting terms of the same weight, we get a series
of equations. The equation for the lowest order component reads
/∇(0) ǫ(m) = 0. (5.37)
This implies that either
m = −1
2
, ǫ(− 1
2
) = P
−ǫ(− 1
2
) (5.38)
or
m = d− 1
2
, ǫ(d− 1
2
) = P
+ǫ(d− 1
2
), (5.39)
where P± = 12(1 ± Γrˆ) are projection operators. The Witten spinors with leading behavior as in
(5.39) fall off too fast at infinity to contribute to EWN , and therefore we consider only the solution
with leading behavior as in (5.38) from now on. Notice, however, that a Witten spinor which is
regular in the interior may require a linear combination of the two asymptotic solutions.
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The remaining equations read
/∇(0) ǫ(− 1
2
+k) = −
/∇(1) ǫ(k− 3
2
) +
[ k
2
]∑
l=1
/∇(2l)ǫ(− 1
2
+k−2l)
 , k = 1, 2, . . . , d−1 (5.40)
/∇(0) ǫ˜(− 1
2
+d) = −/˜∇(d)ǫ(− 1
2
) , (5.41)
/∇(0) ǫ(− 1
2
+d) = −
/∇(1)ǫ(d− 3
2
) +
[ d−1
2
]∑
l=1
/∇(2l)ǫ(− 1
2
+d−2l) + /∇(d)ǫ(− 1
2
)
 . (5.42)
Using the commutation relations between /∇(n) and P± listed in (C.17) we conclude
Γrˆǫ(− 1
2
+n) = (−1)n+1 ǫ(− 1
2
+n) , 0 ≤ n < d . (5.43)
Equations (5.40) can be solved iteratively to determine locally all coefficients in terms of ǫ(− 1
2
)
provided /∇(0) is invertible. The zero modes of /∇(0) are given in (5.38) and (5.39), so starting from
ǫ(− 1
2
) one can determine all coefficients except for P
+ǫ(− 1
2
+d) which is left undetermined. The result
is4
ǫ(− 1
2
+k) = −c(k)
/∇(1) ǫ(k− 3
2
) +
[ k
2
]∑
l=1
/∇(2l)ǫ(− 1
2
+k−2l)
 , (5.44)
with c(2l) =
1
2l
, c(2l+1)=
1
d− (2l + 1) , k = 1, 2, . . . , d−1.
Later on we will need the explicit form for k = 1:
ǫ( 1
2
) = −
1
d− 1 Γ
aˆDaˆ ǫ(− 1
2
), (5.45)
The solution of (5.41) and (5.42) depends on whether d is even or odd:
• d even
P− ǫ˜(− 1
2
+d) = −
1
d
/˜∇(d)ǫ(− 1
2
)
P+ ǫ˜(− 1
2
+d) = 0 (5.46)
P− ǫ(− 1
2
+d) = −
1
d
ΓaˆDaˆǫ(d− 3
2
) + 2ǫ˜(− 1
2
+d) +
d/2∑
k=1
/∇(2k)ǫ(− 1
2
+d−2k)

P+ǫ(− 1
2
+d) undetermined
• d odd
P−ǫ˜(− 1
2
+d) = 0
4Use
(
(δD +
d−1
2
)Γrˆ − d
2
)
/∇(0)ǫ(− 1
2
+k) = k(d− k)ǫ(− 1
2
+k).
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P+ǫ˜(− 1
2
+d) = −
1
2
/∇(1)ǫ(d− 3
2
) +
(d−1)/2∑
k=1
/∇(2k)ǫ(− 1
2
+d−2k)

P−ǫ(− 1
2
+d) = −
1
d
/∇(d)ǫ(− 1
2
) (5.47)
P+ǫ(− 1
2
+d) undetermined.
Having determined the most general asymptotic solution of the Witten equation, we next turn to
the computation of the Witten-Nester energy.
6 Witten-Nester energy
We are now in the position to compute the Witten-Nester energy. Recall that the regulated ex-
pression is given by
EWN [r] = − 1
κ2
∫
Ct∩Σr
dd−1x
√
tγ (ǫ†ΓrˆΓaˆ∇aˆǫ+ c.c.) (6.48)
where r, the position of the radial slice, is the regulator. Using the asymptotic expansion derived
in the previous section we obtain
q ≡ −ǫ†ΓrˆΓaˆ∇aˆǫ
= q(−1) + q(0) + q(1) + · · · + q(d−1) + (−2r)q˜(d−1) + · · · . (6.49)
All terms up to q(d−1) give divergent contributions in (6.48) as r → ∞. Therefore, for EWN to
be well-defined, these terms should vanish. Similar divergences were found in the on-shell action
in [5] and there they were canceled by means of boundary counterterms. In the present context,
however, we want to maintain the manifest positivity of EWN so instead of adding counterterms we
view the vanishing of the divergent terms as conditions imposed on the asymptotic data. In other
words, our results show that only for a subset of AlAdS spacetimes the Witten-Nester energy is
well-defined. We should add here that our discussions do not exclude the possibility that a modified
Witten-Nester energy exists that is manifestly positive and is well defined for a wider class of AlAdS
spacetimes.
The explicit form of q(n) is most easily obtained by using (C.18). Using the alternating chirality
of the spinors ǫ(k) (5.43) we conclude
q(−1) = q(2l) = 0 for l = 0, 1, . . . 2l 6= d− 1 , (6.50)
The odd powers however are generically non-zero,
q(2n−1) = −(d− 1)
n−1∑
k=0
ǫ†
(2n−2k− 3
2
)
ǫ( 1
2
+2k) +
2n−1∑
k=0
(−1)k+1 ǫ†
(2n−k− 3
2
)
ΓaˆDaˆǫ(− 1
2
+k)
−1
2
n∑
k=1
2n−2k∑
l=0
K(2k)
jˆ
aˆ ǫ
†
(2n−2k−l− 1
2
)
ΓaˆΓjˆ ǫ(l− 12 )
(6.51)
for n = 1, 2, . . . , [d−12 ].
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The result for the terms of order (d− 1) depends on whether d is even or odd,
• d odd
q(d−1) = −
1
2
K(d)
jˆ
aˆǫ
†
(− 1
2
)
ΓaˆΓjˆǫ(− 12 )
(6.52)
q˜(d−1) = 0 ,
• d even
q(d−1) = −
1
2
K(d)
jˆ
aˆǫ
†
(− 1
2
)
ΓaˆΓjˆǫ(− 12 )
+
1
2
A(d−1) (6.53)
q˜(d−1) = −
1
2
K˜ jˆaˆ(d)ǫ
†
(− 1
2
)
ΓaˆΓjˆǫ(− 12 )
where we separated out in q(d−1) the term that depends on the coefficient K(d)ij which is not
determined by the asymptotic analysis. The remaining terms are given by
1
2
A(d−1) = −(d− 1)
d/2−1∑
k=0
ǫ†
(d−2k− 3
2
)
ǫ( 1
2
+2k) +
d−1∑
k=0
(−1)k+1 ǫ†
(d−k− 3
2
)
ΓaˆDaˆǫ(− 1
2
+k)
−1
2
d/2−1∑
k=1
d−2k∑
l=0
K(2k)
jˆ
aˆ ǫ
†
(d−2k−l− 1
2
)
ΓaˆΓjˆ ǫ(l− 12 )
(6.54)
To summarize, we have the following result
d odd : q =
d−1
2∑
l=1
q(2l−1) + q(d−1) + · · · (6.55)
d even : q =
d
2
−1∑
l=1
q(2l−1) + (−2r) q˜(d−1) + q(d−1) + · · · (6.56)
where the various coefficients are given in (6.51), (6.52) and (6.53).
In order for the Witten energy to be well defined we need the integral of the divergent coeffi-
cients be zero. Recall that K˜(d)ij is the metric variation of the conformal anomaly [8] and vanishes
when the boundary metric is conformally Einstein [3], i.e. when there exists a representative of
the boundary conformal structure g(0) that satisfies Einstein’s equations (with or without cosmo-
logical constant). So we conclude that a sufficient condition for the vanishing of the “logarithmic”
divergence5 (which is present only in even dimensions) is that the boundary metric is conformally
Einstein.
The “power-law” divergences q(2n−1) impose further conditions on the asymptotic data, namely
the boundary geometry should be such that spinors ǫ(− 1
2
) satisfying specific differential equations
exist. In d = 2 there is no such divergence. For d = 3, 4 the only divergent term is q(1). This results
in the following condition6 (
1
(d− 1)(Γ
aˆDaˆ)
2 +
1
2
K(2)
jˆ
aˆΓ
aˆΓjˆ
)
ǫ(− 1
2
) = 0 (6.57)
5Recall that −2r = log z2 and exp(kr) = z−k so (−2r)q˜d−1 and q(2n−1) are analogous to the logarithmic and
power-law divergences in the on-shell action.
6q(1) is equal to −ǫ
†
(− 1
2
)
times the l.h.s. of (6.57).
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where
K(2)ij =
1
(d− 2)
(
Rij − 1
2(d− 1)Rγij
)
. (6.58)
This condition is not Weyl covariant but one can understand this as a consequence of the invariance
of the Witten-Nester energy under diffeomorphisms, as we discuss in appendix D. We are not aware
of a classification of manifolds that admit such spinors, but we will discuss examples below where
this condition is satisfied. The conditions q(2n−1) for n > 1 will only be discussed for AAdS
spacetimes.
7 Holographic energy vs Witten-Nester energy
In the previous section, we discussed necessary conditions for the Witten-Nester energy to be well
defined. We assume now that these conditions hold and we discuss how the finite part compares
with the holographic energy.
Using (6.48)-(6.49)-(6.52)-(6.53), we get
EWN =
1
2κ2
∫
Ct∩Σr
dd−1x
√
tγ K(d)
jˆ
aˆǫ
†
(− 1
2
)
ΓaˆΓjˆǫ(− 12 )
− 1
2κ2
∫
Ct∩Σr
dd−1x
√
tγ A(d−1) + c.c. (7.59)
where A(d−1) is non-zero only for even d. A simple algebra shows that
K(d)
jˆ
aˆǫ
†
(− 1
2
)
ΓaˆΓjˆǫ(− 12 )
= κ2T tˆ iˆǫ¯(− 12 )
Γiˆǫ(− 1
2
), (7.60)
where Tij is the holographic stress energy tensor (3.15). It follows
d odd : EWN = Eh, (7.61)
d even : EWN = Eh − E0, (7.62)
provided ǫˆ(− 1
2
) is chosen such that
ξi = ¯ˆǫ(− 1
2
)Γ
iǫˆ(− 1
2
) (7.63)
is a timelike Killing vector of the boundary metric g(0). (The hat notation explained in (2.14))
Notice that g(0) must have a timelike Killing vector in order to define energy. We show in appendix
E that if the Witten spinor is asymptotically a Killing spinor then (7.63) is automatically a timelike
or null conformal Killing vector of the boundary metric. In the more general case we discuss here
Killing spinors may not exists even asymptotically, but g(0) can have a timelike Killing vector. In
this case (7.63) is viewed as an additional condition on ǫˆ(− 1
2
).
The additional term for even d, i.e. for odd dimensional bulk spacetimes, is equal to
E0 = − 1
κ2
∫
Ct∩∂M
Re(Aˆ(d−1)), (7.64)
where Aˆ(d−1) is given in (6.54). It depends only on asymptotic data and is a bounded quantity.
For general AlAdS3 and AlAdS5 spacetimes E0 is given by
•d = 2 1
2
Aˆ(1) = |∂φǫˆ(− 1
2
)|2 (7.65)
•d = 4 1
2
Aˆ(3) = −
1
12
|Kˆ jˆaˆ(2)ΓaˆΓjˆ ǫˆ(− 12 )|
2 (7.66)
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where in deriving (7.66) we used the finiteness condition (6.57), φ stands for the spatial boundary
coordinate of AlAdS3 and K(2)ij is given in (6.58). In the next section we will derive E0 for
AAdSd+1 spacetimes.
This leads us to the main result of this paper. Consider AlAdS spacetimes where in addition to
the boundary conformal structure7 [g(0)] we also specify a boundary spinor ǫˆ(− 1
2
)(x). We require
that (g(0), ǫˆ(− 1
2
)) are such that (i) the no-divergence conditions derived in the previous section are
satisfied, (ii) ξi in (7.63) is a timelike Killing vector of g(0), (iii) a regular Witten spinor approaching
ǫ(− 1
2
) asymptotically exists and (iv) the bulk spacetime has a single boundary or if there are more
than one boundary the other boundaries should give vanishing contribution to EWN .
The holographic energy of AlAdS spacetimes with such an asymptotic structure is bounded from
below
AlAdS2k : Eh ≥ 0 (7.67)
AlAdS2k+1 : Eh ≥ E0 (7.68)
Spacetimes saturating the bound may be considered as “the ground state” among all spacetimes
with the same asymptotic data.
Notice that E0 depends on ǫˆ(− 1
2
) so if ǫˆ(− 1
2
) is not fixed uniquely by our requirements, E0 in
(7.68) should be understood to be the maximum among all choices. The fact that the bound
in odd dimensions is non-zero is related to the fact that the Witten-Nester energy vanishes for
supersymmetric solutions, but the holographic energy may not be zero, essentially because of the
presence of the conformal anomaly. In fact E0 for AAdS spacetimes is related via AdS/CFT to the
Casimir energy of the dual QFT. We discuss this further in the next section.
We finish this section with a few remarks. If the boundary metric has additional (conformal)
isometries the Witten-Nester construction can be generalized to include all conserved charges. This
is discussed for AAdS spacetimes in [21] (see also the recent discussion in [31]). In such cases we
expect exact agreement between the Witten-Nester charges and the holographic charges. We also
expect that one is able to relax the last requirement, namely that all contributions to EWN come
from a single boundary. The case of spacetimes with horizons is discussed in [32]. Thus the main
two requirements on the asymptotic structure are the no-divergence conditions and the global
existence of Witten spinors.
8 AAdS spacetimes
In this section we restrict our attention to AAdSd+1 spacetimes. This case has been discussed
previously in [21, 32, 33, 19]. These spacetimes possess asymptotic Killing spinors and we take the
the Witten spinor to approach such a spinor,
ǫW (x, r) = ǫK(x, r)(1 +O(e−dr)), (8.69)
where eK is the AdS Killing spinor given in (F.4). Properties of AdS Killing spinors are discussed
in appendix F.
7As discussed in detail in [16] when the conformal anomaly does not vanish identically one needs to pick a specific
representative g(0) in order to define the theory.
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Recall that the asymptotics of AAdS start differing from AdS at the normalizable mode order
and the Witten-Nester energy is zero for AdSd+1. It follows that all divergent terms in EWN [AAdS]
are zero. We will shortly demonstrate this for up to d = 6. Furthermore, since E0 depends only on
boundary data, it is universal among all solutions with the same asymptotics. So to evaluate it, it
is sufficient to consider the case of AdSd+1. We thus obtain (using EWN [AdS] = 0)
E0 = Eh[AdS]. (8.70)
The energy of AdS2p+1 (with boundary R× S2p−1) can be evaluated using the results in appendix
G for any p (for even dimensions Eh[AdS2p] = 0). For up to d = 6 one can actually compute
the energy of AdSd+1 with boundary metric any conformally flat metric g(0) using the following
formulae derived in [8] (the formula for d = 6 corrects typos in (3.21) of [8]),
d = 2 : Tij =
1
κ2
[g(2) − g(0)Tr g(2)]ij (8.71)
d = 4 : Tij =
1
2κ2
[−g2(2) + g(2)Tr g(2) −
1
2
g(0)((Tr g(2))
2 − Tr g2(2))]ij
d = 6 : Tij =
1
4κ2
[g3(2) − g2(2) Tr g(2) +
1
2
g(2)
(
(Tr g(2))
2 − Tr g2(2)
)
+g(0)
(
1
2
Tr g(2) Tr g
2
(2) −
1
3
Tr g3(2) −
1
6
(Tr g(2))
3
)
]ij
Specializing these results to g(0) being the metric on R× S2p−1 or using the results from appendix
G one obtains,
E0(d = 2) = − π
κ2
, E0(d = 4) =
3π2
4κ2
, E0(d = 6) = − 5π
3
16κ2
(8.72)
In the previous section we provided a formula for E0 in terms of A(d−1), see (7.64). It is a nice
check on our computations that both computations give the same answer and we demonstrate this
for up to d = 6.
To explicitly check the cancellation of divergences and compute E0 we need to know the coef-
ficients K(2n)ij and ǫ(m). These are computed in appendix G and we give here only the relevant
results for the computation up to d = 6,
K(2n)at[γ] = 0, K˜ij [γ] = 0, Kab[γ] = γab
∑
n=0
kˆ(2n)γ
−n,
kˆ(0) = 1, kˆ(2) =
1
2
, kˆ(4) = −
1
8
, kˆ(6) =
1
16
, (8.73)
where
γab = γg(0)ab, γ = e
2r
(
1− e
−2r
4
)2
, (8.74)
and g(0)ab is the standard metric of S
2p−1. For the expansion of the Killing spinor we get,
eK(x, r) =
∑
m=0
ǫˆ(− 1
2
+m)γ
− 1
2
(− 1
2
+m),
ǫˆ( 3
2
) =
1
8
ǫˆ(− 1
2
), ǫˆ( 5
2
) = −
1
8
ǫˆ( 1
2
), ǫˆ( 7
2
) = −
5
128
ǫˆ(− 1
2
), ǫˆ( 9
2
) =
7
128
ǫˆ( 1
2
), (8.75)
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where ǫˆ(± 1
2
) are given in (F.5). Using (F.9) one easily obtains that they satisfy,
(ΓaˆDˆaˆ)
2ǫˆ(− 1
2
) = −
1
4
(d− 1)2 ǫˆ(− 1
2
), ǫˆ
†
( 1
2
)
ǫˆ( 1
2
) =
1
4
ǫˆ†
(− 1
2
)
ǫˆ(− 1
2
) + total derivative (8.76)
and we normalize as ǫˆ†
(− 1
2
)
ǫˆ(− 1
2
) = 1.
Using these results one can explicitly evaluate q(1) and q(3) and find that they are equal to zero.
Furthermore, q˜(d−1) = 0 for AAdS since the boundary metric is conformally flat. This explicitly
demonstrates that the Witten-Nester energy is well-defined for up to d = 6. Furthermore, one can
also easily evaluate A(d−1) with result,
A(d−1) = (d− 1)kˆ(d). (8.77)
This implies that
E(0) = Eh[AdS] (8.78)
since the right hand side of (8.77) is equal to κ2T tˆ
jˆ
ξjˆ, where T ij is the holographic stress energy
tensor for AdS2p+1 and ξ
iˆ is the standard timelike Killing vector of AdS2p+1 (i.e. ξ
tˆ = 1, ξaˆ = 0).
The ground state energy E0 is also related to the Casimir energy of a conformal field theory
on R × Sd−1. To see this notice that the R × Sd−1 is conformally related to Minkowski space.
One can thus obtain the vacuum energy on R × Sd−1 by starting from Minkowski space where
the expectation value of the energy momentum vanishes and apply the conformal transformation
that maps it to R × Sd−1. This would lead to a zero vacuum energy if the transformations were
non-anomalous, but because in even dimensions there is a conformal anomaly one gets a non-zero
result. We refer to [34] for a discussion of the d = 2 and d = 4 case. The fact that energy of AdS5
is equal to the Casimir energy of N = 4 SYM was first discussed in [6].
9 Other examples and global issues
So far we have derived necessary conditions for the Witten-Nester energy to be well defined. Our
discussion however was local in nature and thus our conditions are certainly not sufficient. In
order to complete the analysis one has to address global issues as well and establish the existence
of Witten spinors with the asymptotics we discuss here. In this section we illustrate some of the
subtleties by means of two examples.
We assume in this paper that the boundary admits at least one spin structure that extends in
the bulk. In general, however, the boundary manifold can admit many spin structures and only
a subset of those may extend to the bulk8. An elementary example that exemplifies the situation
is the circle S1. It admits two spin structures: spinors can be periodic or anti-periodic around
S1. If a boundary S1 is contractible in the interior then only the anti-periodic spinors extend,
but if S1 is not contractible both spin structures extend. An example where such issues arise is
in three dimensions with boundary of topology R × S1. AdS3 and the BTZ black hole have a
8A spin structure exists iff the second Steifel-Whitney class vanishes, 0 = w2 ∈ H
2(M,Z2), and the number of
distinct spin structures is equal to the dimension of H1(M,Z2). In particular, if M is simply connected there is a
unique spin structure.
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boundary of such topology, but in AdS3 the circle is contractible in the interior whereas in the BTZ
black hole not. This is the first example we discuss below. A related discussion for more general
supersymmetric spacetimes in 2 + 1 AdS supergravity can be found in [35].
Another related issue is the question of regularity of the Witten spinor. One may successfully
satisfy the local conditions that ensure finiteness of the Witten-Nester energy by an appropriate
choice of ǫˆ(− 1
2
), but there may not exist a globally valid regular Witten spinor satisfying these
boundary conditions. We illustrate this issue with our second example, the AdS soliton.
9.1 Extremal BTZ Black Hole
We discuss in the subsection the extremal BTZ black hole [36]. The metric is given by
ds2 = −N2(ρ)dt2 +N−2(ρ)dρ2 + ρ2
(
dφ− ρ
2
0
ρ2
dt
)2
(9.79)
where
N(ρ) =
1
ρ
(ρ2 − ρ20). (9.80)
The spacetime has an extremal horizon at ρ = ρ0 and a conformal boundary at ρ→∞. Introducing
a new radial coordinate
ρ =
√
e2r + ρ20 (9.81)
we bring the metric in the form used in this paper
ds2 = dr2 + e2r(−dt2 + dφ2) + ρ20 (dt− dφ)2. (9.82)
The horizon is now pushed to r = −∞ and the boundary is at r =∞. This metric is of the general
form (2.3)-(2.4) with g(0) the standard metric on R× S1.
The holographic stress energy tensor associated with this solution can be computed using (3.15),
Ttt = Tφφ = −Ttφ = ρ
2
0
κ2
, (9.83)
where we used K(2)ij = −g(2)ij and read off g(2) from (9.82). The boundary metric has the timelike
Killing vector ζ(t) = ζ
i
(t)∂i = ∂/∂t and the spacelike Killing vector ζ(φ) = ζ
i
(φ)∂i = ∂/∂φ and we can
use them to obtain the mass and angular momentum of the solution,
M = −
∫ 2pi
0
dφT ti ζ
i
(t) =
∫ 2pi
0
dφTtt =
ρ20
4G
, (9.84)
J = −
∫ 2pi
0
dφT ti ζ
i
(φ) =
∫ 2pi
0
dφTtφ = − ρ
2
0
4G
, (9.85)
where G is Newton’s constant, so the metric is the extremal solution with M = −J . The extremal
solution with M = J is given by the same metric but with Gtφ → −Gtφ. Setting ρ20 = 0 yields the
massless solution.
We now want to compute the Witten-Nester energy for the this solution. The extremal BTZ
black hole admits one Killing spinor [37], and one could consider using it as a Witten spinor, as in
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our discussion of AAdS spacetimes. We therefore need the explicit form of the Killing spinor. The
vielbein and spin connection of the metric (9.82) are given by
E tˆ = N(r) dt, E rˆ = dr, Eφˆ = ρ(r) dφ − ρ
2
0
ρ(r)
dt , (9.86)
ωrˆ φˆ = −N(r)dφ, ωφˆtˆ = −
ρ20
ρ(r)2
dr, ωtˆ rˆ = − ρ
2
0
ρ(r)
dφ+ ρ(r)dt
where in these formulas N and ρ are understood to be functions of r (cf (9.80) and (9.81)). A
straightforward computation shows that the Killing spinor is given by
ǫ =
√
N(r) ǫˆ(− 1
2
) , (9.87)
where ǫˆ(− 1
2
) is a constant spinor satisfying the following conditions
P+ǫˆ(− 1
2
) = P
−
φtǫˆ(− 1
2
) = 0 (9.88)
where P+ = 12(1 + Γ
rˆ) and P−φt =
1
2(1 − Γφˆtˆ). In (9.88) we impose two projections on a two
dimensional spinor, so one might think that that there are no non-trivial solutions. In three
dimensions however there are two inequivalent representations of the gamma matrices: (i) Γtˆ =
iσ2,Γφˆ = σ1,Γrˆ = σ3, where σk are the Pauli matrices, and (ii) Γ′ˆi = −Γiˆ. In representation (i)
we find that Γrˆ = −Γφˆt and therefore P+ = P−φt, so (9.88) admits a non-trivial solution. Notice
that the Killing spinor ǫ is periodic in φ, actually it is constant in φ, where the corresponding AdS
Killing spinor (F.4) is anti-periodic.
We now choose as a Witten spinor the Killing spinor (9.87). The projection in (9.88) implies
Γtˆǫˆ(− 1
2
) = Γ
φˆǫˆ(− 1
2
) and this in turn implies that the boundary Killing vector,
ξ iˆ = ¯ˆǫ(− 1
2
)Γ
iˆǫˆ(− 1
2
) (9.89)
is a null Killing vector (since ξ tˆ = ξφˆ). Choosing |ǫˆ(− 1
2
)|2 = 1 we have
ξ = ζ(t) + ζ(φ). (9.90)
Let us now compute the corresponding Witten-Nester conserved charge. First we compute the
ground state “energy”,
1
2
Aˆ(1) = −ǫˆ†(− 1
2
)
∂2φǫˆ(− 1
2
) = 0, ⇒ E0 = 0, (9.91)
since the spinor ǫˆ(− 1
2
) is constant. One should contrast this with the case of AdS3, where E0 =
−π/κ2. We thus obtain,
EWN = −
∫ 2pi
0
dφT ti ξ
i =M + J = 0, (9.92)
as expected since the Witten-Nester energy is by construction equal to zero for Witten spinors
that are equal to Killing spinors. In other words, the Witten-Nester conserved charge is a linear
combination of the mass and angular momentum.
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The Witten spinor, however, need not be equal to a Killing spinor. To obtain a Witten-Nester
expression for the mass we now consider the following spinor,
ǫ′ =
√
N(r) ǫˆ′
(− 1
2
)
, (9.93)
where
P+ǫˆ′
(− 1
2
)
= P+φtǫˆ
′
(− 1
2
)
= 0 (9.94)
In order for this expression to admit a non-trivial solution we must work with the irreducible
representation (ii) where P+ = P+φt.
To show that this is a Witten spinor we compute,
∇rˆǫ′ = ρ
2
0
ρ2
ǫ′, ∇φˆǫ′ =
ρ20
ρ2
Γφˆǫ
′ (9.95)
from which we obtain
(Γrˆ∇rˆ + Γφˆ∇φˆ)ǫ′ = 0. (9.96)
This Witten spinor is associated with the null Killing vector field ξ ′ˆi = ¯ˆǫ′(− 1
2
)Γ
iˆǫˆ′
(− 1
2
)
, where we
normalize |ǫˆ′
(− 1
2
)
|2 = 12 ,
ξ′i ∂i = ¯ˆǫ′(− 1
2
)Γ
iǫˆ′
(− 1
2
)
∂i =
1
2
(∂tˆ − ∂φˆ) =
1
2
(ζ(t) − ζ(φ)). (9.97)
Let us now compute the Witten-Nester energy. The ground state energy E0 is zero because ǫˆ
′
(− 1
2
)
is constant and
E′WN = −
∫ 2pi
0
dφT ti ξ
′i =
1
2
(M − J) =M. (9.98)
Notice that the Witten spinor is regular for ρ2 ≥ ρ20 or equivalently r > −∞. Furthermore,
a possible contribution to the Witten-Nester energy from the horizon vanishes since the Witten
spinor vanishes at the horizon.
This example illustrates a number of points. Firstly, we see explicitly the dependence of the
Witten-Nester construction on the spin structure and on the choice of Witten spinor. For AdS3
one must choose anti-periodic boundary conditions for the Witten spinor and the dependence of
ǫˆ(− 1
2
) on the S
1 coordinate φ gives rise to the ground state energy E0. In the BTZ case however
the circle is not contractible and periodic spinors are allowed. In fact one must choose periodic
spinors if one wants to preserve supersymmetry. With this choice the ground state energy vanishes.
Another point that is illustrated by this example is that one may have to consider Witten spinors
that do not approach a Killing spinor asymptotically in order to obtain all conserved charges.
9.2 AdS Soliton
In this subsection we discuss the AdS soliton [25]. This solution has a toroidal boundary and
negative energy but it has been conjectured [25] that it is the lowest energy solution within its
asymptotic class. This was checked for small perturbations in [25]-[38] and additional support for
this conjecture was presented in [39], [27]. The negative energy was shown in [25] to be (proportional
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to) the Casimir energy of N = 4 SYM on R × T 3. In our general discussion we found that the
Witten-Nester energy is equal to the holographic energy up to a ground state energy, which is
present in odd dimensions. This ground state energy for AAdS had the interpretation of Casimir
energy for the dual CFT on R × Sd−1. So one could have hoped that similar discussions would
prove the positive energy conjecture of [25]. However, inspection of the results in the literature and
our results in section 7 shows that this cannot be the case. The AdS soliton has negative mass in
all dimensions and this is incompatible with the bounds in section 7. In particular, the mass of
even dimensional AlAdS spacetimes is bounded by zero and of AAdS5 by a positive quantity. It
will be instructive however to understand why our considerations do not apply in this case.
The metric for the five-dimensional AdS soliton is given by
ds2 =
1
N(ρ)2
dρ2
ρ2
+ ρ2
(
N(ρ)2 dτ2 − dt2 + dx2 + dy2
)
, (9.99)
where
N(ρ) =
√
1− a
4
ρ4
. (9.100)
Regularity requires that τ is identified with period pia , and we take x, y to be periodic with periods
Rx, Ry, respectively.
A change of the radial coordinate,
er =
a2√
2ρ
√
1−N(ρ) , or ρ
2 = e2r +
a2
4
e−2r, (9.101)
brings the metric in the form used in this paper,
ds2 = dr2 +
(
e2r +
a2
4
e−2r
)
(−dt2 + dx2 + dy2) + (e
2r − a24 e−2r)2
(e2r + a
2
4 e
−2r)
dτ2 (9.102)
= dr2 + e2rηijdx
idxj + e−2r
a4
4
(−dt2 + dx2 + dy2 − 3 dτ2) +O(e−4r)dτ2.
From this metric we can read off the coefficients g(n) and obtain the coefficient Kˆ(n) by using (2.13).
Up to n = 4 the only non-zero coefficients are
Kˆ(4)
tˆ
tˆ
= Kˆ(4)
xˆ
xˆ = Kˆ(4)
yˆ
yˆ = −
1
2
a4 Kˆ(4)
τˆ
τˆ =
3
2
a4 (9.103)
This boundary metric has a timelike Killing vector ξ = ∂/∂t, and we can use (3.17) to compute
the mass of the soliton,
Eh =
∫
d3xTtt = −RxRya
3
16G
(9.104)
in agreement with [25].
We now turn to the discussion of the Witten-Nester energy for this solution. Let us assume for
the moment that the no-divergence condition in (6.57) holds. The ground state energy E0 is zero
in this case since
1
2
Aˆ(3) = −
1
12
|Kˆ(2) jˆ aˆΓaˆΓjˆ ǫˆ(− 12 )|
2 = 0 (9.105)
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because K(2)ij = 0. To obtain the Witten-Nester energy, we compute
qˆ(3) = −
1
2
ǫˆ†
(− 1
2
)
Kˆ jˆaˆ(4)Γ
aˆΓjˆ ǫˆ(− 12 )
= −a
4
4
|ǫˆ(− 1
2
)|2 < 0, (9.106)
so provided we can normalize |ǫˆ(− 1
2
)|2 = 1 we obtain
EWN = Eh < 0 (9.107)
which contradicts the positivity property of the Witten-Nester energy.
Let us now discuss the no-divergence condition (6.57) which for the solution at hand reads,
ǫˆ†
(− 1
2
)
( ∂2x + ∂
2
y + ∂
2
τ ) ǫˆ(− 1
2
) + c.c. = 0 . (9.108)
This condition is solved by a constant ǫˆ(− 1
2
) (which may be normalized to one) so our asymptotic
conditions are satisfied. Integrating the Witten equation with this boundary condition leads to
ǫ =
a2
2
1
ρ3/2
1√
N(ρ)
√
1 +N(ρ)
1−N(ρ) ǫˆ(− 12 ), (9.109)
which is singular at ρ = a. It follows that the step from (4.21) to (4.22) relating the manifestly
positive bulk integral to a surface integral does not go through in this case.
One might have anticipated problems with regularity of the Witten spinor since the circle cor-
responding to τ is contractible in the interior, so the Witten spinor and in particular ǫˆ(− 1
2
) should
be anti-periodic in τ . However, our ǫˆ(− 1
2
), and thus the Witten spinor in (9.109), is periodic. If
we demand that ǫˆ(− 1
2
) is antiperiodic in τ , the condition (9.108) cannot be satisfied (with ǫˆ(− 1
2
)
periodic or anti-periodic in x, y), and the Witten-Nester energy is not well-defined.
10 Conclusions
We derived in this paper conditions on the asymptotic structure of asymptotically locally AdS
spacetimes such that their mass is bounded from below. This was done by computing a regulated
version of the manifestly positive spinorial Witten-Nester energy and analyzing the condition for
this energy to be finite.
The spinorial energy EWN is constructed from Witten spinors, i.e. spinor fields satisfying a
Dirac-like equation on the initial-value hypersurface. It can be written either as a bulk integral
or as a surface integral at infinity. The former is manifestly positive and the latter provides the
connection with the conserved charges. The two expressions are equivalent, provided the Witten
spinors are regular. For AlAdS spacetimes, the surface integral is not automatically finite, thus
we introduce a cut-off r in the radial direction to regulate the theory, as in previous work on
holographic renormalization. The regulated EWN [r] can now be computed for general AlAdS
spacetimes, provided that we know asymptotic solutions of the Witten equation. We computed
the most general asymptotic solutions of the Witten equation using methods similar to the ones
in [14]. As a technical remark, we note that the use of the formalism of [14] (instead of the near
boundary expansion of [3, 5, 8]) was instrumental in allowing us to carry out this computation.
21
The coefficients of the asymptotic Witten spinors are determined locally (up to a specific order)
from the (still arbitrary at this stage) boundary value of the Witten spinor ǫ(− 1
2
) and the boundary
vielbein.
Having solved the Witten equation asymptotically, we then computed the regulated Witten-
Nester energy. The expression involves a number of local power-law divergences and a logarithmic
divergence in odd dimensions. This means that not all AlAdS spacetimes possess a finite positive
Witten-Nester energy. The ones that do, have asymptotic data such that all divergences vanish
identically. Thus the vanishing of the divergences provides necessary conditions on the asymptotic
data for the spacetime to possess a finite Witten-Nester energy. The vanishing of the logarithmic
divergence in odd dimensions implies that the even dimensional conformal boundary should be a
conformally Einstein manifold. The number of power law divergences depend on the spacetime
dimension. In dimension three there are no power law divergences and in dimensions 4 and 5
there is one such divergence. In these dimensions, the vanishing of the divergence implies that the
boundary manifold should admit a spinor satisfying a particular differential equation. It would be
interesting to classify the four dimensional conformally Einstein spaces that admit such spinors.
Such a list would provide curved backgrounds for which N = 4 SYM is expected to be well defined.
Higher dimensions were only analyzed for AAdS spacetimes, i.e. for spacetimes that asymptotically
approach the exact AdS solution. In this case, all no-divergence conditions are satisfied if we take
the Witten spinor to approach asymptotically an AdS Killing spinor.
Having established the condition for finiteness we compared the finite part of the Witten-Nester
energy with the expression of the holographic energy, Eh. In even dimensions the two agree exactly
and in odd dimensions they differ by a bounded quantity which only depends on the asymptotic
data. We give an explicit expression of the bound for AlAdS3, AlAdS5 and discuss it for all AAdS
spacetimes. A general feature is that it is negative in 4k − 1 dimensions and positive in 4k + 1
dimensions (k=1, 2, . . .). This difference between EWN and Eh in odd dimensions is due to the
fact that EWN is by construction equal to zero for supersymmetric solutions, while the holographic
energy may not be zero because of the conformal anomaly.
In this paper we only analyzed local properties that follow from the asymptotic analysis. In
order to rigorously establish the bounds, one has to show existence of Witten spinors with the
asymptotics we discuss. It is clear from examples that such a discussion will depend sensitively on
global properties. For example, one would have to understand the dependence of the construction
on spin structures. To illustrate such subtleties we discussed two examples, the extremal BTZ
black hole and the AdS soliton. The extremal BTZ and AdS3 spacetimes have the same conformal
boundary, but the Killing spinors are periodic (along the compact boundary direction) in the
supersymmetric BTZ case and antiperiodic in the case of AdS3. The energy bound in these cases
thus depends on the spin structure. The example of the BTZ black hole also illustrates the fact
that, in order to construct all conserved charges, it may be necessary in some cases to consider
Witten spinors that do not approach asymptotically bulk Killing spinors. The AdS soliton gives
an example where all local requirements can be satisfied, but a global regular Witten spinor with
these boundary conditions does not exist.
In this paper we have restricted our attention to the case of pure gravity, but the discussion
can be generalized to include matter. This is interesting both intrinsically and also from the point
of view of the AdS/CFT correspondence. A particularly interesting case is that of domain wall
backgrounds since they are dual to holographic RG flows. A stability analysis for a class of such
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spacetimes was presented in [40, 41, 31]. An extension of our analysis in this direction will lead to
a systematic search for stable backgrounds supported by matter fields.
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A Conventions and Notations
Our index conventions are as follows
{µ} = {r, {i}} ; {i} = {t, {a}} ; {a} = {1, 2, ...., d − 1} ; {α} = {r, {a}} , (A.1)
and hatted indices stand for flat indices. We use mostly plus signature. Our spinor conventions
and covariant derivatives are given by
ǫ¯ = ǫ† Γtˆ (A.2)
{Γµ,Γν} = 2Gµν (A.3)
(Γaˆ)† = Γaˆ , (Γrˆ)† = Γrˆ , (Γtˆ)† = −Γtˆ (A.4)
Dµǫ = (∂µ + 1
4
Ω νˆρˆµ Γνˆρˆ)ǫ (A.5)
D[µDν]ǫ =
1
8
Rµνρδ Γ
ρδ ǫ (A.6)
∇µǫ ≡ (Dµ + 1
2
Γµ)ǫ. (A.7)
B The radial and the time slices
We list here the various slices used in the main text. We consider an AlAdS spacetime M with
conformal boundary ∂M . As discussed in the main text, we can always choose coordinates near
the boundary where the metric looks like
ds2 = Gµν dx
µdxν = dr2 + γij(x, r)dx
idxj
= E rˆ ⊗ E rˆ +
∑
iˆ,jˆ
ηiˆjˆ E
iˆ ⊗E jˆ , (B.1)
where ηij is the Minkowski metric in d dimensions and we introduce the vielbein 1-forms
Eµˆ = Eµˆµdx
µ. (B.2)
The choice of coordinates in (B.1) implies that we can choose
E rˆr = 1 +O(e−(d−1)r/2), Errˆ = 1 +O(e−(d−1)r/2), E iˆr = O(e−(d−1)r/2), Eirˆ = O(e−(d−1)r/2),
(B.3)
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Figure 1: We illustrate in this figure the various slices used in this paper. The shaded area is the initial
value surface, ∂M is the conformal boundary of the spacetime and Σr is the regulated surface.
which implies
E rˆ = dr, ~∂rˆ ≡ Eµrˆ ∂µ = ∂r. (B.4)
up to the order indicated above.
The radial slice Σr
The radial slice is defined by its normal E rˆ. With the coordinate choice in (B.1), this is the
r = const slice. The induced metric is given by
ds2r = γij(r, x) dx
idxj =
∑
iˆ,jˆ
ηiˆjˆ E
iˆ ⊗ E jˆ (B.5)
As r →∞, Σr approaches the conformal boundary ∂M . In this limit the induced metric γij(x, r)
blows up and only a conformal structure is well-defined. One can pick a specific representative g(0)
by a specific choice of defining function ρ (a defining function is a positive function that has a single
zero at the boundary). Choosing as defining function ρ = e−r we get as a boundary metric
ds2∞ = g(0)ij dx
idxj =
∑
iˆ,jˆ
ηiˆjˆ e
iˆ ⊗ ejˆ (B.6)
where eiˆ = limr→∞ e
−rE iˆ.
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The time slice Ct
We consider the time slice Ct defined by its normal E
tˆ. The induced metric on Ct is
ds2t ≡ tGµνdxµdxν =
(
Gµν + E
tˆ
µE
tˆ
ν
)
dxµdxν
=
∑
α
Eαˆ ⊗Eαˆ = E rˆ ⊗ E rˆ +
∑
a
Eaˆ ⊗ Eaˆ. (B.7)
The boundary of the time slice Ct ∩ Σr
The induced metric on the intersection of the two slices is
ds2(rt) ≡ tγijdxidxj =
(
γij + E
tˆ
iE
tˆ
j
)
dxidxj =
∑
a
Eaˆ ⊗ Eaˆ (B.8)
As r →∞, and with the same defining function as before, we get for the metric on Ct ∩ ∂M
ds2∞,t ≡ tg(0)ijdxidxj = ( g(0)ij + etˆietˆj )dxidxj , (B.9)
where ejˆi = limr→∞(e
−r E jˆi ) is the vielbein of the boundary metric g(0)ij .
C Asymptotic expansions
In this appendix we present some of the technical details needed in order to obtain the asymptotic
solution of the Witten spinor.
The dilatation operator (2.7) is given in terms of the vielbein by
δD =
∫
ddxE jˆi
δ
δE jˆi
, (C.10)
and the second fundamental form and radial derivative admits the expansions
Kij [γ] = δ
i
j +
[ d−1
2
]∑
k=1
K(2k)
i
j +K(d)
i
j + K˜(d)
i
j(−2r) + · · · (C.11)
∂r = δD +
[ d−1
2
]∑
k=1
∂r(2k) + ∂r(d) − (2r)∂˜r(d) + · · ·
∂r(n) =
∫
ddxK(n)ij
δ
δγij
, ∂˜r(d) =
∫
ddxK˜(d)ij
δ
δγij
, (C.12)
where [d−12 ] denotes the integer part of
d−1
2 and K˜(d)ij is zero when d is odd. Furthermore, since
Kij = E˙
iˆ
(iE
jˆ
j)ηiˆjˆ, E˙
iˆ
i admits an expansion of the form
∂rE
jˆ
i = E
jˆ
i +
d−1∑
k=0
E˙(k)
jˆ
i + (−2r) ˙˜E(d−1) jˆi + · · · (C.13)
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In our coordinate system, the spin connections are given by
Ωiˆjˆr = E
k[ˆi∂rE
jˆ]
k , Ω
jˆrˆ
i = E
kjˆKik, Ω
iˆjˆ
i , (C.14)
and the covariant derivatives take the form,
∇rǫ = ( ∂r + 1
4
Ek[ˆi∂rE
jˆ]
k Γiˆjˆ +
1
2
Γr ) ǫ ,
∇iǫ = (Di + 1
2
EkjˆKikΓjˆrˆ +
1
2
Γi ) ǫ . (C.15)
where Di is the covariant derivative of the induced metric γij.
Using the results above one can work out the asymptotic expansion of the covariant derivatives
and the operator /∇ ≡ Γrˆ∇rˆ + Γaˆ∇aˆ that appear in the Witten equation,
/∇(0) = (δD +
d− 1
2
)Γrˆ +
d
2
/∇(1) = ΓaˆDaˆ (C.16)
/∇(2n) =
(
2
∫
ddx γikK(2n)
i
j
δ
δγjk
+
1
4
Ek[ˆiE˙(2n−1)
jˆ]
k Γiˆjˆ +
1
2
K(2n)
jˆ
aˆ Γ
aˆΓjˆ
)
Γrˆ
/∇(d) =
(
2
∫
ddx γikK(d)
i
j
δ
δγjk
+
1
4
Ek[ˆiE˙(d−1)
jˆ]
k Γiˆjˆ +
1
2
K(d)
jˆ
aˆ Γ
aˆΓjˆ
)
Γrˆ
/˜∇(d) =
(
2
∫
ddx γik K˜(d)
i
j
δ
δγjk
+
1
4
Ek[ˆi ˙˜E(d−1)
jˆ]
k Γiˆjˆ +
1
2
K˜(d)
jˆ
aˆ Γ
aˆΓjˆ
)
Γrˆ .
where n = 1, 2, ...., [d−12 ]. Note also that δDE
kiˆ = −Ekiˆ, so Ekiˆ ≡ Ekiˆ(1) and that /˜∇(2k+1) = 0.
Observe that [
/˜∇(d), P±
]
= 0,
[
/∇(k), P±
]
= 0 (k 6= 1), /∇(1)P± = P∓/∇(1)
/∇(0)P− = (−δD +
1
2
)P−, /∇(0)P+ = (δD + d−
1
2
)P+ (C.17)
We will also use in the main text the asymptotic expansion of the operator Γaˆ∇aˆ. It is given by
Γaˆ∇aˆ(0) =
d− 1
2
Γrˆ +
d− 1
2
= (d− 1)P+
Γaˆ∇aˆ(1) = ΓaˆDaˆ (C.18)
Γaˆ∇aˆ(2n) =
1
2
K jˆaˆ(2n)Γ
aˆΓjˆΓ
rˆ , n = 1, 2, ...., [
d − 1
2
]
Γaˆ∇aˆ(d) =
1
2
K jˆaˆ(d)Γ
aˆΓjˆΓ
rˆ
Γaˆ∇˜aˆ(d) =
1
2
K˜ jˆaˆ(d)Γ
aˆΓjˆΓ
rˆ .
D Properties under Weyl transformations
We discuss in this appendix the Weyl transformation properties of the conditions of the absence
of divergences. We focus on the Weyl transformation properties of (the integral of) q(1) but the
discussion can be extend to the other coefficients.
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We wish to know how the leading divergence∫
Ct∩Σr
√
tγ q(1) =
∫
dd−1x
√
tg(0) e
(d−2)r qˆ(1)(1 +O(e−2r)) (D.19)
= −
∫
dd−1x
√
tg(0) e
(d−2)r ǫˆ†
(− 1
2
)
(
1
(d− 1)(Γ
aˆDˆaˆ)
2 +
1
2
Kˆ(2)
jˆ
aˆΓ
aˆΓjˆ
)
ǫˆ(− 1
2
)
(
1 +O(e−2r))
transforms under a local Weyl transformation,
g¯(0)ij = e
2σ(x)g(0)ij . (D.20)
(The hat notation is defined in (2.14)). In order g¯(0)ij to admit a timelike Killing vector we need
to impose the following condition on σ(x):
σ,tˆ ≡ eitˆ∂iσ = 0 , (D.21)
The Weyl transformation of (D.19) can be worked out using
¯ˆ
Daˆ = e
−σ
(
Dˆaˆ +
1
2
σ,bˆ Γ
bˆ
aˆ
)
(D.22)
¯ˆ
K(2)ij = Kˆ(2)ij − DˆiDˆjσ + DˆiσDˆjσ −
1
2
(Dˆσ)2g(0)ij
¯ˆǫ(− 1
2
) = e
σ/2ǫˆ(− 1
2
).
Using these results we derive,∫
dd−1x
√
tg(0) e
(d−2)r qˆ(1) =
∫
dd−1x
√
tg¯(0) e
(d−2)(r−σ)
(
¯ˆq(1) − ¯ˆǫ†(− 1
2
)
σ,bˆΓ
bˆaˆ ¯ˆDaˆ¯ˆǫ(− 1
2
)
)
(D.23)
The overall factor is due to the dilatation transformation property of q(1). We will now show that
the additive term is required by the invariance of the Witten-Nester energy under diffeomorphisms.
Weyl transformations on the boundary are induced by special bulk diffeomorphisms,
er¯+σ(x¯) = er ( 1 +O(e−2r) ), x¯i = xi ( 1 +O(e−2r) ) . (D.24)
The regulated Witten-Nester energy is invariant under this transformation provided we also trans-
form the cut-off,
ENW [r] = E¯NW [r¯ + σ(x¯)]. (D.25)
The normal to the surface r¯ + σ(x¯) is given by lµ = Dµ(r¯ + σ(x¯)). Inserting this in the definition
of the Witten-Nester energy and considering the leading term in the limit r¯→∞ we get
E¯NW [r¯ + σ(x¯)] ∼
∫
dd−1x
√
tg¯(0) e
(d−2)r¯
(
¯ˆq(1) − ¯ˆǫ†(− 1
2
)
σ,bˆΓ
bˆaˆ ¯ˆDaˆ¯ˆǫ(− 1
2
) + c.c.
)
(D.26)
which agrees with the rhs of (D.23). The additive term is due to σ dependence of the normal vector
lµ.
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E Bulk Killing spinors and Witten spinors
We show in this appendix that for an AlAdS spacetime, the bulk Killing spinor ǫ admits the
asymptotic expansion
ǫ = ǫ(− 1
2
) + ǫ( 1
2
) + · · · (E.27)
with
ǫˆ(− 1
2
) = P
−ǫˆ(− 1
2
), ǫˆ( 1
2
) = −ΓiDˆiǫˆ(− 1
2
) ∀ i, no sum over i (E.28)
Furthermore,
ξi = ¯ˆǫ(− 1
2
)Γ
iǫˆ(− 1
2
) (E.29)
is a timelike or null boundary conformal Killing vector.
Proof:
The asymptotic expansion of the covariant derivatives can be obtained from the results in appendix
C. Starting from (C.15) we obtain
∇rǫ =
(
(δD +
1
2
Γrˆ) +∇(2) + · · ·
)
ǫ (E.30)
∇iǫ = (E jˆi ΓjˆP+ +Di +∇(2)i + · · ·) ǫ . (E.31)
We can now solve asymptotically the Killing spinor equations
∇µǫ = 0. (E.32)
The radial equation, ∇rǫ = 0, implies that
ǫ = e
1
2
r ǫˆ(− 1
2
) + e
− 1
2
r ǫˆ( 1
2
) + · · · (E.33)
ǫˆ(− 1
2
) = P
−ǫˆ(− 1
2
) ; ǫˆ( 1
2
) = P
+ǫˆ( 1
2
) (E.34)
Inserting this in the spatial equations, ∇iǫ = 0, we obtain
Dˆiǫˆ(− 1
2
) + Γiǫˆ( 1
2
) = 0 , ⇔ ǫˆ( 1
2
) = −ΓiDˆiǫˆ(− 1
2
) ∀ i (no sum) (E.35)
where Dˆi and Γi ≡ ejˆiΓjˆ are defined with respect to the boundary metric g(0)ij .
Notice that an asymptotic Killing spinor is in particular a Witten spinor, but not vice versa. For
instance, the sub-leading asymptotic coefficient of a Witten spinor is given by (5.45),
ǫˆ( 1
2
) = −
1
d− 1Γ
aˆDˆaˆǫˆ(− 1
2
) , Witten spinor (E.36)
Unless ΓaˆDˆaˆǫˆ(− 1
2
) = Γ
bˆDˆbˆǫˆ(− 12 )
, for all a and b, the Witten spinor will not asymptote to a Killing
spinor.
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The fact that ξi = ¯ˆǫ(− 1
2
)Γ
iǫˆ(− 1
2
) is a conformal Killing vector follows by direct computation using
the asymptotics of the Killing spinor,
Dˆ(i ξj) = Dˆ(i
(
¯ˆǫ(− 1
2
)Γj)ǫˆ(− 1
2
)
)
= ¯ˆǫ( 1
2
)Γ(iΓj)ǫˆ(− 1
2
) − ¯ˆǫ(− 1
2
)Γ(jΓi)ǫˆ( 1
2
)
= g(0)ij ( ¯ˆǫ( 1
2
)ǫˆ(− 1
2
) − ¯ˆǫ(− 1
2
)ǫˆ( 1
2
) )
=
1
d
g(0)ijDˆk (¯ˆǫ(− 1
2
)Γ
kǫˆ(− 1
2
))
=
1
d
g(0)ij Dˆkξ
k. (E.37)
We now prove that ξ iˆ = ¯ˆǫ(− 1
2
)Γ
iˆǫˆ(− 1
2
) is timelike or null. Let us introduce the hermitian matrix
A = vaˆΓtˆΓ
aˆ, v2 ≡ ηaˆbˆvaˆvbˆ = 1, i = {t, {a}}. (E.38)
and consider ǫˆ(− 1
2
) that is an eigenvector of A,
Aǫˆ(− 1
2
) = aǫˆ(− 1
2
). (E.39)
Since A2 = 1, a2 = 1 too. Multiplying (E.39) by ǫˆ†
(− 1
2
)
and squaring we get
(ξ0ˆ)2 =
(∑
aˆ
vaˆξ
aˆ
)2
. (E.40)
Elementary algebra shows that
∑
aˆ<bˆ
(ξaˆvbˆ − ξbˆvaˆ)2 =
∑
aˆ
(ξaˆ)2 −
(∑
aˆ
vaˆξ
aˆ
)2
≥ 0, (E.41)
which implies
|ξ|2 ≡ −(ξ0ˆ)2 +
∑
aˆ
(ξaˆ)2 ≤ 0. (E.42)
F Killing Spinors of AdSd+1 in global coordinates
We discuss in this appendix the structure of the Killing spinors for AdSd+1 spacetimes in coordinates
ds2 = dr2 −N2+(r) dt2 +N2−(r) dΩ2d−1 , (F.1)
where
N±(r) = e
r ± 1
4
e−r (F.2)
and dΩ2d−1 is the standard metric on S
d−1,
dΩ2n = dθ
2
n + sin
2 θn dΩ
2
n−1 ; dΩ
2
1 = dθ
2
1 , (F.3)
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The radial coordinate ρ usually used in the standard global coordinates is given by ρ = N−.
We find that the Killing spinors can be written in the following compact form
ǫ = e
r
2 ǫˆ(− 1
2
) + e
− r
2 ǫˆ( 1
2
) , (F.4)
where
ǫˆ(− 1
2
) = P
−O+d−1Od−2...O1Otη (F.5)
ǫˆ( 1
2
) = −
1
2
P+O−d−1Od−2...O1Otη ,
with η a constant spinor and
Ot = e− t2Γtˆ = cos t
2
− sin t
2
Γtˆ (F.6)
Oj = e
θj
2
Γĵ+1,jˆ = cos
θj
2
+ sin
θj
2
Γĵ+1,jˆ j = 1, .., d − 2
O±d−1 = cos
θd−1
2
± sin θd−1
2
Γd̂−1.
Proof
The covariant derivatives are given by,
∇rˆ = ∂r + 1
2
Γrˆ (F.7)
∇tˆ =
1
N+
( ∂t + e
rΓtˆP
+ +
1
4
e−rΓtˆP
− )
∇θˆk =
1
N−
( Dˆkˆ + e
rΓkˆP
+ − 1
4
e−rΓkˆP
− ), k = 1, . . . , d− 1
where Dˆkˆ = e
k
kˆ
Dˆk denotes the covariant derivatives on the unit sphere. Explicitly,
Dˆk =
∂
∂θk
+
1
4
ω kli Γkl (F.8)
ω kli = δ
k
i cos θl
l−1∏
m=i+1
sin θm (k < l) ,
ekˆk =
d−1∏
m=k+1
sin θm.
Using these expressions, one can easily verify that (F.4) satisfy ∇rˆǫ = ∇tˆǫ = 0, so we concentrate
on the spherical part. From (F.7) we see that ∇θˆkǫ = 0 is equivalent to the following equations,
Dˆkˆ ǫˆ(− 12 )
+ Γkˆ ǫˆ( 12 )
= 0 , (F.9)
Dˆkˆ ǫˆ( 12 )
− 1
4
Γkˆ ǫˆ(− 12 )
= 0 .
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These equations are easily shown to hold for k = d − 1, so in the following we discuss the cases
k = 1, 2, .., d − 2. Our proof is similar in spirit with the discussion in [42].
We begin with the fact9
∂jOk = δjk 1
2
Γj+1,jOj , (F.10)
which can be used to rewrite (F.9) as
O±d−1 U d−2j + ω jlj ΓjlO±d−1 − ejˆjΓjO∓d−1 = 0, (F.11)
where U kj (k ≤ j) is defined by
U kj = Ok U k−1j O−1k ; U jj ≡ Γj+1,j . (F.12)
Equations (F.11) can further be rewritten as
O±d−1 U d−2j O∓d−1 + cos θd−1 ω jlj Γjl ∓ ejˆj Γj (1∓ sin θd−1 Γd−1) = 0 , (F.13)
where we have used the relations
O+d−1O−d−1 = O−d−1O+d−1 = cos θd−1 (F.14)
(O±d−1)2 = 1± sin θd−1 Γd−1 .
Using (F.8) and the relation
O±d−1 Γj,d−1O∓d−1 = Γj,d−1 ∓ sin θd−1Γj, (F.15)
one can prove (F.13) provided Uj
k is given by
U kj = −
k∑
l>j
ω jlj Γjl − sec θk+1 ω j,k+1j Γj,k+1. (F.16)
We now prove this relation by induction. First observe that U jj = Γj+1,j satisfies (F.16). Suppose
now that (F.16) is satisfied for U kj for some k < d− 2. Using
Ok+1 Γj,k+1O−1k+1 = cos θk+1 Γj,k+1 + sin θk+1 Γj,k+2 , (F.17)
one finds that U k+1j satisfies (F.16) too. This finishes the proof of (F.16) and thus the proof that
(F.4) is the Killing spinor of AdSd+1.
9To avoid cumbersome notation we drop the ”hats” from the indices of the gamma matrices in the rest of this
appendix.
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G Asymptotics of AAdS spacetimes
We obtain in this appendix the coefficients K(2n)ij [g(0)], n < d for AAdS. As mentioned in the main
text, it is sufficient to compute them for the exact AdS solution.
Consider AdSd+1 with boundary metric g(0) the standard metric on R× Sd−1. Then from (2.3)
we obtain,
g(2)ab = −
1
2
g(0)ab, g(2)tt =
1
2
g(0)tt, g(4)ij =
1
16
g(0)ij . (G.18)
The induced metric and second fundamental form are given by
γij = e
2r(g(0)ij + e
−2rg(2)ij + e
−4rg(4)ij)
Kij [γ] =
1
2
γ˙ij = e
2rg(0)ij − e−2rg(4)ij ≡ K(0)ij [γ] + · · ·+K(2n)ij [γ] + · · · (G.19)
Recall that the coefficient K(2n)ij are local polynomials of dimension n of (covariant derivatives
of the) curvature tensor of the induced metric. For the case at hand, this implies that K(2n)ij is
proportional to Rn, where
R = (d− 1)(d − 2)γ−1, γ = e2r
(
1− e
−2r
4
)2
(G.20)
is the curvature scalar of γij. Thus, the expansion in eigenfunctions of the dilation operator is
equivalent to an expansion in γ−1,
Kab[γ] = γab
∑
n=0
kˆ(2n)γ
−2n (G.21)
Inserting this expression in (G.19) yields,
∑
n=0
kˆ(2n)e
−2nr
(
1− e
−2r
4
)−2n
= (1 +
e−2r
4
)(1− e
−2r
4
)−1. (G.22)
Expanding both sides around r→∞ and matching powers of e−2r determines the coefficients kˆ(2n).
The first few are given in (8.73).
We next turn to the expansion of the Witten spinor. As mentioned in the main text, we take the
Witten spinor to be a Killing spinor up to sufficiently high order, and the Killing spinor is given by
ǫK(x, r) = e
r
2 ǫˆ(− 1
2
)(x) + e
− r
2 ǫˆ( 1
2
)(x). (G.23)
To obtain the eigenfunctions of the dilatation operator we should express ǫK(x, r) as a series in
γ−1,
eK(x, r) =
∑
m=0
ǫˆ(− 1
2
+m)(x)γ
− 1
2
(− 1
2
+m). (G.24)
Comparing (G.23) and (G.24) determines ǫˆ(− 1
2
+m)(x). The first few are given in (8.75).
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