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SINGULAR LIMITS FOR THE BI-LAPLACIAN OPERATOR
WITH EXPONENTIAL NONLINEARITY IN R4
MO´NICA CLAPP, CLAUDIO MUN˜OZ, AND MONICA MUSSO
Abstract. Let Ω be a bounded smooth domain in R4 such that for some
integer d ≥ 1 its d-th singular cohomology group with coefficients in some field
is not zero, then problem(
∆2u− ρ4k(x)eu = 0 in Ω,
u = ∆u = 0 on ∂Ω,
has a solution blowing-up, as ρ → 0, at m points of Ω, for any given number
m.
1. Introduction and statement of main results
Let Ω be a bounded and smooth domain in R4. We are interested in studying
existence and qualitative properties of positive solutions to the following boundary
value problem {
∆2u− ρ4k(x)eu = 0 in Ω,
u = ∆u = 0 on ∂Ω,
(1.1)
where k ∈ C2(Ω¯) is a non-negative, not identically zero function, and ρ > 0 is a
small, positive parameter which tends to 0.
In a four-dimensional manifold, this type of equations and similar ones arise from
the problem of prescribing the so-called Q-curvature, which was introduced in [7].
More precisely, given (M, g) a four-dimensional Riemannian manifold, the problem
consists in finding a conformal metric g˜ for which the corresponding Q-curvature
Qg˜ is a-priori prescribed. The Q-curvature for the metric g is defined as
Qg = −
1
2
(
∆gRg −R
2
g + 3|Ricg|
2
)
,
where Rg is the scalar curvature and Ricg is the Ricci tensor of (M, g). Writing
g˜ = e2wg, the problem reduces to finding a scalar function w which satisfies
Pgw + 2Qg = 2Qg˜e
4w, (1.2)
where Pg is the Paneitz operator [33, 10] defined as
Pgw = ∆
2
gw + div
(
2
3
Rgg − 2Ricg
)
dw.
Problem (1.2) is thus an elliptic fourth-order partial differential equation with ex-
ponential non-linearity. Several results are already known for this problem [9, 10]
and related ones [1, 19, 31]. When the metric g is not Riemannian, the problem
has been recently treated by Djadli and Malchiodi in [20] via variational methods.
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In the special case where the manifold is the Euclidean space and g is the Eu-
clidean metric, we recover the equation in (1.1), since (1.2) takes the simplified
form
∆2w − 2Qe4w = 0.
Problem (1.1) has a variational structure. Indeed, solutions of (1.1) correspond
to critical points in H2(Ω) ∩H10 (Ω) of the following energy functional
Jρ(u) =
1
2
∫
Ω
|∆u|2 − ρ4
∫
Ω
k(x)eu.
For any ρ sufficiently small, the functional above has a local minimum which rep-
resents a solution to (1.1) close to 0. Furthermore, the Moser-Trudinger inequality
assures the existence of a second solution, which can be obtained as a mountain
pass critical point for Jρ. Thus, as ρ → 0, this second solution turns out not to
be bounded. The aim of the present paper is to study multiplicity of solutions to
(1.1), for ρ positive and small, under some topological assumption on Ω, and to
describe the asymptotic behaviour of such solutions as the parameter ρ tends to
zero. Indeed, we prove that, if some cohomology group of Ω is not zero, then given
any integer m we can construct solutions to (1.1) which concentrate and blow-up,
as ρ→ 0, around some given m points of the domain. These are the singular limits.
Let us mention that concentration phenomena of this type, in domains with
topology, appear also in other problems. As a first example, the two-dimensional
version of problem (1.1) is the boundary value problem associated to Liouville´s
equation [26] 
∆u+ ρ2 k(x) eu = 0, in Ω,
u = 0, on ∂Ω,
(1.3)
where k(x) is a non-negative function and now Ω is a smooth bounded domain in
R
2. In [15] it is proved that problem (1.3) admits solutions concentrating, as ρ→ 0,
around some given set of m points of Ω, for any given integer m, provided that Ω
is not simply connected. See also [5, 22, 21, 11, 8, 30, 32, 37, 40, 38, 39] for related
results. A similar result holds true for another semilinear elliptic problem, still in
dimension 2, namely 
∆u+ up = 0, u > 0, in Ω,
u = 0, on ∂Ω,
(1.4)
where p now is a parameter converging to +∞. Again in this situation, if Ω is
not simply connected, then for p large there exists a solution to (1.4) concentrating
around some set of m points of Ω, for any positive integer m [23].
In higher dimensions, the analogy is with the classical Bahri-Coron problem. In
[2], Bahri and Coron show that, if N ≥ 3 and Ω ⊂ RN is a bounded domain, then
the presence of topology in the domain guarantees existence of solutions to ∆u+ u
N+2
N−2 = 0, u > 0, in Ω,
u = 0, on ∂Ω.
(1.5)
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Partial results in this direction are also known in the slightly super critical version
of Bahri-Coron’s problem, namely ∆u+ u
N+2
N−2+ε = 0, in Ω,
u > 0 , u = 0, on ∂Ω,
(1.6)
with ε > 0 small. In [13] it is proved that, under the assumption that Ω is a
bounded smooth domain in RN with a sufficiently small hole, then a solution to
(1.6) exhibiting concentration in two points is present. See also [3, 36, 14, 34].
The main point of this paper is to show that the presence of topology in the
domain implies strongly existence of blowing-up solutions for problem (1.1).
Let H∗ := H∗( · ;K) denote singular cohomology with coefficients in a field K.
We also denote by Hd(Ω) the d-th cohomology group in the field K. We shall prove
the following
Theorem 1. Assume that there exists d ≥ 1 such that Hd(Ω) 6= 0 and that infΩ k >
0. Then, given any integer m ≥ 1, there exists a family of solutions uρ to Problem
(1.1), for ρ small enough, with the property that
lim
ρ→0
ρ4
∫
Ω
k(x)euρ(x) dx = 64 π2m.
Furthermore, there are m points ξρ1 , . . . , ξ
ρ
m in Ω, separated at uniform positive
distance from each other and from the boundary as ρ → 0, for which uρ remains
uniformly bounded on Ω \ ∪mj=1Bδ(ξ
ρ
j ) and
sup
Bδ(ξ
ρ
j )
uρ → +∞,
for any δ > 0.
As a simple example, we can say that any bounded domain in R4 that is not
simply connected satisfies H1(Ω) 6= 0 and thus above theorem ensures existence of
multiple solutions for Problem (1.1) for ρ small enough.
The general behaviour of arbitrary families of solutions to (1.1) has been studied
by C.S. Lin and J.-C. Wei in [27], where they show that, when blow-up occurs for
(1.1) as ρ → 0, then it is located at a finite number of peaks, each peak being
isolated and carrying the energy 64π2 (at a peak, u → +∞ and outside a peak, u
is bounded). See [28] and [29] for related results.
We shall see that the sets of points where the solution found in Theorem 1 blows-
up can be characterized in terms of Green’s function for the biharmonic operator
in Ω with the appropriate boundary conditions. Let G(x, ξ) be the Green function
defined by {
∆2xG(x, ξ) = 64π
2δξ(x), x ∈ Ω,
G(x, ξ) = ∆xG(x, ξ) = 0, x ∈ ∂Ω
(1.7)
and let H(x, ξ) be its regular part, namely, the smooth function defined as
H(x, ξ) := G(x, ξ) + 8 log |x− ξ|.
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The location of the points of concentration is related to the set of critical points of
the function
ϕm(ξ) = −
m∑
j=1
{2 log k(ξj) +H(ξj , ξj)} −
∑
i6=j
G(ξi, ξj), (1.8)
defined for points ξ = (ξ1, . . . , ξm) such that ξi ∈ Ω and ξi 6= ξj if i 6= j.
In [4] the authors prove that for each nondegenerate critical point of ϕm there
exists a solution to (1.1), for any small ρ, which concentrates exactly around such
critical point as ρ → 0. We shall show the existence of a solution under a weaker
assumption, namely, that ϕm has a minimax value in an appropriate subset.
More precisely, we consider the following situation. Let Ωm denote the cartesian
product of m copies of Ω. Note that in any compact subset of Ωm, we may define,
without ambiguity,
ϕm(ξ1, . . . , ξm) = −∞ if ξi = ξj for some i 6= j.
We shall assume that there exists an open subset U of Ω with smooth boundary,
compactly contained in Ω, and such that infU k > 0, with the following properties:
P1) Um contains two closed subsets B0 ⊂ B such that
sup
ξ∈B0
ϕm(ξ) < inf
γ∈Γ
sup
ξ∈B
ϕm(γ(ξ)) =: c0,
where Γ := {γ ∈ C(B,U
m
) : γ(ξ) = ξ for every ξ ∈ B0}.
P2) For every ξ = (ξ1, ..., ξm) ∈ ∂Um with ϕm(ξ) = c0, there exists an i ∈ {1, ...,m}
such that
∇ξiϕm(ξ) 6= 0 if ξi ∈ U,
∇ξiϕm(ξ) · τ 6= 0 for some τ ∈ Tξi(∂U) if ξi ∈ ∂U,
where Tξi(∂U) denotes the tangent space to ∂U at the point ξi.
We will show that, under these assumptions, ϕm has a critical point ξ ∈ Um with
critical value c0. Moreover, the same is true for any small enough C1-perturbation
of ϕm. Property P1) is a common way of describing a change of topology of the
sublevel sets of ϕm at the level c0, and c0 is called a minimax value of ϕm. It is a
critical value if Um is invariant under the negative gradient flow of ϕm. If this is not
the case, we use property P2) to modify the gradient vector field of ϕm near ∂U
m
at the level c0 and thus obtain a new vector field with the same stationary points,
and such that U
m
is invariant and ϕm is a Lyapunov function for the associated
negative flow near the level c0 (see Lemmas 6.3 and 6.4 below). This allows us to
prove Theorem 1 and the following.
Theorem 2. Let m ≥ 1 and assume that there exists an open subset U of Ω with
smooth boundary, compactly contained in Ω, with infU k > 0, which satisfies P1)
and P2). Then, for ρ small enough, there exists a solution uρ to Problem (1.1)
with
lim
ρ→0
ρ4
∫
Ω
k(x)euρ = 64 π2m.
Moreover, there is an m-tuple (xρ1 , . . . , x
ρ
m) ∈ U
m, such that as ρ→ 0
∇ϕm(x
ρ
1, . . . , x
ρ
m)→ 0, ϕm(x
ρ
1, . . . , x
ρ
m)→ c0,
for which uρ remains uniformly bounded on Ω \ ∪mj=1Bδ(x
ρ
i ), and
sup
Bδ(x
ρ
i )
uρ → +∞,
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for any δ > 0.
We will show that, for every m ≥ 1, the set U := {ξ ∈ Ω : dist(ξ, ∂Ω) > δ} has
property P2) at a given c0, for δ small enough (see Lemma 6.2). Thus, if infΩ k > 0,
and if there exist closed subsets B0 ⊂ B of Ωm with
sup
ξ∈B0
ϕm(ξ) < inf
γ∈Γ
sup
ξ∈B
ϕm(γ(ξ)),
then both conditions P1) and P2) hold. Condition P1) holds, for example, if ϕm
has a (possibly degenerate) local minimum or local maximum. So a direct conse-
quence of Theorem 2 is that in any bounded domain Ω with infΩ k > 0, Problem
(1.1) has at least one solution concentrating exactly at one point, which corresponds
to the minimum of the regular Green function H . Moreover if, for example, Ω is
a contractible domain obtained by joining together m disjoint bounded domains
through thin enough tubes, then the function ϕm has a (possibly degenerate) local
minimum, which gives rise to a solution exhibiting m points of concentration.
Finally, recall that Problem (1.1) corresponds to a standard case of uniform sin-
gular convergence, in the sense that the associated nonlinear coefficient in Problem
(1.1) –ρ4k(x)– goes to 0 uniformly in Ω¯ as ρ → 0, property that is also present
in Problem (1.3). Nontrivial topology strongly determines existence of solutions.
However, we expect that this strong influence should decay under an inhomogeneous
and non-uniform singular behavior, where critical points of an external function
determine existence and multiplicity of solutions. See [17] for a recent two dimen-
sional case of this phenomenon.
The paper is organized as follows. Section 2 is devoted to describing a first
approximation for the solution and to estimating the error. Furthermore, Problem
(1.1) is written as a fixed point problem, involving a linear operator. In Section 3
we study the invertibility of the linear problem. In Section 4 we solve a projected
nonlinear problem. In Section 5 we show that solving the entire nonlinear problem
reduces to finding critical points of a certain functional. Section 6 is devoted to the
proofs of Theorems 1 and 2.
2. Preliminaries and ansatz for the solution
This section is devoted to construct a reasonably good approximation U for a
solution of (1.1). The shape of this approximation will depend on some points ξi,
which we leave as parameters yet to be adjusted, where the spikes are meant to
take place. As we will see, a convenient set to select ξ = (ξ1, . . . , ξm) is
O :=
{
ξ ∈ Ωm : dist(ξj , ∂Ω) ≥ 2δ0, ∀ j = 1, . . . ,m, and min
i6=j
|ξi− ξj| ≥ 2δ0
}
(2.1)
where δ0 > 0 is a small fixed number. We thus fix ξ ∈ O.
For numbers µj > 0, j = 1, . . . ,m, yet to be chosen, x ∈ R4 and ε > 0 we define
uj(x) = 4 log
µj(1 + ε
2)
µ2jε
2 + |x− ξj |2
− log k(ξj), (2.2)
so that uj solves
∆2u− ρ4k(ξj)e
u = 0 in R4, (2.3)
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with
ρ4 =
384 ε4
(1 + ε2)4
, (2.4)
that is, ρ ∼ ε as ε→ 0.
Since uj and ∆uj are not zero on the boundary ∂Ω, we will add to it a bi-harmonic
correction so that the boundary conditions are satisfied. Let Hj(x) be the smooth
solution of 
∆2Hj = 0 in Ω,
Hj = −uj on ∂Ω,
∆Hj = −∆uj on ∂Ω.
We define our first approximation U(ξ) as
U(ξ) ≡
m∑
j=1
Uj , Uj ≡ uj +Hj . (2.5)
As we will rigorously prove below, (uj +Hj) (x) ∼ G(x, ξj) where G(x, ξ) is the
Green function defined in (1.7).
While uj is a good approximation to a solution of (1.1) near ξj , it is not so much the
case for U , unless the remainder U − uj =
(
Hj+
∑
k 6=j uk
)
vanishes at main order
near ξj . This is achieved through the following precise choice of the parameters µk
logµ4j = log k(ξj) +H(ξj , ξj) +
∑
i6=j
G(ξi, ξj). (2.6)
We thus fix µj a priori as a function of ξ. We write
µj = µj(ξ)
for all j = 1, . . . ,m. Since ξ ∈ O,
1
C
≤ µj ≤ C, for all j = 1, . . . ,m, (2.7)
for some constant C > 0.
The following lemma expands Uj in Ω.
Lemma 2.1. Assume ξ ∈ O. Then we have
Hj(x) = H(x, ξj)− 4 logµj(1 + ε
2) + log k(ξj) +O(µ
2
jε
2), (2.8)
uniformly in Ω, and
uj(x) = 4 logµj(1 + ε
2)− log k(ξj)− 8 log|x− ξj |+O(µ
2
jε
2), (2.9)
uniformly in the region |x− ξj | ≥ δ0, so that in this region,
Uj(x) = G(x, ξj) +O(µ
2
jε
2). (2.10)
Proof. Let us prove (2.8). Define z(x) = Hj(x) + 4 logµj(1 + ε
2) − log k(ξj) −
H(x, ξj). Then z is a bi-harmonic function which satisfies
∆2z = 0 in Ω,
z = −uj + 4 logµj(1 + ε2)− log k(ξj)− 8 log|· − ξj | on ∂Ω,
∆z = −∆uj −
16
|·−ξj |2
on ∂Ω.
Let us define w ≡ −∆z. Thus w is harmonic in Ω and
sup
Ω
|w| ≤ sup
∂Ω
|w| ≤ Cµ2jε
2.
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We also have sup
∂Ω
|z| ≤ Cµ2jε
2. Standard elliptic regularity implies
sup
Ω
|z| ≤ C(sup
Ω
|w|+ sup
∂Ω
|z|) ≤ Cµ2jε
2,
as desired. The second estimate is direct from the definition of uj. 
Now, let us write
Ωε = ε
−1Ω, ξ′j = ε
−1ξj . (2.11)
Then u solves (1.1) if and only if v(y) ≡ u(εy) + 4 log ρε satisfies{
∆2v − k(εy)ev = 0, in Ωε,
v = 4 log ρε, ∆v = 0, on ∂Ωε.
(2.12)
Let us define V (y) = U(εy) + 4 log ρε, with U our approximate solution (2.5). We
want to measure the size of the error of approximation
R ≡ ∆2V − k(εy)eV . (2.13)
It is convenient to do so in terms of the following norm
‖v‖∗ = sup
y∈Ωε
∣∣∣[ m∑
j=1
1
(1 + |y − ξ′j |
2)7/2
+ ε4
]−1
v(y)
∣∣∣ (2.14)
Here and in what follows, C denotes a generic constant independent of ε and of
ξ ∈ O.
Lemma 2.2. The error R in (2.13) satisfies
‖R‖∗ ≤ C ε as ε→ 0.
Proof. We assume first |y − ξ′k| <
δ0
ε
, for some index k. We have
∆2V (y) = ρ4
m∑
j=1
k(ξj)e
uj(εy) =
384µ4k
(µ2k + |y − ξ
′
k|
2)4
+O(ε8).
Let us estimate k(εy)eV (y). By (2.8) and the definition of µ′js,
Hk(x) = H(ξk, ξk)− 4 logµk + log k(ξj) +O(µ
2
kε
2) +O(|x − ξk|)
= −
∑
j 6=k
G(ξj , ξk) +O(µ
2
kε
2) +O(|x − ξk|),
and if j 6= k, by (2.10)
Uj(x) = uj(x) +Hj(x) = G(ξj , ξk) +O(|x − ξk|) +O(µ
2
jε
2).
Then
Hk(x) +
∑
j 6=k
Uj(x) = O(ε
2) +O(|x − ξk|). (2.15)
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Therefore,
k(εy)eV (y) = k(εy)ε4ρ4 exp
{
uk(εy) +Hk(εy) +
∑
j 6=k
Uj(εy)
}
=
384µ4kk(εy)
(µ2k + |y − ξ
′
k|
2)4k(ξk)
{
1 +O(ε|y − ξ′k|) +O(ε
2)
}
=
384µ4k
(µ2k + |y − ξ
′
k|
2)4
{
1 +O(ε|y − ξ′k|)
}
We can conclude that in this region
|R(y)| ≤ C
ε|y − ξ′k|
(1 + |y − ξ′k|
2)4
+O(ε4).
If |y − ξ′j | ≥
δ0
ε
for all j, using (2.8), (2.9) and (2.10) we obtain
∆2V = O(ε4ρ4) and k(εy)eV (y) = O(ε4ρ4).
Hence, in this region,
R(y) = O(ε8)
so that finally
‖R‖∗ = O(ε).

Next we consider the energy functional associated with (1.1)
Jρ[u] =
1
2
∫
Ω
(∆u)2 − ρ4
∫
Ω
k(x)eu, u ∈ H2(Ω) ∩H10 (Ω). (2.16)
We will give an asymptotic estimate of Jρ[U ], where U(ξ) is the approximation
(2.5). Instead of ρ, we use the parameter ε (defined in (2.4)) to obtain the following
expansion:
Lemma 2.3. With the election of µj’s given by (2.6),
Jρ[U ] = −128 π
2m+ 256 π2m|log ε|+ 32 π2 ϕm(ξ) + εΘε(ξ), (2.17)
where Θε(ξ) is uniformly bounded together with its derivatives if ξ ∈ O, and ϕm is
the function defined in (1.8).
Proof. We have
Jρ[U ] =
1
2
m∑
j=1
∫
Ω
(∆Uj)
2 +
1
2
∑
j 6=i
∫
Ω
∆Uj∆Ui − ρ
4
∫
Ω
k(x)eU
≡ I1 + I2 + I3;
Note that ∆2Uj = ∆
2uj = ρ
4k(ξj)e
uj in Ω and Uj = ∆Uj = 0 in ∂Ω. Then
I1 =
1
2
ρ4
m∑
j=1
k(ξj)
∫
Ω
eujUj and I2 =
1
2
ρ4
∑
j 6=i
k(ξj)
∫
Ω
eujUi.
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Let us define the change of variables x = ξj + µjεy, where x ∈ Ω and y ∈ Ωj ≡
(µjε)
−1(Ω− ξj). Using Lemma 2.1 and the definition of ρ in terms of ε in (2.4) we
obtain
I1 = 192
m∑
j=1
∫
Ωj
1
(1 + |y|2)4
{
4 log
1
1 + |y|2
− 8 logµjε+H(ξj , ξj) +O(µjε|y|)
}
= 32π2
m∑
j=1
{
H(ξj , ξj)− 8 logµjε
}
− 64 π2m+O
(
εµj
∫
Ωj
|y|
(1 + |y|2)4
)
= 32π2
m∑
j=1
{
H(ξj , ξj)− 8 logµjε
}
− 64 π2m+ εΘ(ξ),
where Θε(ξ) is bounded together with its derivates if ξ ∈ O. Besides we have used
the explicit values
∫
R4
1
(1 + |y|2)4
=
π2
6
, and
∫
R4
log(1 + |y|2)
(1 + |y|2)4
=
π2
12
.
We consider now I2. As above,
1
2
ρ4
∫
Ω
eujUi =
∫
Ωj
192
(1 + |y|2)4
{
ui(ξj + µjεy) +Hi(ξj + µjεy)
}
=
∫
Ωj
192
(1 + |y|2)4
{
ui(ξj + µjεy)− 4 logµi(1 + ε
2) + log k(ξi) + 8 log|ξj − ξi|
}
+
∫
Ωj
192
(1 + |y|2)4
{
Hi(ξj + µjεy)−Hi(ξj)
}
+
∫
Ωj
192
(1 + |y|2)4
{
Hi(ξj)−H(ξj , ξi) + 4 logµi(1 + ε
2)− log k(ξi)
}
+G(ξj , ξi)
∫
Ωj
192
(1 + |y|2)4
= 32π2G(ξi, ξj) +O
(
εµj
∫
Ωj
|y|
(1 + |y|2)4
)
+O(µ2jε
2)
= 32π2G(ξi, ξj) + εΘε(ξ).
Thus
I2 = 32π
2
∑
j 6=i
G(ξi, ξj) + εΘε(ξ). (2.18)
Finally we consider I3. Let us denote Aj ≡ B(ξj , δ0) and x = ξj + µjεy. Then
using again Lemma 2.1
I3 = −ρ
4
m∑
j=1
∫
Aj
k(x)eU +O(ε4)
= −ρ4
m∑
j=1
∫
B(0,
δ0
µjε
)
k(ξj + µjεy)
k(ξj)(1 + |y|2)4
(1 + ε2)4
ε4
(1 +O(εµj |y|)) +O(ε
4)
= −384m
∫
R4
1
(1 + |y|2)4
+O
(
εµj
∫
R4
|y|
(1 + |y|2)4
)
= −64π2m+ εΘε(ξ),
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uniformly in ξ ∈ O. Thus, we can conclude the following expansion of Jρ[U ]:
Jρ[U ] = −128mπ
2 + 256mπ2|log ε|+ 32 π2 ϕm(ξ) + εΘε(ξ), (2.19)
where Θε(ξ) is a bounded function together with is derivates in the region ξ ∈ O,
ϕm defined as in (1.8) and ρ
4 =
384ε4
(1 + ε2)4
. 
In the subsequent analysis we will stay in the expanded variable y ∈ Ωε so that
we will look for solutions of problem (2.12) in the form v = V + ψ, where ψ will
represent a lower order correction. In terms of ψ, problem (2.12) now reads{
Lε(ψ) ≡ ∆2ψ −Wψ = −R+N(ψ) in Ωε,
ψ = ∆ψ = 0 on ∂Ωε,
(2.20)
where
N(ψ) =W [eψ − ψ − 1] and W = k(εy)eV . (2.21)
Note that
W (y) =
m∑
j=1
384µ4j
(µ2j + |y − ξ
′
j |
2)4
(1 +O(ε|y − ξ′j |)) for y ∈ Ωε. (2.22)
This fact, together with the definition of N(ψ) given in (2.21), give the validity of
the following
Lemma 2.4. For ξ ∈ O, ‖W‖∗ = O(1) and ‖N(ψ)‖∗ = O(‖ψ‖2∞) as ‖ψ‖∞ → 0.
3. The linearized problem
In this section we develop a solvability theory for the fourth-order linear operator
Lε defined in (2.20) under suitable orthogonality conditions. We consider
Lε(ψ) ≡ ∆
2ψ −W (y)ψ, (3.1)
where W (y) was introduced in (2.20). By expression (2.22) and setting z = y− ξ′j ,
one can easily see that formally the operator Lε approaches, as ε→ 0, the operator
in R4
Lj(ψ) ≡ ∆
2ψ −
384µ4j
(µ2j + |z|
2)4
ψ, (3.2)
namely, equation ∆2v − ev = 0 linearized around the radial solution vj(z) =
log
384µ4j
(µ2j+|z|
2)4
. Thus the key point to develop a satisfactory solvability theory for
the operator Lε is the non-degeneracy of vj up to the natural invariances of the
equation under translations and dilations. In fact, if we set
Y0j(z) = 4
|z|2 − µ2j
|z|2 + µ2j
, (3.3)
Yij(z) =
8zi
µ2j + |z|
2
, i = 1, . . . , 4, (3.4)
the only bounded solutions of Lj(ψ) = 0 in R4 are linear combinations of Yij ,
i = 0, . . . , 4; see Lemma 3.1 in [4] for a proof.
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We define for i = 0, . . . , 4 and j = 1, . . . ,m,
Zij(y) ≡ Yij
(
y − ξ′j
)
, i = 0, . . . , 4.
Additionally, let us consider R0 a large but fixed number and χ a radial and smooth
cut-off function with χ ≡ 1 in B(0, R0) and χ ≡ 0 in R4 \B(0, R0 + 1). Let
χj(y) = χ(|y − ξ
′
j |), j = 1, . . . ,m.
Given h ∈ L∞(Ωε), we consider the problem of finding a function ψ such that for
certain scalars cij one has
Lε(ψ) = h+
∑4
i=1
∑m
j=1 cijχjZij , in Ωε,
ψ = ∆ψ = 0, on ∂Ωε,∫
Ωε
χjZijψ = 0, for all i = 1, . . . , 4, j = 1, . . . ,m.
(3.5)
We will establish a priori estimates for this problem. To this end we shall introduce
an adapted norm in Ωε, which has been introduced previously in [16]. Given ψ :
Ωε → R and α ∈ Nm we define
‖ψ‖∗∗ ≡
m∑
j=1
‖ψ‖C4,α(rj<2) +
m∑
j=1
∑
|α|≤3
‖r
|α|
j D
αψ‖L∞(rj≥2), (3.6)
with rj = |y − ξ′j |.
Proposition 3.1. There exist positive constants ε0 > 0 and C > 0 such that for
any h ∈ L∞(Ωε), with ‖h‖∗ < ∞, and any ξ ∈ O, there is a unique solution
ψ = T (h) to Problem (3.5) for all ε ≤ ε0, which defines a linear operator of h.
Besides, we have the estimate
‖T (h)‖∗∗ ≤ C |log ε| ‖h‖∗. (3.7)
The proof will be split into a serie of lemmas which we state and prove next. The
first step is to obtain a priori estimates for the problem
Lε(ψ) = h, in Ωε,
ψ = ∆ψ = 0, on ∂Ωε,∫
Ωε
χjZijψ = 0, for all i = 0, . . . , 4, j = 1, . . . ,m.
(3.8)
which involves more orthogonality conditions than those in (3.5). We have the
following estimate.
Lemma 3.1. There exist positive constants ε0 > 0 and C > 0 such that for any ψ
solution of Problem (3.8) with h ∈ L∞(Ωε), ‖h‖∗ <∞, and ξ ∈ O, then
‖ψ‖∗∗ ≤ C ‖h‖∗ (3.9)
for all ε ∈ (0, ε0).
Proof. We carry out the proof by a contradiction argument. If the above fact were
false, then, there would exist a sequence εn → 0, points ξn = (ξn1 , . . . , ξ
n
m) ∈ O,
functions hn with ‖hn‖∗ → 0 and associated solutions ψn with ‖ψn‖∗∗ = 1 such
that 
Lεn(ψn) = hn, in Ωεn ,
ψn = ∆ψn = 0, on ∂Ωεn ,∫
Ωεn
χjZijψn = 0, for all i = 0, . . . , 4, j = 1, . . . ,m.
(3.10)
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Let us set ψ˜n(x) = ψn(x/εn), x ∈ Ω. It is directly checked that for any δ′ > 0
sufficiently small ψ˜n solves the problem
∆2ψ˜n = O(ε
4
n) + ε
−4
n hn = o(1), uniformly in Ω\ ∪
m
k=1 B(ξ
n
j , δ
′),
ψ˜n = ∆ψ˜n = 0, on ∂Ω,
together with ‖ψ˜n‖∞ ≤ 1 and ‖∆ψ˜n‖∞ ≤ Cδ′ , in the considered region. Passing to
a subsequence, we then get that ξn → ξ∗ ∈ O and ψ˜n → 0 in the C3,α sense over
compact subsets of Ω\{ξ∗1 , . . . , ξ
∗
m}. In particular∑
|α|≤3
1
ε
|α|
n
|Dαψn(y)| → 0, uniformly in |y − (ξ
n
j )
′| ≥
δ′
2εn
,
for any δ′ > 0 and j ∈ {1, . . . ,m}. We obtain thus that
m∑
j=1
∑
|α|≤3
‖r
|α|
j D
αψn‖L∞(rj≥δ′/εn),→ 0, (3.11)
for any δ′ > 0. In conclusion, the exterior portion of ‖ψn‖∗∗ goes to zero, see (3.6).
Let us consider now a smooth radial cut-off function ηˆ with ηˆ(s) = 1 if s < 12 ,
ηˆ(s) = 0 if s ≥ 1, and define
ψˆn,j(y) = ηˆj(y)ψn(y) ≡ ηˆ
(εn
δ0
|y − (ξnj )
′|
)
ψn(y),
such that
supp ψˆn,j ⊆ B
(
(ξnj )
′,
δ0
εn
)
.
We observe that
Lεn(ψˆn,j) = ηˆjhn + F (ηˆj , ψn),
where
F (f, g) = g∆2f + 2∆f∆g + 4∇(∆f) · ∇g + 4∇f · ∇(∆g)
+ 4
4∑
i,j=1
∂2f
∂yi∂yj
∂2g
∂yi∂yj
. (3.12)
Thus we get ∆
2ψˆn,j =Wn(y)ψˆn,j + ηˆjhn + F (ηˆj , ψn) in B
(
(ξnj )
′, δ0εn
)
,
ψˆn,j = ∆ψˆn,j = 0 on ∂B
(
(ξnj )
′, δ0εn
)
.
(3.13)
The following intermediate result provides an outer estimate. For notational sim-
plicity we omit the subscript n in the quantities involved.
Lemma 3.2. There exist constants C,R0 > 0 such that for large n∑
|α|≤3
‖r
|α|
j D
αψˆj‖L∞(rj≥R0) ≤ C {‖ψˆj‖L∞(rj<2R0) + o(1)}. (3.14)
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Proof. We estimate the righ-hand side of (3.13). If 2 < rj < δ0/ε we get
∆2ψˆj = O
( 1
r8j
)
ψˆj +
1
r7j
o(1) +O(ε4) +O
(ε3
rj
)
+O
(ε2
r2j
)
+O
( ε
r3j
)
.
From (3.13) and standard elliptic estimates we have∑
|α|≤3
|Dαψˆj | ≤ C
{ 1
r8j
‖ψˆj‖L∞(rj>1) +
1
r7j
o(1) +O
( ε
r3j
)}
, in 2 ≤ rj ≤
δ0
ε
.
Now, if rj ≥ 2
|r
|α|
j D
αψˆj | ≤ C
{ 1
r5j
‖ψˆj‖L∞(rj>1) + o(1)
}
, |α| ≤ 3.
Finally
1
r5j
‖ψˆj‖L∞(rj>1) ≤ ‖ψˆj‖L∞(1<rj<R0) +
1
R50
‖ψˆj‖L∞(rj>R0),
thus fixing R0 large enough we have∑
|α|≤3
‖r
|α|
j D
αψˆj‖L∞(rj≥R0) ≤ C {‖ψˆj‖L∞(1<rj<R0) + o(1)}, 2 < rj <
δ0
ε
,
and then (3.14). 
We continue with the proof of Lemma 3.1.
Since ‖ψn‖∗∗ = 1 and using (3.11) and Lemma 3.2 we have that there exists an
index j ∈ {1, . . . ,m} such that
lim inf
n→∞
‖ψn‖L∞(rj<R0) ≥ α > 0. (3.15)
Let us set ψ˜n(z) = ψn((ξ
n
j )
′ + z). We notice that ψ˜n satisfies
∆2ψ˜n −W ((ξ
n
j )
′ + z) ψ˜n = hn((ξ
n
j )
′ + z), in Ωn ≡ Ωε − (ξ
n
j )
′ .
Since ψn, ∆ψn are bounded uniformly, standard elliptic estimates allow us to as-
sume that ψ˜n converges uniformly over compact subsets of R
4 to a bounded, non-
zero solution ψ˜ of
∆2ψ −
384µ4j
(µ2j + |z|
2)4
ψ = 0.
This implies that ψ˜ is a linear combination of the functions Yij , i = 0, . . . , 4. But
orthogonality conditions over ψ˜n pass to the limit thanks to ‖ψ˜n‖∞ ≤ 1 and dom-
inated convergence. Thus ψ˜ ≡ 0, a contradiction with (3.15). This conclude the
proof. 
Nowwe will deal with problem (3.8) lifting the orthogonality constraints
∫
Ωε
χjZ0jψ =
0, j = 1, . . . ,m, namely
Lε(ψ) = h, in Ωε,
ψ = ∆ψ = 0, on ∂Ωε,∫
Ωε
χjZijψ = 0, for all i = 1, . . . , 4 j = 1, . . . ,m.
(3.16)
We have the following a priori estimates for this problem.
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Lemma 3.3. There exist positive constants ε0 and C such that, if ψ is a solution
of (3.16), with h ∈ L∞(Ωε), ‖h‖∗ <∞ and with ξ ∈ O, then
‖ψ‖∗∗ ≤ C |log ε| ‖h‖∗ (3.17)
for all ε ∈ (0, ε0).
Proof. Let R > R0 + 1 be a large and fixed number. Let us consider Zˆ0j be the
following function
Zˆ0j(y) = Z0j(y)− 1 + a0jG(εy, ξj), (3.18)
where a0j = (H(ξj , ξj)− 8 log(εR))−1. It is clear that if ε is small enough
Zˆ0j(y) = Z0j(y) + a0j (G(εy, ξj)−H(ξj , ξj) + 8 log(εR))
= Z0j(y) +
1
|log ε|
(
O(εrj) + 8 log
R
rj
)
. (3.19)
and Z0j(y) = O(1). Next we consider radial smooth cut-off functions η1 and η2
with the following properties:
0 ≤ η1 ≤ 1, η1 ≡ 1 in B(0, R), η1 ≡ 0 in R
4 \B(0, R+ 1), and
0 ≤ η2 ≤ 1, η2 ≡ 1 in B
(
0,
δ0
3ε
)
, η2 ≡ 0 in R
4 \B
(
0,
δ0
2ε
)
.
Then we set
η1j(y) = η1(rj), η2j(y) = η2(rj), (3.20)
and define the test function
Z˜0j = η1jZ0j + (1− η1j)η2j Zˆ0j.
Note the Z˜0j ’s behavior throught Ωε
Z˜0j =

Z0j, rj ≤ R
η1j(Z0j − Zˆ0j) + Zˆ0j , R < rj ≤ R+ 1
Zˆ0j, R+ 1 < rj ≤
δ0
3ε
η2jZˆ0j ,
δ0
3ε < rj ≤
δ0
2ε
0 otherwise.
(3.21)
In the subsequent, we will label these four regions as
Ω0 ≡ {rj ≤ R} , Ω1 ≡ {R < rj ≤ R+ 1} , Ω2 ≡
{
R+ 1 < rj ≤
δ0
3ε
}
,
and Ω3 ≡
{
δ0
3ε
< rj ≤
δ0
2ε
}
.
Let ψ be a solution to problem (3.16). We will modify ψ so that the extra orthog-
onality conditions with respect to Z0j ’s hold. We set
ψ˜ = ψ +
m∑
j=1
djZ˜0j . (3.22)
We adjust the constants dj so that∫
Ωε
χjZijψ˜ = 0, for all i = 0, . . . , 4; j = 1, . . . ,m. (3.23)
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Then,
Lε(ψ˜) = h+
m∑
j=1
djLε(Z˜0j) . (3.24)
If (3.23) holds, the previous lemma allows us to conclude
‖ψ˜‖∗∗ ≤ C
{
‖h‖∗ +
m∑
j=1
|dj |‖Lε(Z˜0j)‖∗
}
. (3.25)
Estimate (3.17) is a direct consequence of the following claim:
Claim 1. The constants dj are well defined,
|dj | ≤ C|log ε| ‖h‖∗ and ‖Lε(Z˜0j)‖∗ ≤
C
|log ε|
, for all j = 1, . . . ,m. (3.26)
After these facts have been established, using the fact that
‖Z˜0j‖∗∗ ≤ C,
we obtain (3.17), as desired.
Let us prove now Claim 1. First we find dj . ¿From definition (3.22), orthogonality
conditions (3.23) and the fact that suppχjη1k = ∅ and suppχjη2k = ∅ if j 6= k, we
can write
dj
∫
Ωε
χjZ
2
0j = −
∫
Ωε
χjZ0jψ, ∀j = 1, . . . ,m. (3.27)
Thus dj is well defined. Note that the orthogonality conditions in (3.23) for i =
1, . . . , 4 are also satisfied for ψ˜ thanks to the fact that R > R0 + 1.
We prove now the second inequality in (3.26). From (3.21), (3.18) and estimate
(2.22) we obtain,
Lε(Z˜0j) =

O
(
µ4jε
(µ2j+r
2
j )
7/2
)
, in Ω0
η1jLε(Z0j − Zˆ0j) + Lε(Zˆ0j) + F (η1j , Z0j − Zˆ0j), in Ω1
Lε(Zˆ0j), in Ω2
η2jLε(Zˆ0j) + F (η2j , Zˆ0j), in Ω3,
(3.28)
and where F was defined in (3.12). We compute now Lε(Z˜0j) in Ωi, i = 1, 2, 3.
In Ω1, thanks to (3.19) (we consider R here because we will need this dependence
below to prove estimate (3.38))
|Z0j − Zˆ0j |, |R∇(Z0j − Zˆ0j)| and |R
2∆(Z0j − Zˆ0j)| = O
(
1
|log ε|
)
; (3.29)
moreover
|R∇(∆(Z0j − Zˆ0j))| and |∆
2(Z0j − Zˆ0j)| = O
(
1
R2|log ε|
)
, (3.30)
Thus, using (3.12) and the fact that, in Ω1, |Dαη1j | ≤ CR−|α|, for any multi-index
|α| ≤ 4,
F (η1j , Z0j − Zˆ0j) = O
(
1
R4|log ε|
)
.
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On the other hand,
Lε(Z0j − Zˆ0j) = O
(
1
R4|log ε|
)
, (3.31)
and
Lε(Zˆ0j) = O(εR) +O
(
1
R4|log ε|
)
. (3.32)
In conclusion, if y ∈ Ω1,
Lε(Z˜0j)(y) = O
(
1
R4|log ε|
)
. (3.33)
In Ω2,
W (1− a0jG(εy, ξj)) = O
(
µ4ja0j
(µ2j + r
2
j )
4
{
H(ξj , ξj)−H(εy, ξj) + 8 log
rj
R
})
= O
(
µ4ja0j
(µ2j + r
2
j )
7/2
log rj
(µ2j + r
2
j )
1/2
)
= O
(
1
|log ε|
µ4j
(µ2j + r
2
j )
7/2
)
,
and
Lε(Zˆ0j) = O
(
µ4jε
(µ2j + r
2
j )
7/2
)
.
Thus, in this region
L(Z˜0j) = O
(
µ4j |log ε|
−1
(µ2j + r
2
j )
7/2
)
(3.34)
In Ω3, thanks to (3.18), |Zˆ0j| = O
(
1
|log ε|
)
, |∇Zˆ0j | = O
(
ε
|log ε|
)
,
|∆Zˆ0j | = O
(
ε2
|log ε|
)
, |∇(∆Zˆ0j)| = O
(
ε3
|log ε|
)
and |∆2Zˆ0j| = O
(
ε4
|log ε|
)
. Thus,
F (η2j , Zˆ0j) = O
(
ε4
|log ε|
)
.
Finally,
Lε(Zˆ0j) = Lε(Z0j) +Wa0j
(
H(ξj , ξj)−H(εy, ξj) + 8 log
rj
R
)
= O
(
µ4jε
(µ2j + r
2
j )
7/2
)
+O
(
µ4j
(µ2j + r
2
j )
4
)
= O
(
µ4jε
(µ2j + r
2
j )
7/2
)
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and then, combining (3.33), (3.34) and the previous estimate, we can again write
the estimate (3.28):
Lε(Z˜0j) =

O
(
µ4jε
(µ2j+r
2
j )
7/2
)
, in Ω0
O
(
1
|log ε|
)
, in Ω1
O
(
µ4j |log ε|
−1
(µ2j+r
2
j )
7/2
)
, in Ω2
O
(
µ4jε
(µ2j+r
2
j )
7/2
)
, in Ω3.
(3.35)
In conclusion,
‖Lε(Z˜0j)‖∗ = O
(
1
|log ε|
)
. (3.36)
Finally, we prove the bounds of dj . Testing equation (3.24) against Z˜0j and using
relations (3.25) and the above estimate, we get
|dj |
∣∣∣∣∫
Ωε
Lε(Z˜0j)Z˜0j
∣∣∣∣ = ∣∣∣∣∫
Ωε
hZ˜0j +
∫
Ωε
ψ˜Lε(Z˜0j)
∣∣∣∣
≤ C‖h‖∗ + C‖ψ˜‖∞‖Lε(Z˜0j)‖∗
≤ C‖h‖∗
{
1 + ‖Lε(Z˜0j)‖∗
}
+ C
m∑
k=1
|dk|‖Lε(Z˜0k)‖∗‖Lε(Z˜0j)‖∗
where we have used that ∫
Ωε
µ4j
(µ2j + r
2
j )
7/2
≤ C for all j.
But estimate (3.36) imply
|dj |
∣∣∣∣∫
Ωε
Lε(Z˜0j)Z˜0j
∣∣∣∣ ≤ C‖h‖∗ + C m∑
k=1
|dk|
|log ε|2
. (3.37)
It only remains to estimate the integral term of the left side. For this purpose, we
have the following
Claim 2. If R is sufficiently large,∣∣∣∣∫
Ωε
Lε(Z˜0j)Z˜0j
∣∣∣∣ = E|log ε| (1 + o(1)), (3.38)
where E is a positive constant independent of ε and R.
Assume for the moment the validity of this claim. We replace (3.38) in (3.37), we
get
|dj | ≤ C|log ε|‖h‖∗ + C
m∑
k=1
|dk|
|log ε|
, (3.39)
and then,
|dj | ≤ C|log ε|‖h‖∗.
Claim 1 is thus proven. Let us proof Claim 2. We decompose∫
Ωε
Lε(Z˜0j)Z˜0j = O(ε) +
∫
Ω1
Lε(Z˜0j)Z˜0j +
∫
Ω2
Lε(Z˜0j)Z˜0j +
∫
Ω3
Lε(Z˜0j)Z˜0j
≡ O(ε) + I1 + I2 + I3.
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First we estimate I2. From (3.35),
I2 = O
(
1
|log ε|
∫
Ω2
µ4j Zˆ0j
(µ2j + r
2
j )
7/2
)
= O
(
1
R3|log ε|
)
.
Now we estimate I3. From the estimates in Ω3, |I3| = O
(
ε4
|log ε|
)
. On the other
hand, since (3.33) holds true and Zˆ0j = Z0j
(
1 +O
(
1
R|log ε|
))
, we conclude
|I1| =
1
R4|log ε|
∫
R<rj≤R+1
Z˜0j(y) dy
=
1
R4|log ε|
∫
R<rj≤R+1
{
O
(
1
R|log ε|
)
+ Zˆ0j(y)
}
dy
=
1
R5|log ε|2
+
|S3|
R4|log ε|
∫ R+1
R
r3
(
r2 − µ2j
µ2j + r
2
)
(1 + o(1)) dr
=
E
|log ε|
(1 + o(1)),
where E is a positive constant independent of ε and R. Thus, for fixed R large and
ε small, we obtain (3.38). 
Now we can try with the original linear problem (3.5).
Proof of Proposition 3.1. We first establish the validity of the a priori estimate
(3.7) for solutions ψ of problem (3.5), with h ∈ L∞(Ωε) and ‖h‖∗ < ∞. Lemma
3.3 implies
‖ψ‖∗∗ ≤ C|log ε|
{
‖h‖∗ +
2∑
i=1
m∑
j=1
|cij |‖χjZij‖∗
}
. (3.40)
On the other hand,
‖χjZij‖∗ ≤ C,
then, it is sufficient to estimate the values of the constants cij . To this end, we mul-
tiply the first equation in (3.5) by Zijη2j , with η2j the cut-off function introduced
in (3.20), and integrate by parts to find∫
Ωε
ψLε(Zijη2j) =
∫
Ωε
hZijη2j + cij
∫
Ωε
η2jZ
2
ij , (3.41)
It is easy to see that
∫
Ωε
η2jZijh = O(‖h‖∗) and
∫
Ωε
η2jZ
2
ij = C > 0. On the other
hand we have
Lε(η2jZij) = η2jLε(Zij) + F (η2j , Zij)
= O
(
µ4jε
(µ2j + r
2
j )
7/2
)
η2j |Zij |+ F (η2j , Zij).
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Directly from (3.12) we get
F (η2j , Zij) = O
(
ε4
(µ2j + r
2
j )
1/2
)
+O
(
ε3
µ2j + r
2
j
)
+O
(
ε2
(µ2j + r
2
j )
3/2
)
+O
(
ε
(µ2j + r
2
j )
2
)
,
in the region δ03ε ≤ rj ≤
δ0
2ε . Thus
‖Lε(η2jZij)‖∗ = O(ε) and (3.42)∣∣∣∣∫
Ωε
ψLε(η2jZij)
∣∣∣∣ ≤ Cε|log ε|‖ψ‖∞ ≤ Cε|log ε|‖ψ‖∗∗.
Using the above estimates in (3.41), we obtain
|cij | ≤ C{ε|log ε|‖ψ‖∗∗ + ‖h‖∗}, (3.43)
and then
|cij | ≤ C
{
(1 + ε|log ε|2)‖h‖∗ + ε|log ε|
2
∑
l,k
|clk|
}
.
Then |cij | ≤ C‖h‖∗ and putting this estimate in (3.40), we conclude the validity of
(3.17).
We now prove the solvability assertion. To this purpose we consider the space
H =
{
ψ ∈ H3(Ωε) : ψ = ∆ψ = 0 on ∂Ωε, and such that∫
Ωε
χjZijψ = 0, for all i = 1, . . . , 4; j = 1, . . . ,m
}
,
endowed with the usual inner product (ψ, ϕ) =
∫
Ωε
∆ψ∆ϕ. Problem (3.16) ex-
pressed in a weak form is equivalent to that of finding a ψ ∈ H, such that
(ψ, ϕ) =
∫
Ωs
{
h+Wψ
}
ϕ, for all ϕ ∈ H.
With the aid of Riesz’s representation Theorem, this equation can be rewritten
in H in the operator form ψ = K(Wψ + h), where K is a compact operator in
H. Fredholm’s alternative guarantees unique solvability of this problem for any h
provided that the homogeneous equation ψ = K(Wψ) has only the zero solution in
H. This last equation is equivalent to (3.16) with h ≡ 0. Thus existence of a unique
solution follows from the a priori estimate (3.17). This concludes the proof. 
The result of Proposition 3.1 implies that the unique solution ψ = T (h) of (3.5)
defines a continuous linear map from the Banach space C∗ of all functions h ∈
L∞(Ωε) with ‖h‖∗ < +∞, into W 3,∞(Ωε), with norm bounded uniformly in ε.
Remark 3.1. The operator T is differentiable with respect to the variables ξ′. In
fact, computations similar to those used in [15] yield the estimate
‖∂ξ′T (h)‖∗∗ ≤ C|log ε|
2‖h‖∗, for all l = 1, 2; k = 1, . . . ,m. (3.44)
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4. The intermediate nonlinear problem
In order to solve Problem (2.20) we consider first the intermediate nonlinear prob-
lem. 
Lε(ψ) = −R+N(ψ) +
∑4
i=1
∑m
j=1 cijχjZij , in Ωε,
ψ = ∆ψ = 0, on ∂Ωε,∫
Ωε
χjZijψ = 0, for all i = 1, . . . , 4 j = 1, . . . ,m.
(4.1)
For this problem we will prove
Proposition 4.1. Let ξ ∈ O. Then, there exists ε0 > 0 and C > 0 such that for
all ε ≤ ε0 the nonlinear problem (4.1) has a unique solution ψ ∈ which satisfies
‖ψ‖∗∗ ≤ C ε|log ε|. (4.2)
Moreover, if we consider the map ξ′ ∈ O → ψ ∈ C4,α(Ωε), the derivative Dξ′ψ
exists and defines a continuous map of ξ′. Besides
‖Dξ′ψ‖∗∗ ≤ C ε|log ε|
2. (4.3)
Proof. In terms of the operator T defined in Proposition 3.1, Problem (4.1) becomes
ψ = B(ψ) ≡ T (N(ψ)−R).
Let us consider the region
F ≡ {ψ ∈ C4,α(Ωε) : ‖ψ‖∗∗ ≤ ε|log ε|}.
¿From Proposition 3.1,
‖B(ψ)‖∗∗ ≤ C |log ε|
{
‖N(ψ)‖∗ + ‖R‖∗
}
,
and Lemma 2.2 implies
‖R‖∗ ≤ Cε.
Also, from Lemma 2.4
‖N(ψ)‖∗ ≤ C‖ψ‖
2
∞ ≤ C‖ψ‖
2
∗∗.
Hence, if ψ ∈ F , ‖B(ψ)‖∗∗ ≤ Cε|log ε|. Along the same way we obtain ‖N(ψ1) −
N(ψ2)‖∗ ≤ Cmaxi=1,2‖ψi‖∞‖ψ1 − ψ2‖∞ ≤ Cmaxi=1,2‖ψi‖∗∗‖ψ1 − ψ2‖∗∗, for any
ψ1, ψ2 ∈ F . Then, we conclude
‖B(ψ1)− B(ψ2)‖∗∗ ≤ C|log ε| ‖N(ψ1)−N(ψ2)‖∗ ≤ Cε|log ε|
2‖ψ1 − ψ2‖∗∗
It follows that for all ε small enough B is a contraction mapping of F , and therefore
a unique fixed point of B exists in this region. The proof of (4.3) is similar to one
included in [15] and we thus omit it. 
5. Variational reduction
We have solved the nonlinear problem (4.1). In order to find a solution to the
original problem (2.20) we need to find ξ such that
cij = cij(ξ
′) = 0, for all i, j. (5.1)
where cij(ξ
′) are the constants in (4.1). Problem (5.1) is indeed variational: it
is equivalent to finding critical points of a function of ξ′. In fact, we define the
function for ξ ∈ O
Fε(ξ) ≡ Jρ[U(ξ) + ψˆξ] (5.2)
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where Jρ is defined in (2.16), ρ is given by (2.4), U = U(ξ) is our approximate
solution from (2.5) and ψˆξ = ψ
(
x
ε ,
ξ
ε
)
, x ∈ Ω, with ψ = ψξ′ the unique solution to
problem (4.1) given by Proposition 4.1. Then we obtain that critical points of F
correspond to solutions of (5.1) for small ε. That is,
Lemma 5.1. Fε : O → R is of class C1. Moreover, for all ε small enough, if
DξFε(ξ) = 0 then ξ satisfies (5.1).
Proof. We define
Iε[v] ≡
1
2
∫
Ωε
(∆v)2 −
∫
Ωε
k(εy)ev.
Let us differentiate the function Fε with respect to ξ. Since Jρ[U(ξ) + ψˆξ] =
Iε[V (ξ
′) + ψξ′ ], we can differentiate directly under the integral sign, so that
∂(ξk)lFε(ξ) = ε
−1DIε[V + ψ]
(
∂(ξ′
k
)lV + ∂(ξ′k)lψ
)
= ε−1
4∑
i=1
m∑
j=1
∫
Ωε
cijχjZij
(
∂(ξ′k)lV + ∂(ξ′k)lψ
)
.
From the results of the previous section, this expression defines a continuous func-
tion of ξ′, and hence of ξ. Let us assume that DξFε(ξ) = 0. Then
4∑
i=1
m∑
j=1
∫
Ωε
cijχjZij
(
∂(ξ′k)lV + ∂(ξ′k)lψ
)
= 0, for k = 1, 2, 3, 4; l = 1, . . . ,m.
Since ‖Dξ′ψξ′‖ ≤ Cε|log ε|2, we have
∂(ξ′k)lV + ∂(ξ′k)lψ = Zkl + o(1),
where o(1) is uniformly small as ε→ 0. Thus, we have the following linear system
of equation
4∑
i=1
m∑
j=1
cij
∫
Ωε
χjZij(Zkl + o(1)) = 0, for k = 1, 2, 3, 4; l = 1, . . . ,m.
This system is dominant diagonal, thus cij = 0 for all i, j. This concludes the
proof. 
We also have the validity of the following Lemma
Lemma 5.2. Let ρ be given by (2.4). For points ξ ∈ O the following expansion
holds
Fε(ξ) = Jρ[U(ξ)] + θε(ξ), (5.3)
where |θε|+ |∇θε| = o(1), uniformly on ξ ∈ O as ε→ 0.
Proof. The proof follows directly from an application of Taylor expansion for Fε in
the expanded domain Ωε and from the estimates for the solution ψξ′ to Problem
(4.1) obtained in Proposition 4.1. 
6. Proof of the theorems
In this section we carry out the proofs of our main results.
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6.1. Proof of Theorem 1. Taking into account the result of Lemma 5.1, a solution
to Problem (1.1) exists if we prove the existence of a critical point of Fε, which
automatically implies that cij = 0 in (2.20) for all i, j. The qualitative properties
of the solution found follow from the ansatz.
Finding critical points of Fε(ξ) is equivalent to finding critical points of
F˜ε(ξ) = Fε(ξ)− 256 π
2m|log ε|. (6.1)
On the other hand, if ξ ∈ O, from Lemmas 2.3 and 5.2 we get the existence of
constants α > 0 and β such that
αF˜ε(ξ) + β = ϕm(ξ) + εΘε(ξ), (6.2)
with Θε and ∇ξΘε uniformly bounded in the considered region as ε→ 0.
We shall prove that, under the assumptions of Theorems 1 and 2, F˜ε has a critical
point in O for ε small enough. We start with a topological lemma. We denote by
D the diagonal
D := {ξ ∈ Ωm : ξi = ξj for some i 6= j},
and we write H∗ := H∗( · ;K) for singular cohomology with coefficients in a field
K.
Lemma 6.1. If Hd(Ω) 6= 0 for some d ≥ 1, and Hj(Ω) = 0 for j > d, then the
homomorphism
Hmd(Ωm, D) −→ Hmd(Ωm),
induced by the inclusion of pairs (Ωm, ∅) →֒ (Ωm, D), is an epimorphism. In par-
ticular, Hmd(Ωm, D) 6= 0.
Proof. Let us prove first that Hj(D) = 0 if j > (m−1)d. For this purpose we write
D =
⋃
1≤i<j≤m
Xi,j , where Xi,j := {(x1, . . . , xm) ∈ Ω
m : xi = xj},
and consider the sets F0 := {Ωm}, F1 := {Xi,j : 1 ≤ i < j ≤ m}, and
Fk+1 := {Z ∩ Z
′ : Z,Z ′ ∈ Fk and Z 6= Z
′}, k = 1, ...,m− 2.
Note that
Z ∼= Ωm−k
′
for some k ≤ k′ ≤ m− 1 if Z ∈ Fk, k = 0, ...,m− 1,
where ∼= means that the sets are homeomorphic. Ku¨nneth’s formula
Hj(Ωm−k) =
⊕
p+q=j
(
Hp(Ω)⊗Hq(Ωm−k−1)
)
(6.3)
(see, for example, [18, Proposition 8.18]) yields inductively that, for 0 ≤ k ≤ m−1,
Hj(Z) = 0 if Z ∈ Fk and j > (m− k)d. (6.4)
We claim that, for each 0 ≤ k ≤ m− 1, one has that
Hj(Z1 ∪ · · · ∪ Zℓ) = 0 if Z1, ..., Zℓ ∈ Fk and j > (m− k)d. (6.5)
Let us prove this claim. Since Fm−1 has only one element and (6.4) holds, we have
that the claim is true for k = m− 1. Assume that the claim is true for k + 1 with
k + 1 ≤ m − 1 and let us then prove it for k. We do this by induction on ℓ. If
ℓ = 1 the assertion reduces to (6.4). Now assume that the assertion is true for
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every union of at most ℓ− 1 sets in Fk, and let Z1, ..., Zℓ ∈ Fk be pairwise distinct
sets. Consider the Mayer-Vietoris sequence
··· → Hj−1
(
ℓ−1⋃
i=1
(Zi ∩ Zℓ)
)
→ Hj(Z1∪···∪Zℓ)→ H
j(Z1∪···∪Zℓ−1)⊕H
j(Zℓ)→ ···
(6.6)
Our induction hypothesis on ℓ yields that Hj(Z1 ∪ · · · ∪Zℓ−1) = 0 and Hj(Zℓ) = 0
if j > (m− k)d. Since Z1, ..., Zℓ are pairwise distinct, we have that Zi ∩Zℓ ∈ Fk+1
for each i = 1, ..., ℓ− 1 and, since we are assuming that the claim is true for k + 1
we have that
Hj−1
(
ℓ−1⋃
i=1
(Zi ∩ Zℓ)
)
= 0 if j − 1 > (m− (k + 1))d.
Note that j > (m− k)d implies j − 1 > (m− (k+1))d. This proves that both ends
of the exact sequence (6.6) are zero if j > (m− k)d, hence the middle term is also
zero in this case. This concludes the proof of claim (6.5).
Now, since D =
⋃
Y ∈F1
Y, assertion (6.5) with k = 1 yields that Hj(D) = 0 if
j > (m− 1)d. So the exact cohomology sequence
Hmd(Ωm, D) −→ Hmd(Ωm) −→ Hmd(D) = 0
gives that Hmd(Ωm, D) −→ Hmd(Ωm) is an epimorphism. But (6.3) implies that
Hmd(Ωm) 6= 0. Therefore, Hmd(Ωm, D) 6= 0, as claimed. 
For each positive number δ define
Ωδ := {ξ ∈ Ω : dist(ξ, ∂Ω) > δ}
Dδ := {ξ = (ξ1, . . . , ξm) ∈ Ω
m : ξj ∈ Ωδ}.
Lemma 6.2. Given K > 0 there exists δ0 > 0 such that, for each δ ∈ (0, δ0), the
following holds: For every ξ = (ξ1, ..., ξm) ∈ ∂Dδ with |ϕm(ξ)| ≤ K there exists an
i ∈ {1, ...,m} such that
∇ξiϕm(ξ) 6= 0 if ξi ∈ Ωδ
∇ξiϕm(ξ) · τ 6= 0 for some τ ∈ Tξi(∂Ωδ) if ξi ∈ ∂Ωδ
where Tξi(∂Ωδ) denotes the tangent space to ∂Ωδ at the point ξi.
Proof. We first need to establish some facts related to the regular part of the Green
function on the half hyperplane
H :=
{
x = (x1, x2, x3, x4) ∈ R
4 : x4 ≥ 0
}
.
It is well known that the regular part of the Green function on H is given by
H(x, y) = 8 log|x− y¯|, y¯ = (y1, y2, y3,−y4),
for x, y ∈ H and the Green function is
G(x, y) = −8 log|x− y|+ 8 log|x− y¯|.
Consider the function of k ≥ 2 distinct points of H
Ψk(x1, . . . , xk) := −8
∑
i6=j
log|xi − xj |,
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and denote by I+ and I0 the set of indices i for which (xi)4 > 0 and (xi)4 = 0,
respectively. Define also
ϕk,H(x1, . . . , xk) = −8
k∑
j=1
log|xj − x¯j |+ 8
∑
i6=j
log
|xi − xj |
|xi − x¯j |
.
Claim 3. We have the following alternative: Either
∇xiΨk(x1, . . . , xk) 6= 0 for some i ∈ I+,
or
∂(xi)jΨk(x1, . . . , xk) 6= 0 for some i ∈ I0 and j ∈ {1, 2, 3},
where ∂(xi)j ≡
∂
∂(xi)j
.
Proof. We have that
∂
∂λ
Ψk(λx1, . . . , λxk)
∣∣
λ=1
=
∑
i∈I+
∇xiΨk(x1, . . . , xk) ·xi+
∑
i∈I0
∇xiΨk(x1, . . . , xk) ·xi.
On the other hand
∂
∂λ
Ψk(λx1, . . . , λxk)
∣∣
λ=1
= −8k(k − 1) 6= 0,
and Claim 3 follows.
Claim 4. For any k distinct points xi ∈ IntH we have ∇ϕk,H(x1, . . . , xk) 6= 0.
Proof. We have that
∂
∂λ
ϕk,H(λx1, . . . , λxk)
∣∣
λ=1
=
k∑
i=1
∇xiϕk,H(x1, . . . , xk) · xi,
On the other hand
∂
∂λ
ϕk,H(λx1, . . . , λxk)
∣∣
λ=1
= −8k(k − 1) 6= 0,
and Claim 4 follows.
Now we will need an estimate for the regular part H(x, y) of the Green’s function
for points x, y close to ∂Ω.
Claim 5. There exists C1, C2 > 0 constants such that for any x, y ∈ Ω
|∇xH(x, y)|+ |∇yH(x, y)| ≤ C1min
{
1
|x− y|
,
1
dist(y, ∂Ω)
}
+ C2.
Proof. For y ∈ Ω a point close to ∂Ω we denote by y¯ its uniquely determined
reflection with respect to ∂Ω. Define ψ(x, y) = H(x, y) + 8 log 1|x−y¯| . It is straight-
forward to see that ψ is bounded in Ω¯× Ω¯ and that |∇xψ(x, y)|+ |∇yψ(x, y)| ≤ C
for some positive constant C. Claim 5 follows.
We have now all elements to prove Lemma 6.2. Assume, by contradiction, that
for some sequence δn → 0 there are points ξn ∈ ∂Dδn , such that |ϕm(ξ
n)| ≤ K
and, for every i ∈ {1, ...,m},
∇ξni ϕm(ξ
n) = 0 if ξni ∈ Ωδn , (6.7)
and
∇ξni ϕm(ξ
n) · τ = 0 if ξni ∈ ∂Ωδn , (6.8)
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for any vector τ tangent to ∂Ωδn at ξ
n
i . It follows that there exists a point ξ
n
l ∈ ∂Ωδn
such that H(ξnl , ξ
n
l ) → −∞ as n → ∞. Since |ϕm(ξ
n)| ≤ K, there are necessarily
two distint points ξni and ξ
n
j coming closer to each other, that is,
ρn := inf
i6=j
|ξni − ξ
n
j | → 0 as n→∞.
Without loss of generality we can assume ρn = |ξn1 − ξ
n
2 |. We define x
n
j :=
ξnj − ξ
n
1
ρn
.
Thus, up to a subsequence, there exists a k, 2 ≤ k ≤ m, such that
lim
n→∞
|xnj | < +∞, j = 1, . . . , k, and limn→∞
|xnj | = +∞, j > k.
For j ≤ k we set
x¯j = lim
n→∞
xnj .
We consider two cases:
(1) Either
dist(ξn1 , ∂Ωδn)
ρn
→ +∞,
(2) or there exists C0 < +∞ such that for almost all n we have
dist(ξn1 , ∂Ωδn)
ρn
< C0.
Case 1. It is easy to see that in this case we actually have
dist(ξnj , ∂Ωδn)
ρn
→ +∞, j = 1, . . . , k.
Furthermore, the points ξn1 , . . . , ξ
n
k are all in the interior of Ωδn , hence (6.7) is
satisfied for all partial derivates ∇ξj , j ≤ k. Define
ϕ˜m(x1, . . . , xm) := ϕm(ξ
n
1+ρnx1, ξ
n
1+ρnx2, . . . , ξ
n
1+ρnxk, ξ
n
k+1+ρnxk+1, . . . , ξ
n
m+ρnxm),
and x = (x1, . . . , xm). We have that, for all l = 1, 2, j = 1, . . . , k,
∂(xj)lϕ˜m(x) = ρn∂(ξj)lϕm(ξ
n
1 +ρnx1, . . . , ξ
n
1 +ρnxk, ξ
n
k+1+ρnxk+1, . . . , ξ
n
m+ρnxm).
Then at x¯ = (x¯1, . . . , x¯k, 0, . . . , 0) we have
∂(xj)lϕ˜m(x¯) = 0.
On the other hand, using Claim 5 and letting n→∞, we obtain
lim
n→∞
ρn∂(ξj)lϕm(ξ
n
1 + ρnx˜1, . . . , ξ
n
m + ρnx˜m) = 8
∑
i6=j, i≤k
∂(xj)i log|x¯i − x¯j | = 0,
a contradiction with Claim 3.
Case 2. In this case we actually have
dist(ξnj , ∂Ωδn)
ρn
< C1, j = 1, . . . ,m,
for some constant C1 > 0 and for almost all n. If the points ξ
n
j are all interior to
Ωδn , we argue as in Case 1 above to reach a contradiction to Claim 4.
Therefore, we assume that for some j∗ we have ξnj∗ ∈ ∂Ωδn . Assume first that there
exists a constant C such that δn ≤ Cρn. Consider the following sum
sn :=
∑
i6=j
G(ξnj , ξ
n
i ).
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In this case it is not difficult to see that sn = O(1) as n→ +∞. On the other hand∑
j
H(ξnj , ξ
n
j ) ≤ H(ξ
n
j∗ , ξ
n
j∗) + C ≤ 8 log|ξ
n
j∗ − ξ¯
n
j∗ |+ C,
where ξ¯nj∗ is the reflection of the point ξ
n
j∗ with respect to ∂Ω. Since |ξ
n
j∗− ξ¯
n
j∗ | ≤ 2δn
we have that ∑
j
H(ξnj , ξ
n
j )→ −∞, as n→∞.
But |ϕm(ξn)| ≤ K, a contradiction.
Finally assume that ρn = o(δn). In this case after scaling with ρn around ξ
n
j∗ , and
arguing similarly as in the Case 1 we get a contradiction with Claim 3 since those
points ξnj which lie on ∂Ωδn , after passing to the limit, give rise to points that lie
on the same straight line. Thus this case cannot occur. 
We shall now show that we can perturbe the gradient vector field of ϕm near
∂Dδ to obtain a new vector field with the same stationary points, such that ϕm
is a Lyapunov function for the associated flow and Dδ ∩ ϕ−1m [−K,K] is positively
invariant.
We consider the following more general situation. Let U be a bounded open
subset of RN with smooth boundary, and let m ∈ N. We consider a decomposition
of U
m
as follows. Let S be the set of all functions σ : {1, ...,m} → {U, ∂U}, and
define
Yσ := σ(1)× · · · × σ(m) ⊂ R
mN .
Then
U
m
=
⋃
σ∈S
Yσ, ∂(U
m) =
⋃
σ∈SrσU
Yσ, and Yσ ∩ Yζ = ∅ if σ 6= ζ,
where σU stands for the constant function σU (i) =U. Note that Yσ is a manifold
of dimension ≤ mN. We denote by Tξ(Yσ) the tangent space to Yσ at the point
ξ ∈ Yσ. The following holds.
Lemma 6.3. Let F be a function of class C1 in a neighborhood of U
m
∩F−1[b, c].
Assume that
∇σF(ξ) 6= 0 for every ξ ∈ Yσ ∩ F
−1[b, c] with σ 6= σU , (6.9)
where ∇σF(ξ) is the projection of ∇F(ξ) onto the tangent space Tξ(Yσ). Then there
exists a locally Lipschitz continuous vector field χ : U → RN , defined in an open
neighborhood U of U
m
∩ F−1[b, c], with the following properties: For ξ ∈ U ,
(i) χ(ξ) = 0 if and only if ∇F(ξ) = 0,
(ii) χ(ξ) · ∇F(ξ) > 0 if ∇F(ξ) 6= 0,
(iii) χ(ξ) ∈ Tξ(Yσ) if ξ ∈ Yσ ∩ F−1[b, c].
Proof. Let Nα := {x ∈ R
N : dist(x, ∂U) < α}. Fix α > 0 small enough so that
there exists a smooth retraction r : Nα → ∂U. For every σ ∈ S, let σ̂ : {1, ...,m} →
{U, ∂Nα} be the function σ̂(i) = σ(i) if σ(i) = U and σ̂(i) = Nα if σ(i) = ∂U. Set
Uσ := σ̂(1)× · · · × σ̂(m).
Then Uσ is an open neighborhood of Yσ . Let rσ : Uσ → Yσ be the obvious retraction.
Assumption (6.9) implies that F has no critical points on ∂(Um) ∩ F−1[b, c] and,
moreover, that
∇σF(ξ) · ∇F(ξ) > 0 if ξ ∈ Yσ ∩ F
−1[b, c] and ∇F(ξ) 6= 0.
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So taking α even smaller if necessary, we may assume that F has no critical points
in Uσ ∩ F−1[b, c] if σ 6= σU , and that
∇σF(rσ(ξ)) · ∇F(ξ) > 0 if ξ ∈ Uσ ∩ F
−1(b − α, c+ α) and ∇F(ξ) 6= 0.
Let {πσ : σ ∈ S} be a locally Lipschitz partition of unity subordinated to the open
cover {Uσ : σ ∈ S}. Define
χ(ξ) :=
∑
σ∈S
πσ(ξ)∇σF(rσ(ξ)), ξ ∈ U :=
⋃
σ∈S
Uσ ∩ F
−1(b− α, c+ α).
One can easily verify that χ has the desired properties. 
As usual, set Fc := {ξ ∈ domF : F(ξ) ≤ c}.
Lemma 6.4 (Deformation lemma). Let F be a function of class C1 in a neighbor-
hood of U
m
∩ F−1[b, c]. Assume that
∇σF(ξ) 6= 0 for every ξ ∈ Yσ ∩ F
−1[b, c] with σ 6= σU .
If F has no critical points in Um ∩ F−1[b, c], then there exists a continuous defor-
mation η˜ : [0, 1]× (U
m
∩ Fc)→ U
m
∩ Fcsuch that
η˜(0, ξ) = ξ for all ξ ∈ U
m
∩ Fc,
η˜(s, ξ) = ξ for all (s, ξ) ∈ [0, 1]× (U
m
∩ Fb),
η˜(1, ξ) ∈ U
m
∩ Fb for all ξ ∈ U
m
∩ Fc.
Proof. Let χ : U → RN be as in Lemma 6.3 and consider the flow η defined by{
∂
∂tη(t, ξ) = −χ(η(t, ξ)),
η(0, ξ) = ξ,
(6.10)
for ξ ∈ U and t ∈ [0, t+(ξ)), where t+(ξ) is the maximal existence time of the
trajectory t 7→ η(t, ξ) in U . For each ξ ∈ U , let
tb(ξ) := inf{t ≥ 0 : F(η(t, ξ)) ≤ b} ∈ [0,∞]
be the entrance time into the sublevel set Fb. Property (ii) in Lemma 6.3 implies
that
d
dt
F(η(t, ξ)) = −∇F(η(t, ξ)) · χ(η(t, ξ)) ≤ 0,
therefore F(η(t, ξ)) is nonincreasing in t. This, together with (iii) in Lemma 6.3
yields
η(t, ξ) ∈ U
m
∩ F−1[b, c] if ξ ∈ U
m
∩ F−1[b, c] and t ∈ [0, tb(ξ)].
Since F has no critical points in Um ∩ F−1[b, c], we have that tb(ξ) <∞ for every
ξ ∈ U
m
∩ F−1[b, c], and the entrance time map tb : U
m
∩ Fc ∩ U → [0,∞) is
continuous. It follows that the map
η˜ : [0, 1]× (U
m
∩ Fc)→ U
m
∩ Fc
given by
η˜(s, ξ) :=
{
η(stb(ξ), ξ) if ξ ∈ (U
m
∩ Fc) ∩ U
ξ if ξ ∈ U
m
∩ Fb
is a continuous deformation of U
m
∩Fc into U
m
∩Fb which leaves U
m
∩Fb fixed,
as claimed. 
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Proof of Theorem 1. Fix δ1 small enough so that the inclusions
Dδ1 →֒ Ω
m and Dδ1 ∩D →֒ Bδ1(D) := {x ∈ Ω
m : dist(x,D) ≤ δ1} (6.11)
are homotopy equivalences, where D := {ξ ∈ Ωm : ξi = ξj for some i 6= j}. Since
ϕm is bounded above on Dδ1 and bounded below on Ω
m
rBδ1(D), we may choose
b0, c0 > 0 such that
Dδ1 ⊂ ϕ
c0
m and ϕ
b0
m ⊂ Bδ1(D).
Fix K > max{−b0, c0} and, for this K, fix δ ∈ (0, δ1) as in Lemma 6.2. By property
(6.2), for each ε small enough, there exist b < c such that
ϕc0m ⊂ F˜
c
ε ⊂ ϕ
K
m, ϕ
−K
m ⊂ F˜
b
ε ⊂ ϕ
b0
m ,
and such that, for every ξ = (ξ1, ..., ξm) ∈ ∂Dδ with F˜ε(ξ) ∈ [b, c] there is an
i ∈ {1, ...,m} with
∇ξiF˜ε(ξ) 6= 0 if ξi ∈ Ωδ
∇ξiF˜ε(ξ) · τ 6= 0 for some τ ∈ Tξi(∂Ωδ) if ξi ∈ ∂Ωδ.
We wish to prove that F˜ε has a critical point in Dδ ∩ F˜−1ε [b, c]. We argue by
contradiction: Assume that F˜ε has no critical points in Dδ∩F˜−1ε [b, c]. Then Lemma
6.4 gives a continuous deformation
η˜ : [0, 1]× (Dδ ∩ F˜
c
ε )→ Dδ ∩ F˜
c
ε
of Dδ ∩ F˜cε into Dδ ∩ F˜
b
ε which keeps Dδ ∩ F˜
b
ε fixed. Our choices of b and c imply
that Dδ1 ⊂ Dδ ∩ F˜
c
ε and η˜ induces a deformation of Dδ1 into Dδ ∩ F˜
b
ε ⊂ Bδ1(D),
which keeps the diagonal D fixed. Consequently, the homomorphism
ι∗ : H∗(Ωm, Bδ1(D))→ H
∗(Dδ1 ,Dδ1 ∩D),
induced by th inclusion map ι : Dδ1 →֒ Ω
m, factors through H∗(Bδ1(D), Bδ1(D)) =
0. Hence, ι∗ is the zero homomorphism. On the other hand, our choice (6.11) of δ1
implies that ι∗ is an isomorphism. Therefore, H∗(Ωm, Bδ1(D)) = H
∗(Ωm, D) = 0.
But, by assumption, Hd(Ω) 6= 0 for some d ≥ 1. If we choose d so that Hj(Ω) = 0
for j > d, then Lemma 6.1 asserts that Hmd(Ωm, D) 6= 0. This is a contradiction.
Consequently, F˜ε must have critical point in Dδ ∩ F˜−1ε [b, c], as claimed. 
6.2. Proof of Theorem 2. Assume that there exist an open subset U of Ω with
smooth boundary, compactly contained in Ω, and two closed subsets B0 ⊂ B of
Um, which satisfy conditions P1) and P2) stated in Section 1. By property (6.2),
for ε small enough, F˜ε satisfies those conditions too, that is,
bε := sup
ξ∈B0
F˜ε(ξ) < inf
γ∈Γ
sup
ξ∈B
F˜ε(γ(ξ)) =: cε,
where Γ := {γ ∈ C(B,U
m
) : γ(ξ) = ξ for every ξ ∈ B0} and, for every ξ =
(ξ1, ..., ξm) ∈ ∂Um with F˜ε(ξ) ∈ [cε − α, cε + α], α ∈ (0, cε − bε) small enough, one
has that
∇ξiF˜ε(ξ) 6= 0 if ξi ∈ U
∇ξiF˜ε(ξ) · τ 6= 0 for some τ ∈ Tξi(∂U) if ξi ∈ ∂U,
for some i ∈ {1, ...,m}. If F˜ε has no critical points in Um ∩ F˜−1ε [cε − α, cε + α],
then Lemma 6.4 gives a continuous deformation
η˜ : [0, 1]× (U
m
∩ F˜cε+αε )→ U
m
∩ F˜cε+αε
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of U
m
∩ F˜cε+αε into U
m
∩ F˜cε−αε which keeps U
m
∩ F˜cε−αε fixed. Let γ ∈ Γ be such
that F˜ε(γ(ξ)) ≤ cε+α for every ξ ∈ B. Since bε < cε−α, the map γ˜(ξ) := η˜(1, γ(ξ))
belongs to Γ. But F˜ε(γ˜(ξ)) ≤ cε − α for every ξ ∈ B, contradicting the definition
of cε. Therefore, cε is a critical value of F˜ε. 
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