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ABSTRACT 
We continue an investigation of the class W of real square matrices. A matrix 
belongs to W if and only if certain pairs of its complementary cones intersect in the 
zero vector only. We show that a W matrix with no zero diagonal entries is a P, 
matrix (each principal minor is nonnegative), and a W matrix with no nonzero 
diagonal entries is a nonnegative matrix which either is monomial or has a zero 
column. Lastly, we show how these two results impose certain necessary conditions on 
the structure of a W matrix. 
1. INTRODUCTION 
In this paper, all matrices are real and square. Thus each matrix encoun- 
tered is assumed to be in Iw ,,‘” for some positive integer n. In many 
instances the discussion of this paper concerns submatrices and subvectors. 
These objects are described in terms of rows and/or columns of specific 
matrices and vectors. This necessitates the use of notation pertaining to index 
sets. We shall use the notation found in [2]. Given a positive integer n, an 
index set cx is either a subset of 5i := { 1,. . . , n} of the form {jr, *. . , j,} where 
l< j,... < jk<n, or else the empty set. If (Y c { 1,. . . , n } is an index set, 
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then 2 is the index set obtained by taking the elements of { 1,. . . , n } \ a in 
their natural order. For an n X n matrix M and index sets (Y and p, the 
matrix M,, is the submatrix of M consisting of rows indexed by LY and 
colnn~ns indexed by p. The vector M. j is the jth column of M. When the 
index set (Y is a singleton, say (Y = { i }, we shall write M,, as M;,r. 
Given M E !Rnx” and the index set (Y c { 1,. . , n }, the n x n matrix 
C(a) is defined columnwise in terms of the columns of - M and the columns 
of the n x n identity matrix I. Namely, 
C(a)-j= 
- M.j if jE(Y, 
1 
‘I if jEo. 
The convex cone of nonnegative linear combinations of the columns of C(a), 
denoted by pos C(a), is a complementary cone of M. The union of all the 
complementary cones of M is denoted by K(M). 
Given a matrix ME Rnx” and a column vector q E R nX ‘, the linear 
complementarity problem, denoted in this paper by LCP(q, M), is to find 
column vectors w E R “x1 and z E IQ”’ ’ such that 
lw - Mz = q, w > 0, z 20, and wTz =O. 
All linear programming problems, certain quadratic programming problems, 
and a number of other applied problems can be expressed as linear comple- 
mentarity problems. Hence, these problems and their solutions have been of 
considerable interest. The current literature often deals with classes of 
matrices which shed snme light on any of the following questions: 
(i) Question of existence. When does an LCP possess a solution? 
(ii) Question of uniqueness. When is a solution to an LCP unique? 
(iii) Questions of determination. How can a solution by determined? 
Some of the more important classes of matrices which relate to question 
(iii) are described next. A matrix M is copositive if and only if xTMx > 0 for 
all x > 0. It is strictly copositive when x*Mx > 0 for all 0 # x >, 0. A matrix 
M is copositive plus whenever M is copositive and x 2 0 and xTMx = 0 
together imply that x’( M + MT) = 0. The matrix M is a P matrix whenever 
all of its principal minors are positive. Two of the better-known procedures 
for solving linear complementary problems are Lemke’s complementary 
pivoting algorithm [7] and Dantzig and Cottle’s principal pivoting algorithm 
[3]. Both the class of copositive plus matrices and the class of strictly 
copositive matrices are related to the determination of a solution of a LCP by 
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Lemke’s algorithm [ 111. The principal pivoting algorithm converges to a 
solution whenever M belongs to class P. 
A couple of the better-known classes which relate to question (i) are the 
classes Q and Qa. The matrix M E 03 nxn is a Q matrix if and only if 
K(M) = RnX1, An efficient method for determining membership in the class 
Q has not been discovered. Q does contain P. The matrix M is a Qa matrix 
if and only if K(M) is convex. Again, an efficient method for determining 
membership in Qa is not known. 
As Cottle and Stone [2] and Mangasarian [9] state, the literature which 
deals with question (ii) is considerably smaller than that which deals with 
question (i). Samelson, Thrall, and Wesler have shown that LCP(q, M) has a 
unique solution for each 4 if and only if M E P [13]. Determining member- 
ship in P is finite. One must check the signs of the 2” - 1 nontrivial principal 
minors of M. However, an algorithm for determining membership in P 
which is bounded above by a polynomial in n does not presently exist [ 111. 
Some of the other classes of matrices which deal with question (ii) are defined 
next. The matrix ME Rnx” is an E, matrix (semimonotone matrix) if and 
only if MJ, < 0, x, > 0 is inconsistent for each index set (Y c { 1,. . . , n }. It 
can be shown that LCP(q, M) has a unique solution for each Q E int pos C( 0 ) 
if and only if M E E, [6, 4, 81. The matrix M is an Eof matrix (fdy 
semimorwtone matrix) if and only if LCP(q, M) has a unique solution 
whenever o E int pos C(o) for any full complementary cone pos C(a) 
[pos C( 0~) is full if and only if det C(e) + 01. The matrix M is a U matrix if 
and only if LCP(q, M) has a unique solution whenever o E int K(M). The 
classes Eof and U were introduced by Cottle and Stone in 1983 [2]. In most 
cases, membership in either class is not simply determined. 
This paper focuses on a class introduced by Jeter and Pye in 1987 [5]. A 
matrix M E lRnx” is a W matrix if and only if posC(a)nposC(&) = (0) for 
all (Yc {l,..., n }, Membership in the class W can be determined by solving 
2”- ’ systems of linear equations. Hence it is somewhat analogous in compu- 
tational difficulty to membership in P. Since W c U [5], it follows that W 
represents a subclass of U for which the uniqueness of solution of LCP(9, M) 
can be determined fairly efficiently for suitable 9. Moreover, it would be 
desirable to obtain either a canonical representation of the matrices in class 
W, or an efficient algorithm for determining membership in W. Since P c W, 
it follows that a polynomially bounded algorithm may be difficult to design. A 
matrix is said to be a P, matrix if and only if all of its principal minors are 
nonnegative. In [2] it was shown that U n Q. C P,. Thus it is immediate that 
W n Q. c P,. However, it is easy to construct an example of a W matrix 
which is PO but not Qo. In this paper we show that a W matrix whose 
diagonal entries are all nonzero is also a PO matrix. If the W matrix has no 
nonzero diagonal entries, then we show that it is a nonnegative matrix which 
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either is monomial or has a zero column. These two results are then used to 
provide some necessary structure properties which must be satisfied by a 
general W matrix. 
2. PRELIMINARY RESULTS 
The following basic facts are used repeatedly. The first two can be found 
in [5] and the third is an immediate consequence of the definition of a W 
matrix. 
PROPOSITION 1 (Hereditary property). Zf M E W, then each principal 
submatrix of M is also a W matrix. 
PROPOSITION 2 (Principal pivot transform). Zf 
M= A * 
[ 1 C D 
E W and det A#O, 
then 
A-’ - A-‘B 1 E w. CA-’ D-CA-l* 
The matrix D - CA- ‘B is called the Schur complement of M with 
respect to A and is denoted M/A [l]. Proposition 2 and Proposition 1 yield 
the result that M/A E W when M E W. 
Recall that a matrix @ is cogredient to a matrix M if there is a 
permutation matrix P such that @ = PTMP. 
PROPOSITION 3 (Permuation similarity). Zf M E W and M is cogredient 
to M, then @ E W. 
We believe that the next two propositions are generally known. In any 
case, they can be derived in a straightforward manner. We say that a square 
matrix is totally degenerate if each of its principal submatrices is singular. 
Such a matrix can be shown to possess a column of zero entries. The earliest 
reference to that fact known to these authors is the paper by Parsons [12]. 
With that in hand, a basic induction argument leads to the following result. 
PROPOSITION 4. A totally degenerate matrix is cogredient to a strictly 
upper triangular matrix. 
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The next result requires some knowledge of the Schur complement of a 
matrix. The result follows directly from the formula for the Schur comple- 
ment. 
PROPOSITION 5. The matrix B is a principal submatrix of the Schur 
complement M/A, where A is a nonsingular principal submatrix of M, if and 
only if B = $/A, where &? is a principal submatrix of M that possesses A as 
a principal s&matrix. 
3. PRINCIPAL MINORS OF W MATRICES 
This section concerns principal minors of W matrices. Particular atten- 
tion is focused on the relationship which exists between the signs of the main 
diagonal entries of a W matrix and the signs of the principal minors of the 
matrix. These results lead in turn to a partial characterization of W matrices. 
The structure theorems are to be found in Section 4. 
PROPOSITION 6. lf M E W n Iw nX n and some principal minor of M of 
order n - 1 is positive, then det M 2 0. 
Proof. Suppose that det M < 0. Then Mm ’ E W by Proposition 2. From 
Proposition 1 this implies that (M- ‘)ii 2 0 for all i E ii. By consideration of 
the well-known formula 
(M-‘),,= !g!&, 
where MI; denotes the principal submatrix of M obtained by deleting both 
row i and column i, it follows that det MI; < 0 for all i E ?i. This is a 
contradiction. n 
The next proposition can be found as Theorem 6 in [5]. Its proof follows 
readily from the definition of a W matrix. 
PROPOSITION 7. Let M E W. Then M is singular if and only if there 
exists a vector x such that 0 f x >, 0 and Mx = 0. 
Recall that a matrix is a monomial matrix if each row and each column 
contains exactly one nonzero entry. 
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PROPOSITION 8. Zf M E W n R :xn and each (n - 1) X (n - 1) principal 
s&matrix of M is singular, then either each diagonal entry of M is zero and 
M is a monomial matrix, or M contains a zero column. 
Proof. Assume i E E. Since ML; is a singular W matrix, we can infer 
from Proposition 7 and the nonnegativity of M;,T that ML; has at least one 
zero column. Thus there is a column ki of M which consists only of zero 
entries except perhaps for mik where i z ki. This is true for each i E fi. If 
k i z ki whenever i # j and eakh mik > 0, then each diagonal entry of M is 
zero and M is a monomial matrix. Otderwise, M must have a zero column. n 
Our next result is a partial converse of Proposition 8 and is a consequence 
of an easy application of the heredity property, Proposition 1. 
PROPOSITION 9. Zf M E W n R nXn and each diagonal entry of M is 
zero, then M is nonnegative. 
Proof. Let A be any 2 X 2 principal submatrix of M. Then A E W by 
Proposition 1. This implies that 
POS(-A)nposZ= (0). 
This in turn ensures that A > 0, which completes the proof that M > 0. 
THEOREM 10. Zf M E W and each diagonal entry of M is zero, then 
either M is a nonnegative monomial matrix or M is a nonnegative matrix 
which has a zero column. 
Proof. The proof is by induction on the order of the matrix. The result is 
clearly true when the order is one. Assume that it holds true for matrices of 
order n, and suppose that MEW nR(n+l)x(n+l) with m,, = 0 for each 
i in + 1. From Proposition 9 we infer that M > 0. If all n X n principal 
submatrices of M are singular, then M is monomial or has a zero column by 
Proposition 8, and thus the result follows in this case. Suppose then that M 
has a nonsingular n x n principal submatrix. By appealing to Proposition 3 
and Proposition 1 we can assume without loss of generality that 
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where A E W n !R TX”, x E R:” ‘, y E R:X ‘, and A is nonsingular. By the 
induction hypothesis A must be a monomial matrix. By Proposition 2 and 
Proposition 1, the Schur complement of the W matrix M with respect to A is 
a W matrix. Thus M/A = - xTA _ ‘y >, 0, since it is a scalar. Because A is a 
nonnegative monomial matrix, it follows that A ' >, 0. Thus xTA -iy 2 0. 
This forces xTA- ‘y = 0 and ensures that det M = det Adet M/A = 0. By 
appealing to Proposition 7 and to the fact that M > 0, we see that M must 
have a zero column. This completes the induction. n 
REMARK. Let M E W n R nX n, and assume that each diagonal entry of 
M is zero. Then M is nonnegative by Proposition 9. If all order n - 1 
principal submatrices are singular, then M either is monomial or has a zero 
column, by Proposition 8. If there exists a nonsingular order n - 1 principal 
submatrix, then M contains a zero column (hence M is singular), by the 
proof of Theorem 10. 
Our last result in the section examines the case where all the diagonal 
entries of a W matrix are positive. We remark that by Proposition 1, a 
nonzero diagonal entry of a W matrix must be positive. 
THEOREM 11. Zf M E W and each diagonal entry of M is positive, then 
M E P,. 
Proof. The proof is by induction on the order of the matrix. The result is 
trivially true when the order is one. Assume that the result holds for matrices 
of order n, and suppose that M E W n!R’“’ 1Jx(r’t’) and each diagonal entry 
is positive. From Proposition 1 and the induction hypothesis, it follows that 
each n x n principal submatrix of M belongs to the class PO. Hence each 
proper principal minor of M is nonnegative. It remains to show that 
det M >, 0. Suppose, on the contrary, that det M < 0. Then Mm ’ exists, and 
M- ' E W by Proposition 2. The fact that M ’ E W ensures that each of its 
diagonal entries (M-'),i is nonnegative. We infer further from 
det M;; __ 
t”~‘)ii=~, iEn+l, 
that each diagonal entry of M ' must be zero, since det M;; >, 0 for each 
i En + 1. Therefore Mm' >, 0 and is a monomial matrix by Theorem 10. Since 
M- ' is a monomial matrix and its main diagonal consists of only zero entries, 
its inverse M cannot have any nonzero diagonal entries. This is a contradic- 
tion, and thus det M > 0. n 
226 MELVYN W. JETER AND WALLACE C. PYE 
Adding to the hypothesis of Theorem 11 the condition that det M # 0 
does not force M to be a P matrix. To see this consider 
1 -1 -1 
-1 1 -1 1 . 
1 1 1 
In this example, M E W, each diagonal entry of M is positive, and det M > 0. 
But M 4 P, as det M,,=O, where a= {1,2}. 
4. STRUCTURE OF W MATRICES 
We shall now use the results from the previous section to develop a 
necessary structure for a W matrix in canonical form. We begin with a 
straightforward proposition. 
PROPOSITION 12. Zf 
[ 1 f i EWnR2X2, 
then h > 0. Moreover, when a > 0 and h > 0, then c < 0. 
Proof. The proof is accomplished by drawing the complementary cones 
of the matrix in Iw 2X ’ for each of the possible cases. The conclusion is then 
straightforwardly obtained using the definition of a W matrix. Incidentally 
the proof shows that c is unrestricted whenever a > 0 and h = 0. n 
Our next two theorems impose necessary conditions for membership in 
certain general subclasses of W. Membership in these subclasses is deter- 
mined by the signs of the diagonal entries of a candidate matrix. These two 
results lead in turn to necessary conditions for membership in class W. 
THEOREM 13. If M E Wand if each diagonal entry of M is zero, then M 
is mgredient to a nonnegative W mutrix of the form 
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where A is a monomial W matrix and D - CA- ‘B is a nonnegative totally 
degenerate W matrix. 
Proof. It follows from Theorem 10 that M 2 0. Now let A be a 
nonsingular principal submatrix of M which has maximal order among all 
nonsingular principal submatrices of M. Then M is cogredient to a W matrix 
of the form 
A B 
[ 1 C D’ 
By appealing once more to Theorem 10 and to Proposition 1, we infer that A 
is a monomial matrix. The Schur complement D - CA- ‘B is a W matrix by 
Proposition 2 and Proposition 1. Moreover the diagonal entries of D - CA- ‘B 
can be shown to be zero, so it follows again from Theorem 10 that 
D - CA- ‘B > 0. Moreover the matrix D - CA- ‘B cannot have a nonsingular 
principal submatrix; otherwise, by Proposition 5, the order of A would not be 
maximal among the orders of nonsingular principal submatrices of M. Hence 
D - CA-‘B is totally degenerate. m 
REMARK. From the above proof, note that the monomial W matrix A is 
a nonsingular principal submatrix of M which has maximal order among all 
nonsingular submatrices of M. This same property is shared by W matrices 
M each of whose diagonal entries are positive, although in this case A is not 
necessarily monomial. 
THEOREM 14. lf M E W and possesses only positive diagonal entries, 
then M is cogredient to a W matrix of the form 
A B 
[ I C D’ 
where A is a nonsingular principal s&matrix of M which has muxirnal order 
among the orders of nonsingular principal submatrices of M and D - CA- ‘B 
is a nonnegative totally degenerate W matrix. 
Proof. The proof is analogous to the proof of Theorem 13. n 
THEOREM 15. lf M E W, then M is cogredient to a W matrix of the form 
(2) 
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where: 
(i) M,, is a W matrix 
Let a = {i: m,, > O}. Then M is cogredient to a W matrix of the 
form 
where Mm, possesses only positive diagonal entries and M,, possesses only 
zero diagonal entries. The justification for conclusions (i) and (ii) has been 
given. Conclusions (iii) and (iv) follow from Proposition 12 by considering the 
pertinent 2 X 2 principal submatrices of the above matrix which is cogredient 
to M. 
REMARK. In Theorem 15, it is possible that either (Y = 0 or ai = 0. In the 
case where cy = 0, we have that M = M,,; and if ai = 0, then we have that 
M = M,,. 
The representation in Theorem 15 can be further simplified whenever M 
is symmetric. 
THEOREM 16. Zf M is a symmetric W matrix, then M is cogredient to a 
W mu&-ix of the fm 
A 0 
[ 1 0 D’ 
where 
(i) A is a symmetric positive semidefinite W matrix where each diagonal 
entry is positive, and 
(ii) D is a nonnegative W matrix where each diagonal entry is zero. 
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Proof. As before, we perform a permutation similarity on M so that it is 
cogredient to a W matrix of the form 
A B 
[ 1 BT D’ 
where A possesses only positive diagonal entries and D possesses only zero 
diagonal entries. the examination of the pertinent 2 x 2 submatrices and the 
application of Proposition 12 allow us to infer that B = 0. Since A E PO by 
Theorem 11 and A is symmetric, it follows that A is also positive semidefi- 
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