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Conversational Grammar–
Feminine Grammar?  A 
Sociopragmatic Corpus Study
Christoph Rühlemann1
Abstract
One area in language and gender research that has so far received only little attention 
is the extent to which the sexes make use of what recent corpus research has 
termed “conversational grammar.” The author’s initial findings have suggested that the 
majority of features distinctive of conversational grammar may be used predominantly 
by female speakers. This article reports on a study designed to test the hypothesis 
that conversational grammar is “feminine grammar” in the sense that women’s 
conversational language is more adapted to the conversational situation than men’s. 
Based on data from the conversational subcorpus of the British National Corpus and 
following the situational framework for the description of conversational features 
elaborated in the author’s previous research, features distinctive of conversational 
grammar are grouped into five functional categories and their normed frequencies 
compared across the sexes. The functional categories distinguish features that can 
be seen as adaptations to constraints set by the situational factors of (1) Shared 
Context, (2) Co-Construction, (3) Real-Time Processing, (4) Discourse Management, 
and (5) Relation Management. The study’s results, described in detail in relation to 
the biological category of speaker sex and cultural notions of gender, suggest that the 
feminine grammar hypothesis is valid.
Keywords
conversational grammar, conversational situation, sociolinguistics, corpus linguistics, 
speaker sex, gender, adaptation
Attitudes in corpus linguistics toward context in its many manifestations seem to be 
undergoing change. While context has for some time been “something of a challenge 
to the corpus linguist” (Thompson & Hunston 2006:4), it is a key concept in a number 
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of recent corpus linguistic publications (e.g., Adolphs 2008), suggesting that context 
is becoming a basic coordinate of corpus linguistic research. This focus on the impor-
tance of context in analyzing corpus data is most welcome, but its somewhat belated 
discovery is surprising, considering that when looking at corpus data we are looking 
at “used language,” or “language in use”—and use inevitably occurs in some context. 
One large dimension of context that has been given little attention so far in corpus 
linguistics is the user—for, obviously, “use” presupposes a “user.” While, in recent 
decades, sociolinguistic research has accumulated an impressive body of research into 
how language variation is correlated with social variables, this question has up until 
now triggered only a small number of studies based on contemporary corpora (whereas 
historical corpora have been exploited more fully), although “spoken corpora have 
tremendous potential for the analysis of sociolinguistic variation” (Barbieri 2008:60; 
also see Rayson, Leech, & Hodges 1997:133).
The list of corpus-based sociolinguistic studies includes the following handful. 
Rayson, Leech, and Hodges (1997) undertake a comparison of speakers’ use of 
selected vocabulary, examining what words are most frequent in the speech of the 
sexes, different age groups, and social strata. Andersen (2001) and Stenström, Andersen, 
and Hasund (2002) analyze in great detail London teenage language recorded in the 
Bergen Corpus of London Teenage Language (COLT), considering distributional dif-
ferences regarding age, sex, socioeconomic background, and ethnicity; a more recent 
study comparing the use of invariant tags in COLT to their use in the Linguistic Inno-
vators Corpus is Torgersen and Gabrielatos (2009). Schmid (2003:186) studies 
conversational behavior and the use of semantic fields “across the male and female 
cultures.” Barbieri (2007) investigates the effects of speaker age and sex on the use of 
quotatives in American English, McEnery and Xiao (2004) explore swearing in the 
British National Corpus (BNC), and Rühlemann (2007) includes a number of socio-
linguistic analyses of conversational features. Xiao and Tao (2007) is a sociolinguistic 
study of amplifiers in British English, and Barbieri (2008) explores age-based lin-
guistic variation in spontaneous American conversation. Although the number of 
corpus-based studies into social differentiation is relatively small, the clustering of the 
studies in recent years seems to suggest that corpus linguistics is indeed beginning to 
exploit the potential of corpora for sociolinguistic studies, and corpus-based sociolin-
guistics may be about to become another standard branch of corpus linguistic inquiry.
One area, however, in which corpus research has yielded substantial new insights 
but failed so far to take sociolinguistic concerns into account is the study of conversa-
tional grammar. Beside numerous research articles tackling individual features 
(discussed below in more detail), the grammar of conversation has been described in 
unprecedented detail in two recently published, corpus-based grammars, the Longman 
Grammar of Spoken and Written English (LGSWE; Biber et al. 1999) and the Cam-
bridge Grammar of English (Carter & McCarthy 2006). Particularly revealing are 
the analyses in the large chapter in the LGSWE titled “The Grammar of Conver-
sation” (Biber et al. 1999:1038-1125). Following the authors of the LGSWE, I use 
the term conversational grammar to mean “grammatical features that are especially 
 at LMU Muenchen on June 13, 2013eng.sagepub.comDownloaded from 
58  Journal	of	English	Linguistics	38(1)
characteristic of conversational language, as compared with other registers” (Biber 
et al. 1999:1038). That is, conversational grammar is an instance of a “variety gram-
mar” (Rühlemann 2007:15-17): for a feature to be part of conversational grammar, it 
is required that it be characteristically more frequent in conversation than in other 
major registers such as academic, fictional, or newspaper writing, to name the three 
written registers considered in the LGSWE. To illustrate this point, the pronouns I and 
you are regarded as part of the grammar of conversation not, of course, because they 
are nonexistent in, for example, academic writing but because it is in conversation that 
they are by far most common (cf. Biber et al. 1999:333-334).1
Research on conversational grammar has not generally been concerned with, 
except for a few occasional remarks, the question of whether conversational grammar 
might covary not only with register—a category according to “use”—but also with 
social categories—which are categories according to “user.” The present study aims to 
examine the extent to which the use of conversational grammar is differentiated 
according to one such category, speaker sex. The overriding research question this 
article addresses is the following: Is speaker sex correlated with the use of conversa-
tional grammar?
In addressing this question we need to distinguish between speaker sex and gender, 
a distinction reflected in the word pairings female/male and feminine/masculine. 
While sex relates to being female and male, which are biological categories, gender is 
related to the notions of “femininity” and “masculinity,” which are socially con-
structed. In West and Zimmermann’s (1987:127) words, sex is “a determination made 
through the application of socially agreed upon biological criteria for classifying per-
sons as either females or males.” Gender, in contrast, is “the activity of managing 
situated conduct in light of normative conceptions of attitudes and activities appropri-
ate for one’s sex category” (West & Zimmermann 1987:127, emphasis added). Corpora 
such as the BNC, containing very large amounts of naturally occurring text, are maybe 
at their best when used to reveal patterns that occur en masse because these may be 
what is typical and, hence, the (quantitative) “norm” in a language community. The aim 
of this corpus study is to examine highly frequent features distinctive of conversation 
in terms of their distribution across the sexes, thus potentially revealing normative 
attitudes toward the use of conversational grammar. For example, if it could be shown 
that conversational grammar tends to be used much more frequently by men, this 
might reveal the normative conception that using conversational grammar is part of 
masculinity—something appropriate for men to do but less so for women. And the 
reverse: if it turned out that female speakers use conversational grammar much more 
than male speakers, this would suggest the normative conception that using conversa-
tional grammar is feminine—something women appropriately do but not men.2 The 
raw material this study is concerned with is speaker sex; the observations made, how-
ever, may have important implications for how speakers do gender.I single out speaker 
sex as the target variable of this study on two grounds. First, in the past thirty years or 
so, an immense body of sociolinguistic research has established the notion of sex dif-
ferentiation “as a recurrent robust finding” (Holmes 1997:197). Therefore, it seems 
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highly likely that sex differentiation will also affect the use of conversational gram-
mar. Second, Rühlemann (2007) found initial evidence suggesting that conversational 
grammar might be subject to variation across men and women in that all features 
whose distribution across the sexes was examined were predominantly used by 
women. Building on this work, I hypothesize that conversational grammar is “femi-
nine grammar,” with “feminine” understood in the above-cited sense of what is 
conceived of as normative and thus appropriate for women. The aim of this article is 
to test the feminine grammar hypothesis, according to which women’s conversational 
language is more adapted to the conversational situation than men’s.
To fully appreciate this hypothesis and its implications, it is necessary to review 
two notions the hypothesis involves: conversational situation and adaptation. These 
two notions are briefly explained in the following section.
Situation and Adaptation
Conversation, seen as a register in the Hallidayan sense, is intimately linked to the 
notion of situation or, more specifically, “situation type” (Halliday 1978:28), which 
refers to not the apparently infinite number of different possible situations but the 
general type of situation that gives rise to conversation. What is this conversational 
situation like? Various scholars have recently attempted to address this question (e.g., 
Biber et al. 1999; Leech 2000). The account of the conversational situation I present 
largely builds on Rühlemann (2007), probably the most comprehensive attempt to 
capture the factors determining the conversational situation type. Rühlemann outlines 
five factors: Shared Context, Co-Construction, Real-Time Processing, Discourse 
Management, and Relation Management.
Shared Context refers to the wealth of perceptual, nonverbal, and social context 
that conversationalists (who are typically socially familiars) share with each other. 
Co-Construction reflects the fact that conversational text is inevitably constructed 
jointly, through sequential organization (Sacks, Schegloff, & Jefferson 1974) and role 
rotation (Goffman 1981). Real-Time Processing captures the fact that conversational-
ists are fully exposed to pressures of planning, processing, and executing speech in 
real time. Discourse Management describes the fact that, because of Co-Construction 
and Real-Time Processing, conversationalists need to cope with an unparalleled dyna-
mism both in interactional terms—who talks when and for how long is not 
predetermined—and in cognitive terms—what is talked about is not predetermined 
either. Finally, Relation Management refers to the type of goal orientation, which is in 
conversation decidedly interpersonal, with the overall goal being to “establish bonds 
of communion” (Malinowski 1923).
The notion of adaptation comes into play where conversational grammar, as the set 
of forms distinctive of the register of conversation, is seen in the context of a “textual 
pragmatics” (Leech 1983), that is, in a perspective in which grammar is regarded as 
being “under the functional influence of pragmatics” (Leech 1983:64). Looked at 
from this perspective, grammatical choices in actual discourse are less “rule 
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governed”—that is, less motivated by speakers’ compliance with formal grammatical 
rules—than “principle controlled” (Leech 1983:5)—that is, motivated by speakers’ 
communicative goals and constraints—whereby certain pragmatic principles help 
adapt the form of text to constraints set by the situation, as shown in Figure 1.
In the remainder of this section I provide a rough sketch of the principles control-
ling conversational text vis-à-vis the factors determining the conversational situation. 
They are listed in Table 1.
As noted above, Shared Context refers to the variety and richness of contextual 
dimensions that typically characterize the conversational situation, including (1) the 
perceptual, or spatial, context the physical setting provides, (2) the social context the 
speakers’ being familiar with each other provides, and (3) the nonverbal “micro-
context” (Arndt & Janney 1987) the vocal and kinesic channels of communication 
provide. The principle controlling language use vis-à-vis this wealth of Shared Con-
text can be described as Context Reliance, that is, as a tendency to “outsource” 
meaning to the unsaid. Context Reliance favors linguistic phenomena such as deixis in 
its various forms (which is commonly exophoric or text external),3 anaphora (which is 
endophoric or text internal), situational ellipsis, vague language, multimodality—the 
fact that “cognitive, conative and emotive information can be signaled in any of the 
three basic modes [verbal, vocal and kinesic]” (Arndt & Janney 1987:395)—and 
crossmodality—“the fact that signals in one mode can to a certain extent be substi-
tuted for or replaced in other modes” (Arndt & Janney 1987:395).
The principle related to the situational factor of Co-Construction is Interactivity. 
Since the conversational situation generally prevents holding the floor for extended 
periods (the most notable exception being narrative) and, instead, demands that at 
principles
situation text
adaptation
Figure 1. A model of adaptation in a “textual pragmatics”
Table 1. Situational Factors and Corresponding Principles
Situational Factor
Shared Context
Co-Construction
Real-Time Processing
Discourse Management
Relation Management
Corresponding Principle
Interactivity
Context reliance
Economy
Processibility
Expressivity politeness
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least two partners jointly weave the text, the Interactivity Principle ensures that turn 
taking and, as a concomitant, speaker change occur sufficiently and that conversa-
tional flow is maintained in a reciprocal manner. The processes favored by this 
principle include co-constructing utterances (e.g., Lerner 1991; Helasvuo 2004), back-
channelling (e.g., Holmes & Stubbe 1997; Wong & Peters 2007), the use of question 
tags and response elicitors (e.g., Biber et al. 1999; Tottie & Hoffmann 2006), and the 
use of certain pragmatic markers such as like, whose ultimate function is to mark dis-
course as “analogous” (Adolphs & Carter 2003) or “loose” (Andersen 1998, 2001) 
and which “leaves the conversational partner room to complete or edit internally and 
to respond and interact, thus inviting the collaboration of the recipient in the negotia-
tion of meaning” (Rühlemann 2007:147).
The principle that helps conversationalists adapt to the scarcity of planning and 
processing time (Real-Time Processing) is the Economy Principle. Leech (1983:67) 
describes it as follows:
The Economy Principle (“Be quick and easy”) can be regarded as a valuable 
precept not only for h [the hearer] but also s [the speaker]. If one can shorten the 
text while keeping the message unimpaired, this reduces the amount of time and 
effort involved both in encoding and in decoding.
The processes that the Economy Principle favors include forms of reduction both on 
the phonological and the syntactic level. Phonologically reduced forms include verbal 
and negative contractions, conversational contractions such as gonna and gotta, and 
forms of situational ellipsis (cf. Quirk et al. 1985:896). Syntactic reduction is brought 
about by deletion (e.g., zero relativizer both in object and subject position) and 
substitution (e.g., pronominalization and use of other proforms such as predicative so).
Discourse Management, understood as the need conversationalists feel to cope 
with the interactional and cognitive dynamism the conversational situation creates, is 
responded to by the Processibility Principle. This principle “recommends that the text 
should be presented in a manner which makes it easy for the hearer to decode in time” 
(Leech 1983:64). Easing processing for the recipient is achieved in conversation by 
means of, for example, what Biber et al. (1999:1068) term “syntactic analysis”—
that is, by headers and tails (e.g., Aijmer 1989; Carter & McCarthy 2006); by means 
of the use of discourse markers, which act as “discourse glue” (Fraser 1990) provid-
ing discourse coherence (Schiffrin 1987); and by means of the “maxim of end-weight” 
(Leech 1983:65) which demands that complex constituents be right branched rather 
than left branched (e.g., the preference in speech for extraposition with it; see 
Kaltenböck 2004).
The principles correlated with the fifth situational factor, Relation Management, 
are more diffuse and harder to define because the realization of the interpersonal goal 
orientation through language is “a domain of low certainty and high complexity” 
(Arndt & Janney 1991:536). A broad outline is therefore all that is possible in this 
article. For the present, at least two principles seem to be involved in mediating 
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between conversational language use and the interpersonal goal orientation: the 
Expressivity Principle and the Politeness Principle. Speaking of certain types of rep-
etition, Leech (1983:69) notes that “the emphasis of repetition has some rhetorical 
value such as surprising, impressing, or rousing the interest of the addressee.” This 
description applies to many other phenomena of language use such as hyperbole 
(cf. McCarthy & Carter 2004), certain types of vocatives (cf. Leech 1999; McCarthy 
& O’Keeffe 2003; Rühlemann 2007:184-189), and both epistemic and affective stance 
(e.g., Biber & Finegan 1988, 1989; Biber et al. 1999; Hunston & Thompson 2000), to 
name only a few. In keeping conversational interaction “on course” toward its primary 
goal of creating rapport, another important principle is the Politeness Principle. In 
Leech’s interpretation, this principle has a higher regulative role than the cooperative 
principle postulated by Grice (1975) in that the Politeness Principle essentially serves 
“to maintain the social equilibrium and the friendly relations which enable us to 
assume that our interlocutors are being cooperative in the first place” (Leech 1983:82). 
The processes in conversation favored by the Politeness Principle include, for exam-
ple, mitigation, crossmodality, and indirectness.
While this is admittedly a preliminary description of the interrelation of situational 
factors and pragmatic principles, the key point is that conversational grammar needs 
to be seen in the context of its situation to be appreciated as functional—functional 
in the sense that conversational language is adapted to constraints set by the conversa-
tional situation. In the following I investigate whether indeed the feminine grammar 
hypothesis can be confirmed, according to which more such adaptation can be 
observed in women’s conversational language use than in men’s.
Data and Method
The data for this study come from the demographically sampled subcorpus of the 
100-million-word BNC (World Edition). This subcorpus consists of 4.2 million words. 
It is sometimes also referred to as the “conversational” subcorpus because, as is widely 
agreed, its 153 “texts”—that is, the transcripts made from various, extended spoken 
interactions the recruits recorded over a period of several days—“consist of casual 
conversations” (Aston & Burnard 1998:28; also see Rayson, Leech, & Hodges 1997; 
Biber et al. 1999:133). To ensure representativeness the creators chose to employ 
“demographic sampling of the kind which will be familiar from its use in public opin-
ion research, that is, selecting informants on the basis of their age, sex, region, social 
class, and so on” (McEnery & Wilson 1996:65). A total of 148 recruits were selected 
in such a way that roughly equal numbers were achieved in terms of recruits’ sex, age 
group, region, and social stratum. Of significance in the present connection is the 
“small built-in bias” with regard to recruit sex: as recruits, 75 women but only 73 men 
were selected (Rayson, Leech, & Hodges 1997:135). More importantly, this bias 
“spilled over” to the total numbers of male and female speakers respectively—that is, 
recruits and their interlocutors; probably due to a common tendency to build same-sex 
networks,4 the number of female speakers rose to a total of 561 compared to 536 male 
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speakers. Moreover, women in the conversational subcorpus were not only more 
numerous but also more talkative: Rayson, Leech, and Hodges (1997:136) report that 
the number of words per turn was 9.53 for men while it was 10.33 for women. The 
greater female verbosity is also reflected in the numbers of utterances: men produced 
181,255 utterances, and women produced 255,925 utterances.
To neutralize this female overrepresentation it was paramount in this study not to 
rely on absolute frequencies alone but also to use normalized frequencies per 1,000 
utterances. Raw frequencies were nonetheless useful in determining which features to 
investigate in that only features that have overall (i.e., sex independent) raw frequen-
cies greater than 1,000 occurrences were included. This cutoff point was set to ensure 
a high rate of statistical significance. A total of 110 features distinctive of conversa-
tional grammar were thus investigated. Each feature was assigned to one of the five 
situational categories detailed above. Sex-sensitive queries were conducted, and raw 
frequencies for men and women were determined. Chi-square tests were carried out 
for each feature to establish whether the differences in occurrence between men and 
women were due to chance or, rather, a reflection of differences in the target popula-
tion (which, in this case, happens to be the population of Britain). Building on the raw 
frequencies of occurrence, normed frequencies per 1,000 utterances by men and 
women were calculated. Since many of the investigated features have very high fre-
quencies and others have comparatively lower frequencies, it was felt necessary to 
adapt Leech and Fallon’s (1992) Difference Coefficient Formula, whereby the differ-
ence between the normed frequencies per 1,000 utterances by women (NFf) and men 
(NFm), respectively, is divided by their sum. The formula is shown in Figure 2.
The Difference Coefficient Formula is extremely useful in that it effectively com-
presses differences of occurrence, which may vary immensely between the features, 
into values ranging between 0 and +/–1, thus allowing direct comparisons across the 
features. When a positive value is obtained, the feature in question is more frequent for 
women; when a negative value is obtained, the feature is more frequent for men. The 
(hypothetical) boundary coefficients +1.00 and –1.00 would indicate that a feature is 
used only by women or only by men, respectively.
Many of the features investigated are highly multifunctional. Care was therefore 
taken to formulate the corpus queries in such a way that only the functions under 
investigation were included. To illustrate, the phrase you know can fulfill at least three 
distinct functions. The verb know can be used transitively and, thus, in its full lexical 
sense, as in How do you know it isn’t on? This usage is not specific to conversation but 
can be found in many registers.5 It is therefore not investigated in this study. By contrast, 
NF f – NF m
NF f + NF m
Figure 2. Difference coefficient formula
Source: Adapted from Leech and Fallon (1992).
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when you know is spoken with a rising intonation and in utterance-final position, as in 
I like to check that it all works you know?, it can serve as a type of invariant tag ques-
tion. Since tag questions are distinctive of conversation, this usage would qualify for 
inclusion in this study. However, a query for you know? (with question mark) returns 
only 850 occurrences, thus falling short of the 1,000 occurrence threshold. Finally, 
the most frequent function of you know in conversation is as a discourse marker, 
whereby a speaker signposts his or her discourse for the listener as being “readable” 
against the backdrop of shared background knowledge. A clear distinction between 
the three functions is not always possible, as in, for example, But you know I’ve been 
terribly busy lately! where only inspection of concordance lines could disambiguate 
whether you know performs a transitive verb function or a discourse marker func-
tion. To exclude instances of the two non-discourse-marking functions and to 
circumvent ambiguous cases, the query was for you know bracketed by commas 
because in the BNC transcription commas represent slight terminal rises followed by 
a short pause (Crowdy 1994:26). An example is Let’s just, you know, open the door. 
Other methods used to make the queries as “precise” as possible included searching 
for features via part-of-speech tags (e.g., the generalized use of me as a possessive 
determiner is tagged in the BNC as DPS), restricting queries to features in certain 
positions within utterances (e.g., the notoriously multifunctional item well is most 
likely to perform a discourse marker function when used in utterance-initial posi-
tion), and performing queries for items as stand-alone features (laughter as 
stand-alone item is most likely to perform a backchannel function). Obviously, this 
methodology is far from perfect because, to return to you know, many instances of 
discourse marker you know are spoken without intonational brackets and have there-
fore been transcribed without commas; these other instances are hence “lost” for this 
study. Nonetheless, given that the study is functional in the sense that a major focus 
is placed on investigating conversational features as adapted, and thus functionally 
related, to the conversational situation, a trade-off between recall and precision that 
favors the latter was seen as indispensable.
Results
Shared	Context
Thirty-two features were assigned to the situational factor Shared Context. They are 
divided in four broad categories: (1) deixis, including the three traditional deictic 
subcategories person, time, and place deixis, (2) anaphora, (3) vague language, and 
(4) paralinguistic behavior. Deictics such as I, you, or today and here were included 
because personal, temporal, and locational deictics have been found to be most fre-
quent in conversation (Rühlemann 2007) and because, for example, in Kilgarriff’s 
(1998) frequency list, I and you are the two most frequent words in the conversational 
subcorpus. The role of anaphora is similarly prominent in conversation. Conversation, 
contrary to much writing, which relies on spelling out reference, exhibits a preference 
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for taking reference for granted, a preference that is manifested in the much more 
frequent use of anaphoric third-person pronouns in conversation (again, see Kilgar-
riff’s frequency list). Vague language, such as the “place holder” thing(s) and the “set 
marker” or something (Stenström, Andersen, & Hasund 2002), as in Didn’t Rob get a 
job there or something?, activates the audience’s knowledge of the world and achieves 
communication through not specific but rather vague reference. That is, what is ulti-
mately communicated is much more than what has been made explicit: listeners fill in 
the gaps with knowledge from the large, varied context they share with the speakers 
(cf. O’Keeffe 2004). Paralinguistic phenomena, finally, such as laughter as a voice 
quality—that is, laughter not between speech but within speech uttered in a laughing 
tone (Aston & Burnard 1998:171)—is a prime example of how nonlinguistic com-
municative means interact with linguistic ones, providing a micro context (Arndt & 
Janney 1987) in the light of which speech is interpreted.6
Table 2 lists all Shared Context features investigated in this study. Like Tables 3 to 6 
below, it details the normed frequencies for men and women as well as the difference 
coefficient values obtained from the Difference Coefficient Formula (see Figure 2). It 
also contains the chi-square values obtained (χ2); values in bold indicate differences in 
frequency of occurrence between men and women that are significant at the p < .01 
level. Note that for one degree of freedom (df = 1) the critical value for p < .01 is 6.63. 
That is, for example, the differences in the frequencies between men and women 
obtained for the pronoun I are significant at p < .01 because the chi-square value 
(1921.43) obtained is far greater than the critical value 6.63; the differences for the 
pronoun us, by contrast, which yielded a chi-square value of 0.7, are not significant at 
that level.
In toto, twenty-nine out of thirty-two Shared Context features (91 percent) are more 
frequent for women. The differences observed are significant at the p < .01 level for 
twenty-seven features, only one of which is more frequent for men.
As regards deictics and anaphora, Table 2 shows that the person and time deictics as 
well as anaphoric pronouns are consistently more frequent for women. By contrast, the 
place deictic here is more frequent for men. This fact is potentially interesting in that it 
is reminiscent of Rayson, Leech, and Hodges’s (1997:140) observation that “men show 
a greater predilection for place names than women.” Admittedly, here is not a place 
name, and the differences regarding here are not significant at the p < .01 level. We 
must therefore be wary of drawing far-reaching conclusions. It is nonetheless tempting 
to hypothesize that the use of deixis may depend on sex: women, using more person 
and time deixis, might orient more strongly to the personal and the temporal dimen-
sions of the context of situation, whereas men, who seem to be using more place deixis, 
might take their bearings primarily from the spatio-locational dimension of the speech 
situation. Although merely tentative, this hypothesis merits further exploration.
Another striking observation is that the coefficient values for all feminine pronouns—
she (0.39), her (tagged PNP; 0.37), and her (tagged DPS; 0.40)—are much more 
frequent for women than for men (cf. Rayson, Leech, & Hodges 1997:138). This 
might be taken as revealing a tendency for women not only to build same-sex social 
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networks, as noted above, but also to address same-sex related topics. However, 
women also use the male pronouns he, him, and his more frequently than men; yet the 
difference coefficients obtained for male pronouns are invariably much lower than the 
ones obtained for female pronouns. This overrepresentation of both female and 
male pronouns for women ties in well with Rayson, Leech, and Hodges’s (1997:140) 
Table 2. Shared Context Features
Feature  NFm NFf Coeff. χ2
Deixis     
Person deixis I (PNP) 298.26 361.79 .10 1921.43
 you (PNP) 250.13 283.65 .06 605.26
 we (PNP) 63.33 68.83 .04 51.60
 me (PNP) 26.13 31.81 .10 119.57
 your (DPS) 25.51 31.81 .11 148.31
 my (DPS) 20.12 25.72 .12 145.41
 us (PNP) 6.69 6.76 .01 0.07
Time deixis now 22.70 24.46 .04 14.13
 today 4.08 5.47 .15 41.78
 tomorrow 3.01 3.96 .14 26.70
 yesterday 1.74 2.81 .24 51.07
 tonight 1.99 2.51 .12 12.30
 this morning 1.77 2.64 .20 34.95
Place deixis here 17.40 17.21 -.01 0.21
Anaphora     
Pronouns it (PNP) 247.70 268.11 .04 229.91
 he (PNP) 86.92 104.25 .09 363.53
 they (PNP) 82.90 92.81 .06 128.83
 she (PNP) 38.77 89.09 .39 4227.59
 them (PNP) 29.30 34.27 .08 83.95
 him (PNP) 14.83 20.31 .16 179.63
 his (DPS) 12.05 13.79 .07 24.79
 her (PNP) 7.73 16.84 .37 682.67
 her (DPS) 5.03 11.70 .40 532.51
 their (DPS) 5.04 5.50 .04 4.17
Vague language     
Set marker or something 3.33 3.54 .03 1.30
Vague words some 14.57 16.70 .07 30.80
 kind/sort/type of 8.69 9.82 .06 14.51
 a bit 7.68 9.77 .12 52.29
 about (ADV) 7.25 6.98 -.02 1.06
 whatever 2.76 2.15 -.12 16.21
Place holder thing/s 16.13 17.67 .05 14.94
Paralinguistics     
Laughter laughing (voice qual.) 9.30 15.29 .24 300.70
Note: NFm = normed frequency/1,000 utterances by men; NFf = normed frequency/1,000 utterances by 
women; coeff. = difference coefficient value; χ2 = chi-square value (p < .01, df = 1, critical value = 6.63).
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observation that “women use personal names considerably more than men do.” Wom-
en’s preference for female and male pronouns and for personal names perhaps bear out 
Rayson, Leech, and Hodges’s (1997:139) hypothesis that “female speech is more 
interactive and concerned with establishing and maintaining relationships.”
The picture is less clear as regards vague language. Men use the vague items about 
(ADV; though insignificantly) and particularly whatever more often, while women 
show a preference for the set marker or something (though insignificantly) as well as 
for some, kind/sort/type of, and particularly the place holder thing/s. Striking differ-
ences are found with regard to laughter: women use much more laughing voice quality 
than men (coefficient = .24). Note that in Rühlemann (2007) and Günther (2003), 
women were also observed to use much more laughter as a vocal event (between-
speech laughter).7
Co-Construction
The features that can be seen as adaptations to constraints set by the factor Co-
Construction fall into three broad categories: turn taking, backchannels, and negation. 
Contrary to Sacks, Schegloff, and Jefferson (1974) who postulate the no gap/no over-
lap rule for the sequential organization of conversation, some studies have shown 
conversation to exhibit a large amount of overlap (e.g., Coates 2006; Rühlemann 
2007:38-39). Despite the indubitable functional complexity that characterizes ques-
tions as well as question tags as a question subtype (Quirk et al. 1985:806; for an 
overview of the manifold subfunctions of question tags, see Tottie & Hoffmann 2006), 
it is assumed in this study that the underlying function of both questions and question 
tags is to oil the wheels of turn taking and hence “to foster linguistic interaction” 
(Schmid 2003:196). Among the backchannels included in this study is laughter coded 
in the BNC as a vocal event (between-speech laughter), which, particularly when used as 
a stand-alone item, serves typical backchannel functions (cf. Rühlemann 2007:80-86). 
That backchanneling behavior has a quintessential role in the co-construction of con-
versational text has very recently been demonstrated by Wong (2008), who found that 
turns that received backchannel feedback were, on average, five times longer than 
turns without such feedback. As far as negation and its co-constructive role is con-
cerned, a number of studies have shown that negation is particularly frequent in 
conversation compared to other registers (e.g., Tottie 1991; Biber et al. 1999:159; 
Leech 2000:696), a phenomenon that, as Leech (2000:696) comments, “reflects the 
speakers’ tendency to interact through contrastive perspectives” (for the association of 
negation with question tags and mental verbs, see Tottie 1991; Rühlemann 2007).
Table 3 displays all forms investigated as well as the coefficients and chi-square 
values obtained. Note that, for the backchannels, the frequencies of occurrence shown 
in the table refer to their occurrences as stand-alone items (i.e., utterances consisting 
of yeah, laugh, or oh only) and, in the cases of mm and mhm, as forms in utterance-
initial position only.8
As shown in Table 3, fourteen features were investigated in the Co-Construction 
category: eleven are found to be more frequent for women compared to three that 
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are more frequent for men. Looking at the statistically significant differences only, 
there are ten features total, eight of which are more frequent for women, accounting 
for 80 percent.
As to turn-taking features, overlap (indicated in the markup used in the BNC by 
<ptr>-elements), questions (indicated by question marks), and all three types of ques-
tion tags investigated (is it?, isn’t it?, and innit?) are more frequent for women. 
Conversely, the invariant tag eh? was clearly more frequent for men.
The picture is rather mixed with regard to backchannels: while utterance-initial 
mm, stand-alone laughter (as a vocal event), stand-alone oh, and “follow-up tag ques-
tions” (cf. Carter & McCarthy 2006) in utterance-initial position (e.g., Are they? or 
Does he?) are more frequent for women, stand-alone yeah and utterance-initial mhm 
are more frequent for men, but by only slight margins. This finding runs counter to 
some previous research making sweeping claims that “it is men rather than women 
that fail to respond minimally” (Coates 1993:112) and, instead, supports alternative 
research suggesting that backchannel behavior is gendered in a much more differenti-
ated and subtle way (see, e.g., Reid 1995).
Real-Time	Processing
The group of features that can be seen as adapted to the fundamental scarcity of plan-
ning and production time that constrains talk in conversation and that were investigated 
for the present study includes four broad categories. Features such as silent and filled 
pauses realized through er and erm, often referred to as “hesitators,” belong to the 
Table 3. Co-Construction Features
Feature  NFm NFf Coeff. χ2
Turn taking     
Overlap <ptr> (u-in.) 72.05 72.86 .01 1.02
Questions ? 201.45 218.67 .04 188.61
Tags     
Question tags is it? 4.79 5.15 .04 2.69
 isn’t it? 4.37 5.02 .07 9.36
 innit? 3.04 3.55 .08 8.14
Invariant tag eh? 2.70 2.02 -.14 21.28
Backchannels mm (u-in.) 29.95 38.07 .12 208.68
 yeah (stand-alone) 12.43 11.02 -.06 18.28
 laugh (stand-alone) 8.09 10.26 .12 53.66
 mhm (u-in.) 3.18 3.09 -.01 0.25
 oh (stand-alone) 2.13 2.54 .09 7.38
 be_? (u-in.) 2.00 2.26 .06 3.21
 do_? (u-in.) 1.73 2.12 .10 8.07
Negation n’t 133.55 173.41 .13 1274.72
Note: NFm = normed frequency/1,000 utterances by men; NFf = normed frequency/1,000 utterances by 
women; coeff. = difference coefficient value; χ2 = chi-square value (p < .01, df = 1, critical value = 6.63).
 at LMU Muenchen on June 13, 2013eng.sagepub.comDownloaded from 
Rühlemann	 69
group of what Allwood, Nivre, and Ahlsén (1990) term “speech management phe-
nomena” (also referred to as “disfluency” features). Another feature included under 
speech management is repetition of I, as in But I cert I I I I I ju I it it just sounds. . . . 
As Stenström and Svartvik (1994) show, I-repetition concerns what they call “gram-
matical subject territory” and subjects occur utterance initially where online planning 
is building up. I-repetition is thus a direct consequence of real-time constraints (cf. 
Biber et al. 1999:334). Part of the investigation were also two types of contraction: 
verbal contractions such as ‘s (for is, tagged VBZ) and ‘ll (for will) and conversa-
tional contractions such as gonna, gotta, and so on. Furthermore, the Real-Time 
Processing category includes morphosyntactic variants such as possessive me (as in 
She says me dad’s Turkish),9 the quotative forms I says/goes (as in Steve says to me, 
is he in? I says, no. He says, he’s not in? I says, no.) and use of I/he/she/it were (as in 
That’s what I were doing, twice).10 The common denominator is that, unlike morpho-
logical variants such as yous (cf. Biber et al. 1999:1123) which are forms outside the 
Standard English canon, these morphosyntactic variants involve Standard English 
forms such as me, goes, and were but generalize them to nonstandard grammatical 
functions; for example, the personal pronoun me is generalized to the function of the 
possessive determiner my. The forms are hence subsumed under Generalization. It 
has been shown that particularly the generalized quotative forms I says and I goes can 
be seen as adaptations to real-time processing constraints in that these forms are both 
morphologically and phonologically aligned to the forms they most frequently alter-
nate with, namely he/she says (Rühlemann 2007:169-180) and he/she goes 
(Rühlemann 2008; on the effect of frequency on phonological reduction, also see 
Bybee & Scheibman 1999).11
In sum, in the Real-Time Processing category, fourteen out of nineteen features 
(74 percent) are more frequent for women. The differences in frequency between men 
and women are found significant for sixteen features, of which twelve are predomi-
nant in women’s conversation, accounting for 75 percent.
As can be seen from Table 4, verbal contractions and generalized forms are consis-
tently more frequent for women, with generalized forms reaching very high coefficients 
(ranging between 0.27 and 0.39). The results both for speech management features 
and conversational contractions are mixed: silent pauses are equally distributed 
between the sexes; the filled pauses er and erm show contrary behaviors in that er is 
more frequent for men while erm is more frequent for women. Verbal contractions 
seem to be more frequent in men’s conversations, with gonna just slightly more fre-
quent for women but gotta, wanna, and dunno clearly more frequent for men.
The findings on filled pauses are in stark contrast to previous research by Schmid 
(2003:193) who notes higher frequencies of both er and erm for men than for women, 
a difference that may be due to the fact that Schmid’s database is the whole of the 
spoken subcorpus of the BNC which includes not only the conversational subcorpus 
but also the “public speech” recorded in the context-governed subcorpus. The findings 
suggest that planning constraints, as evidenced by silent and filled pauses as well 
as I-repetition, make themselves felt roughly equally for men and women.
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Discourse	Management
Features belonging to three major categories were investigated as Discourse Manage-
ment features: discourse markers, such as cos and like (tagged ADV; as in Cos, well 
the floor can be a disco anyway, like, you know.), whose principle function is the 
establishment of discourse coherence (Schiffrin 1987); quotatives such as said and 
tell, which act as turn markers in conversational discourse presentation (cf. Rühle-
mann 2007); and what Biber et al. (1999:1118) term “utterance openers,” that is, small 
words such as oh and well (as in he said well I need it.) that function as auditory quota-
tion marks signaling that speakers are embarking on direct mode quotation.
As is shown in Table 5, the fourteen Discourse Management features investigated 
are invariably more frequent for women. The differences between women and men are 
insignificant for two features (you see and , you know,); so twelve features are signifi-
cantly more frequent for women than for men.
As far as discourse markers are concerned, the differences observed are small (and 
insignificant) for you see and , you know, but large and significant for cos and because, 
two seeming variants that in fact fulfill different functions in discourse: “Because is 
Table 4. Real-Time Processing Features
Feature  NFm NFf Coeff. χ2
Speech management pause 291.56 291.31 .00 0.03
 er 51.91 36.46 –.17 617.15
 erm 28.41 35.43 .11 166.05
 I (repetition of) 2.54 1.91 –.14 19.15
Verbal contractions     
be	 ’s (VBZ) 175.63 185.55 .03 70.26
 ’re (VBB) 37.04 41.35 .05 51.78
 ’m (VBB) 26.46 28.77 .04 20.86
have	 ’ve (VHI) 41.47 49.06 .08 139.40
 ‘s (VHZ) 18.41 24.99 .15 210.84
 ’d (VHD) 4.56 7.33 .23 132.02
will ’ll (VMO) 36.49 41.04 .06 58.29
would ’d (VMO) 10.20 12.61 .11 53.50
Conversational contractions     
 gonna 15.93 16.17 .01 0.37
 gotta 5.67 5.60 –.01 0.08
 wanna 4.59 3.53 –.13 29.92
 dunno 3.32 2.76 –.09 10.98
Generalization     
 me (DPS) 2.11 3.86 .29 103.35
 I says/goes 1.32 3.02 .39 132.30
 I/he/she/it+were 2.12 3.71 .27 87.78
Note: NFm = normed frequency/1,000 utterances by men; NFf = normed frequency/1,000 utterances by 
women; coeff. = difference coefficient value; χ2 = chi-square value (p < .01, df = 1, critical value = 6.63).
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typically used as a subordinating conjunction, while cos is the typical discourse 
marker, often simply functioning as a continuation signal” (Stenström 1998:143; cf. 
Schleppegrell 1991). Very clear differences are found in quotative usage: not only the 
lemmas tell and ask but also the forms says and especially said are much more fre-
quent for women than for men. Given this overrepresentation of quotatives it is not 
surprising that utterance openers, which operate in close association with quotatives, 
are more frequent for women as well.
The predominance of quotatives and utterance openers for women lends additional 
evidence to the growing body of research suggesting that women use more discourse 
presentation. Analyzing a small corpus of narratives told by white middle-class Mid-
western Americans, Johnstone (1993:73) found that “when women report speech they 
do so at greater length and more often in the story [than men].” This observation is 
supported by research by Ferrara and Bell (1995:274), in whose (larger) corpus of nar-
ratives “61% of the males included dialogue in the personal narratives whereas a 
larger percentage of the females, 74%, included direct speech in narratives.” The 
greater use of discourse presentation by women has also been noticed in corpus lin-
guistic research. In Rayson, Leech, and Hodges (1997:137), a BNC-based study, said 
ranked third in the list of words most “characteristic” of female speech, while in the 
corresponding male-speech list no quotative verb was included. Stenström, Andersen, 
and Hasund (2002:126), working on COLT, found that “the girls use more quotative 
verbs than the boys,” while Barbieri (2007), working on data from the American 
 English Conversation component of the Longman Spoken and Written English corpus 
(Biber et al. 1999), found strikingly higher rates of quotative usage among young 
females up to age twenty-six and females older than forty (only men aged twenty-
seven to forty scored higher than women of that age group).
Table 5. Discourse Management Features
Feature  NFm NFf Coeff. χ2
Discourse markers well (u-in.) 32.94 37.83 .07 73.38
 cos 18.27 26.82 .19 340.93
 I mean 17.76 21.54 .10 77.27
 because 10.09 15.24 .20 217.29
 like (ADV) 9.14 11.27 .10 46.64
 you see 6.87 6.93 .00 0.05
 , you know, 4.32 4.60 .03 1.80
 so (CONJ) 3.03 3.56 .08 8.80
Quotatives said (VVD) 25.62 46.39 .29 1259.05
 TELL 11.50 14.88 .13 90.92
 says (VVZ) 7.43 10.40 .17 102.76
 ASK 4.27 5.49 .13 31.63
Utterance openers SAY+well 1.96 3.20 .24 60.51
 SAY+oh 1.79 2.77 .21 42.76
Note: NFm = normed frequency/1,000 utterances by men; NFf = normed frequency/1,000 utterances by 
women; coeff. = difference coefficient value; χ2 = chi-square value (p < .01, df = 1, critical value = 6.63).
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Why is it, then, that women use more discourse presentation? One possible explana-
tion is Tannen’s (1990) observation that women show a greater concern not only with the 
details of who said what but generally with any details of past encounters because this 
concern “shows caring and creates involvement” (Tannen 1990:115). Although this 
sounds intuitively plausible, the female predilection for discourse presentation is 
undoubtedly a more complex phenomenon that merits further investigation.
The higher frequencies for women of says and said, which predominantly serve to 
introduce direct mode discourse presentation (cf. Rühlemann 2007:127-139), as well 
as the higher female rates for say immediately followed by utterance openers, which 
invariably signal that speakers “are embarking on direct speech quotation” (Biber 
et al. 1999:1118), suggest that women use not only more discourse presentation over-
all but specifically more discourse presentation in direct mode. This observation is 
significant in terms of deixis: in indirect mode, all deictic features are appropriate to 
the speaker in the posterior, discourse presenting, situation; in direct mode, all deictic 
features are appropriate to the speaker in the anterior, presented, situation. Like actors, 
presenters using direct mode lend their voice to nonpresent speakers, thus slipping 
into their roles and temporarily assuming their identities. Such role switches can be 
numerous and succeed each other rapidly, for example, in extended narrative. More-
over, only direct mode can capture “the emotive affective aspects of speech. Insofar as 
these are expressed not in the content, but in the form of the message, they are not 
preserved in indirect reporting” (Romaine & Lange 1991:240). That is, it is only in 
direct mode presentation that the expressive potential of the human voice can be 
exploited. Thus, direct mode turns discourse presentation into drama. It seems reason-
able to assume that this dramatic reenactment not only reflects the presenter’s 
involvement in reliving (portions of) the anterior situation but also serves to increase 
the vividness of the presentation for the listener. If women use this strategy more fre-
quently than men, this seems to indicate a more flexible attitude toward identity in 
discourse, which is conceived of not as static and simple but dynamic and multiple and 
a greater concern for the dramatization of discourse presentation and its engaging 
effects on the listener.
Relation	Management
Given that the relational goal orientation is foundational in conversation, it is unsur-
prising that the group of features subsumed under Relation Management is large. The 
thirty-one features studied are assigned to three broad categories: politeness (cf. Leech 
1983; Brown & Levinson 1987), epistemic stance, and affective stance (cf. Biber & 
Finegan 1988, 1989).
Politeness features fall into two subcategories: hedges and mitigators. Hedges 
include features such as I (don’t) think or perhaps that are used to help the speaker 
avoid sounding (too) assertive, which might be taken as threatening the addressee’s 
negative face (his or her freedom from imposition).12 Mitigators, on the other hand, 
include features such as the phrase I don’t know which is often used not to declare 
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insufficient knowledge but as a preface to an act of disagreement or negative assess-
ment. Its pragmatic function is to reduce “the speaker’s commitment to the truth of the 
proposition expressed, hence softening the face-threatening effect of the disagreement 
or negative assessment” (Diani 2004:169; also see Bybee & Scheibman 1999). Miti-
gators also include adverbial though (as in I’ll have a cup of tea though Alb.), which 
“provides a means of disagreeing in a less direct way than but or however” (Conrad 
2004:72); the politeness particle please, which occurs mainly in requests (cf. Wich-
mann 2004:1521) and serves to minimize the imposition implied in requests; and the 
pragmatic particle let’s, which can be used as a “crypto-directive (camouflaging an 
authoritative speech act as a collaborative one)” (Biber et al. 1999:1117; also see 
Tannen 1990), as in Richard, let’s get yours on.
Epistemic stance features are used “to present speaker comments on the status of 
information in a proposition” (Biber et al. 1999:972). Two subcategories are used: modal 
verbs such as can, could, would, and so on and epistemic adverbs such as really and prob-
ably (cf. Biber et al. 1999:982). In Hallidayan terms, both modal verbs and epistemic 
adverbs are part of the system of modality whose primary function is “that of assessment: 
modality construes a region of uncertainty where I can express, or ask you to express, an 
assessment of the validity of what is being said” (Halliday & Matthiessen 2004).
Affective stance features, finally, are used “to report personal attitudes or feelings” 
(Biber et al. 1999:974). They are here divided into “affect adjectives” such as good or 
lovely,13 “affect verbs” such as want or love, and “primary interjections” such as oh 
or aye, which are distinguished from “secondary interjections” such as boy or hell in 
that “they are not used otherwise” (Ameka 1992:105).14 Of interjections, Biber et al. 
(1999:1083) say that they “have an exclamatory function, expressive of the speaker’s 
emotion.”
In total, thirty-one Relation Management features were analyzed; twenty-five 
(81 percent) are more frequent for women. Among the twenty-one statistically signifi-
cant features, nineteen (91 percent) are more frequent for women.
As can be seen from Table 6, all the features assembled under politeness are more 
frequent for women. On the whole, then, the findings support the common perception 
of women being more polite (e.g., Coates 1993; Holmes 1995). However, interesting 
nuances can be observed. The differences in the use of please are both small and sta-
tistically insignificant. This may not be surprising considering that because of its 
co-occurrence with requests (which are generally seen as threats to negative face) 
please essentially acts as a marker of negative politeness while “women are generally 
more positively polite than men” (Holmes 1995:57, emphasis added). It is perhaps 
more surprising to see that mitigating though too is only insignificantly more frequent 
for women given that the mitigation of disagreement has been found to be a major 
concern for women (Holmes 1995:64). Significant differences, however, are found in 
the use of the hedges I think (.13), I don’t think (.14), and, most importantly, perhaps 
(.18) as well as the mitigators let’s (.10) and I don’t know (.16). So, all in all, being 
polite in the sense of protecting face and mitigating the force of face-threatening acts 
might indeed be a greater concern for women than men.
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A slightly more mixed picture emerges for epistemic stance features. While all the 
modal verbs are more frequent for women, among the epistemic stance adverbs only 
really is more frequent for women; actually and probably by contrast are more fre-
quent for men, although insignificantly. Overall, however, it seems that the “region of 
uncertainty” referred to above is given more space in women than in men.
The picture is even more mixed for affective stance features. On one hand, all affect 
adjectives and affect verbs are more frequent for women, with very high rates for 
Table 6. Relation Management Features
Feature  NFm NFf Coeff. χ2
Politeness     
Hedges I think 15.31 19.87 .13 124.77
 I don’t think 3.32 4.40 .14 31.18
 I suppose 2.48 2.82 .06 4.47
 perhaps 1.65 2.39 .18 27.66
Mitigators I don’t know 7.64 10.55 .16 96.83
 though (ADV) 5.82 6.12 .03 1.55
 please 3.83 4.07 .03 1.48
 let’s (VERB) 2.65 3.24 .10 12.18
Epistemic stance     
Modal verbs will/’ll 53.54 60.62 .06 97.75
 can 44.91 48.80 .04 35.63
 would/’d 28.29 34.24 .10 121.97
 could 14.82 17.30 .08 40.63
 might 6.38 7.88 .11 32.94
 shall/’ll 2.98 3.73 .11 17.31
Epistemic adverbs really 13.99 19.72 .17 204.19
 actually 6.59 6.08 -.04 4.33
 probably 5.77 5.69 -.01 0.11
Affective stance     
Affect adjectives good 20.23 20.92 .02 2.47
 nice 7.19 11.40 .23 196.34
 bloody 4.67 4.82 .02 0.47
 bad 4.31 4.43 .01 0.32
 lovely 2.23 4.76 .36 183.28
Positive affect verbs WANT (VERB) 24.06 28.79 .09 90.77
 LIKE (VERB) 9.83 14.88 .20 214.06
 LOVE (VERB) 1.81 3.02 .25 61.46
Primary interjections oh 72.98 91.71 .11 484.02
 ah 13.08 10.18 -.12 79.07
 ooh 6.63 8.37 .12 42.10
 aye 6.42 3.42 -.30 205.20
 ha 4.53 4.02 -.06 6.43
 aha 2.39 2.34 -.01 0.09
Note: NFm = normed frequency/1,000 utterances by men; NFf = normed frequency/1,000 utterances by 
women; coeff. = difference coefficient value; χ2 = chi-square value (p < .01, df = 1, critical value = 6.63).
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women for the affect adjectives nice (.23) and, particularly, lovely (.36; also see Aston 
& Burnard 1998; Schmid 2003:192) and the affect verbs like (.20) and love (.25). On 
the other hand, most interjections prove to be more frequent for men: apart from oh, 
which is according to Biber et al. (1999:1083) “by far the most common interjection,” 
and its variant ooh, which are more frequent for women, aha (however insignifi-
cantly), ha, ah, and, most prominently, aye (–.30) are more frequent for men.
Despite the perhaps surprising figures for interjections, the findings overall suggest 
that women are more closely oriented toward the goal fundamental to conversation: by 
using more linguistic features that serve to hedge, protect face, mitigate face threats, 
allow for uncertainty, and display and create involvement through expressiveness, 
women seem to show a greater concern for maintaining and establishing rapport.
Discussion
Figure 3 presents all 110 coefficient values as bar charts. It can be seen immediately 
that the overwhelming majority is upright, representing positive values, which repre-
sent those features that are more frequent for women than for men.
Table 7 gives a summary of all results. As shown in Table 7, 93 out of 110 features 
(84 percent) are more frequent for women. A total of 86 features show significant differ-
ences in occurrence between men and women at the p < .01 level; 77 of these 86 features 
(90 percent) are more frequent for women. The statistics are thus unmistakable: they 
strongly suggest that conversational grammar features are used more frequently by 
women than by men. Consistently higher female rates occur with regard to a number 
of subcategories. Table 8 displays all subcategories with at least three members that 
are invariably more frequent for women.
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These quantitative findings may be interesting in themselves but they become 
much more meaningful if we view conversational grammar in the context of its situa-
tion: conversational grammar can be appreciated as a set of forms that are useful 
because they are adapted to constraints set by the situation. Seen against this back-
ground, the findings support the feminine grammar hypothesis set out at the beginning 
of this article, that women’s conversational language is more adapted to the conversa-
tional situation than men’s. I return to this point in the concluding section.
This conclusion seems straightforward, but it is important to take some serious 
methodological limitations into account. These are briefly discussed in the remainder 
of this section.
First, the unit of analysis underlying all frequency analyses in this study is fre-
quency for men or women per 1,000 utterances. In adopting this methodology I have 
followed Aston and Burnard (1998:123) whose analysis of how lovely distributes 
across the sexes in the spoken part of the BNC is based on differences of occurrence 
per 1,000 utterances for men and women, respectively. However, as noted, utterances 
by men and women are unequally long: men’s utterances are on average 9.53 words 
long, whereas female utterances are 10.33 words long. So female utterances are on 
average 0.8 words longer. While this may seem a small difference, it is by no means 
Table 7. Summary of Results
 Female Male Total
Number of features 93 17 110
Percentage 84 16 100
Number of features significant at p < .01 77 9 86
Percentage 90 10 100
Table 8. Subcategories Invariably More Frequent for Women
Shared Context
Co-Construction
Real-Time Processing
Discourse Management
Relation Management
Person deixis
Time deixis
Pronouns
Question tags
Verbal contractions
Generalization
Discourse markers
Quotatives
Utterance openers
Hedges
Mitigators
Modal verbs
Affect adjectives
Positive affect verbs
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negligible. It may safely be assumed that at least some differences may decrease and 
a few might even disappear altogether as soon as the differing utterance lengths are 
taken into account. The differences between men and women found in this study, how-
ever, are so pronounced and so consistent that even if utterance length were 
incorporated, these differences seem unlikely to disappear completely.
Second, if the claim is made that women use conversational grammar more fre-
quently than men, one would ideally want to have an exhaustive list of all features 
distinctive of conversational language. That is impossible to come by because more 
than any other type of language, conversational language is subject to change. And 
because many low-frequency distinctive features may not have found their way into a 
corpus such as the BNC, it would be desirable to have at least a cross-section of dis-
tinctive features that is reliably representative of the whole set of linguistic features 
distinctive of conversation. No such representativeness can be claimed for the set of 
110 features examined in this study. Rather, the guiding principle in including these 
features and excluding others that research has found to be equally distinctive of con-
versation was that a distinctive feature should have a raw general frequency of above 
1,000 occurrences in the conversational subcorpus of the BNC. As a result, a great 
many features that are strikingly distinctive of conversation, such as the quotatives go 
and be like (e.g., Stenström, Andersen, & Hasund 2002) to name only two such fea-
tures, could not be captured and examined in this study. It is hoped nonetheless that the 
110 features that were included, and of which a great many proved statistically signifi-
cant, are enough to permit at least some generalization.
Third, none of what may be considered key in an account of conversational gram-
mar, namely genuinely syntactic features, has been examined. A large number of 
studies have concerned themselves with syntactic features such as situational ellipsis 
and, particularly, headers and tails (Aijmer 1989; Carter & McCarthy 1995; Miller & 
Weinert 1998). The omission of these features is owed to the fact that the BNC, which 
is tagged not parsed, simply disallows systematic searches for these features.15
Fourth, perhaps the most serious limitation pertains to the fact that the effect of 
only one variable has been examined, speaker sex. Moreover, there has been no con-
sideration of the effects of same-sex versus mixed-sex talk. It is well known that even 
the variable sex can be usefully differentiated by taking into account whether women 
and men talk to members of their own sex or whether men and women talk to each 
other. Reid (1995), for example, shows that while women use more backchannels in 
same-sex talk than men do, this difference is neutralized in mixed-sex talk (cf. Schmid 
2008).16 It is further well known that age, class, and region also play crucial roles in 
how speech is differentiated socially. Barbieri (2007), for example, demonstrates how 
the parameters age and sex subtly interact in the use of quotatives in American Eng-
lish. Stenström, Andersen, and Hasund (2002) examine London teenage “slanguage” 
(Stenström, Andersen, and Hasund’s cover term for slang, swearing, and vague lan-
guage) and the effects of age, gender, ethnicity, and socioeconomic background on its 
use. Rühlemann (2007) shows how I says is differentiated in terms of not only speaker 
sex but also age, class, and, most importantly, region. Many more such studies could 
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be enumerated. Nonetheless, the tendency discovered in this study for conversational 
grammar to be more frequent for women than for men and thus for women’s conver-
sational language to be more adapted to the conversational situation than men’s is so 
strong that it appears that effects by other social variables can only refine this ten-
dency, not annul it. Note also that the differences between men and women in Rayson, 
Leech, and Hodges (1997:141) were not only similarly pronounced but also “greater 
than differences based on age or social group.” So speaker sex is likely a decisive, if 
not the decisive, factor in the social differentiation of conversational grammar.
Conclusions
This study addressed the question of what effect speaker sex has on the use of conver-
sational grammar. A pragmatic framework was sketched out that is based on the 
situational factors constituting the conversational situation and within which con-
versational language can be seen as adapted to constraints set by the situation. A large 
number of high-frequency features distinctive of conversation were examined. Build-
ing on previous research (e.g., Biber et al. 1999; Leech 2000; Rühlemann 2007), each 
of them was assigned to one of five situational categories: Shared Context, 
Co-Construction, Real-Time Processing, Discourse Management, and Relation Man-
agement. The frequencies of occurrence of these features in utterances by men and 
women, respectively, were calculated and compared.
The comparisons reveal a striking distributional skew: the overwhelming majority 
of the features investigated are more frequent for women than for men, with 84 per-
cent of features more often used by women and with even 90 percent of all statistically 
significant features more frequent in female conversation.
The statistics are very clear. What is less clear is what we conclude from them. It 
is paramount to stress that two seemingly possible conclusions would be utterly mis-
taken. First, to interpret the statistics as suggesting that the distributional skew is 
caused by speaker sex would be mistaken because it would conflate correlation with 
causation. Investigating the causes of women and men talking the way they do in 
conversation is far beyond the aims of this study. What the statistics suggest is much 
humbler: they suggest that a (noncausal) correlation holds between speaker sex and 
specific forms of conversational language and that the correlation can be specified in 
terms of different degrees of adaptation to constraints set by the conversational situa-
tion. Second, the evidence does not suggest that conversation was somehow 
specifically “female territory.” We have no evidence to support such a claim; rather, 
we assume that conversation, understood as “the most common, and, it would appear, 
the most fundamental condition of ‘language use’ and discourse” (Schegloff 
1979:283), is done by men and women alike. What is significantly different between 
the sexes is the extent to which they make use of the grammar of conversation, under-
stood as the linguistic features distinctive of that register (see the introduction): female 
conversationalists seem to deploy these features more extensively than male 
conversationalists.
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The explanation offered here is that in a textual pragmatics in which grammar is 
regarded as being codetermined by the speech situation (Leech 1983), the grammar of 
conversation is seen not as independent from the situation that gives rise to conversa-
tion as a register but as adapted to it. In this perspective, the findings can usefully be 
explained with recourse to the feminine grammar hypothesis: according to this hypoth-
esis, women’s conversational language is more adapted to the conversational situation 
than men’s. The evidence is strongly in favor of this hypothesis.
As noted in the previous section, however, some limitations surround this interpre-
tation, the most serious being that speaker sex was examined in isolation from other 
social variables such as age, class, or mixed- versus same-sex conversation. Therefore, 
some caution is in order here. Before we can establish with confidence that female 
conversational language exhibits greater adaptation to the conversational situation, 
more studies are needed that are broader in scope, involving even larger numbers of 
features, and deeper in analysis, examining not speaker sex alone but also the subtle 
interplay of effects produced by other core social variables. For the time being though, 
this study, however limited and initial, does suggest that constraints set by the situa-
tion make themselves felt more clearly in female than in male conversational language 
and that, as a result, the former is more “in line” with the conversational situation than 
the latter.
This finding ties in well with previous research. First, the greater orientation to 
context of female language use is a well-established notion in much sociolinguistic 
research. Holmes (1997:198), for example, reviews relevant research concluding that 
“women use a wider range of linguistic variants than men, and that their usage varies 
according to identifiable contextual factors.” The “identifiable contextual factor” in 
whose light language use was examined in this study is the conversational situation 
(including its factors). However, the “conversational situation” should not be confused 
with “conversational situations” (in the plural) because, in the Hallidayan sense in 
which the term is deployed here, the notion of “conversational situation” is an abstrac-
tion: “Looking at how people actually use language in daily life, we find that the 
apparently infinite number of different possible situations represents in reality a very 
much smaller number of general types of situation” (Halliday 1978:29). When talking 
of the conversational situation we are really talking of the conversational situation 
type: that is, we are talking of those situational factors only (e.g., Shared Context, Co-
Construction, etc.) that typically bear on how language is used regardless of the myriad 
situational differences between all possible situations in which English native speak-
ers (can) converse. The conversational situation, then, is an abstract type of context. 
When looking at its influence on conversational language use, we can describe this 
influence only abstractly; we cannot determine the influence that less-than-typical 
contextual factors undoubtedly have. For example, as noted repeatedly, whether or not 
conversations are same-sex or mixed-sex conversations is a key contextual variable 
that will inevitably leave its fingerprint on language use. However, since conversation 
is not typically either between men or between women or between the two together but 
rather not predetermined with regard to sex composition, this contextual influence 
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cannot be measured by our model. What we can say, based on the findings of this 
study, is that we have evidence that women adapt their conversational language to 
constraints set by the conversational situation understood as an abstract (but nonethe-
less powerful) contextual dimension more than men do.
Second, despite some evidence to the contrary (for a balanced discussion, see 
Coates 1993), a widely supported hypothesis holds that women are in the vanguard of 
linguistic change (e.g., Labov 1990).17 Since conversation is regarded as the “labora-
tory for linguistic innovations” (Hughes 2002:15) and since it is in conversation that 
“the semogenic potential is most likely to get extended” (Halliday 2006:294), it seems 
consistent to argue that women, being those who exploit the resources provided by 
conversational grammar more fully, should also be those most likely to expand its 
boundaries. It is admitted that making such a connection may seem like a stretch 
because, to my knowledge, none of the features presented here have been identified as 
particularly innovative in the literature. I wish to make this connection nonetheless on 
two grounds. First, that none of the features have as yet been shown to be innovations 
is not proof that they are not innovations but merely reflects the fact that their being 
innovative or otherwise has not yet been examined. Indeed, some of the features dis-
cussed here have hardly been examined at all. For example, I am aware of only one 
detailed (synchronic) study concerned with the quotative form I says (Rühlemann 
2007) and only one in-depth (synchronic) study dealing with the quotative form I goes 
(Rühlemann 2008). Given that research into these features has only just started and no 
diachronic data are available, we cannot rule out the possibility that these features are 
“new” or spreading from the north of England (I says) and from teenage usage (I goes) 
to other dialect areas and other speaker groups, respectively. Second, the cutoff range 
was set to features with raw frequencies above 1,000 occurrences in the conversational 
subcorpus of the BNC. Innovative features, being new usage, rarely become that fre-
quent as long as they are new. When they do, they’re no longer new. Below the 
1,000-occurrence threshold, it is very likely that there are innovations. A case in point 
is be like, a feature that has attracted a wealth of research because it is regarded as a 
newcomer to the pool of quotatives. In contrast to, for example, North American Eng-
lish (e.g., Tagliamonte & D’Arcy 2004; Fairon & Singler 2006), where be like has 
made major inroads, a low frequency was observed for be like in British English in the 
1990s: Rühlemann (2007) found a mere fifty-six quotative uses of be immediately fol-
lowed by like (cf. Miller & Weinert 1998; Andersen 2001). However, comparative 
research by Tagliamonte and Hudson (1999) suggests that be like may be gaining in 
frequency there as well. Crucially, in the present connection, to judge by the BNC, be 
like is strikingly female in distribution (note that the spoken data in the BNC stem from 
the early 1990s): a difference coefficient of +.714 was obtained in Rühlemann 
(2007:219). So although admittedly be like is just one innovative feature and the num-
bers of attested uses in the BNC are relatively low, it seems justifiable, to an extent, to 
hypothesize that one of the reasons that women are frequently in the vanguard of lan-
guage change may be that women exploit the linguistic resources of conversational 
grammar more fully than men do. I leave this hypothesis to be tested for future research.
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To conclude, a strictly tentative note should be added relating to conversational 
grammar as a resource for doing gender and its future development. Gender norms 
are not stable across time but in flux. Individuals not only replicate but also can 
create, challenge, and subvert sociolinguistic norms (Holmes 1997:196). Moreover, 
changes in society as a whole may contribute to changes in the perception of what is 
gender-appropriate linguistic behavior. For example, in media discourse—no doubt 
an important discourse type of modern life—a trend has been observed toward con-
versationalization (Fairclough 1995), that is, a process whereby linguistic devices, 
styles, and, one might add, the grammar typical of conversation are used to make 
public language resemble the language of ordinary conversation. It might be possible 
that, as a consequence of such conversationalization, conversational grammar, hith-
erto firmly associated with the conversational language of women, will lose (some 
of) this association because it may be making inroads into the conversational lan-
guage of men. If that happens, it will be clear proof that the use of conversational 
grammar is gender, not sex, specific. Whether it will happen is still an open question. 
Addressing this question will be greatly facilitated if and when a corpus such as the 
twentieth-century BNC will be complemented by a comparable corpus that captures 
the conversational language use by men and women in the early twenty-first 
century.
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Notes
 1. In the Longman Grammar of Spoken and Written English, I and you, respectively, are 
nineteen and thirty times as frequent in conversation as in academic writing (Biber et al. 
1999:334).
 2. As an anonymous reviewer noted, social norms are “cyclical” phenomena in that norms, 
because they are norms, are likely to be adhered to by the majority of speakers, who thus 
reinforce the norms.
 3. The clearest example of endophoric (rather than exophoric) deixis is what is called discourse 
deixis as realized by expressions that refer to (portions of) the discourse itself (e.g., discourse 
markers); some also view certain types of cataphora as endophoric deictic markers.
 4. As an anonymous reviewer noted, the tendency to build same-sex networks may be not so 
much human as specific to societies that are highly gender segregated.
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 5. All illustrative examples in this study are taken from the conversational subcorpus of the 
British National Corpus (BNC).
 6. The annotation of the BNC captures a wealth of paralinguistic events. These include laugh-
ter in two forms: laughter as a voice quality (within-speech laughter), as in [laughing] Our 
Dawn thinks she’s at a tea party []! where the laughing voice quality “colors” the whole 
utterance, and laughter as a vocal event (between-speech laughter), as in [laugh] . . . You 
need a bib mother, where laughter is separated from the adjacent words. This latter type of 
laughter can stand alone and is often used as a backchannel form (see the section on Co-
Construction features).
 7. In addition to indexing humor, laughter may fulfill important discourse functions. Günther 
(2003), for example, proposes a taxonomy of discourse functions of laughter including not 
only “affiliative laughter” (most typically in response to humor) but also, inter alia, “disaf-
filiative laughter,” which “expresses disapproval or criticism” (Günther 2003:156; also see 
the section on Co-Construction below).
 8. Following common practice in corpus linguistics, headwords (lemmas), such as be in Table 3, 
are indicated by small capitals.
 9. Possessive me is a good example showing that situational factors, such as, in this case, 
Real-Time Processing, are not the only constraints influencing the use of conversational 
grammar. As Hollmann and Siewierska (2007:413) demonstrate, use of possessive me is 
also phraseologically constrained in that it most commonly co-occurs with nouns that have 
an “inalienable” semantics, such as kinship terms (me mum) and body parts (me back). To 
complicate matters, it should also be noted that possessive me may well be a feature of 
regional dialects (cf. Anderwald 2004). If it is part of a speaker’s dialect, it is as yet unclear 
whether phraseology and/or Real-Time Processing still play any role or whether it is simply 
a systematic part of the speaker’s grammar.
10. There are, of course, Standard English uses of I were, for example, in if-clauses as in Oh I 
should make it if I were you; inspection of concordance lines in the conversational subcor-
pus, however, suggests that these standard uses are by far outnumbered by nonstandard uses.
11. Both I says and I goes are seen as adapted to Real-Time Processing constraints on the fol-
lowing grounds (see Rühlemann 2007, 2008). Both forms are “multiturn quotatives,” that 
is, they occur preferably in presentations of extended dialogue with frequent turn taking 
and, therefore, most often alternate with the forms he/she says and he/she goes, respective-
ly. Instead of marking the switch from third person to first person morphologically and pho-
nologically, which increases complexity and processing cost, by using the Standard English 
forms say and go, respectively, the third-person forms says and goes are used throughout 
the presentation of the anterior conversation, thereby not only achieving a symmetry of 
forms but also reducing processing cost by reducing complexity.
12. The distinction between hedges and modality devices is admittedly a difficult one: a hedge 
such as I think may convey not only the speaker’s wish to respect the addressee’s autonomy 
but also the speaker’s uncertainty with regard to the proposition; conversely, a modal verb 
such as would may be used for politeness purposes, as in Mike come out would you mind 
making a drink?
13. As Biber et al. (1999:516) observe, good, bad, lovely, and nice are the most frequent pred-
icative adjectives in conversation; bloody, by contrast, is typically used as an intensifier, as 
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in You’re stupid, you’re bloody stupid! (Biber et al. 1999:564). Grammatically, the classifi-
cation of bloody as an adjective is hence questionable.
14. Because secondary interjections are used “otherwise,” as Ameka notes, they cannot exhaus-
tively be searched for in a part-of-speech-tagged corpus such as the BNC and are therefore 
not included in this study.
15. To my knowledge, even parsed (i.e., syntactically annotated) corpora, such as the Interna-
tional Corpus of English (ICE) corpora, are not marked up for situational ellipsis, headers, 
tails, or any other specifically conversational type of syntax.
16. Interestingly, Schmid (2008), working on data from the ICE-GB, found that the effect of 
neutralization of differences in mixed-sex conversations was largely due to accommodation 
by men.
17. For a very recent counterexample, see Torgersen and Gabrielatos (2009), in whose Linguis-
tic Innovators Corpus use of the innovative tag you get me is led by inner-city, non-Anglo 
males.
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