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A QUANTUM ALGEBRA APPROACH TO MULTIVARIATE ASKEY-WILSON
POLYNOMIALS
WOLTER GROENEVELT
Abstract. We study matrix elements of a change of base between two different bases of repre-
sentations of the quantum algebra Uq(su(1, 1)). The two bases, which are multivariate versions
of Al-Salam–Chihara polynomials, are eigenfunctions of iterated coproducts of twisted prim-
itive elements. The matrix elements are identified with Gasper and Rahman’s multivariate
Askey-Wilson polynomials, and from this interpretation we derive their orthogonality relations.
Furthermore, the matrix elements are shown to be eigenfunctions of the twisted primitive el-
ements after a change of representation, which gives a quantum algebraic derivation of the
fact that the multivariate Askey-Wilson polynomials are solutions of a multivariate bispectral
q-difference problem.
1. Introduction
In this paper we give an interpretation of Gasper and Rahman’s multivariate Askey-Wilson
polynomials [8] in representation theory of the quantum algebra Uq(su(1, 1)), and we obtain from
this interpretation their main properties: orthogonality relations and difference equations.
The univariate Askey-Wilson polynomials [2] are orthogonal polynomials depending on four
parameters a, b, c, d and on a parameter q. They are given explicitly by
(1.1) pn(x; a, b, c, d |q) =
(ab, ac, ad; q)n
an
4ϕ3
(
q−n, abcdqn−1, ax, a/x
ab, ac, ad
; q, q
)
,
where we use standard notation for q-shifted factorials and q-hypergeometric functions as in [7].
From the explicit expression (1.1) one sees that pn(x) is a polynomial in x+x
−1 of degree n. The
Askey-Wilson polynomials and their discrete counterparts, the q-Racah polynomials (which are
essentially also Askey-Wilson polynomials), are on top of the Askey-scheme, see [17], a large scheme
consisting of families of orthogonal polynomials of (q-)hypergeometric type which are related by
limit transitions.
The Askey-Wilson polynomials turned out to be fundamental objects in the representation the-
ory of quantum groups and algebras. Koornwinder [21] gave an interpretation of a two-parameter
family of the Askey-Wilson polynomials as zonal spherical functions on the quantum group SUq(2).
Fundamental in this approach is the introduction of twisted primitive elements, which are elements
in the quantum algebra Uq(sl(2,C)) that are much like Lie algebra elements. Similar interpreta-
tions for the full four-parameter family of Askey-Wilson polynomials were obtained in e.g. [18],[23].
A different interpretation is obtained by Rosengren [24], who introduces a generalized group el-
ement (a rediscovery of Babelon’s [3] ‘shifted boundary’) that transforms Koornwinder’s twisted
primitive elements into group-like elements. The Askey-Wilson polynomials appear as ‘matrix
elements’ of the generalized group element with respect to continuous and discrete bases in a
discrete series representations of the quantum algebra Uq(su(1, 1)). Other interpretations of the
Askey-Wilson polynomials, as 3j and 6j-symbols, can be found in e.g. [19], [5], [13].
Gasper and Rahman introduced in [8] multivariate extensions of the Askey-Wilson polynomials.
These polynomials can be considered as q-analogues of Tratnik’s multivariate Wilson polynomials
[27]. It should be remarked that the Gasper and Rahman multivariate Askey-Wilson polynomials
are different from the Macdonald-Koornwinder polynomials [20], which are multivariate extensions
of Askey-Wilson polynomials as well as extensions of Macdonald polynomials [22] associated to
classical root systems. The Gasper and Rahman multivariate Askey-Wilson polynomials in d
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variables x1 + x
−1
1 , . . . , xd + x
−1
d depend, besides q, on d + 3 parameters α0, . . . , αd+2. They can
be defined as a nested product of univariate Askey-Wilson polynomials by
(1.2) Pd(m;x;α |q) =
d∏
j=1
pmj
(
xj ;αjq
Mj−1 ,
αj
α20
qMj−1 ,
αj+1
αj
xj+1,
αj+1
αj
x−1j+1 |q
)
,
where m = (m1, . . . ,md), Mj =
∑j
k=1mk, M0 = 0, α = (α0, . . . , αd+2) ∈ C
d+3, xd+1 = αd+2.
Under appropriate conditions on the parameters these polynomials are orthogonal on the torus
Td, where T is the unit circle in the complex plane, with respect to the weight function
(1.3)
1
(α1x
±1
1 /α
2
0, α1x
±1
1 ; q)∞
d∏
j=1
(x±2j ; q)∞
(αj+1x
±1
j+1x
±1
j /αj; q)∞
.
Here the ± symbols in the argument of the q-shifted factorials means that we take a product over
all possible combinations of + and − signs, e.g.
(ab±1c±1; q)∞ = (abc, ab/c, ac/b, a/bc; q)∞.
We will recover the orthogonality relations with respect to (1.3) below.
Iliev [15] (see also [12]) showed that the multivariate Askey-Wilson polynomials are eigenfunc-
tions of d commuting difference operators. Furthermore, the multivariate Askey-Wilson polynomi-
als are also eigenfunctions of commuting difference equations in m, i.e. they satisfy d independent
recurrence relations. In other words, they solve a multivariate bispectral problem in the sense
of Duistermaat and Gru¨nbaum [6]. Below we construct the commuting difference operators in a
quantum algebra setting.
Just like the univariate Askey-Wilson polynomials, the multivariate Askey-Wilson polynomi-
als have many families of multivariate orthogonal polynomials and functions as limit cases [8],
[9], some of which have found natural interpretations and applications in representation theory of
quantum algebras and related physical models: 2-variable q-Krawtchouk were obtained by Genest,
Post and Vinet as matrix elements of q-rotations, and they obtained fundamental properties such
as orthogonality and difference equations from this interpretation. Rosengren [25] obtained orthog-
onality for multivariate q-Hahn polynomials from their interpretation as nested Clebsch-Gordan
coefficients. Genest, Iliev and Vinet [10] obtained from a similar interpretation a difference equa-
tion for such q-Hahn polynomials, showing that they are wavefunctions for a q-deformed quantum
Calogero-Gaudin superintegrable systems. Related to this they showed that the multivariate
q-Racah polynomials appear as 3nj-coefficients, leading to their orthogonality relation and the
duality property. A similar interpretation was also obtained for multivariate q-Bessel functions in
[13]. The multivariate Askey-Wilson polynomials themselves also appear in representation theory:
in [19] Koelink and Van der Jeugt obtained an interpretation of 2-variable Askey-Wilson poly-
nomials as nested Clebsch-Gordan coefficients, and Baseilhac and Martin [4] constructed infinite
dimensional representations of the q-Onsager algebra using multivariate Askey-Wilson polynomials
and Iliev’s corresponding difference operators.
In this paper we extend Rosengren’s interpretation of the Askey-Wilson polynomials to a multi-
variate setting, and in this way we derive the orthogonality relations and the q-difference equations
for the multivariate Askey-Wilson polynomials. The main ingredients we use are discrete series
representations of Uq(su(1, 1)), twisted-primitive elements and properties of univariate Al-Salam–
Chihara polynomials. The paper is organized as follows. In Section 2 we recall the aspects of
representation theory of Uq(su(1, 1)) that we need in this paper; in particular, we give a represen-
tation pi in terms of q-difference operators. In Section 3 we study eigenfunctions of two twisted
primitive elements. The eigenfunctions are given in terms of Al-Salam–Chihara polynomials in
base q2 and q−2. Using properties of these polynomials we introduce two new representations ρ
and ρ˜, which are equivalent to the representation pi. In Section 4 we study the matrix elements
for a change of base between two different eigenbases of twisted primitive elements. These matrix
elements are essentially (univariate) Askey-Wilson polynomials. We show how the fundamental
properties of these polynomials are obtained from this interpretation; the orthogonality relations
follow essentially directly from their definition as matrix elements, and the difference equations
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are shown to correspond to actions of twisted primitive elements in the representations ρ and
ρ˜. In Sections 5 and 6 we extend the results in the univariate case to the multivariate setting
using N -fold tensor product representations. In this way we obtain multivariate Askey-Wilson
polynomials and their properties from representation theory of the quantum algebra Uq(su(1, 1)).
The appendix contains some results on asymptotic behavior of functions we use in this paper, as
well as an overview of the various Hilbert spaces appearing in this paper.
1.1. Notations and conventions. We assume 0 < q < 1, unless explicitly stated otherwise. We
denote by N the set of nonnegative integers, and T is the unit circle in the complex plane. For
a set S, we write F (S) for the vector space consisting of complex valued functions on S. If S
is countable, we denote by F0(S) the functions with finite support. By P we denote the set of
Laurent polynomials in x1, . . . , xN that are invariant under xj ↔ x
−1
j , or equivalently the set of
polynomials in xj +x
−1
j , j = 1, . . . , N (the number of variables should be clear from the context).
Acknowledgements. I thank Fokko van de Bult for comments on early versions of this paper.
2. The quantum algebra Uq
The quantum algebra Uq = Uq
(
su(1, 1)
)
is the unital, associative, complex algebra generated
by K, K−1, E, and F , subject to the relations
KK−1 = 1 = K−1K,
KE = qEK, KF = q−1FK,
EF − FE =
K2 −K−2
q − q−1
.
Uq has a ∗-structure ∗ : Uq → Uq and a comultiplication ∆ : Uq → Uq⊗Uq defined on the generators
by
K∗ = K, E∗ = −F, F ∗ = −E, (K−1)∗ = K−1,
(2.1)
∆(K) = K ⊗K, ∆(E) = K ⊗ E + E ⊗K−1,
∆(K−1) = K−1 ⊗K−1, ∆(F ) = K ⊗ F + F ⊗K−1.
2.1. Twisted primitive elements. The following two elements of Uq play an important role in
this paper. For s, u ∈ C× the twisted primitive elements Ys,u and Y˜s,u are given by
Ys,u = uq
1
2EK − u−1q−
1
2FK + µs(K
2 − 1),
Y˜s,u = uq
− 1
2EK−1 − u−1q
1
2FK−1 − µs(K
−2 − 1),
(2.2)
where
µs =
s+ s−1
q−1 − q
.
In particular, we define Ys = Ys,1 and Y˜s = Y˜s,1. If we formally write K = q
H and K−1 = q−H ,
Y˜s,u is obtained from Ys,u by replacing q by q
−1. For s ∈ R× ∪ T and u ∈ T both Ys,u and Y˜s,u
are self-adjoint in Uq. From (2.1) we find
∆(Ys,u) = K
2 ⊗ Ys,u + Ys,u ⊗ 1,
∆(Y˜s,u) = Y˜s,u ⊗K
−2 + 1⊗ Y˜s,u.
(2.3)
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2.2. A representation of Uq. Let k > 0, and let H = Hk be the Hilbert space consisting of
complex-valued functions on N with inner product
〈f, g〉H =
∑
n∈N
f(n)g(n)ω(n),
ω(n) = ωk(n) = q
n(k−1) (q
2; q2)n
(q2k; q2)n
.
From the identity (A; q−2)n = (−A)
nq−n(n−1)(A−1; q2)n it follows that ω, hence also the inner
product, is invariant under q ↔ q−1. We consider the following representation pi = pik on F (N),
[pi(K)f ](n) = qk/2+nf(n)
[pi(K−1)f ](n) = q−k/2−nf(n)
[pi(E)f ](n) = −
qk+n−1 − q−k−n+1
q−1 − q
f(n− 1)
[pi(F )f ](n) =
qn+1 − q−n−1
q−1 − q
f(n+ 1),
(2.4)
with the convention f(−1) = 0. This defines an unbounded representation on H , where we
take F0(N) as a dense domain. Furthermore, pi is a ∗-representation on H , i.e. 〈pi(X)f, g〉H =
〈f, pi(X∗)g〉H for f, g ∈ F0(N). Let us remark that if X
∗ = X , then pi(X) is a symmetric operator,
but not necessarily self-adjoint.
3. Eigenfunctions of twisted primitive elements: Al-Salam–Chihara polynomials
We determine eigenfunction of the difference operators pi(Ys) and pi(Y˜t), see also Koelink and
Van der Jeugt [19] and Rosengren [24]. In order to assure self-adjointness of the difference operators
corresponding to twisted primitive elements we assume from here on that s, u ∈ T and t ∈ R such
that |t| ≥ q−1. We need the (univariate) Al-Salam–Chihara polynomials, see [16, Section 15.1] and
[17, Section 14.8] for details. In this section three different Hilbert spaces H , H and H˜ are used;
for the readers convenience we included a short overview of these Hilbert spaces in the appendix.
3.1. Al-Salam–Chihara polynomials. For q > 0, q 6= 1, the Al-Salam–Chihara polynomials
are Askey-Wilson polynomials (normalized differently from (4.1)) with two parameters equal to
zero given by
Qn(x; a, b |q) = 3ϕ2
(
q−n, ax, a/x
ab, 0
; q, q
)
= (ax)n
(b/x; q)n
(ab; q)n
2ϕ1
(
q−n, ax
q1−nx/b
; q,
q
bx
)
.
(3.1)
They have the symmetry property
(3.2) Qn(x; b, a |q) =
(a
b
)n
Qn(x; a, b |q).
The three-term recurrence relation is given by
(x+ x−1)Qn(x) =
1
a (1− abq
n)Qn+1(x) + (a+ b)q
nQn(x) + a(1 − q
n)Qn−1(x).
If 0 < q < 1, |a|, |b| < 1 and a = b the Al-Salam–Chihara polynomials in base q satisfy the
orthogonality relations
(3.3)
1
4pii
∫
T
Qm(x)Qn(x)w(x; a, b |q)
dx
x
= δm,n
a2n(q; q)n
(ab; q)n
,
w(x; a, b |q) =
(q, ab, x±2; q)∞
(ax±1, bx±1; q)∞
,
and the polynomials form a basis for the corresponding weighted L2-space of functions in x+x−1.
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If 0 < q < 1, ab > 1 and qb < a the Al-Salam–Chihara polynomials in base q−1 satisfy the
orthogonality relations, see [1],
(3.4)
∑
y∈aq−N
Qn(y; a, b |q
−1)Qn(y; a, b |q
−1)W (y; a, b; q) = δm,n
(
a
bq
)n
(q; q)n
(1/ab; q)n
,
W (y; a, b; q) =
1− q2m/a2
1− 1/a2
(1/a2, 1/ab; q)m(bq/a; q)∞
(q, bq/a; q)m(q/a2; q)∞
(
b
a
)m
qm
2
, y = aq−m.
Here 1/ab = 1ab . Under the conditions above, the q
−1-Al-Salam–Chihara moment problem is
determinate, so the polynomials form a basis for the corresponding weighted L2-space consisting
of functions in y+y−1. From (3.1) it follows that Qn(aq
−m; a, b |q−1) is a polynomial in qn of degree
m, which can be shown to be a multiple of a little q-Jacobi polynomial pm(q
n; a−1b, q−1a−1b−1; q)
using q-hypergeometric transformations: first transform the 3ϕ2-function in base q
−1 to a 3ϕ1-
function in base q, and then transform this into a 2ϕ1-function using [7, (III.8)];
Qn(aq
−m; a, b |q−1) =
(
−
a
b
)m
q−
1
2
m(m+1) (qb/a; q)m
(1/ab; q)m
2ϕ1
(
q−m, qm/a2
qb/a
; q, q1+n
)
.
In particular, the dual orthogonality relations
(3.5)
∑
n∈N
Qn(aq
−m; a, b |q−1)Qn(aq
−r; a, b |q−1)
(
bq
a
)n
(1/ab; q)n
(q; q)n
=
δm,r
W (aq−m; a, b; q)
,
correspond to the orthogonality relations for the little q-Jacobi polynomials.
The following q-difference equations will be useful later on.
Lemma 3.1. For q > 0, q 6= 1, the Al-Salam–Chihara polynomials satisfy
(3.6) Qn(x; a, b|q) =
1− ax
1− x2
Qn(xq
1
2 ; aq
1
2 , b/q
1
2 |q) +
1− a/x
1− 1/x2
Qn(x/q
1
2 ; aq
1
2 , b/q
1
2 |q).
As a consequence, the following q-difference equations hold:
q−nQn(x; a, b |q) =
(1− ax)(1 − bx)
(1− x2)(1− qx2)
Qn(xq; a, b |q) +
(1− a/x)(1− b/x)
(1 − 1/x2)(1 − q/x2)
Qn(x/q; a, b |q)
+
(1 + q)(q + ab)− (x+ 1/x)(aq + bq)
(1 − qx2)(1 − q/x2)
Qn(x; a, b |q)
(3.7)
and
Qn(x; a, b |q) =
(1 − ax)(1 − aqx)
(1− x2)(1 − qx2)
Qn(xq; aq, b/q |q) +
(1− a/x)(1 − aq/x)
(1− 1/x2)(1 − q/x2)
Qn(x/q; aq, b/q |q)
+
q(q + 1)(1− ax)(1 − a/x)
(1− qx2)(1− q/x2)
Qn(x; aq, b/q |q).
(3.8)
Identity (3.7) is the well-known q-difference equation for the Al-Salam–Chihara polynomials.
Proof. Using the explicit expression for the Al-Salam–Chihara polynomials as 3ϕ2-functions, the
right hand side of (3.6) equals
1− ax
1− x2
3ϕ2
(
q−n, aqx, a/x
ab, 0
; q, q
)
+
1− a/x
1− 1/x2
3ϕ2
(
q−n, ax, aq/x
ab, 0
; q, q
)
=
n∑
j=0
(q−n; q)jq
j
(q, ab; q)j
(
(ax; q)j+1(a/x; q)j
1− x2
+
(ax; q)j(a/x; q)j+1
1− 1/x2
)
.
The expression in large brackets is equal to (ax, ax−1; q)j , so that (3.6) follows.
The difference equation (3.7) follows from applying the symmetry (3.2) and then applying (3.6)
again on the right hand side of (3.6). The coefficients of Qn(x; a, b) can be rewritten to the
expression in the lemma. Similarly (3.8) follows from applying (3.6) to itself. 
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3.2. Eigenfunctions of Ys. From (2.2) and (2.4) it follows that pi(Ys) acts as a three-term dif-
ference operator on F (N) by
(q−1 − q)[pi(Ys)f ](n) = q
−(k−1)/2(1− q2k+2n−2)f(n− 1)
+ (s+ s−1)(qk+2n − 1)f(n) + q(k−1)/2(1− q2n+2)f(n+ 1).
(3.9)
Using the three-term recurrence relation for Al-Salam–Chihara polynomials we can find eigenfunc-
tions (in the algebraic sense) of pi(Ys). We define
(3.10) vx,s(n) = vx,s,k(n) =
(
q−(3k−1)/2
s
)n
(q2k; q2)n
(q2; q2)n
Qn(x; sq
k, s−1qk |q2).
Then vx,s is an eigenfunction of pi(Ys), i.e.
(3.11) [pi(Ys)vx,s](n) = λx,svx,s(n), λx,s =
x+ x−1 − s− s−1
q−1 − q
= µx − µs.
Note that vx,s(n) is real-valued for x, s ∈ R
× ∪ T.
We are also interested in eigenfunctions of Ys,u. These can easily be obtained from eigenfunc-
tions of Ys. Let Mu be the multiplication operator on F (N) defined by [Muf ](n) = u
nf(n). Then
pi(Ys,u)Mu =Mupi(Ys), and we obtain the following result.
Lemma 3.2. For u ∈ T,
[pi(Ys,u)Muvx,s](n) = λx,sMuvx,s(n).
Let H = Hk,s be the Hilbert space consisting of functions on T that are x ↔ x
−1 invariant
almost everywhere, with inner product
〈f, g〉H =
1
4pii
∫
T
f(x)g(x)w(x)
dx
x
,
where
w(x) = wk,s(x) = w(x; q
ks, qk/s |q2) =
(q2, q2k, x±2; q2)∞
(qks±1x±1; q2)∞
.
The set {v · ,s(n) | n ∈ N} is an orthogonal basis for H with orthogonality relations
(3.12) 〈v · ,s(n), v · ,s(n
′)〉H =
δn,n′
ω(n)
,
which follows from (3.3). Note that the squared norm ω(n)−1 is independent of s.
Proposition 3.3. Let Λ = Λk,s : F0(N)→ P be defined by
(Λf)(x) = 〈f, vx,s〉H ,
then Λ intertwines pi(Ys) with multiplication by λx,s. Furthermore, Λ extends to unitary operator
H → H.
Proof. The intertwining property follows from (3.11) and Y ∗s = Ys; for f ∈ F0(N),(
Λ(pi(Ys)f)
)
(x) = 〈pi(Ys)f, vx,s〉H = 〈f, pi(Ys)vx,s〉H = λx,s(Λf)(x).
Note that Λf is a finite linear combination of Al-Salam–Chihara polynomials, so Λf ∈ P . For
the unitarity, define for m ∈ N the function δm ∈ H by δm(n) =
δm,n
ω(n) , then {δm | m ∈ N} is an
orthogonal basis for H with squared norm ‖δm‖
2
H = (ω(m))
−1. Note that (Λδm)(x) = vx,s(m),
so that Λ maps an orthogonal basis of H to an orthogonal basis of H with the same norm, from
which it follows that Λ extends to a unitary operator. 
Note that it follows from Proposition 3.3 that pi(Ys) has completely continuous spectrum, which
is given by
{λx,s | x ∈ T} =
[
− 2q−1−q − µs,
2
q−1−q − µs
]
.
Remark 3.4.
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(i) The function vx,s(n) is a polynomial of degree n in x+ x
−1. Furthermore, from the explicit
expression (3.1) for the Al-Salam–Chihara polynomial and from the symmetry property (3.2)
it follows that vx,s(n) is also a polynomial in s+ s
−1 of degree n.
(ii) If we assume s ∈ R such that |s| > 1, instead of s ∈ T, the operator pi(Ys) is still self-adjoint,
but now finite discrete spectrum will appear if |sqk| > 1. For simplicity we assume s ∈ T
throughout the paper.
The set of eigenfunctions {vx,s | x ∈ T} is a generalized basis for H and the set {v·,s(n) | n ∈ N}
is a basis for H. So using the eigenfunctions vx,s(n), or actually the corresponding operator Λ, we
can transfer the action of Uq on H to an action on H. We define a representation ρ = ρk,s of Uq
on P by
ρ(X) = Λ ◦ pi(X) ◦ Λ−1, X ∈ Uq.
This extends to a ∗-representation on H. By Proposition 3.3 we have an explicit expression for
ρk(Ys) as a multiplication operator. In general it seems very difficult to find explicitly the action
of ρ(X) for a given X ∈ Uq, but for X = K
−2 we can find such an explicit expression using the
difference equation (3.7). We use the following notation for an elementary q-difference operator:
[T f ](x) = f(q2x).
Lemma 3.5. ρ(K−2) is the second order q-difference operator given by
ρ(K−2) = A(x)T +B(x)Id +A(x−1)T −1,
where
A(x) = Ak(x; s) =
q−k(1− qksx)(1 − qkx/s)
(1 − x2)(1 − q2x2)
,
B(x) = Bk(x; s) =
q2(q−1 + q)(q1−k + qk−1)− q2(x+ x−1)(s+ s−1)
(1− q2x2)(1 − q2/x2)
.
Proof. Let f ∈ P . From (K−2)∗ = K−2 we obtain
[ρ(K−2)f ](x) =
〈
pi(K−2)(Λ−1f), vx,s
〉
H
=
〈
Λ−1f, q−k−2( · )vx,s
〉
H
.
Now we use the difference equation (3.7) with a = sqk, b = qk/s to rewrite q−k−2nvx,s(n), and
the result follows. 
3.3. Eigenfunctions of Y˜t. The difference operator pi(Y˜t) acts on f ∈ F (N) by
(q − q−1)[pi(Y˜t)f ](n) = q
(k−1)/2(1− q−2k−2n+2)f(n− 1)
+ (t+ t−1)(q−2n−k − 1)f(n) + q(1−k)/2(1− q−2n−2)f(n+ 1).
(3.13)
Note that this is precisely the action of the difference operator pi(Yt) with q replaced by q
−1. So
we have the same eigenfunctions, but with q replaced by q−1; let
(3.14) v˜y,t(n) = v˜y,t,k(n) =
(
q(3k−1)/2
t
)n
(q−2k; q−2)n
(q−2; q−2)n
Qn(y; q
−kt, q−k/t |q−2),
then
[pi(Y˜t)v˜y,t](n) = λt,y v˜y,t(n).
Note that v˜y,t,k,q(n) = vy,t,k,q−1(n). Eigenfunctions of Y˜t,u, u ∈ T, are again directly obtained
from the eigenfunctions of Y˜t.
Lemma 3.6. For u ∈ T,
[pi(Y˜t,u)Muv˜y,t](n) = λt,yMuv˜y,t(n).
We define H˜ = H˜k,t to be the Hilbert space consisting of functions on the set
S = Sk,t,q = {tq
−k−2m | m ∈ N}
with inner product
〈f, g〉H˜ =
∑
y∈S
f(y)g(y) w˜(y),
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where w˜(y) = w˜k,t(y) is the weight function given by
w˜(y) =W (y; q−kt, q−k/t |q2) =
1− q4m+2k/t2
1− q2k/t2
(q2k/t2, q2k; q2)m(q
2m+2/t2; q2)∞
(q2; q2)m(q2k+2/t2; q2)∞
t−2mq2m
2
,
for y = tq−k−2m,m ∈ N. From the orthogonality relations (3.4) for the q−1-Al-Salam–Chihara
polynomials we find
(3.15) 〈v˜ · ,t(n), v˜ · ,t(n
′)〉H˜ =
δn,n′
ω(n)
,
and the set {v˜ · ,t(n) | n ∈ N} is an orthogonal basis for H˜. Observe that the squared norm ω(n)
−1
is independent of t. From the dual orthogonality relations (3.5) it follows that {v˜y,t | y ∈ S} is an
orthogonal basis for H with orthogonality relations
(3.16) 〈v˜y,t, v˜y′,t〉H =
δy,y′
w˜(y)
.
The proof of the following result is similar to the proof of Proposition 3.3.
Proposition 3.7. Let Λ˜ = Λ˜k,t : F0(N)→ P be defined by
(Λ˜f)(y) = 〈f, v˜y,t〉H ,
then Λ˜ intertwines pi(Y˜t) with multiplication by λt,y. Furthermore, Λ˜ extends to a unitary operator
H → H˜.
Note that pi(Y˜t) has completely discrete spectrum, which is given by {λt,y | y ∈ S}.
Similar as in the previous subsection we define a representation of Uq on P by
ρ˜(X) = Λ˜ ◦ pi(X) ◦ Λ˜−1, X ∈ Uq.
This defines a ∗-representation on H˜. In this case ρ˜(K2) can be given explicitly as a q-difference
operator using the difference equation (3.7) for the Al-Salam–Chihara polynomials. If we denote
by Lk,s,q the difference operator ρ(K
−2) given in Lemma 3.5, then by construction ρ˜(K2) is the
difference operator Lk,t,q−1 .
Lemma 3.8. ρ˜(K2) is the second order q-difference operator given by
ρ˜(K2) = A˜(y) T −1 + B˜(y) Id + A˜(y−1) T ,
where A˜(y) = Ak,q−1(y; t) and B˜(y) = Bk,q−1(y; t).
Restricted to the set S the coefficients A˜ are given by
A˜(tq−k−2m) =
qk+2(1− q2k+2m/t2)(1− q2k+2m)
t2(1− q2k+4m/t2)(1− q2k+4m+2/t2)
,
A˜(t−1qk+2m) =
qk(1 − q2m/t2)(1− q2m)
(1 − q2k+4m/t2)(1 − q2k+4m−2/t2)
.
Remark 3.9. We can now make the connection with Rosengren’s generalized group element, see
[24, §4.2]. Let em(n) = δmn, then the generalized group element is essentially the element Ut,u
in an appropriate completion of Uq such that pi(Ut,u) : F (N) → F (N) is given by pi(Ut,u)em =
Muv˜tq−k−2m,t. Then pi(Ut,u)em is an eigenfunction of pi(Y˜t,u) with eigenvalue λt,tq−k−2m , so
pi(U−1t,u Y˜t,uUt,u)em = λt,tq−k−2mem,
and more general
pi
(
U−1t,uXUt,u
)
= ρ˜(X)
∣∣∣
F (S)
, X ∈ Uq,
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where we should identity F (N) ∼= F (S). Rosengren’s observation that primitive elements are
transformed into group-like elements is obtained from pi(K±2)em = q
±(k+2m)em, which gives
pi
(
U−1t,u Y˜t,uUt,u
)
em =
t(1 − q−k−2m) + t−1(1− qk+2m)
q−1 − q
em
= pi
(
t(1−K−2) + t−1(1 −K2)
q−1 − q
)
em.
Furthermore, Stokman [26] showed that the assignment X 7→ U−1t,u X˜Ut,u transfers the quantum
group stucture to a dynamical quantum group structure, so the representations ρ and ρ˜ can be
considered in the context of dynamical quantum groups. We do not use this connection in this
paper, but we can recognize the ‘dynamical’ part in the difference operators in Sections 5 and 6.
4. Eigenfunctions of two twisted primitive elements: Askey-Wilson polynomials
In this section we define functions which are eigenfunctions of ρ(Y˜t,u) and of ρ˜(Ys,u). These
functions are multiples of Askey-Wilson polynomials, and we derive properties of the Askey-Wilson
polynomials in this way. Moreover, the results in this section serve as a motivation and illustration
of the methods we use in Section 6 to study multivariate Askey-Wilson polynomials.
The functions we study in this section are the matrix elements for a change of base between
the discrete basis {v˜y,t | y ∈ S} of eigenfunctions of Y˜t and the continuous basis {vx,s | x ∈ T} of
eigenfunctions of Ys.
Definition 4.1. For x ∈ T and y ∈ Sk,t,q, we define
(4.1) Pβ(x, y) = 〈Muv˜y,t, vx,s〉H ,
where β is the ordered 5-tuple β = (s, t, u, k, q).
Note that Pβ(x, y) = [ΛMuv˜y,t](x) = [Λ˜Muvx,s](y). It is not a priori clear that the sum (4.1)
converges, since vx,s 6∈ H . In the appendix it is shown that the sum converges absolutely under
the given conditions on x and y. We show later on in Lemma 4.6 that Pβ(x, y) is essentially an
Askey-Wilson polynomial, and for this reason we will sometimes refer to the functions Pβ(x, y) as
Askey-Wilson polynomials (even though they are not polynomials).
We can derive several fundamental properties of the Askey-Wilson polynomials from our defi-
nition (4.1). We start with the orthogonality relations.
Proposition 4.2. The set {Pβ( · , y) | y ∈ S} is an orthogonal basis for H, with orthogonality
relations 〈
Pβ( · , y), Pβ( · , y
′)
〉
H
=
δy,y′
w˜(y)
.
Proof. The orthogonality relations and completeness follows from unitarity of Λ andMu, and from
the orthogonality relations (3.16) for v˜y,t,
〈Pβ( · , y), Pβ( · , y
′)〉H = 〈ΛMuv˜y,t,ΛMuv˜y′,t〉H = 〈v˜y,t, v˜y′,t〉H =
δy,y′
w˜(y)
. 
Our next goal is to obtain difference equations for the Askey-Wilson polynomials Pβ(x, y).
Using Lemmas 3.2 and 3.6 we see that[
ρ(Y˜t,u)Pβ( · , y)
]
(x) =
[
Λ(pi(Y˜t,u)Muv˜y,t)
]
(x) = λt,y Pβ(x, y),[
ρ˜(Ys,u)Pβ(x, · )
]
(y) =
[
Λ˜(pi(Ys,u)Muvx,s)
]
(y) = λx,s Pβ(x, y),
(4.2)
so Pβ(x, y) is an eigenfunction of ρ(Y˜t,u) and also of ρ˜(Ys,u). We will show that the eigenfunction
equations (4.2) are essentially the difference equation and three-term recurrence relation for the
Askey-Wilson polynomials by realizing ρ(Y˜t,u) and ρ˜(Ys,u) explicitly as difference operators. To
do this we express first Y˜t,u in terms of Ys and K
−2. Similarly, Ys,u can be expresses in terms of
Y˜t and K
2.
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Lemma 4.3.
(i) Let S, T ∈ Uq be given by
S = K−2(Ys + µs1)− µs1 and T =
K−2Ys − YsK
−2
q−1 − q
,
then S and T are independent of s, and
Y˜t,u =
(u+ u−1)S + (qu− q−1u−1)T
q + q−1
+ µt(1−K
−2).
(ii) Let S˜, T˜ ∈ Uq be given by
S˜ = K2(Y˜t − µt1) + µt1 and T˜ =
Y˜tK
2 −K2Y˜t
q−1 − q
,
then S˜ and T˜ are independent of t, and
Ys,u =
(u+ u−1)S˜ + (q−1u−1 − qu)T˜
q + q−1
− µs(1−K
2).
Proof. From the definition of Ys and the defining relations for Uq we find
S = q−
3
2EK−1 − q
3
2FK−1, T = q−
1
2EK−1 + q
1
2FK−1,
which is clearly independent of s. Then
q−
1
2EK−1 =
S + qT
q + q−1
, q
1
2K−1F =
q−1T − S
q + q−1
.
Then the result for part (i) follows from the definition of Y˜t,u. The proof for part (ii) is similar. 
Using the explicit realizations of ρ(K−2) and ρ(Ys) as difference and multiplication operators
from Proposition 3.3 and Lemma 3.5 we can now realize ρ(Y˜t,u) explicitly as a difference operator.
Initially this is a difference operator on P , and it can be extended to a difference operator acting
on meromorphic functions. Identity (4.2) can then be written as a q-difference equation for the
Askey-Wilson polynomials Pβ(x, y).
Proposition 4.4. ρ(Y˜t,u) is the q-difference operator given by
ρ(Y˜t,u) = Aβ(x) T +Bβ(x) Id +Aβ(x
−1)T −1,
where
Aβ(x) = −A(x)
t(1 − qx/ut)(1− u/qtx)
q−1 − q
,
Bβ(x) = B(x)
(
(u + u−1)µx
q−1 + q
− µt
)
−
(u+ u−1)µs
q−1 + q
+ µt,
where A and B are given in Lemma 3.5. In particular, Pβ(x, y) satisfies
λt,y Pβ(x, y) = Aβ(x)Pβ(xq
2, y) +Bβ(x)Pβ(x, y) +Aβ(x
−1)Pβ(x/q
2, y).
A calculation shows that
Bβ(x) =
tq−k + qk/t+ t+ 1/t
q−1 − q
+ F (x) + F (x−1),
with
F (x) =
tq−k(1− qksx)(1 − qkx/s)(1− qux/t)(1 − qx/ut)
(q−1 − q)(1− x2)(1 − q2x2)
= −Aβ(x)
1 − qux/t
1 − u/qtx
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Proof. ρ(K−2) is the q-difference operator from Lemma 3.5, and note that ρ(Ys + µs1) is multi-
plication by λx,s + µs = µx. Then S from Lemma 4.3 is the q-difference operator given by
ρ(S) = µq2xA(x)T +
(
µxB(x) − µs
)
Id + µq−2xA(x
−1)T −1,
and T is given by
ρ(T ) =
µq2x − µx
q−1 − q
A(x)T +
µq−2x − µx
q−1 − q
A(x−1)T −1.
Expressing Y˜t,u in terms of S and T using Lemma 4.3, it follows that ρ(Y˜t,u) indeed has the form
Aβ(x) T +Bβ(x) Id +Aβ(x
−1)T −1
with Bβ(x) as stated above, and Aβ(x) is given by
Aβ(x) = A(x)
(
(u + u−1)µq2x
q−1 + q
+
(qu− q−1u−1)(µq2x − µx)
(q−1 + q)(q−1 − q)
− µt
)
.
A small calculation show that the expression between large brackets is equal to
−
t(1− qx/tu)(1− u/qtx)
q−1 − q
. 
In a similar way as in Proposition 4.4 we can realize ρ˜(Ys,u) as a q-difference operator. By
construction this operator is obtained from the difference operator ρ(Y˜t,u) by replacing β =
(s, t, u, k, q) by β˜ = (t, s, u, k, q−1). This immediately leads to a q-difference equation in y for
Pβ(x, y).
Proposition 4.5. ρ˜(Ys,u) is the q-difference operator given by
ρ˜(Ys,u) = Aβ˜(y) T
−1 +Bβ˜(y) Id +Aβ˜(y
−1) T .
In particular, for y ∈ S the Askey-Wilson polynomials Pβ(x, y) satisfy
λx,s Pβ(x, y) = Aβ˜(y)Pβ(x, y/q
2) +Bβ˜(y)Pβ(x, y) +Aβ˜(y
−1)Pβ(x, yq
2),
with Pβ(x, tq
−k+2) = 0.
To end this section, let us match the properties of the functions Pβ(x, y) to properties of
standard Askey-Wilson polymials defined by (1.1), see [2], [16, Chapter 15], [17, Section 14.1].
First we show that Pβ(x, y) is a multiple of an Askey-Wilson polynomial, see also [24, Proposition
4.2].
Lemma 4.6. Let
(4.3) (a, b, c, d) = (qks, qk/s, qu/t, q/ut),
then
Pβ(x, y) = (−1)
md−mq−m(m−1)
(acq2m, bcq2m; q2)∞
(ab; q2)m(cx±1; q2)∞
pm(x; a, c, b, d |q
2),
where y = tq−k−2m.
Proof. The proof essentially boils down to comparing the recurrence relation from Proposition 4.5
with the standard Askey-Wilson recurrence relation, which is
(x+ x−1−a− a−1)Rn(x) =
(1− abqn)(1− acqn)(1− adqn)(1 − abcdqn−1)
a(1− abcdq2n)(1− abcdq2n−1)
(
Rn+1(x)−Rn(x)
)
+
a(1 − qn)(1− bcqn−1)(1 − bdqn−1)(1− cdqn−1)
(1− abcdq2n−1)(1− abcdq2n−2)
(
Rn−1(x)−Rn(x)
)
,
(4.4)
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with R−1(x) = 0 and R0(x) = 1, where Rn(x) = a
npn(x; a, b, c, d |q)/(ab, ac, ad; q)n. In terms of
the Askey-Wilson parameters (a, b, c, d) given by (4.3) the coefficients of the difference operator in
Proposition 4.5 are
A+m = Aβ˜(tq
−k−2m) = −
(1− abq2m)(1− acq2m)(1− bcq2m)(1− abcdq2m−2)
d−1q−2m(q−1 − q)(1 − abcdq4m)(1− abcdq4m−2)
,
A−m = Aβ˜(t
−1qk+2m) = −
(1− q2m)(1 − adq2m−2)(1 − bdq2m−2(1− cdq2m−2)
dq2m−2(q−1 − q)(1 − abcdq4m−4)(1− abcdq4m−2)
,
Bm = Bβ˜(tq
−k−2m) =
b+ b−1 −
√
a/b−
√
b/a
q−1 − q
−
A+m
adq2m
1− adq2m
1− bcq2m−2
−A−m
adq2m−2(1− bcq2m)
1− adq2m−2
and the functions Pm(x) = Pβ(x, tq
−k−2m) satisfy the recurrence relation
λx,sPm(x) = A
+
mPm+1(x) +BmPm(x) +A
−
mPm−1(x).
Note here that
λx,s =
x+ x−1 −
√
a/b−
√
b/a
q−1 − q
.
From (4.4) it follows that the polynomials
R¯m(x) =
(−1)md−mq−m(m−1)
(ab, ac, bc; q2)m
pm(x; a, b, c, d |q
2)
are the unique solution for the same recurrence relation with initial value R¯0(x) = 1, so that
Pm(x) = P0(x)R¯m(x). It remains to evaluate P0(x) = Pβ(x, tq
−k), which is done in the appendix;
Pβ(x, tq
−k) =
(qk+1us±1/t; q2)∞
(qux±1/t; q2)∞
=
(ac, bc; q2)∞
(cx±1; q2)∞
. 
Now we can compare properties of Pβ(x, y) with properties of the Askey-Wilson polynomials
pm(x; a, b, c, d |q
2). In the proof of Lemma 4.6 we saw that the eigenvalue equation from Proposition
4.5 is the three-term recurrence relation. For the difference equation in Proposition 4.4 observe
that the coefficients Aβ are given in terms of the Askey-Wilson parameters (4.3) by
Aβ(x) = −
(1− cq−2x−1)(1− ax)(1 − bx)(1 − dx)√
abcdq−2(q−1 − q)(1 − x2)(1 − q2x2)
.
With this expression it can easily be verified that the difference operator M−1 ◦ ρ(Y˜t,u) ◦ M ,
where M is multiplication by Pβ(x; tq
−k) = C/(cx±1; q2), is the standard Askey-Wilson difference
operator.
For the orthogonality relations observe that d = c¯, and then the orthogonality relations in
Proposition 4.2 are equivalent to orthogonality relations for pn(x; a, b, c, d |q
2) with respect to the
weight function
w(x)
(cx±1, dx±1; q2)∞
=
(x±2; q2)∞
(ax±1, bx±1, cx±1, dx±1; q2)∞
,
which is the standard Askey-Wilson weight function.
Remark 4.7. From the recurrence relation it follows that Pβ(x, y) = Pβ(x; tq
−k)p(x), x ∈ T, for
some p ∈ P . This implies that we can extend x 7→ Pβ(x, y) to a meromorphic function on C with
poles coming from Pβ(x; tq
−k). In particular, Pβ(x, y) is also defined for x = sq
k+2m′ , m ∈ N.
Then from the two difference equations we obtain the duality property
(4.5) Pβ(sq
k+2m′ , tq−k−2m) = Pβ˜(tq
−k−2m, sqk+2m
′
), m,m′ ∈ N,
where β˜ is the ordered 5-tuple β˜ = (t, s, u, k, q−1). In case x = sqk+2m
′
, m′ ∈ N, and |t| >
q1+k+2m
′
it is shown in the appendix that the sum (4.1) converges. In this case the duality
property follows directly from Definition 4.1 using q ↔ q−1 invariance of the inner product and
vx,s,q−1(n) = v˜x,s,q(n).
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Identity (4.5) corresponds to the following identity for Askey-Wilson polynomials,
pm(aq
2m′ ; a, b, c, d |q2)
a−m(ab, ac, ad; q2)m
=
pm′(q
−2m/a˜; 1/a˜, 1/b˜, 1/c˜, 1/d˜ |q−2)
a˜−m′(1/ab, 1/ac, 1/ad; q−2)m′
,
where
a˜ = qk/t =
√
abcd/q2, b˜ = qkt = ab/a˜, c˜ = qus = ac/a˜, d˜ = qs/u = ad/a˜.
In terms of 4ϕ3-series this is the identity
4ϕ3
(
q−m, q−m
′
, a1, a2
b1, b2, b3
; q, q
)
= 4ϕ3
(
qm, qm
′
, 1/a1, 1/a2
1/b1, 1/b2, 1/b3
; 1/q, 1/q
)
, b1b2b3q
m+m′+1 = a1a2.
5. Multivariate Al-Salam–Chihara polynomials
We extend the results from the previous two sections to a multivariate setting by consider-
ing tensor product representations. In this section we consider the multivariate analogs of the
Al-Salam–Chihara polynomials vx,s(n) and v˜y,t(n). Before we define the representation we are
interested in, let us first introduce some convenient notation. We fix a number N ∈ N≥2. For
a = (a1, a2, . . . , aN ) we denote
aˆ = (aN , aN−1, . . . , a1),
aj = (a1, a2, . . . , aj), j = 1, . . . , N,
qa = (qa1 , qa2 , . . . , qaN ),
Σ(a) = (a1,
∑2
j=1 aj , . . . ,
∑N
j=1 aj).
Let k = (k1, . . . , kN ) ∈ (R>0)
N . We denote by pi the representation of U⊗Nq on F (N
N ) ∼=
F (N)⊗N given by pi = pik1 ⊗ · · · ⊗ pikN . This is a ∗-representation on the Hilbert space H = Hk,
which is the Hilbert space completion of the algebraic tensor product Hk1 ⊗ · · · ⊗HkN . The inner
product for H is
〈f, g〉H =
∑
n∈NN
f(n)g(n)ω(n),
with weight function
ω(n) = ωk(n) =
N∏
j=1
ωkj (nj) =
N∏
j=1
(q2; q2)nj
(q2kj ; q2)nj
qnj(kj−1).
Since the univariate weight function ωk(n) is q ↔ q
−1 invariant, so is the multivariate weight
function ω(n).
5.1. Coproducts of twisted primitive elements. We use the following notation for com-
positions of coproducts. We define ∆0 to be the identity on Uq, and for n ≥ 1 we define
∆n : Uq → U
⊗(n+1)
q recursively by
∆n = (∆⊗ 1⊗(n−1))∆n−1.
Here, and elsewhere, we use the notation A⊗B⊗0 = A. Note that we also have
∆n = (1⊗(n−1) ⊗∆)∆n−1,
which follows from coassociativity of ∆. A useful property of ∆n is the following one: if ∆(X) =∑
(X)X(1) ⊗X(2), then
(5.1) ∆n(X) =
∑
(X)
∆n−m−1(X(1))⊗∆
m(X(2)), m = 0, 1, . . . , n− 1.
This is easily obtained using induction.
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We define for j = 1, . . . , N elements Y
(j)
s,u and Y˜
(j)
t,u in U
⊗N
q by
Y
(j)
s,u = 1
⊗(N−j) ⊗∆j−1(Ys,u),
Y˜
(j)
t,u = ∆
j−1(Y˜t,u)⊗ 1
⊗(N−j),
so essentially these are coproducts of twisted primitive elements in U⊗Nq . Similar as before we also
define Y
(j)
s = Y
(j)
s,1 and Y˜
(j)
t = Y˜
(j)
t,1 . We first show that Y
(j)
s,u, j = 1, . . . , N , generate a commutative
subalgebra of U⊗Nq , and similarly for Y˜
(j)
t,u.
Lemma 5.1. For j, j′ = 1, . . . , N ,
Y
(j)
s,uY
(j′)
s,u = Y
(j′)
s,u Y
(j)
s,u and Y˜
(j)
t,uY˜
(j′)
t,u = Y˜
(j′)
t,u Y˜
(j)
t,u.
Proof. We show that Y
(j)
s,u commutes with Y
(j′)
s,u , where we assume j′ < j. Note that is suffices
to show that ∆j−1(Ys,u) commutes in U
⊗j
q with 1
⊗(j−j′) ⊗ ∆j
′−1(Ys,u). Recall from (2.3) that
∆(Ys,u) = K
2 ⊗ Ys,u + Ys,u ⊗ 1. Then by (5.1)
∆j−1(Ys,u) = ∆
j−j′−1(K2)⊗∆j
′−1(Ys,u) + ∆
j−j′−1(Ys,u)⊗∆
j′−1(1),
and this clearly commutes with 1⊗(j−j
′) ⊗∆j
′−1(Ys,u). The proof for Y˜
(j)
t,u is similar. 
In the representation pi the elements Y
(j)
s and Y˜
(j)
t become pairwise commuting difference op-
erators acting on F (NN ), and we are interested in the common eigenfunctions. First we derive an
explicit expression for the difference operators. The following expressions will be useful.
Lemma 5.2. For j = 1, . . . , N ,
∆j(Ys,u) =
j∑
n=0
(K2)⊗n ⊗ Ys,u ⊗ 1
⊗(j−n),
∆j(Y˜s,u) =
j∑
n=0
1⊗n ⊗ Y˜s,u ⊗ (K
−2)⊗(j−n).
Proof. This follows from repeated application of (5.1), using the coproducts (2.3) of Ys,u and Y˜s,u,
and ∆(K±2) = K±2 ⊗K±2. 
In order to write down explicit expressions for the difference operators pi(Y
(j)
s ) and pi(Y˜
(j)
t ) we
use the following notation for elementary difference operators on F (NN ):
[T±i f ](n) = f(n1, . . . , ni−1, ni ± 1, ni+1, . . . , nN).
Proposition 5.3. The difference operator pi(Y
(j)
s ) is given by
pi(Y(j)s ) =
1
q−1 − q
N∑
i=N−j+1
U
(j),+
i (n)T
+
i + U
(j)
i Id + U
(j),−
i (n)T
−
i ,
where
U
(j),+
i (n) = q
∑i−1
l=N−j+1
(kl+2nl)−(ki−1)/2(1− q2ki+2ni−2),
U
(j),−
i (n) = q
∑i−1
l=N−j+1
(kl+2nl)+(ki−1)/2(1− q2ni+2),
U
(j)
i (n) = q
∑i−1
l=N−j+1
(kl+2nl)(s+ s−1)(q2ni−ki − 1),
The difference operator pi(Y˜
(j)
t ) is given by
pi(Y˜
(j)
t ) =
1
q − q−1
j∑
i=1
U˜
(j),+
i (n)T
+
i + U˜
(j)
i Id + U˜
(j),−
i (n)T
−
i ,
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where
U˜
(j),+
i (n) = q
−
∑j
l=i+1
(kl+2nl)−(ki−1)/2(1− q−2ni−2),
U˜
(j),−
i (n) = q
−
∑j
l=i+1
(kl+2nl)+(ki−1)/2(1− q−2ki−2ni+2),
U˜
(j)
i (n) = q
−
∑
i
l=1(kl+2nl)(t+ t−1)(q−2ni+ki − 1).
Proof. This follows from Lemma 5.2, using the actions of Ys, Y˜s and K
±2, see (3.9), (3.13) and
(2.4). 
5.2. Eigenfunctions. We write x = (x1, . . . , xN ), y = (y1, . . . , yN ) and we define xN+1 = s and
y0 = t. We define multivariate analogs of the Al-Salam–Chihara polynomials vx,s(n) in base q
2,
see (3.10), and multivariate analogs of the Al-Salam–Chihara polynomials v˜y,t(n) in base q
−2, see
(3.14), by
vx(n) = vx,s,k(n) =
N∏
j=1
vxj ,xj+1,kj (nj)
=
N∏
j=1
(
q−(3kj−1)/2
xj+1
)nj (q2kj ; q2)nj
(q2; q2)nj
Qnj (xj ; q
kjxj+1, q
kj/xj+1 |q
2),
v˜y(n) = v˜y,t,k(n) =
N∏
j=1
v˜yj ,yj−1,kj (nj)
=
N∏
j=1
(
q(3kj−1)/2
yj−1
)nj (q−2kj ; q−2)nj
(q−2; q−2)nj
Qnj(yj ; q
−kyj−1, q
−k/yj−1 |q
−2).
(5.2)
Recall from Remark 3.4 that vxj ,xj+1,kj (nj) is a polynomial in xj + x
−1
j and in xj+1 + x
−1
j+1, and
a similar observation can be made for v˜yj ,yj−1,kj (nj). So vx(n) and v˜y(n) are polynomials in N
variables. Recall that the univariate Al-Salam–Chihara polynomials vx,s(n) and v˜x,s(n) can be
obtained from each other by replacing q by q−1. There is a similar relation for their multivariate
analogs, which follows directly from (5.2).
Lemma 5.4. The multivariate Al-Salam–Chihara polynomials vx,s,k,q(n) and v˜x,s,k,q(n) are re-
lated by
vx,s,k,q−1(n) = v˜xˆ,s,kˆ,q(nˆ).
We show that the multivariate Al-Salam–Chihara polynomials are eigenfunctions of the differ-
ence operators pi(Y
(j)
s ) and pi(Y˜
(j)
t ). For N = 2, 3 this is proved in [19, Section 4]. Slightly more
general, we will determine eigenfunction of pi(Y
(j)
s,u) and pi(Y˜
(j)
t,u). To formulate the result we need
the multiplication operator Mu on F (N
N ) defined by [Muf ](n) = u
n1+...+nN f(n).
Proposition 5.5. For j = 1, . . . , N and u ∈ T,
[pi(Y(j)s,u)Muvx](n) = λxN−j+1,sMuvx(n),
[pi(Y˜
(j)
t,u)Muv˜y](n) = λt,yj Muv˜y(n).
Proof. We first set u = 1 and prove the result for Y˜
(j)
t = Y˜
(j)
t,1 using induction on j. Let us define
for j = 1, . . . , N , pikj = pik1 ⊗ · · · ⊗ pikj and
v˜yj (nj) =
j∏
i=1
v˜yi,yi−1,ki(ni).
Note that v˜yj+1(nj+1) = v˜yj (nj)vyj+1,yj ,kj+1(nj+1). To prove the result for u = 1 it suffices to
prove that
(5.3)
[
pikj (∆
j−1(Y˜t))v˜yj
]
(nj) = λt,yj v˜yj (nj),
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for j = 1, . . . , N . Then the result follows from the fact that Y˜
(j)
t acts as ∆
j−1(Y˜t) on the first j
factors of F0(N)
⊗N and as the identity on the other factors.
For j = 1 identity (5.3) follows directly from Proposition 3.7. Assuming (5.3) holds for some j,
and using
∆j(Y˜t) = ∆
j−1(1)⊗ Y˜t +∆
j−1(Y˜t)⊗K
−2,
we find[
pikj+1(∆
j(Y˜t))v˜yj+1
]
(nj+1)
= v˜yj (nj)
[
pikj+1(Y˜t)v˜yj+1,yj ,kj
]
(nj+1) +
[
pikj (∆
j−1(Y˜t))v˜yj
]
(nj)
[
pikj+1(K
−2)v˜yj+1,yj ,kj
]
(nj+1)
= v˜yj (nj)
[
pikj+1(λt,yjK
−2 + Y˜t)v˜yj+1,yj ,kj
]
(nj+1).
From λt,yj = µt − µyj we find
λt,yjK
−2 + Y˜t = q
− 1
2EK − q
1
2FK − µyjK
−2 + µt1 = Y˜yj + (µt − µyj )1.
Then using pik(Y˜yj )v˜yj+1,yj = λyj ,yj+1 v˜yj+1,yj , we obtain (5.3) for j + 1. By induction it follows
that pi(Y˜
(j)
t )v˜y = λt,yj v˜y. Finally, from the identities pik(Y˜t,u)Mu =Mupik(Y˜t) and pik(K
−2)Mu =
Mupi(K
−2) on F (N), and the second identity in Lemma 5.2, it follows that pi(Y˜
(j)
t,u)Mu =Mupi(Y˜
(j)
t )
on F (NN ), which proves the result for Y˜
(j)
t,u. For Y
(j)
s,u the proof runs along the same lines. 
Next we define the corresponding Hilbert spaces. We define the weight function w = wk,s on
TN by
(5.4) w(x) =
N∏
j=1
wkj ,xj+1(xj) = Ck
N∏
j=1
(x±2j ; q
2)∞
(qkjx±1j+1x
±1
j ; q
2)∞
,
where Ck is the x-independent constant given by Ck =
∏N
j=1(q
2, q2kj ; q2)∞. The Hilbert space
H = Hk,s consists of functions on T
N which are invariant under xj ↔ x
−1
j for j = 1, . . . , N , and
which have finite norm with respect to the inner product
〈f, g〉H =
∫
TN
f(x)g(x)w(x)
dx
x
,
where dx
x
= 1(4pii)N
dx1
x1
· · · dxNxN . The other Hilbert space consist functions on the set
(5.5) S = Sk,t,q =
{
tq−Σ(k)−2Σ(m) |m ∈ NN
}
Let w˜ = w˜k,t be the weight function on S given by
w˜(y) =
N∏
j=1
w˜kj ,yj−1(yj) =
N∏
j=1
(
q2Kj−1+4Mj−1+2mj
t2
)mj 1− q2Kj+4Mj/t2
1− q2Kj+4Mj−1/t2
×
(q2Kj+4Mj−1/t2, q2kj ; q2)mj (q
2Kj−1+4Mj−1+2mj+2/t2; q2)∞
(q2; q2)mj (q
2Kj+4Mj−1+2/t2; q2)∞
,
where y = tq−Σ(k)−2Σ(m), Mj = Σ(m)j =
∑j
i=1mi, Kj = Σ(k)j =
∑j
i=1 ki and M0 = 0 = K0.
The Hilbert space H˜ = H˜k,t consists of functions on S which have finite norm with respect to the
inner product
〈f, g〉H˜ =
∑
y∈S
f(y)g(y) w˜(y).
From the orthogonality relations of the univariate polynomials we obtain the following orthog-
onality relations for the multivariate ones.
Lemma 5.6.
(i) The set {v•(n) | n ∈ N
N} is an orthogonal basis for H with orthogonality relations
〈v•(n), v•(n
′)〉H =
δn,n′
ω(n)
.
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(ii) The set {v˜•(n) | n ∈ N
N} is an orthogonal basis for H˜ with orthogonality relations
〈v˜•(n), v˜•(n
′)〉H˜ =
δn,n′
ω(n)
.
(iii) The set {v˜y | y ∈ S} is an orthogonal basis for H with orthogonality relations
〈v˜y, v˜y′〉H =
δy,y′
w˜(y)
.
Proof. Statement (i) follows from (3.12) by writing the inner product as an iterated integral∫
x1
∫
x2
· · ·
∫
xN
and using that the squared norms of the univariate Al-Salam–Chihara polynomials
vxj ,xj+1(nj) is independent of xj+1. Statement (ii) is proved in a similar way. Statement (iii) is
obtained directly from (3.16) by taking products. 
Remark 5.7. The orthogonality in statement (iii) of the functions v˜y with respect to the inner
product on H can be considered as orthogonality relations for multivariate little q-Jacobi polyno-
mials.
From Proposition 5.5 and Lemma 5.6 we obtain the multivariate analogue of Propositions 3.3
and 3.7.
Proposition 5.8.
(i) Define Λ = Λk,s : F0(N
N )→ P by
(Λf)(x) = 〈f, vx〉H ,
then Λ intertwines pi(Y
(j)
s ), j = 1, . . . , N , with multiplication by λxN+1−j,s, and extends to a
unitary operator H → H.
(ii) Define Λ˜ = Λ˜k,t : F0(N
N )→ P by
(Λ˜f)(y) = 〈f, v˜y〉H ,
then Λ˜ intertwines pi(Y˜
(j)
t ), j = 1, . . . , N , with multiplication by λt,yj , and extends to a
unitary operator H → H˜.
Next we define representations on P using the above defined intertwining operators Λ and Λ˜.
5.3. Representations on P. We define a representation ρ = ρk of U
⊗N
q on P by
ρ(X) = Λ ◦ pi(X) ◦ Λ−1, X ∈ U⊗Nq .
In this representation Y
(j)
s , j = 1, . . . , N , act as multiplication by λxN−j+1,s. We define for j =
1, . . . , N
K
−2,(j) = ∆j−1(K−2)⊗ 1⊗(N−j) ∈ U⊗Nq .
Our next goal is to realize ρ(K−2,(j)) as explicit difference operators. To do this we first show that
pik(K
−2) acts on a univariate polynomial vx,s as a ‘dynamical’ difference operator, i.e. it acts as
a difference operator in the variable x and in the parameter s.
Lemma 5.9. The univariate Al-Salam–Chihara polynomials vx,s(n) satisfy
[pik(K
−2)vx,s](n) = C(x; s)vxq2,sq2(n) +D(x; s)vx,sq2 (n) + C(x
−1; s)vx/q2,sq2(n)
= C(x; s−1)vxq2,s/q2 (n) +D(x; s
−1)vx,s/q2 (n) + C(x
−1; s−1)vx/q2,s/q2(n),
where
C(x; s) = Ck(x; s) =
q−k(1 − qkxs)(1 − qk+2xs)
(1− x2)(1 − q2x2)
,
D(x; s) = Dk(x; s) =
q3−k(q−1 + q)(1 − qksx)(1 − qks/x)
(1− q2x2)(1− q2/x2)
.
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Proof. Note that pi(K−2) acts as multiplication by q−k−2n on F (N). Then the first identity follows
from the definition (3.10) of vx,s and from applying Lemma 3.8 with a = q
ks, b = qk/s. The second
identity follows from the first one using s↔ s−1 invariance of vx,s. 
We are now ready to realize pi(K−2,(j)) as an explicit q-difference operator. We use the following
notation. For i = 1, . . . , N let Ti be the elementary q-difference operator defined by
[Tif ](x) = f(x1, . . . , xi−1, xiq
2, xi+1, . . . , xN ).
For j ∈ {1, . . . , N} and ν = (ν1, . . . , νj) ∈ {−1, 0, 1}
j we define
Tν = T
ν1
1 · · · T
νj
j .
Proposition 5.10. For j = 1, . . . , N ρ(K−2,(j)) is the q-difference operator on P given by
ρ(K−2,(j)) =
∑
ν∈{−1,0,1}j
V (j)ν (x)Tν
where
V (j)ν (x) =
j∏
i=1
V
(j)
ν,i (x),
with
V
(j)
ν,j (x) = V
(j)
νj ,kj
(xj ;xj+1) =
{
Akj (x
νj
j ;xj+1), νj 6= 0,
Bkj (xj ;xj+1), νj = 0,
and for i = 1, . . . , j − 1
V
(j)
ν,i (x) = V
(j)
νi,νi+1,ki
(xi;xi+1) =

Aki(x
νi
i ;xi+1), νi 6= 0, νi+1 = 0,
Bki(xi;xi+1), νi = 0, νi+1 = 0,
Cki(x
νi
i ;x
νi+1
i+1 ), νi 6= 0, νi+1 6= 0,
Dki(xi;x
νi+1
i+1 ), νi = 0, νi+1 6= 0.
Here A and B are given in Lemma 3.5, and C and D are given in Lemma 5.9. In particular, the
multivariate Al-Salam–Chihara polynomials vx(n) satisfy∑
ν∈{−1,0,1}j
V (j)ν (x)[Tνv•(n)](x) = q
−
∑j
i=1
(ki+2ni) vx(n), j = 1, . . . , N.
Proof. Let us fix a number j. It suffices to prove the q-difference equations for the multivariate
Al-Salam–Chihara polynomials, which boils down to proving the identities[
pikj (∆
j−1(K−2))vxj
]
(nj) =
∑
ν∈{−1,0,1}j
V (j)ν (x)[Tνvxj ](nj).
Here we use notations similar as in the proof of Proposition 5.5; in particular
vxj (nj) =
j∏
i=1
vxi,xi+1,ki(ni).
We will show that, for l = 1, . . . , j,
pikj (∆
j−1(K−2))vxj =
l−1∏
i=1
piki(K
−2)vxi,xi+1,ki
×
∑
(νl,...,νj)∈{−1,0,1}j−l+1
V
(j)
(νl,...,νj)
(x)T(νl,...,νj)
j∏
i=l
vxi,xi+1,ki ,
(5.6)
where we use the notations
V
(j)
(νl,...,νj)
(x) =
j∏
i=l
V
(j)
ν,i (x) and T(νl,...,νj) = T
νl
l · · · T
νj
j .
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For l = 1 this is the desired result.
We prove (5.6) by backwards induction on l. For l = j the identity to prove is
pikj (∆
j−1(K−2)) vxj =
j−1∏
i=1
piki(K
−2) vxi,xi+1,ki
×
(
Akj (xj ;xj+1)vxjq2,xj+1,kj +Bkj (xj ;xj+1)vxj ,xj+1,kj +Akj (x
−1
j ;xj+1)vxj/q2,xj+1,kj
)
,
which is valid by Lemma 3.5. Next assume (5.6) holds for some l, then
pikj (∆
j−1(K−2)) vxj =F (x)pikl−1 (K
−2)vxl−1,xl,kl−1
×
∑
νl∈{−1,0,1}
V
(j)
νl,νl+1,kl
(xl;xl+1)T
νl
l vxl,xl+1,kl ,
where F (x) is a function (which can be made explicit) independent of xl. We rewrite the factor
pikl−1(K
−2)vxl−1,xl,kl−1 depending on the value of νl: for νl = 0 we use Lemma 3.5, for νl = 1 we
use the first identity in Lemma 5.9, and for νl = −1 we use the second identity in Lemma 5.9.
This leads to (5.6) for l − 1. 
We define another representation ρ˜ = ρ˜k of U
⊗N
q on P by
ρ˜(X) = Λ˜ ◦ pi(X) ◦ Λ˜−1, X ∈ U⊗Nq .
By Proposition 5.8 the operator ρ˜(Y˜
(j)
t,u) is multiplication by λt,yj . We also define for j = 1, . . . , N ,
K
2,(j) = 1⊗(N−j) ⊗∆j−1(K2) ∈ U⊗Nq .
ρ˜(K2,(j)) can be realized as an explicit q-difference operator on P . This is done in the same way
as we did above for ρ(K−2,(j)), and formally it is just replacing q by q−1. We omit most of the
details. First we need the analog of Lemma 5.9 for v˜y,t.
Lemma 5.11. The univariate Al-Salam–Chihara polynomials v˜y,t(n) satisfy
[pik(K
2)v˜y,t](n) = C˜(y; t)v˜y/q2,t/q2(n) + D˜(y; t)v˜y,t/q2(n) + C˜(y
−1; t)v˜yq2,t/q2(n)
= C˜(y; t−1)v˜y/q2,tq2(n) + D˜(y; t
−1)v˜y,tq2(n) + C˜(y
−1; t−1)v˜yq2,tq2(n),
where
C˜(y; t) = C˜k(y; t) =
qk(1− q−kty)(1− q−k−2ty)
(1− y2)(1 − y2/q2)
,
D˜(y; t) = D˜k(y; t) =
qk−3(q−1 + q)(1− q−kty)(1− q−kt/y)
(1− y2/q2)(1 − 1/x2q2)
.
With this lemma we can prove the analog of Proposition 5.10. The following notation will be
useful. For j ∈ {1, . . . , N} and ν = (ν1, . . . , νj) ∈ {−1, 0, 1}
j we define
Tˆν = T
ν1
N · · · T
νj
N−j+1.
Proposition 5.12. For j = 1, . . . , N ρ˜(K2,(j)) is the q-difference operator on P given by
ρ˜(K2,(j)) =
∑
ν∈{−1,0,1}j
V˜ (j)ν (y)Tˆν
where
V˜ (j)ν (y) =
j∏
i=1
V˜
(j)
ν,i (y),
with
V˜
(j)
ν,j (y) = V˜
(j)
νj ,kN−j+1
(yN−j+1; yN−j) =
{
A˜kN−j+1(y
νj
N−j+1; yN−j), νj 6= 0,
B˜kN−j+1(yN−j+1; yN−j), νj = 0,
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and for i = 1, . . . , j − 1
V˜
(j)
ν,i (x) = V˜
(j)
νi,νi+1,kN−i+1
(yN−i+1; yN−i) =

A˜kN−i+1(y
νi
N−i+1; yN−i), νi 6= 0, νi+1 = 0,
B˜kN−i+1(yN−i+1; yN−i), νi = 0, νi+1 = 0,
C˜kN−i+1(y
νi
N−i+1; y
νi+1
N−i), νi 6= 0, νi+1 6= 0,
D˜kN−i+1(yN−i+1; y
νi+1
N−i), νi = 0, νi+1 6= 0.
Here A˜ and B˜ are given in Lemma 3.8, and C˜ and D˜ are given in Lemma 5.11. In particular, the
multivariate Al-Salam–Chihara polynomials v˜y(n) satisfy∑
ν∈{−1,0,1}j
V˜ (j)ν (x)[Tˆνv•(n)](x) = q
∑
N
i=N−j+1
(ki+2ni) vy(n), j = 1, . . . , N.
6. Multivariate Askey-Wilson polynomials
In this section we define functions which are multivariate extensions of the Askey-Wilson poly-
nomials defined by (4.1). Similarly as in Section 4 we derive their main properties: orthogonality
relations and difference equations. We will also identify them with multiples of the Gasper and
Rahman multivariate Askey-Wilson polynomials (1.2).
Similar as in Section 4 we study the matrix elements of the change of base between the discrete
basis {v˜y | y ∈ S} of eigenfunctions of Y˜
(j)
t , j = 1, . . . , N , and the continuous basis {vx | x ∈ T
N}
of eigenfunctions of Y
(j)
s , j = 1, . . . , N .
Definition 6.1. For x ∈ TN and y ∈ S = Sk,t,q (see (5.5) for the set Sk,t,q), we define
Pβ(x,y) = 〈Muv˜y, vx〉H ,
where β is the ordered (N + 4)-tuple given by β = (s, t, u, k1, . . . , kN , q).
Observe that Pβ(x,y) = Λ(Muv˜y)(x) = Λ˜(Muvx)(y). We first show that these are multiples
of the multivariate Askey-Wilson polynomials defined by (1.2).
Theorem 6.2. For y = tq−Σ(k)−2Σ(m) ∈ S,
Pβ(x,y) = Cβ(x,y)PN (m;x;α | q
2),
where
Cβ(x,y) =
(αN+1αN+2q
2MN , αN+1q
2MN /αN+2; q
2)∞
(α1x
±1
1 ; q
2)∞
N∏
j=1
(
−
α20q
−2Mj−1
αj
)mj
q−mj(mj−1)
(α2j+1/α
2
j ; q
2)mj
,
with
(6.1) α0 = u, αN+2 = s, αj = uq
Kj−1+1/t for j = 1, . . . , N + 1,
Mj = Σ(m)j, Kj = Σ(k)j and M0 = 0 = K0.
Proof. From the definition (5.2) of the multivariate Al-Salam–Chihara polynomials and our defi-
nition (4.1) of the univariate Askey-Wilson polynomials we obtain
Pβ(x,y) =
N∏
j=1
〈Muv˜yj,yj−1,kj , vxj ,xj+1,kj 〉Hkj =
N∏
j=1
Pβj (xj , yj),
where βj = (xj+1, yj−1, u, kj , q). Recall here that xN+1 = s and y0 = t, and note that yj =
yj−1q
−kj−2mj . By Lemma 4.6 and the symmetry of the Askey-Wilson polynomials pn(x; a, b, c, d |q)
in its parameters a, b, c, d, a factor Pβj (xj , yj) is a multiple of the Askey-Wilson polynomial
pmj
(
xj ;
u
t
q1+Kj−1+2Mj−1 ,
1
ut
q1+Kj−1+2Mj−1 , xj+1q
kj ,
qkj
xj+1
| q2
)
,
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which is the j-th factor of the multivariate Askey-Wilson polynomial PN (m;x;α | q
2) as defined in
(1.2). The expression for Cβ(x,y) follows from the factor in front of the Askey-Wilson polynomial
in Lemma 4.6, i.e.
Cβ(x,y) =
N∏
j=1
(−ut)mjq−mj(1+Kj−1+2Mj−1)q−mj(mj−1)
(ux±1j+1q
1+Kj+2Mj/t; q2)∞
(q2kj ; q2)mj (ux
±1
j q
1+Kj−1+2Mj−1/t; q2)∞
.
This simplifies to the expression given in the theorem by cancelling common factors. 
Next we derive properties of the functions Pβ(x,y). We start with orthogonality.
Theorem 6.3. The set {Pβ( · ,y) | y ∈ S} is an orthogonal basis for H, with orthogonality
relations
〈Pβ( · ,y), Pβ( · ,y
′)〉H =
δy,y′
w˜(y)
.
Proof. The proof is essentially the same as the proof of Proposition 4.2. The orthogonality relations
follow from Pβ(x,y) = [Λ(Muv˜y)](x), the orthogonality relations of v˜y in Lemma 5.6, and unitarity
of Λ and Mu. 
Remark 6.4. From Theorem 6.2 it follows that the orthogonality relations from Theorem 6.3 are
equivalent to orthogonality relations of the multivariate Askey-Wilson polynomials PN (m;x;α)
with respect to the weight function
w(x)
(α1x
±1
1 , α1x
±1
1 ; q
2)∞
,
where w is defined by (5.4). Up to a multiplicative constant w is equal to
N∏
j=1
(x±2j ; q
2)∞
(αj+1x
±1
j+1x
±1
j /αj; q
2)∞
,
and α1 = α1/α
2
0, so we recover the orthogonality relations of PN (m;x;α) with respect to the
weight function (1.3) in base q2.
The multivariate Askey-Wilson polynomials Pβ(x,y) are simultaneous eigenfunctions of the
coproducts of the twisted primitive elements, i.e., for j = 1, . . . , N ,
[ρ(Y˜
(j)
t,u)Pβ(•, y)](x) = [Λ(pi(Y˜
(j)
t,u)Muv˜y)](x) = λt,yjPβ(x,y),
[ρ˜(Y(j)s,u)Pβ(x, •)](y) = [Λ˜(pi(Y
(j)
s,u)Muvx)](y) = λxN−j+1,sPβ(x,y).
Our goal is now to write these eigenvalue equations as explicit q-difference equations.
Theorem 6.5. For j = 1, . . . , N ρ(Y˜
(j)
t,u) is the q-difference operator given by
ρ(Y˜
(j)
t,u) =
∑
ν∈{−1,0,1}j
V
(j)
ν,β(x)Tν −
(
(u+ u−1)µxj+1
q−1 + q
− µt
)
Id
where,
V
(j)
ν,β(x) = V
(j)
ν (x)
(
(u+ u−1)µq2ν1x1
q−1 + q
+
(qu − q−1u−1)(µq2ν1x1 − µx1)
(q−1 − q)(q−1 + q)
− µt
)
,
with V
(j)
ν given in Proposition 5.10. In particular, the multivariate Askey-Wilson polynomials
Pβ(x,y) satisfy∑
ν∈{−1,0,1}j
V
(j)
ν,β(x)[TνPβ(•,y)](x) −
(
(u+ u−1)µxj+1
q−1 + q
− µt
)
Pβ(x,y) = λt,yj Pβ(x,y).
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Proof. First note that it follows from Y˜
(j)
t,u = ∆
j−1(Y˜t,u) ⊗ 1
⊗(N−j) that ρ(Y˜
(j)
t,u) acts only on the
variables x1, . . . , xj . So we may fix xj+1, . . . , xN , and consider only the action of ρkj(∆
j−1(Y˜t,u))
on appropriate functions in x1, . . . , xj .
Using Lemma 4.3 we can write ∆j−1(Y˜t,u) in terms of ∆
j−1(S) and ∆j−1(T ), where
∆j−1(S) = ∆j−1(K−2)∆j−1(Yxj+1 + µxj+11)− µxj+1∆
j−1(1),
∆j−1(T ) =
1
(q − q−1)
[
∆j−1(K−2)∆j−1(Yxj+1 + µxj+11)−∆
j−1(Yxj+1 + µxj+11)∆
j−1(K−2)
]
.
Note that we use here that S and T , which are defined in terms of Ys, are actually independent of
s. So we can conveniently replace s by xj+1. Now we use that ρkj (∆
j−1(Yxj+1 + µxj+11)) is mul-
tiplication by µx1 , and ρkj (∆
j−1(K−2)) is given as an explicit difference operator in Proposition
5.10. Recall here that K−2,(j) = ∆j−1(K−2)⊗ 1⊗(N−j). Then
ρkj (∆
j−1(S)) =
∑
ν∈{−1,0,1}j
µq2ν1x1V
(j)
ν (x)Tν − µxj+1Id,
and
ρkj(∆
j−1(T )) =
1
q−1 − q
∑
ν∈{−1,0,1}j
(µq2ν1x1 − µx1)V
(j)
ν (x)Tν .
This gives the following expression for ρkj(∆
j−1(Y˜t,u)),
ρkj(∆
j−1(Y˜t,u)) =
∑
ν∈{−1,0,1}j
V
(j)
ν,β(x)Tν −
(
(u+ u−1)µxj+1
q−1 + q
− µt
)
Id,
with
V
(j)
ν,β(x) = V
(j)
ν (x)
(
(u+ u−1)µq2ν1x1
q−1 + q
+
(qu − q−1u−1)(µq2ν1x1 − µx1)
(q−1 − q)(q−1 + q)
− µt
)
. 
To compare the difference equations for the multivariate Askey-Wilson polynomials in Theorem
6.5 with Iliev’s difference equation [15, Proposition 4.2], let us write the coefficients Vν,β in terms
of the parameters α0, . . . , αN+2 defined by (6.1). We have
V
(j)
ν,β =
1
q−1 − q
j∏
i=0
V
(j)
ν,β,i(x),
where for i = 0,
V
(j)
ν,β,i(x) =

−
qα0
α1
(1− α1
α2
0
xν11 )(1− α1q
−2x−ν11 ), ν1 6= 0,
(α0 + α
−1
0 )(x1 + x
−1
1 )
q−1 + q
−
(
qα0
α1
+
α1
qα0
)
, ν1 = 0,
and for i = 1, . . . , j,
V
(j)
ν,β,i(x) =

αi
αi+1
(1− αi+1αi xi+1x
νi
i )(1 −
αi+1
αi
x
νj
i
xi+1
)
(1− x
2νj
i )(1 − q
2x
2νj
i )
, νi 6= 0, νi+1 = 0,
q2(q−1 + q)(
qαj
αj+1
+
αj+1
qαj
)− q2(xj + x
−1
j )(xj+1 + x
−1
j+1)
(1− q2x2j)(1 − q
2x−2j )
, νi = 0, νi+1 = 0,
αi
αi+1
(1− αi+1αi x
νi+1
i+1 x
νi
i )(1 −
αi+1
αi
q2x
νi+1
i+1 x
νi
i )
(1− x2νii )(1 − q
2x2νii )
, νi 6= 0, νi+1 6= 0,
q3αi
αi+1
(q−1 + q)(1 − αi+1αi x
νi+1
i+1 xi)(1−
αi+1
αi
x
νi+1
i+1
xi
)
(1 − q2x2i )(1− q
2x−2i )
, νi = 0, νi+1 6= 0,
A QUANTUM ALGEBRA APPROACH TO MULTIVARIATE ASKEY-WILSON POLYNOMIALS 23
with the assumption νj+1 = 0. With these expressions and Theorem 6.2 it is a straightforward
calculation to show that the difference equations we obtained are equivalent to Iliev’s difference
equations.
An explicit expression for the difference operators ρ˜(Y
(j)
s,u) is obtained in the same way as in
Theorem 6.5. This gives explicit recurrence relations for the Askey-Wilson polynomials Pβ(x,y).
We just state the result here.
Theorem 6.6. For j = 1, . . . , N ρ˜(Y
(j)
t,u) is the q-difference operator given by
ρ˜(Y(j)s,u) =
∑
ν∈{−1,0,1}j
V˜
(j)
ν,β(y)Tˆν +
(
(u+ u−1)µyN−j
q−1 + q
− µs
)
Id
where
V˜
(j)
ν,β(y) = −V˜
(j)
ν (y)
(
(u+ u−1)µq−2νN yN
q−1 + q
+
(qu−1 − q−1u)(µq−2νN yN − µyN )
(q−1 − q)(q−1 + q)
− µs
)
,
with V˜
(j)
ν (y) given in Proposition 5.12. In particular, the multivariate Askey-Wilson polynomials
Pβ(x,y) satisfy∑
ν∈{−1,0,1}j
V˜
(j)
ν,β˜
(y)[TˆνPβ(x, •)](y) +
(
(u + u−1)µyN−j
q−1 + q
− µs
)
Pβ(x,y) = λxN−j+1,s Pβ(x,y),
for y ∈ S.
Note that V˜
(j)
ν,β(y) = V
(j)
ν,β˜
(yˆ), where β˜ = (t, s, u, kN , . . . , k1, q
−1).
7. Appendix
7.1. Convergence of the sum for Pβ(x, y). The function Pβ(x, y) is defined in (4.1) by
(7.1) Pβ(x, y) = 〈Muv˜y,t, vx,s〉H =
∞∑
n=0
ω(n)vx,s(n)v˜y,t(n)u
n,
where y = tq−k−2m ∈ S and x ∈ T. The eigenfunctions vx,s(n) and v˜y,t(n), see (3.10) and (3.14),
are Al-Salam–Chihara polynomials in base q2 and q−2, respectively. Using the expressions for these
polynomials as q-hypergeometric functions we show here that the sum for Pβ(x, y) converges.
We start with vx,s(n). Applying transformation formulas [7, (III.2)] and then [7, (III.31),(III.1)]
gives
vx,s(n) = γnx
n(qk/sx; q2)n 2ϕ1
(
q−2n, qksx
q2−2n−ksx
; q2,
sq2−k
x
)
= γnx
n (q
k/sx; q2)n(sq
k/x; q2)∞
(sq2−k/x; q2)∞
2ϕ1
(
q2−ksx, q2−2k−2n
q2−2n−ksx
; q2,
sqk
x
)
=
γnc(x)x
n
(q2k+2n; q2)∞
2ϕ1
(
qksx, qkx/s
q2x2
; q2, q2+2n
)
+ idem(x↔ x−1)
where
γn =
q−n(k−1)/2
(q2; q2)n
,
c(x) =
(qks/x, qk/sx; q2)∞
(1/x2; q2)∞
.
So for n→∞
(7.2) vx,s(n) ∼ C q
−n(k−1)/2
(
c(x)xn + c(x−1)x−n
)
, x ∈ T,
where C is a constant independent of n.
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Next we consider v˜y,t(n). This function can be written as
v˜tq−k−2m,t(n) = γ˜nc˜m 2ϕ1
(
q−2m, q2m+2k/t2
q2/t2
; q2, q2n+2
)
,
with
γ˜n = t
−nqn(3−k)/2
(q2k; q2)n
(q2; q2)n
,
c˜m = (−1)
mt2mq−m(m+1)
(q2/t2; q2)m
(q2k; q2)m
.
Then for n→∞,
(7.3) v˜tq−k−2m,t(n) ∼ Ct
−nqn(3−k)/2,
where C is independent of n.
The weight function ω satisfies
ω(n) = qn(k−1)
(q2; q2)n
(q2k; q2)n
= O(qn(k−1)), n→∞,
Then from (7.2) and (7.3) it follows that the summand in (7.1) is of order O((q/t)n), so that the
sum (7.1) converges absolutely (recall that |t| ≥ q−1 and u ∈ T).
Furthermore, for x = sqk+2m, m ∈ N, we have c(x) = 0, so that
vx,s(n) ∼ Cc(x
−1)x−n, n→∞.
We see that in this case the sum (7.1) converges absolutely if |t| > qk+2m+1.
7.2. Evaluation of Pβ(x, tq
−k). By inserting in (7.1) explicit expressions for vx,s(n) and v˜tq−k,t(n)
in terms of q-hypergeometric functions and using x↔ x−1 invariance, we obtain
Pβ(x, tq
−k) =
∞∑
n=0
(qu
xt
)n (qkx/s; q2)n
(q2; q2)n
2ϕ1
(
q−2n, qks/x
q2−2n−ks/x
; q2, sxq2−k
)
.(7.4)
We write the 2ϕ1 function as a sum and interchange the order of summation
∞∑
n=0
n∑
m=0
An,m =
∞∑
m=0
∞∑
n=m
An,m.
Then replace n−m = l and use the identity
(q−2l−2m; q2)m
(sq2−k−2l−2m/x; q2)m
=
(qkx/s; q2)l(q
2; q2)l+m
(q2; q2)l(qkx/s; q2)l+m
(
xqk−2
s
)m
to find
Pβ(x, tq
−k) =
∞∑
m=0
(qks/x; q2)m
(q2; q2)m
(qux
t
)m ∞∑
l=0
(qkx/s; q2)l
(q2; q2)l
(qu
xt
)l
.
Recall that s, u, x ∈ T and |t| ≥ q−1, then we see that both sums converge. They can be evaluated
using the q-binomial formula [7, (II.3)], leading to
Pβ(x, tq
−k) =
(qk+1us±1/t; q2)∞
(qux±1/t; q2)∞
.
7.3. Overview of various Hilbert spaces.
In Sections 3 and 4 we use the following Hilbert spaces of univariate complex-valued functions:
• H = Hk is the representation space of pik. It is the Hilbert space of functions on N with
inner product
〈f, g〉H =
∑
n∈N
f(n)g(n)ω(n),
ω(n) = ωk(n) = q
n(k−1) (q
2; q2)n
(q2k; q2)n
.
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• H = Hk,s is the representation space of ρk,s. It is the Hilbert space of function on T
which are invariant under x↔ x−1, with inner product
〈f, g〉H =
1
4pii
∫
T
f(x)g(x)w(x)
dx
x
,
w(x) = wk,s(x) =
(q2, q2k, x±2; q2)∞
(qks±1x±1; q2)∞
.
• H˜ = H˜k,t is the representation space of ρ˜k,t. It is the Hilbert space of functions on
S = Sk,t,q = {tq
−k−2m | m ∈ N}, with inner product
〈f, g〉H˜ =
∑
y∈S
f(y)g(y) w˜(y),
w˜(y) = w˜k,t(y) =
1− q4m+2k/t2
1− q2k/t2
(q2k/t2, q2k; q2)m(q
2m+2/t2; q2)∞
(q2; q2)m(q2k+2/t2; q2)∞
t−2mq2m
2
,
for y = tq−k−2m,m ∈ N.
In Sections 5 and 6 we use the following Hilbert spaces of multivariate complex-valued functions:
• H = Hk is the representation space of pik. It is the Hilbert space of functions on N
N with
inner product
〈f, g〉H =
∑
n∈NN
f(n)g(n)ω(n),
ω(n) = ωk(n) =
N∏
j=1
ωkj (nj) =
N∏
j=1
(q2; q2)nj
(q2kj ; q2)nj
qnj(kj−1).
• H = Hk,s is the representation space of ρk,s. It is the Hilbert space of functions on T
N
which are invariant under xj ↔ x
−1
j , j = 1, . . . , N , with inner product
〈f, g〉H =
∫
TN
f(x)g(x)w(x)
dx
x
,
w(x) = wk,s(x) =
N∏
j=1
wkj ,xj+1(xj) =
N∏
j=1
(q2, q2kj , x±2j ; q
2)∞
(qkjx±1j+1x
±1
j ; q
2)∞
.
• H˜ = H˜k,t is the representation space of ρ˜k,t. It is the Hilbert space of functions on
S = Sk,t,q =
{
tq−Σ(k)−2Σ(m) |m ∈ NN
}
, with inner product
〈f, g〉H˜ =
∑
y∈S
f(y)g(y) w˜(y),
w˜(y) =
N∏
j=1
w˜kj ,yj−1(yj) =
N∏
j=1
(
q2Kj−1+4Mj−1+2mj
t2
)mj 1− q2Kj+4Mj/t2
1− q2Kj+4Mj−1/t2
×
(q2Kj+4Mj−1/t2, q2kj ; q2)mj (q
2Kj−1+4Mj−1+2mj+2/t2; q2)∞
(q2; q2)mj (q
2Kj+4Mj−1+2/t2; q2)∞
,
where y = tq−Σ(k)−2Σ(m), Mj = Σ(m)j =
∑j
i=1mi, Kj = Σ(k)j =
∑j
i=1 ki and
M0 = 0 = K0.
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