Sparse Identification of Nonlinear Dynamics with Control (SINDYc) by Brunton, Steven L. et al.
Sparse Identification of Nonlinear
Dynamics with Control (SINDYc) ?
Steven L. Brunton ∗ Joshua L. Proctor ∗∗ J. Nathan Kutz ∗∗∗
∗Department of Mechanical Engineering, University of Washington,
Seattle, WA 98195 USA (e-mail: sbrunton@uw.edu)
∗∗ Institute for Disease Modeling, Bellevue, WA 98004 USA, (e-mail:
joproctor@intven.com)
∗∗∗Department of Applied Mathematics, University of Washington,
Seattle, WA 98195 USA, (e-mail: kutz@uw.edu)
Abstract: Identifying governing equations from data is a critical step in the modeling and
control of complex dynamical systems. Here, we investigate the data-driven identification of
nonlinear dynamical systems with inputs and forcing using regression methods, including sparse
regression. Specifically, we generalize the sparse identification of nonlinear dynamics (SINDY)
algorithm to include external inputs and feedback control. This method is demonstrated on
examples including the Lotka-Volterra predator–prey model and the Lorenz system with forcing
and control. We also connect the present algorithm with the dynamic mode decomposition
(DMD) and Koopman operator theory to provide a broader context.
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1. INTRODUCTION
The data-driven modeling of complex systems is currently
undergoing a revolution. There is unprecedented availabil-
ity of high-fidelity measurements from historical records,
numerical simulations, and experimental data, and recent
developments in machine learning and compressed sensing
make it possible to extract more from this data. Systems
of interest, such as a turbulent fluid, an epidemiological
system, a network of neurons, financial markets, or the cli-
mate, are high-dimensional, nonlinear, and exhibit multi-
scale phenomena in both space and time. However, many
systems evolve on a low-dimensional attractor that may be
characterized by large-scale coherent structures (Holmes
et al., 2012; Holmes and Guckenheimer, 1983).
System identification comprises a large collection of meth-
ods to characterize a dynamical system from data. Many
techniques in system identification (Ljung, 1999), includ-
ing dynamic mode decomposition (DMD) (Schmid and
Sesterhenn, 2008; Rowley et al., 2009; Schmid, 2010; Tu
et al., 2014) and DMD with control (DMDc) (Proctor
et al., 2016a), are designed to handle high-dimensional
data with the assumption of linear dynamics; histori-
cally, there have been relatively few techniques to identify
nonlinear dynamical systems from data. However, DMD
has strong connections to nonlinear dynamics through
Koopman operator theory (Koopman, 1931; Mezic´ and
Banaszuk, 2004; Mezic´, 2005), which spurred significant
interest and developments (Rowley et al., 2009; Tu et al.,
2014; Budiˇsic´ et al., 2012; Mezic, 2013).
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A recent breakthrough in nonlinear system identifica-
tion (Schmidt and Lipson, 2009) uses genetic program-
ming (Koza et al., 1999) to construct families of candidate
nonlinear functions for the rate of change of state variables
in time. A parsimonious model is chosen from this family
by finding a Pareto optimal solution that balances model
complexity with predictive accuracy. In a related model-
ing framework, we have developed an algorithm for the
sparse identification of nonlinear dynamics (SINDY) from
data (Brunton et al., 2016b), relying on the fact that most
dynamical systems of interest have relatively few nonlinear
terms in the dynamics out of the family of possible terms
(i.e., polynomial nonlinearities, etc.). This method uses
sparsity promoting techniques to find models that auto-
matically balance sparsity in the number of terms with
model accuracy. An earlier related algorithm (Wang et al.,
2011) uses compressed sensing (Donoho, 2006; Cande`s,
2006; Baraniuk, 2007), while our algorithm uses sparse
regression (Tibshirani, 1996) to handle measurement noise
and overdetermined cases when we have more time snap-
shots than state measurements.
There are many other interesting methods recently de-
veloped to incorporate sparsity and nonlinear dynam-
ics (Schaeffer et al., 2013; Ozolin¸sˇ et al., 2013; Mackey
et al., 2014). In addition, there are numerous exciting
directions in equation-free modeling (Kevrekidis et al.,
2003), including the Perron-Frobenius operator (Froyland
and Padberg, 2009), cluster reduced-order models based
on probabilistic transition between various system behav-
iors (Kaiser et al., 2014), and methods for uncertainty
quantification and subspace analysis in turbulent flows and
the climate (Majda and Harlim, 2007; Majda et al., 2009;
Sapsis and Majda, 2013).
Beyond modeling, a goal for many complex systems is
active feedback control, as in many fluid dynamic appli-
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cations (Brunton and Noack, 2015). Extending the data-
driven methods above to disambiguate between the effects
of dynamics and actuation is a critical step in develop-
ing nonlinear input–output models that are suitable for
control design. Similar to the extension of dynamic mode
decomposition to include the effects of control (Proctor
et al., 2016a), here we extend the SINDY algorithm (Brun-
ton et al., 2016b) to include external inputs and control.
We also demonstrate the relationship of SINDY, with and
without control, to DMD and Koopman methods, conclud-
ing that each of these are variations of model identification
from data using advanced regression techniques.
2. MODEL IDENTIFICATION VIA REGRESSION
Here we review various techniques in system identification,
including dynamic mode decomposition (DMD), Koopman
analysis, and the sparse identification of nonlinear dynam-
ics (SINDY). Each of these methods is cast as a regression
problem of data onto models, and the schematic overview
of these methods is shown in Fig. 1.
2.1 Dynamic mode decomposition
The dynamic mode decomposition (DMD) originated in
the fluids community to extract spatial-temporal coherent
structures from fluid data sets (Schmid and Sesterhenn,
2008; Rowley et al., 2009; Schmid, 2010; Tu et al., 2014).
DMD modes are spatially coherent and oscillate at a
fixed frequency and/or growth or decay rate. Since fluids
data is typically high-dimensional, DMD is built on the
proper orthogonal decomposition (POD) (Holmes et al.,
2012), effectively recombining POD modes in a linear
combination to enforce the temporal coherence.
First, we collect multiple snapshots of high-dimensional
fluid data in time xk = x(k∆t) ∈ Rn, where n represents
the number of spatial measurements, which may easily
represent millions or billions of degrees of freedom. In
DMD, we seek a linear operator A that approximately
relates these snapshots, at least for short periods of time:
xk+1 ≈Axk. (1)
If we collect m+ 1 snapshots and arrange in two matrices:
X =
[
x1 x2 · · · xm
]
, X′ =
[
x2 x3 · · · xm+1
]
, (2)
it is possible to related these matrices by:
X′ ≈ AX. (3)
In principle, for low-dimensional data it is possible to solve
directly for the best-fit linear operator A¯ that minimizes
‖X′− A¯X‖F using a least-squares regression, where ‖ · ‖F
is the Frobenius norm. Numerically, the singular value
decomposition (SVD) is used to apply the pseudo-inverse
of X to both sides of Eq. (3). However, when the state
dimension n is large, then A is high-dimensional with n2
elements, and might not be representable computationally.
Instead, we apply the proper orthogonal decomposition to
the data X and compute a reduced operator A˜ that acts on
POD coefficients. It is possible to reconstruct the leading
eigenvalues and eigenvectors of the high-dimensional A
matrix from the eigendecomposition of A˜.
(1) Compute the economy-sized SVD of X:
X = UΣV∗, (4)
where U ∈ Rn×m, Σ ∈ Rm×m, and V ∈ Rm×m.
(2) Compute the projection of the least-square solution
A¯ = X′X† onto POD modes, given by the columns
of U, where X† = VΣ−1U∗ is the psuedo-inverse:
A˜ = U∗A¯U = U∗X′VΣ−1. (5)
Note that A˜ is an m × m matrix, where m is the
number of time snapshots; this matrix advances POD
coefficients forward in time.
(3) Compute the eigendecomposition of A˜:
A˜W = WΛ. (6)
(4) The eigenvalues in Λ are also eigenvalues of the full A
matrix, and these are called DMD eigenvalues. The
corresponding eigenvectors of A, called DMD modes,
are constructed as (Tu et al., 2014):
Φ = X′VΣ−1W. (7)
It is also possible to truncate the SVD at order r, retaining
only the first r POD modes, and resulting in an r×r matrix
A˜. The DMD modes φ are spatially coherent and oscillate
and/or grow or decay at the fixed frequency λ.
The dynamic mode decomposition has been applied to a
wide range of problems including fluid mechanics (Rowley
et al., 2009; Tu et al., 2014; Mezic, 2013), epidemiol-
ogy (Proctor and Echhoff, 2015), neuroscience (Brunton
et al., 2016a), robotics (Berger et al., 2015), and video
processing (Grosek and Kutz, 2014; Erichson et al., 2015).
However, many of these applications have the ultimate
goal of closed-loop feedback control.
2.2 Dynamic mode decomposition with control
To disambiguate the effect of internal dynamics from ac-
tuation or external inputs, the dynamic mode decomposi-
tion with control (DMDc) was developed (Proctor et al.,
2016a). In DMDc, the linear state dynamics in Eq. (1) are
augmented to include the effect of actuation inputs u:
xk+1 ≈Axk + Buk. (8)
We still collect the state snapshots from Eq. (2), but now
we collect an additional matrix for the control history:
Υ =
[
u1 u2 · · · um
]
. (9)
In DMDc, A and B are approximated from data via:
X′ ≈ [A B]
[
X
Υ
]
. (10)
2.3 Koopman analysis
DMD is connected to nonlinear systems via the Koop-
man operator (Mezic´ and Banaszuk, 2004; Mezic´, 2005;
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Fig. 1. Overview of various methods that use regression to identify dynamics from data.
Rowley et al., 2009; Tu et al., 2014). The Koopman op-
erator (Koopman, 1931) is an infinite-dimensional linear
operator that describes how a measurement function y(x)
evolves through nonlinear dynamics:
xk+1 = f(xk). (11)
The Koopman operator K acts on the Hilbert space of
scalar measurement functions y(x) as:
Ky(xk) = y(f(xk)) = y(xk+1). (12)
That is, the Koopman operator acts on y by the composi-
tion of y with the dynamic update f .
The DMD algorithm approximates the spectrum of the
Koopman operator using linear observable functions (i.e.,
the observable functions are linear functions of the state, as
in y(xk) = xk). However, it was recently shown that linear
measurements are not sufficiently rich to analyze nonlinear
systems (Williams et al., 2014), resulting in the extended
DMD (eDMD), which performs a similar DMD regression,
but on an augmented data matrix including nonlinear
state measurements. Since this algorithm is expensive
numerically, a kernel trick was implemented to make the
eDMD method as computationally efficient as standard
DMD (Williams et al., 2015).
2.4 Koopman with inputs and control
Similar to how DMD was extended to include inputs and
control, Koopman analysis has recently been extended
to include inputs and control (Proctor et al., 2016b). In
this Koopman with inputs and control (KIC) framework,
scalar measurements of the state and control y(x,u) are
advanced through nonlinear dynamics with control:
xk+1 = f(xk,uk). (13)
The Koopman with control operator K∗ is given by:
K∗y(xk,uk) = y(f(xk,uk), ∗) = y(xk+1, ∗). (14)
It is important to note that there is a parameterized family
of Koopman with control operators K∗, as there is a choice
of which future control input ∗ to use. It has been shown
that Koopman with inputs and control reduces to DMDc
for linear dynamical systems, much as Koopman analysis
is numerically computed using DMD for linear systems.
2.5 Sparse identification of nonlinear dynamics (SINDY)
The SINDY algorithm identifies fully nonlinear dynamical
systems from measurement data. This relies on the fact
that many dynamical systems have relatively few terms in
the right hand side of the governing equations:
d
dt
x = f(x). (15)
Given a library of candidate nonlinear functions,
ΘT (X) =

1
X
X2
...
sin(X)
sin(2X)
...

, (16)
where X is the same data matrix as in Eq. (2), we may
write our dynamical system as:
X˙ = ΞΘT (X). (17)
The coefficients Ξ in this library are sparse for most
dynamical systems. Therefore, we employ sparse regres-
sion to identify a sparse Ξ corresponding to the fewest
nonlinearities in our library that give good model per-
formance. Choosing a library of candidate dynamics is
a crucial choice int he SINDY algorithm. The algorithm
may be extended to include support for more general
nonlinearities. It may also be possible to test different
libraries (polynomials, trigonometric functions, etc.) and
also incorporate partial knowledge of the physics (fluids
vs. quantum mechanics, etc.).
Notice that if ΘT (X) = X, then Eq. (17) is equivalent
to DMD with Ξ = A. Each row of Eq. (17) represents a
row in Eq. (15), and the sparse vector of coefficients ξk
corresponding to the k-th row of Ξ is found using a sparse
regression algorithm, such as LASSO (Tibshirani, 1996):
ξk = argminξk‖X˙k − ξkΘT (X)‖2 + α‖ξk‖1, (18)
where X˙k represents the k-th row of X˙. The ‖ · ‖1
term promotes sparsity in the coefficient vector ξk. The
parameter α is selected to identify the Pareto optimal
model that best balances low model complexity with
accuracy. A coarse sweep of α is performed to identify
the rough order of magnitude where terms are eliminated
and where error begins to increase. Then this parameter
sweep may be refined.
To approximate derivatives from noisy state measure-
ments, the SINDY algorithm uses the total variation reg-
ularized derivative (Rudin et al., 1992; Chartrand, 2011).
3. SPARSE IDENTIFICATION OF NONLINEAR
DYNAMICS WITH CONTROL (SINDYc)
Here, we generalize the SINDY method to include inputs
and control. In particular, we now consider the nonlinear
dynamical system with inputs u:
d
dt
x = f(x,u). (19)
The SINDY algorithm is readily generalized to include
actuation, as this merely requires building a larger library
Θ(x,u) of candidate functions that include u; these func-
tions can include nonlinear cross terms in x and u. This
extension requires measurements of the state x as well as
the input signal u. This generalization is shown in Fig. 1
in terms of the overarching regression framework.
If the signal u corresponds to an external forcing, then we
solve for the sparse coefficients Ξ in the following:
X˙ = ΞΘT (X,Υ). (20)
However, if the signal u corresponds to a feedback control
signal, so that u = k(x), then it is impossible to disam-
biguate the effect of the feedback control u with internal
feedback terms k(x) within the dynamical system; namely,
the SINDY regression becomes ill-conditioned. In this case,
we may identify the actuation u as a function of the state:
Υ = ΞuΘ
T (X). (21)
To identify the coefficients Ξ in Eq. (20), we perturb the
signal u to allow it to be distinguished from k(x) terms.
This may be done by injecting a sufficiently large white
noise signal, or occasionally kicking the system with a large
impulse or step in u. An interesting future direction would
be to design input signals that aid in the identification of
the dynamical system in Eq. (19) by perturbing the system
in directions that yield high-value information.
4. EXAMPLE SYSTEMS
Here, we demonstrate the SINDY with control algorithm
on a simple example predator-prey model with forcing and
on the Lorenz equations with external forcing and control.
4.1 Predator-prey model
A predator-prey model with forcing is given by:
x˙1 = ax1 − bx1x2 + u2, (22a)
x˙2 =−cx2 + dx1x2 (22b)
The variable x1 represents the size of the prey population
and x2 represents the size of the predator population; the
prey species is actuated with u2. The parameters a, b, c,
and d represents the various growth/death rates, the effect
of predation on the prey population, and the growth of
predators based on the size of the prey population.
In this example, we force the system sinusoidally with
u(t) = 2 sin(t) + 2 sin(t/10), and the population response
is shown in Fig. 2 (grey and black). The first 100 time
units are used to train the SINDY and SINDYc algorithms,
(a) No forcing or control (b) Forcing: g(u) = u3
u(t) = .5 + sin(40t)
(c) Control: g(u) = u
u(t) = 26− x(t) + d(t)
Fig. 3. Lorenz system without forcing or control (a), with forcing (b), and with feedback control (c). In each case, the system is integrated
for 50 time units with a ∆t = .001 with the parameters σ = 10, β = 8/3, and ρ = 28.
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Fig. 2. SINDY and SINDYc model predictions for the force Lotka-
Volterra system in Eq. (22). The training data consists of the
Lotka-Volterra system with periodic forcing.
after which they are validated on the next 100 time units
of forced data. The naive application of SINDY without
knowledge of the input results in an unstable model (blue),
while the SINDYc algorithm correctly identifies the model
structure and parameters in Eq. (22) to within machine
precision in the absence of measurement noise; the SINDYc
reconstruction is shown in red.
4.2 Lorenz equations
We also test the SINDYc method on the Lorenz equations:
x˙= σ(y − x) + g(u) (23a)
y˙ = x(ρ− z)− y (23b)
z˙ = xy − βz. (23c)
These equations are examined with various forcing and
control models, as shown in Fig. 3. In the case of an
external forcing, as in Fig. 3 (b), the SINDYc algorithm
correctly identifies the model and nonlinear input terms.
In the case that the Lorenz system is being actively
controlled by state feedback, as in Fig. 3 (c), we must add
a perturbation signal d(t) to the input to disambiguate
the effect of state feedback via u from internal dynamics.
For this problem, we use an additive white noise process.
In this example, we train the models using 20 time units
of controlled data, and validate them on another 20 time
units where we switch the forcing to a periodic signal
u(t) = 50 sin(10t). The SINDY algorithm does not capture
the effect of actuation, while SINDYc correctly identifies
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Fig. 4. SINDY and SINDYc predictions for the controlled Lorenz
system in Eq. (23). Training data consists of the Lorenz system
with state feedback as in Fig. 3 (c). After the training period,
the input u switches to a periodic signal u(t) = 50 sin(10t).
the model and predicts the behavior in response to a new
forcing that was not used in the training data.
5. DISCUSSION
In this work, we have generalized the sparse identification
of nonlinear dynamics (SINDY) algorithm to include in-
puts and control. This involved generalizing the library of
candidate nonlinear terms to include functions not only
of the state x, but also of the input u, including cross
terms between state and input. This new algorithm is cast
in an overarching regression framework in Fig. 1, relating
it to other algorithms that determine models from data,
including dynamics mode decomposition (DMD), DMD
with control, extended DMD, and Koopman analysis.
The new method has been tested on a predator prey model
and the Lorenz system with various forcing and control
models. The proposed algorithm should scale to the same
class of problems where SINDY is useful, since they are
built on the same computational architecture.
There are a number of interesting directions to extend this
work. First, it is important to determine optimal strategies
to disambiguate the effect of a state-feedback control signal
from internal state dynamics; this may be achieved by
additive white noise on the input signal or occasional kicks
to the system, but understanding the tradeoffs and benefits
of these strategies will be useful. More importantly, it is
likely possible to design input sequences that optimally
probe complex systems to extract high-value information
that will be useful to characterize the system. For example,
perhaps perturbing some systems off-attractor will provide
valuable information about nonlinear terms in the dynam-
ics if the on-attractor data may strongly resemble a linear
system. If the state and control variables have different
levels of sparsity, it may be possible to use a weighted con-
vex optimization to penalize the state and control sparsity
separately. It may also important to improve the model
identification if the control law u = k(x) is known. These
are promising areas of current and future research.
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