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Abstract
In this work, we investigate the performance of a millimeter waves (mmWaves) cellular system with
free space optical (FSO) backhauling. MmWave channels are subject to Nakagami-m fading while the
optical links experience the Double Generalized Gamma including atmospheric turbulence, path loss
and the misalignment between the transmitter and the receiver aperture (also known as the pointing
errors). The FSO model also takes into account the receiver detection technique which could be either
heterodyne or intensity modulation and direct detection (IM/DD). Each user equipment (UE) has to be
associated to one serving base station (BS) based on the received signal strength (RSS) or Channel State
Information (CSI). We assume partial relay selection (PRS) with CSI based on mmWaves channels to
select the BS associated with the highest received CSI. Each serving BS decodes the received signal
for denoising, converts it into modulated FSO signal, and then forwards it to the data center. Thereby,
each BS can be viewed as a decode-and-forward (DF) relay. In practice, the relay hardware suffers
from nonlinear high power amplification (HPA) impairments which, substantially degrade the system
performance. In this work, we will discuss the impacts of three common HPA impairments named
respectively, soft envelope limiter (SEL), traveling wave tube amplifier (TWTA), and solid state power
amplifier (SSPA). Novel closed-forms and tight upper bounds of the outage probability, the probability
of error, and the achievable rate are derived. Capitalizing on these performance, we derive the high SNR
asymptotes to get engineering insights into the system gain such as the diversity order.
Index Terms
Hardware impairments, Outdated Channel State Information, cellular networks, Millimeter waves,
FSO backhauling.
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2I. INTRODUCTION
With the rapid increase of the internet base, the mobile stations, and the extremely high
demand for bandwidth, the microwave Radio Frequency (RF) cellular systems have reached a
saturation level owing to the limited spectrum, and expensive access licence. Although, many
research attempts in cognitive radio allow parallel utilization of the bandwidth between the
primary and secondary users, the last ones still suffer from the spectrum drought since they are
always leveraging from some spectrum holes left by the primary users. Moreover, the backhaul
network cannot support the big data flow even for the licenced primary ones.
Moreover, the backhaul network cannot support the big data flow even for the licenced primary
ones. Recent attempts have proposed the usage of optical fibers (OF) as a solution for the
backhaul network congestion. However, for ultra dense cellular networks, a large number of OF
are needed given that these cable installations are very costly and the space installation of such
cables to serve large number of cells/users are limited and even restricted in some areas.
A. Motivation
To support such network densification, millimeter waves (mmWaves) technology, which refers
to the spectrum from 28 to 300 GHz, has emerged as a promising solution to replace microwave
communications. In fact, mmWaves provide a large available spectrum and increase the cellular
network capacity thanks to the high bandwidth offered by such technology [1]. In addition,
mmWaves technology is becoming practical and has available commercial products such as
IEEE 802.11 ad wireless gigabit alliance (WiGig), 5G modem, and 5G NR mmwave prototype,
etc [2], [3]. In addition, mmWaves technology has tremendous applications in the vehicular
communications area, in particular, for self-driving vehicles requiring a big data exhange with
road side units (RSU) to enhance the vehicle awareness and avoid potential accidents [4], [5].
Free Space Optical (FSO) communications has been recently proposed as an alternative or
complementary solution to both RF and OF due to its flexibility, free spectrum access licence,
power efficiency, cost effectiveness, no installation restriction and most importantly it is a way to
densify the cellular networks with limited congestion and delays [6], [7]. Due to these advantages,
FSO is seen as the corner stone of the-fifth generation since it is predicted to achieve 25 times the
3average cell throughput, 10 times the spectral/energy efficiency, 1000 times the system capacity
and from 10 to 100 times the data rate compared to the LTE or the fourth-generation (4G)
[8], [9]. Besides, FSO systems employ a narrow laser beam which offers a high security level,
immunity to electromagnetic interference and operating frequencies above 300 GHz. Because
of these advantages, FSO technology has been considered as a possible solution for the last
mile problem to bridge the bandwidth gap between the end-users and the OF backbone network.
Moreover, the FSO technology has been also applied over the following applications such as
enterprise/campus connectivity, video surveillance and monitoring, redundant link and disaster
recovery, security and broadcasting [6].
To improve the coverage and the scalability of the network, one solution is to implement
the relays between the transmitter (Tx) and the receiver (Rx). Because of this advantage, co-
operative relaying-assisted communication is considered as one of the key technologies for the
next generation wireless communications because it plays an important role in improving the
Quality of Service (QoS), reliability and coverage [10]. The majority of the research attempts
investigated mixed RF/FSO system considering various relaying schemes. The most prominent
ones are Amplify-and-Forward (AF) [11]–[13], Decode-and-Forward (DF) [14], Quantize-and-
Encode (QE) [15], and Quantize-and-Forward (QF) [16]. Moreover, many research attempts
have assumed systems employing either single or multiple relays. For the single relay system,
there is only one way to forward the signal to the destination through the relay. For serial
multiple relays, also called multihop relaying systems, recent works have investigated this topic.
Specifically, the works [17]–[19] have studied the performance analysis of multihop relaying
systems, in particular, they derived the probability of outage, and the ergodic capacity. In
addition, the work [19] also derived the performance analysis of mesh networks and compared
the outcomes with those of mixed RF/FSO multihop relaying systems while assuming nonlinear
relay power amplifiers. For parallel deployment of multiple relays, there are two possible ways
either sending parallel transmissions when simultaneously activate all the relays or selecting one
relay among the total set. In fact, there are many relay selection protocols such as opportunistic
relay selection, partial relay selection [20], distributed switch and stay, max-select protocol and
all active relaying [21]. The latter is not convenient since the optical front-end receiver will
experience synchronization problems.
4B. Literature
For reliable communications, mmWaves technology is dedicated for short range communi-
cations. Due to its high frequencies, mmWaves suffers from the severe pathloss experienced
during the free space propagation. The link budgets become more subject to degradation when the
distance between the Tx and the Rx gets larger since the received power is inversely proportional
to the distance. To address this shortcoming, mmWaves systems involve the implementation of
multiple antennas to provide an additional array gain in order to compensate for the pathloss
severity. Also the multiple antennas setting reduces the effects of the interference by using high
directional antennas or sectorized arrays. Moreover, mmWaves systems usually achieve low
signal-to-interference-plus-noise ratio (SINR) as the bandwidth is very high, yielding a severe
noise power at the Rx. On the other side, mmWaves systems are mainly characterized by the
high achievable rate which is the main motivation behind the introduction of the fifth generation
(5G). For this purpose, mmWaves links are employed in dense microcells where low power and
high data rate in Gbps are required for exchanging flow data between the UEs, whereas sub-6
GHz is used for macrocells where low data rate and high power links are required to exchange
the data between the long-distant macrocells.
Previous work have proposed various channel models for the optical fading. In fact, Lognormal
distribution is widely employed to statistically model the optical irradiance [22] since it provides
a good fit to the experimental data for weak turbulence. However, Lognormal model largely
deviates from the experimental data as the atmospheric turbulence becomes more severe. To
overcome this shortcoming, recent work have proposed the so-called Gamma-Gamma (G2) [23]
as a model for the FSO fading since it provides a good fit to the experimental data for a wider
range of the atmospheric turbulences compared to the Log-normal distribution. However, G2 fails
to provide a good fit with the experimental data especially at the tails. Since the calculation of
the fade and the detection probability are essentially based on the tail of the probability density
function (pdf), underestimation or overestimation of the tail region affects the performance
analysis accuracy and certainly leads to erroneous results. To address this problem, Kashani
et. al [24] introduced a new efficient optical fading model called Double Generalized Gamma
(DGG) which not only reflects a wide range of the atmospheric turbulences but also it provides
a good fit to the experimental data particularly at the tail region.
5As the optical signal propagates in free-space, it is susceptible not only to the atmospheric
turbulences but also to the path loss and the pointing errors as well. The path loss is basically
depends on the link distance and the atmospheric attenuation which describes the weather
conditions going from clear air, hazy, rainy and foggy. The work [22], [25] provide some
typical values of the atmospheric attenuations describing the corresponding weather conditions.
Moreover, the optical signal is also subject to the pointing errors which can be described as
the misalignment between the laser-emitting relay and the receiver photodetector. In fact, this
misalignment is mainly caused by the building sway and seismic activities resulting in the
pointing errors that may arise severely as the relays and the receiver are located on tall buildings.
The pointing errors can be interpreted as an additional FSO fading that requires an accurate model
to quantify its impact on the FSO signal. Uysal et. al [26] have proposed various models for the
radial displacement of the pointing errors assuming a Gaussian laser beam. The most general
model proposed is called Beckmann pointing errors model and there are various special cases
derived from it. Previous work have assumed that the radial displacement can be modeled as
Rician [27], Hoyt [28], Non-Zero-Mean and Zero-Mean Single-Sided Gaussian [29] but the most
prevalent one is Rayleigh [30], [31] for simplicity.
Regarding the HPA non linearities, this impairment is originated by the non linear relaying
amplification resulting in a non linear distortion is created and affects substantially the quality of
the signal. In practice, there is a finite maximum output level for which any power amplifier can
produce it and such saturation level is basically amplifier-dependent and varies to some extent
but regardless of the amplifier model, this ceiling level is always bounded. In case when the
power amplifier becomes unable to produce such power level, a signal distortion over the peak
may arise and such phenomena is called clipping (clipping factor) of the power amplifier. In
addition, the HPA model can be classified into two categories which are memoryless HPA and
HPA with memory. The HPA is considered memoryless or frequency-independent if its frequency
response characteristics are flat over the operating frequency range and in this case, the HPA is
fully characterized by the two characteristics AM/AM (amplitude to amplitude conversion) and
AM/PM (amplitude to phase conversion). On the other hand, the HPA is said to be with memory
if its frequency responce characteristics are totally dependent on the frequency components or
to the thermal phenomena [32]. Such model can be classified as Hammerstein system that can
be modeled by a series of a memoryless HPA and a linear filter. There are many types of
6this impairment that have been already covered in the literature but the most widely used are
Soft Envelope Limiter (SEL), Traveling Wave Tube Amplifier (TWTA) and Solid State Power
Amplifier (SSPA) or also called the Rapp model [33]. The SEL is typically used to model a
HPA with a perfect predistortion system while the TWTA has been primarily considered to
model the non linearities effect in OFDM system. However, the SSPA is characterized by a
smoothness factor to control the switching between the saturation and the linear ranges. This
model effectively discusses a linear characteristic for low magnitudes of the input signal and
then it is limited by a definite constant saturated output. As the smoothness factor grows largely
to infinity, this HPA model becomes the SEL impairments model.
C. Contribution
In this paper, we provide a global framework analysis where the communication between the
UE and the data center takes two time slots. The first slot corresponds to uplink mmWaves cellular
communications between the UE and its serving BS. In the second slot, the BS/relay forwards
the signal after optical conversion and amplification to the front-end detector of the data center.
To improve the coverage, after the re-encoding phase the BS/relay assists the signal by a high
amplification gain which creates the signal distortion and originates the hardware impairments.
In the same context, we study the effects of three HPA hardware impairments models which
are the SEL, TWTA, and SSPA on the probability of outage, the probability of error, and the
achievable rate. For each UE to select its serving BS, it receives periodic feedback from the
nearest BSs. Under the assumptions of narrowband, fast fading channels, and slow propagation of
the feedback, the UE will select its serving BS based on the outdated CSI rather than the update
one. To model this delay based selection, we introduce the PRS protocol so that each UE can be
associated to its serving BS. Moroever, we assume that each BS, interpreted as a decode-and-
forward (DF) relay, collects the received signal following the maximal ratio combining (MRC).
We also assume that the reference communication is altered by the interference coming from the
other UEs. To the best of our knowledge, this is the first work presenting a global framework
analysis of mmWaves cellular systems with FSO backhauling under the hardware impairments,
the interference, the blockage, and the feedback delay constraints. The analysis of this paper
follows these steps:
7• Present a detailed description of the cellular network and the analysis of the outdated CSI,
the interference, the blockage, and the hardware impairments.
• Define the channels models for mmWaves and FSO links along with the necessary param-
eters. Then derive the statistical distribution of all the channels.
• Analyze the signal-to-interference-plus-noise-plus-distortion ratio (SINDR).
• Derive the system performance metrics: the SINDR outage, the probability of error, the
ergodic achievable rate, and the rate coverage.
• Derive the high signal-to-noise ratio (SNR) analytical asymptotes and characterize the
diversity gain achieved by the system.
• Derive quantitative summaries and valuable engineering insights to draw meaningful con-
clusions and observations of the proposed system.
D. Structure
This paper is organized as follows: Section II describes the cellular system model. The FSO
backhauling analysis is presented in Section III while the performance analysis of the hybrid
system is detailed in Section IV. Section V illustrates the numerical results with the discussion
while the concluding remarks are summarized in Section VI.
E. Notation
For the sake of organization, we provide some useful notations to avoid the repetition. Fh(·)
and fh(·) denote the cdf and pdf of the random variable h, respectively. The Generalized Gamma
distribution with parameters α, β and γ is denoted by GG(α, β, γ) while the Gamma distribution
of scale α and shape β is denoted by G(α, β). In addition, the Gaussian distribution of mean µ
and variance σ2 is denoted by N (µ, σ2). The operator E [·] stands for the expectation while P[·]
denotes the probability measure. The symbol v stands for ”distributed as”.
II. MMWAVES CELLULAR NETWORK ANALYSIS
The system consists of Tx, Rx, and N BSs/relays wirelessly linked to Tx (user) and Rx (data
center) shown by Fig. 1. As mentioned earlier, these relays employ the DF relaying scheme to
8process the signal. To select the candidate relay of rank k, we refer to the PRS with outdated
CSI to pick the best one based on the local feedbacks of the RF channels.
A. Relay Selection Protocol
BS1
BSk
BSM
UE
γ1(k)
γˆ1(k)
γ1(1
)
γˆ1(1
)
γ
1(M
)
γˆ
1(M
)
Active channel via selected relay
CSI used for relay selection
Idle channels
Fig. 1: Illustration of the PRS protocol. Among the set of the nearest BSs, the UE selects the
BS associated with the strongest CSI. The average number of the nearest BSs to the reference
UE is M .
For a given communication, the UE receives local feedback (γ1(i) for i = 1, . . .M ) of the first
hop obtained by the channel estimation from the M relays and arranges them in an increasing
order of amplitudes as follows: γ1(1) ≤ γ1(2) ≤ . . . ≤ γ1(M). The best scenario is to select the
best relay (k = M). However, the best relay is not always available, so the UE will pick the next
best available relay. Thus PRS consists of selecting the k-th worst or (M - k)-th best relay R(k).
Given that the local feedback coming from the relays to the UE are very slow and the channels
are time-varying, the CSI that is used for the relay selection is not the same as the CSI used for
the transmission. In this case, an outdated CSI must be considered instead of the perfect one. As
a result, the current and outdated CSI are correlated with the correlation coefficient ρ as follows
γ1(k) =
√
ρ γˆ1(k) +
√
1− ρ ωk, (1)
where k is the rank of the selected relay, ωk is a random variable that follows the circularly
complex Gaussian distribution with the same variance of the channel gain h1(k). The correlation
9coefficient ρ is given by the Jakes’ autocorrelation model [34] as follows
ρ = J0(2pifdTd), (2)
where J0(·) is the zeroth order Bessel function of the first kind, Td is the propagation delay
of the feedback, and fd is the maximum Doppler frequency of the channels.
B. System Model
In this scenario, we assume that the BSs are equipped with multiple antennas, N , while the UE
has single antenna. With an appropriate Rx array gain to compensate the pathloss, the assumption
of single antenna at the Tx seems to work while the results are confirmed by [35]. Given that
MRC is assumed at the BS with equal power split for the Rx antennas, the received signal of
the UE is expressed as
y =
√
ΩP
N
N∑
n=1
hns+
Mz∑
p=1
gpdp + n, (3)
where Ω is the average path gain, P is the transmit power of the UE, s is the transmitted
symbol, hn is the n-th channel gain, gp is the p-th interfering channel, dp is the transmitted
symbol of the p-th interferer, Mz is the average number of interferers, and n is the zero-mean
additive white Gaussian noise (AWGN) with variance σ21 given by
σ21[dBm] = B +N0 +Nf . (4)
TABLE I summarizes the values of the system parameters used in the simulation.
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TABLE I: Cellular System Parameters
Parameter Symbol Value
Carrier frequency fc 30 GHz
Transmit antenna element gain Gt 4 dB
Receive antenna element gain Gr 4 dB
Number of BS antennas N 64
Noise spectral density N0 -142 dBm/Hz
Noise figure Nf 0 dB
Bandwidth B 700 MHz
Speed of light c 3 108 m/s
Link distance L1 50 m
The path gain is given
Ω[dB] = Gt +Gr − 20 log10
(
4piL1fc
c
)
− αL1, (5)
where α is the pathloss exponent.
C. Channel Model
Since all the channels between the UE and the BS antennas are Nakagami-m distributed, the
relative SNR of each channel follows the Gamma distribution γj v G(m, 1/m), j = 1, . . . , N
for a unit average fading power, and same scale and shaping parameters for all the channels.
As the signals are coherently combined at the BS following MRC scheme, the aggregate SNR
(γ) at the BS is the sum of the SNRs received at each BS antenna. Given that the sum of N
Gamma random variables is also a Gamma distributed random variable, the aggregate SNR γ
v G(Nm, 1/m). The effective SINR is expressed as
γeff =
ΩP‖h‖2/N
Pr‖g‖2+σ2 =
γˆ
γz + 1
, (6)
where ‖h‖2= ∑Nn=1|hn|2, Pr is the power of a single interferer, ‖g‖2= ∑Mzn=1|gn|2, γ is the
updated SNR of the desired signal, and γz is the SNR of the aggregate interference. According
to the literature and with the assumption of rich scattering interference, a good choice for each
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interferer model is Rayleigh fading. As the average number of interfers is Mz, the aggregate
SNR distribution follows the Chi-Square distribution with pdf obtained as follows
fγz(x) =
(
Mz
γz
)Mz xMz−1
Γ(Mz)
e
−Mzx
γz , (7)
where γz is the average SNR of a single interferer. The joint pdf of the outdated and updated
SNRs is given by [31, Eq. (8)]
fγˆ,γ(x, y) =
(
Nm
γ
)Nm+1 (xy
ρ
)Nm−1
2
(1− ρ)Γ(Nm)e
−(x+y1−ρ )Nmγ INm−1
(
2Nm
√
ρxy
(1− ρ)γ
)
,
(8)
where Iν(·) is the ν-th order modified Bessel function of the first kind and γ is the average
SNR. Assuming that the UE selects the BS of rank k conditioned on the correlation factor ρ
and refering to [31, Eq. (28)], the pdf of the effective SINR γeff can be expressed as
fγeff(x) =
k−1∑
n=0
j(Nm−1)∑
i=0
i∑
v=0
Nm+v∑
u=0
(
M
k
)(
k − 1
n
)(
i
v
)(
Nm+ v
u
)
Γ(Nm+ i)Γ(u+Mz)
Γ(Mz)Γ(Nm)Γ(v +Nm)
× Φ(i, j, Nm− 1)(−1)
nkβMzz ρ
v(1− ρ)i−v[1 + j(1− ρ)]Mz+u−v−Nm−1γMz+u−1
[Nm(1 + j) + (1 + j(1− ρ))γβz]Mz+u−1
×
(
Nm
γ
)Nm+v
xNm+v−1e−
Nm(1+j)x
(1+j(1−ρ))γ ,
(9)
where the coefficients Φ(i, j,m) are defined recursively as (
∑m
i=0
xi
i!
)j =
∑j(m−1)
i=0 Φ(i, j,m)x
i,
Φ(i, j,m) =
∑n2
n=n1
Φ(n1,j−1,m)
(i−n1)! x
i, n1 = max(0, i−m), n2 = min(i, (j−1)(m−1)), and βz = Mzγz .
After using [36, Eq. (3.351.1)] to integrate (9), the cdf of the effective SINR is given by
Fγeff(x) =
k−1∑
n=0
j(Nm−1)∑
i=0
i∑
v=0
Nm+v∑
u=0
(
M
k
)(
k − 1
n
)(
i
v
)(
Nm+ v
u
)
Γ(Nm+ i)Γ(u+Mz)
Γ(Mz)Γ(Nm)
× Φ(i, j, Nm− 1)(−1)
nkβMzz ρ
v(1− ρ)i−v[1 + j(1− ρ)]Mz+u−2γMz+Nm+u+v−q−1
[Nm(1 + j) + (1 + j(1− ρ))γβz]Mz+u−1
(
Nm
γ
)Nm+v
× 1
(Nm(1 + j))Nm+v−1
[
1− e− Nm(1+j)x(1+j(1−ρ))γ
Nm+v−1∑
q=0
(
Nm(1 + j)
[1 + j(1− ρ)]γ
)q
xq
q!
]
,
(10)
12
Using [36, Eq. (3.351.3)], the p-th moment of the effective SINR is expressed as follows
Eγeff [γ
p] =
k−1∑
n=0
j(Nm−1)∑
i=0
i∑
v=0
Nm+v∑
u=0
(
M
k
)(
k − 1
n
)(
i
v
)(
Nm+ v
u
)
Γ(Nm+ i)Γ(u+Mz)
Γ(Mz)Γ(Nm)Γ(v +Nm)
× Φ(i, j, Nm− 1)(−1)
nkβMzz ρ
v(1− ρ)i−v[1 + j(1− ρ)]Mz+u+p+1γMz+Nm+u+v+p+1
[Nm(1 + j) + (1 + j(1− ρ))γβz]Mz+u−1
×
(
Nm
γ
)Nm+v
Γ(Nm+ v + p)
(Nm(1 + j))Nm+p+v+2
,
(11)
Remark 1. Note that the moment of the effective SINR is useful to derive the low SNR expansion,
and the approximation of the achievable rate which will be detailed later.
D. Achievable Rate
The ergodic achievable rate C1 of the cellular network, expressed in nats/s/Hz, is defined as the
maximum error-free data rate transferred by the system channel. It can be expressed as follows
C1 =∆ Eγeff [log(1 + γ)], (12)
After some mathematical manipulations, the achievable rate is derived as follows
C1 =
k−1∑
n=0
j(Nm−1)∑
i=0
i∑
v=0
Nm+v∑
u=0
(
M
k
)(
k − 1
n
)(
i
v
)(
Nm+ v
u
)
Γ(Nm+ i)Γ(u+Mz)
Γ(Mz)Γ(Nm)Γ(v +Nm)
× Φ(i, j, Nm− 1)(−1)
nkβMzz ρ
v(1− ρ)i−v[1 + j(1− ρ)]Mz+u−1γMz+Nm+u+v−1
[Nm(1 + j) + (1 + j(1− ρ))γβz]Mz+u−1
×
(
(Nm)2(j + 1)
γ
)Nm+v
G1,33,2
(
[1 + j(1− ρ)]γ
Nm(j + 1)
∣∣∣∣ 1−Nm− v, 1, 1
1, 0
)
,
(13)
where Gm,np,q (·) is the Meijer-G function.
Proof. The proof of (13) is provided in Appendix A.
At low SNR, the achievable rate can be expanded as follows
C1 ∼= Eγeff [γ]. (14)
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In addition, we can derive the Jensen’s upper bound for the achievable rate as
C1 ≤ log(1 + Eγeff [γ]). (15)
The first moment is very useful as we argued earlier since it yields the derivation of the low
SNR approximation and the upper bound of the achievable rate.
E. Blockage Model
MmWaves communications are very sensitive to blockage, where relative models have been
extensively studied in the literature [37]–[39]. The proposed models basically depend on the
geometry of the objects, and the density µ in a given area (urban, suburban, and rural). In this
work, we will focus on the following blockage models.
plos = e
− d
µ , (16)
where plos is the probability of LOS, and d is the distance between the TX and RX. This model
is called the exponential blockage model. According to 3GPP, µ = 200 m in a suburban area,
and µ = 63 m in an urban area [40].
III. FSO BACKHAULING ANALYSIS
A. Channel Model
The FSO part consists of three components Ia, Il, and Ip which are the turbulence-induced
fading, the path loss, and the pointing errors fading, respectively. The channel gain Iz of the
FSO between the BS and the data center can be expressed as follows
Iz = IaIlIp. (17)
Using the Beers-Lambert law, the path loss can be expressed as follows
Il =
pia2
(θL2)2
exp(−σL2), (18)
14
where a is the radius of the receiver aperture, θ is the receive beam divergence, L2 is the optical
link distance between the BS and the data center, and σ is the weather attenuation coefficient.
The pointing errors Ip made by Jitter can be given as [22, Eq. (9)]
Ip = A0 exp
(
−2R
2
ω2zeq
)
, (19)
where ωzeq is the equivalent beam waist. Assuming that the radial displacement R of the beam
at the detector follows the Rayleigh distribution, the pdf of the pointing errors can be expressed
as follows
fIp(Ip) =
ξ2
Aξ
2
0
Iξ
2−1
p , 0 ≤ Ip ≤ A0 (20)
The pointing errors coefficient can be expressed in terms of the Jitter standard deviation (σs)
and the equivalent beam waist as follows
ξ =
ωzeq
2σs
. (21)
We can also relate ωzeq with the beam width ωz of the Gaussian laser beam at the distance
L2 as follows
ω2zeq =
ω2L2
√
pierf(v)
2v exp(−v2) , (22)
where v =
√
pia√
2ωL2
, and erf(·) is the error function. The fraction of the collected power at the
relay is A0 = |erf(v)|2. The Gaussian beam waist can be defined as
ωz = ω0
√
(Θ0 + Λ0)(1 + 1.63 σ
12/5
RytovΛ1), (23)
where Θ0 = 1− L2F0 , Λ0 = λ2L2piω20 , Λ1 =
Λ0
Θ20+Λ
2
0
, and σ2Rytov is the Rytov variance given by [41,
Eq. (15)]
σ2Rytov = 1.23 C
2
nL
11/6
2
(
2pi
λ2
)7/6
, (24)
where λ2 is the wavelength of FSO laser beam, F0 is the radius of the curvature, and C2n is
the refractive index of the medium. The turbulence-induced fading Ia is modeled by the Double
Generalized Gamma and can be expressed as the product of two independent random variables Ix
and Iy describing the large-scale and small-scale fluctuations, respectively. Ix and Iy each follows
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the generalized gamma distribution Ix v GG(α1,m1,Ω1) and Iy v GG(α2,m2,Ω2), where
m1 and m2 are the shaping parametes defining the atmospheric turbulence fading. Moreover,
α1, α2,Ω1, and Ω2 are defined using the variance of the small and large scale fluctutaions from
[24, Eqs. (8.a), (8.b), and (9)]. Thereby, the pdf of the turbulence-induced fading Ia can be given
by [24, Eq. (4)]
fIa (Ia) =
α2p
m2+
1
2 qm1−
1
2 (2pi)1−
p+q
2
Γ (m1) Γ (m2) Ia
G0,p+qp+q,0
 ppqqΩq1Ωp2
mq1m
p
2I
α2p
a
∣∣∣∣∣∣ ∆ (q:1−m1),∆ (p:1−m2)−
 ,
(25)
where p and q are positive integers satisfying p
q
= α1
α2
and ∆(j ; x) =∆ x
j
, . . . , x+j−1
j
. In case of
the heterodyne detection, the average SNR µ1 is given by µ1 =
ηE[Iz ]
σ22
. Regarding the IM/DD
detection, the average electrical SNR µ2 is given by µ2 =
(ηE[Iz ])2
σ22
while the instantaneous optical
SNR is γr =
(ηI2z )
σ22
. Unifying the two detection schemes and applying the transformation of the
random variable γr =
(ηIz)r
σ22
, the unified pdf of the instantaeous SNR γr can be expressed as
follows
fγr(γ) =
ξ2pm2−
1
2 qm1−
1
2 (2pi)1−
p+q
2
rΓ(m1)Γ(m2)γ
G0,p+q+α2pp+q+α2p,α2p
((
pΩ1
m2
)p(
qΩ2
m1
)q (
µr(A0Il)
r
γ
)α2p
r
∣∣∣∣ κ1
κ2
)
,
(26)
where σ22 , η are the noise at the Rx data center and the electrical-to-optical conversion coefficient,
respectively. The parameter r takes two values 1 and 2 standing for heterodyne and IM/DD,
respectively. The vectors κ1 = [∆(α2p : 1 − ξ2), ∆(q : 1 − m1), ∆(p : 1 − m2)], and κ2 =
[∆(p : 1−m2), κ2 = ∆(α2p : −ξ2)]. The average SNR γr1 can be expressed as
γr =
E [Irz ]
E [Iz]r
µr, (27)
where µr is the average electrical SNR given by
µr =
ηrE [Iz]r
σ22
. (28)
1The average SNR γr is defined as γr = η
rE [Irz ] /σ22 , while the average electrical SNR µr is given by µr = ηrE [Iz]r /σ22 .
Therefore, the relation between the average SNR and the average electrical SNR is trivial given that
E[I2z ]
E[Iz ]2
= σ2si + 1, where
σ2si is the scintillation index [42].
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After integrating Eq. (19), the cdf of the instantaneous SNR γ2(m) can be expressed as follows
Fγr(γ) =
ξ2pm2−
3
2 qm1−
1
2 (2pi)1−
p+q
2
α2Γ(m1)Γ(m2)
Gα2p,p+q+α2pp+q+2α2p,2α2p
((
pΩ1
m2
)p(
qΩ2
m1
)q (
µr(A0Il)
r
γ
)α2p
r
∣∣∣∣κ3
κ4
)
,
(29)
where κ3 = [∆(α2p : 1− ξ2), ∆(q : 1−m1), ∆(p : 1−m2), [1]α2p], κ4 = [[0]α2p, ∆(α2p :
−ξ2)], and [x]j is defined as the vector of length j and its components are equal to x.
After changing the variable of the integration (x = γ−
α2p
r ) and applying the following identity
[43, Eq. (2.24.2.1)], the t-th moment of the optical SNR can be derived as follows
E
[
γtr
]
=
ξ2pm2−1qm1−
1
2 (2pi)1−
p+q
2 χ
t
[
r
α2p
−1
]
−1
Γ(m1)Γ(m2)
α2p∏
j=1
Γ
(
t
[
r
α2p
− 1
]
− κ2,j
)
∏p+q+α2p
j=1 Γ
(
t
[
r
α2p
− 1
]
− κ1,j
)
∏p+q+2α2p
j=p+q+α2p+1
Γ
(
t
[
r
α2p
− 1
]
− κ1,j
) ,
(30)
where χ =
(
pΩ1
m2
)p (
qΩ2
m1
)q
(A0Il)
α2pµ
α2p
r
r .
B. Non linear HPA Models Analysis
Since the distortion created by the HPA is not linear and so the analysis will be somewhat
complex, we refer to the Bussgang linearization theory to linearize the distortion. This theory
states that the output of the non linear HPA circuit is a function of the linear scale parameter ζ
of the input signal and a non linear distortion ς uncorrelated with the input signal and modeled
as a complex Gaussian random variable ς v CN (0, σ2ς ). According to [33], [44], the parameters
ζ and σ2ς for SEL are given by [45, Eq. (17)]
ζ = 1− exp
(
−A
2
sat
σ2r
)
+
√
piAsat
2σ2r
erfc
(
Asat
σr
)
. (31)
σ2ς = σ
2
r
[
1− exp
(
−A
2
sat
σ2r
)
− ζ2
]
. (32)
For TWTA, ζ and σ2ς are given by [45, Eq. (18)]
ζ =
A2sat
σ2r
[
1 +
A2sat
σ2r
exp
(
A2sat
σ2r
)
+ Ei
(
−A
2
sat
σ2r
)]
. (33)
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σ2ς = −
A4sat
σ2r
[(
1 +
A2sat
σ2r
)
exp
(
A2sat
σ2r
)
Ei
(
−A
2
sat
σ2r
)
+ 1
]
− σ2rζ2. (34)
Assuming a unit smoothness factor, the SSPA parameters are derived by [33, Eq. (18)]
ζ =
Asat
2σr
[
2Asat
σr
−√pierfc
(
Asat
σr
)
exp
(
−A
2
sat
σ2r
)(
2A2sat
σ2r
− 1
)]
. (35)
σ2ς = σ
2
r
[
A2sat
σ2r
(
1 +
A2sat
σ2r
exp
(
A2sat
σ2r
)
Ei
(
−A
2
sat
σ2r
))
− ζ2
]
, (36)
where Asat, σ2r , erfc(·), and Ei(·) are the input saturation amplitude of the power amplifier,
the mean power of the signal at the output of the gain block, the complementary error function,
and the exponential integral function, respectively.
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Fig. 2: AM/AM characteristics of SEL, TWTA, and SSPA with unit smoothness factor.
Further details about the derivation of the AM/AM of SEL, TWTA, and SSPA are provided
by [33].
C. Effective optical signal-to-noise-plus-distortion ratio (SNDR)
As the BS amplifies the re-encoded signal with an amplification gain G, the non linear HPA
distortion factor, κ, is given by
κ = 1 +
σ2ς
ζ2G2σ21
. (37)
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Using [11, Eq. (12)], the effective (non ideal hardware) optical SNDR is expressed as
γni =
γr
(κ− 1)γr + 1 . (38)
Consequently, the cdf of the SNDR is derived as follows
Fγni(x) =
 Fγr
(
x
1−(κ−1)x
)
if x < 1
κ−1 ,
1 otherwise,
(39)
Array
Combiner
(MRC)
Demodulator Decoder Encoder
Optical
Modulator
Non Linear
HPA
Fig. 3: Block diagram of the signal processing phases achieved by the BS or the relay RF-to-FSO
converter. The mmWaves signal is combined at the Rx array and forwarded by the BS aperture.
D. Achievable Rate
The average achievable rate of the FSO backhauling system is expressed as
C2 = Eγni [log(1 +$γ)], (40)
where $ can take the values 1 or e/2pi for heterodyne or IM/DD, respectively. Due to the
presence of the hardware impairments factor, a closed-form expression of the achievable rate is
not tractable. Consequently a numerical integration is required to evaluate the exact ergodic rate.
Fortunately, we can still derive an approximated expression for the capacity using [46, Eq. (35)]
E
[
log
(
1 +
ϕ
ψ
)]
∼= log
(
1 +
E[ϕ]
E[ψ]
)
. (41)
Although there is no theoretical foundation for (41), yet it still yields an acceptable approxi-
mation to the exact expression. We can also characterize the capacity by considering the Jensen’s
upper bound using the following Theorem.
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Theorem 1. Applying the Jensen’s inequality, the upper bound of the achievable rate is expressed
as follows
C2 ≤ log
(
1 +$Eγni [γ]
)
. (42)
The expectation of γni will be numerically evaluated. At high SNR, the achievable rate can
be approximated as
C2 ∼= log
(
1 +
$
κ− 1
)
. (43)
Expression (43) provides a valuable insight. In fact, the capacity converges to a finite ceiling
caused by the hardware impairments when the average SNR becomes large. The capacity ceiling
cannot be reduced by acting on any system parameters as it is hadware-dependent. Although
the ceiling also depends on the detection technique, such impact is still negligible. For ideal
hardware (κ = 1), the capacity ceiling disappears and the rate is not upperbounded for high
average SNR.
IV. PERFORMANCE ANALYSIS
The system consists of an outdoor heterogenous network where the UE can transmit to either
micro or macro BS depending on its serving cell. The transmitted signal undergoes processing by
the BS and is then forwarded to the data center. Fig. 4 illustrates the proposed cellular network
model with the FSO backhauling. Most importantly, the end-to-end SINDR achieved by the
hybrid system is expressed as
γe2e = min (γeff, γni) . (44)
Note that such form of the overall SNDR is used in the literature to derive tractable results for
amplify-and-forward variable relaying scheme. Yet such approach does not yield exact results
for the variable relaying mode, however, it offers exact formulation for the DF scheme which
outperforms the amplify-and forward variable/fixed relaying scheme.
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Data
Center
: Microcell coverage area
: Macrocell coverage area
99K : MmWaves signaling
99K : Sub-6 GHz signaling
99K : FSO laser signaling
Fig. 4: Outdoor heterogenous mmWaves cellular network with FSO backhauling. Sub-6 GHz
communications take place within the macrocells (large area) where reliable links mainly require
high power to maintain the coverage stability. Inversely, mmWaves signaling is reliable in
microcells where the cell area is small, the users density is important and hence high data
rate is primarily required.
A. Outage Probability
The outage probability is defined as the probability that the end-to-end SINDR falls below a
target threshold β. It can be generally written as
pout(β) = P[γe2e ≤ β] = 1− pc(β). (45)
Note that pout is the cdf of the overall SINDR, and pc is the coverage probability. Since LOS
and NLOS are both considered, the cdf of the SINR relative to the cellular networks is evaluated
on average as follows
Fγeff(β) = plosF
los
γeff
(β) + (1− plos)F nlosγeff (β). (46)
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where F losγeff(β), and F
nlos
γeff
(β) are the cdfs of the effective SINR evaluated when the link is
LOS, and NLOS, respectively. Consequently, the probability of outage can be expressed in terms
of the cdfs of the cellular networks and the FSO bachkauling as follows
pout(β) = Fγeff(β) + Fγni(β)− Fγeff(β)Fγni(β). (47)
Note that the cellular system achieves a full diverity gain G = Nm for perfect correlation
(ρ = 1), otherwise G = 1 for (ρ < 1). Additionally, we derive an asymptotic high SNR using
the Meijer-G expansion of the cdf of γni as follows
Gα2p,p+q+α2pp+q+2α2p,2α2p
(
χ
(
1 + (κ− 1)β
β
)α2p
r
∣∣∣∣ κ3
κ4
)
∼=
µr1
p+q+α2p∑
i=1
[
χ
(
1 + (κ− 1)β
β
)α2p
r
]κ3,i−1
×
∏p+q+α2p
j=1, j 6=i Γ(κ3,i − κ3,j)
∏α2p
j=1 Γ(1− κ3,i + κ4,j)∏2α2p
j=α2p+1
Γ(κ3,i − κ4,j)
∏p+q+2α2p
j=p+q+α2p+1
Γ(κ3,j − κ3,i + 1)
.
(48)
From (48), the diversity gain achieved by the FSO bachauling system is min
(
ξ2
r
, m1α1
r
, m2α2
r
)
.
Consequently, the diversity gain achieved by the hybrid system is obtained by
Gd = min
(
G, min
(
ξ2
r
,
m1α1
r
,
m2α2
r
))
. (49)
B. Error Probability
The probability of error averaged over the end-to-end SINDR realizations is given by
pe(δ, τ, v, qk) =
δ
2Γ(τ)
v∑
k=1
Eγe2e [Γ(τ, qkγ)], (50)
where v, δ, τ , and qk vary depending on the type of detection (heterodyne technique or
IM/DD) and modulation being assumed. It is worth accentuating that this expression is general
enough to be used for both heterodyne and IM/DD techniques and can be applicable to different
modulation schemes. The parameters v, δ, τ , and qk are summarized in TABLE II. The
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derivation of the pdf of the SINDR is not tractable due to the presence of the hardware
impairments parameters. Consequently, the probability of error will be evaluated based on the
numerical integration.
TABLE II: PARAMETERS FOR DIFFERENT MODULATIONS†
Modulation δ τ qk v Detection
OOK 1 0.5 0.5 1 IM/DD
BPSK 1 0.5 1 1 Heterodyne
M-PSK 2
max(log2(M),2)
0.5 sin2
(
(2k−1)pi
M
)
max(M
4
, 1) Heterodyne
M-QAM 4
log2(M)
(
1− 1√
M
)
0.5 3(2k−1)
2
2(M−1)
√
M
2
Heterodyne
†In case of OOK modulation, the parameters v, δ, τ , and qk are given by [17, Eq. (26)]. For M-PSK and M-QAM modulations, these
parameters are provided by [47, Eqs. (30), (31)].
C. Achievable Rate
Given that the relay employs the DF scheme, the achievable rate of the hyrid system is given
by
C = min(C1, C2). (51)
An exact closed-form of the achievable rate is not tractable and hence a numerical integration
is required. Note that the low and high SNR expansions along with the approximations and the
upper bounds follow from the previous sections.
D. Rate Coverage
The rate coverage is defined as the probability when the achievable rate C is greater than a
target rate, r, expressed in nats. It can be formulated as
Rc(r) = P[C ≥ r] = P[γe2e ≥ e rB − 1]. (52)
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V. NUMERICAL RESULTS AND DISCUSSION
In this section, we validate the analylical expressions with the numerical numerical simulations
using the Monte Carlo method 1. Temporally correlated Gamma SNR coefficients are generated
using (1). The atmospheric turbulence Ia is generated using the expression Ia = Ix × Iy, where
the two independent random variables Ix and Iy follow the Generalized Gamma distribution
using [48]. In addition, the pointing errors is simulated by generating the radial displacement R
following the Rayleigh distribution with scale equal to the jitter standard deviation (σs) and then
we generate the samples using (19). Since the path loss is deterministic, it can be generated using
the relation (18). TABLE III summarizes the main simulation parameters of the FSO sub-system.
TABLE III: FSO sub-system parameters
Parameter Symbol Value
Wavelength λ2 1550 nm
Receiver aperture radius a 5 cm
Divergence angle θ 10 mrad
Noise variance σ22 10-7 A/Hz
Weather attenuation σ 0.43 dB/km
Refractive index C2n 5·10-14
Link length L2 500 m
Unless otherwise stated, the average number of the nearest BSs is M = 10, the average
number of interference is Mz = 3, the average receive power of the interference is 2 dB,
the LOS and NLOS pathloss exponents are αlos = 2, and αnlos = 4, respectively. Fig. 5.a
shows the dependence of the outage performance with respect to different values of the target
threshold β and the correlation ρ. In addition, the relays are supposed to be impaired by the
SEL impairments and the receiver employs the IM/DD as a method of detection. For both
correlation values, we observe that the performance deteriorates as β becomes higher and this
result is certainly expected since for a given SNR, the probability that the SINDR falls below
a higher threshold becomes higher. For a given threshold, the system works better when the
best relay of the last rank (k = M ) is selected according to PRS protocol. We observe that
1For all cases, 109 realizations of the random variables were generated to perform the Monte Carlo simulation in MATLAB.
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the performance improves as the correlation coefficient increases. For a perfect CSI estimation
(ρ = 0.9), there are roughly a full correlation between the two CSIs and the selection of the best
relay is certainly achieved based on the feedback or the outdated CSI. However, for a completely
outdated CSI (ρ = 0.1) the two CSIs are completely uncorrelated and hence the selection of the
best relay is uncertain since the selection is based on a completely outdated CSI. As a result, the
performance deteriorates substantially. Fig. 5.b illustrates the variations of the probability of error
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Fig. 5: System performance. (a) Probability of outage where the impairment model is SEL and
IM/DD is the detection technique. (b) Probability of error for different modulation schemes
considering ideal hardware.
for various modulation schemes. We observe that the system works better for BPSK, however,
the performance gets much worse for 64-QAM modulation. In fact, there is a tradeoff between
these two modulation schemes: BPSK yields lower error while the 64-QAM provides much more
bandwidth efficiency which is very advantageous. For practice uses, mmWaves system cannot
exceed the QPSK constellation as the average SNR is very low and the error will be significant
resulting in a low achievable rate.
Fig. 6.a illustrates the impacts of the FSO atmoshperic pathloss and the pointing errors.
Basically, the pathloss incurs a performance loss to the system and this loss gap increases
with the severity of the pathloss. Most importantly, the system depends to a large extent on
the pointing errors severity. The losses are mainly expressed as a significant reduction in the
diversity gain of the system.
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Fig. 6: Outage performance. (a) The impairment model is SSPA while the heterodyne detection
is assumed. (b) The outage is evaluated with respect to the SNDR threshold accounting for the
necessary condition.
Fig. 6.b presents the dependence of the outage performance on the impairment models. We
observe that the probability of outage saturates at different SNDR thresholds constrained by the
necessary condition. Effectively, each condition depends on the parameters of the impairment
models. We note that TWTA is more severe compared to SSPA and SEL as the outage saturates
at relatively low SNDR threshold around -14 dB, while the system saturates at roughly -11 dB,
and -3 dB for SSPA, and SEL, respectively.
Fig. 7.a illustrates a different way to interpret the losses created by the hardware impairments.
The probability of outage is evaluated with respect to the average SNR for the different im-
pairment models. In this simulation, the loss severity is measured with respect to the level of
the outage floor. The higher the outage floor is, the higher the losses are. In an agreement with
the conluding remarks drawn for Fig. 6.b, the TWTA introduces an irreducible high floor level
compared to SSPA and SEL which exhibit lower outage floors.
Fig. 7.b presents a comparison in terms of the achievable rates for mmWaves and sub-
6 GHz carrier frequencies. For sub-6 GHz configuration, we set 4 transmit antennas at the
BS and we assume a bandwidth of 10 MHz. At lower distances up to 400 meters, mmWave
achieves higher rate compared to sub-6 GHz, however, mmWave performance severely degrades
at higher distances resulting in low achievable rate compared to sub-6 GHz. This result is
26
explained by the fact that higher frequencies are significantly attenuated by the pathloss. In this
simulation, the array gain efficiently compensates for the pathloss up to 400 meters, however,
such gain becomes insufficient to compensate for the pathloss which becomes more severe for
longer distances. Thereby, these observations confirm that mmWaves are more suitable for small
densified cells where high data rate is required, while sub-6 GHz is more relevant for large
cells where an acceptable rate coverage is still achieved. Fig. 8.a illustrates the variations of
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Fig. 7: System performance. (a) Illustration of the outage floors created by the different
impairment models. (b) MmWave vs Sub-6 GHz in terms of the achievable rate.
the spectral efficiency with respect to the input-back-off (IBO) level. We define the IBO as the
ratio between the amplifier saturation level and the mean power of the signal
(
IBO = Asat
σr
)
.
Basically, the proposed approximation (41) provides aa excellent fit to the exact performance. In
addition, the exact, the approximation and the Jensen’s upper bound asymptotically converge to
the capacity ceiling. For ideal harware, the achievable rate increases constantly with the average
SNR with any constraints. This rate growth becomes linear as the average SNR becomes larger
revealing that the system achieves a non-zero multiplexing gain. For the harware impairments
case, the impacts of the impairments is small as the performance are perfectly aligned with the
ideal hardware performance. However, the effects of the impairments become pronounced at high
SNR introducing different ceilings that saturate the achievable rate. The losses are significant for
lower IBO values. In fact, lower IBO value resulted from low power delivered by the amplifier
to satisfy the system requirement. If the delivered power is insufficient, a detructive distortion
is created and causes clipping to the signal peaks. Most importantly, the losses affected the rate
are significant in the way that they completely kill the multiplexing gain of the system. Fig. 8.b
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illustrates the dependence of the coverage probability on the blockage density. We observe that
for lower µ (for every µ distance, there is a blocking obstacle translated into larger blockage
density), the coverage significantly degrades and conversely the probability of coverage improves
for large values of µ (smaller blockage density). We also observe that the system still exhibits
coverage for the SINR range between -25 dB to 5 dB for lower blockage density. This result
is explained by the fact that the relative probability of LOS is still higher compared to the case
of µ = 5m where the probability of LOS is roughly null. Given that mmWaves are sensitive to
blockage, reliable communications occur in LOS configuration resulting in a non-zero coverage
for relatively moderate to high probability of LOS. Fig. 9.a presents the variations of the rate
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(a) Effects of the IBO factor.
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Fig. 8: System performance. (a) Exact, approximation, upper bound, and ceiling of the achievable
rate with respect to the average SNR. (b) Probability of coverage dependence on different
blockage densities.
coverage with respect to the average number of interferers. As expected, the system achieves
an acceptable rate coverage with minimum number of interferers and conversely the coverage
deteriorates as the interference density becomes larger. Fig. 9.b illustrates the effects of the
NLOS pathloss exponent on the rate coverage. For this scenario we consider a low probability
of LOS (plos = 0.1) to allow for the NLOS scenario to occur with high probability. We observe
for a lower NLOS pathloss exponent, the system can achieve higher target rates in the order
of 2 × 109 nats with a probability higher than 0.75. However, as the NLOS pathloss exponent
becomes more severe (αnlos = 3.5), the rate coverage decreases and the system certainly cannot
achieve a target rate higher than 1.5× 109 nats.
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Fig. 9: Rate coverage performance. (a) Illustration of the rate coverage dependence on the
number of the interferers. (b) Probability of rate coverage with respect to a range of target rates
for different NLOS pathloss exponent values.
VI. CONCLUSION
In this paper, we present a tractable performance analysis of a mmWaves cellular network
with FSO backhauling. We derived the closed-forms, approximations, and upper bounds of the
achievable rate, the error performance, and the probability of outage. We demonstrate that the
system performance depends to a large extent to the correlation between the CSIs. For full
correlation the system achieves better performance, however, the performance deteriorates as the
CSIs become completely outdated. Moreover, the results show that the impacts of the hardware
impairments can be neglected at low SNR, however, the effects become more pronounced for high
average SNR. Specifically, the performance analysis proves that TWTA is more severe compared
to SSPA and SEL impairments models. The performance losses are measured in different ways
such as the outage floor level, the capacity ceiling, and most importantly the severe reductions
in diversity and multiplexing gains. Moreover, the results also show that the diversity gain can
also experience some losses caused by the severity of the pointing errors, while it is not affected
by the atmospheric pathloss. By comparing the rates achieved by mmWaves and sub-6 GHz for
a big range of distance, we demonstrate that mmWaves are more suitable for densified small
cells where the big data rate is highly required while sub-6 GHz is well relevant for big cells
where the coverage requirement is of big interest. Furthermore, we studied the impacts of the
interference density, the blockage density, and the NLOS pathloss exponent on the rate coverage,
and we show that the performance is significantly vulnerable to the severety of these factors.
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APPENDIX A
PROOF OF THE ACHIEVABLE RATE OF THE CELLULAR SYSTEM (13)
After introducing the pdf expression of the effective SINR in (12), the achievable rate has the
following generic integral form
C1 =
∞∫
0
xa−1e−bx log(1 + x)dx. (53)
The next step to transform the logarithm function into the Meijer-G function using the
following identity [49, Eq. (07.34.03.0456.01)]
log(x+ 1) = G1,22,2
(
x
∣∣∣∣ 1, 1
1, 0
)
. (54)
Applying the identity [43, Eq. (2.24.3.1)] and after some mathematical manipulations, the
achievable rate is finally derived as (13).
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