Abstract. This study is concerned with the problem of estimating the parameters of a 3-component mixture of Burr distributions using type-I right censored data. The closedform expressions for the Bayes estimators and their posterior risks assuming the noninformative (uniform and Je reys') priors under squared-error loss function, precautionary loss function, and DeGroot loss function are derived. Performance of the Bayes estimators for di erent sample sizes, test termination times (a point of time after which all other tests are terminated), and parametric values under di erent loss functions is investigated. The posterior predictive distribution for a future observation and the Bayesian predictive interval are constructed. In addition, the limiting expressions for the Bayes estimators and posterior risks are derived. Simulated data sets are designed for the comparisons and the model is nally illustrated using the real data.
Introduction
Finite mixtures of life distributions have proved to be of considerable interest in terms of their both methodological development and practical applications. Mixture models play a dynamic role in many real-life applications. Saleem [1] discussed that using nite mixture model became necessary when data from individual component densities or conditional distributions were not available, but were available from an overall mixture distribution. The direct applications of mixture models can be seen mostly in industrial engineering, medicine, botany, zoology, paleoanthropology, agriculture, economics, life testing, reliability and survival analysis, etc. A detailed account on type-I and type-II mixture models and their di erent features is given by Li [2] and Li and Sedransk [3] . As noted by Tahir and Aslam [4] , the mixture of probability density functions shapes, Burr distribution is considered as a very exible distribution. It can be tted to empirical data of di erent nature. Di erent sets of its skewness and kurtosis can be covered by di erent parametric values. Household income, crop prices, insurance risk, travel time, ood levels, and failure data constitute a set of data modeled by the Burr distribution. In his work, Saleem [1] mentioned di erent cumulative distribution functions, suggested by Burr [44] , with a broader range of values of skewness and kurtosis to model any observed data set from a unimodal distribution. Besides this, he discussed twelve forms for cumulative distribution function of the Burr distribution given in Johnson et al. [45] . Saleem [1] also noted that Burr [46, 47] , Burr and Cislak [48] , and Rodriguez [49] gave special attention to one of these forms. A useful discussion on Burr and related distribution is presented by Tadikamalla [50] . Using graphical test, Economou and Caroni [51] explained the utility of Burr distribution. Further enhancing the work on Burr distribution, Saleem [1] presented a 2-component mixture of one-parameter Burr type-XII distribution assuming di erent priors under squared error loss function.
Motivated by wide application of mixture modeling, in this article, we plan to develop a mixture of Burr distributions for e cient modeling of a given lifetime data. A random variable Y is said to follow a nite mixture distribution with h components if the density function of Y can be written in the form: f(y) = (6) The rest of the article is organized as follows. The sampling scheme for a 3-component mixture of Burr distributions is de ned in Section 2. The expressions for likelihood function and posterior distributions using the non-informative priors are derived in Sections 3 and 4, respectively. In Section 5, the Bayes estimators and posterior risks using the uniform and the Je reys' priors under squared error loss function, precautionary loss function, and DeGroot loss function are derived. The posterior predictive distribution and the Bayesian predictive intervals are given in Section 6. The limiting expressions of the Bayes estimators and their posterior risks are derived in Section 7. The simulation study and the real-life data application are presented in Sections 8 and 9, respectively. Finally, the conclusion of this study is given in Section 10.
2. Sampling scheme for a 3-component mixture of Burr distributions
As de ned in Tahir and Aslam [4, 52] , suppose n units from the 3-component mixture of the Burr distributions, de ned in Section 1, are used in a life testing experiment with xed test termination time t. The experiment is performed and it is observed that r out of n units fail until xed test termination time t is over. The remaining n r units are still functioning. As de ned by Mendenhall and Hader [5] , there are many practical situations where only failed objects can be easily recognized as subsets of either subpopulation I or subpopulation II or subpopulation III. For example, based on cause of failure, an engineer may divide a certain failed object as a member of either subpopulation I or subpopulation II or subpopulation III. It may be pointed out that out of r failures, r 1 , r 2 , and r 3 failures belong to subpopulation I, subpopulation II, and subpopulation III, respectively, depending upon the reason of failure. Thus, the number of uncensored observations is r = r 1 + r 2 + r 3 , and the remaining n r observations are censored observations. De ne y lk , 0 < y lk t, to be the failure time of the kth unit belonging to the lth subpopulation, where l = 1; 2; 3 and k = 1; 2; :::; r l . 
The likelihood function

Posterior distributions assuming the non-informative priors
When no or little prior information is available, the Uniform Prior (UP) and the Je reys' Prior (JP) are the most commonly used priors for Bayesian estimation. In this section, the posterior distributions of parameters given in data y are derived assuming the UP and the JP.
Posterior distribution assuming the uniform prior
Bayes [53] and Geisser [54] proposed that one might consider the uniform distribution for the unknown parameters of interest (see Tahir et al. [4] and Tahir and Aslam [52] [4, 52] ). Thus, the joint posterior distribution of parameters 1 ; 2 ; 3 ; p 1 , and p 2 for the given data y, assuming the UP, is de ned by Eqs. (9) and (10) 0 < p 2 < 1:
Bayesian estimation
In this section, we present the derivation of the Bayes estimators and posterior risks using the UP and the JP under three di erent loss functions, namely, Squared Error Loss Function (SELF), Precautionary Loss Function (PLF), and DeGroot Loss Function (DLF). The SELF, de ned as: 2 ; was introduced by Legendre [57] to develop the least square theory. Norstrom [58] discussed an asymmetric PLF and also introduced a special case of a general class of PLFs, which was de ned as L(; d) = ( d) 2 d . The DLF was presented by DeGroot [59] and was de ned as L(; d) = d d 2 (see [4, 52] ). For a given prior, the Bayes estimators and posterior risks under SELF, PLF, and DLF are given in Table 1 
where v = 1 for the UP and v = 2 for the JP. Similarly, the Bayes estimators and posterior risks using the UP and the JP under PLF and DLF can also be derived. For the sake of brevity, we have not presented these expressions; but, these expressions are available in the studies by the rst author.
Posterior predictive distribution and
Bayesian predictive interval
The posterior predictive distribution contains the information about the future observation, X = Y n+1 , of a random variable given in the data, y, already observed. Dependent on the observed data, it is de ned as the distribution of a new independent and identical future observation drawn from the same population. It is normally used in a Bayesian framework. Using the entire posterior distribution of the parameter(s), a probability distribution over an interval is derived as a posterior predictive distribution of the future observation conditional on the observed data. To be more speci c, by marginalizing the posterior distribution over the parameter(s), posterior predictive distribution of future observation can be derived. Arnold and Press [60] , Al-Hussaini et al. [61] , Al-Hussaini and Ahmad [62] , Bolstad [63] , and Bansal [64] have given a detailed discussion on prediction and predictive distribution under the Bayesian paradigm. We, now, present the derivation of posterior predictive distribution and Bayesian predictive interval. The posterior predictive distribution of a future observation, X = Y n+1 , for the given data, y, assuming the UP and the JP, is written as:
3 dp 1 dp 2 ; 7. Limiting expressions for complete dataset
When test termination time t tends to 1, uncensored observations r tends to sample size n and r l tends to n l , l = 1; 2; 3. Consequently, all the censored observations become uncensored and the amount of information contained in the sample increases and results in the reduction of the posterior risks of the Bayes estimators.
Thus, e ciency of the Bayes estimators increases, because all the observations are incorporated in our sample (see [4, 52] ). When t tends to 1, the limiting expressions for the Bayes estimators and posterior risks are given in Tables 2-7 . (1) and (4) through a Monte Carlo simulation using the following steps. 1. A random sample of the mixtures is generated as follows: (i) For each observation, a random number, u, is generated from the uniform distribution over the interval (0,1); (ii) If u < p 1 , then a random variate, y, is generated by using Eq. (4) as y = F 1 1 (u) (the cdf of Burr distribution with parameter 1 ); (iii) If p 1 < u < p 2 , then a random variate, y, is generated by using Eq. (4) as y = F 1 2 (u) (the cdf of Burr distribution with parameter 2 ); The above steps 1-4 are used for each of the sample sizes n = 50; 100; 200 and each choice of the vector of the parameters ( 1 ; 2 ; 3 ; p 1 ; p 2 ) = f(6; 5; 4; 0:5; 0:3) (8; 7; 6; 0:5; 0:3)g taking t = 0:4; 0:7 The choice of the test termination time is made in such a way that the censoring rate in resulting sample is approximately 10% to 25%.
From Tables 8-11 , it is observed that component parameters 1 ; 2 ; 3 and the proportion parameter p 2 are over-estimated assuming the UP and the JP under SELF, PLF, and DLF at di erent sample sizes and As far as the problem of selecting a suitable prior is concerned, it can be seen that the JP emerges as a more e cient prior due to less associated posterior risk than that of the UP under both SELF and PLF; but, we cannot identify which prior is suitable under DLF.
On the other hand, the DLF is observed performing superior to PLF and SELF for estimating the component parameters; whereas, for estimating the proportion parameters, SELF is observed performing better than PLF and DLF. The selection of the best prior and loss function does not depend on test termination time and sample size. However, it is to be noted that selection of the best prior (loss function) for a given loss function The results in Tables 12 and 13 are the 90% Bayesian predictive intervals assuming the UP and the JP. It is observed that the Bayesian predictive intervals become narrower with an increase in sample size for a xed test termination time. The same observation can be made with larger test termination times at a xed sample size. The Bayesian predictive intervals become narrower (wider) for larger (smaller) component parametric values in each sample size and test termination time considered in the simulation study. Also, the Bayesian predictive intervals using the JP are wider than the predictive intervals using the UP. 9 . A real-life example Davis [65] reported a mixture data, x = (x 11 ; x 12 ; :::; x 1r 1 ; x 21 ; x 22 ; :::; x 2r 2 ; x 31 ; x 32 ; :::; x 3r 3 ), on lifetimes (in thousand hours) of many components used in aircraft sets. A part of these data have also been used in [4] . To illustrate the proposed methodology, we take the data on three components, namely, R105 RESISTOR USED IN PE218 CONVERTER, Z303 NETWORK USED IN RF UNIT, and V7 TRANS- Table 14 .
From Table 14 , it is noticed that the results obtained through real-life data are compatible with the simulated results. The performance of the Bayes estimators using the JP is seen as the best in comparison with the UP under all the loss functions considered in this study. It is also observed that DLF (SELF) is better than PLF and SELF (PLF and DLF) for estimating component (proportion) parameters.
Conclusion
A 3-component mixture of Burr distributions is developed to model lifetime data. Type-I right censoring sampling scheme is considered. Assuming the availability of the non-informative priors and di erent loss functions, expressions of the Bayes estimators and their posterior risks are derived. To judge the relative performance of the Bayes estimators and also to deal with the problem of selecting the priors and loss functions at di erent sample sizes and test termination times, a comprehensive simulation and reallife study have been conducted. The simulation study revealed some important and interesting properties of the Bayes estimators. From numerical results, we observed that an increase in sample size or test termination time provided improved Bayes estimators. The e ect of test termination time, sample size, and parametric values on the Bayes estimators is in the form of over-estimation or under-estimation. To be more speci c, the smaller (larger) sample size results in larger (smaller) extent of over-estimation or underestimation at a xed test termination time. On the other hand, the extent of over-estimation or underestimation of parameters is quite smaller (larger) with relatively larger (smaller) test termination times for a xed sample size. Also, the extent of over-estimation or under-estimation of parameters is less for larger values of component parameters and vice versa. However, as sample size (test termination time) increases (decreases), the posterior risks of Bayes estimators of parameters decrease (increase) for a xed test termination time (sample size). As the cut-o test termination time tends to in nity, the limiting expressions (for complete dataset) of the Bayes estimators and posterior risks are greatly simpli ed. Moreover, the posterior risks of the Bayes estimators (for complete dataset) are expected to reduce further as there is no more e ect of test termination time. Finally, we conclude that for a Bayesian analysis of mixture data, the JP paired with SELF and both the UP and the JP paired with DLF are preferable choices for estimating proportion and component parameters, respectively. When PLF is considered, the JP is the suitable prior for estimating component parameters. Also, the results obtained through real-life data coincide with the simulated results.
