We study the problem of non-Bayesian social learning with uncertain models, in which a network of agents seek to cooperatively identify the state of the world based on a sequence of observed signals. In contrast with the existing literature, we focus our attention on the scenario where the statistical models held by the agents about possible states of the world are built from finite observations. We show that existing non-Bayesian social learning approaches may select a wrong hypothesis with non-zero probability under these conditions. Therefore, we propose a new algorithm to iteratively construct a set of beliefs that indicate whether a certain hypothesis is supported by the empirical evidence. This new algorithm can be implemented over time-varying directed graphs, with nondoubly stochastic weights.
I. INTRODUCTION
Non-Bayesian social learning has emerged as a topic of interest as it captures a variety of computational and cognitive constraints and biases that agents may have in a making cooperative decisions [1] - [3] . In contrast to Bayesian approaches [4] , [5] , non-Bayesian learning assumes agents have bounded rationality and the information aggregation mechanism differs from the Bayesian setting. The main objective is then to design belief update rules that iterative aggregate information (e.g. weighted averages) from neighbors and private observations, and asymptotically behaves as if all information was available at centrally [6] - [8] .
Formally, given a state of the world θ * , a group of agents following a non-Bayesian social learning approach, receive private observations and communicate with other agents in the network to agree on a state, from a set Θ, that best explains the observed signals. This task is achieved by using statistical models for each member of the hypothesis set and sequentially testing whether the observed signals are distributed according to one of the models, which in turn corresponds to one possible state of the world. In [6] , [8] , this process is described as a group of m agents trying to This research was sponsored by the DARPA Lagrange, Vannevar Bush Fellowship, and OSD LUCI programs. The views and conclusions contained in this document are those of the authors and should not be interpreted as representing the official policies, either expressed or implied, of the Army Research Laboratory or the U.S. Government. The U.S. Government is authorized to reproduce and distribute reprints for Government purposes notwithstanding any copyright notation herein. solve collectively the following optimization problem:
where each agent sequentially receives observations from a random variable distributed according to an unknown P i θ * , P i θ is the statistical model an agent i holds about hypothesis θ, and D KL (P Q) is the Kullback-Leibler divergence between distributions P and Q. The solution of problem (1) has been extensively studied for different graph connectivity assumptions, topologies, observation models, robustness, for which consistency, and both asymptotic and non-asymptotic convergence rates has been established [9] - [16] . However, one required property for existing results is that every agent knows the statistical models corresponding to each of the hypothesis in the hypotheses set precisely. This is referred to as dogmatic knowledge of the hypotheses. That is, for each θ ∈ Θ, every agent can evaluate the likelihood of an observed signal given that θ is the state of the world. As a result, existing algorithms are shown to concentrate beliefs asymptotically around the hypotheses that solves (1) .
In this paper, we focus on the case where the statistical models of each of the hypotheses are built from finite empirical evidence. Thus, there is uncertainty about the models. For example, the probability of certain events under a hypothesis must be estimated from finite amounts of data. Agents need to consider statistical uncertainty about the likelihood functions. Taking such uncertainty into account has been previously studied in possibility theory [17] , probability intervals [18] , fuzzy set theory [19] , and belief functions [20] , [21] where the likelihood function parameters are expressed within a fixed interval. In this work we model uncertainty in the likelihood function parameters as a secondorder probability density function [22] , [23] . Such that the parameters are uniformly distributed when the prior evidence is 0 and becomes concentrated around the ground truth distribution as more prior evidence is collected. Figure 1 presents a toy example, on a centralized scenario that will help us motivate and explain the distributed learning problem with uncertain models. Consider you are given a finite set of labeled and weighted dice, where each die corresponds to a possible state of the world. You are allowed to roll each die a finite number of times, not necessarily the same number for each die. One can build a statistical model for each die from the histograms generated by the observed outcomes. Then, you are given a new unlabeled die, corresponding to the current state of the world, and you are asked to assign this new die to one of the classes of the observed dice in the previous stage. Clearly, if one has an access to the outcomes of an infinite number of rolls of the original dice set, a perfect statistical model can be built, and the task reduces to classical hypothesis testing. Given that one only has access to a possibly non-uniform finite number of realizations, the built statistical models are themselves uncertain, and such uncertainty must be taken into account in order to select the state of the world.
The contributions of this paper are as follows: We propose a new belief update rule that allows a network of agents to collectively agree on the set of hypotheses with prior evidence that is consistent with the state of the world. Moreover, this new update rule can be implemented over networks with time-varying and directed links, without requiring doubly stochastic weights, or balanced graphs. To do so, we proposed an uncertain likelihood ratio function that takes into account the uncertainty generated by the finite evidence when building the statistical models for each of the hypothesis. We show that the proposed update rule converges to the distributed likelihood ratio test of the true distribution of the state of the world given the observations in the learning stage. The omitted proofs can be found in an online appendix https://arxiv.org/pdf/1909.04255.pdf. Notation: Subscripts denote time indices and make use of the letter k. Agent indices are represented as superscripts and use the letters i or j. The i-th row and j-th column entry of a matrix A is denoted as [A] ij . Moreover, for a sequence of matrices {A k } we denote A k:t = A k A k−1 · · · A t+1 A t for k ≥ t. We use node and agent interchangeably.
II. PROBLEM FORMULATION, ALGORITHM, AND RESULTS
In this section, we describe the problem formulation of non-Bayesian social learning with uncertain models. Then, we present the proposed algorithm, and finally we state our main result about the convergence of the proposed method.
Consider a group of m agents connected over a network, with possibly time-varying and directed links, that seek to cooperatively identify a state of the world θ * ∈ Θ from a finite set of states (i.e., hypotheses) Θ = (θ 1 , θ 2 , . . . , θ M ). Each agent i sequentially receives independent and identically distributed symbols {S i k } from a finite set S = (s 1 , s 2 , . . . , s N ), where at any time instant k ≥ 0, the probability of agent i observing symbol
θ * ] l = 1 for all i. Note that the vectors p i θ * are unknown to agents. Moreover, the assumption of identical distribution is made for the observations of each agent, but in general different agents could observe symbols with different distributions. An agent records this information as a variable [n i k ] l which counts the number of times the symbol s l has been observed up to time k.
In order to identify the state of the world, each agent requires a statistical model for each hypothesis θ ∈ Θ. Traditionally, it is assumed each agent holds a family of distributions P i = (p i θ ; θ ∈ Θ), where a hypothesis θ being the state of the world implies that p i θ = p i θ * . Thus, the main underlying assumption is that an agent has perfect (or dogmatic) knowledge of the statistical model of every hypothesis. However, in this paper we relax this assumption and incorporate uncertainty about the family of statistical models P i . We opt to explicitly consider that the statistical models representing the hypotheses are obtained via a finite set of prior experiments.
Every agent i, before starting the social learning process, has access to a realization of a set of multinomial random variables
θ is the vector of probabilities characterizing hypothesis θ and R i θ ≥ 0 is the number of independent trials, each of which leads to a success for one of M categories. Effectively, a realization z i θ of the random variable Z i θ contains, at each coordinate, the number of times a particular symbol appeared out of R i θ trials. Therefore, each agent uses the tuples {(Z i θ ), R θ } to build its uncertain statistical model. This process will be described later in Section III.
Agents interact over a possibly time-varying directed network, represented as a sequence of graphs {G k = (V, E k )}, where V = (1, . . . , m) is the set of nodes, and E k is the set of directed edges available at time k with (j, i) ∈ E k implying that node j can send information (to be defined later) to agent i at time k. We denote as d i k the out-degree of a node i at time k, that is the number of nodes that node i can send information to at time instant k. Moreover, we denote N i k ⊆ V as the subset of nodes that node i receives information from at time k.
We propose an algorithm for the distributed cooperative learning of the state of the world θ * . As we will see later in Section III, given the uncertain statistical models about the hypothesis set, we relax the learning condition and switch our attention to an algorithm that provides information about how much the received information is explained by each of the hypotheses.
Each agent i updates its belief µ i k (θ) on each hypotheses θ ∈ Θ at time k, using a new symbol s i k+1 , and the beliefs received from its incoming neighbors, i.e., (µ j k s.t. (j, i) ∈ E k ). Therefore, each agent i at any time instant k has access to the tuple
We propose the following update rule:
Remark 1: Algorithm 2 is inspired by [15] . However, note that beliefs µ i k (θ) as beliefs, are consistent with the literature. However, they are not a probability distribution over the hypothesis space, and as such do not add up to one. Later in Section III we will provide an explanation for this particular surrogate likelihood function (3).
Next, we state our main result about the convergence properties of the update rule 2.
Theorem 1: Let Assumption 1 hold. Then, the update rule in 2 has the following property:
is the Beta function. Theorem 1 shows that log-beliefs, generated by the update rule 2 on a hypothesis θ for every agent, converge asymptotically to the average log-likelihood ratio value of the distribution corresponding to the state of the world, with the prior empirical evidence counts as parameters. Note that this average has equal weights on the contributions of each of the agents, even-though we have not assumed the network is balanced. Moreover, this result also indicates that even if some agents do not have informative signals to build the statistical models for the hypothesis set, the information is aggregated over the network. Finally, note that if an agent does not have access to prior evidence Z i θ its isolated belief will be around 1 for all hypothesis. As the size of the prior evidence increases, the belief on the wrong hypothesis goes to zero, and the belief on the correct hypothesis converges to a positive value. That positive value is larger for larger amounts of prior evidence.
III. CENTRALIZED ESTIMATION WITH UNCERTAIN MODELS
In this section, we analyze the effects of having uncertain models, in the sense that the family of distributions (p i θ ; θ ∈ Θ) is not known precisely, but rather it is estimated from the realization of the random variable Z i θ . For simplicity of exposition, we will focus on the case of a single agent, thus super indices will not be used. Later in Section IV, we will analyze the dynamics of the multi-agent case which will provide a proof for our result in Theorem 1.
Consider the vector p θ as a set of parameters to be estimated from the realization of the multinomial random variable Z θ . Recall that the probability mass function of the Multinomial distribution with parameters p and n evaluated at a point x, such that
x i = n and x i is a non-negative integer, is defined as Multinomial(x; p, n) = n! xi! p xi i . Assuming a uniform Dirichlet prior on the parameters p θ , i.e., P (p θ ) = Dirichlet(p θ ; 1), it follows that the posterior is
Now, given the posterior distribution over the set of parameters for each of the hypotheses, one can define the surrogate likelihood function for hypotheses θ as the expected likelihood when the expectation is taken with respect to the parameter being distributed according to (4), i.e.,
where dS M denotes integrating ν = [ν 1 , . . . , ν M ] with respect to the (M −1) simplex. Therefore, under this construction, the surrogate likelihood is effectively the empirical distribution (or histogram) generated by the information provided by the random variable Z θ . More importantly, it follows from the strong law of large numbers that lim R θ →∞ˆ θ (S k |Z θ ) = [p θ ] S k , ∀θ ∈ Θ, k ≥ 1. a.s. Figure 2 shows a geometric interpretation of the process of defining the surrogate likelihood functions. The triangle represents the probability simplex over the distributions of the signals, thus, each point in the simplex is a distribution. Initially, if no data about the hypothesis has been acquired, both hypotheses will be in the same point in the simplex, namely the point corresponding to the uniform distribution, drawn as a black dot in the middle of the simplex. As R θ1 and R θ2 increases, the location of the surrogate likelihoods follows a path that ends at the correct location of the distribution for the hypothesis. Fig. 2 . Geometric interpretation of the learning problem with uncertain likelihoods. The outer triangle represents the probability simplex over the distributions of the signals S k . The filled circle represents the location of the hypothesis θ 1 , and the filled star represents the location of the probability θ 2 that is also θ * . The white filled circle represents the location of the surrogate likelihood of hypothesis θ 1 for a specific realization of Z θ 1 . The white filled star represents the location of the surrogate likelihood of hypothesis θ 2 for a specific realization of Z θ 2 .
Given the assumption that R θ1 and R θ2 are finite, their relative location with respect to the hypothesis θ * might not be preserved. For example, in Figure 2 , hypothesis θ 2 is the true hypothesis. However, given some particular realizations of Z θ1 and Z θ2 , the distributionˆ θ1 (·|Z θ1 ) could be "closer" to p θ * than the distributionˆ θ2 (·|Z θ2 ). This result is formalized in the following proposition.
Proposition 2: Consider two finite probability distributions p θ1 and p θ2 , and their surrogate likelihood functionŝ θ1 (·|Z θ1 ) andˆ θ2 (·|Z θ2 ) defined as in (5) . Then, there exists non negative integers R θ1 and R θ2 such that
Proposition 2 can be achieved in this following example. Suppose that the agent has collected some evidence for θ 1 and the path in Fig. 2 leads the white circle to a position in the upper half of the triangle. Then, if the agent has zero prior evidence for θ 2 , the proposition is true.
One consequence of Proposition 2 is that an agent using surrogate likelihoods instead of the precise likelihood functions may discard a true hypothesis with a non-zero probability.
Corollary 3: Consider the following update rule, with µ 0 (θ) > 0 for all θ ∈ Θ:
, where S k ∼ p θ * . Then, there exists finite R θ1 and R θ2 such that P rob (lim k→∞ µ k (θ * ) = 0) > 0.
In the next subsection, we propose a different form of surrogate likelihood function in order to overcome the probability of erroneously discarding the correct hypothesis due to the finiteness of the data from which the surrogate likelihoods are constructed.
A. The Uncertain Likelihood Ratio
In order to avoid the asymptotic convergence to an erroneous hypothesis, as presented in Corollary 3, we propose the following alternative to construct a surrogate likelihood function, which we will denote as the uncertain likelihood ratio. Initially, assume that the agent not only has access to the most recent realization of S k+1 , but recalls the histogram of all the signals observed so far, i.e., it has access to the counts of how many times a symbol has appeared up to time k+1. We will denote this count as n k+1 , where [n k+1 ] l is the number of times the symbol s l has been observed.
Similarly as in (5), we will proceed to define the uncertain likelihood ratio as the posterior predictive distribution of the likelihood of the signal when the parameter is distributed according to the posterior distribution in (4) . However, now that we have access to n k+1 , we can consider n k+1 as our new signal, which will be the realization of a Multinomial random variable N k with parameters p θ * and k.
Therefore, we definê
Note that the surrogate likelihood in (6) is precisely a Dirichlet-Multinomial distribution with parameters Z θ +1. Recall that the Dirichlet-Multinomial probability mass function, with parameters α and n, is defined as as
Finally, we propose the uncertain likelihood ratio function as the ratio between the surrogate likelihood function in (6) , and the surrogate likelihood function in (6) given no prior evidence for the hypothesis set, i.e., Z θ = 0 or complete uncertainty. Thus, the uncertain likelihood function for the histogram of the signals observed up to time k+1 is defined as
B. The Asymptotic Behavior of the Ratio of Dirichlet-Multinomial Distributions
In this subsection, we derive some asymptotic properties of the ratio between two Dirichlet-Multinomial likelihood functions.
Initially, consider a sequence of random variables {X k ∼ Multinomial(p, k)}, and define the random variable
where α = [α 1 , · · · , α M ], and β = [β 1 , · · · , β M ] are vectors with strictly positive entries. The next lemma describes the asymptotic behavior of the random variable Y k .
Lemma 4: The random variable Y k in (8) has the following property: lim k→∞ Y k = Dirichlet(p; α+1)/Dirichlet(p; β+1) almost surely.
It immediately follows from Lemma 4 and (7) that
C. An Iterative Representation of the Uncertain Likelihood Ratio
We have defined the uncertain likelihood ratio and analyzed its asymptotic behavior. However, the random variable N k , which counts the realizations observed up to time k, is not independent across the time. Clearly, the counts at time k+1 depends on the counts at time k. This hinders the execution of a sequential algorithm that uses the most recent observations and the counts so far. Thus, the next lemma writes the ratio uncertain likelihood as a product of likelihoods.
Lemma 5: The uncertain likelihood ration in (7) can be expressed as Λ θ (N k |Z θ ) = k t=1 θ (S t , N t ), where S k is the symbol observed at time k, and θ (S t , N t ) is defined in (3).
Corollary 6:
The random variable i θ (S t , N t ) has the following property: lim k→∞ i θ (S k , N k ) = 1 almost surely. With this results at hand, in the next section we prove our main result in Theorem 1.
IV. CONVERGENCE OF NON-BAYESIAN SOCIAL LEARNING WITH UNCERTAIN MODELS
In this section, we provide the proof for our main result in Theorem 1, which states that the proposed algorithm generates a sequence of beliefs, such that the belief fn a hypothesis converges asymptotically to the average loglikelihood ratio of the true distribution of the observations, given the empirical evidence for that specific hypothesis.
Proof: [Theorem 1] It follows from (2b) that
By defining the new vector variables
Add and subtract Σ k t=1 φ k 1 L t (θ) from (10), then
where we have assumed that without loss of generality that µ i 0 (θ) = 1 for all i ∈ V , and D k:t = A k:t −φ k 1 . Similarly, note that y i k+1 = [D k:0 1] i +φ i k m. Therefore, we have that
and by adding and subtracting we obtain Thus,
where we have used Corollary 2 in [24] to bound D k:t and obtain [D k: [25] , that lim k→∞ k t=1 λ k−t L t (θ) 1 = 0, almost surely, and lim k→∞ [L k+1 (θ)] i = 0, almost surely.
The desired result follows from Lemma 5, continuity of the logarithm function and (9).
V. NUMERICAL ANALYSIS
In this section, we validate the convergence properties of our proposed algorithm. Assume the agents are connected over the graph shown in Figure 3 [16] , which has been shown to be a pathological case of a graph that satisfies Assumption 1. The agents' receive a private signal at each time step drawn from K = 2 categories and their goal is to infer the θ ∈ Θ = {θ 1 , θ 2 } that best describes the ground truth θ * = θ 2 . Agents collect prior evidence R i θ for each hypothesis within two categories, Low, i.e. R i θ ∈ [0, 100], and High, i.e. R i θ ∈ [1000, 10000]. Then, the agents observe measurements drawn from the distribution p i θ * and update their belief as in (2) . We run N = 10 Monte Carlo simulations and the average difference between the agents beliefs and (9) is evaluated. Figures 4(a) and 4(b) shows the result for 10, 20, and 30 agents with both Low and High evidence. Figure 4(a) shows that when the agents have a low amount of prior evidence, the same decreasing behavior is seen by all network sizes once the uncertain likelihood updates (3) converge to a value close to 1. This also shows that the transition time for this to occur increases as the number of agents increases, which supports recent theoretical evidence that the network influence is transient in nature [26] . Furthermore, as the agents evidence increases, the rate of convergence dramatically increases and becomes exponential. Figure 4(b) provides the same result, except this is for the ground truth hypothesis. Here, the lower the amount of evidence results in a faster rate of convergence than a high amount of prior evidence. This is because as the amount of prior evidence increases, (9) becomes larger and it takes longer for the beliefs to reach the convergence point. The beliefs of a hypothesis that are consistent with the state of the world will converge to a value greater than 0, while the beliefs of the remaining hypotheses diverge to −∞. This result is seen in Table I for all network sizes with high evidence. While, when the agents have low prior evidence, the beliefs of the state of the world converge to a value close to 0 as predicted. Thus, as the amount of evidence increases, the agents become more certain of the hypothesis that best describes the state of the world.
VI. CONCLUSIONS
We proposed a new algorithm for non-Bayesian social learning over time-varying directed graphs and uncertain models. Contrary to existing literature, we analyze the effects of uncertainty in the statistical models of the hypotheses when they are built from empirical and finite evidence. We show that classical algorithms will select wrong hypotheses with non-zero probability. The proposed algorithm is shown to converge to the average value of a log-likelihood ratio between the unknown distribution of the state of the world given the empirical evidence. Moreover, doubly stochastic weights are not required, and the proposed method converges to the mean of the log-likelihood ratios among all the nodes in the network. Future work requires a study of convergence rates and the effects on uncertainty in the non-asymptotic performance of cooperative learning with uncertain models. Furthermore, it is necessary to study the explicit effects of the network topology on the convergence rates.
