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SECOND MOMENT OF THE PRIME GEODESIC THEOREM
FOR PSL(2,Z[i])
DIMITRIOS CHATZAKOS, GIACOMO CHERUBINI, AND NIKO LAAKSONEN
Abstract. The remainder EΓ(X) in the Prime Geodesic Theorem for the
Picard group Γ = PSL(2,Z[i]) is known to be bounded by O(X3/2+ǫ) under
the assumption of the Lindelo¨f hypothesis for quadratic Dirichlet L-functions
over Gaussian integers. By studying the second moment of EΓ(X), we show
that on average the same bound holds unconditionally.
1. Introduction
Let M = Γ\H2 be a hyperbolic surface, with Γ a cofinite Fuchsian group, and de-
note by πΓ the counting function of the primitive length spectrum of M , i.e. πΓ(X)
is the number of primitive closed geodesics on M of length at most logX . The
study of πΓ has a long history dating back to works of Huber [11, 12], Selberg [14,
Chapter 10] and others. In particular, for surfaces of arithmetic type, much progress
has been made in estimating the asymptotic error term related to πΓ, see e.g. [13],
[16], [21]. In three dimensions, that is M = Γ\H3 where Γ ⊂ PSL(2,C) is a cofinite
Kleinian group, we know that [8]
(1.1) πΓ(X) ∼ li(X2).
In analogy with the classical prime number theory, it is more convenient to work
with the hyperbolic analogue of the Chebyshev function, which is defined as
ψΓ(X) =
∑
N(P )≤X
ΛΓ(N(P )).
Here the sum runs over hyperbolic and loxodromic conjugacy classes of Γ of norm at
mostX and ΛΓ denotes the hyperbolic von Mangoldt function. That is, ΛΓ(N(P )) =
logN(P0), if P is a power of a primitive hyperbolic (or loxodromic) conjugacy class
P0, and zero otherwise. The classical bound for the remainder term in (1.1) was
given by Sarnak [20] in 1983. In the arithmetic case, Γ = PSL(2,Z[i]), his result
says that
(1.2) ψΓ(X) =
X2
2
+ EΓ(X), EΓ(X)≪ǫ X5/3+ǫ.
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The estimate (1.2) for the error term is actually valid for all cofinite Kleinian
groups, provided that the contribution from possible small eigenvalues is included
in the main term. Sarnak’s pointwise bound (1.2) has been improved for the Picard
group in [15, 2, 3]. The current best unconditional bound is due to Balkanova and
Frolenkov [3], who showed that
(1.3) EΓ(X)≪ǫ Xη+ǫ, η = 3
2
+
103
1024
.
By assuming the Lindelo¨f hypothesis for quadratic Dirichlet L-functions over Gauss-
ian integers, they obtain η = 3/2. It is not clear how far this is from the truth (see
the discussion in Remarks 1.5 and 3.1 in [2]).
The main result of this paper is that the exponent 3/2+ ǫ holds on average. This
is achieved by studying the second moment of the error term. Namely, we prove
the following theorem.
Theorem 1.1. Let V ≥ Y ≫ 1 and ǫ > 0. Then
(1.4)
1
Y
∫ V+Y
V
|EΓ(X)|2dX ≪ V 3+ǫ
(
V
Y
)2/3
.
Theorem 1.1 follows from a short interval second moment estimate for the spectral
exponential sum S(T,X), which is defined as
S(T,X) =
∑
0<rj≤T
X irj ,
where λj = 1+r
2
j are the (embedded) eigenvalues of the Laplace–Beltrami operator
∆ on M .
Theorem 1.2. Let V ≥ Y ≫ 1 and T ≪ V 1/2−ǫ. Then
1
Y
∫ V+Y
V
|S(T,X)|2dX ≪ T 3+ǫV 3/2+ǫY −1.
The connection between the Prime Geodesic Theorem and S(T,X) is given by
the explicit formula of Nakasuji, see (6.1).
Remark 1.3. Note that the bound for arbitrary Y in Theorem 1.2 follows by posi-
tivity from the estimate over the dyadic interval [V, 2V ]. Nevertheless, Theorem 1.2
allows us to prove a nontrivial result in short intervals in Theorem 1.1 since the
parameter T can depend on Y . Despite this, we will carry out the proof of Theo-
rem 1.2 in the interval [V, V + Y ] in order to highlight how the dependence in Y
gets absorbed into the final bound.
As a corollary of Theorem 1.1 we recover the pointwise bound EΓ(X)≪ǫ X13/8+ǫ
of [2, Theorem 1.1]. Furthermore, our second moment bound (1.4) has immediate
consequences analogous to Corollary 1.3 and Equation (1.3) in [2], but we will not
write them here explicitly. Finally, we observe that Theorem 1.1 implies that the
short interval estimate
1
V
∫ 2V
V
∣∣ψΓ(X)− ψΓ(X − ηX)− η(1− η/2)X2∣∣2dX ≪ǫ V 3+ǫ,
is valid for all 0 ≤ η ≤ 1. In other words, the approximation ψΓ(X)−ψΓ(X−ηX) =
η(1− η/2)X2 holds with the error term O(X3/2+ǫ) in a square mean sense.
A weaker second moment estimate, which is valid for all cofinite Γ, was obtained
in [2, Theorem 1.2], where the authors showed for V ≥ Y ≫ 1 that
1
Y
∫ V+Y
V
|EΓ(X)|2dX ≪ V 16/5
(
V
Y
)2/5
(log V )2/5.
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This was proved by using the Selberg trace formula and it is of analogous strength
to Sarnak’s bound (see Remark 1.5 in [2]). In our proof we will instead use the
Kuznetsov trace formula (see [17, 18]) for PSL(2,Z[i]), which allows us to get
stronger estimates. A key component of our proof is a careful analysis of integrals
involving multiple Bessel functions. In particular, by relying on exact formulas,
we avoid having to deal with the oscillatory integrals that appear in the proof of
Koyama [15] for the pointwise bound. We also incorporate some ideas of [4] and [5]
from two dimensions.
The paper is organized as follows. We begin by stating our main tool, the
Kuznetsov formula, in section 2. Then, in section 3, we give a detailed outline
of the proof of Theorem 1.2 under the assumption of two key estimates, which are
stated as Propositions 3.1 and 3.2. In sections 4 and 5 we prove these two estimates.
Finally, in section 6 we show how to recover Theorem 1.1 from Theorem 1.2.
2. Kuznetsov formula
The Kuznetsov trace formula relates the Fourier coefficients of cusp forms to
Kloosterman sums. For Gaussian integers, Kloosterman sums are defined as
SQ(i)(n,m, c) =
∑
a∈(Z[i]/(c))×
e
(〈m, a/c〉)e(〈n, a∗/c〉),
where m,n, c ∈ Z[i], c 6= 0; a∗ denotes the inverse of a modulo the ideal (c); and
〈x, y〉 denotes the standard inner product on R2 ∼= C. The Kloosterman sums obey
Weil’s bound [18, (3.5)]
(2.1) |SQ(i)(n,m, c)| ≤ |(n,m, c)|d(c)N(c)1/2,
which we will use repeatedly. Here d(c) is the number of divisors of c.
Theorem 2.1 (Kuznetsov formula [17, 18]). Let h be an even function, holomorphic
in |ℑr| < 1/2 + ǫ, for some ǫ > 0, and assume that h(r) = O((1 + |r|)−3−ǫ) in the
strip. Then, for any non-zero m,n ∈ Z[i]:
D + C = U + S,
with
D =
∞∑
j=1
rjρj(n)ρj(m)
sinhπrj
h(rj),
C = 2π
∫ ∞
−∞
σir(n)σir(m)
|mn|ir|ζK(1 + ir)|2 dr,
U =
δm,n + δm,−n
π2
∫ ∞
−∞
r2h(r)dr,
S =
∑
c∈Z[i]\{0}
SQ(i)(n,m, c)
|c|2
∫ ∞
−∞
ir2
sinhπr
h(r)Hir
(
2π
√
mn
c
)
dr,
where σs(n) =
∑
d|nN(d)
s is the divisor function,
Hν(z) = 2
−2ν |z|2νJ∗ν (z)J∗ν (z),
Jν is the J-Bessel function of order ν, and J
∗
ν (z) = Jν(z)(z/2)
−ν.
For the definition of the ρj , see the explanation after (3.3). We will also need the
power series expansion [9, 8.402] for the J-Bessel function:
(2.2) Jir(z)(z/2)
−ir =
∞∑
k=0
(−1)k
k!Γ(k + 1 + ir)
(z
2
)2k
.
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3. Outline of proof of Theorem 1.2
In this section we outline the proof of Theorem 1.2. The result for the sharp sum
S(T,X) can be deduced from the corresponding result for the smooth sum
(3.1)
∑
rj
X irje−rj/T .
Indeed, if we assume the inequality
∫ V+Y
V
∣∣∣∑
rj
X irje−rj/T
∣∣∣2dX ≪ T 3V 3/2+ǫ,
then using a standard Fourier analysis method (see [13, 16]) and the Cauchy–
Schwarz inequality we can estimate, for T < V 1/2 and Y ≤ V ,
∫ V+Y
V
|S(T,X)|2dX
≪ T ǫ
∫
|ξ|≤1
∫ V+Y
V
∣∣∣∑
rj
(Xe−2πξ)irj e−rj/T
∣∣∣2dXmin(T, |ξ|−1)dξ + T 4+ǫY
≪ T 3+ǫV 3/2+ǫ.
To study the sum in (3.1), we approximate X irje−rj/T by a more regular function
that we borrow from [6], namely
(3.2) h(r) =
sinh((π + 2iα)r)
sinhπr
, 2α = logX + i/T,
which satisfies h(r) = X ire−r/T +O(e−πr) [17, 18]. Before applying the Kuznetsov
formula, we need to insert the Fourier coefficients into our spectral sum. We do this
by means of an extra average and by using the fact that the (normalized) Rankin–
Selberg L-function has a simple pole at s = 1 with the residue being an absolute
constant.
Consider a smooth function f , compactly supported on [
√
N,
√
2N ], satisfying
|f (p)(ξ)| ≪ N−p/2 for every p ≥ 0 and with mass ∫∞0 f(x)dx = N . Let f˜ be the
Mellin transform of f . Then
(3.3)
1
N
∑
n,rj
f(|n|)h(rj)|vj(n)|2 = 1
πiN
∑
rj
h(rj)
∫
(3)
f˜(2s)L(s, uj ⊗ uj)ds,
where L(s, uj ⊗ uj) is the Rankin–Selberg L-function
L(s, uj ⊗ uj) =
∑
n∈Z[i]\{0}
|vj(n)|2
N(n)s
,
where vj(n) are Fourier coefficients of cusp forms, normalized by the relation
vj(n)
√
sinh(πrj) = ρj(n)
√
rj . We apply the Kuznetsov formula on the left-hand
side in (3.3), while on the right-hand side we move the line of integration to
ℜ(s) = 1/2, picking up the residue at s = 1. We obtain, for absolute constants
c1, c2, ∑
rj
X irje−rj/T =
c1
N
∑
n∈Z[i]\{0}
f(|n|)Sn(ω)
+
c2
N
∫
(1/2)
f˜(2s)M1(s)ds+O(T
2).
(3.4)
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The quantities appearing in (3.4) are described as follows. The term Sn(ω) is a
weighted sum of Gaussian Kloosterman sums,
(3.5) Sn(ω) =
∑
c∈Z[i]\{0}
SQ(i)(n, n; c)
N(c)
ω
(
2πn¯
c
)
,
where ω is the integral transform of h that appears in Kuznetsov’s formula, that is,
(3.6) ω(z) =
∫ +∞
−∞
ir2
sinh(πr)
Hir(z)h(r)dr.
The kernel Hir(z) is given by
Hν(z) = 2
−2ν |z|2νJ∗ν (z)J∗ν (z),
with J∗ν (z) = Jν(z)(z/2)
−ν, where Jν denotes the Bessel function of the first kind.
The termM1(s) in (3.4) is a weighted first moment of Rankin–Selberg L-functions:
M1(s) =
∑
rj
h(rj)L(s, uj ⊗ uj).
Note that the integral on the half line in (3.4) is absolutely convergent since
f˜(2s)≪ N1/2|s|−M , for arbitrarily large M (when ℜ(s) = 1/2), and L(s, uj ⊗ uj)
is polynomially bounded in |s|. Finally, the term O(T 2) in (3.4) comes from the
identity element and the continuous spectrum in the Kuznetsov formula.
In sections 4 and 5 we will prove the following two estimates that we state as
separate propositions. In order to simplify the exposition, we assume that N is
bounded polynomially in X and T , i.e.
(3.7) N ≪ (TX)A,
for some arbitraryA > 0. Our final choice ofN satisfies this condition and thus (3.7)
is not restrictive.
Proposition 3.1. Let V ≥ Y ≫ 1, and V ǫ ≪ T ≪ V 1/2−ǫ. Let N ≥ 1 be chosen
so that (3.7) holds, and suppose n ∈ Z[i] with N(n) ≍ N . Then
(3.8)
∫ V+Y
V
|Sn(ω)|2dX ≪ (NV 2 + T 3Y )(NV )ǫ.
In our proof, the first term in (3.8) will be the dominant one. Since this term does
not depend on Y , the most interesting result is obtained on the full dyadic interval
[V, 2V ]. The same observation was made in Remark 1.3 and it applies to the next
proposition as well.
Proposition 3.2. Let V ≥ Y ≫ 1, and T ≫ 1. Then∫ V+Y
V
|M1(s)|2dX ≪ |s|AT 6+ǫV,
for some absolute constant A.
Let us show that Theorem 1.2 follows from the above two propositions. By using
the Cauchy–Schwarz inequality and integrating in X in (3.4), we get
∫ V+Y
V
∣∣∣∑
rj
X irje−rj/T
∣∣∣2dX ≪ 1
N
∑
N(n)∼N
∫ V+Y
V
|Sn(ω)|2dX
+
1
N
∫
(1/2)
|s|−M
∫ V+Y
V
|M1(s)|2dXds+O(T 4).
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Applying Proposition 3.1 and Proposition 3.2 yields∫ V+Y
V
∣∣∣∑
rj
X irje−rj/T
∣∣∣2dX ≪ N1+ǫV 2+ǫ + T 3Y (NV )ǫ + T 6+ǫV
N
+ T 4.
We pick N = T 3V −1/2 and thus arrive at the inequality
(3.9)
∫ V+Y
V
∣∣∣∑
rj
X irje−rj/T
∣∣∣2dX ≪ T 3V 3/2+ǫ,
since T ≤ V 1/2−ǫ. Note that N ≥ 1 only if T ≥ V 1/6. For T < V 1/6, the
bound (3.9) follows from the trivial estimate S(T,X)≪ T 3. This proves (3.9) for
every value of T ≤ V 1/2−ǫ, which concludes the proof of Theorem 1.2. It remains
to prove Propositions 3.1 and 3.2.
4. Second moment of sums of Kloosterman sums
Next we want to prove Proposition 3.1. In order to do this, we will need to simplify
expressions involving ω(z) according to the size of |z|. We will first prove a number
of auxiliary lemmas, which are then used in different ranges of the summation in
Sn(ω). Throughout this section we shall assume that N ≥ 1, n ∈ Z[i] satisfies
N(n) ≍ N , and that T , X , V and Y are real numbers satisfying the inequalities
(4.1) 1≪ Y ≤ V ≤ X ≤ V + Y and V ǫ ≪ T ≤ V 1/2−ǫ.
Moreover, we recall the mild assumption (3.7) on N .
We begin the proof by simplifying the expression defining Sn(ω). After removing
the initial part of the sum, we can replace the weight function ω by a simpler
function ω0 given by
(4.2) ω0(z) =
∫ ∞
−∞
1
Γ(1 + ir)2
∣∣∣z
2
∣∣∣2ir ir2h(r)
sinh(πr)
dr.
These two simplifications come at the cost of an admissible error term, as demon-
strated in the following lemma.
Lemma 4.1. Let Sn(ω) be as in (3.5), and let ω0 be as in (4.2). Then
Sn(ω) = S†n(ω0) +O(N1/2+ǫT 1+ǫ),(4.3)
where
S†n(ω0) =
∑
N(c)>4π2N(n)
SQ(i)(n, n, c)
N(c)
ω0
(
2πn¯
c
)
.
Proof. Let us focus first on the portion of the sum whereN(c) ≤ 4π2N(n), i.e. when
the complex number z = 2πn¯/c satisfies |z| ≥ 1. We start from the definition of
ω(z), see (3.6), and apply an integral representation for the kernel Hir(z) (see [18,
Equation (2.10)]). Writing z = |z|eiθ, we have
ω(z) =
8
π2
∫ π/2
0
cos(2|z| cos θ sinφ)
∫ +∞
−∞
r2h(r) cosh(πr)K2ir(2|z| cosφ)dr dφ.
When |r| is bounded, we estimate h(r) trivially and use the fact that K2ir(x) ≪
x−1/2 for all r ∈ R and x > 0 real. Thus the integral over r contributes O(|z|−1/2)
in this range. Now, for r bounded away from zero, we approximate h(r) by
(4.4) h(r) =
cosh((π + 2iα)r)
cosh(πr)
+O(e−
1
2
πr),
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and the error contributes again O(|z|−1/2). Note also that, after integrating over
|r| = O(1), the fraction in (4.4) is bounded by O(|z|−1/2). The remaining integral
reads
I =
8
π2
∫ π/2
0
cos(2|z| cos θ sinφ)
∫ +∞
−∞
r2 cosh((π + 2iα)r)K2ir(2|z| cosφ)dr dφ.
The integral over r can be evaluated exactly by using the formula [9, 6.795.1]. This
gives ∫ +∞
−∞
r2 cosh((π + 2iα)r)K2ir(2|z| cosφ)dr = −π
8
· ∂
2
∂b2
exp(−a cosh b),
where a := 2|z| cosφ and b := α − iπ/2 (in particular, |ℑ(b)| < π/2). Hence, we
arrive at the expression
I = − 1
π
∫ π/2
0
cos(2|z| cos θ sinφ) ∂
2
∂b2
exp(−a cosh b)dφ
= − 1
π
∫ π/2
0
cos(2|z| cos θ sinφ)e−2|z| cosφ cosh b
× (4|z|2 cos2 φ sinh2 b+ 2|z| cosφ cosh b) dφ.
Observe that ℜ(cosh b) ≍ X1/2T−1 and | cosh b| ≍ | sinh b| ≍ X1/2. In the range
cosφ > log2 T/|z|ℜ(cosh b) we bound the integrand in absolute value. Since the
exponential is O(T−p) for arbitrarily large p, the integral contributes O(|z|2XT−p).
On the other hand, when cosφ ≤ log2 T/|z|ℜ(cosh b), we integrate by parts in φ
once. This gives a factor 1/|z| cosh b from the exponential and thus the contribution
from the integral is O(T 2+ǫ/|z|X1/2). All in all, we have proved that, for |z| ≥ 1,
we can estimate
ω(z)≪ 1|z|1/2 +
|z|2X
T p
+
T 2+ǫ
|z|X1/2 .
Summing this for z = 2πn¯/c and N(c) ≤ 4π2N(n), and using Weil’s bound to
estimate the Kloosterman sums, we get a quantity not bigger than
O(N1/2+ǫ +N1+ǫXT−p +N1/2+ǫT 2+ǫX−1/2).
This is absorbed in the error in (4.3) since V ǫ ≪ T ≤ V 1/2−ǫ and N satisfies (3.7)
(in fact, this is the only place where we use this assumption).
It remains to estimate the portion of Sn(ω) where N(c) > 4π2N(n), i.e. when
|z| < 1. In this range we expand the J-Bessel functions in the definition of ω, (3.6),
into power series (see (2.2)). We get
ω(z) =
∑
k1,k2≥0
(−1)k1+k2
k1!k2!22k1+2k2
z2k1 z¯2k2
×
∫ ∞
−∞
1
Γ(k1 + 1 + ir)Γ(k2 + 1 + ir)
∣∣∣z
2
∣∣∣2ir ir2h(r)
sinh(πr)
dr.
(4.5)
By Stirling’s formula it follows that, for any k ≥ 0, we have
(4.6)
1
Γ(k + 1 + ir)
≪ ek−(k+1/2) log(1+|r|)+π|r|/2 ≪ e
k+π|r|/2
(1 + |r|)k+1/2
Using (4.6) and the fact that h(r)≪ e−|r|/T , we can bound all but the initial part
of the double sum in (4.5) (that is, when k1 + k2 ≥ 1) by
≪ |z|2
∑
k1+k2≥1
ek1+k2
k1!k2!22k1+2k2
∫ +∞
−∞
e−|r|/Tdr ≪ T |z|2.
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By Weil’s bound, summing this for N(c) > 4π2N(n) gives a contribution of at most
O(N1/2+ǫT ), which is absorbed in the error term in (4.3). We are thus left with
the term associated to k1 = k2 = 0, which is precisely ω0(z). 
Next we evaluate ω0 with an explicit error term. It turns out that a simple
closed formula for ω0 can be given in terms of the K-Bessel function of order zero.
Estimates for K0 and its derivative are collected in the following lemma.
Lemma 4.2. Let K0(w) be the K-Bessel function of order zero and let w ∈ C\{0}
with ℜ(w) ≥ 0. Then
(4.7) |K0(w)| ≤ 2|w|1/2 exp(−ℜ(w)).
Moreover, setting f(w) = ewK0(w), we have
(4.8) |f ′(w)| ≤ 1|w|3/2
(
1 +
1
|w|
)
.
Proof. The integral representation [9, 8.432.8]
Kν(w) =
√
π
2w
e−w
Γ(ν + 1/2)
∫ ∞
0
e−tt−1/2
(
1 +
t
w
)ν−1/2
dt
holds for | arg(w)| < π and ℜ(ν) > −1/2. Since ℜ(w) ≥ 0, the estimate (4.7)
follows after bounding the integrand in absolute value. Multiplying both sides
by ew, differentiating in w and bounding the result yields (4.8). 
The most important consequence of the simple closed formula for ω0 is being able
to see that ω0(z) ≪ |z|1/2+ǫ as |z| → 0. Such a decay is guaranteed a priori by
Kuznetsov’s formula, but is not directly visible in the definition of ω0 in (4.2). The
behaviour of ω0(z) for small z is made explicit in the following lemma, which in
turn allows us to replace the infinite sum over c by a finite sum.
Lemma 4.3. Let N ≥ 1 and n ∈ Z[i] with N(n) ≍ N , and let ω0 be as in (4.2).
Then
(4.9) ω0(z) =
iM2|z|2X
π
K0(M |z|X1/2) +O
( |z|3/2
X1/4
)
,
where M = e−i(π/2−1/2T ). In particular, we have
(4.10) S†n(ω0) = S‡n(K0) +O
(
N1/2+ǫX1/2+ǫ
)
,
where S‡n is a finite weighted sum of Kloosterman sums given by
(4.11) S‡n(K0) = 2iM2N(n)X
∑
C1<N(c)≤C2
SQ(i)(n, n, c)
N(c)2
K0
(
2πM |n|X1/2
|c|
)
with C1 = N(n)V/T
2 log2 T and C2 = N(n)V .
Proof. Let 2A = M |z|X1/2 and 2B = M |z|X−1/2. Then, from the definition of
h(r), together with the relation
πr
sinh(πr)
= Γ(1 + ir)Γ(1 − ir),
we deduce the identity
ω0(z) =
4A2
π2
∫
(1)
Γ(s)2A−2sds+
4B2
π2
∫
(1)
Γ(s)2B−2sds
=
i(2A)2
π
K0(2A) +
i(2B)2
π
K0(2B).
SECOND MOMENT OF THE PGT 9
The second equality follows from [7, §7.3 (17)] (see also [9, 17.43.32]). Note that
ℜ(2A),ℜ(2B) ≥ 0. Using (4.7), and bounding the exponential crudely by one, we
see that
(4.12)
∣∣B2K0(2B)∣∣≪ |z|3/2X−1/4.
This proves (4.9). Also, summing (4.12) over N(c) > 4π2N(n) gives a quantity
bounded by O(N1/2+ǫX−1/4), which is absorbed in the error term in (4.10). Simi-
larly, from (4.7) we see that
∣∣A2K0(2A)∣∣≪ |z|3/2X3/4 exp
(
−|z|X
1/2
100T
)
.
Therefore, on summing over 4π2N(n) < N(c) ≤ C1 and N(c) ≥ C2 we obtain a
quantity bounded by
O(N1/2+ǫX1/2+ǫ). 
We have now reduced the problem of estimating Sn(ω) to a matter of understand-
ing a finite sum of Kloosterman sums, S‡n(K0), weighted by a K-Bessel function of
order zero.
Remark 4.4. Notice that if we use the estimate (4.7) also in the remaining range,
C1 < N(c) ≤ C2, we obtain S‡n(K0) ≪ (NTX)1/2+ǫ. Collecting the errors from
Lemma 4.1 and Lemma 4.3, we see that this contribution dominates. Therefore we
would have
(4.13) Sn(ω)≪ (NTX)1/2+ǫ,
which recovers the pointwise bound that appears in [15, p.792]. The method in our
proof is slightly different at places and provides additional details compared to [15].
Moreover, Lemma 4.3 bypasses the use of the method of stationary phase, giving
instead a closed formula for the weight function.
We will now study the second moment of S‡n(K0). By exploiting the oscillation in
the weight functionK0(M |z|X1/2), we can obtain additional decay when integrating
in X .
Lemma 4.5. Let M be as in Lemma 4.3, and let x1, x2 be positive real numbers
satisfying 1≫ x1, x2 ≫ V −1/2. Then
(4.14)
∫ V+Y
V
K0(Mx1X
1/2)K0(Mx2X1/2)dX ≪ min(Y V
−1/2, L−1)
(x1x2)1/2
,
where L = |x1 − x2|.
Proof. Consider the function f(w) = ewK0(w). From Lemma 4.2 we have
(4.15) |f(w)| ≪ 1|w|1/2 , |f
′(w)| ≪ 1|w|3/2 ,
for ℜ(w) ≥ 0 and |w| bounded away from zero. The integral in (4.14) can be written
as
(4.16)
∫ V+Y
V
e−X
1/2(Mx1+Mx2)f(Mx1X
1/2)f(Mx2X1/2)dX.
Bounding the integrand in absolute value and applying (4.15) leads to the first term
in the minimum in (4.14). The second term in (4.14) follows from integration by
parts and (4.15). 
We are now ready to prove Proposition 3.1.
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4.1. Proof of Proposition 3.1. By Lemma 4.1 and Lemma 4.3, we have
(4.17)
∫ V+Y
V
|Sn(ω)|2dX ≪
∫ V+Y
V
|S‡n(K0)|2dX +O(Y N1+ǫV 1+ǫ),
where S‡n(K0) is as given in (4.11). From a dyadic decomposition and the Cauchy–
Schwarz inequality it follows that we can bound the integral on the right-hand side
by
≪ N2+ǫV 2+ǫ max
C1<R≤C2
∫ V+Y
V
∣∣∣∣
∑
N(c)∼R
SQ(i)(n, n, c)
N(c)2
K0
(
2πM |n|X1/2
|c1|
) ∣∣∣∣
2
dX
= N2+ǫV 2+ǫ max
C1<R≤C2
∑
c1,c2
SQ(i)(n, n, c1)SQ(i)(n, n, c2)
N(c1c2)2
×
∫ V+Y
V
K0
(
2πM |n|X1/2
|c1|
)
K0
(
2πM |n|X1/2
|c2|
)
dX,
(4.18)
where the sum over c1, c2 is restricted to R < N(c1), N(c2) ≤ 2R. Note that in
this range the numbers xj = 2π|n|/|cj| satisfy the inequality 1≫ xj ≫ V −1/2, for
j = 1, 2, and we can therefore bound the integral in (4.18) by using Lemma 4.5.
For x1 = x2, i.e. |c1| = |c2|, we use the factor Y V −1/2 in the minimum in (4.14).
This, coupled with Weil’s bound for SQ(i)(n, n, c), leads to the following estimate
for the diagonal part of the sum:
(4.19) ≪ Y N3/2+ǫV 3/2
∑
C1<N(c)≤C2
|(n, c)|2r2(N(c))
N(c)5/2−ǫ
≪ T 3Y (NV )ǫ.
Here we use r2(n) to denote the number of ways of writing n as a sum of two
squares, along with the standard estimate r2(n) ≪ nǫ. For the off-diagonal terms
in (4.18) (when |c1| 6= |c2|) we use again Lemma 4.5. For technical convenience we
interpolate the two bounds in the minimum with the exponents (ǫ, 1 − ǫ), which
gives
min(Y V −1/2, L−1)≪ V ǫL−1+ǫ.
Inserting this into (4.18), we can estimate the double sum over |c1| 6= |c2| by
(4.20) ≪ N1+ǫV 2+ǫ
∑
R≤ℓ1 6=ℓ2≤2R
aℓ1aℓ2
|ℓ1 − ℓ2|1−ǫ ,
where ℓj = N(cj) and the coefficients aℓ are given by
aℓ :=
∑
N(c)=ℓ
|SQ(i)(n, n, c)|
N(c)1+ǫ
.
Using the Hardy–Littlewood–Po´lya inequality [10, Th. 381, p. 288] and Weil’s
bound (2.1) for the Kloosterman sums, we can bound (4.20) by
(4.21) ≪ N1+ǫV 2+ǫ
∑
ℓ∼R
a2ℓ ≪ N1+ǫV 2+ǫ
∑
c 6=0
|(n, c)|2r2(N(c))
N(c)1+ǫ
≪ N1+ǫV 2+ǫ,
uniformly in R. Since the above bound dominates the last term in (4.17), combin-
ing (4.21) with (4.19) we deduce that
∫ V+Y
V
|Sn(ω)|2dX ≪ N1+ǫV 2+ǫ + T 3Y (NV )ǫ,
which is what we wanted to prove. 
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5. Average of Rankin–Selberg L-functions
In this section we prove Proposition 3.2. As in section 4, we take real numbers T ,
X , V and Y satisfying the inequalities in (4.1). Moreover, we assume that s is a
complex number with ℜ(s) = 1/2.
First, we note that h(r) = X ire−r/T + O(e−πr). Therefore, using the fact that
the Rankin–Selberg L-function is bounded polynomially in both rj and s, we can
write
M1(s) =
∑
rj
X irje−rj/TL(s, uj ⊗ uj) +O(|s|A).
We decompose the sum on the right-hand side into intervals of length T and use
the Cauchy–Schwarz inequality to get
(5.1) |M1(s)|2 ≪
∞∑
m=1
m2
∣∣∣ ∑
(m−1)T<rj≤mT
X irjLj
∣∣∣2 +O(|s|2A),
where we use the shorthand Lj = L(s, uj ⊗ uj). We want to integrate over X ∈
[V, V + Y ] in (5.1). Thus we need to understand the integral
I =
∫ V+Y
V
∣∣∣ ∑
(m−1)T<rj≤mT
X irjLj
∣∣∣2dX.
Opening up the square and integrating directly yields
I ≪ V T ǫe−2m
∑
(m−1)T<rj ,rk≤mT
|LjLk|
1 + |rj − rk|
≪ V T ǫe−2m
∑
(m−1)T<rj≤mT
|Lj |2
∑
(m−1)T<rk≤mT
1
1 + |rj − rk| .(5.2)
The Weyl law (with remainder) on Γ\H3 [1, Theorem 2] implies the estimate #{T <
rj ≤ T + 1} ≪ T 2 in unit intervals (see [2, (2.1)]). This gives, for rj ≤ mT ,
(5.3)
∑
(m−1)T<rk≤mT
1
1 + |rj − rk| ≪ (mT )
2+ǫ.
Now, in order to estimate the remaining sum over rj in (5.2), we use the relation
between the Rankin–Selberg L-function and the symmetric square L-function, i.e.
L(s, uj ⊗ uj) = |vj(1)|2
ζQ(i)(s)
ζQ(i)(2s)
L(s, sym2uj),
where ζQ(i) is the Dedekind zeta function of Q(i). The bound vj(1)≪ rǫj (see [15,
Proposition 3.1]) together with the second moment estimate [2, Theorem 3.3] give
(5.4)
∑
(m−1)T<rj≤mT
|Lj|2 ≪ |s|A(mT )4+ǫ.
After substituting the estimates (5.3) and (5.4) into (5.2), we finally obtain
I ≪ V T 6+ǫm8+ǫe−2m.
Using this with (5.1) and summing over m leads us to the desired bound. 
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6. Recovering Theorem 1.1
Finally, we show how to recover Theorem 1.1 from Theorem 1.2. The error term
EΓ(X) is related to the spectral exponential sum S(T,X) via the explicit formula.
For PSL(2,Z[i]), this was proved by Nakasuji [19, Thm. 4.1], who showed that
(6.1) EΓ(X) = 2ℜ

 ∑
0<rj≤T
X1+irj
1 + irj

+O
(
X2
T
logX
)
,
for 1 ≤ T < X1/2. Thus, we can estimate the second moment of EΓ(X) as
1
Y
∫ V+Y
V
|EΓ(X)|2dX ≪ 1
Y
∫ V+Y
V
∣∣∣∣
∑
0<rj≤T
X1+irj
1 + irj
∣∣∣∣
2
dX +O
(
V 4
T 2
log2 V
)
.
Using partial summation, we write the exponential sum as
∑
0<rj≤T
X1+irj
1 + irj
=
X
1 + iT
S(T,X) + iX
∫ T
1
S(U,X)
(1 + iU)2
dU,
and by a repeated use of the Cauchy–Schwarz inequality we obtain∫ V+Y
V
∣∣∣∣
∑
0<rj≤T
X1+irj
1 + irj
∣∣∣∣
2
dX ≪ V
2
T 2
∫ V+Y
V
|S(T,X)|2dX
+ V 2 logT
∫ T
1
1
|1 + iU |3
∫ V+Y
V
|S(U,X)|2dX dU.
We apply Theorem 1.2 and bound the right-hand side by
≪ V 7/2+ǫT 1+ǫ + V 7/2+ǫT ǫ
∫ T
1
dU ≪ V 7/2+ǫT 1+ǫ.
Thus
1
Y
∫ V+Y
V
|EΓ(X)|2dX ≪ V 7/2+ǫT 1+ǫY −1 + V
4
T 2
log2 V.
Balancing with T = V 1/6Y 1/3 completes the proof of Theorem 1.1. 
References
[1] Y. Bonthonneau, Weyl laws for manifolds with hyperbolic cusps, preprint,
https://arxiv.org/abs/1512.05794 (2015). 11
[2] O. Balkanova, D. Chatzakos, G. Cherubini, D. Frolenkov and N. Laaksonen, Prime Geodesic
Theorem in the 3-dimensional Hyperbolic Space, to appear in Trans. Amer. Math. Soc.,
http://arxiv.org/abs/1712.00880. 2, 3, 11
[3] O. Balkanova and D. Frolenkov, Prime geodesic theorem for the Picard manifold, 2018,
preprint, https://arxiv.org/abs/1804.00275 2
[4] A. Balog, A. Biro´, G. Harcos and P. Maga, The prime geodesic theorem in square mean, to
appear in J. Number Theory, https://doi.org/10.1016/j.jnt.2018.10.012 3
[5] G. Cherubini and J. Guerreiro, Mean square in the prime geodesic theorem, Algebra and
Number Theory, 12 (2018), no. 3, 571597 3
[6] J.-M. Deshouillers and H. Iwaniec, Kloosterman sums and Fourier coefficients of cusp forms,
Invent. Math. 70 (1982/83), no. 2, 219–288. 4
[7] A. Erdlyi, W. Magnus, F. Oberhettinger, and F. G. Tricomi, Tables of integral transforms.
Vol. I. McGraw-Hill Book Company, Inc., New York-Toronto-London, 1954. 9
[8] R. Gangolli and G. Warner, Zeta functions of Selberg’s type for some noncompact quotients
of symmetric spaces of rank one, Nagoya Math. J. 78 (1980), 1–44 1
[9] I. S. Gradshteyn and I. M. Ryzhik, Table of integrals, series, and products, Seventh Ed.,
Elsevier/Academic Press, Amsterdam, (2007), pp. xlviii+1171, 3, 7, 8, 9
[10] G. Hardy, J. E. Littlewood, G. Po´lya, Inequalities, Cambridge Univ. Press, 1934. 10
[11] H. Huber, Zur analytischen Theorie hyperbolischer Raumformen und Bewegungsgruppen. II,
Math. Ann. 142 (1961), no. 4, 385–398 (German). 1
SECOND MOMENT OF THE PGT 13
[12] H. Huber, Zur analytischen Theorie hyperbolischer Raumformen und Bewegungsgruppen. II,
Nachtrag, Math. Ann. 143 (1961), no. 5, 463–464 (German). 1
[13] H. Iwaniec, Prime geodesic theorem., J. Reine Angew. Math. 1984 (1984), no. 349, 136–159.
1, 4
[14] H. Iwaniec, Spectral methods of automorphic forms, Second Ed., Graduate Studies in Math-
ematics, 53, Amer. Math. Soc., Providence, RI; Rev. Mat. Iberoamer., Madrid, 2002. 1
[15] S.-Y. Koyama, Prime Geodesic Theorem for the Picard manifold under the mean-Lindelf
hypothesis, Forum Math. 13 (2001), no. 6, 781–793. 2, 3, 9, 11
[16] W. Luo and P. Sarnak, Quantum ergodicity of Eigenfunctions on PSL2(Z)\H2, Inst. Hautes
E´tudes Sci. Publ. Math. 81 (1995), 207–237. 1, 4
[17] Y. Motohashi, A trace formula for the Picard group, I, Proc. Japan Acad. Ser. A Math. Sci.
72 (1996), no. 8, 183–186. 3, 4
[18] Y. Motohashi, Trace formula over the hyperbolic upper half space, Analytic number the-
ory (Kyoto, 1996), London Math. Soc. Lecture Note Ser., vol. 247, Cambridge Univ. Press,
Cambridge, 1997, pp. 265–286. 3, 4, 6
[19] M. Nakasuji, Prime geodesic theorem via the explicit formula of Ψ for hyperbolic 3-manifolds,
Proc. Japan Acad. Ser. A Math. Sci. 77 (2001), no. 7, 130–133. 12
[20] P. Sarnak, The arithmetic and geometry of some hyperbolic three manifolds, Acta Math. 151
(1983), no. 1, 253–295. 1
[21] K. Soundararajan and M. P. Young, The prime geodesic theorem, J. Reine Angew. Math.
2013 (2013), no. 676 105–120. 1
[22] H. Wu, Burgess-like subconvexity for GL1, 2018, preprint,
https://arxiv.org/abs/1604.08551
Universite´ de Lille 1 Sciences et Technologies and Centre Europen pour les Mathma-
tiques, la Physique et leurs interactions (CEMPI), Cite´ Scientifique, 59655 Villeneuve
d Ascq Ce´dex, France
E-mail address: Dimitrios.Chatzakos@math.univ-lille1.fr
Alfre´d Re´nyi Institute of Mathematics, Hungarian Academy of Sciences, POB 127,
Budapest H-1364, Hungary; MTA Re´nyi Inte´zet Lendu¨let Automorphic Research Group
E-mail address: cherubini.giacomo@renyi.mta.hu
Alfre´d Re´nyi Institute of Mathematics, Hungarian Academy of Sciences, POB 127,
Budapest H-1364, Hungary; MTA Re´nyi Inte´zet Lendu¨let Automorphic Research Group
E-mail address: laaksonen.niko@renyi.mta.hu
