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Abstract
We present an efﬁcient particle ﬁltering algorithm for multi-scale systems, that is adapted for dynamical systems which are inher-
ently chaotic. We discuss the recent homogenization method developed by the authors that provides a Stochastic Partial Differential
Equation (SPDE) for the evolution of the distribution of the coarse-grained variables given the observations. Particle methods are
used for approximating the solution to the SPDE. Importance sampling and control methods are then used as a basic and ﬂexible
tool for the construction of the proposal density inherent in particle ﬁltering. We superimpose a control on the particle dynamics
which drives the particles to locations most representative of the observations. The control is chosen as the one which mini-
mizes certain cost functional that penalizes the particles that are far away from the observations. The measure change, needed to
compensate for the addition of control in the “prognostic” equations, corresponds to that involved in optimal importance sampling.
c© 2012 The Authors. Published by Elsevier Ltd. Selection and/or peer-review under responsibility of Karlsruhe Institute of
Technology (KIT), Institute of the Engineering Mechanics.
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1. Introduction
Many physical systems display multi-scale behavior. For example, climate evolution is governed by atmospheric
(fast) and oceanic (slow) dynamics, and generator dynamics in electric power systems consists of rapidly- and slowly-
varying elements. Nonlinearities of the physical processes allow energy transfer between different scales. Many
aspects of this complex behavior, particularly at ﬁne scales, can be represented by stochastic models. On the other
hand, data assimilation combines numerical models of a system with observations to obtain a better description of the
system. It is used in every-day forecasting, estimating model parameters, and understanding the behavior of complex
systems. In this paper, we are interested in developing multi-scale data assimilation/ﬁltering algorithms that are
driven by the data, that take advantage of scale interaction to appropriately reduce the dimension of the problem. We
incorporate an optimal particle ﬁltering algorithm that generates the best importance sampling density. This particle
method consists of control terms in the “prognostic” equations that nudge the particles toward the observations.
Finally, we apply the optimal particle ﬁltering algorithm to a lower dimensional chaotic system.
∗ Corresponding author. Tel.: +1-217-244-0683 ; fax: +1-217-244-0720.
E-mail address: navam@illinois.edu
Available online at www.sciencedirect.com
 2013 The Authors. Published by Elsevier B.V. Open access under CC BY-NC-ND license.
S lecti n and/or peer review under responsibility of Karlsruhe Institute of Technology (KIT) Institute of the Engineering Mechanics.
19 N. Lingala et al. /  Procedia IUTAM  6 ( 2013 )  18 – 30 
2. Formulation of multi-scale nonlinear ﬁltering problems
We brieﬂy discuss rigorous mathematical results from Park et. al.[1], and Imkeller et. al. [2, 3] that support the
numerical algorithms [4] based on the idea that stochastically averaged models provide qualitatively useful results
that are potentially helpful in developing inexpensive lower-dimensional ﬁlters. An appropriate form of particle ﬁlter
based on the reduced-order model can be a practical and useful scheme for high-dimensional systems.
We assume the signal is given as solution of the two time scale stochastic differential equation (SDE)
dXεt = b(X
ε
t ,Z
ε
t )dt+σ(X
ε
t ,Z
ε
t )dWt , X
ε
0
def
= x ∈ Rn (1)
dZεt =
1
ε
f (Xεt ,Z
ε
t )dt+
1√
ε
g(Xεt ,Z
ε
t )dVt Z
ε
0
def
= z ∈ Rm. (2)
Here Xε def= {Xεt ; t ≥ 0} and Zε def= {Zεt ; t ≥ 0} are the slow and fast components of the signal process, respectively.
We assume that for every ﬁxed x, the process Zx of
dZε,xt = f (x,Z
ε,x
t )dt+g(x,Z
ε,x
t )dVt
is ergodic and converges rapidly to its unique stationary distribution. In this case, the theory of stochastic averaging
(see, for example, [6]) tells us that under suitable conditions, Xε converges in law to X0 as ε → 0, where X0 is the
solution of an SDE
dX0t = b¯(X
0
t )dt+ σ¯(X
0
t )dWt , X
0
0
def
= x ∈ Rn
for suitably averaged b¯ and σ¯ . Denote the generator of X0 by L¯ . This X0 is used to construct an averaged ﬁlter π0.
We denote the optimal ﬁlter for the full system by πε , which depends on the d-dimensional observation Y ε given by
Y εt =
∫ t
0
h(Xεs ,Z
ε
s )ds+Bt , (3)
where B is assumed to be a d-dimensional standard Brownian motion that is independent of W and V .
Deﬁne Y εt = σ(Y εs : 0 ≤ s ≤ t)∨N , where N are the Q-negligible sets. For a ﬁnite measure π on Rm+n and
for a bounded measurable function ϕ on Rm+n denote π(ϕ) =
∫
ϕ(x,z)π(dx,dz). Then our aim is to calculate the
measure-valued process (πεt , t ≥ 0) determined by
πεt (ϕ) = E[ϕ(X
ε
t ,Z
ε
t )|Y εt ].
Deﬁne the Girsanov transform
dPε
dQ
∣∣∣∣
Ft
= Dεt = exp
(
−
∫ t
0
h(Xεs ,Z
ε
s )
∗dBs− 12
∫ t
0
|h(Xεs ,Zεs )|2ds
)
.
Under Pε , the observation process, Y ε , is a Brownian motion and independent of (Xε ,Zε). By the Kallianpur-Striebel
formula,
EQ[ϕ(Xεt ,Z
ε
t )|Y εt ] =
EPε
[
ϕ(Xεt ,Zεt )
dQ
dPε
∣∣∣
Ft
∣∣∣∣Y εt ]
EPε
[
dQ
dPε
∣∣∣
Ft
∣∣∣∣Y εt ]
with
dQ
dPε
∣∣∣∣
Ft
= D˜εt = exp
(∫ t
0
h(Xεs ,Z
ε
s )
∗dY εs −
1
2
∫ t
0
|h(Xεs ,Zεs )|2ds
)
,
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where ·∗ denotes the transpose of a matrix or a vector. So if we deﬁne the unnormalized measure-valued process
ρεt (ϕ) = EPε
[
ϕ(Xεt ,Z
ε
t )exp
(∫ t
0
h(Xεs ,Z
ε
s )
∗dY εs −
1
2
∫ t
0
|h(Xεs ,Zεs )|2ds
)∣∣∣∣Y εt ] ,
then the measure-valued process (πεt , t ≥ 0) can be expressed as
πεt (ϕ) =
ρεt (ϕ)
ρεt (1)
.
Denote by L ε =LS+ 1ε LF , the differential operator associated with the process (X
ε ,Zε). That is,
LS =
m
∑
i=1
bi(x,z)
∂
∂xi
+
1
2
m
∑
i, j=1
(σσ∗)i j(x,z)
∂ 2
∂xi∂x j
LF =
n
∑
i=1
fi(x,z)
∂
∂ zi
+
1
2
n
∑
i, j=1
(gg∗)i j(x,z)
∂ 2
∂ zi∂ z j
.
Then the unnormalized measure-valued process, ρε , satisﬁes the Zakai equation:
dρεt (ϕ) = ρ
ε
t (L
εϕ)dt+ρεt (hϕ)dY
ε
t (4)
ρε0 (ϕ) = EQ[ϕ(X
ε
0 ,Z
ε
0)]
for every ϕ ∈C2b(Rm+n,R) (see, for example, [5]). For k ≥ 0, Ckb is the space of k times continuously differentiable
functions f , such that f and all its partial derivatives up to order k are bounded.
It is shown in [3] that as long as we are only interested in estimating the slow component, we can take advantage
of the fact that Xε d.→ X0 as ε → 0. We want to ﬁnd a homogenized (unnnormalized) ﬁlter ρ0, such that for small ε ,
ρε,x which is the x-marginal of ρεt , is close to ρ0. The x-marginal of ρεt is deﬁned as
ρε,xt (ϕ) =
∫
Rm+n
ϕ(x)ρεt (dx,dz)
for every measurable bounded ϕ : Rm → R, and ρ0 is the solution of
dρ0t (ϕ) = ρ
0
t (L¯ ϕ)dt+ρ
0
t (h¯ϕ)dY
ε
t (5)
ρ00 (ϕ) = EQ[ϕ(X
0
0 )],
where h¯ is a suitably averaged version of h. The measure-valued processes π0 and πε,x are then deﬁned in terms of
ρ0 and ρε,x as πε was deﬁned in terms of ρε :
π0t (ϕ) =
ρ0t (ϕ)
ρ0t (1)
and πε,xt (ϕ) =
ρε,xt (ϕ)
ρε,xt (1)
.
Note that the homogenized ﬁlter is still driven by the real observation Y ε in (5), not by a “homogenized observation”,
which is practical for implementation of the homogenized ﬁlter in applications since such homogenized observation
is usually not available. However, should such homogenized observation be available, using it would lead to loss of
information for estimating the signal compared to using the actual observation.
In [3], we proved the L1-convergence of the actual ﬁlter to the homogenized ﬁlter, i.e. it is shown that for any
T > 0,
lim
ε→0
E
[
d(πε,xT ,π
0
T )
]
= 0,
where d denotes a suitable distance on the space of probability measures that generates the topology of weak conver-
gence.
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3. Nudging of the Particle System
For notational simplicity, we denote the homogenized signal as Xt
def
= X0t and is given as solution of the stochastic
differential equation (SDE) of the form
dXt = b¯(t,Xt)dt+ σ¯(t,Xt)dWt , X0
def
= x ∈ Rn. (6)
We consider the case of discrete time observations from (3). Denote discrete timesteps by tk
def
= k
⌊ T
K
⌋
, where 0≤ t ≤ T
and K > 0. Deﬁne
Y˜tk
def
= Y εtk −Y εtk−1 =
∫ tk
tk−1
h(Xεs ,Z
ε
s )ds+σy(Btk −Btk−1).
Then clearly σ(Y εt0 , . . . ,Y
ε
tk ) = σ(Y˜t0 , . . . ,Y˜tk). The quantity σy(Btk −Btk−1) is a Gaussian random variable of variance
(σyσ∗y )(tk − tk−1). Because Zε satisﬁes the Doeblin condition, we can approximate the sensor function by suitably
averaged h¯:∫ tk
tk−1
h(Xεs ,Z
ε
s )ds	 h¯(Xεtk−1)(tk − tk−1).
The simplest form of particle ﬁltering procedure is:
• approximate π0tk with the sum ∑Ni=1witkδxitk , where ∑
N
i=1w
i
tk = 1,
• for tk ≤ t ≤ tk+1, simulate a collection of N particles according to
dXit = b¯(t,X
i
t )dt+ σ¯(t,X
i
t )dWt , with X
i
tk = x
i
tk ,
• update the posterior density according to Bayes’ rule
witk+1 ∝
p(Y˜tk+1 |Xitk+1)
∑i witk p(Y˜tk+1 |Xitk+1)
witk . (7)
The above procedure faces the well known problem of particle collapse, that is, very few of the particles end up
close to the actual location, and hence very few receive large fraction of the weight. To avoid this problem, we control
the particles, by adding forcing terms to the “prognostic” equations, so that many particles are close to the actual
location which results in the observation. This is achieved by a stochastic control approach discussed below, while
making sure not to over do the control – otherwise the sample diversity is lost. To this end, we evolve the particle i
according to
dX̂ it = b¯(t, X̂
i
t )dt+u
i(t)dt+ σ¯(t, X̂ it )dWt . (8)
In (8), ui is chosen so as to minimize the cost functional:
J = Eˆtk,X̂ itk
[
1
2
∫ tk+1
tk
ui(s)TQ−1ui(s)ds+g(Y˜tk+1 , X̂
i
tk+1)
]
, (9)
where Q = σ¯ σ¯∗, R = σyσ∗y and g(y,x) = 12 (y− h¯(x))TR−1(y− h¯(x)) and the value Y˜tk+1 is known from available
observations. From now on we drop the superscript i.
Covariance matrices Q and R in the cost indicate that dimensions of the signal and observation that have larger
noise variance are penalized less by the control. This means that in directions where noise amplitude is large, we
allow for more correction by taking Q−1 , which puts less penalty on the size of the control in the dimensions with
large noise amplitude. Similarly, the terminal cost given by the second term in (9) incurs a penalty for being far away
from the actual signal based on observation, but in directions where the quality of the observation is not very good,
we allow our particle to be further away from the observation, hence R−1.
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Solution to the optimal control problem (9) is presented in section 3.1. Because the dynamics of the particle is
altered in (8), we have to compensate for it in the updating rule (7). This compensation falls under the realm of
importance sampling and is presented in section 3.2. In section 3.3 it is shown that the optimal control minimizes the
particle weight variance in the sense that equally weighted particles originating from the same location at tk have equal
weights after incorporating the observation at tk+1. Another particle ﬁltering method using a nudging term to steer par-
ticles towards observations has been considered by van Leeuwen [7] . In the interval between available observations,
particles are steered by a time exponential function proportional to the model noise covariance and the distance of
the particle locations from the next observed state. van Leeuwen’s method also includes a procedure to make particle
weights almost equal immediately before the timestep of the next available observation, which minimizes the weights
variance for the entire sample.
3.1. Optimal Control of Particles
We rephrase the optimal control problem (9), to relax the heavy notation: Find the optimal control u which mini-
mizes the cost
J(tk,xtk ;u) = Eˆtk,xtk
[
1
2
∫ tk+1
tk
u(s)TQ−1u(s)ds+g(Y˜tk+1 , X̂tk+1)
]
, (10)
where Eˆtk,xtk is the probability measure generated by a process X̂ evolving according to
dX̂t = b¯(t, X̂t)dt+u(t)dt+ σ¯(t, X̂t)dWt X̂tk = xtk .
Throughout we assume the value Y˜tk+1 , of the discrete observation is given.
Following the standard procedure [8], we let V (t,x) be the value function deﬁned by V (t,x) := infu J(t,x;u) for
t ∈ [tk, tk+1]. Then, V (t,x) is the solution of the Hamilton-Jacobi-Bellman (HJB) equation
−∂V
∂ t
+H(t,x,DxV,D2xV ) = 0 with V (tk+1,x) = g(Ytk+1 ,x), (11)
where the Hamiltonian of the associated control problem is
H(t,x, p,B) def= sup
u
[
−(b¯(t,x)+u)T p− 1
2
uTQ−1u− 1
2
tr(QB)
]
=
[
−b¯(t,x)T p+ 1
2
pTQp− 1
2
tr(QB)
]
.
(12)
Since the control u enters linearly in (8), the optimal control in (12) is obtained by maximizing the right hand side of
(12) with respect to u:
u(s) =−QDxV (s, X̂s). (13)
The nonlinearity in the equation (11), i.e.,
∂V
∂ t
+ b¯T (t,x)DxV +
1
2
tr
(
QD2xV
)− 1
2
DxVTQDxV = 0
can be removed by employing a log-transformation as in [8]: V (t,x) = − logΦ(t,x). The expression for the optimal
control (13) becomes
u(s) =
1
Φ(s, X̂s)
QDxΦ(s, X̂s), (14)
where Φ satisﬁes
∂Φ
∂ t
+ b¯T (t,x)DxΦ+
1
2
tr
(
QD2xΦ
)
= 0, with Φ(tk+1,x) = exp
(−g(Y˜tk+1 ,x)) . (15)
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Using Feynman-Kac formula, Φ can be represented as
Φ(t,x) = Et,x
[
exp
(−g(Y˜tk+1 , X˜tk+1))] , (16)
where Et,x is the probability measure generated by a process X˜ evolving according to
dX˜s = b¯(s, X˜s)ds+ σ¯dW˜s , s≥ t, with X˜t = x. (17)
Using Malliavin calculus (a brief overview of Malliavin derivative and the Clark-Ocone formula is given in [9])),
∂Φ(t,x)
∂x j
=−Et,x
[
e−g
∂g
∂xl
∣∣∣∣
X˜tk+1
Zl jtk+1
]
(18)
where Z is the ﬁrst variation process given by
dZl jτ =
∂ b¯l
∂xp
∣∣∣∣
X˜τ
Zp jτ dτ +
∂ σ¯ lk
∂xp
∣∣∣∣
X˜τ
Zp jτ dW˜ k, t < τ < tk+1, with Z
l j
t = δl j.
3.2. Updating the weights
If the particles are evolved according to (6), then weights are updated at each tk according to (7) as
wk+1i ∝ exp
(
−g(Y˜k+1, X̂ itk+1)
)
wki . (19)
If instead, we evolve the particles according to (8), then, using the principle of importance sampling, the weights
should be updated according to
wk+1i ∝ exp
(
−g(Y˜k+1, X̂ itk+1)
) dμi
dμˆi
(X̂ i)wki , (20)
where μi is the measure on the path spaceC([tk, tk+1],Rn) generated by the process evolving for tk ≤ t ≤ tk+1 according
to (6) with starting point at tk as X̂ itk , and μˆi is the measure generated by the process evolving according to (8) with
starting point at tk as X̂ itk . Below we determine
dμi
dμˆi
.
According to (13), we have u(t) = −σ¯ σ¯TDxV (t, X̂t). So we take u = σ¯v where v(t) = −σ¯TDxV (t, X̂t). So the
particle evolution equation (8) becomes
dX̂t = b¯(t, X̂t)dt+ σ¯(t, X̂t)(dWt + v(t)dt).
Using Girsanov theorem in performing a measure change which makes B :=W +
∫
vdt, look like a Brownian motion,
we obtain
dμi
dμˆi
= exp
(
−
∫ tk+1
tk
v∗(s)dW (s)− 1
2
∫ tk+1
tk
v(s)∗v(s)ds
)
(21)
Then, the modiﬁed form of particle ﬁltering procedure is:
• Approximate πtk with the sum ∑Ni=1wki δxik , where ∑w
k
i = 1.
• Evolve each of the particles in [tk, tk+1] according to
dX̂(t) = b¯(t, X̂t)dt+ σ¯(t, X̂t)dW + σ¯(t, X̂t)v(t)dt
where v(t) = [Φ(t, X̂(t))]−1σ¯TDxΦ(t, X̂(t)). To obtain Φ(t,x) and DxΦ(t,x), simulate for t ≤ τ ≤ tk+1
dX˜τ = b¯(τ, X˜τ)dτ + σ¯(τ, X˜τ)dW˜ X˜t = X̂t
dZl jτ =
∂ b¯l
∂xp
∣∣∣∣
X˜τ
Zp jτ dτ +
∂ σ¯ lk
∂xp
∣∣∣∣
X˜τ
Zp jτ dW˜ k, Z
l j
t = δl j.
and take Φ(t,x) and DxΦ(t,x) from (16) and (18) respectively.
• Update weights according to (20) using (21).
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3.3. Optimal Importance sampling
Importance sampling is a technique for approximating integrals with respect to one probability distribution using
a collection of samples from another. Let p be the target distribution of interest over space X and q 
 p (q is
absolutely continuous with respect to p) be the distribution from which sampling is done (q is also called the proposal
distribution). Denote by Ep[.] and Eq[.] the expectation with respect to the distributions p and q, respectively. For any
integrable function ϕ : X→ R, we have
Ep [ϕ(X)] =
∫
X
ϕ(x)p(dx) =
∫
X
ϕ(x)
dp
dq
(x)q(dx) =
∫
X
ϕ(x)w(x)q(dx) = Eq [w(X)ϕ(X)] , (22)
where w def= dpdq . A collection {xi}Ni=1 of N particles can be sampled from q and the particles can be weighted according
to wi ∝ dpdq (x
i) to represent the target distribution p i.e. p(x)≈∑Ni=1wiδxi(x). The weights wi are normalized such that
∑wi = 1.
We used importance sampling in writing (20), where we assumed that the proposal density is the density generated
by the particles which are controlled. The proposal density corresponding to the optimal control is optimal in the
sense that, for particles originating from a common point, it minimizes the variance of the weights. In fact
Lemma 3.1. Given the particles’ previous locations (xi) and weights, the new weights are deterministic:
exp
(
−g(Y˜k+1, X̂ itk+1))
) dμ
dμˆ
(xi) =Φ(tk,xi), (23)
when X̂ is evolved according to (8), with u given by (14).
Proof. Let Z(s) = − logΦ(s, X̂s) where X̂ evolves according to (8) with X̂tk = x and Φ satisﬁes (15). Applying Itoˆ’s
lemma to Z, we have
dZ =− 1
Φ
[
∂Φ
∂ s
+ b¯TDxΦ+
1
2
tr(QD2xΦ)
]
ds− 1
Φ
(σv)TDxΦds+
1
2
1
Φ2
(DxΦ)TQDxΦds− 1Φ (DxΦ)
T σ¯dW
Using (15), and making use of (14) by writing v for σ¯T 1ΦDxΦ, we have
dZ =−v∗dW − 1
2
v∗vds.
Noting that Z(tk+1) = − logΦ(tk+1, X̂tk=1) = g(Y˜k+1, X̂tk+1) and Z(tk) = − logΦ(tk,x), and integrating in [tk, tk+1], we
have
g(Y˜k+1,Xtk+1)+ logΦ(tk,x) =−
∫ tk+1
tk
v∗(s)dWs− 12
∫ tk+1
tk
v∗(s)v(s)ds
Taking exponential on both sides and then noting that the right hand side is dμdμˆ , and rearranging terms we have
(23).
Therefore the variance of the particles originating from a common point is of course 0. The proposal generated by
the optimal control approach is the best possible in the sense that, for the particles originating from a common point,
the weights are such that E[w
2]
(E[w])2 = 1.
3.4. Linear Control Strategy
The evaluation of Φ and DΦ in equations (16) and (18) to obtain the control cannot be done analytically for
nonlinear problems. If numerical methods are resorted to, the problem of ﬁnding the expectations involved is as
difﬁcult as the original particle ﬁltering problem. For linear systems however, the optimal control can be obtained
25 N. Lingala et al. /  Procedia IUTAM  6 ( 2013 )  18 – 30 
explicitly. Nonlinear systems can be roughly approximated by linear systems and the corresponding control can be
used in nudging the particles. In this section, we derive the control explicitly for linear systems.
Consider the linear signal and observation dynamics:
dXt = AXtdt+σdWt (24)
Ytk = HXtk +Vtk
We are once again concerned with t ∈ [tk, tk+1], between the discrete observations. We let the particle location be x at t
and denote by T = tk+1, the terminal time for the control problem. Let Q= σσT , R= cov(V ), μ := μ(x) = eA(T−t)x,
Σ :=
∫ T
t e
A(T−s)Q(eA(T−s))∗ds, Σˆ := (Σ−1 +HTR−1H)−1 and R−1 := R−1(I−HΣˆHTR−1). Then the particle has the
distribution N (μ,Σ) at terminal time T and we have
Φ(t,x) = E
[
exp(−1
2
(y−HXT )TR−1(y−HXT ))
]
,
where the expectation E is taken w.r.t N (μ,Σ). Now making use of the following identity:
exp(−1
2
(y−Hz)TR−1(y−Hz))exp(−1
2
(z−μ)TΣ−1(z−μ)) =
exp(−1
2
(z− μˆ)T Σˆ−1(z− μˆ))exp(−1
2
(y−Hμ)TR−1(y−Hμ)),
where μˆ = Σˆ(Σ−1μ +HTR−1y), we have
Φ(t,x) =
√
detΣˆ
detΣ
exp(−1
2
(y−Hμ(x))TR−1(y−Hμ(x))).
The expression for the optimal control (14), that is, u(s) = 1
Φ(s,X̂s)
QDxΦ(s, X̂s) is evaluated below:
DΦ(t,x) = (eA(T−t))∗HTR−1E[(y−Hx)exp(−1
2
(y−Hx)TR−1(y−Hx))]
= (eA(T−t))∗HTR−1
√
detΣˆ
detΣ
exp(−1
2
(y−Hμ)TR−1(y−Hμ))Eˆ[(y−Hx)]
=Φ(t,x)(eA(T−t))∗HTR−1Eˆ[(y−Hx)],
where Eˆ is w.r.t N (μˆ, Σˆ). Hence
Q
DΦ
Φ
= Q(eA(T−t))∗HTR−1[(y−H μˆ)] = Q(eA(T−t))∗[I+HTR−1HΣ]−1HTR−1[(y−Hμ)]
So, for linear systems, the control u(t,x) is obtained as follows:
u(t,x) = Q(eA(tk+1−t))∗[I+HTR−1HΣ]−1HTR−1[(Ytk+1 −Hμ)] (25)
where μ := eA(tk+1−t)x, and Σ :=
∫ tk+1
t eA(tk+1−s)Q(eA(tk+1−s))∗ds are the mean and variance of the system (24) at time
tk+1 when it starts at time t at x.
4. Application to the Lorenz’63 System
The purpose of this section is to show that the important sampling and control methods developed in Section 3 can
be used as a basic and ﬂexible tool for the construction of the proposal density inherent in particle ﬁltering. We present
an efﬁcient particle ﬁltering algorithm that is adapted for a simple atmospheric dynamics model which is inherently
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chaotic. Even though, we should have considered the Lorenz’96 model [10, 11] with two time-scale simpliﬁed ordi-
nary differential equation describing advection, damping and forcing of some (slow) resolved atmospheric variables
being coupled to some (fast) sub-scale variables as a nontrivial example of an atmospheric dynamics model, due to
space constrains, we only present the results of a simple chaotic “toy model” [12] of the atmosphere:
d
⎛⎝ XtYt
Zt
⎞⎠=
⎛⎝ −σ σ 0ρ −1 0
0 0 −β
⎞⎠⎛⎝ XtYt
Zt
⎞⎠dt+
⎛⎝ 0−XtZt
XtYt
⎞⎠dt+ΣdWt , (26)
with the standard parameters σ = 10, ρ = 8/3, β = 28, which is an excellent test-bed for the optimal importance
sampling scheme that is developed here. We discretized the continuous equations and the numerical integration was
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Fig. 1. Particle ﬁlter without control: (a) X1, (b) X2, (c) X3, (d) total error et .
performed using Heun’s method with time step 0.004, where the signal noise added at each time step is a vector of
Gaussian random numbers premultiplied by correlation matrix
ΣΣT =
⎡⎣ 1 0.5 0.250.5 1 0.5
0.25 0.5 1
⎤⎦ .
We ran the model for several time steps to generate the “true” signal. Using the signal, artiﬁcial observations were
produced for all three state variables, corrupted by noise with variance matrix as 2.0 times identity, that became
available every 50 time steps. This model run will be the reference we wish to reconstruct using the method of
particle ﬁlters without and with the optimal control of particles.
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Fig. 2. Particle ﬁlter with control: (a) X1, (b) X2, (c) X3, (d) total error et .
Particle ﬁlters represent the posterior conditional distribution of the state variables by a collection of particles,
which evolves and adapts recursively as new information becomes available. The difference between the estimated
state and the true state of the system constitutes the error et =
√
(xt − xˆt)(xt − xˆt)T , where xt = (Xt ,Yt ,Zt) represent
true signal and xˆt = (Xˆt ,Yˆt , Zˆt) be the estimate, in specifying or forecasting the state, which is ampliﬁed in chaotic
systems that have a number of positive Lyapunov exponents.
Now we show that for a nonlinear problem (26), using the approximate linear control would give better results than
the standard particle ﬁlters. We use the optimal control derived in (25) with A as the matrix in equation (26). Figures
1 and 2 show typical behaviour for ﬁltering without and with control. We have generated the true signal using initial
conditions (−2.5688,−4.6679,10.1741). Figure 1 shows particle ﬁlter without any control. A total of 20 particles
are used, and resampling is done if effective number of particles falls below 5. This is a difﬁcult ﬁltering problem as
we have discussed in the previous sections and the particle ﬁlter without any control misses the transitions from one
wing of the Lorenz butterﬂy to the other, as it can be seen from Figure 1.
For the same parameters, with the same initial sample as the above ﬁlter, Figure 2 shows particle ﬁlter with the
approximate linear control where the trajectories of the controlled particle ﬁlter tracks “true” signal. Resampling is
done (if effective number of particles falls below 5) only at the time when observation is recorded.
The ﬁltering algorithm presented in this paper utilizes the next available observation to steer particles in the inter-
vals in between observations to construct better posterior densities at the observation times. The ﬁltering algorithm
can be supplemented by a scheme that extracts more accurate observations (that contain maximum amount of infor-
mation), which has the potential to further reduce the error in the analysis of the initial state for the forecast.
28   N. Lingala et al. /  Procedia IUTAM  6 ( 2013 )  18 – 30 
For chaotic systems such as the one studied in this paper, solution settles near a subset of the state space, called an
attractor. The state trajectories are sensitive to initial conditions, i.e. trajectories starting from initial conditions that are
close can deviate far apart in the future. This sensitivity to initial conditions is characterized by ﬁnite time Lyapunov
exponents. Observations can potentially be improved by constructing a sensor function that is more sensitive in
unstable directions (directions corresponding to positive Lyapunov exponents) on the attractor. An estimate of the
attractor dimension can be made from the the number of positive Lyapunov exponents [13]. The attractor dimension
is bounded above by the number of positive Lyapunov exponents and it can be embedded in a space of dimension
at most 2d+ 1, where d is the attractor dimension. However, identifying the subspace itself is more difﬁcult in the
case of nonlinear and time-dependent systems such as the one considered in this paper. In [14], we take advantage
of the stable and unstable directions that are computed with more precision over successive subintervals between the
observations, tk ≤ t ≤ tk+1.
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