Finite blocklength and second-order (dispersion) results are presented for the arbitrarily-varying channel (AVC), a classical model wherein an adversary can transmit arbitrary signals into the channel. A novel finite blocklength achievability bound is presented, roughly analogous to the random coding union bound for non-adversarial channels. This finite blocklength bound, along with a known converse bound, is used to derive bounds on the dispersion of discrete memoryless AVCs without shared randomness, and with cost constraints on the input and the state. These bounds are tight for many channels of interest, including the binary symmetric AVC. However, the bounds are not tight if the deterministic and random code capacities differ.
I. INTRODUCTION
Active, malicious adversaries represent a potential threat against modern communication systems. This is particularly true of wireless systems, in which the inherently open nature of the communication medium allows for an intelligent jammer to transmit a damaging signal. The arbitrarily-varying channel (AVC) is a classical information-theoretic model that captures an active adversary in a point-to-point setting. Classical work on the AVC characterized the capacity with and without shared randomness between the encoder and decoder, and in which the input and state (or adversarial signal) are subject to cost constraints.
In this paper, we present finite blocklength and secondorder results for the AVC under average probability of error and without shared randomness, including cases with cost constraints. We introduce a novel finite blocklength achievability bound, which is a strengthened form of the achievability bound used in [1] to derive the AVC capacity without shared randomness. We further show that in some cases, this achievability bound is strong enough to achieve both the capacity and the dispersion of discrete memoryless AVCs. The dispersion characterizes the asymptotic second-order behavior of a channel subject to a fixed probability of error constraint. Analysis of this sort dates back to Strassen [2] , and has seen significant interest in recent years, particularly since [3] . The dispersion of the compound channel, which is closely related to the AVC-in fact, they are indistinguishable in the single-shot setting (see Remark 1)-was derived for discrete O memoryless channels in [4] . We found the dispersion of AVCs with shared randomness between encoder and decoder in our prior work [5] , although this result did not extend to channels with cost constraints. In the present paper, we provide the exact dispersion of discrete memoryless AVCs without shared randomness, and with or without cost constraints, provided certain conditions are satisfied. These conditions are satisfied for some channels of interest, such as binary symmetric AVCs, but not others, including parts of the parameter space for the binary adding AVC.
In the interest of space, several proofs have been omitted or abbreviated; see [6] for a full version of this paper.
II. PRELIMINARIES

A. Notation
Given a set X , let P(X ) be the set of random distributions with alphabet X . For some P ∈ P(X ), we write X ∼ P to mean that X is a random variable drawn from distribution P . The probability measure is denoted P, and the expectation operator is denoted E; the underlying distribution will be specified in context. Given a function g : X → R and a real number Γ, let P(X , Γ) be the set of distributions P ∈ P(X ) where Eg(X) ≤ Γ if X ∼ P . The underlying function g will be understood from the context. Also let X n (Γ) = {x n ∈ X n :
For alphabet S, function : S → R and real number Λ, we define P(S, Λ) and S n (Λ) similarly. Let P(Y|X ) be the set
for all x ∈ X . For any P X ∈ P(X ) and P Y |X ∈ P(Y|X ), we write P X P Y |X ∈ P(Y) where
Similarly, given P S ∈ P(S) and W ∈ P(Y|X × S), let P S W ∈ P(Y|X ) be given by
Note that P X P S W ∈ P(Y) is now also well defined. Given P X ∈ P(X ) or P Y |X (Y|X ), and any positive integer n, we write their stationary-memoryless extensions as P n X (x n ) = n i=1 P X (x i ) and P n Y |X (y n |x n ) = n i=1 P Y |X (y i |x i ). Given a sequence x n ∈ X n , its type is Q x n (x) = 1 n |{i : x i = x}|. Let P n (X ) be the set of all types of sequences in X n . For P ∈ P n (X ), let T (P ) be the type class of P ; i.e., the set of sequences x n ∈ X n with Q x n = P . Also, for P ∈ P n (X ), let U P X be the uniform distribution over type class T (P ). For any integer M , we write [M ] = {1, . . . , M }. Finally, log and exp are assumed to have base 2.
B. Problem Description
We first describe a single-shot AVC model, with the input, state, and output alphabets having arbitrary structure, and the channel itself represented by an arbitrary conditional probability measure. Subsequently, we specialize the model to the n-length stationary memoryless case.
A single-shot AVC is given by the tuple (X , S, W (y|x, s), Y) where W ∈ P(Y|X × S). An (M, ) code is given by an encoding function φ : [M ] → X and a decoding function ψ : Y → [M ] where for any s ∈ S, the average probability of error is at most ; i.e.
Let M ( ) be the largest integer M for which there exists an (M, ) code. Given cost functions g : X → R and : S → R, an n-length cost-constrained AVC is given by the tuple
where Λ, Γ are real numbers. An (M, n, ) code consists of a code for this channel with M messages and probability of error . Define M (n, ) similarly. Remark 1: While in this paper we are primarily interested in the AVC, the above single-shot model is indistinguishable from a compound channel model, which differs from an AVC only in that the state must be held constant across the coding block, a distinction that only makes sense in the n-length setting. In fact, our finite blocklength achievability bound Thm. 1, which applies in the general single-shot setting, may be considered as an achievable bound for the compound channel as well as the AVC.
III. FINITE BLOCKLENGTH ACHIEVABILITY BOUND
The following theorem is our new achievability bound for the AVC. As we will illustrate below, this bound is analogous to the random coding union (RCU) bound for non-state channels, as derived in [3] .
The test Z can be viewed as a test for whether x is more likely thanx to be the transmitted codeword, given that y has been received by the decoder. Specifically, the proof of Thm. 1 uses the following decoding rule for codebook {c 1 , . . . , c M }: Given output y, decode to message i if Z(c i , c j , y) = 1 for all j = i. If there is no such message, declare an error. Note that condition (6) ensures that two messages cannot simultaneously satisfy this criterion. The set A is arbitrary at this point; in our proof of the dispersion in Sec. IV we define it to be a jointly typical set of input-output pairs.
Remark 2: From Thm. 1, one can recover a bound similar to the RCU bound of [3] as follows. Given a channel without state (i.e., |S| = 1), we may choose
where ı(x; y) is the information density. This test clearly satisfies (6) . One can now see that the optimal choice for A to minimize the first two terms in (7) is
Thus the first two terms in (7) become
This expression is nearly identical to the standard RCU bound, except that M − 1 has been replaced by (2 log e)M . This difference constitutes less than 2 bits. Furthermore, the last two terms in (7) are vanishingly small. These terms appear as a consequence of a Chernoff bound (Lemma 2) being applied in the achievability proof. As outlined below, the Chernoff bound is applied twice; each application produces one of the two extra terms in (7) . The proof of Thm. 1 relies on the following lemma, which is a sharpened version of [1, Lemma A1]. The lemma is a Chernoff bound that holds even for variables that are not i.i.d., provided they have a bounded conditional expectation.
Lemma 2: Let X 1 , . . . , X M be random variables and let
and
Proof of Thm. 1: Applying the decoding rule described above, given codebook {c 1 , . . . , c M } and state s, the average probability of error is P e (c 1 , . . . , c M |s)
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Let A be an arbitrary subset of X × Y. We may upper bound the probability of error by
Let C 1 , . . . , C M be independent random variables, each drawn from P X . We proceed to show that with some positive probability, P e (C 1 , . . . , C M |s) exceeds the quantity in the RHS of (7) for all s ∈ S. Let
Now let f i (c 1 , . . . , c i |s) = 0 if j<i q(c j , s) > M t 1s (where t 1s is a constant to be determined), and otherwise
We now define three classes of error events (again t 2s , t 3s are to be determined):
Note that if E 1s does not occur, then RHS of (14) is equal
. We proceed to find constants t 1s , t 2s , t 3s such that the probability that each of these events is less than (3|S|) −1 , thus proving that there exists at least one code that does not fall into any of these events. Define
Note that in (22), the essential supremum corresponds to a supremum over the support set ofX. If we choose
then by Lemma 2
If j<i q(c j , s) ≤ M t 1s then for any fixed c 1 , . . . , c i−1 ,
Moreover, the upper bound in (28) holds for all (c 1 , . . . , c i−1 ), since when j<i q(c j , s) > M t 1s the function is identically zero. If we choose
. (29) then by Lemma 2 and the fact that f i ∈ [0, 1],
By a similar argument,
Therefore, there exists a codebook {c 1 , . . . , c M } falling into no error events for any s. In particular, since E 1s does not occur, the functions f i , g i are equal to the expressions in (16)-(17) (rather than zero), so we may rewrite the RHS of (13) to conclude that for all s, the probability of error is at most t 2s + t 3s . Applying the definitions of t 2s , t 3s , α s , γ s yields (7) .
IV. DISPERSION BOUNDS
Consider an n-length cost-constrained AVC with finite alphabets, given by the single-letter conditional distribution W (y|x, s). Given P X ∈ P(X ) and P S ∈ P(S), let (X, S, Y ) ∼ P X (x)P S (s)W (y|x, s). Now we define the following information quantities: and Λ 0 (P X ) = ∞ if there is no distribution satisfying (39). An AVC is said to be symmetrizable if Λ 0 (P X ) ≤ Λ for all P X ∈ P(X , Γ), in which case the capacity is zero. For nonsymmetrizable AVCs, the capacity was found in [1] to be
Note that the feasible sets for both the maximum and minimum in (40) are convex sets. Moreover, mutual information is concave in the input distribution and convex in the channel distribution, so the maximum and minimum in (40) can be exchanged without changing the value. We may define Π X (Γ) and Π S (Λ) to be the sets of optimal distributions for P X and P S respectively. Let
For a cost-constrained AVC, the random code capacitydefined as the capacity when the encoder and decoder have access to an unlimited amount of shared randomness, unknown to the adversary-is given by [7] C r = max
S (Λ) be the set of optimal distributions for P X and P S in (42). Let
Let Q be the complementary CDF of the standard Gaussian distribution, and Q −1 its inverse.
The following theorems give upper and lower bounds on the normal approximation for discrete-memoryless AVCs.
Theorem 3: Consider an n-length, cost-constrained AVC. For any ∈ (0, 1/2), log M (n, ) ≤ nC r − nV − Q −1 ( )
2 ) log n + O(1). (44) Theorem 4: Consider a cost-constrained AVC for which there exists a distribution P X ∈ Π X (Γ) that achieves the minimum in (41) such that Λ 0 (P X ) > Λ. Then for any
(45) While our bounds do not match even to first order when the random code capacity exceeds the capacity, the following corollary gives a sufficient condition for the bounds to hold up to second order.
Corollary 5: Consider a cost-constrained nonsymmetrizable AVC such that: (i) there exists a distribution P X ∈ Π (r) (Λ) where Λ 0 (P X ) > Λ, and (ii) at least one of the sets Π X (Γ) and Π S (Λ) contain only a single element. Then C r = C, V + = V − , and for any ∈ (0, 1/2), log M (n, ) = nC − nV + Q −1 ( ) + O(log n).
(46)
We now consider two examples, illustrating cases in which the sufficient condition in Corollary 5 does or does not hold. The capacity of both of these examples was originally found in [1] . 
Of particular note is that, even though the capacity is the same as a non-adversarial binary symmetric channel with crossover probability Λ, the dispersion is strictly smaller. If P X = [1 − p, p], then Λ 0 (P X ) = p. Thus, the channel is symmetrizable if Γ ≤ Λ. If Γ > Λ and Λ ≤ 1/2, then the capacity and the random code capacity are equal (although with no simple closed form), and moreover the optimal input and state distributions are unique, so the sufficient conditions of Corollary 5 are satisfied. However, if Γ > Λ > 1/2, then the capacity and random code capacity differ, in which case our results do not give tight bounds on the dispersion.
The following lemma, which is a slight restatement of [8, Thm. 3] , will be used in the proofs of Thms. 3 and 4. It a Berry-Esseen-type result for interacting constant-composition distributions, which was itself derived from a result on Latin hypercube sampling in [9] . This lemma is key to deriving the dispersion of the AVC under input and state constraints, just as it was in [8] to derive the dispersion of constant-composition codebooks for the multiple-access channel.
Lemma 6: Given P X ∈ P n (X ) and P S ∈ P n (S), let (X n , S n , Y n ) ∼ U P X (x n ) U P S (s n ) W n (y n |x n , s n ). (47)
Let Z n = n i=1 ı(X i ; Y i ) and let Σ n = 1 n Var(Z n ). If V (P X , P S , W ) > 0, then for all γ,
where K is an absolute constant. Moreover,
2018 IEEE International Symposium on Information Theory (ISIT) Proof of Thm. 3: Let P S ∈ Π (r) S (Λ) achieve the maximum in (43). Let P S ∈ P n (S) ∩ P(S, Λ) be such that P S − P S ∞ ≤ 1/n. The adversary may randomly choose the state sequence from U P S , inducing the non-adversarial channel U P S W n . Thus, an upper bound on the achievable rate for this non-adversarial channel is also an upper bound on the underlying AVC. From here on, we only consider this non-adversarial channel. We first bound the number of messages in constant composition codes. Specifically, for any P X ∈ P n (X , Γ), consider an (M, n, ) code with codewords entirely in T P X . Applying the finite blocklength nonadversarial converse bound [10, Proposition 4.4] , for any δ > 0,
≥ max
where in (50)-(51), Y n ∼ (U P S W n )(y n |x n ), whereas in (52)-(53), (X n , Y n ) ∼ U P X (x n )(U P S W n )(y n |x n ); in (51) we have chosen Q Y n = (P X P S W ) n ; (52) holds since the quantity in (51) depends only on the type of x n ; and (53) holds because U P S (s n ) ≤ P n S (s n )|P n (S)| for all s n . From (53), we may apply an argument similar to that of [3, Thm. 49], with Lemma 6 in place of the Berry-Esseen theorem, to conclude the proof. (See [6] for more details.)
Proof of Thm. 4: Let P X ∈ Π X (Γ) achieve the minimum in (41), with Λ 0 (P X ) > Λ, the existence of which is assumed in the statement of the theorem. Let P X ∈ P n (X )∩P(X , Γ) be such that P S − P S ∞ ≤ 1/n. By continuity, for sufficiently large n we have Λ 0 (P X ) > Λ. Let
where we define with hindsight γ = log √ n |P n (S) M . Fix η > 0, let D η be the set of joint distributions Q XX SY such that Q S ∈ P(S, Λ) and D(Q XX SY P X × Q X S × W ) ≤ η where (P X ×Q X S ×W )(x, x , s, y) = P X (x)Q X S (x , s)W (y|x, s).
Define a test where Z(x n ,x n , y n ) = 1 iff (x n , y n ) ∈ A, and either (x n , y n ) / ∈ A or there exists s n such that Q x n ,x n ,s n ,y n ∈ D η . Since Λ 0 (P X ) > Λ, by the continuity of relative entropy on discrete alphabets, for sufficiently small η this test satisfies the uniqueness condition in (6) . Thus, we may apply Thm. 1 with X n ∼ U P X to find that there exists an (M, n, ) code where ≤ max s n ∈S n (Λ) P((X n , Y n s n ) / ∈ A) + (2 log e)M P(Z(X n ,X n , Y n s n ) = 0, (X n , Y n s n ) ∈ A) + max
x n 2 log(3n|S|) P(Z(X n ,x n , Y n s n ) = 0, (X n , Y n s n ) ∈ A)
where Y n s n indicates the channel output sequence with state sequence s n . We may bound the first term in (55) by P((X n , Y n s n ) / ∈ A) = P log (P S W ) n (Y n s n |X n ) (U P X P n S W n )(Y n s n ) < γ for all P S ∈ P n (S)
≤ P log (Q s n W ) n (Y n s n |X n ) (P X Q s n W ) n (Y n s n ) < γ + log |P n (X )| (57)
where (57) follows because U P X (x n ) ≤ |P n (X )|P n X (x n ) for all x n , and (58) follows from Lemma 6, where Σ n satisfies (49). The second term in (55) can be shown to be O(1/ √ n) with an application of Markov's inequality. The third term in (55) can be shown to be exponentially vanishing for any η > 0 by the definition of D η and basic results from the method of types. The fourth term in (55) is also insignificant if M is exponentially large. These bounds are sufficient to prove the theorem. (See [6] for more details.)
