We give a method to explicitly determine the space of unramified Hilbert cusp forms of weight two, together with the action of Hecke, over a totally real number field of even degree and narrow class number one. In particular, one can determine the eigenforms in this space and compute their Hecke eigenvalues to any reasonable degree. As an application we compute this space of cusp forms for ‫(ޑ‬ √ 509), and determine each eigenform in this space which has rational Hecke eigenvalues. We find that not all of these forms arise via base change from classical forms. To each such eigenform f we attach an elliptic curve with good reduction everywhere whose L-function agrees with that of f at every place.
Introduction
In general, finding unramified cuspidal representations for a given group is a difficult problem. If one tries to tackle this problem using the trace formula, for example, one usually needs to shrink the discrete group and hence allow some ramification. In this paper we are concerned with computing the space of unramified Hilbert cusp forms for a totally real field of even degree.
Let F be a totally real number field of narrow class number one and of even degree over ‫.ޑ‬ In Section 2 we explain how, by results of Jacquet, Langlands and Shimizu, the construction of the space of Hilbert cusp forms of weight 2 (i.e., of weight (2, . . . , 2)) and full level for F can be done on the quaternion algebra B over F that is ramified precisely at the infinite places of F. In fact the space of such cusp forms can be identified with a certain space of functions on the set of equivalence classes of ideals for a maximal order in B.
In Sections 3 and 4 we extend the definition of -series and Brandt matrices, as found in [Pizer 1980a] , to this case. We show that each simultaneous eigenvector for the family of modified Brandt matrices corresponds to a Hilbert cusp form that is an eigenvector for all the Hecke operators. In order to compute the Brandt matrices, and hence the space of cusp forms, we need to be able to find representatives for all the ideal classes for a maximal order; we outline our strategy to find these representatives in Section 5.
Next we specialize to the case of a real quadratic field of narrow class number one. In Section 6, using a result of Pizer, we give an explicit formula for the type number of B and the class number of a maximal order in B. In Section 7 we give defining relations for the quaternion algebra B over a real quadratic field ‫(ޑ‬ √ m), and when m ≡ 5 mod 8 we give a maximal order in this algebra.
We now turn to our application to elliptic curves. To any Hilbert modular newform f over a totally real field F, having weight 2, level n and rational Hecke eigenvalues, one expects to be able to attach an elliptic curve E f that is defined over F, has conductor n and whose L-function agrees with that of f at all places of F. This is known if F has odd degree over ‫ޑ‬ or if the automorphic representation associated to f belongs to the discrete series at some finite place (see [Blasius 2004, 1.7 .1]).
Conjecture 1.1. Let F be a totally real number field of even degree over ‫.ޑ‬ To each unramified Hilbert modular eigenform f over F having weight 2 and rational Hecke eigenvalues one can attach an elliptic curve E f defined over F with good reduction everywhere, such that the L-functions of E f and f agree at each place of F.
When f is the base change of a classical modular form one can sometimes attach an elliptic curve to f as in Conjecture 1.1; see [Shimura 1971, 7.7] . Also, by [Blasius 2004 ], this conjecture is true under the hypothesis of the Hodge conjecture. In this paper we establish this conjecture for F = ‫(ޑ‬ √ 509). The reason for this choice of field is, as we shall see, that there exist eigenforms that do not arise via base change from GL 2 ‫,)ޑ(‬ nor are they CM forms since h + (F) = 1. To our knowledge this provides the first verification of this conjecture in the case that not all forms arise by base change; see [Blasius 2004, 1.7.3] .
We now outline the verification of Conjecture 1.1 for F = ‫(ޑ‬ √ 509). In Section 8 we give representatives for the ideal classes in B from which we are able to compute the Brandt matrices and therefore the eigenvalues of the unramified eigenforms of weight 2. We find that there are three eigenforms whose Hecke eigenvalues all lie in ‫.ޑ‬ In Section 9 we give the equations for the three elliptic curves over F that are attached to our three eigenforms. These elliptic curves already exist in the literature [Cremona 1992; Pinch 1982] .
In Section 10 we prove Conjecture 1.1 for ‫(ޑ‬ √ 509). One of our forms is a base change of a classical form given in [Cremona 1992] . In this case one knows, by work of Shimura, that an elliptic curve is attached to this form. Now we take f to be one of the forms that is not a base change from ‫ޑ‬ and we take E to be the elliptic curve (or its Galois conjugate) defined over F given in [Pinch 1982 ].
By work of Taylor, building on work of Carayol and Wiles, and independently by Blasius and Rogawski, there exists for each rational prime an -adic representation σ f , : Gal(F/F) → GL 2 ‫ޑ(‬ ) which is unramified outside . If p is a prime of F not dividing and Fr p is a Frobenius element at p, we have Tr σ f , (Fr p ) = a f (p), the eigenvalue of f with respect to the p-th Hecke operator, and det σ f , (Fr p ) = N p. Similarly, for each rational prime we have a representation σ E, : Gal(F/F) → GL 2 ‫ޑ(‬ )
given by the action of Galois on the -adic Tate module of E. Since E has good reduction everywhere, σ E, is unramified outside and for each prime p not dividing , we have Tr σ E, (Fr p ) = a E (p) and det σ E, (Fr p 
The verification of Conjecture 1.1 for f will therefore be complete if we can show, for some prime , that these two representations are equivalent. For this we take = 2 and use a result of Faltings and Serre proved in [Livné 1987 ]. We cannot apply this result directly since it requires the traces of all Frobenius elements to be even, which is not the case here. So we begin by showing that the extensions of F cut out by the kernels of the mod 2 representations obtained from the eigenform and the elliptic curve are the same. Having identified these extensions, we can apply the theorem of Faltings and Serre to show that these two representations are equivalent when restricted to this extension of F. Using Frobenius reciprocity we conclude that these representations of Gal(F/F) are equivalent.
This work was begun by the first author in his PhD thesis [Socrates 1993 ], which gave a construction of the space of cusp forms for a real quadratic field of narrow class number one. The cusp form f above and the elliptic curve E were shown there to have the same L-factors at all primes generated by a totally positive element a + bθ with 1 ≤ a ≤ 64, where θ = 1 2 (1 + √ 509). This work was completed by the second author, who extended the methods of [Socrates 1993 ] to any totally real field of narrow class number one with even degree over ‫,ޑ‬ adapted the result of Faltings and Serre, and independently computed the necessary eigenvalues given in Table 4 .
Construction of the space of cusp forms
Throughout this paper F will be a totally real number field of narrow class number one and of even degree over ‫.ޑ‬ We denote by R the ring of integers in F, by F + the set of totally positive elements in F, and likewise for R + . We now explain how one can construct the space of cusp forms for F of weight 2 and full level.
Let B/F be the unique (up to isomorphism) quaternion algebra that is ramified only at the infinite places of F. We now give some definitions.
An
An order in B is a ring ᏻ consisting of integers and containing R such that Fᏻ = B. A left ideal I for an order ᏻ is an R-lattice for which ᏻI ⊂ I . Two left ᏻ-ideals I 1 and I 2 are said to be right equivalent if I 1 = I 2 b for some b ∈ B × . Similarly, two orders ᏻ 1 and ᏻ 2 are of the same type if ᏻ 1 = bᏻ 2 b −1 for some b ∈ B × . The number H of right equivalence classes of left ᏻ-ideals is called the class number of ᏻ and the number T of type classes of maximal orders of B is called the type number of B. Both numbers are finite (for any order ᏻ).
We now fix a maximal order ᏻ in B. Let G = B × viewed as an algebraic group over F. Since B only ramifies at the infinite places of F for each finite prime p we have
Moreover we can choose these isomorphisms so as to give an isomorphism of
Clearly each of these isomorphisms gives rise to an isomorphism of G(F p ) with GL 2 (F p ) under which ᏻ × p corresponds to GL 2 (R p ). We construct the double coset space
where A f F is the ring of finite adèles and
depends on the choice of ᏻ and hence so does X . The set X can be identified with the right equivalence classes of left ᏻ-ideals in the following way. Given
We denote by S the space
There is a natural definition of Hecke operators on this space, as follows. Let π p be a uniformizer for R p and let g p ∈ G( A 
A classical result states that we can choose the set
Define, for f ∈ S and h ∈ G( A f F ),
This gives a well-defined action on S, which is independent of the choices of the g i and also of π p . Let be the ‫-ރ‬vector space of holomorphic Hilbert cusp forms over F of weight 2 and full level. Then is a multiplicity-free direct sum of simultaneous 1-dimensional Hecke eigenspaces. A similar decomposition holds for S. By [Gelbart and Jacquet 1979] , there is a Hecke-equivariant isomorphism between and S.
Our goal now is to give a method to compute the action of the Hecke operators on the space S. This will be done by constructing Brandt matrices B(ξ ) and modified Brandt matrices B (ξ ), which are families of rational matrices indexed by ξ ∈ R + . These are objects that were first defined over ‫ޑ‬ and later used to construct cusp forms for congruence subgroups of SL2(‫.)ޚ‬
-series of an ideal
The notion and construction of a -series for an ideal in a quaternion algebra is discussed in several papers, including [Pizer 1976; 1980a; 1980b; Gross 1987] . In this section we extend these definitions to ideals in a totally definite quaternion algebra B defined over F.
Let J be an ideal in the totally definite quaternion algebra B. Let nr denote the reduced norm from B to F. The norm of any nonzero element in B is totally positive. We denote by nr(J ) + a totally positive generator of nr(J ), the fractional ideal of F generated by the norms of the elements in J . For any β ∈ J we define
We define the -series of J for τ ∈ Ᏼ Hom(F,‫)ޒ‬ by
where c ξ,J is the number of elements β in J with ᏺ J (β) = ξ . This sum converges since composing ᏺ J with the trace map from F to ‫ޑ‬ gives a positive definite quadratic form on J as a ‫-ޚ‬lattice. Proof. Any two choices for nr(J ) + will differ by a totally positive unit v. Since F has narrow class number one, v = u 2 for some unit u. Thus multiplication by u ∈ R × gives a bijection between the set of elements in J of norm ξ nr(J ) + and those of norm ξ v nr(J ) + .
We note that if J = γ 1 J γ 2 with γ i ∈ B × the -series of J and J are identical. The proof in [Pizer 1980a, Proposition 2.17] holds in this case.
Suppose that we are given an ideal J in terms of a basis over R. We give an effective algorithm to determine the c ξ,J . Let {β 1 , . . . , β 4 } be a basis for J over R and let {ω 1 , . . . , ω n } be a basis for R over ‫.ޚ‬ We can write β ∈ J uniquely as
is a totally positive element of R, provided β = 0, and composing ᏺ J with the trace map from F to ‫ޑ‬ gives a positive definite quadratic form in the {x i j }. Therefore, given a basis of an ideal J and M ∈ ‫ޒ‬ we can use [Cohen 1993, Algorithm 2.7 .7] to compute c ξ,J for all ξ ∈ R + with Tr ξ ≤ M.
Brandt matrices and eigenforms
Brandt matrices were classically constructed from a complete set of representatives of left ᏻ-ideal classes of an Eichler order ᏻ of B , a definite quaternion algebra over ‫ޑ‬ with Ram(B ) = {∞, p}. For such a B , [Pizer 1980a; 1980b] show that terms appearing in a so-called Brandt matrix series are actually modular forms (for ‫)ޑ‬ of a given weight and level p. In this section we extend these definitions to a totally definite quaternion algebra B defined over F. We then give an adelic construction of the Brandt matrices and show that each eigenvector for the family of modified Brandt matrices corresponds to a cusp form.
Let ᏻ be a maximal order in B and {I 1 , . . . , I H } a complete (ordered) set of representatives of distinct left ᏻ-ideal classes. For each k let
denote the right order of I k ; this is another maximal order in B. The inverse of I k is defined by I
In the notation of Section 3, let
which is simply the number of elements of norm 1 in the order ᏻ r (I j ). We define b i, j (0) = 1/e j and for
which is 1/e j times the number of elements in the left ᏻ r (I j )-ideal I −1 j I i of norm ξ nr(I i ) + / nr(I j ) + . Now define the ξ -th Brandt matrix for ᏻ by
The construction of B(ξ, ᏻ) is well defined up to conjugation by a permutation matrix. Moreover, if ᏻ is another maximal order, the matrices B(ξ, ᏻ) and B(ξ, ᏻ ) are conjugate by a permutation matrix independent of ξ . In view of this, we shall denote by B(ξ ) = B(ξ, ᏻ) the ξ -th Brandt matrix, for some fixed maximal order ᏻ.
The following properties of the Brandt matrices are stated in [Pizer 1980a ] and proved there for quaternion algebras over ‫.ޑ‬ The proofs carry over for the Brandt matrices defined above. 
Define the H × H matrix
Then for ξ ∈ R + or ξ = 0 we have
This is proved in [Pizer 1980a] , with the proof carrying over here. The submatrix B (ξ ) will be called the ξ -th modified Brandt matrix.
We now show that each simultaneous eigenvector for the family of modified Brandt matrices corresponds to a cusp form. Shimizu [1965] constructed a representation of the Hecke algebra acting on the space of automorphic forms, and in [Hijikata et al. 1989, Chapter 5] it is shown that this can be used to provide another construction of Brandt matrices. We follow the discussion in this latter source, simplifying it for the case that we are interested in.
Fix a maximal order ᏻ in B. Let G be the multiplicative group B × , viewed as an algebraic group over F. Every left ᏻ-ideal is of the form ᏻã for someã ∈ G( A F ).
p for all p < ∞}. Sinceαᐁα −1 is commensurable with ᐁ for allα ∈ G( A F ), we can define the usual Hecke ring R(ᐁ, G( A F )); see [Shimura 1971 ]. Put
where I F is the group of idèles of F. For ξ ∈ R + , denote by T (ξ ) the element of R(ᐁ, G( A F )) which is the sum of all double cosets ᐁãᐁ such that a p ∈ ᏻ p for all p < ∞ and nr(ã) ∈ ξ ᐁ( A F ).
Denote by
We define a representation of R(ᐁ, G( A F )) on ᏹ as follows. For
let ᐁyᐁ = i ᐁy i be its decomposition into disjoint right cosets. Now write
and extend ρ to R(ᐁ, G( A F )) by linearity. It is shown in [Hijikata et al. 1989, p. 31 ] that this representation is independent of the choice of a maximal order, in the sense that, if ᏻ is another maximal order, there is an isomorphism between R(ᐁ, G( A F )) and R(ᐁ , G( A F )) preserving the Hecke operators T (ξ ), and also an isomorphism ᏹ 2 (ᏻ) and ᏹ 2 (ᏻ ), such that the representation of R(ᐁ, G( A F )) on ᏹ 2 (ᏻ) induced by these isomorphisms is equivalent to the original representa-
If H is the class number of ᏻ, we have
Note that the I λ = ᏻx λ give a complete set of representatives of left ᏻ-ideal classes.
Since the elements of ᏹ are determined by their values at the x λ , the map
gives an isomorphism of ᏹ with ‫ރ‬ H = ‫ރ‬ 1 ⊕ · · · ⊕ ‫ރ‬ H , where each ‫ރ‬ i is a copy of ‫.ރ‬ We can use the isomorphism (1) to give a matrix representation for ρ.
where multiplication by ρ i, j (ξ ) : ‫ރ‬ j → ‫ރ‬ i is the composition of the injection of ‫ރ‬ j into ‫ރ‬ H , the inverse of map (1), ρ(ᐁξ ᐁ), map (1), and the projection of ‫ރ‬ H into ‫ރ‬ i . The following is proved in [Hijikata et al. 1989, Proposition 5 .1], with the proof carrying over here.
Proposition 4.2. The definition of B(ξ ) yields the same matrix as the Brandt matrices defined above, assuming that we use the same maximal order ᏻ and set of left ᏻ-ideal representatives I λ .
We shall now make explicit the isomorphism as Hecke modules between the spaces of Hilbert modular cusp forms and ‫-ރ‬valued functions on the finite set X modulo constant functions, which was mentioned in Section 2. We will follow the construction of Hida [1988] , which is also discussed in [Taylor 1989 ]. As before, we shall be interested only in the weight 2, full level case.
Having fixed isomorphisms between G(F p ) and GL 2 (F p ) as in Section 2 we set
an open subgroup of the finite part of the adelization of ᏻ. Denote by S(U ) the space of ‫-ރ‬valued functions on X , the set of right equivalence classes of left ᏻ-ideals. Via the identification of X as a double coset space, S(U ) is just the space ᏹ 2 (ᏻ) defined above. The Hecke action on S(U ) is that given in Section 2. Let inv(U ) be the subspace of S(U ) consisting of functions of the form f • nr, where nr is the reduced norm map
and f is an appropriate ‫-ރ‬valued function on I f F , the finite idèles of F. The map nr, when restricted to the image of B × , surjects into the totally positive elements of F (this is the Theorem of Norms in [Vignéras 1980, p. 80] ). Hence we can view inv(U ) as consisting of functions of the form
where Cl + (F) is the ray class group of F. Since we are assuming that h + (F) = 1, inv(U ) is the space of constant functions on X .
The Hecke operators certainly fix inv(U ). Thus, in order to examine the Hecke action on the space of cusp forms, we must decompose S(U ) into a direct sum of inv(U ) and a space S 2 (U ) preserved by the Hecke algebra.
We describe the Hecke action on inv(U ). Let T p be the p-th Hecke operator and f the function which is 1 on all elements of X . In Section 2 we saw the decomposition of
into disjoint right cosets. Note, though, that in this decomposition we also obtain exactly the elements in G( A F ) that yield, upon multiplying to the right of ᏻ, the set of integral left ᏻ-ideals of norm p. Thus T p ( f ) is the function with constant value equal to the number of such ideals.
We have seen that the matrix A transforms the Brandt matrices into two blocks consisting of a 1 × 1 cell containing b(ξ ) and the modified Brandt matrix B (ξ ). And in Theorem 4.1 we noted that b(ξ ) is precisely the number of integral left ᏻ-ideals of norm ξ . Thus we have: To find a basis of ‫ރ‬ H −1 of simultaneous eigenvectors for all the modified Brandt matrices one computes the matrices B (ξ ), ordered by the trace of ξ , and successively decomposes the space ‫ރ‬ H −1 into simultaneous eigenspaces until one is left with one-dimensional eigenspaces.
It is, of course, desirable to know which of these forms do not arise by base change. Suppose that F/‫ޑ‬ is a cyclic extension with Galois group G. Then G acts on the set of eigenforms via permutation of the primes of F. And one knows that a form does not arise by base change from an intermediate field if and only if its Galois orbit has order equal to the degree of the extension F/‫.ޑ‬ Using this one can then determine precisely which forms arise via base change once one has found a basis of ‫ރ‬ H −1 of simultaneous eigenvectors of the B (ξ ) using the procedure described above. In the case that F/‫ޑ‬ is solvable there are added complications to determining which forms don't arise by base change coming from the existence of Galois fixed Hecke characters that do not descend; see [Rajan 2002 ].
Finding type and ideal class representatives
In order to use Proposition 4.3 to compute the space of cusp forms we need to be able to find representatives for the ideal classes of a maximal order ᏻ in B. In this section we give a strategy to find these representatives.
We continue with B, the quaternion algebra over F ramified only at the infinite places of F, and we take ᏻ to be a maximal order in B. It is easy to manufacture ideals of ᏻ when they are of a particular form. Let α ∈ B \ F. Then K = F(α) is a quadratic extension of F contained in B. Let I be an ideal in the ring of integers S of K . Then J = ᏻI is a left ideal of ᏻ. Moreover we have nr(J ) = N K /F (I ), since 1 ∈ ᏻ. Clearly, if I and I are in the same ideal class in K then J and J are in the same left ᏻ-ideal class.
We will now see that to find representatives of left ᏻ-ideal classes it suffices to consider ideals of the form ᏻI as in the construction above.
Proposition 5.1. Every left ᏻ-ideal class of a maximal order ᏻ contains an ideal of the form ᏻI , where I is an ideal in a field extension K = F(b) contained in B.
Proof. The left ᏻ-ideal classes are in bijection with
as stated in Section 2. Since this is a finite set, there is a finite set of primes S such that
Under the local-global correspondence, then, the left ᏻ-ideal ᏻβ is in the same class as ᏻi S (b), where i S (b) can be viewed as a fractional ideal in F(b).
We now outline the algorithm for finding representatives for left ᏻ-ideal classes.
1. Determine the class number H . (This can be done; see [Pizer 1973 ]. We will make this explicit in the case of a quadratic field in Section 6 below.)
2. Initialize the list of representatives of left ᏻ-ideal classes to L = {ᏻ}.
3. Find an element α ∈ B such that the ring of integers of
4. Determine h = h(K ) and S = {I 1 . . . I h }, ideal representatives for the class group of K , OR
Generate a large list S = {I i } of prime ideals of K .
5. Now, for I i ∈ S, do: We would like to know how to determine if two left ᏻ-ideals belong to different ideal classes, which is step 5(b) of the algorithm. In Section 3 we saw that the -series gives a necessary test for two ideals to be in the same class. We now give a necessary and sufficient condition for two ideals to be in the same class. This is proved in [Pizer 1980a] , with the proof valid for any quaternion algebra over a number field. To use this proposition we will need to construct a basis for M, then compute the normalized norm ᏺ M as in Section 3.
Computing T and H
We now specialize to the case of a real quadratic field F = ‫(ޑ‬ √ m) of narrow class number one. As is well known, this condition implies that either m = 2 or m is prime and congruent to 1 mod 4. In this section we give an explicit formula for the type number of B and the class number of a maximal order ᏻ in B. The most important tool will be the main theorem in [Pizer 1973 ], which we restate here: Theorem 6.1 (Pizer) . Let F be a totally real number field of degree n over ‫,ޑ‬ and let R be its ring of integers. Let B be a positive definite quaternion algebra over F. Let q 1 be the product of the finite primes in F that ramify in B and q 2 a finite product of distinct finite primes of F such that (q 1 , q 2 ) = 1. Then the type number T q 1 q 2 of Eichler orders of level q 1 q 2 in B is
where
• e is the number of primes dividing q 1 q 2 ;
• M is Eichler's mass, given by
where ζ F is the zeta function of F;
• h( a ) is the ideal class number of locally principal a -fractional ideals;
• w( a ) is the index of the group of units of R in the group of units in a ;
• C is the collection of all orders defined by the following procedure: 
Consider the collection of all polynomials over R of the form
5. Let a be a root of some f µ,ρ,τ and for each f µ,ρ,τ choose only one root. Then C = { a : a is an order of F(a)} such that
We now use this theorem of Pizer to derive a more explicit formula for the algebra B over any real quadratic field of narrow class number one. For completeness we note that if m = 5 the type number of B is 1; see [Socrates 1993, Theorem 5.2] .
Proof of Theorem 6.2. We proceed to determine the quantities in Theorem 6.1. We have h(F) = 1. Since B is unramified at all finite primes, q 1 = 1 and for maximal orders q 2 = 1. Thus e = 0 and the two products in the definition of Eichler's mass M are both empty. Since m ≡ 1 mod 4 we have disc F = m and
We shall further simplify M by explicitly calculating ζ F (2). Our method will be that of [Leopoldt 1958 ], which uses generalized Bernoulli numbers; see also [Neukirch 1999, Chapter VII] . Define the n-th Bernoulli number, B n , by
where the product runs over the characters mod d = |disc F| = m that correspond to characters of Gal(F/‫.)ޑ‬ Hence this product involves only the trivial character and χ the Legendre symbol mod m. Thus B n,F = B n B n,χ . In [Leopoldt 1958 ] it is shown that
if n is a positive even integer. Thus M = Now we proceed with the rest of the algorithm. The product defining
is also empty regardless of a , so E 1 ( a ) = 1. Equation (2) then becomes
We now follow the algorithm to find the collection C.
1. Since U = −1 u , where u is a fundamental unit of F and U 2 = u 2 , we get s = 4, and a set of representatives for U mod U 2 is given by {±1, ±u}.
2. Since q 1 q 2 = 1 and Fr(F) = Pr(F), we have k = 1, E = (1) and {(1)} is a complete set of representatives for E.Fr(F) 2 mod Pr(F) 2 .
3. From step 2, we can take t = 1 and n = n 1 = 1.
4. We shall call the polynomials obtained in this step contributing polynomials, and denote this set by . Since µ = 1 = t and n = n 1 = 1 we shall use the abbreviation
Since v p (n) = 0 for any v p , we have s p = 0 for every finite p, so condition 4(c) is always satisfied by any τ . Condition 4(d) is vacuous. Now we look at condition 4(b). Since F is totally real this condition requires that the discriminant
of f ρ,τ be totally negative. But for any τ , ( f −1,τ ) and ( f −u,τ ) are always positive, since u > 0. Hence we need only consider f 1,τ and f u,τ . But N F/‫ޑ‬ (u) = −1 tells us that σ (u) < 0, where σ is the nontrivial element of Gal(F/‫.)ޑ‬ So σ (τ ) 2 − 4σ (u) > 0 for any τ . Thus only e ρ = 1 remains. We further abbreviate
Our problem is therefore to find all τ = a + bθ ∈ R, where θ = 1 2 (1 + √ m), such that τ 2 − 4 < 0 and σ (τ ) 2 − 4 < 0, i.e., such that
Thus we see that we necessarily need −4 < (2θ −1)b < 4, which is −4 < √ mb < 4. The roots of these polynomials and the fields they generate over Q( √ m) are shown below.
5. We proceed to the last step of the algorithm: finding the orders a . Condition 5(a) says that R[a τ ] must be contained in a . However, we find that R[a τ ] is the maximal order of F(a τ ).
Lemma 6.4. Let m be as in Theorem 6.2, R the ring of integers of Q( √ m) and u a fundamental unit in R.
(
1) The ring of integers of ‫(ޑ‬
Proof. (a) Let S denote the ring of integers in K = ‫(ޑ‬ √ m, ζ 4 ). Then by [Marcus 1977, Ex. 42, p . 51] we have S = R[ζ 4 ]. Now let α = ω 1 + ω 2 ζ 4 ∈ S. We compute
where σ is the nontrivial element of Gal(F/‫.)ޑ‬ We deduce that α is a unit if and only if either ω 1 = 0 and N F/‫ޑ‬ (ω 2 ) = ±1 or ω 2 = 0 and N F/‫ޑ‬ (ω 1 ) = ±1. The result now follows.
(b) Let S denote the ring of integers in K = ‫(ޑ‬ √ m, ζ 6 ). Then by [Marcus 1977, Ex. 42, p . 51] we have S = R[ζ 6 ], since 3 m as ‫(ޑ‬ √ m) has narrow class number one. Let α = a + bθ + cζ 6 + dθζ 6 ∈ S, where θ = 1 2 (1 + √ m). We compute
where ω 1 = 2a + c + (2b + d)θ , ω 2 = c + dθ and σ is the nontrivial element of Gal(F/‫.)ޑ‬ Assume that α ∈ S × . Then we have N F/‫ޑ‬ (ω 2 ) = 0 or ±1. If N F/‫ޑ‬ (ω 2 ) = 0 then α ∈ R × . Now assume that N F/‫ޑ‬ (ω 2 ) = ±1. In this case we must have N F/‫ޑ‬ (ω 1 ) = ±1 since N F/‫ޑ‬ (ω 1 ) ≡ N F/‫ޑ‬ (ω 2 ) mod 2 rules out the possibility that N F/‫ޑ‬ (ω 1 ) = ±2. So we can write ω 1 = ±u r and ω 2 = ±u s . Now α is a unit if and only if
that is, if and only if 2 = u 2(r −s) + u −2(r −s) . This is true if and only if r = s. We deduce that if N F/‫ޑ‬ (ω 2 ) = ±1, then α is a unit in S if and only if
with k ∈ {1, 2, 4, 5}. The result follows.
Lemma 6.5. The set of orders C consists of the rings of integers of the extensions F(a τ ) where a τ is a chosen root of a contributing polynomial f τ as determined by Lemma 6.3.
Proof. Only condition 5(b) needs to be verified. Our computations show that all of the roots a τ of f τ are roots of unity and N F(a τ )/F (a τ ) = 1. Thus s p = 0 for every p and a τ ∈ a τ ,p is always satisfied.
Hence, equation (2) becomes
We now study the contributions from the biquadratic fields ‫(ޑ‬ √ m, (2) becomes
and this completes the proof of Theorem 6.2.
We can also determine H . Following the proof of Theorem 6.1 given in [Pizer 1973] , we see that
where Proof. We have h(F) = 1, q 1 = q 2 = 1, 2 e = 1 and n µ = n 1 = 1 in the algorithm to find C. Thus C 2 = ∅. Substitute these in (3) to get the result.
The algebra B and a maximal order ᏻ
In this section we obtain defining relations for B, the positive definite quaternion algebra over F = ‫(ޑ‬ √ m) that is ramified precisely at the infinite places of F. We also find a basis over R for a maximal order ᏻ in B when m ≡ 5 mod 8. Proof. It is clear that B = (−1, −1) is positive definite. We shall show that at every finite prime p of F the algebra B p = B ⊗ F F p is the matrix algebra. Let B be the quaternion algebra over ‫ޑ‬ given by B = (−1, −1). Then B = B ⊗ ‫ޑ‬ F.
As is well known, Ram(B ) = {2, ∞}. Hence B is split at every prime p of F not lying above 2. Since m ≡ 1 mod 8 there is only one prime in F above 2. But now Ram(B) has even cardinality and contains the two infinite places of F and hence B must be unramified at the prime of F above 2.
In the case that F = ‫(ޑ‬ √ m) has narrow class number 1 and m ≡ 1 mod 8 one can take B to be the quaternion algebra over ‫ޑ‬ ramified precisely at {m, ∞}. By [Pizer 1980a 
Proof. It is clear that ᏻ is a full lattice in B. It is simple, but tedious, to check that ᏻ is a ring and that every element of ᏻ is integral. Finally one can check that ᏻ is maximal by computing its discriminant. For all the details see [Socrates 1993, Theorem 4 .2].
Cusp form calculations
We now compute the space of cusp forms for the field F = ‫(ޑ‬ √ 509). From Theorem 6.2 and Proposition 6.7 we compute that the class number for B is 24. We will give representatives for each of the 24 ideal classes, which will then enable us to compute the necessary Brandt matrices using the algorithm from Section 3.
In the algorithm of Section 5, we first find suitable α. The α that eventually led us to distinct ideal classes were i together with
and
has index 2 in the ring of integers of K . We set α i = 2α i − 1, which satisfies x 2 − k i = 0. Since F has class number one, we will be interested only in prime ideals of F that split in
and it suffices to consider only one of the ideals I on the right, as they belong to the same K -ideal class. Moreover we have nr(ᏻI ) = (a + bθ).
Since the class number of ᏻ is rather large, we first used the -series of ᏻI for various prime ideals I in the extensions K = F(α i ) above. We computed the -series of these ideals up to 30 + 2θ . Using this method we found 23 of the 24 ideal classes. These ideals, together with the initial coefficients of their -series, are listed in the tables below.
After a lengthy search that did not yield another ideal with a distinct -series, we switched to using the necessary and sufficient conditions of Proposition 5.2. Let I be an ideal in S, the ring of integers in some F(α i ). Assume that the initial coefficients of the -series of ᏻI are the same as those of one of the left ideals above, say J s . Construct a basis for I = I −1 J s and construct
with 1 in Hermite normal form. Proposition 5.2 then says that ᏻI is actually in a different class as J s if and only if a 1,1 , the leading term of 1 , is greater than 1. (Note that 1 + bθ is totally positive if and only if b = 0). Using this condition, we quickly determined that we could take J 24 = ᏻI 24 with
Now that we have concrete representatives of left ideal classes, we are able to construct explicitly the first few Brandt matrices B(ξ ) and the modified Brandt matrices B (ξ ) using the algorithm [Cohen 1993, Algorithm 2.7.7] mentioned at the end of Section 3. This involves computing the -series of the 300 ideals J −1 r J s , r ≥ s, due to the symmetry properties in Theorem 4.1. We also computed the characteristic polynomials of the B (ξ ) and factored them over ‫.ޑ‬ We found that the characteristic polynomial of B (19 + θ) has three distinct rational roots and an irreducible factor of degree 20. Hence, although ‫ރ‬ 23 has a basis of eigenvectors for all the B (ξ ), only three eigenvectors have eigenvalues that are all rational. The three rational eigenvectors are (45, 45, 25, 60, 23, 40, 34, 27, 18, 28, 30, 19, 35, 20, 31, 28, 20, 15, 25, 37, 51, 40, 31) .
We let f 1 , f 2 and f 3 denote the forms corresponding to the vectors v 1 , v 2 and v 3 by Proposition 4.3. The initial Fourier coefficients of these forms are tabulated in Table 3 . From this table we note that f 1 = f σ 2 , where σ is the nontrivial element of Gal(F/‫,)ޑ‬ while f 3 = f σ 3 and hence f 3 is the base change of a classical form. That none of these forms are CM forms follows from the following proposition.
Proposition 8.1. Let f be a Hilbert eigenform of full level for a totally real number field F of narrow class number one. Then f is not a CM form.
Proof. Recall that f is a CM form if and only if there exists a quadratic character ε corresponding to an imaginary quadratic extension K /F such that f = f ⊗ ε. So suppose we have f = f ⊗ ε for such a character ε. Let π denote the cuspidal representation of GL 2 ( A F ) corresponding to π. Then we have π ∼ = π ⊗ (ε • det). By a theorem of Labesse and Langlands [1979] we have an equality of L-series L(π, s) = L(χ , s) for some grössencharakter χ of K , and it is known that cond π = N K /F (cond χ ) disc(K /F). Since π is assumed to be unramified it follows that K /F is an unramified extension. But this is impossible since F has narrow class number one.
The elliptic curves
In this section we give equations for the elliptic curves that we will show are attached to the forms f 1 , f 2 and f 3 of the previous section.
Let E 3 be the elliptic curve given by the Weierstrass equation
This curve is found in [Cremona 1992] and is a ‫-ޑ‬curve (that is, it is isogenous to its Galois conjugate). Let E 1 denote the elliptic curve given by the Weierstrass equation
This elliptic curve is in a table found in [Pinch 1982] , among other curves that have good reduction everywhere over certain quadratic fields. We show below that E 1 is not F-isogenous to its Galois conjugate. This is also noted (without proof) in [Cremona 1992 ]. We take E 2 to be the curve E σ 1 , where σ is the nontrivial element of Gal(F/‫.)ޑ‬ Proposition 9.1. The elliptic curve E 1 is not isogenous over F to its Galois conjugate. Table 3 . Eigenvalues for simultaneous rational eigenvectors for B (ξ ).
2 mod 5. Then the equation for the reduced curve E 1 over ‫5/ޚ‬ has affine equation
and we compute that E 1 (R/p) has order 8. Similarly, the reduction of the curve E + 4x + 2. and we compute that E σ 1 (R/p) has order 3. Therefore E 1 is not isogenous to E σ 1 .
Finally we check that our curves E 1 , E 2 and E 3 do not possess potential complex multiplication. We first remark that h + (F) = 1. Our conclusion about these curves now follows from: Proposition 9.2. Let K be a totally real number field of narrow class number one. Let E/K be an elliptic curve that has good reduction everywhere. Then E does not possess potential complex multiplication.
Proof. Suppose E(‫)ރ‬ has CM defined over the field ‫(ޑ‬ √ n), where n < 0. Consider the field L = K ( √ n). Then E and its complex multiplications are defined over L. Consider the -adic representation given by the action of Galois on the -adic Tate module of E/L σ : Gal(‫/ޑ‬L) → GL 2 ‫ޑ(‬ ).
We construct another representation
where ρ ∈ Gal(‫/ޑ‬K ) is nontrivial when restricted to L. Now, since E is actually defined over K , this σ extends to a representationσ of Gal(‫/ޑ‬K ). However,
Since E has CM over L, the representation σ is abelian, so σ = χ ⊕ χ for some characters χ , χ of H . It can easily be seen from such a decomposition that, in the obvious notation, σ
as well. Now, χ corresponds to a weight 1 grössencharakter ψ of L, and χ = χ [ρ] if and only if ψ(z) = ψ(z) for all z ∈ L * ∞ = ‫ރ‬ * . But ψ(z) = z −1 and ψ(z) = z −1 , hence ψ(z) = ψ(z), so χ = χ [ρ] . Thus χ = χ [ρ] , and so σ = χ ⊕ χ [ρ] , hencẽ σ = Ind G H (χ ). Since the degree of χ is 1, we get the formula
for the conductor ofσ ; see [Martinet 1977] . Recall that E has good reduction everywhere, so everyσ is unramified at all the primes of K not dividing . Sincẽ σ is ramified at all the primes which divide cond(σ ), we see that disc(L/K ) must be the unit ideal. Thus L is an unramified finite abelian extension of K . But since h + (K ) = 1 this implies that K = L which is impossible since n < 0.
Matching the elliptic curves to the cusp forms
Continuing with the notation of the previous section we have F = ‫(ޑ‬ √ 509), R the ring of integers in F and θ = 1 2 (1 + √ 509). We begin by showing that the curve E 3 is attached to the form f 3 . The curve E 3 is equal to the curve A that arises from Shimura's construction [1971, 7.7] . This curve is constructed from a pair of eigenforms { f 1 , f 2 } in S 2 ( 0 (509), χ) where χ is the quadratic character of ‫)ޚ905/ޚ(‬ × . These forms are constructed in [Cremona 1992 ]. Furthermore we know that
The base change of f 1 to GL 2 (F) will be a form with rational coefficients of full level, trivial character and weight 2. Hence we see that f 3 is the base change of the form f 1 and we have
Let E 1 be as in Section 9. Since E 1 has good reduction everywhere, the 2-adic representation on the Tate module of E 1 ,
is unramified outside the prime ideal 2R of F. For each prime ideal p of F outside 2R we have
where Fr p denotes a Frobenius element at p and a(E 1 ) p denotes the p-th Fourier coefficient of E 1 . Moreover det σ 1 (Fr p ) = N p.
Let f 1 denote the unramified cusp form given in Section 8 above. By [Taylor 1989 ] and [Blasius and Rogawski 1993] there exists a 2-dimensional representation
unramified outside the prime ideal 2R of F and such that for each prime ideal p of F outside 2R we have
where again Fr p denotes a Frobenius element at p and a( f 1 ) p denotes the p-th Fourier coefficient of f 1 . Moreover we have det σ 2 (Fr p ) = N p.
To prove that E 1 is attached to the form f 1 we must show that the representations σ 1 and σ 2 are equivalent. For this we will use the following result of Faltings and Serre as stated and proved in [Livné 1987 ]. 
are continuous representations, unramified outside S, and furthermore satisfying:
1. Tr ρ 1 ≡ Tr ρ 2 ≡ 0 mod p and det ρ 1 ≡ det ρ 2 mod p.
There exists a set T of primes of K , disjoint from S, for which
• the image of the set {Fr t : t ∈ T } in the ‫-ޚ2/ޚ‬vector space Gal(K S /K ) is noncubic;
• Tr ρ 1 (Fr t ) = Tr ρ 2 (Fr t ) and det ρ 1 (Fr t ) = det ρ 2 (Fr t ) for all t ∈ T .
Then ρ 1 and ρ 2 have isomorphic semi-simplifications.
A subset S of the ‫-ޚ2/ޚ‬vector space Gal(K S /K ) is said to be noncubic if every homogeneous polynomial of degree three that vanishes on S vanishes on all of Gal(K S /K ). In particular Gal(K S /K ) is itself noncubic and we will apply this theorem with T chosen such that the image of {Fr t : t ∈ T } in Gal(K S /K ) is the whole space.
As we can see from Table 3 , we cannot apply this result immediately since the traces of Frobenius are not all even. Therefore for each i we let σ i denote the mod 2 representations obtained from σ i and let L i denote the extension of F cut out by σ i . We begin by showing that we can identify these two extensions.
Matching L 1 and L 2 . We know that L 1 = F (E 1 [2] ). Hence L 1 is the splitting field of the polynomial g(x) = 4x 3 + (9 + 8θ)x 2 + (648 + 14θ)x + 411 + 137θ and is an S 3 -extension of F unramified outside of 2R. Moreover the quadratic extension of F contained in L 1 is F( √ u), where u = 442 + 41θ is a fundamental unit of F.
We now consider L 2 . We know that L 2 is an extension of F that is unramified outside of 2R. Moreover since some of the a( f 1 ) p 's are odd we know that L 2 is either a normal cubic extension of F or else is an S 3 extension. By the next lemma we deduce that L 2 /F must be an S 3 extension. Proof. Suppose that L/F is such an extension. Let f(L/F) denote the conductor of F. By [Cohen 2000, Corollary 3.5 .12] we deduce that f(L/F) divides 2R. But now using Pari [Cohen et al. 2004] we compute that the ray class group for the modulus 2R∞ 1 ∞ 2 , where ∞ i denote the infinite places of F, is trivial. Therefore no such extension L of F exists.
Let F 1 be the unique quadratic extension of F contained in L 2 . We let u = 442 + 41θ be the fundamental unit of F. Since F 1 is unramified outside 2 we know that F 1 must be one of the fields
Let p be a prime of F and let P be a prime of F 1 above p. We note that if a( f 1 ) p is odd then f (P/p) = 1. We use this criterion to eliminate all the above quadratic extension of F except for F( √ u). Taking p = (11 + θ)R eliminates the fields F( Proof. We note that 2R 1 = p 2 , where p is the unique prime of F 1 above 2. Suppose that L/F 1 is such an extension. Let f(L/F 1 ) denote the conductor of L/F 1 . By [Cohen 2000, Corollary 3.5 .12] we deduce that f(L/F 1 ) divides p. Using Pari we compute that the order of the ray class group for the modulus p∞ 1 ∞ 2 , where ∞ i denote the real places of F 1 , is three, from which we deduce that L is unique. For each p ∈ T 0 we have computed a(E 1 ) p and a( f 1 ) p and found that they are the same. Hence we deduce that for all P ∈ T we have Tr σ 1 (Fr P ) = Tr σ 2 (Fr P ).
Thus by Theorem 10.1 σ 1 and σ 2 are isomorphic.
End of Proof.
We have proved in the previous subsection that σ 1 | K is isomorphic to σ 2 | K and therefore that σ 1 | L is isomorphic to σ 2 | L . We note that since E 1 does not possess potential complex multiplication by Proposition 9.2 so σ 1 | L and hence σ 2 | L are both irreducible. Then by Frobenius reciprocity we know that σ 1 | F 1 is isomorphic to σ 2 | F 1 ⊗ χ for some character χ of Gal(F/F 1 ) trivial on Gal(F/L). Let p = (11 + θ )R then a(E 1 ) p is odd and p splits in F 1 . Let P be a prime of F 1 above p and let Fr P be a Frobenius element at P in Gal(F/F 1 ). Then Tr(σ 1 | F 1 (Fr P )) = a(E 1 ) p = Tr(σ 2 | F 1 (Fr P )) and hence χ (Fr P ) = 1. But since P is inert in L we deduce that χ must be trivial. Therefore we have σ 1 | F 1 = σ 2 | F 1 . Now using Frobenius reciprocity again we deduce that σ 1 is isomorphic to σ 2 ⊗δ for some character δ of Gal(F/F) trivial on Gal(F/F 1 ). If we take p = (12 − θ)R then p is inert in F 1 . Now Tr(σ 1 (Fr p )) = a(E 1 ) p = Tr(σ 2 (Fr p )) and hence δ(Fr p ) = 1. We deduce that δ is trivial and hence that σ 1 = σ 2 .
Thus we conclude that E 1 is attached to the form f 1 . It immediately follows that the curve E 2 is attached to the form f 2 . The verification of Conjecture 1.1 for F = ‫(ޑ‬ √ 509) is now complete.
Remark. We found after this work was completed that one could use [Skinner and Wiles 1999, Theorem A] to prove that the curve E 1 is modular. Here one uses that the Galois representation on the 5-adic Tate module of E 1 is residually reducible. However, our method can, in principle, be used in situations where their results do not apply. Moreover, our interest in this problem arises from attaching elliptic curves to unramified Hilbert modular forms, for which one needs to be able to determine the space of cusp forms. Furthermore, it appears that our method of computing the space of cusp forms can be extended to higher weight, where eigenforms with rational Hecke eigenvalues should correspond to certain other geometric objects.
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