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STABLE ACTIONS OF CENTRAL EXTENSIONS
AND RELATIVE PROPERTY (T)
YOSHIKATA KIDA
Abstract. Let us say that a discrete countable group is stable if it has an ergodic, free,
probability-measure-preserving and stable action. Let G be a discrete countable group
with a central subgroup C. We present a sufficient condition and a necessary condition
for G to be stable. We show that if the pair (G,C) does not have property (T), then G
is stable. We also show that if the pair (G,C) has property (T) and G is stable, then
the quotient group G/C is stable.
1. Introduction
We mean by a p.m.p. action of a discrete countable group G a measure-preserving action
of G on a standard probability space, where “p.m.p.” stands for “probability-measure-
preserving”. An ergodic, free and p.m.p. action is called stable if the associated equivalence
relation is isomorphic to its direct product with the ergodic hyperfinite equivalence relation
of type II1. Let us say that a discrete countable group G is stable if G has an ergodic, free,
p.m.p. and stable action. A fundamental question of our interests is which group is stable.
A necessary condition for stability of a group is obtained by Jones-Schmidt, who show that
any stable group is inner amenable ([13, Proposition 4.1]). Recall that a discrete countable
group G is called inner amenable if there exists a sequence of non-negative `1-functions
on G with unit norm, (fn)
∞
n=1, such that for any g ∈ G, we have
lim
n→∞ fn(g) = 0 and limn→∞
∑
h∈G
|fn(g−1hg)− fn(h)| = 0.
This property was introduced by Effros [9] in connection with property Gamma of a group
factor (see [2] for a survey, and [6], [7] and [26] for related works). Jones-Schmidt asked
whether inner amenability is sufficient for stability ([13, Problem 4.2]). A counterexample
to this question was pointed out by the author [19]. In fact, any group having property (T)
and having the infinite center is inner amenable, but not stable (see [3, Example 1.7.13] for
such groups). The Baumslag-Solitar groups are an interesting example of inner amenable
groups ([24]), and are shown to be stable ([18]). We refer the reader to [14, Section 9] for
other results related to stability and inner amenability.
This paper focuses on groups with infinite center. These groups are a typical example of
inner amenable groups. The following theorem gives a sufficient condition and a necessary
condition for such groups to be stable.
Theorem 1.1. Let 1 → C → G → Γ → 1 be an exact sequence of discrete countable
groups such that C is central in G. Then the following assertions hold:
(i) If the pair (G,C) does not have property (T), then G is stable.
(ii) If the pair (G,C) has property (T) and G is stable, then Γ is stable.
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2 YOSHIKATA KIDA
These two assertions indicate us that relative property (T) of a central subgroup plays
an essential role in characterizing stability of groups with infinite center. We have simple
applications of Theorem 1.1 in the following:
Example 1.2. Theorem 1.1 (i) implies that any discrete countable group with the Haagerup
property and having the infinite center is stable. Examples of such groups are found in [5,
Sections 6.2 and 7.3.3].
Example 1.3. Let H be a discrete countable group having property (T) and having an
infinite central subgroup C. Set G = H ∗C H, the amalgamated free product with respect
to the inclusion of C into two copies of H. We have the exact sequence
1→ C → G→ (H/C) ∗ (H/C)→ 1.
The free product (H/C) ∗ (H/C) is not stable, by computation of cost ([10]) or `2-Betti
numbers ([11]), or invariance under measure equivalence of vanishing of a certain bounded
cohomology group ([20, Section 7]). The pair (G,C) has property (T), and G is not stable
by Theorem 1.1 (ii).
Jones-Schmidt [13] obtain a useful criterion for stability of an ergodic, free and p.m.p.
action. It asserts that if there exists a certain sequence in the full group of the associated
equivalence relation, called a non-trivial asymptotically central (a.c.) sequence, then the
action is stable. In the proof of Theorem 1.1, we construct a p.m.p. action which admits a
non-trivial a.c. sequence in the full group of the associated groupoid, but is not necessarily
ergodic or free. The following theorem is technically useful, asserting that existence of
such a p.m.p. action is sufficient for stability of a group. We refer to Subsection 3.1 for a
definition of an a.c. sequence for a p.m.p. action and its triviality.
Theorem 1.4. Let G be a discrete countable group. If there exists a p.m.p. action of G
admitting a non-trivial asymptotically central sequence in the full group of the associated
groupoid, then G is stable.
Theorem 1.1 (i) is strongly inspired by Connes-Weiss’ theorem [8] stating that any group
without property (T) has an ergodic p.m.p. action admitting a non-trivial asymptotically
invariant (a.i.) sequence. An a.i. sequence for an ergodic p.m.p. action was introduced by
Schmidt [22], who shows that any ergodic p.m.p. action of a property (T) group admits
no non-trivial a.i. sequence (see Subsection 3.1 for a definition of an a.i. sequence). These
two assertions characterize property (T) groups in terms of their ergodic p.m.p. actions.
We refer to [23] for further results related to this characterization. It is notable that from
denying property (T), Connes-Weiss construct an ergodic p.m.p. action enjoying a certain
asymptotic property. The desired action is obtained through Gaussian actions associated
with orthogonal representations of a group. The proof of Theorem 1.1 (i) heavily relies on
their construction.
The paper is organized as follows: In Section 2, we review property (T) of the pair of
a group and its subgroup. We also review construction of the Gaussian action associated
with a unitary representation. In Section 3, we prove Theorem 1.4. In Sections 4 and 5,
we prove assertions (i) and (ii) in Theorem 1.1, respectively.
Let us summarize notation and terminology employed throughout the paper. We mean
by a discrete group a discrete and countable group. We mean by a standard probability
space a standard Borel space equipped with a probability measure. All relations among
measurable sets and maps that appear in the paper are understood to hold up to sets of
measure zero, unless otherwise stated. Let N denote the set of positive integers. For two
subsets A and B of a set, the symbol A4B stands for the symmetric difference between
A and B, i.e., the set (A \B) ∪ (B \A).
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2. Preliminaries
2.1. Relative property (T). We review this property, and give its consequence toward
certain linear isometric representations on Lp spaces. We recommend the reader to consult
[1] and [3] for details.
2.1.1. Terminology. Let G be a discrete group. Let A be a real or complex Banach space.
We denote by O(A) the group of invertible linear isometries on A. We mean by a linear
isometric (or orthogonal) representation of G on A a homomorphism pi : G → O(A). We
often write (pi,A) for such a representation. A linear isometric representation of G on a
complex Hilbert space is called a unitary representation of G. We denote by 1G the trivial
representation of G if the scalar field can be understood from the context.
Let (pi,A) be a linear isometric representation of G. We say that a sequence (vn)n in
A is asymptotically G-invariant under pi if for any g ∈ G, we have ‖pi(g)vn − vn‖ → 0 as
n→∞. We say that the representation pi almost has G-invariant vectors if there exists a
sequence of unit vectors in A which is asymptotically G-invariant under pi.
Let C be a subgroup ofG. We say that the pair (G,C) has property (T) (or C has relative
property (T) in G) if any unitary representation of G almost having G-invariant vectors
has a non-zero C-invariant vector. It is known that the pair (G,C) has property (T) if
and only if for any net (pii)i in the unitary dual of G converging to 1G, the representation
pii eventually has a non-zero C-invariant vector ([3, Remark 1.4.4 (vi)]). We say that G
has property (T) if the pair (G,G) has property (T).
2.1.2. Certain representations on Lp spaces. Results in this subsubsection will be used in
Section 5 for the proof of Theorem 1.1 (ii).
Let G be a discrete group, C a central subgroup of G, and Gy (X,µ) a p.m.p. action.
Let θ : (X,µ)→ (Z, ξ) be the ergodic decomposition for the action C y (X,µ). We have
the disintegration µ =
∫
Z µz dξ(z) of µ with respect to θ.
Let p be a real number with p ≥ 1. We set Ap = Lp(G × X,R), the Banach space of
real-valued p-integrable functions on G ×X, where G ×X is equipped with the product
measure of the counting measure on G and µ. Let pip be the linear isometric representation
of G on Ap defined by
(pip(g)f)(h, x) = f(g
−1hg, g−1x) for g, h ∈ G, f ∈ Ap and x ∈ X.
Let ACp denote the subspace of Ap of C-invariant vectors under pip. Since C is central in
G, the space ACp consists of all vectors f in Ap such that for any g ∈ G, the function f(g, ·)
on X is C-invariant. We define a linear map P : Ap → Ap by
P (f)(g, x) = µθ(x)(f(g, ·)) for f ∈ Ap, g ∈ G and x ∈ X.
The map P is the projection onto ACp . We set Kp = kerP .
Lemma 2.1. In the above notation, we suppose that the pair (G,C) has property (T). Let
(vn)
∞
n=1 be a sequence of unit vectors in Ap which is asymptotically G-invariant under pip.
Then we have ‖vn − Pvn‖ → 0 as n→∞.
Proof. We follow [1, Section 4.a]. We define the Mazur map Mp,2 : Ap → A2 by Mp,2(f) =
sign(f)|f |p/2 for f ∈ Ap, where sign(f) is the function on G × X taking values 1, 0 and
−1 on the sets {f > 0}, {f = 0} and {f < 0}, respectively. The map Mp,2 is not linear,
but induces a uniformly continuous homeomorphism from the unit sphere of Ap onto that
of A2 ([4, Theorem 9.1]).
Assuming that the norm ‖vn−Pvn‖ does not converge to 0, we deduce a contradiction.
For n ∈ N, we set un = vn − Pvn and wn = Mp,2(un). For any n ∈ N, we have un ∈ Kp.
The sequence (un)n is asymptotically G-invariant under pip because for any g ∈ G, the
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equation P ◦pip(g) = pip(g)◦P holds. Taking a subsequence of (un)n, we may assume that
the norm ‖un‖ is uniformly positive.
The unit sphere of Kp is uniformly separated from A
C
p at distance 1, that is, for any unit
vector u ∈ Kp and any vector v ∈ ACp , we have ‖u−v‖ ≥ 1. One can check that the Mazur
map Mp,2 sends A
C
p onto A
C
2 , and for any g ∈ G, we have Mp,2 ◦ pip(g) = pi2(g) ◦Mp,2. It
follows from the uniform continuity of Mp,2 that the sequence (wn)n is uniformly separated
from AC2 and is asymptotically G-invariant under pi2. For n ∈ N, let w′n be the orthogonal
projection of wn to the subspace K2 that is the orthogonal complement of A
C
2 in A2. It also
follows that the norm ‖w′n‖ is uniformly positive, and the sequence (w′n)n is asymptotically
G-invariant under pi2. The restriction of pi2 to K2 thus has an asymptotically G-invariant
sequence, but has no non-zero C-invariant vector. The unitary representation of G on the
complexification of K2 satisfies the same property. This contradicts the assumption that
the pair (G,C) has property (T). 
We set Bp = L
p(X,R), the Banach space of real-valued p-integrable functions on (X,µ).
Let κp be the Koopman representation of G on Bp associated with the action Gy (X,µ),
i.e., the representation defined by
(κp(g)f)(x) = f(g
−1x) for g ∈ G, f ∈ Bp and x ∈ X.
We have the following description for κp similar to that for pip. Let B
C
p denote the subspace
of Bp of C-invariant functions on X. We define a linear map Q : Bp → Bp by Q(f)(x) =
µθ(x)(f) for f ∈ Bp and x ∈ X. The map Q is the projection onto BCp . The space Bp is
naturally identified with the subspace of Ap of functions supported on {e}×X, where e is
the neutral element of G, so that κp is a subrepresentation of pip. Under this identification,
Q is the restriction of P . Lemma 2.1 therefore implies the following:
Lemma 2.2. In the above notation, we suppose that the pair (G,C) has property (T). Let
(un)
∞
n=1 be a sequence of unit vectors in Bp which is asymptotically G-invariant under κp.
Then we have ‖un −Qun‖ → 0 as n→∞.
2.2. Gaussian actions. We briefly describe construction of the p.m.p. action associated
with a unitary (or orthogonal) representation of a group, called the Gaussian action. The
reader should be referred to [3, Appendix A.7] and [14, Appendices A–E] for more details.
Results in this subsection will be used in Section 4 for the proof of Theorem 1.1 (i).
Let G be a discrete group, H a complex Hilbert space with the inner product 〈·, ·〉H,
and (pi,H) a unitary representation of G. We fix an orthonormal basis ∆ of H. Let HR be
the realification of H. This is the real Hilbert space whose elements are exactly those of
H and vector operations are defined by the restriction of the scalar field to R. The inner
product on HR is given by
〈ξ, η〉HR = Re 〈ξ, η〉H for ξ, η ∈ HR.
We set ∆R = ∆∪ { iξ | ξ ∈ ∆ }. The set ∆R is an orthonormal basis of HR. Each unitary
operator on H is also an orthogonal operator on HR. We therefore have the orthogonal
representation (piR,HR) of G associated with pi. We define the symmetric Fock space
S(HR) =
∞⊕
k=0
Sk(HR),
where we set S0(HR) = R, and for each k ∈ N, we denote by Sk(HR) the k-th symmetric
tensor product of HR. We naturally have the orthogonal representation (pi
S
R, S(HR)) of G
associated with piR.
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We define the standard probability space
(Ω, ν) =
∏
ξ∈∆R
(
R,
1√
2pi
e−x
2/2 dx
)
.
For ξ ∈ ∆R, we define a function Xξ : Ω→ R as the projection onto the coordinate ξ, i.e.,
the function given by Xξ((ωη)η∈∆R) = ωξ for (ωη)η∈∆R ∈ Ω. Let L2(Ω, ν) be the space of
complex-valued square-integrable functions on (Ω, ν). Let L2(Ω, ν,R) be the subspace of
L2(Ω, ν) consisting of real-valued functions.
We have the canonical isometric isomorphism Ψ: S(HR) → L2(Ω, ν,R) (see the proof
of [3, Theorem A.7.13]). The map Ψ sends a vector in S0(HR) to a constant function on
Ω naturally. For any ξ ∈ ∆R, regarding it as a vector in S1(HR), we have Ψ(ξ) = Xξ. For
any T ∈ O(HR), there exists a unique automorphism T¯ of (Ω, ν) such that the orthogonal
operator on L2(Ω, ν,R) associated with T¯ is isomorphic to the orthogonal operator on
S(HR) associated with T , through Ψ. We thus have a p.m.p. action Gy (Ω, ν) such that
the associated representation of G on L2(Ω, ν,R) is isomorphic to the representation piSR of
G on S(HR), through Ψ. This action Gy (Ω, ν) is called the Gaussian action associated
with pi.
Pick ξ ∈ ∆ and set A = {ω ∈ Ω | Xξ(ω) ≥ 0 }. Assertion (i) in the following lemma
asserts that for any g ∈ G, the measure ν(gA4 A) is close to 0 if and only if the vector
pi(g)ξ is close to ξ. This observation plays a crucial role in Connes-Weiss’ construction of
a non-trivial a.i. sequence ([8]), and also appears in the proof of [5, Theorem 2.2.2] and
the proof of [12, Theorem 2] (see also [3, Theorem 6.3.4] for Connes-Weiss’ theorem).
Lemma 2.3. Let G be a discrete group, H a complex Hilbert space with an orthonormal
basis ∆, and (pi,H) a unitary representation of G. We have the p.m.p. action Gy (Ω, ν)
constructed above. Let κ denote the Koopman representation of G on L2(Ω, ν) associated
with this action. Then the following assertions hold:
(i) Pick ξ ∈ ∆ and set A = {ω ∈ Ω | Xξ(ω) ≥ 0 }. Then ν(A) = 1/2, and for any
g ∈ G, we have ν(gA4A) = αg/pi, where αg = Arccos (Re 〈pi(g)ξ, ξ〉H).
(ii) Let (gn)n be a sequence in G such that for any η ∈ H, we have ‖pi(gn)η− η‖ → 0
as n → ∞. Then for any f ∈ L2(Ω, ν), we have ‖κ(gn)f − f‖ → 0 as n → ∞.
In particular, for any measurable subset B of Ω, we have ν(gnB 4 B) → 0 as
n→∞.
Proof. We prove assertion (i). The equation ν(A) = 1/2 follows from the origin symmetry
of the measure (1/
√
2pi)e−x2/2 dx on R. Pick g ∈ G. We have the equation
gXξ =
∑
η∈∆R
〈piR(g)ξ, η〉HRXη = (Re 〈pi(g)ξ, ξ〉H)Xξ +
∑
η∈∆R\{ξ}
〈piR(g)ξ, η〉HRXη.
If αg = 0, then gXξ = Xξ. We therefore have gA = A, and assertion (i) follows. Suppose
αg 6= 0. The equation
gXξ = (cosαg)Xξ + (sinαg)Y
then holds, where we set
Y = (sinαg)
−1 ∑
η∈∆R\{ξ}
〈piR(g)ξ, η〉HRXη.
Both Xξ and Y are Gaussian random variables with mean 0 and variance 1, and they are
independent. By the circular symmetry of the joint distribution of Xξ and Y , we have
ν(gA4A) = ν({gXξ ≥ 0, Xξ < 0}) + ν({gXξ < 0, Xξ ≥ 0}) = αg
2pi
+
αg
2pi
=
αg
pi
.
Assertion (i) follows.
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Under the assumption of assertion (ii), by the definition of the orthogonal representation
(piSR, S(HR)) of G, for any ζ ∈ S(HR), we have ‖piSR(gn)ζ−ζ‖ → 0 as n→∞. Assertion (ii)
is proved through the G-equivariant isometric isomorphism Ψ: S(HR)→ L2(Ω, ν,R). 
3. Stable actions
We discuss stability of a discrete measured groupoid and its characterization in terms
of asymptotically central sequences, following Jones-Schmidt [13], who deal with the case
where the groupoid is principal. For simplicity of the notation, we only focus on groupoids
associated with group actions.
3.1. Notation and terminology. Let (X,µ) be a standard probability space with B
the algebra of measurable subsets of X. Let G be a discrete group and G y (X,µ) a
p.m.p. action. The discrete measured groupoid associated with this action is denoted by
G n (X,µ), and is simply denoted by G n X if there is no confusion. This is a discrete
measured groupoid on (X,µ) whose elements are exactly those of G×X. The range and
source maps of G n (X,µ) are defined by r(g, x) = gx and s(g, x) = x, respectively, for
g ∈ G and x ∈ X. The product on Gn (X,µ) is defined by (g1, g2x)(g2, x) = (g1g2, x) for
g1, g2 ∈ G and x ∈ X. The unit at x ∈ X is (e, x), where e is the neutral element of G.
The inverse of (g, x) for g ∈ G and x ∈ X is (g−1, gx).
We set G = Gn (X,µ). For a measurable map U : X → G, let U0 : X → X denote the
map defined by U0(x) = U(x)x for x ∈ X. We define the full group of G, denoted by [G], as
the set of measurable maps U : X → G such that U0 is an automorphism of X. Let I ∈ [G]
be the map defined by I(x) = e for any x ∈ X. For U, V ∈ [G], we define their composition
U · V ∈ [G] by (U · V )(x) = U(V 0(x))V (x) for x ∈ X. The equation (U · V )0 = U0 ◦ V 0
then holds. For U ∈ [G], we define its inverse Ua ∈ [G] by Ua(x) = U((U0)−1(x))−1 for
x ∈ X. The equation U ·Ua = I = Ua ·U holds. It follows that [G] is a group with respect
to these operations and with I the neutral element.
A discrete measured equivalence relation R on (X,µ) admits the structure of a discrete
measured groupoid on (X,µ) defined as follows: The range and source maps r, s : R → X
are defined by r(x, y) = x and s(x, y) = y for (x, y) ∈ R. The product on R is defined
by (x, y)(y, z) = (x, z) for (x, y), (y, z) ∈ R. The unit at x ∈ X is (x, x). The inverse of
(x, y) ∈ R is (y, x). If R is associated with the p.m.p. action G y (X,µ), that is, R is
defined by the equation
R = { (gx, x) ∈ X ×X | g ∈ G, x ∈ X },
then we have the homomorphism from G into R sending each (g, x) ∈ G to (gx, x) ∈ R.
This homomorphism is an isomorphism if and only if the action Gy (X,µ) is free.
Stability. Let R0 be the ergodic hyperfinite equivalence relation of type II1 on a standard
probability space (X0, µ0) ([15, Chapter II], [25, Chapter XIII]). We have an ergodic, free
and p.m.p. action Z y (X0, µ0) of the infinite cyclic group Z such that the associated
equivalence relation is equal to R0.
Let G be a discrete group. We say that an ergodic p.m.p. action Gy (X,µ) is stable if
the associated groupoid G = Gn (X,µ) is isomorphic to the direct product G ×R0. The
groupoid G ×R0 is associated with the coordinatewise action G× Z y (X ×X0, µ× µ0).
We note that this definition of stability of an ergodic p.m.p. action is slightly different
from Jones-Schmidt’s one in [13, Definition 3.1]. They define an ergodic p.m.p. action to
be stable if the associated equivalence relation is isomorphic to its direct product with R0.
Under the assumption that the action is free, their definition of stability is equivalent to
ours.
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Two kinds of sequences. Let G be a discrete group and σ : Gy (X,µ) a p.m.p. action.
We set G = Gn (X,µ). A sequence (An)∞n=1 in B is called asymptotically invariant (a.i.)
for σ if for any U ∈ [G], we have µ(U0An4An)→ 0 as n→∞. An a.i. sequence (An)∞n=1
for σ is called trivial if we have µ(An)(1− µ(An))→ 0 as n→∞.
A sequence (Un)
∞
n=1 in [G] is called asymptotically central (a.c.) for σ if the following
conditions (a) and (b) hold:
(a) For any B ∈ B, we have µ(U0nB 4B)→ 0 as n→∞.
(b) For any V ∈ [G], we have µ({x ∈ X | (Un · V )x 6= (V · Un)x })→ 0 as n→∞.
An a.c. sequence (Un)
∞
n=1 for σ is called trivial if we have µ(U
0
nAn 4An)→ 0 for any a.i.
sequence (An)
∞
n=1 for σ.
We note that a sequence (An)
∞
n=1 in B is a.i. for σ if and only if for any g ∈ G, we have
µ(gAn 4 An)→ 0 as n→∞. We also note that a sequence (Un)∞n=1 in [G] is a.c. for σ if
and only if it satisfies condition (a) in the definition of an a.c. sequence and the following
condition:
(c) For any g ∈ G, we have µ({x ∈ X | (Un · Ug)x 6= (Ug · Un)x }) → 0 as n → ∞,
where the map Ug ∈ [G] is defined by Ug(x) = g for any x ∈ X.
These remarks are noticed in [13, Section 2] and [13, Remark 3.3], respectively, when the
action σ is free.
LetR be the equivalence relation associated with σ. We define [R] as the full group ofR,
i.e., the group of automorphisms of X whose graphs are contained in R. Let ι : [G]→ [R]
be the surjective homomorphism defined by ι(U) = U0 for U ∈ [G]. If the action σ is free,
then ι is injective, and thus an isomorphism.
Suppose that the action σ is free. We say that a sequence (Tn)
∞
n=1 in [R] is asymptotically
central (a.c.) for σ if the sequence (ι−1(Tn))∞n=1 in [G] is a.c. for σ. We say that an a.c.
sequence (Tn)
∞
n=1 in [R] for σ is trivial if the a.c. sequence (ι−1(Tn))∞n=1 in [G] for σ is
trivial. The reader should be reminded that under the assumption that the action σ is
free, this definition of an a.c. sequence in [R] for σ and its triviality is equivalent to that
due to Jones-Schmidt ([13, Definition 3.2]).
3.2. Characterization. The aim of this subsection is to show the following:
Theorem 3.1. An ergodic p.m.p. action of a discrete group is stable if and only if the
action admits a non-trivial a.c. sequence in the full group of the associated groupoid.
The theorem for a free action is due to Jones-Schmidt ([13, Theorem 3.4]). The proof for
a general case is essentially the same as theirs. In fact, most part of our proof is verbatim
after exchanging symbols of equivalence relations in their proof, into those of groupoids
appropriately. The exchanging is however not straightforward in several places. To clarify
the exchanging, we decide to write down a proof of Theorem 3.1, using the same symbols
as those in their proof whenever possible.
Proof of Theorem 3.1. The “only if” part holds because the ergodic hyperfinite equivalence
relation R0 of type II1 admits a non-trivial a.c. sequence. We prove the “if” part. Let G
be a discrete group and σ : Gy (X,µ) an ergodic p.m.p. action. Let B be the algebra of
measurable subsets of X. Set G = Gn (X,µ). We have a sequence (Vn)∞n=1 in [G] and an
a.i. sequence (An)
∞
n=1 for σ satisfying the following conditions (3.1)–(3.3):
(3.1) For any A ∈ B, we have µ(V 0nA4A)→ 0 as n→∞.
(3.2) For any U ∈ [G], we have µ({x ∈ X | (U · Vn)x 6= (Vn · U)x })→ 0 as n→∞.
(3.3) The measure µ(V 0nAn 4An) does not converge to 0 as n→∞.
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Ekn \ F
En
En
id
id
V 0nEn W 0kn
W 0kn
W 0n
W 0n
(a) (b)
V 0n
(W 0knEkn) \ F
W 0nEn
(V 0n )
−1
Figure 1. (a) A description of W 0n with the whole square indicating X.
(b) A description of W˜ 0n with F = (En ∪W 0nEn) ∪W 0kn(En ∪W 0nEn).
Taking a subsequence, we may assume that there exists a positive number c such that
µ(An \ V 0nAn) = µ(V 0nAn 4An)/2→ c as n→∞.
We prove two lemmas to get an a.i. and a.c. sequence enjoying nice properties. In the rest
of the proof of Theorem 3.1, we mean by an a.c. sequence for σ that in [G] unless otherwise
mentioned.
Lemma 3.2. There exist an a.i. sequence (Bn)
∞
n=1 for σ and an a.c. sequence (Un)
∞
n=1
for σ such that for any n ∈ N, we have Un · Un = I and U0nBn = X \Bn.
Proof. The proof consists of three steps.
Step 1. We construct an a.i. sequence (En)
∞
n=1 for σ and an a.c. sequence (Wn)
∞
n=1 for σ
such that we have µ(En) → c as n → ∞; and for any n ∈ N, we have Wn ·Wn = I and
W 0nEn ∩ En = ∅.
For n ∈ N, we set En = An \ V 0nAn. By condition (3.2), the sequence (En)n is a.i. for
σ. Define Wn ∈ [G] by
Wnx =

Vnx if x ∈ En
(Vn)
ax if x ∈ V 0nEn
e otherwise,
where e is the neutral element of G (see Figure 1 (a)). The sequence (Wn)n is then a.c.
for σ. The properties in the last paragraph can also be checked. Step 1 is completed.
Step 2. We construct an a.i. sequence (E˜n)
∞
n=1 for σ and an a.c. sequence (W˜n)
∞
n=1 for σ
such that we have µ(E˜n)→ 2c− 2c2 as n→∞; and for any n ∈ N, we have W˜n · W˜n = I
and W˜ 0nE˜n ∩ E˜n = ∅.
For any n ∈ N, we can find kn ∈ N with kn > n and the following inequalities (3.4)–(3.6):
(3.4) |µ(En ∩ Ekn)− cµ(En)| <
1
2n
.
(3.5) |µ(W 0nEn ∩ Ekn)− cµ(W 0nEn)| <
1
2n
.
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(3.6) µ((En ∪W 0nEn)4Wkn(En ∪W 0nEn)) <
1
2n
.
Inequalities (3.4) and (3.5) follow from that σ is ergodic and we have µ(En)→ c as n→∞
(see the proof of [13, Lemma 2.3]). Inequality (3.6) follows from condition (3.1) for the
a.c. sequence (Wn)n in place of (Vn)n. For n ∈ N, we set
E˜n = En ∪ (Ekn \ ((En ∪W 0nEn) ∪Wkn(En ∪W 0nEn))),
and define W˜n ∈ [G] by
W˜nx =

Wnx if x ∈ En ∪W 0nEn
Wknx if x ∈ (Ekn ∪W 0knEkn) \ ((En ∪W 0nEn) ∪W 0kn(En ∪W 0nEn))
e otherwise
(see Figure 1 (b)). We then see that (E˜n)n is a.i. for σ; (W˜n)n is a.c. for σ; and for any
n ∈ N, we have W˜n · W˜n = I and W˜ 0nE˜n ∩ E˜n = ∅. We have µ(E˜n)→ 2c− 2c2 as n→∞
by inequalities (3.4)–(3.6). Step 2 is completed.
Step 3. We construct an a.i. sequence (Bn)
∞
n=1 for σ and an a.c. sequence (Un)
∞
n=1 for σ
such that for any n ∈ N, we have Un · Un = I and U0nBn = X \Bn.
For a real number d with 0 < d < 1/2, define a sequence (dn)
∞
n=1 of real numbers by
d1 = d and dn+1 = 2dn − 2d2n. We then have dn ↗ 1/2 as n→∞. It follows from Step 2
that we can find an a.i. sequence (Cn)
∞
n=1 for σ and an a.c. sequence (Sn)
∞
n=1 for σ such
that for any n ∈ N, we have
1
2
− 1
2n
< µ(Cn) ≤ 1
2
, S0nCn ∩ Cn = ∅ and Sn · Sn = I.
For n ∈ N, we choose Bn ∈ B with µ(Bn) = 1/2, Cn ⊂ Bn and Bn ∩ S0nCn = ∅. We also
choose Un ∈ [G] such that Un|Cn = Sn, Un · Un = I and U0nBn = X \Bn. This Un can be
chosen because the action σ is ergodic. The sequences (Bn)n and (Un)n are desired ones.
Step 3 is completed, and Lemma 3.2 is therefore proved. 
Lemma 3.3. There exist an a.i. sequence (Dn)
∞
n=1 for σ and an a.c. sequence (Vn)
∞
n=1
for σ satisfying the following conditions (3.7)–(3.9):
(3.7) For any n ∈ N, we have Vn · Vn = I and V 0nDn = X \Dn.
(3.8) For any distinct n,m ∈ N, we have Vn · Vm = Vm · Vn and V 0nDm = Dm.
For any k ∈ N and any mutually distinct n1, . . . , nk ∈ N,(3.9)
we have µ(Dn1 ∩ · · · ∩Dnk) = 1/2k.
Proof. We construct Dn and Vn inductively. Let (Bn)
∞
n=1 ⊂ B and (Un)∞n=1 ⊂ [G] be the
sequences in Lemma 3.2. We set D1 = B1 and V1 = U1.
Suppose that we have D1, . . . , DN and V1, . . . , VN satisfying conditions (3.7)–(3.9) for
them. We now construct DN+1 and VN+1. Let ΓN denote the subgroup of [G] generated
by V1, . . . , VN , which is isomorphic to the direct product of N copies of Z/2Z. Since (Bn)n
is a.i. for σ and (Un)n is a.c. for σ, there exists k ∈ N with k > N satisfying the following
conditions (3.10)–(3.12):
(3.10) For any V ∈ ΓN , we have µ({x ∈ X | (Uk · V )x 6= (V · Uk)x }) < 1
4N+1
,
(3.11) For any j = 1, . . . , N , we have µ(U0kDj 4Dj) <
1
4N+1
,
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Figure 2.
(3.12) For any V ∈ ΓN , we have µ(V 0Bk 4Bk) < 1
4N+1
.
We set
E1 =
⋃
V ∈ΓN
{x ∈ X | (Uk · V )x 6= (V · Uk)x } and E2 =
N⋃
j=1
(U0kDj 4Dj).
Claim 3.4. We set E = E1 ∪ E2. Then the following assertions hold:
(i) For any T ∈ ΓN , we have T 0E = E.
(ii) We have U0kE = E and µ(E) < 1/2
N+1.
Proof. We prove assertion (i). Fix T ∈ ΓN . We first prove the equation T 0E1 = E1, and
then prove the equation T 0E = E. For any x ∈ X \ E1 and any V ∈ ΓN , we have
((Uk · V )(T 0x))(Tx) = (Uk · V · T )x = (V · T · Uk)x = (V · Uk · T )x
= ((V · Uk)(T 0x))(Tx)
because V · T belongs to ΓN . We thus have T 0x ∈ X \ E1, and have T 0E1 = E1.
Pick y ∈ X \ E. The equation T 0E1 = E1 implies T 0y ∈ X \ E1. If we had T 0y ∈ E2,
then there would exist j = 1, . . . , N with T 0y ∈ U0kDj4Dj . By conditions (3.7) and (3.8)
for V1, . . . , VN and D1, . . . , DN , either T
0Dj = Dj or T
0Dj = X \Dj holds.
We first assume T 0y ∈ U0kDj \Dj , and deduce a contradiction. The equation (Uk ·T )y =
(T · Uk)y holds because y ∈ X \ E1. We have (U0k ◦ T 0 ◦ U0k )y = T 0y ∈ U0kDj , and thus
y ∈ (U0k ◦T 0)Dj . It follows that we have y ∈ U0kDj if T 0Dj = Dj , and we have y ∈ X\U0kDj
otherwise. It follows from T 0y ∈ X \Dj that we have y ∈ X \Dj if T 0Dj = Dj , and we
have y ∈ Dj otherwise. In either case, we have y ∈ U0kDj 4Dj , and thus y ∈ E2. This is
a contradiction. Assuming T 0y ∈ Dj \ U0kDj in place of the condition T 0y ∈ U0kDj \Dj ,
we can deduce a contradiction similarly.
We proved the equation T 0E = E. Assertion (i) follows.
We prove assertion (ii). By the equation Uk · Uk = I, we have U0kE1 = E1 and U0kE2 =
E2. The inequality µ(E) < 1/2
N+1 follows from inequalities (3.10) and (3.11). Assertion
(ii) follows. 
Claim 3.4 (ii) asserts that the set E is very small. We will define VN+1 ∈ [G] so that it
is equal to Uk on the complement X \E, on which Uk and any V ∈ ΓN commute. To get
desired properties of VN+1, we modify the map Uk on E.
We set A0 = D1 ∩ · · · ∩DN . Pick W ∈ [G] and a measurable subset B˜ of A0 ∩ E such
that
W ·W = I, W 0(A0 ∩ E) = A0 ∩ E and W 0B˜ = (A0 ∩ E) \ B˜
(see Figure 2). Let Γ0N denote the group of automorphisms T
0 of X with T ∈ ΓN . We set
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B˜k = Γ
0
N (Bk ∩A0), and set
DN+1 = (B˜k \ E) ∪ Γ0N B˜.
We define VN+1 ∈ [G] by
VN+1x =
{
Ukx if x ∈ X \ E
(V ·W · V )x if x ∈ V 0(A0 ∩ E) for some V ∈ ΓN .
Inequality (3.12) implies that
µ(B˜k 4Bk) ≤
∑
V ∈ΓN
µ(V 0Bk 4Bk) < 1
2N+1
,
and thus
(3.13) µ(DN+1 4Bk) ≤ µ(DN+1 4 B˜k) + µ(B˜k 4Bk) < 2µ(E) + 1
2N+1
<
1
2N−1
.
By the definition of VN+1, we see that VN+1 · VN+1 = I and that for any m = 1, . . . , N ,
we have VN+1 · Vm = Vm · VN+1. Since each of the sets B˜k, E and Γ0N B˜ is invariant under
any element of Γ0N , for any m = 1, . . . , N , we have V
0
mDN+1 = DN+1.
We next show the equation V 0N+1DN+1 = X \DN+1. We set
Y = X \ E and C = B˜k \ E.
The automorphism V 0N+1 of X preserves each of Y and E, and the inclusions C ⊂ Y and
Γ0N B˜ ⊂ E hold. By the definition of V 0N+1, the equation V 0N+1(Γ0N B˜) = E \ (Γ0N B˜) holds.
It suffices to show the equation V 0N+1C = Y \ C.
For any j = 1, . . . , N , the inclusion U0kDj \E = U0k (Dj \E) ⊂ Dj \E holds, where the
first equation follows from Claim 3.4 (ii), and the last inclusion holds because E2 ⊂ E.
Since U0k ◦U0k is the identity on X, we obtain the equation U0kDj \E = Dj \E. It follows
that U0k preserves A0 \ E = A0 ∩ Y .
Recall the equations U0kBk = X \ Bk and C ∩ A0 = Bk ∩ A0 ∩ Y . We thus obtain the
equation U0k (C ∩ A0) = (A0 ∩ Y ) \ (C ∩ A0). The map VN+1 is equal to Uk on Y , and
commutes with any element of ΓN . Since A0 ∩ Y is a fundamental domain for the action
of Γ0N on Y , we obtain the equation V
0
N+1C = Y \ C.
We have shown the equation V 0N+1DN+1 = X\DN+1. Condition (3.9) for D1, . . . , DN+1
holds because Γ0NDN+1 = DN+1 and µ(DN+1 ∩A0) = 1/2N+1.
We have constructed D1, . . . , DN+1 and V1, . . . , VN+1 satisfying conditions (3.7)–(3.9).
The induction is completed. We obtain a sequence (Dn)
∞
n=1 in B and a sequence (Vn)∞n=1
in [G] satisfying conditions (3.7)–(3.9). Inequality (3.13) and the assumption that (Bn)n
is a.i. for σ imply that (Dn)n is also a.i. for σ. Recall that VN+1 is defined so that it is
equal to Uk on X \ E. The inequality µ(E) < 1/2N+1 and the assumption that (Un)n is
a.c. for σ imply that (Vn)n is also a.c. for σ. Lemma 3.3 is proved. 
To get a decomposition of G into a direct product, we show the following:
Lemma 3.5. Let (Dn)
∞
n=1 ⊂ B and (Vn)∞n=1 ⊂ [G] be the sequences in Lemma 3.3. Then
there exist an increasing sequence of positive integers, n1 < n2 < n3 < · · · , and a sequence
(Tm)
∞
m=1 in [G] satisfying the following conditions (3.14)–(3.17):
For any m ∈ N, any γ ∈ Γ and any D ∈ D,(3.14)
we have Tm · γ = γ · Tm and T 0mD = D,
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id
id
Dn
V 0nDn
W 0Dn ∩Dn
V 0n (W
0Dn ∩Dn)
W 0
(Vn ·W · Vn)0
Figure 3. A description of (W (n))0 with the whole square indicating X.
The automorphism V 0n of X exchanges Dn and V
0
nDn.
where we define Γ as the subgroup of [G] generated by Vn1 , Vn2 , Vn3 , . . ., and define D as
the σ-subalgebra of B generated by Dn1 , Dn2 , Dn3 , . . ..
(3.15) For a.e. x ∈ X, we have G = { (Tm · γ)x | m ∈ N, γ ∈ Γ }.
(3.16) The σ-algebra B is generated by D and BΓ,
where we set BΓ = {B ∈ B | γ0B = B for any γ ∈ Γ }.
(3.17) For any B ∈ BΓ and any D ∈ D, we have µ(B ∩D) = µ(B)µ(D).
Proof. The numbers n1 < n2 < n3 < · · · and Tm ∈ [G] in the lemma are constructed
inductively. We fix the notation as follows: We set α0 = {X} ⊂ B. For k ∈ N, let αk be
the collection of minimal elements in the subalgebra of B generated by Dn1 , Dn2 , . . . , Dnk .
Let Ak,1, Ak,2, . . . , Ak,2k denote the elements of αk. Let Γ0 be the trivial subgroup of [G],
and Γk the subgroup of [G] generated by Vn1 , Vn2 , . . . , Vnk . We set
Bk = {B ∈ B | V 0B = B for any V ∈ Γk }.
Construction of W (n). Fix k ∈ N. Pick W ∈ [G] such that W 0 ◦W 0 is the identity on
X; for any V ∈ Γk, we have W · V = V ·W ; and for any A ∈ αk, we have W 0A = A. For
n ∈ N with n > nk, we define W (n) ∈ [G] by
W (n)x =

Wx if x ∈W 0Dn ∩Dn
(Vn ·W · Vn)x if x ∈ V 0n (W 0Dn ∩Dn)
e otherwise
(see Figure 3). Notable properties of W (n) are listed in the following:
Claim 3.6. The following assertions hold:
(i) The automorphism (W (n))0 ◦ (W (n))0 is the identity on X.
(ii) For any V ∈ Γk ∪ {Vn}, we have W (n) · V = V ·W (n).
(iii) For any A ∈ αk ∪ {Dn}, we have (W (n))0A = A.
(iv) We have µ({x ∈ X |W (n)x 6= Wx })→ 0 as n→∞.
Proof. Assertion (i) follows from the definition of W (n).
We prove assertion (ii). Pick V ∈ Γk. Since n > nk, we have V 0Dn = Dn by condition
(3.8). The equation W · V = V ·W implies that V 0 preserves W 0Dn ∩Dn. The equation
Vn · V = V · Vn implies that V 0 also preserves V 0n (W 0Dn ∩ Dn). We can now check the
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equation W (n) ·V = V ·W (n) from the definition of W (n). Commutativity of W (n) and Vn
follows from the definition of W (n) (see Figure 3). Assertion (ii) is proved.
We prove assertion (iii). Pick A ∈ αk. The automorphism W 0 preserves each of A and
W 0Dn∩Dn. It follows that (W (n))0 preserves the set A∩W 0Dn∩Dn. Using the equation
V 0nA = A in condition (3.8), we see that (W
(n))0 preserves the set A ∩ V 0n (W 0Dn ∩Dn).
It therefore follows that (W (n))0 preserves A. We have the equation (W (n))0Dn = Dn by
the definition of W (n) (see Figure 3). Assertion (iii) is proved.
Assertion (iv) holds because the sequence (Dn)n is a.i. for σ and the sequence (Vn)n is
a.c. for σ. 
Let G = {g0 = e, g1, g2, . . .} be an enumeration of elements of G. We fix a countable
subset F = {F1, F2, F3, . . .} of B generating B. Following Jones-Schmidt [13, pp.106–108]
and using Claim 3.6, we can find
• an increasing sequence of positive integers, n1 < n2 < n3 < · · · ;
• a positive integer j(p, q) for any p, q ∈ N with q ≤ p; and
• Wp,q,r,t ∈ [G] and Fp,q,s,t ∈ Bt for any integers p, q, r, s and t with 1 ≤ q ≤ p,
1 ≤ r ≤ j(p, q), 1 ≤ s ≤ 2p−1 and p ≤ t
satisfying the following conditions (3.18)–(3.23): For any integers p, q, r, s, t and t′ with
1 ≤ q ≤ p, 1 ≤ r ≤ j(p, q), 1 ≤ s ≤ 2p−1, p ≤ t and p ≤ t′, for any V ∈ Γt and for any
A ∈ αt, we have
(3.18) µ({x ∈ X | gq 6∈ { (V ′ ·Wp,q,r′,p)x | V ′ ∈ Γp−1, 1 ≤ r′ ≤ j(p, q) } }) < 1
2p
,
(3.19) µ({x ∈ X |Wp,q,r,t′x 6= Wp,q,r,t′+1x }) < 1
4t′+1j(p, q)
,
(3.20) Wp,q,r,t · V = V ·Wp,q,r,t,
(3.21) W 0p,q,r,tA = A,
(3.22) µ((Fp,q,s,p 4 Fq) ∩Ap−1,s) < 1
4p
,
(3.23) µ(Fp,q,s,t′ 4 Fp,q,s,t′+1) < 1
4t′+1
.
The process to find such integers, n1 < n2 < n3 < · · · , etc. is a verbatim translation of
Jones-Schmidt’s argument. We thus omit it.
Let p, q and r be integers with 1 ≤ q ≤ p and 1 ≤ r ≤ j(p, q). By inequality (3.19), the
limit of Wp,q,r,t as t→∞ exists, and we denote it by W˜p,q,r ∈ [G]. The limit is taken with
respect to the metric d on [G] defined by d(U, V ) = µ({x ∈ X | Ux 6= V x }) for U, V ∈ [G].
By equation (3.20), W˜p,q,r commutes with any element of Γ. By equation (3.21), W˜
0
p,q,r
fixes any element of D. Inequality (3.19) also implies the inequality
µ({x ∈ X | W˜p,q,rx 6= Wp,q,r,px }) <
∞∑
t=p+1
1
4tj(p, q)
=
1
3 · 4pj(p, q) .
By inequality (3.18), for any integers p, q with 1 ≤ q ≤ p, we have
µ({x ∈ X | gq 6∈ { (V · W˜p,q,r)x | V ∈ Γp−1, 1 ≤ r ≤ j(p, q) } }) < 1
2p
+
1
3 · 4p <
1
2p−1
.
Let (Tm)
∞
m=1 be a sequence obtained by ordering elements of the set
{ W˜p,q,r | 1 ≤ q ≤ p, 1 ≤ r ≤ j(p, q) }.
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Conditions (3.14) and (3.15) for this (Tm)
∞
m=1 are checked above.
Let p, q and s be integers with 1 ≤ q ≤ p and 1 ≤ s ≤ 2p−1. By inequality (3.23), the
limit of Fp,q,s,t as t → ∞ exists, and we denote it by F˜p,q,s ∈ B. The limit is taken with
respect to the metric d′ on B defined by d′(A,B) = µ(A4B) for A,B ∈ B. Since Fp,q,s,t
belongs to Bt for any t, the limit F˜p,q,s belongs to BΓ. Inequality (3.23) also implies the
inequality
µ(F˜p,q,s 4 Fp,q,s,p) <
∞∑
t=p+1
1
4t
=
1
3 · 4p .
By inequality (3.22), for any integers p, q with 1 ≤ q ≤ p, there exists a set C in the
subalgebra of B generated by αp−1 and BΓ such that µ(Fq4C) < 2p−1(1/4p+1/(3 ·4p)) <
1/2p. Condition (3.16) follows. For any B ∈ BΓ, any k ∈ N and any element D of the
subalgebra of B generated by Dn1 , Dn2 , . . . , Dnk , the equation µ(B ∩ D) = µ(B)µ(D)
holds. Condition (3.17) follows. Lemma 3.5 is proved. 
We fix the notation. We define Θ as the subgroup of [G] generated by (Tm)∞m=1, and set
BΘ = {B ∈ B | T 0B = B for any T ∈ Θ }.
Let Θ0 denote the group of automorphisms T 0 of X with T ∈ Θ. Similarly, let Γ0 denote
the group of automorphisms γ0 of X with γ ∈ Γ. Let f1 : (X,µ)→ (X1, µ1) be the ergodic
decomposition for the action of Θ0 on (X,µ). Let f2 : (X,µ) → (X2, µ2) be the ergodic
decomposition for the action of Γ0 on (X,µ). We define a map f : X → X1 × X2 by
f(x) = (f1(x), f2(x)) for x ∈ X.
Lemma 3.7. The following assertions hold:
(i) The equations BΓ ∩ BΘ = {∅, X} and BΘ = D hold.
(ii) The map f : (X,µ)→ (X1×X2, µ1×µ2) is an isomorphism of measure spaces, that
is, the restriction of f to some conull measurable subset of X is an isomorphism
onto a conull measurable subset of X1×X2, and the equation f∗µ = µ1×µ2 holds.
Proof. We prove assertion (i). Condition (3.15) and ergodicity of the action σ : Gy (X,µ)
imply that BΓ ∩ BΘ = {∅, X}.
The inclusion D ⊂ BΘ follows from condition (3.14). To prove the converse inclusion,
we fix the notation. Let µ =
∫
X1
µz dµ1(z) be the disintegration of µ with respect to f1.
For an integrable function ϕ on (X,µ), we define a function ϕ¯ on X by ϕ¯(x) = µf1(x)(ϕ)
for x ∈ X. The function ϕ¯ is then Θ0-invariant. For B ∈ B, let χB : X → {0, 1} denote
the characteristic function on B.
Pick A ∈ BΘ. Recall that for k ∈ N, the subsets of X, Ak,1, Ak,2, . . . , Ak,2k , denote the
minimal elements in the subalgebra of B generated by Dn1 , Dn2 , . . . , Dnk . By condition
(3.16), the set A is approximated by a subset of X of the form
E =
2k⊔
j=1
(Ak,j ∩ Cj)
with k ∈ N and Cj ∈ BΓ. The function χA = χ¯A is therefore approximated by the function
χ¯E . Pick an integer j with 1 ≤ j ≤ 2k, and put Ej = Ak,j ∩Cj . Since Ak,j is Θ0-invariant,
we have χ¯Ej (x) = µf1(x)(χCj ) for a.e. x ∈ Ak,j , and have χ¯Ej (x) = 0 for a.e. x ∈ X \Ak,j .
We thus have χ¯Ej = χ¯Cj on Ak,j . On the other hand, the function χ¯Cj is constant on X
because it is invariant under both Γ0 and Θ0. It follows that the function χ¯E is constant
on Ak,j with the value µ(Cj), and is therefore measurable with respect to D. Since χA is
approximated by χ¯E , the set A belongs to D. The inclusion BΘ ⊂ D is proved. Assertion
(i) follows.
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We prove assertion (ii). The equation f∗µ = µ1 × µ2 follows from condition (3.17) and
the equations (f1)∗µ = µ1, (f2)∗µ = µ2 and BΘ = D. Let f∗ be the map from the algebra
of measurable subsets of X1 × X2 into B associated to f . By condition (3.16) and the
equation BΘ = D, the σ-algebra B is generated by BΘ and BΓ. The map f∗ is therefore
surjective. Assertion (ii) follows from [21, Theorem 2.1]. 
We are now ready to prove stability of G. We set N1 = { (Tx, x) | T ∈ Θ, x ∈ X }. This
is a normal subgroupoid of G by conditions (3.14) and (3.15). LetQ1 be the quotient G/N1,
which is a discrete measured groupoid on (X1, µ1). We have the natural homomorphism
F1 : G → Q1 such that the induced map from X into X1 is equal to f1. The homomorphism
F1 is class-surjective, that is, for a.e. h ∈ Q1 and a.e. x ∈ X such that f1(x) is equal to
the source of h, there exists g ∈ G such that F1(g) = h and the source of g is equal to x.
Similarly, we set N2 = { (γx, x) | γ ∈ Γ, x ∈ X }. This is a normal subgroupoid of G, and
let Q2 be the quotient G/N2. Let F2 : G → Q2 be the natural homomorphism. We refer
to [17, Sections 3.4 and 3.5] for normal subgroupoids and quotients by them.
Let F : G → Q1×Q2 be the homomorphism defined by F (g) = (F1(g), F2(g)) for g ∈ G.
We prove that F is an isomorphism. The restriction F1 : N2 → Q1 is class-surjective by
conditions (3.14) and (3.15). Similarly, the restriction F2 : N1 → Q2 is class-surjective.
It turns out from Lemma 3.7 (ii) that F is surjective. Combining conditions (3.7)–(3.9),
(3.14) and (3.15) with the equation BΘ = D, we see that Q1 is isomorphic to R0, the
ergodic hyperfinite equivalence relation of type II1, and that the kernel of the restriction
F1 : N2 → Q1 is the trivial groupoid on (X,µ). It follows that N1 ∩ N2 is the trivial
groupoid on (X,µ), and thus F is injective.
Through an isomorphism between R0 and R0×R0, we obtain an isomorphism between
G and G ×R0. The proof of Theorem 3.1 is completed. 
3.3. Stability of groups. Recall that a discrete group is called stable if it has an ergodic,
free, p.m.p. and stable action. We prove Theorem 1.4, a useful criterion to get stability of
groups, as a consequence of Lemmas 3.8 and 3.9 below.
Lemma 3.8. Any discrete group having an ergodic, p.m.p. and stable action is stable.
Proof. Let G be a discrete group and G y (X,µ) an ergodic, p.m.p. and stable action.
We construct an ergodic, free, p.m.p. and stable action of G. Set G = Gn(X,µ). Let Z y
(X0, µ0) be an ergodic, free and p.m.p. action of the infinite cyclic group Z on a standard
probability space. Set G0 = Z n (X0, µ0). Since the action Gy (X,µ) is stable, we have
an isomorphism f : G → G × G0. Set H = G× Z. Let σ : H = G× Z y (X ×X0, µ× µ0)
be the coordinatewise action, which associates G × G0. Let α : G → H be the composition
of f with the projection from G × G0 onto H.
We define a measure space (Σ,m) and a measure-preserving action of G ×H on it as
follows: Set Σ = X×H, and define a measure m on Σ as the product of µ and the counting
measure on H. Define an action of G×H on Σ by
(g, h)(x, h′) = (gx, α(g, x)h′h−1) for g ∈ G, h, h′ ∈ H and x ∈ X.
This action G×H y (Σ,m) defines a measure-equivalence coupling of G and H. We refer
to [16, Section 2.3] for a coupling and its relationship to an isomorphism of groupoids.
Pick a free, mixing and p.m.p. action Gy (Y, ν) (e.g., the Bernoulli shift). Let τ : H y
(Y, ν) be the action obtained through the projection of H = G × Z onto G. Let G × H
act on (Σ× Y,m× ν) by the formula
(g, h)(z, y) = ((g, h)z, hy) for g ∈ G, h ∈ H, z ∈ Σ and y ∈ Y.
This action defines a coupling of G and H. Let eH denote the neutral element of H. The
action of H on the quotient (Σ × Y )/(G × {eH}) is isomorphic to the product action of
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σ and τ , and is therefore ergodic, free, p.m.p. and stable. Since the action of G ×H on
(Σ× Y,m× ν) defines a coupling, we have an isomorphism between the groupoids
Gn ((Σ× Y )/({eG} ×H)) and H n ((Σ× Y )/(G× {eH})),
where eG is the neutral element of G. We thus obtain an ergodic, free, p.m.p. and stable
action of G. 
Lemma 3.9. Let G be a discrete group and σ : Gy (X,µ) a p.m.p. action. We set G =
Gn (X,µ), and suppose that σ admits a non-trivial a.c. sequence in [G]. Let θ : (X,µ)→
(Z, ξ) be the ergodic decomposition for σ. Let µ =
∫
Z µz dξ(z) be the disintegration of µ
with respect to θ. For a.e. z ∈ Z, we have the ergodic p.m.p. action σz : Gy (X,µz), and
set Gz = Gn (X,µz).
Then there exists a measurable subset W of Z of positive measure such that for a.e.
z ∈W , the action σz admits a non-trivial a.c. sequence in [Gz].
Proof. Let B be the algebra of measurable subsets of X. By assumption, we have an a.c.
sequence (Un)
∞
n=1 in [G] for σ and an a.i. sequence (An)∞n=1 for σ such that the measure
µ(U0nAn 4An) does not converge to 0 as n→∞. Taking a subsequence, we may assume
that there exists a real number c > 0 with µ(U0nAn 4 An) → c as n → ∞. We first note
that the equation,
(3.24) µ(V 0A4A) =
∫
Z
µz(V
0A4A) dξ(z) for any V ∈ [G] and any A ∈ B,
holds. For any A ∈ B, we have µ(U0nA4A)→ 0 as n→∞ because (Un)n is a.c. for σ. It
thus follows from equation (3.24) that after taking a subsequence of (Un)n, for a.e. z ∈ Z
and any A ∈ B, we have µz(U0nA4 A)→ 0 as n→∞. Similarly, it is shown that taking
a subsequence of (Un)n again, for a.e. z ∈ Z and any V ∈ [G], we have
µz({x ∈ X | (Un · V )x 6= (V · Un)x })→ 0
as n→∞. By equation (3.24), there exists a subsequence (Ank)k of (An)n such that for a.e.
z ∈ Z, the sequence (Ank)k is a.i. for σz. If for a.e. z ∈ Z, we had µz(U0nkAnk 4Ank)→ 0
as k →∞, then equation (3.24) would imply µ(U0nkAnk 4 Ank)→ 0 as k →∞. This is a
contradiction. The lemma follows. 
Combining Theorem 3.1, Lemma 3.8 and Lemma 3.9, we obtain Theorem 1.4.
4. Stable actions of central extensions
We prove Theorem 1.1 (i) asserting that any discrete group G having a central subgroup
C such that the pair (G,C) does not have property (T) is stable. Recall that for any
irreducible unitary representation (pi,H) of a discrete group G and for any central element
c of G, the unitary pi(c) is a scalar multiple of the identity operator on H. This follows
from Schur’s lemma ([3, Theorem A.2.2]). We thus regard pi(c) as an element of the torus
T = { z ∈ C | |z| = 1 } if there is no confusion.
Lemma 4.1. Let G be a discrete group with a central subgroup C. Suppose that the pair
(G,C) does not have property (T). Then there exist a sequence (pik)
∞
k=1 in the unitary dual
Ĝ of G and a sequence (ck)
∞
k=1 in C such that pik → 1G in Ĝ as k → ∞; and for any
k ∈ N, we have |pik(ck) − 1| > 1 and |pik(cl) − 1| → 0 as l → ∞, where the symbol | · |
denotes the absolute value of a complex number.
Proof. The pair (G,C) does not have property (T). We thus have a sequence (τn)
∞
n=1 in
Ĝ such that τn → 1G as n→∞ and for any n ∈ N, the representation τn has no non-zero
C-invariant vector.
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We inductively find an increasing sequence (nk)
∞
k=1 in N and a sequence (ck)∞k=1 in C
satisfying the following conditions (a) and (b):
(a) For any k ∈ N, we have |τnk(ck)− 1| > 1.
(b) For any k, l ∈ N with k < l, we have |τnk(cl)− 1| < 1/l.
We set n1 = 1, and pick c1 ∈ C with |τ1(c1) − 1| > 1. Such c1 exists because the group
τ1(C) is non-trivial. Suppose that we have an increasing sequence n1, n2, . . . , nk in N and a
sequence c1, c2, . . . , ck in C satisfying conditions (a) and (b) for them. Pick a finite subset
F of C such that the subset (τn1 × · · · × τnk)(C) of Tk is contained in the set⋃
d∈F
{ (z1, . . . , zk) ∈ Tk | |zi − τni(d)| < 1/(k + 1) for any i = 1, . . . , k }.
By the convergence τn → 1G as n → ∞, there exists nk+1 ∈ N such that nk+1 > nk and
for any d ∈ F , we have |τnk+1(d) − 1| <
√
2 − 1. The group τnk+1(C) is non-trivial, and
there thus exists dk+1 ∈ C with |τnk+1(dk+1) − 1| >
√
2. By the choice of F , there exists
d ∈ F such that for any i = 1, . . . , k, we have |τni(dk+1) − τni(d)| < 1/(k + 1). We set
ck+1 = d
−1dk+1. For any i = 1, . . . , k, we then have |τni(ck+1)− 1| < 1/(k + 1) and
|τnk+1(ck+1)− 1| = |τnk+1(dk+1)− τnk+1(d)| ≥ |τnk+1(dk+1)− 1| − |τnk+1(d)− 1|
>
√
2− (
√
2− 1) = 1.
The induction is completed.
Setting pik = τnk+1 for k ∈ N, we obtain desired sequences (pik)k and (ck)k. 
Proof of Theorem 1.1 (i). Let G be a discrete group with a central subgroup C. Suppose
that the pair (G,C) does not have property (T). The aim is to show that G is stable. By
Lemma 4.1, there exist a sequence (pin)
∞
n=1 in Ĝ and a sequence (cn)
∞
n=1 in C such that
pin → 1G in Ĝ as n→∞; for any n ∈ N, we have |pin(cn)− 1| > 1; and for any n ∈ N, we
have |pin(cm) − 1| → 0 as m → ∞. For n ∈ N, let Hn denote the Hilbert space on which
pin(G) acts. The convergence pin → 1G as n → ∞ implies that there exists a unit vector
ξn ∈ Hn for n ∈ N such that for any g ∈ G, we have 〈pin(g)ξn, ξn〉 → 1 as n → ∞. For
each n ∈ N, applying Lemma 2.3 to pin and ξn, we obtain a p.m.p. action G y (Ωn, νn)
and a measurable subset An of Ωn with νn(An) = 1/2 satisfying the following conditions
(1)–(3):
(1) For any n ∈ N, we have νn(cnAn 4An) > 1/3.
(2) For any g ∈ G, we have νn(gAn 4An)→ 0 as n→∞.
(3) For any n ∈ N and any measurable subset A of Ωn, we have νn(cmA4A)→ 0 as
m→∞.
Condition (1) holds because for any n ∈ N, the inequality Re 〈pin(cn)ξn, ξn〉 = Repin(cn) <
1/2 holds. We set (Ω, ν) =
∏∞
n=1(Ωn, νn), and define a p.m.p. action σ : Gy (Ω, ν) as the
diagonal action. For k ∈ N, we set Bk = { (ωn)n ∈ Ω | ωk ∈ Ak }. By condition (2), the
sequence (Bn)
∞
n=1 is a.i. for σ. By condition (3), for any measurable subset B of Ω, we
have ν(cmB4B)→ 0 as m→∞. By condition (1), the measure ν(cnBn4Bn) does not
converge to 0 as n → ∞. The sequence (cn)∞n=1 in C therefore defines a non-trivial a.c.
sequence for σ. By Theorem 1.4, G is stable. 
5. Stable actions of central quotients
This section is devoted to the following:
Proof of Theorem 1.1 (ii). We first fix the notation, and then give an outline of the proof.
Let 1→ C → G→ Γ→ 1 be an exact sequence of discrete groups such that C is central
in G and the pair (G,C) has property (T). Suppose that there is an ergodic, free, p.m.p.
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and stable action σ : Gy (X,µ). The aim is to show that Γ also has such a stable action.
We set G = Gn (X,µ). Since σ is stable, there exist a sequence (Un)∞n=1 in [G] and an a.i.
sequence (An)
∞
n=1 for σ satisfying the following conditions (1)–(3):
(1) For any measurable subset A of X, we have µ(U0nA4A)→ 0 as n→∞.
(2) For any V ∈ [G], we have µ({x ∈ X | (Un · V )x 6= (V · Un)x })→ 0 as n→∞.
(3) For any n ∈ N, the equation U0nAn = X \An holds.
We define A = L1(G×X,R) as the Banach space of real-valued integrable functions on
G ×X, where G ×X is equipped with the product measure of the counting measure on
G and µ. We also define a linear isometric representation (pi,A) of G by
(pi(g)f)(h, x) = f(g−1hg, g−1x) for g, h ∈ G, f ∈ A and x ∈ X.
For a measurable subset A of G×X, we define χA : G×X → {0, 1} as the characteristic
function on A. For each V ∈ [G], we have the unit vector v ∈ A defined by the sum
v =
∑
g∈G
χ{g}×V −1(g).
Let us call this vector v the vector of A corresponding to V . We note that for any V ∈ [G]
with v the vector of A corresponding to V and for any g ∈ G, the vector of A corresponding
to g · V · g−1 ∈ [G] is pi(g)v, where g is identified with the constant map on X with the
value g. For n ∈ N, let un denote the vector of A corresponding to Un. Condition (2)
implies that for any g ∈ G, we have ‖pi(g)un − un‖ → 0 as n→∞. Namely, the sequence
(un)n in A is asymptotically G-invariant under pi.
An outline of the rest of the proof. Let AC denote the subspace of A of C-invariant
vectors. The pair (G,C) has property (T). By Lemma 2.1, we can find a vector u′n in AC
close to un for any large n. Since un corresponds to an element of [G], the vector u′n can
be approximated by a vector vn of A
C corresponding to an element of [G]. Let Vn be the
element of [G] with vn corresponding to Vn.
Let θ : (X,µ)→ (Z, ξ) be the ergodic decomposition for the action C y (X,µ). We have
the natural action τ : Γ y (Z, ξ). Let ρ : G→ Γ be the quotient homomorphism. The map
Vn : X → G is C-invariant, and thus induces the map V¯n : Z → Γ with V¯n(θ(x)) = ρ(Vn(x))
for a.e. x ∈ X. The map V¯n belongs to the full group of Γn (Z, ξ). Since Vn is close to Un,
the sequence (Vn)n is a non-trivial a.c. sequence for σ. It follows that (V¯n)n is a non-trivial
a.c. sequence for τ . By Theorem 1.4, we conclude that Γ is stable.
Following this outline, we give a precise proof. As in Subsubsection 2.1.2, let P : A→ A
be the linear map defined by
P (f)(g, x) = µθ(x)(f(g, ·)) for f ∈ A, g ∈ G and x ∈ X.
The map P is the projection onto AC . For n ∈ N, we set u′n = Pun. By Lemma 2.1, taking
a subsequence of (un)n if necessary, we may assume that for any n ∈ N, the inequality
(5.1) ‖un − u′n‖ < 1/n
holds. We now approximate u′n by a vector in AC corresponding to an element of [G].
Let a be a real number with 0 ≤ a ≤ 1. We define a function Ea : [0, 1]→ {0, 1} by
Ea(t) =
{
1 if a ≤ t ≤ 1
0 if 0 ≤ t < a.
For a function f : G×X → [0, 1], we define a function fa : G×X → {0, 1} by fa = Ea ◦ f .
The following argument using these functions is well known (e.g., see the proof of “(ii) ⇒
(iii)” in [15, Theorem 5.14]).
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Fix n ∈ N. For a.e. (g, x) ∈ G×X, we have un(g, x) ∈ {0, 1} and 0 ≤ u′n(g, x) ≤ 1. For
any number a with 0 < a ≤ 1, the equation (un)a = un holds, and the function (u′n)a is
the characteristic function on the set {u′n ≥ a}, and belongs to AC because u′n belongs to
AC . We have the inequality∫ 1
0
‖(un)a − (u′n)a‖ da =
∫ 1
0
∑
g∈G
∫
X
|(un)a(g, x)− (u′n)a(g, x)| dµ(x)
 da
=
∑
g∈G
∫
X
(∫ 1
0
|(un)a(g, x)− (u′n)a(g, x)| da
)
dµ(x)
=
∑
g∈G
∫
X
|un(g, x)− u′n(g, x)| dµ(x)
= ‖un − u′n‖ < 1/n.
There thus exists a number a such that 0 < a < 1 and ‖(un)a − (u′n)a‖ < 1/n. We fix
such a, and set u′′n = (u′n)a. We have the inequality
(5.2) ‖un − u′′n‖ < 1/n.
The functions un and u
′′
n on G×X are regarded as maps from X into `1(G), so that for
a.e. x ∈ X, we have un(x) = un(·, x) and u′′n(x) = u′′n(·, x). Since un corresponds to an
element of [G], for a.e. x ∈ X, the function un(x) is the Dirac function on an element of G.
The function u′′n on G×X is a characteristic function on a measurable subset of G×X.
For a.e. x ∈ X, the function u′′n(x) is thus regarded as a sum of Dirac functions on finitely
many, mutually distinct elements of G. Namely, it is of the form δg1 + δg2 + · · ·+ δgk with
g1, g2, . . . , gk mutually distinct elements of G, where for g ∈ G, we denote by δg ∈ `1(G)
the Dirac function on g. We set
E1 = {x ∈ X | u′′n(x) is either 0 or a sum of at least two Dirac functions. }.
We define a map U ′′n : X \ E1 → G so that for any x ∈ X, u′′n(x) is the Dirac function on
U ′′n(x). We also define a map ϕ : X \ E1 → X by ϕ(x) = U ′′n(x)x for x ∈ X \ E1, and set
E2 = {x ∈ X \ E1 | |ϕ−1(ϕ(x))| ≥ 2 } and E = {x ∈ X | un(x) 6= u′′n(x) }.
The inclusion E1 ⊂ E holds. The map u′′n : X → `1(G) is C-invariant, i.e., for any c ∈ C
and a.e. x ∈ X, we have u′′n(cx) = u′′n(x). The set E1 is therefore C-invariant. The map ϕ
is C-equivariant, i.e., for any c ∈ C and a.e. x ∈ X, we have ϕ(cx) = cϕ(x). The set E2
is therefore C-invariant.
Claim 5.1. There exists a partition of E2 into its C-invariant measurable subsets,
(5.3) E2 = E3 unionsq
( ⊔
n∈N
Fn
)
,
with N a countable set, such that ϕ is injective on E3 and on Fn for any n ∈ N , and the
equation ϕ(E3) = ϕ(E2) holds up to null sets.
Proof. Recall that we have the ergodic decomposition for the action C y (X,µ), denoted
by θ : (X,µ) → (Z, ξ). We have the quotient homomorphism ρ : G → Γ and the ergodic
p.m.p. action τ : Γ y (Z, ξ). We set Y = X \ E1. Since E1 is C-invariant, there exists a
measurable subset Y¯ of Z with θ−1(Y¯ ) = Y . The map U ′′n : Y → G is C-invariant, and
thus induces the map U¯ ′′n : Y¯ → G with U¯ ′′n(θ(x)) = U ′′n(x) for a.e. x ∈ Y .
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We define a map ψ : Y¯ → Z by ψ(z) = (ρ ◦ U¯ ′′n(z))z for z ∈ Y¯ . For any z ∈ Z, the set
ψ−1(z) is countable. We have a partition of Y¯ into its measurable subsets,
Y¯ = S unionsq
( ⊔
n∈N
Rn
)
,
with N a countable set, such that ψ is injective on S and on Rn for any n ∈ N , and the
equation ψ(S) = ψ(Y¯ ) holds. We set E3 = θ
−1(S), and set Fn = θ−1(Rn) for n ∈ N . We
then have equation (5.3).
We show that ϕ is injective on E3. Pick two elements x, y of E3 with ϕ(x) = ϕ(y), i.e.,
U ′′n(x)x = U ′′n(y)y. Applying θ to this equation, we obtain ψ(θ(x)) = ψ(θ(y)). Since ψ is
injective on S, we have θ(x) = θ(y). We also have U ′′n(x) = U¯ ′′n(θ(x)) = U¯ ′′n(θ(y)) = U ′′n(y),
and therefore U ′′n(x)x = U ′′n(y)y = U ′′n(x)y. The equation x = y holds because the action
σ : Gy (X,µ) is free. It follows that ϕ is injective on E3.
For any n ∈ N , replacing E3 and S by Fn and Rn, respectively, in the last paragraph,
we can also show that ϕ is injective on Fn. For a.e. x ∈ Y , the equation θ(ϕ(x)) = ψ(θ(x))
holds by the definition of ψ. It follows that the inclusion ϕ(E3) ⊂ θ−1(ψ(S)) holds, and
that for any n ∈ N , the inclusion ϕ(Fn) ⊂ θ−1(ψ(Rn)) holds. Comparing the measures, up
to null sets, we have the equations ϕ(E3) = θ
−1(ψ(S)) and ϕ(Fn) = θ−1(ψ(Rn)) for any
n ∈ N . Up to null sets, for any n ∈ N , the inclusion ϕ(Fn) = θ−1(ψ(Rn)) ⊂ θ−1(ψ(S)) =
ϕ(E3) therefore holds, and the equation ϕ(E3) = ϕ(E2) follows. 
For any x ∈ X, the set ϕ−1(x) is countable. The vector un corresponds to an element of
[G]. It follows that for a.e. x ∈ E2, at most one point of ϕ−1(ϕ(x)) belongs to X \E. The
inequality µ(E2\E3) ≤ µ(E) therefore holds. For a.e. x ∈ E, we have ‖un(x)−u′′n(x)‖ ≥ 1,
where the norm is that in `1(G). By inequality (5.2), we have
(5.4) µ(E) ≤ ‖un − u′′n‖ < 1/n and thus µ(E2 \ E3) < 1/n.
We set E4 = E1 ∪ (E2 \E3). Modifying the map u′′n : X → `1(G) on E4, we construct a
vector in AC corresponding to an element of [G]. The map ϕ is injective on X \E4. We set
F = ϕ(X \E4). The equation µ(F ) = µ(X \E4) holds. By ergodicity of σ, there exists a
C-invariant measurable map T : E4 → G such that the map from E4 into X sending each
x ∈ E4 to T (x)x is an isomorphism onto X \F . We define a map Vn : X → G by Vn = U ′′n
on X \E4 and Vn = T on E4. This Vn is an element of [G]. Let vn denote the vector of A
corresponding to Vn. We have the inequality
‖u′′n − vn‖ =
∫
E4
‖u′′n(x)− vn(x)‖ dµ(x)(5.5)
≤
∫
E4
(‖u′′n(x)− un(x)‖+ ‖un(x)− vn(x)‖) dµ(x)
< (1/n) + 2µ(E4) = (1/n) + 2µ(E1) + 2µ(E2 \ E3) < 5/n.
The map Vn is C-invariant, and thus induces the map V¯n : Z → Γ with V¯n(θ(x)) = ρ(Vn(x))
for a.e. x ∈ X. We set Q = Γn (Z, ξ). The map V¯n belongs to [Q].
Claim 5.2. The sequence (V¯n)
∞
n=1 in [Q] is a.c. for τ .
Proof. By inequalities (5.4) and (5.5), for any n ∈ N, the inequality
µ({x ∈ X | Unx 6= Vnx }) = µ({x ∈ X | un(x) 6= vn(x) }) = ‖un − vn‖
2
(5.6)
≤ ‖un − u
′′
n‖+ ‖u′′n − vn‖
2
<
1
2
(
1
n
+
5
n
)
=
3
n
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holds. For any n ∈ N and any measurable subset A of Z, putting B = θ−1(A), we have
ξ(V¯ 0nA4A) = µ(V 0nB 4B) = 2µ(V 0nB \B) < 2µ(U0nB \B) + (6/n).
Condition (1) implies ξ(V¯ 0nA4A)→ 0 as n→∞.
Pick γ ∈ Γ and g ∈ G with ρ(g) = γ. We identify γ with the element of [Q] defined as
the constant map on Z with the value γ. Similarly, we identify g with the element of [G]
defined as the constant map on X with the value g. For any n ∈ N, the inequality
ξ({ z ∈ Z | (γ · V¯n)z 6= (V¯n · γ)z }) ≤ µ({x ∈ X | (g · Vn)x 6= (Vn · g)x })
< µ({x ∈ X | (g · Un)x 6= (Un · g)x }) + (6/n)
holds, where the last inequality holds because for any x ∈ X with (g · Vn)x 6= (Vn · g)x, at
least one of the three conditions, (g ·Un)x 6= (Un · g)x, Unx 6= Vnx or (Un · g)x 6= (Vn · g)x,
holds. Condition (2) implies ξ({ z ∈ Z | (γ · V¯n)z 6= (V¯n · γ)z })→ 0 as n→∞. 
Finally, we construct an a.i. sequence for τ . We define B = L1(X,R) as the Banach
space of real-valued integrable functions on (X,µ). For a measurable subset A of X, we
denote by χA : X → {0, 1} the characteristic function on A. Recall that we have the a.i.
sequence (An)
∞
n=1 for σ. The sequence (χAn)
∞
n=1 in B is asymptotically G-invariant under
the Koopman representation of G on B. As in Subsubsection 2.1.2, we define a linear map
Q : B → B by Q(f)(x) = µθ(x)(f) for f ∈ B and x ∈ X. The map Q is the projection
onto BC , the subspace of B of C-invariant functions on X. For n ∈ N, we set wn = QχAn .
By Lemma 2.2, taking a subsequence of (An)n if necessary, we may assume that for any
n ∈ N, we have the inequality
(5.7) ‖χAn − wn‖ < 1/n2.
Fix n ∈ N. For a.e. x ∈ X, we have 0 ≤ wn(x) ≤ 1. We divide X into the three subsets,
X = D1 unionsqD2 unionsqBn, by setting
D1 = {wn < 1/n} , D2 = {1/n ≤ wn ≤ 1− (1/n)} and Bn = {wn > 1− (1/n)} .
On D2, the inequality |χAn − wn| ≥ 1/n holds, and thus µ(D2)/n ≤ ‖χAn − wn‖ < 1/n2.
The inequality
(5.8) ‖wn − χBn‖ =
∫
X\D2
|wn − χBn | dµ+
∫
D2
|wn| dµ ≤ (1/n) + µ(D2) < 2/n
holds. Since wn is a C-invariant function on X, the set Bn is C-invariant. We define B¯n
as the measurable subset of Z with θ−1(B¯n) = Bn.
Claim 5.3. The following assertions hold:
(i) The sequence (Bn)
∞
n=1 is a.i. for σ. The sequence (B¯n)
∞
n=1 is therefore a.i. for τ .
(ii) The measure ξ(V¯ 0n B¯n 4 B¯n) does not converge to 0 as n→∞.
Proof. By inequalities (5.7) and (5.8), for any n ∈ N, we have the inequality
(5.9) µ(An 4Bn) = ‖χAn − χBn‖ ≤ ‖χAn − wn‖+ ‖wn − χBn‖ < (1/n2) + (2/n).
The sequence (An)n is a.i. for σ, and assertion (i) therefore follows. By inequalities (5.6)
and (5.9), we have the inequality
ξ(V¯ 0n B¯n 4 B¯n) = µ(V 0nBn 4Bn) > µ(U0nBn 4Bn)− (6/n)
> µ(U0nAn 4An)− (2/n2)− (10/n) = 1− (2/n2)− (10/n),
where the last equation holds by condition (3). Assertion (ii) follows. 
It follows from Claims 5.2 and 5.3 that (V¯n)
∞
n=1 is a non-trivial a.c. sequence for τ . By
Theorem 1.4, Γ is stable. 
22 YOSHIKATA KIDA
References
[1] U. Bader, A. Furman, T. Gelander, and N. Monod, Property (T ) and rigidity for actions on Banach
spaces, Acta Math. 198 (2007), 57–105.
[2] E. Be´dos and P. de la Harpe, Moyennabilite´ inte´rieure des groupes: de´finitions et exemples, Enseign.
Math. (2) 32 (1986), 139–157.
[3] B. Bekka, P. de la Harpe, and A. Valette, Kazhdan’s property (T), New Math. Monogr., 11, Cambridge
University Press, Cambridge, 2008.
[4] Y. Benyamini and J. Lindenstrauss, Geometric nonlinear functional analysis. Vol. 1, Amer. Math.
Soc. Colloq. Publ., 48, Amer. Math. Soc., Providence, RI, 2000.
[5] P.-A. Cherix, M. Cowling, P. Jolissaint, P. Julg, and A. Valette, Groups with the Haagerup property.
Gromov’s a-T-menability, Progr. Math., 197, Birkha¨user Verlag, Basel, 2001.
[6] I. Chifan, T. Sinclair, and B. Udrea, Inner amenability for groups and central sequences in factors,
preprint, arXiv:1307.5002.
[7] M. Choda, Inner amenability and fullness, Proc. Amer. Math. Soc. 86 (1982), 663–666.
[8] A. Connes and B. Weiss, Property T and asymptotically invariant sequences, Israel J. Math. 37
(1980), 209–210.
[9] E. G. Effros, Property Γ and inner amenability, Proc. Amer. Math. Soc. 47 (1975), 483–486.
[10] D. Gaboriau, Couˆt des relations d’e´quivalence et des groupes, Invent. Math. 139 (2000), 41–98.
[11] D. Gaboriau, Invariants `2 de relations d’e´quivalence et de groupes, Publ. Math. Inst. Hautes E´tudes
Sci. No. 95 (2002), 93–150.
[12] E. Glasner and B. Weiss, Kazhdan’s property T and the geometry of the collection of invariant
measures, Geom. Funct. Anal. 7 (1997), 917–935.
[13] V. F. R. Jones and K. Schmidt, Asymptotically invariant sequences and approximate finiteness, Amer.
J. Math. 109 (1987), 91–114.
[14] A. S. Kechris, Global aspects of ergodic group actions, Math. Surveys Monogr., 160, Amer. Math. Soc.,
Providence, RI, 2010.
[15] A. S. Kechris and B. D. Miller, Topics in orbit equivalence, Lecture Notes in Math., 1852, Springer-
Verlag, Berlin, 2004.
[16] Y. Kida, Introduction to measurable rigidity of mapping class groups, in Handbook of Teichmu¨ller
theory, Vol. II, 297–367, IRMA Lect. Math. Theor. Phys., 13, Eur. Math. Soc., Zu¨rich, 2009.
[17] Y. Kida, Invariants of orbit equivalence relations and Baumslag-Solitar groups, preprint, to appear in
Tohoku Math. J. (2), arXiv:1111.3701.
[18] Y. Kida, Stability in orbit equivalence for Baumslag-Solitar groups and Vaes groups, preprint, to
appear in Groups Geom. Dyn., arXiv:1205.5123.
[19] Y. Kida, Inner amenable groups having no stable action, preprint, to appear in Geom. Dedicata,
arXiv:1211.0863.
[20] N. Monod and Y. Shalom, Orbit equivalence rigidity and bounded cohomology, Ann. of Math. (2)
164 (2006), 825–878.
[21] A. Ramsay, Virtual groups and group actions, Adv. Math. 6 (1971), 253–322.
[22] K. Schmidt, Asymptotically invariant sequences and an action of SL(2,Z) on the 2-sphere, Israel J.
Math. 37 (1980), 193–208.
[23] K. Schmidt, Amenability, Kazhdan’s property T , strong ergodicity and invariant means for ergodic
group-actions, Ergodic Theory Dynam. Systems 1 (1981), 223–236.
[24] Y. Stalder, Moyennabilite´ inte´rieure et extensions HNN, Ann. Inst. Fourier (Grenoble) 56 (2006),
309–323.
[25] M. Takesaki, Theory of operator algebras. III, Encyclopaedia Math. Sci., 127, Operator Algebras and
Non-commutative Geometry, 8, Springer-Verlag, Berlin, 2003.
[26] S. Vaes, An inner amenable group whose von Neumann algebra does not have property Gamma, Acta
Math. 208 (2012), 389–394.
Department of Mathematics, Kyoto University, 606-8502 Kyoto, Japan
E-mail address: kida@math.kyoto-u.ac.jp
