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Abstract. Nowadays sequences of symbols are becoming more important, as
they are the standard format for representing information in a large variety of
domains such as ontologies, sequential patterns or non numerical attributes in
databases. Therefore, the development of new distances for this kind of data is a
crucial need. Recently, many similarity functions have been proposed for manag-
ing sequences of symbols; however, such functions do not always hold the trian-
gular inequality. This property is a mandatory requirement in many data mining
algorithms like clustering or k-nearest neighbors algorithms, where the presence
of a metric space is a must. In this paper, we propose a new distance for sequences
of (non-repeated) symbols based on the partial distances between the positions of
the common symbols. We prove that this Partial Symbol Ordering distance satis-
fies the triangular inequality property, and we finally describe a set of experiments
supporting that the new distance outperforms the Edit distance in those scenarios
where sequence similarity is related to the positions occupied by the symbols.
Keywords: Sequences of Symbols, Distances, Triangular Inequality.
1 Introduction
Sequences of symbols are a well-known kind of data representation as they are widely
used in databases for representing many types of non numerical attributes, such as
names or addresses. However, nowadays, sequences of symbols are gaining more an
more attention in many other communities because they are a natural way to represent
data in a large variety of domains, such as gene information [9], vehicular tracking [15]
or sequential patterns [1].
For this reason, there are a lot of work for computing similarities among sequences
of symbols [5,7,8,11,14]. However, only the Hamming [8] and the Levenstein (Edit)
distance [11] satisfy the triangular inequality (d(A,B) ≤ d(A,C) + d(B,C), where
A,B,C are sequences of symbols). Therefore, these distances are the most used and
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studied in applications where a metric space is required. Examples of such applica-
tions are clustering [10], k-nearest neighbors algorithms [3] or gene sequential pattern
mining [13] or record linkage [16].
As one can imagine, those scenarios have different requirements for computing the
similarity between two sequences. On the one hand, in the record linkage scenario, an
insertion, deletion or update of a symbol in a sequence can be considered as a typo,
whereas a swap between two non-contiguous symbols has a lower probability of being
a typo. On the other hand, in the sequential patterns mining scenario in general, and
in the gene sequential patterns mining scenario in particular, a far swap between two
symbols could be considered as a measurement error whilst an insertion, deletion or
update of a symbol could not. Since the Edit distance measures the minimum number
of operations (i.e. insertion, deletion, or update of a single symbol) needed to transform
one sequence into the other, and the Hamming distance computes the number of posi-
tions for which the corresponding symbols are different, their application in this latter
scenario is unnatural.
In this paper, we define a new distance for sequences of non-repeated symbols that we
call Partial Symbol Ordering distance, especially suitable for scenarios where swaps are
considered as the key-point for sequences comparison. This distance is based on com-
puting the distances between the positions of the common symbols of two sequences.
We prove that this is actually a distance, because the triangular inequality holds. We then
describe some record linkage experiments showing that the new distance achieves a sim-
ilar performance as the Edit distance in the classical string matching problem. Note that,
in this scenario, insertions, deletions and updates have a larger probability to be a typo.
Therefore, Edit distance should have some advantage compared to our new distance. Fi-
nally, we describe an alternative set of experiments simulating the scenario where swaps
are considered as the key-element in the sequence of symbols comparison. In this sec-
ond scenario, the performance of Partial Symbol Ordering distance is better than the one
obtained with the Edit distance. In both experiments we have disregarded the Hamming
distance because such distance only works when the sequences to be compared have
exactly the same length, which is not the normal case in record linkage.
The rest of this paper is organized as follows. Firstly, in Section 2 we introduce some
basic concepts about similarity functions and distances. Then, in Section 3 we define the
Partial Symbol Ordering distance and we provide a proof for the triangular inequality
condition. Experiments are described in Section 4, highlighting the relevance of the
new distance. Finally, Section 5 draws some conclusions and describes some lines for
future work.
2 Basic Notions
From a formal point of view, a distance function d over two sequences of symbols A
and B has to fulfill the following conditions:
1. Symmetry: d(A,B) = d(B,A)
2. Positivity: d(A,B) ≥ 0 for all sequences A,B
3. Reflexivity: d(A,A) = 0
4. Triangular Inequality: d(A,B) ≤ d(A,C) + d(B,C) for all sequences A,B,C
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When a function does not fulfill the triangular inequality, it is not considered a dis-
tance, but a similarity measure. In the literature we can find a large number of similarity
measures. For instance, in [7] the Ordered-based Sequence Similarity (OSS) measure
was defined based on the comparison of the common symbols in the two sequences and
the positions where they appear; this measure is not a distance because it does not sat-
isfy the triangular inequality. In [14] a flexible similarity measure was presented, which
is computed by comparing several aspects of the sequences and aggregating them by
means of a weighted mean. The weighting vector is a user parameter. As in the former
work, no proof is given for the triangular inequality.
Only few distance functions for sequences of symbols have been defined. Hamming
distance [8] and Edit (Levenstein) distance [11] are the two mainly reported ones [5].
The descriptions of both distances are the following ones:
– Hamming Distance [8] between two sequences of symbols of equal length is the
number of positions for which the corresponding symbols are different. In other
words, it measures the minimum number of substitutions required to change one
into the other, or the number of errors that transformed one sequence into the other.
For example, the Hamming distance between ‘toned’ and ‘roses’ is equal to 3.
– Edit Distance [11] between two sequences of symbols is given by the minimum
number of operations needed to transform one string into the other, where an oper-
ation is an insertion, deletion, or update of a single symbol. A generalization of the
Edit distance is the Damerau-Edit distance [4] , which allows the transposition of
two symbols as an operation. For instance, the Edit distance between ‘kitten’ and
‘sitting’ is equal to 3 (the update of ‘s’ for ‘k’ and ‘i’ for ‘e’ and the insertion of ‘g’
at the end).
Hamming distance satisfies all the conditions presented below but its application
is limited to sequences with the same length. On the contrary, Edit (Levenstein) dis-
tance can deal with sequences of different lengths; however, it gives less importance
to the suppression or insertion of a non common symbol than to a swap of two sym-
bols (because, in this latter case, two update operations are counted). The more general
Damerau-Edit distance solves this drawback including the transposition (swap) in the
set of basic operations. Unfortunately, the resulting distance does not hold the triangular
inequality and therefore is not a distance.
3 Partial Symbol Ordering Distance
In this section we define the new Partial Symbol Ordering distance, and we prove that
it is actually a distance.
Given two sequences of non-repeated symbols A = (a1, . . . , anA) and B = (b1, . . . ,
bnB ), that is, ai = aj and bi = bj for all i = j, we will sum a 1 for each symbol which
is only in one of the two sequences. The symbols which are in both A and B will
be considered only once. For simplicity, we will use set notation for the sequences of
symbols A and B. The definition of the new distance is therefore:
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where d(x,A,B) = |xA−xB |nAB , denoting by nAB the total amount of different symbols
in A ∪B, and by xA the position that symbol x occupies in A, i.e. xA = i ⇔ ai = x.
It is immediate to check that this function satisfies the properties symmetry, posi-
tivity and reflexivity. Let us show that it also satisfies the triangular inequality prop-
erty. Let A,B,C be three arbitrary sequences of symbols: A = (a1, . . . , anA), B =
(b1, . . . , bnB) and C = (c1, . . . , cnC ). We want to prove that d(A,B) ≤ d(A,C) +
d(B,C).
For each symbol x ∈ A ∪B, we have one of the three following cases:
1. x ∈ A, x /∈ B, then the contribution of x to d(A,B) is exactly 1. We have either
x ∈ C, which implies the contribution of x to d(B,C) is exactly 1, or x /∈ C, which
implies the contribution of x to d(A,C) is exactly 1. In both cases, the contribution
of x to d(A,C)+d(B,C) is greater or equal than the contribution of x to d(A,B).
2. x ∈ B, x /∈ A, symmetric case.
3. x ∈ A∩B. In this case, we have that the contribution of x to d(A,B) is d(x,A,B) =
|xA−xB |
nAB
≤ 1. If x /∈ C, then the contribution of x to d(A,C) + d(B,C) is 2. If





|xA − xC + xC − xB|
nAB
≤ |xA − xC |
nAB
+
|xC − xB |
nAB
.
Now we can consider two different cases. The first one is when C ⊂ A∪B. In this
case, we have nAC ≤ nAB and nBC ≤ nAB , and so the above value d(x,A,B) is
less or equal than





= d(x,A,C) + d(x,B,C).
Now for the second case, where there are symbols in C which are not in A ∪ B,
let k = |C − (A ∪ B)|. Now we have the bounds nAC ≤ nAB + k and nBC ≤
nAB + k. Note that these k symbols will not contribute to the value d(A,B), but
will contribute with 2k to the value d(A,C) + d(B,C).
Let us go back to our situation where x ∈ A ∩B ∩ C, we have
d(x,A,B) ≤ |xA − xC |
nAB
+
|xC − xB |
nAB
≤ |xA − xC |
nAC − k +
|xC − xB |
nBC − k .




b(b−k) and so the last inequality becomes
d(x,A,B) ≤ |xA − xC |
nAC
+
|xA − xC | · k
nAC(nAC − k) +
|xC − xB |
nBC
+
|xC − xB| · k
nBC(nBC − k) ≤
≤ |xA − xC |
nAC
+




nAC − k +
k
nBC − k
= d(x,A,C) + d(x,B,C) +
k
nAC − k +
k
nBC − k .
Here we have used that |xA − xC | ≤ nAC and |xC − xB | ≤ nBC .
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+ |A ∩B ∩ C| ·
(
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But we can now use the fact that k + |A ∩ B ∩ C| ≤ nC ≤ nAC (and the same
happens with nBC , of course) which implies that the last part of the expression
above is less or equal than 2k. Recall that the k symbols which are in C − (A∪B)
contribute with 2k to the value d(A,C) + d(B,C).
Summing up, if we consider the symbols x ∈ A ∩ B ∩ C, their contribution to
d(A,B) is less or equal than the contribution of these symbols to d(A,C)+d(B,C)
plus the contribution of the symbols in C − (A ∪B) to d(A,C) + d(B,C).
Putting all the pieces together, we finally have that d(A,B) ≤ d(A,C) + d(B,C)
always holds, as desired.
4 Experiments
In this section, we describe the experiments that we have carried out to test the per-
formance of Partial Symbol Ordering distance. We have focused on the record linkage
scenario
4.1 Dataset Generation
In order to create a realistic record linkage scenario, we have used names and surnames
extracted from a frequency dictionary containing 1,564 names and 13,068 surnames ob-
tained from the Catalan Official Statistics Institute (IDESCAT) [2]. We have generated
100 different databases, each containing 20 different full names. After that, we have
added some noise to the synthetic names creating 5 duplicated full names inside the
database for each one of the synthetic full names. Duplicates have been created in two
different ways to simulate the following two different scenarios:
– String matching. Duplicates are created adding insertions, deletions and updates
to the original synthetic names. Different cases have been studied, by considering
different amounts of typos in the duplicates: 5, 10, 15, . . . , 50.
– Sequential patterns matching. Duplicates are created swapping values of the orig-
inal synthetic names. As before, different scenarios have been considered changing
the amount of swaps (5, 10, 15, . . . , 50 swaps). Here, we are interested in simu-
lating the measurement differences of a set of sensors. This is quite common, for
instance, in gene sequential patterns research where values are extracted for differ-
ent patients using different DNA chips.
4.2 Measures
For each experiment performed in this paper, we have analyzed the quality of the results
using two typical classifier performance measures: ROC graphs and AUC measure.
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ROC Graphs. A ROC (Receiver Operating Characteristics) graph [6] is a technique
for visualizing, organizing and selecting classifiers based on their performance. ROC
graphs have long been used in signal detection theory to depict the trade-off between
hit rate (also called true positive rate or recall) and false positive rate of classifiers.
Usually, ROC graphs plot the hit rate value on the Y axis and false positive rate on
the X axis. In this way, ROC graphs depict the relative trade-o? between benefits (true
positives) and costs (false positives).
In the experiments presented in Section 4.3, we will see the record linkage process
as a discrete classifier, i.e. a classifier that outputs only a class label. Such classifiers
produce an (FP rate,TP rate) pair, which corresponds to a single point in the ROC space.
The closer the point to the (0,1) vantage point, the better the classifier.
The True Positive rate of a classifier is estimated as:
TP rate ≈ positives correctly classified
total positives
The False Positive rate of a classifier is:
FP rate ≈ negatives incorrectly classified
total negatives
Algorithm 1. AUC Measure
Data: L: the set of test instances; f(i): the probabilistic classifier estimation that
instance i is positive; N : Number of instances; P : number of positive instances.
Result: R: an increasing list of ROC points, starting at (0,0) and finishing at (1,1).
begin1
Lsorted = L sorted decreasing by f scores2
FP = 0, TP = 0, R = 〈〉, fprev = −∞3
for i ∈ Lsorted do4







if i is a positive example then TP=TP+18







AUC Measure. ROC curve or AUC (Area Under the Curve) [12] is a two-dimensional
depiction of classifier performance. It shows the ability of a classifier to rank the positive
instances relative to the negative ones. Since the AUC is a portion of the area of the unit
square, its value is always between 0 and 1.0. However, as a random classifier produces
the diagonal line between (0, 0) and (1, 1), which has an area equal to 0.5, no realistic
classifier should have an AUC less than 0.5.
AUC measure has an important statistical property: the AUC measure of a classifier
is equivalent to the probability that the classifier will rank a randomly chosen positive
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instance higher than a randomly chosen negative instance. Many theoretical and prac-
tical algorithms have been defined to compute the AUC curve and its area value. Since
in this work we are interested in evaluating the performance of record linkage methods
in a practical way, we have compute the AUC curve using the Algorithm 1.
4.3 Results Analysis
Figures 1 and 2 show the ROC Graphs obtained by the Edit and Partial Symbol Or-
dering distances for the string matching and the sequential patterns matching scenarios,
respectively. Recall that ROC points have been computed as the average of 100 different
executions. As we can observe in Figure 1, both distances obtain very similar results in
this scenario, but, in general, Edit distance performs slightly better than Partial Symbol
Ordering distance. Note that this is the perfect scenario for the Edit distance because
insertions, deletions and updates are considered as typos.
However, in Figure 2, where the sequential patterns matching scenario is considered,
the Partial Symbol Ordering distance achieves a perfect classification, independently of
the number of swaps, whereas the performance of the Edit distance decreases when the
number of swaps increases. The good performance of the new distance is understand-
able because the only typos considered here are swaps.
Figures 3 and 4 present the AUC measure computed in both scenarios with two
different parameterizations, (a) 25 typos / swaps and (b) 50 typos / swaps. In Figure 3.(a)
we can observe that the area covered by the Edit distance is larger than the covered by
Partial Symbol Ordering distance. But, in the second configuration of the record linkage
scenario (Figure 3.(b)), the new Partial Symbol Ordering distance outperforms in some
parts of the graph the results achieved by the Edit distance.
Figure 4 depicts the AUC values obtained in the sequential patterns scenario. Here,
we can observe that in both cases the Partial Symbol Ordering distance outperforms
the results achieved by the Edit distance. Moreover, the results obtained by the Partial
Symbol Ordering distance are the expected ones for a perfect classifier.
Fig. 1. ROC graph for the string matching scenario
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Fig. 2. ROC graph for the sequential patterns matching scenario
(a) 25 typos (b) 50 typos
Fig. 3. AUC measure for the string matching scenario
(a) 25 swaps (b) 50 swaps
Fig. 4. AUC measure for the sequential patterns matching scenario
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5 Conclusions and Future Work
In this paper, we have defined a new distance for sequences of non-repeated symbols
based on the difference between the positions occupied by common symbols. We have
proved that the new Partial Symbol Ordering distance is really a distance, in particular
by showing that the triangular inequality holds. We have then presented some experi-
ments to argue that the new distance achieves better performance than the Edit distance
when sequence similarity is related to the order of the symbols in a sequence. Finally
we have discussed other experiments on the string matching scenario (where similar-
ity is more related to insertions and deletions of symbols), which show that the Partial
Symbol Ordering distance achieves similar results than the Edit distance in that case.
The drawback of the new distance is that it is valid only for the scenario where
sequences do not have repeated symbols (for example, genes sequential patterns). As
future work, we would like to extend this distance so that it works also for sequences of
symbols admitting repetitions. This would open the door to the application of these new
Partial Symbol Ordering distances in other scenarios like ontology or location routing
matching.
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