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A metric algebra is a metric variant of the notion of Σ-algebra, first in-
troduced in universal algebra to deal with algebras equipped with metric
structures such as normed vector spaces. In this paper, we showed metric
versions of the variety theorem, which characterizes strict varieties (classes of
metric algebras defined bymetric equations) and continuous varieties (classes
defined by a continuous family of basic quantitative inferences) by means of
closure properties. To this aim, we introduce the notion of congruential pseu-
dometric on a metric algebra, which corresponds to congruence in classical
universal algebra, and we investigate its structure.
1 Introduction
1.1 Metric and Quantitative Algebra
A quantitative algebra is introduced by Mardare et al. as a quantitative variant of the
notion of Σ-algebra, in the sense of classical universal algebra in [18]. They use an
atomic formula of the form s =ε t, where ε is a non-negative real number, instead of
an equation s = t, and give a complete deductive system with respect to quantitative
algebras. They investigate classes defined by basic quantitative inferences, which are
formulas of the form
∧n
i=1 xi =εi yi → s =ε t where xi and yi are restricted to variables.
They show that various well-known metric constructions, such as the Hausdorff metric,
the Kantorovich metric and the Wasserstein metric, naturally arise as free quantitative
algebras with suitable axioms consisting of basic quantitative inferences. The theory of
quantitative algebra is applied to the axiomatization of the behavioral distance [2].
In fact, the idea of using indexed binary relations to axiomatize metric structures is
already in the literature of universal algebra [21, 16] under the name of metric algebra.
This notion is slightly wider than that of quantitative algebra in the sense that operations
in metric algebras are not required to be non-expansive. Weaver [21] and Khudyakov [16]
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prove continuous versions of the characterization theorem for quasivarieties, i.e., classes
of algebras defined by implications, and the decomposition theorem corresponding to
the one in the classical theory.
However a metric version of the variety theorem has been missing for long. We give
a very straightforward version in [10], and Mardare et al. [19] give the characterization
theorem for κ-variety, where κ is a cardinal, which generalizes our result in [10].
1.2 Contributions
In this paper, we will investigate the universal algebraic treatment of metric and quan-
titative algebra. More specifically,
• We give a clean formulation of the theory of metric and quantitative algebra based
on congruential pseudometric (Definition 3.7). We prove some basic results on
congruential pseudometric, including the metric variant of the isomorphism theo-
rems. Especially the characterization theorem of direct products via congruential
pseudometrics seems non-trivial since we need to assume that the given metric
space is complete.
• We prove the variety theorem for classes of metric (or quantitative) algebras defined
by metric equations. This is proved in our previous work [10]. Here we give a more
concise proof by congruential pseudometrics.
• We prove the variety theorem for continuous varieties, which are classes of metric
(or quantitative) algebras defined by basic quantitative inferences and satisfy the
continuity condition.
As we mentioned, a basic quantitative inference is an implicational formula whose
assumptions are metric equations between variables. One of the main challenges when
considering implicationally defined classes is the size problem; it is often easy to show
that a given class is defined by implications if we allow infinitely many assumptions,
and difficulties arise when we want to have finitary axioms. We use ultraproduct to deal
with the size problem, following the approach in [21], but we make the relation between
ultraproducts and the size problem more explicit: we first show the weak version of the
compactness theorem for metric algebras, and use it for the restriction of the size of
assumptions.
A variety theorem for κ-variety1 is already shown in [19], but it lacks the continuity
condition. The continuity condition is important, especially when we work with com-
plete metric spaces. Indeed, as pointed out in [18], a class defined by basic quantitative
inferences is closed under completion if its axioms satisfy the continuity condition (the
situation is the same for quasivarieties [21]). Moreover the continuity condition also im-
plies the closure property under ultralimits, which can be seen as a robustness condition
in some sense. This point is discussed in Section 2.4.
1a class defined by κ-basic quantitative inferences.
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2 Preliminaries
In this section, we review some notions that we will need in the following sections.
2.1 Classical Universal Algebra
Let Σ be an algebraic signature, i.e., a set with an arity map |−| : Σ→ N. We define Σn
by Σn = {σ ∈ Σ | |σ| = n } for each n ∈ N.
Definition 2.1 (See e.g. [5]).
• A Σ-algebra is a tupleA = (A, (σA)σ∈Σ) whereA is a set endowed with an operation
σA : An → A for each σ ∈ Σn. We will just write σ for σ
A if A is clear from the
context.
• A map f : A → B between Σ-algebras is a Σ-homomorphism if it preserves all
Σ-operations, i.e., f(σA(a1, . . . , an)) = σ
B(f(a1), . . . , f(an)) for each σ ∈ Σn and
a1, . . . , an ∈ A.
• A subalgebra of a Σ-algebra A is a subset of A closed under Σ-operations, regarded
as a Σ-algebra by restricting operations. A subalgebra is identified with (the
isomorphic class of) a pair (B, i), where B is a Σ-algebra and i : B ֌ A is an
injective homomorphism.
• The product of Σ-algebras (Ai)i∈I is the direct product of the underlying sets
endowed with the pointwise Σ-operations.
• A quotient (also called a homomorphic image) of a Σ-algebra A is a pair (B,π)
where B is a Σ-algebra and π : A։ B is a surjective homomorphism.
• Given a set X, the set TΣX of Σ-terms over X is inductively defined as follows:
each x ∈ X is a Σ-term (called a variable), and if σ ∈ Σn and t1, . . . , tn are Σ-terms,
then σ(t1, . . . , tn) is a Σ-term.
The set TΣX is endowed with a natural Σ-algebra structure, and this algebra
is called the free Σ-algebra over X. It satisfies the following universality: for
each Σ-algebra A, a map v : X → A uniquely extends to a Σ-homomorphism
v♯ : TΣX → A. We also denote v
♯(t) by JtKv.
• Given a set X, a Σ-equation over X is a formula s = t where s, t ∈ TΣX.
We say that a Σ-algebra A satisfies a Σ-equation s = t over X (denoted by
A |= s = t) if JsKv = JtKv holds for any map v : X → A.
For a set of Σ-equations, we say A |= E if A satisfies all equations in E.
• A class K of Σ-algebras is a variety if there is a set E of equations such that
K = {A : a Σ-algebra | A |= E } holds.
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If the signature Σ is obvious from the context, we omit the prefix Σ and just say
homomorphism, equation, etc.
The following theorem is fundamental in universal algebra, and is proved by Birkhoff.
It states that the property of being a variety is equivalent to a certain closure property;
see e.g. [5]. Our main goal is to prove the metric version of this theorem.
Theorem 2.2 (Variety theorem [3]). A class K of Σ-algebras is a variety if and only if
K is closed under subalgebras, products and quotients.
2.2 Metric Space and Pseudometric
Now we review the notions regarding metric spaces.
Definition 2.3 (e.g. [11]).
• An extended real is an element of R = R ∪ {±∞}.
• Given a set X, an (extended) pseudometric on X is a function d : X ×X → [0,∞]
that satisfies d(x, x) = 0, d(x, y) = d(y, x) and d(x, y) + d(y, z) ≥ d(x, z). A
pseudometric d is a metric if it also satisfies d(x, y) = 0⇒ x = y.
A pseudometric space (resp. metric space) is a tuple (X, d) where X is a set and
d is a pseudometric (resp. metric) on X.
• Amap f : X → Y between metric spaces is non-expansive if it satisfies d(f(x), f(y)) ≤
d(x, y) for each x, y ∈ X.
• For a family (Xi, di)i∈I of metric spaces, its product is defined by (
∏
iXi, d) where
d((xi)i, (yi)i) = supi∈I di(xi, yi), and d is called the supremum metric.
Note that we admit infinite distances, called extended, because the category of ex-
tended metric spaces is categorically more amenable than that of ordinary metric spaces;
it has coproducts and arbitrary products. Moreover a set can be regarded as a discrete
metric space, where every pair of two distinct points has an infinite distance.
In this paper, we denote d(x, y) ≤ ε by x =ε y. To consider a metric structure as a
family of binary relations works well with various metric notions; e.g. f : X → Y is non-
expansive if and only if x =ε y implies f(x) =ε f(y) for each x, y ∈ X and ε ≥ 0. The
supremum metric of the product space
∏
i∈I Xi is also compatible with this relational
view of metric spaces; it is characterized by (xi)i =ε (yi)i ⇐⇒ xi =ε yi for all i ∈ I.
We adopt the supremum metric rather than other metrics (e.g. the 2-product metric)
for the product of metric spaces. One reason is the compatibility with the relational
view above. Another reason is that it corresponds to the product in the category of
extended metric spaces and non-expansive maps.
Recall that the supremum metric does not always give rise to the product topology;
the product of uncountably many metrizable spaces is not in general metrizable.
Given a pseudometric space, we can always turn it into a metric space by identifying
points whose distance is zero.
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Proposition 2.4 (e.g. [11]). Given a pseudometric d on X, the binary relation ∼d on X
defined by x ∼d y ⇔ d(x, y) = 0 is an equivalence relation. Moreover d([x], [y]) = d(x, y)
defines a metric d on X = X/∼d and yields to a metric space (X, d).
Definition 2.5 (e.g. [11]). The equivalence relation ∼d defined in Proposition 2.4 is
called the metric identification of d, and (X, d) is called a metric space induced by the
pseudometric d. We denote it by X/d.
Technically, whenever we encounter a pseudometric space, we can regard it as a metric
space by the above construction. However it does not mean that pseudometric is a totally
redundant notion. Our slogan is: pseudometrics is to metric spaces what equivalence
relations is to sets. Later we discuss pseudometrics that are compatible with given
algebraic structures, which correspond to congruences in classical universal algebra. We
utilize this notion intensively in the proof of the variety theorem.
2.3 Filter and Limit
Limits with respect to filters play an important role in the construction of ultralimits of
metric spaces. Most of the results are straightforward generalizations of those for the
usual limits.
Definition 2.6 (e.g. [13]). Let I be a nonempty set. A filter on I is a subset F of P(I)
that satisfies the following conditions:
1. I ∈ F , ∅ 6∈ F .
2. If G ∈ F and G ⊆ H, then H ∈ F .
3. If G ∈ F and H ∈ F , then G ∩H ∈ F .
A filter F is an ultrafilter if, for any G ⊆ I, either G ∈ F or I \G ∈ F holds.
Example 2.7. Let I be a nonempty set.
• For a ∈ I, a set Fa defined by Fa = {G ⊆ I | a ∈ G } is an ultrafilter on I. It is
called the principal ultrafilter at a.
• Assume I is infinite. The set Fω of cofinite (i.e. its complement is finite) subsets
of I is a filter on I. It is called the cofinite filter on I. A filter is free if it contains
the cofinite filter.
Lemma 2.8 (e.g. [13]).
1. For a filter F on I and J ∈ F , the family F|J := F ∩ P(J) is a filter on J . If F
is an ultrafilter, then F|J is an ultrafilter.
2. Let U be an ultrafilter on I and A,B ⊆ I. If A ∪ B ∈ U holds, then either A ∈ U
or B ∈ U holds.
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Definition 2.9. Let F be a filter on I. For an I-indexed family (ai)i∈I of extended
reals, we define lim inf i→F ai and lim supi→F ai by
lim inf
i→F
ai = sup
J∈F
inf
i∈J
ai
lim sup
i→F
ai = inf
J∈F
sup
i∈J
ai .
When lim inf i→F ai = lim supi→F ai = α ∈ [−∞,∞], we write limi→F ai = α.
Example 2.10. • For a set I and k ∈ I, we have limi→Fk ai = ak.
• For the cofinite filter Fω on N, we have lim infn→Fω an = lim infn→∞ an and
lim supn→Fω an = lim supn→∞ an. Thus the limit with respect to a filter is the
generalization of the usual limit.
The following results on filters and limits are all elementary.
Lemma 2.11. Let F and G be a filter on I where F ⊆ G. For a family (ai)i∈I of
extended reals, lim supi→F ai ≥ lim supi→G ai and lim inf i→F ai ≤ lim inf i→G ai.
Proof. Obvious from the definition of limit infimum and supremum.
Lemma 2.12. Let F be a filter on I and (xi)i∈I , (yi)i∈I be families of reals. Then we
have:
lim sup
i→F
(xi + yi) ≤ lim sup
i→F
xi + lim sup
i→F
yi .
Proof. For ε > 0, there exist J, J ′ ∈ F such that
sup
i∈J
xi + sup
i∈J ′
yi ≤ lim sup
i→F
xi + lim sup
i→F
yi + ε .
Since supi∈J xi + supi∈J ′ yi ≥ supi∈J∩J ′(xi + yi) ≥ lim supi→F (xi + yi), we have
lim sup
i→F
(xi + yi) ≤ lim sup
i→F
xi + lim sup
i→F
yi + ε .
Then letting ε→ 0 completes the proof.
Lemma 2.13. Let F be a filter on I, and (ai)i∈I be a family of extended reals. Then
limi∈F ai = α if and only if { i ∈ I | |ai − α| ≤ ε } ∈ F for any ε > 0.
Proposition 2.14. Let F be a filter on I, f : Rn → R be a continuous function and
(x0i )i∈I , . . . , (x
n
i )i∈I be families of real numbers. If limi→F x
k
i = α
k ∈ R for each k, then
limi→F f(x
0
i , . . . , x
n
i ) = f(α
0, . . . , αn).
Proof. Fix ε > 0. Since f is continuous, there exists δ > 0 such that for any ~x ∈ Rn
with |~x− ~α| ≤ δ, we have |f(~x)− f(~α)| ≤ ε. Let J = { i ∈ I | |~xi − ~α| ≤ δ } and J
′ =
{ i ∈ I | |f(~xi)− f(~α)| ≤ ε }. By Lemma 2.13 we have J ∈ F , and since J ⊆ J
′ holds,
we also have J ′ ∈ F . Again by Lemma 2.13, we conclude limi→F f(~xi) = f(~α), which
completes the proof.
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Proposition 2.15. Let F be a free filter on N, and (an)
∞
n=0 be a sequence of real num-
bers. If limn→∞ an = α, then
lim inf
n→F
an = lim sup
n→F
an = α .
Proof. Since F contains the cofinite filter, by Lemma 2.11,
α = lim inf
n→∞
an ≤ lim inf
n→F
an ≤ lim sup
n→F
an ≤ lim sup
n→∞
an = α .
Proposition 2.16. Given an ultrafilter U on I and a family of real numbers (ai)i∈I ,
then limi→U ai exists, i.e., lim inf i→U ai and lim supi→U ai coincide.
Proof. First we show that lim inf i→U ai ≤ lim supi→U ai holds. Let J, J
′ ∈ U . By the
nonemptiness of J∩J ′, we have inf i∈J ai ≤ infi∈J∩J ′ ai ≤ supi∈J∩J ′ ai ≤ supi∈J ′ ai. Since
this inequality holds for any J and J ′, we have supJ∈U inf i∈J ai ≤ supJ ′∈U inf i∈J ′ ai.
Now we show the equality. (1) Consider lim supi∈U ai−lim inf i∈U ai <∞, i.e, supi∈J0 ai−
inf i∈J0 ai <∞ for some J0 ∈ U . Let (Ek)
m
k=1 be a division of the interval [inf i∈J0 ai, supi∈J0 ai]
to intervals whose lengths are smaller than ε. We define (Ji)
m
k=1 by Ji = { i ∈ J0 | ai ∈ Ei }.
Since
⋃m
k=1 Ji = J0 ∈ U and U is an ultrafilter, there exists k
′ such that Jk′ ∈ U ,
and by the construction of Jk′ , supi∈J
k′
ai − inf i∈J
k′
ai ≤ ε holds. Thus we conclude
lim supi∈U ai − lim inf i∈U ai ≤ ε. (2) Consider lim supi→U ai = ∞. For M ∈ R, we have
the division I = J0 ∪ J1 for J0 = { i ∈ I | ai < M } and J1 = { i ∈ I | ai ≥M }. Since
supi∈J0 ai ≤ M < ∞, we have J0 6∈ U and then J1 ∈ U . Therefore we have M ≤
inf i∈J1 ai ≤ lim inf i→U ai and this inequality holds for any M ∈ R. (3) lim inf i→U ai =
−∞ is dual.
2.4 Ultralimit of Metric Spaces
Ultralimit of metric spaces is introduced in [15]. It is a metric variant of ultraproduct of
first order structures, and in some sense it is considered as the limit (in the topological
sense) of metric spaces.
Lemma 2.17. Let F be a filter on I. For a family (Xi, di)i∈I of metric spaces, the
function θ :
∏
iXi ×
∏
iXi → [0,∞] defined by
θ((xi)i, (yi)i) = lim sup
i→F
di(xi, yi)
is a pseudometric.
Proof. Let x = (xi)i, y = (yi)i and z = (zi)i be sequences of points where xi, yi, zi ∈
Xi. First, by taking J = I, we have θ(x, x) ≤ supi∈I di(xi, xi) = 0. Next θ(x, y) =
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θ(y, x) obviously follows from the symmetricity of the definition. Finally, for the triangle
inequality:
θ(x, y) + θ(y, z) = lim sup
i→F
di(xi, yi) + lim sup
i→F
di(yi, zi)
≤ lim sup
i→F
(di(xi, yi) + di(yi, zi)) (Lemma 2.12)
≤ lim sup
i→F
di(xi, zi) = θ(x, z) .
Definition 2.18. Let F be a filter on I. For a family (Xi, di)i∈I of metric spaces,
the reduced limit of (Xi, di)i∈I by F is a metric space
∏F
i (Xi, di) = X/θ where X =∏
i∈I Xi and θ((xi)i, (yi)i) = lim supi→F di(xi, yi). It is called ultralimit [15] when F is
an ultrafilter.
The pointwise limit of metrics can be viewed as an example of ultralimit.
Proposition 2.19. Let F be a free filter on N. Let X be a set, and dω and (dn)n∈ω be
metrics on X. If dω(x, y) = limn→∞ dn(x, y), then (X, dω) is isometric to a subspace of∏F
n (X, dn) by f : X →
∏F
n (X, dn); x 7→ [x]n.
Proof. For x, y ∈ X, we have
d([x]n, [y]n) = lim inf
n→F
dn(x, y) (by definition)
= lim
n→∞
dn(x, y) (Lemma 2.15)
= dω(x, y) . (by definition)
Therefore f is an embedding.
At first sight, ultralimit appears to be just a technical generalization of classical ul-
traproduct. However it can be understood from a more topological (or metric) point of
view for compact spaces. First we review the Hausdorff distance.
Definition 2.20 (e.g. [8]). Let (X, d) be a metric space. For x ∈ X and A,B ⊆ X, we
define d(x,A) and dXH(A,B) as follows.
d(x,A) := inf
a∈A
d(x, a)
dXH(A,B) := max
(
sup
x∈A
d(x,B), sup
y∈B
d(y,A)
)
This construction defines a metric on the set of closed subsets of X, which is called the
Hausdorff metric.
The Hausdorff metric gives a way to measure a distance between subsets of a fixed
metric space. Using this metric, we can define a distance between metric spaces by
embedding.
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Definition 2.21 ([8]). For compact metric spaces X and Y , the Gromov-Hausdorff
distance dGH(X,Y ) is defined to be the infimum of d
Z
H(f(X), g(Y )) where Z is a metric
space and f : X → Z and g : Y → Z are embeddings. This defines a metric on the set
of (isometric classes of) compact metric spaces, which is called the Gromov-Hausdorff
metric.
The ultralimit of compact metric spaces is indeed a generalization of the limit in the
Gromov-Hausdorff metric.
Proposition 2.22 ([15]). Let (Xn)
∞
n=1 and X be compact metric spaces and F be a free
ultrafilter on N. If (Xn)
∞
n=1 converges to X in the Gromov-Hausdorff metric, then X is
isometric to
∏F
n Xn.
Remark 2.23. The converse of Proposition 2.22 does not hold. Take two distinct metric
spaces X and Y , and consider the sequence (X,Y,X, Y, . . .). The ultralimit always exists
but this sequence does not have a limit with respect to the Gromov-Hausdorff metric.
The ultralimit construction preserves some metric and topological properties of metric
spaces; see [20, 15] for more details and examples.
Proposition 2.24. Let F be a filter on I and (Xi)i∈I be a family of metric spaces. If
each Xi is compact, then
∏F
i Xi is also compact.
Proof. We know that
∏
iXi is compact by Tychonoff’s theorem. The canonical surjection
π :
∏
iXi →
∏F
i Xi is non-expansive, then it is also continuous. Therefore its image∏F
i Xi is also compact.
Proposition 2.25 (e.g. [22]). Let U be an ultrafilter on I and (Xi)i∈I be a family of
metric spaces. If each Xi is complete, then
∏U
i Xi is also complete.
Proof. Let (xn)∞n=0 be a sequence in
∏U
i Xi where x
n = [xni ]i, and assume d(x
n, xn+1) <
2−n holds for each n ∈ N. We show (xn)∞n=0 converges. Let An ⊆ I be the set defined
by:
An =
{
i ∈ I
∣∣∣ d(xki , xk+1i ) < 2−k for all 0 ≤ k < n
}
.
Given i ∈ I, define yi ∈ Xi as follows: yi = x
n
i if i ∈ An \An+1 for some n, and otherwise
yi = limn→∞ x
n
i . We use the completeness of Xi here. Then d(x
n, y) ≤ 2−n+1 holds for
each n, which concludes limn→∞ x
n = y.
In fact, the ultraproduct of a countable family of metric spaces is automatically com-
plete, even if each metric space is not complete.
Proposition 2.26 ([4]). Let U be a free ultrafilter on N and (Xi)i∈I be a family of (not
necessarily complete) metric spaces. Then
∏U
i Xi is complete.
Proof. Define An as in Proposition 2.25 and Bn = An \ {0, . . . , n}. We know Bn ∈ U
since U is free, and
⋂∞
n=0Bn = ∅ holds by construction. We define yi = x
n
i where n
satisfies i ∈ An \An+1, and then we have limn→∞ x
n = y as Proposition 2.25.
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In the following corollary, you can find an immediate application of Proposition 2.26.
We can prove the existence of the completion of a metric space.
Corollary 2.27. Given a metric space X, its completion exists.
Proof. Let U be some free ultrafilter on N. Consider the ultrapower
∏U
n X and a canon-
ical map ι : X →
∏U
n X. Since ι is isometric and
∏U
n X is complete, the closure of ι(X)
is the completion of X.
Note that we use the existence of real nubmers in Theorem 2.26, so Corollary 2.27
cannot entirely replace the usual construction of completions by Cauchy sequences.
3 Metric and Quantitative Algebra
In this section, we introduce the notion of metric algebra and quantitative algebra. We
also introduce some elementary constructions of metric algebras such as subalgebra,
product and quotient. These constructions are used in the metric version of the variety
theorem.
3.1 Metric and Quantitative Algebra
By combining metric structures and Σ-algebraic structures, we acquire the definitions of
metric algebra. They go as follows.
Definition 3.1 ([21]).
• A metric algebra is a tuple A = (A, d, (σA)σ∈Σ) where (A, d) is a metric space and
(A, (σA)σ∈Σ) is a Σ-algebra. We denote the class of metric algebras by M.
• A map f : A → B between metric algebras is called a homomorphism if f is Σ-
homomorphic and non-expansive.
• A subalgebra of a metric algebra A is a subalgebra (as Σ-algebra) equipped with
the induced metric. An embedding is an isometric homomorphism.
• The product of metric algebras is the product (as Σ-algebras) equipped with the
supremum metric.
• A quotient of a metric algebra A is a pair (B,π) where B is a metric algebra and
π : A։ B is a surjective homomorphism.
The definition of metric algebra says nothing about the relationship between its metric
structure and its algebraic structure. One natural choice is to require their operations
to be non-expansive, which leads us to quantitative algebra.
Definition 3.2 ([18]). A metric algebra A is a quantitative algebra if each σA : An → A
is non-expansive for each σ ∈ Σn, where A
n is equipped with the supremum metric. We
denote the class of quantitative algebras by Q.
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The non-expansiveness requirement for operations is categorically natural since it
says that a quantitative algebra is an algebra in the category of metric spaces and
non-expansive maps in the sense of Lawvere theory. However this formulation does not
allow normed vector spaces, since the scalar multiplications are not non-expansive. More
extremely, even (R,+) is not quantitative since d(0 + 0, 1 + 1) > max(d(0, 1), d(0, 1)).
Thus basically we try to build our theory for general metric algebras.
Instead of respectively discussing the variety theorems for metric algebras and quan-
titative algebras, we show the variety theorem relative to a given class K. In that case,
K is well-behaved when it is a prevariety. For example, Q and M are prevarieties.
Definition 3.3 ([21]). A class of metric algebras is called a prevariety if it is closed
under subalgebras and products.
In [19], Mardare et al. introduce the notion of κ-reflexive homomorphism for a cardinal
κ ≤ ℵ1, and give the characterization theorem of κ-varieties by κ-reflexive quotients.
Notation 3.4. For a set B and a cardinal κ, we write A ⊆κ B when A is a subset whose
cardinality is smaller than κ. For example, A ⊆ℵ0 B is a finite subset and A ⊆ℵ1 B is
an at most countable subset.
Definition 3.5 ([19]). A surjective homomorphism p : A→ B between metric algebras
is κ-reflexive if, for any subset B′ ⊆κ B, there exists a subset A
′ ⊆κ A such that p
restricts to a bijective isometry p|A′ : A
′ → B′.
We also use a variant of κ-reflexive homomorphism in our variety theorem, but our
notion is unbounded ; we do not impose any size condition.
Definition 3.6. A surjective homomorphism p : A → B between metric algebras is
reflexive if there exists a subset A′ ⊆ A such that p|A′ : A
′ → B is a bijective isometry.
Equivalently p is reflexive if and only if there exists an embedding s : B → A as metric
space such that p ◦ s = idB . Note that s is not required to be homomorphic.
In the rest of this paper, when we say “a class K of metric algebras”, we implicitly
assume that K is closed under isomorphisms; it is a natural assumption since we are
interested in properties of metric algebras, and they must be preserved by isomorphisms
between metric algebras.
3.2 Congruential Pseudometric
The notion of quotient seems to be external and difficult to deal with. For example, it
is not trivial to see that the class of quotients of a metric algebra (up to isomorphism)
turns out to be a small set.
In the case of classical universal algebra, there is a bijective correspondence between
quotient algebras and congruences, which enables us to treat quotients internally and
concretely. To extend this correspondence to the metric case, we are led to the notion of
congruential pseudometric instead of the usual congruence in classical universal algebra.
The idea of using pseudometrics as the metric version of congruences also appears in
[19].
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Definition 3.7. A congruential pseudometric of a metric algebra A is a pseudometric
θ on A such that θ(x, y) ≤ dA(x, y) holds for each x, y ∈ A and the equivalence relation
θ(x, y) = 0 is a congruence as Σ-algebra. We think that the set of congruential pseudo-
metrics is ordered by the reversed pointwise order : for θ1 and θ2, we say θ1 4 θ2 when
θ1(a, b) ≥ θ2(a, b) holds for any a, b ∈ A.
Given a congruential pseudometric θ, the metric space A/θ is viewed as a metric alge-
bra by the algebra structure defined by σ([a1], . . . , [an]) = [σ(a1, . . . , an)] and equipped
with a canonical homomorphic projection π : A→ A/θ.
We adopt the reversed pointwise order for the consistency with the classical case. In
the classical case, the set of congruences are ordered by inclusion, and for two congruences
θ1 ⊆ θ2 on A, we have a canonical surjective homomorphism π : A/θ1 ։ A/θ2. In the
metric case, for the congruential pseudometrics θ1 4 θ2, their metric identifications
satisfy ∼θ1⊆∼θ2 , and we have a surjective homomorphism π : A/θ1 ։ A/θ2 between
metric algebras.
As in classical universal algebra, we can prove the first isomorphism theorem and a
bijective correspondence between quotients and congruences. The other isomorphism
theorems are presented in Section 4.
Definition 3.8. Given a homomorphism f : A→ B between metric algebras,
• The image of f is a subalgebra of B defined by im(f) = { f(a) | a ∈ A }.
• The kernel of f is a congruential pseudometric on A that is defined by ker(f)(a, b) =
d(f(a), f(b)).
Proposition 3.9 (First Isomorphism Theorem). Let f : A → B be a homomorphism
between metric algebras, and θ be a congruence on A. If θ 4 ker(f), there exists a
unique homomorphism f¯ : A/θ → B such that f¯([a]) = f(a) for all a ∈ A. Moreover
if θ = ker(f), then f¯ is an isometry and the induced map f¯ : A/ ker(f) → im(f) is an
isomorphism.
Proof. First we show f¯([a]) = f(a) is well-defined. Assume [a] = [b], i.e., θ(a, b) =
0. Since θ 4 ker(f), we have d(f(a), f(b)) ≤ θ(a, b) = 0 hence f(a) = f(b). Next
we show f¯ is non-expansive; for a, b ∈ A, we have d(f¯([a]), f¯ ([b])) = d(f(a), f(b)) ≤
θ(a, b) = d([a], [b]). In the case θ = ker(f), we also have d(f(a), f(b)) = θ(a, b) and then
d(f¯([a]), f¯ ([b])) = d([a], [b]).
Corollary 3.10. For a metric algebra A, quotients of A bijectively correspond with
congruences on A by θ 7→ (A/θ, π) and (B, p) 7→ ker(p).
Proposition 3.11. For a metric algebra A and a congruence θ on A, there is a lattice
isomorphism between Con(A/θ) and (ConA)≥θ = { ρ ∈ ConA | ρ ≥ θ }.
Proof. Given ρ ∈ (ConA)≥θ, we define a pseudometric ρ¯ on A/θ by ρ¯([a], [b]) = ρ(a, b).
It is well-defined: if θ(a, a′) = θ(b, b′) = 0, then we have ρ(a, a′) = ρ(b, b′) = 0 by ρ ≤ θ.
Therefore ρ(a, b) = ρ(a′, b′) by the triangle inequality. Conversely, given ρ′ ∈ Con(A/θ),
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we have a congruence on A by pulling back ρ′ along the canonical projection [−] : A→
A/θ.
It is easy to see that they are inverse and order-preserving.
3.3 Ultraproduct of Metric Algebras
As in classical first order logic, we want to define the reduced product and the ultra-
product of a family of metric algebras. However there is a difficulty; the pseudometric
defined in Definition 2.18 is not necessarily a congruential pseudometric, i.e., the relation
θ(x, y) = 0 is not preserved by operations. For this reason, we think of ultraproduct as
a partial operation, following [21].
Definition 3.12 ([21]). Let F be a filter on a set I. For a family (Ai)i∈I of metric
algebras, the reduced product of (Ai)i∈I by F exists when the pseudometric θ(x, y) =
lim supi→F d
Ai(x, y) on
∏
iAi is congruential. When it exists, it is defined by
∏F
i Ai =
(
∏
iAi)/θ. We denote the equivalence class of (xi)i by [xi]i.
If F is an ultrafilter, it is called an ultraproduct. Moreover when Ai = A for each
i ∈ I, it is called an ultrapower of A.
We say that a class K of metric algebras is closed under reduced products if, for any
nonempty set I, any filter F on I, and any family (Ai)i∈I of metric algebras in K, the
reduced product of (Ai)i∈I by F exists and belongs to K. We define the closedness under
ultraproducts in the same way. Note that we require the existence.
We have no general method to judge whether the ultraproduct exists or not, but there
is a convenient sufficient condition.
Proposition 3.13 ([21]). In Definition 3.12, the pseudometric θ is congruential if each
Σ-operation is uniformly equicontinuous: for any σ ∈ Σn and ε > 0, there is δ > 0 such
that for any i ∈ I and ~a,~b ∈ Ani with d(~a,
~b) ≤ δ, we have d(σ(~a), σ(~b)) ≤ ε (Here we
define d(~a,~b) = maxk d(ak, bk)).
In particular, when Ai = A for all i ∈ I and each σ
A is uniformly continuous, then
the ultrapower of A by F exists.
Corollary 3.14. The reduced product of (Ai)i∈I exists in the following cases.
• When (Ai)i∈I is a family of quantitative algebras.
• When (Ai)i∈I is a family of normed vector spaces.
As in the case of metric spaces in Corollary 2.27, we can construct the completion of
a metric algebra via ultraproduct.
Proposition 3.15 ([21]). If a class K of metric algebras is closed under ultraproducts
and subalgebras, then K is also closed under completions.
Proof. The same construction as Corollary 2.27 works. Note that the ultrapower of A
exists since we assume so.
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We can think, in some sense, that ultraproduct defines a “topology” on the class of
metric algebras2, as the Gromov-Hausdorff metric defines a metric on the set of compact
metric spaces.
Definition 3.16. A class K of metric algebras is called continuous if it is closed under
taking ultraproducts.
Proposition 3.17. If {Cλ}λ∈Λ, C1 and C2 are continuous classes of metric algebras,
then
⋂
λ∈Λ Cλ and C1 ∪ C2 are also continuous.
Proof. The continuity of
⋂
λ∈Λ Cλ is obvious.
Let (Ai)i∈I be a family of metric algebras where Ai ∈ C1 ∪ C2, and U be an ultrafilter
on I. Let us define J1 and J2 by Jk = { i ∈ I | Ai ∈ Ck }. Since J1 ∪ J2 = I and U is
an ultrafilter, either J1 ∈ U or J2 ∈ U holds; we can assume J1 ∈ U without loss of
generality. Then
∏U
i Ai ≃
∏U|J1
i Ai ∈ C1 ⊆ C1 ∪ C2.
In the light of Proposition 3.17, it might be more natural to adopt the adjective closed
rather than continuous. However the use of closed seems confusing since we also use it
for the closedness under algebraic operations, therefore we prefer the word continuous.
As we will see in Section 5, this terminology is consistent with continuous quasivariety
defined in [16].
3.4 Closure Operator
It is sometimes convenient to view a construction of metric algebras as an operator on
classes of metric algebras. See [7] for the classical case, and [19] for the quantitative
case.
Definition 3.18 (cf. [19]). We define the class operators H, Hr, S, P and PU as follows.
H(K) = {A ∈M | A is a quotient of some B ∈ K}
Hr(K) = {A ∈M | A is a reflexive quotient of some B ∈ K }
S(K) = {A ∈M | A is a subalgebra of some B ∈ K }
P(K) = {A ∈M | A is the product of some (Bi)i ∈ K }
PU(K) = {A ∈M | A is an ultraproduct of some (Bi)i ∈ K }
For class operators A and B, we denote their composition by BA(K) = B(A(K)), and
write A ⊆ B when A(K) ⊆ B(K) holds for any class K.
Proposition 3.19 (cf. [19]).
• SH ⊆ HS and SHr ⊆ HrS.
• PH ⊆ HP and PHr ⊆ HrP.
• PUH ⊆ HPU and PUHr ⊆ HrPU .
2If we appropriately restrict the size, this construction gives rise to a topological space.
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Proof. The proof is almost analogous to the classical case [7]; we only give a proof for
SHr ⊆ HrS. Let K be a class of metric algebras. Assume A ∈ K and B
′ ∈ SHr(K),
that is, there exists a reflexive homomorphism p : A ։ B and B′ ⊆ B is a subalgebra.
Let s : B ֌ A be a metric embedding such that p ◦ s = idB and let us define A
′ =
{ a ∈ A | p(a) ∈ B′ }. ThenA′ is a subalgebra ofA and s restricts to a map s|B′ : B
′ → A′.
Therefore B′ is a reflexive quotient of A′, thus B′ ∈ HrS(K).
4 Congruence Lattice on Metric Algebras
Congruence not only gives a concrete description of quotient but is a fundamental tool in
universal algebra. We can characterize various constructions of Σ-algebra by congruence,
and use the congruence theory in the proof of the variety theorem.
As we saw in the previous section, the notion of congruence is generalized to congru-
ential pseudometric in the theory of metric algebra. In this section, we give the metric
counterpart of the congruence theory in classical universal algebra.
4.1 Isomorphism Theorem
We showed the metric version of the first isomorphism theorem in Proposition 3.9. In
this section we prove the rest of the isomorphism theorems.
Definition 4.1. Let A be a metric algebra and θ be a congruential pseudometric on A.
• For a subalgebra B of A, the restriction of θ to B is defined by the usual restriction
of pseudometric, which we denote by θB.
• For a subset S ⊆ A, we define Sθ = { a ∈ A | ∃s ∈ S, d(s, a) = 0 }.
Theorem 4.2. In the situation above, if S is a subalgebra of A, so is Sθ.
Proof. Let σ ∈ Σ be an n-ary operation in Σ. Suppose a1, . . . , an ∈ S
θ. By the definition
of Sθ, there exists s1, . . . , sn ∈ S such that si ∼θ ai for i = 1, . . . , n. Since the relation ∼θ
is preserved by σA, we also have σ(s1, . . . , sn) ∼θ σ(a1, . . . , an). Since S is a subalgebra,
we have σ(s1, . . . , sn) ∈ S and then we conclude σ(a1, . . . , an) ∈ S
θ.
Theorem 4.3 (Second and Third Isomorphism Theorem).
1. Given a metric algebra A, a subalgebra B of A and a congruence θ on A, we have
a canonical isomorphism Bθ/θBθ ≃ B/θB.
2. Given a metric algebra A and congruences ρ, θ on A with ρ 4 θ, we have a
canonical isomorphism A/ρ ≃ (A/θ)/(ρ/θ).
Proof. (1) Let f : B → Bθ be an inclusion map. Since θB is a restriction of θBθ , we
have θB(x, y) = θBθ (x, y) for each x, y ∈ B. Then f induces an embedding f¯ : B/θB →
Bθ/θBθ . It is surjective; for x ∈ B
θ, there exists y ∈ B such that θBθ (x, y) = θ(x, y) = 0
by the definition of Bθ, therefore f¯([y]) = [x].
(2) Let π : A → A/θ be the natural projection. It is easy to see that π induces an
isomorphism π¯ : A/ρ ≃ (A/θ)/(ρ/θ) as (1).
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4.2 Congruence Lattice
In classical universal algebra, it is sometimes convenient to consider the poset of con-
gruences rather than a congruence (see e.g. [5]).
In this section, we show that the poset of congruential pseudometrics is a complete
lattice as in the classical case. Thus we can take arbitrary join and meet of congruential
pseudometrics.
Definition 4.4. Let K be a class of metric algebras. A congruence θ on A is K-
congruential if A/θ belongs to K. We denote by Con(A) the set of congruences on A,
and by ConK(A) the set of K-congruential pseudometrics on A.
Definition 4.5 ([21]). Let (Ai)i∈I be a family of metric algebras.
A subdirect product of (Ai)i∈I is a subalgebra A of the product
∏
i∈I Ai where each
projection map πi : A→ Ai is surjective.
A homomorphism f : A →
∏
i∈I Ai between metric algebras is a subdirect embedding
if f is an embedding and f(A) is a subdirect product of (Ai)i∈I , that is, each component
fi : A→ Ai is surjective.
Lemma 4.6. Let A = (A, d) be a metric algebra, (θi)i∈I be a family of congruences
on A and f : A →
∏
i∈I A/θi be the product of their projections. Then its kernel is
presented by ker(f)(a, b) = supi∈I θi(a, b) for a, b ∈ A. Moreover, the induced map
f¯ : A/ ker(f)→
∏
i∈I A/θi is a subdirect embedding.
Proof. Since
∏
i∈I A/θi is endowed with the supremummetric, then we have ker(f)(a, b) :=
d(f(a), f(b)) = supi∈I θi(a, b). The rest of the theorem follows from Proposition 3.9.
Corollary 4.7. If (θi)i∈I is a family of congruences on A, then θ(a, b) = supi∈I θi(a, b)
is also a congruence on A. If K is closed under subdirect products and each θi is K-
congruential, then θ is also K-congruential.
Therefore Con(A) is a complete lattice, and if K is closed under subdirect products,
ConK(A) is also a complete lattice. We denote the meet and join of (θi)i∈I in Con(A)
by
c
i∈I θi and
b
i∈I θi respectively. Recall that we adopt the reversed pointwise order
for congruences, so Corollary 4.7 means that the meet of congruences in Con(A) and
ConK(A) is their pointwise supremum.
In general, it is difficult to give a concrete description of the join of congruences, but
it can be done for some cases. For example, the assumption of the following theorem is
satisfied if A/θi is a quantitative algebra, or if A/θi is a normed vector space.
Theorem 4.8. Let (θi)i∈I be congruences on A, and assume the following condition:
for each σ ∈ Σn, there exists a positive real number Kσ such that for any i ∈ I and
~a,~b ∈ An we have θi(σ(~a), σ(~b)) ≤ Kσθi(~a,~b). Then we have:
(j
i∈I
θi
)
(a, b) = inf
n≥0, c1,...,cn∈A
i0,i1,...,in∈I
(
θi0(a, c1) + θi1(c1, c2) + · · ·+ θin(cn, b)
)
.
Moreover (
b
i∈I θi)(σ(~a), σ(
~b)) ≤ Kσ(
b
i∈I θi)(~a,
~b) holds for ~a,~b ∈ An.
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Proof. Let θ =
b
i∈I θi and ρ(a, b) be the right hand side.
(≤) Since θi 4 θ for all i ∈ I, we have:
θi0(a, c1) + θi1(c1, c2) + · · ·+ θin(cn, b)
≥ θ(a, c1) + θ(c1, c2) + · · · + θ(cn, b)
≥ θ(a, b) .
Taking the infimum, we have θ(a, b) ≤ ρ(a, b)
(≥) Since ρ(a, b) ≤ θi(a, b) for each i ∈ I and a, b ∈ A, it is sufficient to show that
ρ is congruential. It is easy to see that ρ is a pseudometric, so we only have to show
that each σ ∈ Σ preserves the metric identification ρ(x, y) = 0. We only prove the case
|σ| = 1 for the simplicity; the other cases are very similar.
Suppose ρ(a, b) = 0, that is, for ε > 0, there exists c1, . . . , cn ∈ A and i0, . . . , in ∈ I
such that θi0(a, c1)+ · · ·+ θin(cn, b) ≤ ε. Since θi(σ(x), σ(y)) ≤ Kσθi(x, y), we also have
ρ(σ(a), σ(b)) ≤ θi0(f(a), f(c1))+ · · ·+ θin(f(cn), f(b)) ≤ Kσε. Therefore ρ(σ(a), σ(b)) =
0 by letting ε→ 0, which completes the proof.
Corollary 4.9. If θi is Q-congruential for i ∈ I, then
b
i θi is Q-congruential.
4.3 Permutable Congruences
In the classical case, products are characterized by permutable congruences; this gener-
alizes the characterization theorem of product of groups via normal subgroups, and that
of product of commutative rings by ideals (see [5]).
In this section, we prove the metric version of this characterization theorem; in our
formulation, completeness is crucial to prove the theorem.
Definition 4.10. Let A be a metric algebra. For congruences θ1 and θ2 on A, a function
θ1 ◦ θ2 : A×A→ R≥0 is defined by
(θ1 ◦ θ2)(a, b) = inf
c∈A
(θ1(a, c) + θ2(c, b)) .
The congruences θ1 and θ2 are permutable if θ1 ◦ θ2 = θ2 ◦ θ1 holds.
Lemma 4.11. Let A be a metric algebra and θ1, θ2 be congruences on A. Then the
following propositions hold:
1. θi 4 θ1 ◦ θ2 for each i = 1, 2.
2. (θ1 ◦ θ2)(a, a) = 0 for each a ∈ A.
3. θ1 ◦ θ2 4 θ1 g θ2.
Proof. (1) For a, b ∈ A, we have θ1 ◦ θ2(a, b) ≤ θ1(a, b) + θ2(b, b) = θ1(a, b). The case
i = 2 is exactly the same.
(2) It directly follows from (1) and θ1(a, a) = 0.
(3) Let θ = θ1 g θ2. For any a, b, c ∈ A, we have θ1(a, c) + θ2(c, b) ≥ θ(a, c) + θ(c, b) ≥
θ(a, b). Taking the infimum over c, we have (θ1 ◦ θ2)(a, b) ≥ θ(a, b).
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Theorem 4.12. For congruences θ1 and θ2, the followings are equivalent:
1. θ1 ◦ θ2 = θ2 ◦ θ1, i.e., they are permutable.
2. θ1 ◦ θ2 = θ1 g θ2.
3. θ2 ◦ θ1 4 θ1 ◦ θ2.
Proof. (1 ⇒ 2) By (1) and (3) of Lemma 4.11, we only have to show θ1 ◦ θ2 is a
congruence. By (2) of Lemma 4.11, we have (θ1 ◦ θ2)(a, a) = 0. For a, b ∈ A, we have
(θ1 ◦ θ2)(a, b) = (θ2 ◦ θ1)(b, a), and by the permutability, it is equal to (θ1 ◦ θ2)(b, a). It
remains to prove the triangle inequality. For a, b, c ∈ A,
(θ1 ◦ θ2)(a, b) + (θ1 ◦ θ2)(b, c) = inf
d,e∈A
(θ1(a, d) + θ2(d, b) + θ1(b, e) + θ2(e, c))
by definition. Let us fix ε > 0. Since θ1 ◦ θ2 = θ2 ◦ θ1, there exists some g ∈ A such that
θ1(d, g) + θ2(g, e) ≤ θ2(d, b) + θ1(b, e) + ε. Then
θ1(a, d) + θ2(d, b) + θ1(b, e) + θ2(e, c) + ε
≥ θ1(a, d) + θ1(d, g) + θ2(g, e) + θ2(e, c)
≥ θ1(a, g) + θ2(g, c)
≥ (θ1 ◦ θ2)(a, c) .
Letting ε→ 0, we have θ1(a, d) + θ2(d, b) + θ1(b, e) + θ2(e, c) ≥ (θ1 ◦ θ2)(a, c). By taking
the infimum over d and e, the proof is complete.
(2⇒ 3) By (3) of Lemma 4.11, we have θ2 ◦ θ1 4 θ2 g θ1 = θ1 g θ2 = θ1 ◦ θ2.
(3 ⇒ 1) It suffices to show θ2 ◦ θ1 < θ1 ◦ θ2. For a, b ∈ A, we have (θ2 ◦ θ1)(a, b) =
(θ1 ◦ θ2)(b, a) ≤ (θ2 ◦ θ1)(b, a)s = (θ1 ◦ θ2)(a, b), which concludes the proof.
Lemma 4.13. Let A be a metric algebra and θ, θ1, θ2 be congruences on A satisfying
θ 4 θi for i = 1, 2. Then θ 4 θ1 ◦ θ2 and (θ1 ◦ θ2)/θ = (θ1/θ) ◦ (θ2/θ).
In particular, if θ1 and θ2 are permutable, θ1/θ and θ2/θ are also permutable.
Proof. For any a, b ∈ A,
(θ1 ◦ θ2)(a, b) = inf
c∈A
(θ1(a, c) + θ2(c, b))
≤ inf
c∈A
(θ(a, c) + θ(c, b))
≤ θ(a, b) .
Therefore θ1 ◦ θ2 < θ holds. The equation (θ1 ◦ θ2)/θ = (θ1/θ) ◦ (θ2/θ) easily follows
from the definition of the quotient of congruences.
Theorem 4.14. Let A = (A, d) be a complete metric algebra and θ1, θ2 be congruences
on A. The canonical homomorphism f : A→ A/θ1×A/θ2 is isomorphic if the following
conditions hold:
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1. θ1 uprise θ2 = d.
2. θ1 g θ2 = 0.
3. θ1 and θ2 are permutable.
Proof. For a, b ∈ A, we have d(f(a), f(b)) = max(θ1(a, b), θ2(a, b)) = d(a, b), so f is
isometric. We show that f is surjective. Suppose a1, a2 ∈ A. Since θ1 ◦ θ2 = θ1g θ2 = 0,
there exists a sequence (cn)∞n=1 in A such that θ1(a1, c
n) + θ2(c
n, a2) ≤ 2
−n for each
n ∈ ω. Since θi(c
n, cm) ≤ θi(c
n, ai) + θi(ai, c
m) ≤ 2−n+1 for i = 1, 2 and n < m, we
also have d(cn, cm) ≤ 2−n+1 by θ1 uprise θ2 = d. Therefore (c
n)∞n=1 is a Cauchy sequence
in (A, d) and has a convergent point c = limn→∞ c
n. Since θi(ai, c) ≤ θi(ai, c
n) +
θi(c
n, c) ≤ 2−n + d(cn, c)→ 0 (as n→∞), we conclude θ1(a1, c) = θ2(a2, c) = 0, that is,
f(c) = ([a1], [a2]).
By inductively applying Theorem 4.14, we acquire a slightly generalized version of the
theorem for the arbitrary finite cases.
Corollary 4.15. Let A = (A, d) be a complete metric algebra and (θi)
n
i=1 be a family
of congruences on A. The canonical homomorphism f : A→
∏n
i=1A/θi is isomorphic if
the following conditions hold:
1.
cn
i=1 θi = d.
2. (
ck−1
i=1 θi)g θk = 0 for each k = 2, . . . , n.
3. θi and θj are permutable for each i 6= j.
Proof. The proof is by induction on n. The case n = 1 is obviously valid. Let us
suppose that the proposition holds for n; then we prove it for n + 1. Assume (θi)
n+1
i=1
is a family of congruences satisfying the conditions. Let ρ1 =
cn
i=1 θi and ρ2 = θn+1.
Since ρ1 uprise ρ2 = d, ρ1 g ρ2 = 0 and ρ1 and ρ2 are permutable, then A is canonically
isomorphic to A/ρ1 × A/ρ2. The family (θi/ρ1)
n
i=1 of congruences on A/ρ1 satisfies
the assumption of the proposition, therefore A/ρ1 is isomorphic to
∏n
i=1A/θi by the
induction hypothesis.
Remark 4.16. The completeness of A is essential. Let Σ = ∅. Consider X = [0, 1]2 \
{(0, 0)} with the supremum metric and congruences θi((x1, x2), (y1, y2)) = |xi − yi| for
i = 1, 2. These congruences satisfy θ1 ◦ θ2 = θ2 ◦ θ1 = 0; let x = (x1, x2) and y = (y1, y2)
in X. For ε ≥ 0, take z = (x1 + ε, y2 + ε) ∈ X and then we have θ1 ◦ θ2(x, y) ≤
θ1(x, z) + θ2(z, y) = 2ε. Letting ε → 0, we get θ1 ◦ θ2(x, y) = 0. Similarly we have
θ2 ◦ θ1 = 0. However X/θi ≃ [0, 1] and X is not isometric to [0, 1]
2.
5 Syntax and Logic
So far we have explained the model theoretic aspect of metric algebras. In this section, we
give the syntax to describe properties of metric algebras, and prove some basic theorems
such as a weak form of the compactness theorem.
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5.1 Syntax for Metric Algebra
We use indexed equations s =ε t for atomic formulas in the theory of metric algebras,
differently from usual equations s = t in the classical case.
Definition 5.1 ([21, 18]). Let X be a variable set.
• A metric equation (also called an atomic inequality [21]) over X is a formula of
the form s =ε t where s, t ∈ TΣX and ε ≥ 0.
A metric implication over X is a formula of the form
∧n
i=1 si =εi ti → s =ε t
where si =εi ti and s =ε t are metric equations over X. We will identify a metric
equation with a metric implication where n = 0.
A basic quantitative inference over X is a metric implication where si and ti are
restricted to variables. A κ-basic quantitative inference is its generalization that
allows infinitely many assumptions smaller than κ.
• Given a metric algebra A, a metric equation s =ε t over X, and a map v : X →
A, we say A satisfies s =ε t under v, denoted by A, v |= s =ε t, if we have
d(JsKv, JtKv) ≤ ε. We simply say A satisfies s =ε t, denoted by A |= s =ε t, when
A, v |= s =ε t holds for any v : X → A. These notions are similarly defined for
metric implications.
• Let K be a class of metric algebras and Φ ∪ {ϕ} be a set of metric implications.
We write K |= ϕ if B |= ϕ holds for any B ∈ K. We also define A |= Φ and K |= Φ
similarly.
• Let ∆ ∪ {s =ε t} be a set of metric equations over X. We write ∆ |=K s =ε t if,
for A ∈ K and a map v : X → A with A, v |= ∆, we have A, v |= s =ε t.
• Given a class V of metric algebras and a set Φ of metric implications, we define
the class V(Φ) by V(Φ) = {A ∈ V | A |= Φ }, called the class defined in V by Φ.
When V =M, we simply call it the class defined by Φ
Given a pseudometric θ on a set X, we identify θ with a set Eθ of metric equations
over X defined by Eθ = {x =ε y | x, y ∈ X, θ(x, y) ≤ ε }. This view is consistent with
the reversed pointwise order on ConA: we have θ1 4 θ2 if and only if θ1 ⊆ θ2 holds.
5.2 Presentation and Free Algebra
As in classical universal algebra, a metric algebra can be presented by generators and
relations in a given class K. As the special case, we give the construction of K-free
algebras.
Definition 5.2. A presentation of a metric algebra is a pair (X,∆) where X is a set
and ∆ is a set of metric equations over X.
Let K be a class of metric algebras. Given a presentation (X,∆), the metric algebra
defined by (X,∆) in K is a metric algebra FK(X,∆) = TΣX/θ∆ where θ∆ is the smallest
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S(K)-congruential pseudometric that contains ∆. It is equipped with a map η : X →
FK(X,∆) defined by η(x) = [x], which is called its unit.
We write FKX when ∆ = ∅, which is called the K-free algebra over X, and write
FK(X, d) for a metric space (X, d) when ∆ = {x =ε y | d(x, y) ≤ ε }, which is called the
K-free algebra over (X, d).
Lemma 5.3. Let s =ε t be a metric equation. In Definition 5.2:
1. FK(X,∆), η |= ∆ holds.
2. For any A ∈ K and a map f : X → A where A, f |= ∆ holds, there exists a unique
homomorphism h : FK(X,∆)→ A such that h ◦ η = f .
3. FK(X,∆), η |= s =ε t if and only if ∆ |=K s =ε t.
4. If K is a prevariety, then FK(X,∆) belongs to K.
Proof. (1) It is obvious from FK(X,∆) = TΣX/θ∆ and ∆ ⊆ θ∆.
(2) Let us consider f ♯ : TΣX → A. Since ∆ ⊆ ker(f
♯) holds by assumption and ker(f ♯)
is S(K)-congruential, we have θ∆ 4 ker(f
♯). By Proposition 3.9, there exists a unique
homomorphism h : FK(X,∆)→ A such that h ◦ η = f .
(3) (if) Assume ∆ |=K s =ε t. Since FK(X,∆) |=η ∆ holds by (1), then we conclude
FK(X,∆) |=η s =ε t. (only if) Let A ∈ K and v : X → A be a map with A, v |= ∆.
By (2), we have a homomorphism h : FK(X,∆) → A such that h ◦ η = v. Therefore
d(JsKv, JtKv) ≤ d(h(JsKη), h(JtKη)) ≤ d(JsKη, JtKη) ≤ ε.
(4) Directly follows from Corollary 4.7.
5.3 Weak Compactness Theorem
We do not have the full version of the compactness theorem. There are two restrictions:
we restrict ourselves to metric equations, and a finite subset of the assumptions is chosen
only for each perturbation of the conclusion by ε > 0.
Theorem 5.4 (Weak compactness). Let K be a continuous class of metric algebras and
∆ ∪ {s =ε t} be a set of metric equations over X. If ∆ |=K s =ε t, then for any ε
′ > ε
there exists a finite subset ∆0 ⊆ ∆ such that ∆0 |=K s =ε′ t.
Proof. We prove the theorem by contradiction. Suppose that there exists δ > 0 such
that, for any finite subset Γ ⊆ ∆, we have AΓ ∈ K and a map vΓ : X → AΓ where
AΓ, vΓ |= Γ and AΓ, vΓ 6|= s =ε′ t hold.
Let I be the set of finite subsets of ∆. We define JΓ = {Γ
′ ∈ I | Γ ⊆ Γ′ } for each Γ ∈ I
and B = { JΓ | Γ ∈ I }. Since B satisfies the finite intersection property, there exists an
ultrafilter U containing B. Let A =
∏U
Γ AΓ be the ultraproduct of metric algebras, and
v : X → A be a map defined by v(x) = [vi(x)]i. Then A, v |= ∆ and d(JsKv, JtKv) ≥ ε′ > ε,
hence A, v 6|= s =ε t, which contradicts A ∈ K and the assumption.
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Corollary 5.5. Let K be a continuous class of metric algebras, (X,∆) be a presentation
and η : X → FK(X,∆) be the unit. Then d(JsKη, JtKη) ≤ ε holds if and only if for any
ε′ > ε there is a finite subset ∆0 ⊆ ∆ such that ∆0 |=K s =ε′ t.
Proof. By Lemma 5.3 (3) and Theorem 5.4.
Using this weak version of the compact theorem, we can show that continuous quasi-
varieties in [16] (simply called quasivarieties in [21]) are expectedly quasivarieties that
are continuous in our terminology.
Definition 5.6 ([21]). Given a class K of metric algebras and a metric implication
ϕ ≡
∧n
i=1 si =εi ti → s =ε t, we say K satisfies ϕ equicontinuously if, for any ε
′ > ε,
there exists δ > 0 such that K |=
∧n
i=1 si =εi+δ ti → s =ε′ t.
Proposition 5.7. Let K be a continuous class and ϕ ≡
∧n
i=1 si =εi ti → s =ε t be a
metric implication. If K satisfies ϕ, then K satisfies ϕ equicontinuously.
Proof. Let ∆ = { si =εi+δ ti | δ > 0, i = 1, . . . , n }. We have ∆ |=K s =ε t by assump-
tion. Given ε′ > 0, by Theorem 5.4, there exists a finite subset ∆0 ⊆ ∆ such that
∆0 |=K s0 =ε′ t0. Since ∆0 is finite, we can take the minimum δ > 0 that arises in ∆0.
And then we have K |=
∧
i si =εi+δ ti → s =ε′ t.
Definition 5.8 ([16]). A continuous family of metric implications is a set Φ of metric
implications that satisfies the following conditions:
• For each σ ∈ Σ, the formula ~x =0 ~y → σ(~x) =0 σ(~y) belongs to Φ.
• If
∧n
i=1 si =εi ti → s =ε t belongs to Φ and ε
′ > ε, then there exists δ ≥ 0 such
that
∧n
i=1 si =εi+δ ti → s =ε′ t also belongs to Φ.
Lemma 5.9. Let Φ be a continuous family of metric implications. Then V(Φ) is closed
under reduced products.
Proof. Let F be a filter on I and (Ai, di)i∈I be a family of metric algebras with Ai |= Φ.
Let ϕ ≡
∧n
k=1 sk =εk tk → s =ε t be a metric implication over X that belongs to Φ, and
we show A |= ϕ where A =
∏F
i Ai.
Let (vi : X → Ai)i be a family of maps, and v : X → A be a map defined by v(x) =
[vi(x)]i. Assume A, v |= sk =εk tk for each k = 1, . . . , n, and let us fix ε
′ > ε. Since Φ is a
continuous family of metric implications, there exists δ > 0 such that ϕ′ ≡
∧n
k=1 sk =εk+δ
tk → s =ε′ t belongs to Φ. By the definition of reduced product, there exists J ∈ F such
that, for each k = 1, . . . , n, we have supi∈J di(JskKvi , JtkKvi) ≤ εk + δ. Since Ai, vi |= ϕ′,
we also have lim supi→F di(JsKvi , JtKvi) ≤ supi∈J di(JsKvi , JtKvi) ≤ ε′. Letting ε′ → ε, we
conclude A, v |= s =ε t.
Proposition 5.10. Let K be a quasivariety. The followings are equivalent:
1. K is a continuous quasivariety.
2. The set ΦK of metric implications that holds in K is continuous.
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3. K is defined by a continuous family of metric implications.
Proof. (1⇒ 2) It follows from Proposition 5.7.
(2⇒ 3) K is defined by ΦK.
(3⇒ 1) Directly follows from Lemma 5.9.
5.4 Generalized Metric Inequality
In Subsection 5.3, we saw the ultraproduct construction preserves properties described
by a continuous family of metric implications. We will see that some richer properties
are preserved by ultraproducts.
Definition 5.11. A (generalized) metric inequality over a set X is a tuple (f ;~s,~t) of a
continuous function f : (R≥0)
n → R≥0 and terms ~s = (s1, . . . , sn), ~t = (t1, . . . , tn) over
X, denoted by f(d(s1, t1), . . . , d(sn, tn)) ≥ 0.
Given a metric algebra A and a map v : X → A, the metric inequality f(d(s1, t1), . . . , d(sn, tn)) ≥
0 holds under v, if the following condition holds.
f(d(Js1Kv, Jt1Kv), . . . , d(JsnKv, JtnKv)) ≥ 0 .
Other expressions such as f(d(s1, t1), d(s2, t2)) ≤ g(d(s
′
1, t
′
1), d(s
′
2, t
′
2)) and f(d(s1, t1), d(s2, t2)) =
0 are defined and interpreted naturally.
Theorem 5.12. Let ϕ ≡ f(d(s1, t1), . . . , d(sn, tn)) ≥ 0 be a metric inequality, U be an
ultrafilter on I, and (Ai) be a family of metric algebras. If Ai satisfies ϕ for any i ∈ I,
the ultraproduct
∏U
i Ai also satisfies ϕ.
Proof. Let (vi : X → Ai)i∈I be a family of maps, and v : X →
∏U
i Ai be a map defined
by v(x) = [v(x)]i. Let us define x
i
k = d(JskKvi , JtkKvi) and γk = d(JskKv, JtkKv), and
assume Ai, v |= ϕ for each i ∈ I. By Proposition 2.14 and γk = limi→U x
i
k, we have
f(γ1, . . . , γn) = limi→U f(x
i
1, . . . , x
i
n) ≥ 0.
An immediate application is on the class of inner product spaces. An inner product
space is equipped with the norm determined by its inner product. A classical result of
functional analysis states that a norm that satisfies a certain equation comes from an
inner product. Then we can apply Theorem 5.12 and prove that the class of inner product
spaces is closed under ultraproducts. See [9, 17] for more examples from functional
analysis and operator algebra.
Example 5.13. For the signature of normed vector space,
‖x+ y‖2 + ‖x− y‖2 = 2(‖x‖2 + ‖y‖2)
is a metric inequality, where ‖z‖ is a shorthand for d(z, 0). This metric inequality
characterizes the class of inner product spaces [14].
Corollary 5.14 ([17]). Ultraproducts of inner product spaces are inner product spaces.
Moreover ultraproducts of Hilbert spaces are Hilbert spaces.
Proof. By Theorem 5.12 and Proposition 2.25.
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6 Variety Theorem
Now we prove the variety theorems of metric algebras.
6.1 Basic Closure Properties
We know the following closure properties of classes defined by a certain formula.
Proposition 6.1 ([21, 19]). Let ϕ be a metric implication.
1. The class M(ϕ) is closed under subalgebras, products.
2. If ϕ is a quantitative basic inference, then M(ϕ) is closed under ω-reflexive quo-
tients, and then closed under reflexive quotients.
3. If ϕ is a metric equation, then M(ϕ) is closed under quotients.
Our goal is to prove the converse of this result: if a class of metric algebras is closed
under some constructions, it is defined by a certain class of formulas.
6.2 Strict Variety Theorem
First we give a very simple version of metric variety theorems. As we will see, this
formulation is very naive, which excludes normed vector spaces as example.
Definition 6.2. A class of metric algebras is called a strict variety (also called a 1-
variety in [19]) if it is defined by a set of metric equations.
The proof of the strict variety theorem is almost analogous to the classical case in [5];
we use congruential pseudometrics instead of congruences.
Theorem 6.3 ([10]). A class K of metric algebras is a strict variety if and only if K is
closed under products, subalgebras and quotients.
Proof. (only if) Directly follows from Proposition 6.1.
(if) Let E be the set of metric equations that hold in K. Since K ⊆ M(E) is trivial,
we only have to show M(E) ⊆ K. Let A be a metric algebra that satisfies E, and X be
its underlying set. Let f : TΣX → A be the homomorphic extension of the identity map
and π : TΣX → FKX be the canonical projection. By Lemma 5.3 we have FKX ∈ K.
Since f and π are surjective, by Proposition 3.9, it suffices to show that d(f(s), f(t)) ≤
d(π(s), π(t)) for any s, t ∈ TΣX.
Assume d(π(s), π(t)) ≤ ε, that is, FKX,π |= s =ε t. By Lemma 5.3 (3), we have
K |= s =ε t. Since A satisfies all metric equations that hold in K, we have A |= s =ε t
and especially d(f(s), f(t)) ≤ ε, which concludes the proof.
Applying Theorem 6.3, we can prove that the class of normed vector spaces is not a
variety of metric algebras for the signature of vector space.
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Example 6.4. For the signature Σ = {+, 0, (λ·)}λ∈R, the class N of normed vector
spaces is a quasivariety of metric algebras [21, 16], but it is not a strict variety. Indeed
consider R ∈ N and let R′ be a metric algebra that has the same algebraic structure
as R but whose metric is defined by d(x, y) = |tanh(y)− tanh(x)|. The identity map
f : R→ R′ is a quotient while R′ 6∈ N . Therefore N is not closed under quotient, hence
not a strict variety.
The class of normed vector space is a prototypical example of classes of metric algebras,
but Example 6.4 showed that it cannot be expressed by metric equations. To deal with
such classes, we need to use more expressive formulas.
We can extend the strict variety theorem to the quantitative case. For a generality,
we give the notion of variety relative to V (see [7] for the classical case) and deal with
the quantitative case as its particular case.
Definition 6.5. A class of metric algebras is a strict variety relative to V if it is defined
in V by a set of metric equations.
Theorem 6.6. Let V be a prevariety. A class K ⊆ V of metric algebras is a strict variety
relative to V if and only if K is closed under products, subalgebras and V-quotients.
Proof. By Proposition 3.19, H(K) is closed under quotients, subalgebras and products.
Then by Theorem 6.3, there exists a set E of metric equations such thatM(E) = H(K).
Thus by assumption M(E) ∩ V = H(K) ∩ V = K, which concludes the proof.
Corollary 6.7 ([10]). A class K of quantitative algebras is a strict variety relative to Q
if and only if K is closed under products, subalgebras and Q-quotients.
6.3 Continuous Variety Theorem
We give a characterization of classes defined by basic quantitative inferences.
Mardare et al. give a solution for this characterization problem in [19].
Theorem 6.8 ([19]). For a cardinal κ ≤ ℵ1, a class of metric algebras is defined by a set
of κ-basic quantitative inferences if and only if it is closed under subalgebras, products
and κ-reflexive quotients.
Differently from their result, our goal is to prove the continuous version. In this case,
the size condition is included in the continuity assumption.
Theorem 6.9 (Continuous variety theorem). A class K of metric algebras is defined
by a continuous family of basic quantitative inferences if and only if it is closed under
subalgebras, products, reflexive quotients and ultraproducts.
Proof. (only if) Directly follows from Proposition 6.1 and Lemma 5.9.
(if) Let E be the set of basic quantitative inferences that hold in K. We show
M(E) ⊆ K. Let A be a metric algebra that satisfies E, and (A, d) be its underly-
ing metric space. Let f : TΣA → A be the homomorphic extension of the identity
25
map and π : TΣA → FK(A, d) be the canonical projection. It suffices to show that (1)
d(f(s), f(t)) ≤ d(π(s), π(t)) for any s, t ∈ TΣA, and (2) d(f(a), f(b)) = d(π(a), π(b)) for
any a, b ∈ A ⊆ TΣA.
(1) Assume d(π(s), π(t)) ≤ ε, that is, FK(A, d), π |= s =ε t. By Lemma 5.3 (3), we have
∆ |=K s =ε t, where ∆ = { a =δ b | a, b ∈ A, d(a, b) ≤ δ }. Given ε
′ > ε, by Theorem 5.4
there exists a finite subset ∆0 ⊆ ∆ such that ∆0 |=K s =ε′ t. Since A satisfies all
quantitative basic inferences that holds in K, we have A |=
∧
∆0 → s =ε′ t. Since
A, f |= ∆0 by the definition of ∆0 ⊆ ∆, we have A, f |= s =ε′ t, that is, d(f(s), f(t)) ≤ ε
′.
Letting ε′ → ε, we conclude d(f(s), f(t)) ≤ ε.
(2) We only have to show that d(f(a), f(b)) ≥ d(π(a), π(b)). Let us assume d(f(a), f(b)) ≤
ε. Since f is an identity on A, we have d(a, b) ≤ ε. This means a =ε b ∈ ∆ and then
d(π(a), π(b)) ≤ ε.
Therefore the class K is defined by E, hence a quasivariety. By Proposition 5.10, the
family E is moreover continuous, which concludes the proof.
Corollary 6.10. A class K of quantitative algebras is defined by a continuous family of
basic quantitative inferences in Q if and only if K is closed under products, subalgebras,
ultraproducts and reflexive Q-quotients.
Proof. Exactly the same as Corollary 6.7.
7 Conclusions and Future Work
We developed a general theory of metric and quantitative algebra from the viewpoint of
universal algebra. We investigated the lattices of congruential pseudometrics on a metric
algebra, and proved the metric variants of the variety theorem by using their structure.
Our work is different from [19] because we aim at continuous classes of metric and
quantitative algebras, following the work by Weaver [21] and Khudyakov [16]. This de-
sign choice seems to be natural since the continuity of classes of metric algebras can be
understood as a sort of closedness in the topological sense, hence a sort of robustness.
Moreover our result is mainly on general metric algebras rather than quantitative alge-
bras, which enables our theory to include examples from functional analysis and operator
algebra.
We did not pursue the connection to the category theoretic treatments of universal
algebra: Lawvere theory, monad and orthogonality.
The theory of quantitative algebra can be viewed as a special case of enriched Lawvere
theory. More specifically, it is the discrete Lawvere theory [12] enriched by the category
of metric spaces. Here the adjective discrete means that we only consider operations
whose arities are natural numbers, while in enriched Lawvere theory an operation whose
arity is a finite metric space is allowed. It would be possible to give a syntax and prove
the variety theorem for that situation.
The use of monads and Eilenberg-Moore categories is another way to deal with equa-
tional theories in category theory. Mardare et al. showed that a class of quantitative
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algebras defined by basic quantitative inferences induce a monad on the category of met-
ric spaces. The next problem is whether the class of quantitative algebras is monadic.
It would also be interesting to check whether our work is an instance of the categorical
variety theorem formulated by Ada´mek et al. in [1]. Our theory seems to implicitly use
the orthogonal factorization system on the category of metric algebras that consists of
embeddings and quotients. But there is another factorization system: closed embeddings
and dense maps. The natural question is what kind of variety theorems is acquired if
we use this factorization system instead of embeddings and quotients.
The metric structures on free algebras are also yet to be investigated. For example,
we could investigate whether the free algebra on a metric space is complete, or compact
for a given axiom of metric algebras.
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