An extension of the non local (NL) means is proposed for images damaged by Poisson noise. The proposed method is guided by the noisy image and a pre-filtered image and is adapted to the statistics of Poisson noise. The influence of both images can be tuned using two filtering parameters. We propose an automatic setting to select these parameters based on the minimization of the estimated risk (mean square error). This selection uses an estimator of the MSE for NL means with Poisson noise and Newton's method to find the optimal parameters in few iterations.
INTRODUCTION
Poisson noise appears in low-light conditions when the number of collected photons is small, such as in optical microscopy or astronomy. Poisson noise is signal-dependent and, thus, needs to adapt the usual denoising approaches.
NL means have been proposed by Buades et al. in [2] to denoise images damaged by additive white Gaussian noise. While local filters lead to biases and resolution loss, NL techniques are known to efficiently reduce noise and preserve structures. Instead of combining neighboring pixels, the NL means average similar pixels. Let k s be the observed noisy value at site s and λ s its underlying noise-free value. NL means define the estimateλ s as a weighted average:
where t is a pixel index and w s,t is a data-driven weight depending on the similarity between pixels with indexes s and t. In practice, the pixels t are located in a search window centered on s. For robustness reasons, pixel similarity is evaluated by comparing surrounding patches around s and t. Patch-similarity is classically defined by the Euclidean
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distance, leading to the following weight expression:
where s+b and t+b denote the b-th pixels in the patches B s and B t centered on s and t, and α is a filtering parameter. In case of low signal-to-noise ratio images, it has been shown that the performances of the NL means can be improved by refining the weights using a pre-estimateθ of the noise-free image [3, 4, 5, 6] . A general expression of refined NL means is:λ
with
where α and β are filtering parameters, and f and g are two similarity criteria suitable respectively to compare noisy data and pre-estimated data. A typical choice for f and g is the squared difference: f (x, y) = g(x, y) = (x−y) 2 . The choice of the filtering parameters for α and/or β is a critical task already explored in [3, 6] and [7] . According to our knowledge, there is no known method to jointly set α and β.
PATCH-SIMILARITIES UNDER POISSON NOISE
Let k be a noisy observation following a Poisson distribution with parameters described by a noise-free value λ:
We take inspiration from the probabilistic approach of [6, 8] to extend the refined NL means in (3) to the Poisson noise degradation model. The squared difference classically used for f can be replaced by:
This similarity evaluates the likelihood ratio corresponding to the hypothesis that k 1 and k 2 share an identical λ parameter against the hypothesis that their λ parameters are independent. The squared difference generally used for g can be replaced by the symmetric Kullback-Leibler divergence:
This criterion is a good candidate to define similarities between estimated values since it can be considered as a statistical test of the hypothesis
The setting of the parameters α and β in the case of Poisson noise is maybe a more critical problem than in other denoising tasks. In [2, 3] and [6] , the authors propose to define the parameters according to the variance or the quantiles of the similarity criteria. Unfortunately, in the case of Poisson noise, these quantities depend on the unknown image λ since the noise is signal-dependent. Van De Ville et al. propose a risk minimization approach for Gaussian noise [7] . Their method selects the parameters minimizing the risk (without any specific assumption on the underlying image λ). This kind of approach seems relevant in the case of Poisson noise.
AUTOMATIC SETTING OF PARAMETERS BASED ON RISK MINIMIZATION
The parameters of the denoising technique can be selected as those that minimize the expected MSE:
with N the image size and E[.] the expectation operator. The MSE requires the knowledge of the noise-free image λ but can still be estimated from the noisy image k alone. Since the first term λ 2 s in (7) is independent ofλ s , it can be omitted when minimizing the MSE with respect to the denoising parameters. The Stein's unbiased risk estimator (SURE) is an estimator of the MSE under Gaussian noise [9] . It is based on an estimator of E[λ sλs ] which does not require λ. SURE has already been used successfully on images damaged by additive white Gaussian noise for wavelet filtering [10] and NL means filtering [7] . The main result in [7] is that SURE for NL means can be obtained in closed form. For Poisson noise, we can use the result of Chen [1] to follow the same approach:
where h(.) s denotes the estimated value on site s obtained by the application of the estimator h on the given noisy image. By injecting (8) in (7), we obtain the Poisson unbiased risk estimator (PURE) as introduced in [11] for wavelet denoising. Considering now that the estimator h is the refined NL means given in eq. (3), PURE can be expressed as follows:
The value λ s refers to the denoised value obtained by the application of the NL means on the noisy image k, i.e:
and
According to (7), (8) and (9), it is straightforward to show that R(λ) is unbiased. However, note that (10) holds by assuming that G s,t (i.e the pre-estimateθ) does not depend on the noise component of k. To satisfy this assumption, the noise variance inθ has to be reduced significantly.
In terms of time complexity, we note as in [7] that the computation time is unchanged since the computation of PURE can be incorporated within the core of the NL means. Moreover, the scan of the patches of k can be avoided thanks to the following relation:
otherwise.
Selecting parameters that minimize PURE gives parameters close to that minimizing the MSE. In the case of the classical NL means, the authors of [7, 11] compute the optimal parameters by exhaustive search. Optimization techniques can be applied to reach the optimal parameters in few iterations. We suggest to optimize R(λ) for the refined NL means by using Newton's method on the joint filtering parameters α and β. Newton's method iteratively refines α and β with the update:
where n is the current iteration index. To perform the optimization procedure in (11), the first and second order differ- where X = F (resp. Y = F ) when x = α (resp. y = α) and X = G (resp. Y = G) when x = β (resp. y = β). The differentials for λ are the same with respect to k, w and F .
Newton's method finds in few iterations the best tradeoff between the information brought by the noisy image and the pre-estimated image to define the weights. For instance, β will get a high value when the pre-estimated image has a poor quality, resulting in weights determined only from the noisy image. Reciprocally, α will get a high value when the pre-estimated image has a high quality: the weights will be determined only from the well pre-estimated image.
EXPERIMENTS AND RESULTS
The proposed extension of the NL means (Poisson NL means) is applied with a search window of size 21 × 21 and patches of size 7 × 7. Newton's method is performed until PURE does not change between two successive iterations. The preestimated image is obtained by a moving average (MA) filter with a 13 × 13 disk kernel. Using the optimization of [12] , the computational time is of about 10s per iteration on a 256×256 image and C implementation on an Intel Core 2 Duo 64-bit CPU 3.00GHz. Figure 1 shows the risk and its two first order differentials with respect to α and β. These curves have been computed by applying the proposed method on a 150 × 150 noisy image for different values of the parameters. The MSE and its differentials have been computed from the noise-free image and finite differences. PURE and its differentials have been evaluated using the expressions given in Section 3. Table 1 gives the peak signal-to-noise ratio (PSNR) values obtained by different denoising methods averaged over ten realizations of two 256 × 256 reference images damaged by synthetic Poisson noise with different degradation levels. The MA filter is applied with a 13 × 13 disk kernel. We compare our method with the PURE based wavelet approach (PURE-LET) proposed in [11] . Three versions of NL means are applied. NL means denotes the classical one i.e f (x, y) = (x − y) 2 and β = ∞. We call the refined NL means when f (x, y) = g(x, y) = (x−y) 2 . Poisson NL means denotes our proposed method with f and g defined as in Section 2. For all NL means versions, the optimal parameters are obtained by PURE minimization using Newton's method. The table gives the optimal parameters α opt and β opt and the number of iterations for the Poisson NL means. The refined and the Poisson NL means both use the pre-estimated image obtained by the MA filter. Poisson NL means provides generally better performance with on average 6 to 14 iterations. The parameters behave as predicted with respect to the relative qualities of the noisy image and the pre-estimated image.
Figure 2 presents visual results
1 obtained by the PURE-LET approach 2 and Poisson NL means on two images. The first image is an image degraded by synthetic Poisson noise and the second one is an image 3 of a mitochondrion sensed in low-light conditions by confocal fluorescence microscopy [13] . Even if both filters seem to preserve well the resolution while reducing the noise, the Poisson NL means seem to provide a more regular result with fewer processing artifacts. 1 More results available at http://perso.telecom-paristech. fr/˜deledall/poisson_nlmeans.php 2 we are grateful to F. Luisier for providing the results of PURE-LET 3 image courtesy of Y. Tourneur
CONCLUSION
Inspired by the methodology of [6] , an extension of the NL means has been proposed for images damaged by Poisson noise. It is based on probabilistic similarities to compare noisy patches and patches of a pre-estimated image. A risk estimator for NL means, based on the idea of [7] , has been derived for Poisson noise. This risk estimator is used in an optimization method to automatically select the filtering parameters in few iterations. Numerical results as well as visual results support the efficiency of the proposed method.
