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1. Introduction
Let Wr,p(Rn) be the usual (r,p)-Sobolev space over Rn. By Sobolev’s famous embedding
theorem, every element in this space has a continuous version provided that rp > n. But it is
not the case if rp 6 n. In this latter case the notion of Bessel capacity plays a crucial role in the
investigation of pointwise behaviour of Sobolev functions (cf., e.g., [43]).
To illustrate the motivation of the present paper we consider the Wiener space case, which
corresponds to the case n =∞. Since in this case the condition rp > n can never be satisfied,
a Wiener functional may fail to be continuous even if it is in all Sobolev spaces. In fact, this is
the case for the most important class of Wiener functionals, the Itô functionals, i.e., stochastic
integrals and solutions of stochastic differential equations ([38]).
This unfortunate lack of continuity, however, can be fortunately compensated in diverse senses.
More precisely, three different continuities have been studied:
(I) Quasi continuity. In his pioneering work [23], Malliavin introduced the concept of capacites
associated with the scale of Sobolev spaces over infinite-dimensional spaces and proved that
every Sobolev functional admits a quasi continuous version (a version which is continuous
outside a set of arbitrarily small capacity). See [14,23,36] in this connection and also [10,11,
24] for extensions of this theory to more general cases.
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(II) Path continuity. For the Markov process associated with the Dirichlet space, it is now a
classical result that the quasi continuous version of a functional in the Dirichlet space (i.e., the
(2,1)-Sobolev space) is continuous along the sample paths of the associated Markov process
almost surely. See, e.g., [8,12,22,32] for details and [14,15,28] for extensions to multiparameter
processes.
(III) Ray continuity. In [30] it is proved that if F is an element in the fractional Sobolev space
with the product of the differentiabilty index and the integrability index strictly greater than 1,
then for any given Cameron–Martin direction F admits a version which is Hölder continuous
along this direction.
Let us look at these three kinds of continuity carefully to see what we can do further.
First, the integrability index in (II) is restricted to 2 and the differentiability index is restricted
to integers. This is obviously a flaw compared with the classical Sobolev embedding theorem in
which there is a enjoyable interplay between the two indexes. This interplay is very important
since, as well as in finite dimensions, in infinite dimensions there are many important functions
that possess poor differentiability and high integrability. For example, this is the case for local
times and self-intersection local times (cf. [3,26,40]).
One main aim of the present paper is to fetch up this flaw and we shall obtain a result
completely analogous to the classical case (see Theorem 2.6 below). Using this result and a result
in [14] we obtain a comparison between capacities (see Theorem 2.15 below). Moreover, in the
classical Wiener space case we get a multiparameter version of these results in Subsection 2.3.
This interplay of differentiability and integrability indexes in particular allows to obtain path
continuity for functions with fractional differentiability and will be used in Subsection 2.4 to
show the (2,∞)-quasi everywhere existence of local times of smooth martingales, extending the
results of Shigekawa [33], T. Zhang [41] and X. Zhang [42] for particular cases.
We remark that Hirsch and Song have studied the path continuity of fractional functionals
using Bochner’s subordination, but to do this the process must be changed and the integrability
index is still restricted to 2. See [14,15] and references therein.
The other aim is to explore the relation between the quasi continuity and the ray continuity.
Here a flaw in (III) is that although for any given direction one can chose a version which is
continuous along this direction, the way this version comes out is more or less not so natural
and the relation between different versions associated with diffrent directions is not clear. In
the present work we shall show that the quasi continuous version serves in fact as continuous
versions along all the directions (see Theorem 3.9 below).
Finally, we apply the results obtained in Subsection 3.2 to the ergodicity problem in
Subsection 3.3.
2. Quasi continuity and path continuity
2.1. Framework
In this subsection we introduce basic notions and notations which will be used throughout the
paper.
Let (E,B,µ) be a measure space where E is a topological space satisfying the second
countability, µ is a positive, finite and tight measure on B which is the Borel σ -algebra of E,
supp[µ] = E, and let Bµ denote the completion of B w.r.t. µ. Let Lp(E;µ) := Lp(E;B,µ),
p > 1, be the corresponding real Lp-space equipped with the usual norm ‖‖p .
Fix p > 1 and let (Tt )t>0 be a C0 (i.e., strongly continuous) semi-group on Lp(E;µ) which
is the restriction of a bounded analytic semi-group defined on the complexification of Lp(E;µ).
Suppose (Tt )t>0 is sub-Markovian (f ∈ Lp(E;µ), 06 f 6 1⇒ 06 Ttf 6 1 for all t > 0). In
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particular, (Tt )t>0 extends to a C0-semi-group on all Lp
′
(E;µ) for all p′ > p. Let (L,D(L)) be
the generator of (Tt )t>0 on Lp(E;µ).
By [27, Section 2.6] for α > 0 the fractional power (1 − L)α of (1 − L) is defined as the
inverse of the bounded linear operator:
(1−L)−α := 1
Γ (α)
∞∫
0
tα−1e−t Tt dt,(2.1)
where Γ denotes the classical Gamma-function. Let us define the corresponding Bessel–Sobolev
spaces (cf. [11,17]):
Dpα := (1−L)−α/2
(
Lp(E;µ))(2.2)
with norm
‖f ‖p,α :=
∥∥(1−L)α/2f ∥∥
p
, f ∈Dpα .(2.3)
Clearly, Dp
′
α′ ⊂Dpα if α′ > α, p′ > p.
Let (·, ·) denote the inner product of L2. It is a rather classical result of spectral analysis that
D21 =
{
f ∈L2: E(u) := lim
t→0
(
f − Ttf
t
, f
)
exists
}
,(2.4)
and there exists a constant c > 0 such that
c−1
[‖f ‖22 + E(f )]1/2 6 ‖u‖2,1 6 c[‖f ‖22 + E(f )]1/2.(2.5)
The bilinear form on D21 ×D21 associated to E is denoted by E(f, g), i.e.,
E(f, g)= 1
4
[E(f + g)− E(f − g)].(2.6)
In this section we shall make the following assumption (cf. [8]):
(A.1) E is local and admits a carré du champ, i.e., there exists a subspace D of D21 ∩L∞, dense
in D21 such that for every f ∈D, there exists an f˜ ∈L1 satisfying:
2E(fg,f )− E(g,f 2)= ∫ f˜ g dµ, ∀g ∈D21 ∩L∞.(2.7)
The carré du champ operator associated to E , denoted by Γ , is the unique positive symmetric
continuous form from D21 ×D21 into L1, such that:
E(fg,h)+ E(hg,f )− E(g,hf )=
∫
hΓ (f,g)dm(2.8)
for all f,g,h ∈D21 ∩L∞. We have then by [8]:
E(f, g)= 1
2
∫
Γ (f,g)dµ, u, v ∈D21 .(2.9)
We denote Γ (f )= Γ (f,f ). Then (2.5) amounts to saying
c−1
[‖f ‖2 + ∥∥Γ 1/2(f )∥∥2]6 ‖f ‖2,1 6 c[‖f ‖2 + ∥∥Γ 1/2(f )∥∥2].(2.10)
The second assumption we shall make in this section is that the above equivalence holds in
any Lp , p > 1, i.e., we assume the following Meyer’s equivalence:
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(A.2) For any p > 1, there exists a constant Cp > 0 such that for all f ∈Dp1 :
C−1p
[‖f ‖p + ∥∥Γ 1/2(f )∥∥p]6 ‖f ‖p,1 6 Cp[‖f ‖p + ∥∥Γ 1/2(f )∥∥p].(2.11)
A sufficient condition for this to hold is given in [6] in terms of iterated carré du champ
operator.
Now we recall the notion of (p, r)-capacity. For an open set O , we define:
Cp,r (O) := inf
{‖u‖p,r : u ∈Dpr ,u> 0 a.e. and u> 1 a.e. onO}.(2.12)
For an arbitrary subset A⊂E, we define:
Cp,r (A) := inf
{
Cp,r (O), O is open and A⊂O
}
.(2.13)
By [24, Ch. IV, Sect. 4], for every set A, there exists a unique eA ∈Dpr such that
Cp,r (A) := ‖eA‖p,r;(2.14)
eA is called the (p, r)-equilibium potential of A.
The following notions of quasi-continuity and redefinition are also taken from [24]:
DEFINITION 2.1. – A function f defined on E is said to be (p, r)-quasi continuous if for any
ε > 0, there exists an open set Oε such that
Cp,r (Oε) < ε
and the restriction of f to Ocε is continuous.
Given a closed set K we set
ess(K)=Gc ∩K,(2.15)
where G is the greatest open set such that
µ(G∩K)= 0.(2.16)
Then we have (cf. [24, Ch. IV, Sect. 2]):
THEOREM 2.2. – Suppose that f is a (p, r)-quasi-continuous function. Then there exsits a
decreasing sequence of open sets {On,n= 1,2, · · ·} such that:
(1) limn→∞Cp,r (On)= 0.
(2) Ocn is compact for every n.
(3) ess(Ocn)=Ocn for every n.
(4) For every n, f restricted to Ocn is continuous.
{Ocn,n= 1,2, . . .} will be called a continuity net of f .
DEFINITION 2.3. – Let f be a B-measurable function.
(i) A function f ∗ is called a (p, r)-redefinition of f if f = f ∗ a.e. and f ∗ is (p, r)-quasi-
continuous.
(ii) A continuity net of f ∗ will be called a redefiniton net of f .
Then we have:
THEOREM 2.4. – Every function f ∈Dpr admits a (p, r)-redefinition.
To close this section we state the following form of Kolmogorov’s criterion on the continuity
of sample paths of random fields.
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LEMMA 2.5. – Let B be a separable Banach space. Let d be a positive integer, p > 1,
1 > r > 0 be constants such that pr > d . Let T > 0. Then for every α ∈ [0, r − d/p) there
exists an universal constant C = C(p, r,α, d,T ) > 0 such that for any B-valued, stochastically
continuous process Xt , t ∈ [0, T ]d satisfying:
A(X) :=
∫
[0,T ]d
∫
[0,T ]d
E|Xt −Xs |p
|t − s|d+pr ds dt <∞,(2.17)
there exists a modification X˜t , t ∈ [0, T ]d of Xt, t ∈ [0, T ]d such that:
E
[(
sup
s 6=t
( |X˜t − X˜s |
|t − s|α
))p]
6 CA(X).(2.18)
In particular, the paths of X˜ are Hölder continuous of order α.
Proof. – This is of course a classical result and what we want to stress and will make use of
is the inequality (2.18). We follow essentially the proof given in [9], deducing clearly (2.18) and
simplifying slightly the argument in [9].
Since X is stochastically continuous, it is measurable. Hence Fubini’s lemma leads to
E
∫
[0,T ]d
∫
[0,T ]d
|Xt −Xs |p
|t − s|d+pr ds dt <∞.(2.19)
Consequently, for a.a. ω,
X·(ω) ∈Wr,p
([0, T ]d).(2.20)
By Sobolev’s embedding theorem (cf., e.g., [1,37]), for such ω, there exists a X˜·(ω) such that
X˜·(ω) ∈Cα([0, T ]d) and X˜·(ω)=X·(ω) dt-a.e. Moreover,(
sup
s 6=t
|X˜t (ω)− X˜s(ω)|
|t − s|α
)p
6C
∫
[0,T ]2d
|X˜t (ω)− X˜s(ω)|p
|t − s|d+pr ds dt
=C
∫
[0,T ]2d
|Xt(ω)−Xs(ω)|p
|t − s|d+pr ds dt .(2.21)
Since
X˜t (ω)= lim
h↓0
1
hd
∫
[t,t+h]d
X˜s(ω)ds = lim
h↓0
1
hd
∫
[t,t+h]d
Xs(ω)ds(2.22)
for t ∈ [0, T ) and
X˜T (ω)= lim
h↓0
1
hd
∫
[T−h,T ]d
X˜s(ω)ds = lim
h↓0
1
hd
∫
[T−h,T ]d
Xs(ω)ds,(2.23)
X˜t is measurable with respect to ω for each t . Since the paths of X˜ are continuous, X˜·(·) is
measurable with respect to (t,ω). Thus, once again by Fubini theorem, for a.a. t ∈ [0, T ]d ,
X˜t =Xt a.s.(2.24)
Since both X˜ and X are stochastically continuous, we have for each t ∈ [0, T ]d ,
X˜t =Xt a.s.(2.25)
Finally, (2.21) and (2.25) imply (2.18) and this completes the proof. 2
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2.2. Results and proofs
In addition to (A1) and (A2), we still need one more assumption:
(A3) The Dirichlet form (E,D21) is quasi-regular in the sense of [22].
By [12,22], under the condition (A1), (A2) and (A3), there exists a continuous Markov process
(Xt)t>0-defined, say, on a probability space (,F ,P )-associated to (E,D21) and the following
result holds:
THEOREM 2.6. – If f ∈ D21 , then t 7→ f ∗(Xt) is almost surely continuous, where f ∗ is a
(2,1)-redefinition of f .
Now we state our main result:
THEOREM 2.7. – Suppose that (A1), (A2) and (A3) are satisfied. If f ∈Dpr , 0 < r 6 1 and
pr > 2, then t 7→ f ∗(Xt) is almost surely α-Hölder continuous for α < r2 − 1p , where f ∗ is a
(p, r)-redefinition of f .
To prove it we need several lemmas. The first one is well-known and we refer to, e.g., [32] for
a proof.
LEMMA 2.8. – If f ∈D22 , then we have the following decomposition
f ∗(Xt )− f ∗(X0)=Mt +
t∫
0
(Lf )(Xu)du,(2.26)
where f ∗ is a (2,2)-redefinition of f , (Mt)t>0 is a continuous square integrable martingale with
the quadratic variation process
[M]t =
t∫
0
Γ (f )(Xu)du.(2.27)
If f is in Dp2 (p > 2) instead of D22 , we can get an estimate of Hölder continuity.
LEMMA 2.9. – If f ∈Dp2 , p > 2, T > 0, then there exists a constant C = C(p,T ) > 0 such
that:
E|f (Xt)− f (Xs)|p 6 C
(|t − s|p/2‖f ‖pp,1 + |t − s|p‖f ‖pp,2)(2.28)
for s, t ∈ [0, T ].
Proof. – By the decompositon (2.26) we have:
E
∣∣f (Xt)− f (Xs)∣∣p
6 C
(
E|Mt −Ms |p +E
∣∣∣∣∣
t∫
s
(Lf )(Xu)du
∣∣∣∣∣
p)
6 C
(
E
∣∣∣∣∣
t∫
s
Γ (f )(Xu)du
∣∣∣∣∣
p/2
+E
∣∣∣∣∣
t∫
s
(Lf )(Xu)du
∣∣∣∣∣
p)
(BDG inequality)
6 C
(
|t − s|p/2−1
t∫
s
E
∣∣Γ (f )(Xu)∣∣p/2 du+ |t − s|p−1 t∫
s
E
∣∣Lf (Xu)∣∣p du)
(Hölder inequality)
6 C
(|t − s|p/2‖f ‖pp,1 + |t − s|p‖f ‖pp,2). 2(2.29)
J. HU, J. REN / J. Math. Pures Appl. 80 (2001) 131–152 137
Now we can pass to fractional order spaces.
LEMMA 2.10. – If f ∈ Dpr , 0 < r 6 1, p > 2, T > 0, then there exists a constant C =
C(p, r, T ) such that:
E
∣∣f (Xt)− f (Xs)∣∣p 6 C|t − s|pr/2‖f ‖pp,r(2.30)
for s, t ∈ [0, T ].
Proof. – Choose the unique n ∈N such that
2−nT < |t − s|6 2−n+1T
and set tn := (2−nT )2. We have then:
E
∣∣f (Xt )− f (Xs)∣∣p 6C(E∣∣f (Xt)− Ttnf (Xt)∣∣p +E∣∣Ttnf (Xt )− Ttnf (Xs)∣∣p
+E∣∣f (Xs)− Ttnf (Xs)∣∣p).(2.31)
By Lemma 2.9,
E
∣∣Ttnf (Xt)− Ttnf (Xs)∣∣p 6 C(|t − s|p/2‖Ttnf ‖pp,1 + |t − s|p‖Ttnf ‖pp,2).(2.32)
By [30, Lemma 4.1], we have
‖Ttnf ‖p,1 6 Ct(r−1)/2n ‖f ‖p,r
and
‖Ttnf ‖p,2 6 Ct(r−2)/2n ‖f ‖p,r .
Hence
RHS of (2.32)6 C|t − s|pr/2‖f ‖pp,r .(2.33)
Again by [30, Lemma 4.1]:
E
∣∣f (Xt)− Ttnf (Xt)∣∣p = ‖Ttnf − f ‖pp 6 tpr/2n ‖f ‖pp,r 6 C|t − s|pr/2‖f ‖pp,r ,(2.34)
E
∣∣f (Xs)− Ttnf (Xs)∣∣p = ‖Ttnf − f ‖pp 6 tpr/2n ‖f ‖pp,r 6 C|t − s|pr/2‖f ‖pp,r .(2.35)
Combining (2.31)–(2.35) yields (2.30). 2
From Lemmas 2.5 and 2.10 we deduce immediately:
LEMMA 2.11. – If f ∈ Dpr , 0 < r 6 1, pr > 2, then for any α ∈ [0, r2 − 1p ), {f (Xt ), t > 0}
admits a locally α-Hölder continuous version. More precisely, if α ∈ [0, r2 − 1p ), then there exists
a stochastic process {Yf (t), t > 0} such that:
(i) Yf (t, ·)= f (Xt(·)) almost surely, for each t;
(ii) for every T > 0, there exsits a positive random variable C(·) = C(f,α, r,p,T , ·) and a
universal positive constant C = C(α, r,p,T ) such that:∣∣Yf (t,ω)− Yf (s,ω)∣∣6 C(ω)|t − s|α
for a.a. ω, s, t ∈ [0, T ], and
EC(ω)p 6 C‖f ‖pp,r .(2.36)
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In particular, taking α = 0 in the above lemma we obtain
LEMMA 2.12. – Let everything be the same as in the above lemma, then there exists a constant
C = C(T ,p, r) such that:
E
[
sup
06t6T
∣∣Yf (t,ω)∣∣p]6 C‖f ‖pp,r .(2.37)
It remains to identify {Yf (t,ω), t > 0}. To this end we give:
LEMMA 2.13. – Suppose 0 < r 6 1, pr > 2, then for every T > 0 there exists a positive
constant C = C(T ,p, r) such that
P
( ⋃
06t6T
{Xt ∈O}
)
6C ·Cp,r (O)
for all open sets O ⊂E.
Proof. – Denote by eO the (p, r)-equilibrium potential of O and by R(T ) the set of rational
numbers in [0, T ]. Then, since eO is positive, eO > 1 on O and t 7→ Xt is almost surely
continuous, we have:
P
( ⋃
06t6T
{Xt ∈O}
)
= P
( ⋃
t∈R(T )
{Xt ∈O}
)
6E
[
sup
t∈R(T )
eO
(
X(t)
)]
=E
[
sup
t∈R(T )
∣∣Y eO (t)∣∣]6 {E[ sup
t∈R(T )
∣∣Y eO (t)∣∣p]}1/p 6 C · ‖eO‖p,r 6 C ·Cp,r (O).(2.38)
Denoting by P ∗ the outer measure of P , we deduce immediately from the above lemma the
following:
LEMMA 2.14. – In the same situation as in the above theorem, there exists a constant C =
C(T ) such that for any subset A of E, we have
P ∗
( ⋃
06t6T
{Xt ∈A}
)
6 C ·Cp,r (A).(2.39)
Now we are prepared to give:
Proof of Theorem 2.7. – Let On be a redefinition net of f and set:
Bn =
⋂
06t6T
{
ω,Xt (ω) ∈Ocn
}
.(2.40)
Then by Lemma 2.13
lim
n→∞P(Bn)→ 1.(2.41)
Since f ∗ is continuous on Ocn and the paths of X are continuous, t 7→ f ∗(X(t,ω)) is
continuous for ω ∈ Bn, hence for ω ∈⋃∞n=1Bn. This means that t 7→ f ∗(X(t,ω)) is almost
surely continuous. But t 7→ Yf (t), where Yf is defined in Lemma 2.1, is also almost surely
continuous, so {f ∗(X(t)), t > 0} and {Yf (t), t > 0} are equivalent and we complete the proof
by Lemma 2.1. 2
It is remarkable that with the help of the associated process, we can get a comparison theorem
between capacities.
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THEOREM 2.15. – If 0< r 6 1, pr > 2, then there exists a constant C = C(p, r) such that[
C2,1(A)
]2 6 C ·Cp,r (A), ∀A⊂E.(2.42)
Proof. – By [14, Corollary 3.4.1], we have:
[
C2,1(A)
]2 6 C · P ∗( ⋃
06t6T
{Xt ∈A}
)
.
This combined with Lemma 2.14 yields (2.42). 2
2.3. Multiparameter processes
We now state a generalization of the results of the proceeding subsection to the multiparameter
process case using the framework of Hirsch [14].
We fix a positive integer n. For I ⊂ {1, . . . , n}, set I c = {1, . . . , n} − I . As in [14] we make
the following assumption:
(A4) There exists a continuous process {Xt, t ∈ Rn+}, defined on a filtered probability space
(,F ,F it , 06 t <∞,P ), valued in E, and satisfying the following conditions:
(1) ∀t ∈Rn+, Xt ∈
⋂n
i=1F iti .
(2) ∀t ∈Rn+, P ◦X−1t = µ.
(3) ∀16 i 6 n, ∀f ∈ L2, ∀u ∈ R{i}c+ , ∀a, b ∈R{i}+ ,
E
[
f (Xa+b,u)|Fa
]= Tbf (Xa,u),(2.43)
where we identifying Rn+ with R{i} × R{i}c by identifying t = (t1, . . . , tn) with
(ti , t1, . . . , ti−1, ti+1, . . . , tn).
Then with obvious modifications in the proofs of the corresponding results in the previous
subsection, we can show the following analogous results:
LEMMA 2.16. – If f ∈ Dpr , 0 < r 6 1, then for every T > 0 there exists a constant C =
C(r,p,T ) such that:
E
∣∣f (Xt)− f (Xs)∣∣p 6 C|t − s|pr/2‖f ‖pp,r .(2.44)
LEMMA 2.17. – Suppose 0 < r 6 1, pr > 2n, then for every T > 0 there exists a positive
constant C = C(n, r,p,α,T ) such that:
P
( ⋃
t∈[0,T ]n
{Xt ∈O}
)
6 C ·Cp,r(O)
for all open sets O ⊂E.
THEOREM 2.18. – If f ∈ Dpr , 0 < r 6 1 and pr > 2n, then t 7→ f ∗(Xt ) is almost surely
locally α-Hölder continuous for α < r2 − np .
THEOREM 2.19. – If 0 < r 6 1, pr > 2n, then there exists a constant C = C(p, r, n) such
that: [
C2,n(A)
]2 6 C ·Cp,r (A), ∀A⊂E.(2.45)
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2.4. Application to the quasi everywhere existence of local times of smooth martingales
Now we give an example of applications, application to the quasi everywhere existence of
local times of smooth semimartingales. To this end we work on the classical Wiener space. That
is, we let E be the space of all continuous functions from [0,1] to Rd , vanishing at 0 and µ
the standard Wiener measure. The semigroup is then the Ornstein–Uhlenbeck one and it is well-
known that the assumtions (A1)–(A3) are all satisfied and the associated Bessel–Sobolev spaces
are nothing else but the usual ones in Malliavin calculus (cf., e.g., [16,24]). Moreover, (A4) is
also satisfied by [15]. Consequently all the results obtained so far applies in this case.
Let
Mt =
d∑
i=1
t∫
0
as dwis +
t∫
0
bs ds(2.46)
be a square integrable martingale defined on the Wiener space just introduced, where {wis,0 6
s 6 1, i = 1, . . . , n} is the d-dimensional standard Brownian motion realized by the coordinate
process. Denote by 〈M〉t the quadratic variation process of M·, i.e.,
〈M〉t (w)= lim
n→∞
2n−1∑
k=0
(
Mt∧(k+1)2−n(w)−Mt∧k2−n(w)
)2
.(2.47)
We know that this limit exists almost surely. According to [13], we say that the local time of M
exists and equals L(·, ·,w) at w ∈W if
t∫
0
φ
(
Ms(w)
)
d〈M〉s (w)=
∫
R
φ(x)L(t, x,w)dx(2.48)
for every positive Borel function on R.
It is a classical result that L(t, x,w) exists almost everywhere. In [33] Shigekawa proved
that for the canonical Brownian motion, i.e., the coordinate process on the Wiener space, it
actually exists (2,1)-quasi-everywhere. Later T.S. Zhang ([41]) extended this result to solutions
of stochastic differential equations whose coefficients satisfy some kind of non-degeneracy
condition. Recently, X. Zhang [42] gives further refinements of this result. All of their methods,
however, can not be applied to general semimartingales which are not solutions of stochastic
differential equations.
Below we shall prove the quasi sure existence of local times of smooth semimartingales, which
include the solutions to SDEs as special cases. Before stating our result, however, it is necessary
to precise the notions we just talked about. First, following Malliavin and Nualart [25], we give
the definition of smooth martingales:
DEFINITION 2.20. – M is called a smooth semimartingale if it can be represented as:
Mt =
d∑
i=1
t∫
0
f is dwis +
t∫
0
gs ds,
with
f is , gs ∈Dpr for almost all 06 s 6 1
and
1∫
0
∥∥f is ∥∥pp,r ds +
1∫
0
‖gs‖pp,r ds <∞ for all p, r
for every 16 i 6 d .
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It is known that a smooth semimartingale admits a quasi sure quadratic variation. More
precisely, we have (cf. [29]):
LEMMA 2.21. – Both M and the quadratic variation process of M
〈M〉t =
d∑
i=0
t∫
0
(
f is
)2 ds,
admit∞-modifications and we have:
lim
n→∞
2n−1∑
i=0
(Mtni+1∧t −Mtni ∧t )2 = 〈M〉t
uniformly in t ∈ [0,1], q.s., where tni = i2−n.
For the smoothness in the sense of Malliavin calculus of local times of semimartingales, the
following is proved in [3]:
THEOREM 2.22. – SupposeM is a smooth semimartingale satisfying in addition the following
assumption:
(A5) There exists an {Ft }-adapted process {ξt } such that ξt ∈⋂1<p<∞Lp , ∫ 10 ‖ξt‖pp dt <∞for each p > 1, and almost surely, |Nt |6 |Mt ||ξt | for any t ∈ [0,1].
Then L ∈Dpr for all p > 1 and r < 1/2.
Based on this theorem we now prove:
THEOREM 2.23. – In the same situation as in the above theorem, for every T > 0, every
N > 0, every p > 1, every 0 < r < 1/2 and every 0 < α < 1/2 − r there exists a constant
C = C(T ,N,p, r,α) such that:∥∥L(t, x)−L(s, y)∥∥
p,r
6 C
(|t − s|α + |x − y|α)(2.49)
for all s, t ∈ [0, T ] and 06 ‖x‖,‖y‖6N .
Proof. – First it is known that (cf. [31, Ch. VI, Exercise 1.32]):∥∥L(t, x)−L(s, y)∥∥
p
6 C
(|t − s|1/2 + |x − y|1/2).(2.50)
Secondly, it is easy to see from the proof of [3, Theorem 1] that
sup
|t |6T , |x|6N
∥∥L(t, x)∥∥
p,r
<∞.(2.51)
By [19], for θ ∈ (0,1),
D
p
θ =
[
Lp,D
p
1
]
θ
.(2.52)
Hence by the reiteration theorem (cf., e.g., [37, Theorem 1.10.2]) we have:
D
p
r =
[
Lp,D
p
r+α
]
r
r+α
.(2.53)
Consequently, according to [37, Theorem 1.9.3/f] we have by (2.50) and (2.51)∥∥L(t, x)−L(s, y)∥∥
p,r
6 C
∥∥L(t, x)−L(s, y)∥∥1−r/(r+α)
p
∥∥L(t, x)−L(s, y)∥∥r/(r+α)
p,r+α
6 C
(|t − s|α + |x − y|α)(2.54)
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for s, t ∈ [0, T ] and x , y such that max{|x|, |y|}6N , as claimed. 2
By Theorem 2.23 and [34, Thoerem 3.4], for every T > 0 and N > 0, p > 1 and r < 1/2 L
admits a (p, r)-quasi continuous redefinition as a C([0, T ] × [−N,N],R)-valued function. On
the other hand, M and 〈M〉 adimit (p, r)-quasi continuous redefinitions as C([0, T ],R)-valued
functions, too. Using the standard diagonal procedure we see that there exists L˜, M˜ and 〈M˜〉
such that:
for every T > 0 and N > 0, p > 1 and r < 1/2, L˜, M˜ and 〈M˜〉 are (p, r)-redefinitions of L,
M and 〈M〉 as C([0, T ] × [−N,N],R)- and C([0, T ],R)-valued functions respectively.
Henceforth we still denote these redefinitions by the original symbols themselves for the sake
of simplicity.
Now we are in a position to prove:
THEOREM 2.24. – There is a set A such that:
(1) For every p > 1 and r < 1/2, Cp,r (A)= 0.
(2) The equality
t∫
0
Φ(Ms)(w)d〈M〉s(w)=
∫
R
Φ(x)L(t, x,w)dx(2.55)
holds for every w ∈Ac, every t > 0 and every positive Borel function Φ .
Proof. – Fix p and r and let {On,p,r , n> 1} be a common redefinition net for L, M and 〈M〉.
By [31, Ch. VI, Corollary 1.6], there is a P -negligible set B such that (2.55) holds for every
w ∈B , every t > 0 and every continuous function Φ . Therefore (2.55) holds almost everywhere
on
⋃∞
n=1Ocn,p,r . According to the definition of quasi-continuity and redefinition net, it holds for
every w ∈⋃∞n=1Ocn,p,r , every t > 0 and every continuous function Φ . Varying p and r we see
that it holds for every w ∈A where:
A :=
∞⋃
l=1
∞⋃
m=1
∞⋃
n=1
Oc
n,l, 2
m−1−1
2m
,
every t > 0 and every continuous function Φ . Since Cp,r (Ac) = 0 for every p > 1 and r < 12 ,
the theorem follows by monotone class theorem. 2
As a consequence of Thoerem 2.19 and Theorem 2.24, we obtain the following result which
includes the main results of [33,41,42] as particular cases:
THEOREM 2.25. – There is a set A such that:
(1) For every n, C2,n(A)= 0.
(2) The equality
t∫
0
Φ(Ms)(w)d〈M〉s(w)=
∫
R
Φ(x)L(t, x,w)dx(2.56)
holds for every w ∈Ac, every t > 0 and every positive Borel function Φ .
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3. Quasi continuity and ray continuity
3.1. Framework
In this section we assume that E is a locally convex topological vector space over R which is
Souslin, i.e., the continuous image of a Polish space (e.g., E is a separable Banach space). For
k ∈E define:
τk(z) := z− k, z ∈E.(3.1)
Fix k ∈E satisfying the following condition:
(C) µ is k-quasi-invariant, i.e., µ ◦ τ−1sk ∼= µ for all s ∈ R, and the Radon–Nikodym
derivatives
a
µ
sk :=
d(µ ◦ τ−1sk )
dµ
, s ∈R,
have the following properties:
(C1) aµsk ∈
⋂
q>1L
q(E;µ), for all s ∈ R, and for all q ∈ [1,∞) the function s 7→ ‖aµsk‖q is
locally bounded on R;
(C2) For all compact C ⊂R∫
C
1
a
µ
sk(z)
ds <∞ for µ-a.e. z ∈E.
Here ds denotes Lebesgue measure on R. We recall that choosing appropriate versions by [4,
Prop. 2.4] we may always assume that aµsk(z) is jointly measurable in s and z and that (C.2) holds
for all z ∈E (rather than only µ-a.e. z ∈E).
For examples of measures µ satisfying condition (C) we refer to [30, Section 3].
As in [18] we define the measure
σ
µ
k (A) :=
∫
R
µ ◦ τ−1sk (A)ds, A ∈ B(E).(3.2)
Note that obviously for l ∈E′ (:= dual of E) with E′ 〈l, k〉E = 1 we have that σµk ◦ l−1 = ds, that
σ
µ
k ◦ τ−1sk = σµk for all s ∈ R, and that σµk is equivalent to µ, i.e., there exists ρµk :E→ (0,∞)
such that:
µ= ρµk · σµk .(3.3)
Again by [4, Prop. 2.4] choosing appropriate versions we may always assume to have the
following relations between aµsk and ρ
µ
k :
a
µ
sk(z)=
ρ
µ
k (z+ sk)
ρ
µ
k (z)
for all z ∈E, s ∈R,(3.4)
ρ
µ
k (z)=
(∫
R
a
µ
sk(z)ds
)−1
for all z ∈E.(3.5)
In particular, by (C2) and the remarks following it we have that:∫
C
ρ
µ
k (z+ sk)−1 ds <∞ for all compact C ⊂R and all z ∈E.(3.6)
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Following [20], we now define a kind of Sobolev spaces which are different from the Bessel–
Sobolev space defined in the above section.
Let l ∈E′ such that E′ 〈l, k〉E = 1 and define:
Pk(z) := E′ 〈l, z〉E · k, z ∈E, and pik := IdE − Pk.(3.7)
Clearly, pik(E) is a closed linear subspace of E and
E = pik(E)⊕ kR.(3.8)
Then by (2.6) and an elementary calculation we obtain that for all f :E→R, B(R)-measurable,
bounded, ∫
E
f (z)µ(dz)=
∫
pik(E)
∫
R
f (x + sk)ρµk (x + sk)ds µk(dx),(3.9)
where
µk := µ ◦ pi−1k .(3.10)
From now on we assume there exists a real separable Hilbert space (H, 〈, 〉) densely and
continuously embedded into E; H should be thought of as a “tangent space” to E at each z ∈E.
Let K be a dense linear subspace of H such that Condition (C) in Subsection 2.1 holds for all
k ∈K .
The following notions were introduced by Kusuoka and Stroock [20] (cf. also [35]):
DEFINITION 3.1. – Let f :E 7→R be a measurable function, k ∈K .
(i) f is said to be k-ray absolutely continuous (RAC for short) if there exists a measurable
function fk :E 7→R such that:
f = fk, µ-a.e.
and for each z ∈E, the function
t 7→ fk(z+ tk)
is absolutely continuous.
(ii) f is said to be stochastically Gateaux differentiable (SGD for short) if there exists a
measurable function F such that, for any k ∈K
lim
t→0
1
t
(
f (z+ tk)− f (z))= 〈F,k〉 in probability.
F , when existing, is determined µ-a.e. uniquely and will be denoted by ∇f .
DEFINITION 3.2. – Let 1<p <∞; define:
E
p
1 :=
{
f ∈Lp: f is RAC and SGD, ∇f ∈Lp(H)}.(3.11)
For f ∈Ep1 set
‖f ‖p,1 := ‖f ‖p + ‖∇f ‖p.(3.12)
The following result is due to Kusuoka and Stroock [20]:
THEOREM 3.3. – (Ep1 ,‖ · ‖) is a Banach space.
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We define now the fractional Sobolev spaces Epα (1<p <∞, 0< α < 1) by real interpolation
method.
DEFINITION 3.4. – For 0< r < 1 we define
E
p
r =
(
Lp,E
p
1
)
r,p
,(3.13)
where (·, ·) denotes the real interpolation space as in [37].
There are several equivalent norms in Epr (cf. [37]). The one we shall use is given by Peetre’s
K-method:
‖f ‖p,r :=
[ 1∫
0
[
ε−rK(ε,f )
]p dε
ε
]1/p
,(3.14)
where
K(ε,f )= inf{‖f1‖p + ε‖f2‖p,1, f1 + f2 = f,f1, f2 ∈ Lp}.(3.15)
For convenience we denote sometimes Ep0 := Lp . We now prove:
LEMMA 3.5. – For every r ∈ [0,1], Epr is uniformly convex.
Proof. – First it is classical that Lp is uniformly convex. Now we prove so is Ep1 .
Let
Lp = Lp ×Lp(H),(3.16)
and equip Lp with the norm∥∥(u1, u2)∥∥Lp := (‖u1‖pp + ‖u2‖pp)1/p.(3.17)
Since H , being a Hilbert space, is uniformly convex, Lp(H) is uniformly convex. Thus by [1,
Theorem 1.22], Lp is uniformly convex. Define a mapping T from Ep1 to Lp as:
T u := (u,∇u).(3.18)
Set
R := Range(T ).(3.19)
Then T is an isometric isomorphism from Ep1 onto R. Since Ep1 is complete, R is a closed
subspace of Lp . Consequently Ep1 is uniformly convex by [1, Theorem 1.21].
Finally, since
E
p
r =
(
Lp,E
p
1
)
r,p
,(3.20)
the uniform convexity of Epr comes from that of Lp and Ep1 by [7,21]. 2
Parallel to the notion of capacity defined in Section 2, using the uniform convexity we define
capacity associated with Epr . Since there is no danger of confusion, we still denote it by the same
symbol.
DEFINITION 3.6. – For an open set O , we define:
Cp,r (O) := inf
{‖u‖p,r : u ∈Epr ,u> 0 a.e. and u> 1 a.e. on O}.(3.21)
For an arbitrary subset A⊂E, we define:
Cp,r (A) := inf
{
Cp,r (O),O is open and A⊂O
}
.(3.22)
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We also have the respective notions of redefinition, redefinition net and equilibrium potential
(whose unique existence is ensured by the uniform convexity of Epr ), etc., which for simplicity
will be also denoted by the same symbols used in Section 2.
3.2. Results and proofs
Now we are prepared to state our results. The first one is a multi-dimensional analogue of
Theorem 4.2 in [2].
THEOREM 3.7. – Fix p > q > 1, 0< r 6 1, T > 0 and h= (h1, . . . , hn) ∈Hn. There exists
a constant C = C(p,q, r, h,T ) such that:∫
[0,T ]n
[
E
(∣∣f (· + s1h1 + · · · + snhn)− f (·)∣∣q)]p/q ds|s|n+pr 6 C‖f ‖pp,r(3.23)
and ∫
[0,T ]n
∫
[0,T ]n
[
E
(∣∣f (· + s1h1 + · · · + snhn)
−f (· + t1h1 + · · · + tnhn)
∣∣q)]p/q ds dt
|s − t|n+pr 6 C‖f ‖
p
p,r(3.24)
for every f ∈Epr .
Proof. – For s = (s1, . . . , sn) ∈ (0,1)n, take f|s| ∈Dp1 such that:
‖f|s|‖p,1 6 2|s|−1K
(
f, |s|)(3.25)
and
‖f − f|s|‖p 6 2K
(
f, |s|).(3.26)
Then by condition (C) and Hölder’s inequality we have:∥∥∥∥∥f
(
· +
n∑
i=1
sihi
)
− f|s|
(
· +
n∑
i=1
sihi
)∥∥∥q
q
=E
∣∣∣∣∣f
(
· +
n∑
i=1
sihi
)
− f|s|
(
· +
n∑
i=1
sihi
)∣∣∣∣∣
q
6 C
[
E
∣∣f (·)− f|s|(·)∣∣p]q/p = C∥∥f (·)− f|s|(·)∥∥qp 6 CK(f, |s|)q .(3.27)
Similarly∥∥∥∥∥f|s|
(
· +
n∑
i=1
sihi
)
− f|s|
∥∥∥∥∥
q
q
=E
[∣∣∣∣∣
1∫
0
d
dt
f|s|
(
· +t
n∑
i=1
sihi
)
dt
∣∣∣∣∣
q]
=E
[∣∣∣∣∣
1∫
0
〈
Df|s|
(
· +t
n∑
i=1
sihi
)
, t
n∑
i=1
sihi
〉
dt
∣∣∣∣∣
q]
6C|s|q‖f|s|‖qp,1 6 CK
(
f, |s|)q .(3.28)
Hence ∥∥∥∥∥f
(
· +
n∑
i=1
sihi
)
− f (·)
∥∥∥∥∥
q
q
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=
∥∥∥∥∥f
(
· +
n∑
i=1
sihi
)
− f|s|
(
· +
n∑
i=1
sihi
)
(3.29)
+f|s|
(
· +
n∑
i=1
sihi
)
− f|s|(·)+ f|s|(·)− f (·)
∥∥∥∥∥
q
q
6 C
[∥∥∥∥∥f
(
· +
n∑
i=1
sihi
)
− f|s|
(
· +
n∑
i=1
sihi
)∥∥∥∥∥
q
q
+
∥∥∥∥∥f|s|
(
· +
n∑
i=1
sihi
)
− f|s|(·)
∥∥∥∥∥
q
q
+
∥∥∥∥∥f|s|(·)− f|s|
(
· +
n∑
i=1
sihi
)∥∥∥∥∥
q
q
]
6 CK
(
f, |s|)q .(3.30)
Consequently,∫
[0,1]n
[
E
(∣∣∣∣∣f
(
· +
n∑
i=1
sihi
)
− f (·)
∣∣∣∣∣
q)]p/q
ds
|s|n+pr 6 C
∫
[0,1]n
[
K
(
f, |s|)]p/q ds|s|n+pr .(3.31)
Using spherical coordinates we easily see that the above integral is equal to:
C
pi
2∫
0
· · ·
pi
2∫
0
1∫
0
[
K(f, t)q
]p/q tn−1dθ1 · · ·dθn dt
tn+pr
= C
1∫
0
[
t−rK(f, t)
]p dt
t
= C‖f ‖pp,r .(3.32)
This proves (3.23).
Proof of (3.24):
Assume that t > s; by (3.29), condition (C) and Hölder inequality, we have:∥∥∥∥∥f
(
· +
n∑
i=1
sihi
)
− f
(
· +
n∑
i=1
tihi
)∥∥∥∥∥
q
q
6 CK
(
f, |t − s|)q .(3.33)
With this and the elementary change of variables ξ = t − s, η= t + s we obtain:
I =
∫
[0,1]n
∫
[0,1]n
[
E
(∣∣∣∣∣f
(
· +
n∑
i=1
sihi
)
− f
(
· +
n∑
i=1
sihi
)∣∣∣∣∣
q)]p/q
ds dt
|t − s|n+pr
6C
∫
[0,1]n
∫
[0,1]n
K
(
f, |t − s|)p ds dt|t − s|n+pr
=C
∫
[0,1]n
[|ξ |−rK(f, |ξ |)]p dξ|ξ |n+pr
=C‖f ‖pp,r .(3.34)
This proves (3.24). 2
Using this theorem we can prove:
THEOREM 3.8. – Fix T > 0, h = (h1, . . . , hn) ∈ Hn, p > 1, 0 < r 6 1 such that pr > n,
α ∈ (0, r − np−1) and p > q > n(r + np−1 − α)−1 . Then there exists a constant
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C = C(p,q, r,α,h,T ) such that for every f ∈Epr there exists a modification ξt (·) of f (· + th)
satisfying
E
[(
sup
s 6=t,s,t∈[0,T ]n
|ξt − ξs |
|t − s|α
)q]
6 C‖f ‖qp,r .
Proof. – First it is easy to see that t 7→ f (· + th) is stochastically continuous.
Obviously 1< q < p and, therefore, by Theorem 3.6 we have:∫
[0,T ]n
∫
[0,T ]n
[
E
(∣∣f (· + s1h1 + · · · + snhn)− f (· + t1h1 + · · · + tnhn)∣∣q)]p/q
× ds dt|s − t|n+pr
6 C‖f ‖pp,r ,(3.35)
which implies by Hölder’s inequality∫
[0,T ]n
∫
[0,T ]n
E
(∣∣f (· + s1h1 + · · · + snhn)− f (· + t1h1 + · · · + tnhn)∣∣q)
× ds dt|s − t|nqp−1+qr
6 C‖f ‖qp,r ,(3.36)
or, in a form good for applying Lemma 2.4:∫
[0,T ]n
∫
[0,T ]n
E
(∣∣f (· + s1h1 + · · · + snhn)− f (· + t1h1 + · · · + tnhn)∣∣q)
× ds dt|s − t|n+q(r+n(p−1−q−1))
6 C‖f ‖qp,r .(3.37)
Now the conclusion follows by Lemma 2.4. 2
Next we state:
THEOREM 3.9. – Let everything be the same as in the previous theorem. Then there exists a
constant C = C(p, r, T ) > 0 such that for any A⊂W we have:
µ∗(A+M(T ;h1, . . . , hn))6C ·Cp,r (A),
where µ∗ denotes the outer measure produced by µ and
M(T ;h1, . . . , hn) :=
{
n∑
i=1
sihi , |si |6 T
}
.
Proof. – We denote simply sh :=∑ni=1 sihi . By changing signs we only need to prove:
µ∗
( ⋃
s∈[0,T ]n
(A+ sh)
)
6 C ·Cp,r(A).(3.38)
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Let I denote the set of all rational points in [0, T ]n. If O ⊂ W is an open set then so is⋃
s∈[0,T ]n (O + sh) and we have: ⋃
s∈[0,T ]n
(O + sh)=
⋃
s∈I
(O + sh).
Since eO > 0 and eO > 1 on O , we have:
µ
( ⋃
t∈[0,T ]n
(O + th)
)
=
∫
sup
t∈I
1O(· + th)dµ
6
∫ (
sup
t∈I
eO(· + th)
)
dµ.
On the other hand, for α < r − np−1 and q ∈ (n(r + np−1 − α)−1,p), by Theorem 3.7 there
exists a modification {ξt (·), t ∈ [0, T ]n} of {eO(· + th), t ∈ [0, T ]n} such that:
E
[
sup
s,t∈[0,T ]ns 6=t
( |ξt − ξs)|
|t − s|α
)q]
6 C‖eO‖qp,r .
In particlular, taking α = 0 we obtain:
E|ξt − ξs |q 6 C · ‖eO‖qp,r .
Hence ∫
sup
t∈I
eO(ω+ th)dµ=
∫
sup
t∈I
|ξt |dµ
6
∫ (
sup
t∈[0,T ]
|ξt − ξ0| + |ξ0|
)
dµ
6
(∫ (
sup
t∈[0,T ]
|ξt − ξ0| + |ξ0|
)q
dµ
)1/q
6C · ‖eo‖p,r
=C ·Cp,r(O).
Thus (3.38) is proved for open sets. For general A, we have, for O ⊃A
µ∗
( ⋃
s∈[0,T ]n
(A+ sh)
)
6µ∗
( ⋃
s∈[0,T ]n
(O + sh)
)
6C ·Cp,r(O).(3.39)
Consequently,
µ∗
( ⋃
s∈[0,T ]n
(A+ sh)
)
6C · inf{Cp,r (O),O ⊃A}
=C ·Cp,r (A),(3.40)
as desired. 2
With the above preparations we can now prove:
150 J. HU, J. REN / J. Math. Pures Appl. 80 (2001) 131–152
THEOREM 3.10. – Suppose f ∈Epα , with pα > n. Then for any h= (h1, . . . , hn) ∈Hn, there
exists a redefinition f˜ such that the function [0, T ]n 3 s 7→ f˜ (z+ sh) ∈ R is continuous for all
z ∈E.
Proof. – Let f ∗ be a (p, r)-redefinition of f and An be a (p, r)-continuity net of f . Set
Bn =
{
z: z+ sh ∈An, ∀s ∈ [0, T ]n
}
.
Then
Bcn =
{
z: there exists s ∈ [0, T ]n such that z+ sh ∈Acn
}
.
By Theorem 3.3
µ
(( ∞⋃
n=1
Bn
)c)
=µ
( ∞⋂
n=1
Bcn
)
6C ·Cp,r
( ∞⋂
n=1
Acn
)
= 0.
Obviously for z ∈⋃∞n=1Bn, s 7→ f ∗(z+ sh) is continuous since f ∗|Bn is continuous for each n.
Finally, modify f ∗ by setting:
f˜ (z) :=
{
f ∗(z) if z ∈⋃∞n=1Bn,
0 otherwise.
(3.41)
Then obviously f˜ is what we were looking for. 2
3.3. Application to the ergodicity problem
Now we apply Theorem 3.9 to the ergodicity problem ofK . For this let A be a subset of E and
(h1, . . . , hn, . . .)⊂H . Then by Condition (C) µ is K-ergodic, i.e., if (h1, . . . , hn, . . .) is a dense
subset of K then µ(A+G)= 0 or 1 where G is the linear space spanned by (h1, . . . , hn, . . .).
Hence, if µ(A) > 0, then µ(A+G) = 1. But of course A+G may have full measure even if
µ(A)= 0. So it is natural to ask how small A should be to guarantee µ(A)= 0.
Using Theorem 4.9 and the fact that
G=
∞⋃
m=1
∞⋃
n=1
{
M(m;h1, . . . , hn)
}(3.42)
we obtain immediately the following answer:
THEOREM 3.11. – If there exists pn, rn with pnrn→∞ as n→∞ such that Cpn,rn(A)= 0
for all n, then µ(A+G)= 0.
Finally, the next consequence is also direct.
THEOREM 3.12. – If there exists r > 0 such that f ∈⋂p>1Dpr , then for any (h1, . . . , hn, · · ·)
⊂K , there exists a version f˜ of f such that for any integer m, any (n1, . . . , nm)⊂N,
(t1, . . . , tn) 7→ f˜ (x + t1h1 + · · · + tnhn)
is continuous for every x ∈E.
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