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THE GRAPHS OF PROJECTIVE CODES
MARIUSZ KWIATKOWSKI, MARK PANKOV, ANTONIO PASINI
Abstract. Consider the Grassmann graph formed by k-dimensional subspaces
of an n-dimensional vector space over the field of q elements (1 < k < n− 1)
and denote by Π(n, k)q the restriction of this graph to the set of projective
[n, k]q codes. In the case when q ≥
(
n
2
)
, we show that the graph Π(n, k)q is con-
nected, its diameter is equal to the diameter of the Grassmann graph and the
distance between any two vertices coincides with the distance between these
vertices in the Grassmann graph. Also, we give some observations concerning
the graphs of simplex codes. For example, binary simplex codes of dimension 3
are precisely maximal singular subspaces of a non-degenerate quadratic form.
1. Introduction
The Grassmann graph formed by k-dimensional subspaces of an n-dimensional
vector space over the field of q elements (we always suppose that 1 < k < n−1) can
be considered as the graph of all linear [n, k]q codes, where two distinct codes are
adjacent vertices if they have the maximal possible number of common codewords.
This is one of the classical examples of distance regular graphs [2, Section 9.3].
Recall that the distance between two vertices in a connected graph Γ is the number
of edges in a shortest path connecting these vertices. If Γ′ is a connected subgraph
of Γ, then the distance between two vertices of Γ′ can be greater than the distance
between these vertices in Γ.
It is natural to reduce the study of linear codes to non-degenerate codes only,
i.e. the case when generator matrices do not contain zero columns. The restriction
of the Grassmann graph to the set of non-degenerated linear [n, k]q codes is investi-
gated in [5, 6]. This graph is connected, but the distance between any two vertices
coincides with the distance between these vertices in the Grassmann graph only in
the case when
n < (q + 1)2 + k − 2.
In this paper, we consider the subgraph of the Grassmann graph formed by all
projective codes, i.e. linear codes whose generator matrices do not contain propor-
tional columns. Projective [n, k]q codes can be obtained from n-element subsets
of (k − 1)-dimensional projective spaces over the field of q elements [10, Section
1.1] (see, for example, [3, 7, 9] for projective codes associated to Grassmannians
embedded in projective spaces). Our main result (Theorem 1) is the following: if
q ≥ (n2), then the graph of projective [n, k]q codes is connected, its diameter is equal
to the diameter of the Grassmann graph and the distance between any two vertices
coincides with the distance between these vertices in the Grassmann graph.
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Simplex codes (linear codes dual to Hamming codes) are projective codes which
do not satisfy the above inequality, but the latter statement holds for the graph of
3-dimensional binary simplex codes. We show that simplex codes can be described
by a system of polynomial equations (the number of equations and their degrees
depend on the code dimension and the size of the field). In particular, binary
simplex codes of dimension 3 are precisely maximal singular subspaces of a non-
degenerate quadratic form on a 6-dimensional vector space over the field of two
elements. The latter implies that the graph of binary simplex codes of dimension
3 is isomorphic to the incidence graph formed by 1-dimensional and 3-dimensional
subspaces of a 4-dimensional vector space over the two-element field. We also
consider examples related to the graphs of 4-dimensional binary simplex codes and
3-dimensional ternary simplex codes.
2. Basic objects
2.1. Grassmann graphs. Let Fq be the finite field consisting of q elements. Con-
sider the n-dimensional vector space
V = Fq × · · · × Fq︸ ︷︷ ︸
n
over this field. The Grassmann graph Γk(V ) is the graph whose vertices are k-
dimensional subspaces of V and two such subspaces are adjacent vertices of this
graph if their intersection is (k − 1)-dimensional. The graph Γk(V ) is connected
and the distance between any two k-dimensional subspaces X and Y in this graph
is equal to
k − dim(X ∩ Y ).
The diameter of Γk(V ) is equal to k if n ≥ 2k and the diameter is n− k if n < 2k.
Recall that there are precisely
qm − 1
q − 1 = q
m−1 + · · ·+ q + 1
distinct 1-dimensional subspaces in anm-dimensional vector space over Fq. In what
follows, this number will be denoted by [m]q. The number of hyperplanes in this
vector space also is equal to [m]q.
Suppose that the distance between k-dimensional subspaces X and Y in the
Grassmann graph is equal to m. Then X ∩ Y is (k −m)-dimensional. It is well-
known that every geodesic in Γk(V ) connectingX and Y is formed by k-dimensional
subspaces containing X∩Y . The number of hyperplanes of X containingX∩Y and
the number of (k −m+ 1)-dimensional subspaces of Y containing X ∩ Y both are
equal to [m]q. This implies that there are precisely [m]
2
q vertices of Γk(V ) adjacent
to X and at distance m − 1 from Y . Applying the same arguments to distances
less than m, we establish that the number of geodesics in Γk(V ) connecting X and
Y is equal to
[m]2q[m− 1]2q . . . [2]2q.
See [2, Section 9.3] for more properties of Grassmann graphs.
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2.2. Linear codes. A linear [n, k]q code C is a k-dimensional subspace of V ; non-
zero vectors belonging to this subspace are called codewords of C.
The standard basis of V is formed by the vectors
e1 = (1, 0, . . . , 0), . . . , en = (0, . . . , 0, 1).
Denote by ci the i-th coordinate functional (x1, . . . , xn)→ xi and write Ci for the
hyperplane of V which is the kernel of ci.
A linear [n, k]q code C is non-degenerate if the restriction of every coordinate
functional to C is non-zero. In this case, we write Pi for the 1-dimensional subspace
of C∗ containing ci|C . Note that the equality Pi = Pj is possible for some distinct
i, j. The collection P(C) formed by all Pi is called the projective system associated
to the linear code C [10, Section 1.1]. Since the code C is assumed to be non-
degenerated, the projective system contains k elements whose sum coincides with
C∗. Our linear code is said to be projective if all Pi are mutually distinct, i.e. P(C)
is an n-element subset of the projective space corresponding to C∗.
Let x1, . . . , xk be a basis of C and let x
∗
1, . . . , x
∗
k be the dual basis of C
∗, i.e.
x∗i (xj) = δij (Kronecker delta). Consider the generator matrix M of C whose rows
are x1, . . . , xk. If (a1j , . . . , akj) is the j-column of M , then
cj |C = a1jx∗1 + · · ·+ akjx∗k.
Therefore, the code C is projective if and only if any two columns in M are non-
proportional. The latter condition is equivalent to the fact that C ∩Ci and C ∩Cj
are distinct hyperplanes of C for any distinct i, j.
For fixed n and q the following assertions are fulfilled:
• for a given number k ∈ {2, . . . , n − 2} projective [n, k]q codes exist if and
only if [k]q ≥ n;
• projective [n, k]q codes exist for all k ∈ {2, . . . , n−1} if and only if q+1 ≥ n.
In the case when n = [k]q, projective [n, k]q codes are known as q-ary simplex codes
of dimension k (see, for example, [4, Section 1.8]). The projective system of such
a code consists of all points of a (k − 1)-dimensional projective space. By general
properties of projective systems (see [10, Theorem 1.1.6] or [8, Lemma 2.20]), this
implies that any two q-ary simplex codes of dimension k are equivalent, i.e. there is
a monomial linear automorphism of V transferring one of these codes to the other.
3. The distance between projective codes
3.1. Results. Denote by Π(n, k)q the restriction of the Grassmann graph Γk(V )
to the set of all projective [n, k]q codes, i.e. the vertices of the graph Π(n, k)q are
projective [n, k]q codes and two such codes are adjacent vertices of the graph if
their intersection is (k − 1)-dimensional.
In the case when k = 1, n − 1, any two distinct vertices of Γk(V ) are adjacent.
For this reason, we will alway suppose that 1 < k < n− 1.
Theorem 1. Suppose that q ≥ (n2). Then Π(n, k)q is a connected graph of diameter
min{k, n− k},
the distance between any two projective [n, k]q codes X and Y in this graph is equal
to
k − dim(X ∩ Y )
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(i.e. it coincides with the distance between X and Y in the Grassmann graph). If
this distance is equal to m, then there are at least
[m]q[m− 1]q . . . [2]q
distinct geodesics in Π(n, k)q connecting X and Y .
The condition q ≥ (n2) does not hold if n = [k]q (the case of simplex codes). In
the case when
n = 15, k = 4, q = 2 or n = 13, k = 3, q = 3,
there are projective [n, k]q codes X,Y such that dim(X ∩ Y ) = k − 2 and there is
no projective [n, k]q code adjacent to both X and Y (Subsection 4.2).
On the other hand, the graph Π(7, 3)2 is isomorphic to the incidence graph
Γ1,3(F
4
2) whose vertices are 1-dimensional and 3-dimensional subspaces of F
4
2 and
two distinct subspaces are adjacent vertices of the graph if they are incident. So,
Π(7, 3)2 has properties similar to the properties described in Theorem 1.
3.2. Proof of Theorem 1. Recall that Ci is the kernel of the i-th coordinate
functional. For distinct i and j we denote by Cij the intersection of Ci and Cj ; this
is an (n− 2)-dimensional subspace. For every non-degenerate linear [n, k]q code X
the intersection X ∩Ci is (k− 1)-dimensional. This code is projective if and only if
X ∩ Ci 6= X ∩ Cj
for any distinct i, j. The equality
X ∩ Ci = X ∩ Cj
is equivalent to the fact that X ∩ Cij is (k − 1)-dimensional. Therefore, a linear
[n, k]q code X is projective if and only if all X ∩ Cij are (k − 2)-dimensional.
Lemma 1. Let X and Y be projective [n, k]q codes such that
dim(X ∩ Y ) = k − 2.
If q ≥ (n2), then there are q + 1 distinct projective [n, k]q codes adjacent to both X
and Y .
Proof. There are precisely q + 1 hyperplanes of Y containing X ∩ Y . We denote
them by H1, . . . , Hq+1 and show that for every hyperplane H ⊂ X containingX∩Y
at least one of the linear [n, k]q codes H +Ht is projective.
If all H +Ht are non-projective codes, then for every t ∈ {1, . . . , q + 1} there is
at least one pair i(t), j(t) such that
(H +Ht) ∩ Ci(t)j(t)
is a (k − 1)-dimensional subspace. Since q + 1 > (n2) and there are precisely (n2)
distinct Cij , we can find distinct t, s ∈ {1, . . . , q + 1} and distinct i, j ∈ {1, . . . , n}
such that
St = (H +Ht) ∩Cij and Ss = (H +Hs) ∩ Cij
both are (k − 1)-dimensional subspaces. Suppose that St coincides with Ss. Since
H +Ht and H +Hs are distinct and their intersection is H , the subspace St = Ss
coincides with H which means that H is contained in Cij and the code X is not
projective. Therefore, St 6= Ss.
So, the dimension of St + Ss is not less than k and this subspace is contained in
Cij . Since Y and St + Ss both are contained in the (k + 1)-dimensional subspace
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H+Y , the intersection of these subspaces is not less than k−1. Then Cij intersects
Y in a (k − 1)-dimensional subspace which contradicts the fact that the code Y is
projective. 
Lemma 2. If q ≥ (n2), then for every projective [n, k]q code X and for every
subspace U ⊂ X whose dimension is less than k − 2 there is a projective [n, k− 1]q
code X ′ satisfying U ⊂ X ′ ⊂ X.
Proof. Since X is a projective [n, k]q code, every X ∩ Ci is a hyperplane of X and
each X ∩ Cij is (k − 2)-dimensional. Let H be a hyperplane of X different from
either X ∩ Ci and X ∩ Cj . Then H contains X ∩ Cij only in the case when
H ∩ Ci = X ∩ Cij = H ∩ Cj
which is equivalent to the fact that the linear [n, k − 1]q code H is not projective.
Therefore, a hyperplane H ⊂ X is a projective [n, k− 1]q code if and only if it does
not contain any X ∩Cij .
There are at most
(
n
2
)
distinct X∩Cij (we cannot state that X∩Cij and X∩Ci′j′
are distinct for distinct pairs i, j and i′, j′) and each of them is contained in precisely
q + 1 distinct hyperplanes of X . Thus the number of hyperplanes of X containing
at least one of X ∩ Cij is not greater than(
n
2
)
(q + 1).
The subspace U is contained in precisely [m]q distinct hyperplanes of X , where m
is the codimension of U in X . Since m ≥ 3 (by our assumption) and q ≥ (n2), we
have
[m]q =
qm − 1
q − 1 ≥
q3 − 1
q − 1 = q
2 + q + 1 ≥
(
n
2
)
q +
(
n
2
)
+ 1 >
(
n
2
)
(q + 1).
Therefore, there is a hyperplane of X which contains U and does not contain any
X ∩ Cij . This projective [n, k − 1]q code is as required. 
Lemma 1 can be generalized as follows.
Lemma 3. Let X and Y be projective [n, k]q codes such that
dim(X ∩ Y ) = k −m and m ≥ 2.
If q ≥ (n2), then there are [m]q distinct projective [n, k]q codes Z adjacent to X and
satisfying
dim(Z ∩ Y ) = dim(X ∩ Y ) + 1.
Proof. In the case when m = 2, the statement coincides with Lemma 1. Suppose
that m ≥ 3. Lemma 2 implies the existence of a projective [n, k− 1]q code X ′ ⊂ X
containingX∩Y . There are precisely [m]q distinct (k−m+1)-dimensional subspaces
of Y containing X ∩Y . The sum of any such subspace and X ′ is a projective [n, k]q
code satisfying the required conditions. 
LetX and Y be as in Lemma 3 and q ≥ (n2). Using Lemma 3, we show recursively
that the graph Π(n, k)q contains [m]q[m − 1]q . . . [2]q distinct paths connecting X
and Y . Each of these paths is of length m. Since the distance between X and Y in
the Grassmann graph Γk(V ) is equal to m, all these paths are geodesics in Π(n, k)q.
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To complete the proof we need to establish the existence of projective [n, k]q codes
X and Y such that
(1) dim(X ∩ Y ) = max{0, 2k− n}.
This is a consequence of the following.
Lemma 4. Suppose that q > 2 and
(2) min{[k]q, [n− k]q} ≥ n,
then there exist projective [n, k]q codes X and Y satisfying (1).
The inequality q ≥ (n2) guarantees that the conditions of Lemma 4 hold.
Proof of Lemma 4. Suppose 2k ≤ n. Consider the projective [n, k]q codes X and
Y represented by the matrices
M = [I, A,B], N = [λA, I,B]
where I is the identity matrix of rank k, the rank k matrix A = [aij ] with a 6= 0, 1
is as follows
A =


1 0 ... 0 0 0
1 1 ... 0 0 0
0 1 ... 0 0 0
... ... ... ... ... ...
0 0 ... 1 1 a
0 0 ... 0 1 1


(the only non-zero entries are aii = ai+1i = 1 and ak−1k = a) and B is a k×(n−2k)-
matrix with no null column, no column proportional to a column of [I, A] and no two
mutually proportional columns. Needless to say that B only occurs when 2k < n.
Such a matrix exists, since [k]q − 2k ≥ n − 2k. We must choose λ in such a way
that the matrix [
M
N
]
=
[
I A B
λA I B
]
has rank 2k. This matrix has the same rank as the matrix[
I A B
O I − λA2 B − λAB
]
.
So, we only must choose λ 6= 0 such that λ−1 is not an eigenvalue of the matrix
A2. However, A has at most three distinct eigenvalues , namely 1 (of multiplicity
k − 2) and possibly 1±√a. The latter exist only if a is a square. If q is odd, then
Fq contains non-square elements and we can choose any of them as a. With such
a choice of a, 1 is the unique eigenvalue of A2 and any λ 6= 1 is as required. If q is
even, then A2 has two eigenvalues, namely 1 and 1 + a, of multiplicity k − 2 and 2
(respectively). In this case, we have q ≥ 4 (since q 6= 2 by our assumption) and Fq
contains non-zero elements different from 1 and (1 + a)−1. We choose any of them
as λ.
Now, we suppose that n < 2k. Then 2(n−k) < n and, by (2), we have [n−k]q ≥
n. The above arguments imply the existence of projective [n, n− k]q codes X ′ and
Y ′ such that X ′ ∩ Y ′ = 0. Let Z be a complement of X ′ + Y ′. The dimension of
Z is equal to 2k − n. The projective [n, k]q codes X = X ′ + Z and Y = Y ′ + Z
satisfy (1). 
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Remark 1. The latter statement holds for q = 2 if 3 ≤ k ≤ n − 3. Consider the
case when n ≥ 2k ≥ 6 and q is an arbitrary. Let X and Y be the projective [n, k]q
codes represented by matrices
M = [I, U −A,B], N = [−I, I − U,B′]
where I is the identity matrix of rank k, U is the rank k matrix where each element
is 1 and the rank k matrix A = [aij ] is as follows
A =


0 1 0 ... 0 0
0 0 1 ... 0 0
... ... ... ... ... ...
0 0 0 ... 1 0
0 0 0 ... 0 1
0 0 0 ... 0 0


(the only non-zero entries are aii+1 = 1). The condition k ≥ 3 guarantees that the
matrices [I, U − A] and [−I, I − U ] have no proportional columns. As above, B
and B′ are k× (n− 2k)-matrices with no null column, no column proportional to a
column of [I, U −A] and [−I, I −U ] (respectively); they occur if 2k < n. The rank
of the matrix [
M
N
]
=
[
I U −A B
−I I − U B′
]
is equal to the rank of the matrix[
I U −A B
O I −A B +B′
]
.
Since [
I U −A
O I −A
]
is an upper triangular matrix whose diagonal is formed by 1, our matrices have
rank 2k which means that X ∩ Y = 0. As in the proof of Lemma 4, we show that
the statement holds if n− k < k ≤ n− 3.
4. The graphs of simplex codes
Through this section, we suppose that n = [k]q. This is the case when Π(n, k)q
is the graph of q-ary simplex codes of dimension k.
4.1. Simplex vectors and simplex codes. If X is a q-ary simplex code of di-
mension k, then every hyperplane of X is the intersection of X with a certain
coordinate hyperplane Ci (indeed, X contains precisely [k]q = n hyperplanes and
all hyperplanes X ∩ Ci are mutually distinct). Every 1-dimensional subspace of
X is the intersection of precisely [k − 1]q distinct X ∩ Ci. This means that every
non-zero codeword x ∈ X has precisely [k − 1]q coordinates equal to 0, i.e. the
Hamming weight of x is
[k]q − [k − 1]q = qk−1.
Then the Hamming distance between any two codewords of X is equal to qk−1
(indeed, every shifting x→ x+ y preserves the Hamming distance and it transfers
X to itself if x ∈ X).
By [1] (see also [4, Theorem 7.9.5]), q-ary simplex codes of dimension k can be
characterized as subspaces of V maximal with respect to the property that the
Hamming weight of all non-zero vectors is equal to qk−1.
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We say that x ∈ V is a simplex vector if the Hamming weight of this vector is
qk−1. A non-zero vector is simplex if and only if it is a codeword of a certain q-ary
simplex code of dimension k (all codewords of simplex codes are simplex vectors
and the group of monomial linear automorphisms of V acts transitively on the set
of simplex vectors and the set of simplex codes). By the above characterization of
simplex codes, a subspace of V is a q-ary simplex code of dimension k if and only
if it is maximal with respect to the property that all non-zero vectors are simplex.
Theorem 2. The set of all simplex vectors is precisely the set of vectors x =
(x1, . . . , xn) satisfying all the equations∑
i1<···<ipj
x
q−1
i1
. . . x
q−1
i
pj
= 0
for j ∈ {0, . . . ,mk −m− 1}, where q = pm and p is a prime number.
Proof. We use the following Lucas’s theorem: for any prime number p and expan-
sions a =
∑r
i=0 aip
i and b =
∑r
i=0 bip
i we have(
a
b
)
≡
r∏
i=0
(
ai
bi
)
(mod p);
in particular, (
a
b
)
6≡ 0 (mod p) ⇐⇒ ai ≥ bi for all i.
Every natural number can be written uniquely as pjs, where j ≥ 0 and s is not
divisible by p. If the Hamming weight of x = (x1, . . . , xn) is equal to such p
js, then
the inequality pjs ≤ n = [k]q = qk−1 + · · · + q + 1 implies that for this Hamming
weight one of the following possibilities is realized:
• pjs with j ≤ mk −m− 1 and s ≥ 1,
• pmk−m = qk−1, i.e. x is a simplex vector.
For the first case Lucas’s theorem shows that∑
i1<···<ipj
x
q−1
i1
. . . x
q−1
i
pj
=
(
pjs
pj
)
6= 0.
In the second case, we obtain that∑
i1<···<ipj
x
q−1
i1
. . . x
q−1
i
pj
=
(
pmk−k
pj
)
= 0
for every j ∈ {0, . . . ,mk −m− 1}. 
Corollary 1. All q-ary simplex codes of dimension k can be characterized as sub-
spaces of V maximal with respect to the property that all vectors satisfy the equations
from Theorem 2.
Corollary 2. The graph Π(7, 3)2 consisting of all binary simplex codes of dimension
3 is isomorphic to the incidence graph Γ1,3(F
4
2).
Proof. Suppose that q = 2 and k = 3 (then n = 7). In this case, the set of all
simplex vectors x = (x1, . . . , x7) is described by the following equations
7∑
i=1
xi = 0 and
∑
i<j
xixj = 0.
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Let Q be the restriction of the quadratic form
∑
i<j xixj to the 6-dimensional
subspace W defined by the first equation. Then the set of all simplex vectors
is the quadric of Q-singular vectors. It is well-known that the restriction of the
Grassmann graph Γ3(W ) to the set of maximal Q-singular subspaces is isomorphic
to Γ1,3(F
4
2) (see, for example, [2, Section 9.4]). 
4.2. Two examples. We construct two binary simplex codes X,Y of dimension 4
such that dim(X∩Y ) = 2 and there is no vertex of Π(15, 4)2 adjacent to both X,Y .
Consider the following 2-dimensional subspaces of F152 formed by simplex vectors
L1 =


u1
u2
u1 + u2

 =


0 0 0 0 0 0 0 1 1 1 1 1 1 1 1
0 0 0 1 1 1 1 0 0 0 0 1 1 1 1
0 0 0 1 1 1 1 1 1 1 1 0 0 0 0

 ,
L2 =


v1
v2
v1 + v2

 =


0 1 1 0 0 1 1 0 1 0 1 0 1 0 1
1 0 1 0 1 0 1 0 0 1 1 0 1 1 0
1 1 0 0 1 1 0 0 1 1 0 0 0 1 1

 ,
L3 =


w1
w2
w1 + w2

 =


0 1 1 0 0 0 0 1 0 1 1 1 0 1 1
1 0 1 1 0 1 1 0 0 0 0 1 0 1 1
1 1 0 1 0 1 1 1 0 1 1 0 0 0 0

 .
Then L1 + L2 and L2 + L3 are the binary simplex codes of dimension 4 whose
generator matrices are

0 0 0 0 0 0 0 1 1 1 1 1 1 1 1
0 0 0 1 1 1 1 0 0 0 0 1 1 1 1
0 1 1 0 0 1 1 0 1 0 1 0 1 0 1
1 0 1 0 1 0 1 0 0 1 1 0 1 1 0


and 

0 1 1 0 0 1 1 0 1 0 1 0 1 0 1
1 0 1 0 1 0 1 0 0 1 1 0 1 1 0
0 1 1 0 0 0 0 1 0 1 1 1 0 1 1
1 0 1 1 0 1 1 0 0 0 0 1 0 1 1

 ,
respectively. The Hamming distance between any two codewords in a binary sim-
plex code of dimension 4 is equal to 8, but the Hamming distance between any
simplex vectors x ∈ L1 and y ∈ L3 is not equal to 8. If Z is a 4-dimensional sub-
space of F152 adjacent to both L1+L2 and L2+L3, then Z has non-zero intersections
with L1 and L3, in other words, Z contains a pair of simplex vectors which are not
at Hamming distance 8. This means that Z is not a binary simplex code.
Now, we describe two ternary simplex codes X,Y of dimension 3 such that
dim(X ∩ Y ) = 1 and there is no vertex of Π(13, 3)3 adjacent to both X,Y . Let X
and Y be the ternary simplex codes of dimension 3 whose generator matrices are
 wv1
v2

 =

 0 0 0 0 1 1 1 1 1 1 1 1 10 1 1 1 0 0 0 1 2 1 1 2 2
1 0 1 2 0 1 2 0 0 1 2 1 2


and 
 wu1
u2

 =

 0 0 0 0 1 1 1 1 1 1 1 1 11 0 1 1 0 0 2 0 1 1 1 2 2
2 1 0 1 0 1 0 2 0 1 2 1 2

 ,
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respectively. Consider all 3-dimensional subspaces adjacent to both X,Y (there are
precisely 16 such subspaces). Their generator matrices are the following
 wv1
u1

 =

 0 0 0 0 1 1 1 1 1 1 1 1 10 1 1 1 0 0 0 1 2 1 1 2 2
1 0 1 1 0 0 2 0 1 1 1 2 2



 wv1
u2

 =

 0 0 0 0 1 1 1 1 1 1 1 1 10 1 1 1 0 0 0 1 2 1 1 2 2
2 1 0 1 0 1 0 2 0 1 2 1 2



 wv1
u1 + u2

 =

 0 0 0 0 1 1 1 1 1 1 1 1 10 1 1 1 0 0 0 1 2 1 1 2 2
0 1 1 2 0 1 2 2 1 2 0 0 1



 wv1
u1 + 2u2

 =

 0 0 0 0 1 1 1 1 1 1 1 1 10 1 1 1 0 0 0 1 2 1 1 2 2
2 2 1 0 0 2 2 1 1 0 2 1 0



 wv2
u1

 =

 0 0 0 0 1 1 1 1 1 1 1 1 11 0 1 2 0 1 2 0 0 1 2 1 2
1 0 1 1 0 0 2 0 1 1 1 2 2



 wv2
u2

 =

 0 0 0 0 1 1 1 1 1 1 1 1 11 0 1 2 0 1 2 0 0 1 2 1 2
2 1 0 1 0 1 0 2 0 1 2 1 2



 wv2
u1 + u2

 =

 0 0 0 0 1 1 1 1 1 1 1 1 11 0 1 2 0 1 2 0 0 1 2 1 2
0 1 1 2 0 1 2 2 1 2 0 0 1



 wv2
u1 + 2u2

 =

 0 0 0 0 1 1 1 1 1 1 1 1 11 0 1 2 0 1 2 0 0 1 2 1 2
2 2 1 0 0 2 2 1 1 0 2 1 0



 wv1 + v2
u1

 =

 0 0 0 0 1 1 1 1 1 1 1 1 11 1 2 0 0 1 2 1 2 2 0 0 1
1 0 1 1 0 0 2 0 1 1 1 2 2



 wv1 + v2
u2

 =

 0 0 0 0 1 1 1 1 1 1 1 1 11 1 2 0 0 1 2 1 2 2 0 0 1
2 1 0 1 0 1 0 2 0 1 2 1 2



 wv1 + v2
u1 + u2

 =

 0 0 0 0 1 1 1 1 1 1 1 1 11 1 2 0 0 1 2 1 2 2 0 0 1
0 1 1 2 0 1 2 2 1 2 0 0 1



 wv1 + v2
u1 + 2u2

 =

 0 0 0 0 1 1 1 1 1 1 1 1 11 1 2 0 0 1 2 1 2 2 0 0 1
2 2 1 0 0 2 2 1 1 0 2 1 0



 wv1 + 2v2
u1

 =

 0 0 0 0 1 1 1 1 1 1 1 1 12 1 0 2 0 2 1 1 2 0 2 1 0
1 0 1 1 0 0 2 0 1 1 1 2 2



 wv1 + 2v2
u2

 =

 0 0 0 0 1 1 1 1 1 1 1 1 12 1 0 2 0 2 1 1 2 0 2 1 0
2 1 0 1 0 1 0 2 0 1 2 1 2


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
 wv1 + 2v2
u1 + u2

 =

 0 0 0 0 1 1 1 1 1 1 1 1 12 1 0 2 0 2 1 1 2 0 2 1 0
0 1 1 2 0 1 2 2 1 2 0 0 1



 wv1 + 2v2
u1 + 2u2

 =

 0 0 0 0 1 1 1 1 1 1 1 1 12 1 0 2 0 2 1 1 2 0 2 1 0
2 2 1 0 0 2 2 1 1 0 2 1 0

 .
None of these codes is projective.
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