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ABSTRACT
DEVELOPMENT OF REDUCED POLYNOMIAL CHAOS-KRIGING METAMODEL FOR
UNCERTAINTY QUANTIFICATION OF COMPUTATIONAL AERODYNAMICS
Computational fluid dynamics (CFD) simulations are a critical component of the design and de-
velopment of aerodynamic bodies. However, as engineers attempt to capture more detailed physics,
the computational cost of simulations increases. This limits the ability of engineers to use robust
or multidisciplinary design methodologies for practical engineering applications because the com-
putational model is too expensive to evaluate for uncertainty quantification studies and off-design
performance analysis. Metamodels (surrogate models) are a closed-form mathematical solution
fit to only a few simulation responses which can be used to remedy this situation by estimating
off-design performance and stochastic responses of the CFD simulation for far less computational
cost. The development of a reduced polynomial chaos-Kriging (RPC-K) metamodel is another
step towards eliminating simulation gridlock by capturing the relevant physics of the problem in
a cheap-to-evaluate metamodel using fewer CFD simulations. The RPC-K metamodel is superior
to existing technologies because its model reduction methodology eliminates the design parame-
ters which contribute little variance to the problem before fitting a high-fidelity metamodel to the
remaining data. This metamodel can capture non-linear physics due to its inclusion of both the
long-range trend information of a polynomial chaos expansion and local variations in the simu-
lation data through Kriging. In this thesis, the RPC-K metamodel is developed, validated on a
convection-diffusion-reaction problem, and applied to the NACA 4412 airfoil and aircraft engine
nacelle problems. This research demonstrates the metamodel’s effectiveness over existing poly-
nomial chaos and Kriging metamodels for aerodynamics applications because of its ability to fit
non-linear fluid flows with far fewer CFD simulations. This research will allow aerospace engi-
neers to more effectively take advantage of detailed CFD simulations in the development of next-
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As the complexity of new engineering designs increases, the demand for statistical data of key
design variables for uncertainty quantification (UQ) does as well. Uncertainty quantification is a
quantitative study of a problem’s uncertainties in order to understand and reduce them. This UQ
data is especially important when using robust and reliability design methodologies [2]. This UQ
data is often generated from propagating the known or estimated probability distributions of the
design parameters through a model, known as a forward problem [3]. The forward problem model
can be physical testing, empirical formulations, or computer simulations. Critically, generating
a large amount of statistical data for complex problems always comes with a significant cost.
To ameliorate this cost, a metamodel (surrogate model) can be used to approximate the model’s
response at off-design points [2, 4–10].
While this data can be generated in many ways, the present work focuses on using computer
simulations to estimate design problem responses for aerodynamics problems. For the aerodynam-
ics problems of interest in this thesis research, the computational tool of choice is computational
fluid dynamics (CFD) solvers. These codes solve a form of the partial differential equations which
govern fluid flow, the Navier-Stokes equations. These equations are famously difficult to solve
analytically, so many versions and fidelities of solvers exist for solving fluid dynamics problems
under a variety of conditions. Additionally, while computational power has been increasing, the
complexity of the codes used for these simulations has also increased in order to capture more
physics [5, 11–13]. Thus, simulations become computationally expensive. Metamodels can assist
engineering design of these aerodynamics problems by fitting a computationally cheap mathemat-
ical model to estimate the responses of these CFD simulations. These estimates can be used to
estimate the problem’s uncertainty and its behavior at off-design points.
Generally, there are two ways to generate the UQ data for a computer experiment, intrusive
and non-intrusive. Intrusive methods act by modifying the underlying governing equations so as to
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“perturb” them with some distribution so that the response can be interpreted stochastically. Non-
intrusive methods process the output data of a standard model which has been run at multiple input
conditions dependent on the underlying probability distributions of the parameters. The stochastic
data is then estimated from the set of deterministic responses. While intrusive methods can be
quite efficient and reliable, they are rarely used so existing software does not need modification
and the difficulty in re-formulating the governing equations [14]. In this thesis work, non-intrusive
methods are employed.
For non-intrusive studies, the computer experiment can be broken down into the key steps of
selecting a forward problem model, choosing a sampling strategy, running the simulations, and
then processing the data. Since computer experiments have deterministic instead of stochastic
responses, the stochastic response must be estimated [3]. The easiest method for this is Monte
Carlo (MC) simulation which involves selecting a forward problem model and running it many
times with random inputs chosen according to their parameter distributions. Then, the responses of
the forward problem are considered stochastically [14–16]. This method, while easy to implement,
is computationally expensive and has a slow convergence rate. Therefore, new tools are required
to make more effective use of the data from each computer simulation.
The use of computer simulation for engineering design has been evaluated by several agencies
and always found to be one of the critical components to maintaining leadership in engineering
design, driving significant research. This is true at the international level [17], across the entire
National Science Foundation (NSF) [18], and for the National Aeronautics and Space Adminis-
tration’s (NASA) goals for CFD [12]. In all of these reports, effective uncertainty quantification
(UQ) is necessary for best leveraging simulation data for new design methodologies. This requires
balancing the number of problems investigated and the amount of data generated for each.
While the data generated from UQ is used in robust and reliability-based designs [2], the meta-
models frequently used in the UQ process are necessary in multidisciplinary design optimization
(MDO) as well. These metamodels are necessary in MDO as the optimization methods in most
architectures make many function calls to the separate physical models in a problem in order to
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evaluate new design points [7, 19]. Without metamodels, the computational cost of full CFD sim-
ulations would prohibit any attempt at MDO, limiting new globally optimal designs. Fortunately,
integration methods exist for metamodeling technologies [20]. While MDO structures are not the
focus of this work, an optimization property must be considered when building metamodels. The
“no free lunch” theorem of optimization states that no single optimization method is superior to all
others in all cases [21]. In other words, it is unwise to pursue one optimization strategy above all
others to make a single, master optimization method. This is true even when fitting metamodels
to models treated as a black-box [22, 23]. However, the advantages gained from automating the
design optimization process means that it is not always wise to consider all possible methods for a
given problem.
Because of this, only a few UQ methods are considered for these sparse aerodynamic prob-
lems. For metamodels, they can be generally categorized as polynomial methods, Kriging, and
neural networks at a high level. The high training costs of current neural networks prevents their
use in sparse applications, though single layer applications which use radial basis functions have
been used effectively before as a sort of cross between neural networks and Kriging [24]. Most
polynomial methods used to be known as response surface methodologies, though the advent of
generalized polynomial chaos (PC) theory has in general replaced other polynomial forms with the
specialized orthogonal polynomials [4–6,8,10]. Kriging methods exist in several forms and predict
responses using the problem’s covariance data and mean [4–6,10]. Polynomial chaos methods are
able to predict long range trend information and are easy to compute whereas Kriging methods pro-
vide great local accuracy and are exact interpolators. Both methods are suitable for multi-fidelity
and sensitivity analysis which are popular new features of metamodels [9]. Recently, Roland
Schöbi and Bruno Sudret [25] introduced the combined method, polynomial chaos-Kriging (PC-
K), which uses a PC expansion as the trend function in universal Kriging. This combined method
promises the benefits of both metamodel strategies in an effort to make a more robust method for
UQ and optimization work. The method can capture the long range trends of the data through the
use of a PC expansion while simultaneously exploiting the covariance data of the problem to refine
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local estimates at off-design points. It also recovers the true value of the deterministic solutions
used to construct the metamodel. Additionally, the PC expansion can be quickly evaluated to get
the statistical moments of the problem and perform a sensitivity analysis of the problem. This
combination of characteristics should suit the PC-K method to a wide variety of UQ studies.
For CFD UQ studies, several aspects are important. First, the computer codes must be verified
and validated before they are used as the forward model. This is an important step in CFD studies
since numerical methods can struggle to predict certain non-linear physics of fluid flows [26]. Once
the simulation is validated, a reliable UQ method, such as Monte Carlo, PC expansions, or Krig-
ing, must be determined [14]. However, the recently developed PC-K metamodeling methods have
had very few validation cases, focusing mainly on test functions and structural reliability prob-
lems [10,25,27–31]. Very recently, the method has been applied to two low-fidelity aerodynamics
problems on an airfoil [32, 33] and more advanced, non-aerodynamic fluids simulations [34, 35].
In the present work, the PC-K method is combined with a sensitivity index-based model reduction
strategy for PC expansions, reduced PC (RPC) from Prasad and Roy [8], to create a reduced PC-K
(RPC-K) metamodel for UQ on sparse aerodynamics CFD problems.
In our work, the new RPC-K metamodeling method is analyzed on three separate problems to
determine if it is superior to previous methods for sparsely sampled problems. First, the method
is verified and validated on a convection-diffusion-reaction (CDR) partial differential equation
which has an analytical and CFD solution. Through this, the metamodel is evaluated versus both
an analytical and Monte Carlo solution. The problem is then tested on the National Advisory
Committee for Aeronautics (NACA) 4412 airfoil. This airfoil is solved using a Reynolds-averaged
Navier-Stokes (RANS) CFD simulation on a 2D grid based on validation data from NASA Langley
Research Center’s Turbulence Modeling Resource (TMR) [1]. This validation case is based off of
experimental data originally collected by Donald Coles and Alan J. Wadcock [36,37] in 1979 using
a flying hotwire. For this case, the low-Mach number, 2D RANS solution can be solved relatively
quickly. The test case also has strong non-linear effects in the separation seen at the trailing edge at
high angles-of-attack. The RPC-K metamodel is also evaluated on an aircraft engine nacelle case
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which simulates takeoff under a strong crosswind for the design, possibly leading to separated
airflow at the nacelle lip. This CFD simulation is based off of research conducted by Nathan
Spotts [38] using RANS simulations to predict the airflow in aeroturbine engines.
The thesis is organized as follows. In chapter 2, a literature review is conducted on the rele-
vant methodologies for this study to both show the state-of-the-art metamodeling strategies for UQ
studies and place this thesis research within the discipline. Chapter 3 presents the methods used in
the present study, including PC expansions, Kriging, and RPC-K, along with the sensitivity anal-
ysis and error estimation methods. Chapter 4 presents the validation of the RPC-K metamodel on
the CDR problem. Chapter 5 describes the problem configurations and discusses the metamodel-
ing results for the NACA 4412 airfoil and the aircraft engine nacelle. Finally, chapter 6 provides




First, the existing literature is reviewed to cover the state-of-the-art PC and Kriging meta-
modeling technologies since they are the foundational elements in the new metamodeling method
developed in this thesis. In section 2.1 the original development and current state of non-intrusive,
regression-based polynomial chaos expansions are detailed. Then, in section 2.2 the develop-
ment of Kriging methods is reviewed. Their current application in metamodeling for aerospace
applications is also highlighted. The full depth of PC and Kriging methods can not be compre-
hensively reviewed in this chapter due to the large body of literature that exists for both these
methods. Section 2.3 lays out the development of the RPC-K metamodel. This section includes
the development of sensitivity analysis methods, least angle regression, experimental design, and
error measures which are important parts of the newly developed RPC-K metamodel in this work.
Finally, section 2.4 emphasizes the motivation of the development and application of the RPC-K
metamodel.
2.1 Polynomial Chaos Expansions
Polynomial chaos expansions are a finite set of polynomial basis terms and corresponding co-
efficients from an infinite span which describe a random process. They were originally developed
by Norbert Wiener [39] in 1938 as a homogeneous chaos which describes independent, normally
distributed data using Hermite polynomials. As terms are added to the expansion, it converges
in the L2 sense for processes with finite second-order moments. This means that the expansion
converges to the true process mean and variance. While it can be applied to any process, it con-
verges optimally (exponentially) for normally distributed or Gaussian processes. This is because
the weighting function for Hermite polynomials is the same as that for a Gaussian process. The
expansion can then be applied to multivariate problems where the modeled distribution is a tensor
product of independent variables.
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The homogeneous chaos was then expanded by Xiu and Karniadakis [40] into generalized
polynomial chaos or Wiener-Askey chaos for various distribution types. For a given distribution
and its matching Askey orthogonal polynomial, a generalized PC expansion built using Askey
polynomials converges optimally. Since then, generalized PC expansions have been employed
both intrusively and non-intrusively to represent many stochastic processes [41, 42]. For non-
intrusive methods, once the polynomial basis is chosen, the coefficients then need to be fit. This
is commonly done with either projection or regression methods [43]. The present work considers
the regression approach as it simplifies the sampling and data-fitting of the metamodel. This is
because regression methods typically only require 2(p + 1) simulations and a well-conditioned
data matrix [44, 45]. Here p + 1 is the number of terms in the expansion. Even when using
regression-based PC expansions, several implementations exist and must be considered [42].
Over time, PC has been expanded for more general applications, but it has also been critiqued
for its limitations. First, traditional expansions have been trimmed to create sparse PC expansions
which include fewer terms [42]. Traditionally, PC expansions are truncated at either a total de-
gree or maximum degree for each univariate component. Sparse expansions either use hyperbolic
truncation, which removes higher-order interaction terms, or methods that keep only the signifi-
cant terms in the expansions by measuring their impact on the solution response [42]. A common
method used to choose these sparse terms is least angle regression (LARS) which selects the model
parameters which are most correlated with the output [42,46–49]. This thesis work also reduces the
size of PC expansions by using the reduced PC (RPC) method [8, 50]. The RPC method works by
fitting the PC expansion to only the parameters that have the greatest impact on the outputs. Appli-
cations of the method have been demonstrated by Prasad and Roy [8,50] for electrical engineering
and by Gao et al. [51] for aerodynamics.
Polynomial chaos has also been the subject of some criticism. This includes the lack of proof
for their convergence [52] and their shortfalls from a statistical perspective [53]. Specifically,
Anthony O’Hagan [53] has expressed doubt for PC’s ability to fully quantify the uncertainty of a
random process compared to traditional methods, such as Monte Carlo. Despite this criticism, PC
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expansions remain popular because they are computationally efficient, relatively easy to construct,
and they allow for very easy calculation of the statistical moments of the metamodel [9].
2.2 Kriging
The development of Kriging is credited to Georges Matheron [54] who based his research on
Danie Krige’s research on gold grade distributions in South Africa [55]. Kriging, also known as
Gaussian process regression, helped found the field of geostatistics and has since been incorporated
into other statistical applications. Kriging uses distance-weighted averages of existing data to
predict off-design points as an interpolator. Fundamentally, Kriging estimates the deviation of an
estimation point from a mean value based on the deviation of nearby points. The deviation is
estimated using the empirical data of the processes’ covariance. Kriging comes in three versions:
simple Kriging, which estimates deviations from an unknown mean; ordinary Kriging (OK), which
estimates deviations from a known mean; and universal Kriging (UK), which estimates deviations
from a trend function [55]. Additional variations exist to estimate values of averaged blocks,
correlated variables, and other extensions which have seen limited applications in computational
studies.
While the literature on Kriging is extensive, some elements that are critical for this thesis re-
search are noted. In 1983, Olivier Dubrule [56] found a closed form solution to calculate the leave-
one-out cross validation (LOOCV) error of a Kriging surrogate. Then in 1984, Armstrong [57]
presented the fundamental difficulty in creating a UK metamodel. The metamodel must simulta-
neously fit a trend function and the underlying covariance of the data. They interact and modify
each other. Because of this, the assumption of stationarity of the data is often violated as the
estimates of the trend and covariance can be inaccurate. Regardless, UK is still popularly used
today [55, 58]. To make this fitting process as easy as possible, various correlation functions are
considered.
The correlation functions in Kriging are fit to the empirical data. (Sometimes, the covari-
ance function, which is a scaled and inverted version of the autocorrelation function, is referred to
8
instead.) To visualize this fit, the data is often plotted on a semivariogram. An example semivari-
ogram is shown in Fig. 2.1 which plots example experimental data as black circles with a bounded
linear covariance function fit to the data. The x-axis is the lag distance of a single parameter and
the y-axis is the semivariance, γ, which is one-half of the variance of the simulation data. The
plotted semivariance values are calculated between any two data points. For example, γ12 would
be one-half of the variance between the response of simulation one and two and plotted as a single
point based on h1, the lag distance between the points in parameter one’s space. This variance is
often called a covariance as it describes the variance of discrete data points. Generally, the semi-
variances (and thus the covariances) should increase in some given shape to a maximum value
which is constant throughout the domain, called the sill. This maximum covariance is the process
variance which is assumed constant throughout the domain through the stationarity assumption.
Data with a trend violates this assumption because this covariance never has a true sill value [55].
The covariance functions fit to the data can be either bounded or unbounded. Bounded covari-











Figure 2.1: Example semivariogram with fitted bounded linear autocorrelation function.
ance functions have a finite lag distance at which the covariance reaches its sill while unbounded
functions asymptotically approach it. In Fig. 2.1, a bounded linear covariance function is shown
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which models the covariance as a linear increase from h = 0 to its maximum. From there, the
covariance is constant at its sill value, γmax. The correlation function associated with this covari-
ance function is modeled as R = 1− γ/γmax. In geostatistics there is sometimes a resting variance
value, called a nugget, which assumes a small variance even at lags of zero. For deterministic com-
puter experiments, like the present study, this is not the case. In computer experiments, unbounded
correlation functions are most common, including the Matérn, Gaussian-family, and cubic func-
tions [55, 59–62]. Additionally, some recent research [63] has been conducted on non-stationary
covariance functions. However, the methods have not yet been widely applied. Research on lifted-
Brownian covariance functions has also been conducted, and it was found that they can describe
the covariance of computer simulation data better than established covariance functions for geo-
statistical applications [64]. The process of fitting these covariance functions can be automated,
though manual inspection is still conducted as the process is not rigorous [55].
When fitting these covariance functions, the key is to find the parameters of the function which
minimize the error of the resulting Kriging model. These parameters of the covariance functions
are known as the hyperparameters of Kriging and are generally smoothing terms and the lag ranges.
The two commonly used methods are maximum likelihood estimation (MLE) and cross validation
(CV) [3,65,66]. François Bachoc [67] explored both methods for estimating true covariance func-
tions under uncertainty and misspecification. It was found that MLE is more likely to give the best
estimate, although CV is more robust when the model is misspecified. Both methods are explored
in the present research in order to deduce whether model misspecification was an issue for the
aerodynamics problems investigated. These functions were optimized using either global or local
optimization functions implemented in MATLAB R©. Global methods are capable of finding global
minima, but they require far more function calls than local methods. When using local methods,
either the region of the global minima must be known or a local minima must suffice. The global
methods explored in this thesis work include the functions patternsearch, particleswarm, glob-
alsearch, simulannealbnd, and ga (genetic algorithm). Of these, simulated annealing and genetic
algorithms have attracted significant interest recently. The local optimization functions used for
10
the present research was fmincon [68]. In general, MLE and local optimization work well for the
problems in the present work as the functions are not complicated and global optimization does
not yield a substantial benefit. Still, one of the main keys to efficiently finding the true covariance
function which describes a process is to properly sample the problem regardless of the method
used.
Multiple experimental design methodologies exist which are superior to the original Monte
Carlo method used in computer experiments. Quasi-Monte Carlo methods are more efficient and
are generally executed using quasi-random sequences like the Sobol sequence. Latin hypercube
sampling (LHS) is another popular method which samples randomly from the problem distribution
in areas of equal probability. Both of these methods are space-filling designs which are superior for
computer experiments to the traditional boundary sampling methods used in physical testing [3].
Of these two methods, quasi-random sequences have the additional benefit of being more well
suited to adaptive sampling methods as they can add any number of new points to an existing
design while maintaining the experimental design structure. Latin hypercube sampling does not
have this benefit as the sampling strategy no longer is consistent across regions of equal probability
when an additional point is added [28, 69]. These experimental design methods conflict with the
best methods for PC as PC expansions are typically best estimated using quadrature rules whereas
Kriging needs as much covariance data as possible. Because of this, random sampling methods are
superior to the more regular designs seen outside of Kriging [55].
For Kriging models created on sparsely sampled data, several methods have been explored to
make more efficient use of the simulation data [3, 10]. Generally, these sparse simulation sets can
be effectively analyzed for only a few key design parameters because they provide limited informa-
tion. Thus, the model can fit to a subset of the originally considered parameters or a reduced set of
transformed parameters. Some methods include partial least squares [70], active subspace [71–73],
and sensitivity studies [74–77]. Partial least squares and active subspace methods are similar to
principal component analysis where the key dimensions of a problem are identified and the prob-
lem is fit to these dimensions which may or may not be the actual dimensions (parameters) of the
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problem. These key dimensions are computed as a linear combination of the existing dimensions.
In sensitivity methods, the sensitivity of the response to each input parameter is estimated from the
relative variance due to each parameter. From this information, the input parameters of the prob-
lem which contribute very little variance to the problem are culled from the design space as the
loss of information (variance) from their removal is offset by the improved fitting of the important
parameters [74–76]. These sensitivity methods are used in our study to better fit sparse data instead
of dimension rotation methods as the dimensions for both Kriging and PC must be simultaneously
considered.
2.3 Reduced Polynomial Chaos-Kriging
The formal process of introducing PC expansions as the trend function of a UK metamodel
was first presented by Roland Schöbi and Bruno Sudret [27]. The details and results of using the
method are covered in a series of papers which explored the best way to combine the two methods
for various types of problems [10, 25, 27–31] (e.g., analytical functions, structural reliability, and
geotechnical problems). Generally, PC-K methods can be solved in the same way as any UK
metamodel except with the PC expansion being fit using linear regression. The method usually
diverges from UK when selecting one of n PC expansions from the LARS algorithm for the trend
function of the metamodel. Schöbi et al. [28] describes two general methods for selecting the best
metamodel from the n choices, sequential and optimal PC-K. In sequential PC-K, the best PC
expansion is selected from a candidate set and is used in the PC-K metamodel. In optimal PC-K, a
PC-K metamodel is constructed for each expansion and the best PC-K model selected. The optimal
method can give better results, though the computational cost is greater [28]. This is mainly due to
the cost of fitting the Kriging hyperparameters for each model. These optimal PC-K metamodels
can show superior performance to the sequential method because correlation information is used
in the least squares regression for estimating the polynomial coefficients [28].
The major benefit that the PC-K metamodels provide over either separate metamodel is the
inclusion of both long-range trend information and short-range covariance data. Also, because
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Kriging methods are interpolators, the predicted response values of design points match the re-
sponses used to construct the metamodel. This is a desirable trait for computer experiments since
they are deterministic. This also means that off-design responses at points near simulations that
have already been run can be more accurately predicted. Further, the analysis of the underlying
variance structure of the data can provide useful information for analysis [3, 10, 55]. Furthermore,
the PC component of the combined method provides easy-to-compute trend information from a
computationally cheap metamodel which is easy to evaluate for statistical information. Polyno-
mial chaos expansions have the superior characteristic of known convergence for various distribu-
tions of uncertainty and a large body of literature on their construction over other polynomial trend
functions [10,40,44]. The key to exploiting the benefits of both is to ensure that the PC expansion
accurately represents the data to the available fidelity, and the Kriging assumptions are not violated
to the point that the quality of the metamodel is degraded.
The RPC-K metamodel was first presented by Weinmeister et al. [78] in 2017 based on the
deficiencies of RPC for sparsely sampled, non-linear problems, as found in the work of Gao et
al. [51]. The RPC-K method was developed to combat the over-fitting issues found in the RPC
method by incorporating Kriging information. This initial work found the method showed some
improvement, but the over-fitting issue still persisted even with further modifications [79]. This
thesis includes the methods developed to counter-act this over-fitting, but first some of the impor-
tant elements in the RPC-K method must be reviewed.
2.3.1 Sensitivity Analysis
The cornerstone of the RPC-K method is the sensitivity analysis used to reduce the problem
to its high-variance dimensions. For the RPC-K metamodel, Sobol indices are used. In 1993
Ilya Sobol [74] introduced the concept of being able to decompose an integrand into separate
summable dimensions. This is done by expressing the model in a high-dimensional model repre-
sentation which is a sum of the mean of a model, the main effects, and each level of the interacting
effects [80]. In 2001 Sobol [76] expanded this idea into the creation of global sensitivity indices
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which can be applied to non-linear equations. These indices give a simple compact form to esti-
mate the relative impact of each of the dimensions of a problem that can be simply computed from
Monte Carlo and quasi-Monte Carlo methods. The method has since been expanded so that the
sensitivity indices can be estimated from a sparse sampling of a problem [81]. In 2000, Saltelli [75]
described many of the ways that sensitivity indices can be used in the model-building and evalua-
tion processes. Importantly, the key parameters which have the greatest global impact on the model
can be identified. In this thesis work, the indices are calculated from a PC metamodel [8, 82]. The
sensitivity indices are evaluated based on an analysis of variance (ANOVA) concept which says
that the variance of the problem can be decomposed into the components of each parameter. For to-
tal effects, every term in the PC expansion which is a product of a particular parameter is included
in the computation of the variance for that parameter. For main effects, only the univariate terms
for a parameter are summed. Using the concept of sparsity of effects, which states that low-order
terms carry the most impact on an output, the main effects can be further simplified to the first-
order effects only. These three measures provide decreasing levels of accuracy on the estimation
of the true sensitivity indices of the problem.
Sensitivity indices are the backbone of the model reduction strategies employed in this thesis
research based on work by Prasad and Roy [8,50]. This method works by using either the first-order
or main effects estimations of the sensitivity indices to identify the un-important parameters of a
problem before many simulations are performed. Using these estimations of the relative impact
of the dimensions of the problem, the un-important dimensions are culled with minimal loss in
accuracy for the resulting metamodel. After this, fewer simulations are required to fit the resulting
metamodel for the problem.
The development of sensitivity indices has continued, including the development of new and
efficient estimators for sparse problems [83]. Many of the more advanced features of sensitivities
are not considered in the present work as the aerodynamics problems have fairly few dimensions
for computer experiments and parameters which are clearly the most impactful. For a comprehen-
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sive review of the state-of-the-art, readers can consult the work by Iooss [77]. Once the problem
has been reduced using a sensitivity analysis, the sparse expansion must be chosen.
2.3.2 Least Angle Regression
The selection of the most appropriate metamodel for a problem is difficult and can be a chief
issue in the automation of the metamodeling process. While Kriging models are generally assumed
to have one form once the autocorrelation function is chosen, a PC expansion can have many forms
depending on the basis terms chosen. In order to chose the most impactful dimensions, least angle
regression (LARS) is employed to select the basis terms in order of decreasing correlation with
the output response [46]. The algorithm is related to two forward selection methods, least absolute
shrinkage and selection operator (Lasso) and forward stagewise. However, it is more computa-
tionally efficient than both as the number of steps in the LARS algorithm is exactly equal to the
number of covariates considered in the problem. The method works by identifying the covariate
(in this case the basis term) most correlated with the response and progressing along the vector
describing that term until another covariate is equally correlated. The progression towards the re-
sponse is measured by the increase in the coefficient for the selected covariate. At the point of
equal correlation, the direction of movement becomes equiangular between the previous covariate,
the new covariate, and the response. The process is then repeated until all covariates are selected.
This process is more efficient than the aforementioned forward selection methods because it ex-
ploits the information of the problem to know exactly how far in each direction the coefficients
need to be increased. For more advanced discussions on this original work, readers can refer to
the discussion which follows the original paper [46]. A review of the method as it compares to the
other L1 regression methods is covered by Hesterberg [48].
The LARS algorithm has since been modified to include the considered covariates in a hier-
archical method, so the terms show heredity [47, 84]. For a PC expansion, this means that after
the mean term, only the first-order basis terms are considered. The higher-order terms can not be
added to the regression problem until their lower-order terms are chosen. Additionally, interaction
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terms are not chosen until the main effect terms which compose it are chosen. Multiple versions of
hierarchical or heredity methods can be employed, and they can generally be classified as strong
or weak. A strong heredity adheres to the above methodology while weak heredity only requires
that one of the covariates of an interaction term is included before it is added to the problem [47].
These concepts are modified in this thesis work to create a new hierarchical method specific to
these sparsely sampled problems. Primarily, the LARS methodology adopted for choosing the
sparse PC expansion comes from the work of Blatman [49] which was adapted by Schöbi in the
development of PC-K [28]. This hierarchical method works well in concert with the reduction of
the problem to create a very sparse polynomial expansion. Next, the forward problem must be
sampled in the most efficient manner to fit this sparse expansion.
2.3.3 Experimental Design Methods
An effective experimental design (sampling strategy) allows for the construction of a good
metamodel by reducing the number of simulations which need to be run across the entire input
parameter space. A good design chooses the samples in a way such that they are representative of
the problem, allow for accurate fitting of the model, and the computation of classic tools, such as
sensitivity indices. Where computer experiments differ from physical experiments is in the need
for space-filling designs [3, 45, 85]. These designs are necessary in order to generate the UQ data
for deterministic codes. For these reasons, Monte Carlo (MC) methods are still superior in terms of
absolute convergence than any other method. It is only the large computational cost of MC methods
which prevents their use in these applications. Some of the alternatives include: quasi-Monte
Carlo or quasi-random sampling, which uses a quasi-random sequence such as a Sobol sequence;
Latin hypercube sampling (LHS), which divides the domain into areas of equal probability and
samples randomly in each area; K-means clustering, which uses MC sampling to establish regions
of equal probability randomly in the domain; orthogonal arrays, which randomly sample at grid
points within the problem domain; and uniform sampling, which creates a full factorial grid of the
problem [3, 4]. Of these methods, quasi-random sampling and LHS designs are the most common
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with Sobol sequences and minimax LHS the most popular versions for each, respectively. These
methods have been further refined to provide optimal versions for metamodel construction [86,87].
These improved designs have also been expanded for sparse, adaptive problems.
Significant previous research has gone into developing sampling strategies that work well with
adaptive schemes because these adaptive schemes often provide the lowest computational demand
on a problem. Because of this, the present research investigates these methods to ensure their
compatibility with the RPC-K metamodel. The need for new adaptive strategies has been driven
by optimization algorithms and a need for criteria which take into account both the uncertainty
in the problem domain and the location of design points already evaluated [88]. These adaptive
algorithms also consider the type of metamodel being used for the problem and slowly converge
to an optimal design. However, recent work has tried to tie adaptive sampling strategies into the
model selection process itself. This way, if a model is misspecified, the algorithm can correct for
it [89]. Despite this, fixed experimental designs and metamodels still dominate the field. For the
present work, it was important to identify methods which work well with sparse sampling for both
PC expansions and Kriging [90]. All of these methods have been developed to create an effective
metamodel; however, one last key to the metamodeling processes is devising an estimate of the
accuracy of the model.
2.3.4 Error Measures
Calculating the error associated with a metamodel, especially sparsely-constructed ones, is a
chief difficulty in the metamodeling process since generally no “truth” exists. There are several
error measures to consider. The most important error measure is the generalization error. This is
the error of the model when it is applied to predict a response not within the design data used to
construct the model. There is also a testing error which is a form of generalization error that is
computed from a test set of data if one is set aside. Another common error term is the training
error. This is the error that exists between the model and the data used to construct it. Ideally,
one has a data set large enough that it can be divided into a training, validation, and test set. The
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training set is used to calculate the model and the training error. The validation error is used to
asses the model selection process, and the test set is used to estimate the generalization error. While
both testing and training measures are monitored, the model chosen is the one which minimizes
the generalization error [45]. This is the correct metamodel based on the idea of the bias-variance
decomposition for mean squared errors.
For a mean squared error, the error can be broken down into a bias, variance, and irreducible
error. The bias error is squared and represents the error from under-fitting a model while the
variance is a measure of over-fitting. There is also always an irreducible error which occurs as the
stochastic process varies around its mean value. An under-fitted model does not accurately predict
off-design points because it does not account for the effects of all the parameters accurately. As
more terms are added to the model, the model can account for these deviations. However, as
terms are added, the model becomes more sensitive to the training data and over-fits the data.
This occurs as the model attempts to perfectly predict every design point, thus leading to large
oscillations between data points. Depending on the size of the data set and model, this over-fitting
can occur quickly or slowly. In large problems, several measures exist to limit model complexity
earlier than normally predicted by the mean squared error alone. The most common are the Akaike
information criterion (AIC) and the Bayesian information criterion (BIC) which both penalize the
mean squared error based on the number of terms. In sparse problems, these additional criterion
are generally not necessary as the mean squared error increases rapidly [45].
For sparse problems, several error measures can be used. However, all of the data must gener-
ally be used to construct the metamodel as not enough data exists to set aside for error prediction.
Typically, to estimate the generalization error, cross validation is used. For small data sets, leave-
one-out cross validation (LOOCV) is the preferred implementation [91]. This method works by
leaving one data point out of the training set and calculating the prediction error for it. The pro-
cess is then repeated for every training point and averaged. This method is well established and
works well for most metamodels, though research continues on alternative methods to determine
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over-fitting for sparsely-constructed metamodels [92]. These error measures help close the RPC-K
metamodeling processes by giving feedback on the quality of the model constructed.
2.4 Motivation
State-of-the-art metamodels give engineers the ability to process statistical data for computer
experiments more effectively than using brute force Monte Carlo methods, though existing meth-
ods are still not mature enough to meet demands. Specifically in aerodynamic CFD simulations,
the computational cost of uncertainty quantification studies can still be cost prohibitive. Because
of the non-linear physics being modeled, high-fidelity, high-cost simulations are used. As such,
only a certain number of simulations can be performed, giving a design space which has only been
sparsely sampled. Traditional PC expansions can be used to fit a metamodel to data for very lit-
tle computational cost, and they allow easy computation of the problem statistics and sensitivity
indices. However, they require larger data sets to fit the response surface accurately to the data.
Meanwhile, Kriging methods fit this data very well, but they can have large uncertainties in regions
with no sampling because they assume no underlying trend of the data. Combining a PC expansion
with UK solves this problem because Kriging is used to help the PC expansion give more accurate
estimates of the data when it is not well fit. Additionally, the model reduction makes the meta-
model’s estimates more accurate because it only has to fit the most important parameters of the
model. The RPC-K metamodel in this thesis work provides engineers and CFD practitioners the
ability to use the high-fidelity CFD simulations in robust and multi-disciplinary design method-
ologies through its efficient generation of UQ data. Ultimately, new aerodynamic designs will be
more reliable and efficient with incorporating the UQ data generated from the RPC-K metamodel.
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Chapter 3
Reduced Polynomial Chaos-Kriging Methods
In this chapter the mathematical formulation of the RPC-K metamodel is presented. Sec-
tions 3.1 and 3.2 present the mathematical details of the PC and Kriging methods, respectively,
since both are the major components of the new RPC-K metamodel. Then, in section 3.3 the two
methods are combined to present the RPC-K formulation. Also discussed in this section are the
sensitivity analysis procedure, least angle regression, and error measures. Finally, section 3.4 de-
scribes some additional characteristics of the new RPC-K metamodel which must be considered
when it is used on reduced and sparsely-sampled problems. It also discusses the full methodology
of a RPC-K workflow for its application by an engineer.
First, the general behavior of the metamodels is illustrated in Fig. 3.1. The metamodels are fit
to example one-dimensional data with an input parameter x and response f(x) shown in Fig. 3.1a.
Then, an example 6th degree PC expansion is fit to the data in Fig. 3.1b which shows how PC
metamodels accurately capture long-range trend information, but they do not necessarily interpo-
late through the known data points. Figure 3.1c shows the fit of an ordinary Kriging model on the
data. Kriging exactly interpolates through the known data points, but it produces rough results and
carries no long-range trend information. However, if the trend for a Kriging metamodel is approxi-
mated using PC, the result is improved as shown in Fig. 3.1d. This metamodel exactly interpolates
through all of the known data points, smooths the solution, and retains long-range trend informa-
tion. Therefore, a combined PC-K metamodel is desirable. The details on how these models are
constructed are presented next.
3.1 Polynomial Chaos
The original Wiener PC expansions selected a set of Hermite polynomials from a full homoge-
neous chaos to describe a Gaussian process [39]. This has since been expanded to Wiener-Askey
chaos by Xiu and Karniadakis [40] to include multiple distribution types and orthogonal polyno-
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Figure 3.1: Examples of PC, OK, and RPC-K metamodels on 1D data.
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where U(ω) is the modeled response variable based on the standard random parameters ω and
there are a total of p+ 1 terms defined in Eq. (3.3). The vector of polynomial basis terms (φk) is φ
and the corresponding coefficients (βk) vector is β. There are a total of p+1 terms in the expansion






where φjki(ωi) is the univariate polynomial of the i-th variable of ω possessing a degree j based
on the specific multivariate term. There are many ways to truncate the expansion, though the most
common way is to limit the multivariate terms to a total degree. With this truncation, the total





where n is the number of parameters i.e. the size of vector ω and m is the total degree. For
example, the multivariate terms for a two-parameter problem limited to the second degree are
given in Table 3.1. A result of Eq. (3.3) is that the number of basis terms scales factorially with
Table 3.1: Multivariate polynomial terms for example expansion.













































Figure 3.2: Effects of curse of dimensionality for PC.
the number of input parameters and the total degree of expansion. This factorial scaling is worse
than even exponential scaling, and it is known as the curse of dimensionality. One result of the
curse of dimensionality is that the number of basis terms required to fit the data quickly becomes
computationally intractable. For example, Fig. 3.2 shows that while ten parameters can be fit with
around 300 basis terms when truncated using 3rd order polynomials, it takes around 1000 when
truncating at 4th order terms.
The orthogonal polynomials are selected from several classes depending on the probability
density function they are representing. For Gaussian distributions, the probabilist’s form of the
Hermite polynomials are used while for uniform distributions, Legendre polynomials are used. A
few of the common continuous distribution forms are reproduced in Table 3.2 [40]. These poly-




beta Jacobi [a, b]
uniform Legendre [a, b]
nomials belong to the Askey scheme where each type has a weight function equal to the weight
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function of its corresponding probability distribution and satisfies a three-term recurrence relation-
ship. For these distributions, the expansions created from the associated polynomials converge in
the L2 sense if the random parameters are independent and have finite statistical moments. An






where n,m ∈ N and N = [0, 1, 2, ..., N ], or the exact degrees of the polynomials, and N is the
number of data points. Here S is the support of the measure which has a weight w(ω) and δnm is
the Kronecker delta. The polynomials are orthonormal when hn = 1. This relation is the inner








when the random process is Gaussian [40, 44].
For non-intrusive expansions, the PC expansion is completed by estimating the value of the co-
efficients. This can be accomplished through either projection or regression methods. Regression
methods are often used for their simplicity and convergence [42]. Regression minimizes the mean
squared error of the coefficient estimates and gives the solution form
β̂ = (FTF)−1FTU, (3.6)
where F is the data or Vandermonde matrix given as
Fij = φj(ωi), (3.7)
for data points i = 1...N and basis terms j = 0...p.
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One of the benefits of using PC expansions is the ability to easily get the statistical moments of
the expansions where the mean and standard deviation are given as





where E represents the mathematical expectation of the quantity. Much more information on PC
expansions is provided in the literature [40, 42, 43]. However, this thesis work is not intended
to provide an extensive review of PC expansions. Rather, it emphasizes these basic concepts to
facilitate the understanding of the new RPC-K metamodel developed in the present work.
3.2 Kriging
Fundamentally, PC-K metamodels are a special form of Kriging method. All Kriging (Gaussian






In Eq. (3.10), ω is the input parameter vector for an estimation point, ωi is the location vector
for the neighboring data point i, N is the number of data points used for estimation, Û(ω) is the
estimated value at ω, U(ωi) is the value at ωi, m(ω) is the expected mean of U(ω), m(ωi) is the
expected mean of U(ωi), and λi is the Kriging weight for datum U(ωi) when used to estimate
U(ω).
U(ω) can be treated as a random field with mean m(ω), giving a residual of R(ω) = U(ω)−
m(ω), also treated as a random field. In simple Kriging, the known residuals are used to calculate
an unknown mean. In ordinary Kriging (OK), a known mean is used and in universal Kriging
(UK) a known trend function is used for the mean. The Kriging weights are solved from a system
of linear equations derived by minimizing the variance of the estimated value. These equations
depend on the covariances of the data points used for calculations. First, however, a correlation
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equation is fitted to the data. This correlation equation is known as the autocorrelation function as
it describes the correlation of the data with itself based on the distance between two points in the
parameter space. It is scaled to the covariance values using the process variance. This correlation
equation is then used for all future calculations as the exact covariance between known points and
the estimation point is unknown and must be estimated. This correlation equation is constructed
so it is only dependent on the distance between points, known as lag.
3.2.1 Basic Formulation
Kriging is a best linear unbiased predictor (BLUP). The bias of a predictor is given as the
difference between the true value and the predictor’s expected value of a variable at that point.
An unbiased predictor does not introduce global bias which would consistently over- or under-
predict values. A consistent predictor, or one which converges to zero error as the number of data
points increases, is asymptotically unbiased. The BLUP is “best” in the sense that it has the least
amount of variance for an unbiased predictor; however, other biased predictors may exist with less
variance. Generally, unbiased predictors with slightly greater variance are the best predictor for a
problem. The error of the model is defined as the difference between the true value and the estimate
as shown in Eq. 3.11.
Err = U(ω)− Û(ω) (3.11)
However, since the true value of the variable is un-observable, terms derived from it are actually
estimates, though that notation is dropped here for simplicity. The tools used to estimate the error
are presented in section 3.3. When determining the Kriging weights, the goal is to minimize the
variance of the unbiased predictor by
σ2E(ω) = Var[Û(ω)− U(ω)]. (3.12)
The unbiased constraint for this predictor can be expressed mathematically as
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E[Û(ω)− U(ω)] = E[Û(ω)]− U(ω) = 0, (3.13)
where E is the mathematical expectation.
The random field is then decomposed into residual and trend components, so the residual is
treated as a random field with a stationary mean of zero across the domain, E[R(ω)] = 0. Further,
the variance of the random field is held constant across the domain. This means the autocorrelation
of the residuals is also stationary. As such, the data is assumed to have weak-sense stationarity.
This means that the covariance is solely a function of the lag between points, h, and not their loca-
tion in the parameter space. These assumptions can usually be verified by plotting the covariances
of the data. The resulting covariance relationships are
Cov[R(ω), R(ω + h)] = E[(R(ω)− E[R(ω)])(R(ω + h)− E[R(ω + h)])]
= E[(R(ω)− 0)(R(ω + h)− 0)]
= E[R(ω) ·R(ω + h)] = CR(h) = C(h). (3.14)
Here CR is the covariance function for the residuals determined empirically from semivariogram
data. It is assumed that the covariance function for the residuals is equal to the covariance function
for the data, CR = C. All covariances in Kriging methods are calculated by Eq. (3.14).
3.2.2 Universal Kriging
In UK, or Kriging with a trend, Eq. (3.10) can be rewritten as




In UK, the mean (m(ω)), is taken to be a polynomial trend. For example, for a first-order trend on
a two-parameter domain, the mean would be represented as
m(ω) = m(ω1, ω2) = β0 + β1ω1 + β2ω2, (3.16)
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where β0, β1, and β2 are coefficients determined from a regression of the data. This example model





where βk are the coefficients, ωk are the variables (ω0 is defined as 1, so β0 is a constant), and there
are three coefficients in the equation. Notice how this form is very similar to that of PC, except
that in PC the basis parameters ωk are re-cast into multivariate orthogonal basis terms of the form
φk(ω) to assure convergence. While UK allows any form of polynomial for the trend function,
PC-K uses PC expansions as the trend for UK and the following math will be presented using this
notation.








The unbiased constraint then takes the form





















Then, requiring the weights to sum to one and assuming the unbiased constraint, the following












λUKi φk(ω) = φk(ω). (3.20)
The Lagrange equation is then calculated as
28






λUKi φk(ω)− 1). (3.21)
Equation (3.21) is then minimized, and the resulting equation can be expressed in matrix notation
as
Kλ = k, (3.22)
where K is the Kriging data matrix, λ is the vector of Kriging weights and Lagrange parameters,
and k is the correlation vector for the estimation point.
A sample expansion of the matrix form when solving for a point in an [ω1, ω2] domain using
a linear fit for the mean and using five neighboring points for estimation is used to illustrate the
mathematical form. The Kriging data matrix K is composed of the correlation matrix, R, the





For the components (R) of the correlation matrix (R), the notation R(h21) indicates the autocor-
relation between data points 2 and 1 based on the fitted autocorrelation function while R(0) is
the autocorrelation for zero lag which is assumed to be zero in our models. The notation φ2(ω1)
indicates the second basis term based on the input parameters for data point one. The subscript and
superscript e on the right-hand side indicates the estimation point. It can be seen that in addition
to the five weights for the Kriging model, there are three Lagrange parameters, one for each basis
term in the PC expansion.
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
R(0) R(h12) R(h13) R(h14) R(h15) 1 φ1(ω
1) φ2(ω
1)
R(h21) R(0) R(h23) R(h24) R(h25) 1 φ1(ω
2) φ2(ω
2)
R(h31) R(h32) R(0) R(h34) R(h35) 1 φ1(ω
3) φ2(ω
3)
R(h41) R(h42) R(h43) R(0) R(h45) 1 φ1(ω
4) φ2(ω
4)
R(h51) R(h52) R(h53) R(h54) R(0) 1 φ1(ω
5) φ2(ω
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The estimate of a point (Eq. (3.18)) is obtained by using the weights calculated from Eq. (3.22).
The variance of the estimation point is solved by
σ2E(ω) = σ
2 − λ′k. (3.24)
3.3 Polynomial Chaos-Kriging
Let a computational modelM be defined which maps an input vector of n dimensions, ω, to
an output, U. The random vector ω has a joint probability density function of fω which is a tensor
product of the n independent probability density functions. When the computational model is the
PC-K metamodel, it takes the form







α∈A βαφα(ω) is the trend defined by |A|multivariate orthonormal polynomial basis terms,
φα(ω), and their coefficients, βα, indexed by the multi-index, α. When a dense polynomial expan-
sion is used, the active set of basis termsA is equal to the p+1 multivariate polynomials constructed
from the individual polynomial expansions. When a sparse set of terms is selected from the LARS
algorithm, the active set is defined by the minimum error model selected by LARS. The random
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process Z(ω, ~ξ) is defined by the autocorrelation function which is fit to the input parameters based
on their probability density functions, ~ξ, and σ2 is the process variance.
The complex forms of the Kriging equations are then simplified into matrix form and solved.









(U− Fβ)TR−1(U− Fβ), (3.27)
where again R is the autocorrelation matrix, F is the Vandermonde matrix, β is the vector of
coefficients, U is the output response of the evaluated design points, and N is the number of
evaluated design points [28]. Once the Kriging metamodel has been constructed, the estimated
mean at a new design point can be given as
µÛ(ω) = f(ω)
Tβ + r(ω)TR−1(U− Fβ), (3.28)












where f(ω) is the polynomial basis evaluated at the new design point defined by ω and r(ω) is
the correlation vector evaluated between the new design point and ω.
If the PC-K metamodel is not sufficiently accurate for the problem, the experimental design
can be adaptively refined until the metamodel is sufficiently accurate. While it is possible to refine
the problem globally by increasing the number of samples used in the experimental design, it is
more computationally efficient to sample based on the estimated accuracy of the metamodel. To do
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so, a criterion needs to be defined. For this, the criterion produced by Kawai and Shimoyama [69]
















is the vector of gradients of the predicted mean, Û(ω),





















R(ωk − ωik). (3.32)
Again, N is the number of data points. It is multiplied by ∆ω = mini=1,2,...,n|ω − ωi| to keep the
units consistent with DÛ(ω). The term DÛ(ω) is defined as
DÛ(ω) = |Û(ω)− Ûpre(ω)|, (3.33)
which is the difference in the estimate at the design point of the current sample set and the previous
set of N−1 points. For the first iteration, DÛ(ω) is set to zero. The value σ2Û is taken from
Eq. (3.27) and PDF(ω) is taken from the probability density functions of the uncertainties in the
input variables.
This criterion was used as it was found to work well for Kriging due to its inclusion of both
uncertainty and gradient information [69]. This method is superior to just gradient-based methods
as gradients are generally fit well after a few refinement steps, leaving large regions unrefined
afterwards. However, the high-gradient regions can have low estimated uncertainty but not be fit
accurately, so throwing away this information completely is unwise. Finding the criterion for a
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potential new sample location is not easy as many points in the problem domain must be evaluated
and sometimes the criterion averaged over multiple metamodels fit to several output variables,
times, or locations. One method is to take the global maximum criterion. Another is to find the
mode of the maximum criteria from all the considered metamodels, although these methods may
not be optimal.
3.3.1 Least Angle Regression
For a case with n = 8 design parameters and maximum degree of m = 3 there are a total of
165 terms in the polynomial basis. This large expansion size can be trimmed down by using a
model selection algorithm to select only those terms which have the greatest effect on the response
output. Least angle regression estimates this effect by finding the terms in order of most correlation
with the response output [46].
The process can be visualized in two dimensions in Fig. 3.3. First, the correlation of ω1 and
ω2 with U is determined from the initial estimate µ̂0. In the case of Fig. 3.3, ω1 is most correlated
with the output because moving in its direction better describes the output than moving in the
direction of ω2. To move in this direction, the value of the coefficient for ω1 is increased. The
coefficient for ω1 is increased until the prediction point µ̂1 is reached. At this point, both ω1
and ω2 are equally correlated with U, so both their coefficients are increased together until the
estimate equals the output response. What makes LARS unique from other methods is the ability to
accurately determine the amount the coefficient of a term needs to be increased until the next term
is equally correlated, so that only one step is needed per term. For higher dimensional problems,
this procedure is repeated for each additional term.
The mathematical formulation is presented next. First, these basis terms need to be transformed
into valid covariates for the LARS algorithm to sort by standardizing them with zero mean and
unit variance. In addition, the output response needs to be normalized to zero mean. These basis















Figure 3.3: Visualization of LARS in 2D.
Then, the problem can be expressed as
U ≈ Û =
p∑
i=0
φiβ̂i = Φβ̂, (3.34)
where Φ = [φ0,φ1, ...φp] and β̂ = [β̂0, β̂1, ...β̂p] which are the estimated regression coefficients





(Ui − Ûi)2, (3.35)





The general optimization problem is to minimize the error, S(β̂), under some complexity bound
t ≥ T (β̂). In general, the best bound for t is hard to determine as the amount of complexity a
problem can handle depends upon the type of model and the size of the experimental design.
The first response estimates can be given as Û0 and are assigned a value of zero. Then the
current correlations of the covariates are calculated as
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ĉ = ΦT(U− ÛA), (3.37)
where the subscript A denotes the set of included covariate terms. Initially, the active set is empty
and no covariates have been chosen. The most highly-correlated covariate is chosen first because
when the estimate is moved in this direction, it converges the most quickly. This direction is
defined by the equiangular vector, uA. The estimate for the response is moved in this equiangular
direction by increasing the coefficient for the respective covariates. This continues until another
covariate is equally correlated with the response. At this equal correlation point, the new covariate
is added to the active set and the new estimate of the response is given as
ÛA = ÛA−1 + γ̂uA, (3.38)
where γ̂ is the distance traveled, or step size, in the equiangular direction. The step size can be
calculated as
γ̂ = min+i∈Ac







where min+ indicates that the minimum is taken of the positive components only, Ĉ is the max-
imum correlation, AA is a covariate term, and ai is the ith inner product term [46]. When a new
covariate is added, uA is re-computed so that it is equiangular between the covariates in the ac-
tive set and the output response. This new equiangular direction is still the direction which most
quickly approaches the response as the coefficients of the active covariate terms are increased. The
process is repeated until all covariate terms are included. The method is deemed optimal as the
step size can be reliably computed for each covariate, and the number of step sizes is exactly equal
to the number of covariates [46]. This improves upon the least absolute shrinkage and selection
operator (Lasso) and forward stagewise regression techniques which do not compute and move in
the least angle direction. Thus, they take more computations.
It is generally advised to construct models so that low-order basis terms are added before their
respective higher-order basis terms because the resulting models are more physically realistic and
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easier to interpret [46–48]. Additionally, because of the sparsity of effects principle, low-order
basis terms carry most of the process variance [80]. One possible method to achieve this was
originally proposed by Efron et al. [46]. This method runs the LARS algorithm on only the first-
order basis terms first, then on second-order basis terms, and so on, until a desired model is reached.
Although this method builds the metamodel in a logical order, it either restricts the metamodel to
having all parameters represented equally at lower-orders or requires restricting the basis terms of
each order of the metamodel separately. To get around these constraints, the heredity of the basis
terms can be exploited. This means higher-order basis terms are only added to the metamodel
if all of its lower-order, dependent basis terms are in the metamodel. For strong heredity, the
correlation of a higher-order basis term which does not have its dependent terms in the metamodel
is calculated as the average of the higher-order and dependent basis terms [47]. This method
penalizes higher-order basis terms which have dependent terms with low correlation from joining
the model. Unfortunately, if a higher-order basis term is chosen, all dependent basis terms are
added simultaneously. This may cause difficulties in very small data sets when adding multiple
basis terms could increase the error significantly. Instead, a hierarchical LARS method which only
adds one covariate at a time is implemented in this thesis research. It only chooses basis terms
which have all dependent basis terms already included in the active set.
The hierarchical LARS method at first only considers the first-order basis terms of the problem.
This is accomplished by selecting covariates for the active set from a candidate set. The candidate
set is the subset of eligible basis terms from all available basis terms. So at first, this is only
first-order basis terms. The terms in the candidate set are chosen by heredity, so the lower-order
versions of a basis term must be chosen first. As such, once a first-order term has been chosen,
its respective second-order term is added to the candidate set. This process is repeated so that all
higher-order terms are not included in the candidate set until their lower-order, dependent basis
terms are included in the active set. Interaction terms are only added to the candidate set once
the basis terms of each component have been added to the active set to the equal order of the









been added to the active set. If any of basis terms added to the candidate set have a correlation
higher than the current max, those terms are added without stepping in any direction. This process
is repeated until all covariates are chosen.
The LARS algorithm is used to find the order of importance for the covariates so the sparse PC
expansions are constructed with the most impactful terms only. A separate PC expansion can be
built for each basis size from 1 to p + 1. Each of these expansions includes the most correlated
basis terms for that size. For example, a PC expansion with five terms is built from the first five
basis terms chosen through the LARS algorithm. These terms describe the data better than any
other combination of five terms. For each of these p + 1 expansions, a PC-K metamodel can be
constructed and its generalization error found. Then, the PC-K metamodel used in the final UQ
study is the one with minimal error. This methodology follows the optimal PC-K method described
by Schöbi [28]. The error measures used for this comparison are prescribed next.
3.3.2 Error
When constructing a metamodel, the generalization error is used to evaluate the fit of the model.
One of the most efficient ways to approximate the generalization error of a sparse metamodel
is through the leave-one-out cross validation (LOOCV) measure. For a problem with N design
points, the method calculates the metamodel with N−1 points. Then the left-out design point
is predicted from the resulting N−1 metamodel and the mean squared error calculated for this
estimate. This process is then repeated for all N design points and a resulting average mean
squared error is calculated [3, 93]. The LOOCV error is the special form of leave-k-out cross
validation with k = 1. Leave-one-out differs from leave-k-out cross validation because LOOCV is
exhaustive in calculating the error for every design point and has analytical solutions. The LOOCV











where U(PC-K)−i (ωi) is the PC-K metamodel constructed from the simulation data set minus point i
evaluated at point i.
The analytical forms for this error exist for both PC and PC-K methods, allowing the error to











where hi is the ith diagonal term in h = F(FTF)−1FT. This form requires the construction of
only the full PC metamodel. Polynomial chaos-Kriging does not have a different compact form,
but work by Olivier Dubrule [56] found a way to calculate U(PC-K)−i (ωi) without computing the N
individual metamodels. The mean estimate is calculated as










Uj + Ui, (3.42)







In Eq. (3.43), σ2 is again the Kriging process variance, R is the correlation matrix, and F is the
Vandermonde matrix from the full PC-K metamodel. These analytical forms of the LOOCV error
can quickly provide accurate estimates of the accuracy for PC and PC-K metamodels. However,
LOOCV errors are not perfect. Cross validation estimators, while nearly unbiased, are always
slightly biased as the training set does not include all data points. This bias can become an issue
in special cases if not accounted for, such as in binary distributions with equal probability. Addi-
tionally, the variance of the estimators can be large and the estimator with the lowest error may
not always be the best. Finally, cross validation does not account for the appropriateness of the
models used for the problem. The unbiased constraint is generally not a concern; however, the
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other two issues are pertinent in metamodeling. For this thesis work, only PC-K metamodels are
being investigated, so model appropriateness issues are not considered. Additionally, while the
lowest error model is not always best, this is a result of the bias-variance decomposition of mean
squared error estimates and not specific to LOOCV.
The mean squared error is used in the metamodel selection as the Euclidean norm is often the
easiest to minimize. The total, or L0 norm, is frequently the norm which should be minimized,
but its discrete nature makes it mathematically hard to solve. The next closest norm, the L1, can
be minimized but requires sampling to do so as it is not uniform. This leaves the L2 norm, or
mean squared error, as the best norm to minimize [45]. Various criterion have been developed
that can assist with metamodel selection. Two of the most popular ones are the Akaike information
criterion (AIC) and Bayesian information criterion (BIC) which are a function of the mean squared
error and the number of terms in the model. This is useful in problems with many data points as the
mean squared error, after initially decreasing, stays relatively flat for a long time before increasing
as over-fitting occurs. These criteria help penalize metamodels with a large number of terms, so
metamodels with fewer terms and nearly the same mean squared error are chosen instead. This is
generally preferred. However, in sparse problems, the mean squared error rapidly increases after
the minimum as over-fitting occurs much earlier. This limits their usefulness. While the AIC and
BIC criterion are not analyzed in this thesis work, the training error is analyzed as it can provide
useful information for the model. Now that the full PC-K metamodeling process is complete, the
process of reducing the problem for the application of a RPC-K metamodel can be easily presented.
3.4 Reduced Polynomial Chaos-Kriging
3.4.1 Sensitivity Analysis
The cornerstone of the development of the RPC-K metamodel is the effective use of sensitivity
analysis in order to reduce the number of parameters in the metamodel. In order to reduce the num-
ber of parameters in the PC-K metamodeling of a problem, a sensitivity study must be conducted
to quantify their impacts. Following Sobol’s 1993 work [74], a problem can be represented as
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a high-dimensional model representation (HDMR). This represents the problem as a hierarchical
superposition of functions that describe the interactions of the random parameters. The HDMR
representation is given as






Uij(ωi, ωj) + · · ·+ U12...n(ω1, ω2, . . . , ωn). (3.44)
Here, U0 is the mean value, Ui(ωi) represents the contribution of ωi to U by itself (main effect),
and Uij(ωi, ωj) represents the impact of the interaction of ωi and ωj . When using a PC expansion
to represent this form, the total order is limited to m based on a specified error tolerance [94].
From this decomposed form, an analysis of variance (ANOVA) can be performed and sensitivity
indices constructed. Different indices can be calculated. The total sensitivity index for a parameter
i is the sum of the square of every term and interaction of i. The main effects index is calculated
simply from the main effects of that index. Using the principle of sparsity of effects, we can cut
the HDMR expansion after the main effects term, and use this cut-HDMR to represent the problem
as




Then, the second terms of Eq. (3.45) can be expressed as
Ui(ωi) = U(ω)|ω0\ωi − U0, (3.46)
where U(ω)|ω0\ωi represents the response at the mean values of ω except with ωi varying [80].
This gives a compact form to express the variation due to a single parameter, i. When using a PC
















Equation (3.49) shows that the main effects variance for parameter i is estimated by the sum of the
square of the PC coefficients for the main effects basis terms of i. Again, because of the sparsity
of effects principle, this estimate is a good estimate of the total variance due to parameter i. To
estimate the variance of the whole problem, we construct a PC expansion. Since the variance of
a PC expansion is given in Eq. (3.9) as the sum of the squares of the i = 1 . . . p coefficients, we
can build a simple PC expansion for a problem which includes only main effects terms to estimate
the problem variance. From this sparse expansion, the individual sensitivity indices for parameters
i = 1 . . . n are estimated using Eq. (3.49). Then the problem variance is decomposed and estimated
as
σ2True ≈ σ2PC = σ2i + σ22 + . . .+ σ2n. (3.50)





This produces a sensitivity index for every model parameter i bounded between [0,1] where zero
indicates that the parameter has no effect on the output and one indicates that the parameter is the
only one which impacts the output [76]. This process identifies those parameters which have very
little effect on the output and can be removed from the study with minimal loss in accuracy [75].
If multiple times, outputs, or locations are considered, the average of the sensitivity indices can
be used to the same effect. When these parameters are removed, a reduced problem is considered
which is computationally more efficient to evaluate and provides sufficient accuracy [8,50,51]. The
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RPC metamodel is then defined as the PC expansion over the most impactful parameters. Likewise,
the RPC-K metamodel is the specific PC-K metamodel constructed using the RPC polynomial
basis.
3.4.2 RPC-K Characteristics
The construction of the metamodel using this reduced basis presents several unique challenges
that must be addressed. Most importantly, the total variation of the problem is not accurately mod-
eled because the metamodel is not accounting for various sources of uncertainty. In the parlance
of Donald Rumsfeld, the sensitivity analysis gives a list of known unknowns. While the exact
impact of these parameters on the problem variance is unknown, their relative impact compared
to the considered parameters is known. Another result of this model reduction is that the meta-
model becomes lower-fidelity. When some parameters are not included in the metamodel, it does
not necessarily converge to the true solution even if the number of data points and basis terms
is increased. Finally, the RPC-K metamodel suffers less from over-fitting because it allows for
greater over-sampling of the problem, but it does not remove the danger of under-fitting the model
or having outliers skew the resulting metamodel for sparsely-sampled problems.
The full workflow for using the RPC-K metamodel is presented in Fig. 3.4. First, the input
parameters for the problem are chosen and the sampling method determined. Once the design
points are known, they are run by the forward model. In the present work, a CFD model is used
and it is highlighted in blue in the flowchart. However, the non-intrusive method can be applied
equally well to finite element analysis (FEA), experimental data, or any other model. Then, the
sensitivity analysis is performed for obtaining the RPC metamodel. This is the critical difference
between the RPC-K and other PC-K metamodels. Additionally, the Kriging hyperparameters must
be determined before the full RPC-K metamodel is constructed. Then, a Monte Carlo analysis can
be run on the metamodel to determine estimates of the solution variable and its variation throughout
the solution space. If these estimates are sufficiently accurate, the process is stopped. If the values
are not under an acceptable tolerance, further points can be added to the design space and run in
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Monte Carlo Analysis of Metamodel
Mean and Variance Estimates
Is σ2Û ≥ tolerance?
End
Generate new sample point
Figure 3.4: RPC-K methodology flowchart.





The new RPC-K metamodel is first validated on a convection-diffusion-reaction (CDR) model









+ cφ = f, (4.1)
in a unit domain from 0 ≤ x ≤ 1 with f = α(x − 1)e−t. Here φ is the solution variable, u is the
convection speed, k is the diffusivity, and c and α are coefficients for the source terms. The true
values of u, k, c, and α are one, one, one, and two, respectively. The inlet is a Dirichlet boundary
condition with φ = 0 since x = 0. The outlet is a Neumann boundary condition which varies with
time, φ(1, t) = 2xe−t. The analytical solution to the problem is
φexact(x, t) = x
2e−t. (4.2)
The problem is assumed to have n = 4 parameters and they are viewed as uncertain. To calculate
the statistical data of the problem under uncertainty, 10,000 Monte Carlo simulations are used.
Each parameter is assumed to have normally distributed uncertainty with a standard deviation of
10% of its mean. The solution is analyzed at x = 0.5 from time t = 0 to 4 seconds. A sensitivity
study [51] was conducted and found the parameters u and k to be the most impactful, so the reduced
model is constructed with the n̂ = 2 parameters. The hierarchical LARS algorithm is applied to
the PC, RPC, PC-K, and RPC-K metamodels with a maximum degree of four and the leave one
out errors are plotted against the number of basis terms in the polynomial function. Results are
shown for the case with 70 model evaluations using Sobol sequence sampling. Figure 4.1 plots the
LOOCV error for the metamodels versus the number of terms chosen by the hierarchical LARS
algorithm. Figure 4.1a shows the error progression for the PC and RPC metamodels and Fig. 4.1b
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shows that for the PC-K and RPC-K metamodels. It can be seen that the PC and RPC metamodels
have strong trends in the LOOCV error progression and do not have much variation while the PC-K
and RPC-K metamodels do.
























(a) Polynomial chaos metamodels.























(b) Polynomial chaos-Kriging metamodels.
Figure 4.1: LOOCV error progression of φ for varying basis sizes.
To explore this behavior, multiple types of polynomial bases are investigated in the models
instead of the standard probabilists’ version of Hermite polynomials. This included the physicists’
version, normalized versions, and a simple basis (x, x2, x3, ...). The results indicate that better
results can exist among varied basis types. Unfortunately, no apparent trend exists for the various
basis types. The models have only a narrow range of accuracy and mostly under- or over-predict the
variation of the solution. The fluctuations in the LOOCV error for the PC-K metamodels persist
through all forms. This is shown in Fig. 4.2 which plots the LOOCV error for the physicists’
version of Hermite polynomials, normalized probabilists’ Hermite polynomials, and a simple basis.
To rule out the addition of the correlation information in the least squares regression for the PC-
K metamodels as the cause of the variability, the cases are also considered using the coefficients
chosen from plain least squares regression. The variability persists and is likely the result of
an inconsistent correlation structure at varying times. Additionally, the basis size of the PC-K
metamodels is always chosen to be a large number of terms, and the results seem to indicate that
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Figure 4.2: LOOCV error for multiple polynomial types.
the models are suffering from over-fitting that the LOOCV error does not show. The root cause
of these difficulties in fitting the CDR problem is believed to be the result of the smooth behavior
of the function with little variation in the outputs at later time steps. This means that the problem
requires more manual interaction than the airfoil and engine nacelle studies. Regardless, when the
models do work, the results are excellent as seen in Fig. 4.3.
The mean, +3σ, and−3σ values of the RPC metamodel are compared to the Monte Carlo data
in Fig. 4.3a. It can be seen that the RPC metamodel data agrees well with the Monte Carlo data
with an average mean squared error of 2.52×10−5 for the mean and 9.8×10−3 for the standard
deviation. This helps validate the effectiveness of using the hierarchical LARS algorithm and
LOOCV error to chose the best RPC metamodel. The mean, +3σ, and −3σ values of the RPC-K
metamodel given by its basis coefficients are compared to the Monte Carlo data in Fig. 4.3b along
with the Monte Carlo data of the RPC-K metamodel. The average mean squared error of the mean
is 2.13×10−7 and it is 1.36×10−2 for the standard deviation. The mean is very well predicted and
the standard deviation is fairly close, though this accuracy is not robust due to the erratic nature of
the LOOCV error of the metamodels.
The PC and PC-K type metamodels can accurately model the example physics problem and the
sensitivity study used to reduce the parameter size of a problem is effective in reducing the com-
putational cost while still maintaining sufficient accuracy. Additionally, we have learned through
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Mean +3σ for Monte Carlo
Mean −3σ for Monte Carlo
Mean RPC
Mean +3σ for RPC
Mean −3σ for RPC
(a) Results of RPC metamodel for CDR.



















Mean +3σ for Monte Carlo
Mean −3σ for Monte Carlo
Mean RPC-K
Mean +3σ for RPC-K
Mean −3σ for RPC-K
(b) Results of RPC-K metamodel for CDR.
Figure 4.3: Mean, +3σ, and −3σ values of the RPC and RPC-K metamodels compared to Monte Carlo
results for the CDR problem.
this research that the construction of RPC-K metamodels is not straightforward due to the interact-
ing effects of fitting data with both a least squares solution and correlation function. Additionally,




The RPC-K metamodel is applied to two aerodynamics problems. The first problem is a two-
dimensional Reynolds-averaged Navier-Stokes (RANS) solution to the NACA 4412 airfoil at low
speed and a high angle of attack. The second problem is a RANS solution to study the inlet air
of an aircraft engine at takeoff in a strong crosswind. Both of these cases have separated flow
regions which we attempt to capture in our metamodel with only a sparse sampling of the problem.
ICFD++ [95] is used for all of our CFD simulations.
5.1 Airfoil Problem Configuration
The NACA 4412 CFD cases are run as two-dimensional fully-turbulent cases with a far-field
boundary at 100 times the chord length on C grids provided from NASA Langley Research Center’s
Turbulence Modeling Resource (TMR) [1]. The case is based on experimental wind tunnel data
from Coles and Wadcock [36]; however, the CFD case differs from the experiment in that it is
two dimensional. Because of this, it is a weak validation case for CFD. A grid convergence study
conducted with grids of 113 × 33, 225 × 65, 449 × 129, 897 × 257, 1793 × 513 is shown in
Fig. 5.2 where the coarsest grid has 65 points on the airfoil surface and the finest grid has 1025
points. The experimental data was collected at 50 points around the surface of the airfoil. For the
computational study, the airfoil was modified to close to a sharp trailing point as opposed to the
true NACA 4412 airfoil shape [1]. The schematic of the computational study is reproduced from
TMR in Fig. 5.1.
The validation cases are run following the TMR setup with Riemann boundary conditions,
an adiabatic solid wall for the airfoil, a Mach number (Ma) of 0.09 at an angle of attack (AoA)
of 13.87◦ , a non-dimensional chord length (c) of one, an operating temperature (T ) of 536◦R
(297.8 K), and a Reynolds number (Re) of 1.52 million based on the chord length. The freestream
turbulence intensity is set to 0.086% and the turbulent to laminar viscosity ratio to 0.009 [1].
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Figure 5.1: Schematic of NACA 4412 computational study, reproduced from the TMR setup [1].
To compute the additional values of the simulation, terms are derived as follows. The speed of
sound is calculated as a =
√
γRaT where γ is the ratio of specific heats of dry air which is 1.4 at
25◦C, Ra is the specific gas constant for dry air which is calculated as R/M = 287.2 J/kg, and
the temperature of the fluid is given as T = 297.8 K. The resulting speed of sound is a = 345.6
m/s [96]. Then, following the CFL3D code used in the validation study, the dynamic viscosity is







where Tref = 273.11 K is a reference temperature, µref = 1.716×10−5 kg/ms is the viscosity at
the reference temperature, and S = 111 K is Sutherland’s constant [97]. The resulting dynamic
viscosity is µ = 1.833×10−5 kg/ms. Finally, the density can be calculated from the Reynolds






with Re = 1, 520, 000, qref = 31.71 m/s, and c = 1. This gives a density of ρ = 0.8997 kg/m3.
These values are used to specify and non-dimensionalize the problem.
The far-field outlet is specified as a simple back pressure with zero deviation from the freestream
pressure. The nominal far-field inlet conditions in non-dimensional form are zero deviation from
freestream pressure, freestream temperature, Mach 0.0892 for the x direction, and Mach 0.0214
for the y direction. These nominal Mach numbers are used to provide an effective angle of attack of
13.87◦ for the airfoil and are calculated as Max = Ma cos (13.87◦) and May = Ma sin (13.87◦).
Turbulence is initialized using a freestream turbulence level of 0.086% and a turbulent to laminar
viscosity ratio of 0.009. The RANS shear stress transport (SST) k-ω turbulence model is used. The
validation cases are run with the NASA codes CFL3D, FUN3D, and OVERFLOW while our cases
are run using ICFD++ from Metacomp Technologies [95].
The grid convergence study on the five C mesh grids is used for validation of the model. The
coefficients of pressure for all five grids and the experimental data are shown in Fig. 5.2. This
shows that the simulation converges well using the given grids. The coarsest grid does not provide
accurate results and differs from the other four grids. This is most likely due to the fact that the
calculated y+1 values of the simulation are around 2.5 and thus wall functions are required for the
simulation. The 225×65 grid also does not have a sufficiently fine grid to solve to the wall as its y+1
values are near 1.1. However, its results do agree better with the finer grids. The three finest grids
all provide sufficient y+1 values to solve to the wall and show converged results. For robustness,
the 897× 257 grid is used in our study as in the reference validation case.
The experimental and simulation coefficient of pressure around the airfoil are compared in
Fig. 5.3. The coefficients of lift (CL) and drag (CD) for the CFD cases are compiled in Table 5.1
and show ICFD++ compares favorably to the TMR results. The coefficients are calculated using
the dimensional length of 0.9012 m for the airfoil chord.
For our RPC-K metamodeling study, 200 CFD simulations are run under uncertain operating
conditions. The eight parameters Ma, AoA, T , Re, c, M , I , and µt/µ are assumed to be under
normally distributed uncertainty of varying magnitude and their mean values and standard devia-
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Figure 5.2: Coefficients of pressure around the NACA 4412 airfoil using five successively refined grids.


























Figure 5.3: Comparison of experimental and computational results for coefficient of pressure.
51






Table 5.2: Parameter mean and standard deviation values for the NACA 4412 case.
Parameter Ma AoA(◦) T (K) Re c (m) M (kg/kmol) I µt
µ
Mean 0.09 13.87 297.7778 1.52e6 0.9012 28.95 0.086% 0.009
Std. Dev. 0.003 0.4623 9.9259 25333 0.006 0.0096 0.0287% 0.003
tions are compiled in Table 5.2. The Sobol quasi-random sequence is used to sample the parameter
values for the 200 simulations based on the parameters’ statistical moments. Quasi-random se-
quences are effective for these types of studies as they converge to Monte Carlo results quickly
since all sample points are distributed throughout the parameter space. They have the additional
benefit over Latin hypercube sampling in that any additional number of points are easy to add to
the sample [90].
5.2 Engine Nacelle Problem Configuration
The aircraft engine nacelle case is derived from research by Nathan Spotts [38] and Gao et
al. [51]. The problem analyzes the airflow conditions of a new nacelle design for a representative
aircraft engine under an extreme operating condition, takeoff under a strong crosswind. The low
speed, high angle-of-attack condition can cause separation of the airflow at the fan or rotor station
of the engine if the nacelle is sufficiently wide and short as is common in modern high-bypass
turbofan engines. For computational simplicity, only half of the geometry is modeled and the
geometry only includes the nacelle and engine hub. Figure 5.4 shows an axisymmetric schematic
of the geometry with a red line indicating where profiles of the airflow are of interest. The profile
lines are located at the fan station of the engine where the first rotor blade intersects the engine
hub. The fan and stator blades shown in Fig. 5.4 are not modeled for computational simplicity and
are shown only for clarity.
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The case is solved as a steady-state RANS solution on an unstructured mesh using a second-
order, upwind, finite-volume method in ICFD++ [95]. The fluid is assumed calorically perfect
and the solution is sped up using Gauss-Seidel relaxation and algebraic multigrid. The Spalart-
Allmaras turbulence model is used because of its wide adoption in aerodynamic flows. The far-
field boundary is set with a static pressure, static temperature, and velocity based on the Mach
number and angle of attack. Additionally, the mass flow rate is achieved by setting a mass flow
boundary and having the solver adjust the static back pressure until the desired flow rate is achieved
based on the work of Spotts [38].
The case was originally run to determine if uncertainty quantification could be conducted more
quickly using the RPC metamodeling method over a full PC expansion [51]. The output variables
of interest in this study are the total pressure, P0, and the total temperature, T0. However, only the
results of total pressure are discussed for brevity due to the similarity of the temperature results.
The uncertainty quantification study considers seven input parameters (n = 7); freestream Mach
number (Ma), angle-of-attack (AoA), mass flow rate (ṁ), turbulent to laminar viscosity ratio
(µt/µ), nacelle diameter (D), nacelle length (L), and air density (ρ). The diameter and length
are handled in a non-dimensional form based on their reference lengths Dref = 0.68 m at X = 0
and Lref = 0.93 m. These parameters are subject to uniform uncertainty of 15% of their mean.
After a sensitivity study conducted by Gao et al. [51], the problem is reduced to five parameters
(n̂ = 5) by setting the viscosity ratio and air density to their mean values since they contribute
very little variance to the problem. The parameter’s means, minimums, and maximums are shown
in Table 5.3. The total pressure profiles are taken along three axes of the contour at the fan station,
Y-, Z-, and Y+ shown in Fig. 5.5. Results are shown for the flow along the Y- profile only because
Figure 5.4: Schematic, axisymmetric view of the engine nacelle geometry with the profile location denoted
by the red line.
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the flow separates here under certain operating conditions and is thus the most difficult flow to
construct a metamodel for due to the non-linear physics governing its behavior. In order to compare
results from multiple nacelle sizes, results are plotted along a non-dimensional length, x, which
starts at zero at the engine hub and ends at one at the nacelle’s inner wall. The total pressure values




Figure 5.5: Examined profiles for engine nacelle case on a pseudocolor plot of total pressure.
Table 5.3: The mean values for the seven parameters in the engine nacelle study.
Ma AoA(◦) ṁ (kg/s) µt/µ D/Dref L/Lref Density (kg/m3)
Maximum 0.2875 29.9 27.6 4 1.15 1.15 1.225
Mean 0.25 26 24 4 1 1 1.225
Minimum 0.2125 22.1 20.4 4 0.85 0.85 1.225
5.3 Results and Discussion
5.3.1 NACA 4412 Airfoil
First, the lift and drag on the airfoil are analyzed. The LOOCV error is plotted against the
number of basis terms chosen by the hierarchical LARS algorithm for a data set containing 200
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points in Fig. 5.6 where Fig. 5.6a shows the PC results and Fig. 5.6b shows the PC-K results. It
can be seen that only a few basis terms are needed to reduce the LOOCV error and that for the
PC-K metamodels, both CL and CD are estimated best with only seven terms. The results are
tabulated in Table 5.4 and show good agreement for both the mean, +3σ, and −3σ values for both
metamodeling methods. However, it is more instructive to apply the RPC-K metamodel to a subset
of the 200 CFD simulations and evaluate its performance since 200 CFD simulations can still be
viewed as a large number.
























(a) Polynomial chaos metamodel.






















(b) Polynomial chaos-Kriging metamodel.
Figure 5.6: LOOCV error progression of CL and CD with 200 simulations.
Table 5.4: Mean and standard deviations for CL and CD using metamodels on a 200-simulation set.
Model 200 Simulations PC PC-K
Mean CL 1.6168 1.6168 1.6167
CL + 3σ 1.6662 1.6665 1.6664
CL − 3σ 1.5675 1.5671 1.5670
Mean CD 0.0323 0.0323 0.0323
CD + 3σ 0.0395 0.0395 0.0395
CD − 3σ 0.0251 0.0252 0.0252
It can be seen in Fig. 5.7 that both the PC and PC-K metamodels do not fit the data well when
only using 50 CFD simulations. In fact, only the PC-K metamodel for CL has a basis of more
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than the mean value and it only selects three terms. Analyzing the tabulated data shows that the
resulting models are not effective as they simply return the mean value with no standard deviation.
It should be noted that the PC-K metamodel reverts back to an ordinary Kriging metamodel and
still produces reasonably accurate results if a small Monte Carlo simulation is run on it. The
statistical data are summarized in Table 5.5.






















(a) Polynomial chaos metamodel.























(b) Polynomial chaos-Kriging metamodel.
Figure 5.7: LOOCV error progression of CL and CD with 50 simulations.
Table 5.5: Mean and standard deviations for CL and CD using metamodels on a 50-simulation set.
Model 200 Simulations PC PC-K PC-K Monte Carlo
Mean CL 1.6168 1.6164 1.6167 1.6174
CL + 3σ 1.6662 1.6164 1.6181 1.6615
CL − 3σ 1.5675 1.6164 1.6152 1.5732
Mean CD 0.0323 0.0323 0.0327 0.0324
CD + 3σ 0.0395 0.0323 0.0327 0.0373
CD − 3σ 0.0251 0.0323 0.0327 0.0275
This apparent failure of the methods can be explained by the curse of dimensionality. When
working with larger parameter sets, even space-filling sampling methods only sample the boundary
of the problem due to the curse of dimensionality. This issue is exacerbated with small data sets.














Figure 5.8: Bias-variance decomposition of mean squared error.
which can be decomposed using the bias-variance decomposition. This states
Err(x) = σ2ε + Bias
2(f̂(x)) + Var(f̂(x)), (5.3)
or that the mean squared error is composed of bias error, variance error, and irreducible model
error [93]. This is also illustrated in Fig. 5.8. Under-fitted models have a high bias error and
over-fitted models have a high variance error. Normally, least squares regression selects a low
error solution with minimal bias and variance error. In small data set, higher-parameter models,
the bias error is not easily reduced by incorporating additional basis terms and the variance error
grows rapidly. Thus, the least error solution is the one with just a mean term. This problem can
not be fixed using a different error measure such as Akaike information criterion (AIC), Bayesian
information criterion (BIC), or the coefficient of determination (R2) as they are all based off of the
mean squared error as well. However, the problem can be combated by manually selecting a meta-
model from inspection, increasing the number of samples, or decreasing the number of parameters.
Nevertheless, manually fitting the model is not only time consuming but requires some knowledge
of the solution and the approximate statistical moments. This makes the method inadvisable. Fur-
57
ther, with the computational cost and additional time required to run additional CFD simulations,
increasing the number of samples is generally impossible in practical application. This leaves
reducing the number of parameters as a viable solution.
The number of parameters in the airfoil problem are reduced using a sensitivity study. Sobol
sensitivity indices are constructed from the coefficients of a PC model with only main effects up
















where σ2u ≈ σ21 + σ22 + · · ·+ σ2n [51,76,82,98]. This way the sensitivity indices add up to 1 where
Sj is the estimated variance in the output due to parameter j. For the airfoil case, the coefficients
are fit to the 50 airfoil cases with a basis including only main effects up to degree three for each
parameter. Using the study, it can be seen that the angle of attack dominated the problem, and the
problem can easily be reduced to the same four parameters for both the CL and CD as they show
an order of magnitude more effect than the others. These indices are compiled in Table 5.6 and
show that AoA, Ma, c, and Re are the retained parameters.
Table 5.6: Sensitivity indices for the airfoil parameters.
Parameter Ma AoA T Re c M I µt
µ
Sj for CL 2.25e-4 0.9924 1.80e-5 0.0063 0.0011 1.45e-6 1.79e-6 7.31e-6
Sj for CD 3.94e-5 0.9978 1.07e-5 0.0018 3.17e-4 1.44e-6 9.97e-7 5.44e-6
The new RPC and RPC-K metamodels are then fit to the 50 data set airfoil problem and the
LOOCV errors are shown in Fig. 5.9. It can be seen that now the error is initially high and decreases
with an increasing number of basis terms, as desired. The models generally are optimal at 12 basis
terms, but the RPC metamodel for the CD is optimal at 17 terms. The statistics of these improved
models is shown in Table 5.7 which shows the dramatic improvement in the metamodels selected
by the algorithm. The statistics of the RPC-K metamodel for CL differ from those of the RPC
model and that of the 200 cases. This can be explained by the fact that the RPC-K metamodel fits
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the polynomial coefficients with correlation data, so it slightly skews the polynomial model. The
resulting model can generally give more accurate predictions for individual points at the cost of
the accuracy of the polynomial coefficients. A small Monte Carlo simulation of the CL data results
in similar standard deviation estimates for CL.
























(a) Reduced polynomial chaos metamodel.























(b) Reduced polynomial chaos-Kriging meta-
model.
Figure 5.9: LOOCV error progression of CL and CD with 50 simulations on a reduced parameter set.
Table 5.7: Mean and standard deviations for CL and CD using metamodels on a 50-simulation set and
reduced parameter set.
Model 200 Simulations RPC RPC-K RPC-K Monte Carlo
Mean CL 1.6168 1.6169 1.6168 1.6169
CL + 3σ 1.6662 1.6668 1.6682 1.6661
CL − 3σ 1.5675 1.5669 1.5655 1.5676
Mean CD 0.0323 0.0323 0.0323 0.0323
CD + 3σ 0.0395 0.0395 0.0395 0.0394
CD − 3σ 0.0251 0.0252 0.0252 0.0253
The final RPC and RPC-K metamodels for the airfoil case demonstrate how the RPC-K meta-
model can be applied to aerodynamics problems by utilizing sensitivity indices and LARS model
selection to produce the best PC and PC-K metamodels for a resource-constrained problem.
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5.3.2 Aircraft Engine Nacelle
In order to make sure the results are consistent with the original RPC-K research [51], the PC
expansion are fit to the five parameters Ma, AoA, ṁ, D/Dref , and L/Lref with a maximum expo-
nent of degree three to give a total of 56 basis terms. Also to maintain consistency, 56 simulations
are run to fit the models; however, Latin hypercube sampling is used over Gaussian quadrature
techniques so that accurate correlation data can be calculated. Early research [78,79] for the aircraft
engine nacelle showed a discrepancy between the results achieved using a correctly-formulated PC
expansion versus an expansion which uses non-standardized variables for the RPC-K metamodel.
The standardized variables are calculated as
ωStandard = (ω − ω)/σ (5.5)
where ω is the vector of means for ω and σ is the vector of standard deviations. They have a
mean of zero and equal variation magnitudes. Using these polynomial expansions as the basis for
the RPC-K metamodel constructed on the total pressure data for the engine nacelle data gives the
results seen in Fig. 5.10. Also plotted are the results from using the ordinary Kriging metamodel.
These results indicate that if the RPC metamodel is over-fit, just adding it to the more complex
RPC-K metamodel and recalculating the coefficients with correlation information does not prevent
over-fitting. This is because the over-fit PC expansion perfectly predicts every design point, so
the Kriging deviation term Z(ω) has a value of zero. Unfortunately, the off-design points are still
poorly predicted by the over-fit function.
The non-standardized PC expansion provides a superior fit to the function because the PC ex-
pansion is not capable of perfectly fitting every design point and so has an active deviation term.
However, this is not a suitable solution because it will not necessarily provide sufficient results in
all cases. Importantly, if the true values of variables are used, poor results can be seen when a
parameter has much larger values than others because it dominates the polynomial expansion. Ad-
ditionally, many advantages of PC expansions can not be exploited. Still, the research repeatedly
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(a) Non-standardized Variable Results


























(b) Standard Random Variable Results
Figure 5.10: Comparison of non-standardized and standard variable results.
shows that PC expansions may not be the ideal polynomial expansion for sparse problems as they
only guarantee convergence to the true solution as additional basis terms are added.























(a) 1st Degree Mean

























(b) 1st Degree Standard Deviation
Figure 5.11: Comparison of over-fitting solutions using first-order polynomials.
Regardless of the fact that PC expansions may not be the best global polynomial forms for
sparsely sampled problems, they are utilized in this thesis research due to the lack of any systematic
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(a) 2nd Degree Mean

























(b) 2nd Degree Standard Deviation
Figure 5.12: Comparison of over-fitting solutions using second-order polynomials.
way to determine a better form for a particular problem and their advantages for sensitivity analysis.
Using the PC form, multiple techniques to overcome the over-fitting issue are explored and it is
found that a reduction in terms is the only viable solution [79]. This is illustrated in Fig. 5.11
and Fig. 5.12 which compare the results of using polynomials limited to a maximum of 1st and
2nd degree terms versus the 3rd order limit as shown in Fig. 5.10b. It can be seen that the greater
over-sampling for the smaller polynomial bases prevents the over-fitting issues previously seen.
However, the accuracy of the 1st degree expansion is not sufficient and that there are spurious
oscillations in the data for the 2nd degree polynomials. These are especially pronounced in the
standard deviation data. This indicates that a systematic way to determine an ideal number of
terms which likely lie between a full first-order and second-order expansion is needed. This is
accomplished using the LARS algorithm and the LOOCV error.
The leave-one-out error for varying basis sizes of both the original RPC and RPC-K methods
on the engine nacelle problem are shown in Fig. 5.13. Again, these models are fit to the five
parameters Ma, AoA, ṁ, D/Dref , and L/Lref with a maximum exponent of degree three for a
total of 56 basis terms using 56 data points. It can be seen that the RPC metamodel has minimum
error with 11 basis terms and the RPC-K metamodel with 11 as well. The behavior of the plot
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shows that the model is likely under-fitting the data because there is no large drop in the error
when initial basis terms are added.





















Figure 5.13: LOOCV error progression for RPC and RPC-K metamodels using hierarchical LARS algo-
rithm to choose basis terms.
To combat this under-fitting, a further sensitivity study is carried out on the RPC-K metamodel
to remove non-essential parameters. The sensitivity indices are listed in Table 5.8 for both the
whole domain and the region of interest, the separated flow. It can be seen that the relative impact
of the parameters varies from the smooth flow regions to the separated flow region, but the Mach
number is always the least impactful dimension. As such, the twice reduced problem removes Ma
from the parameter list and the resulting metamodels are indicated as R2PC and R2PC-K since
they have a twice reduced parameter space. Then the problem is further reduced by removing ṁ
from the parameter space as it is the next least impactful parameter in the region of interest. The
metamodels constructed from this small parameter set are indicated as R3PC and R3PC-K and are
used to measure the efficacy of very small parameter sets.
Table 5.8: Sensitivity indices for the engine nacelle parameters.
Parameter Ma AoA ṁ D/Dref L/Lref
Sj Total 0.0742 0.1784 0.2689 0.2984 0.1802
Sj Separation 0.0426 0.2550 0.1642 0.2837 0.2544
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The LOOCV error progressions for the R2PC and R2PC-K metamodels are shown in Fig. 5.14a
and the error progressions for the R3PC and R3PC-K metamodels are shown in Fig. 5.14b. As
shown, the R2PC and R3PC metamodels do demonstrate some of the characteristic drop in error
when the initial basis terms are added while the R2PC-K and R3PC-K metamodels do not. Alto-
gether, reducing the number of parameters does not necessarily prevent under-fitting. Additionally,
all of the models have lower LOOCV error with progressively fewer terms as the parameter space
is reduced. The R2PC metamodel has a minimum error with seven terms, the R3PC with five terms,
the R2PC-K metamodel with four terms, and the R3PC-K with one. The minimum errors for the
metamodels are provided in Table 5.9 and show that all of the RPC metamodels have similar errors
while the errors for the RPC-K metamodels steadily increases when parameters are removed.





















(a) RPC and RPC-K metamodels using four pa-
rameters.





















(b) RPC and RPC-K metamodels using three pa-
rameters.
Figure 5.14: LOOCV error progression for further reduced RPC-K metamodels for the engine nacelle
problem.
Table 5.9: LOOCV error for the engine nacelle metamodels.
Model RPC RPC-K R2PC R2PC-K R3PC R3PC-K
min(Err) 3.38×10−2 4.70×10−2 3.21×10−2 5.41×10−2 3.35×10−2 7.04×10−2
Terms 11 11 7 4 5 1
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The training errors for a metamodel can also be analyzed to determine how well it is fitting the
data. An under-fit model has large training errors and an over-fit model has almost zero error. The
training errors for the RPC, R2PC, and R3PC metamodels are shown in Fig. 5.15. It shows that the
training error stays quite large for the RPC metamodels until the model ultimately becomes over-
fitted when the number of terms is close to the number of data points. This indicates the models
are not likely very accurate. Meanwhile, the training errors for the RPC-K metamodels are zero as
Kriging metamodels interpolate data points. While this accuracy can not be extended to unknown
data points, it does suggest that the RPC-K models are likely more accurate based on the additional
correlation information for data points that are close in value to the known data points.
















Figure 5.15: Training error for the RPC, R2PC, and R3PC metamodels.
The resulting data of these metamodels can then be plotted against the data from the 56 full
evaluations. The total pressure is plotted along the normalized Y- profile where zero is the hub wall
and one is the nacelle wall. The mean and standard deviations are plotted to provide an estimate
of the problem mean and realistic deviations. Critically, because only 56 cases were run due to
computational cost, this data may differ from the true values. The results of the RPC and R2PC
metamodels are shown in Fig. 5.16 while the results of the RPC-K and RPC-K metamodels are
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shown in Fig. 5.17. The R3PC and R3PC-K metamodels are not compared due to their inferior
error measures.




















(a) Mean P0 for RPC and R2PC.


























(b) Standard deviation in P0 for RPC and R2PC.
Figure 5.16: Mean and standard deviation of P0 on the Y- profile of the engine nacelle problem for PC
metamodels.




















(a) Mean P0 for RPC-K and R2PC-K.


























(b) Standard deviation in P0 for RPC-K and
R2PC-K.
Figure 5.17: Mean and standard deviation of P0 on the Y- profile of the engine nacelle problem for PC-K
metamodels.
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It can be seen that the mean of the data is well approximated by all of the models; however,
the standard deviations of the data are greatly under-predicted. At best, the RPC and RPC-K
metamodels predict about half of the standard deviation seen in the data. This difference is very
significant and means that the variance of the metamodels chosen by the LOOCV error is too
small. However, knowing that the standard deviation values given by the polynomial trend of the
RPC-K metamodels may not match its Monte Carlo results based on the airfoil results, a Monte
Carlo study is conducted on both the RPC-K and R2PC-K metamodels. These results are shown in
Fig. 5.18. Again, the standard deviation values of the Monte Carlo study of the RPC-K metamodel
are superior to those of the RPC metamodel and the statistical moments given by the polynomial
coefficients of the RPC-K metamodel. The average mean squared errors of the RPC, RPC-K, and
Monte Carlo study of the RPC-K metamodel compared to the 56 cases are compiled in Table 5.10.




















(a) Mean P0 for RPC-K and R2PC-K.


























(b) Standard deviation in P0 for RPC-K and
R2PC-K.
Figure 5.18: Mean and standard deviation of P0 on the Y- profile of the engine nacelle problem calculated
from a Monte Carlo study of the PC-K metamodels.
It can be seen that the error difference of the mean values for all of the metamodels is very
small and is superior for the models with more terms in the polynomial expansion. This makes
sense as these models should have a lower percentage of bias error based on the bias-variance
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Table 5.10: LOOCV error for the engine nacelle metamodels.
Model RPC R2PC RPC-K R2PC-K RPC-K MC R2PC-K MC
Mean MSE 5.79e-6 2.16e-5 1.58e-6 7.37e-5 9.25e-6e 1.89e-5
σ MSE 2.39e-1 2.64e-1 1.80e-1 3.80e-1 6.70e-2 1.40e-1
decomposition. All of the metamodels have more error in the standard deviation estimates, though
the metamodels fit to the larger number of parameters have lower errors. This is likely due to the
fact that again these models have more terms in the basis which tends to increase the variance in
the resulting models. Additionally, the PC-K metamodels have lower error estimates when using
Monte Carlo data with the Monte Carlo results of the RPC-K metamodel showing far superior
results than any other metamodel. This again shows the superiority of the PC-K type metamodels




Conclusions and Future Work
The RPC-K has been developed and applied to UQ in the CFD simulations of aerodynamics
problems. Conclusions and directions for future work are summarized.
6.1 Conclusion
Our work shows that the RPC-K method can be effectively used to help conduct UQ for CFD
analysis of aerodynamics problems as an accurate metamodel. This metamodel can be used to ef-
ficiently generate data in the presence of uncertainty or estimate the response of off-design points.
This thesis research has also extended the earlier research into how PC-K methods can be adapted
for very expensive non-linear fluid dynamics problems through reducing parameter spaces and effi-
ciently using LOOCV error along with LARS to select sparse polynomial expansions. This process
is not straightforward because it is not robust enough to be fully automated for strongly non-linear
fluid dynamics problems. The best solution to combat this issue is still a good sampling method
and a sufficient number of simulation evaluations. Several tools are also used to help combat this.
A model selection algorithm, such as the hierarchical LARS algorithm, is effective in providing
good sparse PC expansions. These expansions can capture a large portion of the problem variabil-
ity and produce physically realistic models based on the heredity of terms included. Estimating
the generalization error of the model using LOOCV is very efficient, although it may lead to sys-
tematic under-fitting of a model if the problem is sparsely sampled in a high-dimensional space.
This can be circumnavigated by manually inspecting the problem, but the additional time cost and
loss of automatization negates many of the benefits of using a metamodel. Fundamentally, this
issue is due to using mean squared error measures to construct a model which have a bias-variance
decomposition. This problem can be alleviated by reducing the model to fewer parameters which
can more robustly fit the data with only a minimal loss in accuracy. The resulting RPC-K meta-
models are superior to their higher-dimensional forms because of this robustness. Additionally, the
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RPC-K metamodel can be superior to RPC methods because a Monte Carlo analysis of the meta-
model produces more accurate data based on the additional correlation information and resulting
variance.
For an example of the computational savings engineers can expect, in an example study of
an aircraft wing configuration with ten input parameters fit using third order polynomials, a CFD
practitioner will need to run a minimum of 572 CFD simulations. While far less demanding than
the cost of a quasi-Monte Carlo study, this is still a significant computational cost. Instead, a sen-
sitivity study can be run from an initial sample of 62 CFD simulations. If this study finds that
only half of the parameters contribute more than 2% of the total sensitivity (realistic based on our
studies), the CFD practitioner can fit the same polynomial metamodel with only 112 CFD simu-
lations. Thus, for 20% of the total computational cost, the metamodel provides results accurate to
within roughly 5% of the full study. Further, if the problem shows significant non-linear effects,
the RPC-K metamodel will fit the data better than low-order PC expansions can. This extends the
usefulness of PC metamodels for sparsely sampled, non-linear flow problems due to the RPC-K
metamodel’s ability to fit non-linear data more robustly. Ultimately, the RPC-K metamodel will
help facilitate practical engineering designs by providing CFD practitioners with statistical data
from computational designs efficiently.
6.2 Future Work
Additional research on PC-K metamodels should focus on making the method more robust.
This is especially true for the RPC-K metamodel and all applications to sparsely sampled problems.
Currently, the most fragile part of the metamodel is fitting the PC trend to the data by estimating
the coefficients. As explained in the engine nacelle results, more ideal polynomial bases may exist
for sparsely sampled problems; however, it is unlikely there is a global solution. Because of this,
PC expansions are assumed to be the best form in general. Linear least squares regression works
well for problems with few outliers, generally linear behavior, and sufficient over-sampling of the
problem. The computer experiments conducted using CFD often do not match these idealized
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cases. One possible method could be to use non-linear basis functions and non-linear regression
methods to more accurately model the non-linear effects of the model. Unfortunately, this type
of methodology will no longer use PC expansions. Another possible solution is to transform the
problem parameters using principal component analysis, partial least squares regression, active
subspaces, or a similar variable projection method. When used, these methods could make it easier
for the PC expansion to fit the model to more “ideal” parameters which are a linear combination
of the natural problem parameters. This can be an improvement in case the problem parameters
are accidentally correlated, as the new parameters are not. Also, the variance of the principal
components is maximized and so the problem can likely be more accurately estimated from fewer
parameters. These methods, though, still address non-linear effects with linear models.
The RPC-K metamodel can also be improved if robust regression methods are used over ordi-
nary least squares. These methods are specifically designed to be more robust to outliers. Addi-
tionally, the output responses can also be inspected for outliers and non-linear effects. If they exist
in the data set, the metamodel can be fit to only the features which it is capable of fitting based on
the sparse sampling of the problem. While the resulting trend function may not fit all of the prob-
lem physics, it does more robustly represent the important physics of the problem. Unfortunately,
this manual inspection of the data does not help automate the metamodeling process. Additionally,
any derivative or uncertainty obtained from an intrusive method could also be used by a RPC-K
metamodel to improve its ability to fit these high-dimensional, sparsely-sampled problems. As
improvements are made, additional complex validation cases will help the technology mature.
Fundamentally, all of these methods have the potential to help improve the RPC-K metamodel for
CFD practitioners and engineers in general.
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