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Abstract
The basal ganglia are often conceptualised as three parallel domains that include all the constituent nuclei. The ‘ventral domain’
appears to be critical for learning flexible behaviours for exploration and foraging, as it is the recipient of converging inputs from
amygdala, hippocampal formation and prefrontal cortex, putatively centres for stimulus evaluation, spatial navigation, and plan-
ning/contingency, respectively. However, compared to work on the dorsal domains, the rich potential for quantitative theories and
models of the ventral domain remains largely untapped, and the purpose of this review is to provide the stimulus for this work. We
systematically review the ventral domain’s structures and internal organisation, and propose a functional architecture as the basis
for computational models. Using a full schematic of the structure of inputs to the ventral striatum (nucleus accumbens core and
shell), we argue for the existence of many identifiable processing channels on the basis of unique combinations of afferent inputs.
We then identify the potential information represented in these channels by reconciling a broad range of studies from the hip-
pocampal, amygdala and prefrontal cortex literatures with known properties of the ventral striatum from lesion, pharmacological,
and electrophysiological studies. Dopamine’s key role in learning is reviewed within the three current major computational frame-
works; we also show that the shell-based basal ganglia sub-circuits are well placed to generate the phasic burst and dip responses of
dopaminergic neurons. We detail dopamine’s modulation of ventral basal ganglia’s inputs by its actions on pre-synaptic terminals
and post-synaptic membranes in the striatum, arguing that the complexity of these effects hint at computational roles for dopamine
beyond current ideas. The ventral basal ganglia are revealed as a constellation of multiple functional systems for the learning and
selection of flexible behaviours and of behavioural strategies, sharing the common operations of selection-by-disinhibition and of
dopaminergic modulation.
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Abbreviations. cAB: caudal accessory basal nucleus (of the
amygdala); rAB: rostral accessory basal nucleus (of the amyg-
dala); ac: anterior commissure; ACd: dorsal anterior cingu-
late cortex; AId: dorsal agranular insular cortex; AIv: ven-
tral agranular insular cortex; cBmg: caudal magnocellular basal
complex (of the amygdala); rBmg: rostral magnocellular basal
complex (of the amygdala); Bpc: parvicellular basal com-
plex (of the amygdala); DG: dentate gyrus; DLS: dorsolateral
striatum; DMS: dorsomedial striatum; EC: entorhinal cortex;
Fr2: cortical “frontal region 2”; FS: fast-spiking (interneuron);
GP: globus pallidus; GPe: external division of the globus pal-
lidus (primate); GPi: internal division of the globus pallidus
(primate); IL: infralimbic cortex; LEC: lateral entorhinal cor-
tex; LH: lateral hypothalamus; LPO: lateral pre-optic area;
LTS: low-threshold spiking (interneuron); LV: lateral ventricle;
MEC: medial entorhinal cortex; MD: mediodorsal nucleus of
the thalamus; MO: medial orbital cortex; MSN: medium spiny
neuron; NAcc: nucleus accumbens; PL: prelimbic cortex; PPn:
pedunculopontine nucleus; SNc: substantia nigra pars com-
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pacta; mSNc: medial division of the substantia nigra pars com-
pacta; SNr: substantia nigra pars reticulata; STN: subthalamic
nucleus; dSub: dorsal subiculum; iSub: intermediate subicu-
lum; vSub: ventral subiculum; VP: ventral pallidum; VPdl:
dorso-lateral division of the ventral pallidum; VPvl: ventro-
lateral division of the ventral pallidum; VPm: medial division
of the ventral pallidum; VTA: ventral tegmental area; VTAl:
lateral division of the ventral tegmental area; VTAm: medial
division of the ventral tegmental area.
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1. Introduction
The basal ganglia, a group of inter-connected nuclei in the
vertebrate fore- and mid-brain, form the centre of a vast litera-
ture. This literature can be roughly divided by its focus on either
the dorsal or ventral parts of the basal ganglia, and correspond-
ing research themes of workers in those two fields. Computa-
tional models, whether explicitly stated or not, focus almost ex-
clusively on the dorsal basal ganglia (e.g. Contreras-Vidal and
Stelmach, 1995; Beiser and Houk, 1998; Berns and Sejnowski,
1998; Gurney et al., 2001b; Humphries et al., 2006; Leblois
et al., 2006), in large part because of the large number of avail-
able systematic reviews of the dorsal basal ganglia (e.g. Parent
and Hazrati, 1995; Gerfen and Wilson, 1996; Mink, 1996; Red-
grave et al., 1999a; Bolam et al., 2000; Gurney et al., 2001a).
We present this review and synthesis to provide the same level
of systematically organised information, sufficient for building
computational models that are specific to ventral basal ganglia,
and to stimulate further development of quantitative, theoreti-
cal thinking in this field. Our aim is to also to help bridge the
surprisingly disparate literatures on the dorsal and ventral basal
ganglia. We build here on previous excellent reviews of the
ventral basal ganglia, particularly (Pennartz et al., 1994; Groe-
newegen et al., 1999b,c; Ikemoto, 2007; Nicola, 2007). Our
functional focus in particular is on the key role they appear to
play in exploration and foraging (Swanson, 2000; Zahm, 2006)
through the co-ordination of spatial navigation, reward evalua-
tion, and behavioural strategy.
A note on neuroscience terminology is appropriate at this
point to orient the computationally-inclined reader. The names
and boundaries given to brain structures are often the focus of
fierce debate. Divisions made on anatomical grounds of, for ex-
ample, neuron shape and size may not correlate with divisions
that could be made based on neurotransmitter content, or pro-
jection targets, or sources of afferent inputs. Ideally, a definable
brain structure has unique combinations of all these properties;
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yet these are all structural properties, and may ultimately not
correlate with the functional properties of those neurons, such
as their response to the sound or colour of a stimulus. Thus,
here, as is often the case in discussions of the brain, it is not pos-
sible to cleanly separate the structural and functional aspects,
as each informs and constrains the other. In what follows, we
use data and brain terminology mostly derived from rat studies.
This approach is adopted to ensure consistency and compati-
bility when interpreting results from different studies, because
the rat brain is the best studied of all vertebrates. Corroborating
evidence from other species is discussed where available.
2. A basal ganglia primer
We begin by outlining the classic model of anatomy that is
often simply labelled ‘basal ganglia’, despite, as will become
clear, only strictly applying to the dorsal basal ganglia. This
will provide a useful point of comparison for the elaboration of
the ventral basal ganglia. Such treatments of classic basal gan-
glia anatomy identify six main structures (Bolam et al., 2000),
illustrated in Figure 1a. The striatum forms the largest part of
the basal ganglia, and is the primary input nucleus. The small
subthalamic nucleus (STN) forms the other input structure of
the basal ganglia, receiving input from cortical and thalamic
sources. The globus pallidus (GP) – termed external globus
pallidus (GPe) in primate anatomy – receives input from these
structures and projects predominantly within the basal ganglia.
The substantia nigra pars reticulata (SNr) and entopeduncular
nucleus – internal division of the globus pallidus (GPi) in pri-
mate anatomy – form the output nuclei, receiving input from
striatum, STN, and GP, and projecting to thalamic and brain-
stem regions. Finally, the dopamine neurons of the substantia
nigra pars compacta (SNc) project mainly to the striatum.
The striatum comprises predominantly so-called medium
spiny neurons (MSNs), which form around 90-97% of the neu-
ron population in the rat (Tepper and Bolam, 2004; Matamales
et al., 2009), and are the output neurons of the striatum. The
projecting axon gives off local collaterals that contact dendritic
trees of neighbouring MSNs (Wilson and Groves, 1980). The
remaining 3-10% comprises at least three main interneuron
classes, the giant aspiny cholinergic neurons, the medium as-
piny GABAergic neurons, and the neurons co-expressing nitric
oxide, somatostatin, and neuropeptide Y (Tepper and Bolam,
2004). The dominant sub-class of aspiny GABAergic interneu-
rons co-expresses parvalbumin, and these appear to correlate
with the physiological class of fast-spiking (FS) interneurons
(Kawaguchi et al., 1995). The interneuron co-expressing ni-
tric oxide, somatostatin, and neuropeptide Y appears to corre-
late with the low-threshold spiking (LTS) physiological class
(Kawaguchi et al., 1995), and these may also release GABA
(Kubota and Kawaguchi, 2000). The cholinergic interneurons
appear to correlate with the in vitro class of long-lasting after-
hyperpolarisation interneurons (Kawaguchi et al., 1995) and the
in vivo class of tonically-active neurons (Cragg, 2006).
The MSNs are themselves sub-divided by their main targets.
MSNs in “patch” regions, often identified by dense staining for
µ-opiate receptors (Gerfen, 1984), project only to dopaminergic
cells of the brainstem. The majority of the MSNs form the re-
maining “matrix” surrounding the patches, and divide into two
further populations: approximately half project to the GP and
half project to the SNr (Gerfen and Young, 1988; Matamales
et al., 2009) – a subset of the latter also send a collateral to GP
(Kawaguchi et al., 1990). This anatomical target split is corre-
lated with co-expression of substance P and dynorphin for SNr-
targeting MSNs, and enkephalin for GP-targeting MSNs (Ger-
fen and Young, 1988; Bolam et al., 2000). More controversially,
this target split also seems to correspond to MSNs respectively
expressing D1 and D2 receptors for dopamine (Gerfen et al.,
1990).
2.1. The troubles with dopamine
Research on dopamine within the striatum is seemingly in a
state of permanent controversy over all major topics, the types
of dopamine receptors, their distribution, and the effects of their
activation. Dopamine receptors in the central nervous system
are classified as either D1-like (D1 and D5 receptors) or D2-like
(D2, D3, and D4 receptors) (Missale et al., 1998). The recep-
tors of each family bind the same ligands, though the D2-like
family show clear-cut differences in affinity for some agonists
and antagonists (Missale et al., 1998). Hence, the vast number
of studies that use dopamine receptor agonists or antagonists to
tease apart the effects of dopamine require careful interpreta-
tion, as at best they distinguish only between the involvement
of D1- and D2-like receptors. Resolving many controversies in
the dopamine literature is the focus of much research using the
newly developed bacterial artificial chromosome (BAC) trans-
genic mice (Heintz, 2001). These mice express a fluorescent
protein controlled by a promoter for a specific intra-cellular
gene. Hence, the presence of each of the five dopamine receptor
types can be separately assessed, or simultaneously examined
using separate fluorescent proteins (Heintz, 2001; Matamales
et al., 2009).
From these mice lines, we now know that every MSN ex-
presses either or both of D1 and D2 receptors, with the vast
majority – 95% in dorsal striatum – expressing only one type
in detectable quantities (Bertran-Gonzalez et al., 2008; Mata-
males et al., 2009). Moreover, BAC mice studies have revealed
clear morphological and dendritic excitability differences be-
tween MSNs expressing D1 and D2 receptors (Gertler et al.,
2008; Day et al., 2008). Hence, throughout we will talk of D1-
dominant and D2-dominant MSNs. Section 4 details the nu-
ances in this story, and the full picture of dopamine across the
striatum.
2.2. Delineating the ‘ventral’ basal ganglia
Three broad domains of dorsolateral (DLS), dorsomedial
(DMS), and ventral striatum have been distinguished by many
authors (Joel and Weiner, 2000a; Yin and Knowlton, 2006).
Figure 1b illustrates their approximate organisation: the bor-
ders of the dorsomedial with the dorsolateral and the ventral
striatum are not clear-cut, but depend on the criteria used to
define the three regions. The dorsolateral striatum is delineated
by the main extent of primary motor and somatosensory cortical
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Figure 1: Broad anatomy of the rat basal ganglia. (a) The classic anatomy of the dorsal basal ganglia – grey-shaded structures are outside the basal ganglia. Many
sensory, association, and prefrontal cortical areas project to the striatum. The striatum is divided into three populations of medium spiny neurons (MSNs) by target
type. A minority make up the so-called “patch” population and target only dopaminergic cells in the brainstem, particularly in substantia nigra pars compacta
(SNc). The rest of the MSNs comprise the “matrix” around the patches, which is divided equally between MSNs that project to the globus pallidus (GP) and
those that project to substantia nigra pars reticulata (SNr) and entopeduncular nucleus (not shown) – with some of the latter MSNs also sending a collateral to GP.
This MSN split by target also seems to correlate with their other properties: GP-projecting MSNs predominantly express D2 dopamine receptors and enkephalin;
SNr-projecting MSNs predominantly express D1 dopamine receptors and substance P and dynorphin. The controversy of D1 and D2 split populations is discussed
further in the text. Patch MSNs are a mixture of substance P and enkephalin expressing neurons (Gerfen and Young, 1988), and hence likely to correspond to a
mixture of D1- and D2-dominant neurons. The small subthalamic nucleus (STN) also receives cortical input from similiar regions, and is the only intrinsic source
of glutamate in the basal ganglia. It forms a negative feedback loop with the GP, and both target the output nuclei, the SNr and the entopeduncular nucleus (only the
former is shown). The SNr targets thalamic and brainstem regions; entopeduncular nucleus, though much smaller, is largely identical to the SNr in neuron type and
input structure. The thalamic regions in turn project back to cortical regions from which the cortico-striatal projection originated, forming a closed loop. Rectangular
box sizes are proportional to the number of neurons in each structure (Oorschot, 1996), emphasising the dominance of the striatum – dorsal striatum contains around
2.8 million MSNs. (b) Approximate locations of the three striatal domains in a coronal section (section outline from Paxinos and Watson, 1998). The dorsolateral
domain is roughly defined by the inputs from primary motor and somatosensory cortices; the dorsomedial domain by input from the association cortices. The
ventral striatum is mostly comprised of the nucleus accumbens, which is divided into a core, surrounding the anterior commissure (ac), and a shell region. The
core is distinguished from the shell by differences in staining density for a number of neurochemicals (Groenewegen et al., 1999c). The white line indicates the
approximate border of shell and dorsomedial striatum, defined by the transition between light and dense staining for calcium binding protein (Jongen-Relo et al.,
1994). In some versions of this tripartite division, the ventral striatum extends beyond the nucleus accumbens to cover the whole green-shaded region, defined by
the principal hippocampal formation input, particularly from the subiculum (Groenewegen et al., 1987).
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inputs. The dorsomedial striatum is often defined as the region
receiving inputs from the association cortices (in primate, DMS
also contains a small visuomotor region receiving inputs from
the cortical frontal eye fields Stanton et al., 1988). More accu-
rately, it is effectively the remainder after anatomically defining
the ventral striatum.
Anatomically, the ventral striatum is often synonymous with
the nucleus accumbens (NAcc). The NAcc is bounded rostrally
and laterally by the external capsule, and medially by the sep-
tum and the lateral ventricle (Zahm and Brog, 1992; Paxinos
and Watson, 1998). Its other borders are less distinct: cau-
dally, NAcc merges with the bed nucleus of the stria terminalis;
ventrally, it transitions into the olfactory tubercle (Zahm and
Brog, 1992). Finally, the dorsal border with the rest of striatum
is not distinguished by a single histochemical criterion, but by
combinations that also define the two sub-regions of the NAcc:
the core and shell (Zaborszky et al., 1985; Heimer et al., 1991;
Groenewegen et al., 1999c).
The core is a region of densely packed cells wrapped around
the anterior commissure, bordered medially and ventrally by
the shell (Figure 1b). Staining for acetylcholinesterase (AChe)
reveals the lightly-stained core of NAcc cells around the an-
terior commissure, surrounded by dense staining on all sides
(Zaborszky et al., 1985; Zahm and Brog, 1992). Staining for
calcium-binding protein (calbindin) clearly reveals the lightly-
stained shell wrapping around this densely-stained core, with
the dense staining continuing up through the dorsal striatum
(Jongen-Relo et al., 1994; Groenewegen et al., 1999c). Thus,
the AChe and calbindin staining also respectively define the
borders between the NAcc core and dorsal striatum and the
NAcc shell and dorsal striatum. Moreover, the calbindin stain-
ing suggests that the shell dominates in the most rostral reaches
of the NAcc, with the core occupying a small lateral region
(Jongen-Relo et al., 1994; Groenewegen et al., 1999c). As we
will see, the histochemical distinctions between core and shell
are further reinforced by differences in their inputs, outputs, and
cellular morphology.
The regions of the other basal ganglia nuclei that these stri-
atal domains project to define the corresponding dorsolateral,
dorsomedial, and ventral domains of the basal ganglia as a
whole. The dorsolateral and dorsomedial basal ganglia domains
both have an identical anatomy to that in Figure 1a. A primary
task for us here is setting out the detailed structure of the ven-
tral basal ganglia, noting in particular where it departs from the
dorsal domains.
But why look at just the ventral domain? First, because the
ventral striatum is the target of such a bewildering array of in-
puts (Mogenson et al., 1980). As will become clear, the ventral
striatum is the principal conflux of inputs representing spatial
properties of the environment, desired goals, and teaching sig-
nals. Accounts of spatial navigation propose that the ventral
striatum uses these inputs to select actions required to reach
a target location (see e.g. Redish and Touretzky, 1997; Arleo
and Gerstner, 2000). On top of these, the ventral striatum re-
ceives further inputs contributing to the generation of flexible
exploratory behaviour, including representations of stimulus-
response relationships and their value, environmental contin-
gencies, and behavioural strategies. Hence accounts of goal-
directed behaviour propose the ventral striatum as the locus for
using learnt cues to guide behaviour (Pennartz et al., 1994).
Second, because existing theoretical and computational models
of basal ganglia (e.g. Albin et al., 1989; Gurney et al., 2001a;
Humphries et al., 2006) apply well to either dorsolateral or
dorsomedial domains — their internal organisation and cellu-
lar composition are identical — but cannot be applied to the
ventral domain without caveat. The composition of the ventral
basal ganglia is unique, and is our first concern here.
3. A new functional anatomy of the ventral basal ganglia
Our model for the functional anatomy of the ventral basal
ganglia is shown in Figure 2. A “functional anatomy” attempts
to describe the connections and nuclei divisions that are key
to the putative function of the brain region (more on this be-
low). It leaves aside minor connections between structures, as
defined by small numbers of terminals, very minor neuron pop-
ulations, as defined by percentage composition of a nucleus,
and, at this level of analysis, some internal structure of the nu-
clei, though this is undoubtedly important and will be discussed
further. Our model of course builds on much previous work, but
is the first full elaboration of the ventral basal ganglia domain
we are aware of. Inevitably, box-and-arrow models such as Fig-
ure 2 require care in reading: a projection indicates that a large
number of cells in a region form synapses in the target region;
but projections to multiple targets can originate from neuron
populations that only partially overlap, and degrees of overlap
are often unknown.
3.1. The core-based basal ganglia circuit
We begin by discussing the basal ganglia circuit defined by
the core and its projections (Figure 2c). In most respects, the
core division of the NAcc is indistinguishable from the adja-
cent dorsomedial striatum. The morphology of its neurons are
identical in the size, spine density, and orientation of the den-
dritic field (Meredith et al., 1992, 2008). The core also con-
tains two populations of MSNs that are distinguishable by their
dominant expression of D1 or D2 dopamine receptors (Lu et al.,
1998; Matamales et al., 2009), and similarly only 6% of MSNs
co-express detectable levels of both (Bertran-Gonzalez et al.,
2008).
The core’s outputs also follow the same pattern as those of
the dorsal striatum, in that its MSNs’ main targets are restricted
to intrinsic basal ganglia nuclei. Elegant work by Deniau and
colleagues (Deniau et al., 1994, 1996; Maurice et al., 1997,
1999) has established the major part of the circuit shown in yel-
low in Figure 2a, which is identical to that of the dorsal stria-
tum (Figure 1a). There are projections from the core directly
to subdivisions of the SNr (Deniau et al., 1994, 1996), originat-
ing exclusively from dynorphin-expressing MSNs (Zhou et al.,
2003). Dynorphin, in turn, consistently co-localises with sub-
stance P in NAcc MSNs (Zhou et al., 2003), and substance P
consistently co-localises with D1 receptors in NAcc MSNs (Lu
et al., 1998). All this leads us to deduce that the core-SNr pro-
jection is formed by D1-dominant MSNs, exactly analogous to
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Figure 2: Functional anatomy of the ventral basal ganglia. All arrows beginning with a filled circle indicate that the projection is known to originate from the
identified sub-population of cells within that nucleus. (a) Overview of the complete circuit. The nucleus accumbens, predominant part of the ventral striatum, has
two major divisions into core and shell regions. The shell in turn has distinguishable lateral and medial sub-divisions. Local axon collaterals and inter-neurons cross
the core-shell boundary, probably in both directions. The sub-circuit formed by the structures shaded yellow shares a common architecture with the dorsolateral and
dorsomedial basal ganglia domains, as shown in Figure 1a. (The region of VP shaded white corresponds to the sub-regions of VP in panel b). See the Abbreviations
list for all structure names. (b) The outputs and inputs of the shell mark it out as unique from the rest of the basal ganglia. Two repeating sub-circuits can be defined
based on the inputs and outputs of the medial and lateral shell. Note how both have control over their own dopaminergic input, but that the medial shell also inhibits
dopamine cells that project to the lateral shell and core. The projections to the ventral tegmental area (VTA) are made solely by D1-dominant MSNs; the projections
to VP are made of D1-dominant and D2-dominant MSNs, and probably all MSNs that express both receptors at roughly equal densities. The mediodorsal thalamus
(MD) is the main thalamic target of the VP subdivisions in the shell-based circuit; they also project to lateral hypothalamus (LH) and PPn. (c) The core retains a
functional anatomy very similar to that of the dorsal striatum, including: separate targets for D1- and D2-dominant MSNs in the ‘matrix’; a separate population (the
‘patch’) of core neurons projecting to the dopamine cells; reciprocal connections between pallidum and subthalamic nucleus (STN); and overlapping subthalamic
and striatal input in the output nucleus SNr. Projections from this region of the SNr primarily target ventromedial (VM) thalamus. It also projects to the PPn, along
with the STN, though we do not know if these are the same PPn neurons receiving input from the VP subdivisions in the shell-based circuit. However, there is
evidence for separate cholinergic PPn populations projecting to SNc and VTA, as drawn here (Oakman et al., 1995). (We omit VTA dopaminergic input to STN and
VP in panels (b) and (c) as the precise region of origin for these projections is unknown; similarly, we omit VTA GABAergic input to the ventral striatum as details
of this pathway are sketchy.). 6
the dorsal striatum’s D1-dominant pathway projection to SNr
(Gerfen, 2004; Nicola, 2007).
In addition, the core projects to the dorsolateral division of
ventral pallidum (VPdl) (Heimer et al., 1991; Maurice et al.,
1997), which in turn projects entirely within the basal gan-
glia, to medial subthalamic nucleus and to dorsomedial SNr, the
same area as the direct core projection to SNr (Maurice et al.,
1997, 1999; Zhou et al., 2003; Ikemoto, 2007). Again, fol-
lowing a similar organisation of projections to pallidum from
the dorsal striatum (Kawaguchi et al., 1990; Gerfen and Wil-
son, 1996; Wu et al., 2000), this projection has two originat-
ing populations in the core. All core MSNs with D2 receptors
or enkephalin project to the VP (Lu et al., 1998; Zhou et al.,
2003), and we presume these to be largely co-localised. There
is also a sub-population of D1/substance P/dynorphin express-
ing MSNs that project to the VP (Lu et al., 1998; Zhou et al.,
2003), and again we presume these to be largely co-localised
(i.e. a single population). The D1-dominant sub-population
projecting to globus pallidus in the dorsal striatum is compar-
atively minor; in core it is much larger, possibly larger than
the D2-dominant population (Zhou et al., 2003). As noted by
Zhou et al. (2003), this could fit well with the VP’s seemingly
combined role as the ventral equivalent to both the intrinsically
projecting globus pallidus and extrinsically projecting entope-
duncular nucleus (see below).
Finally, the dorsolateral VP projects back to the core (Hakan
et al., 1992; Groenewegen et al., 1993). We propose that
it targets the GABAergic interneurons within the ‘matrix’
(calbindin-rich zones; see below), as does the dorsal domain’s
pallido-striatal projection (Hanley and Bolam, 1997; Bevan
et al., 1998), given the other strong correspondences between
the core and dorsal basal ganglia domains. Thus, as indicated
in Figure 2, the core-VP-STN-SNr axis is identical in structure
to equivalent circuits formed by the dorsolateral and dorsome-
dial basal ganglia domains.
In turn, the dorsomedial SNr provides the main outlet from
the core-based basal ganglia circuit to the rest of the brain. This
region of the SNr projects to thalamus, predominantly ven-
tromedial (Deniau and Chevalier, 1985; Groenewegen et al.,
1999a) and a region of mediodorsal thalamus (Miyamoto and
Jinnai, 1994 [in cat]; Groenewegen et al., 1999a), and the upper
brainstem reticular formation, particularly the pedunculopon-
tine nucleus (Kang and Kitai, 1990), similar to the rest of SNr
(Deniau and Chevalier, 1992; Deniau et al., 1996). Unlike the
rest of SNr, however, the dorsomedial SNr has few projections
to the superior colliculus (Deniau and Chevalier, 1992; Deniau
et al., 1996).
Some open questions remain. The STN is assumed here to
reciprocate the projection from the VP as it does for the pro-
jections from equivalent globus pallidus in the dorsolateral and
dorsomedial basal ganglia domains, though we are not aware
of any strong evidence for this. The relative diffuseness of the
STN projections is also unknown in this basal ganglia domain:
in the dorsal domains it is thought to project more widely within
SNr than the corresponding striatal input (Hazrati and Parent,
1992), and this, as will become clear, forms an important part of
some theories of basal ganglia function. Moreover, recent work
has clearly demonstrated a two-layer network structure within
GP, with both feed-forward inhibition between layers and feed-
back inhibition within layers (Sadek et al., 2007); we do not
know if internal structure of the VP follows the same organisa-
tion.
3.1.1. Patch and matrix in the NAcc core
There has also been some confusion over the existence of
equivalent ‘patch’ and ‘matrix’ regions in the core to those
found in the dorsal striatum (Berendse et al., 1992b; Groenewe-
gen et al., 1999c). Dorsal striatal patches are discrete regions of
µ-opiate receptor rich, calbindin poor MSNs that project mostly
to dopaminergic cells, and receive input from deep layer V of
cortex. Dorsal striatal matrix is the surrounding µ-opiate recep-
tor poor, calbindin-rich MSNs that form the populations pro-
jecting to SNr and GP, and receive input from superficial layer
V of cortex (Gerfen and Wilson, 1996). Attempting to define
NAcc core ‘patches’ by histological staining criteria alone is
problematic. The caudal core contains discrete calbindin poor
regions that could be considered ‘patches’. But the rostral
core contains discrete calbindin rich regions (Berendse et al.,
1992b), and seemingly inverts the normal patch/matrix relation-
ship. Over much of the core, there are also identifiable discrete
regions of enkephalin-rich staining, which have also been called
‘patches’ (Berendse et al., 1992b).
The problem is resolved by considering the conjunction of in-
puts, outputs, and calbindin-staining. Core MSNs in calbindin
poor regions all receive deep layer V cortical input (see section
5), and project to dopaminergic cells (Berendse et al., 1992b)
— they are all ‘patch’. Core MSNs in calbindin rich regions
all receive superficial layer V cortical input (see section 5.2.1),
and project to non-dopaminergic cells (Berendse et al., 1992b)
— they are all ‘matrix’. The confusion arises because of unfor-
tunate discrepancy in the NAcc between the nomenclature —
‘patch’ invokes an image of a small discrete region of staining
— and the definition: in rostral core, the ‘patch’ as just defined
is the continuous region.
The core’s cellular composition is thus mostly identical to
the dorsal striatum. We have found that one exception, on
current evidence, is the dopamine receptor composition of the
core’s ‘patches’. The patches of dorsal striatum are made up of
both D1- and D2-receptor dominant MSN neuron types (Gerfen
and Wilson, 1996), one prominent marker being the mixture of
enkephalin-only and dynorphin expressing MSNs in calbindin-
poor regions (Gerfen and Young, 1988). Reports of enkephalin-
rich, calbindin-poor ‘patches’ in caudal core (Berendse et al.,
1992b) would, at first sight, suggest that D2-dominant MSNs
exclusively make up the ‘patch’ in the core. However, the
opposite is more likely: Berendse et al. (1992b) used a leu-
enkephalin anti-serum that would have stained all MSNs, as the
gene for producing dynorphin also produces enkephalin (Zhou
et al., 2003). Zhou et al. (2003) combined retrograde trac-
ing with staining for the genetic precursors of dynorphin and
enkephalin to show that only dynorphin-expressing (and there-
fore probably D1-dominant) MSNs project to dopaminergic
cells, and so form the calbindin-poor ‘patches’ in the core. The
dense enkephalin staining found by (Berendse et al., 1992b) in
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the caudal core thus seems to correspond to particularly dense
neuron clusters of D1-dominant MSNs in the ‘patches’.
The precise nature of the core’s reciprocal connections with
the hindbrain dopamine cells is also somewhat unclear. Both
the dopaminergic neurons of the SNc and the adjacent, con-
tiguous, ventral tegmental area (VTA) (Bjorklund and Dunnett,
2007), are involved. Projections from the core’s ‘patches’ target
medial SNc (mSNc) and, possibly, the lateral ventral tegmental
area (VTAl) (Berendse et al., 1992b; Usuda et al., 1998; Zhou
et al., 2003). As they originate from GABAergic MSNs, these
projections are assumed to be inhibitory, but electrophysiolog-
ical characterisation of this pathway is lacking (Scarnati et al.,
1983). Both core ‘patch’ and ‘matrix’ receive dense projections
from the lateral VTA, with a minor projection from medial SNc
to the medial core also apparent (Maurin et al., 1999; Joel and
Weiner, 2000a). We find that, based on current evidence, a dis-
tinction cannot be made between dopaminergic neuron popula-
tions targeting the ‘patch’ and ‘matrix’ regions of the core (Joel
and Weiner, 2000a), as is often made for the dorsal striatum
(Hanley and Bolam, 1997; Joel and Weiner, 2000a). The lateral
VTA also projects to both STN and VP, probably via collater-
als from some of the fibres reaching the ventral striatum (Smith
and Kieval, 2000).
3.2. The shell-based basal ganglia circuits
The nucleus accumbens shell is the basis for a circuit unique
within the basal ganglia (Figure 2b). Compared to the rest of
striatum, its MSNs are significantly smaller1 (Meredith et al.,
1992), have a lower spine density, and have more dopaminergic
terminals on the dendritic shafts (Meredith et al., 2008). Groe-
newegen et al. (1999c) have proposed that the shell has distin-
guishable medial, intermediate, and lateral regions, partly on
the basis of calbindin-binding intensity, but primarily due to
the unique sets of inputs and outputs of each region. Here we
distinguish only clear lateral and medial divisions on this basis,
following others (e.g. Ikemoto, 2007).
There is no discernible ‘patch’ and ‘matrix’ by the criteria
given above— all regions of the shell are calbindin-poor. How-
ever, like the core, there is a clear distinction in projection tar-
gets of the D1- and D2-dominant MSN populations. Mostly
dynorphin and substance P expressing (and presumably D1-
dominant) MSNs project to the VTA from the shell (Lu et al.,
1998; Zhou et al., 2003), and these projections are particularly
dense. The lateral shell has reciprocal connections with the lat-
eral VTA (VTAl) and projects to the SNc, just like the core;
the medial shell has reciprocal connections with medial VTA
(VTAm) and projects to the lateral VTA too (Zhou et al., 2003;
Ikemoto, 2007). Thus, medial shell and core/lateral shell form
two distinct circuits from the perspective of their connections
1Note that smaller MSNs in shell may be explained in at least two ways.
A functional interpretation is tempting, as smaller dendritic fields suggest in-
creased specialisation of inputs, that is, each shell MSN is sampling from a
smaller array of inputs than other striatal MSNs. But equally possible is that
the cause is just mechanical: if the putative functions of the shell require a large
number of neurons, then the smaller morphology of the cells increases their
packing density.
with the brainstem dopamine cell bands (Figure 2b). These pro-
jections may also contact the large sub-population of GABAer-
gic neurons in the VTA (Nair-Roberts et al., 2008), which them-
selves certainly project back to the NAcc (Carr and Sesack,
2000). As they originate from GABAergic MSNs, the shell
projections to VTA are assumed to be inhibitory, but we are
not aware of any electrophysiological characterisation of this
pathway.
Like the core, the shell projects to the ventral pallidum: me-
dial shell to VP’s medial division (VPm) and lateral shell to
VP’s ventrolateral division (VPvl) (Ikemoto, 2007). Electro-
physiological studies of NAcc’s projections to the VP consis-
tently report short-latency responses in VP following stimu-
lation in regions corresponding to the shell (Mogenson et al.,
1983; Yang and Mogenson, 1985; Hakan et al., 1992; Lavin
and Grace, 1996). Moreover, the shell-VP projection is formed,
like the rest of striatum, by two MSN populations: one com-
prising all MSNs expressing enkephalin only, and presumably
D2-dominant; the other comprising some MSNs expressing
dynorphin/substance P, and presumable D1-dominant (Lu et al.,
1998; Zhou et al., 2003). In contrast to the dorsal striatum and
core, the D1- and D2-dominant populations projecting to pal-
lidum are roughly the same size (Lu et al., 1998; Zhou et al.,
2003). Hence, there are distinct D1- and D2-dominant path-
ways, VTA receiving input only from D1-dominant MSNs, and
D2-dominant MSNs project only to VP.
This picture is complicated by the shell having around 17%
of MSNs co-expressing detectable levels of D1 and D2 recep-
tors in BAC mice (Bertran-Gonzalez et al., 2008), far higher
than the dorsal striatum (5%) and core (6%). Given the ab-
sence of detectable mRNA for D2 receptors or enkephalin in
the MSNs projecting to VTA (Lu et al., 1998), it seems likely
that the D1/D2 co-expressing MSNs also project to the VP di-
visions.
The shell striato-pallidal pathway is different from striato-
pallidal pathways in the rest of the basal ganglia, as these re-
gions of ventral pallidum in turn project widely outside the
basal ganglia (Groenewegen et al., 1993; Pennartz et al., 1994),
to lateral hypothalamus (Groenewegen et al., 1993), peduncu-
lopontine nucleus (Mogenson et al., 1985; Yang and Mogen-
son, 1987; Groenewegen et al., 1993) and mediodorsal (MD)
thalamus (Groenewegen et al., 1993; Lavin and Grace, 1994)
in particular, but not to the SNr or STN. These regions of VP
do, however, reciprocate the projection from the shell in a to-
pographic fashion (Groenewegen et al., 1993); again, given the
strong similarity with the striato-pallidal circuits in the dorsal
domains, we consider it likely that this projection targets the
GABAergic striatal interneurons.
The shell is unique within the striatum for having direct out-
puts to structures outside the basal ganglia. Distinctions within
the medial shell can be drawn on this basis: dorso-medial shell
projects directly to regions of the lateral hypothalamus (LH)
and lateral pre-optic area; ventro-medial shell projects to ad-
jacent regions of the same structures, as well as additional, if
comparatively light, projections to the parabrachial nucleus, pe-
riacqueductal grey and adjacent areas (Mogenson et al., 1983;
Zahm and Brog, 1992; Usuda et al., 1998). We do not know the
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dopamine receptor defined MSN populations from which these
projections originate. Lateral shell projections seem to remain
mostly within the basal ganglia (Usuda et al., 1998).
3.3. Common properties of the ventral basal ganglia domain
While the core-based and shell-based circuits have clear
differences in input, output, and intrinsic organisation, they
nonetheless share some features. The striatal portion of both
receives input from the prefrontal cortex, hippocampal forma-
tion and amygdala (Pennartz et al., 1994; Groenewegen et al.,
1999b): these inputs are dealt with in detail in section 5. They
also share some intrinsic features.
3.3.1. The ventral striatal microcircuit
The interneuron composition of the ventral striatal micro-
circuit may quantitatively differ from that in the dorsal do-
mains. There are repeated claims in the literature (e.g. Gerfen,
2004; Tepper and Bolam, 2004) that the fast-spiking and LTS
interneuron classes follow opposite dorsolateral-ventromedial
gradients in density, with FS interneurons dominant in dorso-
lateral striatum, and LTS inter-neurons dominant in ventro-
medial striatum (and hence within our main area of interest
here). There is good evidence that parvalbumin-expressing neu-
rons show a gradient of decreasing density from dorso-lateral to
ventro-medial striatum (Gerfen et al., 1985; Kita et al., 1990;
Kubota and Kawaguchi, 1993); and putative fast-spiking in-
terneurons identified from local field potential recordings show
the same gradient (Berke et al., 2004). The putative inverse
gradient of LTS interneurons is not so clear: on the one hand
Desjardins and Parent (1992) report a gradient of increasing
somatostatin intensity from the putamen to caudate in pri-
mate, but no clear gradient stretching across the dorsolateral-
ventromedial axis of the whole striatum; on the other, Kubota
and Kawaguchi (1993) report a uniform distribution of neu-
ropeptide Y across the striatum. We conclude that, though there
is a gradient of FS interneurons, both FS and LTS classes are
undoubtedly expressed throughout the ventral striatum (Hus-
sain et al., 1996; Hidaka and Totterdell, 2001). By contrast,
despite some suggestions that cholinergic inter-neurons are uni-
formly distributed across the dorsolateral-ventromedial axis of
the striatum (Gerfen, 2004), comparative studies show there is a
higher concentration of cholinergic neurons in the ventral than
dorsal striatum (Meredith et al., 1989).
Interconnections within ventral striatum can cross the core-
shell boundary. Axons of the cholinergic interneurons extend
across the medial shell and core (Meredith et al., 1989). Given
their extensive axon fields, and that their axons cross histo-
chemically defined boundaries in dorsal striatum (Kawaguchi
et al., 1995), we also expect that the GABAergic interneurons
extend their axons across the core/shell boundary. There is also
good evidence for direct connections between MSNs in core
and shell through their local axon collaterals (van Dongen et al.,
2005). Some asymmetry is apparent, as core MSNs project to
the whole rostral extent of the shell, whereas shell MSNs have
only been observed projecting to the border regions of the core.
A recent study has provided evidence for functional connec-
tivity, showing that these local axon collaterals can induce in-
hibitory currents in the post-synaptic MSN within NAcc (Tav-
erna et al., 2004). Therefore, in addition to their clearly differ-
entiable areas, outputs, and inputs (see below), core and shell
have a plethora of connections between and within them.
3.3.2. Position of the pedunculopontine nucleus within the ven-
tral basal ganglia
Common to both core and shell sub-circuits of the basal gan-
glia is the pedunculopontine nucleus (PPn). Though not clas-
sically considered part of basal ganglia (Bolam et al., 2000),
there have been recent calls for its inclusion (Mena-Segovia
et al., 2004; Winn, 2006). These calls reflect the increasing
awareness that this small structure plays a key role in both the
intrinsic dynamics and output of the basal ganglia, and hence
why we include the PPn within our review here. The PPn is as
strongly interconnected with the ventral basal ganglia as with
the dorsal basal ganglia. It receives direct inputs from regions
of VP that receive input from the shell (Mogenson et al., 1985;
Yang and Mogenson, 1987; Pennartz et al., 1994), and also has
known inputs from STN and SNr (Granata and Kitai, 1989; Pa-
hapill and Lozano, 2000), though it is not clear if these over-
lap with VP inputs. PPn neurons reciprocate the projection
from STN (Hammond et al., 1983), and this loop may play a
key role in the motor symptoms of Parkinson’s disease (Mena-
Segovia et al., 2004). Both show altered activity in animal mod-
els of Parkinson’s disease (Pahapill and Lozano, 2000; Ham-
mond et al., 2007), PPn lesions cause Parkinson’s-like akinesia
in otherwise healthy primates (Munro-Davies et al., 1999), and
both are targets for therapeutic deep brain stimulation (Jenk-
inson et al., 2005; Hammond et al., 2007). PPn neurons also
provide a substantial input to dopaminergic cells in the VTA
and SNc (Futami et al., 1995; Floresco et al., 2003), but pos-
sibly from separate populations. There is evidence that ante-
rior cholinergic PPn neurons preferentially project to the SNc,
whereas posterior cholinergic PPn cells preferentially project
to the VTA (Oakman et al., 1995). This separation may be
functionally important: there are separable behavioural conse-
quences of anterior and posterior PPn lesions (Wilson et al.,
2009); moreover, the cholinergic input from PPn seems to play
a critical role in switching dopaminergic cells from pacemaking
to burst firing (Kitai et al., 1999; Floresco et al., 2003) – this
firing state and its behavioural correlates are central to many
theories of the implementation of reinforcement learning in the
brain (Montague et al., 2004a).
4. Dopamine and the striatum
We review here the types, distribution, and activation ef-
fects of dopamine receptors, in part to flesh out some of the
above assertions about dopamine receptor expression, in part
to provide some understanding of why dopamine has a cen-
tral place in the ventral striatum research, and in part to un-
derscore the difficulty of relating dopamine to behaviour. We
draw from literature across the whole striatum, as the dorsal
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and ventral striatum have much in common, and there is a far
larger body of work from the dorsal striatum to draw on. Stri-
atal dopamine is our primary concern because the striatum has
by far the highest density of dopamine receptors of any struc-
ture in the vertebrate brain (Richfield et al., 1989; Richtand
et al., 1995). Nonetheless, dopamine plays a role in all other
basal ganglia nuclei. Brainstem dopamine neurons project to
the STN, VP, GP, and SNr/EP, and D1- and/or D2-like receptors
are found in all of them, including autoreceptors on dopamine
cells in SNc/VTA (Smith and Kieval, 2000). An understanding
of dopamine’s effects in these structures is developing, and with
it a shift from striatum-centric theories of dopamine-related dis-
eases. Dopamine loss in the STN-GP loop, for example, is po-
tentially a critical factor in the development of motor disorders
(Magill et al., 2001; Bevan et al., 2002; Humphries et al., 2006).
We proceed then with the caveat that not all things dopamine-
related in the basal ganglia centre on the striatum.
4.1. Types of dopaminergic receptor in the striatum
Some dopamine receptor types in the striatum are clearly es-
tablished. D1 and D2 receptors are found throughout the stria-
tum, from the dorsolateral tip to the shell (Gerfen et al., 1990;
Surmeier et al., 1996; Missale et al., 1998; Bertran-Gonzalez
et al., 2008; Matamales et al., 2009). D5 receptors also may
be found in low abundance throughout the striatum (Surmeier
et al., 1996; Rivera et al., 2002). The D5 receptor may be ex-
pressed at low levels by MSNs, and at higher levels by the in-
terneurons (Rivera et al., 2002).
The evidence for D3 and D4 receptors is more mixed. For D3
receptors, mRNA studies show none, and selective ligand stud-
ies show very few, in dorsal striatum (Levant, 1997). However,
Surmeier et al. (1996) clearly showed the presence of D3 recep-
tors in dorsal striatumMSNs using single neuron RT-PCR. Sim-
ilarly, D4 receptors have not been labelled in dorsal striatum of
D4-selective BAC mice (Noan et al., 2006), nor in mRNA stud-
ies in primate (Mrzljak et al., 1996). Again, Surmeier et al.
(1996) reported D4 expression in dorsal striatal MSNs using
single neuron RT-PCR. We conclude that D3 and D4 receptors
are present in dorsal striatum, but at a substantially lower den-
sity than was suggested in Surmeier et al. (1996) — it seems
that the RT-PCR over-amplified the available genetic material,
compared to the density estimates using other techniques. By
contrast, there are consistent reports from multiple labs of sig-
nificant D3 receptor expression throughout the NAcc (Richtand
et al., 1995; Moine and Bloch, 1996; Levant, 1998; Schwartz
et al., 1998), though not of D4 (Mrzljak et al., 1996; Noan et al.,
2006).
4.2. The distribution of dopaminergic receptors in the striatum
Much work on the distribution of dopamine receptors has fo-
cussed on whether D1 and D2 receptors are always expressed
on separate MSNs (Gerfen et al., 1990) or are co-expressed in a
substantial number of MSNs (Surmeier et al., 1992, 1996; Aiz-
man et al., 2000). For the dorsal striatum this seems to have
moved towards a conclusion, and one with two answers. First,
that D1 and D2 receptors are predominantly found on separate
MSNs (Gerfen et al., 1990; Surmeier et al., 1996). A minority
clearly express both at approximately equal densities: single-
neuron RT-PCR techniques estimated around 17% of MSNs
(Surmeier et al., 1996), but, as noted above, more recent BAC
mice studies estimated D1/D2 co-expression at 5% in dorsal
striatum, 6% in NAcc core, and 17% in NAcc shell (Bertran-
Gonzalez et al., 2008; Matamales et al., 2009). The three popu-
lations (D1,D2, and D1/D2 co-expressed) together contain ev-
ery MSN: each MSN expresses either or both of D1 and D2
receptors (Matamales et al., 2009). Moreover, there is general
agreement that the D1 and D2 receptor defined MSN popula-
tions do respectively project to the SNr and the GP (Surmeier
et al., 1996; Matamales et al., 2009).
Yet, the second answer is that the D1-like and D2-like recep-
tor expressing MSNs are clearly not as well segregated. A sub-
set of D2-expressing MSNs also express the D5 receptor, and a
subset of the D1-expressing MSNs also express the D3 and/or
D4 receptors (Surmeier et al., 1996), perhaps as high as 70%
of the D1 MSN population. Nonetheless, as discussed above,
there is clearly a much lower density of D3, D4, and D5 recep-
tors than the D1 or D2 receptors in dorsal striatum. Moreover,
recent BACmice studies have revealed clear morphological and
dendritic excitability differences between MSNs expressing D1
and D2 receptors (Gertler et al., 2008; Day et al., 2008). Hence,
throughout we classify them as D1-dominant and D2-dominant
MSNs.
For the ventral striatum, the picture is further complicated
by the comparatively high density of D3 receptor expression by
MSNs. Large subsets of D1- or D2-expressing NAcc MSNs
co-express the D3 receptor (Moine and Bloch, 1996; Schwartz
et al., 1998): a double-labelling study suggests around 22% of
NAcc MSNs co-express D2 and D3 receptors, whereas around
33% of core and 54% of shell MSNs co-express D1 and D3
receptors (Moine and Bloch, 1996). Hence their higher den-
sity implies potentially greater competition between D1 and
D3 receptor activation effects in NAcc than in dorsal striatum
(Schwartz et al., 1998). However, as D1 and D2 expression is
still considerably greater (Richtand et al., 1995), we continue to
classify them as D1-dominant and D2-dominantMSNs.
Expression of post-synaptic receptors by the interneurons is
less studied. The cholinergic, LTS, and FS interneurons all ex-
press D5 receptors (Rivera et al., 2002). Only the cholinergic
interneurons also express the D2 receptor (Bertran-Gonzalez
et al., 2008). None express the D1 receptor (Bertran-Gonzalez
et al., 2008). We are unaware of any study that has specifically
looked for the expression of D3 or D4 receptors by striatal in-
terneurons.
The receptor distribution story is complicated by their pre-
synaptic expression in the striatum. Considerable evidence
points to D2-like receptors located pre-synaptically on gluta-
matergic (Hsu et al., 1995; Cepeda et al., 2001; Bamford et al.,
2004), GABAergic (Pisani et al., 2000; Centonze et al., 2003;
Guzman et al., 2003), cholinergic (Pisani et al., 2000), and
dopaminergic (Benoit-Marand et al., 2001) axon terminals in
the striatum. Some of the GABAergic terminals originate from
MSN local axon collaterals within striatum (Wong et al., 1999;
Guzman et al., 2003; Mizuno et al., 2007; Tecuapetla et al.,
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2007), and hence may well express the same receptors found
in the particular MSN’s dendrites, including the co-localisation
of D1- and D2-like receptors (Wong et al., 1999). GABAergic
terminals originating from FS or LTS interneurons may also
express D2-like receptors (Pisani et al., 2000), even though
these are not detected in the soma-dendritic part of the neuron
(Bertran-Gonzalez et al., 2008). Unique to the NAcc is the ex-
pression of D1-like pre-synaptic receptors on some glutamater-
gic terminals (Dumartin et al., 2007).
4.3. The effects of of dopaminergic receptor activation in the
striatum
The effects of dopamine receptor activation have been
equally controversial (Nicola et al., 2000). Nonetheless, in
vitro studies of dopamine receptor activation effects on individ-
ual MSN ion channels are largely consistent between studies
and across the whole striatum (Moyer et al., 2007; Surmeier
et al., 2007). Moreover, the individual channel effects for each
dopamine receptor mostly have the same ultimate effect on the
MSN’s excitability. The set of ion channels modulated by D1-
like receptor activation tend to decrease excitability when the
MSN is already hyperpolarised, but increase excitability when
the membrane potential is already depolarised (Moyer et al.,
2007; Surmeier et al., 2007). The set of ion channels modulated
by D2-like receptor activation tend to decrease MSN excitabil-
ity (Surmeier et al., 2007). These are not immutable rules. For
example, the D2-like dependent reduction in Na+ current does
indeed reduce the excitability of the MSN, probably via D3 re-
ceptors; yet a minority of MSNs also show an increase in Na+
current following D2-like receptor activation, probably via D2
receptors (Surmeier et al., 1992).
Studies of post-synaptic dopamine receptor activation ef-
fects on other synaptic input to MSNs are also largely con-
sistent (Moyer et al., 2007; Surmeier et al., 2007). Activation
of D1-like receptors enhances NMDA-receptor induced exci-
tatory post-synaptic potentials, but is dependent on co-active
L-type Ca2+ channels (Surmeier et al., 2007). Activation of
D2-like receptors decreases AMPA-receptor induced excitatory
post-synaptic potentials (Hernandez-Echeagaray et al., 2004).
In comparison to the breadth of literature for the MSN, re-
searchers have barely started documenting post-synaptic effects
of dopamine on the striatal interneurons. D1-like agonists de-
polarise both FS (Bracci et al., 2002; Centonze et al., 2003)
and LTS (Centonze et al., 2002) interneurons, presumably act-
ing via the D5 receptors. Evidence from the equivalent corti-
cal FS interneurons suggests that this depolarisation is a result
of the suppression of a range of K+ currents (Gorelova et al.,
2002). Both D1-like and D2-like agonists affect the cholinergic
interneurons, in keeping with their expression of both D5 and
D2 receptors. D1-like agonists depolarise the neuron (Pisani
et al., 2000), increasing its excitability, but seemingly counter-
acted by an enhanced membrane afterhyperpolarisation (Ben-
nett and Wilson, 1998). D2-like agonists reduce Na+ currents,
slowing the interneuron’s autonomous spiking (Maurice et al.,
2004), and reduce a hyperpolarisation-activated Ih current, also
extending the afterhyperpolarisation (Deng et al., 2007). We are
unaware of any studies that have reported the effects of post-
synaptic dopamine receptor activation on other synaptic input
to the striatal interneurons.
Whether by co-application of agonists or of just dopamine
itself, the effects of simultaneous D1- and D2-like receptor ac-
tivation on MSN excitability are not well understood. Interpret-
ing most in vivo and in vitro studies is difficult because of the
many potential indirect effects of dopamine, via receptors either
on pre-synaptic terminals or the interneurons. For example, we
have recently demonstrated that a simulated network of MSNs
and FSIs2 predicts an increase in MSN output and a decrease in
FSI output with increasing tonic dopamine (Humphries et al.,
2009). On the face of it, this fits well with a simple story of de-
creased FSI inhibition of the MSNs. Yet there were two unintu-
itive, network dependent, effects at work: first, that FSI output
decreased despite dopamine having an overall excitatory effect
on the individual FSI; second, that theMSN output increase was
much smaller without the FSI input (Humphries et al., 2009).
Such combinations of dopamine’s effects at the network level
can become impossible to predict without computational mod-
els.
Attempting to translate documented in vitro effects into an
in vivo picture of dopamine’s effects on MSN activity is chal-
lenging. As well as the complication of local-circuit effects,
the pattern of cortical activity driving MSN firing is different
for different anaesthetics, and changes between synchronised
and desynchronised states in different ways for each anaesthetic
(Mahon et al., 2001). Thus, without simultaneous tracking of
cortical afferent drive, in vivo study of dopamine’s effects on
MSN excitability is of limited use.
The few in vitro studies that either mechanically (Surmeier
et al., 1992, 1996) or pharmacologically (Hopf et al., 2003)
isolated the MSN from its afferent inputs have demonstrated
that D1- and D2-like receptor agonists can affect the same neu-
ron. Hopf et al. (2003) showed that co-activation can lead to
co-operative effects on individual ion channels and hence on
MSN excitability. However, the well established intra-cellular
signalling pathways in the MSN suggest that simultaneous D1
and D2 receptor activation is more likely to create competi-
tion. They oppositely regulate cAMP and, ultimately, the phos-
phoprotein DARPP-32, which is critical for up- and down-
regulating many of theMSN’s key ion channels and synaptic re-
ceptors (Greengard et al., 1999). Again, it seems a nuanced un-
derstanding of simultaneous post-synaptic dopamine receptor
activation on the isolatedMSNwill require computational mod-
elling of the intra-cellular pathways (Fernandez et al., 2006;
Lindskog et al., 2006).
Pre-synaptic effects of dopamine receptor activation are less
established than the post-synaptic effects. The only consistent
finding is that activating pre-synaptic D2-like receptors sup-
presses vesicle release. This seems to reduce post-synaptic cur-
rent elicited at glutamatergic cortico-striatal synapses (Cepeda
et al., 2001; Bamford et al., 2004; Brady and O’Donnell, 2004;
Goto and Grace, 2005), at GABAergic MSN-MSN synapses via
2BothMSN and FSI neuron models had post-synaptic dopamine modulation
of synaptic input and ion channels.
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local collaterals (Guzman et al., 2003), and at GABAergic and
cholinergic synapses on cholinergic interneurons (Pisani et al.,
2000). Similarly, activating D2-like receptors on dopaminergic
terminals suppresses dopamine vesicle release (Benoit-Marand
et al., 2001). The effects of pre-synaptic D1-like receptors at
the MSN-MSN synapses may be facilitatory: their activation
can increase the magnitude (Guzman et al., 2003; but see Tav-
erna et al., 2005) and decrease the short-term depression of the
post-synaptic current (Tecuapetla et al., 2007).
The action of the unique pre-synaptic D1-like receptors on
glutamatergic terminals in NAcc is not immediately clear. The
in vitro studies consistently report that post-synaptic potentials
elicited in MSNs by stimulation of hippocampal or amygdaloid
afferent fibres are attenuated by D1-like agonists (Pennartz
et al., 1992; Charara and Grace, 2003), suggesting a suppres-
sion of vesicle release. Similarly, in preparations that are likely
to observe only pre-synaptic effects, application of dopamine
attenuates excitatory post-synaptic potentials in NAcc MSNs
(Nicola and Malenka, 1998). Whereas in vivo studies un-
der urethane anaesthetic report that D1 antagonists attenuate
the MSNs’ response to the same stimulation (Floresco et al.,
2001a), suggesting the opposite. However, as this study re-
ported D1- and NMDA-dependent potentiation over long time-
scales, after minutes of repeated stimulation, it is likely the re-
sults reflected the key role of D1 and NMDA receptors in synap-
tic plasticity (section 4.3.1), and not the short-term effects on
the terminals. Hence, we believe the current evidence points to
a suppressing role for pre-synaptic D1 receptors at NAcc glu-
tamatergic synapses. Moreover, the studies using hippocam-
pal and amygdala afferent stimulation report no effect of D2-
like agonists (Pennartz et al., 1992; Charara and Grace, 2003),
whereas the studies of prefrontal cortex stimulation report no
effect of D1-like agonists (Brady and O’Donnell, 2004; Goto
and Grace, 2005). We thus suggest that the terminals originat-
ing from prefrontal cortex express only D2-like receptors, con-
sistent with cortical synapses throughout the striatum, whereas
the terminals originating from the amygdala and hippocampus
express only D1-like receptors.
These differences in pre-synaptic dopamine receptor type
could translate into differences in excitability, dopamine con-
centration, and synaptic plasticity. For the same tonic dopamine
concentration, prefrontal cortical input to MSNs may be more
suppressed than hippocampal or amygdala input, because D2
receptors have a higher affinity for dopamine than D1 receptors
(Richfield et al., 1989). The presence of different dopamine
receptor types may also translate into different capacities for
forms of synaptic plasticity that depend on pre-synaptic mech-
anisms (Malenka and Bear, 2004).
4.3.1. Dopamine and synaptic plasticity
Indeed, it is clear that dopamine receptor activation plays a
complex role in controlling plasticity at cortical synapses with
MSNs (Nicola et al., 2000; Reynolds and Wickens, 2002; Cal-
abresi et al., 2007; Shen et al., 2008). A useful framework for
dopaminergic control of corticostriatal plasticity was put for-
ward by Wickens and colleagues, from a synthesis of a decade
or so of research (Reynolds and Wickens, 2002). The frame-
work has two components. First, that corticostriatal plastic-
ity requires three factors: pre-synaptic cortical activity, post-
synaptic MSN activity, and dopamine. Second, that the concen-
tration of dopamine determines the sign of plastic change: low
concentrations induce long-term depression (LTD) and high
concentrations induce long-term potentiation (LTP) – so long
as the MSN is sufficiently activated. In a further finesse, it has
long been thought that D1-like receptors are necessary for LTP,
while D2-like receptors are necessary for LTD (Surmeier et al.,
2007).
The compactness of this story of course belies the complex-
ities of the mechanisms involved. One form of D2 dependent
LTD is mediated via the cholinergic interneurons (Wang et al.,
2006). Post-synaptic D2 receptor activation reduces their activ-
ity, the corresponding reduction in acetylcholine reducing acti-
vation of muscarinic receptors on the MSN. Calcium influx into
the MSN rises, ultimately enhancing endocannabinoid release,
whose migration back across the synaptic cleft to the corticos-
triatal terminal activates pre-synaptic receptors that suppress
vesicle release. Hence D2 receptor activation does indeed lead
to LTD at corticostriatal synapses.
The neatness of this story is also challenged by recent at-
tempts to identify all contributors to corticostriatal plasticity
that solely act on the post-synaptic MSN or the pre-synaptic
terminal (Shen et al., 2008). Shen et al. (2008) showed that the
temporal ordering of pre- and post-synaptic activity matters as
much as dopamine concentration, and interacts with both the
dominant dopamine receptor of the MSN, and the other recep-
tor types they express. They reported that D2-dominant MSNs
show standard spike-timing dependent plasticity: pre-then-post
synaptic activity causing LTP, post-then-pre causing LTD, and
either alone causing no change. They also reported that apply-
ing D2 agonists alone reversed the effect of pre-then-post ac-
tivity, reliably causing LTD. All forms of LTD required D2 re-
ceptors; LTP required NMDA receptors and the adenosine A2a
receptor, which is only expressed on D2-dominant MSNs. The
D1-dominant MSNs, by contrast, did not show standard spike-
timing dependent plasticity: pre-then-post activity caused LTP,
but post-then-pre or either separately caused no change. The
post-then-pre sequence of activity could only induce LTD fol-
lowing complete dopamine depletion or D1-like receptor block-
ing. This work suggests altering both components of the frame-
work. Dopamine is not a necessary factor for corticostriatal
plasticity – LTP in D2 MSNs and LTD in D1 MSNs does not
require it – and hence the direction of plasticity is not a function
of dopamine concentration but of the timing of pre- and post-
synaptic activity. Nonetheless, the results are consistent with
changes in dopamine concentration changing the predisposition
of cortico-striatal synapses to show LTD or LTP, but dependent
on the dominant dopamine receptor of the post-synaptic MSN.
5. Information carried by the primary inputs to the ventral
basal ganglia
The ventral striatum has a common input structure with the
dorsal striatum, as both receive input from neocortex, thalamus,
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and the dopaminergic neuron bands of the brainstem. Neocor-
tical input originates mostly from prefrontal cortex, which ex-
tends its projections across the dorsomedial striatum too. What
makes ventral striatum unique is its inputs from the hippocam-
pal formation and basal amygdala complex (though the latter
extends a little into dorsomedial striatum). If we are to under-
stand the computational roles of the ventral basal ganglia, this
naturally leads us to ask: what information are these inputs car-
rying and combining? We can identify putative informational
content carried by the inputs from two lines of attack. First,
from behavioural and task-stage correlates of neuron activity in
those input structures. Second, from the detailed anatomy of
the overlap and segregation of these inputs to the ventral basal
ganglia.
To this end, we present here the first comprehensive
schematic of inputs to the ventral striatum, covering all three
axes (rostral-caudal, dorsal-ventral, medial-lateral) of organi-
sation. Figure 3 summarises the organisation of inputs to the
ventral striatum from hippocampal formation (subiculum, CA1
fields of hippocampus proper, and entorhinal cortex; da Silva
et al., 1984; Groenewegen et al., 1987; McGeorge and Faull,
1989; van Groen and Wyss, 1990; Boeijinga et al., 1993; Tot-
terdell and Meredith, 1997; Mulder et al., 1998; Groenewegen
et al., 1999c,b), amygdala (primarily its basolateral complex —
see below; Wright et al., 1996; Mulder et al., 1998; Groenewe-
gen et al., 1999b; Olmos et al., 2004), and prefrontal cortex
(Berendse et al., 1992a; Montaron et al., 1996; Maurice et al.,
1999; Groenewegen et al., 1999c; Uylings et al., 2003). Using
this as our guide, the following briefly reviews the main hy-
potheses for the functional roles of these regions, as well as for
the dopaminergic and thalamic inputs.
5.1. The hippocampal formation inputs
The hippocampal formation is a collection of structures with
key roles in episodic memory and spatial navigation. Following
Witter and Amaral (2004), we consider the hippocampal forma-
tion itself to be the C-shaped structure comprising the dentate
gyrus, fields CA1 and CA3 of the hippocampus proper, and the
subiculum. We also discuss the role of the entorhinal cortex
here, as it is so intimately interconnected with the hippocampal
formation. Figure 4 is a simplified model of hippocampal for-
mation anatomy, providing context to the following discussion
of projections and behavioural correlates.
5.1.1. Detail of the hippocampal formation input to ventral
striatum
Hippocampal formation projections from subiculum (Sub)
and CA1 target the shell (Figure 3a). Axons from these struc-
tures form part of the fimbria/fornix fibre bundle, and so share a
similar topography of termination (Swanson and Cowan, 1977).
However, it is clear that, of the two, the subiculum is the dom-
inant provider of fibres to the bundle, and hence of inputs to
NAcc in rat (Kelley and Domesick, 1982; Groenewegen et al.,
1987) and primate (Friedman et al., 2002). There is some ev-
idence that only ventral CA1 provides any detectable projec-
tion from the CA1 region (Swanson and Cowan, 1977; van
Groen and Wyss, 1990). Projections from the dorsal subicu-
lum (dSub), and presumably any arising from its dorsal CA1
counterpart, are notably restricted to the rostro-lateral shell;
projections from intermediate (iSub) and ventral (vSub) subicu-
lum terminate throughout the rostro-caudal extent of the shell.
Both recognised divisions of the entorhinal cortex project to
the shell and core, medial entorhinal cortex (MEC) again no-
tably restricted to the rostral medial shell and medial core, and
lateral entorhinal cortex (LEC) projects throughout the rostro-
caudal extent of the lateral shell and core (Totterdell andMered-
ith, 1997). Finally, no region of the hippocampal formation is
known to project to the STN (Canteras et al., 1990).
5.1.2. Place fields
The behavioural correlates of hippocampal formation neuron
activity have been well-studied. Throughout the CA1 and CA3
fields of hippocampus proper are found ‘place cells’ whose ac-
tivity correlates with a particular spatial location (O’Keefe and
Dostrovsky, 1971; O’Keefe and Conway, 1978) — that loca-
tion is correspondingly referred to as the neuron’s ‘place field’.
The place field encoding of these CA1/CA3 cells is remarkably
long lasting, with place neuron encoding of a previously ex-
plored environment recalled after intervening months (Thomp-
son and Best, 1990). Conversely, they can re-map to a differ-
ent position in the same environment if some contextual change
occurs, such as moving or changing landmarks (Wiener, 1996;
Anderson et al., 2006). Cells with ‘place fields’ have also been
recorded in superficial layers of the entorhinal cortex and dorsal
subiculum, but these are not context sensitive in a given envi-
ronment, and may encode the same spatial location in differ-
ent environments (Wiener, 1996; Redish and Touretzky, 1997;
Sharp, 2006). Many of the subiculum cells show joint correla-
tions with head direction and position, leading some authors to
suggest that subiculum is the spatial navigation locus of align-
ment between place coding, local view (i.e. current sensory
data), and path integration (Redish and Touretzky, 1997).
5.1.3. Path integration, routes, and grid cells
Path integration is the animal’s use of self-motion cues to
keep track of its position in space relative to a fixed loca-
tion, without reference to external landmarks or internal maps
(Etienne and Jeffery, 2004). Such ability has been repeatedly
demonstrated across insect and animal species, but only rela-
tive to a home-base location (Etienne and Jeffery, 2004; Wal-
lace et al., 2006). That is, unambiguous use of self-motion cues
has been observed only by a straight line return trip to a starting
position after an outward trip of comparatively more complex
or random motion (Etienne and Jeffery, 2004; Wallace et al.,
2006). Because of its demonstrated ubiquity in exploration of
novel environments (Wallace et al., 2006), it is often assumed
that path integration is used constantly as an aid to spatial nav-
igation, whether in reference to a home-base or to some arbi-
trary landmark (Redish and Touretzky, 1997; Arleo and Gerst-
ner, 2000; McNaughton et al., 2006). This hypothesised exten-
sion of path integration should not be confused, though often
is, with the ability of animals to deduce new routes between
familiar locations on an internal spatial map.
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Figure 3: Approximate extent of input fields of the ventral striatum across the rostro-caudal (anterior-posterior) axis. Outlines of nucleus accumbens anatomy from
right-hemisphere (left-hand view from front of brain), based on coronal sections from (Paxinos and Watson, 1998), their Figure 10 (rostral) and Figure 14 (caudal).
The landmarks of the lateral ventricle (LV) and anterior commissure (ac) are indicated. The shell is divided into two zones, (L)ateral and (M)edial. Note that the
various overlapping projection fields define discrete ventral striatal neuron groups with unique sets of inputs. For example, a set of neurons in the ventrolateral shell
share inputs from dorsal subiculum (dSub), rostral accessory basal amygdala (rAB), and ventral agranular insular area (AIv) of prefrontal cortex. (a) Inputs from the
hippocampal formation and entorhinal cortex. Principal hippocampal formation inputs originate from the subiculum, but some evidence exists for matching (though
sparser) inputs from ventral field CA1 of the hippocampus proper. Inputs from the intermediate and dorsal regions of CA1 are not well-described – if they do exist,
then they are likely to innervate the same regions of ventral striatum as their equivalent subiculum divisions, due to the preserved topography in the fornix-fimbria
pathway. Inputs from the entorhinal cortex cover a larger extent of the core than inputs from the hippocampal formation. (b) Inputs from the basolateral amygdala
complex. These cover a greater areal extent than those of the hippocampal formation; the densest region of overlap is formed by the inputs of the ventral subiculum
and caudal basal amygdala in the medial shell. (c) Inputs from the prefrontal cortex. Fields here show the dominant input to that region of ventral striatum from
prefrontal cortex, but most prefrontal cortex areas project sparsely to other parts of ventral striatum. The circled areas denote projections to the ‘patches’ of the core
and dorsomedial striatum from deep layer 5 of either prelimbic (PL) or dorsal agranular insular cortex (AId); these are the dominant projections, but all cortical
areas sending projections to core reach both ‘patch’ and ‘matrix’ (Gerfen et al., 1987). See list for abbreviations.
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Figure 4: Simplified model of hippocampal formation anatomy and relevant extrinsic connections (see e.g. Witter and Amaral, 2004, for review). Black lines indicate
intra-hippocampal formation connections; blue lines, inputs; red lines, outputs. Grey-shaded structures are external to the hippocampal formation. Entorhinal cortex
(EC) is the target of most cortical input to hippocampal formation. In turn, EC layer II projects to dentate gyrus (DG) and region CA3 of hippocampus proper; EC
layer III projects to region CA1 of hippocampus proper and the subiculum (Sub). These other hippocampal structures form a feed-forward network DG-CA3-CA1-
Sub. The main exception from the feed-forward rule is the abundant recurrent axon collaterals between the pyramidal cells in CA3. Both CA1 and subiculum project
back to EC layers II-IV, completing the loop. All of CA1, Sub, and EC layers V and VI project to NAcc (Figure 3a), and some amygdala nuclei (Figure 5). EC
output from layer V and VI is the main return pathway of hippocampal formation to the rest of neocortex, but CA1 and subiculum have separate direct projections
to medial prefrontal cortex (mPFC) (Witter and Amaral, 2004; Cenquizca and Swanson, 2007). However, only the amygdala nuclei reciprocate the projections from
CA1 and subiculum (Witter and Amaral, 2004).
New route deduction forms the basis for the ‘cognitive map’
theory of hippocampal function (Tolman, 1948; O’Keefe and
Burgess, 2005), that the hippocampal formation is the internal
spatial map animals use to deduce new routes without reference
to their external surroundings (i.e. by ‘cognition’ alone). The
demonstration of place cells buttressed this theory considerably
as they provide the necessary neural coding to form the basis
for that deduction. Unfortunately, the behavioural evidence that
animals can do route deduction is weak (Bennett, 1996); even
humans seem unable to perform this when external landmarks
are removed (Foo et al., 2005). To reiterate, path integration
is self-motion guided navigation with reference to some start
location, route deduction is internally guided navigation with
reference to an internal spatial map; there is excellent evidence
for the former (Etienne and Jeffery, 2004), but controversial ev-
idence for the latter (Bennett, 1996).
Nonetheless, there is an internal spatial map, and recent stud-
ies have revealed the existence of a universal metric of space
that was a key component of computational implementations
of the cognitive map theory (McNaughton et al., 2006). Cells
within layers II, III, and V of medial entorhinal cortex have
place fields that repeat at regular spatial intervals, each neuron
covering a large spatial area with a tessellating rhomboid (or
double triangle) pattern of place fields (Hafting et al., 2005).
These ‘grid cells’ occur with different spatial scales, so that
they appear to form a metric of space at overlapping scales.
Moreover, some layer III and V cells also show a conjunc-
tion of head direction selective activity and tesselated place
field (Sargolini et al., 2006). The discovery of grid cells has
sparked a range of new theories for the generation of path inte-
gration (McNaughton et al., 2006) 3. Perhaps most interesting is
that the combined output of grid cells at multiple spatial scales
could provide a unique read-out of spatial location, and the hip-
pocampal CA1/CA3 place fields are themselves a read-out of
this combined output (McNaughton et al., 2006; Rolls et al.,
2006; Fiete et al., 2008).
5.1.4. Spatial navigation or memory?
Hippocampus research in rodents is dominated by spatial
navigation; in primates, by episodic memory. Some have rea-
sonably suggested that the hippocampus is not just a “memory
for space”, but rather a more general “memory space” (Eichen-
baum et al., 1999) for the storage of repeated episodes of expe-
rience, of which spatial location is but one aspect. Considerable
evidence exists for the sensitivity of CA1/CA3 place field en-
coding to a broad range of contextual changes. Colour, pattern,
shape, even odour changes can all trigger partial re-mappings
of place fields (Wiener, 1996; Eichenbaum et al., 1999; Ander-
son et al., 2006). Context encoding extends beyond sensory
aspects too: Mizumori and colleagues (Smith and Mizumori,
2006a,b) have shown that changes in task demands within an
otherwise identical plus-maze environment partially re-maps
the place fields in CA1/CA3, and that numerous cells show
3These new theories, like their predecessors, generally address only the
combination of self-motion cues and head direction into a continuously updated
representation of current location i.e. the outward leg of the path integration
process; while capable of impressive results (Samsonovich and McNaughton,
1997), they do not currently address the best evidence for path integration itself
i.e. how the path back to the home-base is computed based on current displace-
ment from it.
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conjunctions of place field and task-stage activity in one task
set-up, but not in another. Replay of experienced behavioural
sequences has also been observed in the activity of hippocam-
pal formation neurons. During slow-wave sleep groups of place
cells replay their activity patterns in the same sequence they
fired during awake behaviour (Lee andWilson, 2002). In awake
rats, reverse replay of place-cell sequences occurs during rests
between maze runs (Foster and Wilson, 2006). And repeated
cell-assembly firing sequences are reliably elicited in rats per-
forming memory-dependent tasks from the same initial con-
ditions, and different conditions result in different sequences
(Pastalkova et al., 2008). There is little doubt that the hip-
pocampus is more generally a memory space than a spatial
map, though this is not universally accepted because of the co-
existence of place fields with sensory input and task-stage re-
lated activity (O’Keefe, 1999).
We follow here this stronger hypothesis for the role of the
hippocampal formation: it is a substrate for episodic memory,
learning sequences of events that happen to the animal 4, and
the context in which those events occur (Eichenbaum et al.,
1999; Morris, 2006). We contend that the focus on spatial maps
is forced because the rat is the laboratory animal of choice. Lo-
comotion is its primary means of finding information about the
world in an open environment, as its highly acute senses are
either localised (active touch via whiskers) or have compar-
atively poor spatial resolution (e.g. audition, olfaction Burn,
2008). Thus, as locomotion is its primary model of exploration,
changes in location are the consistent element of hippocampal
memory representations in rodents. The learning of routes is
then just the correct re-sequencing of events to achieve the de-
sired target location.
Finally, we note that behavioural, contextual, or spatial corre-
lates of activity in both lateral entorhinal cortex, and its targets
in ventral subiculum are poorly understood (Hargreaves et al.,
2005; O’Mara, 2006; Knierim, 2006). This creates some con-
siderable problems as these two structures between them pro-
vide most of the hippocampal formation output to ventral stria-
tum (see Figure 3). Spatial correlates of activity in both struc-
ture has been reported, but are weak as they are not sustained
across recording sessions (Hargreaves et al., 2005; Knierim,
2006). Knierim (2006) advances the plausible but tentative hy-
pothesis that neuron activity in lateral entorhinal cortex may
be more correlated with the configuration of visible landmarks,
as it is a target of the ventral stream of visual processing. As
for the ventral subiculum, O’Mara (2006) notes that putatively
blocking synaptic plasticity within it, using D1 receptor antago-
nists, produces instrumental learning deficits in rats; lesioning it
produces severe deficits in acquiring conditioned fear. O’Mara
(2006) goes on to propose a role for ventral subiculum as a
major controller of the hypothalamic nuclei but, as Swanson
(2000) makes clear, there is nothing to distinguish this projec-
tion from those of CA1 and CA3 fields to the hypothalamic
4This perspective reinforces a cardinal caveat when interpreting neural cor-
relates of behaviour: just because the recorded neuron is active during a partic-
ular task stage does not mean that the structure to which it belongs is necessary
for that task — if the hippocampus is a memory space, it will be active whether
or not its outputs are currently necessary for the task at hand (Morris, 2006).
nuclei. We are left to repeat Knierim’s (2006) exhortation for
experimentalists to shift their focus away from CA1 and CA3
fields to the other parts of the hippocampal formation.
5.2. Prefrontal cortex inputs
Prefrontal cortex is famously the postulated seat of higher
‘executive’ functions such as planning and attentional control
(Miller, 2000). We focus here on its known roles in simple con-
ditioning and spatial learning tasks, as these form the under-
lying basis from which advanced vertebrates have elaborated
“executive” functions, and are of most relevance to the rat.
5.2.1. Detail of the prefrontal cortex inputs to ventral basal
ganglia
Prefrontal cortex input to the ventral striatum covers the
whole region, and some of the projections continue up to cover
the dorsomedial striatum too (Figure 3c). The medial prefrontal
cortex regions — comprising prelimbic (PL), medial orbital
(MO), and infralimbic (IL) areas— together project extensively
to the medial core and shell in the caudal half of ventral stria-
tum, and to most of the core and shell in the rostral half; the
specific projection of IL cortex is notably restricted to the me-
dial shell. Input from the dorsal anterior cingulate (ACd) and
“frontal region 2” (Fr2) areas — the putative rodent homologue
of primate dorso-lateral prefrontal cortex (Uylings et al., 2003)
— reaches a restricted portion of the rostro-lateral core and
shell. Conversely, projections from the dorsal (AId) and ventral
agranular insular (AIv) region — the rat homologue of primate
orbitofrontal cortex (Uylings et al., 2003; Dalley et al., 2004)
— respectively reach only the caudo-lateral and rostro-lateral
core and shell. Of particular note is that projections to the
core from prelimbic and dorsal agranular insular cortex show
a distinct pattern: projections from superficial layer V in the ar-
eas predominantly target the ‘matrix’, whereas projections from
their deep layer V predominantly target the ‘patches’ (Berendse
et al., 1992a). These deep layer V projections thus uniquely
overlap with most of the amygdala input to the core.
Inputs to the subthalamic nucleus are known only from a re-
stricted area of prefrontal cortex, primarily the prelimbic and
adjacent medial orbital areas (Canteras et al., 1990; Maurice
et al., 1998), the same regions providing the dominant cortical
input to the core.
5.2.2. Correlates of strategies and goals in medial prefrontal
cortex
The medial prefrontal cortex, particularly the prelimbic and
infralimbic areas, has been implicated in two seemingly unre-
lated processes in conditioned learning (Cardinal et al., 2003).
First, the representation of action-outcome contingencies, the
determination of the probability of a reward given a particular
action. For example, Coutureau and Killcross (2003) showed
that a lesion of prelimbic cortex can leave the expression of
learnt action-outcome contingencies intact, but only if the ac-
tion was primed by an associated stimulus; otherwise the rats
were unable to show a connection between contingency and
action, suggesting prelimbic cortex is a working memory for
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action-outcome based sequencing. Second, the suppression
of learnt associations between conditioned and unconditioned
stimuli, which forms the basis for the phenomenon of extinction
in conditioning. The distinction is made here between suppres-
sion and ‘unlearning’: the spontaneous recovery of previously
learnt associations after their apparent extinction strongly sug-
gests that the association is not forgotten, but is suppressed. For
example, Peters et al. (2008) showed that inactivating infralim-
bic cortex prevented suppression of cocaine seeking, whereas
over-activating the same structure prevented spontaneous re-
covery. Corbit and Balleine (2003) showed that intact infralim-
bic cortex is necessary to suppress the action-outcome contin-
gency system in favour of a rapid-response habit system, sug-
gesting more generally that infralimbic cortex plays a central
role in selecting and suppressing strategies.
Such a role for medial prefrontal cortex is supported by re-
ports that inactivation of prelimbic/infralimbic cortex prevents
switching between self-guided and cue-guided strategies on
plus-maze tasks (Ragozzino et al., 1999; Rich and Shapiro,
2007), and by neural recordings from Wiener and colleagues
(Battaglia et al., 2006b; Wiener et al., 2007; Peyrache et al.,
2009). They recorded large numbers of prelimbic cortex cells
while rats learnt and switched between self- and cue-guided
tasks on a Y-maze, and found that activity mostly correlated
with the current part of the behavioural task. However, after
extending their analysis across task switches, they found that
a subset of these neurons either increased the magnitude of
correlation or shifted their correlates to a different task stage
when the animal changed its behavioural strategy on the Y-
maze. Thus, this seems to be evidence for an extended form
of action-outcome contingency, where the action is a complete
behavioural strategy tested by the animal.
Others have recorded correlates of what they termed ‘goals’
in prelimbic/infralimbic cortex (Hok et al., 2005). A large num-
ber of recorded cells had place-specific firing in an open arena
for either a “target zone”, where the rat had to stop to release
food, or “reward zone” where the food was placed: these cells
did not show the same correlate with the spatial location when
the rat was randomly foraging, only during the task. Thus,
while the designation ‘goal’ is a little imprecise5, some cells in
prelimbic/infralimbic cortex clearly signal the successful attain-
ment of a task stage— a successfully achieved goal, if you will;
in their tasks Wiener and colleagues (Battaglia et al., 2006a;
Wiener et al., 2007) also recorded some reward-specific pre-
limbic cells in their Y-maze, which may be the corresponding
representation in maze tasks.
5.2.3. Correlates of incentive value in orbitofrontal cortex
The agranular insular parts of rodent orbitofrontal cortex
project to the core and shell, and so we discuss some aspects of
orbitofrontal behavioural correlates here, with the caveat that
most studies do not distinguish the agranular areas from the
5For it to be an active representation of a goal, the neuron would show activ-
ity correlating to that place before reaching it; these presumably would be cells
that fire continuously from the outset of a task stage until the goal is reached,
and which show no correlation with direction of movement.
ventral and lateral orbital areas (Dalley et al., 2004). Primate
work on orbitofrontal cortex has drawn attention to its role in
representing and computing expected incentive values of ac-
tions, i.e. the anticipated value to the animal of performing that
action, and as such forms part of the proposed neural substrate
for reinforcement learning (Schultz et al., 2000; Cardinal et al.,
2003).
Rodent studies are few, but broadly consistent with the pri-
mate work. Dalley et al. (2004) suggest that rodent orbitofrontal
cortex is necessary for coping with changes in the delay or
magnitude of rewards, an interpretation we think analogous to
incentive value in that either of those changes alters the antici-
pated value of the action that led to the reward (quicker or larger
rewards may increase the action’s value; slower or smaller may
decrease its value). Feierstein et al. (2006) reported that many
cells in rat orbitofrontal cortex fired in correlation with either
the location of a target reward receptacle, or with the direc-
tion of movement required to get there; a subset of these cells
showed conjunctions of target location and trial outcome cor-
related activity, providing the basis for associating spatial loca-
tion and reward. Finally, a series of studies by Schoenbaum and
colleagues show a clear separation between basolateral amyg-
dala’s role in representing stimulus-outcome value associations,
and orbitofrontal cortex’s role in representing how this value is
turned into the current incentive for associated actions (Schoen-
baum et al., 2003).
5.3. Amygdala inputs
The projections from the amygdala are particularly compli-
cated (Figure 3b), and are further obfuscated by confusing ter-
minology. In their tracing studies, Groenewegen and colleagues
discuss all projections with reference to the “basal amygdaloid
complex” and its subdivisions, which differs in terminology to
standard rat atlases (Paxinos and Watson, 1998; Olmos et al.,
2004). Some researchers refer to the “basolateral amygdala
complex” or the “laterobasal amygdaloid nuclear complex”,
which includes the lateral nucleus, the basal group, and the
accessory basal nucleus (LeDoux, 2000; Olmos et al., 2004).
Groenewegen and colleagues include only the basal and acces-
sory basal nuclei in their “complex” (Wright et al., 1996). They
divided the accessory basal nucleus into rostral (rAB) and cau-
dal (cAB) regions, and divided the basal nucleus into two neu-
ron types, the parvicellular basal complex (Bpc), and rostral
(rBmg) and caudal (cBmg) magnocellular basal complex divi-
sions, divisions adopted by some amygdala researchers (Pitka-
nen et al., 1997), but not others (Olmos et al., 2004). Compar-
ison of the naming schemes suggests that the accessory basal
nucleus is approximately equivalent to the basal medial subdi-
vision of the basal nucleus, and the neuron group (parvicellular
and magnocellular) divisions all belong to the basolateral sub-
division of the basal nucleus (Pitkanen et al., 1997; Olmos et al.,
2004).
The amygdala projections notably form clusters within the
shell, and those that project to the core mostly target the
‘patches’ — only the rAB projection to the ventral core reaches
the ‘matrix’. In addition, no region of the basolateral amydala
is known to project to the STN (Canteras et al., 1990).
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5.3.1. Encoding of stimulus value
The basolateral amygdala complex encodes the absolute
value of an unconditioned stimulus associated with a learnt con-
ditioned stimulus (Cardinal et al., 2003). As the amygdala has
direct outputs for controlling motor responses to that perceived
value, it is often considered the seat of basic emotions within
the mammalian brain (LeDoux, 2000). The clearest demon-
strations of learnt value of a stimulus association come from
studies of aversive conditioning (Davis et al., 1997; LeDoux,
2000). In these, the animal learns to associate an unpleasant
stimulus, such as a footshock or loud noise, with a preceding
tone, so that the tone itself is capable of eliciting the same fear
(to footshock) or startle (to loud noise) response as the stimulus
itself. Lesions of the basolateral amygdala prevent these forms
of fear conditioning (LeDoux, 2000; Cardinal et al., 2003), as
do lesions of the central amygdala, which relays the basolat-
eral amygdala output to the brainstem motor centres. (There
is some evidence that the basolateral amygdala is not necessary
for contextual fear conditioning i.e. aversion to the environment
in which the aversive stimulus was delivered, Cardinal et al.,
2003). Further evidence for value encoding comes from studies
of devaluation, where an intact basolateral amygdala is neces-
sary for rats to remember the value associated with a particular
manipulanda (e.g. lever), so that they may express appropriate
behaviour when the reward associated with a manipulanda is
devalued (Balleine et al., 2003).
As discussed above the basolateral complex itself comprises
sub-nuclei, which each make distinct contributions to the as-
sociative processing, and all their outputs are combined in the
central amygdala — Figure 5, adapted from (Pitkanen et al.,
1997), shows the basic structure. The computations performed
within this amygdala circuit are poorly understood compared to
the prefrontal cortex and hippocampal formation, and current
models are relatively rudimentary (Armony et al., 1997; Lowe
et al., 2009).
The amygdala nuclei projecting to the NAcc form only part
of the basolateral complex. Neither the lateral amygdala (Mc-
Donald, 1991), which receives the primary sensory informa-
tion about the conditioned stimulus (e.g. the tone), or the me-
dial amygdala, which receives convergent input from the lateral
amygdala and the hypothalamus, project to the ventral striatum.
The ventral basal ganglia domain is then in direct receipt of only
a subset of the associations represented in the basolateral amyg-
dala – though there is a disynaptic path from lateral amygdala
to the ventral striatum via AB and Bpc. Moreover, the central
nucleus of the amygdala, its primary output station to brainstem
(Pitkanen et al., 1997; Par et al., 2004), also does not project to
the ventral striatum according to current data (McDonald, 1991;
Howland et al., 2002).
5.4. Thalamic inputs
We omit only thalamic inputs from Figure 3: primarily from
divisions of the intralaminar and midline thalamus, they provide
input to the same regions of ventral striatum as do their ultimate
targets in prefrontal cortex (Berendse et al., 1992a; Groenewe-
gen et al., 1999a,c; der Werf et al., 2002). There are two notable
exceptions. First, the reuniens and rhomboid nuclei of the mid-
line thalamus project very sparsely to the striatum. Second, by
contrast, the parafasicular/centromedian complex of intralami-
nar thalamus projects most densely to the dorsolateral core and
adjacent ventromedial striatum, rather than to cortex (der Werf
et al., 2002); its input here overlaps with cortical input from
ACd/Fr2 rostrally and AId caudally. In addition, regions of the
parafasicular/centromedian complex of intralaminar thalamus
project to the STN (Lanciego et al., 2004; Castle et al., 2005).
Changes in thalamic projection patterns along the rostral-
caudal axis of ventral striatum are not as well established as
those of amygdala, hippocampus, and prefrontal cortex. A
small projection from the mediodorsal nucleus of the thala-
mus to the NAcc core has been described in rat (Mengual
et al., 1999; Erro et al., 2002; Smith et al., 2004), though is
poorly characterised at present; data from primate suggests that
mediodorsal thalamus projections reach only the core, and not
the shell (Gimnez-Amaya et al., 1995). This lack of clear char-
acterisation of mediodorsal thalamus inputs to ventral striatum
is frustrating, as mediodorsal thalamus is the principal structure
closing the cortico-basal ganglia-thalamocortical loop back to
prefrontal cortex (Groenewegen et al., 1999a).
The intralaminar thalamic nuclei are a major target of the
deep layers of the superior colliculus, and hence provide a disy-
naptic route between colliculus and ventral striatum (McHaffie
et al., 2005). Projections from the parafasicular/centromedian
complex arborise densely, individual fibres making multiple
contacts with MSNs, and preferentially target substance P co-
localising MSNs (those projecting to the SNr) and the choliner-
gic interneurons (McHaffie et al., 2005). These may thus pro-
vide a substrate for allowing highly salient sensory events, de-
tected by the superior colliculus, to quickly affect the computa-
tions of the ventral basal ganglia. Consistent with this, neurons
of the primate intralaminar nuclei respond to phasic visual and
auditory stimuli, and their inactivation completely abolishes the
response to these stimuli by putative cholinergic interneurons in
the striatum (Matsumoto et al., 2001).
5.5. Dopaminergic inputs
The functional correlates of dopamine are often considered
separately for the phasic and tonic components of dopaminer-
gic neuron firing and corresponding changes in dopamine con-
centration. The phasic/tonic split also corresponds to differ-
ences in the interpretation of dopamine’s effects. The phasic
component’s effects are normally interpreted within the frame-
work of dopamine’s role in modulating synaptic plasticity in
the striatum, whereas the tonic component’s effects are nor-
mally interpreted within the framework of dopamine’s role in
modulating short-term excitability of the striatal neurons. The
principal hypotheses we review below certainly fall into this
dichotomy, but, as section 4 makes plain, there is little doubt
that phasic dopamine also affects short-term excitability and
tonic dopamine also affects synaptic plasticity. The complexity
of dopamine’s actions and receptor distribution in the striatum
clearly point to multiple computational roles beyond the fore-
going current ideas; elucidating these roles is a prime area for
computational modelling.
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Figure 5: Simplified model of internal amygdala contributions to associative (particularly fear) conditioning and motor control, adapted from (Pitkanen et al., 1997).
The basal parvicellular (Bpc) and accessory basal (AB) regions are the main source of projections to the ventral striatum (NAcc). Outputs from these nuclei also
converge, along with projections from the medial (M) and lateral nuclei, on the central nucleus (C), which itself projects to brainstem motor centres, particularly
those contributing to the emotional motor system (Holstege, 1998). Input from the hippocampal regions and prefrontal cortex is divided between the AB and Bpc
regions (McDonald, 1998). Lateral entorhinal cortex projects to both, whereas ventral subiculum particularly targets the AB region. Analogous to hippocampus
proper’s direct NAcc projection, only ventral CA1 projects to the amygdala. The AIv and AId regions of prefrontal cortex – part of the rodent homologue for primate
orbitofrontal cortex – project respectively to AB and Bpc regions.
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5.5.1. Computational theories of phasic dopamine
Functional correlate research has focused principally on the
phasic burst firing of dopaminergic neurons, and the resulting
transient increase in striatal dopamine concentration (Montague
et al., 2004a). A currently high-profile theory is that the phasic
burst of spikes from dopaminergic neurons is a reward predic-
tion error (Schultz et al., 1997; Waelti et al., 2001), representing
the difference between the expected and received reward. Cer-
tainly, in simple conditioning tasks, the phasic burst is strongly
correlated with the reward, transfers to the reward-predicting
stimulus over training, and is depressed (the firing rate dips)
when the reward or its predicting stimulus (post-training) is
omitted (Schultz, 2007). As such, the phasic burst fits nicely
into reinforcement learning theory, as the prediction error in
the temporal difference learning algorithm (Schultz et al., 1997;
Montague et al., 2004a). The sign of the error determines the
change in value assigned to the reward or stimulus: positive
errors (reward bigger than expected) increase value; negative
errors (reward smaller than expected) decrease value. In instru-
mental tasks, this change in value then changes the probabil-
ity of selecting the action that elicited the reward or predictive
stimulus.
These hypotheses for the phasic burst have in turn led to nu-
merous attempts at mapping the full version of the algorithms
onto the basal ganglia’s anatomy, particularly the Actor-Critic
form of the temporal difference algorithm (Joel et al., 2002),
which posits separate representations of error (computed by the
Critic) and of action selection (the Actor). Most such mod-
els are critiqued for their selective reading of the basal gan-
glia functional architecture, omitting major pathways and neu-
ron types that, if included, would prevent the algorithm from
working (Joel et al., 2002). Some more recent models have at-
tempted to tackle these criticisms (e.g. Khamassi et al., 2005).
A second thread of functional correlate research has focused
on dopamine’s role in motivation and the related concept of ‘in-
centive salience’ (Berridge, 2007). In a comprehensive review
Berridge (2007) has argued that there is considerable evidence
against the reinforcement learning hypothesis, detailing numer-
ous learning paradigms for which dopamine is seemingly not
necessary. Instead, he defends a view of phasic dopamine as an
‘incentive salience’ signal: the signal to keep maintaining or re-
peating the current action, as long as it is worthwhile — the sig-
nal for ‘wanting’, as he puts it. This nicely explains the pattern
of phasic dopamine signalling detailed above (reward achieved,
so increase motivation to repeat/maintain; reward omitted, de-
crease motivation), while also accounting for slower but evident
learning in some paradigms following dopamine depletion.
A third recent proposal (Redgrave and Gurney, 2006) is
based on a different critique of the reward prediction error hy-
pothesis, that the consistently small time delay between reward
delivery and the onset of the phasic dopamine burst (∼ 70−100
ms) is too short for the animal to be able to compute the value
of the reward, and thus has no basis for computing an error
signal (Redgrave et al., 1999a). Instead, Redgrave and Gurney
(2006) proposed that the phasic dopamine signal acts as a time
stamp for the occurrence of any salient stimulus, rewarding or
otherwise, so that the conflux of motor commands from cor-
tex and dopamine in the striatum will allow the association of
the action produced by the animal, if any, with that outcome.
Via dopamine’s modulation of corticostriatal plasticity, this in
turn will bias future selections of that action, to either confirm
or refute the association between that action and the outcome.
Thus, the phasic dopamine signal can be seen as having a key
role in assigning internal causality to the animal’s actions, and
in differentiating internal from external causality for outcomes,
ultimately building a repertoire of action-outcome knowledge.
All proposals that interpret the phasic burst of spikes by
dopaminergic neurons as a signal for plasticity have two unad-
dressed biological issues. First, that synchronised firing across
many dopaminergic neurons is required to elicit the phasic
change in dopamine concentration (Gonon, 1997; Venton et al.,
2003; Montague et al., 2004b). Electrophysiological studies are
generally restricted to single-unit recordings (e.g. Schultz et al.,
1997; Waelti et al., 2001; Bayer and Glimcher, 2005) or report
only two or three units from a single animal (e.g. Roesch et al.,
2007), and so have not shown that multiple dopaminergic neu-
rons simultaneously have the same firing pattern in response to
the reward, the predictive stimuli, and their omission. How-
ever, indirect support for the simultaneous bursting of multi-
ple dopaminergic neurons has come from studies using fast-
scan cyclic voltammetry in the NAcc of awake rats. Phillips
et al. (2003) reported that phasic increases in NAcc dopamine
concentration were time-locked to cocaine-predicting cues, and
only in animals that had already experienced the cue-cocaine
pairing. These cue-evoked changes in dopamine concentration
are abolished if VTA is inactivated (Sombers et al., 2009), sup-
porting the implication that these concentration transients were
the result of simultaneous burst firing of dopaminergic neu-
rons. Moreover, Day et al. (2007) showed that, in a classical
conditioning task, such phasic dopamine changes occur time-
locked to reward early in training, but move to the reward pre-
dicting cue with further training, consistent with the changes
in dopaminergic neuron firing reported by Schultz and others
(Schultz et al., 1997; Waelti et al., 2001).
The second issue is that, even if the phasic burst of spikes
elicits a phasic change in dopamine concentration, there is
a substantial explanatory gap between the change in concen-
tration and the change in value and probability of action se-
lection required by the theory (Pennartz, 1995). That is,
both dopamine’s transmission dynamics (release, re-uptake,
and spread to extra-synaptic sites) and consequent modulation
of synaptic plasticity are assumed to be the mechanism that
changes the representation of value, and hence the probability
of selecting an action (Reynolds and Wickens, 2002; Montague
et al., 2004a). As section 4 made clear, there is a long and
treacherous path between the presence of dopamine and the ef-
fects it has on a neuron.
5.5.2. Different theories for different roles in separate regions
of striatum?
One parsimonious explanation is that phasic dopamine sub-
serves different roles in different areas of striatum. One problem
with this explanation is that, at least in simple classical and in-
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strumental conditioning tasks, the same responses in dopamine
cells can be found throughout SNc and VTA, thus providing
the same afferent firing pattern to all areas of striatum (Kiy-
atkin, 2002). However, numerous mechanisms can be pos-
tulated that would result in varying dopamine concentration
across the striatum. Different ratios of GABAergic and cholin-
ergic input to each dopaminergic region projecting to the stria-
tum would recruit different numbers of phasically-firing neu-
rons in those regions (Floresco et al., 2003). Even if the fir-
ing patterns are the same, the gradient of dopamine transporter
across the dorsal-ventral axis of the striatum could translate
into different profiles of dopamine concentration across the dor-
solateral, dorsomedial, and ventral striatum (Cragg and Rice,
2004; Wickens et al., 2007). Finally, there is evidence that sep-
arate populations of dopaminergic VTA neurons project to the
prefrontal cortex, amygdala, and NAcc, and these separate pop-
ulations may differ in their receptor expression and ion channels
(Carr and Sesack, 2000; Margolis et al., 2008). Indeed, Roeper
and colleagues (Lammel et al., 2008) have recently described
a double separation of hindbrain dopaminergic neuron popu-
lations: they reported a fast-firing, low dopamine-transporter
expressing, dopaminergic neuron sub-population, in addition
to the conventional, slow-firing, dopaminergic neurons. These
populations have separate targets: the slow-firing dopaminergic
neurons were retrogradely labelled by injections in lateral shell
and DLS, the fast-firing population were retrogradely labelled
by injections in medial shell, core, medial prefrontal cortex, and
basolateral amygdala. Moreover, within the fast-spiking popu-
lation, the sub-population projecting to the medial prefrontal
cortex uniquely lacked D2 autoreceptors. Hence, not all phasi-
cally firing VTA neurons may project to the NAcc.
There is certainly good evidence that tonic dopamine con-
centrations in shell and core significantly differ in many be-
havioural tasks (Bassareo and Chiara, 1999; Bassareo et al.,
2002; Cheng and Feenstra, 2006). Localised striatal studies of
the incentive salience hypothesis have focused on the nucleus
accumbens, with authors proposing both medial shell (Kelley,
1999) and core (Cardinal et al., 2003) as its locus. The stud-
ies of core/shell differences in dopamine concentration do not
find a clear cut distinction in that tonic dopamine concentration
in both areas increases as function of general motivation (Bas-
sareo and Chiara, 1999), but tonic dopamine concentration in
the shell alone is sensitive to novelty (Bassareo et al., 2002).
Perhaps one problem here comes from a mix up of definitions:
incentive salience is the attribution of ‘wanting’ to rewarding
stimuli, whereas motivation, more generally, usually refers to
the initial level of response to a stimulus or task. A further
problem is that these studies can only address the tonic level
of dopamine, whereas the theories detailed above are all con-
cerned with phasic changes in dopamine. The data then do not
currently address the simultaneous implementation of different
roles for dopamine in different areas of striatum.
5.5.3. Compatible computational theories of phasic
dopamine?
Another parsimonious explanation is that all three theories
contain an element of truth, and actually address different as-
pects of the same underlying functional role. The concept of
‘incentive salience’ — increased working for a valued reward
— is difficult to dissociate from the biased probability of action
selection of the reinforcement learning interpretations of phasic
dopamine (McClure et al., 2003) and from the ‘biased repeti-
tion’ of the action-outcome learning theory. They all place the
phasic dopamine signal as the cause of increased repetition of
a behaviour. The principal distinction is that to work as incen-
tive salience or reward prediction error, an outcome must have
a known rewarding value; whereas the biased repetition occurs
with outcomes of unknown (but not aversive) value. We sug-
gest that they address two overlapping stages of a causal chain:
the phasic dopamine causing biased repetition establishes the
action-outcome pairing; the continued phasic dopamine signal
makes sure the action perseveres if it is associated with a cur-
rently required rewarding outcome. It does not then follow that
phasic dopamine must be a reward prediction error signal (Red-
grave et al., 1999b; Redgrave and Gurney, 2006). Nonethe-
less, as reviewed above, there is increasing evidence of the cor-
relation of dopaminergic neuron activity (Bayer et al., 2007;
Roesch et al., 2007) and dopamine concentration (Day et al.,
2007; Sombers et al., 2009) with reward value and prediction
error, and for the use of reward prediction error information
within the striatum: neural activity in primate dorsal striatum
can correlate with reward outcome (Lau and Glimcher, 2007)
and reflect learnt action-outcome probabilities (Samejima et al.,
2005).
5.5.4. Computational roles of tonic dopamine
The computational role of tonic dopamine has received com-
paratively little attention. As noted above, tonic dopamine con-
centration can vary across striatal regions and over time. In-
deed, the dopamine-dependent motor symptoms of Parkinson’s
disease are ascribed to the chronic loss of tonic, rather than pha-
sic, dopamine (Zigmond and Burke, 2002). In keeping with this
view, one proposal for tonic dopamine’s role is as a controller
for the frequency and ease of switching behaviours (Redgrave
et al., 1999a). Computational models of the basal ganglia have
shown how behaviour selection and switching can breakdown
at either extreme of simulated tonic dopamine (Gurney et al.,
2001b; Humphries et al., 2006): the loss of tonic dopamine
leads to an inability to select actions, consistent with the aki-
nesia of Parkinson’s disease; an excess of tonic dopamine leads
to an inability to de-select the current behaviour, consistent with
the behavioral stereotypies expressed by rats after systemic or
intrastriatal injections of the dopamine re-uptake blocker am-
phetamine or intrastriatal injections of nonselective dopamine
agonists (Humphries et al., 2006).
Niv and colleagues have suggested a different computational
model for tonic dopamine, which nonetheless predicts it has a
role in switching actions (Niv et al., 2006). They presented a
reinforcement learning model of free operant responding that
showed how average reward rate could drive response vigour,
such as the rate of lever pressing. As changes in tonic dopamine
are strongly connected with similar changes in response vigour
(Salamone et al., 2007), they posited that tonic dopamine might
be a read-out of the average reward rate. They also noted that
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a consequence of reducing the average reward rate was to re-
duce switching away from the currently chosen action, again
implicating tonic dopamine in action selection.
The control of tonic spiking in the VTA and the correspond-
ing actions of tonic dopamine within the NAcc are partially
understood. The proportion of tonically firing VTA neurons
appears to set the tonic concentration of dopamine (Floresco
et al., 2003; Venton et al., 2003), and this depends on the level
of inhibition from VP (Floresco et al., 2003). By contrast, the
number of bursting cells in VTA appears to set the phasic re-
lease concentration of dopamine, and depends on the activity
of the PPn (Floresco et al., 2003). The concentration of tonic
dopamine in turn acts via striatal D2 receptors to set the relative
level of prefrontal cortex input to the MSNs (Goto and Grace,
2005): increasing D2 activation reduces prefrontal input, and
vice-versa, consistent with the general action of D2 receptors in
the striatum (section 4.3). In behavioural tasks, increasing D2
activation in the NAcc decreased the ability of rats to switch
behavioural strategy (Goto and Grace, 2005). From these re-
sults, Goto et al. (2007) proposed that the dip in dopamine fir-
ing following reward omission causes an interruption of tonic
dopamine release, and hence would increase prefrontal cortex
influence over NAcc MSNs, allowing the switch away from an
unrewarding strategy to take place. This is commensurate with
the above general proposals for tonic dopamine’s control over
switching and selection by the basal ganglia.
5.5.5. Dopamine and spatial navigation
Little work has specifically addressed the possible roles of
striatal dopamine in spatial navigation. Whishaw and Dun-
nett (1985) performed a comprehensive battery of tests com-
paring intact and nigro-striatal bundle lesioned rats on both
distal- and local-cue versions of the Morris water maze task.
They found that bilaterally lesioned rats could not learn to suc-
cessfully navigate to the platform in either version of the task;
moreover, rats receiving bilateral lesions after learning showed
severe retention deficits when re-tested in either version of the
task. They also established that the lesioned rats could perform
all the motor actions necessary to swim to and scale the plat-
form, and so their results did not reflect an inability to complete
the task. Mura and Feldon (2003) replicated the tests of post-
lesion retention on theMorris water maze, and found essentially
the same results for bilaterally lesioned rats. Both sets of au-
thors conclude that their findings are compatible with a role for
dopamine in switching between appropriate behavioural strate-
gies that have already been acquired: the behaviour of the le-
sioned rats suggested that they were unable to express the cor-
rect strategy for the task (Whishaw and Dunnett, 1985; Mura
and Feldon, 2003). The results of Whishaw and Dunnett (1985)
also clearly point to a role in learning routes, whether place or
cue-guided, for striatal dopamine.
6. Behavioural roles of the ventral striatum
How then are all these inputs combined to shape behaviour?
We briefly review here insight from behavioural assays follow-
ing lesion, inactivation or chemical manipulation of NAcc sub-
regions, and from NAcc neural activity correlates of behaviour.
6.1. Behavioural consequences of ventral striatal manipula-
tions
Ikemoto (2007) points out that many techniques (microdial-
ysis, iontophoretic, and so on) used to study shell and core dis-
tinctions are hampered by the technical difficulty of distinguish-
ing the thin lateral shell from the overlying core. For exam-
ple, iontophoretically-applied NMDA agonist into the the lat-
eral shell would inevitable diffuse dorsally into a substantial
region of the core. Ikemoto (2007) suggests that we should in-
terpret most, if not all, such studies as actually comparing me-
dial shell with a combined core and lateral shell region. This, in
turn, nicely maps onto the dopaminergic neuron connections of
these two regions, shown in Figure 2b, with the medial shell re-
ciprocally connected with medial VTA and the core and lateral
shell together reciprocally connected with lateral VTA.
A classic effect of manipulating nucleus accumbens is a
change in spontaneous locomotion (see Pennartz et al., 1994,
for a thorough review). Injections of dopamine, amphetamine,
and agonists for NMDA or AMPA into the accumbens all cause
hyperlocomotion in rats. Activating primary afferent structures
has opposing effects. NMDA agonist injection into ventral
subiculum also induces hyperlocomotion, but the same injec-
tion into basolateral amygdala reduces locomotion from base-
line levels. The projections from both these structures are ex-
citatory (Mulder et al., 1998) so, assuming that the agonist ac-
tivated NAcc-projecting neurons in both these structures, these
differences are not simply due to opposite effects on NAcc neu-
rons.
Afferent lesion and receptor blocking studies provide the
strongest evidence for spatial navigation roles of the ventral
striatum. Blocking NMDA receptors in the core, which pu-
tatively prevents synaptic plasticity, degrades performance on
many spatial tasks: rats cannot learn paths to rewards (Kelley,
1999), learn spatial sequences (in this case, of lever presses) to
achieve reward (Bauter et al., 2003), or locate a hidden platform
in a Morris water maze when encoded by distal cues alone (Sar-
golini et al., 2003). In addition, local injections of dopamine
antagonist (Ploeger et al., 1994) or immediate post-training
D2 antagonists (Setlow and McGaugh, 1998) into NAcc im-
paired rats’ abilities to express behaviour based on knowledge
of self-location. These results are also consistent with the learn-
ing deficits of dopamine-depleted rats (Whishaw and Dunnett,
1985) discussed above, as dopamine is also thought to be es-
sential for synaptic plasticity within striatum.
Lesioning hippocampal afferents to NAcc by cutting the
fornix/fimbria pathway results in numerous spatial navigation
problems. Whishaw and colleagues have shown that rats with
such lesions have intact place responses, but great difficulty
in constructing paths to them (Whishaw et al., 1995; Gorny
et al., 2002). In a Morris water maze, lesioned rats can swim
to a pre-lesion submerged platform location, but not a new one
(Whishaw et al., 1995); in open-field exploration, lesioned rats
do not show path integration trips to their homebase (Gorny
et al., 2002). Data from these studies has to be interpreted with
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care 6, but are consistent with the NMDA blockade studies.
Therefore, we conclude that the three lines of research — on
dopamine, NMDA blockade, and fornix/fimbria lesion — all
point to a key role for NAcc core in acquiring routes in place-
based tasks.
By contrast, rats with lesions of the shell have shown no
deficits in spatial tasks (Kelley, 1999; Kelley et al., 2005), a
surprising result given the considerable input from hippocam-
pal formation that the shell receives (see section 5.1.1). Al-
bertin et al. (2000) showed that a lesion of the medial shell
prevented rats from associating reward magnitude with a par-
ticular location, but did not prevent the rats from correctly fol-
lowing the cued sequence of reward location visits or being
motivated to consume water. A long series of studies by Kel-
ley and colleagues has instead shown that the manipulations of
the shell alter free-feeding behaviour, including locomotive ap-
proach (Kelley et al., 2005). Rats with either AMPA antagonist
(blocking excitatory synapses) or GABA agonist (stimulating
inhibitory synapses) injections in the shell eat voraciously, but
do not work harder for that food. Whereas increasing dopamine
in the shell by amphetamine injection causes rats to work harder
for food – for example, achieving a higher break point of lever
presses on a progressive ratio schedule – but not to consume
more once obtained (see Figure 7 of Kelley et al., 2005). Given
the arguments of (Ikemoto, 2007) discussed above, we con-
clude that all these effects were obtained mostly from the me-
dial shell. This conclusion receives considerable support from
studies showing that the induced voracious eating is prevented
by deactivating lateral hypothalamus with a concurrent GABA
agonist injection (Kelley, 1999), and medial shell is the prin-
ciple basal ganglia afferent of lateral hypothalamus. This re-
search suggests that removing medial shell inhibition of lateral
hypothalamus is necessary to initiate free-feeding.
Some authors have argued that the nucleus accumbens plays
no role in goal-directed instrumental conditioning (Cardinal
et al., 2003). In an excellent review, Nicola (2007) showed that
there was a clear dissociation in the type of instrumental tasks:
dopamine within the nucleus accumbens was necessary for suc-
cessful responses on any task with long intervals between stim-
uli. From this evidence, Nicola (2007) proposed that accumbal
dopamine is necessary to switch away from any ongoing action
to the required response of the instrumental task. We note that
this could also be consistent with our hypothesis of hippocam-
pus as a memory for temporal events: rather than switching to
a required action, the intact dopamine system may be necessary
for learning when the response is required, acting on hippocam-
pal output to NAcc carrying temporal event information.
6.2. Behavioural correlates of ventral striatal activity
Numerous studies have reported spatially modulated firing in
the ventral striatum, but few examples of genuine place fields
6As noted in section 5.1.1, the fornix/fimbria bundle conveys subiculum
and CA1 inputs to NAcc, but not projections from entorhinal cortex (Totterdell
and Meredith, 1997); however, it contains other fibres, both from hippocampal
formation to other targets, and from other subcortical inputs to the hippocampal
formation (Witter and Amaral, 2004).
(e.g Shibata et al., 2001; Mizumori et al., 2004; Mulder et al.,
2004; Pennartz et al., 2004; Taha et al., 2007). The studies of
Shibata et al. (2001) and Mulder et al. (2004) showed many pu-
tative MSNs whose activity was a conjunction of correlations
with specific parts of a plus-maze task and of specific positions
within the maze; for example, one class of MSNs increased
their activity relative to the arrival at the end of a specific re-
warded arm, and not when arriving at the end of other rewarded
arms. In addition, Mulder et al. (2004) report neuron classes
whose activity correlated with segments of a route on the maze;
for example, some MSNs fired only when approaching the cen-
tre of the maze along an arm. Shibata et al. (2001) also report
that some cells change their positional correlations when the
task changes, even though the hippocampal place fields were
known to not re-map (Trullier et al., 1999).
All these spatial navigation studies found NAccMSNs whose
activity only or conjointly correlated with direction of motion.
For example, Taha et al. (2007) distinguished two classes of
putative MSNs, one class having correlates with direction of
movement, the other having correlates with a delay period in
the task. In the latter class were a subset of cells that increased
their activity during the period where the rat was required not to
move, suggesting an active ‘no go’ signal, and consistent with
the proposed role for NAcc in timing behaviour (Nicola, 2007).
We also contend that the cells showing a decrease of activity
within the same period and during movement were consistent
with signalling the selection of free-feeding by disinhibition of
the lateral hypothalamus, following the model proposed by Kel-
ley (1999) that we discussed above.
Others have reported similar direction correlations, even in
tasks that did not have an explicit locomotion component. For
example, rats self-administering cocaine hyperlocomote be-
tween lever presses, and phasic increases of NAccMSN activity
in these periods correlate with the direction of locomotion (Peo-
ples et al., 1998). These phasic changes are imposed on, and
independent of, a slowly recovering dip in tonic MSN activ-
ity after each cocaine infusion, whose time-course matches the
predicted changes in dopamine concentration following the in-
fusion (Peoples et al., 1998). Other cocaine self-administration
studies report phasic changes in NAcc MSN activity before the
lever press that correlate with elements of orienting to the lever,
such as turning and head raising (Chang et al., 2000). Correlates
to two or three elements were often recorded in the same ani-
mal, suggesting an encoding of the behavioural sequence across
the MSNs (Chang et al., 2000).
Many electrophysiological studies of NAcc activity corre-
lates report MSNs that change their activity just before, or dur-
ing, the delivery of reward (e.g. Shibata et al., 2001; Mizumori
et al., 2004; van der Meer and Redish, 2009). Though often re-
ferred to as “reward anticipatory” or “reward-responsive” cells,
it is difficult to rule out their activity as simply encoding the
pause in locomotion or other motor behaviour required for tak-
ing and consuming the reward. Nonetheless, there is evidence
that NAcc MSN activity encodes aspects of reward (Setlow
et al., 2003; Khamassi et al., 2008). A particularly convincing
demonstration by Setlow et al. (2003) tested rats on a go/no-go
odour task, in which one odour predicted reward delivery and
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the other an aversive stimulus. Early in training, one population
of MSNs appeared whose firing after odour presentation corre-
lated with the outcome, but did not correlate with success on
the task. Later, a second population of MSNs appeared whose
firing correlated with both one odour cue and with success on
task. Moreover, if the cue-outcome pairing was reversed, then
early-responsive MSNs re-mapped to the other odour cue, but
the late-responsive MSNs did not. Thus, this is consistent with
the early-responsive population encoding the value or valence
of the predicted outcome, and the late-responsive population
encoding the motor action required – go/no-go – for each cue .
Interestingly, encoding of the odour cue predicting the aversive
stimulus strongly dominated in both populations.
Striatal interneurons, and not just the MSNs, show activ-
ity changes that correlate with specific task or behavioural
events. Particularly striking is the reward-related encoding
by the tonically-active neurons – putatively the cholinergic in-
terneurons – of the primate: their activity consistently pauses
at the time of reward-related events, at the occurrence of both
a reward-predicting stimulus and the reward itself (Apicella
et al., 1991; Aosaki et al., 1994; Cragg, 2006). Reward-related
changes in the activity of tonically-firing neurons has also been
reported from the dorsal striatum (Schmitzer-Torbert and Re-
dish, 2008) and NAcc (Mulder et al., 2005; Khamassi et al.,
2008) of rats performing spatial navigation tasks. Mulder et al.
(2005) reported tonically-firing neurons whose activity changes
differentiated between reward boxes; Khamassi et al. (2008) re-
ported tonically-firing neurons whose pauses lasted as long as
the time it took to deliver the reward. These studies from both
primate and rat have led to the current hypothesis that pauses
of tonically-active neurons allows dopamine to maximally af-
fect striatal MSNs and plasticity at their synapses: the dip in
acetylcholine during these pauses could enhance the amount of
dopamine released for a given burst of dopaminergic neuron
spikes (Cragg, 2006).
Some progress has been made on picking apart the contri-
butions that afferent inputs to ventral striatum make to its be-
havioural correlates. Pennartz et al. (2004) showed that ven-
tral striatal neuron ensembles replay activity patterns during
slow-wave sleep after a maze task, just like hippocampal for-
mation neurons (Wilson and McNaughton, 1994). The replays
occurred during hippocampal EEG ripples 7, suggesting the re-
activation is functionally linked to hippocampal activity. Re-
cently, Gruber et al. (2009a) demonstrated selective functional
links between the NAcc core and its afferents in awake rats.
During free exploration of a test chamber, local-field potentials
in ventral hippocampal formation, prefrontal cortex, NAcc core
and shell were all coherent in the theta-band (∼ 7 Hz). When
subsequently engaged in lever-pressing, local field potentials
in the prefrontal cortex and NAcc core became coherent in the
delta-band (1-4 Hz), while hippocampal formation and NAcc
shell remained coherent in the theta-band. These results are
consistent with the direct hippocampal formation projections
dominating the activity of the shell, while the core is dominated
by its inputs from prefrontal cortex.
7Brief high-frequency oscillations imposed on the slow-wave.
Nicola and colleagues have dissected the contributions of
VTA, medial prefrontal cortex, and basolateral amygdala to sin-
gle ventral striatal neuron activity correlates on a discriminative
learning task (Yun et al., 2004; Ishikawa et al., 2008; Ambroggi
et al., 2008). Rats were trained to respond (either nose-poke or
lever press) during one of two tones to receive reward. Most
ventral striatum neurons responding to the onset of the reward-
associated tone increased their activity. These responses were
abolished by inactivating either the VTA (Yun et al., 2004),
medial prefrontal cortex (Ishikawa et al., 2008), or basolateral
amygdala (Ambroggi et al., 2008) with GABA agonists. In all
cases, abolishing the striatal responses corresponded to a large
fall-off in correct performance on the task. Together these re-
sults suggest that correct responding to a predictive stimulus
requires the integration of signals from these three regions by
the ventral striatum.
7. Convergence of inputs: channels within the basal ganglia
What substrate underpins the computations of the basal gan-
glia, using the combinations of the afferent information, and
giving rise to the correlates of ventral striatal activity? A central
concept governing the organization of basal ganglia connectiv-
ity is the existence of parallel anatomical loops — channels —
running throughout the basal ganglia nuclei (Alexander et al.,
1986; Middleton and Strick, 2000). A distinction can be made
between macroscopic and microscopic channels.
7.1. Macroscopic channels
At the broadest scale, three macroscopic channels are formed
by the parallel dorsolateral, dorsomedial, and ventral basal gan-
glia domains, as each has a unique set of closed return pathways
defined by the thalamo-cortical loop that the domain is embed-
ded in (Figure 1a). In a closely related scheme, Alexander et al.
(1986) originated the channel idea in the primate by identify-
ing five closed send-and-return loops running in parallel, each
originating from an identified cortical area, passing through the
basal ganglia, and returning to the originating cortical area via
thalamus. (These loops are also open in the sense that pro-
jections from different, but related, cortical areas converge on
the same locations in striatum (Romanelli et al., 2005)). Re-
cent trans-neuronal tracing data is consistent with at least ten
such channels within the basal ganglia output nuclei (Middle-
ton and Strick, 2000), though it is not clear to what extent they
are sustained within the basal ganglia intrinsic circuitry. De-
tailed anatomical reconstructions of the SNr have separately es-
tablished the existence of numerous discrete channels within it,
corresponding to the termination zones of its striatal afferents,
and the output targets of those zones (Deniau and Chevalier,
1992; Deniau et al., 1996).
The core- and shell-based basal ganglia circuits form sepa-
rate macroscopic channels. Their respective outputs from dor-
somedial SNr and VP predominantly target the ventromedial
and mediodorsal thalamus, which terminate in different layers
and partially overlapping areas of the medial prefrontal cortex
(Groenewegen et al., 1999a). Thus, both have complete cortico-
basal ganglia-thalamo-cortical loops.
24
7.2. Microscopic channels
Microscopic channels are discrete parallel loops running
within a macroscopic channel. For example, the somatotopic
map found within the dorsal striatal motor territory is main-
tained throughout the basal ganglia intrinsic circuitry, such that
there are separate channels for arm, leg, and face representa-
tions (Alexander and Crutcher, 1990; Romanelli et al., 2005).
Similar topographic maps have been proposed for the other
macroscopic channels (Alexander and Crutcher, 1990). More-
over, within these limb representations there may be further dis-
crete channels corresponding to particular movements, demon-
strated in striatum by micro-stimulation (Alexander and De-
Long, 1985) and markers for metabolic activity during behavior
(Brown and Sharp, 1995a), and/or to detailed body map loca-
tions (Brown et al., 1998).
Existing computational models, primarily concerned with
dorsal striatum and its associated circuits, use such microscopic
channels, each channel representing a different putative ac-
tion (Redgrave et al., 1999a; Gurney et al., 2001a; Humphries
et al., 2006) or behaviour (Khamassi et al., 2005; Prescott et al.,
2006). Anatomically, the channels in striatum and STN are de-
fined by the converging input from topographically-related rep-
resentations in cortex, and the channels in GP and the output
nuclei by their corresponding striatal afferents. There is consid-
erable evidence for extending the concept of these channels to
the ventral striatum and its associated circuits.
7.3. Enumerating channels within the ventral basal ganglia
Pennartz et al. (1994) and Groenewegen et al. (1999c) have
argued for the existence of discrete neuron clusters in the NAcc
shell, corresponding particularly to the fragmented amygdala
input (see Figure 3). We note two possible analogous fea-
tures for these clusters in the rest of striatum. First, that the
fragmented amygdala projections to core specifically target the
‘patch’, and thus the amygdala-targeted neuron clusters in the
shell may form an equivalent to the ‘patch’ — despite a lack
of differentiating staining — from which MSNs project pre-
dominantly to the dopaminergic neuron bands. Second, the size
of these neuron clusters is comparable to the micro-stimulation
zones of dorsolateral striatummentioned above, and could form
neuron groups with specific behavioural correlates. They may
of course not be equivalent to either of these, but nonetheless
provide precedent for a channel architecture.
We can expand on (Pennartz et al., 1994; Groenewegen et al.,
1999c) by enumerating all the possible ventral basal ganglia
channels defined by unique sets of inputs from hippocampal
formation, amygdala, and prefrontal cortex regions. If we sepa-
rately distinguish ‘patch’ and ‘matrix’ targeted projections then
around 40 neuron groups are defined by unique combinations
of the inputs shown in Figure 3. Many of these neuron groups
share a common input in a given region, and the unique combi-
nations are created by the topographically non-overlapping sets
of additional inputs to that region. For example, in caudal ven-
tromedial shell, all cells are in the zone that receives input from
the intermediate subiculum, and subsets of these are in zones
that also receive input from: infralimbic cortex; prelimbic cor-
tex; infralimbic cortex and rostral accessory basal amygdala;
prelimbic cortex and rostral accessory basal amygdala; and so
on.
We do not of course know that these anatomically defined in-
puts correspond to functionally meaningful units — these broad
regional projections may further subdivide into populations —
but such an enumeration provides some insight into the basic
capacity for representing unique combinations of information
within the ventral basal ganglia. For if each of the 40 groups
does indeed provide a substrate for the integration of a unique
combination of information, then it is little wonder that record-
ings in the ventral striatum have revealed such a broad array of
behavioural correlations with neuron activity. An excellent ex-
ample is the population ofMSNs, discussed above (section 6.2),
that phasically respond after the onset of a reward-predicting
tone: the loss of this response after the inactivation of either
medial prefrontal cortex or basolateral amygdala suggests that
these anatomical overlaps are also functional confluences of
these inputs.
The existence of functional channels running through the
ventral basal ganglia is nicely illustrated by attempts to dissect
how locomotion is changed by NAcc manipulation. A long-
running theory is that hyperlocomotion resulting fromNAcc ac-
tivation occurs via the NAcc-VP-PPn pathway (Pennartz et al.,
1994; Grillner et al., 1997). The PPn is considered part of the
mesencephalic locomotor region, a group of structures whose
stimulation reliably causes hindlimb stepping (Whelan, 1996).
In this theory, hyperlocomotion arises through disinhibition:
increasing the activity of NAcc MSNs inhibits VP neurons,
which, in turn, reduces their inhibition of the PPn. This disin-
hibition of PPn increases the activity of its neurons and, hence,
causes increased locomotion. Direct tests of this theory have
proven otherwise. Lesions of the PPn (Swerdlow and Koob,
1987; Inglis et al., 1994) or adjacent structures in the mesen-
cephalic locomotor regions (Allen et al., 1996) do not alter hy-
perlocomotion induced by injections into the NAcc.
Nonetheless, VP is involved in hyperlocomotion, and sits
within at least two distinct locomotion channels. Injection of ei-
ther mu-opioid or AMPA agonists into VP causes hyperlocomo-
tion (Kalivas et al., 2001). Only the mu-opioid effect is blocked
by GABAb agonist injected into MD thalamus (Kalivas et al.,
2001), consistent with other studies showing that hyperloco-
motion induced from the NAcc could be blocked by this lesion
(Swerdlow and Koob, 1987). Thus, at least two channels are
implicated in locomotion: an NAcc-VP-MD thalamic channel,
and a second, AMPA-sensitive, channel involving VP. Though
speculative, this second channel may be mediating locomotion
via the pallidal projections to lateral hypothalamus and lateral
preoptic areas, whose stimulation reliably elicits stepping (Sin-
namon, 1993). Finally, the opposing effects of hippocampal for-
mation and amygdala afferent stimulation on hyperlocomotion,
noted above, are also consistent with a subset of their projec-
tions targeting separate channels in the NAcc.
The VP projection to MD thalamus has also been impli-
cated in working memory, as part of the complete cortico-basal
ganglia-thalamo-cortical loop made up of prefrontal cortex-
NAcc-VP-MD thalamus-prefrontal cortex projections. For ex-
ample, AMPA or mu-opioid agonists injected into VP degraded
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rats’ performance only on the delayed version of an alternating-
arm T-maze task, where the previously run arm had to be main-
tained in memory, but not an undelayed version (Kalivas et al.,
2001). Performance was restored near to normal levels by con-
current injection of a GABAb antagonist into MD thalamus,
suggesting that activation of VP led to excessive inhibition of
MD thalamus, preventing the maintenance of working memory
items in this prefrontal cortex based loop. Inactivating MD tha-
lamus bilaterally, or prefrontal cortex and NAcc contralaterally,
disrupts rat’s performance on delayed radial-arm maze tasks,
not random foraging in the same maze (Floresco et al., 1997,
1999). Thus, the complete loop seems necessary for working
memory, at least of spatial tasks.
The presence of discrete microscopic channels in the ventral
striatum is separately supported by recent work from Gruber
et al. (2009b) showing that burst-like stimulation of mPFC ap-
plied to adjacent locations separately inhibits or enhances fir-
ing of the same MSN, and that the inhibition is consistent with
feed-forward input from mPFC-driven FSIs.
7.4. Evidence for convergence of inputs at single cells in ven-
tral striatum
Reinforcing the channel concept, overlap of inputs from the
hippocampal formation, prefrontal cortex, and amygdala has
also been demonstrated at the single neuron level. Anatomi-
cally, individual cells in the NAcc receive monosynaptic input
from both ventral subiculum and prefrontal cortex (French and
Totterdell, 2002). Stimulation studies provide a broader picture.
Excitatory post-synaptic potentials have been observed in the
same NAcc neuron following individual stimulation of prelim-
bic/infralimbic cortex and fornix/fimbria (carrying hippocam-
pal formation fibres to NAcc) (O’Donnell and Grace, 1995), of
basolateral amygdala and fornix/fimbria (Mulder et al., 1998;
Floresco et al., 2001a), and — in a handful of cases — all
three (O’Donnell and Grace, 1995; Finch, 1996; Goto and
O’Donnell, 2002). The localisation of these cells has rarely
been reported, but where it has been established (Mulder et al.,
1998) it is consistent with the anatomical data in Figure 3. Note
that the majority of the cells reported in these studies are prob-
ably MSNs, but some convergence at single inter-neurons also
occurs.
These stimulation studies have also shown that the order of
activity arriving at the NAcc neuron’s dendrite is critical. Un-
der anaesthesia, stimulation of either hippocampal formation
(fornix/fimbria), basolateral amygdala or paraventricular thala-
mus has an enhancing effect on a NAcc neuron’s response to
subsequent prefrontal cortex stimulation, by either eliciting or
maintaining a depolarised membrane potential (O’Donnell and
Grace, 1995; Goto and O’Donnell, 2002; McGinty and Grace,
2009b). The magnitude of the enhancement may be inversely
correlated to the strength of the prefrontal cortex stimulation
(McGinty and Grace, 2009b) – the weaker the prefrontal cortex
input, the greater the enhancement of response. If the order of
stimulation is reversed, then a suppressing effect is observed,
as a reduction in the second excitatory post-synaptic potential
(Goto and O’Donnell, 2002). Similarly, if stimulation of hip-
pocampal formation (fornix/fimbria) precedes that of basolat-
eral amygdala, then an enhancement of response is observed;
if the order is reversed, a suppression of response is observed
(Mulder et al., 1998). Effects of stimulation intensity interact
with the timing of inputs. Pulse train stimulation of basolateral
amygdala depresses the response to subsequent prefrontal cor-
tex stimulation, rather than enhancing it (McGinty and Grace,
2009a). Thus, each source of glutamatergic input to individ-
ual MSNs seems to gate responses to the other glutamatergic
inputs, rather than simply summing. Both local circuit inter-
actions and ordering of synapses on dendritic trees have been
evoked as explanations for this gating (Groenewegen et al.,
1999b; Goto and O’Donnell, 2002); clearly this is fertile ground
for future computational modelling work.
Gating is not always required or observed. Initial reports
suggested that prefrontal cortex stimulation only initiated a re-
sponse if preceded by stimulation of another NAcc afferent
(O’Donnell and Grace, 1995), but recent work has shown that
short trains of prefrontal cortex stimulation alone can elicit
a prolonged depolarisation of MSNs (Gruber and O’Donnell,
2009; Gruber et al., 2009a,b). In awake rats, stimulation of
hippocampal formation inputs before stimulation of prefrontal
cortex did not enhance the response of an individual MSN or
the firing rate of the recorded MSN population (Wolf et al.,
2009). Instead, the individual responses were not significantly
larger than the response to prefrontal cortex stimulation alone,
pointing to sublinear summation of afferent excitatory input.
These results suggest that anaesthetic has a large role to play
in the gating effects. They also further illustrate the caution
required when interpreting studies of the striatum under anaes-
thetics (Mahon et al., 2001), because of the strongly entraining
effects of globally coherent cortical activity on the striatal neu-
rons.
8. A roadmap for quantitative models of ventral basal gan-
glia
We bring together the above work on the functional archi-
tecture, input distribution, functions of afferent domains, and
correlates of NAcc manipulations and activity into a roadmap
for developing a more complete understanding of the ventral
basal ganglia.
8.1. A theory and model of the NAcc core sub-circuit
Much of this paper has drawn explicit parallels between the
dorsal domains and the core-based part of the ventral domain
of the basal ganglia. The core and dorsal striatum have cor-
responding MSN projections, interneurons, and post-synaptic
dopamine receptor distributions. We also noted that both corti-
cal and intralaminar thalamic inputs to NAcc core also send in-
puts to STN, and that STN does not receive input from any other
NAcc afferent structures. This input pattern fits nicely with the
STN’s putative position within only the core-based part of the
functional anatomy, and is identical to the structure of its inputs
in the dorsal basal ganglia.
We drew these parallels to support our first hypothesis of
ventral basal ganglia function: the core-based circuit is a se-
lection mechanism that operates in the same way as the dorsal
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domains. Briefly, this implies that we expect activity in each
channel to represent the salience of the elements – be they mo-
tor programs, strategies, goals – competing for selection, that
the competition for selection is based on the relative saliences,
and that the resolution of competition relies on the overlapping
STN and striatal inputs to SNr (Redgrave et al., 1999a; Gurney
et al., 2001a; Humphries et al., 2006). The full channel-based
selection architecture of the basal ganglia is illustrated in Figure
6.
Nicola (2007) has separately proposed that this portion of the
NAcc and associated basal ganglia nuclei perform action selec-
tion — we have considerably extended that proposal here with
a detailed breakdown of the underlying anatomy, parallels with
the dorsal domains, and collation of evidence for the inputs to
this system. Interestingly, we find ourselves in broad agreement
with Nicola (2007) that NAcc core encodes locomotion among
its primary actions, and that dopamine plays a key role in facil-
itating selection.
8.1.1. Multiple selection circuits originating in the core
To complete the hypothesis, we must define the elements
that are being selected. If we consider its array of functional
roles along with the input anatomy (Figure 3) it immediately
becomes clear that there is a disparity between the spatially-
correlated activity in NAcc core, and its lack of inputs from the
place fields in CA1/CA3. The few authors who have discussed
NAcc’s functional role in spatial navigation (e.g. Brown and
Sharp, 1995b; Redish and Touretzky, 1997; Arleo and Gerstner,
2000; Chavarriaga et al., 2005) typically consider the NAcc as
a selector for direction of movement; routes are then built by
associating a sequence of place-neuron firings with appropriate
directions of movement that ultimately reach a rewarded loca-
tion. These associations are encoded in the synaptic weights of
direct projections from place cells in CA1/CA3 to NAcc MSNs
(Brown and Sharp, 1995b; Arleo and Gerstner, 2000; Chavar-
riaga et al., 2005). We can see that this cannot literally be true
for the core because of its input structure. Nonetheless, the be-
havioural correlates of core MSN activity do support a coding
scheme for direction of movement.
The lesion and recording studies that establish the be-
havioural correlates address a very broad area of the core, but
our discussions of the channel architecture identified how spe-
cific the inputs to regions of the core are. We suggest that the
rostro-medial core sub-circuit is the basis for selection of di-
rection modulated by the estimated likelihood of reaching the
spatial goal from the current location (which we posit is the
spatial navigation equivalent to action-outcome contingency in
instrumental conditioning). Likelihood estimation is proposed
to originate from the prelimbic cortex (section 5.2). Current lo-
cation could be determined directly by the MSNs. Deep layer
medial entorhinal cortex (layer V) is the source of projections
to the medial core, so presumably the grid/head direction com-
bination cells found there form part of that input. Hence, by an
analogous method to that proposed for place neuron derivation
from grid cells (section 5.1), it could be that spatial modulation
observed in the core is due to convergent inputs from deep layer
grid cells to MSNs.
Analogously, we suggest that the caudo-lateral core sub-
circuit is the basis for selection of direction modulated by the
value of previous outcomes of choosing that direction (input
from orbitofrontal cortex — see section 5.2) from the current
location. Unfortunately the origin of spatially-modulated activ-
ity in the lateral core remains a mystery, as its dominant hip-
pocampal formation input originates from deep layers of lateral
entorhinal cortex, and coding in this area is poorly understood
(Knierim, 2006). One possibility is that spatially-modulated
activity here is due to lateral entorhinal cortex firing to config-
urations of landmarks visible from that position.
The functions of the other regions of the core are harder to
discern. Caudo-medial core appears to receive no spatial in-
formation, at least none related to the hippocampal formation;
nonetheless it receives prelimbic cortical input, and we tenta-
tively propose that its sub-circuit is selecting for spatial goals to
prioritise, and this may be reflected in the neural correlates of
strategy shifts within NAcc (Shibata et al., 2001) and in prelim-
bic cortex (Battaglia et al., 2006b; Wiener et al., 2007). Rostro-
lateral core’s role is particularly unclear: as well as the poorly
understood input from lateral entorhinal cortex, its main corti-
cal input is from the very recently delineated rat homologue of
the primate dorsolateral prefrontal cortex (Uylings et al., 2003).
With no studies of behavioural correlates of neural activity in
spatial tasks that we are aware of, rostro-lateral core’s function
must remain an open question.
However the direction competition is resolved, our hypoth-
esis for directional coding and selection implies that for open-
field navigation the NAcc core is necessary to learn the route
to a rewarding location (where ‘rewarding’ here is in the broad
sense of having some value to the animal — a platform in a
Morris water maze may be ‘rewarding’ as it enables the an-
imal to escape from the water). This is consistent with le-
sion and neurochemical studies we reviewed above in sections
5.5 and 6.1, and suggests that the hypothesis may be further
tested in a similar manner: for example, inactivation of the core
would produce deficits in recalling a previously learnt route to
an open-field location.
Finally, we address the role of the ‘patches’ in core. We as-
sume that ‘patch’ MSNs in the lateral and medial core receive
the same input as their ‘matrix’ counterparts, outlined above,
enhanced by amygdala input representing the presence of any
current stimulus with an associated valent outcome. The ‘patch’
projection is inhibitory to dopamine cells in the SNc and VTAl,
and we propose that its role is to increase the baseline inhibi-
tion that an unexpected event must overcome to elicit a phasic
dopamine pulse. In this way, ‘patch’ output prevents a pha-
sic dopamine response to a known stimulus value (by amyg-
dala input) or known outcome, and therefore avoids relearning
a known action-outcome pair.
The implications of all this for future computational mod-
els are twofold. First, combined hippocampal formation and
basal ganglia models rightly focus on the selection of move-
ment direction, and should thus be concerned with the core
(Fox et al., 2009). The basal ganglia can thus be modeled based
on existing (extended) models of the dorsal basal ganglia (Gur-
ney et al., 2001a; Humphries and Gurney, 2002; Leblois et al.,
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Figure 6: Selection architecture for the core-based subcircuit of the ventral basal ganglia. The main circuit (centre, simplification of Figure 2c) can be decomposed
into two copies of an off-centre, on-surround network: a selection pathway (right) and a control pathway (left). Three parallel loops — channels — are shown
in both pathways, with example activity levels in the bar charts to illustrate the relative contributions of the nuclei. Note that, for clarity, full connectivity is only
shown for the second channel. Briefly, the selection mechanism works as follows. Constant inhibitory output from substantia nigra pars reticulata (SNr) provides an
‘off’ signal to its widespread targets in the thalamus and brainstem. Cortical inputs representing competing saliences are organised in separate channels (groups of
co-active cortical neurons), which project to corresponding populations in striatum and subthalamic nucleus (STN). In the selection circuit, the balance of focussed
inhibition from striatum and diffuse excitation from STN results in the most salient input suppressing the inhibitory output from SNr on that channel, signalling
‘on’ to that SNr channel’s targets. In the control circuit, a similar overlap of projections to pallidum exists (here ventral pallidum, VP), but the feedback from VP
to the STN acts as a self-regulating mechanism for the activity in STN, which ensures that overall basal ganglia activity remains within operational limits as more
and more channels become active. Tonic dopamine levels in the striatum set the ease with which the channels are selected, and subsequently switched between
following further salient inputs. For quantitative demonstrations of this model see (Gurney et al., 2001b, 2004; Humphries et al., 2006).
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2006) given the extensive parallels between the core and dor-
sal domains. Second, little hippocampal input reaches the core,
and so it follows that the translation from model hippocampal
place field activity to striatal input requires simulating either
or both of the processing of this input by prefrontal cortical cir-
cuits and entorhinal cortex – far more complex interactions than
current models, which only use CA1/CA3 place cells projecting
directly to MSNs (Brown and Sharp, 1995b; Arleo and Gerst-
ner, 2000; Chavarriaga et al., 2005). In addition, there is a need
to address competition and co-operation between movement di-
rection coding channels that receive different information.
8.2. Theoretical roles of the NAcc shell
The two sub-circuits based respectively on the medial and
lateral shell are clearly repeating computational units (Figure
2b). With neither containing any projections to the “clas-
sic” basal ganglia nuclei (STN/SNr/entopeduncular nucleus), it
seems their entire intra-basal ganglia circuitry is dedicated to
controlling the dynamics of the originating shell region.
8.2.1. Shell sub-circuits control dynamics of dopamine cells
The direct and indirect (via shell-VP and VP-PPn pathways)
outputs to dopamine cells in VTA are strongly suggestive of a
central role in shaping the dopamine response in the shell and
core (Figure 7a). The dual pathway raises the possibility that
a phasic output elicited in shell MSNs by correlated cortical
inputs could produce both the phasic burst and the phasic dip
of dopaminergic neuron firing. (These proposals must remain
broad as details of the VP and PPn pathway to the VTA are lack-
ing). As noted in section 5.5, these phasic changes famously
have been observed in correlation with the presence or absence
of rewards or their predictors and hence are of widespread inter-
est, as they fit well with the behaviour of reward prediction error
in reinforcement learning theory (Schultz et al., 1997; Waelti
et al., 2001; Montague et al., 2004a).
A simple model of this sub-circuit shows how the phasic
burst and dip can occur (see Appendix C for details). We can
interpret this model within either the reward prediction error or
action-outcome repertoire hypotheses. For the former, the dy-
namics of the sub-circuit suggest a mapping of pathways such
that the shell-VTA direct pathway population encodes the pre-
dicted reward value, and the shell’s indirect pathway population
encodes the value of the reward received. Given this mapping,
the simple model shows that if encoded reward is greater than
predicted, then a phasic burst of activity occurs in VTA (Fig-
ure 7b), and if reward is predicted but omitted then a phasic dip
of activity occurs in VTA (Figure 7c). Further, we believe this
points to a better mapping of the basal ganglia architecture on
to the Actor-Critic framework for reinforcement learning (Joel
et al., 2002), with explicit separation of the reward prediction
error computation (shell sub-circuits implement the Critic(s))
from the selection of action (NAcc core circuit implements the
Actor(s)).
We can equally interpret the phasic burst/dip control within
the action-outcome repertoire framework. The current treat-
ments (Redgrave and Gurney, 2006; Redgrave et al., 2008) fo-
cus on the role of direct superior colliculus input to SNc in
driving phasic bursts to novel phasic sensory stimuli (Dom-
mett et al., 2005), and (along with parabrachial input to SNc)
driving phasic dips in response to immediately aversive stim-
uli (Coizet et al., 2006; Redgrave et al., 2008). However, it is
less clear how this extends to more complex outcomes than a
phasic sensory stimulus, such as the position in space or in a
behavioural sequence arrived at after the action is taken. We
propose that the dual pathways of the shell-based sub-circuits
provide a substrate for generating phasic dopamine bursts and
dips in response to these more complex outcomes occurring or
not.
One possible mapping of the shell sub-circuits’ dual path-
ways in this proposal is as follows: the direct shell-VTA path-
way encodes the expected outcome – such as the position in
space or within a task sequence – and the indirect pathway en-
codes the current outcome of the action. Then it follows that
if an action is followed by a novel outcome, then the action is
a candidate for adding to the repertoire or being retained, and
the phasic dopamine time-stamp is elicited (Figure 7b). The
time-stamp is elicited as only the indirect shell pathway will
be active, and hence will generate a VTA neuron burst. Con-
versely, if the action did not elicit an expected outcome, then
an “error” in that current action-outcome encoding is signalled
by the dip in dopaminergic neuron activity (Figure 7c). It is not
clear how the inputs to the direct and indirect shell pathways
are segregated to support such a split encoding, but the conflu-
ence of mPFC, hippocampal formation, and amygdala input at
least provide a plausible substrate for evaluating and predicting
complex aspects of outcomes.
Irrespective of the framework used to interpret it, this model
nicely reconciles the known involvement of many principal
components of the neural substrate for reinforcement (whether
of reward or causality): the value encoding in both the pre-
frontal cortex (section 5.2) and shell (section 6.1); the dominant
projection from shell to VTA (section 3.2); the known regula-
tion of VTA activity by ventral subiculum inputs to NAcc cells
(Floresco et al., 2001b); and the critical role of PPn in control-
ling dopaminergic neuron burst firing (Floresco et al., 2003; Pan
and Hyland, 2005). Indeed, in the most famous formal mapping
of the dopaminergic neuron behaviour to reinforcement learn-
ing theory (Schultz et al., 1997), the prefrontal cortical projec-
tions to VTA were explicitly considered as the primary source
for the shaping inputs; we believe the current proposal is more
consistent with the VTA’s main GABAergic inputs from within
the basal ganglia.
8.2.2. Simple selection by shell sub-circuits
Both sub-circuits also have outputs to the mediodorsal thala-
mus via the VP. This pathway is analogous to the direct striatal-
SNr pathway of the core and dorsal striatum, but does not
have the corresponding additional input to the SNr from the
STN. Like the SNr (Chevalier and Deniau, 1990), stimulation
of the VP causes short-latency inhibition in its thalamic targets
(Lavin and Grace, 1994). In this respect, the shell-VP-thalamic
projection is the simplest way of establishing a disinhibitory
circuit, the canonical operation of the basal ganglia architec-
ture. However, without STN input, it lacks the off-centre, on-
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Figure 7: Potential control of dopaminergic VTA neurons by dual pathways originating from the shell. (a) The shell contains two VTA control sub-circuits of this
design, originating from the medial and lateral divisions respectively (see Figure 2b). Each sub-circuit contains a direct (originating from D1-only MSNs) and
indirect (originating from mixed D1 and D2 MSNs) pathway to the VTA. A population-level model of this sub-circuit illustrates the potential for shell control over
dopaminergic neuron dynamics; each population’s output is given as normalised firing rate, and colour-coded by population (see Appendix C for details; dashed
lines indicate connections omitted from the model). (b) If phasic input (from combined cortical, hippocampal, and amygdalar sources) to the indirect pathway is
greater in magnitude than corresponding input to the direct pathway, a phasic burst results in VTA. Note that the model correctly captures the relative tonic output
of the VP, PPn, and VTA neuron populations in the absence of cortically-driven striatal activity. (c) If the phasic input to the indirect pathway is omitted, a phasic
dip results in VTA. The computational interpretation of the shell-driven burst/dip can be made in either the reward prediction error or action-outcome repertoire
frameworks (see text).
surround network for creating competition between inputs, sug-
gesting that these projections support multiple, parallel selec-
tions, rather than resolving competition in favour of a single
input.
Parallel selections are consistent with the putative role of the
complete prefrontal cortex-NAcc-VP-MD thalamus-prefrontal
cortex loop in working memory (section 7.3). For, rather than
competing for expression, each channel within this loop may
separately maintain an item in working memory through the
sustained activity of the positive feedback loop between cor-
tex and thalamus (Goldman-Rakic, 1995). The role of VP-
thalamic disinhibition is then to release a channel for the main-
tenance of a working memory item; the return of inhibition
from VP to thalamus then removes it. Previous models have
shown how the basal ganglia can provide such control over ac-
tivity in the cortico-thalamic feedback loop (Humphries, 2002;
Frank, 2005), and drawn parallels with working memory pro-
cesses (Frank, 2005). However, no models to date have specifi-
cally addressed direct VP outflow to thalamus.
8.2.3. Multiple roles of each sub-circuit?
The medial shell certainly seems to have a number of func-
tional roles, but no clear distinction in the anatomy of its out-
puts or purported function of its inputs along any axis, so we
must assume that the functional circuitries are inter-mingled.
The medial shell clearly has control over free-feeding, includ-
ing locomotion associated with appetitive behaviour. Specifi-
cally, we propose that the channels defined by the convergent
inputs from medial prefrontal cortex and amygdala are critical
for switching the global mode of behaviour away from free-
feeding when necessary, for example when a fear-associated
stimulus appears, via the direct output to lateral hypothalamus
(though it is not clear why a second, disinhibitory, pathway to
lateral hypothalamus via the VP is also present).
The medial shell may also have a role in computing the value
of a stimulus-outcome pairing (Yin and Knowlton, 2006; Ike-
moto, 2007), with its convergent input from amygdala and ven-
tral subiculum. The study of Albertin et al. (2000) shows that
medial shell is necessary for associating outcome magnitude (in
their study, the number of water drops) with the correct spatial
target, which for our purposes could be taken as synonymous
with ‘stimulus’. Some authors have proposed a role for the
shell as the locus of stimulus-outcome learning in instrumen-
tal conditioning (Yin and Knowlton, 2006; Ikemoto, 2007), and
we propose that these conclusions apply equally well to spatial
tasks: one way of approaching spatial navigation studies is to
interpret them as simple instrumental conditioning tasks, where
the action to be learnt is locomotion to a location, instead of a
motor program.
The lateral shell has few direct targets, projecting only to the
VTA and VP, and as such seems mostly dedicated to shaping the
dopaminergic neuron output to itself and the core. The rostro-
lateral shell is conceivably the part of the wider reward evalu-
ation circuit dedicated to associating spatial or temporal posi-
tions with the presence of salient stimuli. It receives direct input
from cells in the dorsal subiculum with multiple place fields,
possible direct input from place cells in the dorsal CA1 region,
widespread amygdala input carrying stimulus associated value
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information, and prefrontal cortex input representing the antic-
ipated value of the current action. The caudo-lateral shell may
fulfill a similar role, as it has a similar circuit, but for stimuli
that do not have (or need) a spatial or temporal position to dis-
tinguish them.
8.2.4. Further model development
From this we can sketch a road-map for further computa-
tional model development. First, the dominant outputs of the
shell and VP to lateral hypothalamus, and their proposed con-
trol over switching to and from free-feeding, point to a strong
contribution in energy balance regulation. The lateral hypotha-
lamus has long been known as a critical structure for energy reg-
ulation, being necessary for control of calorie intake (Grill and
Kaplan, 2002). It has direct control over brainstem centres for
movement (Sinnamon, 1993; Swanson, 2000), and feeds back
to the striatum via thalamus (Kelley et al., 2005). All this sug-
gests a tight striatal-hypothalamic control loop for the motor
actions required in food acquisition and consumption.
Second, the repeating sub-circuits of the lateral and medial
shell require further study in computational models. In par-
ticular, the model of dual pathway control of dopamine cells
outlined above needs elaborating, to better understand both the
potential time-scales of the phasic response they would elicit
and how this fits together with the other functions of the shell.
Finally, this dual pathway model can be extended to study the
hierarchy of control created by medial shell’s projections to lat-
eral VTA, which in turn projects to the core and lateral shell,
and to the medial SNc, which in turn projects to the dorsal stria-
tum (Haber, 2003).
8.3. Integration with the dorsal basal ganglia domains
This brings us full-circle to briefly consider how the ventral
and dorsal basal ganglia domains interact. A clear substrate for
interaction is provided by the just-described dopamine “spiral”
of successive projections from striatal regions to dopamine cells
that project to the adjacent striatal region, in a shell-core-DMS-
DLS sequence (Maurin et al., 1999; Haber et al., 2000). Haber
(2003) has also argued that connections between cortical areas
projecting to these striatal regions parallel the spiral, with shell
projecting cortical regions providing more feedforward inputs
to than receiving feedback inputs from core-projecting corti-
cal regions, and so on. Further, cortical projections to the stri-
atal regions also tend to extend across to part of the adjacent
striatal region in the shell-core-DMS-DLS sequence (Haber,
2003). These hierarchies of anatomical connections underpin
theories about the three basal ganglia domains providing a hi-
erarchy of control (Redgrave et al., 1999a; Joel and Weiner,
2000b), such as respectively being responsible for selection of
a goal (ventral striatum), an action to achieve that goal (DMS),
and a motor program to implement that action (DLS).
A considerable body of evidence suggests a functional hier-
archy between the DMS and DLS. Lesion studies have demon-
strated that an intact DMS is necessary for an animal to show
awareness of contingencies between actions and outcomes,
changing its actions as the value or probability of the out-
come changes, and an intact DLS is necessary for establishing
habits, where contingency changes no longer affect the action
(Yin and Knowlton, 2006). Moreover, the switch from aware-
ness of action-outcome contingencies to habitual behaviour oc-
curs through over-training, suggesting a passing of control from
DMS to DLS domains of the basal ganglia (Daw et al., 2005;
Yin and Knowlton, 2006; Hilario and Costa, 2008). The role of
ventral striatum in this process has received little attention; for
example, the major review by Yin and Knowlton (2006) refers
to it in passing as the site of Pavlovian-instrumental transfer,
the use of conditioned stimulus-outcome pairings in instrumen-
tal tasks, and other classical conditioning-based phenomena.
These roles stands in stark contrast to the complexity of the
behavioural and neural activity correlates listed above.
Let us close by speculating on how the ventral basal gan-
glia may fit into the action-outcome contingency and habitual
behaviour story. We suggest that this learning literature, and
the computational theories of dopamine discussed previously,
point to a two-stage process of learning in a novel environ-
ment, first establishing the outline of the required sequence of
actions, and, second, the expression of that learning, in which
the sequence is optimised and progressively automatised. For
the dopamine theories, we contend that action-outcome reper-
toire learning underpins the former (novel learning), and in-
centive salience/reward prediction error the latter (expression),
both driven by the same phasic dopamine signals. Further, it
seems to us that both the use of action-outcome contingencies
and the transfer to habitual behaviour are part of the expression
of learnt action-outcome repertoires, respectively correspond-
ing to the optimisation of action sequences and their automati-
sation (should the environment be stable enough to warrant it).
Consider that constructing a sequence of actions, each with its
associated outcome, requires episodic replay of past behaviour,
so that the actions can be performed repeatedly while their out-
comes and their sequence are being learnt. Where then does this
replay come from? We suggest that the ventral striatum, at the
convergence of hippocampal formation and prefrontal cortex
circuits for replay of memory and dopamine signals for learn-
ing, is necessary for controlling the behavioural expression of
episodic memory replay and, via the dual shell pathway mech-
anism above, eliciting phasic dopamine bursts to reinforce each
stage of behaviour as a part of an action sequence.
9. Conclusions
The ventral basal ganglia domain can be cleanly divided in
two. On one hand, the nucleus accumbens core and associated
regions of other basal ganglia nuclei form a clear homologue of
the dorsolateral and dorsomedial basal ganglia, and so we ex-
tend the selection hypothesis to this circuit too. On the other,
the nucleus accumbens shell sits as the gateway to a much sim-
plified basal ganglia circuit, but also to more complex interac-
tions directly with the rest of the brain. Within these divisions,
we can again subdivide according to internal anatomy or pat-
terns of external input, and along all three axes of the brain,
resulting in a bewildering number of potential conjunctions of
information, both input and output. We have brought together
a considerable breadth of current neuroscience knowledge in
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our attempt to determine the putative functions of these identi-
fied subdivisions, trying to match the constraints given by the
anatomy to the correlates of neural activity and the behavioural
deficits of broad brush lesions and neurochemical manipula-
tions. In doing so, we have had to suggest resolutions for nu-
merous ongoing issues so that we may move forward in our
attempts to understand ventral basal ganglia’s contribution to
voluntary behaviour. We gather the principal novel conclusions
and predictions from this work in Appendix A; the numerous
open questions we identified are gathered in Appendix B.
Our proposals for the functional roles of the main core- and
shell-based basal ganglia circuits range from the definite and
testable to the speculative; the latter principally due to a dearth
of knowledge about the main input structures. Nonetheless, we
have now established as detailed a picture for the ventral basal
ganglia domain as currently exists for its dorsal counterparts,
and are undoubtedly in a better position to turn now to the ques-
tion of how these three domains interact.
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A. Novel conclusions and predictions
In addition to the large-scale functional proposals in section
8, we have reached a number of new conclusions and predic-
tions in this review. Given the length and complexity of the
preceding work, we gather these here for convenience:
• The dopamine-receptor defined sub-populations of MSNs
in the core have analogous targets to their counterparts in
the dorsal striatum. Only D1MSNs within the core project
to the SNr; core D2 MSNs only project to the VP; the D1
MSNs send a considerable number of collaterals to the VP
too [section 3.1 and Figure 2c].
• In the rostral core, the ‘patch’ is the continuous region of
cells: defined by calbindin-poor regions, receiving input
from deep layer V of cortex, and whose MSNs project pre-
dominantly to brainstem dopamine cells [section 3.1.1].
• Core ‘patches’ are exclusively made up of D1 MSNs —
thus only D1 MSNs project to dopamine cells. This is
in contrast to dorsal striatum patches, which contain fully
intermingled D1 and D2 MSNs [section 3.1.1].
• The shell has two dopamine-receptor defined output path-
ways: a mixture of D1 and D2 MSNs project to VP; shell
D1 MSNs alone project to VTA. Thus, just like the core,
only D1 MSNs seem to project to dopamine cells [section
3.2 and Figure 2b].
• The shell dual-pathway structure is itself repeated twice.
Projections from lateral shell target VPvl and VTAl, re-
spectively; projections from medial shell target VPm and
VTAm, respectively [section 3.2 and Figure 2b].
• The inverse gradient of FS interneurons and LTS interneu-
rons across the dorsolateral-ventromedial axis of the stria-
tum does not exist. The FS interneurons show a decrease
in number along this axis, but current evidence suggests
the LTS interneurons show no monotonic variation along
this axis [section 3.3.1].
• The PPn is positioned to provide a further indirect, disin-
hibitory path, from the shell to the VTA [section 3.3.2].
• Pre-synaptic dopamine receptors on glutamatergic termi-
nals in ventral striatum are different for different affer-
ents: prefrontal cortical terminals express D2-like recep-
tors; hippocampal and amygdala terminals express D1-like
receptors.
• Hippocampal formation input to ventral striatum does not
fit current theories of interaction with basal ganglia. Main
contributor is the subiculum, not the classic place cells of
CA1; the main target is the shell [section 5.1.1 and Figure
3a].
• Medial core MSNs receive considerable projections from
layers of MEC that contain both grid and grid/direction
conjunction cells [section 5.1.1 and Figure 3a]. Medial
core is thus in a position to decode spatial location directly.
• Medial shell is an active contributor to the inhibition of
free-feeding behaviour [section 6.1].
• Multiple channels (40+) across core and shell are defined
by each set of MSNs receiving a unique overlap of inputs
[section 7].
B. Open questions
Throughout we have noted a number of open questions, and
topics on which data is sorely lacking. We gather these here for
convenience:
• Does STN reciprocate the projections from VPdl within
the core-based circuit? We have assumed here that it does,
following the projection patterns between STN and dorsal
pallidum (GP); nonetheless, we are unaware of a direct
examination of STN’s projections to VP.
• Does VP have the same internal structure as GP? Sadek
et al. (2007) have demonstrated a two-layer network sup-
porting feed-forward and feed-back inhibition within GP.
We suspect that at least the portion of VP (VPdl) within
the core-based circuit will have a similar structure; but the
unique outputs of VP subregions within the shell-based
circuits may correspond to different internal structure.
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• Which regions of VTA and mSNc project to STN and VP?
Both closed and open-loop projections are possible here,
but we are unaware of any studies that have examined this.
• Does VP preferentially target the fast-spiking and LTS in-
terneurons of the ventral striatum? We have assumed here
that it does, following evidence for the GP and dorsal stria-
tum (Bevan et al., 1998).
• What dopamine-receptor subpopulations (D1 or D2) do
shell projections outside the basal ganglia originate from?
We have gathered evidence here for distinct D1 and D1/D2
mixed subpopulations and their targets within basal gan-
glia; but whether or not these remain distinct when con-
sidering external projections is not known.
• Do STN, SNr, and VP outputs overlap in PPn?
• What are the detailed effects of core or shell stimulation
on their respective dopaminergic cell targets?
• What is the extent of CA1 participation in projections to
the NAcc? Existing evidence suggests that it is compar-
atively minor compared to subiculum, but a systematic
study of CA1 projections to NAcc is lacking.
• What is the patterning of MD thalamus input to NAcc?
Primate studies suggest this structure only projects to the
core.
• Does LEC encode configurations of objects for context
recognition?
• What specific role does vSub play in instrumental condi-
tioning?
• Do rostro-medial core MSNs decode place information
from MEC grid neuron input?
• Do lateral core MSNs decode place from object configu-
rations in LEC?
• Are there high-level goal or strategy planning functions
associated uniquely with the putative rodent equivalent to
dorsolateral prefrontal cortex?
C. Population-level model of shell sub-circuit
We model the sub-circuit shown in Figure 7a at mean-field
population-level (Wilson and Cowan, 1972), with each popula-
tions’ normalised firing rate y given by
τa˙ = −a + I (1)
y = f (a), (2)
where I is the total input to the population, and τ is a time con-
stant for changes in activity — we use τ = 10 ms throughout.
Here we choose the output function f (a) to be a linear ramp
y = f (a, ǫ) =



0, if a < ǫ;
a − ǫ, if ǫ ≤ a ≤ 1 + ǫ
1, if a > 1 + ǫ
(3)
with threshold ǫ.
We model five populations: a “direct” shell population with
D1 receptors that project to VTA; an “indirect” shell population,
both D1 and D2 MSNs, projecting to VP; and VP, PPn, and
VTA populations. The full model is given by the system
Shell (direct): Id = cd, (4)
yd = f (ad, ǫd), (5)
Shell (indirect): Ii = ci, (6)
yi = f (ai, ǫi), (7)
VP: Ivp = wi−vpyi, (8)
yvp = f (avp, ǫvp), (9)
PPn: Ippn = wvp−ppnyvp, (10)
yppn = f (appn, ǫppn), (11)
VTA: Ivta = wd−vtayd + wvp−vtayvp + wppn−vtayppn,
(12)
yvta = f (avta, ǫvta). (13)
Cortical input (cd,ci) to the two striatal populations was mod-
elled as a phasic pulse. For the simulation in Figure 7b,
cd = 0.25 and ci = 0.35 for 100ms, and were 0 otherwise;
these relative values represent the case of greater reward re-
ceived than predicted. For the simulation in Figure 7c, only cd
was set to 0.25 for 100ms, representing reward predicted, but
omitted (ci = 0).
The magnitudes of the weighted projections between popu-
lations were somewhat arbitrary, but chosen to reflect known
properties of the neural circuit. For the simulations shown in
Figure 7, we use weights of: wd−vta = wi−vp = −1, to model
the large convergence of inhibitory projections from striatum to
its targets in the basal ganglia; wvp−ppn = wvp−ppn = −0.5, to
model the comparatively smaller contribution of VP inhibition;
and wppn−vta = 1, to model the important role played by cholin-
ergic (presumably PPn originating) inputs in controlling output
of dopaminergic cells (Kitai et al., 1999; Floresco et al., 2003).
All connections had a fixed transmission delay of 5 ms.
The magnitudes of the thresholds were also chosen to reflect
known properties of the neurons in each population. Hence,
we set: ǫd = ǫi = 0.2, so that substantial cortical input was
required for the shell MSN populations to respond; and ǫvp =
−0.2, ǫppn = −0.15, and ǫvta = −0.075, so that all of these
populations had stable tonic output. Note particularly that the
VTA population thus had a low tonic output rate.
The model code was written in MATLAB (Mathworks) and
solved using a zero-order hold (or “exponential Euler”) method
using 1 ms time-steps. We show all population outputs y after
the initial 100ms, so that initial simulation transients had set-
tled.
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