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Abstract
The hypothesis that sub-network initializations (lottery) exist within the initializations of
over-parameterized networks, which when trained in isolation produce highly generaliz-
able models, has led to crucial insights into network initialization and has enabled compu-
tationally ecient inferencing. In order to realize the full potential of these pruning strate-
gies, particularly when utilized in transfer learning scenarios, it is necessary to understand
the behavior of winning tickets when they might overt to the dataset characteristics. In
supervised and semi-supervised learning, prediction calibration is a commonly adopted
strategy to handle such inductive biases in models. In this paper, we study the impact of
incorporating calibration strategies during model training on the quality of the resulting
lottery tickets, using several evaluation metrics. More specically, we incorporate a suite of
calibration strategies to dierent combinations of architectures and datasets, and evaluate
the delity of sub-networks retrained based on winning tickets. Furthermore, we report
the generalization performance of tickets across distributional shifts, when the inductive
biases are explicitly controlled using calibration mechanisms. Finally, we provide key in-
sights and recommendations for obtaining reliable lottery tickets, which we demonstrate
to achieve improved generalization.
1 Introduction
With an over-parameterized neural network, pruning or compressing its layers, while not
compromising performance, can signicantly improve the computational eciency of the
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inference step [1]. However, until recently, training such sparse networks directly from
scratch has been challenging, and most often they have been found to be inferior to their
dense counterparts. Frankle and Carbin [2], in their work on lottery ticket hypothesis
(LTH), showed that one can nd sparse sub-networks embedded in over-parameterized net-
works, which when trained using the same initialization as the original model can achieve
similar or sometimes even better performance. Surprisingly, even aggressively pruned net-
works (> 95% weights pruned) were showed to be comparable to the original network, as
long as they were initialized appropriately. Such a well-performing sub-network is often
referred as a winning lottery ticket or simply a winning ticket.
Following this pivotal work, several studies have been carried to understand the role of
initialization, the eect of the pruning criterion used and the importance of retraining the
sub-networks [3, 4, 5, 6, 7, 8] for the success of lottery tickets. In order to fully realize the
merits of these pruning approaches, it is critical to understand the behavior of winning
tickets when they might be overt to the dataset characteristics or specic training cong-
urations, e.g., combinations of model architecture and optimizer. For example, in [6], Desai
et al. evaluated winning tickets under data distribution shifts, and found that the tickets
demonstrated strong generalization capabilities. Similarly, in [5], the authors reported that
the winning tickets generalized reasonably across changes in the training conguration.
In supervised and semi-supervised learning, prediction calibration is a widely adopted strat-
egy to not pick inductive biases that compromise the reliability of models [9, 10]. Broadly,
calibration is the process of adjusting predictions to improve the error distribution of a pre-
dictive model. For example, in the MixMatch approach for semi-supervised learning [9], an
alignment cost on marginal distributions is used to improve the generalization of models
to unseen data. In this paper, we propose to study the impact of incorporating calibration
strategies during model training on the behavior of the resulting lottery tickets. To this
end, we explore a suite of calibration strategies, and evaluate the performance of lottery
tickets, in terms of accuracy and calibration metrics, on several dataset/model combina-
tions. Finally, we also investigate the performance of those tickets using transfer learning
experiments, and provide key insights for obtaining reliable lottery tickets.
2 Lottery Ticket Hypothesis
Formally, the process of lottery ticket training in [2] can be described as follows: (i) train an
over-parameterized model with initial parameters θi to infer nal parameters θf ; (ii) prune
the model by applying a mask z ∈ {0, 1}|θf | identied using a masking criterion, e.g. LTH
uses weight magnitudes; (iii) Reinitialize the sparse sub-network by resetting the non-zero
weights to its original initial values, i.e., z  θi and retrain. These steps are repeated until
a desired level of pruning is achieved.
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Why Does LTH Work? The work by Zhou et. al. [3] sheds light into reasons for the
success of LTH training. The authors generalized the iterative magnitude pruning in [2],
and proposed several other choices for the pruning criterion and the initialization strategy.
Most importantly, they reported that retaining the signs from the original initialization is
the most crucial, and also argued that zeroing out certain weights is a form of training
and hence accelerates convergence. However, these variants still require training the over-
parameterized model and this does not save training computations. Consequently, in [11],
Wang et al. computed the gradient ows of a network, and performed pruning prior to
training, such that the gradient ows are preserved. Note, alternate pruning approaches
exist in the literature – in [12], the authors adopted variational dropout for sparsifying
networks. Lee et al. [13] improved upon this by using a sparsity inducing Beta-Bernoulli
prior.
Is Retraining Required? Another key nding from LTH studies is that randomly ini-
tialized, over-parameterized networks contain sub-networks that lead to good performance
without updates to its weight values [8]. Note that, identifying such sub-networks still re-
quires training. Similar results were reported with Weight Agnostic Networks [14]. These
works disentangle weight values from the network structure, and show that structure alone
can encode sucient discriminatory information. Another intriguing observation from [8]
is that certain distributions such as Kaiming Normal and Scaled Kaiming Normal are con-
siderably better than others such as Kaiming Uniform and Xavier Normal.
Transfer Learning using LTH: Pruning and transfer learning have been studied before
[15, 16], however there are only a handful of works so far that have explored the connection
between transfer learning and LTH. For example, in [7] the authors investigate the trans-
fer of initializations instead of transferring learned representations. In particular, it was
found that winning tickets from large datasets transferred well to small datasets, when the
datasets were assumed to be drawn from similar distributions. This empirical result hints
at the potential existence of a distribution of tickets that can generalize across datasets.
In this spirit, Mehta [17] introduced the Ticket Transfer Hypothesis – there exists a sparse
sub-network (z  θsf ) of a model trained on the source data, which when ne-tuned to the
target data will perform comparably to a model that is obtained by ne-tuning the dense
model θsf directly.
3 Improving Winning Tickets using Prediction Calibration
In this paper, we use the term calibration to refer to any strategy that is utilized to adjust
the model predictions to match any prior on the model’s behavior or error distribution.
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Formally, let us consider a K-way classication problem, where x ∈ X and y ∈ Y =
{1, 2, . . . ,K} denote the input data and its corresponding label respectively. We assume
that the observed samples are drawn from the unknown joint distribution p(x, y). The task
of classifying any sample xn amounts to predicting the tuple (yˆn, pˆn), where yˆn represents
the predicted label and pˆn is the likelihood of the prediction. In other words, pˆn is a sample
from the unknown likelihood p(yn|xn), which represents the associated uncertainties in
the prediction, and the label yˆn is derived based on pˆn. While approximating these like-
lihoods has been the focus of deep uncertainty quantication techniques [18], prediction
calibration has been more commonly adopted to improve model reliability. For example, in
a fully supervised setting, one might expect a reliable predictive model not to be overcon-
dent while making wrong predictions [19]. On the other hand, in a semi-supervised setting,
one can enforce the aggregate of predictions on the unlabeled data to match the marginal
distribution of the labeled data [9]. In practice, these requirements are incorporated as reg-
ularization strategies to systematically adjust the predictions during training, most often
leading to better performing models. In this paper, we study the role of prediction calibra-
tion during model training on the reliability of the resulting lottery tickets. To this end, we
consider the following approaches for training the dense models and subsequently obtain
sparse winning tickets using the approach in [2]:
• No Calibration: This is the baseline approach where we utilize only the standard
cross-entropy loss for training the model.
• Variance Weighted Condence Calibration (VWCC): This approach uses stochastic in-
ferences to calibrate the condence of deep networks. More specically, we utilize
the loss function in [20], which augments a condence-calibration term to the stan-
dard cross-entropy loss and the two terms are weighted using the variance measured
via multiple stochastic inferences. Mathematically, this can be written as:
Lvwcc =
N∑
i=1
(1− αi)Lice + LiU (1)
=
N∑
i=1
−(1− αi) log(p(yˆi|xi))
+ αiDKL(U(y)||p(yˆi|xi)). (2)
Here Lice denotes the standard cross-entropy loss for sample xi, and the predictions
p(yˆi|xi) are inferred using T stochastic inferences for each sample xi, while the vari-
ance in the predictions is used to balance the loss terms. More specically, we perform
T forward passes with dropout in the network and promote the softmax probabili-
ties to be closer to an uniform distribution, i.e. high uncertainty, when the variance
4
is large. The normalized variance αi is given by the mean of the Bhattacharyya co-
ecients between each of the T predictions and the mean prediction.
• Mixup: Mixup is a popular augmentation strategy [21] that generates additional syn-
thetic training samples by convexly combining random pairs of images and their cor-
responding labels, in order to temper overcondence in predictions. Recently, in [22],
it was found that mixup regularization led to improved calibration in the resulting
model. Formally, mixup training is designed based on Vicinal Risk Minimization,
wherein the model is trained not only on the training data, but also using samples in
the vicinity of each training sample. The vicinal points are generated as follows:
x = λxi + (1− λ)xj ; y = λyi + (1− λ)yj , (3)
where xi and xj are two randomly chosen samples with their associated labels yi
and yj . The parameter λ, drawn from a symmetric Beta distribution, determines the
mixing ratio.
• Marginal Distribution Alignment (MDA): When a classier model is biased and assigns
non-trivial probabilities towards a single class for all samples, the resulting predic-
tions are often unreliable. In such scenarios, we can adopt a calibration strategy
wherein we discourage assignment of all samples to a single class.
Lmda =
N∑
i=1
Lice + γd
K∑
k=1
pk log
(
pk
h¯k
)
(4)
where pk is the prior probability distribution for class k and h¯k denotes the mean
softmax probability for class k across all samples in the dataset. Similar to [23], we
assume a uniform prior distribution, and approximate h¯k using mini-batches.
• Likelihood Weighted Condence Calibration (LWCC): In lieu of variance weighting for
condence calibration in VWCC, we propose the following strategy directly based
on the estimated likelihoods. In particular,
Llwcc =
N∑
i=1
Lice + βiDKL(U(y)||p(yˆi|xi)),
where βi =
(
1−max(yˆi)
)I(yi=yˆi)
. (5)
The indicator function I(yi = yˆi) ensures that the weight βi is at the maximum value
of 1 when the prediction is wrong, i.e., enforces the softmax probabilities towards a
high-entropy uniform distribution. On the other hand, when the prediction is correct,
the term penalizes cases when the likelihood is low.
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• Likelihood Weighted Condence Calibration with Stochastic Inferences (LWCC-SI): We
also tested a variant of LWCC, where we incorporated stochastic inferencing. More
specically, we apply dropout and obtain T dierent predictions for each sample. The
loss function in eqn. (5) is computed using the average prediction p(yˆi|xi) across the
T realizations.
• Normalized Bin Assignment (NBA): A popular metric used for evaluating calibration
of classier models is the empirical calibration error (ECE) (denition can be found in
Section 4). This metric measures the discrepancy between the average condences
and the accuracies of a model. In practice, we rst bin the maximum softmax prob-
abilities (a.k.a condence) for each of the samples and then measure bin-wise dis-
crepancy scores. Finally, we compute a weighted average of the scores, where the
weights correspond to ratio of samples in each bin. Intuitively, assigning all sam-
ples to a high-condence bin can lead to overcondence compared to the accuracy of
the model, while assigning all samples to a low-condence bin will produce a under-
condent model even when the accuracy is reasonable. To discourage either of these
cases, we propose the following regularization strategy:
Lnba =
N∑
i=1
Lice + γn
B∑
b=1
wb
∣∣∣∣NbN − 1B
∣∣∣∣ , (6)
where B is the total number of bins considered, Nb denotes the number of samples
in bin b and wb is the bin-level weighting. Since the operation of counting the num-
ber of samples in each bin is not dierentiable, we use a soft histogram function,
and we assign larger weights to lower/higher condence bins to avoid undercon-
dence/overcondence.
4 Empirical Studies
We perform empirical studies with dierent dataset/model architecture combinations to
understand the impact of prediction calibration on the reliability of the winning tickets.
Though standard classication metrics such as accuracy are routinely used to evaluate the
performance of lottery tickets, their reliability has not been studied so far. Since our focus is
to examine the issue of calibration for lottery tickets; noting that in a well-calibrated classi-
er, predictive scores should be reective of the actual likelihood of correctness, we consider
popular calibration metrics for our evaluation, namely (i) empirical calibration error (ECE)
(eq. (7)), (ii) Brier score (eq. (9)) and (iii) negative log likelihood (NLL) (eq. (8)). We present
comparisons on the reliability of the winning tickets obtained by utilizing dierent predic-
tion calibration strategies (discussed in Section 3) while training the over-parameterized
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model. Note, we used the following hyperparameters to implement the dierent strategies:
For MDA, we set γd = 0.2 for Cifar-10, SVHN and fashion MNIST, while γd = 0.05 for
MNIST. We used a dropout rate of 0.2 for VWCC and LWCC-SI in all pruning iterations.
Evaluation Metrics. Ideally, in a classication setup we expect the predicted softmax
probabilities to reect the model’s true condence in its prediction. Therefore, the predicted
softmax probabilities can be used to evaluate the quality of the prediction uncertainties and
thus the model reliability [24, 19, 25]. We now formally describe the evaluation metrics used
in our experiment.
Empirical Calibration Error: This is the most widely used metric to evaluate the calibration
of predicted uncertainties. Since ECE takes only prediction condence into account and
not the complete prediction probability, it is often considered as an insucient metric [19].
Consequently, variants of this metric have been considered [26]. In our setup, we adopt
the following strategy: we bin the mean of the maximum softmax probabilities from each
of the samples into B bins and compute calibration error as the discrepancy between the
average condence and average accuracies in each of these bins:
ECE =
B∑
b=1
Nb
N
|acc (Bb)− conf (Bb)| , (7)
where Nb represents the number of predictions falling in bin b and acc(Bb) is the accuracy
and conf(Bb) the average condence of the samples in bin b.
Negative Log Likelihood: Given the prediction likelihoods, the negative log likelihood metric
can be used to obtain a notion of calibration as showed in [19, 27]. For a set of predictions
on given N samples, the NLL metric is dened as follows:
NLL =
N∑
i=1
− log p (yˆi|xi) . (8)
Brier Score: The Brier score computes the `2 metric between the predicted likelihoods and
the true labels [25, 27]:
BS =
1
N
N∑
n=1
K∑
k=1
[pθ (yˆn = k|xn)− 1 (yn = k)]2 (9)
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Figure 1: Classication performance (accuracy) of lottery tickets for dierent datasets con-
sidered in our experiments. In each case, we show the results from networks trained with
calibration strategies discussed in Section 3.
4.1 MNIST with a Fully Connected Network
We conducted an initial investigation on the MNIST digit recognition dataset [28] using a
fully connected network (FCN). To enable fair comparison , we adopt the same architecture
and hyper parameters as in [2] i.e., we use a Lenet300-100 [29] as our base architecture for
this experiment. This two layer fully connected neural network consists of 300 and 100
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Figure 2: Calibration performance of lottery tickets obtained using dierent approaches
on the Fashion MNIST (top) and MNIST (bottom) datasets, when we use two layered fully
connected network as the base model.
neurons respectively. The networks are trained at a learning rate of 1e-4 with the Adam
optimizer [30] for 60 epochs and using mini-batches of 60.
A key design choice to be made while implementing LTH is whether to prune a xed ratio
of parameters in each layer, often referred local pruning, as opposed to pruning a xed ratio
of parameters by taking into account all parameters of the network, i.e. global pruning. For
fair comparison with the experiment setup in [2], we adopt the local pruning strategy for
the case of MNIST. In particular, we perform magnitude based weight pruning to select the
sparse sub-networks, and the pruning ratio was set to 20% in each iteration except for the
last layer, which is pruned at 10%.
The next crucial component in LTH is the initialization schemes to be adopted for the
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Figure 3: Calibration performance of lottery tickets obtained using dierent approaches on
the Cifar-10 dataset, when we use Resnet-18 as the base model.
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Figure 4: Calibration performance of lottery tickets obtained using dierent approaches on
the SVHN dataset, when we use VGG-19 as the base model.
weights in the pruned sub-networks. More specically, we investigated two popular strate-
gies namely rewinding weights to the initializations of the over-parameterized network and
randomly reinitializing the tickets in every iteration. In all our experiments, we found the
former strategy to produce better performance and hence we report the results for only
that case. Note, this observation is consistent with results from earlier works on LTH such
as [2, 5].
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4.2 CIFAR-10 with ResNet-18
We also conduct experiments on CIFAR-10 dataset[31] using ResNet-18[32]. Following [2],
for this case, we perform global pruning at the ratio of 20% in each iteration, and we do
not prune the parameters used for downsampling representations from residual blocks or
the nal fully-connected output layer. We trained the networks using the SGD optimizer
at the learning rate of 0.01, weight decay of 0.0001 and a momentum of 0.9, for 130 epochs.
We annealed the learning rate by 0.1 after 80 and 120 epochs. Note, similar to the previous
case, we rewind weights in the sub-network to the initialization of the over-parameterized
network.
4.3 SVHN with VGG-19 Convolutional Network
For experiments with VGG-19 [33], we use its modied variant as in [5, 2], i.e., all fully
connected layers are removed, the last max pool layer is replaced with a global average
pool layer followed by a linear layer that maps the output of this layer to the number of
output classes. It was found in [5] that global pruning outperforms local pruning when the
larger networks are considered, and hence we adopt global pruning for this case as well. As
in [2] we employed the SGD optimizer at the learning rate of 0.05, momentum of 0.9 and a
weight decay of 0.0001. We trained the networks for 100 epochs using mini-batches of size
250. The learning rate was annealed by a factor of 0.1 after 65 and 75 epochs respectively.
The pruning ratio was set at 20% in every iteration, and the nal fully connected layer is
never pruned.
4.4 Discussion of Results
Figure 1 illustrates the classication performance of the lottery tickets obtained from dif-
ferent dataset/model architecture combinations. In each of the cases, we report the re-
sults from networks trained with dierent calibration strategies. Except for the case of the
Fashion MNIST dataset, we nd that calibrated networks lead to better performing sub-
networks. The benets are more pronounced as the network complexity increases. For
example, in the case of Cifar-10 we observe about 2 to 5 percentage points improvement
over standard LTH at all compression ratios. Whereas, we observe about 1% improvement
on the MNIST dataset at dierent iterations. Across all datasets, we nd that strategies that
explicitly promote condence calibration, namely VWCC and LWCC-SI, and augmentation
strategies such as Mixup provide maximal benets, while approaches that adjust the soft-
max probabilities with simplistic priors, e.g. uniform marginal distribution in MDA, do not
provide consistent improvements. By enabling a principled characterization of prediction
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probabilities, stochastic inferencing (based on dropout) appears to be helpful – compare
LWCC-SI with its deterministic variant LWCC.
In order to understand the reliability of the resulting models in each iteration, we report the
three calibration metrics for each of the datasets. In Figure 2(a-c), we show the evaluation
metrics for the fashion MNIST dataset. We nd that, similar to the classication perfor-
mance, explicit condence calibration methods demonstrate signicant improvements in
all metrics, thus evidencing the model reliability. Surprisingly, state-of-the-methods such
as mixup, which produce highly calibrated models [22] (in 2(a), mixup achieves the lowest
ECE at 0% compression), do not always produce tickets that are inherently well-calibrated.
However, with the standard MNIST dataset, we observe that, though uncertainty-based
approaches produce lower calibration metrics, they become inferior as compression ra-
tio increases. We suspect that, with simpler model architectures, the uncertainties can be
over-estimated when the sub-network is highly sparse. In comparison, we do not see this
behavior with Resnet-18 and Vgg-19 models. As the model complexity increases, see Fig-
ures 3 and 4, we nd consistent improvements in calibration at all compression ratios, thus
hinting that the structure of the sub-network plays a critical role in the generalization of
tickets, in addition to the initialization strategy in LTH. This becomes more apparent from
the transfer learning experiment in the next section.
5 Impact on Transfer Learning Performance
Given the fact that the process of generating the winning ticket is computationally expen-
sive, it is useful and interesting to analyze the generalizability of winning tickets in dierent
training scenarios and congurations. In a recent study [5], it was found through exten-
sive experimentation that the winning ticket initializations could be reused and are gen-
eralizable across models trained on dierent datasets and optimizers. It was also reported
that tickets generated using large datasets are more generalizable than those obtained from
those created with smaller datasets.
On similar lines, the next critical question is understanding if improving the reliability
of winning tickets via prediction calibration will have any eect on the transfer learning
performance. Hence, we set up an experimental study to evaluate the generalizability of
winning tickets with and without the incorporation of prediction calibration during the
training of the original network. To this end, we adopt a setup similar to [5]: we investigate
the transferability of tickets to dierent datasets from the same distribution. Similar to
the empirical studies in the previous section, we evaluate the prediction performance and
reliability of the resulting models through the three calibration metrics, namely ECE, NLL
and the Brier scores. An extensive analysis of ticket transfer generalization performance
across various training scenarios and dierent datasets are critical, and is part of our future
work.
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Figure 5: Transfer learning performance of lottery tickets: In this experiment, we study
the impact of including prediction calibration while training a network, with the Cifar-10a
dataset, on the generalization of the winning tickets to the Cifar-10b dataset. We nd that
calibration strategies, particularly based on stochastic inferencing, signicantly outperform
the baseline LTH in terms of all the metrics.
5.1 Cifar-10a to Cifar-10b
In this experiment, we study the generalizability of tickets, generated from over-parameterized
networks with and without explicit calibration-promoting strategies, within the same data
distribution. Similar to the experimental setup in [5], we divide the Cifar-10 dataset into
two equal training splits namely Cifar-10a and Cifar-10b with 25k training samples in each,
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with 2.5k samples in each class. The source model was trained on the Cifar-10a split and the
Cifar-10b set was treated as the target. We used the ResNet-18 architecture for both source
and target models, and the hyperparameter settings for training both models were adopted
from [2]. Similar to the Cifar-10 experiment in the previous section, we used the SGD op-
timizer with learning rate 0.01, momentum 0.9 and weight decay 0.0001 and batch size 128.
As discussed earlier, we do not prune the fully connected layers and perform global prun-
ing. Given the wining tickets from the source dataset, we retrain the model for the target
dataset and evaluate the reliability of the target models using the metrics in Section 4.
From Figure 5, we make two interesting observations. First, prediction calibration leads
to orders-of-magnitude performance gains, in terms of all metrics, over the baseline LTH.
Second, condence calibration with stochastic inferencing achieves over 10% gain in the
classication accuracy, when the source ticket was used to train the target model. This
clearly emphasizes the benets of taking into account the Bayesian uncertainties from the
model construction process when identifying sparse sub-networks. The resulting models
are thus found to generalize to much larger data variations. In the next section, we sum-
marize all our key ndings and provide recommendations for improving lottery tickets in
practice.
6 Key Findings
• While dierent pruning strategies have been explored in existing works [3], the com-
mon conclusion has been that weight magnitude based pruning is the most eective,
and hence the research focus has shifted towards investigating better initialization
strategies for the sub-networks. However, our results clearly show that using predic-
tion calibration during the training of the over-parameterized model can produce sub-
networks that demonstrate improved generalization (transfer learning experiment)
and produce consistently reliable models (showed using calibration metric evalua-
tions on dierent dataset/model combinations). This is an interesting result in that
we have resorted to the vanilla initialization strategy adopted by LTH [2] and the
performance improvements are solely from more eective sub-networks. This mo-
tivates further research to better understand the role of the sub-network selection
step, not by merely adjusting the pruning criterion, but by designing networks that
are not just accurate, but also better calibrated to meaningful priors.
• We nd the two calibration strategies that attempt to directly balance between the
cross entropy loss and the term promoting high-entropy softmax probabilities in
cases of unreliable predictions, namely LWCC and VWCC, to be consistently useful
in all experiments. This is a surprising result since it has been empirically showed in
existing works [22] that augmentation strategies such as mixup often produce highly
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calibrated models in practice. In other words, the intuitions that we have on calibra-
tion methods do not directly translate to the case of lottery tickets, thus warranting
further research in this direction.
• Another important observation is that under challenging generalization scenarios, i.e.
Cifar-10a to Cifar-10b transfer, methods that involve stochastic inferencing, namely
VWCC and LWCC-SI, signicantly outperform all baselines, both in terms of accu-
racy and calibration metrics. This emphasizes the need for characterizing prediction
uncertainties in over-parameterized models and the value of leveraging them for bet-
ter model generalization.
• Our results are particularly important in the context of recent eorts that attempt to
design randomly initialized neural networks that can be utilized for a given dataset,
without even carrying out model training [8, 14]. While suciently over-parameterized
random networks will most likely contain sub-networks that can achieve reasonable
accuracy without training, calibration strategies can help identify the most eective,
in terms of both generalization and reliability .
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