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3.2 The functional I: M{Xf 
3.2.1 Continuity properties of I: M{X)' 
3.2.2 Discontinuity of I: jVi([0,1]) M 
43 
43 
44 
46 
46 
53 
3.3 Summary 59 
4 Results in compact spaces 61 
4.1 The Gross-Stadje Theorem 61 
4.2 Properties of m (X, d) 68 
4.3 Properties of M(X, iZ) 71 
4.4 Properties oi M{X,d) 78 
4.5 Techniques for calculating m {X) and M{X) 80 
4.5.1 Max-min measures 81 
4.5.2 c?-invariant measures 86 
4.5.3 The support of max-min and M-maximal measures 93 
4.6 Summary gg 
5 Quasihypermetric spaces 97 
>.l Hypermetric spaces g^ 
5.1.1 Characterisations of hypermetric spaces 
5.1.2 Examples of hypermetric spaces 
5.2 Quasihypermetric spaces 
5.2.1 Relationships with hypermetric spaces 
5.2.2 A characterisation of quasihypermetric spaces 
5.3 Compact quasihypermetric spaces 
5.3.1 Measure theoretic characterisations 
5.^.2 Metric embedding characterisations 
5.4 Strictly quasihypermetric spaces 
98 
102 
108 
109 
110 
111 
111 
114 
130 
5.5 Summary 133 
6 Results in quasihypermetric spaces 135 
6.1 Finiteness of M(X) 135 
6.2 Properties of m (X), M{X) and M(X) 140 
6.2.1 M-maximal and M-maximal measures 141 
6.2.2 Relationships between m(X), M{X) and M(X) 142 
6.2.3 Discontinuity of M: H{S) ^ M 145 
6.3 Geometrical interpretations of M(X) and M(X) 145 
6.4 Some values of m (X), M{X) and M{X) 154 
6.5 Summary 156 
7 Other work 159 
7.1 Averaging powers of distances 159 
7.2 Bounds for m (X), M{X) and M{X) 160 
7.3 Examples 161 
Bibliography 163 
m 
Acknowledgements 
First and foremost, I thank my supervisors Associate Professor Peter Nickolas and 
Associate Professor Graham Williams. They have both spent substantial time and 
energy helping me with this project, and they have taught me a considerable amount 
of mathematics over its duration. I cannot speak highly enough of each of them. In 
particular, I thank them for their unspoken patience with my progress, and I thank 
Peter especially for his role as my "primary" supervisor. 
I thank the Faculty of Informatics for their financial assistance to give me time 
to undertake this degree, and I thank Graham Williams for lobbying to obtain this 
support. It goes without saying that this funding was essential for me to complete 
this thesis. I also thank the School of Mathematics and Apphed Statistics for giving 
me the opportunity to attend conferences in Melbourne and Auckland. 
The submission of this thesis marks, for now, the end of my official association 
with the University. Reflecting on my time at Wollongong, I am left with mixed 
emotions, as I will miss my colleagues in the School, but I also look forward to the 
experiences that await me in the United Kingdom. 
It is very hard for someone to undertake a university degree without the support 
of their family, and this degree has resulted from the support of many people in mine. 
I thank my best-friend and partner-in-crime Claire for her unfaiHng support in the 
fax̂ e of all the frustration that I cause her, and for bullying me into completing this 
thesis. I thank our parents for their kind words and encouragement. FinaUy, I thank 
Holly Chad for keeping me company on late nights calculating average distances, 
long after all other mortals have gone to sleep. 
Abstract 
This thesis is a study of average distances in compact metric spaces. The average 
distances that we study can be motivated by questions such as "How can one arrange 
a finite set of points on a square so as to maximise the average distance between 
them?" The answer to this question is simple: Place a point on each vertex of 
the square! Such questions become much more interesting, and their corresponding 
answers become much harder to find, when we generalise the space to other metric 
spaces, and vary what we mean by the term "average distance". For instance, is 
it always possible given any finite set of points on the boundary of a circle to find 
another point in the same region such that the "average distance" from the point 
to the set is 2/7r? If so, will any other "magic-number" other than 2/7r work? 
We define three average distances for a compact metric space (the first as a 
result of the Gross-Stadje Theorem, which additionally requires that the space be 
connected, the others as suprema of certain average distances) which form our focus 
of study. These averages have previously been discussed in mathematical journals, 
and one purpose of this thesis is to survey much of the known material regarding 
them. Indeed, until now there has been no single account which discusses all three 
averages together, and we gain much further insight by doing so. 
Consideration of some well-known measure theory quickly changes the nature of 
our average distances from being considered as properties of finite sets of points, to 
being considered as properties of (signed) measures of unit mass, for it is possible 
to characterise our average distances using certain functional whose domain is a 
space of measures. We give new results due to Peter Nickolas concerning the (lack 
of) continuity of these functionals. 
We spend considerable time discussing hypermetric and quasihypermetric spaces. 
These spaces have previously been studied in mathematical journals under several 
different names and different characterisations. Until now, there has been no single 
account which discusses all of these characterisations together. We give new results 
due to Peter Nickolas and Reinhard Wolf concerning average distances in compact 
quasihypermetric spaces. Two of our average distances have strong geometric in-
terpretations for certain quasihypermetric spaces, and we present original proofs for 
metric embedding theorems of Menger which enable us to arrive at these. 
Using our measure theoretic framework, we investigate properties of our average 
distances, and demonstrate how to calculate them for certain concrete spaces, in 
particular for Euchdean, and more generally, quasihypermetric spaces. 
We conclude our discussion by noting certain other questions which we may have 
chosen to consider in this thesis. 
Outline 
This thesis is intended to be read in a hnear fashion, with the exceptions of Chapter 2 
and Chapter 5. The reader who is famihar with weak-* convergence of finite signed 
Borel measures on a compact metric space, and in particular, convergence in its 
convex subset of probabihty measures, may skip Chapter 2, or refer to it as required. 
Chapter 5 introduces quasihypermetric spaces, and it may be read independently of 
the other work in this thesis. 
Chapter 1 defines the average distances m (X), M{X) and M{X) for a compact 
(connected) metric space X, and calculates each in the case that X = [0,1]. It 
concludes by noting that these constants may be characterised by integrating the 
metric of the space with respect to measures of unit mass, and that Chapter 2 and 
Chapter 3 will develop the theory necessary to do so. 
Chapter 2 introduces the topological vector space M.(X) of finite signed Borel 
measures on a metric space X, and its convex subset A4^(X) of probability measures, 
equipped with its weak-* topology. Particular attention is paid to studying certain 
analytic and topological properties of M.^{X) in the case that X is compact. 
Chapter 3 introduces two mappings derived from integration with respect to 
signed measures, and discusses properties of each, with particular attention paid to 
continuity. 
Chapter 4 uses the work in the preceding two chapters to prove the Gross-Stadje 
theorem, to characterise m(X), M{X) and M{X) measures, to develop properties 
of these average distances, and to calculate their values for certain spaces. The 
discussions in this chapter do not refer to the quasihypermetric inequality. 
vn 
Chapter 5 introduces the class of quasih5rpermetric spaces, and the subclasses of 
hypermetric and strictly quasihypermetric spaces. The choice of results to include 
in this chapter is motivated by their need for a study of average distances; however, 
it can be read independently of the remainder of this thesis. 
Chapter 6 continues the discussion from Chapter 4, presenting further results on 
average distances in quasihypermetric spaces. 
Chapter 7 notes other questions arising from a consideration of average distances 
in compact metric spaces which we may have chosen to consider. 
vni 
List of symbols 
m{X) pg. 1,67 The Gross-Stadje number of the compact connected 
space X. 
D{X) pg. 3 The diameter of X. 
M{X) pg. 3,7,72 sup(l/n2) d{xi, x )̂ = sup w,Wjd{xi, Xj) 
= sup/(/i),where n G N, G X, > 0 such that 
M{X) pg. 9,78 sup Y.X3=i Xj) = sup /(/i), 
where n eN, Xi e X, Wi eR such that Wi = 1, 
and /X G M{X) such that ii{X) = 1. 
M{X) pg. 14,18,24 The set of finite signed Borel measures on X, 
equipped with its weak-* topology. 
M^{X) pg. 14,18,24 The set of finite Borel probability measures on X, 
equipped with its weak-* topology. 
5x pg. 14,19 The atomic Borel probability measure concentrated 
at X G X. 
M^{X) pg. 18,24 The set of finite (positive) Borel measures on X, 
equipped with its weak-* topology. 
B{X) pg. 18 The Borel a-algebra of X. 
¡1 = fi^ — pg. 18 The Jordan decomposition of /i as the difference of 
two positive measures, 
pg. 18 The variation of ¡JL. 
/i|| pg. 18 The total variation of /x. 
Chapter 1 
Introduction 
This thesis is an investigation of average distances in metric spaces, where several 
different notions of the term "average" are considered. Given a compact metric 
space Ji, this chapter introduces the constants m(X) , M{X) and M{X), each of 
which in some sense represent an average distance amongst the points of X . We 
define these constants, briefly mention some relationships between them, and calcu-
late each when X is the unit interval. Finally, we discuss alternate characterisations 
of m {X), M{X) and M(X) . 
1.1 The Gross-Stadje Theorem 
We begin the story of average distances in compact metric spaces with the following 
surprising result: 
Theorem 1.1.1 (Gross-Stadje Theorem). Let {X,d) be a compact connected metric 
space. Then there exists a unique m (X, d) G M such that for all n G N and for all 
xi,... ,Xn ^ X there exists y E X such that 
1 "" 
n . 1—1 
We refer to m {X, d) as the Gross-Stadje number of a compact connected metric 
space (X, d), and abbreviate m (X, d) to m {X) where appropriate. 
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The theorem was originally pubhshed by Gross [24]. It was also published by 
Stadje [48], who was apparently unaware of Gross' work. The Stadje result is more 
general, using the weaker assumptions that is X a compact connected Hausdorff 
space and that ( ¿ : X x X - ^ R i s a continuous symmetric function. This thesis is 
concerned only with the original result of Gross, but we attribute it to both Gross 
and Stadje. 
Gross' proof of the theorem uses game theory, whilst Stadje's proof uses game 
theory and measure theory. Our proof requires game theory and measure theory, but 
is different from the one given by Stadje. To allow for a discussion of the appropriate 
measure theory, we postpone the proof until Chapter 4. 
The following proposition speciahses the Gross-Stadje Theorem to the compact 
connected interval [0,1], equipped with its usual metric. The proof is due to Morris 
and Nickolas [38, pg. 461 . 
Proposition 1.1.2. There exists a unique m ([0,1]) E R such that for all n e N 
and for all Xi,... ,Xn e [0,1] there exists y G [0,1] such that 
1 "" 
i=l 
Further, m ([0,1]) = 1/2. 
Proof Let n = 2, let Xi = 0 and let X2 = 1. Then for each y G [0,1 
1 -I 1 V^ 1 / ^ 1 = o (|o - + |i - 2/1) = - . 
1=1 
Therefore, if m ([0,1]) exists then it must be unique and equal 1/2. 
Let n G N, let x i , . . . , G [0,1] and let / : [0,1] [0,1] be the function defined 
for y G [0,1] by 
Then / is continuous and « 
^ ft 
i=l i=l 
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It is easily shown that /(O) < 1/2 < / ( I ) or / ( I ) < 1/2 < /(O). In either case, by 
the Intermediate Value Theorem there exists y G [0,1] such that f(y) = 1/2, thus 
establishing the existence of m ([0,1]). • 
1.2 Suprema of average distances 
If X is a compact connected metric space, then m (X) can be considered in some 
sense to be an average distance which may be attained by using any tuple of points 
from X . Using different notions of average distance, we now define the constants 
M[X) and M{X) for a compact metric space X. These values represent suprema of 
mutual average distances in tuples of points, the averages being measured in subtly 
different ways. 
1.2.1 The average distance M{X,d) 
Let (X, d) be a compact metric space and let D{X) denote the diameter of X . As 
X is compact, D{X) is a finite non-negative real number and D{X) = 0 ii and only 
if X is a singleton. If n G N and x i , . . . ,xn E X , then it is clear that 
^ n n 
i=lj=l 
The supremum of average distances of the above form must be finite. 
Definition 1.2.1. Let {X,d) be a compact metric space. Then M{X,d) G M is 
defined by ^ n n 
M(X, d) = sup — ^ ^ d{xi, Xj), 
^ i=i j=i 
where the supremum is taken over all n G N and all Xi , . . . , E X . The abbrevia-
tion M{X) may be used for M(X, d) as appropriate. 
When X is also connected, it is not immediately clear that there exists a rela-
tionship between the values m (X) and M{X). This relationship will be explored in 
Chapters 4 and 6. In particular, Chapter 4 will show that m (X) < M{X). 
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For now, we calculate M([0,1]), the derivation of which is due to Peter Nickolas. 
Lemma 1.2.2. Let G [0,1] contain at least one interior point of [0,1 . 
Then there exist yi,... ,yn and k e {I,..., n} such that 
n n n n 
¿=1 j=i i=i j=i 
and yi = Xi for all i such that i ^ k and Xk is an interior point of [0,1] and yk is 
an endpoint of [0,1 . 
Proof We may assume without loss of generahty that the Xi are ordered. As the Xi 
contain an interior point of [0,1], let I = min {i:Xi^ 0} and let r = max {i:Xi^ I}. 
Then / - 1 is the number of Xi that he on the left endpoint of [0,1] and n - r is 
the number of Xi that he on the right endpoint of [0,1]. The yi will be constructed 
from the Xi by "shding" some Xj to an endpoint of [0,1]. We consider separately 
the cases l - l < n - r and I -1 > n-r. 
Case 1: 1-1 < n-r. We have that the number of Xi which he on the left endpoint 
of [0,1] is less than or equal to the number of Xi which lie on the right endpoint 
of [0,1]. Hence, let yi,... e [0,1] be constructed from the by shding xi to the 
left endpoint of [0,1]; that is, for each z = 1, . . . , n, let 
yi = 
Xi iii^ 
0 ifi = l. 
As / - 1 - n + r < 0 and xi > 0, it follows that { l - l - n + r)xi < 0 = { l - l - n + r ) m . 
Let a;;,... G [0,1] be the list of points created by removing xi from the x,, 
and let . . . , e [0,1] be the list of points created by removing y, from the ^ 
Then as 
n-l n-1 
EE ¿=1 j=i - Xj 
n-l n-l 
= EE 
i=l j=l 
Vi - y3 
1 . 2 . SUPREMA OF AVERAGE DISTANCES 
and 
n-l 1-1 
" 
i^l 
= Xi\ + ^ \ x i - Xi\ + ^ ki - Xi 
¿=1 ¿=¿+1 i=r+l 
r 
= {I - l)xi ^ \ x i - Xi\ + (n - r)(l - Xi) 
i=l+l 
r 
= (/ — 1 — n + + n — r + ^ — x. 
i=l+l 
r 
< ( l - l - n - h r)yi + n - r + ^ |?/z -
n-l 
¿=1 
it follows that 
n n n-l 
EE 
i=i j=i 
00 4 oc 4 2 y ^ J x i - x ' i l \ x i - Xi 
n—1 n-l 
= EE 
i=i j=i 
n—1 n-l 
i=l j=l 
i=l 
n-l 
i=l 
i^l 3=1 
Case 2: 1 — 1 > n — r. We have that the number of Xi which lie on the left 
endpoint of [0,1] is greater than the number of Xi which he on the right endpoint 
of [0,1]. Hence, let ^ i , . . . , ^^ G [0,1] be constructed from the Xi by sliding Xr to the 
right endpoint of [0,1]; that is, for each i = 1 , . . . , n, let 
Vi 
Xi if 2 ^ r, 
1 if z = r. 
As / — 1 — n + r > 0 and OOj* 1, it follows that 
( / — 1 — n + r)xr < (l — l — n-\-r) = {l — l — n + r)yr 
It can be shown in a similar manner to case 1 that 
n n 
EE 
i=i j=i 
00 4 oc n 
i=i j=i 
• 
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Proposition 1.2.3. M([0,1]) = 1/2. 
Proof. Let n = 2, let Xi = 0 and let Xa = 1. Then 
n n X 
t=i j=i 
Xi Xj 
1 
2 ' 
which gives that M([0,1]) > 1/2. It remains to be shown that M([0,1]) < 1/2. 
Let n G N and let x i , . . . , G [0,1]. By applying Lemma 1.2.2 a finite nmnber 
of times, there exist i/i, - . . , 2/n G {0,1} such that 
n n Ti n 
Let k be the cardinahty of the set {i : l <i <n aiidyi = 0}. Then n - A; is the 
cardinahty of the set : 1 < ¿ < n and yi = 1} and 
n n 
X^Xl ~ = 2k{n - k). 1=1 j=i 
Now, 2k{n - k) may be considered to be a quadratic in k which attains an upper 
bound when k = n/2. We have that 
2 71 n 
i=l J=1 
giving that M([0,1]) <1/2. p 
Xi X', 
average 
1.2.2 M{X) as a weighted average distance 
We now show that M{X) may be characterised as the supremum of weighted 
distances of the form 
n n 
i=i j=i 
where the Wi > 0 are weights such that Wi = l. 
Lemma 1.2.4. LetneN and let w,,... e [0,1] such that w, = 1. Then 
for alle>0 there exist q,,... e Qn[0A] such that E ^ ^ i = l\nd -q,\<s 
for each i. 
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Proof. Let e > 0. Then for all i such that 1 < z < n - 1 there exists G Q fl [0,1 
such that \wi - qi] < e/n < e and qi < Wi. Subsequently, let qn = I - Yl'ili Qi ^ 
which gives that = 1 and 
n-l n-1 
= < < 1 . 
i=l i^l 
Hence qn e Q 11 [0,1], and 
Wn - qn 
n-l 
+ qi) 
i=l 
n-l 
<^\wi - qi\ < {n - 1) ' - < £. 
i=l 
• 
Proposition 1.2.5. Let {X,d) be a compact metric space. Then 
n n 
M{X, d) = sup ̂  ^ WiWjd{xi, Xj), 
i=l j=l 
where the supremum is taken over all n e ^ and all xi,...,xn G X and all 
'Wi,... ,Wn>0 such that = 1-
n n 
Proof. Let 
IV lb 
¿=1 3=1 where the supremum is taken over all n G N and all Xi , . . . , Xn G X , and let 
n n 
B = sup ̂  ^ WiWjd{xi, Xj), 
i=l 3=1 
where the supremum is taken over all n G N and all x i , . . . , G X and all 
> 0 such that Yll^i'^i = We want to show that A = B. Noting 
that = it is clear that A < B. Let n G N, let Xi , . . . , G X and 
let Wi,...,Wn > 0 such that X f̂̂ i Wi = I. To demonstrate that B < A, it will be 
sufficient to show that n n 
y^ y^ WiWjd{xi, Xj) < A, 
i=l 3=1 
which we shall establish in two steps. 
Suppose that each weight is rational. Then there exist Pi, •.. ,Pn G N U {0} and 
Qi, - " ,Qn ^ ^ such that Wi = Pi/qi for each i. Let m be the lowest common multiple 
8 CHAPTER 1. INTRODUCTION 
of the Qi. We then have that PiUi/qi G Z for each i and 
n n 
Pifn V^ Pi 
= m > — = m . 
i J t i 
Now, let 2/1,..., i/^ G X be a hst of points which contains exactly Pim/qi occurrences 
of Xi for each i. Then 
^ ^ n n ^ m m 
Otherwise there exists an irrational weight. We may assume without loss of 
generahty that the xi are distinct, and therefore must contain at least two points. 
Let £ > 0 and let M = max {d{xi, Xj): = ... ^n} > 0. By Lemma 1.2.4 there 
exist gi , . . . , n̂ e Q n [0,1] such that Qi = 1 and \wi -qi\< e/2Mn'^ for each i. 
Hence 
n n n n 
Y . Y^ 'WiWjd{xi, Xj) Y Y Xj) 
¿=1 j^i 
< 
n n 
- Wiqj)d{xi,xj) 
i=l j=l 
n n 
+ 
n n 
^ j ) 
n n 
^ Y Y - ^ M x i . Xj) + qj\wi - qi\d(xi, Xj) 
J=1 i=l j=l 
< 
n n 
^ E E i 
i=i j=i 
M 
= 
giving that 
n n n n 
E E a^i) < E E l i l A x u Xj) + e < A + s. 
!=1 j=l i=l j=l 
By taking the infimum over e, we obtain WiW^d{xi, xj) < A. • 
1.2.3 The average distance M(X, d) 
We now define M(X) as a generalisation of M(X) by allowing the possibility of 
negative weights. 
1.2. SUPREMA OF AVERAGE DISTANCES 9 
Definition 1.2.6. Let (X, d) be a compact metric space. Then M(X, d) G RU{oo]-
is defined by 
n n 
M{X, d) == sup ̂  ^ WiWjd{xi, Xj), 
i=l j=l 
where the supremum is taken over all n G N and all x i , . . . , G X and all 
Wi,...,Wn G R such that YJi^i'^i = 1- The abbreviation M ( X ) may be used 
for M(X, d) as appropriate. 
It is clear that M{X) < M{X). We note that, unlike M{X), there is no obvious 
reason why M{X) need be finite. In fact, Chapter 6 will give examples of compact 
metric spaces X such that M(X) = oo. 
For now, we calculate A/([0,1]). The following result establishes the so-called 
quasihypermetric property of [0,1] using a proof due to Kezdy et al. [30, pg. 25-26 
(the cited proof actually establishes the stronger hypermetric property of [0,1]). We 
shall study this property further in Chapter 5. 
Theorem 1.2.7. For a// n G N and for a// a i , . . . , a^, . . . , G [0, l]. 
^ \ai-aj\^ ^ \hi-hj\< ^ \ai-hj 
'^<i<3<n l<i<j<n l<i-,j<n 
Proof. Let n G N and let a i , . . . , an, 6i , . . . , 6n e [0,1]. Any rearrangement of the â  
clearly leaves Yn^j^i \ai - hj\ and a," — a, invariant, and since 
E a, — a. = 2 E ai — a. 
any rearrangement of the ai will also leave jâ  - aj\ invariant. Hence, we may 
assume without loss of generality that the â  are ordered. Similarly, we may assume 
without loss of generality that the hi are ordered. 
Let Xi,...,X2n be an ordered listing of the points a i , . . . , a^, 6i , . . . , and 
let a: { a i , . . . , a^} ^ {1, • • •, 2n} and b: {6 i , . . . , 6n} {1, • • •, 2n} be the map-
pings such that for each i, Xa(i) represents the point ai and Xb^i^ represents the 
point bi. Note that ii i < j then \xi - Xj\ = Y^iZ] l^k - Xk+i\. In general, we may 
10 C H A P T E R ! . INTRODUCTION 
write 
max(ij)-l 
Xi-Xj\= ^ \Xk-Xk+l 
fc=mm(ij) 
Let 
a(j)-l 
l<i<j<n l<t<j<n l<i<J<n \fc=a(z) / 
'Xk - Xk+i 5 = E E E 
l<i<j<n l<i<j<n \k=b(i) 
( max(a(i),6(i))-l 
c = \ai-hj\= ^ E Xk -l<tj<n l<i,i<n \A:=mm(a(i),60)) 
For each k, let a^, A and ^k be the number of formal occurrences of the expression 
Xk - Xfc+il in each of the expressions defining A, B and C respectively. It will be 
sufficient to show that for each k, «a: + A < 7a:. 
For each A;, let 
Tk 
Uk 
{ i \ i < k and i = a { j ) for some 1 < i < n} , 
{ i : i < k and i = h{j) for some 1 < < n}, 
{ i : i > k and i = a { j ) for some 1 < j < n} , 
{i: i > k and i = b{j) for some l < j < n } , 
aud let tk,Uk,yk and Zk be the respective cardinahties of these sets. Note that 
tk + yk = Uk-hZk = n. Now, the expression \xk - Xk+i\ occurs exactly once in the 
expression defining A for each pair (ij) such that [xfe^x^+i] C = [a^,«,]. 
This is given by the number of pairs { i j ) such that a{i) < A: and a { j ) >k-\-l>k, 
which is exax^tly Therefore a , = t^Vk. and similarly p , = UkZk. The expression 
l̂ fc - occurs exactly once in the expression defining C for each pair such 
that C = [aubj] or C [ x ^ o ) , = [6,-,aJ. This is 
given by the number of pairs {ij) such that a(i) < k and b{j) > k, or b{j) < k and 
a{i) > k, which is exactly tkZk + UkVk- Therefore = tkZk + UkVk. 
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For all k, it follows from 
{uk - tk) - {vk - Zk) = [uk + Zk) - {tk + yk) = n-n = {) 
that {uk - tk){yk - Zk) > 0. Hence tkVk + UkZk < tkZk + UkVk̂  giving + < 7fc 
as required. • 
An alternate proof of the fact that R, and so [0,1], has the so-called hypermetric 
property is given by Stolarsky [50, pg. 547-549]. The above property of [0,1] can 
be stated as a property of weighted average distances. The proof is suggested by 
Lovasz et al. [35, pg. 2049 . 
Lemma 1.2.8. Let ne^ and let Xi,... ,Xn e R such that = 0- Then for 
alls > 0 there exist qi,...,qn^Q such that qi = 0 and \xi-qi\ < e for each i. 
Proof Let e > 0. Then for all i such that 1 < z < n - 1 there exists qi e Q such 
that \xi - qi\ < e/n < e. Subsequently, let qn = - Yh=i ^ Q' which gives that 
Yli=i qi = 0 and 
^n q-n 
n-1 
^{-Xi + qi) 
i=l 
n-1 
<^lxi-qil < (n-1) • - < £. ' * nrt i=\ 
• 
Theorem 1.2.9. For all n eN, for all Wi,... ,Wn eR such that Yl'^^i Wi = 0 and 
for all Xi,... ,Xn E [0,1], 
E WiWj 00 Ò 00 o < 0. 
Proof. Let n G N, let Wi,... ,Wn E R such that Y^Wi = 0 and let r r i , . . . , G [0,1 
We shall establish the result in three steps. 
Suppose that each weight is an integer. If all of the weights are non-negative 
then we must have that Wi = 0 for each i, giving Yli<j WiWjlxi — Xj \ = 0 . Otherwise, 
there exist at least one positive and one negative weight. Let m G N be the number 
of negative weights, let a i , . . . , â ^ G [0,1] represent the Xi such that Wi < 0 and let 
Ui, . . . ,Um G Z be the corresponding weights, and let ...,bn-m ^ [0,1] represent 
3 0 0 0 9 0 3 4 1 2 3 2 2 9 
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the Xi such that W i > 0 and let . . . , Vn-m G Z be the corresponding weights. We 
then have that 
y ^ wiwj\xi—xj 
l<i<J<n 
= E 
m n—m 
UiUj + E ^<i<j<n—m 
ViVj ~ + X] UiVj\ai - bj 
i=l j=l 
= E l<i<j<m 
m n—m 
Ui ai — üj + E l<i<j<n—m 
Vi ^ i - y - E E ¿=1 j=i 
Ui V, ai — bj 
Let m' = YZi and n' = Yl^^^Vi- Since -m' + n' = 0, it foUows that 
m! = n'. Let e [0,1] be the hst of points which contains exactly \ui 
occurrences of ai for each i and let . . . , G [0,1] be the hst of points which 
contains exactly occurrences of bi for each i. Then by Theorem 1.2.7, 
E 
m n—m 
Ui Un Vi Va + E l<i<j<n—m i=l j=i 
= E E E 
l<i<j<m' l<i<j<m' l<i,j<m' 
< 0 , 
which gives that WiWj\xi - Xj\ < 0. 
Suppose now that each weight is rational. Then there exist P i , . . . G Z and 
. . . , gn G N such that Wi = pi/Qi for each i. Let q be the lowest common multiple 
of the Qi. It follows that Piq/qi e Z for each i, and as 
n n ^PiQ 
we then have 
l<i<i<n 
Xi X r, PiqpjQ Xi Xr, < 0 . 
Finally, suppose now that there exists an irrational weight, from which it foUows 
that there must exist at least two distinct points amongst the Xi. Let e > 0, let 
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M = max{|xi - i j = ... ,n} > 0, let K = max{2\wi\: i = l,...,n} > 0 
and let 
£ K) S = min 
X M n ( n - l ) ' 2 J ' 
By Lemma 1.2.8, there exist Qi,... ,qn ^ Q such that Yl'i^i Qi = ^ and \wi - qi\ < 5 
for each i. Now, for each i, by the triangle inequality we have that 
'Wii - \QÌ\\ = W'Wi - 0\ - \qi - 0\\ < Wi-Qi <5 
givmg 
Qil < \wi\ 6 < max + < ^ ^ = K. 
j 2 2 
Note that there are exactly n(n—1)/2 pairs {i,j) such that 1 < i < j < n. Therefore 
< 
j 
-
i<i<j<'n 
00'i CCj 
< 
< 
{WiWj-WiQj) 
'i-<i<j<n 
00 fj^ 00 j + 00 00 j 
y ^ \wi\\wj — qj\M + ^ \qj\\wi — qi\M 
< 2 ^ KSM 
2 E ^ 
= 
giving that 
^ WiWj 
l<i<j<n 
< ^^^ 00 00 j 
By taking the infimum over we obtain ^UOjXUj^OOj^ 00 j < 0. • 
Proposition 1.2.10. M([0,1]) = 1/2. 
Proof. It is a consequence of Proposition 1.2.3 that M([0,1]) > M([0,1]) = 1/2. It 
remains to be shown that M([0,1]) < 1/2. 
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Let n G N, let Xi,... G [0,1] and let Wi , . . , ,WneR such that EILi = 
let = Wn+2 = -1/2, let = 0 and let x̂ +̂a = 1. Then E S ^ ^ i = 0 and 
by Theorem 1.2.7, 
n n n+2 n+2 
»=1 i = n + l j = n + l 
n+2 n+2 
n n + 2 
+2E E 
1 = 1 j = n + l 
Wn Xi Xn 
¿=1 J=1 
< 0. 
a:i — X, 
Now, 
n+2 n+2 
WiWj\xi - x^l = 1 ( 0 + 1 + 1 + 0 ) = ^ . 
¿ = n + l j = n + l ^ ^ 
Noting that Ixi - 0| + - 1| = 1 for aU X G [0,1], we then have 
n n+2 ri „ 
i=l j=n+l ^ 
Hence 
n n 
< 1/2, 
which gives that M([0,1]) < 1/2. • 
1.3 Characterisations of m (X), M(X) and M(X) 
Let be a compact metric space. Let M{X) denote the set of finite signed 
Borel measures on X and let M\X) denote the subset of M{X) consisting of 
precisely the probabihty measures. For eax̂ h x G X, let denote the atomic 
Borel probabihty measure concentrated at x. Observe that for each atomic measure 
= TJI=1 WiS^i € M{X) and for aU G X, 
J d{x,y)dfj,{x) = ^Wid{xi,y), 
¿=1 
• r n n 
j d{x,z)d^{x)dti{z) = 
i=l i=l 
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The constants m (X, d ) , M { X , d) and M(X, d) may then be characterised using 
various integrals of the metric d with respect to atomic measures. 
Now, consider 
M{X, d) = sup / d{x, y) dii{x)dii{y). 
IJI J 
We initially defined M{X,d), in effect, by taking the supremum over atomic mea-
sures of the form ¡i = (1/n) YJl̂ i x̂i ^ Proposition 1.2.5 showed that this 
value is not altered by allowing the jj, to range over an enlarged class of measures, 
namely the collection of finitely supported Borel probabihty measures on X. Chap-
ter 4 will give a measure theoretic characterisation of M ( X , d) by further enlarging 
this class of measures to include all Borel probability measures on X . By replacing 
the probability measures with signed measures of unit mass, analogous comments 
apply to M { X , d). 
If { X , d) is connected then m { X , d) e R is the unique constant such that for all 
atomic measures of the form // = (1/n) YH=I ^Xi ^ M ^ { X ) there exists y ^ X such 
that 
J d{x, y) dii{x) = m {X, d) . 
Chapter 4 will prove a strong form of the Gross-Stadje Theorem which characterises 
m { X , d) using arbitrary Borel probabihty measures on X . 
To characterise m{X,d), M{X,d) and M{X,d) using measures, and to prove 
the Gross-Stadje Theorem, we must first discuss some measure theory. Chapter 2 
will study two topologies which may be placed on M{X)^ and Chapter 3 will study 
properties of certain mappings concerning the integrals 
/ d{x^ y) d^{x) and J d{x, z) d/i{x)diJ,{z), 
where y ^ X and ¡JL E M(X). 
1.4 Summary 
This chapter stated the Gross-Stadje Theorem and defined the average distances 
m { X ) , M { X ) and M { X ) found in a compact (connected) metric space X . Prom 
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these definitions, it is clear that M(X) < M{X), but it is not clear that any further 
relationship exists between M{X) and M{X), nor given the Gross-Stadje Theorem 
that m{X) is related to these values. Relationships between the three average dis-
tances will be developed in Chapters 4 and 6, but it was shown that when X = [0,1 
all three averages are defined and equal to 1 /2. 
We noted that m{X), M{X) and M(X) may be characterised by integrating 
various functions with respect to Borel measures of unit mass. To derive these 
characterisations, and to prove the Gross-Stadje Theorem, it is necessary to discuss 
convergence in M{X) and properties of certain functions which arise by integrating 
the metric of X. These topics are discussed in Chapters 2 and 3. The remainder of 
this thesis will then be a study of m (X), M{X) and M(X), and the relationships 
between them. 
Chapter 2 
Spaces of measures 
This chapter will introduce the vector space M{X) of finite signed Borel measures 
on a metric space X^ and discuss the strong and weak-* topologies on this space. 
Particular attention will be paid to the properties of convergence, compactness, 
metrization and approximation in M{X) equipped with the weak-* topology, which 
will subsequently be used in Chapter 4 to prove the Gross-Stadje Theorem, and to 
investigate certain properties of m (X), M[X) and M{X). 
2.1 The space of measures 
We include the following definition to fix the meaning of the terms signed measure^ 
measure and prohahility measure. 
Definition 2 . 1 . 1 . Let {X,X) be a measurable space and let ¡i: X ^ [—00,00] be 
a function. If //(0) = 0 and 
/ 00 \ 00 
M ' ' ' 
n=l 
for all disjoint sequences {An) G X then /i is a signed measure. In addition, if 
> 0 for all G Af then /x is a measure. Further, if /i is a measure such that 
IJl{X) = 1 then ¡i\s d, probability measure. 
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According to Bartle [6, pg. 23], as the left-hand side of the above equality is 
independent of order and required for all disjoint sequences {An), the series on the 
right-hand side must be absolutely convergent for all such sequences. In particular, 
this requires that ^ may only attain one of the values oo and -oo. 
Our measure theory notation will follow that of Cohn [17]. In particular, we 
shall employ his convention of not abbreviating the term signed measure to measure, 
though for emphasis we will at times refer to a measure as a positive measure. If 
a (signed) measure /x does not take on the values ±oo, then we say that // is a 
finite (signed) measure. 
Let X be a metric space. Then B{X) will denote the Borel a-algebra on X; that 
is, B{X) is the ij-algebra generated by the open (or equivalently, closed) subsets 
of X. We refer to a (signed) measure on the measurable space {X,B{X)) as a 
(signed) Borel measure, and we define 
M{X) = // is a finite signed Borel measure on X} , 
/i is a finite Borel measure on X} , 
= /i is a Borel probability measure on X} . 
It is clear that M'{X) C M+{X) C M{X). It is weU-known that M{X) is a real 
vector space under the usual operations of addition and scalar multipUcation, and 
that M+{X) and M\X) are convex subsets of MiX). The subsequent sections of 
this chapter will discuss various topologies on M(X). 
Let neM{X). Then M = - wiU denote the unique Jordan decomposition 
of M as the difference of two positive measures. (See [17, pg. 125] for the standard 
derivation of and m".) The measure = is the variation of /x, and the 
real nmnber ||M|| = is the total variation of M- The total variation is a norm 
on M{X), and M{X) is a Bana<=h space when equipped with this norm. We define 
the support of // to be the set 
Cf, = {xeX: \fi\{U) > 0 for aU open neighbourhoods U oi x} . 
We denote by C(X) the Banach space of bounded continuous real-valued func-
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tions on X equipped with the usual supremum norm, and by U{X) the subspace of 
uniformly continuous functions. For / G C(X) and ji e M{X), we note that the 
integral of / with respect to // is defined, and as convenient use the notation 
.(/) = / = J fdii. 
We refer to a measure with finite support as an atomic measure. For each x e X, 
the atomic measure concentrated at x, denoted is the probability measure such 
that for all A e B{X), 
1 if x G A, 
0 iix^A. 
The atomic probability measures play an important role in approximation of mea-
sures with respect to the weak-* topology in M{X). For now, we see that these 
measures are also important to the convex structure of M^(X) . The following result 
is given as an exercise in Choquet [14, pg. 108 . 
Proposition 2.1.2. Let X he a compact metric space. Then the set of probability 
measures {5x'. x G X} is the set of extreme points of M^{X). 
Proof Let x eX, let ¡JL,U E M^{X) be such that = {FI-\-U)/2 and let A G B{X). 
lix e A then FX{A) -hIY(A) = 2 and as 0 < /x, z/ < 1 it follows that /J,{A) = U{A) = 1. 
Otherwise x ^ A and + u{A) = 0, and as /i, u are measures it follows that 
/jl{A) = V{A) = 0. Hence 5^ = ijl = v and is an extreme point of M^{X). 
Let /i G M}{X) be such that ¡i ^ for all x e X. Since X is a compact 
metric space, the support of jj, is measurable. It cannot be empty, since /i is a 
probability measure, and we have excluded the case that it is a singleton. The 
support must then contain at least two points, Xi and X2 say. Let U G B{X) be an 
open neighbourhood of Xi such that X2 ^ C/, whence 0 < IJL{U) ̂  fi{X\U) < 1. Let 
î , A G M^{X) be the measures defined for A G 13{X) by 
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Then for all ^ G B{X), 
fi{A) = fiiAnU)+,i{An{X\U)) 
= II{U) • u{A) + (1 - T,{U)) • A ( ^ ) , 
giving that ¡1 = H- (1 - IJL{U))\ is not an extreme point of • 
2.2 The strong topology on the space of measures 
Definition 2.2.1. Let y be a set which is both a real vector space and a HausdorflF 
topological spaxie, and consider F x F and M x F to be equipped with their respective 
product topologies. If 
1. The mapping V x V ^ V such that {x,y) x-\-y is continuous, and 
2. The mapping R x V - ^ R such that { x , y ) ^ x ' y is continuous, 
then F is a real topological vector space. 
If X is a metric spax̂ e, then we refer to the norm topology on M{X) as the strong 
topology on M{X). Using elementary properties of the norm, this space is a real 
topological vector space. We denote strong convergence of a net (/z«) e M(X) to 
a hmit M e M i x ) by ^ f,. We note that hmits of convergent nets in Hausdorff 
spaces are unique. 
2.3 The weak-* topology on the space of measures 
Let X be a metric spa.=e. We now defme another topology on M{X) by constructing 
a neighbourhood system about ea.;h point. Let e M{X). For eadi / e C{X) and 
for each e > 0, let 
= Jfdu- < 
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For each n G N, for each / i , . . . , /n G C{X) and for each . . . , > 0, let 
n 
i=l 
The following two results are stated without proof by Parthasarathy [43, pg. 40 
Proposition 2.3.1. Let X he a metric space and let B be the collection of all 
yfxifl^ • • ' , fn, 
) such that e M{X) and n G N and / i , . . . , /n G C{X) 
and £i,... > 0. Then B is a basis for a topology on M{X). 
Proof Let /j, e M{X) and let 0 denote the zero of C{X). Then for all ly e M{X), 
Od/j = 0<1. 
Therefore M(X) = 1) G B. 
Let B ^ B ^ e B such that B^nB^^ 0. Then B^ = . . . , . . . , S m ) and 
B2 = . . . ,gn,Si,..., 5n) for some fi^v E M(X), for some m, n G N, for some 
C{X) and for some £1,... ,£m,Si,... ,Sn > 0. li jj, = u then 
n = . . . , i^i,..., pn, £1, • • •, £m, Si,...,Sn) e B. 
Otherwise, let X E BiH B2. For each i = 1 , . . . , m and for each j = 1 , . . . , n we have 
that £i — \X{fi) — /i(/i)| > 0 and Sj - \X{gj) - i^{gj)\ > 0. Let 
r = min je^ - Jfi dX- jfidfi , 6j - JgjdX- Jgj du > 0. 
Let Va = Vx(/i, It is clear that A G Vx- Let 
uj G Va- Then for each i = 1 , . . . , m 
Jfidu - Jfid/j, < jfidw - JfidX JfidX- Jfidfi 
< r + J fidX- J fi diJL 
J fidX- / fi dji + J fidX- J fi dfi 
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That is, \uj{fi) - fj,{fi)\ < for each z = 1,.. . , m. Similarly, - u{gi)\ < Sj for 
each j = 1,. . . , n, giving u eBIH B2. We have that V x C B i H B2, and 
B,nB2= U Fa-
XeBinB2 
Therefore B is a basis for a topology on M{X). O 
We now show that the topology generated by the . . . , /n, • • • ^ ^n) is 
known as the weak-* topology on M{X). This topology is often studied within a 
general framework in functional analysis. 
If X is a Banach space then the dual space of X , denoted by X*, is the Banach 
space of all bounded linear functionals on X. 
Definition 2.3.2. Let X be a Banach space and let X* be the dual space of X. 
A topology on X* such that a net (A^) G converges to A G if and only if 
Aa(x) converges to A(x) for all x G X is known as a weak-* topology on X*. 
A weak-* topology on a space is necessarily unique. Now, and in later work, 
we require the following well-known theorem of Riesz. Note that C ( X ) is a Banach 
space for all metric spaces X . 
Theorem 2.3.3 (Riesz Representation Theorem). Let X he a metric space. Then 
for all A G C(X)% there exists a unique fi G M{X) such that for all f G C(X), 
K f ) = J f d f i and ||A|| = ||/i| . 
Further, if X is non-negative and A( l ) = 1 then fi G M^{X). 
It is now possible to characterise our topology on the space of measures. 
Proposition 2.3.4. Let X he a metric space. Then the topology on M ( X ) generated 
hy the ...,/„, £1, its weak-* topology. 
Proof Recall that for aU / G C ( X ) and for aU G M{X\ it is convenient to write 
//(/) = J f d f j i . 
2.3. THE WEAK-* TOPOLOGY ON THE SPACE OF MEASURES 23 
It is a consequence of the Riesz Representation Theorem that the space C{X)* with 
its usual norm may be represented by the space of measures M{X) with the usual 
measure norm. Let (/x«) € M{X) be a net and let fi G M{X). We want to show 
that (ua) converges to // in the given topology if and only if for all / G C{X), 
Suppose that ^^ converges to fj, in the given topology. Let / G C(X) and let 
£ > 0. As Vfj,{f,s) is an open neighbourhood of ¡i there exists an a^ such that for 
all a 
j f d H a - j fdfj, < £. 
ai < a 
CiQ < a 
a o < a = ^ fic^e e) = 
Therefore /i^i/) ^ / i( / ) . 
Conversely, suppose that for all / G C(X), ^aif) ^ Let . . . , ^ C{X) 
and let . . . , T̂j > 0. Then . . . , . . . , is an open neighbourhood of fi. 
Let So = min{si'. 1 < i < n} > 0. For each z, there exists â  such that for all a 
J 9i d^ia - J QidfJ. 
Let ao be an upper bound of the Then for all a and for each z, 
J 9i d^ia - J Qid/I < £ o < e i . 
That is, ao < a = > ¡la G . . . , gn,£i,... ,£n)- Therefore fXa converges to ¡jl in 
the given topology. • 
Unless stated otherwise, we assume from now on that M.{X)^ and M.^{X) 
are topological spaces equipped with the weak-* topology. Convergence of a net 
m 
{¡la) ^ M{X) to a limit fi G M(X) in this space will be denoted by fia 
The remainder of this section will investigate the properties of convergence, com-
pactness, metrization and approximation in M.{X) and M.^{X). We first derive 
some necessary measure theoretic results 
< £q-
2.3.1 Borel measures on a metric space 
Let (X, d) be a metric space. For all subsets Aoi X, the mapping X 
X d{x^ A) is defined ioi x ^ A by d{x, A) = inf {d{x^ a): a e A}. 
such that 
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Proofs of the following two lemmas are found in Parthasarathy [43, pg. 2,4 . 
Lemma 2.3.5. Let {X,d) he a metric space and let A he a subset of X. Then the 
mapping X -^R such that x h^ d{x, A) is uniformly continuous. 
Proof Let x,y e X. Then for aU z G A, d{x,A) < d{x,z) < d{x,y) + d{y,z) and 
by taking the infimnm over z G A, we obtain d{x. A) < d{x, z) < d{x, y) + d{y, A). 
Similarly, d{y,A) < d(x,y)d(x,A) gives that \d{x,A)-d{y,A)\ < d{x,y). The 
result follows. D 
The following is a special case of Urysohn's Lemma for normal topological spaces. 
Lemma 2.3.6. Let (X, d) he a metric space and let A and B he disjoint closed 
subsets of X. Then there exists f G C{X) such that 0 < / < 1 and f(A) = { 0 } 
and f{B) = {1 } . In addition, if inf {d{a, h): aE A and h G B} > 0 then f may he 
chosen such that f G U(X). 
Proof Note that as A and B are closed and disjoint, d{x, A) + d{x, B) ^ 0 for all 
X e X. Hence, let f: X -^R be the function defined for x G X by 
^^ ^ d{x,A)-^d{x,B) ' 
Then 0 < / < 1 and f{A) = {0} and f{B) = {1}, and it is a consequence of 
Lemma 2.3.5 that / G C{X). Suppose that inf {d(a, 6): a G A and 6 G B } > 0 and 
let 6o = mi {d{x, A) + d{x, B): x e X}. Then as A and 5 are closed and disjoint, 
it follows that (̂ 0 > 0 and hence for all x, y G X , 
l/W - f{y) 
< 
< 
d{x, A) d{y,A) 
d{x, A) + d{x, B) d{x, A) + d{x, B) 
1 
+ d{y,A) 
d{x,A) + d{x,B) - m 
d{x,A) + d(x,B) 
m + 
d{x, A) + d{x, B) 
d{x,A)-d{y,A) 
d{y,A) 
m 
-{d{x,A)-\-d{x,B)) 
< — 
< — 
j- • \d{x,A) - d{y,A)\ + 1 \{d{y,A)-^d{y,B)) - {d{x,A) + dix,B)) 
Oq 
2 * 1 
- • A) - d{y, + \d{x, B) - d{y, B) 
Oq Oq 
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Let £ > 0. As d{',A) and d{-,B) are uniformly continuous, there exists J > 0 
such that for all x,y e X, if d{x,y) < 6 then \d{x,A) - d{y,A)\ < Sqe/S and 
d{x, B) - d{y, B)\ < Sqe/S. We have that for all x,y eX, 
d{x,y) <S=^\f{x)- f{y)\ < ^ + | = 
giving that / G U{X). • 
Let X be a metric space and let ¡i G M^{X). Parthasarathy shows in [43, pg. 27 
that jjL is regular] that is, for all A G j!S(X), 
/Li(A) = inf {/i(?7): A C [/ is an open subset of X} 
= sup {/x(C): C C A is a closed subset oi X} . 
Consequently, ¡jl is uniquely determined by its values on the open or closed subsets 
of X. The following result shows that a signed measure is uniquely determined by 
the values it assigns to the integrals of bounded uniformly continuous real-valued 
functions on X. The proof is an extension of one given by Parthasarathy [43, pg. 39 
for probability measures. 
Proposition 2.3.7. Let X he a metric space and let ¡jl^v E M{X). If for all 
f e U{X), 
JfdiJ, = J fdu, 
then ¡1= V. 
m 
Proof. Firstly, suppose that /i, z/ G M'^{X) and that for all / G U{X), 
J fdfi = J fdu. 
Let C be a closed subset of X and let (Gn) be a sequence of subsets of X defined 
for each n G N by = {a; G X : d{x, C) < l/n}. As d{',C) is continuous, we have 
that each Gn is open. Now, (Gn) is a decreasing sequence such that C = H^i ^n 
and for each n, C and X\Gn are disjoint closed sets such that 
inf {d{x, y): X eC and y G X\Gn} > l / n . 
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By Urysohn's Lemma, there exists a sequence (/n) in U{X) such that for each n, 
0 < /n < 1 and fn{X\Gn) = {0} and fn{C) = {1}. It is easy seen that for each n, 
Xc < fn< XGni giving that 
fJ'iC) = Jxcdfi < Jfndfi = jfndp< jxGn du = u{Gn)-
It follows that ^l{C) < u(C). Similarly p{C) < /j,{C), and //(C) = u{C). As fi is 
regular, it follows that /j. = u. 
Suppose now that /jL^u e M{X) and that for all / G U{X), 
Let ¡1 = — and v = — i/~ he Jordan decompositions of ¡jl and u. It is easily 
seen that / /+(/) + z/-( / ) = u+{f) + / / - ( / ) for all / G U{X), and from the above, 
+ = + Therefore // = z/. • 
Corollary 2.3.8. Let X he a metric space and let ¡i G M{X). If for all f G U{X) 
Jfd^ = 0, 
then = 0. 
The proof of the following result was suggested by Peter Nickolas. 
Lemma 2.3.9. Let be a finite signed Borel measure on some metric space. Then 
has at most a countable number of points of positive mass. 
Proof Let A he the set of points given positive mass by which we suppose to be 
uncountable, and let P be a positive set for ¡jl. NOW, for some m G N, A contains 
an uncountable number of points with mass greater than 1/m, otherwise A could 
be written as a countable union of countable sets. Let (un) G ^ be a sequence of 
points with mass greater than 1/m. Then for each n, Ur=i {^i} ^^^ its relative 
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/ n 
p\ U 
\ i=l 
complement in P axe //-measurable and 
/ n \ 
> M IJ {Ui} 
\i=l / 
n 
= ^Mui}) 
¿=1 
> - . m 
Letting n -> oo we obtain ii{A) = oo, which contradicts that ¡i is finite. • 
2.3.2 Properties of the weak-* topology on M{X) 
The following result is well-known. 
Proposition 2.3.10. Let X he a metric space. Then M{X) equipped with its weak-* 
topology is a real topological vector space. 
Proof. We know that M{X) is a vector space. Let {¡la^i^a) ^ M{X) x M(X) be 
a convergent net with hmit (//, i/) G M(X) x M(X). As the product topology 
on M(X) X M{X) is the weakest topology on this set such that the projection 
mappings (A, uj) ^ \ and (A, uj) oo are continuous, we must have that ¡Ji 
and z/Q, v. Hence, for all / E C{X) 
JfdifXa^iya)- Jfd{fM + u) < Jfdfla- Jfdfl -h j f du^ - j f du 0, 
giving that /i^ -h ẑ « —>*// + Therefore, addition is continuous. 
Let (Ca, /Xa) G R X M(X) be a convergent net with limit (c, /i) G R x M{X). By 
properties of the product topology on R x M{X), we must have that Ca c and 
Ma Hence, for all / G C{X) 
J f d{CafJ>a) - J f d{cfi) < 
< 
Jf d{Cafla) - J f d{Cal2) J f d{Cafj) - J f d{cfx) 
• J f dfj^a- J f dfX -h J\\f\\d\CalI- €¡1 
Ca\ ' Jfdlla- Jfdil + / CQ; C 
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Let E > 0. As Ca ^ c there exists ai such that 
ai < a ca-c < 
Also 
2(11/11-M + i ) ' 
, giving the existence of an a2 such that a2 < a cai<2(|c| + l). 
As ¡lot ß there exists as such that 
a^ < a j fdßa- J fdß < 4(|c| + l) • 
Let ao be an upper bound of {oii, «2, a^}. li ao < a then 
£ J f d{Caßa) - J f d{cfJ,) < 2(|c| + l) 
e 
= 2 + 
< 
4(|c| + l) 
e 
+ 1/ • 2 (11/11-INI+ 1) 
f • 
f • ß + 1 
giving that CafĴ a cjj,. Therefore, scalar multiphcation is continuous. 
It remains to be shown that M{X) is Hausdorff. As (M(X), +) is a topological 
group, it will be sufficient to show that two distinct points can be separated by an 
open set. Let e M(X) such that fi^ ly. Then by Proposition 2.3.7 there exists 
/ e CiX) such that ii{f) ^ i/(/). Let r = - z/(/)| > 0. Then is an 
open neighbourhood of fi such that 0 r). Therefore M{X) is Hausdorff. • 
The following properties of M{X) concern convergence. 
Proposition 2.3.11. Let X be a metric space. Then the strong topology on M{X) 
contains the weak-* topology on M{X); that is, for all nets (/i«) G M{X) and all 
¡1 G M{X), if fJ' then fi^ fji. 
Proof Suppose that fi^ ̂  Then - ^ 0, and for all f e C{X) 
Jfdfic-Jfd^ < yi|/|M|/ia-/x| = ||/||.||/i^-/x||-^0. 
Therefore ¡ĵ a — f i . • 
* Let A be a subset of a topological space X. We denote by A^ the interior of A, 
by A the closure of A and by Bd(A) = A-A^ the boundary of A. 
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Lemma 2.3.12. Let X and Y be topological spaces, let A he a subset ofY and let 
f:X-^Ybea continuous function. Then Bd{f~^ (A)) C {Bd{A)). 
Proof. Note that interior and closure are monotonic functions on subsets of a topo-
logical space with respect to subset inclusion and that A^ C A C A. As / is 
continuous and (A^) C (A) C (A), it follows from A^ being open that 
C ( / - I and from A being closed that / - i {A) C / " i (Z). Hence 
Bd( / - i (A)) = / - I (A) - i f - ' {A)r C / - I (A) - / - I {A') = / - I (Bd(A)). • 
The proof of the following result is found in Parthasarathy [43, pg. 40 
Theorem 2.3.13. Let X be a metric space, let (fia) ^ M^{X) be a net and let 
(JL G M}{X). The following are equivalent: 
1. Ha /i. 
For all f e C{X), ^ /i(/). 
ForallfeU{X), /.,(/) ^ / i ( / ) . 
4- For all C e B{X), if C is closed then limsup^ Ma(C') < /^(C'). 
5. For all U G B{X), ifU is open then liminf« > fi{U). 
6. For all A e B{X), if fi{Bd{A)) = 0 then /2a(A) fi{A). 
Proof Our usual characterisation of weak-* convergence of probability measures 
gives that (1) (2). That (2) (3) follows immediately from U{X) C C{X). 
To show that (3) (4), suppose that //«(Z) ^ for all / G U{X). Let C 
be a closed subset of X and let (C4) be the sequence of open subsets of X defined for 
n G N by C/n = {â  G X : d{x, C) < l/n}. Then {Un) and [¡i(Un)) are non-increasing 
sequences such that C = Un and ii{Un) IJl{C). For each n, C and X\Un 
are disjoint closed sets such that inf {d{x, y): x eC and y G X\Un} > l /n , and 
by Urysohn's Lemma there exists G U{X) such that fn{X\Un) = {0} and 
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U{C) = {1} and 0 < < 1. Then Xc < fn < Xu^ and 
limsup/Xa(C) = limsup / Xcdjia 
a a J 
< limsup / fnd̂ JLa 
a J 
= J fnd/I 
< J XUndfi 
< KUn)-
Letting n oo, we obtain limsup^,/^«(C) < /^(C). 
That (4) (5) follows from properties of measures and open and closed sets. 
To show that (5) (6), suppose that liminfc, fJ^aiU) > /i{U) for all open 
sets U. Then limsup^ < //(C) for all closed sets C. Let A e B{X) such that 
/x(Bd(A)) = 0. Then //(A«) = = fi(A) and 
limsup/iQ;(̂ ) < limsup/ict(A) < = 
a a 
l i m i n f > l i m i n i > ^{A^) = fi{A). 
a a 
Therefore /J,a{A) //(A). 
To show that (6) (2), suppose that /J.a{A) fi{A) for all A G B{X) such 
that fjL{Bd{A)) = 0. Let A e B{X) such that fi{Bd{A)) = 0, let / G C{X) and let 
u G be the probability measure defined for B G B{R) by iy{B) = 
As / is bounded, there exists a, 6 G R such that a <b and f{X) C (a, b). Then u is 
supported in (a, 6). 
Let £ > 0. By Lemma 2.3.9, u can have at most a countable number of points of 
non-zero mass. Hence, each set in a finite partition of R into Borel sets must contain 
a point that is not a mass point of u. Then there exist a = yo < y^ < ... < y^ = b 
such that \yi - yi^i\ < e/4 for each i = 1 , . . . , n and u{{yi}) = fi{f~^{{yi})) = 0 for 
each ^ = 0 , . . . , n. 
* For each i = 1,... let Ai = /"Hbi-i,2/i)) G B{X). It is a consequence of 
Lemma 2.3.12 that fi{Bd{Ai)) < K i '^ iV i -uVi } ) ) = 0, giving fia{Ai) / / (A)- Let 
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9 = ZliLi ViXAi be a simple function on X . Then ||/ — < e/i and 
J f d f l a - J fdfJL 
J { f - 9)dfia J gd/ic- J gdii J id - f ) dfi 
I i=l i=l / + / 9 - f dfx 
< 2 + 
i=l 
As ijLa{Ai) /J'{Ai) for each i, there exists ao such that 
m 
\yi\ • \^ia{Ai) - /i(A)| < 
i=l 
Then ao < a |/ic.(/) - < e. That is, //«(/) ^ /x(/). • 
We now investigate metrizabihty and compactness properties of the spaces of 
measures M{X) and We will make use of the Stone-Weierstrass Theorem, 
a proof of which may be found in Engelking [22, pg. 144 . 
Theorem 2.3.14 (The Stone-Weierstrass Theorem). Let X be a compact metric 
space, and let A C C{X) be a ring which contains all constant functions, separates 
points, and is closed with respect to uniform convergence. Then A = C{X). 
A proof of the following result may be found in Parthasarathy [43, pg. 43 . 
Proposition 2.3.15. Let X be a totally hounded metric space. Then U{X) is sep-
arable. 
Proof. Let Y be the completion of X. Since Y is complete and totally bounded, it 
follows that Y is compact. We will now show that U{X) and C{Y) are isometric 
Banach spaces. Noting that X is dense in F , for a fixed / G U{X)^ let F ^ R 
be the extension of / defined for x G F \ X by 
9f{x) = lim f{xn), 
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where (xn) E X is some sequence converging to x. We need to show that the 
definition of gf{x) is independent of the particular sequence chosen to approximate 
point X eY\X. Let (a;̂ ), {Vn) G X be convergent sequences with hmit y eY\X. 
Then {xn) and (yn) are Cauchy sequences, and as / is uniformly continuous, {f{xn)) 
and {f{yn)) are also Cauchy. By the completeness of Y, there exist y,z eY such 
that lim/(a;„) = y and lim f{yn) = z. Given that the sequence 2/1, 2/2, • • • 
is Cauchy, there exists w eY such that /(^i),/(i/i),/(a^s),/(2/2), • • • has limit w. 
Then w = y = z, as y and are limits of subsequences of a sequence with hmit w. 
Therefore 
lim f{xn) = lim f{yn), n—>•00 n^oo 
as required. It is clear that gf G C(F) = U{Y), and so the mapping U{X) C{Y) 
such that f Qf is a bijection. Further, 
sup|/(a:)| = sup \gf{x)\, 
xex xeY 
and so U{X) is isometric to C{Y). 
It suffices now to establish that C{Y) is separable. Since Y is compact, it is 
also second-countable. Let jB be a countable basis for the topology on Y such that 
ileB, and let C = {{U, V)eB'^:UC V}. For each (C/, V) e C, by Lemma 2.3.6 
there exists fuy G C{Y) such that f{U) C {0} and f{V) C {1}. Let A be the set of 
all finite linear combinations of products of functions fuy with rational coefficients. 
Then A is a countable ring, and so is a ring. Since Y is regular, it follows that 
A, and then A, separates points. Finally, f̂ x̂ = 1 and so A contains all constant 
functions. By the Stone-Weierstrass Theorem, we have that A = C(F), whence 
C{Y) is separable. • 
Parthasarathy [43, pg. 42-46] supphes proofs of the following three results. 
Lemma 2.3.16. LetX be a metric space. ThenX is homeomorphic to the collection 
of probability measures {Sx'- x e X}. 
Proof Let (I): X {S^: X e X} be the function defined for x G X by ^{x) = 
It is clear that 0 is bijective. Let {xa) G X be a convergent net with limit x e X. 
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Then for all / G C{X), 
Therefore (f){xa) giving that 0 is continuous. 
Let {xa) G X be a net such that (f){x) for some x E X . Suppose 
that Xa -h X. There exists an open neighbourhood U oi x and a subnet (xa{p)) of 
(xa) such that Xa(p) ^ U for all p. Note that As {x} and X\U are 
disjoint closed sets, by Urysohn's Lemma there exists / G C{X) such that 0 < / < 1 
and / ( { x } ) = {0} and f{X\U) = {1}. It follows that = 1 for all p and 
^x{f) = 0. Hence 
J f^^^cW) J fdSx, 
contradicting that Sx- Therefore ^ (X ^ ^ and 0 is continuous. • 
Lemma 2.3.17. Let X he a metric space. Then {8x'. x E X} is a sequentially closed 
subset o f M ^ { X ) . 
Proof. Let {xn) G X be a sequence such that {6x^) G {Sx: x G X} converges to some 
¡1 G M.^{X). Suppose that {xn) does not contain a convergent subsequence. Let 
A = {xn: n G N}. Then A must be infinite, otherwise (xn) would contain a constant 
subsequence. Let Ai and AQ be disjoint infinite sets such that A = AiU A2. li Ai 
has an adherent point y, then by considering the family of open spheres with radius 
1/n centred at y for n G N we can construct a convergent subsequence of (x^). 
Therefore Ai has no adherent points, and is hence closed. By Theorem 2.3.13, 
limsup(5a;„(Ai) < fi{Ai) < 1. 
n 
As Ai is infinite, for all n there exists m such that n < m and x^ E Aî  giving that 
limsup^a;^(^i) ^ 1. 
n 
It follows that //(Ai) = 1. Similarly, A2 is closed and ii{A2) = 1, giving the con-
tradiction fi{A) = 2. Therefore, (xn) contains a convergent subsequence (x^^). Let 
X e X such that Xn^ x. Then dx^^^ Sx, giving that fj. = 6x e {Sx'. x e X}. • 
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Note that in general, the term sequentially closed characterises a weaker condi-
tion than the term closed, but that these conditions are equivalent in a separable 
space. 
Theorem 2.3.18. Let X be a metric space. Then 
1. is separable and metrizable if and only if X is separable, and 
2. M^{X) is compact and metrizable if and only if X is compact 
Proof Recall that X is homeomorphic to a sequentially closed subspace of M KX). 
It is then immediate that if M^[X) is separable and metrizable then X is separable, 
and if M^{X) is additionally compact then X is compact. 
Suppose then that X is separable. We may equip X with a totally bounded 
metric, in which case it follows from Proposition 2.3.15 that U{X) is separable. Let 
S = {f e U{X): 11/11 < 1} and let {/i, /2,...} be a dense subset of S. Then for 
all n and for aU /X G M\X), fj,{fn) e [-1,1]. Let M\X) [-1,1]°° be the 
function defined for ¡jl G M^{X) by 
\ 
/ 
We want to show that (f) (with a suitably restricted co-domain) is a homeomorphism. 
To show that (¡) is one-to-one, let z/ G M^{X) such that = Then 
K fn ) = Hfn) for all n. To show that /x = i/, by Proposition 2.3.7 and elementary 
properties of the integral, it will be sufficient to show that /x(/) = i/(/) for all f e S. 
Let f e S. Then as {/i, /2,...} is dense in S, there exists a subsequence {fn^) of 
M = (^J fi dfi, 
{fn) such that 11/ - /„̂  
/ - / n j l giving 
0. Let £ > 0. There exists ki such that ii k > ki then 
J fdfl-J < J \\f-fn,\\dfl=\\f-fn,\\<s/2. 
Similarly, there exists k2 such that if A: > A;2 then \u{f) - i'{fnk)\ < e/2. Let ko be 
the maximum of ki and k2. Then 
jfd^L-Jfdw < J f d f l - J + Jfn^du-j fdu < e. 
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Taking the infimum over e, it follows that /x(/) = i/{f) and 0 is one-one. 
To show that 0 is continuous, let (fXa) E M^(X) be a convergent net with limit 
fi G Then for each n, /J^aifn) /^(/n), and by properties of the product 
topology, (l){fjia) Hence (/> is continuous. 
To show that is continuous, let {¡lo) be a net in and ¡jl G M^{X) 
such that ^ (/)(/i). Then for all n, ¡laifn) Kfn)- We want to show 
that fiaif) fi{f) for all / G C{X). Using Theorem 2.3.13 and properties of the 
integral, it will be sufficient to prove the statement for / G S. Let f E S. Then for 
all n and for all a. 
< 
J fd/ia- J fdfl 
J fdfla- J fn dlloc + J fndfla- J fn djJi + J fnd/1- J fdjl 
< 2 1 1 / - M + J fn djla - J fnd/J. 
Let £ > 0. There exists UQ such that \\f — fnoW < As fJLa{fno) ^(/no) there ex-
ists Qo such that if Q Q < a then \fJia{fno) ~ M ( / n o ) l < and so | / X a ( / ) - m(/)| < 
Hence ¡1̂  M, and so is continuous. We have shown that 0 (with a suitably 
restricted co-domain) is a homeomorphism. Recall that the Hilbert cube [—1,1]°° is -
separable and metrizable. Hence, is separable and metrizable. 
Suppose further that X is compact. As the Hilbert cube is also compact, to show 
that M^(X) is metrizable, it will be sufficient to show that is closed. Let 
{/jLn) G M^{X) be a sequence such that {(j){iin)) G (l){M^{X)) is Cauchy, and hence 
convergent in the Hilbert cube. We want to show that there exists ¡i G M^{X) such 
that (¡){ii) is the limit point of this sequence. 
As {(l){fin)) is convergent, {^n{fk)) is convergent and hence Cauchy for each k. 
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Let / G Then for all m, n and k, 
< 
j fdHrn-j fdUn 
J fdtim- J fkdfl, 
I 
+ 
< m - f k + fkdfJLm 
J fk dflrn ~ J fk dfin 
- J fkdf^n 
+ j fk dfJLn - j fdjln 
By a similar argument to above, (fJ>n{f)) is Cauchy and by properties of the integral, 
(/^(/)) is Cauchy for all / G U{X) = C{X). As a Cauchy sequence of real numbers 
is convergent, let A: C{X) ^ M be the Hnear functional defined for / G C{X) by 
A(/) =]im f 
n^ooj fdfln-
Then A is a nonnegative linear functional such that A(l) = 1. By the Riesz Repre-
sentation Theorem there exists G M^{X) such that A(/) = f i { f ) for all / G C(X). 
Then for aU k 
r S S ) / ^ / 
giving that 
hm^(/i„) = ( l im 1 fidfin.lim //a (¿/Xn, • • • ) 
j fi dn, J /2 ... 
Hence (¡>{M^{X)) is closed and M^{X) is metrizable. • 
Corollary 2.3.19. Let X he a compact metric space. Then M\X) is complete. 
We state the foUowing results of Choquet [13, pg. 217, 308] without proof. 
Proposition 2.3.20. LetX he a compact metric space. Then {/x e M{X) : < r } 
is weak-* compact forO<r <oo. 
Proposition 2.3/21. Let X he a compact metric space. Then M{X) is metrizahle 
if and only if X is finite. 
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Our remaining results concern approximation in M.{X) and 
Lemma 2.3.22. Let X he a separable metric space and let ^ e M { X ) such that its 
support C ^ is countahly infinite. T h e n ¡i = Yll^i for s o m e sequence {xn) G C ^ 
and s o m e sequence (wn) G M such that the series Yll^i '^i ^^ convergent. Further, if 
/i G M ^ { X ) then the Wi are non-negative. 
Proof We note that for each x ^ X and each / G C { X ) , 
fdSa: = f{x). I 
Then by using hnearity properties of the integral, 
/ a \ n f d l " ^ W i 6 y . = Y ^ W i f i v i ) 
i=l J i=l 
for all n G N and all Wi,...,Wn G M and all G X . We now list the 
elements of C^ as C^ = {0:1,2:2,...}. Since X is a separable metric space, X is 
Lindelof, and so by the countable subadditivity of a measure, it is easily shown that 
/jl\{{X \ Cfj}) = 0 , in which case, = / i ( X ) . 
We now estabhsh the result in three steps. Firstly, suppose that fi G M ^ { X ) . 
Let {wn) G [ 0 , 1 ] and {^n) G M ' ^ { X ) be the sequences defined for n G N by 
W n = ii{{xn}) and ¡jin = '^i^xi- We want to show that ¡in ¡jl- N o w , { f X n { X ) ) 
is a non-decreasing sequence which is bounded above by 1, and so by the Monotone 
Convergence Theorem must have a limit. Noting that for each n, jJ^niX) = Y a = i ^¿j 
it follows that X^J^i Wi is convergent. Let {An) G B{X) be the sequence defined for 
n G N by ^n = UiLi Then for each n G N, we have that the sequence of mea-
surable functions (X{xn+i,...,xk})k>n+i converges pointwise to the measurable function 
XCf̂ \An 5 2tnd so by the Lebesgue Dominated Convergence Theorem it follows that 
= lim fx{{xn+u... ,Xk}) 
fc—>00 
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= lim Y" M x i } ) 
i=n+l 
oo 
i=n+l 
oo 
= E Wi . 
i—n+l 
Note that must be convergent. Then for all / G C{X), recalling that 
l i { X ) = /j.{Cfj,), we have 
[ f d f i n - i f d f , = [ f d f i + [ f d f l 
n 
\ 
I 
/ 
X W i f ( x i ) - '^ifi^i) - f d f J , 
¿=1 ¿=1 Jx\An 
< 11/11 • 
/II • t i ( C M n ) 
OO 
/II • ^^' 
¿=n+l 
which by the convergence of Y Z i necessarily tends to 0 as n ^ oo. Hence 
fJ'nif) m(/) for all / E C(X), giving that fi^ 
Secondly, suppose that e M + ( X ) . As C^ ^ 0, we must have that // ^ 0. 
Given that • ^ g let K ) e [0,1] and let (x.) E be sequences 
such that il/^{X)) . ^ = and E S i ^ i converges. It is then a routine 
exercise to show that 
oo 
WiSxi and ^ ii{X)wi converges. 
i=l i=l 
FinaUy, suppose that ^ g M(X) is axbitraxy. Let = be a Jordan 
decomposition of m, let (w„), («„) e M and let (x„), e C^ be sequences such that 
= and = E Z i «¡<5» and both Wi and Y.T=i «i converge. Sub-
sequently, let K ) e M and (z;) e C^ respectively be the sequences Wi, wi, Wj, «2, - •. 
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and Xi,yi,X2,y2, •' •• It is then a routine exercise to show that 
oo oo 
M = ^ Vî zi and ^ Vi converges. • 
i=l i=l 
It is worthy of note that in the above proof, for the case that ¡jl e we 
cannot exclude the possibihty that some Wi = 0. For example, consider the measure 
oo ^ 
n=l ^ 
Then as every open neighbourhood of 0 contains some point 1/m, it follows that 
0 G C^. Hence = 0 for some n and Wn = m ( { 0 } ) = 0. 
Lemma 2.3.23. Let {X, d) he a totally bounded metric space and let e > 0. Then 
there exists a partition ^i,..., G B{X) of X such that D{Ai) < e for each i. 
Proof As X is totally bounded, there exists Xi,... ,Xn e X such that the collection 
of spheres centred at the Xi of radius ejl cover X. Denote each such sphere centred 
at Xi by Hi, define and for each i = define 
/ \ 
Ai = Uir\ x\]JUj eB{X). 
\ j=i 
Then for each i, Ai C Ui, giving that D{Ai) < D{Ui) < s. 
It remains to be shown that the Ai partition X. Let I < i < j < n. Then 
Ai n Aj = UiD 
/ \ / \ 
A u ^ ^ ^ ^ U 
\ k=l J \ / 
/ / \ \ 
= n K n x\[j Uk V \ k=i J J 
= UjH^ 
= 0 . 
Let a; G X and let i = min{z: x G Ui}. Then x E UiD Uj^ = A, which 
gives that X = Ur=i A- • 
The proof of the following result is found in Parthasarathy [43, pg. 44 . 
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T h e o r e m 2.3.24. Let X he a compact metric space. Then the subset of M^(X) 
consisting of the atomic measures is dense in M^{X). 
Proof Let ^ le M^{X) such that ¡i is not atomic. We want to write ¡i as the weak-* 
hmit of a sequence of atomic measures. 
If the support of fi is countable then by Lemma 2.3.22, there exists sequences 
(wn) e [0,1] and (xn) G X such that /i = i '^Ai and the series ^^ 
verges. Subsequently, let G M(X) be the sequence defined fo rn G N by 
fJ'n 
i=l \i=n+ 
oo \ 
Wi 
i=n+l / 
^Xn+l ' 
Now 
¡J'n- fl 
/ oo oo 
i=l \i=n+l 
/ oo \ 
¿=1 
oo 
\i=n+l J i=n+l 
oo 
i=n+l 
oo 
^Xn+l Wi 
i=n+l 
oo 
= 2 ^ Wi, 
i=n+l 
which by the convergence of Y Z i necessarily tends to 0 as n ^ cx). Hence 
IM-^ H and so —>* fi. 
Otherwise, the support of ^ is uncountable. Using Lemma 2.3.23, for each n e N 
there exists m{n) € N and . . . , € B{X) such that the diameter of , 
is less than 1/n for each = 0 for each i and j, and X = (J^i"^ For 
each n, let . . . , such that € for each z = 1 , . . . , m{n), and let 
m 
i=l 
Let / G C(X). We want to show that / / , ( / ) ^(f). For each n and for each 
i = l , . . . ,m(n ) , let 
^ ^^^ Pn,i = sup f{x). 
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Then 
/
„ m(n) m(n) 
fdfj,n- fdfj, = / f dfl i=l i=l 
m{n) m{n) 
i=l I—I 'J An,i 
m{n) 
< E / - / dfl 
m{n) 
- anj) dfl 
As / is uniformly continuous and as the diameter of An ĵ converges uniformly in 
J to 0 as n ^ oo, we have that — OLn,j) ^ 0 as n oo. Therefore 
Corollary 2.3.25. Let X he a compact metric space. Then the vector space spanned 
hy {(̂ x*. X G X} is dense in M.{X). 
2.4 Summary 
This chapter introduced the space M{X) of finite signed measures on a metric 
space X, equipped with its weak-* topology. The strong topology on M{X), which 
contains the weak-* topology, was briefly mentioned. We made the convention that 
unless otherwise stated, A4(X) is to be considered as a topological vector space 
equipped with the weak-* topology. 
We investigated convergence and approximation in M[X) and and 
compactness and metrizability in paying particular attention to the case of 
X being compact. Many of these properties will be used without explicit reference to 
the particular result in future work. Our main reference for M{X) was Choquet [13 
and for M ^ { X ) was Parthasarathy [43 . 

Chapter 3 
Average distance integrals 
Given a compact (connected) metric space (X,d), Chapter 1 defined the average 
distances M{X,d) and M{X,d), and noted that these constants may be 
characterised using (signed) Borel measures of unit mass. This chapter introduces 
two real-valued functions defined by integrating a metric, namely d^: X ^ M. and 
7: M{X)'^ M, and studies properties of each. In particular, we determine if d^ 
and I are continuous when X = [0,1]. Chapter 4 will subsequently use d^ and I to 
give measure theoretic characterisations of m (X, d), M{X, d) and M(X, d), and to 
investigate certain properties of these average distances. 
3.1 The function d^: X -^R 
Let {X, d) be a compact metric space. For all y E X, the mapping X ^ R such 
that X I-» d{x^ y) is bounded and continuous, and hence integrable with respect to 
any finite signed Borel measure. Subsequently, for each /i E Á4{X), let d^: JÍ ^ M 
be the function defined ioi y E X by 
(^M = J d{x,y) dfi{x). 
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3.1.1 Properties of d̂  
We shall now show that d^j, G C{X) for each ¡JL e M(X), and give a sufficient 
condition for a sequence of such functions to be uniformly convergent in C(X). 
Proposition 3.1.1. Let {X, d) he a compact metric space and let ¡JL G M{X). Then 
d^. G C{X). 
Proof. As a compact metric space has finite diameter, D{X) < oo. Then for all 
y^x, 
K{y) = J d{x,y)diJi{y) 
< j d{x,y)d\^l\{y) 
< jD{X)d\n\{y) 
= D{x)\\^Ji 
< oo. 
Therefore, d^ is bounded. 
Let ^ > 0, let ^ = e/{l + ||/,||) > 0 and let e X such that d{y,,y^) < 
Then 
dniVi) - d^{y2) = j d{x, 2/i) dfi(x) - J d{x, 2/2) dfi{x) 
< j \d{x,yi) - d{x,y2)\ d\^l\{x) 
^ jd{yuy2)d\ii\{x) 
< j6d\fJL\{x) 
e 
1 + 
< e. 
Therefore, d^ is uniformly continuous, and it follows that d^ e C{X). 
The following result generahses a lemma of Wolf [56, pg. 396 . 
• 
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Proposition 3.1.2. Let {X,d) he a compact metric space and let {^a) ^ M(X) be 
a convergent net with limit ¡jl G M{X). If (||AIA||) is hounded then {d^^) G C{X) 
converges uniformly to d^. 
Proof Suppose that is bounded. Then there exists r > 0 such that WfiaW 
for all a, and ||/x|| < r. Let £ > 0 and let S = s/3r. As X is compact, there exists 
a finite subset {xi,... ,Xm} of X such that the collection of open spheres centred 
at the Xi of radius 5 covers X. For all y G X , the mapping X ^ R such that 
X d{x, y) is bounded and continuous, and as fia it follows that 
dixAy) = J d{x,y)d^c^{x) J d{x,y) dii{x) = d^{y). 
That is, (cî )̂ converges pointwise to d .̂ In particular, there exists an a^ such that 
for each i = 1 , . . . , m, if ckq < a then — d^j,{xi)\ < e/3. 
Let y E X. Then d{y, Xi) < S for some i = 1 , . . . , m and ao < a implies that 
- d^,){y)\ < - + KA^i) - dAxi)\ + \d„{xi) - d^y) 
< J d{y,Xi)d\fia\{x) + J d{y,xi)d\/j,\{x) 
= d{y, Xi) WijLaW + 1 + diy^ ^i) IIm 
< 5r 6r «J 
= e. 
It follows from the compactness of X that if ckq < a then 
d 'Ma 
Therefore (c?̂ )̂ converges to d^ in C{X). 
The original result of Wolf is: 
d^W = supKd^^ - d^){y)\ < e. 
yex 
• 
Corollary 3.1.3. Let (X^d) be a compact metric space and let (fin) G M}{X) 
be a convergent sequence with limit ¡i G M^{X). Then (d^^) G C(X) converges 
uniformly to d^. 
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3.2 The functional I: M{Xf M 
Let {X, d) be a compact metric space. We denote the product space M{X) x M{X) 
by M{Xf, and we denote the subspace of M(Xf which consists precisely of all 
pairs of probabihty measures by We also use the symbol to denote 
coordinate-wise weak-* convergence in M{Xf' and which is of course 
convergence in the respective product topologies. 
Now by Proposition 3.1.1, is bounded and continuous and hence integrable 
when ¡1 e M{X). Subsequently, let I: M(Xf ^ M be the fimctional defined for 
by 
KfJ-^ 1^)= j = J j d(x, y) dfx{x)dh'{y) . 
The abbreviation I{¡i) will be used for /(//, //) where convenient. In this case, I may 
be considered as a functional I: M{X) M defined for /i G M{X) by 
I{fi) = J d^dfji = J j d{x, y) d^l{x)d^JL{y). 
As we will consider the restrictions of /(•, •) and /(•) to M^{Xf and M}{X), the 
symbol I may be used to represent any one of four fimctionals, the exact meaning 
of which shall be made clear by context. 
Let G M{X). Then by Pubini's Theorem, = and using 
hnearity properties of the integral we have the identities 
Hfi-hu) = /(/i) + / M - h 2/(/x, z/), 
= / ( / i ) - h / M - 2/(M, I/). 
These identities will be used in future work without reference. 
3.2.1 Continuity properties of I: M{Xf M 
We shaU see by counterexample in Section 3.2.2 that if X is a compact metric space 
then the functional I: M(Xf E need not be continuous, in which case it is 
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discontinuous at each point. For now, we will show that I is continuous on various 
important subsets of M(X)'^. 
The following result is a generalisation of a lemma due to Wolf [56, pg. 396 . 
Theorem 3.2.1. Let (X, d) he a compact metric space and let B he a closed ball in 
M{X) of finite radius. Then the restriction of I: M(X) to B is hounded and 
continuous with respect to the weak- * topology. 
Proof Let r > 0 and let B = {fi e M[X) : \\fj,\\ < r}. It will be sufficient to show 
that I is bounded and continuous when restricted to B. For all /i G 
m J J d{x,y) dfi{x)dfi{y) 
< JJ D{X)dM{x)dM{y) 
= D[X) ll/i 2 
< D{xy 
< oo. 
Therefore, I is bounded on B. 
Let {¡Jia) E jB be a convergent net with limit E B. By Proposition 3.LI 
we have that d^ G C{X), giving ¡JLaid̂ x) —> Also, by Proposition 3.L2, 
d̂ ^ — dfj,\\ -^0 , and we then have 
I 
< - I 
d^^ djj^a ~ y djj'a 
d^^ — df^W d\iJ.a\ + 
ci/ia - ' fla + 
< -ci/xll J 
O-r + 0 
+ / 
/ 
dfj, diJL a 
J d^ d^oi - J d^d^i 
d^ djJL 
/ d^dfi 
d^i dfia - df^dfx 
= 0 . 
Therefore, I is continuous on B. • 
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The identity /(/x, z/) = + i/) - - I(u)) in M{X) gives: 
Corollary 3.2.2. Let X he a compact metric space and let B he a closed hall 
in M{X) of finite radius. Then the restriction of I: M{Xf to B x B is 
hounded and continuous with respect to the weak-* topology on B x B. Further, 
R is hounded and continuous. 
The original result of Wolf is: 
Corollary 3.2.3. Let X he a compact metric space. Then I: M^(X) R is 
hounded and continuous. 
We now turn to a discussion of the continuity I on its entire domain. 
Proposition 3.2.4. Let X he a compact metric space. Then I: M(Xf R is 
separately continuous. 
Proof Let (z/«) g M{X) be a convergent net and let G M{X) such that 
T̂a As / is symmetric, it is sufficient to show that ^ 
RecalUng from Proposition 3.1.1 that D^ G C(X), this is immediate from the usual 
characterisation of weak-* convergence in M(X), and noting that 7(/x, z/«) = 
and7(//,z/) = 
Proposition 3.2.5. Let X he a compact metric space. Then I: M{Xf 
continuous at each point if and only if it is continuous at one point. 
IS 
Proof The necessary condition is obvious. To prove the sufficient condition, suppose 
that I is continuous at some point (/xo,i/o) G M { X f . Let g M{Xf be a 
convergent net with limit (/z, z.) G M { X f . Then a^ addition of signed measures is 
continuous, + /.q, + z/q) (mo, î o), which gives that 
(̂Ma - M + Mo, î a - + Ẑo) /(Mo, Î O) • 
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Now, 
I{lla - M + Mo, î ct - + î o) 
= /(//a - lilJia " î o) + (̂Â O, ^a - T^) + /(MO, î o) 
+ I{lla - î o) + /(Â O, î a - î ) + (̂MO, î o) • 
Using Proposition 3.2.4, we have that 
/(/ic, - fJi, î o) /(O, Ẑ o) = 0, 
I{lJLQ,-Ua- I^Q) l{llo,0)=0. 
It follows that /(/ia, VA) 2Lnd I is continuous at each point. • 
Corollary 3.2.6. Let X he a compact metric space. 
Then /: M{X) R is 
discontinuous at each point if and only if it is discontinuous at one point. 
Proposition 3.2.7. Let X he a compact metric space. Then T. A4{X) M is 
continuous at each point if and only if it is continuous at one point. 
Proof. The necessary condition is obvious. To prove the sufficient condition, suppose 
that I is continuous at some point ¡iq G M{X). Let G M{X) be a convergent 
net with limit ¡jl G M{X). Then as addition of signed measures is continuous, 
Ma - M + Mo Mo, which gives that I{fia - /x + Â o) ̂  (̂Mo)- Now, 
I {/la - M + Mo) 
= / ( / IA - M) + ^(MO) + 2/(MA - M, Mo) 
= I{fla) + /(m) + ^(Mo) - 2/(Aia, /i) + 21{fia " M, Mo) 
Using Proposition 3.2.4, we have that 
/(m) 
I{fia - M, Mo) ^ -̂ (0, Mo) = 0. 
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It follows that I{fia) /(M), and I is continuous at each point. ^ 
Corollary 3.2.8. Let X he a compact metric space. Then I: M^^f R is 
discontinuous at each point if and only if it is discontinuous at one point. 
We now work towards a suflScient condition to ensure that I: M{Xf M and 
are discontinuous. For each compact metric space X, and for each 
/ i , - - . , / n e C ( X ) , let 
The following three lemmas are derived from exercises in Bourbaki [10, pg.l04 . 
The proofs are due to Peter Nickolas. 
Lemma 3.2.9. Let V he a linear space and letvi,... ,Vn EV he independent. Then 
there exist linear transformations : F ^ R /or z = 1,.. . n such that the matrix 
{<t>i{'^j)) is non-singular. 
Proof LetU = {vi,..., v^) be the subspace of V spanned by the Vi and let be a 
subspace of V such that V = U®W. Then t/ is a finite dimensional subspace of V, 
and each G F has a unique representation v = aiVi + w where Y17=i otiVi € U 
3IIÁW EW. For each i = 1, . . . , n, let : F R be the function defined by 
(t>i{v) = ai. It is clear that each is a hnear transformation. Now, for each i and 
for each veV, (f)i{v) is the i-th component of the projection of v onto U. It follows 
that the i-th column of (M'^j)) is simply the coordinate vector of Vj in U, giving 
that {(pi{vj)) is non-singular. Q 
Lemma 3.2.10. Let X he a compact metric space and let /i, G C{X). Then 
a suhspace of M{X) and codim{V{f,,... J^)) < n, with equality 
occurring if and only if the fi are independent. 
Proof Let V = . . . , U s i n g linearity properties of the integral, F is a 
subspace of M{X). Hence, let ^ be a subspace of F such that M{X) = V®W. 
Suppose that the fi are independent. Then by Lemma 3.2.9 and Theorem 2.3.3 
there exist hnear functionals Mi,..., G M{X) such that is non-singular. 
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As { f J ' i i f j ) ) is non-singular, it follows that the ¡li are independent and each ¡ii 0 V, 
giving /li e W. Now, let /i G M{X) and consider the system of hnear equations in 
Qi , . . . , G M given by 
n 
j=l 
This system has coefficient matrix which is necessarily non-singular, and 
hence has a unique solution. Using linearity properties of the integral, let a i , . . . , a î 
be the unique real numbers such that 
/ fid < j=i / 
let u = / J , ^ ^ let a; = — ^il^i ^ Then ¡i = v uj the 
unique decomposition of /i where u eV and lü eW. Now, ii e W then u = Q and 
ÍJÜ = FI. Hence, by varying /x, the mapping M{X) W such that // i-̂  a; is onto, 
and it follows that W is spanned by the independent ¡ii. Therefore, dim(VK) = n 
and codim(y) = n. 
Otherwise, the fi are dependent. Select gi,... ,gm from the fi such that the QÍ 
are independent and m < n is maximal, and let V = V{gi,..., gm)- Using linearity 
properties of the integral, V = V and by the above, codim(y) = m < n. • 
Lemma 3.2.11. Let X he a compact metric space such that {(1^: ¡JL G M { X ) } is 
dense in C{X) and let f i , . . . , fn E C{X) be independent. Then for some /i G M { X ) , 
fi^ • •' 1 fn,d^ are independent. 
Proof Suppose that for all ¡i G M{X), / i , . . . , fn, d,, are dependent. Then as the 
fi are independent, each d^ can be expressed as a linear combination of the fi. As 
[DF^: FI E M{[X)} is dense in C{X), it follows that the finite-dimensional subspace 
(/ i ,---)/n) ^ C{X) is dense in the infinite dimensional space C(X), which is a 
contradiction. Therefore, / i , . . . , /n, DF, are independent for some ¡JL G M{X). • 
The following result is due to Peter Nickolas. 
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Theorem 3.2.12. Let X he a compact metric space such that {c?^: ^ G M(X)} is 
dense in C{X). Then there exists a convergent net i^a) € M{Xf with limit 
(/i, 0) G M{Xf such that ||/i«|| = 1 for all a and I{fj,a, J^a) -h 0) = 
Proof. Let A be the directed set of all finite subsets of C(X) other than {0} equipped 
with set inclusion, and let a = { / i , . . . , e A. For convenience, we will denote 
hyV{a) the set F ( / i , . . . , A). 
By Proposition 3.2.11, there exists ^ M{X) such that c?̂ ^ is not in the hnear 
span of a. Now, for all c G M such that c 0, dĉ j,̂  = cd^ ,̂ and it follows that ĉ c/x« 
is not in the linear span of a. We may then assume without loss of generality that 
/¿a has been chosen such that ||/ia|| = 1. Now, let 5 = {/i G M(X) : ||/x|| < 1} be 
the closed unit ball in M{X). Then by Proposition 2.3.20, B is compact and as 
(/Xa) G B, there exists a subnet (fjLa{p)) of (//«) and /j, e B such that fiaip) ¡J-
Let a' C a be a maximal independent set. Then Proposition 3.2.10 gives that 
codim(F(a)) = \a'\ and codim(F(a U {c?;,^})) = |a ' | + 1, and so there must exist 
some Ua, G V{a) such that ^ V{a U {d^,}). We have that for each / G V{a), 
^aif) = 0, and = 0. As V{a) and V{a U {d^^}) are vector 
spaces, we may assume without loss of generality that has been chosen such that 
^(fj'a^ ^a) = Then for all / G C{X) and for aR a e A, 
{f}Ca=^fea:^ J fdua = 0. 
Therefore, 0 and Uaos) 0. 
We then have that in M(Xf, (m, 0), but 
Hf^aiP), l^am) = \a{p)\ / > 0 = 0) . 
The result follows by renaming the net to (/x«, z/̂ ). • 
Corollary 3.2.13. Let X he a compact metric space such that { d ^ : /L¿ G M{X)} is 
dense in C{X). Then I: M{Xf -^R is discontinuous at each point 
Proof The result follows from Proposition 3.2.5 and Proposition and 3.2.12. • 
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Corollary 3.2.14. Let X he a compact metric space such that {d^J,^. ¡i G M{X)} is 
dense in C{X). Then T. M{X) -^R is discontinuous at each point. 
Proof. The result follows from Corollary 3.2.13, the identity 
I {fx + I{fi) - I{u) v) = 
for /i, G M{X), and the continuity of addition in M{X). • 
We conclude this section by noting the following result of Nickolas and Wolf [40 . 
The strict quasihypermetric property is discussed in Chapter 5. 
Theorem 3.2.15. Let X be a strictly quasihypermetric compact metric space. Then 
each of I: M{X) R and T. M{X)'^ —> R are continuous if and only if X is finite. 
3.2.2 Discontinuity of I: >i([0,1]) R 
We now show that / : jVi([0,1])^ ^ R is discontinuous at each point. As a result 
of Corollary 3.2.13, it will be sufficient to show that {dfj,: jj, G C([0,1])} is dense 
in C([0,1]). Subsequently, we investigate the mapping 1]) ^ C{[0,1]) such 
that d .̂ 
Lemma 3.2.16. The collection of all piecewise linear continuous functions on [0,1 
is dense in (7([0,1]). 
Proof Let / G C([0,1]) and let s > 0. By the compactness of [0,1], / is uniformly 
continuous, and there exists ^ > 0 such that for all xi,x2 G [0,1], \xi - X2\ < S 
implies that \f{xi) - f{x2)\ < e/2. 
Let 0 = ao < ai < . . . < an-i < a^ = 1 be a subdivision of [0,1] into intervals 
of equal length such that \ao - ai\ < S and let g: [0,1] R be the function defined 
for X e [tti, ai+i] by 
/(tti+i) - f{ai) 
g{x) = f{ai) + ai+i — ai 
•{x — Oi) . 
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Then is a piecewise linear continuous function on [0,1] such that g{ai) = ^r 
each i. Let x e [0,1]. Then x e [a^,aj+i] for some i = 0,... ,n - 1 and 
g{ai) - g{x) f{ai) - f(ai) + ^ ^ ^—^{x - ai) 
V ~ / 
= /(tti+i) - f{ai) 
< \f{ai+i) - f{ai) 
< e/2. 
X — a," 
ttj+i — ai 
It follows that 
(/ - g){x)\ < \f{x) - f{ai)\ + \g{ai) - g{x)\ < 5/2 + e/2 = e. 
We have that \{f — g){x)\ < e for all x G [0,1], and as [0,1] is compact, it follows 
that 
\f -g\\ = sup \{f -g)(x)\ <£. 
xe[o,i] 
Hence, there exists a sequence (gn) of piecewise hnear continuous functions on [0,1 
such that 11/ — ^ 0. • 
The following result is derived from an exercise in Bourbaki [10, pg.103]. The 
proof is due to Peter Nickolas. 
Theorem 3.2.17. Let >i([0,l]) ^ C([0,1]) be the mapping defined for each 
e 1]) by = d^. Then 
1. 1])) is dense in C([0,1]). 
2. (f) is injective. 
3. (j) is continuous with respect to the norm topology on A1([0,1]). 
I 0 is discontinuous at each point with respect to the weak-* topology on jVi([0,1]) 
5. (f) ^ is discontinuous at each point with respect to the weak-* topology on 1]) 
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P r o o f . 1. We firstly show that the image of 1]) under 0 is dense in C([0,1]). 
Let fi = So-\-Sie >i([0,1]). Then for all y G [0,1], 
[ M ) { y ) = J \ x - y \ d f i { x ) = \ 0 - y \ - \ - \ l - y \ = y - \ - l - y = l . 
Therefore, 1])) contains the mapping [0,1] M such that 1. 
Let a e [0,1] and let fi = 6a e 1]). Then for all y G [0,1 
= J d i i { x ) = \ a - y \ = \ y - a 
Therefore, 1])) contains the mapping [0,1] -^R such that x \x — a . 
For each 0 < a < 6 < 1, let ipa,b • [0,1] —> M be the function defined for x G [0,1 
by 
1 
= o + X — a x - h \ ) . 2 2 ( 6 - a ) 
Using properties of the integral, it is a routine exercise to show that (/)(A^([0,1])) 
is a vector subspace of C([0,1]). Hence ijjafi ^ 1])) for all 0 < a < 6 < 1. 
To show that 1])) is dense in C([0,1]), it will be sufficient to show that 
any piecewise linear continuous function on [0,1] is a linear combination of such 
functions ipa.b- Let / : [0,1] ^ R be a piecewise linear continuous function on [0,1 . 
Then there exists 0 = ao < ai < ... < «n-i < = 1 G [0,1] such that for all 
X e [ a i , a i + i 
O^i+1 — Cii 
We now claim that 
n - l 
f = f M + - • 
i=0 
Let X G [0,1]. Then x G [a ,̂a^+i] for some i = 0,... - 1. It will be sufficient to 
show that 
f { a o ) + - W = /(a,) + _ a,). 
3=0 
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Now, for all J = 0,... - 1, aj+i lies on the line segment with endpoints x 
and aj. Therefore \x - = \x - a^+il + la^+i - and 
( X — a,- X 2 2(aj+i - aj) 
= - + XT T { X — aj+i + aj+i — aj — x — aj+i ) 
2 2(aj+i - aj) 
2 2{aj+i - aj) 
= 1 . 
{aj+i - aj) 
Similarly, for all j = z + 1,..., n, aj hes on the line segment with endpoints x 
and aj+i. Therefore \x — aj+i X — a. 
1 
= 2 + 
1 
^ 2 + 
= 0 . 
2(aj+i - aj) 
1 
2(%+i - aj) 
1 1 
H- — a^+il and 
x-a^+il ) X — aj 
X — a. + - %+i|)) 
We evaluate EWoiH^J+i)" /(%)) = /(«i) - f(ao) as a telescoping sum. Therefore, 
n-l 
/(«O) + -
j=0 
i-1 
= fM + E(/(%+i) - fiai)} + (/(Oi+i) - fi<H))^u+i{x) 
j=o 
= / K ) + (/(a^+i) - /(aO) f J + ^ 
= / K ) + (/(a^+i) - /(a,)) 
\2 2(ai+i - tti) 
dj+i - az + (x - ĝ ) - (ĝ ^̂  - x) 
2(ai+i - tti) 
di+i -at ^ " 
It Mows that 1])) is dense in C([0,1]). 
2. We now show that ^ is injective. Let e >i([0,1]). Then = ,j,{u) if 
and only if = 0. Suppose that d^ = 0. It wiE then be sufficient to show that 
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= which we shall estabhsh in three steps. Firstly, note that for all G [0,1 
J \x — y\ dii{x) = 0, 
Then for all c G R, 
J cdii{x) ^ ^ j 
= c j (\x — \x — 1|) d^{x) 
= c j \x — d/j,{x) + c J — 1| dfi{x) 
= 0. 
Let 0 < a < 6 < l . By linearity of the integral, it follows that fi{(l)a,b) = 0- Secondly, 
let / : [0,1] R be a piecewise linear continuous function on [0,1]. Then there 
exists 0 = ao < ai < ... < an-i < a^ = 1 G [0,1] such that 
n - l 
f = f{ao) + "^{¡{di+l) - , 
¿=0 
and again by linearity of the integral, / / ( / ) = 0. Finally, let / G C([0,1]) and let 
ifn) ^ ^([0,1]) be a sequence of piecewise linear functions such that fn f. Then 
fJ'ifn) giving that /x(/) - 0. As fi{f) = 0 for all / G C([0,1]), we then have 
by Corollary 2.3.8 that fi = 0. Hence, 0 is injective. 
3. We now show that 0 is continuous with respect to the norm topology on M{X). 
Let {¡la) G 1]) be a strongly convergent net with limit ii G 1]). Then 
- dfx = sup J 
= sup 
X - y\dfia{x) — J \x — y\ dfi{x) 
J \x -y\d{fia-
< sup / \x — y\ d\fXa — 
ye[0,l] J 
< J 1 d\fia — 
iJia- IJ^ 
0 . 
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Therefore d^^ —> c?̂  in C([0,1]), and (j) is continuous with respect to the norm 
topology on >i([0,1]). 
4. Note that Part 1 may be stated as {d^: ¡jl e 1])} is dense in C([0,1]). 
By Proposition 3.2.12, there exists a convergent net {^a, ̂ a) ^ M{[0, l]f with hmit 
(m, 0) G ^([0,1])^ such that \\/2a\\ = 1 for all a and z/«) 0) = 0. Now, 
suppose that 0 is continuous at 0 G M{[0,1]). Then as Ua 0, it follows that 
dua — do] = - ^ 0 and 
I dua d/J^a < d ¡J'a d Vcc - > 0 . 
It follows that /(/^c,, ^a) 0, which is a contradiction. Therefore 0 is not continuous 
at 0. By hnearity properties of the integral, (j) is discontinuous with respect to the 
weak-* topology on >i([0,1]) at each point if and only if it is discontinuous at one 
point. The result follows. 
5. It remains to be shown that is not continuous with respect to the weak-* 
topology on M{X). For each n G N, let 
//n = (n -h l)So - G 1]) 
Then 
= sup 
= sup 
= sup 
j \x-y\dfinix)- J \x-y\dSo{x) 
ny — n y 
Let 2/G [0,1]. Iiy<l/n'' then 
ny — n y = n 22/- 1 3 <2ny + - < , 0 a s n 
n n 
Otherwise, y > l / i i ? and 
ny — n 
n' y 
= n 
n' = as n - ^ o o . n 
oo 
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It follows that Uiiin) - ^ 0; that is, ^ {̂SQ) in C([0,1]). 
Now, let / : [0,1] ^ M be the function defined for x G [0,1] by f(x) = 
Then / G C([0,1]) and 
/ fdfin = {n^l)f{0)-nf ( 1 \ VnV = - 1 , 
but 
/ fd5o = f{0) = 0. 
Hence /i^ y^* SQ as n ^ oo and is not continuous at (¡){6o). By linearity 
properties of the integral, is discontinuous with respect to the weak-* topology 
on jVi([0,1]) at each point if and only if it is discontinuous at one point. The result 
follows. • 
Note that it is a consequence of Part 5 of the previous result that is discon-
tinuous at each point with respect to the norm topology on A^([0,1]). 
Corollary 3.2.18. / : X([0,1])^ ^ R and / : >i([0,l]) 
each point. 
are discontinuous at 
Proof. The result follows from Corollary 3.2.13 and Corollary 3.2.14 and Theo-
rem 3.2.17. • 
3.3 Summary 
This chapter introduced the functions X ^ M and I: ^ R, where X is 
a compact metric space. An analysis of the functions c?̂  was simple; it was easily 
shown that d^ G C{X) for each ¡i G M{X), and that if E M{X) is a convergent 
net with limit such that (||//ct||) is bounded, then (i/^^) converges uniformly to 
An analysis of the functional / : M{X)'^ R was more difficult, however, it 
was possible to demonstrate in general that this function is bounded and continu-
ous on certain subsets of is separately continuous, is continuous at each 
point if and only if it is continuous at one point, and is discontinuous at each 
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point when {d,,: fj, e M{X)} is dense in C{X). The chapter concluded by showing 
this density property in the case that X = [0,1], from which it follows that both 
/: M{[0, l]f R and I: 1]) M are discontinuous at each point. Further 
properties of the functional / may be found in a paper of Nickolas and Wolf [40̂  
Chapter 4 
Results in compact spaces 
Chapter 1 introduced the average distances m{X), M{X) and M{X) defined for 
a compact (connected) metric space X . Using the measure theory developed in 
Chapters 2 and 3, we will now prove the Gross-Stadje Theorem, and develop an 
additional characterisation of each average distance. We will also discuss properties 
of m (X), M{X) and M{X), and demonstrate various techniques to calculate their 
values for certain concrete spaces X . 
4.1 The Gross-Stadje Theorem 
Chapter 1 introduced the Gross-Stadje Theorem and showed by a direct argument 
that m([0,1]) is defined and equal to 1/2. We will now prove the theorem for a 
general compact connected metric space, using a proof which depends on Bauer's' 
Maximum Principle and Ville's Minimax Theorem. We shall state these well-known 
results without proof, as to do so would require use of techniques from convexity 
theory and game theory which are not considered in this thesis. 
Choquet discusses Bauer's Maximum Principle in [14, pg. 102 . 
Theorem 4.1.1 (Bauer's Maximum Principle). Let X he a convex compact subset 
of a topological vector space and let f: X ^ R he a convex continuous function. 
Then there exists an extreme point of X at which f attains its maximum value. 
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Nikaido discusses Ville's Minimax Theorem in [42, pg. 69 . 
Theorem 4.1.2 (Ville's Minimax Theorem). Let X he a compact subset of a topo-
logical vector space and let f: X x X he a continuous function with respect to 
the product topology on X xX. Then 
.JSiTx) A J j i - . , / / / ( - ' . 
The following proof of the Gross-Stadje Theorem has been constructed from 
several sources. The existence proof is due to Yost [57, pg. 332-333], and is of 
mterest as it is an elementary proof which does not require game theory, as in the 
proof due to Gross [24, pg. 50-52], nor measure theory and integration, as in the 
proof due to Stadje [48, pg.276-277]. The uniqueness proof, which uses the above 
two theorems, is due to Cleary et al. [16, pg. 268]. The formula for the Gross-Stadje 
number m (X) which uses the functional /(-, •) is due to Stadje. 
Lemma 4.1.3. Let X and Y he Hausdorff spaces such that X is dense in Y and 
Y is complete, let f:X -.Rhea continuous function and let g: Y -.R he the 
function defined for x eY hy 
l^f(Xn) ifx^X, 
Where for each x e Y\x, e X a corivergent sequence such that x„ x. Then 
g is a well-defined continuous extension of f. 
Proof Let x e X , let (?/„) e ^ be convergent sequences with limit x and let 
W eXbethesequencex„2 / „^„2 / „ . . . . Then ^ and ea^h of and 
izn) are Cauchy. Since / is continuous, it follows that each of ( / ( . „ ) ) , 
(/(^n)) axe also Cauchy. Hence, given that y is complete, there exist u,v,weY 
such that / ( . „ ) u and / ( , „ ) ^ . and / ( . „ ) ... As ( / ( . „ ) ) a.d ( / ( , „ ) ) are 
subsequences of it follows that w = u = v. Therefore 
i ™ fi^n) = hm_ f{y„), n—^oo 
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giving that g is well-defined. 
It clear that g is an extension of / . It remains to be shown that g is continuous. 
Let d be the metric of F, let yo E Y and let {yn) G F be a sequence such that 
yn ^ yo' For each i = 0 , 1 , . . l e t {xi^n) E X he sl sequence such that Xi^n yi-
Then by the definition of g, g{xi^n) giVi) for each i. Now, for all ei > 0 there 
exists ui such that n > rii ^ d{yn,yo) < s/2, and for each n > rii there exists 
mi(n) such that m > mi{n) d{xn,m,yn) < Hence, if n > ni and m > mi(n) 
then by the triangle inequality 
d{Xn,m, yo) < d{Xn,m, yn) + ô) < ^ + ^ = • 
That is, Xn,m yo 8iS n,m ^ co, giving that g{xn,m) 9{yo) as n, m oo. 
Let 62 > 0. Then there exists n2 such that for each n > n2, there exists 7712 (n) 
such that for each n > n2 and each m > m2(n), \g{xn,m) — 9{yo)\ < ^2/2. Also, for 
each n > 712, there exists such that for each n > n2 and each m > ms{n), 
9{yn) — 9{xn,m)\ < ¿̂ 2/2. Now, let 7714 = max{7712,7713}. Then for each n > n2 and 
each m > 7774(77) 
9{yn) - 9{yo)\ < \9{yn) - 9[Xn,m)\ + " - ^ + ^ == ^' 
Hence, g is continuous. • 
Theorem 4.1.4 (Gross-Stadje Theorem). Let (X, d) he a compact connected metric 
space. Then there exists a unique m{X, d) E M. such that for all n E N and for all 
xi,... Xn E X there exists y E X such that 
1 "" 
-^d{xi,y) = m{X, d). ti f i * 
Further, 
n . ^ 1=1 
m(X,d)= max min I(a,u) = max mindJx) = min m&xdJx). fieM^x) ueMKX) fieM\x)xex fieM\x) xex 
Proof Let J" = U ^ i F o r each F = (xi,... ,Xn) E let dp: X R he the 
function defined for x G X by 
1 "" djr{x) = -^d{x,Xi). 
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Each dp, being the sum of continuous functions, is continuous. Let a: ^ R and 
6: ^ R be the functions defined for F G ^ by 
a{F) = mino?iî (a;) and b{F) = max dp (x). xex xex 
As X is compact, the above values are well-defined. Recall that the continuous 
image of a compact connected set is compact connected, and that the compact 
connected subsets of R are the closed bounded intervals. It follows that for each 
F e dpiX) = [a(F),6(F)]. To prove the existence of such an m{X,d) G R, it 
will be sufficient to show that 
fgjf 
Let F = {xi,...,xm) G J" and let G = fei,...,?/^) e T. As a metric is 
symmetric, we have that 
n ^ m i 
¿=1 i=l 
m n 
3=1 i=l 
m ^ n 
m 
= nj^doixj). 
3=i 
Suppose that dpivi) > doixj) for all i and j. Then 
n m n m 
J=1 i=i j=i 
giving the contradiction 
n 
i=l j^l 
Hence dj.{y,) < d^Xj) for some i and j , giving that a{F) < h{G). As this holds for 
ail F . G ^ T , we obtain 
supa(F) < inf 6(F). 
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It follows that f]j,dF(X) ^ 0, establishing the existence of such an m(X,d) G M. 
As each 
m e supa(F), inf b(F) 
has the property required of m {X, d), to demonstrate that such a number is unique, 
it remains to be shown that 
sup a{F) = inf b{F) = max min /(/x, i/). F^T F^T /leM^iX) jyeMW 
Note that by Corollary 3.2.2 and the compactness of M^(X), the above values are 
well-defined. 
Now, each member of can be naturally associated with a member of (X), the 
set of atomic probability measures, by way of the mapping (x i , . . . , Xn) ^ ^ EILi 
We now regard a and b as the functions a: R and b: J^^(X) R defined 
for /X E :F\X) by 
a(/i) = mind^{x) and 6(/i) = max(i^(a:). 
Let ¡1 G and let {¡in) ^ be a sequence such that ¡i^ ¡Ji- Then by 
Lemma 3.1.3, {d̂ ĵ )̂ converges uniformly to d^ and it is a routine exercise to show 
that a{iJLn) and b{/jLn) K/^)- have that a and b are continuous. 
Now, let u E A4^(X) and let (un) E be a sequence such that u. 
As is dense in the complete space Lemma 4.L3 asserts that the 
functions a : A^^^) ^ ^̂  and A^i(X) ^ R defined by 
a(z/) = lim a(iyn) and = lim b{i'n), n-̂ oo n^oo 
are continuous extensions of a and b. By the definition of a(iy) and the fact that 
dj^^ djy, we have that 
mindjy^{x) a(i/) and mmdi,^{x) mmdjy{x), xeX x€X xeX 
That is. 
a{i') = mmdjy{x), xex 
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and similarly, 
ß(i/) = maxdu{x) xex 
Also, it is easily shown that 
sup a(F) = max a(a)= max mindJx) 
inf 6(F) = min diu) = min maxdJx). 
fgt ^ ^ fieM^x) ^"^^ fieMKx) xex 
Let jy e Using Proposition 3 .2 .4 , the mapping M such that 
¡jL ^ /(// , z/) is continuous and linear, and hence convex. Bauer's maximum principle 
then gives that this mapping will attain its maximum value at some extreme point 
of which by Proposition 2.1.2 is some measure S^o, where xq G X. Hence 
max liiJi,!/) = maxlidx.v) 
= max 
= max x^X 
J J f{^,y)d6a,{z)du{y) 
J f(x,y) du{y) 
= maxdjy(x) xex ^ ^ 
= b{u), 
and by taking the minimum over u G M^(X), we obtain 
Similarly, 
min max I{/i,iy)= min b(i/) = ini b(F) 
max min /(/x, i/) = max a(a) = sud a(F) 
Using Ville's Minimax Theorem, we have 
sup a{F) = inf 6(F) = max min u), 
as required. • 
We note that our proof of the Gross-Stadje Theorem may also be user to demon-
strate Stadje's result concerning a compact connected Hausdorff space and a con-
tinuous symmetric function. It is possible to generahse the space by investigating 
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weak-* convergence of probability measures on compact Hausdorif spaces (the inter-
ested reader is referred to Choquet [13, pg. 217]), where it is found that the properties 
we required of the space of measures still hold. It is much easier to generalise the 
metric to a continuous symmetric function, as each inference in the proof using the 
metric and its associated functionals studied in Chapter 3 relied on no properties 
of a metric other than continuity and symmetry. A more general approach to the 
functionals studied in Chapter 3 would give the generalisation immediately. 
We note that Cleary et al. [16, pg. 268] make the comment that "the uniqueness 
of m (X, d) is essentially equivalent to the mini-max theorem, whereas the existence 
of m {X, d) corresponds to the trivial mini-max inequality. This is why the existence 
of m {X, d) is easier to prove than [its] uniqueness". 
The following generalisation of the Gross-Stadje Theorem is due to Graham 
Elton, and has been announced without proof in papers of Cleary et al. [16, pg. 266], 
Morris and Nickolas [38, pg. 463] and Yost [57, pg. 333]. The statement of the result 
as given here assumes that m {X, d) is defined and exists for a compact connected 
metric space X, as in Theorem 1.1.1. 
Theorem 4.1.5 (Gross-Stadje Theorem). Let {X,d) be a compact connected metric 
space. Then for all ¡i G M^{X) there exists y e X such that d,j,{y) = m (X, d). 
Proof. Let ¡JL G M^{X). If fi is an atomic measure then there exists XI,... ,XN E X 
such that /JL = x̂i- Hence using Theorem 4.1.4, there exists y eX such that 
r 1 "" 
dM = / d{x, y) dfi{x) = d{xi, y) = m (X, d) . 
Otherwise, let {/in) ^ M^{X) be a sequence of atomic measures such that /in M 
and let (yn) G X be a sequence such that for each n, d^^{yn) = m {X,d). As X is 
compact, there exists a subsequence {ykj of (yn) which converges to some y e X. 
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Then /i and for all n G N, 
m (X, d) - dM\ < Mm.« fefcn) M̂fcn fe) I + M/̂ fcn " 
< j \d{x,ykj - d{x,y)\ d^ik^x) + - d^{y) 
< J diVkr^.y) dfj^kn(x) + (y) - df,(y) 
Now, d{yk^,y) 0 as n oo. As the mapping X 
continuous and bounded, 
such that X i-^ d{x, y) is 
J d{x, y) dfik^ (x) - J d{x, y) dfi{x) •>0 
as n cx). It follows that d^{y) = m (X, d). • 
4.2 Properties of m (X, d) 
We now present some elementary properties of the Gross-Stadje number. These 
properties concern the permissible values for m(X,c?), and certain attributes of m 
when considered as a real-valued mapping. 
The foUowing property of m (X, d) is given by both Gross [24, pg. 52] and Stadje 
48, pg. 277-278]. Our proof is due to Stadje. 
Proposition 4.2.1. Let {X,d) he a compact connected metric space with at least 
two points. Then 
D{X,d) 
-^~<m{X,d)<D(X,d). 
Proof. As X is compact, there exist Xi, X2 G X such that d{xi, X2) = D{X, d). Then 
for all y eX.hy the triangle inequahty we have that 
2 
¿1 Zi i=l 
Hence n(X)/2 < m (X,d). 
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Let r = d)/2 > 0 . As X is compact, there exist Xi , . . . , G X such that 
the collection of open spheres centred at the Xi of radius r covers X . Then for all 
y E X, there exists j G { 1 , . . . , n} such that d{xj,y) < D{X, d)/2 and 
1 ^ 1 ^ 1 
-^d{xi,y) = - Y] d{xi,y)-{--d{xj,y) 
n n n 
n 2n 
< D{X,d). 
It follows that m (X, d) < D{X, d). • 
We note the following property of m {X) given by both Gross [24, pg. 53] and 
Stadje [48, pg. 278], which is interesting for two reasons. Firstly, it shows that our 
bounds for m (X) cannot be improved. Secondly it shows that m (Ji, d) is not a 
topological property of (X, d). 
Proposition 4.2.2. Let D,m > 0 such that D/2 < m < D. Then there exists a 
compact connected metric space {X, d) homeomorphic to the Euclidean space [0,1 
(equipped with its usual metric) such that m (X, d) = m. 
The proof of the following property is due to Yost [57, pg. 334 . 
Proposition 4.2.3. Let (X, d) be a compact connected metric space and let a< p. 
If for all fj, e M^{X) there exists y eX such that a < d^{y) < ¡3 then 
a<m{X)<l3. 
Proof Suppose that for all ¡i G M^{X) there exists y eX such that a < d^{y) < 
which gives that 
Hence 
a < m^yidaiy) and mini/^(^) < y^X yex 
a < min maxdJy) = m(X) = max mindJy) < • 
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Corollary 4.2.4. Let (X, d) be a compact connected metric space and let a < ¡3. 
If for all ¡JL G M^(X) of the form ¡2 = (1/n) S^i there exists y e X such that 
Oi < d^[y) < p then a<m.{X)<p. 
For our remaining results, we will consider m {X, d) to be a real-valued function. 
To do so however, we must first construct a "universe" of compact connected metric 
spaces. Let (5, d) be a metric space. Then H{S, d) will denote the set of com-
pact non-empty subspaces of (5, ci), and H{S,d) will denote the subset of H{S,d) 
consisting precisely of those spaces which are connected. Note that these sets are 
non-empty, as they necessarily contain each singleton subspace of {S,d). We now 
consider m to be a function m: 'H{S, d) ^ R which assigns to each X G H {S, d) its 
Gross Stadje number. 
We postpone the proof of the following result until Proposition 4.5.9, where we 
will show the result by directly calculating the Gross-Stadje numbers of certain 
subspaces of R^. 
Proposition 4.2.5. In general, m is not monotonie with respect to subset inclusion; 
that is, there exists a metric space {S,d) and A,B e H{S,d) such that A Q B and 
m{A,d) > m{B,d). 
Our remaining property of the Gross-Stadje number concerns the continuity of 
m: H{S,d) R, a discussion of which requires a suitable metric on the space 
H{S, d). Let h:H{S,d)x H{S, d)^Rhe the function defined for X, y G H {S, d) 
by 
Then h is the well-known Hausdorff metric on H{S, d), a full discussion of which is 
found in [25, Section 28]. We will assume from now on that H(S, d) and H{S, d) are 
equipped with this metric. 
Theorem 4.2.6. Let (5, d) be a metric space and let h denote the Hausdorff met-
ric on H{S,d^. Then for all X, Y G H{S,d), \m {Y, d) - m (X, d)\ < 2h{X,Y). 
Further, m: H{S, d)->Ris uniformly continuous. 
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P r o o f . Let X , Y e H { S , d ) and let X i , . . . , G X . Then there exist 
such that d { x i , y i ) < h { X , Y ) for each i . Let f i = (1/n) Y l ' i ^ i ^xi ^ M ^ { X ) and let 
^ = (V^) Er=i K ^ M ^ O ^ ) ^ let ^ G y such that d ^ { y ) = m (F, d ) and let x G X 
such that d { x , y ) < h { X , Y ) . Then 
m { Y ) - d ^ { x ) 
^ TJ. 1 ^ 
- Y ] d { y , y i ) - - Y ] d ( x , X i ) 
1—1 1—1 
1 
n ^ 
1=1 
^ n ^ n 
n n 
i = l 1=1 
1 ^ 1 ^ 
< - y ^ d { x i , y ) 
n n 
i = l i = l 
i = l 
2 h { X , Y ) . 
1=1 
That is, for all fi G M^{X) of the form ¡i = (V^) SiLi x e X 
such that m { Y , d ) - 2 h { X , Y ) < d ^ { x ) < m { Y , d ) + 2 h { X , Y ) . It follows from 
Corollary 4.2.4 that 
m ( y , d ) - 2 h { X , Y ) < m (X, d ) < m (F, d ) + 2 h { X , Y ) , 
and similarly it can be shown that 
m (X, d ) - 2 h { X , Y ) < m { Y , d ) < m (X, d ) + 2 h { X , Y ) . 
Hence \m (F, d) - m (X, d)\ < 2h{X, F), and m is uniformly continuous. • 
4.3 Properties of M(X, d) 
We now present some elementary properties of M { X , d ) . We firstly characterise 
M ( X , d) using measures, and present some results arising from this characterisation. 
We then consider properties of M { X , d) which are similar in character to those which 
we discussed for m ( X , d). 
72 CHAPTER 4. RESULTS IN COMPACT SPACES 
Theorem 4.3.1. Let (X, d) be a compact metric space. Then 
M{X, d) = sup / ( / i ) . 
n n Proof. Let 
A = sup ̂  ^ WiWjd{xi, Xj), 
i=i j=i 
where the supremum is taken over n G N and Xi^... G X and Wi,... ,Wn > 0 
such that '̂ i — ^̂  ^^^ 
B = sup I{/j,). 
ueM\x) 
We want to show that A = B. 
Let n G N, let . . . , G X and let . . . , > 0 such that YJi=i '̂ i = 1- Let 
^ = T.ti e M\X). Then 
n n _ „ 
= d{x,y)dfj,{x)d/i{y) = I{fi) <B, 
i=l j^l 
giving that A<B. It remains to be shown that B < A. 
Let // G M\X) and let (/i^) G A^^(X) be a sequence of atomic measures 
such that fin fi. Then each fi^ is of the form where m G N and 
Xu...XmeX ^ndwi,...,wm>0 such that YT=i = 1- Hence is of the 
form 
m m 
i=l 3=1 
and < A for each n. Since by Corollary 3.2.3 we know that I is continuous 
on M^(X), we have that I(/i) < A. Hence B < A, as required. • 
Given that for a compact metric space X , M'(X) is compact and metrizable 
and / : R is continuous, it is a standard compactness argument to show 
that M(X) = I{fx) for some fi G M\X). We say that fx is an M-maximal measure. 
* 
Definition 4.3.2-. Let X be a compact metric space and let /z G M^(X). If 
M{X) = I(fi) then fj, is am M-maximal measure. 
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The following is found in Bjorck [8, pg. 256 . 
Theorem 4.3.3. There exists an M-maximal measure on every compact metric 
space. 
Proof. Let X be a compact metric space and let {/in) ^ M^(X) be a sequence 
such that I {fin) M{X). As is compact and metrizable there exists a 
subsequence and /x G M^{X) such that ¡ik^ ¡i. Then /(/i^n) 
and as by Corollary 3.2.3 we know that / : M^{X) R is continuous, it follows 
that l i f ^ K N ) H^)- Hence M(X) = /(/z), giving then that ¡JL is M-maximal. • 
We will discuss the uniqueness of M-maximal measures on compact metric spaces 
in Chapter 6. 
The following results are due to Bjorck [8, pg. 256-257 . 
Lemma 4.3.4. Let X be a compact metric space, let [i G M.^{X) he an M-maximal 
measure and let v G M{X) such that iy{X) = 0 and /x + z/ > 0. Then v) < 0. 
Proof. Let £ G (0,1] and lei \ = /JL + e • u. We want to show that A G M^{X). Let 
A G B{X). If iy{A) > 0, then it is clear that A(A) > 0. Otherwise, if u{A) < 0 then 
u{A) < e • iy{A), giving that 0 < fi{A) + iy{A) < fi{A) -h £ • iy{A) = X{A). Hence A is 
a positive measure, and as X{X) = 1 it follows that A G M^{X). 
Now, M[X) > 7(A) = /(/x) + ¿"liv) + 2£/(/x, i^) = M{X) + + 2£/(/i, z/), 
giving that 
Letting £ 0, we obtain /(/i, v) <0. • 
Theorem 4.3.5. Let {X,d) be a compact metric space and let /i G M^{X) be an 
M-maximal measure. Then for all x e X, d^{x) < M{X,d), with equality holding 
when x belongs to the support of fi. 
Proof Recall that C^ denotes the support of ¡i. Suppose that there exists Xi G C^ 
and X2eX such that d^{xi) < d^{x2)- Let a = d^,(x2) and let b = d^{xi). Then as 
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d^ is continuous, there exists > 0 such that for all 2/1,2/2 ^ 
Note that xi ^ X2. Let r = min{|xi - X2\,S} > 0, and let U be the open ball 
centred at XI of radius r in X . Then X2 ^ U and for all X EU, 
0 < D,{X) < D,IX,) + ^ = 
Also, /JL{U) >0 QSXIE CF,. 
Let LY EM{X) be the measure defined for A € B{X) by 
Then I/{X) = 0, and we have that 
HFJ'^^) = J D^DU 
= DF,{X2)' FJ.{U) - / D^DFI 
JU 
. ^{U) - I — D F , 
Ju ^ 
A . ^{U) - ^ . 
A — H 
M 
> 
2 
> 0. 
Now, for all A e B(X) 
(M + I^KA) 
= ^I(A) + I.(ANU) + IY(AN(X\L7)) 
= M(A) + NIU) • IANU)~^{ANU)+ . (A n ( x \ c / ) ) - ^(0) 
= FIIAN {X\U)) + F^IU). ( 4 , { A n t / ) + n {X\U))) 
> 0. 
Hence by Lemma 4.3.4, /(/z, t.) < o, which is a contradiction. It foUows that for all 
â i € C^ and for all e X , > It is easily seen that is constant 
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on C^. Let M G R such that for all x E X, < M with equality holding when 
X e C^. Then 
M { X ) = I { i j i ) = i i M d n = M . 
' J C/j, J Cfx 
• 
We note that the previous result gives that when ¡jl G M^{X) is an M-maximal 
measure on a compact metric space X , d^ is constant on the support of fi. Also, 
in general it is not required that dy^{x) < M { X ) for all x G X\C^. For example, 
let X = [0,1] and let ¡i = (l/2)(5o + (l/2)(5i G M\[0,1]). Then I { f i ) = 1/2 and by 
Proposition 1.2.3, ¡jl is an an M-maximal measure on [0,1]. Note that for all x G C^, 
d M = - A + - = 1]). 
We now discuss the range of permissible values for M { X , d ) . The fact that 
M{X, d) < D{X) was first estabhshed by Peter Nickolas, using a graph-theoretic 
proof, but we will prove the result using measures. 
Proposition 4.3.6. Let (X, d) he a compact metric space with at least two points. 
Then 
2 
Further, if ( X , d) is connected then m ( X , d) < M { X , d). 
Proof. As { X , d ) is compact, there exist Xi,X2 G X such that d { x i , x 2 ) = D { X , d ) . 
By letting 
we then obtain 
2 2 
M ( x , d) > /(/i) = Y . z 2 ^ 2 — ' 
i=l j=l 
Now, let (JL G M^{X) be an M-maximal measure and recall that C^ denotes the 
support of 11. Let xq G C^ and lei U = { x E X : d{x,Xo) < D { X , d ) / A } . As d is 
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continuous, U is an open subset of X and since xq E C^, /i{U) > 0. It follows that 
d,j,{xo) = / d{x,Xo)dijL{x)/ d{x,Xo) din{x) 
Ju Jx\u 
< [ ^ ^ ^ d f i ^ [ D{X,d)dfi 
Ju 4 Jx\u 
< D{X,d)-fi{X) 
= D{X,d). 
Using Theorem 4.3.5, we then have that d^{x) < D{X) for all x E X. As the 
continuous image of a compact set is compact, d^{X) must be compact, and there 
exists ceR such that df,{x) <c< D{X) for all xEX. Hence 
M{X,d) = I{fi) = jd^dfi< jcd^i = c< D{X, d). 
Now, suppose that {X,d) is connected. Then by Theorem 4.1.4, there exists 
such that 
m{X,d) = m.md^{y). y^x 
Hence 
m {X,d) = Jm{X,d) dfi< Jdf^dfi = I(fi) < M{X,d). • 
Finally, we now consider M to be a mapping M: H{S, d) for some metric 
space Recall from Section 4.2 that H{S,d) is the set of compact subspaces 
of (5, d), and is itself a metric space, equipped with the Hausdorif metric. 
Theorem 4.3.7. Let {S,d) he a metric space. Then 
L The mapping M: H{S, d)-.R^s monotomc wUh respect to subset inclusion. 
. For all X,YE H{S, d), \M{X) - M(F) | < 2/i(X, Y). 
3. The mapping M: H{S, d)-^R is continuous. 
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Proof. To show that M is monotonic, let X,Y e H{S, d) such that X C Y and 
let ji e M^{X) be an M-maximal measure on X. Noting that X G B{Y), let 
z/ G be defined for A G B{Y) by = ¡^{A n X). Then 
M{X) = I{fi) = /(i/) < M{Y). 
Let X,Y E H{S,d), let G M.^{X) be an M-maximal measure on X and 
let {fin) G M^(X) be a sequence of atomic measures such that For 
each n, write ¡i^ = Y^ih'^ni^xni where for each n E N, kn E N and for each 
i = 1,... Xni G X. Given that for each Xni G X , there exists yni G Y such 
that d{xni,yni) < h{X,Y), let {un) ^ M^(Y) be a sequence defined for n G N by 
Un = Ylih '̂ m v̂ni- W® th®^ have that 
/(/in) -
kn ^71 ^71 ^71 
y^ y^ WniWnjd{Xnu Xnj) " XI '^niWnjd{yni, Vnj) 
i=l j=l i=l j=l 
kn kn 
< y ^ y ^ WnjWnj {\d{Xni,Xnj) " d{Xni,ynj) \ + \d{Xni,ynj) " 2/nj) |) 
i=l 3=1 
kn kn 
< ^ ^ WniWnj {d{Xnj, ynj) + d{XnU Vni)) 
i=l 3=1 
kn kn 
i=l 3=1 
kn kn 
i=l = 2h{X,Y). 
Hence for each n, 7(/in) < 2h{X,Y) + < 2h{X,Y) + M(y ) , and as /(•) is 
continuous on we then have that M{X) < 2h{X,Y) + M(Y). Similarly, 
M{Y) < 2h{X,Y) + M(X) , giving that 
M{X)-M{Y)\<2h{X,Y). 
That M is continuous is immediate. • 
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4.4 Properties of M{X, d) 
We now characterise M(X, d) using measures. Aside from this characterisation, for 
now we will merely comment on properties of M{X, d). We will find it necessary to 
study quasihypermetric spaces to provide a meaningful discussion on M{X, d). This 
class of metric spaces is investigated in Chapter 5, and we will return to studying 
properties of M(X, d) in Chapter 6. 
Proposition 4.4.1. Let {X,d) be a compact metric space. Then 
M{X, c?) = sup/(//), 
where the supremum is taken over all /JL e M(X) such that /j,{X) = 1. 
Proof. Let 
n n 
A = sup ̂  ^ WiWjd{xi, Xj), 
¿=1 j=i 
where the supremum is taken over n G N and Xi, . . . , G X and ti;i,... G R 
such that = 1, and let 
5 = sup/(//), 
where the supremum is taken over E M(X) such that FI{X) = 1. We want to show 
that A = B. As in the proof of Proposition 4.3.1, it is easily shown that A < B, 
and it will be sufficient to show that B < A. 
Let FI G M(X) such that /.(X) = 1 and let £ > 0. Noting that ||/x|| ^ 0, by 
Lemma 2.3.23 there exists a partition Ai , . . . , g B{X) of X such that for each z, 
D{A,) < ' 2 • 
Let i/ - Y:TI E M{X), where each is some point belonging to Ai. Then 
iy{X) = 1 and 
n n 
= HJli'i^M^M^^i, xj) < A. 
i=l j=i 
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Note that 
and 
We then have 
u 
i = l ¿=1 
/ d^dv = i i { A i ) d ^ { x i ) = / d ^ { x i ) d ^ . 
J A i J A i 
I { f i ) - u) 
Ik n lb n 
^ / d ^ d i J . - ^ d f , d i y 
- XI / / 
n „ 
{ d n { x ) - d ^ { x i ) ) d f l i x ) 
n . 
- M x ) - d ^ { x i ) \ d \ f i \ { x ) 
Now, for each i and for all x e Ai, 
d ^ { x ) - d f , { x i ) J { d { x , y ) - d { x i , y ) ) d f i { y ) 
< J \ d { x , y ) - d { x i , y ) \ d \ f i \ { y ) 
< J d { x , x i ) d \ f i l y ) 
< / — 7 2 M 
It follows that 
/(;.) - H , , I < ^ ^ rf iMl = ^ E IH (A.) = 
Similarly, |/(z/,//) - < s/2. Hence 
£ £ 
\l{fi) - I(y)I < |/(m) - /(m, z/)I + /i) - l{y)I < 2 + 2 " ^' 
which gives that 7(/x) < + £ < A + By taking the infimum over we obtain 
/(m) < A, which gives that B < A. • 
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Given a compact metric space X, it is now natural to ask if I : M(X) M 
attains the value M(X) for some ¡JL G M{X) of unit mass, as we did for M{X). 
Definition 4.4.2. Let X be a compact metric space and let FI G M{X) such that 
li{X) = 1. If M[X) = /(//) then ¡JL is an M-maximal measure. 
We state without proof the following result of Alexander [1, pg. 317-318\ 
Proposition 4.4.3. Let X be the closed unit hall in R^. Then M{X) = 2 and there 
does not exist an M-maximal measure on X. 
The following result concerning the range of permissible values for M{X, d) may 
be proven using essentially the same argument which gives Propositions 4.3.6. 
Proposition 4.4.4. Let X he a compact metric space. Then 
^ ^ < M{X) < M{X) < oo. 
Further, if (X, d) is connected then m (X, d) < M(X, d). 
Finally, as in Section 4.3, we now consider M to be a mapping M: H{S, d) R. 
We will investigate if this mapping is continuous in Chapter 6, but for now we assert 
that this mapping is monotonie. The result may be proven by essentially the same 
argument which gives Proposition 4.3.7. 
Proposition 4.4.5. For all metric spaces {S,d), the mapping M: H{S,d) R is 
monotonie with respect to subset inclusion. 
4.5 Techniques for calculating m {X) and M{X) 
We will now calculate m {X) and M{X) for various compact (connected) metric 
spaces X. These constants are considerably easier to calculate in most spaces 
than M(X). We will discuss values of M{X) in Chapter 6. The examples we 
iAclude here present a variety of techniques which may be used to calculate m {X) 
and M{X). 
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4.5.1 Max-min measures 
Recall that if X is a compact connected metric space, then 
m(X)= max mind¡,(v) = min maxdn(y). 
^ ^ /iG^W yex ^^^^ pceMW yeX ^^^^ 
Definition 4.5.1. Let (X, d) be a compact connected metric space. If i/ e M^{X) 
such that 
m {X, d) = min dJy) and m (X, d) = max dy{y), y^x yex 
then /X is a max-min measure on X and is a min-max measure on X. 
Note that the above formulae for the Gross-Stadje number establish the existence 
of max-min and min-max measures on compact connected metric spaces. 
Cleary et al. [16, pg. 261-262] have used max-min and min-max measures to 
calculate m{X), where X is the perimeter of an equilateral triangle. The proof 
requires a lemma of Cleary [15, pg. 44-45 . 
Lemma 4.5.2. Let L he a line segment in R^ and let a,b eM? lie on a line segment 
parallel to L such that the midpoint of a and b lies on the perpendicular bisector 
ofL. Then 
min(||a - y\\ + ||6 -yeL 
is given by the midpoint of L, and 
max(||a — y\\ + ||6 — y\\) y^L 
is given by an endpoint of L. 
Proof Let y e L. Then by the triangle inequality, ||a - y\\ -f- \\b - y\\ > \\a - b\\. As 
y = (a-\-b)/2 implies that \\a - y\\ + ||6 - y\\ = \\a - 6||, we then have that 
min(||a — y\\ + ||ò — y\\) yeL 
is given by the midpoint of L. 
82 CHAPTER 4. RESULTS IN COMPACT SPACES 
Let c be an endpoint of L. Then ||a - ?/|| +1|6 - i/|| < ||a - +1|6 - c|| + ||c - y 
Now, \\a — y\\ -\-\\c — y a — c as y c. Hence 
^ ~ 2/11 +11^ ~ y\\ ^ II® ~ ^W +1!^ ~ 1̂1' 
giving that 
max(||a — y\\ + \\b — y\\) yeL 
is given by an endpoint of L. • 
Proposition 4.5.3. Let X be the perimeter of an equilateral triangle with sides of 
unit length. Then 
m{X) = 2 + V 3 
6 
Proof Let Xi,X2 and xs be the vertices of X and let 
M = + ^S,, + ^S,, e M\X) . 
We want to minimise d^ on X. Now for ally e X, d^{y) = (1/3) Yh=i W^i - V 
and by symmetry c?̂  will attain its minimum value for some y belonging to the line 
segment joining xi to X2. By Lemma 4.5.2, the value of 
= (1/3) (1 + 11x3-2/11) 
occurs when y is the midpoint of x ^ . Hence 
mili dJy) = -
/ 
1 + = ^ + 
/ ^ 
Let x[,x'2 and x'̂  be the midpoints of the edges of X and let 
= + l^x', + Ux', e M\X) . 
^i-y 
We want to maximise 4 on X. Now for all y e X, d^{y) = (1/3) 
and by symmetry ^ will attain its maximum value for some y belonging to the line 
segment joining xi to xs- By Lemma 4.5.2, the value of 
max dJy) 
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occurs when y is an endpoint of x^. Hence 
As 
mmdJy) = maxdjy{y), yeX yeX 
we have that /x is a max-min measure and u is a. min-max measure. Therefore, 
Cleary and Morris [15, pg. 44-48] have generahsed the proof of Proposition 4.5.3 
to calculate the Gross-Stadje number of the perimeter of a regular polygon. 
Proposition 4.5.4. Let X be the perimeter of a regular n-gon inscribed in a circle 
of radius 1. Then the probability measure uniformly distributed on the vertices of X 
are a max-min measure on X, the probability measure uniformly distributed on the 
midpoints of the edges of X is a min-max measure on X and 
1 ^ / 3 1 27r 2i7r 2(i - l)7r V^ ' 
m(X) = - y - + - cos cos cos ^ ^ 2 n n n J ¿=0 ^ 
Proof. Note that X is a compact connected metric space. Let Po, • • •, Pn-i be the 
vertices of X and let Qo, • • •, Qn-i be the midpoints of the edges of X , where each 
Qi is the midpoint of the edge joining Pi and P^+i (note the special case that Qn-i 
is the midpoint of the edge joining Pq and P^-i)- Each Pi may then be represented 
by 
/ 2m . 27rA 
Pi = cos , sm . 
\ n n J 
Let fi e M^{X) he the measure uniformly distributed on the P̂ ; that is, let 
^ = (1/n) X̂ r̂ô  ^Pi- We want to show that 
^ n—1 
mindJy) = - Y ^ \\Pi - Qo 
-Y 77, 
We consider two cases. 
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Case 1: n is even. By Lemma 4.5.2, we have that for each z = 2 , . . . , (n/2), 
min (\\Pi - y\\ + \\Pn+i-i - y\\) = \\Pi - Qo|| + - Qo 
yePoPi 
As 
n^(||Po - y\\ + ||Pi - y\\) = \\Po - Pill = ||Po - Qoll + ||Pi - Qo|| , 
yePo-Pi 
using the symmetry oí X, it follows that 
n - l - ^ 
mmd^{y) = n^-V||P¿-2/ 
y^^ yePoPi n ^ 
1 = mm — 
yePoPi n 
/ 
¿=0 
/ n/2 \ 
Po - y\\ + ||Pi -y\\ + J2 - + - y\\) 
\ i=2 
1 
n 
njl 
i=1 / 
Po - Qoll + ||Pl - Qoll + (ll^i - <3o|| + \\Pn+l-i - Qoll) 
i=l 
Case 2: n is odd. As P(n+i)/2 and Qo belong to the perpendicular bisector of 
PqPi, it follows that 
J^J\Pin+l)/2-y\\ = \\P^n+l)/2-Qo 
As in Case 1, we may calculate 
1 
mmda(v) = — Pi — O 
i=l 
Now, let ^ e M ' { X ) be the measure uniformly distributed on the Q,; that is, 
let 1/ = (1/n) SQ.. We want to show that 
n - l 
i=0 
Again, we consider two cases. 
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Case 1: n is even. By Lemma 4.5.2, we have that for each z = 0 , . . . , (n/2) — 1, 
max (IIQ^ - y\\ + | | O n - i - i - y\\) = \\Qi - î oll + WQn-i-i - Po 
yePoPi 
Using the symmetry of X , it follows that 
n-l 1 V—̂  
maxduiy) = max — Qi — y 
y^^ yeP^ n 
^ n/2-l 
min - y ^ iWQi - y\\ + WQn-i-i - y\\) 
yePoP^ n ^ 
1 
n/2-l 
= — y^ {\\Qi — PqW + WQn-l-i — All) n ^ i=0 
n-l 
= i V i l Q i - P o 
Case 2: n is odd. It is easily seen that 
max 
yePiPn 
As in Case 1, we may calculate 
Q(n-l)/2 - y\\ = ||Q(n-l)/2 " Pq 
n-l 1 r ^ 
maxdj,{y) = - Y ^ \\Qi - Po 
Now, it is easily shown that for each i, \\Qi - Poll = ll^i - Qo||- Hence 
1 
m(X) = maix du{y) = - V||Pi-Qo|| =mmdf,{y). 
For each i, 
n i=l 
Pi-Qo 
f 2111 27rA 
cos , sin 
\ n n J 
/ 27ri 1 1 27r . 2m 1 . 27r\ 
cos - o cos — , sm sm — n 2 2 n n 2 n J 
( 27r 27^^ 
1 + COS—,sin — 
n n J 
/ 27ri 1 1 27r\^ . / . 27rz 1 . 27r 
1/2 
COS COS — n 2 2 n 
+ sm sm \ n 2 n 
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1 1 27rz 27ri 27r 1 27r . 27ri 
1 + T + T — COS COS COS h - COS Sill s i n — 
v 4 4 n n n 2 n 
1/2 
n n / 
/ 3 1 27r 27r2 /27ri 27r\\ 
- + - cos cos COS \2 2 n n \ n n J J 
is 1 27r 27ri 
- + - COS COS COS 2 2 n n n / 
We then have that 
m 
k=0 ^ 
27r 2k7r 
cos COS COS n n n • 
4.5.2 d-invariant measures 
We now consider compact connected metric spaces which give rise to a probability 
measure which is both a max-min and a min-max measure. 
Definition 4.5.5. Let {X,d) be a metric space and let fi e M{X) such that the 
value of d^{y) is independent oiyeX. Then // is a cZ-invariant measure. 
If {X, d) is a compact connected metric space, then it is clear from the strong form 
of the Gross-Stadje Theorem that the existence of a iZ-invariant measure e M^(X) 
greatly simplifies the calculation of m {X, d). In this case, we simply calculate 
m {X,d) = d^{y) = J d{x,y)dfi{x) 
for some convenient y e X. Note G M\X) is d-invariant if and only if f, is both 
a max-min and a min-max measure. 
By way of example, let d be the Euclidean metric on [0 11 Then 
= + 1]) 
is a (/-invariant measure on [0,1], and 
^ ([0> 1]) = i\\x- 0|| dfx{x) = - ||0|| -I-1 Ih 
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Without using the strong form of the Gross-Stadje Theorem, nor the existence 
of max-min and min-max measures, Morris and Nickolas [38, pg. 459-460] proved 
that the existence of a d-invariant measure ¡i G Ai^(X) still allows m{X,d) to be 
calculated in the same manner. Their proof requires Fubini's Theorem and Stadje's 
formula 
m (X, d) = max min /(/i, u). 
We now use the existence of a well-known d-invariant measure to calculate the 
X = 1} Gross-Stadje number of each (n— l)-dimensional sphere S'^ ^ = {x G R'̂ : 
in R^. Note that each such sphere is compact and connected. 
Proposition 4.5.6. Let d be the usual metric on S^. Then the usual normalised 
measure on S^ is d-invariant and m {S^) = 4/tt. 
Proof. For all 0 < 6> < 27r, let Pq = (cosò»,sin(9). Then S^ = {Pe:0<0< 27r}. 
Observe that for all 0 < 6» < 27r, 
Pe-Po {cos 9 — 1, sin^) 
(cos^ (9 - 2 cos 6» -h 1 + sin^ 9) ̂ ^̂  
i 2OV" = 4 sin"^ -
V y 
= 2 s m - . 
Now, let /lie denote the usual normahsed measure on Using a suitable 
rotation, it is clear that /i is a ii-invariant measure, where d is the metric of S .̂ 
Hence 
r i 9\ i I \ 4 
miS^) = J\\x-Po\\dKx) = l • 
Morris and Nickolas present an elementary proof in [38, pg. 461-462] of the above 
result, assuming only that m (S^) exists and is unique. We now generahse the above 
result to apply to all finite-dimensional spheres. The formula is due to Morris and 
Nickolas [38 . 
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Proposition 4.5.7. Let n G N such t h a t n > 2 and let d be the usual m e t r i c 
on S^ ^. T h e n the usual n o r m a l i s e d measure on S^ ^ i s d - i n v a r i a n t and 
n - l 
m = 
where T denotes the gamma f u n c t i o n . 
( r ( f ) ) ' 
V ^ r ( ^ ) ' 
P r o o f . Let d denote the metric of and let / j , G denote the usual 
normaUsed measure on Since ¡JL is known to be rationally invariant, the value 
of d^[y) is independent of y G Hence /x is a d-invariant measure, and noting 
that the surface area of a sphere of radius r in r is equal to 
it follows that 
m d ) = ^ d { x , eO d f ^ i x ) = ^ J^^ ^ l l x - d x , 
where ê  = (0, . . . , 0,1) G W, and dx refers to integration with respect to the usual 
measure on 
Let H be the upper hemisphere of As {x G XN = 0} is a set of 
Lebesgue measure zero, we have that 
Is^-i X — e. d x -L 
-L 
X CYI d x - \ - X CFI d x 
JH 
X E^I d x - \ - X + EN d x . 
Let U be the projection of H on R"-i and let / : [/ R be the function defined for 
x ' e U h y f i x ' ) = ^ J l - \ \ x ' \ \ \ For each point x = (x i , . . . , e F , we may then 
write X = (x', f{x% where x' = [ x , , e U. As V / exists for each point 
oiU, it follows that 
L X Cji d x — x' 'H 
-L 
-L 
/ 
X + 
2\ 1/2 
1 - X' - 1 
/ d x ' 
X' 
x' V l - x' X' + 1 
1/2 
1 - X' 
d x ' 
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- L 
2 - 2 a / 1 - X' 2\ 
1/2 
v 1 - X' 
dx', 
/ 
where dx' refers to integration with respect to the usual measure on U. 
For each m E N and for each r > 0, let denote the sphere of radius r 
centred at the origin in R" .̂ Then the surface U is the union of all the spheres 
such that 0 < r < 1. By integrating over each we obtain 
1/2 
L 
/ 
2 - 2 x 1 - X' 2\ 
\ 
1 - X' 
dx' = r [ 
Jo JSi-^ l - r 2 J 
1/2 
1/2 
~ Jo \ i - r ' J \Js 
- L 
duudr 
\ 
1 duj dr 
V 2 - 2 V T ^ \ 
r ( ¥ ) 
J/2 /-J 
WJo 
r ( ¥ ) 
2\ 1/2 
dr 
1 — r 
dr. 
Similarly, 
L 00 I 7̂7, doc X' 'H 
- L 
/ 
1/2 
2 + 2 a / 1 -
2\ 
\ 
1 - X' 
/ 
/ 2 + 2 v r ^ \ 
1/2 
0 Jsi?-'̂  \ 
2^(n-l)/2 /-l 
1 — r^ 
dujdr 
r ( ^ ) 
r' 
WJo 
,n-2 
2 + 2 V T ^ ^ 
l - r 2 
1/2 
dr. 
Using the substitution r = sin 26», where 0 < 6> < 7r/4, it follows that 
L 
,n-2 
/ 2 - [2 + 
V 1 — r' 
+ 
1 — r 
dr 
sin^-2 26 
\ V coŝ  26 ) 
+ cos2 26 
2 cos 26 d6 
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= 2 sin^-2 26 (VAsinH + cos 2(9j c 
= / ^ sin^-2 e cos^-2 e (sin (9 + cos dO. Jo 
Now, it is easily shown that the integrand of the previous integral is symmetric 
about 7r/4. Hence 
»7r/4 
Jo 
/•7r/2 
= / sin^-2 (9 cos^-2 e (sin 0 + cos <9) dO Jo 
p7r/2 
= Jo ' i 
and using the integrals 
''7r/2 
/ sin"^ rr cos^'^ xdx= sin^-^ x cos^ xdx= ^ V ' Jo Jo 2r 
given by [44, pg. 402, 792] for m G N , it follows that 
i: , n - 2 / \ 1/2 1 - r 2 / 1 - r 2 / l/2\ / _ 2 - ^ r (I) r (H^) r ( ^ ) 
We may now calculate 
The calculation of m is based on the existence of the Lebesgue sur-
face measure, which is known to be rotationaJly invariant and hence d-invariant 
on m (5-1), where d is the Euclidean metric. The next result demonstrates a con-
struction of ¿-invariant measures on certain compact connected subspaces of {S\d). 
The proof is found in Cleary et al. [16, pg. 266-267], who attributes the calculations 
to Des Robbie. 
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Proposition 4.5.8. Let X^ he an arc of S^ subtending an angle 0 < (f) <27r at the 
centre and let d be the usual metric on Then there exists a d-invariant measure 
on X(f) and 
m {X^) = 8 (/) + cot(0/4) ' 
Proof. Note that Xff, is a compact connected metric space. For all 0 < ^ < let 
Pe = (cos 6, sinO). Then may be represented as {Pq : 0 < 6 < (j)}. Let m > 0, let 
¡1 G denote the usual normalised measure on and let ¡ĵ q be the measure 
jj^Q = m5pQ + mdp^. We want to select m such that /io is a d-invariant measure. 
(We will later normalise /Xq to be a probability measure.) 
Recall from Proposition 4.5.6 that for all 0 < 6» < \\Pe - Poll = 2sin((9/2). It 
follows by using a suitable rotation that for all 0 < < < 
uo — U^ 
02 
Hence for all 0 < a < 
J \\P-Pa\\ dfloiP) 
/ I \ 
= J \\P9-PaW -^m\\Po-Pa\\-i-m\\P^-Pa 
q!-(9 / I \ r 
e-a 
= 2 
/ a 1 — cos — — cos 
V^ / 
(j) — a 
a . 0 — a + 2m sin — + 2m sin 
2 / 2 ^ 
V 
a (j) — Ci^ + 1 + m sin — + m sm —-— 
2 2 2 / 
i i 0 4> OL i = 2 i 2 + ( msin ^ - COS - - 1 1 COS - + ^ 
0 . m — m cos — — sm -2 2 / 
q; s m -
Therefore //q will be a ci-invariant measure if and only if 
Ó 0 , ^ • ^ n msm ^ - cos I - 1 = m - mcos - - sm - = U. 
As 
sma: sino; 1 -hcosx _ sina;(l + cosx) _ 1 + cosa: 
sinx 1 — cos X 1 — cos X 1 -h cos a; sin^ X 
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for all X G M\{A;7r: A; G Z}, this condition is equivalent to 
sm(ó/2) ffi = i 1 i 
1 - cos(^/2) ' 
Note that for 0 < 0 < 27r, the expression on the right-hand side of the above equahty 
is defined and non-negative. Let m be chosen now as above. Then ¡iq is a c?-invariant 
measure and = 0/2 + 2m. Hence Mo/(0/2 + 2m) G and we may 
calculate 
m 
0/2 -h 2m 
8 
(f) -h 4sin(0/2)/(l - cos(0/2)) ' 
The result follows from the identity 
_ 2sin(0/4) cos(0/4) _ sin(0/4) cos(0/4) 
1 - cos(0/2) 2 - 2 cos2(0/4) " sm\<j>/A) ^ ' ° 
This result leads to a surprising property of the Gross-Stadje number. 
Theorem 4.5.9. The mapping m: R is not monotonie with respeet to 
subset inclusion. 
Proof. Let X^ be the compact connected subspaces of as defined in Proposi-
tion 4.5.8. Then for all 0 < 0 < 27r, 
dm 
d(j) 
d / 8 \ ^ 2cot(0 /4)^-6 
4> # + cot(0/4)y (0 + cot(0/4))2 ' 
which is negative for (2/3)^ < 0 < 27r. Let = (2/3)7r and let = 2^. Hence 
x^^ C x^^ and m > m (X^J. ^ 
We conclude this section by noting a result of Morris and Nickolas [38, pg. 461 
Proposition 4.5.10. Let {G,d) be a eompaet connected metric group. Then 
m{G,d) = J d{x,y)dfXo{x), 
where ^o e M\G) denotes normalised Haar measure on G. 
4.5. TECHNIQUES FOR CALCULATING M {X) AND M{X) 93 
4.5.3 The support of max-min and M-maximal measures 
We will make use of Caratheodory's Theorem, a proof of which is given by Eggleston 
21, pg. 35-36 . 
T h e o r e m 4 . 5 . 1 1 . Let n E N and let A C R'^. For each point x in the convex hull 
of A there exists A^ A such that \Ax\ < n + 1 and x is in the convex hull of A^. 
The following result is due to Peter Nickolas. 
T h e o r e m 4 . 5 . 1 2 . Let X he a compact subset of a Euclidean space. Then for all 
¡JL G M^{X) there exists v G M.^{X) concentrated on the closure of the extreme 
points of the convex hull of X such that d^ < dj,. 
Proof. Let ¡j, G M^{X). If ¡i is concentrated on the closure of the extreme points of 
the convex hull of X then there is nothing more to show. Otherwise, suppose that 
¡ji is an atomic measure. Let xq E X he an atom of ¡i which is not an extreme point 
of the convex hull of X and let E be the set of extreme points of the convex hull 
of X. Then by Caratheodory's Theorem there exist extreme points x i , . . . ,Xn ^ E 
and A i , . . . , An > 0 such that xq = E L i ^^d EILi ^̂  = Let G M{X) 
be the positive measures defined ioi A eB{X) by 
n 
iyi{A) = fi{A\{xo}) a n d iy2{A) = ^ 
i=l 
and let u = + M^{X). The measure v spreads the mass given to Xq by ¡i to 
the extreme points Xi with weighting given by the barycentric coordinates Â . Then 
for all y E X, 
d. {y) = [ \\x-y\\dii{x)+ \\x-y\\dfi{x) 
Jx\{xo} M^o} 
= / \\x - y\\ d f j , { x ) f i { { x o } ) \\xo - y 
Jx\{xo} 
n n 
= [ \\x-y\\dfi{x)^fi{{xo}) 
Jx\{xo} i=l i=l 
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r ^ 
< / \\x-y\\ d/i{x) +/i{{xo})^Xi\\xi-y 
= J di'i{x)J —2/11 dv2{x) 
= 
The measure V has one fewer non-extreme support point than ¡JL. By repeating this 
process a finite number of times, there exists v e M^{X) such that z/ is supported 
on the extreme points of X and d^ < dj,. 
Suppose now that // is an arbitrary probabihty measure. Let G be a 
convergent sequence of atomic measures such that fin ¡i, and let {un) e M ^ ( X ) 
be a sequence of atomic measures supported on E such that d^^ < d^^ for each n. 
By the compactness of M\X) there exists z/ G M\X) and a subsequence (z/^J of 
{Un) such that Un̂  z/. It follows that fin^ fi and d^ < d^. Let E denote the 
closure of E. Then as for all k, Vn , {X\E) = 0, it follows from Theorem 2.3.13 that 
u{X\E) < limsupVn,{X\E) = limsupO = 0. 
k k 
Hence, the support of z/ is contained in 'E. • 
Corollary 4.5.13. Let X he a compact connected subset of a Euclidean space. Then 
there exists a max-min Borel probability measure concentrated on the closure of the 
extreme points of the convex hull of X. 
Proof Let ^ G M\X) such that is an max-min measure and z. is supported 
on the closure of the extreme points of the convex hull of X and d^ < d,. Then 
^ n d M < m { X ) and m ( X ) = mmrf^fe) < m m ^ f e ) . • 
Corollary 4.5.14. Let X be a compact subset of a EucUdean space. Then there 
ex^sts an M-maximal Borel probabiUty measure concentrated on the closure of the 
extreme points of the convex hull of X. 
Proof. Let , , . e M\X) such that , is an M-maximal measure aad . is supported 
on the closure of the extreme points of the convex hull of X d, < d.. Then 
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H^) < M { X ) and 
M{X) = / ( / / ) = J j dudfi = J df,diy< j d^du = I{iy). • 
We may use the previous result to calculate M(X) , where X is the perimeter of 
an equilateral triangle. In Chapter 6, we will use a similar technique to calculate an 
M-maximal measure on X , where X is the perimeter of a regular n-gon. 
Proposition 4.5.15. Let X be the perimeter of an equilateral triangle. Then the 
probability measure uniformly distributed on the vertices of X is an M-maximal 
measure and M{X) = 2/3. 
Proof. Let Xi,X2,X3he the vertices oí X. It follows from Corollary 4.5.14 that there 
exists an M-maximal measure fi E M^(X) supported on the Xi. Hence, there exists 
3 ^^ Wi,W2,Ws>0 such that // = ^i^xi and Y^^^i Wi = 1. We have that 
3 3 
M{X) = I{ii) = ^ ^ WiWj \\xi - XjI 
3=1 
3 3 
i=l 3=1 
= 2WiW2 + 2WiWs + 2W2WS , 
where Sij is the Kronecker delta. It will be sufficient to show that 
, 2 
max{2wiw2 + 2wiws + 2w2Ws) = - , 
where the maximum is taken over all Wi,W2,W3>0 and Yfi=i = 1-
Using the constraint Wi = I, we have that 
2WiW2 + 2WiW3 + 2W2W3 
= 2wiW2 + 2wi{l -Wi- W2) + 2w2{1 -Wi- W2) 
= -2{wif -^{2-2W2)wi-\-2W2{l-W2), 
which may be considered as a quadratic in Xi whose value is maximised for a fixed 
X2 when 
-{2-2W2) _l-W2 
= -4 
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Similarly, 2wiw2 + 2wiws + 2w2W^ is maximised for a fixed Xi by 
-{2-2wi) _l-wi 
To maximise this expression subject to our constraint, it is necessary that 
1-W2 , l-wi ^ xi = —-— and X2 = — - — and W i W 2 W s = 1. 
This system of equations has the unique solution Wi = W2 = Ws = 1 /3, giving that 
M ( X ) = /(M) = 3 X 2 X 1 X 1 = |. • 
4.6 Summary 
Chapters 2 and 3 discussed measure theory which was used in this chapter to give 
additional characterisations of m (X), M{X) and M(X), and to develop a greater 
understanding of these average distances. In our discussion of m (X), we supplied 
a measure theoretic proof of the Gross-Stadje Theorem. Such an argument was 
omitted from the original discussion of this theorem in Chapter 1. 
Our measiure theoretic characterisations of m (X), M{X) and M{X) were found 
to be useful for investigating properties of these average distances. For example, 
using max-min measures it is clear that m {X) < M{X), a result which is otherwise 
harder to estabUsh. Other properties which were discussed involved the range of 
permissible values for m (X), M(X) and M{X), the existence of ma^-min and min-
max measures which give rise to the value of m (X), the existence of M-maximal 
measures which give rise to the value of M(X), and properties of m (X), M{X) and 
M{X) when considered as real-valued functions. Little was said in general of M(X), 
as we will discover in Chapter 6 that this average distance is easier miderstood when 
considered along with the so-called quasihypermetric inequality. 
We concluded with a demonstration of several techniques which may be used to 
calculate m (X) and M(X) for several compact (connected) metric spa.es, but we 
did not calculate M(X) for any space. We will find some values of this later average 
distance in Chapter 6. 
Chapter 5 
Quasihypermetric spaces 
This chapter introduces hypermetric, quasihypermetric and strictly quasihyperme-
tric spaces. Our main results give concrete examples of each type of space, explore 
the relationship between them, and list some of their characterisations, paying par-
ticular attention to cases of compactness. 
Although the development of the results in this chapter are motivated by their 
importance to our study of average distances, it is meant to be a self-contained 
unit which may be read independently of the preceding work in this thesis. We 
shall see in Chapter 6 that considering quasihypermetric spaces gives us a greater 
understanding of average distances in compact metric spaces. 
5.1 Hypermetric spaces 
Definition 5.1.1. Let {X, d) be a metric space and let n G N. If 
n n n+1 n+1 n n+1 
d{ai, a,) + ^ ^ 6̂ ) < 2 ^ d{ai, bj) 
i=l ¿=1 j=l ¿=1 j=l 
for all a i , . . . , an, . . . , bn+i G X, then {X, d) is an n-hypermetric space. If (X, d) 
is n-hypermetric for all n G N, then (X, d) is a hypermetric space. 
The terms n-hypermetric and hypermetric were introduced by Kelly [28, pg. 18], 
who found these inequalities useful for studying the metric space of finite subsets of a 
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set, where the distance between two sets is calculated as the cardinality of their sym-
metric difference. According to Kelly, the first person to formulate the hypermetric 
inequality was Tylkin [51], who referred to it as the f-polygonal inequality. 
We note that Kelly actually defines the n-hypermetric inequality to be 
l<i<j<n l<i<j<n+l l<i<n,l<j<n+l 
and uses this inequality to classify semi-metric spaces. Given that this thesis only 
considers metric spaces, our definition of the n-hypermetric inequality is equivalent 
to Kelly's and is more useful for our purposes. 
Noting that the 1-hypermetric inequahty is equivalent to the triangle inequality, 
every metric space is a 1-hypermetric space. 
5.1.1 Characterisations of hypermetric spaces 
The following characterisations of hypermetric spaces concern weighted average dis-
tances. Characterisation 3 is stated in terms of atomic measures for ease of notation. 
The proof that (1) (2) in Theorem 5.1.2 is suggested by Kelly [28, pg. 19]. The 
assertion that (2) (3) is original. 
Theorem 5.1.2. Let {X,d) be a metric space. The following are equivalent: 
1. {X, d) is hypermetric. 
2. For all neN, for all Wi,...,WneZ and for all xi,...,XneX, 
n n 
Y^Wi = 1 < 0 . 
i=l j=l 
3. For all n e M{X), if ^,{X) = Q and can be written as a finUe linear 
combination of point measures using non-zero rational weights then 
m < - - IM.II , m 
where m is.the lowest common positive multiple of the denominators of the 
weights of ¡JL. 
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Proof. To show that (1) (2), suppose that (X, d) is hypermetric. Let n G N, let 
Wi,... ,Wn G Z such that = ^ and let Xi,... ,Xn E X. If each weight is 
non-negative then there exists k such that Wk = 1 and Wi = 0 for alH A:, and it 
follows that n n 
^ ^ WiWjd{xi, Xj) = WkWkd{xk, Xk) = 0. 
j=i 
Otherwise, there exists at least one negative weight and at least one positive weight. 
Let m be the number of negative weights, let a i , . . . , a^ G X represent the Xi 
such that Wi < 0 and let U i , . . . G Z be the corresponding weights, and let 
. . . , hn-m ^ X represent the Xi such that W i > 0 and let . . . , Vn-m G Z be the 
corresponding weights. Then 
n n 
i=l j^l 
m m n—m n—m m n—m 
i^l j=l i=l j=l i=l j=l 
m m n—m n—m 
i=l j=l i=l j=l 
m n—m 
- ^ \ui\ ' \vj\ • d[ai,hj). 
i=l j=l 
Let m' = YZi -^i an^ ^ Since -m' n' = 1, it follows that 
n' = rn' Let e X be the hst of points consisting of exactly \ui 
occurrences of â  for each i and let e X he the list of points consisting 
of exactly occurrences of h for each i. Then as (X, d) is hypermetric. 
n n 
i=l j=l 
m' m' m'+lm'+l m' m'+l 
= M , « ; ) + E E - 2 E E 
< 0 . 
To show that (2) (1), suppose that for all n G N, for all . . . , ^n ^ Z and 
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for all Xi,... ,Xn ^ X, 
n n n 
Wi = 1 ^ ^ WiWjd{xi, Xj) < 0 . 
i=l i=l j=l 
Let n G N, let a i , . . . , an, . . . , bn+i G X, let xi,..., X2n+i E X be a concatenated 
listing of the points â  and and let . . . , W2n+i ^ ^ such that Wi = —1 ii i < n 
and Wi = 1 ii i > n. We have that Yh=V ^^ giving 
n n n+1 n+1 n n+1 
^ ^ a,) + J2Y1 - 2 X ] ^ bj) 
i=l ¿=1 j=l i=l j=l 
n n n+1 n+1 = E • (-1) • «i)+E E1 • 1 • ^i) 
i=l 3=1 i=l j^l 
n n+1 
i=l j=l 
2n+l 2n+l 
i=l j=l 
< 0. 
Hence n n+1 n+1 n n+1 E E +E E ̂  2 ̂  E dK ̂ j)' ^=1 ¿=1 j=i i=i j=i 
giving that (X, d) is hypermetric. 
To show that (2) (3), suppose that I{iy) < 0 for all u e M{X) such that 
u{X) = 1 and i/ can be written as a finite hneax combination of point measures using 
integer weights. (This is condition (2), stated in our measure theory terminology.) 
Let e M{X) be such that fx{X) = 0 and can be written as a finite hnear 
combination of point measures using non-zero rational weights, let m 0 be the 
lowest common positive multiple of the denominators of the weights of and let 
a; e X. Since the signed measure rrifi + is a finite linear combination of point 
measures using integer weights and = 1, it follows that < 0, 
which then gives + + 2m/(/i, 6 )̂ < 0 and 
m ^ ' 
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By applying the above argument to - / i , given that = -d^ and I{-/j,) = I{fi) 
we obtain 
< —d.^ix) = , 
from which it follows that I{ii) < - ( 2 / m ) \d^{x)\. As this is true for all X E X, we 
then have 
m 
To show that (3) (2), suppose that for all ueM{X),ii = 0 and z/ can 
be written as a finite hnear combination of point measures using non-zero rational 
weights then 
< - - 1 1 4 1 1 , m 
where m is the lowest common positive multiple of the denominators of the weights 
of u. Let /J. e M{X) be such that //(X) = 1 and /i can be written as a finite linear 
combination of point measures using integer weights, and lei x E X. We then have 
(// - = 0 and by taking m = 1, since /(/i - < - 2 \\d^\\ < -2d^{x), it 
follows that I{fi) + I{Sx) - 2I{jji,Sx) < -2d^{x) and hence /(/i) < 0, which is the 
conclusion of (2). • 
We then obtain: 
Corollary 5.1.3. Let {X,d) be a hypermetric space. Then for all ¡i G M{X), if 
/jl{X) = 0 and ¡jl can be written as a finite linear combination of point measures 
using non-zero rational weights then /(/x) =0 d^ = 0. 
Proof. Let [i G M{X) such that = 0 and ¡i can be written as a finite linear 
combination of point measures using rational weights. Then 
=  0=> J d^dfi = 0=^ I{fi) = 0 
and 
d^\\>0==^ I(fx) < lld̂ ll < 0, m 
where m is some positive constant dependent on ¡i. • 
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5.1.2 Examples of hypermetric spaces 
We firstly show that M'̂  is hypermetric for all n eN. Our proof that M is hypermetric 
uses essentially the same argument as that which proved Theorem 1.2.7, though we 
shall see in Section 5.2 that the property of R proved in this referenced theorem is 
a weaker characterisation of R than the hypermetric inequality. 
The proof of the following result is due to Kezdy et al. [30, pg. 25-26 . 
Theorem 5.1.4. R is hypermetric. 
Proof. Let n e N and as in the proof of Theorem 1.2.7, define the constants A 
and 7fc, and tk,Uk, yk and Zk, the only difference being that the hst of points bi which 
lead to the definition of these constants should be of length n + 1. Then tk+yk = n 
= n+1 and it can be shown that = tkyk and A = UkZk and = tkZk+Ukyk-
It follows from {uk - tk) - {yk - Zk) = (î fc + f̂c) - (ifc + yfc) = n + 1 - n = 1 that 
Uk-tk = {yk - Zk) + 1, and given that c(c + 1) > 0 for all c G Z, we then have 
{uk - tk){yk - Zk) > 0. Hence tkyk + UkZk < tkZk + Ukyk, giving a^ + A < Ik- By the 
definition of ^k and jk, it follows that the n-hypermetric inequahty holds in R, 
and hence R is hypermetric. q 
Kelly [28, pg. 29-30] investigated under what conditions equahty holds in the 
hypermetric inequality for R. We state his result without proof. 
Proposit ion 5.1.5. Let n ,m G N and let a i , . . . , a ^ , 6 1 , . . . , G R-. Then 
equality will occur in the hypermetric inequality for the a^ and h if and only if the 
ai interleave the k; that is, by assuming the ai and k to be ordered, 
bi<ai<b2<a2<bm<am< b^+i. 
An outline proof of the following result is found in Kelly [26, pg. 201 . 
Lemma 5.1.6. LetneN such that n>2 and let y g R'̂ . Then 
/ dx = 2-\\y\\.Vn-u 
where dx refers tQ integration with respect to the usual surface measure on and 
14-1 is the volume of the unit ball in 
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P r o o f , l i y = 0 the result is obvious. Otherwise, y ^ 0 and 
/ \ { x , y ) \ d x = \ \ y \ \ ( x , 
y 
y 
d x . 
By the symmetry of the value of the integral on the right-hand side of the 
above equation is independent of G and by writing each x 6 as 
X = ( x i , . . . , Xn) it follows that 
/ \ { x , y ) \ d x = \ \ y \ \ I \{x,en) 
where en = (0 , . . . , 0,1) G 
Let H denote the upper hemisphere of As {x G : = 0} is a set of 
Lebesgue measure zero, we have that 
dx = y d x , 
/ Xn dx = j Xn\ dx + / | — d x = 2 x n d x . 
Js^-^ JH JH JH 
I 
J s^-'^ 
Let U be the projection of H on which is of course the unit ball in and 
let /: [/ ^ M be the fimction defined for x' eU hy f { x ' ) = — For each 
X E H , we may then write x = { x ' , f { x ' ) ) , where x' = ( x i , . . . , X n - i ) G U. As V/ 
exists for each point of [/, it follows that 
[ x n d x = f J l - W x ' f ' , ^ d x ' = 1 l d x ' = V n - l , 
Jh JU^ 
where dx' refers to integration with respect to the Lebesgue measure on U. Hence 
( x , y ) \ dx = 2 ' \ \ y \ \ ' V n - i . • 
The following proof is due to Kezdy et al. [30, pg. 26-27 . 
Theorem 5.1.7. Let n e N . Then R" is hypermetric. 
P r o o f . Theorem 5.1.4 gives the result for n = 1, so we will assume that n > 2. Let 
mGN, let ^ K ' a n d let / : ^ R and p : ^ R be 
the functions defined for x G by 
m m m+1 m+1 
m m+1 
g ( x ) = 
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Noting that {x,ai), {x,bj) G R for all x e S^ ^ and all i and j, Theorem 5.1.4 gives 
that f < g. Now for all y Lemma 5.1.6 we have 
^Vn-l Js^-'^ 
where Vn-i is the volume of the unit ball in Therefore 
m m m+1 m+1 
i=l j=l 
m m m ^ „ 
dx i=l 3=1 
m+1 m+1 -hi i ^ 
p / m m m+1 m+1 
= ^ E E « i ) I + E E I - (a;,bj) \i=l j=l i^i 
= ^ ^ [ f{x)dx 
< ^ ^ [ g{x)dx 
dx 
\ 
/ dx 
m m+1 
i=i j=i 
Hence R^ is hypermetric. • 
The fact that R- is hypermetric can also be used to show that several of the 
LP spaces are hypermetric. Recall that given a measure space (X, A', //) and p > 1, 
LP = consists of all integrable functions / : X R such that 1/1̂  is 
p 
\ i/p 
: R defined for / G by integrable, and is equipped with the semi-norm 
ii/iip =( [ i / r d 
By defining an equivalence relation on i / relating functions which are equal /.-almost 
everywhere, it is customary to consider to be a normed linear space, and with 
this convention it can be shown that LP is complete. Further, when p = 2, LMs a 
Hilbert space equipped with the inner product ( , •): L^ _ R defined for / , , g L^ 
by 
if^9) = J fgdfi. 
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Kelly [28, pg.28] notes that L^ and spaces are hypermetric. We now derive these 
results as a consequence of Theorem 5.1.4. 
In the following proofs and for the remainder of this thesis, we find it convenient 
to let No denote N U {0}, to let denote the trivial metric space {0}, to let R^ 
denote the Euclidean space R, and to let sp X denote the vector space spanned by 
some subset X of a vector space. 
The following result is well-known. 
Lemma 5.1.8. Let V be an inner product space, let n G No and let vq, ... ,Vn G V. 
Then the Vi can he isometrically embedded in R"^ for some m < n, where m is the 
greatest number of independent points amongst the vi. 
Proof By considering a suitable translation, we may assume without loss of general-
ity that vq = 0. Let W = sp {1*1,..., Vn}- Then is a finite dimensional subspace of 
V of dimension m which is the greatest number of independent points amongst 
the Vi. By using the Gram-Schmidt process let di , . . . ,dm be an orthonormal basis 
for let e i , . . . , be the standard basis for R"̂  and let T: R^ be the hnear 
transformation defined by T{di) = e¿ for each i. Then for each x,y eW, 
T{x) - Tiy) 
n \ / \ 
i=i J \i=i J 
^{x,di)ei - ^{y,di)ei 
i=i 
m 
i=l 
^{x-y,di)ei 
i=l 
m \ 1/2 
= [^{x-y,diy 
m 
^{x-y,di)di 
2=1 
x-y 
Therefore T is an isometry, and the T{vi) are an embedding of the Vi in • 
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Theorem 5.1.9. Let (X, Af, /x) be a measure space and letp G [1,2]. Then ¡j) 
is hypermetric. 
Proof. Let n G N and let Qn+i G /x). Then Theorem 5.1.4 
gives that 
n n n+1 n+1 E EII/' - Ml+J2J2 - 9j 
2=1 3=1 ¿=1 3=1 
n+1 n+1 « 
/i - /JMm + / ~ djl dfj' 1=1 3=1 - i=l j=l 
/
/ n n n+1 n+1 
E E I / ' w - w i + E E I«'w - w i ) 
n n+1 
n n p 
= E E / 
i=l 7 = 1 
/
li f t T J .
¿=1 j=i 
n n+1 
i=i j=i 
Hence is hypermetric. The result in the case that p G [1,2] follows since 
then LP{X, isometric to a subspace of /x), as noted by Koldobsky 
and Lonke [31, pg. 694], who refer to a paper in French by Bretagnolle et. al. [11 
It is easily seen directly from Lemma 5.1.8 that is hypermetric. • 
That L\X, AT, /x) is hypermetric leads to a test for hypermetric spaces given by 
Kelly [28, pg. 19-20]. Kelly proves this result by using an elementary argument, and 
then uses this test to demonstrate that R is hypermetric [28, pg. 21]. We instead 
show that the result follows from Theorem 5.1.9, which is in turn a consequence of 
the hypermetric property for R. 
Proposition 5.1.10. Let {X,d) be a metric space, let be a measure space 
and letA-.yxy^ybe the symmetric d^fference operator. If there exists a function 
f : X - . y such that for all e d{x„x,) = m ( / (xi ) A / (x2)), then (X,d) is 
hypermetric. 
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Proof. Suppose that there exists a function f : X ^ y such that for all Xi,X2 E X, 
d{xi,x2) = //(/(XI)A/(X2)). Since \xa-Xb\ = Xaab for all A,B e y, we have 
that for all Xi,X2 E X , 
d{Xi,X2) = /X(/(XI)A/(X2)) 
= J Xfixi)Af{x2)dfJ^ 
= J |x/(xi) -Xfix2)\ dfi 
= \Xf{xi) - Xf{X2) 
which is the statement that the mapping X such that x i-̂  Xf{x) is 
an isometry. It follows from Theorem 5.1.9 that {X, d) is hypermetric. • 
When X = N, A' is the discrete Borel a-algebra on N, fi is counting measure 
on (X, X) and p = 2, we obtain the well known Hilbert space of "square-summable 
sequences" 
£2 = A', /x) = I {ui,u2, U3,...):UieR for each i and ^ convergesj , 
which may be equipped with the inner product (•,•)• x 4 ^ defined for 
(iXi, U2, U3,...), {VI,V2, Vs,...) G 4 by 
00 
((̂ ¿l, ̂ ¿2, U3,...), {vuv2, vs, . . . )} = ^ mvi. 
i=l 
In our discussion of quasihypermetric spaces, we will see that £2 is an important 
hypermetric and quasihypermetric space. It is immediate that: 
Theorem 5.1.11. £2 is hypermetric. 
Using a result of Lindenstrauss, Kelly [28, pg.28] notes that all normed linear 
spaces of dimension no greater than 2 are hypermetric. It is easily seen that not 
every normed linear space is hypermetric. The proof of the following result is due 
to Kelly [26, pg. 202-203]. 
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Proposition 5.1.12. The normed linear space M^ equipped with the metric induced 
by the oo-norm is not 2-hypermetric, and consequently not hypermetric. 
Proof. Let n = 2 and let ai, a 2 , ¿ 2 , ¿>3 ^ ^^ be given by 
Then 
ai = (0,0,0), «2 = (0, 0, 1) , 
61 = (1,1,0), &2 = (1,-1,0), 63 = (-1,1,0). 
«1 — «2 CO = 1, 
h - bj 00 = 2 for all i and all j such that j, 
tti — bj oc = 1 for all i and j, 
and 
n n 
i=l 3=1 
n+1 n+1 
1 4 = E E - « ^ L + E E - i-iL > 2 E E I I « ' - Hoc = 12. • 
• ^ • ^ i=i j=i 
n n+1 
¿=1 j=l 
5.2 Quasihypermetric spaces 
Definition 5.2.1. Let {X, d) be a metric space and let n G N. If 
jz d{au a.-) + E E ^3) ^3) 
i=i i=\ i=l j=\ i=l j=l 
for aHai,... ,a„,bi,... ,bn e X, then {X, d) is an n-quasihypermetric space. If {X, d) 
is n-quasihypermetric for all n e N, then [X, d) is a quasihypermetric space. 
The term quasihypermetric was introduced by Kelly [28, pg. 26], but defined 
using a different characterisation of such spaces. We have chosen our definition of 
quasihypermetric spaces to be consistent with (our equivalent version of) Kelly's 
definition of hypermetric spaces. KeUy does not define the term n-quasihypermetric 
(as compared to the term n-hypermetric), but we have introduced it to help show 
the relationship between quasihypermetric and hypermetric spaces. 
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Noting that the 1-quasihypermetric inequality is equivalent to the statement that 
a metric is non-negative, every metric space is a 1-quasihypermetric space. Also, by 
considering the triangle inequality, a cases argument shows that every metric space 
is a 2-quasihypermetric space. 
5.2.1 Relationships with hypermetric spaces 
The results and comments in this section estabhsh relationships between the class 
of hypermetric spaces and the class of quasihypermetric spaces. 
Theorem 5.2.2. Let {X,d) be a metric space. For each n E if {X,d) is 
n-hypermetric then (X, d) is n-quasihypermetric. Further, if (X, d) is hypermetric 
then (X, d) is quasihypermetric. 
Proof. Let n G N and suppose that (X, d) is n-hypermetric. Let a i , . . . , a^ ^ 
let 6 i , . . . , G X and let hn+i G X such that a^+i = Since (X, d) is 
n-hypermetric, we have that 
n n n+1 n+1 n n+1 ^ ^ d{ai, aj) + - ̂  ' 
j=l i=l j=l i=l j=l 
giving 
n n 
Similarly, 
¿=1 j=i i=l j=l i=l 
n n n 
n n n n n 
^ ^ i/(ai, a^) + ^ ^ bj) + 2 ̂  ii(ai, a^+i) 
i=l i=l 3=1 i=l 
n n n 
i=l j=l i=l 
and as 
II, I" 
, bn+l) = ^ ^ ^ X ] ~ ' 
¿=1 ¿=1 
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it follows that 
n n n n 
^ Y , d{ai, %) + X I ^ j ) ^ 2 ^ ^ d{ai, bj). 
i=l j=l i=l j—1 i=l j — 1 
Hence (X, d) is n-quasihypermetric. That (X, d) is quasihypermetric when (X, d) is 
hypermetric is immediate. • 
It is then immediate that: 
Theorem 5.2.3. Lei n G No and let (X, X^ji) he a measure space. Then each of 
R"; LP'{X,X,ii) and ¿2 are quasihypermetric. 
The following result is due to Witsenhausen [55, pg. 518]. We omit the proof. 
Proposition 5.2.4. All normed linear quasihypermetric spaces are hypermetric. 
It from Proposition 5.1.12 that: 
Proposition 5.2.5. The normed linear space R^ equipped with the metric induced 
by the oo-norm is not quasihypermetric. 
In Proposition 5.3.12 we will see an example of a five-point quasihypermetric 
space which is not hypermetric. Hence the class of quasihypermetric spaces is a 
proper subclass of the space of hypermetric spaces, justifying the use of the prefix 
"quasi" in the term "quasihypermetric". 
5.2.2 A characterisation of quasihypermetric spaces 
Our main characterisation of quasihypermetric spaces uses weighted average dis-
tances. The proof of Proposition 5.2.6 is suggested by Lovász et a l [35, pg. 2049]. 
Theorem 5.2.6. Let {X,d) be a metric space. Then (X,á) quasihypermetric if 
and only if for all n eN, for all w^,... .w^ eR and for all Xi,..., a;, g X, 
n n 
«=1 i=l j=l 
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Proof. Suppose that 
n n 
^ W i = 0 ^ ^ WiWjd{xi, Xj) < 0 
i=l j=l 
for all n e N, for all wi,...,wn G M and for all Xi , . . . , G X. Let n G N, let 
a i , . . . , a ^ i , G X, let Xi,...,X2n G X be a listing of the points ai and 
and let Wi,..., W2n G Z such that Wi = —1 ii i < n and Wi = 1 ii i > n. We have 
that YllZi ~ ^^^ therefore 
n n n n n n 
J2 «j)+E E ĵ) - 2 E E ) 
= E ¿ ( - i ) ! - ! ) ^ ! « » + E E ( i ) ( i MCi. + 2 E E ( - i ) { i w « i . bj) 
i=l j=l i=l j=l i=l j=l 
2n 2n 
i=l j=l 
< 0 . 
Since then 
n n 
E E «i)+E E î) < 2 E E ^̂ '̂ 
¿=1 j=l i=l j=l i=l 3=1 
it follows that (X, d) is quasihypermetric. The proof of the converse statement is 
identical to that of Theorem 1.2.9. • 
5.3 Compact quasihypermetric spaces 
We now develop characterisations of compact quasihypermetric spaces which fall 
into two categories. The first collection of characterisations are measure theoretic, 
and the second collection of characterisations concern certain embeddings which are 
essentially in £2-
5.3.1 Measure theoretic characterisations 
Theorem 5.3.1. Let X he a compact metric space. The following are equivalent: 
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L X is quasihypermetric. 
2. For all ^ G M{X), fi{X) = 0 I{fi) < 0. 
3. For all e M(X), /i(X) = u{X) /(/z) + /(z/) < 2/(/i, u). 
I For all fi{X) = iy{X) /(/x) + I(u) < 21{fi, u). 
5. For all /x, i/ G I{fi) + I(iy) < 2/(//, u). 
6. I is concave on {¡jl G M{X) : ¡i[X) = 1}. 
Proof. To show that (1) (2), suppose that X is quasihypermetric. Let d denote 
the metric of X and let e M{X) such that = 0. If // is atomic then we 
can write /x = YH=i '^i^Xi for some Wi,... ,Wn E R and some Xi,...,Xn E X. By 
Theorem 5.2.6 it follows that 
n n 
fi{x) = ^ = 0 = ^ i^A^uXj ) < 0. 
i=l 
Otherwise, let = be the Jordan decomposition of ¡i, and by Theorem 2.3.24 
there exist sequences of atomic measures (//+), (m") G M^{X) such that fi+ 
and fi- and for each n, = and / / " (X) = / . " (X) . Let 
{^ln) G M{X) be the sequence defined forn G N by = - / x " . Then for each n, 
fJ'n < + fJ' + + 
and by Theorem 3.2.1 it follows that ^ Since each is atomic, we 
have that /(/ /„) < 0, giving /(//) < 0. 
Conversely, suppose that for all n E M{X), n{X) = 0 /( / ,) < 0. Let n G N, 
let . . . , G R, let x i , . . . , G X and let = ^ . t i Then 
n n 
= n{X) = 0 ^ £ Xj) = I(^) < 0, 
i=l ,-—1 „-1 i=l j=l 
and by Theorem 5.2.6 it Mows that X is quasihypermetric. 
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To show that (2) (3), suppose that for all fj, e M{X), = 0 implies 
that /(/x) < 0. Let G M{X) such that = v{X). Then (/i - iy){X) = 0 
and I{/j, - v ) = + I{u) - 2/(//, u) < 0, giving that /(/i) + I{iy) < 2/(/x, z/). 
It is clear that (3) (4) (5). To show that (5) (2), suppose that for all 
/i G M\X), /(/i) + /(i/) < 2/(/x, I/). Let ¡1 G M{X) such that = 0. If /x = 0 
m = I 
\ 
+ 
+ 
+ 
+ I 
/ 
V / + 
< M 
= 0 . 
0 
+ / 
- \ 
At" 
/ /X- \ 
\ J 
21 / 
V f̂  
then the result is obvious. Otherwise, let ¡i = ¡1+ - fi~. Then ||/i+ 
and given that //+/ ||/i+||||/i-|| g M^(X), we have that 
/X- 7^0, 
- \ 
J 
Finally, we will show that (3) (6) and (6) (2). Suppose that for all 
G M{X), ii{X) = u{X) I(fi) + I{u) < 2/(/x,i/). Let ¡i^u e M{X) such 
that ii{X) = p{X) = 1 and let a G [0,1]. We then have 
a7(/x) + (1 - a)I{v) 
= a(a + l -Q ; ) / ( / i ) + ( l - a ) ( a + l - a ) / ( i / ) 
- + (1 - a f l { u ) + a(l - a){I{^i) + I{u)) 
< + (1 - afl{v) + 2a(l - u) 
= /(a/x) + / ( ( I - a)z/) + 2/(a/i, (1 -
= / (a/ i + (1 - a)i/) ; 
that is, I is concave on {/i G M(X) : /j,{X) = 1}. 
Suppose that I is concave {/i G M(X) : fi{X) = 1}. Let fi G M{X) such that 
^ ( X ) = 0 and let a; G X . Then /i + G MiX) and + 6^){X) = (^^(X) - 1. 
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Noting that I{Sx) = 0, we then have 
1 
= -I{fi) + + /(m, - /(/i, 4 
It follows that /(//) <0 . • 
It is easily seen that characterisation 3 of hypermetric spaces from Theorem 5.1.2 
and characterisation 2 of quasihypermetric spaces from Theorem 5.3.1 give rise to 
an alternative proof that the class of quasihypermetric spaces contains the class of 
hypermetric spaces. It simply needs to be noted that we can arbitrarily weak-* 
approximate a finite signed Borel measure // on a quasihypermetric space X by a 
sequence of atomic measures (/x )̂ such that each can be written using rational 
weights and is bounded, and that the functional / : M{X) R is continuous 
on sets of bounded measure norm. 
5.3.2 Metric embedding characterisations 
We now develop characterisations of quasihypermetric spaces via embeddings in 4 . 
Let {X,d) be a metric space, and consider the function d}!'^: XxX defined for 
G X X X by d}'\x,y) = Given that the triangle inequality holds 
for d, and that for all x, y, z, 
d{x,y) <d{x,z)-\-d{z,y) 
d{x, y) < d{x, z) + z)d^l\z, y) + d^z, y) 
the triangle inequality must also hold for it is a routine exercise to show that 
satisfies the other properties of a metric, and hence (X, rfV^) is a metric space. 
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Definition 5.3.2. Let {X,d) and Y be metric spaces. If the metric space 
is isometrically embeddable in Y then we say that {X,d) is 1/2-embeddable in Y. 
We find it convenient to now introduce the strict quasihypermetric property 
property for finite metric spaces. Recall that for n G N, if ( { x i , . . . , Xn} , ci) is a finite 
quasihypermetric metric space then for all Wi,... ,Wn e R such that = 
Theorem 5.2.6 gives that 
n n 
WiWjd{xi, Xj) < 0. 
i=l i=l 
We will consider quasihypermetric spaces where equality can only occur in the above 
when Wi = 0 for each i. 
Definition 5.3.3. Let n G N, let X = { x i , . . . be a finite set and let c? be a 
metric on X. If for aW Wi, . . . G R such that == ^^ ^̂ ^̂  
n n 
Xv WiWjd{Xi, Xj) = 0 Wi = . . . = Wn = 0 , 
i=l i^l 
then (X, d) is a strictly quasihypermetric space. 
A more general discussion of this property can be found in Section 5.4. For now, 
note that Theorem 5.4.3 states that finite subsets of Euclidean spaces are strictly 
quasihypermetric. 
The remainder of this section builds up to our main metric embedding character-
isation of quasihypermetric spaces, which is given in Theorem 5.3.17. This theorem 
states that a metric space is quasihypermetric if and only if it is 1/2-embeddable in 
the hypermetric space £2, and that when each finite subset of the space is embed-
dable on a sphere such that each circumradius of a finite 1/2-embedding is bounded 
above by some constant then the space is embeddable on a sphere in £2-
Definition 5.3.4. Let A be a symmetric nxn matrix with real entries. If x'^Ax < 0 
for all X = {xu...,xn) G r such that = 0 ^̂ ^̂  ^ ^̂  almost-negative 
definite. Further, if equahty holds only when x = 0 then A is strictly almost-negative 
definite. 
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Let (X, d) be a metric space, let n G N, let Xi , . . . , e X and let A be the nxn 
distance matrix given by Aij = d{xi, Xj). Then A is a symmetric nxn matrix with 
real entries and for all w = {wi,... ,Wn) G M ,̂ 
/ n 
w 
i=l 
n n 
^Aw = Xj)Wj I = ^ WiWjd(Xi, Xj) . 
\j=l J i=l 
It follows that: 
Theorem 5.3.5. Let X he a metric space. Then X is quasihypermetric if and only 
if each distance matrix obtained from a finite tuple of points in X is almost-negative 
definite. Further, when X is finite, X is strictly quasihypermetric if and only 
if each distance matrix obtained from the list of distinct points in X is strictly 
almost-negative definite. 
The proofs of the following Lemmas and Theorem are due to Baxter [7, pg.4-5], 
whose derivation follows that of Schoenberg [46, pg.724-726 . 
Lemma 5.3.6. Let n e N and let A be a real non-zero symmetric positive semi-
definite nxn matrix. Then there exists a real nxn matrix X such that A = XX^, 
and by letting such that v^m,..., V2xn are the rows of X, for all 
i andj, 
Aij — + X. Xi X' 
Further, if A is positive definite then X is non-singular. 
Proof. As A is non-zero and symmetric, by the Spectral Theorem [49, pg. 222] it 
has n eigenvalues A^,..., A„ G M and n associated lineaxly independent eigenvectors 
Pi, •.. ,Pn e R", which may be chosen to be orthonormal. Given that A is positive 
semi-definite, then for eax=h (p„Apt) = = Â  > 0, and as ^ 0, 
we have that A. > 0. Let B be the n x n diagonal matrix with diagonal entries 
V ^ , . . . , let P be the n X n matrix with columns Pi, . . . and let X = PD. 
Then 
A = PD'P^ = PDD^P^ = (PB) {PDf = XX^. 
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Now, let be such that ^/2xl,. . . , V2xn are the rows of X. Then for 
all i and j , 
OOj + J Aij - {y2xi , = 2 {xi, Xj) = 
Finally, if A is positive definite then Â  > 0 for each i, which gives that the •\/X¡Pi 
are Hnearly independent, and so X is non-singular. • 
Lemma 5.3.7. Let n G N and let A he a real symmetric nxn matrix with diagonal 
entries zero. Then A is almost-negative definite if and only if the n x n matrix 
{Aij — Ain — Anj)ij is negative semi-definite. Further, A is strictly almost-negative 
definite if and only if {Aij — Ai^ — Anj)ij is negative definite. 
Proof. Suppose that A is almost-negative definite. Let x = {xi,... G R". For 
each i and j, XiXn {Ain - Ain - Ann) = 0 and XnXj {Anj - Ann - ^nj) = 0. Hence 
the value of n n 
^ ^ ^ ^ XiXj {Aij Ain -^nj) 
i=l j=l 
is independent of Xn, and we may assume without loss of generality that 
n-l 
00 J 
¿=1 
Then 
n n 
^ ^ ^ ^ XiXj {Aij Ain ^nj) 
i=l j^l 
n—1 n—1 
= ^ ^ ^ ^ XiXj {Aij Ain -^nj) 
i=l 3=1 
n-l n-l n-l /n-l \ 
= E E ̂ ^̂^̂^̂+E E +E E 
i=i j=i j=i \i=i ) i=i \:/=i / 
n-l /n-l 
4 ^nj 
n—1 n—1 n-l n-l 
= ^ ^ XiXj Aij -h E ^nXjAin + E ^i^nAnj + XnXnAj 
n n 
i=l j=l 
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Therefore {Aij — Ain — Anj)ij is negative semi-definite. Further, it is easily seen that 
if A is strictly almost-negative definite then {Aij — Ain — is negative definite. 
Conversely, suppose that {Aij — Ain — ^nj)ij is negative semi-definite (resp. neg-
ative definite). The above calculation then shows that A is almost-negative definite 
(resp. strictly almost-negative definite). • 
Theorem 5.3.8. Let n eN and let A he a real non-zero nxn matrix with diagonal 
entries zero. Then A is (strictly) almost-negative definite if and only if there exist 
(affinely independent) . . . , G such that for each i and j, Aij = Xò Xr 
Proof Suppose that A is almost-negative definite. Let e i , . . . , ê^ be the standard 
basis for R'̂ , let 6i , . . . , E R^ be defined for each i hy bi = a - Cn, let B be the 
nxn matrix with column vectors 6i , . . . , and let C = -B'^AB. It is easily seen 
that Cij = -{hi, Abj). Let a i , . . . , a^ G R^ be the columns of A. Then for each i 
and j , Aci = ai and (ê , aj) = Aij and 
Cij — -{ci - en,A{ej - en)) 
-{ci — e ,̂ aj — an) 
-{ei, aj) -F (ci, an) + (e^, aj) - {en, an) 
-Aij "h Ain + Anj . 
Using Lemma 5.3.7, C is positive semi-definite, and hence by Lemma 5.3.6 there 
exist 2/1,... e K" such that Q , = \\y,f + \\y.f _ _ y.f fo^ ^̂ ĥ i and j. 
Noting that j = j impUes = ^ f , it follows that A,- = \\m ~ for ea«h i 
and j . Let Xi,. . . 6 R" be defined for eax=h z by = ^ - Then for each i 
and j, Aij = \\xi - x^f. Using a suitable rotation, we may consider that Xi e 
Further, if A is strictly almost-negative definite then by Lemma 5.3.6 the k aie 
linearly independent and hence the x̂  axe affinely independent. 
Conversely, suppose that there exist e R - ^ such that for ea^h i 
Then A is symmetric and for aU w = (wi , . . . , e M" and j, Aii = Xi-
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such that Yl"̂ ^̂  Wi = 0, 
n n 
W ̂ AW = ^ ^ WiWj \\Xi - Xj 
i=\ j=l 
n n 
X, 2 {xi, Xj)^ 
= 2 E 
n f n \ 
i" 
n n 
Wi 00 0 
i=l \ 
1 - 2 X l i^i, Xj) 
j^l ) i=l j^l 
-2 ̂  
i=i j=i 
= - 2 
< 0. 
E 
i=l 
WjXi 
Therefore, A is almost-negative definite. Further, suppose that the Xi are affinely 
independent, and let G R such that '^i = ^ and w'^Aw = 0. By 
considering the above, we must then have that = ^^d by the afiine 
independence of the Xi it follows that Wi = 0 for each i. Therefore A is strictly 
almost-negative definite. • 
It is then immediate that: 
Theorem 5.3.9. Let X he a metric space. Then X is quasihypermetric if and only 
if for each n E No, each finite subset of X with n -h 1 points can be 1/2-embedded 
in R^. Further, when X is a finite space containing n -h 1 points for some n e Nq, 
X is strictly quasihypermetric if and only if X can be affinely l/2-embedded in R^. 
We now see that for finite strictly quasihypermetric spaces, the 1/2-embedding 
given by the previous theorem is spherical. The following result is well-known. 
Lemma 5.3.10. Let n e N and let Xq, ..., G R"" be affinely independent Then 
there exists a unique sphere in R^ containing the Xi. 
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Proof. Suppose that x e R is the centre of a sphere containing the Xi. Then for 
each i and j, x is equidistant from Xi and Xj, and must he on their perpendicular 
bisector, giving 
X — H~ x^¡ 5 Xl Xj / 0 5 
and hence {xi - xj,x) = (l/2)(||a;i||^ - \\xj\f). To show that there exists a unique 
sphere containing the Xi, we want to show that the system of equations 
{xi - Xj, x) = {ll2){\\x,f - for = 0 , . . . , n 
has a unique solution for the unknown x. As this system is equivalent to 
{xi -x i+i ,x) = (l/2)( forz = 0, 
it will be sufficient to show that the vectors xi - x^+i for « = 0 , . . . , n - 1 are hnearly 
independent. 
Let Co,..., G R such that YJlZ^ Ci{xi - Xi+i) = 0. Then 
n - l 
CqXQ + J2{Ci - Ci.i)Xi - Cn-iXn = 0 , 
¿=1 
and by adding the coefficients of the Xi as a finite telescoping series, we obtain 
n - l 
Co + ^ ( q - Q_i) - Cn-i = 0 . 
i = l 
As the are affinely independent, it follows that q = 0 for each and hence the 
Xi - Xi+i for z = 0 , . . . , n - 1 are hnearly independent. • 
We then obtain: 
Theorem 5.3.11. Let X be a finite metric space with n+1 points for some n e Nq. 
If X is strictly quasihypermetric then X can be l/2-emhedded on a sphere in E". 
Further, X cannot be 1/2-embedded on a sphere in R™ when m < n, and the cir-
cumradras of the 1/2-embedding of X in W is less than or equal to the circummdius 
of any l/2-embedding of X in M" when m>n. 
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Note that 1/2-embeddability on a sphere in a EucHdean space is not sufficient 
to ensure that a finite metric space is strictly quasihypermetric, as will be seen in 
comments given after Proposition 5.4.2. 
Making a brief digression, the previous result allows us to give an example of a 
quasihypermetric space which is neither hypermetric nor strictly quasihypermetric. 
The example is due to Assouad [5, pg. 361-362]. (Assouad's paper does not give 
details of the weights which show that the space is not hypermetric, but refers the 
reader to his thesis written at the Université de Paris.) 
Proposition 5.3.12. There exists a five-point quasihypermetric space which is nei-
ther hypermetric nor strictly quasihypermetric. 
Proof. Let X = {1,2,3,4,5}, let ^ be the 5 x 5 matrix 
^0 2 2 5 5^ 
2 0 4 3 3 
2 4 0 3 3 
5 3 3 0 4 
5 3 3 4 0 
and let d: X X X he the function defined for { i j ) e X x X by d { i j ) = A i j . 
Given that A is a non-negative symmetric matrix with zeros on the main diagonal 
and nowhere else, to show that (X, d) is a metric space it will be sufficient to show 
that d satisfies the triangle inequality. Suppose that there exists distinct k e X 
such that d { i , k) > d { i , j ) + d { j , k ) . Given that d { i , j ) -h d { j , k) > 4, it follows that 
d{i, k) = 5, and we may assume without loss of generality that i = 1 and k G {4, 5}. 
It can then be seen that j G {2,3}, giving that d { i , j ) + d { j , k) <2-\-3 = b = d { i , k ) , 
which is a contradiction. Hence d satisfies the triangle inequality. 
Now, since a distance matrix of the Euchdean space 
{ ( -1 ,0 ,0 ) , (0,1,0), (0, -1 ,0 ) , (1,0,1), (1,0, - 1 ) } Ç M̂  
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obtained by using each point exactly once is 
^ 0 V2 \/5 
V^ 0 2 y/3 V3 
V2 2 0 \ /3 V3 
1/3 A/3 0 2 
yE Vs VS 2 0 ^ 
it is easily seen that {X,d) can be 1/2-embedded in R^, and by Theorem 5.3.9, 
(X, d) is quasihypermetric but not strictly quasihypermetric. To see that (X, d) is 
not hypermetric, let wi=w4 = w5 = l and W2 = Ws = -1. Then Wi e Z for each i 
and X^Li = 1 2ind 
= 2 ( - 2 - 2 + 5 + 5 + 4 - 3 - 3 - 3 - 3 + 4) = 4 > 0. • 
i=i j=i 
We now extend our 1/2-embedding theorems from finite spaces to countable 
spaces and finally to separable spaces. Towards this aim, we require the result than 
an isometry between arbitrary subsets of W can be extended to an isometry of the 
entire space. Blumenthal claims in [9, pg. 93] that this result is "either well known to 
the reader" or that there is a "proof [...] which [they] can readily supply". The proof 
supphed here was not found in any reference, but is most probably not original. 
Lemma 5.3.13. Let A,B CR^i such that 0 e A and 0 e B, and let f : A ^ B be 
an isometry such that /(O) = 0. Then f is inner product preserving. 
Proof. Recall that for all x,y e R^, we have the identity 
+ y i^^y) = 2 ( 
which then gives for all x,y e A, 
{ m , m ) = U \ \ m ~ f m f + \ \ m ~ f { o ) m - m f ) 
= 2 
_ = {x,y) • 
Hence / is inner product preserving. 
X - 2 / i r ) 
• 
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Proposition 5.3.14. Let A,B C W , and let f : A ^ B he an isometry. Then there 
exists an affine isometry ofW^ which extends f . 
Proof. By considering suitable translations, we will assume that 0 G A and 0 e B 
and /(O) = 0 and show that there exists a linear isometry of R^ which extends / . 
Suppose first that is a spanning set for R^. Let a i , . . . , a^ G A be a basis 
for R^ and let T: R^ R^ be the hnear transformation such that for each i, 
T{AI) = F{AI). We will firstly show that T\A = / . Now, it is known [36, pg. 155,423 
that for all m G N and for ell V i , . . . ,Vm G R'̂ , the determinant of the Gram matrix 
{{vi,Vj))ij is non-negative and is positive if and only if the Vi are independent. It 
then follows from Lemma 5.3.13 that the matrices ((a ,̂ aj))ij = ({f{ai), f { c i j ) ) ) i j are 
non-singular, and hence that the f{ai) are independent. Subsequently, let x E A 
and write x and f{x) as the unique hnear combinations 
n n 
x = ^ aiai and f{x) = ^ P i f { a i ) . 
i=l i=l 
Since { f { a i ) J { x ) ) = {ai.x) for each i, we then have 
givmg 
n n 
Y^ pj {au aj) = Y^ aj (ai.aj) for z - 1,.. . n. 
Recalhng that the matrix ((a ,̂ aj))ij is non-singular, it follows that â  = A for each i. 
Then since T{x) = YTi=i Oiif{ai), we must have T{x) = f{x) for all x G A; that is, 
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T is a linear transformation of W^ which extends / . The calculation 
/ / n \ / n \ 
(T{xlT{y)) = ,T 
\ \i=i / \j=i J 
j n n 
\ i=l j=l 
n n 
i=l 3=1 
n n 
i=l j=l 
In n 
\ i=l j=l = 
which holds for all x = a^a^, y = YTi=i Pi^H ^ R^ shows that T is an isometry. 
Otherwise, suppose that A is not a spanning set for W. Let m < n be the 
dimension of the space spanned by A, let G A be independent, let 
...^v'^e r such that = f{vi) for each z = 1 , . . . , m, and let Vm+i,... , ^n € 
be such that . . . , are independent. Now, consider the system of equations with 
unknown a; G R'̂  given by 
Wi, x) = {Vi, Vm+i) for z = 1 , . . . , m. 
Given that the must be independent, there exist solutions for a;, determined 
uniquely up to n - m parameters. Let be such a solution of the above system, 
and we have that = for = and that . . . , 
are independent. Continuing this process for a finite number of times, there exist 
independent , . . . , < such that (^i, = ^.) fo^ = Then by 
the above argument, the linear transformation of R- such that for each i is 
a hnear isometry which extends / . ^ 
The following^result concerning embeddings in R - is due to Menger. Alexander 
and Stolarsky claim that Blumenthal [9, Chapter 4] "thoroughly [discusses] results of 
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this nature", but we were unable to find a proof for the case of spherical embeddings 
in his book. We did not obtain Menger's papers (written in German), so we do not 
know how Menger's proof proceeded in the case of spherical embeddings. The proof 
of the following result in the case of finite embeddings is based on that found in 
Blumenthal [9, pg. 132-133], and the proof for the case of spherical embeddings is 
original. 
Theorem 5.3.15. Let X he a countable metric space. Then X is embeddahle in 4 
if and only if for each n G No, each finite subset of X with n +1 points is embeddable 
in W. Further, suppose that for each n eNo, each finite subset A of X with n + 1 
points is embeddable on a sphere of minimal radius at most r{A) in M'^, and that 
r = supr(A) < oo. Then X is embeddable on a sphere in with radius r. 
Proof. It follows from Lemma 5.1.8 that if X is embeddable in ¿2 then for each 
n G No, each finite subset of X with n + 1 points is embeddable in R". 
Suppose that for each n G No, each finite subset of X with n + 1 points is 
embeddable in R^. If X is a finite space then we can obviously embed X in some R^, 
and subsequently in £2- Otherwise, X is countably infinite. Let xq^xi^... be an 
enumeration of X and for each n > 0, let X^ = {xq^xi^ . . . ^Xn}- Also, for each 
n,m G N such that n < m, let and Tn,oo- ^ 4 be the lifting 
isometries defined for (xi,...,xn) G R" by 
Tn,m{^l') ' ' • 1 ^n) — • • • 5 n̂? 0? • • • ? 0) ? 
Tn,oo[Xi,...,Xn) = (xi, . . . , 0, 0, . . .) . 
We now construct a sequence {fn)n>o of isometries such that each fn maps Xn R"". 
These isometries will have the property that if n < m then {Tn,m o fn){xi) = fm{xi) 
for each 0 < i < n. 
Let /o: Xo -> be the function defined by fo{xo) = 0. Then /q is an isometry. 
Assume that for some n G No there exists an isometry fn: Xn^ R"", and note that 
the relation on the class of metric spaces which associates isometric spaces is an 
equivalence relation. We then have that Xn is isometric to {fn{xi): z = 0 , . . . , n}, 
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which is again isometric to {{Tn,n+i o fn){xi): i = 0 , . . . , n}. Now, let Y C R^+i be 
such that Xn+i is isometric to Y. Writing Y = {yo,..., Vn+i}, we must have that 
{yi: i = 0,...,n} is isometric to {{Tn,n+i o fn){xi): i = 0 , . . . , n} and by Proposi-
tion 5.3.14, the isometry identifying these spaces can be extended to an isometry 
of Hence there exists £ such that : ^ = 0 , . . . , n + 1} is isomet-
ric to {{Tn,n+1 o fn){xi): i = 0, . . . , n} U Let U+i: M^+i be the 
function defined for Xi by 
fn+l{Xi) = 
{Tn,n+1 O fn){Xi) if 0 < i < 71, 
Un+l if z = n -h 1, 
which is clearly an isometry Hence by induction, there exists a sequence (fn)n>o of 
isometries such that each maps X^ W. Further, let n < m and let 0 < i < n. 
Then by the definition of fn+i, 
{Tn,mOfn){Xi) = {{Tn+i,m O T^^n+l) O f^) {Xi) 
= {Tn+i,mO(Tn,n+lO fn)){Xi) 
= fn+l){Xi) . 
By finite induction on n, we then obtain 
iTn,m O fn){Xi) = {Tm,m O fm){Xi) = . 
Finally let / : X ^ i ^ h e the function defined for by f{x,) = [T,^^ o and 
let i < j . Then we must have that 
- f { X j ) 
(Tij o f,){x,) - fj{xj) 
fji^i) - f j { X j ) 
Xi X'i 
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Hence / is an isometry, and therefore X is embeddable in £2-
Further, suppose that the embedding fn{Xn) of each Xn in R^ is contained in 
some sphere. We now show that there exists a sequence of spheres {Sn)n>o such that 
for each n, fn{Xn) C Sn and Sn is of minimal radius and Tn,n+iiSn) C 5n+i. Let 
{kn)n>o be a sequence such that for each n, kn is the maximal number of aiiinely 
independent points in fn{Xn), and let be a sequence defined recursively by 
XQ = fo{Xo), and for each n > 0, 
^n+i — 
Tn,n+l{X'̂ ) if kn+l — kn, 
Tn,n+l{X'J U {fn+i{Xn+l)} if kn+1 = kn + 1. 
Noting that for each n, Tn,n+i{X!^) C fn+i{Xn+i) and that isometries between linear 
spaces preserve affine independence, it can be shown that X'̂  is an affinely indepen-
dent subset of fn{Xn) with kn points. Let (5'n)n>o be a sequence of spheres defined 
for n > 0 by taking a sphere containing fn{Xn) and intersecting this with the affine 
hyperplane spanned by Xl̂  (this "shcing" operation results in a sphere). Now, the 
image of a set S under an isometry is a slice of a sphere if and only if S is shce of 
a sphere. Since each Sn can be rotated to be a sphere in some {kn — l)-dimensional 
Euclidean space, it follows from Lemma 5.3.10 that these spheres have the minimal 
radius of any sphere containing X!̂ . Proceeding by induction, we now show that 
fn{Xn) ^ Sn for each n. 
Clearly as any set containing one or two points is affinely independent, 
fo{Xo)=X'^CSo and f i { X i ) = X [ C S i . 
Suppose now that for some n > 0, fn{Xn) ^ Sn- Then 
{Tn,n+1 O fn){Xn) = Tn,n+l{fn{Xn)) ^ Tn,n+l{Sn) • 
Also, by intersecting Sn+i with the {kn+i - l)-dimensional affine hyperplane spanned 
by we obtain a sphere containing Tn,n+i{X'n), which by the rotation argument 
above and Lemma 5.3.10 must be Tn,n+i{Sn)- Hence Tn,n+i{Sn) Q Sn+i- Writing 
ofn){Xn)U{fn+l{Xn+l)} , 
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it will be sufficient to establish that fn+i{xn+i) Q Sn+i- If kn+i = + then 
fn+i{xn+i) e X^+i c ^n+i- Otherwise, kn+i = K. Then /n+i(a:n+i) is contained in 
the {kn — l)-dimensional affine hyperplane spanned by X^^i = and so 
as c Sn, fn+i{xn+i) ^ Tn,n+i{X¡J C Tn,n+iiSn) ^ ^n+1- Hence by induction, 
fn{Xn) Q Sn for each n. Further the above induction proof showed that for k > 0, 
fk{Xk) C Sk imphes Tk,k+i{Sk) C Sk+i. Hence Tn,n+iiSn) Q Sn+i for each n, 
estabhshing all of our required properties of the sequence (Sn)-
Let (r„)n>o be a sequence such that each r^ is the radius of Sn- Then (r^) is 
non-decreasing and bounded above by r. Further, the Monotone Convergence Theo-
rem gives that r is the hmit of (r„). Let (cn)n>o be the sequence such that for each n, 
Cn is the centre of We now consider the sequence of sphere shces (Tn,oo('̂ n))n>o 
and the corresponding sequence of centres (T„,oo(cn))n>o- For each m,n G N, if 
Tm,oo{cm) = ^n,oo(cn) then — T ,̂oo(cn)|| = 0. Otherwise, assume without 
loss of generahty that m < n and consider the triangle with vertices TQ^OCÍXQ) = 0, 
Tm,oo{cm) and r„,oo(cn). The line segment joining T ,̂oo(cm) and Tn,oo{cn) must 
be perpendicular to the m-dimensional plane containing and thus the 
triangle has a right-angle at the vertex given by T^,oc(cm). By an application of 
Pythagoras' Theorem, it follows that ||T;n,oo(c )̂ - T,,oo(cn)|| = ^ 0 as 
Therefore (T„,oo(cn)) is a Cauchy sequence, and given that ^ is com-
plete, it must also be convergent. Let c be the limit of (Tn,oo(cn)). Then using 
continuity properties of the norm, we have that for ea^h n, and for k no less than n. 
f{Xn) - C {Tn ,00 ^ fn){Xn) hm Tfc c!o(Cfc) 
fc—>00 
= ¿ m o r„,,) o /„)(x„) -
= Um o o /„))(x„) -
= Um 
= lim ||A(x„) - Ck 
K—^OO 
= lim Tfc 
= r. 
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Therefore, c is the centre of a sphere of radius r containing f{X). • 
Using a standard argument, we can now extend the result to separable spaces. 
Theorem 5.3.16. Let X he a separable metric space. Then X is embeddable in 
£2 if and only if for each n G No, each finite subset of X with n + 1 points is 
embeddable in W. Further, suppose that for each n e Nq, each finite subset A of X 
with n + 1 points is embeddable on a sphere of radius at most r{A) in R"", and that 
r = supr(A) < CXD. Then X is embeddable on a sphere in £2 with radius r. 
Proof. As Theorem 5.3.15 considered the case of X being countable, we will assume 
that X is uncountable. It follows from Lemma 5.1.8 that if X is embeddable in £2 
then for each n G No, each finite subset of X with n + 1 points is embeddable in M .̂ 
To show the converse result, suppose that each finite subset of X with n + 1 points 
can be embedded in R^. Let A = { a i , . . . } be a coimtable dense subset of X. Then 
by Theorem 5.3.15, there exists an isometry f: A ^ £2. We now want to extend 
this isometry to X. Let x G X , let (x^) G A be a sequence such that Xn ^ x and 
let g\ X ^ £2 be the function defined by 
g{x) = hm f{xn) • n-^00 
We need to show that the definition of g is independent of the particular sequence 
chosen to approximate points from X\A. Let (y^) G A be a convergent sequence 
with hmit X. Then (xn) and (yn) are Cauchy, and as / is an isometry, ( /(x^)) 
and {fiVn)) are also Cauchy. By the completeness of £2, there exist u,v e £2 such 
that l im/(xn) = u and ]im f{yn) = v. Given that the sequence Xi,yi,X2,y2,---
is Cauchy, there exists w e £2 such that / (xi) , / (2/1) , / (xa) , / ( i /2) , • • • iias hmit w. 
Then w = u = v, as u and v are the hmits of subsequences of a sequence with 
hmit w. Therefore 
hm f{xn) = hm f{yn) • n—t'OO n^oo 
Hence the expression used to define g{x) of independent of the sequence chosen to 
approximate x. It clear that g\A = f. 
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Let d be the metric of X and let x,y £ X. Let (xn)^ {Vn) £ A he sequences such 
that Xn ^ X and Un U- Then as / is an isometry, 
9{x) - g{y) hm f{xn) - hm f{yn) -̂̂ •oo n—>00 
lim {f{Xn) - fiVn)) I—>00 
hm_ \\f(Xn) - fiVn) 
^n Vn 
n—>00 
hm n-t-oo 
x-y . 
Therefore g is an isometry, and so X can be embedded in 
Further, suppose that the embedding of each finite subset of X with n + 1 
points in W can be chosen to be on a sphere of radius at most r' > 0 in By 
Theorem 5.3.15, there exists c G and r > 0 such that c is the centre of a sphere 
of radius r containing f{A) and r < r'. Let x e X and let (xn) e A he a sequence 
such that Xn X. Then 
g{x) - c|| = lim g{xn) -c = lim \\gixn) -c = lim r = r . 
n-^00 n^oo n^oo 
Therefore, X can also be embedded on the sphere centred at c of radius r. • 
We now arrive at our main result for this section: 
Theorem 5.3.17. Let X he a compact metric space. Then X is quasihypermetric if 
and only if X is 1/2-embeddable in For each finite strictly quasihypermetric sub-
set A o f X , let r{A) denote the circumradius of a 1/2-embedding of A in a Euclidean 
space of minimal dimension. If each finite subset A of X is strictly quasihypermetric 
and r = supr(^) < 00 then X is embeddable on a sphere in 
5.4 Strictly quasihypermetric spaces 
Definition 5.4.1. Let X be a quasihypermetric space. If for all compact subsets F 
of X and for all , e M{Y) such that ^ F ) = 0, /(/.) = 0 ^ = 0 then X is 
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strictly quasihypermetric. 
This definition of strictly quasihypermetric spaces is consistent with the one 
given for finite spaces in Definition 5.3.3. Note that a compact quasihypermetric 
space will be strictly quasihypermetric when /(/ /) = 0 fi = 0 iov all fi e M(X) 
such that iJi{X) = 0. 
Proposition 5.4.2. S^ metrized by arc length is a compact hypermetric (and hence 
quasihypermetric) space which is not strictly quasihypermetric. 
Proof. For convenience, we will associate S^ and its arc length metric with the the 
space of complex numbers of modulus 1 metrized by arc length, denoted (T, d). Let 
(Xn) G T be a sequence and let T^ = G T: Im(z) > 0}. Then either T^ or 
must contain an infinite number of distinct terms of Suppose without loss of 
generality that T^ contains an infinite number of terms of (xn)- As T̂ ^ is isometric 
to the compact space [0, tt], Tî  must contain some convergent subsequence of (rr )̂, 
which is of course convergent in T. Hence (T, d) is compact. 
Let T be the Borel a-algebra on (T, d), let fi be the measure such that 2/x is the 
usual normalised measure on the measurable space (T, T), and let / : T ^ T be the 
function defined for z G T by f{z) = {ti; G T: d{z,w) < 7r/2}. It can be seen that 
for all G T, d{zi,z2) = fi{f{zi)Af{z2)). Then by Proposition 5.1.10, {T,d) is 
hypermetric, from which it follows by Theorem 5.2.2 that (T, d) is quasihypermetric. 
Let Zi,Z2,Z3,Z4 G T be such that the pairs (2:1,2:3) and (2:2,2:4) are diametrically 
opposite points and let = ^ -^C^)- ^̂  ^̂  ^̂ ^̂  ^ ^ ^^^ 
f i^O. Note that for all 2: G T, 
d{zu z) + 6/(2:3, z) = d{z2, z) + d{zA, z)=7r. 
It follows that 
I{li) = J { d { z u z) - d{z2, z) + d{zs, z) - z)) dfi{z) 
= J Odfi 
= 0 . 
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Hence (T, d) is not strictly quasihypermetric. • 
The proof of the above result essentially constructs a four point quasihyper-
metric space which not strictly quasihypermetric. Using results from the previous 
section, it is easily seen that this four point space is quasihypermetric but not strictly 
quasihypermetric simply by 1/2-embedding the points on a square in R^ with side 
length xAT^. (This method however would not demonstrate that the space is hy-
permetric.) 
We know that the class of quasihypermetric spaces contain the class of hyper-
metric spaces and the class of strictly quasihypermetric spaces. To see an example 
of a strictly quasihypermetric space which is not hypermetric, the reader is referred 
to [40]. This example, Proposition 5.4.2, and the following result of Schoenberg 
demonstrate that the class of hypermetric spaces and the class of strictly quasihy-
permetric spaces overlap, but that neither contains the other. 
We state without proof the following result of Schoenberg [47, pg. 789-791 . 
Theorem 5.4.3. A finite subset of a Euclidean space is strictly quasihypermetric. 
We also state without proof the following result of Bj5rck [8, pg. 258-259], whose 
result is an extension of Schoenberg's. 
Theorem 5.4.4. For each n G N, M^ is strictly quasihypermetric. 
Attempting to write a proof of this result to reproduce in this thesis has not met 
with any success. We note that Proposition 3.2.17 and Theorem 5.1.2 give the result 
for [0,1] up to atomic measures which may be written as a linear combination of 
point measures using rational weights. Bjorck's proof relies on an integral formula 
given by M. Riesz and extended by FYostman, which is apparently a deep result. 
Demonstrating that the integral formula holds is the hard part of the proof, and is 
done by Riesz and Prostman using Fourier transform techniques. 
. We conclude this section by noting that examining the proof of Theorem 5.3.1 
gives the following characterisations of strictly quasihypermetric spaces: 
Theorem 5.4.5. Let X be a compact metric space. The following are equivalent: 
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1. X is strictly quasihypermetric. 
2. For all ^ e M{X), ii{X) = 0 /(/i) < 0, with equality occurring if and 
only if = 0. 
3. For all e M{X), fi{X) = iy{X) I{fi) + I{iy) < 2/(//, u), with equality 
occurring if and only if ¡1 = 
4. For all jjL.u e ii{X) = v{X) I{ii) + I{y) < 2/(/i, v), with equality 
occurring if and only if fi = y. 
5. For all ¡jl^v ^ M^{X), /(//) + I{i') < 21{ii,v), with equality occurring if and 
only if ¡1 = u. 
6. I is strictly concave on {/i G M{X) : //(X) = 1}. 
5.5 Summary 
This chapter introduced the hypermetric, quasihypermetric and strictly quasihy-
permetric inequahties. For each of these inequahties, we gave examples of spaces 
which satisfied it and examples of spaces which did not. We showed by elementary 
arguments that the spaces W , L ,̂ L^ and £2 are hypermetric. 
We demonstrated some relationships between these three classes of metric spaces, 
namely that all hypermetric spaces and all strictly quasihypermetric spaces are 
quasihypermetric, and that the classes of hypermetric and strictly quasihypermetric 
spaces overlap but that neither contains the other. 
Considerable time was spent characterising hypermetric and quasihypermetric 
spaces using average distances, measures, and certain embeddings in £2- These 
characterisations are important features of these spaces, and will prove useful in 
Chapter 6 for studying average distances in compact metric spaces. 

Chapter 6 
Results in quasihypermetric spaces 
In Chapter 4, we characterised the average distances m (X), M{X) and M(X) using 
measures, gave properties of these constants and demonstrated various techniques 
to calculate their values for certain concrete spaces X . We now continue these 
discussions further in light of the quasihypermetric property of metric spaces. 
6.1 Finiteness of M(X) 
The following result is due to Peter Nickolas [40], and justifies our previous claims 
that studying quasihypermetric spaces is essential to properly discuss M{X). 
Theorem 6.1.1. Let X be a compact metric space which is not quasihypermetric. 
Then M{X) = oo. 
Proof. By Theorem 5.3.1 there exists fi e M{X) such that fi{X) = 0 and I{fi) > 0. 
Let X e X, and consider the sequence of signed measures (n/x + ^x) e M{X). Then 
(n/jL + (5a,) (X) = 1 for each n G N, and 
I{nfj. + = + /(^x) + 2n/(/i, 6^) = + 2nd^(x). 
It follows that + oo as n oo. Hence M{X) = oo. • 
In future, we will assume that X is a compact quasihypermetric space when 
136 CHAPTER 6. RESULTS IN QUASIHYPERMETRIC SPACES 
we discuss M{X). The next results due to Nickolas and Wolf [40] show that the 
converse of Theorem 6.1.1 does not hold. 
Proposition 6.1.2. Let (X,d) be a compact quasihypermetric space admitting a 
signed measure FI G M(X) such that /i(X) = 0 and I{/JL) = 0 and ¡JL is d-invariant 
and df, ^ 0. Then M{X, d) = oo. 
Proof. Let c G R such that d^ = c. Then c ^ 0, and as —// is a signed Borel measure 
of total mass 0 on X and / ( - / / ) = / ( / / ) and d^^ = -d^ , we may assume without 
loss of generaUty ^ has been chosen such that c > 0. Let x G X , and consider the 
sequence of signed measures (n/i + 5a,) G M{X). Then (n/x + = 1 for each 
n G N, and 
I {nil + 5^) = + I {5^) + = 2nc. 
It follows that /(n// + (̂ ĵ) ̂  oo as n ^ oo. Hence M ( X ) = oo. • 
Proposition 6.1.3. There exists a five-point quasihypermetric space (X,d) such 
that M{X, d) = oo. 
Proof. Let X = {1,2,3,4,5}, let A be the 5 x 5 matrix 
'̂ 0 2 2 5 5^ 
2 0 4 3 3 
2 4 0 3 3 
5 3 3 0 4 
5̂ 3 3 4 0̂  
and let d: X X X ^ R be the function defined for (i, j ) e X x X by d(ij) = A^j. 
It is shown in the proof of Proposition 5.3.12 that d is a metric on X . Now, let 
// = 2Ji - 252 - 2(̂ 3 + + G M{X). Then / / (X) = 0 and 
M = 2 . ( - 2 ) . 2 + 2 . ( - 2 ) . 2 + 2 . 1 . 5 + 2 . 1 . 5 
+ ( - 2 ) - ( - 2 ) . 4 + ( - 2 ) . 1 . 3 + ( - 2 ) . 1 . 3 
+ ( - 2 ) . 1 . 3 + ( - 2 ) . 1 . 3 
+ 1 - 1 - 4 
= 0, 
6.1. FINITENESS OF M{X) 137 
which gives that = 0. Finally, it is a routine calculation to show that 
0 2 2 5 ( A 
2 0 4 3 3 - 2 2 
2 4 0 3 3 - 2 = 2 
5 3 3 0 4 1 2 
5 3 3 4 W 
and so d^ = 2. Hence by Proposition 6.1.2, M{X, d) = oo. • 
We now develop a sufficient condition to ensure that M{X) < oo for finite 
quasihypermetric spaces X , and show that M{X) < oo for compact Euchdean 
spaces X . 
The following result is due to Alexander and Stolarsky [2, pg. 12 . 
Lemma 6.1.4. Let n G N and let X0,...,Xn G W^ be points on a sphere with 
radius r > 0. Then for all Wq, ... ,Wn eR such that Wi = I, 
n n 
OCo 00 q <2r\ 
Further, if the Xi are affinely independent then equality will occur for a unique choice 
of the Wi. 
Proof We may assume without loss of generality that Xi are chosen such that the 
origin is the centre of the sphere. Hence 
n n 
¿=0 
n n 
Xj^ X j = y^y^tt^jtt^j {\\xi\f+ 
¿=0 j=0 
X, 2 {xî  ̂ j)) 
n n 
¿=0 j=0 
n / n \ n n 
= 2r2 ̂  ( ^ - 2 ^ WiWjixi, Xj) 
i=Q V / j=0 
= 2r^ - 2 ( ^ WiXi, ̂  WjXj 
1=0 j=o 
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= 2r^-2 
< 2r\ 
^WiXi 
i=0 
with equality occurring if and only if Yl'̂ ô = 0. Now, suppose that the Xi 
are affinely independent. Then recalling that every point of R"̂  can be written as a 
unique affine combination of n + 1 affinely independent points, there exists a unique 
choice of the Wi such that 
n n 
WiXi = 0 and ^ lŷ  = 1. 
i=0 ¿=0 
Hence 
n n 
^ ^ WiWj \\xi - XjW^ = 
¿=0 j=0 
for a unique choice of the Wi. • 
Recall that for n G No, by Theorem 5.3.9 every finite quasihypermetric space with 
n + 1 points is 1/2-embeddable in R^. Further, when such a space is also strictly 
quasihypermetric, the embedding is affinely independent and hence spherical by 
Lemma 5.3.10. We then obtain: 
Corollary 6.1.5. Let X he a finite quasihypermetric space which is 1/2-embeddable 
on a sphere in a Euclidean space. Then M{X) < oo. 
Corollary 6.1.6. Let X be a finite strictly quasihypermetric space and let r be the 
circummdms of the l/2-embeddmg of X in a EucUdean space ofmimmal dimension. 
Then M{X) = 2r'' and there exists a unique M-maximal measure on X. 
Proof Since X is finite, each of its points are isolated. Hence all Borel measures 
on X are atomic, and the result follows. ^ 
The following result is essentially due to Alexander and Stolarsky [2, pg. 14-15]. 
(Alexander and Stolarsky do not calculate an explicit bound, instead only showing 
that such a bound exists.) 
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Theorem 6.1.7. L e t n e N such that n > 2 and let X be a compact subset o f W . 
Then 
P r o o f . Let ¡i G M { X ) be an atomic signed measure such that f i { X ) = 1, and 
write ¡1 = for some m G N, for some x i , . . . , x m G X and for some 
such that Y J T = I = Lemma 5.1.6 we then have that for each 
i and j , 
1 f \xi — XjW = —— / I ( x , Xi — X j ) I d x , 
where d x refers to integration with respect to the usual surface measure on 
and Vn-i denotes the volume of the unit ball in For each x G let 
X ' { x ) = { (x , Xj) : 2 = 1,. . . , n } C R. By the Cauchy-Schwarz inequality, it follows 
that for all x G and for all i and j , 
{ x , x i ) - { x , X j ) \ = \ { x , x i - X j ) \ < \\x\\ ' \\xi - X j \ \ < l ' D { X ) = D { X ) , 
and so D { X ' { x ) ) < D { X ) . Using Proposition 1.2.10, we then have 
^ WiWj I (x, X i ) - { x , X j ) < I [ X (xJ) = < 
i=i j^i 
for all X G giving that 
m m 
i=l 3=1 
Xj^ Xj 
m m f \ C \ 
^ » / m m 
- « ^ t . l S S " " ' " " 
~ 2K-1 Is^-^ 
( x , x i ) - { x , x j ) dx 
J 
D j X ) 
2 
= W /• 
4K-1 
D j X ) Sn-l 
4Fn-l ' 
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where Sn-i denotes is the surface area of Given that M{X) may be considered 
as sup/(/x), where ¡JL ranges over the atomic measures of unit mass on X, it follows 
that 
4VVi-i 
It remains to be shown that 
Sn-i v̂ r(n/2 + l/2) 
4K-1 2r (n /2) 
It is known [18] that the volume and surface area of a sphere of unit radius in 
R^ are respectively 
TT .n/2 and 
giving that 
Hence 
r(n/2 + 1) r(n/2) ' 
r((n - l)/2 + 1) r(n/2 + 1/2) and Sn-i = 
Sn-i _ 1 r(n/2 + l/2) v r̂(n/2 + l/2) 
4K-1 4 V{n/2)' 7r(^-i)/2 2 V{n/2) ' ° 
For each n € N such that n > 2, let M^ denote the bound given for M{X) by the 
previous result for compact subsets X of R^ with unit diameter. We then calculate: 
n 2 3 4 5 6 
Mn 7r/4 1 37r/8 4/3 157r/32 
We note that when n = 3, it follows from Proposition 4.4.3 that this bound is sharp. 
Together with Proposition 1.2.10, the previous result gives that: 
^orollary 6.1.8. Let X he a compact subset of some Euclidean space. Then 
M(X) < oo. 
6.2 Properties of m (X), M{X) and M{X) 
We now discuss some properties of m (X), M{X) and M(X), essentially building 
on the discussion in Sections 4.2-4.4. 
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6.2.1 M-maximal and M-maximal measures 
The following result extends a theorem of Bj5rck [8, pg. 258], using an alternate 
proof. 
Proposition 6.2.1. Let X he a compact quasihypermetric space. Then the set of 
M-maximal measures on X is a non-empty convex subset of M}{X), and hence 
must be a singleton or infinite. Further, if X is strictly quasihypermetric then this 
set is a singleton; that is, an M-maximal measure on X is unique. 
Proof. Recall that by Theorem 4.3.3 there exists an M-maximal measure on X. 
Let /xi,//2 ^ M.^{X) be M-maximal measures on X. Then for all a e [0,1], 
Theorem 5.3.1 gives that a/(/xi) + (1 - a)I{ii2) < I {afii + (1 - Given that 
the left-hand side of the above inequality equals M{X) and that M.^(X) is convex, 
then from the definition of M{X) it follows that 
and so afii + (1 — ^ M^{X) is also an M-maximal measure on X. 
Now, suppose that X is strictly quasihypermetric. Then by Theorem 5.4.5, we 
must have that fii = fi2, giving that an M-maximal measure on X is unique. • 
The original result of Bjorck is: 
Corollary 6.2.2. There exists a unique M-maximal measure on all compact subsets 
of a Euclidean space. 
A similar result holds concerning M-maximal measures, but recall from Propo-
sition 4.4.3 that there is not always an M-maximal measure on a compact metric 
space. 
Proposition 6.2.3. Let X be a compact quasihypermetric space. Then the set of 
M-maximal measures on X is a convex subset of M{X), and hence must be empty, 
a singleton or infinite. FuHher, if X is strictly quasihypermetric then this set is 
empty or a singleton; that is, if there exists an M-maximal measure on X then it is 
unique. 
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Proof. The proof is identical to that of Theorem 6.2.1, except we are not guaranteed 
that M-maximal measures exist on X. • 
The following result is due to Nickolas [40 . 
Proposition 6.2.4. Let (X, d) be a compact quasihypermetric space. If there exists a 
d-invariant measure ^ G M^{X) then /i is M-maximal. If there exists a d-invariant 
measure fi E M{X) such that fi{X) = 1 then is H-maximal. 
Proof Suppose that there exists ¡i G M^(X) such that d,, = a for some c e R. 
Then I{fj,) = c and for all u e M^(X) we have that /(/i) + I(u) < 
giving c + /(z/) < 2c and hence /(z/) < c. It follows that I{fi) = M(X, d); that is, 
^ is M-maximal. The corresponding statement for signed measures is proven by 
assuming fi and u to be signed measures of total mass 1. • 
It follows immediately from the previous result that: 
Corollary 6.2.5. Let {X,d) be a compact quasihypermetric space. If there exists a 
d-invariant Borel probability measure on X then m {X, d) = M{X, d) = M(X, d). 
6.2.2 Relationships between m{X), M{X) and M(X) 
The following result is essentially due to Wolf [56, pg. 391, 396-397], but the proof 
is simpler. 
Proposition 6.2.6. Let (X, d) be a compact connected metric space. Ifm (X, d) and 
M{X,d) are equal then a max-min Borel probability measure on X is M-maximal 
and d-invariant. 
Proof Let // G M\X) be a max-min measure. Then for all G X, 
M{X,d) = m{X,d)<d^{x). 
Now, by integrating the above with respect to we obtain M(X,d) < and 
hence ci) = /(;,), which is of course the statement that is M-maximal. 
To show that n is d-invariant, it is sufficient to show that d,[x) < M{X, d) for ^ 
all X G X, which is immediate from Proposition 4.3.5. • 
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The original result of Wolf is: 
Corollary 6.2.7. Let {X,d) be a compact connected metric space. Ifm{X,d) and 
M{X,d) are equal then there exists ¡JL e M^{X) such that fi is M-maximal and 
d-invariant. 
It also follows that: 
Corollary 6.2.8. Let X he a compact connected strictly quasihypermetric space. If 
m {X, d) = M(X, d) then X admits a unique max-min Borel probability measure. 
We note that the converse of Proposition 6.2.6 is not true. The proof due to 
Wolf [56, pg. 391, 397] is omitted. 
Proposition 6.2.9. There exists a compact connected metric space (X, d) such that 
there exists a d-invariant Borel probability measure on X and m (X, d) < M{X, d). 
The following result is due to Nickolas [40 . 
Theorem 6.2.10. Let {X,d) be a compact connected quasihypermetric space. The 
following are equivalent: 
1. Two ofm{X,d), M{X,d) andM{X,d) are equal. 
2. All ofm{X,d), M{X,d) andM{X,d) are equal. 
3. There exists a d-invariant Borel probability measure on X. 
Proof To show that (1) = > (2), suppose that two of m {X, d), M{X, d) and M(X, d) 
are equal. To show that m (X, d) = M{X, d) = M(X, d), we consider three cases. 
Case I: m (X, d) = M{X, d). Let /i G M\X) be a max-min measure. Then by 
Proposition 6.2.6, is M-maximal and by Proposition 6.2.4 must also be M-maximal. 
Hence M{X, d) = M{X, d) = 
Case 2: m (X, d) = M{X, d). The required result follows simply by considering 
the inequality m {X, d) < M(X, d) < M{X, d). 
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Case 3: M{X,d) = M{X,d). Suppose that m{X,d) < M{X,d), and let 
fi e M^(X) be an M-maximal measure, which by Corollary 6.2.7 must not be 
cZ-invaxiant. Then d^ is not constant. Recall that Proposition 4.3.5 gives that 
dfj.{x) < M{X,d) for all x e X, with equahty occurring when x belongs to the 
support of fi. Since X is connected and Proposition 3.1.1 gives that d^ is continu-
ous, using the Intermediate Value Theorem we have that df,{x) = M(X, d) - s for 
some x E X and some £ G (0, M(X, d)/2). Let a be such that 
and let z/ = (1 + a)// - ad,, G M(X). Then u{X) = 1 and 
= {l-a^)M{X,d) + 2{l-ha)ae. 
Now, it can be seen by solving a quadratic inequahty in a that 
{l-a')M{X,d)^2{l + a)aE>M{X,d) ^ {-M{X,d) ^2e)a''+ {2e)a > 0 
2£ 
0 < a < 
M{X,d)-2e' 
Hence M{X,d) > > which is a contradiction. We must then have 
that m {X, d) = M{X, d). 
That (2) (3) is given by Proposition 6.2.6 and that (3) (1) is a conse-
quence of Corollary 6.2.5. ^ 
We note the following result of Yost [16, pg. 269 . 
Proposition 6.2.11. Let {X^d) he a compact connected subset ofW^ which is not 
a Ime segment If there ex^sts a d-znvanant Borel probability measure on X then no 
three points of X are coUnear. 
We then obtain the following corollary: 
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Corollary 6.2.12. Let X he a compact connected subset ofW which is not a line 
segment and contains three colinear points. Then m {X) < M{X) < M(X). 
6.2.3 Discontinuity of M: H{S) M 
Recall from Section 4.2 that for any metric space S, H{S) is the set of all non-empty 
compact subsets of S equipped with its Hausdorff metric. We have seen that the 
mappings m: H{S) M and M: H{S) M are continuous. Quoting an inequality 
of Alexander [1, pg. 318], we outline the proof that this is not necessarily the case for 
the mapping M: H{S) R. The Alexander inequality is derived using Archimedes' 
Theorem and integral geometry techniques which are not considered in this thesis. 
Proposition 6.2.13. The mapping M: -^R is discontinuous at 
Proof. Let X G be the sphere and let {Xn)n>2 ^ be the sequence 
such that for each n G N where n > 2, is a sphere of radius 1 - 1/n centred at 
the origin. Also, let (JL G M{X) be the usual normahsed surface measure on X and 
let (/in)n>2 be the sequence such that for each n G N where n > 2, /i^ is the usual 
normalised surface measure on Xn-
Now, clearly X U Xn ^ X m H{R^), and we will see in Proposition 6.4.1 that 
M(X) = 4/3. Consider the sequence of signed measures (z>n)n>2 of unit mass defined 
for each n G N where n > 2 by Un = ni^ - {n - 1)/Xn ^ M{X U Xn)- It is shown 
by Alexander [1, pg. 318] that I{un) > 2(1 - 1/n). Noting that X U C Bs, 
using Proposition 4.4.3 (which is also a result of Alexander from the same paper) 
we obtain 
2 ( i - i ] < I[vn) < M ( x UXn) < = 2. 
V _ 
Hence M{X U X^) 2 and M: H{R^) ^ R is discontinuous at X = • 
6.3 Geometrical interpretations of M{X) and M{X) 
Recall that by Theorem 5.3.11, we know that a finite strictly quasihypermetric space 
X is 1/2-embeddable on a sphere in some Euchdean space of minimal dimension. 
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We now show that M{X) and M{X) have a geometrical interpretation concerning 
the circumradius of such a 1/2-embedding and the distance from the circumcentre 
of the 1/2-embedding to the convex hull of the 1/2-embedding. 
The following result is due to Alexander and Stolarsky [2, pg. 14-15 . 
Theorem 6.3.1. Let {X,d) be a finite strictly quasihypermetric space, let r be the 
circumradius of a 1/2-embedding of X in some Euclidean space of minimal dimen-
sion and let s be the distance from the circumcentre of the l/2-embedding to the 
convex hull of the 1/2-embedding. Then 
M{X,d) = 2{r''-s'') and M{X,d) = 2r\ 
and there exist unique M-maximal and JL-maximal measures. 
Proof The result clearly holds when X is a singleton. Otherwise, let n G No such 
that X has n - M points and write X = {xq, . . . , X ^ } . NOW, by Theorem 5 . 3 . 9 , there 
Xi X' Vi-VjW^. By exist affinely independent yo, . . . ,yn e R^ such that 
letting r > 0 be the circumradius of the yi, it follows from Lemma 6.1.4 that for all 
w o , . . . , W n e R such that Wi = l, 
n n n n 
Yl '^i^A^h Xj) = WiWj \\yi - yj f = 2r'^-2 
j=0 ¿=0 j=0 
n 
^•WiVi 
i = 0 
and Er=o«'i2/i = 0 for a unique choice of the Wj. Hence M{X,d) = and the 
signed measure = Eto^iS., € M{X) is M-maximaJ when the Wt axe the unique 
barycentric coordinates such that ELo«i2/i = 0. Given that all signed measures on 
^ are atomic, it follows that an M-maximal measure on X must be unique. 
Let s = inf ^iViW > 0, where the infimum is taken over all wq, . . . , « ; „ > 0 
such that = 1. Then M(X) = 2(r= - Now, assume without loss 
of generality that the y, are chosen such that their circumcentre is the origin. 
As the convex hull of the y, consists precisely of the points Y ^ U n y , such that 
«0,... > 0 and «i = 1, the distance from the origin to this convex hull is 
then inf - 0|| = . . We already know from Theorem 6.2.1 that a unique 
M-maximal measure exists. • 
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We now use work of Gower to calculate the circumradius of a 1/2-embedding 
of a strictly quasihypermetric space X in a Euclidean space of minimal dimension. 
This result will give a formula for M{X) which may be calculated on a computer. 
The following result is due to Gower [23, pg. 82-83 . 
Lemma 6.3.2. Let n e N, let A he a real symmetric n x n matrix with diagonal 
entries zero, let e e W he the vector consisting entirely of ones, let s G R"" such that 
(s, e) = 1 and let F he the n x n matrix 
F =-{I - es^)A{I - se^). 
Then A is almost-negative definite if and only if F is positive semi-definite. 
Proof. Let i G M" such that (i, e) = 1 and let G be the nxn matrix 
G = -{I-et^)A{I-te^). 
Then as (s, e) = (e, s) = s^e = e^s = 1, we have that 
{I - es^){I - et^) = I-et^-es^ + es^et^ = I-es^, 
It follows that for all x G 
x^Fx = -x^{I-es^)A{I-se'^)x 
= -x^{I - es^){I - et^)A{I - te' )(/ - se^ 
= x^iI-es^)G{I-se^)x 
= {{I-se^)xfG{I-se^)x. 
Note that (I-se^)x G M .̂ Therefore, if G is positive semi-definite then F is positive 
semi-definite. The converse of this statement is shown similarly. 
Suppose that t = (0, . . . ,0,1) , which is consistent with the requirement that 
(i,e) = 1. Then G ĵ = -{A^j - Â n - A , ) and by Lemma 5.3.7, G is positive 
semi-definite if and only if A is almost-negative definite. The result follows. • 
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The proof of the following result is given by Baxter [7, pg. 3 . 
Lemma 6.3.3. Let n G N and let A be a n x n strictly almost-negative definite 
matrix with diagonal entries zero. Then A is non-singular. 
Proof. Seeing as a 1 x 1 matrix is not strictly almost-negative definite, assume that 
n > 2 . As A is a symmetric matrix which gives a negative definite quadratic form 
on a subspace of dimension n - 1, as in the proof of Lemma 5.3.6 it can be shown 
that A has at least n - 1 negative eigenvalues. Given that the trace of A is zero, 
the sum of the eigenvalues of A is zero, and A must have a positive eigenvalue. We 
have found a complete set of eigenvalues for A, whose product is det A. Hence the 
sign of det A is given by the sign of ^ 0, giving that A is non-singular. • 
The following result uses a proof essentially due to Gower [23, pg. 83-84]. (Gower 
was concerned with finding the circumradius of a finite set of points in a Euchdean 
space.) 
Theorem 6.3.4. Let (X, d) be a finite strictly quasihypermetric space with n>2 
points, and let D be a distance matrix of X. Then D is non-singular and 
\i=i i=i 
Proof. Write X as X = {xj , . . . and let be the n x n matrix such that 
Dij = dixi ,xj). Then D is strictly almost-negative definite, and the previous result 
gives that D is non-singular. Let e e R" be the vector consisting entirely of ones, 
let s e R" such that {s, e) = 1 and let 
F = - { I - es'^)D{I - se^). 
By Lemma 6.3.2, F is positive semi-definite and by Lemma 5.3.6 there exists an n x n 
matrix F such that F = FF^ . Let . . . , e M" be such that ^y^ 
axe the rows of F. Now, the columns of the matrix .e^ axe . and the rows of the 
Jnatrix es^ are s^. Using 
F F ^ = - ( / - es^)D{I - se') = -Z) + Dse^ + es^ - es^se^, 
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we have that for all i and j , 
n n 
'^{yuVj) = - D i j ^ Y . ^ k D i k + Y.SkDkj-s'^Ds 
k=l 
n 
k=i 
Hence for all i and j, \\yi\f = Y2=i ^kDik - ( l / 2 ) s^s and 
y i - y j \ ' ^ = Wvif -^Wvjf - ' ¿ { y h V j ) 
n n 
= X I + Djk) - s^Ds + Dij - Y^ Sk{Dik + Dkj) + s'^Ds 
k=l k=l 
= D i j . 
Therefore the yi form a 1/2-embedding of the xi in R^. By applying a suitable 
translation followed by a rotation, there exist G such that the yi are 
isometric to the y'^. Hence the y[ are a 1/2-embedding of the Xi in and the y[ 
must lie on a sphere of some radius r > 0, giving that M{X) = Given that the 
image of a sphere under an isometry is a sphere of the same radius, the yi must also 
lie on a sphere of radius r. 
Note that F and Y are dependent on s, but r is not. We now want to show 
that s can be chosen such that the yi he on a sphere centred at the origin. Let 
{ z i , . . . , Znf = 2Ds - {s^Ds)e e W , which is the diagonal of F. Then for each i, 
n 
Zi = 2 \\yif = 2 X SkDik - s^Ds , 
fc=i 
and so a sphere containing the yi of radius r will be centred at the origin if and only 
if 2Ds - {s'^Ds)e = Given that detD ^ 0 and that D'^ is symmetric, this 
equation holds if and only if 
( 2 r 2 + s^Ds)D-^e 
s = 2 
_ z^n-i. 
Given that {2r'^ + s'^Ds)/2 G M, we look for a solution of the form 5 = kD'^e for 
some keR. Given that s = 0 is not a solution to our equation, assume that k 0. 
Using (s, e) = {e,s) = 1, it follows that 
e^P-^e 
k 
-K 
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and so 2Ds - {s^Ds)e = 2r^e if and only if 
s = 
e^D-^e 
noting that e^D ^e^O. By substituting, we then obtain 
\ 
2D 
e^D-^e [eTD-^e e^D-^e e = 2r^e, 
which gives that 
Finally, we have 
r2 = 1 1 
2 
/ n n \ 
\ i=l i=\ J 
i n n \ 
\ i=\ j=i J 
• 
Using the fact that there exists an algorithm for calculating the inverse of an 
nxn non-singular matrix in running time of order O(n^), it can be seen that for 
a finite metric space X with n points, M(X) can be calculated on a computer in 
running time of order O(n^). 
Finally, we extend our result to certain infinite strictly quasihypermetric spaces. 
Theorem 6.3.5. Let (X, d) he a compact strictly quasihypermetric space. Then 
M{X) is finite if and only if each finite subset A of X is 1/2-embeddable on a 
sphere in 4 of minimal radius r{A) and r = supr(A) < oo. FuHher, ifM{X) is 
finite then 
M(X) = 2(r2 - and M{X) = 2r\ 
where s is the distance from the centre of a sphere in of radius r containing a 
1/2-embedding of X to the convex hull of the Ij2-embedding. 
Proof Let n € No and let xo, . . . , a;. G X. Then there exists an affinely independent 
1/2-embedding ^o, • • •, ̂ n G R^ of the in Let r (xo,.. . , be the circumradius 
of . . . , yn and let . . . , x ,̂) be the distance from the circumcentre 
to the convex hull of these points. Then by Theorem 6.3.1, 
= 2r{xo,...,Xnf. 
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Let i i X S be the collection of all such ( r (xo, . . . , x^), s ( x o , . . . , x ^ ) ) sls n ranges over N 
and xo , . . . ,Xn range over X . Given that 
M ( X ) = sup M ( A ) and M ( X ) = sup M ( A ) , 
Aevxx) A^v'{x) 
where V'{X) denotes the family of finite subsets of X, we then have 
M { X ) = s u p a n d M { X ) = s u p 2 r \ {r,s)eRxS reR 
It follows that M{X) < oo if and only if R is bounded, and by Theorem 6.3.1, R is 
bounded if and only if X is 1/2-embeddable on a sphere in 
Suppose that M{X) is finite, and let / : X ^ -£2 be a function such that f { X ) 
is a 1/2-embedding of X on a sphere in ¿2- Then R is bounded, and by letting 
r = s u p R < cxD, we have that r is the circumradius of f { X ) , and so Theorem 6.3.1 
gives that M{X) = Let c be the circumcentre of f{X), and let 
s = inf 
IV 
C - ^ W i f { X i ) 
i=l 
be the distance from c to the convex hull of f{X), where the infimum is taken over 
all n G N and all W i , . . . ,Wn > 0 such that = 1 and all Xi , . . . , G X. We 
want to show that M{X) = - s^). 
Using Lemma 2.3.23 and a recursive construction, for each n G N, let m{n) G N 
and let . • •, ^m(n),n e B{X) be a partition of X such that D{Aî n) < V ^ for 
each i = I , . . . , m { n ) and each successive partition is a refinement of the previous 
partition. Now for each n G N, let = . . . ,Xmin),n} ^ X he such that 
Xi,n e Aî n for each i = . , m { n ) . By properties of the A j , we may choose the 
Xij such that C X^+i for each n G N. Note that it can easily be shown that 
\ r .Xr. is dense in X. Hence X^ -> X with respect to the Hausdorff metric on 
H{X), and by Theorem 4.3.7 it follows that M{Xn) M{X). 
We now show that M(X„) M(X). Let £ > 0 and let {¥„) G V'iX) be a 
sequence of finite subsets of X chosen such that (M(y„)) is non-decreasing and 
-> M { X ) . Then there exists no £ N such that \M(Yno) - M { X ) \ < e/3. 
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Writing Yno = {̂ /o, • • •, 2/m}, by Theorem 6.3.1 there exists an M-maximal measure 
HZi'^Ai on Fno- Let v = max{|t;i| : i = l , . . . , m } > 0, let G U ^ i ^ n 
be such that for each i = l,...,m, d{yi, Xi) < and let ni G N be such that 
Xq̂  . . . , Xf̂  e Xn^. We then have that '̂ î xi ^ M ( X n J is a signed measure of 
unit mass, and as 
/ m \ 
< 
< 
/ m 
I 
\i=l / 
+ M ( y „ j - M ( X ) 
m m m m 
i=l J = 1 i=l j=l 
£ 
+ 3 
m m 
^ I] ) - + \d{xi, yj) - d{vi, %•) I) + I 
¿=1 j=l O 
m m 
¿=1 3=1 ^ 
m m 
< 
¿=1 j=i 
= 
it follows that 
/ \ 
M{X) - £ < / < < M{X). 
\i=l J 
Since {M{Xn)) is non-decreasing, it must then be the case that M(X^ ) M{X). 
Let (cn) G ¿2 and (r^) G R and (5^) G R be sequences such that for each n G N, 
the circumsphere of / (X , ) is of minimal radius r , and its circumcentre c, is distance 
from the convex hull of / (X^ . As in the proof of Theorem 5.3.15, we may assume 
that / has been constructed such that c, c. We then have that 
limM(Xr^) = l\mJrl = 2r' = M{X), 
from which we c,n deduce that r . r and is convergent. Letting i G R be the 
limit of (Sn), it remains to be shown that t = s. 
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Firstly, we show that s < t. For each n G N, the convex hull of f{Xn) is 
Cn O^r . Let 6 > 0 and let compact, and so there exists G Cn such that Sn — 
no G N be such that for all n > no, ||c - < e/2 and = - < i + £¡2. 
Then for all n > no, given that Cn is contained in the convex hull of f{X), by the 
definition of s we must have that 
s < C — (Tr e £ < C-Cn + Cn- (Jn\< + + 
from which it follows that s <t. 
To complete the proof, it remains to be shown that t > s. Let £ > 0, let 
C be the convex hull of f{X), and let a G C such that |||c —all — s| < e/3. 
Since it is obvious that / is continuous, / ( U ^ i ^ n ) is dense in f{X). Writing 
a = '^ifi^i) for some n G N and some wi, . . . ,Wn > 0 such that '̂ i = ^ 
and some Xi,... ,Xn e X, let a' = Wif{yi) G C, where each yi G IJ^i ^N is 
chosen such that \\f{xi) — f{yi)\\ < sjZ. Then 
G — a 
i=l i=l 
n 
< Yl'WiWfixi) - f{yi) 
i=l 
n 
< 7 Wi-
£ 
Now, let MO G N such that a' G and let mi G N such that ||cn - c|| < e/3 
whenever n > mi. Then for all m G N such that m > max{mo,mi}, g' G C^, 
and so 
5n < < ||cm-c|| + C — G + G — G 
It is then a routine exercise to show that i < 5, as i is the Hmit of (sn)- • 
Alexander aud Stolaxsky [2, pg. 14] used this result to calculate M([a,6]). Note 
that we calculated this average distance from first principles in Proposition 1.2.10. 
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Proposition 6.3.6. Let a, 6 G E such that a<h. Then M([a, b]) = (b- a)/2. 
Proof. It will be sufficient to prove the result for a = 0 and 6 = 1 . By a simple 
consideration of the triangle inequality, any sphere in 4 containing a 1/2-embedding 
of [0,1] must be of radius at least 1/2. It will be sufficient to show that each finite 
collection of points in [0,1] can be 1/2-embedded on a sphere in 4 of radius at 
most 1/2. Let e [0,1] be ordered and for each i, let 
Vi = . • •, V^i - Xi-u 0, . . . ) E 4 . 
Then for each i and j such that i> j, 
IVi-yjll = II (0, . . . , 0, y/xj+i - Xj , . . . , ^Xi - Xi^i, 0, . . . ) 
/ i \l/2 
= ^ (Xk- Xk-i) j 
\k=j+l J 
Xi Xj 
Hence the yi form a 1/2-embedding of the Xi in £2- Now, let 
y=\ ( v ^ , y/X2 - Xi, . . . , ^Xn - Xn-l, 0, . . .) E 4 • 
Then for each i, 
Vi-y 
\ 
= 
2 ( v ^ ' • • •. -y/Xi - . . . , -y/Xn - Xn-I, 0, . . .) 
n \ 1/2 
Xi + ^{Xk - Xk-i) 
k=2 / 
Hence the yi lie on a sphere centred at y of radius {l/2)x]!'^ < 1/2. • 
6.4 Some values of m {X), M{X) and M{X) 
We conclude this chapter by showing some of our previous calculations of Gross-Stadje 
numbers also give the values of M{X) and M{X) for various concrete spaces X . We 
also discuss max-jnin, M-maximal and M-maximal measures on regular polygons. 
It is immediate from Proposition 4.5.7 and Theorem 6.2.10 that: 
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Proposit ion 6.4.1. Let ne^ such that n > 2, let d be the usual metric on 
and let yu be the usual normalised measure on Then ¡2 is a unique d-invariant 
measure on and 
m (^S^-i) = = = (t))' 
where T denotes the gamma function. 
We can calculate m for n = 2 , . . . 6 as 
n 2 3 4 5 6 
2/7r 4/3 64/157r 48/35 4096/9457r 
Proposition 4.5.8 calculated the Gross-Stadje number of compact connected arcs 
of S^. It is immediate from this Proposition and Theorem 6.2.10 that: 
Proposit ion 6.4.2. Let X^ be an arc of S^ subtending an angle 0 < 0 < 27r ai the 
centre, let d be the usual metric on and let ¡JL be the usual normalised measure 
on X(j). Then ¡JL is the unique d-invariant measure on and 
Recall that Proposition 4.5.4 gives that the Borel probability measure uniformly 
distributed on the vertices of a polygon is a max-min measure. We now show that 
this measure is also the unique M-maximal measure. 
Proposit ion 6.4.3. Let (X, d) be a regular polygon. Then the probability measure 
uniformly distributed on the vertices of a regular polygon is both a max-min and the 
unique M-maximal measure on X. Further, m (X) < M{X) < M{X). 
Proof Let n G N such that n > 3, let X be a regular n-gon and let Xq, . . . , Xn-i be 
the vertices of X. It follows from Corollary 4.5.14 that there exists an M-maximal 
measure ¡iq G M^{X) supported on the Xi. Hence, there exist > 0 
such that M = Er='o and YUZo = 1- ^ e have that 
n - l n - 1 
M{X) = I{n) = WiWj 00 o CO' 
¿=0 i=0 
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Now, for each i = 1 , . . . , n - 1, let G M^{X) be the measure 
n - l 
fli = , 
j=0 
where addition of the weight indexes is addition modulo n, and let 
n-l 
¿=0 
Noting that X is strictly quasihypermetric, repeated apphcations of Theorem 5.4.5 
give that /(/^o) < /(M) with equality occurring if and only if fiQ = ¡ii for each 
z = 1 , . . . , n - 1 if and only if Wi = l / n for each z = 0 , . . . , n - 1. It follows that the 
measure uniformly distributed on the Xi is the M-maximal measure. 
That m {X) < M{X) < M{X) follows from Theorem 6.2.10 after noting that fi 
is not oi-invariant. • 
As a corollary to the proof of the previous result, we obtain: 
Corollary 6.4.4. Let (X, d) he a finite metric space consisting of points evenly 
spaced around a circle. Then the probability measure uniformly distributed on the 
points of X is d-invariant and hence the unique M-maximal measure on X and the 
unique M-maximal measure on X. Further, M{X) = M{X). 
6.5 Summary 
Chapter 4 discussed certain properties of m (X), M{X) and M(X), and this chapter 
has continued this investigation for the case of a compact quasihypermetric space X. 
We saw that the quasihypermetric property is necessary to obtain M{X) < oo, but 
that the converse does not hold. It was seen that M{X) < oo when X is finite and 
strictly quasihypermetric or when X is Euclidean. 
For compact quasihypermetric spaces (X, d) we investigated the significance of 
d-invariant measures on X and their relationship to demonstrating existence of 
M-maximal measures on X and the existence of M-maximal signed measures on X. 
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When X is also connected, the relationship between m{X), M{X) and M{X) is 
related to the existence of a d-invariant probability measure on X, and we saw that 
all three averages are equal or none are equal. 
Geometrical interpretations oi M{X) and M{X) were investigated in the case of 
X being compact quasihypermetric, and certain formulas for them were estabhshed 
in terms of the circumradius of a 1/2-embedding of X in £2 and the distance from 
the convex hull of the 1/2-embedding to its circumcentre. 
Finally, we extended results from Chapter 4 to calculate m{X), M{X) and 
M{X) for all spheres X and to calculate the M-maximal measure for regular poly-
gons. 

Chapter 7 
Other work 
We conclude this thesis by noting other work which we may have chosen to consider 
in our investigation of average distances in compact metric spaces. Given a compact 
(connected) metric space X, simple considerations of m{X), M{X) and M ( X ) 
quickly lead to many different questions which may be discussed. This thesis has 
only discussed a small subset of the questions which immediately arise, and would 
rapidly expand into several volumes if we attempted to consider many more of them. 
7.1 Averaging powers of distances 
Recall that the most general form of the Gross-Stadje Theorem states that for 
all compact connected Hausdorff spaces X and all continuous symmetric functions 
f: X X X ^R, there exists a unique m {X, / ) G R such that for all n G N and for 
all x i , . . . , Xn G X there exists y E X such that 
n 
^fixi,y) = miXJ) . 
i = l 
As a consequence, we could have chosen to investigate the averages m (X, d^), 
M{X,d^) and M{X,d^) of the continuous symmetric function d^: X x X ^ R 
in a compact (connected) metric space {X, d) for any A > 0. Bjorck [8, pg. 258 
discusses M(X, d^) for 0 < A < 2, and Alexander and Stolarsky [2] discuss M(X, d^) 
for Euchdean spaces X and 0 < A < 1. 
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It has been noted by Cleary et al. [16, pg. 264] that for compact connected 
subsets (X, d) of Euclidean spaces, it is easier to calculate m (X, (P) than m (X, d)^ 
given that the metric on such spaces arises from an inner-product. It is reasonable 
to expect that this would also be the case for M(X, cP) and M(X, cP). 
Wilson [54] has calculated m [X, d^) for spaces such as the elhpse or the Reuleaux 
triangle, where m (X, d) is not known, and for regular polygons. 
7.2 Bounds for m(X), M{X) and M{X) 
Yost [57] discusses bounds for m (X) where X is a compact connected subset of 
a finite dimensional normed space. In particular, he shows that when V is any 
finite dimensional normed space then there exists a constant k{V) < 1 such that 
m {X) < k{V) whenever X is a compact connected subset of V of unit diame-
ter, and that {m {X) : X is a compact connected subset of V such that D{X) = 1} 
is the interval [1/2, k{V)]. It would be interesting to determine if a correspondmg 
property holds for the average distances M{X) and M(X). 
An apphcation of Jung's Theorem gives that a compact metric space contained in 
some W can be embedded in the convex hull of a sphere of diameter v^2n/(n-j-1). 
Nickolas and Yost [41] combined this with the known value of m (S^'-i) to give the 
bounds n/(n-M) < < y/n/{n + l) for each n E N. Forn = 2, using a similar 
technique they obtain the improved estimate 
0.6675276 < k(R^) < ^ ^ < 0.7182336. 
It is noted by Yost [57] that the above lower bound for A;(M2) is a lower bound for 
m (X), where X is the Reuleaux triangle of unit diameter. It would be of interest 
to know the Gross-Stadje number of this space, and if it does give rise to 
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7.3 Examples 
This thesis mainly studied measure theoretic and analytic questions which arise 
from considering m{X), M{X) and M ( X ) and did not include many calculations 
of these average distances for concrete spaces. Exact values of these averages are 
only known for a small collection of spaces. The value of M ( X ) is not even known 
for a space as simple as an equilateral triangle, nor is M{X) known for an arbitrary 
triangle! It would be worth carrying out further work calculating exact values of 
m (X), M{X) and M{X) for some well-known spaces. 
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