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Abstract
In a recent paper by the same authors, we provided a theoretical foundation for the
component-by-component (CBC) construction of lattice algorithms for multivariate L2 ap-
proximation in the worst case setting, for functions in a periodic space with general weight
parameters. The construction led to an error bound that achieves the best possible rate of
convergence for lattice algorithms. Previously available literature covered only weights of a
simple form commonly known as product weights. In this paper we address the computa-
tional aspect of the construction. We develop fast CBC construction of lattice algorithms for
special forms of weight parameters, including the so-called POD weights and SPOD weights
which arise from PDE applications, making the lattice algorithms truly applicable in prac-
tice. With d denoting the dimension and n the number of lattice points, we show that the
construction cost is O(dn log(n) + d2 log(d)n) for POD weights, and O(dn log(n) + d3σ2 n)
for SPOD weights of degree σ ≥ 2. The resulting lattice generating vectors can be used in
other lattice-based approximation algorithms, including kernel methods or splines.
AMS Subject Classification: 41A10, 41A15, 65D30, 65D32, 65T40.
1 Introduction
In the paper [4] we provided a theoretical foundation for the component-by-component (CBC)
construction of lattice algorithms for multivariate L2 approximation in the worst case setting, for
functions in a periodic space with general weight parameters. The construction led to an error
bound that achieves the best possible rate of convergence for lattice algorithms. In this paper
we address the computational aspect of the construction. We develop fast CBC construction
of lattice algorithms for special forms of the weight parameters, including the so-called POD
weights and SPOD weights which arise from PDE applications, making the lattice algorithms
truly applicable in practice.
The motivation for our work is the desire to use lattice algorithms (and eventually kernel
algorithms) to approximate the solution of a PDE with random coefficients [2], as a function of
the stochastic variables. Previous related works [26, 9, 14, 24, 15, 18] have been on approximating
the integral (expected value) of a linear functional of the PDE solution with respect to the
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stochastic variables, rather than on directly approximating the PDE solution itself. However,
prior to our paper [4], the existing literature on lattice algorithms for approximation does not
allow for weights of the POD or SPOD form. The combination of the new theory in [4] and
the new algorithms in this paper therefore provide the essential ingredients to apply lattice
algorithms to PDE applications.
We will provide some background in the introduction, assuming little prior knowledge from the
reader. A similar introduction can be found in [4], but here we focus more on the computational
aspect. Section 2 provides the mathematical formulation of the problem and reviews known
results including those established in [4]. In Section 3 we derive a new formulation of the
search criterion that enables the fast construction, while in Sections 4–7 we develop fast CBC
constructions systematically for special forms of weights. In Section 8 we include numerical
results for some artificial choices of POD and SPOD weights. (More comprehensive experiments
will require us to choose weights based on the features of the given practical problem and therefore
go beyond the scope of this paper.) Section 9 concludes the paper with our main theorem,
Theorem 9.1, which summarizes the computational costs.
1.1 Quasi-Monte Carlo methods and weighted spaces
Quasi-Monte Carlo (QMC) methods are equal-weight cubature rules for approximating high di-
mensional integrals. Reference books and surveys include [35, 46, 16, 17, 6, 32, 11, 31, 10, 33, 40].
They differ from the Monte Carlo methods in that the sample points are chosen deterministically
and more uniformly than random points, promising a higher rate of convergence than the Monte
Carlo root-mean-square error of O(n−1/2), with n the number of sample points. There are two
main families of QMC point sets: digital nets (and sequences) and lattice points, both going back
to Russian number-theorists such as Sobol′, Hlawka and Korobov in the late 1950s. Many QMC
point sets and sequences, often collectively referred to as low discrepancy sequences, can achieve
nearly first order convergence rates for integration, while lattice points can achieve even higher
order convergence rates for smooth periodic integrands. However, the implied constants in the
big-O bounds depend on the dimension d, i.e., on the number of integration variables. For a
long time it was thought that QMC methods would not be effective in high dimensions, because
most theoretical error bounds for QMC methods contain a log(n) to a power depending on d.
But this point of view has dramatically changed in the last two decades.
The first breakthrough has been to analyze QMC methods in weighted spaces [50, 51, 12],
following tractability analysis [37, 38, 39], to establish error bounds that are independent of
dimension. In effect through a choice of weight parameters we identify features of integrands
that permit QMC methods to be effective in very high dimensions. The second milestone has
been the development of the component-by-component (CBC) constructions [48, 47] and fast
CBC algorithms [41, 42, 43, 40], which allow us to obtain parameters for QMC point sets in
thousands of dimensions and with millions of points that are accompanied by a rigorous error
analysis [22, 12, 10]. The third landmark has been the invention of higher order digital nets for
non-periodic integrands [7, 11, 10].
Conceptually every function in d dimensions can be expressed as a sum of 2d orthogonal
terms [27] where each term depends only on a subset u of the d variables, namely, xj for j ∈
u ⊆ {1 : d} := {1, . . . , d}. Weight parameters allow us to moderate the relative importance of
these orthogonal terms. In the fullest generality [12] we assign a weight parameter γu to every
subset of the integration variables xu = (xj)j∈u. A small weight γu then means that the function
depends weakly on xu. In this full generality there are 2
d weight parameters to specify, which is
infeasible in practice except for very small d. So special forms of weights have been considered
in the literature:
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• With product weights [50, 51], there is one weight parameter γj > 0 associated with each
coordinate direction xj , and the weight for a subset of variables is taken to be the product
γu =
∏
j∈u
γj .
So we have a sequence {γj}j≥1 and we set γ∅ := 1.
• With order dependent weights [12], each γu depends only on the cardinality of the set u,
γu = Γ|u|.
So they are described by a sequence {Γ`}`≥0, with γ∅ := Γ0 := 1. In addition, they are
called finite order weights of order q if γu is zero for all subsets u with cardinality greater
than q.
• Recent works on applying QMC for PDEs with random coefficients [26, 14, 24, 15] have
inspired a new form of weights called POD weights, or product and order dependent weights,
which combine the features of product weights and order dependent weights,
γu = Γ|u|
∏
j∈u
γj .
They are specified by two sequences {γj}j≥1, {Γ`}`≥0, with γ∅ := Γ0 := 1.
• Further works on PDEs with random coefficients involving higher order QMC rules [9, 18]
have inspired a more complicated form of weights called SPOD weights, or smoothness-
driven product and order dependent weights, which involves an inner structure depending
on a smoothness degree σ ∈ N,
γu =
∑
νu∈{1:σ}|u|
Γ|νu|
∏
j∈u
γj,νj ,
where |νu| =
∑
j∈u νj , with γ∅ := Γ0 := 1. Note there is now a sequence {Γ`}`>0, plus a
sequence {γj,ν}j≥1 for each value of ν = 1, . . . , σ.
1.2 Construction of lattice rules for integration
From here on we focus on the construction of lattice point sets for integrating and approximating
periodic functions. Related results exist for other QMC methods in non-periodic settings; the
present work can also be generalized.
An n-point (rank-1) lattice rule in d dimensions is specified by an integer vector z =
(z1, . . . , zd) called the generating vector. The resulting point set takes the form{{kz
n
}
: k ∈ Zn
}
,
where Zn := {0, 1, . . . , n− 1}, and the inner pair of braces indicates that we take the fractional
part of each component in the vector. The components of z can be restricted to the range
{1, . . . , n − 1}, so altogether there are (n − 1)d possible choices for the generating vector. If an
error criterion for the lattice rule can be evaluated in κ(d, n) operations, then it would require
O(nd κ(d, n)) operations to go through all choices to find one with the smallest error, which
is impossible to do when d is large even if κ(d, n) = O(1). A CBC construction chooses the
components of the generating vector one at a time, with the previously chosen components held
fixed:
3
1. Set z1 = 1.
2. With z1 held fixed, choose z2 ∈ {1, . . . , n−1} to minimize the error criterion in 2 dimensions.
3. With z1, z2 held fixed, choose z3 ∈ {1, . . . , n − 1} to minimize the error criterion in 3
dimensions.
4. With z1, z2, z3 held fixed, choose z4 ∈ {1, . . . , n − 1} to minimize the error criterion in 4
dimensions.
...
In comparison with the cost of an exhaustive search above, a naive implementation of the CBC
construction requires only O(dnκ(d, n)) operations.
For periodic integrands in the Hilbert space whose squared Fourier coefficient decay at the
rate of α > 1 (corresponding roughly to α/2 available mixed derivatives), it is known that lattice
generating vectors can be obtained by the CBC construction to achieve the optimal convergence
rate of O(n−α/2+δ), δ > 0, where the implied constant is independent of d provided that the
(general) weights satisfy a certain summability condition [12].
For lattice rules in the periodic setting with product weights, the main term in the error
criterion takes the form [51] ∑
k∈Zn
d∏
j=1
(
1 + γj ω(zj , k)
)
,
which can be computed in κ(d, n) = O(dn) operations, so a naive implementation of the CBC
construction requires O(d2n2) operations. This can be reduced to O(dn2) operations by storing
the products during the search. This can be further reduced to O(dn log(n)) operations by recog-
nizing that the search involves a matrix-vector product where the matrix [ω(z, k)]z∈{1,...,n−1},k∈Zn
can be turned into a circulant matrix, since ω(z, k) depends only on the value of (kz mod n), so
that the fast Fourier transform (FFT) can be used to speed up the computation [41, 42, 43, 40].
With general weights, the main term in the error criterion takes the form [12]∑
k∈Zn
∑
u⊆{1:d}
γu
∏
j∈u
ω(zj , k),
which requires κ(d, n) = O(2dn) operations to evaluate, making the CBC construction impossi-
ble. With order dependent weights γu = Γ|u|, this main term can be written as
∑
k∈Zn
d∑
`=0
Γ`
∑
u⊆{1:d}, |u|=`
∏
j∈u
ω(zj , k)︸ ︷︷ ︸
=:Pd,`(k)
,
where the quantities Pd,`(k) can be stored and computed recursively. This yields a fast CBC
construction with cost O(dn log(n) + d2n), where the second term arises due to the need to
update Pd,`(k) [3]. The algorithm and cost for POD weights is essentially the same as for order
dependent weights [25]. The algorithm for SPOD weights is more complicated but makes use of
similar ideas and has a cost of O(dn log(n) + d2σ2 n) [18].
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1.3 Construction of lattice algorithms for approximation
Lattice point sets can be used to approximate a periodic function by first truncating the Fourier
series expansion to a finite index set, and then approximating those Fourier coefficients (which
are integrals of the function against each basis function) by lattice rules. We refer to this
method of approximation as lattice algorithms. Existing literature on lattice-based approximation
algorithms has been for the unweighted setting or for product weights [34, 28, 53, 29, 54, 19, 20,
49, 5, 45, 1, 23].
The optimal algorithm for (worst case) L2 approximation based on the class of arbitrary
linear information (implying that all Fourier coefficients can be obtained exactly) can achieve
the convergence rate O(n−α/2+δ), δ > 0, same as for integration, see [36]. However, if we restrict
to the class of standard information where only function values are available, then it has been
an open problem whether the same rate can be achieved with no dependence of the error bound
on the dimension d. A general (non-constructive) result in [30] yields the convergence rate
O(n−(α/2)[1/(1+1/α)]+δ), δ > 0. A very recent manuscript [21] appears to have solved this open
problem.
For algorithms that use function values at lattice points, it has been proved in [1] that the
best possible convergence rate is O(n−α/4+δ), δ > 0. Hence, unfortunately, lattice algorithms are
not optimal. However, they do have a number of advantages, including simplicity and efficiency,
and therefore can still be competitive. In [4] we proved that a lattice generating vector can
be obtained by a CBC algorithm for general weights to achieve this best possible rate, see
Theorem 2.4 below.
The fast CBC construction of lattice algorithms for approximation with non-product weights
is much harder than for integration because the error criterion is rather complicated. This is
precisely the goal of this paper. We show that the overall cost in obtaining a suitable lattice
generating vector is
O(dn log(n)) for product weights,
O(dn log(n) + d2 log(d)n) for order dependent weights and POD weights,
O(dn log(n) + d3σ2 n) for SPOD weights with degree σ ≥ 2,
plus storage cost as well as pre-computation cost for POD and SPOD weights, see Theorem 9.1.
The essential ingredient in managing the computational cost for non-product weights is to
recognize that there are multiple matrix-vector products involving Hankel matrices (i.e., all anti-
diagonals are constant) and therefore the usual O(d2) complexity can be reduced to O(d log(d))
using FFT. This reduction is enough to bring the cost down to nearly quadratic in d for order
dependent weights and POD weights. Unfortunately, for SPOD weights there are other difficulties
which meant that the best we can do is cubic in d. We remark again that, without special
structure of the weights, the computational cost would be exponentially high in d.
In the application of QMC methods to PDE problems, the weights are typically chosen
to minimize (or at least make small) the cubature error bound, aiming at obtaining the best
possible convergence rate while keeping the error bound independent of the number of stochastic
variables [26, 9, 14, 24, 15, 18]. It is often the case that the best theoretical convergence rate
can only be obtained by choosing weights of a more complicated form; this is how POD weights
and SPOD weights arose. For the integration problem, there is no essential difference between
the construction of lattice generating vectors with POD or SPOD weights [18], but for the
approximation problem SPOD weights are more costly than POD weights as stated above. Thus
it is then a potential trade-off between the cost for the CBC construction and the theoretical rate
of convergence. One may argue that the CBC construction cost should be considered an offline
cost in the PDE application and it is worth investing in SPOD weights so that the best possible
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convergence rate is guaranteed, since every lattice point ultimately involves one complicated
PDE solve.
2 Problem formulation and review of known results
2.1 Lattice rules and lattice algorithms
We consider one-periodic real-valued L2 functions defined on [0, 1]
d with absolutely convergent
Fourier series
f(x) =
∑
h∈Zd
fˆh e
2piih·x, with fˆh :=
∫
[0,1]d
f(x) e−2piih·x dx.
where fˆh are the Fourier coefficients and h ·x = h1x1+ · · ·+hdxd denotes the usual dot product.
A (rank-1) lattice rule [46] with n points and generating vector z ∈ {1, . . . , n− 1}d approxi-
mates the integral of f by ∫
[0,1]d
f(x) dx ≈ 1
n
∑
k∈Zn
f
({kz
n
})
,
where the braces around a vector indicate that we take the fractional part of each component in
the vector.
A lattice algorithm [28] with n points and generating vector z ∈ {1, . . . , n − 1}d, together
with an index set Ad ⊂ Zd, approximates the function f by first truncating the Fourier series to
the finite index set Ad and then approximating the remaining Fourier coefficients by the lattice
cubature rule:
A(f)(x) :=
∑
h∈Ad
fˆah e
2piih·x, with fˆah :=
1
n
∑
k∈Zn
f
({kz
n
})
e−2piikh·z/n. (2.1)
2.2 Function space setting with general weights
For α > 1 and nonnegative weight parameters γ = {γu}, we consider the Hilbert space Hd of
one-periodic real-valued L2 functions defined on [0, 1]
d with absolutely convergent Fourier series,
with norm defined by
‖f‖2d :=
∑
h∈Zd
∣∣fˆh∣∣2 r(h), with r(h) := 1
γsupp(h)
∏
j∈supp(h)
|hj |α,
where supp(h) := {1 ≤ j ≤ d : hj 6= 0}. The parameter α characterizes the rate of decay of the
squared Fourier coefficients, so it is a smoothness parameter. Taking γ∅ := 1 ensures that the
norm of a constant function in Hd matches its L2 norm.
Some authors refer to this as the weighted Korobov space, see [51] for product weights and
[12] for general weights, while others call this a weighted variant of the periodic Sobolev space
with dominating mixed smoothness [1].
When α ≥ 2 is an even integer, it can be shown that
‖f‖2d =
∑
u⊆{1:d}
1
(2pi)α|u|
1
γu
∫
[0,1]|u|
(∫
[0,1]d−|u|
(∏
j∈u
∂
∂xj
)α/2
f(x) dx{1:d}\u
)2
dxu.
So f has mixed partial derivatives of order α/2 in each variable. Here xu = (xj)j∈u.
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2.3 Approximation
For the approximation problem we can follow [28, 29] to define the index set Ad with some
parameter M > 0 by
Ad(M) :=
{
h ∈ Zd : r(h) ≤M}, (2.2)
with the difference being that here we have general weights determining the values of r(h), while
[28, 29] considered only product weights. From [28, 4] we have the worst case L2 approximation
error bound
ewor-appn,d,M (z) := sup
f∈Hd, ‖f‖d≤1
‖f −A(f)‖L2
≤
(
1
M
+ Ed(z)
)1/2
≤
(
1
M
+M Sd(z)
)1/2
,
with (in the last step using r(h) ≤M for h ∈ Ad(M))
Ed(z) :=
∑
h∈Ad(M)
∑
`∈Zd\{0}
`·z≡n0
1
r(h+ `)
and Sd(z) :=
∑
h∈Zd
1
r(h)
∑
`∈Zd\{0}
`·z≡n0
1
r(h+ `)
.
The quantity Ed(z) was analyzed in [28, 29], while a variant of Sd(z) first appeared in the con-
text of a Lattice-Nystro¨m method for Fredholm integral equations of the second kind [8]. The
advantage of working with Sd(z) instead of Ed(z) is that there is no dependence on the index
set Ad(M). This leads to an easier error analysis and a lower cost in finding suitable gener-
ating vectors. The initial approximation error is given by ewor-app0,d := supf∈Hd, ‖f‖d≤1 ‖f‖L2 =
maxu⊆{1:d} γ
1/2
u .
2.4 Collection of results from [4]
We proved in [4] that a generating vector z can be constructed by a CBC algorithm based on
Sd(z) with general weights as the search criterion, so that the worst case L2 approximation error
achieves the best possible rate for lattice algorithms. Our goal in this paper is to develop fast
CBC algorithms for special forms of weights. Here we include some necessary results from [4].
The CBC algorithm works with a dimension-wise decomposition of the error criterion Sd(z) as
shown in (2.3) below. Compared with most CBC algorithms, the difficulty for the error analysis
in [4], as well as the construction here, is that each step relies on the entire weight sequence, i.e.,
“future” weights come into play as can be seen from the expression (2.4). Thus the target final
dimension d must be fixed at the start of the CBC algorithm, and the resulting lattice generating
vector is not extensible in d. Similar strategies have been used previously in [44, 13].
Lemma 2.1. Let d ≥ 1 be fixed and a sequence of weights {γu}u⊆{1:d} be given. We can write
Sd(z) =
d∑
s=1
Td,s
(
z1, . . . , zs
)
, (2.3)
where, for each s = 1, 2, . . . , d,
Td,s
(
z1, . . . , zs
)
:=
∑
w⊆{s+1:d}
[2ζ(2α)]|w| θs
(
z1, . . . , zs; {γu∪w}u⊆{1:s}
)
, (2.4)
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θs
(
z1, . . . , zs; {βu}u⊆{1:s}
)
:=
∑
h∈Zs
∑
`∈Zs, `s 6=0
`·(z1,...,zs)≡n0
βsupp(h)
r′(h)
βsupp(h+`)
r′(h+ `)
, (2.5)
with r′(h) :=
∏
j∈supp(h) |hj |α.
Algorithm 2.2. Given n ≥ 2, a fixed d ≥ 1, and a sequence of weights {γu}u⊆{1:d}, the gener-
ating vector z∗ = (z∗1 , . . . , z
∗
d) is constructed as follows: for each s = 1, . . . , d, with z
∗
1 , . . . , z
∗
s−1
fixed, choose zs ∈ {1, . . . , n− 1} to minimize the quantity Td,s
(
z∗1 , . . . , z
∗
s−1, zs
)
given by (2.4).
Theorem 2.3. Let n be prime. For fixed d ≥ 1 and a given sequence of weights {γu}u⊆{1:d}, a
generating vector z obtained from the CBC construction following Algorithm 2.2 satisfies for all
λ ∈ ( 1α , 1],
Sd(z) ≤
[
τ
n
( ∑
∅6=u⊆{1:d}
|u| γλu [2ζ(αλ)]|u|
)( ∑
u⊆{1:d}
γλu [2ζ(αλ)]
|u|
)]1/λ
, (2.6)
where τ := max(6, 2.5+22αλ+1). Furthermore, if the weights are such that there exists a constant
ξ ≥ 1 (which may depend on λ) such that
γλu∪w ≤ ξ
γλu
[2ζ(αλ)]|w|
for all u ⊆ {1 : s}, w ⊆ {s+ 1 : d}, s ≥ 1, d ≥ 1, (2.7)
then (2.6) holds with τ replaced by τ ξ and with the |u| factor inside the first sum replaced by 1.
Theorem 2.4. Given d ≥ 1, α > 1 and weights {γu}u⊂N, let n be prime and M > 0. The lattice
algorithm (2.1), with index set (2.2) and generating vector z obtained from the CBC construction
following Algorithm 2.2, satisfies for all λ ∈ ( 1α , 1],
ewor-appn,d,M (z) ≤
(
1
M
+M Sd(z)
)1/2
≤
(
1
M
+M
[
τ
n
( ∑
∅6=u⊆{1:d}
|u| γλu [2ζ(αλ)]|u|
)( ∑
u⊆{1:d}
γλu [2ζ(αλ)]
|u|
)]1/λ)1/2
,
where τ = max(6, 2.5 + 22αλ+1). Taking M = n1/(2λ), we obtain a simplified upper bound
ewor-appn,d,M (z) ≤
√
2 τ1/(2λ)
n1/(4λ)
( ∑
u⊆{1:d}
max(|u|, 1) γλu [2ζ(αλ)]|u|
)1/λ
.
Hence
ewor-appn,d,M (z) = O(n−α/4+δ), δ > 0,
where the implied constant is independent of d provided that∑
u⊂N, |u|<∞
max(|u|, 1) γ
1
α−4δ
u [2ζ
(
α
α−4δ
)
]|u| < ∞. (2.8)
If the weights satisfy (2.7) for some ξ ≥ 1 then the |u| and max(|u|, 1) factors inside the sums
can be replaced by 1 as long as τ is replaced by τ ξ.
We can apply the bound max(|u|, 1) ≤ (e1/e)|u| in (2.8) to obtain a sufficient condition∑
u⊂N, |u|<∞ γ
1
α−4δ
u [2e
1/eζ
(
α
α−4δ
)
]|u| < ∞.
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3 New formulation of the search criterion
To be able to evaluate efficiently the quantity Td,s(z1, . . . , zs) in (2.4) which is needed in Al-
gorithm 2.2, we proceed to derive an alternative formulation which allows us to carry out the
search using two matrix-vector multiplications. Note that we do not require n to be prime in Al-
gorithm 2.2 nor any of the subsequent derivations in this paper. (Restricting n to primes is used
to simplify the error analysis in [4]; it should be possible to generalize the results to composite
n with a more technical proof and modified constants.)
Lemma 3.1. We can rewrite the search criterion (2.4) as
Td,s(z1, . . . , zs) =
1
n
∑
k∈Zn
ψ(zs, k)Vd,s(k) +
2
n
∑
k∈Zn
ω(zs, k)Wd,s(k),
where, for z ∈ {1, . . . , n− 1} and k ∈ Zn,
ω(z, k) :=
∑
h∈Z\{0}
e2piikhz/n
|h|α , ψ(z, k) := [ω(z, k)]
2 − 2ζ(2α), (3.1)
and
Vd,s(k) :=
∑
w⊆{s+1:d}
[2ζ(2α)]|w|
( ∑
u⊆{1:s−1}
γu∪{s}∪w
∏
j∈u
ω(zj , k)
)2
,
Wd,s(k) :=
∑
w⊆{s+1:d}
[2ζ(2α)]|w|
( ∑
u⊆{1:s−1}
γu∪{s}∪w
∏
j∈u
ω(zj , k)
)( ∑
u⊆{1:s−1}
γu∪w
∏
j∈u
ω(zj , k)
)
.
Note that both Vd,s(k) and Wd,s(k) depend on z1, . . . , zs−1.
Proof. With the substitution q = h + ` and the abbreviation z = (z1, . . . , zs), we can rewrite
(2.5) as
θs(z1, . . . , zs; {βu}u⊆{1:s}) =
∑
h∈Zs
∑
q∈Zs, qs 6=hs
(q−h)·z≡n0
βsupp(h)
r′(h)
βsupp(q)
r′(q)
=
1
n
∑
k∈Zn
∑
h∈Zs
∑
q∈Zs
qs 6=hs
βsupp(h)
r′(h)
βsupp(q)
r′(q)
e2piik(q−h)·z/n,
where we used the property that (1/n)
∑
k∈Zn e
2piik`·z/n is 1 if ` · z ≡n 0 and is 0 otherwise.
For each k ∈ Zn, we first ignore the condition qs 6= hs in the double sum over h, q and derive∑
h∈Zs
∑
q∈Zs
βsupp(h)
r′(h)
βsupp(q)
r′(q)
e2piik(q−h)·z/n =
( ∑
h∈Zs
βsupp(h)
e2piikh·z/n
r′(h)
)2
=
( ∑
u⊆{1:s}
∑
h∈Zs
supp(h)=u
βu
∏
j∈u
e2piikhjzj/n
|hj |α
)2
=
( ∑
u⊆{1:s}
βu
∏
j∈u
ω(zj , k)
)2
=
( ∑
s∈u⊆{1:s}
βu
∏
j∈u
ω(zj , k) +
∑
s/∈u⊆{1:s}
βu
∏
j∈u
ω(zj , k)
)2
=
(
ω(zs, k)
∑
u⊆{1:s−1}
βu∪{s}
∏
j∈u
ω(zj , k) +
∑
u⊆{1:s−1}
βu
∏
j∈u
ω(zj , k)
)2
,
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where we noted that summing over h is the same as summing over −h so that the double sum
becomes the square of a single sum; then we regrouped the sum according to the support of h
and used the definition of ω(z, k) in (3.1); finally we split the sum depending on whether or not
s belongs to u.
Next we need to subtract off the terms in the double sum with qs = hs = 0:∑
h∈Zs
hs=0
∑
q∈Zs
qs=0
βsupp(h)
r′(h)
βsupp(q)
r′(q)
e2piik(q−h)·z/n =
( ∑
u⊆{1:s−1}
βu
∏
j∈u
ω(zj , k)
)2
,
as well as the terms with qs = hs 6= 0:∑
h∈Zs
hs 6=0
∑
q∈Zs
qs=hs
βsupp(h)
r′(h)
βsupp(q)
r′(q)
e2piik(q−h)·z/n
=
∑
hs∈Z\{0}
1
|hs|2α
∑
h∈Zs−1
∑
q∈Zs−1
βsupp(h)∪{s}
r′(h)
βsupp(q)∪{s}
r′(q)
e2piik(q−h)·(z1,...,zs−1)/n
= 2ζ(2α)
( ∑
u⊆{1:s−1}
βu∪{s}
∏
j∈u
ω(zj , k)
)2
.
Combining these expressions yields
θs(z1, . . . , zs; {βu}u⊆{1:s})
=
1
n
∑
k∈Zn
(
[ω(zs, k)]
2 − 2ζ(2α)
)( ∑
u⊆{1:s−1}
βu∪{s}
∏
j∈u
ω(zj , k)
)2
+
2
n
∑
k∈Zn
ω(zs, k)
( ∑
u⊆{1:s−1}
βu∪{s}
∏
j∈u
ω(zj , k)
)( ∑
u⊆{1:s−1}
βu
∏
j∈u
ω(zj , k)
)
,
which, together with (2.4), leads to the formulas in the lemma.
If the quantities Vd,s(k) and Wd,s(k) are stored for each value of k ∈ Zn as n-vectors, denoted
by vd,s and wd,s, respectively, then we would be able to calculate Td,s(z1, . . . , zd−1, zs) for all
values of zs ∈ {1, . . . , n− 1} at once in terms of two matrix-vector multiplications
1
n
Ψnvd,s +
2
n
Ωnwd,s,
with the (n− 1)× n matrices
Ωn :=
[
ω(z, k)
]
z∈{1,...,n−1}, k∈Zn ,
Ψn :=
[
[ω(z, k)]2 − 2ζ(2α)]
z∈{1,...,n−1}, k∈Zn .
Actually the −2ζ(2α) term can be left out because it does not affect the choice of the new
component zs. When α ≥ 2 is an even integer, we can write
ω(z, k) =
(2pi)α
(−1)α/2+1α!Bα
(kz mod n
n
)
,
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where Bα is the Bernoulli polynomial of degree α. Following the standard fast CBC literature
[41, 42, 43, 40], since the function ω(z, k) depends only on the value of (kz mod n), by an
appropriate reordering of the rows and columns of the matrices into a circulant form when n is
prime (treating the k = 0 column separately), both matrix-vector multiplications can be done
in O(n log(n)) operations using FFT. For composite n this is more complicated and depends on
the number of prime factors of n [42]; we assume this to be small and omit it in the description
below.
Whether we can compute and store Vd,s(k) and Wd,s(k) efficiently depends on the structure
of the weights. We will investigate this for different types of weights in the remaining sections.
Our conclusion is summarized in Theorem 9.1 at the end of the paper. All construction costs
are of the form
O(dn log(n) + dnX),
where X reflects the cost of obtaining the values Vd,s(k) and Wd,s(k) for one k ∈ Zn. As we just
explained, if the values of Vd,s(k) and Wd,s(k) are available we can find the best value for zs in
O(n log(n)) operations, therefore the “search” cost to determine the entire generating vector is
O(dn log(n)). We will store different quantities during the search in order to obtain Vd,s(k) and
Wd,s(k) efficiently, therefore incurring some memory “storage” cost. We will have to update these
stored quantities in each step after zs is chosen, thus incurring an “update” cost. This update
cost includes the computational complexity of recovering the values of Vd,s(k) and Wd,s(k) from
the stored quantities, in preparation for the search for zs+1. We remark that we are particularly
interested in large d and large n and so prefer to have linear complexity O(dn) or nearly linear
complexity such as O(dn log(n)). We will show that this is possible in all cases with respect
to n. With respect to d the complexity is O(d2 log(d)) for order dependent weights and POD
weights, and unfortunately it is O(d3) for SPOD weights.
4 Product weights
Lemma 4.1. In the case of product weights γu =
∏
j∈u γj, we have for the quantities in
Lemma 3.1
Vd,s(k) = γ
2
s
( s−1∏
j=1
(
1 + γj ω(zj , k)
)2)( d∏
j=s+1
(
1 + 2ζ(2α)γ2j
))
= γsWd,s(k),
Wd,s(k) = γs
( s−1∏
j=1
(
1 + γj ω(zj , k)
)2)( d∏
j=s+1
(
1 + 2ζ(2α)γ2j
))
.
Proof. For product weights and u ∩w = ∅ we have
γu∪w =
(∏
j∈u
γj
)(∏
j∈w
γj
)
= γu γw.
Therefore Wd,s(k) from Lemma 3.1 simplifies to
Wd,s(k) =
∑
w⊆{s+1:d}
[2ζ(2α)]|w|
(
γsγw
s−1∏
j=1
(
1 + γj ω(zj , k)
))(
γw
s−1∏
j=1
(
1 + γj ω(zj , k)
))
= γs
( s−1∏
j=1
(
1 + γj ω(zj , k)
)2)( d∏
j=s+1
(
1 + 2ζ(2α)γ2j
))
.
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The simplified expression for Vd,s(k) follows immediately.
We note that the factor
∏d
j=s+1(1 + 2ζ(2α)γ
2
j ), appearing in both Vd,s(k) and Wd,s(k), does
not make any difference for the choice of the component zs and can be ignored. We can store
the n-vector
Ps−1(k) :=
s−1∏
j=1
(
1 + γj ω(zj , k)
)2
,
which can be updated in O(n) operations using
Ps(k) =
(
1 + γs ω(zs, k)
)2
Ps−1(k),
starting with P0(k) := 1, and overwritten in every step s once the choice of zs has been made,
to be used in the search for zs+1.
The overall cost of fast CBC construction for approximation with product weights isO(dn log(n))
operations for the search, O(dn) operations for the update, and the memory requirement is O(n).
This is consistent with the case for integration.
5 Order dependent weights
Lemma 5.1. In the case of order dependent weights γu = Γ|u|, we have for the quantities in
Lemma 3.1
Vd,s(k) =
d−s∑
m=0
(
d− s
m
)
[2ζ(2α)]m
( s−1∑
`=0
Γ`+m+1 Ps−1,`(k)
)2
,
Wd,s(k) =
d−s∑
m=0
(
d− s
m
)
[2ζ(2α)]m
( s−1∑
`=0
Γ`+m+1 Ps−1,`(k)
)( s−1∑
`=0
Γ`+m Ps−1,`(k)
)
,
where, with ω(z, k) defined in (3.1),
Ps,`(k) :=
∑
u⊆{1:s}
|u|=`
∏
j∈u
ω(zj , k) for ` = 0, . . . , s. (5.1)
Proof. For order dependent weights and u ∩w = ∅ we have
γu∪w = Γ|u|+|w|.
Therefore Wd,s(k) from Lemma 3.1 simplifies to
Wd,s(k) =
d−s∑
m=0
∑
w⊆{s+1:d}
|w|=m
[2ζ(2α)]m
(
s−1∑
`=0
Γ`+m+1
∑
u⊆{1:s−1}
|u|=`
∏
j∈u
ω(zj , k)
)
·
(
s−1∑
`=0
Γ`+m
∑
u⊆{1:s−1}
|u|=`
∏
j∈u
ω(zj , k)
)
,
which yields the desired formula; Vd,s(k) is obtained analogously.
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Once the choice of zs has been made, the values of Ps,`(k) can be updated using the recursion
Ps,`(k) = Ps−1,`(k) + ω(zs, k)Ps−1,`−1(k), (5.2)
together with Ps,0(k) := 1 for all s and Ps,`(k) := 0 for all ` > s. The vectors can be overwritten
in each step s if they are updated starting from ` = s down to ` = 1. The storage cost is O(dn)
and so is the update cost in each step.
If the values of Ps,`(k) are stored, then it will require O(d2) operations to compute Vd,s(k) and
Wd,s(k) for each k ∈ Zn according to Lemma 5.1, leading to an overall cost of O(dn log(n)+d3n)
for the CBC construction, which is rather high when d is large and that is precisely the scenario
we are interested in. In the following lemma we derive alternative formulations for Vd,s(k) and
Wd,s(k) so that they can be evaluated efficiently in O(d log(d)) operations by making use of fast
matrix-vector multiplications with Hankel matrices (i.e., constant anti-diagonals).
Lemma 5.2. In the case of order dependent weights γu = Γ|u|, we have for the quantities in
Lemma 3.1
Vd,s(k) =
[
H1d,s ps−1(k)
]>
Dd,s
[
H1d,s ps−1(k)
]
,
Wd,s(k) =
[
H1d,s ps−1(k)
]>
Dd,s
[
H0d,s ps−1(k)
]
,
where, with Ps,`(k) defined in (5.1),
ps−1(k) :=
[
Ps−1,`(k)
]s−1
`=0
∈ Rs,
Dd,s := diag
[(
d− s
m
)
[2ζ(2α)]m
]d−s
m=0
∈ R(d−s+1)×(d−s+1),
and H1d,s, H
0
d,s ∈ R(d−s+1)×s are each a rectangular part of a Hankel matrix:
H1d,s =

Γ1 Γ2 · · · Γs
Γ2 Γ3 · · · Γs+1
...
...
. . .
...
Γd−s+1 Γd−s+2 · · · Γd
, H0d,s =

Γ0 Γ1 · · · Γs−1
Γ1 Γ2 · · · Γs
...
...
. . .
...
Γd−s Γd−s+1 · · · Γd−1
.
Proof. Using the definition of the matrices H1d,s and H
0
d,s in the lemma, we note that the two
sums over ` from the formulas of Vd,s(k) and Wd,s(k) in Lemma 5.1 can be interpreted as the
m-th component of two matrix-vector products
s−1∑
`=0
Γ`+m+1 Ps−1,`(k) =
[
H1d,s ps−1(k)
]
m
,
s−1∑
`=0
Γ`+m Ps−1,`(k) =
[
H0d,s ps−1(k)
]
m
.
The outer sum over m in Vd,s(k) and Wd,s(k) then turns the expressions into the products
involving the diagonal matrix Dd,s.
Matrix-vector multiplication with a d×d Hankel matrix can be done in O(d log(d)) operations
instead of O(d2) using a direct approach. We will now elaborate on the linear algebra structure
to exploit the fast matrix-vector multiplication with our Hankel-like matrices H1d,s and H
0
d,s.
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Define the m×m Hankel matrix based on the sequence c1, . . . , cm to be
H(c1, . . . , cm) :=

c1 c2 · · · cm
c2 c3 · · · 0
...
...
. . .
...
cm 0 · · · 0
 ∈ Rm×m,
which is cm on the main anti-diagonal and zero below. (In general Hankel matrices do not need
to be zero under the main anti-diagonal.) Then, our matrices H1d,s are all possible submatrices
of H(Γ1, . . . ,Γd) spanning from the left top element (which is Γ1 in this case) up to an element
on the main anti-diagonal (which is Γd in this case). Similarly, the matrices H
0
d,s are submatrices
of H(Γ0, . . . ,Γd−1). For example, when d = 5 we have
H15,1 =

Γ1
Γ2
Γ3
Γ4
Γ5
 , H15,2 =

Γ1 Γ2
Γ2 Γ3
Γ3 Γ4
Γ4 Γ5
 , H15,3 =
Γ1 Γ2 Γ3Γ2 Γ3 Γ4
Γ3 Γ4 Γ5
 ,
H15,4 =
[
Γ1 Γ2 Γ3 Γ4
Γ2 Γ3 Γ4 Γ5
]
, H15,5 =
[
Γ1 Γ2 Γ3 Γ4 Γ5
]
.
A matrix-vector multiplication with a general d×d Hankel matrix can be done in O(d log(d)),
e.g., by the appropriate embedding in a circulant matrix of size 2d× 2d after reversing the rows
and then using FFTs. The cost of a matrix-vector multiplication with our Hankel-like matrices
H1d,s can be bounded by O(d log(d)) if we consider them to be embedded in the d × d Hankel
matrix H(Γ1, . . . ,Γd), extend the input vector by zeros to length d, apply the fast Hankel matrix-
vector multiplication, and then take the initial d − s + 1 elements of the output vector as the
result. There are of course other ways of calculating these products. For example, for the first
and last matrices we only need O(d) operations by a direct calculation; and for the intermediate
matrices we can find square blocks which also have Hankel structure and do the matrix-vector
multiplications block-wise, but the matrices in the middle will then still be O(d log(d)). Hence
we estimate the cost for all of these as O(d log(d)).
Using the recursion (5.2) and Lemma 5.2, we conclude that the cost of evaluating Vd,s(k) and
Wd,s(k) for one k ∈ Zn can be estimated as O(d log(d)), and so we reduced the total cost for the
CBC algorithm to O(dn log(n) + d2 log(d)n) using O(dn) memory.
If these order dependent weights have finite order q, i.e., Γ` = 0 for ` > q, then the construc-
tion cost is O(dn log(n) + d q log(q)n) using O(q n) memory.
6 Product and order dependent (POD) weights
Recall that the combination of product weights and order dependent weights is called product and
order dependent (POD) weights. We need to modify the results from the previous two sections
strategically to get fast CBC construction for POD weights.
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Lemma 6.1. In case of POD weights γu = Γ|u|
∏
j∈u γj, we have for the quantities in Lemma 3.1
Vd,s(k) = γ
2
s
d−s∑
m=0
Cd,s,m
( s−1∑
`=0
Γ`+m+1 Ps−1,`(k)
)2
,
Wd,s(k) = γs
d−s∑
m=0
Cd,s,m
( s−1∑
`=0
Γ`+m+1 Ps−1,`(k)
)( s−1∑
`=0
Γ`+m Ps−1,`(k)
)
,
where, with ω(z, k) defined in (3.1),
Cd,s,m :=
∑
w⊆{s+1:d}
|w|=m
∏
j∈w
(
2ζ(2α) γ2j
)
for m = 0, . . . , d− s, (6.1)
Ps,`(k) :=
∑
u⊆{1:s}
|u|=`
∏
j∈u
(
γj ω(zj , k)
)
for ` = 0, . . . , s, (6.2)
Proof. For POD weights and u ∩w = ∅ we have
γu∪w =
(∏
j∈u
γj
)(∏
j∈w
γj
)
Γ|u|+|w|.
Therefore Wd,s(k) from Lemma 3.1 simplifies to
Wd,s(k) =
d−s∑
m=0
∑
w⊆{s+1:d}
|w|=m
[2ζ(2α)]m
(
γs
∏
j∈w
γ2j
)( s−1∑
`=0
Γ`+m+1
∑
u⊆{1:s−1}
|u|=`
∏
j∈u
(
γj ω(zj , k)
))
·
( s−1∑
`=0
Γ`+m
∑
u⊆{1:s−1}
|u|=`
∏
j∈u
(
γj ω(zj , k)
))
,
which yields the desired formula; Vd,s(k) is obtained analogously.
Again we obtain alternative formulations to allow efficient calculations.
Lemma 6.2. In the case of POD weights γu = Γ|u|
∏
j∈u γj, we have for the quantities in
Lemma 3.1
Vd,s(k) = γ
2
s
[
H1d,s ps−1(k)
]>
Dd,s
[
H1d,s ps−1(k)
]
,
Wd,s(k) = γs
[
H1d,s ps−1(k)
]>
Dd,s
[
H0d,s ps−1(k)
]
,
where, with Cd,s,m defined in (6.1) and Ps,`(k) defined in (6.2),
Dd,s := diag
[
Cd,s,m
]d−s
m=0
∈ R(d−s+1)×(d−s+1), ps−1(k) :=
[
Ps−1,`(k)
]s−1
`=0
∈ Rs,
and the matrices H1d,s, H
0
d,s ∈ R(d−s+1)×s are as defined in Lemma 5.2.
Proof. The proof is analogous to the proof of Lemma 5.2.
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The quantities Ps,`(k) in (6.2) can be calculated in essentially the same way as the case for
order dependent weights in the previous section. We now have the recursion
Ps,`(k) = Ps−1,`(k) + γs ω(zs, k)Ps−1,`−1(k), (6.3)
noting the extra factor γs compared to (5.2), together with Ps,0(k) := 1 for all s and Ps,`(k) := 0
for all ` > s. The values can be overwritten for each step s if they are updated starting from
` = s down to ` = 1.
The coefficients Cd,s,m defined in (6.1) can also be calculated recursively using
Cd,s,m = Cd,s+1,m + 2ζ(2α) γ
2
s+1 Cd,s+1,m−1, (6.4)
together with Cd,s,0 := 1 for all s and Cd,s,m := 0 for all m > d − s. For each s, the numbers
[Cd,s,m]
d−s
m=0 can be viewed as a vector with d − s + 1 components. Noting that Cd,d,0 = 1, the
recursion starts from the highest value of s = d down to s = 1. This can be done at the pre-
computation phase with all values stored for later use. With varying values of s and m, we are
essentially computing and storing a triangular matrix. This pre-computation and storage cost is
O(d2).
The cost to construct a d-dimensional generating vector z ∈ {1, . . . , n − 1}d for an n-
point rank-1 lattice point set for approximation using the CBC algorithm for POD weights
is O(dn log(n)+d2 log(d)n) using O(dn) memory, which is the same as the case for order depen-
dent weights, but there is an additional pre-computation and storage cost of O(d2) as indicated
above.
7 Smoothness-driven product and order dependent (SPOD)
weights
We now consider smoothness-driven product and order dependent (SPOD) weights of smoothness
degree σ ∈ N of the form
γu =
∑
νu∈{1:σ}|u|
Γ|νu|
∏
j∈u
γj,νj , (7.1)
where |νu| =
∑
j∈u νj . There is a sequence {γj,ν}j for every ν = 1, . . . , σ. Note that for u = ∅,
we use the convention that the empty product is one, and we interpret the sum over ν∅ as a
sum with a single term 0 (or more formally the sum is over ν ∈ {0 : σ}d with the condition that
supp(ν) = u), such that γ∅ = Γ0 (which in turn is typically set to 1).
The smoothness degree σ will most probably be related to the smoothness parameter α of
the function space. For example we could have σ = α/2, i.e., the number of derivatives of the
functions. We leave σ as a general parameter below. Note that SPOD weights with σ = 1 are
just POD weights.
Lemma 7.1. In the case of SPOD weights (7.1), we have for the quantities in Lemma 3.1
Vd,s(k) =
(d−s)σ∑
t=0
(d−s)σ∑
t′=0
( (s−1)σ∑
`=0
Γ∗t+` Ps−1,`(k)
)
[Gd,s]t,t′
( (s−1)σ∑
`′=0
Γ∗t′+`′ Ps−1,`′(k)
)
,
Wd,s(k) =
(d−s)σ∑
t=0
(d−s)σ∑
t′=0
( (s−1)σ∑
`=0
Γ∗t+` Ps−1,`(k)
)
[Gd,s]t,t′
( (s−1)σ∑
`′=0
Γt′+`′ Ps−1,`′(k)
)
,
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where Γ∗i :=
∑σ
ν=1 γs,ν Γi+ν for i = 0, . . . , (d− 1)σ, with ω(z, k) defined in (3.1),
Ps,`(k) :=
∑
ν∈{0:σ}s
|ν|=`
s∏
j=1
νj 6=0
(
γj,νj ω(zj , k)
)
for ` = 0, . . . , sσ, (7.2)
Gd,s :=
[ ∑
w⊆{s+1:d}
∑
νw∈{1:σ}|w|
|νw|=t
∑
ν′w∈{1:σ}|w|
|ν′w|=t′
∏
j∈w
(
2ζ(2α) γj,νj γj,ν′j
)](d−s)σ
t,t′=0
. (7.3)
Proof. For SPOD weights and u ∩w = u ∩ {s} = w ∩ {s} = ∅ we have
γu∪w =
∑
νw∈{1:σ}|w|
(∏
j∈w
γj,νj
) ∑
νu∈{1:σ}|u|
Γ|νw|+|νu|
∏
j∈u
γj,νj ,
γu∪{s}∪w =
σ∑
νs=1
γs,νs
∑
νw∈{1:σ}|w|
(∏
j∈w
γj,νj
) ∑
νu∈{1:σ}|u|
Γ|νw|+|νu|+νs
∏
j∈u
γj,νj .
So we can write∑
u⊆{1:s−1}
γu∪w
∏
j∈u
ω(zj , k)
=
∑
νw∈{1:σ}|w|
(∏
j∈w
γj,νj
) ∑
u⊆{1:s−1}
∑
νu∈{1:σ}|u|
Γ|νw|+|νu|
∏
j∈u
(
γj,νj ω(zj , k)
)
=
∑
νw∈{1:σ}|w|
(∏
j∈w
γj,νj
) ∑
ν∈{0:σ}s−1
Γ|νw|+|ν|
s−1∏
j=1
νj 6=0
(
γj,νj ω(zj , k)
)
=
|w|σ∑
t=|w|
(s−1)σ∑
`=0
Γt+`
( ∑
νw∈{1:σ}|w|
|νw|=t
∏
j∈w
γj,νj
︸ ︷︷ ︸
=:Qw,t
)( ∑
ν∈{0:σ}s−1
|ν|=`
s−1∏
j=1
νj 6=0
(
γj,νj ω(zj , k)
)
︸ ︷︷ ︸
=:Ps−1,`(k)
)
.
Similarly we obtain
∑
u⊆{1:s−1}
γu∪{s}∪w
∏
j∈u
ω(zj , k) =
σ∑
νs=1
γs,νs
|w|σ∑
t=|w|
(s−1)σ∑
`=0
Γt+`+νs Qw,t Ps−1,`(k)
=
|w|σ∑
t=|w|
(s−1)σ∑
`=0
Γ∗t+`Qw,t Ps−1,`(k),
where we introduced the sequence Γ∗i :=
∑σ
ν=1 γs,ν Γi+ν for i = 0, . . . , (d−1)σ. Therefore Wd,s(k)
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from Lemma 3.1 becomes
Wd,s(k) =
∑
w⊆{s+1:d}
[2ζ(2α)]|w|
( |w|σ∑
t=|w|
(s−1)σ∑
`=0
Γ∗t+`Qw,t Ps−1,`(k)
)
·
( |w|σ∑
t′=|w|
(s−1)σ∑
`′=0
Γt′+`′ Qw,t′ Ps−1,`′(k)
)
=
(d−s)σ∑
t=0
(d−s)σ∑
t′=0
( (s−1)σ∑
`=0
Γ∗t+` Ps−1,`(k)
)
[Gd,s]t,t′
( (s−1)σ∑
`′=0
Γt′+`′ Ps−1,`′(k)
)
,
where we swapped the order of summations and introduced
[Gd,s]t,t′ :=
∑
w⊆{s+1:d}
|w|≤t≤|w|σ
|w|≤t′≤|w|σ
[2ζ(2α)]|w|Qw,tQw,t′
=
∑
w⊆{s+1:d}
[2ζ(2α)]|w|
∑
νw∈{1:σ}|w|
|νw|=t
(∏
j∈w
γj,νj
) ∑
ν′w∈{1:σ}|w|
|ν′w|=t′
(∏
j∈w
γj,ν′j
)
,
which is equivalent to the definition (7.3). In the equality above we dropped the conditions
|w| ≤ t ≤ |w|σ and |w| ≤ t′ ≤ |w|σ under the sum over w because those conditions are already
enforced by the conditions |νw| = t and |ν′w| = t′ under the sums over νw and ν′w. The formula
for Vd,s(k) can be obtained analogously.
The values of Ps,`(k) defined by (7.2) can be computed using the recursion
Ps,`(k) = Ps−1,`(k) +
min(σ,`)∑
ν=1
γs,ν ω(zs, k)Ps−1,`−ν(k), (7.4)
together with Ps,0(k) := 1 for all s and Ps,`(k) := 0 for all ` > sσ. The values can be overwritten
for each step s if they are updated starting from ` = sσ down to ` = 1.
For each s, the matrix Gd,s is a square matrix of order (d− s)σ + 1. We have the recursion
which connects the elements of the matrix Gd,s to the elements of the smaller matrix Gd,s+1,
[Gd,s]t,t′ = [Gd,s+1]t,t′ + 2ζ(2α)
min(σ,t)∑
ν=1
min(σ,t′)∑
ν′=1
γs+1,ν γs+1,ν′ [Gd,s+1]t−ν,t′−ν′ , (7.5)
together with [Gd,s]0,0 := 1 for all s and [Gd,s]t,t′ := 0 for all t > (d − s)σ or t′ > (d − s)σ.
Trivially, for s = d we have the 1 × 1 matrix Gd,d = 1. Similarly to the values of Cd,s,m in
the previous section, these matrices can be computed from the highest value s = d down to
s = 1. They should be pre-computed and all values need to be stored. The storage requirement
is O(d3σ2) while the pre-computation cost is O(d3σ4) using direct calculation.
We can again formulate the expressions as matrix-vector multiplications, but in this case we
are unable to benefit from the speed-up of Hankel matrices because the matrices Gd,s are not
diagonal.
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Lemma 7.2. In the case of SPOD weights (7.1), we have for the quantities in Lemma 3.1
Vd,s(k) =
[
H∗d,s,σ ps−1(k)
]>
Gd,s
[
H∗d,s,σ ps−1(k)
]
Wd,s(k) =
[
H∗d,s,σ ps−1(k)
]>
Gd,s
[
H0d,s,σ ps−1(k)
]
,
where, with Ps,`(k) defined in (7.2),
ps−1(k) := [Ps−1,`(k)]
(s−1)σ
`=0 ∈ R(s−1)σ+1,
Gd,s ∈ R((d−s)σ+1)×((d−s)σ+1) is defined in (7.3),
H0d,s,σ :=

Γ0 Γ1 · · · Γ(s−1)σ
Γ1 Γ2 · · · Γ(s−1)σ+1
...
...
. . .
...
Γ(d−s)σ Γ(d−s)σ+1 · · · Γ(d−1)σ
 ∈ R((d−s)σ+1)×((s−1)σ+1),
and H∗d,s,σ ∈ R((d−s)σ+1)×((s−1)σ+1) is defined as in H0d,s,σ but with each entry Γi in the matrix
replaced by Γ∗i :=
∑σ
ν=1 γs,ν Γi+ν for i = 0, . . . , (d− 1)σ.
Proof. From Lemma 7.1 we can write
Wd,s(k) =
(d−s)σ∑
t=0
(d−s)σ∑
t′=0
[
H∗d,s,σ ps−1(k)
]
t
[
Gd,s
]
t,t′
[
H0d,s,σ ps−1(k)
]
t′
=
[
H∗d,s,σ ps−1(k)
]>
Gd,s
[
H0d,s,σ ps−1(k)
]
.
The formula for Vd,s(k) can be obtained analogously.
If the matrices Gd,s are pre-computed and stored, the cost to evaluate Vd,s(k) and Wd,s(k) for
each k ∈ Zn is O(d σ log(d σ) + d2σ2) = O(d2σ2). Hence, the cost to construct a d-dimensional
generating vector z ∈ {1, . . . , n − 1}d for an n-point rank-1 lattice point set for approximation
using the CBC algorithm for SPOD weights is O(dn log(n)+d3σ2 n) using O(d3σ2+dn) memory,
plus an additional pre-computation cost of O(d3σ4).
As a consistency check, we verify that taking σ = 1 for SPOD weights does recover our results
for POD weights. Clearly the recursion (7.4) with σ = 1 is precisely (6.3). The situation with
the matrices Gd,s is slightly more complicated. Consider first the recursion (7.5) with σ = 1 and
either t = 0 or t′ = 0. Then
[Gd,s]t,t′ = [Gd,s+1]t,t′ = · · · = [Gd,d]t,t′ =
{
1 if t = t′ = 0,
0 otherwise.
On the other hand, if t > 0 and t′ > 0 then with σ = 1 we obtain from (7.5)
[Gd,s]t,t′ = [Gd,s+1]t,t′ + 2ζ(2α) γ
2
s+1,1 [Gd,s+1]t−1,t′−1.
Taking t = t′, we see that the diagonal elements of the matrix Gd,s are precisely the numbers
Cd,s,m as given by the recursion (6.4). Taking t 6= t′, we see that the off-diagonal elements in
Gd,s are obtained by combining only off-diagonal elements from Gd,s+1; and by induction we can
show that all off-diagonal elements of all matrices are zero. This indicates that with σ = 1 the
matrix Gd,s is precisely the diagonal matrix Dd,s in Lemma 6.2. Hence we conclude that our
Lemma 7.2 for SPOD weights with σ = 1 is the same as Lemma 6.2 for POD weights.
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8 Numerical results
Before getting into the numerical experiments, we discuss some equivalences between the different
types of weights. First we note trivially that the case of equal product weights γj = a > 0 for
all j ≥ 1 is the same as the case of order dependent weights Γ` = a` for all ` ≥ 1. Analogously,
it is possible to re-scale POD weights with an arbitrary parameter a > 0 as follows
γu = Γ|u|
∏
j∈u
γj =
Γ|u|
a|u|
∏
j∈u
(aγj).
These equivalences provide a convenient way to verify the accuracy of our implementations for
different types of weights. In scenarios where the two sequences {Γ`} and {γj} for POD weights
have drastically contradictory behaviors (e.g., Γ` grows fast with increasing ` while γj decays
fast with increasing j), our implementations can potentially run into numerical stability issues;
we can introduce an appropriate re-scaling parameter a > 0 as above to alleviate the problem.
We already mentioned that the case of SPOD weights with smoothness degree σ = 1 is
precisely the case of POD weights. Additionally, if the order dependent parts of SPOD weights
are constant, Γ` = b > 0 for all ` ≥ 1, then we can write
γu =
∑
νu∈{1:σ}|u|
Γ|νu|
∏
j∈u
γj,νj = b
∏
j∈u
σ∑
νj=1
γj,νj︸ ︷︷ ︸
=: γ˜j
,
that is, we have an equivalent formulation as POD weights with a constant order dependent part,
or just product weights if b = 1.
In Figure 1 we plot the values of Sd(z) against n for generating vectors z constructed by the
CBC algorithm based on three different choices of weights:
1. Product weights: γj = j
−1.5α;
2. POD weights: Γ` = `!/a
`, γj = a j
−1.5α;
3. SPOD weights: σ = α/2, Γ` = `!/a
`, γj,ν = a (2 j
−1.5α)ν ;
with the re-scaling parameter a = (d!)1/d for numerical stability. We consider the target dimen-
sions d ∈ {5, 10, 20, 50, 100} and prime number of points n ∈ {503, 1009, 2003, 4001, 8009, 16007,
32003, 64007, 128021}, and we explore two different smoothness parameters α = 2 and α = 4 to
see if the theoretical rate of convergence Sd(z) = O(n−α+δ), δ > 0, can be observed in practice.
Our weights have been chosen so that the implied constant in the big-O bound is independent
of the dimension d. However, the constant can still be very large depending on the choice of
weights and so the theoretical convergence rate might not kick in until n is large.
Recall that the initial L2 approximation error is maxu⊆{1:d} γ
1/2
u , which is not the same for
different values of d or different choices of weights. So it does not make sense to directly compare
the values of Sd(z) for different d or different weights; rather, we should compare only the rates
of convergence.
We see from Figure 1 that the different values of target dimension d do not appear to affect
the empirical rates of convergence, which is consistent with our theory. For α = 2 we observe
roughly the rates O(n−1.3) for POD weights and O(n−1.6) for product weights, compared with
the theoretical rate of nearly O(n−2). For α = 4 we get roughly O(n−3.1) for SPOD weights,
O(n−3.3) for POD weights, and O(n−3.5) for product weights, compared with the theoretical
rate of nearly O(n−4). These empirical rates exhibit the expected trend between the cases α = 2
and α = 4.
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Figure 1: The values of Sd(z) against n for different weights: (1) product – blue, (2) POD –
magenta, (3) SPOD – green, with α = 2 (top two groups) and α = 4 (bottom three groups). Each
group includes five lines representing d ∈ {5, 10, 20, 50, 100}. The empirical rates of convergence
for the five groups are roughly n−1.3, n−1.6, n−3.1, n−3.3, n−3.5 from top down.
9 Conclusion
We summarize the cost of CBC construction with different forms of weights in the theorem below.
Theorem 9.1. The computational cost to construct a d-dimensional generating vector z ∈
{1, . . . , n−1}d for an n-point rank-1 lattice point set for approximation using the CBC construc-
tion following Algorithm 2.2 (and satisfying Theorem 2.4 when n is prime) is
O(dn log(n) + dnX) for search and update,
where the values of X for different forms of weights are summarized in the table below, which
includes pre-computation and storage costs, and a comparison with integration.
Integration Approximation
Weights X Storage X Pre-comp. Storage
product 1 n 1 n
order dep. d dn d log(d) dn
order dep. &
finite order q
q q n q log(q) q n
POD d dn d log(d) d2 d2+dn
SPOD σ≥2 d σ2 d σ n d2σ2 d3σ4 d3σ2+dn
In summary, the cost is O(dn log(n)) for product weights, O(dn log(n) + d2 log(d)n) for order
dependent weights and POD weights, and O(dn log(n) + d3σ2 n) for SPOD weights with degree
σ ≥ 2 (assuming σ is small compared to d and n).
We see that the construction with SPOD weights is more costly than with POD weights.
When applying a lattice algorithm in an application, it may be that the more complicated SPOD
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weights can lead to a better theoretical rate of convergence when we impose the requirement that
the overall error bound is independent of dimension. There is then a potential trade-off between
the construction cost of the lattice generating vector with these SPOD weights and the rate of
convergence, which could be explored further by the users. At the same time, we can also argue
that the construction of the generating vector is an offline cost and the user would be able to pick
an already existing generating vector, constructed for a space with very similar SPOD weights,
therefore immediately benefiting from the better convergence rate.
The best possible rate of convergence for lattice algorithms for approximation is proved [1] to
be only half of the optimal rate of convergence for lattice rules for integration (i.e., O(n−α/4+δ)
versus O(n−α/2+δ), δ > 0). This is a negative point for lattice algorithms, since there are
other approximation algorithms such as Smolyak algorithms or sparse grids which do not suffer
from this loss of convergence rate. However, as discussed in [1], lattice algorithms have their
advantages in terms of simplicity of construction and point generation, and stability and efficiency
in application, making them still attractive and competitive despite the lower convergence rate.
Instead of measuring the worst case approximation error in the L2 norm, one can also consider
other Lp norms, including the L∞ norm. Also the underlying Hilbert space Hd can be changed
into a Banach space with, for example, a supremum norm. The error analysis from [4] as well as
the fast algorithms from this paper can be adapted.
Also related are spline algorithms or kernel methods [52, 53, 54] or collocation [34, 49] based on
lattice points. In a reproducing kernel Hilbert space with a “shift-invariant” kernel (as we have in
the periodic setting here), the structure of the lattice points allows the required linear system to
be solved in O(n log(n)) operations. Since splines have the smallest worst case L2 approximation
error among all algorithms that make use of the same sample points (see for example [54]), the
lattice generating vectors constructed from this paper can be used in a spline algorithm and the
worst case error bound from [4] will carry over as an immediate upper bound with no further
multiplying constant. The advantage of a spline algorithm over the lattice algorithm (2.1) is that
there is no presence of the index set Ad, making it extremely efficient in practice.
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