To avoid the complexity of the Boltzmann collision operator,the BGK Model Equation is widely used, but it is well known that one of its shortcoming is that it gives a Prandtl number of one in the fluid limit. The ES-BGK was introduced to obtain the correct Prandtl number, but the entropy property for this model was an open problem. In this talk we prove that this model actually verify an H theorem. Moreover we show in a simple case that computations with this model are of the same order of complexity and cost as with the BGK model, so that it appears as a valid alternative of the BGK model.
INTRODUCTION
In rarefied regimes, a gas is best modeled by the Boltzmann equation,
t f + v.V s f = Q(f).
(
which governs the evolution of the density of particles / in the phase i.e. in the monoatomic case / = /(£, x, v), t > 0, (#, v) G IR 3 x IR 3 . Since the quadratic collision operator Q(f) has a rather complex form, simpler models have been introduced and are commonly used. These models should respect the basic relaxation properties of the gas under study and should be easier to handle numerically. More precisely, we are looking for models whose hydrodynamic limits can be easily accessed and have the right transport coefficients. The simplest model is the BGK model based on relaxation towards local Maxwellians
Q(f) = A c p(M[f}-f).
This model has the advantage of describing the right fluid limit. But in the Chapman-Enskog expansion,the transport coefficients, that is // and K, obtained at the Navier-Stokes level are not satisfactory, as their ratio, the Prandtl number, is equal to 1. For most gases, we have Pr < 1. In particular, the maxwellian particles model in Boltzmann equation leads to a Prandtl number of 2/3. A model was proposed by Holway [3] which gives non negative distribution and a Prandtl number less than one, and various studies and numerical simulations have been conducted with results in good agreement with experimental data, see for example [2] . 
where G is a gaussian with a quadratic form in the exponential term (4) The choice of the matrix X_ is the following
where Q_ is the pression tensor associated to / and v is a parameter to be set afterwards. Remark first that the choice v = 0 gives the classical BGK model and ^ = 1 gives the relaxation towards a Gaussian with the same pression tensor as /, the so called 10 moments model (see [4] ). The model is valid when X. is invertible, so we have to check for wich range of v this holds true. When 0 < v < 1 it is easy to see that the matrix *J_ is strictly positive (and therefore invertible) when one considers Q_ in a diagonal base. In this base X. is also diagonal and its eigenvalues are a convex combinationof RT and the eigenvalues of Q_. Since Q_ is a strictly positive matrix, the result follows.
In fact this idea can be extended to some (apparently) non convex combinations of RT^ and Q_. Let us denote by AI, A 2 , AS the eigenvalues of Q_ and remember that 3RT = AI + A2 + AS (this is because the temperature is the trace of the pression tensor) , the eigenvalues of X_ can be computed 
it follows from the computations above that, in a diagonal base for Q_
This means that ^ is a convex combination of three strictly positive matrices for the range of v we consider (this will be one key point of the entropy proof) .
Checking now the validity of this model from a physical point of view, it is essential to verify the conservation laws for the collision operator. In fact these are straightforward when one computes the three first moments of the Gaussian wich are respectively p, u and trace^ = 3RT. Another essential physical property (wich is not verified in the gaussian model proposed by Lervermore in [4] ) is that the only equilibriums are maxwellian distributions. In this model this is true for v < 1, since at equilibrium / = a.
Computing the pression tensor (i.e. the integration over ViVjdv) of these two terms one obtain by definition Q_ on the left side and easily *J_ on the right side, § = I! = (1 -v)RTlA + z/ §.
When v ^ 1 one obtains 0 = T_ = RTId,, wich means that the gaussian is a maxwellian, / = Q = M,.
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Alt bought this model verifies some basic mathematical and physical properties, we must keep in mind that it was introduced to obtain of Prandtl number different from one (else its usefullness as compared to BGK vanishes) . Here, without entering into the details and complexity of the Chapmann-Enskogg expansion we briefly recall how this result was obtained by Holway (see [3] ). For simplicity, we do not make the computations but simply stress the differences between the ES-BGK and BGK models. Writing the collision operator in the following way,
we want to write / as a power expansion of c. From
it is clear that the first order term is the equilibrium distribution wich is a Maxwellian distribution (from now on we consider V < 1); including this in the first order development, one obtains
It is completely evident that the BGK development is exactly the same, taking a Maxwellian instead of the Gaussian as the first term on the right. To obtain a system based on macroscopic quantities, one has to compute the moments of f € wich will also be considered as power expansions of e. The difference between the ES-BGK and BGK expansions will appear only from the difference of the moments of M. and Q. It is a classical result that the BGK equation leads in the first order to the Navier Stokes system with a Prandtl number of one. Combining this with the results above, the ES-BGK model will lead to the same system except that the viscosity coefficient is divided by 1 -z/, the heat conductivity being unchanged. Taking the ratio of these two coefficient, we obtain
Pr ES-BGK =
Remark that the physically relevant Prandtl number of | (wich is exactly derived from the Boltzmann equation for maxwellian particles) is obtained from the lower range of z/ = -\ .
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ENTROPY INEQUALITY
Sketch of the proof
We prove here the entropy inequality
= / Inf.
First, using the definition of the ES-BGK collision operator and the convexity of the function H 
< A c p I (H(G) -H(f))dv.
JlR 3
It is thus sufficient to prove
A classical result is that this inequality holds if the gaussian is taken over the pression tensor of /, that is in the case v = 1. This can be easily obtained from the 10 moment problem (see [4] ): given a pression tensor, a mean velocity and a density, the distribution with the lowest entropy is the gaussian distribution (with the imposed pression tensor) . Denoting by G® this gaussian distribution and S the entropy, we have in other words
S(M) < S(£e) < S(f).
It is thus suficient to prove that the Gaussian of the ES-BGK model as a lower entropy that the Gaussian of the 10 moments problem, that is
S(G) < S(G@)
forl / 2 <v< 1. These quantities can be computed and one obtains p, 
This is obtained as a lemma of matrix theory.
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Lemma of matrix theory
We prove here from a mathematical point of view det2I>det §.
Here ^ is related to Q_ by 5. This is not a convex combination when - Now defZ_ can be seen as the determinant of a convex combination of matrices. In this case a mathematical inequality (called Brunn-Minkowsky inequality) holds
for 0 < a < 1 and A, B positive symmetric matrices. This inequality can be evidently extended to a general convex combination of matrices.
Proof.
To prove this inequality, we can chose A = Id without any loss of generality. This is consequence of the strict positivity of one of the two matrices, for example A, so that A is invertible, and
det(aA + (1 -d)B) = det (A) det (aid + (1 -a)A~lB).
Changing the the matrices names, we have only to prove det(ald + (1 -a)C) > (det C) l~a .
Here C = A~1B is still diagonalisable and we denote by Q its eigenvalues. Computing the determinants in a diagonal basis for (7, 
