A robust method, fuzzy k NNModel, for toxicity prediction of chemical compounds is proposed. The method is based on a supervised clustering method, called k NNModel, which employs fuzzy partitioning instead of crisp partitioning to group clusters. The merits of fuzzy k NNModel are two-fold: (1) it overcomes the problems of choosing the parameter ε -allowed error rate in a cluster, and the parameter N -minimal number of instances covered by a cluster, for each data set; (2) it better captures the characteristics of boundary data by assigning them with different degrees of membership between 0 and 1 to different clusters. The experimental results of fuzzy k NNModel conducted on thirteen public data sets from UCI machine learning repository and seven toxicity data sets from real-world applications, are compared with the results of fuzzy c-means clustering, k -means clustering, k NN, fuzzy k NN, and k NNModel in terms of classification performance. This application shows that fuzzy k NNModel is a promising method for the toxicity prediction of chemical compounds.
Introduction
The increasing amount and complexity of data used in predictive toxicology calls for new and flexible approaches to mine the data. The traditional manual data analysis has become inefficient and computer-based analysis is indispensable. Statistical methods 1 , expert systems 2 , fuzzy neural networks 3 and machine learning algorithms 4 are extensively studied and applied to predictive toxicology data mining. The k -means algorithm 5 is a simple and well-known clustering method which executes a sharp classification, in which each instance is either assigned to a class or not. An improvement can be made to the k -means algorithm by using fuzzy c-means clustering technique wherein each instance belongs to a cluster to some degree that is specified by a membership function. This technique was originally introduced by Dumn in 1973 6 and improved by Bezdek 7 in 1981 as an improvement on earlier clustering methods. It provides a method that shows how to group instances that populate some multidimensional space into a specific number of different clusters.
However, some problems exist with such techniques: they require the number of clusters to be specified beforehand. It is quite difficult to both determine such a value without a priori knowledge about the data set and determine the initial choice of centroids. Moreover, these two methods inherit the drawback of clustering methods without considering the classification information containing in each instance. This directly results in somewhat lower classification accuracy being obtained.
k NNModel 8 is a supervised clustering method. The basic idea of this method is to choose a subset of training instances with some extra information as the centers of clusters to serve as the basis of classification. It aims at improving the efficiency and reduce the large storage requirement of k NN. The extra information is obtained by inductively learning from the original training set which can be interpreted as a type of compact information for the removed instances. It tries to keep as much information as possible for classification during the process of instances removal in order to preserve or probably improve the effectiveness of k NN. In addition, with the extra information stored in each representative, classifying a new instance simply depends on which representative covers it. However, this method becomes less effective when it classifies boundary data due to its crisp classification characteristic.
In this work, fuzzy partitioning is employed into the k NNModel method to solve the aforementioned drawbacks. By using this technique an instance, no matter if it is inside or outside a cluster, can belong to some groups with different degrees of membership between 0 and 1. The modified k NNModel method called fuzzy k NNModel overcomes the shortcoming generated by crisp partitioning. This enhances both strengths of k NNModel and fuzzy c-means. Two clustering methods: fuzzy c-means clustering and k -means clustering, and four classification methods: k NN, fuzzy k NN, k NNModel and fuzzy k NNModel were performed and evaluated on thirteen public data sets from the UCI machine learning repository and seven toxicity data sets from real-world applications.
The rest of the paper is organized as follows: Section 2 gives a brief introduction of five clustering and classification methods: k -means clustering, fuzzy c-means clustering, k NN, fuzzy k NN, and k NNModel. Section 3 describes the basic idea of the proposed fuzzy k NNModel. The experimental results are described and discussed in Section 4. The paper ends with a discussion on existing problems and addresses further research directions.
Clustering/Classification Methods

k-Means
The k -means clustering algorithm 5 partitions a collection of n vectors, X = {x 1 , x 2 , . . . , x n }, into m clusters: C = {C i |i = 1, 2, . . . , m}. The aim of this algorithm is to find cluster centroids for each group. The algorithm minimizes a distance function which is given in Equation 1.
where c i is the centroid of cluster C i ; d(x k , c i ) is the distance between centroid c i and instance x k ; Partitioned clusters can be defined by an m × n binary membership matrix U, where the element u ij is 1 if the instance x j belongs to cluster C i , and 0 otherwise.
The centroid c i in Equation 1 is computed as the mean of all instances in group C i :
where |C i | represents the size of C i . The performance of the k -means algorithm depends somehow on the initial choices of m centroids 9 .
Fuzzy c-Means
The fuzzy c-means clustering algorithm 6, 7 , 11 employs fuzzy partitioning such that an instance can belong to all clusters with different degrees of membership between 0 and 1. The aim of fuzzy c-means is to find cluster centroids that minimize an objective function which is given in Equation 3:
To accommodate a fuzzy partitioning, the membership matrix U is randomly initialized in terms of Equation 4
where u ij is between 0 and 1, and p ∈ [1, ∞) is a weighting exponent.
To minimize a given objective function two constraints are given in Equation 5 and 6.
, i = 1, 2, . . . , m; j = 1, 2, . . . , n
By iteratively updating the cluster centers and the degrees of membership for each instance, fuzzy c-means gradually moves the cluster centers to the 'right' location within a data set. However, fuzzy c-means does not ensure that it converges to an optimal solution if the cluster centroids and U are initialized randomly 12 .
kNN
Given a new instance x, the k NN classifier 13 finds its k nearest instances, and traditionally uses the majority rule (or majority voting rule) to determine its class, i.e. assigning the single most frequent class label associated with the k nearest neighbors to x.
Fuzzy kNN
A fuzzy k NN classifier 14 was designed by Keller et al. in 1985 . Class memberships are assigned to the instance, as a function of the instance's distance from its k NN training instances:
In Equation 7, the w is a scaling parameter between 1 and 2. The memberships of the training instances u ij can be defined in several ways. The 'crispest' way is to give them complete membership in their own class and non-membership in all other classes. A more 'fuzzy' alternative is to assign the training instances' memberships. After calculating the memberships for the test instance, it is assigned to the class with highest membership. The advantages of fuzzy k NN classifier are: (1) the algorithm is capable of taking account the ambiguous nature of the neighbors; (2) an instance to be classified is assigned a membership value in each other rather than binary decision of 'belongs to' or 'does not belong to' 15 .
kNNModel
k NNModel 8 is a supervised clustering algorithm. To describe the basic idea of k NNModel, some important terms or concepts need to be introduced first.
• Neighborhood -Neighborhood is a term referred to a given instance in data space.
A neighborhood of a given instance is defined as the set of nearest neighbors of this instance.
• Local Neighborhood -Local neighborhood is a neighborhood, which covers the maximal number of instances with the same class label.
• Global neighborhood -Global neighborhood is defined to be the largest local neighborhood among a set of local neighborhoods obtained in each iteration.
The detailed model construction algorithm of k NNModel 8 is described as follows:
(1) Select a distance function, e.g., Euclidean distance, and create a distance matrix from a given training set. In the aforementioned algorithm, M represents the created model. The elements of representative < Cls(x i ), Sim(x i ), N um(x i ), Rep(x i ) > respectively represent the class label of x i , the distance of x i to the most distant instance among the instances covered by N i ; the number of instances covered by N i , and a representation of x i itself. In step 4, if there is more than one local neighborhood having the same maximal number of neighbors, we choose the one with minimal value of Sim(x i ), i.e. the one with highest density, as representative. The classification algorithm of k NNModel is described as follows:
(1) For a new instance x to be classified calculate its distance to all representatives in the model M.
Rep(x j ) >, i.e. the distance of x to x j is smaller than Sim(x j ), x is classified as the class label of x j . The distance of x to a representative x i 's nearest boundary is equal to the difference of the distance of x i to x minus Sim(x i ). Two parameters: ε -allowed error rate in a cluster and N -minimal number of instances covered by a cluster, were introduced into k NNModel for further improving the performance of k NNModel. The classification accuracy of k NNModel can be improved by slightly tuning the ε and N. Users can refer to the paper 8 for more details.
Fuzzy k NNModel
k NNModel is a novel classification method which performs better than k NN on some public data sets 8 . However, the crisp partitioning characteristic of k NNModel affects its performance in classification of instances located around the boundaries of clusters.
The use of fuzzy partitioning is a natural way to deal with this boundary problem. In such a case an instance, no matter if it is inside or outside a cluster, can belong to all clusters with different degrees of membership between 0 and 1.
Assume that < Cls(c), Sim(c), N um(c), Rep(c) > ∈ M is a representative of k NNModel; A c is a collection of all the instances covered by this representative; and X is a testing set, for an instance x ∈ X, a classical representation of the set A c might be expressed as:
where d(x, c) is a distance function used in k NNModel. A fuzzy representation of the set A c in X is defined as a set of ordered pairs.
In Equation 9, u Ac (x) is called the membership function of x in A c , which is defined by Equation 10 . The membership function maps each element of X to a degree of membership between 0 and 1.
Given a=3 and b=7 in Figure 1 , the Z -shaped built-in membership function in Matlab Fuzzy Logic Toolbox maps each instance of testing set to a degree of membership between 0 and 1. An interpretation of a, b in the context of fuzzy k NNModel is shown in Figure  2 , where a = Obviously, given four testing instances denoted as triangles: 1 , 2 , 3 and 4 in Figure 2 , the membership function u A (x) maps four testing instances of X to degrees of membership between 0 and 1 as follows:
The model construction algorithm of fuzzy k NNModel is exactly the same as that of k NNModel. The detailed classification algorithm of fuzzy k NNModel is described as follows:
Input: a model M, a parameter γ, and a new instance x to be classified. Output: the class label of x.
(1) Calculate x 's distance to all representatives in the model M.
(2) If x is covered only by the kernel of representative < Cls(x j ), Sim(x j ), N um(x j ), Rep(x j ) >, i.e. the distance of x to x j is smaller than γ × Sim(x j ), x is classified as the class label of x j . (3) If x is covered by at least two kernels of representatives with different class label, calculate its degrees of membership to each cluster covers it and then sum up all the degrees of membership to clusters with the same class label, finally classify x as the class label with the largest degree of membership. (4) If no any kernels of representatives in the model M covers x, calculate x 's degrees of membership to each representative in the model M, and then sum up all the degrees of membership to clusters with the same class label, finally classify x as the class label with the largest degree of membership.
In the aforementioned algorithm, γ is a control parameter whose value is between 0 and 1. It is used to control the fuzziness of the fuzzy k NNModel method.
Experiments and Evaluation
Data sets
To evaluate the effectiveness of fuzzy k NNModel, thirteen public data sets from the UCI machine learning repository and seven toxicity data sets from real-world applications have been collected for training and testing. Among these data sets, five of them, i.e. Trout, Bees, Daphnia, Dietary Quail and Oral Quail, come from DEMETRA project 16 ; APC data set comes from CSL funded project 17 ; Phenols data set comes from TETRATOX database 18 . General information about these data sets is given in Table 1 .
In Table 1 
Experimental Environment
Experiments use the ten-fold cross validation method to evaluate the performance of different classification/clustering methods and to compare them with SVM (Support Vector Machine) and DT (Decision Tree) which are used as benchmarks. The kmeans and DT algorithms used in our experiment are from the Weka Software package 19 . The SVM algorithm is from the LIBSVM -a library for support vector 21 . The other methods are implemented in our own prototype.
Statistical Tool for Comparison
There are many approximate statistical tests for determining whether one learning method outperforms another on a particular learning task. Among these the Signed Test 22 is commonly used. Here we give a brief description of this method which will be used to measure the statistical difference between the performances of two classification methods in the next section.
The Signed Test 22 is a general statistical tool for comparing the performance of different classification methods. Given n data sets, let n A (respectively n B ) be the number of data sets in which classification method A does better (worse respectively) than classification method B in terms of the classification accuracy. Then we have:
where p is the probability that classification method A does better than classification method B ; and q=1-p. Under the null hypothesis, p=0.5, so
which has (approximately) a standard normal distribution N (0, 1). We can reject the null hypothesis that two classification methods are the same in terms of performance if |Z| > Z ∞, 0.975 = 1.96.
Evaluation
[Experiment 1] In this experiment, we test both seven classifiers (SVM, DT, k NNModel, k NN, k -means, fuzzy k NN and fuzzy c-means) and the proposed fuzzy k NNModel over twenty data sets using the ten-fold cross validation method. The experimental results are presented in Table 2 and 3. In Table 2 and Table 3 , the number with bold-font in each row represents the best classification accuracy obtained on the leftmost data set among all eight classifiers.
As the original toxicity data sets contain a large number of features, some of them contain irrelevant or redundant information, or contain noisy and unreliable data. For each toxicity data set, we used CfsSubsetEval feature evaluator implemented in the Weka Software package 19 to extract a more meaningful feature subset for further classification. The number of features in each subset after feature selection is presented in Table 1 . The experimental results of SVM and DT listed here as benchmarks, are for comparison. In Table 2 , the parameter of SVM is set as '-s 0 -t 0 -v 10 -c 1' for all data sets with an exception of Australian, which is set as '-s 1 -t 0 -v 10 -c 1'. The meanings of parameters setting for SVM are: -s: SVM type; -t kernel type; -c cost; -v n: n-fold cross validation mode. The parameters, ε and N , for k NNModel are tuned from 0 to 5 with step 1 respectively; Parameter γ for fuzzy k NNModel is tuned from 0.3 to 0.9 with step 0.1. The best results are chosen and reported in our experiments for k NNModel and fuzzy k NNModel.
[Experiment 2] The goal of this experiment is to measure the statistical difference between the performances of any two methods studied. We compare the performance of any two classifiers based on the results obtained in Table 2 and 3. The statistical difference between the performances of any two methods is calculated using the signed test and is given in Table 4 . In Table 4 , the item 3.87 (↑) in cell (2, 4), for example, means fuzzy k NNModel is better than k NNModel in terms of performance over the twenty data sets. That is, the corresponding |Z| > Z 15, 0.975 = 2.13. The item 0.89 in cell (2, 2) means there is no significant difference in terms of performance between fuzzy k NNModel and SVM over twenty data sets as the corresponding |Z| < Z 20, 0.975 = 2.09.
Analysis of Results
k NNModel is a novel classification method which is observed to have higher performance on average than k NN on some public data sets 8 . Because of its crisp partitioning characteristic it becomes less effective in classification of instances located around the boundaries of clusters. Two parameters, ε and N, are used to solve the aforementioned problems at the cost of tuning the parameters. The proposed fuzzy k NNModel aims at alleviating the boundary problem by introducing fuzzy partitioning of clusters into k NNModel. It not only reserves the strength of k NNModel, but improving the weakness of classification of boundary instances facing k NNModel as well. Moreover, only one parameter γ is used to control the fuzziness of the fuzzy k NNModel method. The experimental results presented in Table 2 show that fuzzy k NNModel achieves better performance on fifteen data sets than k NNModel, and obtains the same results as k NNModel on five data sets among twenty data sets.
The experimental results presented in Table 2 and 3 also show that the average classification accuracy of fuzzy k NNModel over twenty data sets is better than that of any other methods studied. Specially, fuzzy k NNModel works well on the toxicity data sets. From the statistical point of view the proposed fuzzy k NNModel method outperforms other methods with an exception of SVM. Although there is no significant difference in terms of performance between fuzzy k NNModel and SVM, the average classification accuracy of fuzzy k NNModel is still 3.56% higher than that of SVM.
Conclusions
In this paper, we present an investigation of five widely used clustering/classification methods: k -means clustering, fuzzy c-means clustering, k NN, fuzzy k NN and k NNModel. We analyze these algorithms and identify some shortcomings of them. Based on the analysis, we developed a new approach called fuzzy k NNModel, which combines the strengths of fuzzy c-means clustering and k NNModel. We implemented fuzzy k NNModel along with k NNModel, k NN and fuzzy k NN in our prototype system. Extensive experiments were carried out on thirteen pubic data sets and seven toxicity data sets from real-world applications. All experimental results show that the proposed fuzzy k NNModel outperforms the other methods. Further research is required into how to choose appropriate fuzzy membership functions and the parameter γ for data sets came from specific applications to further improve classification accuracy.
