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Re´sume´ – Le de´veloppement et la diffusion des e´quipements TEP passent par la re´duction des temps de calcul de la re-
construction des images acquises. Aussi cet arcticle pre´sente une solution mixte logicielle/mate´rielle pour l’acce´le´ration de la
reconstruction 2D sur une plateforme SoPC (System on Programmable Chip), la nouvelle ge´ne´ration de circuits reconfigurables.
Le verrou technologique pose´ par la latence des acce`s me´moire est leve´ graˆce au cache 2D Adaptatif et Pre´dictif (cache 2D-AP).
Abstract – Reduction of image reconstruction time is a key point for the development and spreading of PET scans. Thus
this article presentes a hardware/software architecture which aims at accelerating the 2D reconstruction on a SoPC (System on
Programmable Chip) plateform, the new generation of reconfigurable chip. Issue posed by the latency of memory accesses has
been solved thanks to the 2D Aptative and Predictive cache (2D-AP cache).
1 Introduction
La reconstruction d’images en tomographie a` e´missions
de positons (TEP) s’effectue a` l’aide de processeurs clas-
siques et demande un temps de calcul important. Elle est
ainsi souvent de´couple´e du processus d’acquisition. Or une
reconstruction rapide des donne´es acquises en imagerie
TEP faciliterait le positionnement du patient et aiderait
a` de´tecter des proble`mes potentiels survenus lors de l’ac-
quisition. L’obtention rapide d’une image permettrait de
re´duire sensiblement la dure´e des examens cliniques TEP
pour la de´tection pre´coce du cancer, l’e´valuation de la pro-
pagation de la maladie et de la re´ponse au traitement.
Cela permettrait de re´duire les couˆts de ces examens et
favoriserait la diffusion de cette technique efficace d’ima-
gerie me´dicale mole´culaire. De plus, son utilisation pour la
mammographie ou pour l’e´tude des petits animaux (micro
PET) ne´cessite un syste`me simple, flexible et rapide.
La reconstruction d’image s’effectue ge´ne´ralement en
deux e´tapes : acquisition des donne´es puis re´troprojection
filtre´e. Les travaux de ces dernie`res anne´es portant sur
l’acquisition en TEP humaine ont augmente´ la qualite´ et
la vitesse d’acquisition en utilisant du mate´riel de´die´ [1].
En effet, les processeurs de traitement nume´rique (DSP)
et/ou les nouvelles technologies de logique programmable
(FPGA) offrent une solution modulaire, adaptable et pro-
grammable, qui re´duit les couˆts et le temps en recherche
et developpement. La re´troprojection n’est pas unique-
ment utilise´e en TEP, elle l’est e´galement dans d’autres
domaines de la tomographie que ce soit en tomodensito-
me´trie a` rayons X ou en Tomographie a` Emission Mono-
photonique (TEMP). Une autre famille d’algorithme se
de´veloppe de plus en plus : les algorithmes ite´ratifs. Ils
augmentent sensiblement la qualite´ des images (arte´facts,
ratio signal sur bruit) mais ne´cessitent un temps de recons-
truction notablement supe´rieur aux techniques classiques
de re´troprojection filtre´e.
Il existe plusieurs imple´mentations de re´troprojection
sur des clusters de PC [2, 3], sur du mate´riel de´die´ comme
les ASICS ou les FPGA [4] (pour les scanners X) ou avec
une architecture logicielle/mate´rielle [5]. Une autre stra-
te´gie est d’utiliser les processeurs 3D classiques comme les
GPU (Graphic Processor Unit) pour acce´le´rer la recons-
truction [6]. Le principal goulot d’e´tranglement de tels sys-
te`mes est l’acce`s a` la me´moire stockant les sinogrammes.
En effet, pour reconstruire un pixel il faut parcourir entie`-
rement tous les sinogrammes selon une courbe sinuso¨ıdale.
La recherche de paralle´lisation des calculs est rendu dif-
ficile par la limitation des acce`s me´moire par la bande
passante de la me´moire principale.
Cet article pre´sente un syste`me de reconstruction par
re´troprojection 2D imple´mente´ sur une plateforme SOPC
(System On Programmable Chip). L’originalite´ de ce sys-
te`me re´side dans son architecture, solution efficace au pro-
ble`me souleve´ par les acce`s aux me´moires externes. En
effet, ces me´moires de type SDRAM sont peu couˆteuses
mais lentes et cre´ent ainsi un goulot d’e´tranglement. Le
cache 2D adaptatif et pre´dictif (cache 2D-AP) de´crit en
[7] constitue la base cette architecture. Cette strate´gie s’est
ave´re´e efficace : elle permet de re´duire le temps de recons-
truction d’un ordre de magnitude par rapport aux solu-
tions logicielles.
2 Objectifs
2.1 L’algorithme
L’algorithme imple´mente´ effectue la re´troprojcetion des
donne´es acquises par le scanner. Ces dernie`res, appele´es
sinogrammes, forment la transforme´e de Radon de la fonc-
tion f repre´sentant la densite´ du taux d’e´mission radioac-
tive du volume observe´. Le sinogramme est une matrice
image a` deux dimensions a` K colonnes. Chaque colonne
k correspond a` la projection orthogonale de f sur r de´-
tecteurs place´s orthogonalement sur une ligne incline´e de
l’angle θk = k∗piK par rapport a` l’axe x. Ainsi, le point du
sinogramme S(θk, r) est la somme des pixels sur une Ligne
De Re´ponse (LDR) du scanner qui est perpendiculaire a`
l’axe des de´tecteurs et passe par le de´tecteur r. A partir
de ce sinogramme, l’algorithme reconstruit l’image f∗ en
re´troprojetant les K lignes du sinogramme dans l’espace
image.
f∗(x, y) =
K∑
k=0
S(k, rk) (1)
rk = x ∗ cos(kpi
K
)− y ∗ sin(kpi
K
) + offset (2)
Cette me´thode n’est pas l’exacte transforme´e de Ra-
don inverse. En effet, elle produit des artefacts en e´toile
et l’image reconstruite devient floue. Pour ame´liorer la
reconstruction, on peut filtrer le sinogramme mais cette
e´tape e´tant inde´pendante de la re´troprojection 2D, nous
ne la de´velopperons pas dans cet article.
2.2 Le “challenge”
Le sinogramme e´tant stocke´ en me´moire externe de type
SDRAM, nous devons avoir une gestion efficace de la me´-
moire pour compenser la latence et permettre un haut de-
gre´ de paralle´lisme. Cette strate´gie diffe`re de celle de M.
Leeser [8] qui utilise plusieurs bancs de me´moires SRAM
inde´pendants avec une latence nulle pour ame´liorer le de´-
bit me´moire. Cette dernie`re constitue cependant une so-
lution couˆteuse et il est possible d’obtenir de meilleures
performances avec des me´moires SDRAM a` faibles couˆts
malgre´ une latence plus importantes. Les caches standards
ayant pour principe un acce`s line´aire a` la me´moire ne
peuvent eˆtre une solution satisfaisante e´tant donne´ leur
complexite´ technologique et leur faible taux de charge de
donne´es utiles. En effet, les acce`s me´moires ne´cessaires
pour reconstruire un pixel image f∗(x, y) suivent une si-
nuso¨ıde dans le sinogramme ce qui constitue une faible
localite´ spatialle pour les adresses me´moire. Pour acce´le´-
rer ces acce`s me´moire, un nouveau me´canisme de cache est
ne´cessaire. Une pre´diction des points du sinogramme dont
a besoin l’unite´ de calcul permettra au cache de charger
les donne´es pendant le processus de calcul.
3 Architecture
3.1 Architecture syste`me
Une plateforme SoPC (System on Programmable Chip)
a l’avantage de permettre une imple´mentation efficace et
e´conomique de la re´troprojection 2D. Pour davantage de
flexibilite´, et a` couˆt re´duit, le sinogramme et l’image re-
construite sont stocke´es en SDRAM, ou DDR-SDRAM, et
la hie´rarchie me´moire indispensable au recouvrement des
calculs et acce`s me´moires, a` grande latence, est construite
a` l’aide des blocs de me´moire embarque´e dans le circuit
SoPC.
L’architecture pre´sente´e figure 1 est e´value´e sur une
carte qui dispose d’une interface PCI avec une station
hoˆte pour permettre l’e´change de donne´es avec le syste`me.
Cette carte dispose d’un circuit Virtex 2 Pro 2VP20, de
32 MO de SDRAM et 128 MO de DDR-SDRAM et d’un
bridge PCI, re´alise´ sur un FPGA Spartan. Les donne´es
sont e´change´es entre le PC hoˆte et la carte graˆce a` un
me´canisme de synchronisation.
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Fig. 1 – Architecture Syste`me
L’architecture syste`me est constitue´e :
– d’un processeur PPC en charge de la synchronisation
des calculs et des communications
– d’une unite´ de re´tro-projection avec son cache 2D-AP
illustre´ en figure 2.
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Fig. 2 – Unite´ de re´tro-projection
Pour be´ne´ficier au maximum de la cohe´rence spatiale
2D et temporelle des calculs, l’unite´ de re´troprojection re-
construit un bloc de forme quelconque de pixels voisins
de f∗. Par souci de simplicite´ les blocs sont des carre´s
de pixels mais des hexagones pourraient eˆtre utilise´s. Les
donne´es du sinogramme sont fournies a` l’unite´ de re´tropro-
jection par le cache 2D-AP qui se charge de leur transfert
depuis la me´moire externe, le module e´tant maˆıtre sur le
bus PLB.
Pour re´duire les temps de calculs, l’unite´ de re´troprojec-
tion est paralle´lise´e et une hie´rarchie me´moire fournit les
SDRAM
Cache
2D−AP
System bus
2D back
projection
Cache
2D−AP
2D back
projection
Cache
2D−AP
Fig. 3 – Architecture paralle`le et Cache 2D-AP hierar-
chique
donne´es aux modules : chaque module obtient ses donne´es
d’un cache 2D-AP qui lui meˆme les met a` jour a` partir d’un
cache 2D-AP de niveau supe´rieur. Dans notre exemple,
nous nous arreˆtons a` un cache de niveau 2, comme illustre´
figure 3.
Cette architecture me´moire originale permet de n’uti-
liser qu’une seule me´moire externe qui contient tout le
sinogramme, contrairement a` la solution propose´e par [8],
tout en autorisant :
– le recouvrement de la latence de la me´moire externe
et du bus syste`me
– la re´duction du de´bit a` la me´moire externe
Les performances de cette hie´rarchie me´moire sont ame´-
liore´es lorsque la latence se re´duit et une connexion directe
de la me´moire a` l’unite´ de re´tro-projection permettrait de
paralle´liser massivement les unite´s de re´troprojection.
3.2 Le cache 2D-AP
3.2.1 Objectifs du cache 2D-AP
Le cache 2D-AP est l’e´le´ment original de l’architecture
propose´e en permettant aux unite´s de calculs d’acce´der
aux donne´es sans temps mort. Ceci est rendu possible
graˆce a` un me´canisme ge´ne´rique de pre´diction des pro-
chaines donne´es utilise´es. Le cache 2D-AP anticipe les ac-
ce`s au sinogramme 2D par une analyse de la se´quence
des coordonne´es de pixels requis pour pre´dire les pro-
chains acce`s a` partir d’une hypothe`se a` vitesse de de´pla-
cement constante sur l’image. La reconstruction d’un bloc
de pixels permet de produire une se´quence d’acce`s au si-
nogramme qui tire partie au mieux des caracte´ristiques du
cache 2D-AP.
La se´quence produite par l’unite´ de re´troprojection pour
reconstruire un bloc est l’union de toutes les sinuso¨ıdes
ne´cessaires a` la reconstruction de chaque pixel. Dans le
cas d’un carre´ de pixels, la se´quence obtenue est une sorte
de “tube” dont la figure 4 donne un exemple. Pour chaque
angle θ, on acce`de a` tous les points du sinogramme, sur une
meˆme colonne, ne´cessaires a` la reconstruction de chaque
pixel du bloc.
3.2.2 Fonctionnement
La pre´diction de la zone en cache permet de re´duire le
taux de de´faut de cache lorsque les acce`s pixels suivant se
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Fig. 4 – Concept du cache 2D-AP
de´placent sur l’image. Le centre et la taille de la zone sont
de´termine´s par le calcul de la moyenne et du pseudo e´cart
type (PSD=pseudo standard deviation) des acce`s pixels.
La moyenne et le PSD sont calcule´s a` l’aide de filtres passe-
bas re´cursifs du premier ordre. En supposant une distri-
bution uniforme des acce`s pixels autour de la moyenne,
nous pouvons estimer que, pour une courte dure´e, ils sont
dans un rectangle centre´ sur la moyenne et dont les demi-
largeurs valent deux fois le PSD sur chaque axe. La zone
ainsi calcule´e est mise a` jour lorsque la moyenne varie.
Un me´canisme de pre´diction permet d’anticiper la posi-
tion du centre du cache lorsque les acce`s pixels suivent un
chemin complexe dans l’image et re´duit ainsi le couˆt de la
latence des acce`s me´moire. La mise a` jour ne se produit
que lorsque la moyenne a suffisament varie´e et la nouvelle
zone est centre´e sur une anticipation de la moyenne, sup-
pose´e se de´placer a` vitesse constante. Ainsi, une zone de
garde est de´finie autour du centre de la zone en cache et
la mise a` jour se fait lorsque la moyenne calcule´e sort de
cette zone de garde, dans la direction de sortie, comme
illustre´e figure 5.
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Fig. 5 – Zones du cache 2D-AP
Pour re´duire le couˆt mate´riel du controˆle et obtenir de
bonnes performances les filtres passes bas pour le calcul
des moyennes sont re´alise´s a` l’aide de simples additions et
de´calages. Ce sont des filtres RII du premier ordre dont
l’e´quation est sn = cen + (1 − c)sn−1, e signal d’entre´e
et s signal filtre´, et nous notons s = fc(e). Le parame`tre
1 − c correspond a` la constante de temps du filtre RC
e´quivalent. Lorsque les suites s et e sont repre´sente´es en
virgule fixe et c une puissance de 12 , nous ne re´alisons plus
que des additions et de´calages.
4 Re´sultats
Les mesures effectue´es sur la plateforme et les re´sultats
de simulation nous montrent que la hie´rarchie me´moire
choisie est efficace et nous permet des acce´le´rations im-
portantes par la paralle´lisation des ope´rateurs et ceci en
n’ayant qu’une me´moire externe qui contient toutes les
donne´es. Les me´triques obtenues sont donne´es dans le ta-
bleau 4 et montrent une acce´le´ration quasi-line´aire avec le
nombre d’ope´rateurs. Elles correspondent a` la reconstruc-
tion d’une image xmax ∗ ymax = 320 ∗ 320 a` partir d’un
sinogramme de re´solution angulaire K = 512.
Syste`me Cycles Temps
Logiciel
Pentium 3 (1 GHz) 3,5 s
PPC (VirtexII-Pro) 94 s
Mate´riel simple
Ide´al 52.106 (320 ∗ 320 ∗ 512) 1,1 s
Sans cache 52.106∗28 (Ide´al∗Latence) 30 s
1 unite´ 78.106 1,5 s
Mate´riel paralle´lise´
2 unite´s 42.106 0,8 s
4 unite´s 21.106 0,42 s
9 unite´s 11.106 (simule´) 0,22 s
Tab. 1 – Acce´le´ration par le module de re´tro-
projection@50 Mhz
Ide´alement, nous devrions pouvoir re´aliser une recons-
truction sans temps mort, c’est a` dire en xmax∗ymax∗K =
320 ∗ 320 ∗ 512 cycles d’horloge. Ces performances ide´ales
sont alte´re´es du fait d’une part de la synchronisation entre
l’ope´rateur mate´riel et le PPC et d’autre part des perfor-
mances du Cache 2D-AP sur le bus syste`me. Les mesures
effectue´es nous montrent que les simulations re´alise´es pour
la reconstruction d’un bloc sont fiables et peuvent eˆtre ex-
trapole´es a` la reconstruction d’une image comple`te.
L’ensemble du module a e´te´ de´crit en VHDL ge´ne´rique
parame´trable pour explorer rapidement les diffe´rentes confi-
gurations possibles. Le cache est entie`rement modulaire de
fac¸on a pouvoir mesurer l’efficacite´ de diffe´rents type d’es-
timateurs pre´dictifs et pour pouvoir construire une hie´rar-
chie par simple assemblage de blocs. Le tableau 4 donne
la complexite´ du syste`me en nombre de LUT pour une
synthe`se sur cible Xilinx VirtexII-Pro.
Module CLB FG
1 unite´ 1078 2155
2 unite´s 2253 4506
4 unite´s 3877 7753
Tab. 2 – Synthe`se de l’IP et son cache 2D-AP.
5 Conclusion
Nous avons pre´sente´ dans cet article un syste`me de re-
construction par re´troprojection 2D imple´mente´ sur une
plateforme SoPC. Ce syste`me a e´te´ conc¸u de manie`re a`
re´duire les erreurs de reconstruction dues aux calculs en
virgule fixe. Le cache 2D-AP permet de re´duire le goulot
d’e´tranglement existant lors des acce`s en me´moire. Lors de
la reconstruction, les donne´es ne´cessaires sont pre´dits sta-
tistiquement afin que le cache puisse les charger avant que
l’unite´ de re´troprojection les utilise. De plus, l’algorithme
de re´troprojection a e´te´ imple´mente´ de fac¸on a` augmenter
la localite´ spatiale et temporelle, l’utilisation du cache en
devient plus pertinante.
La re´troprojection est utilise´e par les algorithmes ite´ra-
tifs plus sophistique´s. Ces derniers offrent une meilleure
qualite´ d’image mais en contrepartie ont un temps recons-
truction beaucoup plus long. La re´alisation pre´sente´e dans
cet article est une premie`re e´tape pour construire un sys-
te`me de reconstruction ite´ratif, adaptable et flexible. Im-
ple´mente´ sur un SOPC, le module de re´troprojection 2D
peut eˆtre duplique´ pour paralleliser les calculs. Un meˆme
module de cache peut eˆtre partage´ ou une hie´rarchie de
caches me´moire peut eˆtre mise en place. Ainsi en s’ap-
puyant sur la localite´ spatiale, nous pouvons reconstruire
simultane´ment plusieurs pixels et la vitesse de reconstruc-
tion est alors notablement ame´liore´e.
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