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vRÉSUMÉ
L’objet du travail est d’étudier les prolongements de sous-copules. Un cas
important de l’utilisation de tels prolongements est l’estimation non paramé-
trique d’une copule par le lissage d’une sous-copule (la copule empirique). Lorsque
l’estimateur obtenu est une copule, cet estimateur est un prolongement de la sous-
copule. La thèse présente au chapitre 2 la construction et la convergence uniforme
d’un estimateur bona fide d’une copule ou d’une densité de copule. Cet estimateur
est un prolongement de type copule empirique basé sur le lissage par le produit
tensoriel de fonctions de répartition splines. Le chapitre 3 donne la caractérisation
de l’ensemble des prolongements possibles d’une sous-copule. Ce sujet a été traité
par le passé par [Schweizer et Sklar, 1974], [Nešlehová, 2007], [Rüschendorf, 2009],
[Mesfioui et Quessy, 2010], [de Amo, Díaz Carrillo et Fernández-Sánchez, 2012] ;
mais les constructions proposées ne s’appliquent pas à la dépendance dans des
espaces très généraux. Le chapitre 4 s’attèle à résoudre le problème suivant posé
par [Carley, 2002]. Il s’agit de trouver la borne supérieure des prolongements en
dimension 3 d’une sous-copule de domaine fini.
Sommaire et mots-clés français : copules, sous-copules, densités, prolongements,
borne supérieure.
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SUMMARY
The extension of subcopulas is an important domain. One of possible appli-
cations is the nonparametric estimation of a copula: it consists of the smoothing
of a subcopula (the empirical copula) while preserving the copulas properties.
In Chapter 2, we present an extension of the empirical copula based on the
tensor product of splines functions. Our estimators are bona fide estimators of
the copula.
Chapter 3 tackles the problem of finding all possible extensions of a given sub-
copula. This subject has been treated by [Schweizer et Sklar, 1974], [Nešlehová,
2007], [Rüschendorf, 2009], [Mesfioui et Quessy, 2010], [de Amo et coll., 2012];
but these characterizations do not apply on very general spaces.
Chapter 4 deals with the following problem of [Carley, 2002]: finding the
expression of the upper bound of the extensions of a finite subcopula in dimension
3.
English summary and keywords: copulas, subcopulas, density, extensions, upper
bound.
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Chapitre 1
INTRODUCTION
Ce chapitre introductif présente les notions de copules et sous-copules et donne
la motivation du sujet de recherche qu’est le prolongement des sous-copules. Il
donne une vue générale des résultats de la thèse.
La dépendance entre des variables aléatoires réelles X1, X2, . . . , Xd, est décrite
par la donnée de la fonction de répartition conjointe
F : (−∞,+∞)d 7−→ [0, 1]
F (x1, . . . , xd) = P (X1 ≤ x1, . . . , Xd ≤ xd),
x1, . . . , xd ∈ R. Rappelons que les fonctions de répartition marginales associées
sont données par
Fi(xi) = P (Xi ≤ xi),
xi ∈ R, i = 1, . . . , d. L’étude des copules découle du problème de Fréchet [Fréchet,
1956] consistant à trouver l’ensemble des fonctions de répartition conjointes F
compatibles avec des fonctions de répartition marginales fixées, F1, . . . , Fd. En
dimension d = 2, il a montré que les bornes de cet ensemble sont
W (F1(x1), F2(x2)) ≤ F (x1, x2) ≤M(F1(x1), F2(x2)), x1, x2 ∈ R,
W (u1, u2) = max(u1 + u2 − 1, 0), (u1, u2) ∈ [0, 1]2,
M(u1, u2) = min(u1, u2), (u1, u2) ∈ [0, 1]2.
Les fonctions W (F1(·), F2(·)), M(F1(·), F2(·)), sont des fonctions de répartition
conjointes appelées bornes de Fréchet. Wassilly Hoeffding [Hoeffding, 1940] fut le
premier à ramener le problème à celui de la recherche de l’ensemble des fonctions
de répartition conjointes F compatibles avec des fonctions de répartition mar-
ginales uniformes sur [−1/2, 1/2]. Il anticipait par là l’introduction de la notion
des copules par Sklar [Sklar, 1959]. En effet, les copules seront définies comme
des fonctions de répartition sur [0, 1]2 dont les marges sont uniformes (lorsque les
fonctions de répartition marginales sont continues).
4En toute généralité, une d−copule est une fonction
C : [0, 1]d → [0, 1]
qui satisfait les critères suivants :
— C(u1, . . . , ud) = ui, si u1u2 · · · ud = ui, i = 1, . . . , d ;
— C est d−croissante c’est-à-dire pour u = (u1, . . . , ud), v = (v1, . . . , vd)
tels que u1 ≤ v1, . . . , ud ≤ vd, le C−volume du pavé [u,v] = Xdi=1[ui, vi],
VC([u,v]) est positif ou nul, et est donné par
VC([u,v]) =
∑
t∈Xdi=1{ui,vi}
(−1)n(t)C(t),
où n(t) = #{k : tk = uk, k = 1, . . . , d}, t ∈ Xdi=1{ui, vi}, X étant mis pour
le produit cartésien généralisé.
Une autre définition des copules est celle donnée par Nelsen [Nelsen, 1999, chapitre
2] qui définit les copules comme des fonctions reliant les distributions multiva-
riées à leurs distributions marginales univariées. En effet, à tout point (F1(x1),
. . .,Fd(xd)) ∈ [0, 1]d , on peut associer le scalaire F (x1, . . . , xd), xi ∈ R, i =
1, . . . , d. Un résultat fondamental de Sklar [Sklar, 1959] énonce que cette corres-
pondance est réalisée par des fonctions (appelées copules).
Théorème 1.0.1. Étant donnée F une fonction de répartition sur Rd avec F1, . . . , Fd
comme fonctions de répartition marginales, il existe une d−copule telle que pour
(x1, . . . , xd) ∈ Rd,
F (x1, . . . , xd) = C(F1(x1), . . . , Fd(xd)),
C étant définie de manière unique sur R1 × · · · × Rd, Ri étant l’ensemble image
de Fi, i = 1, . . . , d.
Les copules sont très utiles pour caractériser la dépendance entre des variables
aléatoires dont les fonctions de répartition marginales sont connues.
1.1. Les copules et la transformation de Feller [Feller,
1968]
Il est très fréquent dans l’étude des copules, de ramener les fonctions de ré-
partition marginales à l’uniforme. Les transformations qui permettent une telle
opération sont celles de Feller [Feller, 1968] et ses généralisations.
Soient X1, X2, . . . , Xd des variables aléatoires de fonctions de répartition mar-
ginales F1, F2, . . . , Fd continues et de fonction de répartition conjointe F continue.
D’après le théorème de Sklar 1.0.1, il existe une copule C telle que F (x1, . . . , xd) =
C(F1(x1), . . . , Fd(xd)), (x1, . . . , xd) ∈ Rd. Considérons les variables aléatoires U1 =
5F1(X1), U2 = F2(X2), . . . , Ud = Fd(Xd) introduites par [Feller, 1968]. La fonction
de répartition conjointe du vecteur (U1, U2, . . . , Ud) est la copule C, et les fonctions
de répartition marginales de U1, U2, . . . , Ud sont uniformes. La transformation
Ui = Fi(Xi), i = 1, . . . , d permet de ramener les fonctions de répartition margi-
nales à la fonction de répartition de la loi uniforme sur [0, 1] tout en conservant
C comme copule caractérisant la dépendance. Cependant cette transformation
n’est pas adaptée au cas où les variables aléatoires X1, X2, . . . , Xd ne sont pas
continues. Voici une généralisation proposée par Szczesny [Szczesny, 1991].
Définition 1.1.1 ([Szczesny, 1991]). Soit X une variable aléatoire de fonction
de répartition F ; définissons la transformation I∗F
I∗F (F (x), u) =

1, si F (x) ≤ u;
u−F (x)−
F (x)−F (x)− , si F (x)
− ≤ u < F (x);
0, si F (x)− > u.
x ∈ R, F (x)− = sup{y, y = F (t), t < x}.
Soient X1, X2, . . . , Xd des variables aléatoires continues de fonctions de répar-
tition marginales F1, F2, . . . , Fd et de fonction de répartition conjointe F . Soit la
fonction de répartition F ∗ définie par
F ∗(u1, . . . , ud) =
∫
R
· · · ∫
R
I∗F1(F1(x1), u1) · · · I∗Fd(Fd(xd), ud)dF (x1, . . . , xd),
(u1, . . . , ud) ∈ [0, 1]d. Aux points de continuité de F1, F2, . . . , Fd, nous avons la
relation
F ∗(F1(x1), . . . , Fd(xd)) = F (x1, . . . , xd),
(x1, . . . , xd) ∈ Rd.
Théorème 1.1.1 (Généralisation du théorème de Sklar, [Niewiadomska-Bugaj
et Kowalczyk, 2005]). Etant donnée F une fonction de répartition sur R
d
avec
F1, . . . , Fd comme fonctions de répartition marginales, la fonction définie par
F ∗(u1, . . . , ud) =
∫ · · · ∫
Rd
I∗F1(F1(x1), u1) · · · I∗Fd(Fd(xd), ud)dF (x1, . . . , xd),
(u1, . . . , ud) ∈ [0, 1]d, est une d−copule qui aux points de continuité de F1, F2, . . . , Fd
vérifie,
F (x1, . . . , xd) = F ∗(F1(x1), . . . , Fd(xd)),
(x1, . . . , xd) ∈ Rd.
Le théorème de [Niewiadomska-Bugaj et Kowalczyk, 2005] permet d’étendre
l’utilisation des copules aux cas où les fonctions de répartition marginales des
variables aléatoires ne sont pas nécessairement continues. Dans ces cas, on parle
6plutôt de sous-copule et la transformation de [Szczesny, 1991] est un moyen de
prolonger une sous-copule en une copule.
1.2. Les différents types de prolongements de sous-copule
Dans le théorème de Sklar 1.0.1, la copule n’est définie de façon unique que
sur un sous-ensemble de [0, 1]d. En filigrane dans ce théorème, se dessine la notion
de sous-copule.
Définition 1.2.1. Une d−sous-copule D est une fonction qui satisfait les critères
suivants :
— le domaine de définition de D est un sous-ensemble de [0, 1]d, R1×· · ·×Rd,
Ri étant un sous-ensemble de [0, 1] contenant 0 et 1, i = 1, . . . , d ;
— D(u1, . . . , ud) = ui, si u1u2 · · ·ud = ui, ui ∈ Ri, i = 1, . . . , d ;
— D est d−croissante c’est-à-dire pour u = (u1, . . . , ud), v = (v1, . . . , vd)
tels que u1 ≤ v1, . . . , ud ≤ vd, ui, vi ∈ Ri, i = 1, . . . , d, le D−volume du
rectangle [u,v] = Xdi=1[ui, vi], VD([u,v]) est positif ou nul, et est donné par
VD([u,v]) =
∑
t∈Xdi=1{ui,vi}
(−1)n(t)D(t),
où n(t) = #{k : tk = uk, k = 1, . . . , d}, t ∈ Xdi=1{ui, vi}, X étant mis pour
le produit cartésien généralisé.
Une sous-copule peut être vue comme la restriction d’une copule sur un sous-
ensemble de [0, 1]d de type R1 × · · · × Rd, Ri étant un sous-ensemble de [0, 1]
contenant 0 et 1. La relation entre une sous-copule et une copule est donnée par
le théorème suivant.
Théorème 1.2.1. Soit D une sous-copule définie sur R1 × · · · × Rd, Ri étant
un sous-ensemble de [0, 1] contenant 0 et 1. Il existe une copule C telle que
D(u1, . . . , ud) = C(u1,. . . , ud) pour tout (u1, . . . , ud) ∈ R1 × · · · × Rd ; c’est-à-
dire toute sous-copule peut être prolongée à une copule. Le prolongement n’est en
général pas unique.
Les sous-copules sont associées aux vecteurs aléatoires dont les fonctions de
répartition marginales ne sont pas nécessairement continues. En effet, dans ce cas,
les espaces images des fonctions de répartition marginales R1, . . . , Rd, auxquels
{0, 1} est rajouté, ne sont pas toujours tous égaux à [0, 1]. Dans la littérature, il
n’existe pas de famille de sous-copules, ce qui rend difficile l’utilisation des copules
dans l’étude de la dépendance pour les vecteurs aléatoires dont les fonctions de
répartition marginales sont discontinues. L’approche adoptée pour contourner le
problème consiste à considérer les prolongements des sous-copules en copules [De-
nuit et Lambert, 2005], [Mesfioui et Quessy, 2010], [Genest et Nešlehová, 2007].
7Dans cette thèse, nous ne considérerons que les copules non-paramétriques (défi-
nies comme des prolongements de sous-copules). En ce qui concerne l’utilisation
des copules paramétriques pour l’analyse de telles variables, le lecteur peut se
référer à [Nikoloulopoulos et Karlis, 2009], [McHale et Scarf, 2007], [Zimmer et
Trivedi, 2006], [Cameron, Li, Trivedi et Zimmer, 2004], [Song, 2000], [Van Ophem,
1999]. Plusieurs techniques existent pour construire les prolongements de sous-
copule. Pour cause de simplicité, nous donnons les prolongements en dimension
2.
1.2.1. Les prolongements analytiques
1.2.1.1. Le prolongement bilinéaire
Ce type de prolongement a été proposé par [Sklar, 1959], [Schweizer et Sklar,
1974], [Sklar, 1996].
Théorème 1.2.2. Soit D une sous-copule , soit C la fonction définie par
C(u1, u2) = lim
(x,y)∈R1×R2,(x,y)→(u1,u2)
D(x, y)
pour tout (u1, u2) ∈ R1 ×R2. Pour (u1, u2) /∈ R1 ×R2, définissons
a1 = sup{t ∈ R1 : t ≤ u1},
b1 = sup{t ∈ R2 : t ≤ u2},
a2 = inf{t ∈ R1 : t ≥ u1},
b2 = inf{t ∈ R2 : t ≥ u2},
λ1 =

u1−a1
a2−a1 si a1 < a2
1, si a1 = a2,
λ2 =

u2−b1
b2−b1 si b1 < b2
1, si b1 = b2,
C(u1, u2) = (1− λ1)(1− λ2)C(a1, b1) + (1− λ1)λ2C(a1, b2) + λ1(1− λ2)C(a2, b1)+
λ1λ2C(a2, b2).
La fonction C est une copule qui prolonge D.
La preuve est tirée de [Nelsen, 1999, la preuve du lemme 2.3.5 ].
Démonstration. Le domaine de la fonction C est [0, 1]2 et C est égal à D sur
R1 × R2. Supposons sans perte de généralité que {0, 1} ⊂ Ri, i = 1, 2. Soient
u1 = 0, u2 ∈ [0, 1]. Nous avons λ1 = 0, a1 = 0, C(0, b1) = 0, C(0, b2) = 0 et
C(0, u2) = 0. Par le même raisonnement, nous avons C(u1, 0) = 0 pour u1 ∈ [0, 1].
De façon similaire, pour u1 = 1, u2 ∈ [0, 1], nous avons λ1 = 1, a2 = 1, C(1, b1) =
8b1, C(1, b2) = b2,
C(1, u2) = (1− λ2)b1 + λ2b2 = u2.
De même, nous avons C(u1, 1) = u1 pour u1 ∈ [0, 1]. Montrons maintenant que
la fonction C est 2−croissante. Soient (u1, u2), (u′1, u′2) ∈ [0, 1]2 tels que u1 ≤ u′1,
u2 ≤ u′2. Posons
a1 = sup{t ∈ R1 : t ≤ u1},
a′1 = sup{t ∈ R1 : t ≤ u′1},
b1 = sup{t ∈ R2 : t ≤ u2},
b′1 = sup{t ∈ R2 : t ≤ u′2},
a2 = inf{t ∈ R1 : t ≥ u1},
a′2 = inf{t ∈ R1 : t ≥ u′1},
b2 = inf{t ∈ R2 : t ≥ u2},
b′2 = inf{t ∈ R2 : t ≥ u′2},
λ′1 =

u′1−a′1
a′2−a′1 si a
′
1 < a
′
2
1, si a′1 = a
′
2,
λ′2 =

u′2−b′1
b′2−b′1 si b
′
1 < b
′
2
1, si b′1 = b
′
2.
Pour évaluer VC([u1, u′1] × [u2, u′2]), nous devons considérer plusieurs cas de
figure. Si a′1 = a1, b
′
1 = b1, a
′
2 = a2, b
′
2 = b2, alors
VC([u1, u′1]× [u2, u′2]) = (λ′1 − λ1)(λ′2 − λ2)VC([a1, a′1]× [b2, b′2]),
= (λ′1 − λ1)(λ′2 − λ2)VD([a1, a′1]× [b2, b′2]) ≥ 0.
Pour les autres cas de figure, posons
e1 = sup{t ∈ R1 : u1 ≤ t ≤ u′1},
f1 = inf{t ∈ R1 : u1 ≤ t ≤ u′1},
e2 = sup{t ∈ R2 : u2 ≤ t ≤ u′2},
f2 = inf{t ∈ R2 : u2 ≤ t ≤ u′2},
nous avons la décomposition suivante
[u1, u′1]× [u2, u′2] = {[u1, e1) ∪ [e1, f1) ∪ [f1, u′1]} × {[u2, e2) ∪ [e2, f2) ∪ [f2, u′2]}
Nous pouvons donc décomposer [u1, u′1]×[u2, u′2] en neuf rectangles R1, . . . , R9
( certains pouvant être vides) ; et pour ces rectangles, en nous inspirant du premier
cas de figure, nous avons VC(Ri) ≥ 0, i = 1, . . . , 9. La fonction C est donc
92−croissante, à marges uniformes, s’annule dès que u1 = 0 ou u2 = 0 et coïncide
avec D sur son domaine. C’est par conséquent un prolongement de D. 
1.2.1.2. Les prolongements basés sur la méthode des rectangles
Les prolongements basés sur la méthode des rectangles sont une généralisation
des prolongements bilinéaires. Des constructions de ce type ont été réalisées par
[Mesiar et Szolgay, 2004], [Nelsen, Quesada-Molina, Rodríguez-Lallena et Úbeda-
Flores, 2008], [Durante, Saminger-Platz et Sarkoci, 2009], [de Amo et coll., 2012] ;
la plus récente étant celle de [de Amo et coll., 2012]. La construction de [de Amo
et coll., 2012] consiste à décomposer l’ensemble [0, 1]2 en une famille de rectangles,
puis à définir une mesure doublement stochastique à l’intérieur de chaque rec-
tangle. Soit H une fonction de répartition conjointe en dimension 2 avec comme
fonctions de répartition marginales F et G. Soit D la sous-copule associée à F
définie sur R1 ∪ {0, 1} × R2 ∪ {0, 1} avec R1, R2 les ensembles images respectifs
de F et G. Prenons l’ensemble R1 ∪ {0, 1} et considérons la famille S1 des sous-
intervalles fermés de R1 ∪ {0, 1} telle que leurs intersections deux à deux soient
vides. Considérons la classe P1 des éléments de S1 qui sont des singletons, et po-
sons E1 = S1 \ P1. La fermeture des complémentaires dans [0, 1] des éléments de
S1 est une famille notée O1. Soit T un ensemble indexant les éléments de E1∪O1,
E1 ∪ O1 = {[a1t, a2t], t ∈ T}. Réalisant la même décomposition pour R2 ∪ {0, 1},
notons J l’ensemble indexant E2∪O2, E2∪O2 = {[b1j, b2j], j ∈ J}. Soient Ftj une
fonction de répartition sur [a1t, a2t] et Gtj une fonction de répartition sur [b1j, b2j],
t ∈ T , j ∈ J satisfaisant les conditions de la partition de l’unité :∑
j∈J
βtj∑
j∈J
βtj
Ftj(u1) = u1, u1 ∈ [0, 1], pour [a1t, a2t] ∈ O1;∑
t∈T
βtj∑
t∈T
βtj
Gtj(u2) = u2, u2 ∈ [0, 1], pour [b1j, b2j] ∈ O2;
βtj = D(a1t, b1j) +D(a2t, b2j)−D(a1t, b2j)−D(a2t, b1j), t ∈ T, j ∈ J.
Tout prolongement d’une sous-copule D par la méthode des rectangles est de la
forme
C(u1, u2) = D(a1t, b1j) + βtjCtj(Ftj( u1−a1ta2t−a1t ), Gtj(
u2−b1j
b2j−b1j )) +
∑
t′∈St
βt′jGt′j(
u2−b1j
b2j−b1j )+∑
j′∈Zj
βtj′Ftj′( u1−a1ta2t−a1t );
(u1, u2) /∈ R1 ∪ {0, 1} ×R2 ∪ {0, 1}, (u1, u2) ∈ [a1t, a2t] × [b1j, b2j], Ctj étant une
copule, St = {t′ : a1t′ < a1t} et Zj = {j′ : b1j′ < b1j}, t ∈ T , j ∈ J . Pour tout
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prolongement C, les fonctions Ftj et Gtj prennent la forme :
Ftj(u1) = 1βtj (C((a2t − a1t)u1 + a1t, b2j) + C(a1t, b1j)− C(a1t, b2j)−
C((a2t − a1t)u1 + a1t, b1j));
Gtj(u2) = 1βtj (C(a2t, (b2j − b1j)u2 + b1j) + C(a1t, b1j)− C(a2t, b1j)−
C(a1t, (b2j − b1j)u2 + b1j));
t ∈ T , j ∈ J .
1.2.2. Les prolongements probabilistes
Certains des prolongements analytiques définis plus haut peuvent également
être obtenus à partir de transformation sur des variables aléatoires. C’est ce qu’a
réalisé Nešlehová [Nešlehová, 2007] à partir de la transformation de Szczesny
[Szczesny, 1991]. Soit (X1, X2) un vecteur aléatoire de fonction de répartition
conjointe H, la fonction de répartition marginale de la variable aléatoire X1 étant
F , la fonction de répartition marginale de la variable aléatoire X2 étant G. Consi-
dérons les fonctions ψ1, ψ2
R× [0, 1] −→ [0, 1]
(xi, ui) 7−→ ψi(xi, ui) = P (Xi < xi) + ui(P (Xi = xi)),
i = 1, 2. Soit Ui une variable aléatoire de loi uniforme sur [0, 1] indépendante de
Xi, i ∈ {1, 2}. Les variables aléatoires ψ1(X1, U1), ψ2(X2, U2) sont de loi uniforme
sur [0, 1] ; la fonction de répartition conjointe de (ψ1(X1, U1), ψ2(X2, U2)) est une
copule qui prolonge D. Si U1 et U2 sont deux variables aléatoires indépendantes,
le prolongement obtenu est le prolongement bilinéaire. [Mesfioui et Quessy, 2010]
ont généralisé cette transformation en dimension d ≥ 2.
1.2.3. Le cas particulier de la copule empirique et de la copule em-
pirique lissée
Ce fut [Deheuvels, 1979] qui introduisit pour la première fois la notion de
copule empirique. Soient (X1, Y1), . . . , (Xn, Yn), n vecteurs aléatoires i.i.d, soient
ui le rang de Xi parmi X1, . . . , Xn divisé par n, vi le rang de Yi parmi Y1, . . . , Yn
divisé par n, i = 1, . . . , n. Toute copule Cˆn dont la restriction sur {0, 1n , 2n , . . . , 1}2
vérifie
Cˆn(
j1
n
,
j2
n
) =
1
n
n∑
i=1
I(ui ≤ j1
n
)I(vi ≤ j2
n
), 0 ≤ j1, j2 ≤ n,
est une copule empirique. Un autre point de vue consiste à définir la sous-copule
D,
D(
j1
n
,
j2
n
) =
1
n
n∑
i=1
I(ui ≤ j1
n
)I(vi ≤ j2
n
), 0 ≤ j1, j2 ≤ n,
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et à voir les copules empiriques comme des prolongements de la sous-copule
D. Tout prolongement de D est un estimateur de la copule associée au couple
(X1, Y1). Le prolongement le plus utilisé dans ce cas est le prolongement bilinéaire.
Pour l’estimation, il est le plus souvent utilisé une pondération de la sous-
copule D [voir Sancetta et Satchell, 2004]. En effet, considérons par exemple D′
la sous-copule suivante :
D′(
j1
n
,
j2
n
) =
n∑
k1=0
n∑
k2=0
D(
k1
n
,
k2
n
)pk1,n(
j1
n
)pk2,n(
j2
n
),
avec
pk,n(u) =
(
n
k
)
uk(1− u)n−k,
u, v ∈ [0, 1], 0 ≤ j1, j2 ≤ n, k ∈ {0, 1, . . . , n}. La sous-copule D′ est une approxi-
mation de la sous-copule D :
|D′(j1
n
,
j2
n
)−D(j1
n
,
j2
n
)| ≤ 8
n
,
0 ≤ j1, j2 ≤ n (ceci est dû au fait que l’oscillation de D sur tout rectangle, dont
les côtés sont de longueur 1/n, est inférieure à 2/n ). Un prolongement de la
sous-copule D′ est la copule de Bernstein
Cˆ(u, v) =
n∑
k1=0
n∑
k2=0
D(
k1
n
,
k2
n
)pk1,n(u)pk2,n(v),
pk,n(u) =
(
n
k
)
uk(1− u)n−k,
u, v ∈ [0, 1], k ∈ {0, 1, . . . , n}.
L’estimateur de la densité de copule est :
cˆ(u, v) =
n∑
k1=0
n∑
k2=0
Cˆn(
k1
n
,
k2
n
)p′k1,n(u)p
′
k2,n
(v),
avec u, v ∈ [0, 1], p′k,n est mis pour la dérivée de pk,n, k ∈ {0, 1, . . . , n},. Ce sont
des estimateurs bona fide de la copule et de la densité de copule. En dehors
de ces estimateurs, on peut trouver les estimateurs basés sur la méthode du
noyau [Gijbels et Mielniczuk, 1990], [Fermanian, Radulovic et Wegkamp, 2002],
les estimateurs obtenus par décomposition sur une base de Riesz [Genest, Masiello
et Tribouley, 2009]. Cependant pour ces estimateurs, l’estimateur de densité n’est
pas une densité de copule.
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1.3. Bornes de Fréchet des prolongements
1.3.1. Bornes de Fréchet des prolongements en dimension 2
Étant donnée une sous-copule bivariée D, les prolongements possibles ne sont
pas uniques. Établir la borne inférieure LC et la borne supérieure des prolon-
gements UC permet de connaître en chaque point (u1, u2) ∈ [0, 1]2 l’intervalle
[LC(u1, u2), UC(u1, u2)] des valeurs admissibles pour les prolongements. Ce pro-
blème a été abordé pour la première fois par [Carley, 2002] dans le cas d’une
sous-copule D avec un domaine de cardinalité finie. [Carley, 2002] a prouvé qu’en
dimension 2, la borne supérieure et la borne inférieure étaient des copules et a
donné leurs expressions. Soient R1 = {a11, a12, . . . , a1n}, R2 = {a21, a22, . . . , a2m},
0 = a11 < a12 < · · · < a1n = 1, 0 = a21 < a22 < · · · < a2m = 1 , la solution
proposée par [Carley, 2002] est :
UC(u1, u2) =
n∑
j1=2
m∑
j2=2
max(0,min(u1 − a1j1−1 −
j2−1∑
l=1
pj1l, u2 − a2j2−1 −
j1−1∑
l=1
plj2 , pj1j2))
LC(u1, u2) =
n∑
j1=2
m∑
j2=2
max(0,min(u1 − a1j1 +
j2∑
l=1
pj1l, pj1j2) + min(u2 − a2j2 +
j1∑
l=1
plj2 ,
pj1j2)− pj1j2)
avec pj1j2 = D(a1j1 , a2j2) − D(a1j1−1, a2j2) − D(a1j1 , a2j2−1) + D(a1j1−1, a2j2−1),
j1 ∈ {2, . . . , n}, j2 ∈ {2, . . . ,m}, p11 = p1j2 = pj11 = 0, j1 ∈ {2, . . . , n}, j2 ∈
{2, . . . ,m}, (u1, u2) ∈ [0, 1]2. Cependant, des difficultés apparaissent lors de la
généralisation de cette formule à une dimension d ≥ 2.
1.3.2. Bornes de Fréchet des prolongements en dimension d > 2
En dimension d > 2, il n’est pas toujours possible de construire une copule avec
des marges multivariées fixées : ce problème est connu sous le nom de problème
d’incompatibilité [Joe, 1997], [Nelsen, 1999],[Rodríguez-Lallena et Úbeda Flores,
2004], [Durante, Klement et Quesada-Molina, 2008]. Ce problème a été discuté
par [Bass, 1955], [Genest, Quesada-Molina et Rodrigues-Lallena, 1995b], [Joe,
1997], des solutions partielles ont été proposées par [Bass, 1955], [Kellerer, 1964],
[Dall’Aglio, 1972]. Les solutions apportées ne peuvent cependant s’appliquer aux
prolongements de sous-copules ; en effet, des contraintes additionnelles s’imposent,
des contraintes dont ne tiennent pas compte ces travaux. Mis à part, la tentative
de [Carley, 2002] de trouver la borne supérieure des prolongements de sous-copules
en dimension 3, à notre connaissance, il n’y a pas de travaux ayant réalisé une
caractérisation de l’ensemble des prolongements d’une sous-copule en dimension
d > 2 ou ayant établi la borne supérieure ou inférieure d’un tel ensemble.
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1.4. Apports de la thèse et conclusion
La thèse fait des apports dans trois directions : l’estimation non paramétrique
de la copule, la caractérisation de tous les prolongements d’une sous-copule donnée
en dimension 2, et la recherche de la borne supérieure des prolongements d’une
sous-copule en dimension 3.
En ce qui concerne l’estimation de la copule, il y a un manque de résultats
relatifs à la convergence uniforme sur [0, 1]d et la convergence uniforme locale
(sur un voisinage autour d’un point) de tels estimateurs. Le chapitre 2 donne le
résultat local en s’appuyant sur le lissage spline de la copule empirique, tandis
que le résultat sur [0, 1]d est donné pour l’estimateur copule de Bernstein empi-
rique. L’apport principal du chapitre 2 est de fusionner les deux approches (locale
et globale) dans un même cadre. C’est un premier pas vers la construction d’un
estimateur multirésolution par insertion de nœuds à partir de la copule de Bern-
stein empirique. Un tel estimateur pourrait être utile par exemple pour l’étude
de la dépendance locale (la dépendance entre un groupe de variables pour des ni-
veaux fixés d’un autre groupe de variables), la dépendance spatiale (en utilisant
comme paramètres de résolution des paramètres spatiaux), l’analyse multiréso-
lution multivariée (construction d’ondelettes multivariées à partir de la copule
empirique), l’étude de la dépendance pour les données de grandes dimensions (il
est possible de diminuer la dimension du problème en remplaçant les données par
les coefficients de l’analyse multirésolution). Le chapitre 3 s’attèle à caractériser
l’ensemble des copules qui prolongent une sous-copule donnée en dimension 2 et
donne la borne supérieure et la borne inférieure de cet ensemble. Ce travail a été
par le passé réalisé par [de Amo et coll., 2012] mais la caractérisation proposée
ne couvrait pas la dépendance dans les espaces très généraux. Considérons par
exemple la sous-copule D définie sur A×[0, 1], A ⊂ [0, 1], A étant nulle part dense
de mesure de Lebesgue non nulle. La construction de [de Amo et coll., 2012] est
inopérante dans ce cas. En effet, la construction de [de Amo et coll., 2012] utilise
un nombre dénombrable de rectangles alors que le nombre d’éléments de A est
non dénombrable. Le chapitre 3 illustre les limites de la construction de [de Amo
et coll., 2012] dans le cas l’étude de la dépendance sur [0, 1]2 en s’appuyant sur
les ensembles de Cantor gras ; il donne la caractérisation la plus générale possible
(théorème 3.2.1).
En dimension 3, il n’y a pas encore de travaux établissant la borne supérieure
des prolongements d’une sous-copule. Le chapitre 4 essaie de combler ce vide. Il
détermine la borne supérieure des prolongements d’une sous-copule de domaine
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fini en dimension 3. Cette borne supérieure se trouve être une quasi-copule. Un
exemple de la construction d’une telle borne est donné à la fin du chapitre.
Chapitre 2
CONVERGENCE DES ESTIMATEURS BONA
FIDE DE COPULE ET DE DENSITÉ DE
COPULE OBTENUS PAR LISSAGE SPLINE
DE LA COPULE EMPIRIQUE
Résumé. Nous proposons des estimateurs bona fide de la copule et de la densité
de copule basés sur le lissage spline de la copule empirique. Ces estimateurs sont
une généralisation de la copule de Bernstein empirique. Il y a un manque de ré-
sultats sur le comportement asymptotique des estimateurs de la densité de copule
basés sur les pseudo-observations : le seul résultat connu est l’écart quadratique
moyen (MISE) de l’estimateur par ondelettes [Genest et coll., 2009]. Nous don-
nons les résultats sur la convergence (presque sûre, quadratique) et la vitesse de
convergence des estimateurs proposés.
2.1. Introduction
Le théorème de Sklar 1.0.1 [Sklar, 1959], redécouvert par [Deheuvels, 1978], a
ouvert la voie à l’utilisation des copules dans la modélisation multivariée. Étant
donnée une fonction de répartition F d’un vecteur aléatoire (X1, X2, . . . , Xd), avec
comme fonctions de répartition marginales F1, F2, . . . , Fd, il existe une copule C
telle que :
F (x1, x2, . . . , xd) = C(F1(x1), F2(x2), . . . , Fd(xd));
(x1, x2, . . . , xd) ∈ Rd. La densité de copule associée, c, lorsqu’elle existe, vérifie :
f(x1, x2, . . . , xd) = c(F1(x1), F2(x2), . . . , Fd(xd))f1(x1)f2(x2) · · · fd(xd);
(x1, x2, . . . , xd) ∈ Rd, f est la densité conjointe du vecteur aléatoire (X1, X2, . . . , Xd),
f1, f2, . . . , fd sont les densités marginales.
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L’estimation de la copule ou de la densité de copule, lorsque les distribu-
tions marginales ne sont pas connues, n’est pas une tâche facile. Le plus souvent,
l’inférence s’opère récursivement ou non en deux étapes ; une pour l’estimation
des distributions marginales et une autre pour l’estimation de la copule ou de
la densité de copule. À cet effet, on distingue les méthodes paramétriques (IFM,
distributions marginales et copule estimées par maximum de vraisemblance [Joe,
2005]), semi-paramétrique (distributions marginales estimées par une méthode
non paramétrique et copule estimée de façon paramétrique, [Genest, Ghoudi et
Rivest, 1995a], [Shih et Louis, 1995], [Chen et Fan, 2006]). L’approche non para-
métrique estime en une étape la copule en remplaçant les distributions marginales
par les distributions empiriques correspondantes. Elle peut compléter utilement
les approches paramétriques et semi paramétriques pour ce qui concerne la qualité
de l’ajustement [Genest et coll., 2009]. Ce fut [Deheuvels, 1979] qui introduisit
pour la première fois un estimateur non paramétrique de la copule qu’il appela
copule empirique. Soient {(u11, . . . , ud1), . . . , (u1n, . . . , udn)} les rangs associées à
l’échantillon {(X11, . . . , Xd1), . . . , (X1n, . . . , Xdn)} ; toute copule Cˆ dont la restric-
tion définie sur { 1
n
, 2
n
, . . . , 1}d vérifie
Cˆ(
j1
n
, . . . ,
jd
n
) =
1
n
n∑
i=1
I(u1i ≤ j1) · · · I(udi ≤ jd), 0 ≤ j1, . . . , jd ≤ n,
est une copule empirique. La copule empirique n’est pas unique. Néammoins, il
existe une approximation naturelle de la copule emprique,
C˜n(u1, . . . , ud) = Fn(F−1n(u1), . . . , F
−
dn(ud)) , (u, . . . , ud) ∈ [0, 1)d,
selon la définition de [Deheuvels, 1979] avec Fn la fonction de répartition empi-
rique,
Fn(x1, . . . , xd) =
1
n
∑
I(X1i ≤ x1, . . . , Xdi ≤ xd), (x1, . . . , xd) ∈ Rd,
F1n(.) = Fn(.,+∞, . . . ,+∞), . . ., Fdn(.) = Fn(+∞, . . . ,+∞, .) sont les fonctions
de répartition marginales empiriques,
F−jn(u) = inf{t ∈ R, Fjn(t) ≥ u}, u ∈ [0, 1), j = 1, . . . , d
sont les fonctions de quantile associées. Un autre estimateur défini par [Genest
et coll., 1995a] est :
Cn(u1, . . . , ud) =
1
n
∑
i=1
I(F1n(X1i) ≤ u1, . . . , Fdn(Xdi) ≤ ud), (u, . . . , ud) ∈ [0, 1]d.
(2.1.1)
L’estimateur Cn présente l’inconvénient de ne pas être lisse. Différents lissages
de la copule empirique et de l’histogramme associé à Cn ont été proposés parmi
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lesquels le lissage par B-spline [Shen, Zhu et Song, 2008], par la méthode de
noyau [Gijbels et Mielniczuk, 1990], [Fermanian et coll., 2002], par les ondelettes
[Genest et coll., 2009], par polynômes de Bernstein [Bouezmarni, Rombouts et
Taamouti, 2010], [Sancetta et Satchell, 2004], [Rödel, 1987]. L’estimateur par
noyau de la densité de copule connait des problèmes de biais multiplicatif et d’une
vitesse de convergence du biais plus faible à la frontière du support [Hominal et
Deheuvels, 1979], [Charpentier, Fermanian et Scaillet, 2007]. Des palliatifs ont
été proposés : noyau image miroir [Hominal et Deheuvels, 1979], [Schuster, 1985],
transformation bijective [Devroye et Györfi, 1985], noyau frontière [John, 1984],
[Müller, 1991]. Un autre inconvénient de ces estimateurs est qu’ils ne sont pas
des densités de copule car leurs distributions marginales ne sont pas uniformes.
L’estimateur de la densité de copule par les polynômes de Bernstein présente
l’avantage de ne pas avoir de biais multiplicatif et les estimateurs de la copule en
découlant sont des copules. Une généralisation de l’estimation par polynômes de
Bernstein est l’estimation par spline introduit par [Schoenberg, 1946]. Les splines
ont l’avantage d’être des bases locales, et peuvent donner une meilleure vitesse de
convergence [Cai et Meyer, 2011; Perron et Mengersen, 2001]. Nous généralisons
les estimateurs par polynômes de Bernstein de la copule et de la densité de copule
de [Sancetta et Satchell, 2004], déterminons la distance entre les nœuds donnant
le meilleur compromis biais-variance, et donnons les résultats asymptotiques pour
les estimateurs obtenus.
À la section 2 est présentée l’approximation spline d’une copule. De cette
approximation sont tirés les estimateurs splines de la copule et de la densité
de copule à la section 3. Les résultats asymptotiques y sont aussi présentés :
ils s’appuient sur les résultats concernant le module d’oscillation d’un processus
empirique [Stute, 1984], et sur les résultats asymptotiques de [Rüschendorf, 1974,
1976], [Einmahl et Ruymgaart, 1987; Deheuvels, 1997; Fermanian et coll., 2002].
Suivent respectivement aux sections 4 et 5, la comparaison avec les estimateurs
existants et les démonstrations des résultats. La conclusion se trouve à la section
6.
2.2. Approximation de copules par des splines
Nous construisons une approximation spline d’une copule basée sur des fonc-
tions de répartition sur [0, 1]d. Considérons des nœuds sur (0, 1), 0 < xi1 ≤ xi2 ≤
. . . ≤ ximi < 1, i = 1, . . . , d. Nous supposons que
xij =
 0 pour j = 0,−1, . . . ,−ki + 11 pour j = mi + 1,mi + 2, . . . ,mi + ki,
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mi entier naturel, i = 1, 2, . . . , d. Nous définissons les fonctions indicatrices Rij(x :
ki,mi), i = 1, 2, . . . , d, j = 1, . . . ,mi + ki sur (0, 1]
Rij(x : ki,mi) =
 1 si ξij−ki < x ≤ ξij−ki+1,0 sinon,
où
ξij =
1
ki
ki−1∑
l=0
xij+l,
i=1,. . . ,d.
Considérons un vecteur aléatoire sur (0, 1]d, (X1, X2, . . . , Xd), avec comme
fonction de répartition conjointe F et définissons
pk1···kd j1···jd = E[
d∏
i=1
Riji(Xi : ki,mi)], 1 ≤ ji ≤ mi + ki, i = 1, . . . , d.
Soit C une copule, considérons la restriction de C sur
∏d
i=1(ξiji−ki , ξiji−ki+1] :
Ck1···kd j1···jd(x1, . . . , xd) =

P (ξ1j1−k1<X1≤x1,...,ξdjd−kd<Xd≤xd)
pj1···jd
si pk1···kd j1···jd > 0
P (ξ1j1−k1<X1≤x1,...,ξdjd−kd<Xd≤xd)
P (ξ1j1−k1<X1≤ξ1j1−k1+1)×···×P (ξdjd−kd<Xd≤ξdjd−kd+1)
sinon .
La copule C prend la forme :
C(x1, x2, . . . , xd) =
k1+m1∑
j1=1
k2+m2∑
j2=1
· · ·
kd+md∑
jd=1
pk1···kd j1···jdCk1···kd j1···jd(x1, . . . , xd),
(2.2.1)
(x1, . . . , xd) ∈ (0, 1]d. Une approximation de C basée sur des fonctions de répar-
tition sur [0, 1], {Gjki}mi+kij=1 , i = 1, . . . , d, est donnée par :
Gk1···kd(x1, . . . , xd) =
k1+m1∑
j1=1
· · ·
kd+md∑
jd=1
pk1···kd j1···jd
d∏
i=1
Gjiki(xi).
Les splines polynomiales {Gji, j = 1, . . . ,m + i, i = 1, . . . , ki} sont construites
selon les formules de récurrence :
Gji+1 =

Hji+1 + (1−Hji+1)Gji si j = 1,
Hji+1Gj−1i + (1−Hji+1)Gji si j = 2, . . . ,m+ i,
Hji+1Gj−1i si j = m+ i+ 1,
avec
Hji(x) =

0 si x < xj−i,
x−xj−i
xj−xj−i si x ∈ Iij, xj−i ≤ x < xj,
I(x ≥ xj) si, xj−i = xj,
1 si x > xj,
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i = 1, . . . , ki, et Gj0 = I(x ≥ xj), j = 1, . . . ,m. Il est montré en annexe A que
les fonctions {Gjki}mi+kij=1 , i = 1, . . . , d sont des fonctions de répartition associées
à des M-splines et qu’en particulier
Nji−ki−1,ki+1 = Gji−1ki −Gjiki ,
est une B-spline, j = 1, . . . ,mi+ ki, i = 1, . . . , d. L’approximation Gk1···kd est une
fonction de répartition [Schoenberg, 1967] car étant une combinaison convexe de
fonctions de répartition. De plus, les marges sont uniformes grâce au lemme 2.2.1.
Lemme 2.2.1. Les fonctions de répartition {Gjki}mi+kij=1 , i = 1, . . . , d satisfont la
condition
mi+ki∑
j=1
(xkij − xkij−ki)
ki
Gjki(x) = x, x ∈ (0, 1], i = 1, . . . , d
et Gk1···kd est une copule.
Démonstration. D’après [Beutel, Gonska, Kacsó et Tachev, 2002, propriété
P1], nous avons la propriété suivante pour les B−splines normalisés :
mi+ki+1∑
j=1
ξij−kiNj−ki−1,ki+1(x) = x, 0 ≤ x ≤ 1,
avec
ξij =
1
ki
ki−1∑
l=0
xij+l,
j=1, . . . , k+m, i=1, . . . ,d. Notons que nous avons
ξij−ki+1 − ξij−ki =
(xkij − xkij−ki)
k
, j = 1, . . . , k +m, i = 1, . . . , d.
Pour x ∈ (0, 1], i = 1, . . . , d, nous avons
mi+ki∑
j=1
(xkij−xkij−ki)
ki
Gjki(x) =
mi+ki∑
j=1
(ξij−ki+1 − ξij−ki)Gjki(x),
=
mi+ki∑
j=1
ξij−ki+1Gjki(x)−
mi+ki∑
j=1
ξij−kiGjki(x),
=
mi+ki+1∑
j′=2
ξij′−kiGj′−1ki(x)−
mi+ki∑
j=1
ξij−kiGjki(x),
avec j′ = j + 1, j = 1, . . . ,mi + ki,
=
mi+ki+1∑
j′=2
ξij′−kiGj′−1ki(x)−
mi+ki∑
j=2
ξij−kiGjki(x)
− ξi1−kiG1ki(x),
=
mi+ki∑
j′=2
ξij′−ki(Gj′−1ki(x)−Gj′ki(x)) + ξimi+1Gmi+kiki(x)
− ξi1−kiG1ki(x).
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Comme Gj′−1ki − Gj′ki = Nj′−ki−1,ki+1, j′ = 2, . . . ,mi + ki + 1 (lemme A.1.1),
ξi1−ki = 0 (de part la définition de ξi1−ki les éléments de la sommation la défi-
nissant sont tous égaux à 0, x1−ki = · · · = x0 = 0), i = 1, . . . , d, nous pouvons
écrire
mi+ki∑
j=1
(xkij−xkij−ki )
ki
Gjki(x) =
∑mi+ki
j′=2 ξij′−kiNj′−ki−1,ki+1(x)
+ ξimi+1Nmi,ki+1(x) + ξi1−kiN−ki,ki+1(x),
=
mi+ki+1∑
j′=1
ξij′−kiNj′−ki−1,ki+1(x),
= x,
x ∈ (0, 1]. 
À l’issue de cette démonstration, on a pu s’apercevoir queGk pouvait aussi s’écrire
à l’aide de B−splines,
Gk(u1, . . . , ud) =
k+m∑
j1=1
· · ·
k+m∑
jd=1
C(ξj1 , . . . , ξjd)
d∏
i=1
Nji−k−1, k+1(ui),
(u1, . . . , ud) ∈ [0, 1]d, en utilisant l’équation A.1.3
Gj, i =
m+i∑
l=j
Nl−i, i+1,
j = 1, . . . ,m+ i, i = 1, . . . , k.
Le lemme qui suit donne une idée de la qualité de l’approximation obtenue.
Lemme 2.2.2. Nous avons
‖Gk1···kd − C‖∞ ≤
d∑
i=1
ω1(C, h1, . . . , hd)(1 + min{ 1
hi
√
(2ki − 2)
,
√
ki
12
|∆i|
hi
}),
(2.2.2)
‖Gk1···kd − C‖∞ ≤
d∑
i=1
ω2(C, h1, . . . , hd)(1 +
1
2h2i
min{ 1
2ki
,
(ki + 1)|∆i|2
12
}}),
avec
ωr(C, h1, . . . , hd) = sup
|h∗1|<h1,...,|h∗d|<hd,x∈[0,1]d
∥∥∥∥∥
r∑
l=0
(−1)r−l
(
r
l
)
C(x+ (r − 2l)h
∗
l
2
)
∥∥∥∥∥
|∆i| est la distance maximale entre deux nœuds distincts consécutifs sur l’axe i,
i = 1, 2, . . . , d, h1, . . . , hd ∈ [0, 1].
Démonstration. Ces inégalités ont été tirées de [Marsden, 1972; Beutel et coll.,
2002]. 
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L’approximation est d’ordre O(|∆|/k) pour k = k1 = · · · = kd, |∆1| = · · · =
|∆d| = |∆|, h1 = · · · = hd = |∆|/k, lorsque C admet des dérivées partielles d’ordre
1 continues. L’approximation est d’ordre O(|∆|2/k) pour h1 = · · · = hd = |∆|/
√
k
si C admet des dérivées partielles d’ordre 2 continues (voir [Beutel et coll., 2002]).
2.3. Estimation de la copule et de la densité de copule :
principaux résultats
Pour la suite, nous utilisons des nœuds uniformes tels que n (xkji−xkji−k)
k
soit
entier, ji = 1, . . . , k + m, i = 1, . . . , d, n désignera le nombre d’observations.
Cette hypothèse permet de simplifier les notations et les calculs (mais elle n’est
pas indispensable) et elle nous permettra d’écrire
#{l : nξji−k < Rli ≤ nξji−k+1; l = 1, . . . , n}
n
= ξji−k+1 − ξji−k =
(xkji − xkji−k)
k
,
ji = 1, . . . , k+m, {(R11, . . . , Rn1 ), . . . , (R1d, . . . , Rnd )} les vecteurs de rang associées
à l’échantillon {(X11, . . . , X1d), . . . , (Xn1, . . . , Xnd)}.
Comme le terme (xkji−xkji−k)
k
, ji = 1, . . . , k + m, i = 1, . . . , d, jouera un rôle
important dans les preuves, nous introduirons l’expression
|π|
k
= max
1≤ji≤k+m
(xji − xji−k)
k
.
Cette expression |π|/k sera l’analogue de la fenêtre dans une estimation par
noyau. Dans le cas de l’estimation par polynômes de Bernstein, l’expression |π|/k
revient à 1/k, et dans l’estimation par splines, k est fixé et |π|/k est la distance
maximale entre k nœuds consécutifs divisée par une constante k. Nous aurions
pu prendre |∆|/k mais |π|/k a été choisi parce qu’il rend les calculs aisés et
correspond grossièrement à la distance entre deux points de quasi-interpolation.
2.3.1. Estimation de la copule
Soit C une copule et Cn la copule empirique associée (2.1.1), l’estimateur
que nous proposons est une approximation spline 2.2.1 avec k = k1 = · · · = kd,
m1 = · · · = md,
Gk(u1, . . . , ud) =
k+m∑
j1=1
· · ·
k+m∑
jd=1
Cn(ξj1 , . . . , ξjd)
d∏
i=1
Nji−k−1, k+1(ui),
où Cn est la copule empirique (2.1.1), Nji−k−1, k+1 est une B-spline vérifiant
Nji−k−1k+1 = Gji−1k −Gjik,
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ui ∈ [0, 1], i = 1, . . . , d ; Gk prend aussi la forme
Gk(u1, . . . , ud) =
k+m∑
j1=1
· · ·
k+m∑
jd=1
pk, j1···j2
d∏
i=1
Gjik(ui),
pk, j1···jd =
#{l : nξj1−k < Rl1 ≤ nξj1−k+1, . . . , nξjd−k < Rld ≤ nξjd−k+1; l = 1, . . . , n}
n
,
ji = 1, . . . ,m+ k(n), ui ∈ [0, 1], i = 1, . . . , d, l = 1, . . . , n.
Lemma 2.3.1. L’estimateur Gk est une copule. Pour k = 1, Gk est l’estimateur
empirique B-spline de [Shen et coll., 2008].
Démonstration. Les fonctions de répartition marginales de Gk sont uniformes
d’après le lemme 2.2.1
Gk(1, . . . , 1, ui, 1, . . . , 1) =
k+m∑
ji=1
(xkji − xkji−k)
k
Gjik(ui) = ui, ui ∈ [0, 1], i = 1, . . . , d.
Ceci est dû aux propriétés de partition de l’unité des B-splines. Pour k = 1, nous
sommes en présence de B-splines linéaires avec nœuds uniformes [Shen et coll.,
2008]. 
La copule Gk peut être décomposée en deux termes : la copule indépendante
plus un reste. Cette propriété est aussi vérifiée par la copule de Bernstein et peut
être utilisée pour tester l’indépendance.
Lemma 2.3.2. Nous avons la représentation suivante de la copule Gk
Gk(u1, . . . , ud) =
d∏
i=1
ui +
k+m∑
j1=1
· · ·
k+m∑
jd=1
(pk, j1···jd −
d∏
i=1
(ξiji−k+1 − ξiji−k))
d∏
i=1
Gjik(ui),
i = 1, . . . , d. En particulier, pour m = 0, Gk est la copule de Bernstein de [San-
cetta et Satchell, 2004] avec les pseudo-observations à la place des observations.
Démonstration. Ceci est dû au fait que
k+m∑
ji=1
(xkji − xkji−k)
k
Gjik(ui) = ui, ui ∈ [0, 1], i = 1, . . . , d.
et
ξiji−k+1 − ξiji−k =
(xkji − xkji−k)
k
, ji = 1, . . . , k +m, i = 1, . . . , d.

Les deux théorèmes qui suivent donnent le comportement asymptotique presque
sûr et la convergence en loi de l’estimateur de la copule. Le théorème 2.3.1 donne
une condition suffisante pour une convergence uniforme de l’ordre de
√
log logn
n
.
Cette condition s’appuie sur la majoration du lemme 2.2.2.
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Théorème 2.3.1. Supposons que la copule C a des dérivées partielles continues
d’ordre 1. Soit {ϕ(n), n ≥ 1} une suite de nombre réels positifs telle que
lim
n→∞ϕ(n)
√
log log n
n
= 0
alors
lim
n→∞ϕ(n) ‖Gk − C‖∞ = 0
presque sûrement si
min{ 1√
(2k − 2)
,
√
k
12
|∆|} = O(
√
log log n
n
),
|∆| la distance maximale séparant deux nœuds consécutifs distincts.
La condition
min{ 1√
(2k − 2)
,
√
k
12
|∆|} = O(
√
log log n
n
)
donne pour |∆| petit, par exemple |∆| = 1/√n, k = O(log log n) ; cette condition
devient k = O(1) pour |∆| =
√
log log n/n. Pour des valeurs élevées de |∆|, par
exemple |∆| = 1, nous avons k = O(n/ log log n).
Démonstration. Preuve du théorème 2.3.1
DéfinissonsQπ comme l’opérateur de quasi-interpolation par les splines de [Schoen-
berg, 1946] : Qπ est aussi un opérateur de projection. En utilisant l’inégalité
triangulaire, nous obtenons la décomposition suivante :
‖Gk − C‖∞ ≤ ‖Gk −QπC‖∞ + ‖QπC − C‖∞ ,
≤ ‖Qπ(Cn − C)‖∞ + ‖QπC − C‖∞ ,
≤ ‖Cn − C‖∞ + ‖QπC − C‖∞ ,
Pour ‖Cn − C‖∞, la preuve de la convergence presque sûre d’ordre O(
√
log logn
n
)
a été faite par [Deheuvels, 1979] :
lim
n→∞ϕ(n) ‖Cn − C‖∞ = 0.
Le résultat utilise le lemme 2.2.2 : si la condition
min{ 1√
(2k − 2)
,
√
k
12
|∆|} = O(
√
log log n
n
)
est respectée, alors
lim
n→∞ϕ(n) ‖QπC − C‖∞ = 0
et le résultat est acquis. 
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Le processus {√n(Cn − C)(u1, . . . , ud) : (u1, . . . , ud) ∈ [0, 1]d} converge en loi
vers un pont brownien arrêté. Ce résultat est aussi valable pour le processus
{Gˆk(u1, . . . , ud) =
√
n(Gk − C)(u1, . . . , ud) : (u1, . . . , ud) ∈ [0, 1]d}.
Théorème 2.3.2. Supposons que la copule C admet des dérivées partielles d’ordre
2, le processus
{Gˆk(u1, . . . , ud) =
√
n(Gk − C)(u1, . . . , ud) : (u1, . . . , ud) ∈ [0, 1]d}
converge dans l∞[0, 1] vers un processus gaussien (G(u1, . . . , ud)(u1,...,ud)∈[0,1]d :
G(u1, . . . , ud) = B(u1, . . . , ud)−
d∑
l=1
∂C(u1, . . . , ul, . . . , ud)
∂ul
B(1, . . . , 1, ul, 1, . . . , 1)
si √
nmin{ 1
2k
,
k + 1
12
|∆|2} = o(1).
avec |∆| la distance maximale séparant deux nœuds consécutifs distincts,
(B(u1, . . . , ud))(u1,...,ud)∈[0,1]d un pont brownien.
La démonstration s’appuie sur la représentation presque sûre du processus
empirique {√n(Cn − C)(u1, . . . , ud) : (u1, . . . , ud) ∈ [0, 1]d}, n > 0.
Démonstration. Preuve du théorème 2.3.2
Le processus
√
n(Cn(u, v) − C(u, v)) converge en loi vers le processus gaussien
(G(u,v))(u,v)∈[0,1]2 d’après [Fermanian et coll., 2002]. D’après la représentation forte
du processus empirique de copule de [Zari, 2010], nous pouvons trouver une ver-
sion continue de G telle que
√
n(Cn − C) − G tende presque sûrement vers 0
lorsque n tend vers l’infini. Soit Qπ l’opérateur consistant à lisser par les splines.
Nous pouvons donner une représentation forte du processus lissé par la copule en
faisant la décomposition suivante :
√
n(Gk − C)−G =
√
n(Gk −QπC)−QπG+ (QπG−G) +
√
n(QπC − C).
En appliquant la norme uniforme et l’inégalité triangulaire,la condition suffisante
pour que ‖√n(Gk − C)−G‖∞ tende vers 0 est
√
n|∆|(1+min{ 1|∆|√(2k−2) ,
√
k
12
}) =
o(1) car les termes∥∥∥√n(Gk −QπC)−QπG∥∥∥∞ =
∥∥∥Qπ(√n(Cn − C)−G)∥∥∥∞ ≤
∥∥∥√n(Cn − C)−G∥∥∥∞ ,
(d’après l’équation 2.2.2)
‖QπG−G‖∞ → 0, ∆→ 0,
√
n|QπC − C| ≤
√
n|∆|(1 + min{ 1
|∆|
√
(2k − 2)
,
√
k
12
}).
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(d’après l’équation 2.2.2, en prenant h1 = · · · = hd = ∆). Nous rappelons que
l’équation 2.2.2 est
‖Gk1···kd − C‖∞ ≤
d∑
i=1
ω1(C, h1, . . . , hd)(1 + min{ 1
hi
√
(2ki − 2)
,
√
ki
12
|∆i|
hi
}).
Rappelons que |∆| est la distance maximale entre deux nœuds consécutifs dis-
tincts. 
2.3.2. Estimation de la densité de copule
De l’estimateur de la copule, nous tirons un estimateur de la densité de copule.
L’estimateur spline de la densité de copule, gk, est donné par la formule :
gk(u1, . . . , ud) =
k+m∑
j1=1
· · ·
k+m∑
jd=1
pk, j1···jd
d∏
i=1
Mji−k, k(ui),
avec
Mji−k, k(ui) = G
′
jik
(ui), ji = 1, . . . , k +m, i = 1, . . . , d
ui ∈ (0, 1), i = 1, . . . , d. Avant d’énoncer les résultats de cette section, nous avons
besoin de donner des définitions et résultats préliminaires.
Soient Ui1 = Fi(Xi1), Ui2 = Fi(Xi2), . . . , Uin = Fi(Xin) des variables i.i.d de
loi uniforme sur [0, 1], Xi1, . . . , Xin des variables aléatoires réelles de fonction de
répartition Fi, i = 1, . . . , d. Le vecteur (U1l, . . . , Udl) a pour fonction de répartition
une copule C de fonction de densité c, l = 1, . . . , n. Définissons le processus
empirique
αn(
d∏
i=1
[0, ti]) =
√
n(
1
n
n∑
k=1
[
d∏
i=1
I{Uik≤ti} − C(t)]),
t = (t1, . . . , td) ∈ [0, 1]d. Un résultat de [Stute, 1984] donne la vitesse de conver-
gence du module d’oscillation de αn
ωn(h, t) = sup{|αn(R)|, R = (t1, t1 + h]× · · · × (td, td + h]},
t = (t1, . . . , td) ∈ [0, 1]d,
lim
n→∞
ωn(hn, t)√
2hdn log(hdn)
=
√
sup
u∈[0,1]d
c(u);
c(u) ≥ m > 0 ; la valeur
√
supu∈[0,1]d c(u) peut être remplacée par
√
supu∈R0 c(u),
si tous les rectangles R sont inclus dans R0. La suite hn, n > 0 doit vérifier les
conditions
lim
n→∞n(hn)
d =∞, lim
n→∞hn = 0,
lim
n→∞ log(h
−d
n ) = o(nh
d
n),
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lim
n→∞ log(h
−d
n )(loglog n)
−1 =∞.
Lemme 2.3.1. Posons
α′n(
d∏
i=1
[0, ti]) =
√
n(
1
n
n∑
k=1
d∏
i=1
I{Fin(Xik)≤ti} − C(t)),
Fin étant la fonction de répartition empirique associée à Xi1, . . . , Xin, i = 1, . . . , d,
t ∈ [0, 1]d.
Nous avons
|(α′n−αn)(
d∏
i=1
[0, ti])| ≤ ωn(ǫ, t)+ωn(−ǫ, t)+
√
n[C(t+ǫ(1, . . . , 1))−C(t−ǫ(1, . . . , 1))],
avec ǫ =
√
2 loglogn
n
.
Démonstration. En considérant la loi du logarithme itéré, nous avons
|Fin(Xik)− Fi(Xik)| ≤
√
2
loglog n
n
,
i = 1, . . . , d presque sûrement pour n grand. Ceci implique que
α′n(
d∏
i=1
[0, ti]) ≤
√
n( 1
n
n∑
k=1
d∏
i=1
I{Fi(Xik)≤ti+ǫ} − C(t)),
≤ αn(
d∏
i=1
[0, ti + ǫ]) +
√
n(C(t+ ǫ(1, . . . , 1))− C(t)),
≤ αn(
d∏
i=1
[0, ti + ǫ]) +
√
n(C(t+ ǫ(1, . . . , 1))− C(t− ǫ(1, . . . , 1))).
On peut donc en déduire que
(α′n − αn)(
∏d
i=1[0, ti]) ≤ ωn(ǫ, t) +
√
n(C(t+ ǫ(1, . . . , 1))− C(t− ǫ(1, . . . , 1))),
≤ ωn(ǫ, t) + ωn(−ǫ, t) +√n(C(t+ ǫ(1, . . . , 1))− C(t− ǫ(1, . . . , 1))).
Nous pouvons écrire le même type d’inégalité avec αn − α′n en remplacant t +
ǫ(1, . . . , 1) par t− ǫ(1, . . . , 1). Finalement, nous avons
|(α′n − αn)(
∏d
i=1[0, ti])| ≤ ωn(ǫ, t) + ωn(−ǫ, t) +
√
n(C(t+ ǫ(1, . . . , 1))− C(t− ǫ(1, . . . , 1))).

Posons
fn(u1, . . . , ud) =
k+m∑
j1=1
· · ·
k+m∑
jd=1
VC(Aj1···jd)
d∏
l=1
Mjl−k, k(ul),
Tn(u1, . . . , ud) = 1n
∑n
i=1
∑k+m
j1=1
· · · ∑k+mjd=1 IAj1···jd (F1(X1i), . . . , Fd(Xdi))∏dl=1Mjl−k, k(ul),
= 1√
n
[
∑k+m
j1=1
· · · ∑k+mjd=1 αn(Aj1···jd)∏dl=1Mjl−k, k(ul)] + fn(u1, . . . , ud),
27
l’estimateur gk s’écrit
gk(u1, . . . , ud) =
1√
n
[
k+m∑
j1=1
· · ·
k+m∑
jd=1
α′n(Aj1···jd)
d∏
i=1
Mji−k, k(ui)] + fn(u1, . . . , ud),
(u1, . . . , ud) ∈ [0, 1]d, VC est la fonction volume associée à la copule C, Aj1···jd =∏d
l=1[ξjl−k, ξjl−k+1), ji = 1, . . . , k +m, i = 1, . . . , d . Les résultats asymptotiques
présentés aux théorèmes 2.3.3 et 2.3.4 sont essentiellement ceux de Tn ; ces ré-
sultats sont identiques à ceux de gk si gk − Tn décroit assez vite par rapport à
Tn − fn ou est du même ordre ; une condition suffisante pour que ce soit le cas
est que hn décroit moins vite que ǫ (en effet si la densité c est bornée au voisi-
nage de t, on peut borner C(t+ ǫ(1, . . . , 1))−C(t− ǫ(1, . . . , 1) par une constante
multipliée par ǫ). Les conditions posées (K1) − (K4) ne sont qu’une adaptation
des conditions de [Stute, 1984] avec hn = |π|/k auxquelles nous avons rajouté la
condition (K2)pour que gk − Tn puisse décroître assez vite par rapport à Tn− fn
pour n grand. La condition (K5) permet de s’assurer que la variance de gk et la
variance de Tn, n > 0, sont du même ordre.
Théorème 2.3.3. Supposons que k ou |π| soit fixé, et que la densité de la co-
pule dans un voisinage de (u1, . . . , ud) soit finie et continue. Supposons que les
conditions suivantes sont satisfaites :
(K1) lim
n→∞n(
|π|
k
)d =∞, lim
n→∞
|π|
k
= 0,
(K2) lim
n→∞(
|π|
k
)d(ǫ)−1 ∈ (a,∞], a > 0,
(K3) lim
n→∞ log(h
−d
n ) = o(nh
d
n),
(K4) lim
n→∞ log(h
−d
n )(loglog n)
−1 =∞
(K5) lim
n→∞(
|π|
k
)d−d1/2 log n ∈ [0, c], c > 0
Le biais et la variance de l’estimateur gk vérifient :
|E[(gk − c)(u1, . . . , ud)]| = O(ω1(c, |π|k , . . . , |π|k ));
V ar(gk − c)(u1, . . . , ud) = O( c(u1,...,ud)
n(
|pi|
k
)d−d1/2
), si |π| est fixé;
V ar(gk − c)(u1, . . . , ud) = O( c(u1,...,ud)
n(
|pi|
k
)d
), si k est fixé;
d1 est le nombre de u1, . . . , ud différents de 0 et 1. Le choix optimal pour
|π|
k
par
rapport à l’écart quadratique moyen (EQM) en (u1, . . . , ud) est
|π|
k
= O(n−
1
2+d−d1/2 ), si |π| est fixé;
La vitesse de convergence en probabilité pour ce choix est n−
1
2+d−d1/2 pour |π| fixé.
28
Démonstration. L’ensemble des suites satisfaisant aux conditions (K1)−(K5)
n’est pas vide. Par exemple, le choix
|π|
k
d
= logn√
n
satisfait les conditions (K1) − (K5). La démonstration consiste à montrer prin-
cipalement que
|E[(Tn − c)(u1, . . . , ud)]| = O(ω1(c, |π|k , . . . , |π|k )),
ceci est fait au lemme 2.5.2 ;
V ar(Tn(u1, . . . , ud)) = O(
c(u1,...,ud)
n(
|pi|
k
)d−d1/2
), si |π| est fixé;
V ar(Tn(u1, . . . , ud)) = O(
c(u1,...,ud)
n(
|pi|
k
)d
), si k est fixé.
Ceci est fait au lemme 2.5.4. Il nous reste à montrer que les autres termes de la
variance de gk sont négligeables devant la variance de Tn, n > 0.
V ar(gk(u1, . . . , ud)) = V ar(Tn(u1, . . . , ud)) + V ar((Tn − gk)(u1, . . . , ud))
+ 2cov(Tn(u1, . . . , ud), (gk − Tn)(u1, . . . , ud)).
Nous avons
V ar((Tn − gk)(u1, . . . , ud)) ≤ ||(Tn − gk)− E(Tn − gk)||2
qui est négligeable devant V ar((Tn)(u1, . . . , ud)) grâce à la condition (K5). De
plus,
cov(Tn(u1, . . . , ud), (gk − Tn)(u1, . . . , ud)) ≤
√
V ar(Tn(u1, . . . , ud))√
V ar((Tn − gk)(u1, . . . , ud))
qui est négligeable devant V ar((Tn)(u1, . . . , ud)) grâce à la condition (K5). 
En ce qui concerne la convergence presque sûre, elle est donnée par le théo-
rème 2.3.4. Pour fixer le cadre par rapport aux estimateurs concurrents, notons
que la vitesse de convergence uniforme presque sûre de l’estimateur de la densité
par la méthode des noyaux est de
√
log n/(nhd) [Hansen, 2008; Deheuvels et Ma-
son, 1992], h étant la fenêtre. Nous montrons que les mêmes vitesses de conver-
gence s’appliquent pour l’estimateur spline de la densité basé sur les pseudo-
observations.
Théorème 2.3.4. Supposons que la densité de copule est bornée inférieurement
et supérieurement par des réels strictement positifs, et continue dans un voisinage
de (u1, . . . , ud) ∈ [0, 1]d. Supposons que les conditions suivantes sont satisfaites :
(K1) lim
n→∞n(
|π|
k
)d =∞, lim
n→∞
|π|
k
= 0,
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(K2) lim
n→∞(
|π|
k
)d(ǫ)−1 ∈ (a,∞], a > 0,
(K3) lim
n→∞ log(h
−d
n ) = o(nh
d
n),
(K4) lim
n→∞ log(h
−d
n )(loglog n)
−1 =∞
Sous les conditions (K1), (K2), (K3), (K4), c bornée sur un voisinage de (u1, . . . , ud),
nous avons :
lim sup
n→∞
√
(
|π|
k
)d
n
log n
|gk(u1, . . . , ud)− E(gk(u1, . . . , ud))| <∞.
En plus, (gk − c)(u1, . . . , ud) converge presque sûrement vers 0 quand n tend vers
l’infini, (u1, . . . , ud) ∈ [0, 1]d. La convergence est uniforme si la densité de la
copule est continue en tout point.
Démonstration. Nous avons
|gk(u1, . . . , ud)− Tn(u1, . . . , ud)| ≤
k+m∑
j1=1
· · · k+m∑
jd=1
[ |α
′
n(Aj1···jd )−α′n(Aj1···jd )|√
n
d∏
i=1
Mji−k, k(ui)],
≤ B 1√
n
( |π|
k
)−d
sup
j1,...,jd∈{1,...,k+m}
|α′n(Aj1···jd)− αn(Aj1···jd)|,
B > 0, d’après la propriété de partition de l’unité des M−splines établie au
lemme 2.5.1 que nous rappelons :
I[0,1]d(u1, . . . , ud) =
k+m∑
j1=1
· · · k+m∑
jd=1
d∏
l=1
(ξjl−k+1 − ξjl−k)Mjl−k, k(ul).
Or, en utilisant le résultat du lemme 2.3.1 nous pouvons écrire
|α′n(Aj1···jd)− αn(Aj1···jd)| ≤ |αn(A+j1···jd)− αn(A−j1···jd)|
+
√
n(VC(A+j1···jd)− VC(A−j1···jd))
≤ |αn(A+j1···jd)− αn(A−j1···jd)|
+
√
n(VC(A+j1···jd)− VC(A−j1···jd))
≤ 2B1
√
2ǫd log(ǫd) +B2
√
nǫ
avec
A+j1···jd =
d∏
l=1
[ξjl−k − ǫ, ξjl−k+1 + ǫ),
A−j1···jd =
d∏
l=1
[ξjl−k + ǫ, ξjl−k+1 − ǫ),
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j1, . . . , jd = 1, . . . , k +m. Nous en déduisons que
|α′n(Aj1···jd)− αn(Aj1···jd)| ≤ B1 sup
t∈Aj1···jd
[ωn(ǫ, t) + ωn(−ǫ, t)
+
√
nVC(A+j1···jd \ A−j1···jd).
B1 > 0. Si la densité c est bornée sur A+j1···jd , j1, . . . , jd ∈ {1, . . . , k + m}, nous
pouvons trouver B2 > 0 tel que
|α′n(Aj1···jd)− αn(Aj1···jd)| ≤ B1 sup
t∈Aj1···jd
[ωn(ǫ, t) + ωn(−ǫ, t)
+ B2
√
nǫ( |π|
k
)d−1,
B2 > 0. Finalement, nous avons
√
( |π|
k
)d n
logn
|gk(u1, . . . , ud)− Tn(u1, . . . , ud)| ≤ 2BB1
√
2ǫd| log(ǫd)|
log(n)(
|pi|
k
)d
+ BB2ǫ
√
n
logn
( |π|
k
)d/2−1,
et on en déduit que
lim sup
n→∞
√
(
|π|
k
)d
n
log n
|gk(u1, . . . , ud)− Tn(u1, . . . , ud)| <∞,
et que
lim sup
n→∞
√
(
|π|
k
)d
n
log n
|E(gk(u1, . . . , ud)− Tn(u1, . . . , ud))| <∞.
On refait le même travail pour Tn(u1, . . . , ud) ; en remarquant que E(Tn) = fn,
nous avons
|Tn(u1, . . . , ud)− E(Tn(u1, . . . , ud))| = 1√n [
∑k+m
j1=1
· · · ∑k+mjd=1 αn(Aj1···jd)],
≤ B′ 1√
n
( |π|
k
)−d sup
j1,...,jd∈{1,...,k+m}
|αn(Aj1···jd)|,
B′ > 0. On en déduit que√
( |π|
k
)d n
logn
|Tn(u1, . . . , ud)− E(Tn(u1, . . . , ud))| ≤ 2B′B3
√
2| log(( |pi|
k
)d)|
log(n)
.
En utilisant l’inégalité triangulaire
|gk(u1, . . . , ud)− E(gk(u1, . . . , ud))| ≤ |gk(u1, . . . , ud)− Tn(u1, . . . , ud)|
+ |Tn(u1, . . . , ud)− E(Tn(u1, . . . , ud))|
+ |E(gk(u1, . . . , ud)− Tn(u1, . . . , ud))|,
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on arrive au résultat. Pour montrer que (gk − c)(u1, . . . , ud) converge presque
sûrement vers 0, on peut utiliser l’inégalité
|gk(u1, . . . , ud)− c(u1, . . . , ud))| ≤ |gk(u1, . . . , ud)− Tn(u1, . . . , ud)|
+ |Tn(u1, . . . , ud)− E(Tn(u1, . . . , ud))|
+ |E(Tn(u1, . . . , ud))− c(u1, . . . , ud))|.
Les deux premiers termes de l’inégalité convergent. La convergence du troisième
terme est donnée par le lemme 2.5.2. 
Pour |π|
k
= O((log n/n)
1
d+2 ), k fixé, nous atteignons la vitesse optimale de la
convergence uniforme presque sûre pour une densité (bornée inférieurement et
supérieurement par des réels positifs) dont les dérivées partielles d’ordre un sont
bornées.
2.4. Discussion
L’estimateur spline de la densité de copule est une densité de copule. Il réalise
un meilleur compromis biais-variance que l’estimateur de la densité de la copule
de Bernstein. Le biais est de l’ordre h pour l’estimateur spline de la densité de
copule tandis qu’il est de l’ordre h2 sur (0, 1)2 pour l’estimateur par la méthode
des noyaux, h représentant la fenêtre (pour l’estimateur spline h équivaut à π/k, π
distance maximale entre deux nœuds distincts consécutifs, k l’ordre des splines).
Cependant, cet avantage de l’estimateur par noyau n’est obtenu qu’au prix de
l’hypothèse que la densité de la copule à estimer est deux fois dérivable, hypothèse
qui n’est pas nécessaire dans notre cadre de travail. Les résultats présentés dans
ce travail sont avant tout d’ordre asymptotique : nous avons constaté que pour
n (nombre d’observations) petit, l’estimateur de la densité n’est pas une très
bonne approximation de la densité de copule aux bords (surtout si la densité
est infinie aux bords). Sur les simulations (figures 2-1 à 2-6), nous présentons les
estimations de la copule et de la densité de copule dans le cas des familles de
copules de Clayton, Frank, Gumbel, et des copules gaussiennes. Il nous a fallu
prendre au moins n = 106 pour que la variance de l’estimateur respecte l’ordre
de grandeur spécifié dans cet article.
2.5. Résultats intermédiaires et preuves des théorèmes
Pour la clarté de l’exposition des résultats, rappelons les quantités
Tn(u1, . . . , ud) =
1
n
n∑
i=1
k+m∑
j1=1
· · ·
k+m∑
jd=1
IAj1···jd (F1(X1i), . . . , Fd(Xdi))
d∏
l=1
Mjl−k, k(ul),
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et
fn(u1, . . . , ud) =
k+m∑
j1=1
· · ·
k+m∑
jd=1
VC(Aj1···jd)
d∏
l=1
Mjl−k, k(ul),
(u1, . . . , ud) ∈ [0, 1]d, VC est la fonction volume associée à la copule C, Aj1···jd =∏d
l=1[ξjl−k, ξjl−k+1), ji = 1, . . . , k +m, i = 1, . . . , d . Nous avons E(Tn) = fn.
Lemme 2.5.1. Résultat intermédiaire pour le théoreme 2.3.4
Soit C0 la copule indépendante vérifiant
C0(u1, . . . , ud) = u1 · · · ud
(u1, . . . , ud) ∈ [0, 1]d. Nous avons :
C0(u1, . . . , ud) =
k+m∑
j1=1
· · · k+m∑
jd=1
d∏
l=1
(ξjl−k+1 − ξjl−k)Gjlk(ul), (2.5.1)
I[0,1]d(u1, . . . , ud) =
k+m∑
j1=1
· · · k+m∑
jd=1
d∏
l=1
(ξjl−k+1 − ξjl−k)Mjl−k, k(ul). (2.5.2)
Démonstration. Nous devons démontrer que
C0(u1, . . . , ud) =
d∏
l=1
k+m∑
jl=1
(ξjl−k+1 − ξjl−k)Gjlk(ul).
Or, les équations
k+m∑
jl=1
(ξjl−k+1 − ξjl−k)Gjl−kk(ul) = ul,
l = 1, . . . , d ne sont qu’une reformulation du lemme A.2.1. Ils permettent d’abou-
tir à l’égalité (2.5.1). L’équation (2.5.2) n’est qu’une reformulation de (2.5.1) pour
la fonction de densité. 
Lemme 2.5.2. Résultat intermédiaire pour le théoreme 2.3.4
Si c la densité de la copule est continue dans un voisinage de (u1, . . . , ud) ∈ [0, 1]d,
nous avons les inégalités suivantes :
|fn(u1, . . . , ud)− c(u1, . . . , ud)| ≤ d |π|khω1(c, h, . . . , h)
+(1 + 1
h2
(1 +
√
k
12
)2 |πk|
2
k2
)ω2(c, h, . . . , h).
avec |π| = max
j
(xj−k − xj). Si c est continue en (u1, . . . , ud), fn(u1, . . . , ud)
converge vers c(u1, . . . , ud).
Démonstration. Nous avons
|(fn − c)(u1, . . . , ud)| = |(Qπc− c)(u1, . . . , ud)|,
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Qπ est l’opérateur lissage par splines. Nous avons par conséquent
|fn(u1, . . . , ud)− c(u1, . . . , ud)| ≤ d |πk|kh ω1(c, h, . . . , h)
+(1 + 1
h2
(1 +
√
k
12
)2 |πk|
2
k2
)ω2(c, h, . . . , h).

Lemme 2.5.3. Soit µ0 la mesure de Lebesgue sur [0, 1]d, pour k assez grand,
k+m∑
j1=1
· · ·
k+m∑
jd=1
µ0(Aj1···jd)
2
d∏
l=1
M2jl−k, k(ul) = O((
|πk|
k
)d1/2)
avec d1 le nombre d’éléments parmi u1, . . . , ud différents de 0 et de 1.
Démonstration. Pour l fixé, soit ul ∈ [0, 1]
— Si ul ∈ {0, 1}, supposons pour fixer les idées ul = 0. Nous avons pour
jl 6= j′l
Mjl−k, k(ul)Mj′l−k, k(ul) = 0.
En effet, d’après l’équation (A.1.2) et le lemme 2.2.1, nous avons
m+k∑
j=1
(
1
k − 1
k−1∑
l=1
xj−k+l)Nj−k, k(0) = 0.
Comme les M-splines sont des B-splines à une constante près, lesMjl−k, k(0)
sont tous nuls à l’exception de M1−k, k(0).
— Si ul /∈ {0, 1}, nous avons pour jl 6= j′l, nous utilisons l’approximation des
splines par la densité d’une loi normale. Posons
Zk = δj+1−kU(k:k) + · · ·+ δjU(1:k),
avec
δj+1−k = xj+1−k − xj−k, . . . , δj = xj+1 − xj,
, i = 1, . . . ,m ; U(l:k) est la lème statistique d’ordre parmi U1, . . . , Uk, va-
riables aléatoires de loi uniforme sur [0, 1], l = 1, . . . , k, j = 1−k, . . . ,m. La
fonction Gjk, si elle est continue, est la fonction de répartition de xj−i+Zk,
j = 1, . . . ,m+ i, i = 1, . . . , k. Ce résultat est la conséquence directe du fait
que la densité de xj−k+Zk est la M-spline dont les nœuds sont xj−k, . . . , xj,
(voir [Adell et Sanguesa, 2005; Karlin, Micchelli et Rinott, 1986]). En uti-
lisant le fait que les espacements d’ordre 1 entre statistiques d’ordre sont
asymptotiquement indépendants et de loi bêta, nous avons
E(Zk) =
∑k
l=0
xj−k+l+1
k+1
= O(ul),
τ 2 = V (Zk) = O( k
(k+1)2(k+2)
∑k
l=0 x
2
j−k+l+1) = O(u
2
l
π
k
).
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∑k+m
jl=1
(π
k
)2M2jl−k, k(ul) ≈∫
(π
k
)2( 1√
2πτ
exp− (ul−pik z)2
2τ2
)2dz = O(π
k
τ−1),
= O(
√
π
k
).

Lemme 2.5.4.
V ar(Tn(u1, . . . , ud)) = 1n
∑k+m
j1=1
· · · ∑k+mjd=1 µ(Aj1···jd)(1− µ(Aj1···jd))∏dl=1M2jl−k, k(ul).
Si la densité de la copule c est continue au voisinage de (u1, . . . , ud), (u1, . . . , ud) ∈
[0, 1]d, et n assez grand, nous avons
V ar(Tn(u1, . . . , ud)) = O(
c(u1,...,ud)
n(
|pi|
k
)d−d1/2
)
avec d1 le nombre d’éléments parmi u1, . . . , ud différents de 0 et de 1.
Démonstration. Nous avons
V ar(Tn(u1, . . . , ud)) =
1
n
k+m∑
j1=1
· · ·
k+m∑
jd=1
V ar(IAj1···jd (F1(X11), . . . , Fd(Xd1)))
d∏
l=1
M2jl−k, k(ul),
d’où
V ar(Tn(u1, . . . , ud)) = 1n
k+m∑
j1=1
· · · k+m∑
jd=1
VC(Aj1···jd)(1− µ(Aj1···jd))
d∏
l=1
M2jl−k, k(ul),
VC est la fonction volume associée à C. Si la densité de la copule c est continue
au voisinage de (u1, . . . , ud), (u1, . . . , ud) ∈ [0, 1]d, et n assez grand, nous avons
VC(Aj1···jd) = O(c(u1, . . . , ud)µ0(Aj1···jd)),
µ0 étant la mesure de Lebesgue sur [0, 1]d. Enfin, le fait que
µ0(Aj1···jd) = O(
|π|
k
d
),
et le lemme 2.5.3 permettent de conclure. 
2.6. Conclusion
Nous proposons des estimateurs spline de la copule et de la densité de copule
basés sur des pseudo-observations. Ce sont des généralisations des estimateurs
copules de Bernstein empiriques. L’estimateur de la densité ainsi construit ne
souffre pas de biais aux frontières et atteint la vitesse de convergence optimale
pour une densité dérivable une fois et bornée inférieurement et supérieurement
par des nombres réels positifs. Cet estimateur pourrait être utilisé dans le cadre
d’une analyse multirésolution de la copule de Bernstein par insertion de nœuds.
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Figure 2.1. Copule de Clayton
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Figure 2.2. Log densité de la copule de Clayton
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Figure 2.3. Copule de Frank
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Figure 2.4. Log densité de la copule de Frank
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Figure 2.5. Copule gaussienne
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Figure 2.6. Log densité de la copule gaussienne
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Figure 2.7. Copule de Gumbel
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Figure 2.8. Log densité de la copule de Gumbel
Chapitre 3
CARACTÉRISATION DES
PROLONGEMENTS D’UNE SOUS-COPULE
EN DIMENSION 2
Résumé. L’objectif du chapitre est de caractériser l’ensemble des copules qui
prolongent une sous-copule donnée en dimension 2. Ce sujet a été traité par le
passé par [Nešlehová, 2007], [Faugeras, 2012], [de Amo et coll., 2012]. Cependant,
il reste des zones d’ombre que ce chapitre cherche à combler.
3.1. Introduction
Soit F une fonction de répartition en dimension 2 avec F1, F2 les fonctions
de répartition marginales. Nous disons que D est une sous-copule générée par F
si Si est l’espace image de Fi, i = 1, 2, D est définie sur S1 × S2 par la relation
D(F1(x1), F2(x2)) = F (x1, x2) pour tout (x1, x2) ∈ R2. Une sous-copule D est
générée par une fonction de répartition F si et seulement si D est une sous-
copule et inf{t ∈ Si : t ≥ ui} ∈ Si pour tout ui ∈ [0, 1], i = 1, 2, S1 × S2 étant le
domaine de D.
Soit C l’espace des copules et D l’espace des sous-copules. Nous disons que
C ∈ C est un prolongement de D ∈ D si la restriction de C sur S1 × S2 est
donnée par D. Soit C (D) l’espace des prolongements de D, D ∈ D . Il existe
un lien entre les prolongements d’une sous-copule générée par une fonction de
répartition et le théorème de Sklar. Le théorème de Sklar dit que si F est une
fonction de répartition alors il existe une copule C telle que
F (x1, x2) = C(F1(x1), F2(x2)), (x1, x2) ∈ R2,
C est définie de façon unique sur {(F1(x1), F2(x2)) : (x1, x2) ∈ R2}. L’objectif
de ce chapitre est de donner une formule explicite de tous les prolongements
possibles dans le cadre le plus général possible.
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Si D est générée par une fonction de répartition, par le théorème de Sklar,
nous pouvons montrer que C (D) 6= ∅. La toute première preuve du théorème
de Sklar peut être trouvée dans [Schweizer et Sklar, 1974]. D’autres versions et
prolongements peuvent être trouvés dans [Carley et Taylor, 2002], [Denuit et
Lambert, 2005], [Rüschendorf, 2009]. Un autre type de prolongement basé sur
la transformation de [Szczesny, 1991] a été proposé par [Nešlehová, 2007]. Se
basant sur une autre version plus générale de la transformation de [Szczesny,
1991] donnée par [Shorack, 2000], [Faugeras, 2012] a proposé une caractérisation
des prolongements des sous-copules discrètes.
Nous dirons que Cmax est le prolongement maximal de la sous-copule D si
Cmax ∈ C (D) et Cmax ≥ C pour tout C ∈ C (D). De la même façon, Cmin est
le prolongement minimal de la sous-copule D si Cmin ∈ C (D) et Cmin ≤ C pour
tout C ∈ C (D). Le plus souvent, les prolongements d’une sous-copule ne sont pas
uniques mais, le prolongement maximal et le prolongement minimal existent. Ce
résultat a été prouvé par [Carley, 2002] lorsque le domaine de D est de cardina-
lité finie. Une généralisation au cas où le domaine est dénombrable a été faite par
[Genest et Nešlehová, 2007]. À part la caractérisation de tous les prolongements
de la sous-copule D, un autre objectif du chapitre est de montrer que les pro-
longements maximal et minimal existent dans le cadre le plus général possible.
Apparemment, nos objectifs ont été atteints par [de Amo et coll., 2012]. Cepen-
dant, la caractérisation de [de Amo et coll., 2012] implique des ensembles P1 et
P2 appelés ensembles de singletons (Section 3). Il est implicite dans la construc-
tion que P1 et P2 sont de mesure de Lebesgue nulle. Nous pouvons trouver des
contre-exemples en utilisant l’ensemble de Smith-Volterra-Cantor par exemple,
voir [Aliprantis, 1998]. Nous proposons donc une construction dans le cadre le
plus général possible au théorème 3.2.1.
Dans la section 2, nous donnons une construction caractérisant tous les pro-
longements d’une sous-copule D (théorème 3.2.1). L’idée de base s’appuie sur
la règle des probabilités totales. Dans les section 3 et 4, nous développons une
expression pour Cmax et Cmin. Notons que Cmax et Cmin sont liées par la relation
Cmin(u, v) = v − Cmax(1− u, v), u, v ∈ [0, 1].
À la section 5, nous discutons des limitations de l’approche proposée par [de Amo
et coll., 2012].
Dans ce chapitre, l’intérieur d’un ensemble E est noté E˚. La fermeture d’un
ensemble E est notée E. L’inverse généralisé de la fonction de répartition F sur
[0, 1] est noté F (−1) et est donné par F (−1)(u) = inf{t ∈ [0, 1] : F (t) ≥ u},
u ∈ [0, 1].
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3.2. Les prolongements
Soit D une sous-copule sur S1 × S2. Nous voulons trouver l’ensemble des
copules prolongeant D. Le lemme 3.2.1 et lemme 3.2.2 donnent des prolongements
naturels. Ces prolongements sont uniques. Après le lemme 3.2.1, nous donnons
une partition de [0, 1]2. Cette partition est l’élément clé du chapitre. Le lemme
3.2.3 donne l’application de la règle des probabilités totales appliquée aux copules.
Le résultat général est donné au théorème 3.2.1.
Lemme 3.2.1. Soit D une sous-copule définie sur S1 × S2 alors D admet un
prolongement en une sous-copule D sur S1 × S2. Nous avons Cmax ∈ C (D) si et
seulement si Cmax ∈ C (D).
Démonstration. Si D est une sous-copule sur S1 × S2 alors D est Lipschitz-
continue de constante de Lipschitz 1. En d’autres mots,
|D(u, v)−D(u′, v′)| ≤ |u− u′|+ |v − v′|, (u, v), (u′, v′) ∈ S1 × S2.
Si (u, v) ∈ S1 × S2, alors nous pouvons trouver une suite {(un, vn))}∞n=1 dans
S1 × S2 convergeant vers (u, v). Définissons
D(u, v) = lim
n→∞D(un, vn).
La fonction D est bien définie (ne dépend pas de la suite utilisée dans la
définition) parce que D est Lipschitz-continue de constante de Lipschitz 1. Il est
facile de vérifier que D est une sous-copule et que C est une copule prolongeant
D si et seulement si C est une copule prolongeant D. 
Trouvons une partition de [0, 1]2 basée sur S1 × S2. Comme Sk est fermée, et
que {0, 1} ⊂ Sk, k = 1, 2, nous pouvons écrire
[0, 1] =
⋃
l∈Jk
Vkl, Vk0 = Sk, Vkl = (akl, bkl), akl < bkl, 0 < l ∈ Jk ⊂ N, k = 1, 2.
Supposons que {0} ∈ Jk, soit J∗k = Jk \ {0}, k = 1, 2. La partition est construite
de la façon suivante. Nous prenons
Ekl = (akl, bkl], l ∈ J∗k , Ek0 = [0, 1] \
⋃
l∈J∗
k
Ekl, k = 1, 2
[0, 1]2 =
⋃
(i,j)∈J1×J2
E1i × E1j.
Considérons les classes d’ensembles Ak, k = 1, 2, données par
Ak = {(a, b] : a ≤ b, a, b ∈ Sk} ∪ {[0, b] : b ∈ Sk}, k = 1, 2.
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Posons
A = {A1 × A2 : Ak ∈ Ak, k = 1, 2}.
Il est aisé de voir que A est une semi-algèbre. Pour Ak ∈ Ak, un intervalle
ayant comme extrémités ak, bk, ak ≤ bk, k = 1, 2, nous considérons la fonction VD
définie par
VD(A1 × A2) = D(a1, b1)−D(a2, b1)−D(a1, b2) +D(a2, b2).
Lemme 3.2.2. La fonction VD définie sur A admet un prolongement unique en
une mesure de probabilité PD sur σ(A ).
La preuve du lemme 3.2.2 peut être trouvée en annexe. Soit H l’espace des
fonctions de répartition continues sur R. Considérons {A1i×A2j : (i, j) ∈ J1×J2}
une partition de [0, 1]2, Jk ⊂ N, k = 1, 2.
Lemme 3.2.3. (1) Nous avons C ∈ C si et seulement si
C(u, v) =
∑
{(i,j)∈J1×J2:pij>0}
pijCij(H1ij(u), H2ij(v)), u, v ∈ [0, 1] (3.2.1)
pour pij ∈ [0, 1], (i, j) ∈ J1 × J2 avec Cij ∈ C , Hkij ∈ H ,(i, j) ∈ J1 × J2,
k = 1, 2
∑
(i,j)∈J1×J2
pij = 1,
H1ij, H2ij sont des fonctions de répartition continues concentrées respecti-
vement sur A1i et A2j, (i, j) ∈ J1 × J2, pij > 0
∑
{(i,j)∈J1×J2:pij>0}
pijH1ij(u) = P (U ∈ [0, u] ∩ A1i), u ∈ [0, 1], (3.2.2)
U ∼ U [0, 1] si
i ∈ J1,
∑
j∈J2
pij > 0,
∑
{(i,j)∈J1×J2:pij>0}
pijH2ij(v) = P (U ∈ [0, v] ∩ A2j), v ∈ [0, 1], (3.2.3)
si
j ∈ J2,
∑
i∈J1
pij > 0.
(2) Supposons que C est donné par l’équation 3.2.1. Soit PC la mesure de
probabilité associée avec C et
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M = {(i, j) ∈ J1 × J2 : pij > 0}. Pour tout u, v ∈ [0, 1], nous obtenons
pij = PC(A1i × A2j), (i, j) ∈ J1 × J2
H1ij(u) = PC([0, u]× [0, 1]|A1i × A2j), (i, j) ∈ M
H2ij(v) = PC([0, 1]× [0, v]|A1i × A2j)(i, j) ∈ M
H1ij, H2ij sont Lipschitz-continues de constante de Lipschitz p−1ij , (i, j) ∈
M .
Cij(u, v) = PC((−∞, H(−1)1ij (u)]× (−∞, H(−1)2ij (v)]|A1i × A2j), (i, j) ∈ M .
(3) Soit PC la mesure de probabilité associée à C, C ∈ C . Considérons les
fonctions de répartition H1i·, H2·j données par
H1i·(u) = P (U ≤ u|U ∈ A1i) pour P (U ∈ A1i) > 0, U ∼ U (0, 1), i ∈ J1
H2·j(v) = P (U ≤ v|U ∈ A2j) pour P (U ∈ A2j) > 0, U ∼ U (0, 1), j ∈ J2.
Les équations (3.2.2) et (3.2.3) sont satisfaites si et seulement si
H1ij = Φ1ij ◦ Φ(−1)1i· ◦H1i·
avec
Φ1i· =
∑
{k:(i,k)∈M }
pikΦ1ik∑
{k:(i,k)∈M }
pik
,
(i, j) ∈ M ,
H2ij = Φ2ij ◦ Φ(−1)2·j ◦H2·j
avec
Φ2·j =
∑
{k:(k,j)∈M }
pkjΦ2kj∑
{k:(k,j)∈M }
pkj
,
(i, j) ∈ M , pour Φ1ij,Φ2ij ∈ H , (i, j) ∈ M .
Démonstration. (parties a et b) Il est facile de voir que si C satisfait l’équation
(3.2.1) avec H1ij et H2ij des fonctions de répartition concentrées sur A1i, A2j,
pi,j > 0, (i, j) ∈ M et ∑(i,j)∈J1×J2 pij = 1 alors C est une fonction de répartition
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concentrée sur [0, 1]. Soit PC la mesure de probabilité associée à C. À partir des
équations (3.2.2) et (3.2.3), nous obtenons
PC([0, u]× [0, 1] ∩ A1i × [0, 1]) = P (U ≤ u, U ∈ A1i),
pour P (U ∈ A1i) > 0, i ∈ J1 ;
PC([0, 1]× [0, v] ∩ [0, 1]× A2j) = P (U ≤ v, U ∈ A2j),
pour P (U ∈ A2j) > 0, j ∈ J2. Ceci implique que C a des marges uniformes, donc
C ∈ C .
Supposons que C ∈ C . Soit PC la mesure de probabilité associée à C. Soit
pij = PC(A1ij × A2ij), (i, j) ∈ M .
Nous pouvons écrire
C(u, v) =
∑
(i,j)∈J1×J2:pij>0
pijPC([0, u]× [0, v]|A1ij × A2ij), u, v ∈ [0, 1].
Soit PC(·|A1ij × A2ij) la probabilité conditionnelle induite par PC , (i, j) ∈ M .
Soient H1ij et H2ij les fonctions de répartition marginales associées à PC(·|A1ij ×
A2ij), (i, j) ∈ M . Si 0 ≤ u0 < u1 ≤ 1 alors
pij(H1ij(u1)−H1ij(u0)) ≤ ∑k:(i,k)∈M pik(H1ij(u1)−H1ij(u0)),
= PC((u0, u1] ∩ A1ij × [0, 1])
≤ u1 − u0, (i, j) ∈ M ;
ceci montre queH1ij est Lipschitz-continue avec une constante de Lipschitz de p−1ij .
De façon similaire, H2ij est Lipschitz-continue avec une constante de Lipschitz de
p−1ij . Le théorème de Sklar implique que
PC((0, u1]× (0, v]|A1ij × A2ij) = Cij(H1ij(u), H2ij(v))
avec
Cij(u, v) = PC((−∞, H(−1)1ij (u)]× (−∞, H(−1)2ij (v)]|A1i × A2j), (i, j) ∈ M .
L’équation (3.2.2) et l’équation (3.2.3) sont automatiquement satisfaites.
(partie c, condition nécessaire) Si l’équation (3.2.2) et l’équation (3.2.3) sont
satisfaites alors Hkij ∈ H , k = 1, 2, (i, j) ∈ M . Soit Φ1ij = H1ij, (i, j) ∈ M .
Dans ce cas, Φ1i· = H1i· pour PC(U ∈ A1i) > 0, U ∼ U (0, 1), i ∈ J1. Si i ∈ J1
satisfait PC(U ∈ A1i) > 0, U ∼ U (0, 1), alors Φ1i· ◦ Φ(−1)1i· (x) = x pour tout
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x ∈ (0, 1) et ∑
{j:(i,j)∈M }
pij[H1ij − Φ1ij ◦ Φ(−1)1i· ◦ Φ1i·] = 0. (3.2.4)
De plus nous avons toujours Φ(−1)1i· ◦ Φ1ij(x) ≤ x, x ∈ R, (i, j) ∈ M . En utilisant
cette propriété, nous obtenons H1ij ≥ H1ij ◦ Φ(−1)1i· ◦ Φ1i· = Φ1ij ◦ Φ(−1)1i· ◦ Φ1i·,
(i, j) ∈ M ; ainsi tous les éléments de l’équation (3.2.4) sont positifs ou nuls. Par
conséquent, H1ij = Φ1ij ◦ Φ(−1)1i· ◦ Φ1i· pour tous (i, j) ∈ M .
De façon similaire, on peut montrer que si Φ2ij = H2ij, (i, j) ∈ M alors
H2ij = Φ2ij ◦ Φ(−1)2·j ◦ Φ2·j pour tous (i, j) ∈ M .
(partie c, condition suffisante) Si Φkij ∈ H , k = 1, 2, (i, j) ∈ M alors Φ1i· ∈ H
si P (U ∈ A1i) > 0, i ∈ J1. (cela peut être prouvé par le théorème de convergence
dominée). De façon similaire, Φ2·j ∈ H si P (U ∈ A2j) > 0, j ∈ J2. Si P (U ∈
A1i) > 0, i ∈ J1, et H1ij = Φ1ij ◦ Φ(−1)1i· ◦H1i· alors Φ1i· ◦ Φ(−1)1i· (x) = x pour tout
x ∈ (0, 1) et
∑
{k:(i,k)∈M }
pikH1ik∑
{k:(i,k)∈M }
pik
= Φ1i· ◦ Φ(−1)1i· ◦H1i· = H1i·.
Cela montre que l’équation (3.2.2) est satisfaite. De façon similaire, nous pouvons
montrer que l’équation (3.2.3) est satisfaite. 
Théorème 3.2.1. (1) Une copule C est un prolongement d’une sous-copule
D si et seulement si C satisfait
(a) les conditions spécifiées au lemme 3.2.1 (partie 1) avec A1i = E1i, A2j =
E2j, (i, j) ∈ J1 × J2 ;
(b) pij = PD(E1i × E2j), (i, j) ∈ J1 × J2 ;
(c)
H10j(u) = PD([0, u]× [0, 1]|E1i × E2j), (3.2.5)
u ∈ [0, 1], pour (0, j) ∈ M ,
H2i0(v) = PD([0, 1]× [0, v]|E1i × E2j), (3.2.6)
v ∈ [0, 1], pour (i, 0) ∈ M .
(d)
C00(u, v) = PC((−∞, H(−1)100 (u)]× (−∞, H(−1)200 (v)]|E10 × E20),
(0, 0) ∈ M , u, v ∈ [0, 1].
(2) Soit M ∗ = {(i, j) ∈ M : i, j > 0}. Soit C un prolongement de D, PC la
mesure de probabilité associée à C. Considérons les fonctions de répartition
H1i+ et H2+j données par
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H1i+(u) =
P (U ≤ u, U ∈ E1i)− pi0H1i0(u)∑
j:(i,j)∈M+ pij
,
P (U ∈ E1i) > pi0, i ∈ J∗1 ,
H2+j(u) =
P (U ≤ v, U ∈ E2j)− pi0H20j(v)∑
j:(i,j)∈M+ pij
,
P (U ∈ E2j) > p0j, j ∈ J∗2 . Les équations (3.2.2), (3.2.3) (avec Akij = Ekij,
k = 1, 2, (i, j) ∈ J1 × J2 sont satisfaites si et seulement si les équations
(3.2.5) et (3.2.6) sont satisfaites,
H1ij = Φ1ij ◦ Φ(−1)1i+ ◦H1i+
avec
φ1i+ =
∑
{k:(i,k)∈M+}
pikφ1ik∑
{k:(i,k)∈M+}
pik
,
(i, j) ∈ M ∗,
H2ij = Φ2ij ◦ Φ(−1)2+j ◦H2+j,
avec
φ2+j =
∑
{k:(k,j)∈M+}
pkjφ2kj∑
{k:(k,j)∈M+}
pkj
,
(i, j) ∈ M ∗, pour φ1ik, φ2ij ∈ H , (i, j) ∈ M ∗.
Démonstration. Considérons les fonctions lk : [0, 1] −→ R données par lk(t) =
sup{u ∈ Sk : u ≤ t}, t ∈ [0, 1], k = 1, 2. Nous avons lk(t) = t, t ∈ [0, 1] si et
seulement si t ∈ Sk, k = 1, 2. Si lk(t) < t, t ∈ [0, 1], alors (lk(t), t) ∩ Ek0 = ∅,
k = 1, 2. Cela implique que [0, u] ∩ E10 × [0, 1] = [0, lk(u)] ∩ E10 × [0, 1] ∈ σ(A )
pour tout u ∈ [0, 1] et [0, 1] × [0, v] ∩ E20 = [0, 1] × [0, lk(v)] ∩ E20 ∈ σ(A ) pour
tout v ∈ [0, 1]. Ainsi donc, H10j(u) et H2i0(v), u, v ∈ [0, 1], (i, j) ∈ M sont bien
définis même si u /∈ S1 ou v /∈ S2. Si C ∈ C alors les conditions données par le
lemme (3.2.1) (partie 1) sont des conditions nécessaires. Si C ∈ C (D), PC est la
mesure de probabilité associée avec C et PD est la mesure associée à D sur σ(A ),
alors nous devons avoir PC = PD sur σ(A ). Aussi, les autres conditions énoncées
dans le théorème 3.2.1 sont des conditions nécessaires.
Soit M ∗ = {(i, j) ∈ M , : i, j > 0}. Si les conditions du lemme 3.2.3 (partie
1) sont satisfaites alors C ∈ C . Nous avons besoin de vérifier que la restriction
de C sur S1 × S2 est donnée par D. Notons que [0, u] ∩ E1i ∈ {∅, E1i} pour tout
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u ∈ S1, (i, 0) ∈ M , i > 0. De façon similaire, [0, v] ∩ E2j ∈ {∅, E2j} pour tout
v ∈ S2, (0, j) ∈ M , j > 0. Cela montre que
PC([0, u]× [0, v]|E1i × E2j) = PD([0, u]× [0, v]|E1i × E2j), (3.2.7)
(u, v) ∈ S1 × S2, (i, j) ∈ M ∗. Si v ∈ S2, E2j ∩ [0, v] = ∅, (0, j) ∈ M , j > 0 alors
PC([0, u]× [0, v]|E10 × E2j) = 0 = PD([0, u]× [0, v]|E10 × E2j),
u ∈ S1.
Si v ∈ S2, E2j ∩ [0, v] = E2j, (0, j) ∈ M , j > 0 alors
PC([0, u]× [0, v]|E10 × E2j) = H10j(u) = PD([0, u]× [0, v]|E10 × E2j),
u ∈ S1.
Nous obtenons que
PC([0, u]× [0, v]|E10 × E2j) = PD([0, u]× [0, v]|E10 × E2j), (3.2.8)
(u, v) ∈ S1 × S2, (0, j) ∈ M , j > 0.
De façon similaire,
PC([0, u]× [0, v]|E1i × E20) = PD([0, u]× [0, v]|E1i × E20), (3.2.9)
(u, v) ∈ S1 × S2, (i, 0) ∈ M , i > 0.
De la définition de Hk00, k = 1, 2 et C00, nous obtenons automatiquement que
PC([0, u]× [0, v]|E10 × E20) = PD([0, u]× [0, v]|E10 × E20), (3.2.10)
(u, v) ∈ S1 × S2, (0, 0) ∈ M .
En utilisant l’équation (3.2.7), l’équation (3.2.8), l’équation (3.2.9), l’équation
(3.2.10), nous obtenons que
C(u, v) =
∑
(i,j)∈M
PC([0, u]× [0, v]|E1i × E2j)PC(E1i × E2j)
=
∑
(i,j)∈M
PD([0, u]× [0, v]|E1i × E2j)PD(E1i × E2j)
= D(u, v), (u, v) ∈ S1 × S2.
La démonstration de la partie 2 est vraiment similaire à celle de la partie du
lemme 3.2.1 et est omise. 
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3.3. La copule maximale
Soit D une sous-copule. Dans cette section, nous trouvons Cmax, le prolon-
gement maximal de D. Le résultat principal de cette partie est donné par le
théorème 3.3.1. Le théorème 3.3.2 fait le lien entre le théorème 3.3.1 et la section
3.2. Il fait aussi le lien avec les autres résultats de la littérature scientifique.
Théorème 3.3.1. Soit
lk(s) = sup{t ∈ Sk : t ≤ s}, s ∈ [0, 1], k = 1, 2
Lk(s) = sup{t ∈ Sk : t ≥ s}, s ∈ [0, 1], k = 1, 2
Ek(s) = (lk(s), Lk(s)], s ∈ [0, 1], k = 1, 2
Cmax(u, v) =

D(u, v)si (u, v) ∈ E10 × E20
min(D(b1i, v), u− a1i +D(a1i, v))si (u, v) ∈ E1i × E20
min(D(u, b2j), v − a2j +D(u, a2j))si (u, v) ∈ E10 × E2j
min(Cmax(u, a2j) + Cmax(a1i), v)
−D(a1i, b2j), Cmax(u, b2j) + Cmax(a1i), v)
−D(a1i, b2j))si (u, v) ∈ E1i × E2j.
Nous avons
Cmax(u, v) = D(l1(u), l2(v)) + min(P (U ≤ u− l1(u)), PD(E1(u)× [0, l2(v)]))
+ min(min(P (U ≤ v − l2(v)), PD([0, L1(u)]× E2(v))),
min(P (U ≤ u− l1(u)), PD(E1(u)× [0, L1(v)]))
+ min(P (U ≤ v − l2(v)), PD([0, l1(u)]× E2(v))).
Nous avons les résultats suivants :
(1) Cmax est une copule prolongeant D,
(2) C ≤ Cmax, pour tout C ∈ C (D),
(3) C ∈ C (D).
Démonstration. Nous savons déjà que la restriction de Cmax sur E10×E20 est
donnée par la restriction de D sur E10 × E20. Il est facile de vérifier que
Cmax(u, v) = D(u, v) si

u = b1i, v ∈ E20, i ∈ J∗1
u ∈ E10, v = b2j, j ∈ J∗2
(u, v) = (b1i, b2j), (i, j) ∈ J∗1 × J∗2 .
Ceci montre que la restriction de Cmax sur S1 × S2 est donnée par D. Soit C ∈
C (D). Soit PC la mesure de probabilité associée à C. Si (u, v) ∈ E1i×E20, i ∈ J∗1
alors
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C(u, v)−D(a1i, v) = PC((a1i, u]× [0, v]) ≤ PC(E1i × [0, v]),
C(u, v)−D(a1i, v) = PC((a1i, u]× [0, v]) ≤ PC((a1i, u]× [0, 1]),
et C(u, v) ≤ Cmax(u, v). De la même façon, si (u, v) ∈ E10 × E2j, j ∈ J∗2 alors
C(u, v) ≤ Cmax(u, v). Si (u, v) ∈ E1i × E2j, (i, j) ∈ J∗1 × J∗2 alors
C(u, v) = PC([0, u]× [0, v]),
≤ PC([0, u]× [0, a2j]) + PC([0, b1i]× (a2j, v]),
= C(u, a2j) + (C(b1i, v)− C(b1i, a2j)),
≤ Cmax(u, a2j) + (Cmax(b1i, v)−D(b1i, a2j)).
Par symétrie, nous avons aussi
C(u, v) ≤ Cmax(a1i, v) + (Cmax(u, b2j)−D(a1i, b2j)).
Ceci montre que C ≤ Cmax. Montrons que C ∈ C . Nous avons
Cmax(u, v) = 0 si min(u, v) = 0,
Cmax(u, 1) = u si u ∈ [0, 1],
Cmax(1, v) = v si v ∈ [0, 1].
Il reste à prouver que la fonction volume VCmax est positive. La fonction VCmax
est finiment additive. Tout rectangle (u, u′]×(v, v′] ⊂ [0, 1]2 peut être décomposée
en une partition finie utilisant des rectangles de la forme (u1, u2]× (v1, v2] avec
(u1, u2] ⊂ E1i, (v1, v2] ⊂ E2j, (i, j) ∈ J∗1 × J∗2 (3.3.1)
u1, u2 ∈ S1, (v1, v2] ⊂ E2j, j ∈ J∗2 (3.3.2)
(u1, u2] ⊂ E1i, v1, v2 ∈ S2, i ∈ J∗1 (3.3.3)
u1, u2 ∈ S1, v1, v2 ∈ S2 (3.3.4)
Pour les cas (3.3.1) à (3.3.4), nous avons besoin de montrer que VCmax((u1, u2]×
(v1, v2]) ≥ 0. Soit
Gmax(i, j;u, v) = min(VCmax((a1i, u]× E2j), VCmax(E1i × (a2j, v]))
pour (u, v) ∈ E1i × E2j, (i, j) ∈ J∗1 × J∗2 . Nous avons
VCmax((u1, u2]× (v1, v2]) = Gmax(i, j;u2, v2)−Gmax(i, j;u1, v2)−Gmax(i, j;u2, v1)
+Gmax(i, j;u1, v1),
54
pour u1, u2 ∈ E1i, v1, v2 ∈ E2j, (i, j) ∈ J∗1 × J∗2 . La fonction VCmax((a1i, ·] × E2j)
est croissante sur E1i, i ∈ J∗1 , et la fonction VCmax(E1i× (a2j, ·]) est croissante sur
E2j, j ∈ J∗2 . Ceci implique que la fonction Gmax(i, j;u2, ·) − Gmax(i, j;u1, ·) est
croissante sur E2j, j ∈ J∗2 pour tout u1 < u2, u1, u2 ∈ E1i montrant par là que
VCmax est positive pour le cas (3.3.1). Nous avons aussi
Cmax(u, v) = min(D(u, b2j), v − a2j +D(u, a2j)), (u, v) ∈ S1 × E2j, j ∈ J∗2 .
La fonction Cmax(u2, ·) − Cmax(u1, ·) est croissante sur E2j pour tout u1 < u2,
u1, u1 ∈ S1, montrant ainsi que VCmax est positive pour le cas (3.3.2). De la même
façon, nous pouvons montrer que VCmax est positive pour le cas (3.3.3). Enfin,
VCmax est positive pour le cas (3.3.4) car Cmax est un prolongement de D. 
Théorème 3.3.2. Posons
Emax1ij = (a1i +D(a1i, b2j)−D(a1i, a2j), a1i +D(b1i, b2j)−D(b1i, a2j)],
Emax1i0 = E1i \
⋃
j∈J∗2
Emax1ij ,
Emax2ij = (a2j +D(b1i, a2j)−D(a1i, a2j), a2j +D(b1i, b2j)−D(a1i, b2j)],
Emax20j = E2j \
⋃
i∈J∗1
Emax2ij ,
i ∈ J∗1 , j ∈ J∗2 .
Si C est le prolongement maximal, alors
Cij(u, v) = min(u, v), u, v ∈ [0, 1], i+ j > 0, (i, j) ∈ M ,
H1ij(u) = P (U ≤ u|U ∈ Emax1ij ), u ∈ [0, 1], i > 0, (i, j) ∈ M ,
H2ij(v) = P (U ≤ v|U ∈ Emax2ij ), v ∈ [0, 1], j > 0, (i, j) ∈ M
Démonstration. Soit C le prolongement maximal. Si (i, j) ∈ M ∗, (u, v) ∈
E1i × E2j, alors
pijHij(u, v) = C(u, v)− C(u, a2j)− C(a1i, v) + C(a1i, a2j),
= min(C(b1i, v)− C(b1i, a2j)− C(a1i, v) + C(a1i, a2j),
C(u, b2j)− C(u, a2j)− C(a1i, b2j) + C(a1i, a2j)),
= pij min(H1ij(u), H2ij(v)).
Si (0, j) ∈ M , j > 0, (u, v) ∈ E1i × E2j, alors
p0jH0j(u, v) = C(u, v)− C(u, a2j)− ∑
{i>0:(i,j)∈M }
pijHij(u, v)
= min(D(u, b2j)−D(u, a2j), v − a2j)− ∑
{i>0:b1i≤u,(i,j)∈M }
pijH2ij(v),
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avec
p0jH10j(u) = D(u, b2j)−D(u, a2j)− ∑
{i>0:b1i≤u,(i,j)∈M }
pij,
p0jH20j(v) = v − a2j − ∑
{i>0:(i,j)∈M }
pijH2ij(v).
Soit cmaxj (u) = a2j +D(u, b2j)−D(u, a2j), u ∈ [0, 1], (0, j) ∈ M . Nous obtenons
H2ij(cmaxj (u)) = I[b1i,∞)(u), u ∈ E10, (i, j) ∈ M ∗.
Si v ≥ cmaxj (u), (u, v) ∈ E10 × E2j, (0, j) ∈ M , j > 0 alors H2ij(v) = 1 pour
b1j ≤ u et H0j(u, v) = H10j(u) = H20j(cmaxj (u)) ≤ H20j(v), donc H0j(u, v) =
min(H10j(u), H20j(v)).
Si v < cmaxj (u), (u, v) ∈ E10 × E2j, (0, j) ∈ M , j > 0 alors H2ij(v) = 0 pour
b1j < u et H0j(u, v) = H20j(v) ≤ H20j(cmaxj (u)) ≤ H10j(u), donc H0j(u, v) =
min(H10j(u), H20j(v)). De la même façon, nous pouvons montrer que
Hi0(u, v) = min(H1i0(u), H2i0(v)), i > 0, (i, 0) ∈ M .

3.4. La copule minimale
Soit D une sous-copule. Dans cette section, nous trouvons Cmin, le prolonge-
ment minimal deD. Le résultat principal de cette partie est donné par le théorème
3.4.1. Le théorème 3.4.2 fait le lien entre le théorème 3.4.1 et la section 3.2. Il fait
aussi le lien avec les autres résultats de la littérature scientifique.
Théorème 3.4.1. Soit
lk(s) = sup{t ∈ Sk : t ≤ s}, s ∈ [0, 1], k = 1, 2
Lk(s) = sup{t ∈ Sk : t ≥ s}, s ∈ [0, 1], k = 1, 2
Ek(s) = (lk(s), Lk(s)], s ∈ [0, 1], k = 1, 2
Cmin(u, v) =

D(u, v)si (u, v) ∈ E10 × E20
max(D(a1i, v), u− b1i +D(b1i, v))si (u, v) ∈ E1i × E20
max(D(u, a2j), v − b2j +D(u, b2j))si (u, v) ∈ E10 × E2j
max(Cmin(u, a2j) + Cmin(a1i), v)
−D(a1i, a2j), Cmin(u, b2j) + Cmin(b1i), v)
−D(b1i, b2j))si (u, v) ∈ E1i × E2j
Nous avons les résultats suivants :
(1) Cmin est une copule prolongeant D,
(2) C ≥ Cmin, pour tout C ∈ C (D),
(3) Cmin ∈ C (D).
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Démonstration. Nous savons déjà que la restriction de Cmin sur E10×E20 est
donnée par la restriction de D sur E10 × E20. Il est facile de vérifier que
Cmin(u, v) = D(u, v) si

u = b1i, v ∈ E20, i ∈ J∗1
u ∈ E10, v = b2j, j ∈ J∗2
(u, v) = (b1i, b2j), (i, j) ∈ J∗1 × J∗2 .
Ceci montre que la restriction de Cmax sur S1 × S2 est donnée par D. Soit C ∈
C (D). Soit PC la mesure de probabilité associée à C. Si (u, v) ∈ E1i×E20, i ∈ J∗1
alors
D(b1i, v)− C(u, v) = PC((u, b1i]× [0, v]) ≤ D(b1i, v)−D(a1i, v),
D(b1i, v)− C(u, v) = PC((u, b1i]× [0, 1]) ≤ b1i − u,
et C(u, v) ≥ Cmin(u, v). De la même façon, si (u, v) ∈ E10 × E2j, j ∈ J∗2 alors
C(u, v) ≥ Cmin(u, v). Si (u, v) ∈ E1i × E2j, (i, j) ∈ J∗1 × J∗2 alors
C(u, v) = PC([0, u]× [0, v]),
≤ PC([0, a1j]× [0, v]) + PC([0, u]× (0, a2j])− PC([0, a1j]× (0, a2j]),
= C(u, a2j) + (C(a1i, v)− C(a1i, a2j)),
≥ Cmin(u, a2j) + (Cmin(a1i, v)−D(a1i, a2j)).
Par symétrie, nous avons aussi
C(u, v) ≤ Cmin(b1i, v) + (Cmin(u, b2j)−D(b1i, b2j)).
Ceci montre que C ≥ Cmin. Montrons que Cmin ∈ C . Nous avons
Cmin(u, v) = 0 si min(u, v) = 0,
Cmin(u, 1) = u si u ∈ [0, 1],
Cmin(1, v) = v si v ∈ [0, 1].
Il reste à prouver que la fonction volume VCmin est positive. La fonction VCmin
est finiment additive. Tout rectangle (u, u′]×(v, v′] ⊂ [0, 1]2 peut être décomposée
en une partition finie utilisant des rectangles de la forme (u1, u2]× (v1, v2] avec
(u1, u2] ⊂ E1i, (v1, v2] ⊂ E2j, (i, j) ∈ J∗1 × J∗2 (3.4.1)
u1, u2 ∈ S1, (v1, v2] ⊂ E2j, j ∈ J∗2 (3.4.2)
(u1, u2] ⊂ E1i, v1, v2 ∈ S2, i ∈ J∗1 (3.4.3)
u1, u2 ∈ S1, v1, v2 ∈ S2 (3.4.4)
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Pour les cas (3.4.1) à (3.4.4), nous avons besoin de montrer que VCmin((u1, u2]×
(v1, v2]) ≥ 0. Soit
Gmin(i, j;u, v) = −min(VCmin((u, b1i]× E2j), VCmin(E1i × (a2j, v]))
pour (u, v) ∈ E1i × E2j, (i, j) ∈ J∗1 × J∗2 . Nous avons
VCmin((u1, u2]× (v1, v2]) = Gmin(i, j;u2, v2)−Gmin(i, j;u1, v2)−Gmin(i, j;u2, v1)
+Gmax(i, j;u1, v1),
pour u1, u2 ∈ E1i, v1, v2 ∈ E2j, (i, j) ∈ J∗1 × J∗2 . La fonction VCmin((·, b1i] × E2j)
est décroissante sur E1i, i ∈ J∗1 , et la fonction VCmin(E1i × (a2j, ·]) est croissante
sur E2j, j ∈ J∗2 . Ceci implique que la fonction Gmin(i, j;u2, ·)−Gmax(i, j;u1, ·) est
croissante sur E2j, j ∈ J∗2 pour tout u1 < u2, u1, u2 ∈ E1i montrant par là que
VCmin est positive pour le cas (3.4.1). Nous avons aussi
Cmin(u, v) = min(D(u, a2j), v − b2j +D(u, b2j)), (u, v) ∈ S1 × E2j, j ∈ J∗2 .
La fonction Cmin(u2, ·) − Cmin(u1, ·) est croissante sur E2j pour tout u1 < u2,
u1, u1 ∈ S1, montrant ainsi que VCmin est positive pour le cas (3.4.2). De la même
façon, nous pouvons montrer que VCmin est positive pour le cas (3.4.3). Enfin,
VCmin est positive pour le cas (3.4.4) car Cmin est un prolongement de D. 
Théorème 3.4.2. Posons
Emin1ij = (b1i −D(b1i, b2j) +D(a1i, b2j), b1i +D(a1i, a2j)−D(b1i, a2j)],
Emin1i0 = E1i \
⋃
j∈J∗2
Emax1ij ,
Emin2ij = (b2j +D(b1i, a2j)−D(b1i, b2j), b2j +D(a1i, a2j)−D(a1i, b2j)],
Emin20j = E2j \
⋃
i∈J∗1
Emax2ij ,
i ∈ J∗1 , j ∈ J∗2 .
Si C est le prolongement minimal, alors
Cij(u, v) = max(0, u+ v − 1), u, v ∈ [0, 1], i+ j > 0, (i, j) ∈ M ,
H1ij(u) = P (U ≤ u|U ∈ Emin1ij ), u ∈ [0, 1], i > 0, (i, j) ∈ M ,
H2ij(v) = P (U ≤ v|U ∈ Emin2ij ), v ∈ [0, 1], j > 0, (i, j) ∈ M
Démonstration. Soit C le prolongement minimal. Si (i, j) ∈ M ∗, (u, v) ∈
E1i × E2j, alors
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pijHij(u, v) = C(u, v)− C(u, a2j)− C(a1i, v) + C(a1i, a2j),
= max(0, (C(b1i, v)− C(a1i, v)) + (C(u, b2j)− C(u, a2j))−
(C(b1i, b2j)− C(a1i, a2j))
= pij max(0, H1ij(u) +H2ij(v)− 1).
Si (0, j) ∈ M , j > 0, (u, v) ∈ E10 × E2j, alors
p0jH0j(u, v) = C(u, v)− C(u, a2j)− ∑
{i>0:(i,j)∈M }
pijHij(u, v)
= max(0, v − b2j +D(u, b2j)−D(u, a2j)− ∑
{i>0:b1i≤u,(i,j)∈M }
pijH2ij(v),
avec
p0jH10j(u) = D(u, b2j)−D(u, a2j)− ∑
{i>0:b1i≤u,(i,j)∈M }
pij,
p0jH20j(v) = v − a2j − ∑
{i>0:(i,j)∈M }
pijH2ij(v).
Soit cminj (u) = b2j − (D(u, b2j)−D(u, a2j)), u ∈ [0, 1], (0, j) ∈ M . Nous obtenons
H2ij(cminj (u)) = I[−∞,b1i)(u), u ∈ E10, (i, j) ∈ M ∗.
Si v ≥ cminj (u), (u, v) ∈ E10 × E2j, (0, j) ∈ M , j > 0 alors H2ij(v) = 1 pour
b1j > u et H0j(u, v) = H10j(u) +H20j(v) − 1 ≥ H10j(u) +H20j(cminj (u)) − 1 = 0,
donc H0j(u, v) = max(0, H10j(u) +H20j(v)− 1).
Si v < cminj (u), (u, v) ∈ E10 × E2j, (0, j) ∈ M , j > 0 alors H2ij(v) = 0 pour
b1j ≤ u et H0j(u, v) = 0 = H10j(u) +H20j(cminj (u)) − 1 ≥ H10j(u) +H20j(v)− 1,
donc H0j(u, v) = min(H10j(u), H20j(v)). De la même façon, nous pouvons montrer
que
Hi0(u, v) = max(0, H1i0(u) +H2i0(v)− 1), i > 0, (i, 0) ∈ M .

3.5. La méthode des rectangles et l’ensemble de Cantor
Cette section est motivée par l’article de [de Amo et coll., 2012]. Les ensembles
P1 et P2 apparaissant dans [de Amo et coll., 2012] sont liés aux ensembles N1 et
N2 définis dans cette section. L’approche développée dans [de Amo et coll., 2012]
est basée sur la méthode des rectangles. Dans la méthode des rectangles, D est
une sous-copule sur S1 × S2. La partition de [0, 1] a la forme :
[0, 1] = N1 ∪ {
⋃
i∈J1
E1i}, J1 ⊂ N,
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les ensembles E1i, i ∈ J1 sont des intervalles et l’ensemble N1 est appelé ensemble
négligeable. Les ensembles E1i, i ∈ J1, satisfont les conditions ∂E1i ⊂ S1 et
E˚2j ∩ S2 ∈ {∅, E˚2j}.
Exemple 3.5.1. Si S1 = {sj : j = 1, . . . , n} avec 0 = s1 < · · · < sn = 1 alors
nous pouvons prendre
N1 = {0}, E1i = (si, si+1], i = 1, . . . , n− 1.
Exemple 3.5.2. Si X est une variable aléatoire discrète à valeurs dans N ayant
une fonction de répartition F avec f(n) < 1 pour tout n ∈ N et R est l’espace
image de F alors nous pouvons prendre S1 = R ∪ {1} = {sj : j = 1, 2, . . .} ∪ {1}
avec 0 = s1 < s2 < · · · ,
N1 = {0, 1}, E1i = (si, si+1], i = 1, 2, . . .
En général, nous pouvons écrire
[0, 1] = ∂S1 ∪ {⋃i∈J1 W1i}, J1 ⊂ N
= N1 ∪ {⋃i∈J1 E1i},
avec W1i = (α1i, β1i) des intervalles disjoints et
E1i = (α1i, β1i], i ∈ J1, N1 = [0, 1] \ {⋃i∈J1 E1i}.
Dans la méthode des rectangles, nous voulons éliminer les ensembles négli-
geables. Pour ce faire, nous avons besoin de montrer que si C est un prolongement
de D et PC une mesure de probabilité associée à C, alors PC(
⋃
i∈J1
⋃
j∈J2 E1i ×
E2j) = 1.
Lemme 3.5.1. Nous avons PC(
⋃
i∈J1
⋃
j∈J2 E1i × E2j) = 1 si et seulement si
P (U ∈ ∂Sk) = 0, k = 1, 2.
Démonstration. Prouver que PC(
⋃
i∈J1
⋃
j∈J2 E1i × E2j) = 1 est équivalent à
prouver que PC({N1 × [0, 1]} ∪ {[0, 1]×N2}) = 0. Nous avons
PC({N1 × [0, 1]} ∪ {[0, 1]×N2}) ≤ PC({N1 × [0, 1]}) + PC({[0, 1]×N2})
=
2∑
k=1
P (U ∈ ∂Sk)
et
PC({N1 × [0, 1]} ∪ {[0, 1]×N2}) ≥ max(PC({N1 × [0, 1]}), PC({[0, 1]×N2}))
= max
k∈{1,2}
P (U ∈ ∂Sk).

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Si la sous-copule D est induite par une vecteur aléatoire discret (X1, X2) alors
S1 est l’espace image de la fonction de répartition de X1 et P (U ∈ ∂S1) = 0.
Cependant, il est bien connu qu’il existe des ensembles S ⊂ [0, 1], satisfaisant
P (U ∈ ∂S) > 0. Nous pouvons prendre en exemple les ensembles de Cantor.
Considérons (δ, ρ) ∈ (0, 1] × (0, 1) et soit F∞(δ, ρ) l’ensemble de Cantor associé
à (δ, ρ). Soit µ la mesure de Lebesgue sur [0, 1]. Nous construisons F∞(δ, ρ) à
travers une formule récursive. À l’étape 1, nous retranchons de [0, 1] l’intervalle
V1,1(δ, ρ) de longueur δ(1− ρ) centré en 1/2. Nous obtenons la partition
[0, 1] = [0, (1− δρ)/2] ∪ ((1− δρ)/2, (1 + δρ)/2) ∪ [(1 + δρ)/2, 1],
= F1,1(δ, ρ) ∪ V1,1(δ, ρ) ∪ F1,2(δ, ρ).
À l’étape n, nous avons la partition
[0, 1] = Fn,1(δ, ρ) ∪ Vn,1(δ, ρ) ∪ Fn,2(δ, ρ) ∪ Vn,2(δ, ρ) ∪ Fn,3(δ, ρ)
∪ · · · ∪ Vn,2n−1(δ, ρ) ∪ Fn,2n(δ, ρ).F1,2(δ, ρ).
Les ensembles Fn,k, k = 1, . . . , 2n sont fermés,
µ(Fn,k(δ, ρ)) = [1− δ(1− ρn)]/2n, k = 1, . . . , 2n,
µ(Vn,2k−1(δ, ρ)) = δ(1− ρ)ρn−1/2n, k = 1, . . . , 2n−1.
À l’étape n + 1, les ensembles Fn,k(δ, ρ), k = 1, . . . , 2n, sont partitionnés. Nous
obtenons
Fn,k(δ, ρ) = Fn+1,2k−1(δ, ρ) ∪ Vn+1,2k−1(δ, ρ) ∪ Fn+1,2k(δ, ρ),
k = 1, . . . , 2n
Vn+1,2k(δ, ρ) = Vn,2k(δ, ρ), k = 1, . . . , 2n − 1.
Nous posons Fn(δ, ρ) =
⋃2n
k=1 Fn,k(δ, ρ). Les ensembles Fn(δ, ρ) sont fermés
et emboîtés. Finalement, posons F∞(δ, ρ) =
⋂∞2n
n=1 Fn(δ, ρ). L’ensemble F∞(δ, ρ)
est un ensemble de Cantor. Cet ensemble est nulle part dense, et µ(F∞(δ, ρ)) =
1 − δ > 0 si 0 < δ, ρ < 1. Les cas où ρ = 1/2 correspondent aux ensembles
classiques de Cantor dans la littérature.
Définition 3.5.1. Une variable aléatoire X sur [0, 1] a la distribution de Cantor(δ, ρ)
si X est de loi uniforme sur [0, 1] pour δ = 0, ρ ∈ (0, 1) et
P (X ≤ x) = sup{y ∈ F∞(δ, ρ) : y ≤ x}, x ∈ [0, 1],
(δ, ρ) ∈ (0, 1]× (0, 1) (3.5.1)
Nous pouvons voir que l’équation 3.5.1 donne une fonction de répartition car
F∞(δ, ρ) est fermé. Soit F∞(0, ρ) = [0, 1], ρ ∈ (0, 1). Lorsque X ∼ Cantor(δ, ρ),
0 ≤ δ ≤ 1, ρ ∈ (0, 1), l’espace image de la fonction de répartition de X est donné
par F∞(δ, ρ). Lorsque δ = 1, ρ ∈ (0, 1), X est une variable aléatoire discrète.
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Considérons une sous-copule D associée au vecteur aléatoire (X1, X2) et soient
F1, F2 les fonctions de répartition marginales associées. Soient α1i, β1i, i ∈ J1, les
bornes des ensembles E1i, i ∈ J1. Nous obtenons toujours que P (F1(X1) = β1i) >
0, i ∈ J1. Dans l’exemple 1, et dans l’exemple 2, il est aussi vrai que P (F1(X1) =
α1i) > 0, i ∈ J1. En général, nous pouvons obtenir que P (F1(X1) = α1i) = 0 pour
un certain i ∈ J1. Pour les cas discrets, nous pouvons penser que µ(∂S1) = 0
parce que ∂S1 est aussi au plus dénombrable mais ce n’est pas toujours le cas.
Considérons X ∼ Cantor(1, 1/5). Nous avons
P (X = x) > 0 si et seulement si x = 0, d1d2 · · · dl
avec dk ∈ {0, 9}, k = 1, . . . , l − 1, dl = 9, l ≥ 1.
Si u ∈ [0, 1] \ S1, alors u = 0, d1d2 · · · dl avec dk ∈ {0, 9}, k = 1, . . . , l − 1,
dl ∈ {1, 2, . . . , 8}, l ≥ 1,
l1(u) = 0, d1d2 · · · dl−11
L1(u) = 0, d1d2 · · · dl−19
montrant par là que P (F1(X1) = α1i) = 0, i ∈ J∗1 . Finalement, un point u ∈ ∂S1
si et seulement si
u = 0, d1d2d3 · · · avec dk ∈ {0, 9}, k ≥ 1
montrant par là que ∂S1 n’est pas dénombrable.
3.6. Conclusion
Pour une sous-copule donnée D, il s’est agi de caractériser dans le cadre le
plus général possible, les prolongements de D. En dimension 2, il s’avère que les
bornes supérieures et inférieures des prolongements sont aussi des prolongements
de D. Ce résultat a été dans le passé atteint par [de Amo et coll., 2012]. Mais
le résultat en question n’était pas le plus général possible ; la section 5 explique
pourquoi.

Chapitre 4
BORNE SUPÉRIEURE DES
PROLONGEMENTS D’UNE SOUS-COPULE
À DOMAINE FINI EN DIMENSION 3
Résumé. La recherche de la borne supérieure des prolongements d’une sous-
copule discrète en dimension 3 est un problème posé par [Carley, 2002]. L’apport
de ce chapitre est de donner en dimension 3 en tout point (u1, u2, u3) ∈ [0, 1]3 la
formule de la borne supérieure.
4.1. Introduction
Pour une sous-copule D, l’ensemble des prolongements possibles peut compor-
ter un grand nombre d’éléments [Genest et Nešlehová, 2007]. Dans la pratique, le
prolongement de [Schweizer et Sklar, 1974] ou ses variantes [Rüschendorf, 2009;
Denuit et Lambert, 2005] sont les plus utilisées mais il se pose le problème d’un
critère de choix d’un prolongement. À défaut de proposer un critère de sélection,
plusieurs auteurs se sont penchés sur la détermination des bornes de l’ensemble des
prolongements d’une sous-copule. Le problème se formule comme suit : étant don-
née D une sous-copule, on étudie les propriétés des fonctions UC : [0, 1]d → [0, 1]
et LC : [0, 1]d → [0, 1] données par
UC(u1, . . . , ud) = sup{C(u1, . . . , ud) : C est un prolongement de D},
LC(u1, . . . , ud) = inf{C(u1, . . . , ud) : C est un prolongement de D},
u1, . . . , ud ∈ [0, 1], d ≥ 2.
Ce problème a été abordé pour la première fois par [Carley, 2002] dans le cas
d’une sous-copule D avec un domaine de cardinalité finie. [Carley, 2002] a prouvé
qu’en dimension 2, les fonctions UC et LC étaient des copules et a donné leurs
expressions. Soient R1 = {a11, a12, . . . , a1n1}, R2 = {a21, a22, . . . , a2n2}, 0 = a11 <
a12 < · · · < a1n1 = 1, 0 = a21 < a22 < · · · < a2n2 = 1. La solution proposée par
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[Carley, 2002] et étendu au cas de domaine infini par [Genest et Nešlehová, 2007]
est :
UC(u1, u2) =
n1∑
j1=2
n2∑
j2=2
max(0,min(u1 − a1j1−1 −
j2−1∑
l=1
pj1l,
u2 − a2j2−1 −
j1−1∑
l=1
plj2 , pj1j2))
LC(u1, u2) =
n1∑
j1=2
n2∑
j2=2
max(0,max(0,min(u1 − a1j1−1 −
n∑
l=j2+1
pj1l, pj1j2))+
max(0,min(u2 − a2j2−1 −
n2∑
l=j1+1
plj2 , pj1j2))− pj1j2)
avec pj1j2 = D(a1j1 , a2j2) − D(a1j1−1, a2j2) − D(a1j1 , a2j2−1) + D(a1j1−1, a2j2−1),
j1 ∈ {2, . . . , n1}, j2 ∈ {2, . . . , n2}.
Notons que la formulation présentée ici est celle de [Genest et Nešlehová,
2007]. La technique de résolution de [Carley, 2002], encore appelée principe de la
gratification immédiate, repose sur les égalités suivantes :
UC(a1j1−1, u2) = D(a1j1−1, a2j2−1) + min(u2 − a2j2−1,
j1−1∑
l=1
plj2),
UC(u1, a2j2−1) = D(a1j1−1, a2j2−1) + min(u1 − a1j1−1,
j2−1∑
l=1
pj1l),
LC(a1j1−1, u2) = D(a1j1−1, a2j2−1) + min(u2 − a2j2−1 −
∑
l>j1−1
plj2 ,
j1−1∑
l=1
plj2),
LC(u1, a2j2−1) = D(a1j1−1, a2j2−1) + min(u1 − a1j1−1 −
∑
l>j2−1
pj1l,
j2−1∑
l=1
pj1l),
(4.1.1)
u1 ∈ (a1j1−1, a1j1 ], u2 ∈ (a2j2−1, a2j2 ], j1 ∈ {2, . . . , n1}, j2 ∈ {2, . . . , n2}. Ces
relations proviennent du fait que les bornes inférieures et supérieures sont des
copules, et que les copules ont des marges uniformes. En dimension 3, il y a
cependant deux difficultés à surmonter pour généraliser ces équations :
— il n’est pas sûr que la borne supérieure en dimension 3 soit une copule ;
— toute généralisation se heurte au problème d’incompatibilité ; en effet, il
n’est pas toujours possible de construire une copule en dimension d > 2
avec des marges multivariées fixées.
L’étude de la borne supérieure des prolongements en dimension d > 2 nécessite
l’introduction de la notion de quasi-copule. Les quasi-copules ont été introduites
par [Alsina, Nelsen et Schweizer, 1993]. Une quasi-copule Q sur [0, 1]d est une
fonction Q : [0, 1]d −→ [0, 1] vérifiant selon [Molina et Sempi, 2005; Nelsen, 1999]
les propriétés suivantes :
— Q est croissante par rapport à chaque variable ;
— Q(u1, · · · , ud) = 0 si u1 · · ·ud = 0, et Q(u1, · · · , ud) = ui si u1 · · ·ud = ui,
ui ∈ [0, 1], i = 1, . . . , d ;
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— |Q(u1, · · · , ud)−Q(u′1, · · · , u′d)| ≤
d∑
i=1
|ui − u′i|, ui, u′i ∈ [0, 1], i = 1, . . . , d.
Une autre caractérisation des quasi-copules est donnée par [Genest, Molina, Lal-
lena et Sempi, 1999]. En dimension d = 2, [Nelsen et coll., 2008] ont montré que
la borne supérieure des copules qui admettent la même restriction sur un sous-
ensemble fixé de [0, 1]2 est une quasi-copule. [Rodríguez-Lallena et Úbeda Flores,
2007] ont determiné en dimension d > 2 la borne supérieure des quasi-copules
dont les restrictions coïncident, mais cette borne supérieure diffère en général de
la borne supérieure des prolongements d’une sous-copule. Notre travail montre
que la borne supérieure des prolongements d’une sous-copule D en dimension
d > 2 est une quasi-copule. Notre apport par rapport à la littérature existante
est de proposer une démarche constructive générale pour l’obtention d’une telle
borne.
Le chapitre est structuré comme suit : en premier lieu, la caractérisation de
l’ensemble des prolongements d’une sous-copule à domaine de cardinalité finie est
proposée, ensuite la solution en dimension 2 est présentée. Enfin, la solution en
dimension 3 est établie. Un exemple de construction de la borne supérieure basé
sur le lemme 4.2.1 complète le chapitre.
4.2. Caractérisation des prolongements d’une sous-copule
avec un domaine de cardinalité finie
Avant de définir la notion de sous-copule, définissons la notion de d−croissance.
Définition 4.2.1. Soient
Ri = {ai1, ai2, . . . , aini}, 0 = ai1 < ai2 < . . . < aini = 1,
i = 1, . . . , d, des sous-ensembles de [0, 1] de cardinalité finie , soit D une fonction
réelle à d variables telle que le domaine de D soit R1 × · · · × Rd. Soit B =
(u1, v1]× · · · × (ud, vd] un pavé dont les sommets sont situés dans R1 × · · · ×Rd,
u1 < v1, . . . , ud < vd. La fonction D est dite d−croissante si le D−volume de B
donné par
VD(B) =
∑
t∈Xdi=1{ui,vi}
(−1)n(t)D(t), avec
n(t) = {k : tk = uk, k = 1, . . . , d},
est positif ou nul. Une d−sous-copule est une fonction qui satisfait les critères
suivants :
— D : R1 × · · · ×Rd → [0, 1] est d−croissante, Ri étant un sous-ensemble de
cardinalité finie de [0, 1] qui contient 0 et 1 ;
— D(u1, u2, · · · , ud) = ui si u1u2 · · · ud = ui, ui ∈ Ri, i ∈ {1, . . . , d}. ;
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— D est d−croissante.
Avant d’établir les bornes de l’ensemble des copules prolongements d’une sous-
copule donnée D, il serait judicieux de caractériser cet ensemble. Soit D une
sous-copule discrète de domaine R1×· · ·×Rd. Soit Ji = {2, . . . , ni}, i = 1, . . . , d.
Soit pl1···ld défini par
pl1···ld = VD((a1l1−1, a1l1 ]× · · · × (adld−1, adld ]),
li ∈ Ji, i = 1, . . . , d.
Lemme 4.2.1. Toute copule C qui prolonge D se met sous la forme
C(u1, . . . , ud) =
∑
li∈Ji,i=1,...,d
pl1···ldCl1···ld(F1,l1···ld(u1), . . . , Fd,l1···ld(ud)),
avec ∑
lk∈Jk,k∈{1,...,d}\{i}
pl1···ldFi,l1···ld(ui) = ui − aili−1, ui ∈ (aili−1, aili ],
Fi,l1···ld sont les fonctions de répartition continues concentrées sur (aili−1, aili ],
Cl1···ld sont des copules, li ∈ Ji, ui ∈ [0, 1], i = 1, . . . , d.
De même, toute fonction C : [0, 1]d −→ [0, 1] de la forme
C(u1, . . . , ud) =
∑
li∈Ji,i=1,...,d
pl1···ldCl1···ld(F1,l1···ld(u1), . . . , Fd,l1···ld(ud)),
est un prolongement de D avec
pl1···ld 6= 0,
Fi,l1···ld des fonctions de distribution continues concentrées sur (aili−1, aili ], Cl1···ld
des copules, li ∈ Ji, ui ∈ [0, 1], i = 1, . . . , d.
Démonstration. Soit une fonction C vérifiant pour ui ∈ [0, 1], i = 1, . . . , d,
C(u1, . . . , ud) =
∑
li∈Ji,i=1,...,d
pl1···ldCl1···ld(F1,l1···ld(u1), . . . , Fd,l1···ld(ud)),
avec ∑
lk∈Jk,k∈{1,...,d}\{i}
pl1···ldFi,l1···ld(ui) = ui − aili−1, ui ∈ (aili−1, aili ],
li ∈ Ji, i = 1, . . . , d. La fonction C est d−monotone dans tout pavé (a1l1−1, a1l1 ]×
· · · × (adld−1, adld ], li ∈ Ji, i = 1, . . . , d, est définie sur [0, 1]d, est continue, et a
des marges uniformes. De plus, elle coïncide avec D sur son domaine puisque
la mesure de probabilité associée affecte la masse pl1···ld au pavé (a1l1−1, a1l1 ] ×
· · · × (adld−1, adld ], li ∈ Ji, i = 1, . . . , d. La fonction C est donc un prolongement
de D. Maintenant considérons C∗ un prolongement de D. Elle affecte la masse
pl1···ld au pavé (a1l1−1, a1l1 ]×· · ·× (adld−1, adld ], li ∈ Ji, i = 1, . . . , d. Considérons la
67
distribution conditionnelle associée à C∗ dans (a1l1−1, a1l1 ]×· · ·×(adld−1, adld ], pour
pl1···ld > 0, et notons la fonction de répartition associée F
∗
l1···ld , li ∈ Ji, i = 1, . . . , d.
Pour l1 ∈ J1, . . . , ld ∈ Jd, par application du théorème de Sklar, nous pouvons
trouver une copule Cl1···ld et des fonctions de répartition continues concentrées
sur (aili−1, aili ], F
∗
i,l1···ld , i = 1, . . . , d, telles que
F ∗l1···ld(u1, . . . , ud) = Cl1···ld(F
∗
1,l1···ld(u1), . . . , F
∗
d,l1···ld(ud)),
ui ∈ (aili−1, aili ], i = 1, . . . , d. Le fait que C∗ doit avoir des marges uniformes
implique que ∑
lk∈Jk,k∈{1,...,d}\{i}
pl1···ldF
∗
i,l1···ld(ui) = ui − aili−1, ui ∈ (aili−1, aili ],
où ∑
li∈Ji,i=1,...,d
pl1···ldF
∗
i,l1···ld
représente la fonction de répartition marginale associée à C∗ sur (aili−1, aili ], i =
1, . . . , d. 
Pour (u1, . . . , ud) ∈ [0, 1]d fixé, trouver la valeur UC(u1, . . . , ud) définie par
UC(u1, . . . , ud) = sup{C(u1, . . . , ud) : C est un prolongement de D}
revient à résoudre le programme
sup
{Fi,l1···ld (ui):li∈Ji,i=1,...,d}
C(u1, . . . , ud) (4.2.1)
avec
C(u1, . . . , ud) =
∑
li∈Ji,i=1,...,d
pl1···ld min(F1,l1···ld(u1), . . . , Fd,l1···ld(ud)),
∑
lk∈Jk,k∈{1,...,d}\{i}
pl1···ldFi,l1···ld(ui) = ui − aili−1, ui ∈ (aili−1, aili ],
0 ≤ Fi,l1···ld(ui) ≤ 1
li ∈ Ji, i = 1, . . . , d, où les copules Cl1···ld sont prises égales à la borne supérieure
de Fréchet :
[0, 1]d → [0, 1]
(u1, . . . , ud) 7−→ min(u1, . . . , ud),
l1 ∈ J1, . . . , ld ∈ Jd, i = 1, . . . , d. Ceci est vrai car pour Fi,l1···ld fixés, l1 ∈
J1, . . . , ld ∈ Jd, i = 1, . . . , d, le prolongement pour lequel les copules Cl1···ld
sont prises égales à la borne supérieure de Fréchet est une borne supérieure.
Les contraintes du programme émanent du fait que toute copule a des marges
uniformes et elles se mettent sous la forme :∑
li=ji,lk≤tk,k 6=i
pl1···ldFi,l1···ld ≤ max(0,min(Id− aiji−1,
∑
li=ji,lk≤tk,k 6=i
pl1···ld)) (4.2.2)
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où Id est mis pour l’application identité, Id(u) = u pour tout u ∈ [0, 1], ji, ji−1 ∈
Ji, tk ∈ Jk, k 6= i, i = 1, . . . , d.
Lemme 4.2.2. En tout point (u1, . . . , ud) ∈ [0, 1]d, il existe une copule (dépendant
du point (u1, . . . , ud)) qui étend la sous-copule D et qui atteint la borne supérieure
(4.2.1).
Démonstration. Pour (u1, . . . , ud) ∈ [0, 1]d fixé, considérons l’ensemble
E = {C(u1, . . . , ud) : C est un prolongement de D}.
Cet ensemble est un sous-ensemble de [0, 1]. Si on considère la borne supérieure
de cet ensemble supE, on peut trouver une suite (Cn(u1, . . . , ud))n>0 dont la
limite est supE. Considérons la suite des prolongements (Cn)n>0. Cette suite
est uniformément bornée et équicontinue ; il existe une sous-suite (Cnk)nk>0 qui
converge uniformément. La limite de cette sous-suite est une copule qui atteint
la borne supérieure en (u1, . . . , ud). 
Le dernier résultat du paragraphe montre que la borne supérieure est une quasi-
copule.
Lemme 4.2.3. La fonction UC définie par
UC : [0, 1]d → [0, 1]
(u1, . . . , ud) 7−→ sup{C(u1, . . . , ud), Cest un prolongement de D}
est une quasi-copule.
Démonstration. La fonction UC a des marges uniformes car pour u1 ∈ [0, 1],
UC(u1, 1, . . . , 1) = sup{C(u1, 1 . . . , 1) = u1, C est un prolongement de D} . La
fonction UC est monotone en chaque coordonnée : pour 0 ≤ u1 ≤ u′1 ≤ 1,
ui ∈ [0, 1], i = 2, . . . , d fixés, nous avons
UC(u1, . . . , ud) = sup{C(u1, . . . , ud), C est un prolongement de D}
≤ sup{C(u′1, u2, . . . , ud), C est un prolongement de D}
= UC(u′1, u2, . . . , ud).
Aussi, UC est nulle dès qu’une des coordonnées u1, . . . , ud est nulle parce que UC
correspond dans ce cas au supremum d’un ensemble réduit à 0. La fonction UC
coïncide avec D sur son domaine. En effet pour (u1, u2, . . . , ud) ∈ R1 × . . .× Rd,
l’ensemble {C(u1, . . . , ud),
C est un prolongement de D} est réduit au singleton {D(u1, u2, . . . , ud)} et on a
UC(u1, . . . , ud) = D(u1, . . . , ud).

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4.3. La solution en dimension 2
Dans le cas de la dimension 2, pour (u1, u2) ∈ (a1j1−1, a1j1 ] × (a2j2−1, a2j2 ],
j1 − 1, j1 ∈ J1, j2 − 1, j2 ∈ J2, nous avons à résoudre
sup
{Fi,j1j2 (ui):ji∈Ji,i=1,2}
C(u1, u2) (4.3.1)
avec
C(u1, u2) = D(a1j1−1, a2j2−1) +
∑
l2≤j2−1
pj1l2F1,j1l2(u1)+∑
l1≤j1−1
pl1j2F2,l1j2(u2) + pj1j2 min(F1,j1j2(u1), F2,j1j2(u2))
sous contraintes∑
l2≤t2
pj1l2F1,j1l2(u1) ≤ min(u1 − a1j1−1,
∑
l2≤t2
pj1l2),∑
l1≤t1
pl1j2F2,l1j2(u2) ≤ min(u2 − a2j2−1,
∑
l1≤t1
pl1j2),
0 ≤ F1,j1l2(u1) ≤ 1,
0 ≤ F2,l1j2(u2) ≤ 1,
(4.3.2)
l1 ≤ j1, l2 ≤ j2, t1 ∈ {j1 − 1, j1}, t2 ∈ {j2 − 1, j2}, j1 − 1, j1 ∈ J1, j2 − 1, j2 ∈ J2.
La démarche de résolution consistera à trouver dans un premier temps un
majorant de l’ensemble des prolongements puis à prouver que ce majorant est un
prolongement.
Théorème 4.3.1. En (u1, u2) ∈ (a1j1−1, a1j1 ]× (a2j2−1, a2j2 ], la borne supérieure
est
UC(u1, u2) = D(a1j1−1, a2j2−1) + min(f11 + f22, f12 + f21)
avec
f11 = min(u1 − a1j1−1,
∑
l2≤j2−1
pj1l2);
f22 = min(u2 − a2j2−1,
∑
l1≤j1
pl1j2);
f12 = min(u1 − a1j1−1,
∑
l2≤j2
pj1l2);
f21 = min(u2 − a2j2−1,
∑
l1≤j1−1
pl1j2).
j1 − 1, j1 ∈ J1, j2 − 1, j2 ∈ J2.
Démonstration. Soit C un prolongement de la sous-copule D ; en (u1, u2) ∈
(a1j1−1, a1j1 ]× (a2j2−1, a2j2 ], nous avons
C(u1, u2) = D(a1j1−1, a2j2−1) + min(
∑
l2≤j2
pj1l2F1,j1l2(u1) +
∑
l1≤j1−1
pl1j2F2,l1j2(u2),∑
l2≤j2−1
pj1l2F1,j1l2(u1) +
∑
l1≤j1
pl1j2F2,l1j2(u2)),
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j1 − 1, j1 ∈ J1, j2 − 1, j2 ∈ J2. À partir des inégalités∑
l2≤j2
pj1l2F1,j1l2(u1) ≤ min(u1 − a1j1−1,
∑
l2≤j2
pj1l2)∑
l2≤j2−1
pj1l2F1,j1l2(u1) ≤ min(u1 − a1j1−1,
∑
l2≤j2−1
pj1l2)∑
l1≤j1
pl1j2F2,l1j2(u2) ≤ min(u2 − a2j2−1,
∑
l1≤j1
pl1j2)∑
l1≤j1−1
pl1j2F2,l1j2(u2) ≤ min(u2 − a2j2−1,
∑
l1≤j1−1
pl1j2)
nous pouvons déduire que C(u1, u2) ≤ UC(u1, u2). Le lemme suivant prouve qu’il
existe un prolongement C telle que C(u1, u2) = UC(u1, u2) ; ce qui prouve que
UC(u1, u2) est la borne supérieure en (u1, u2). 
Lemme 4.3.1. Soit (u1, u2) ∈ (a1j1−1, a1j1 ] × (a2j2−1, a2j2 ], j1 − 1, j1 ∈ J1, j2 −
1, j2 ∈ J2, il existe un prolongement qui atteint la borne UC en (u1, u2). En
particulier, le prolongement C vérifiant :
pj1j2F1,j1j2 = max(0,min(Id− a1j1−1 −
∑
l2≤t2
pj1l2 + pj1j2 , pj1j2))
pj1j2F2,j1j2 = max(0,min(Id− a2j2−1 −
∑
l1≤t1
pl1j2 + pj1j2 , pj1j2))
pj1j2 > 0, j1−1, j1 ∈ J1, j2−1, j2 ∈ J2 satisfait la relationC(u1, u2) = UC(u1, u2).
Démonstration. Soit le prolongement C avec les égalités suivantes :∑
l2≤j2
pj1l2F1,j1l2 = max(0,min(Id− a1j1−1,
∑
l2≤j2
pj1l2)),∑
l1≤j1
pl1j2F2,l1j2 = max(0,min(u2 − a2j2−1,
∑
l1≤j1
pl1j2)),
(4.3.3)
et ∑
l2≤j2−1
pj1l2F1,j1l2 = max(0,min(Id− a1j1−1,
∑
l2≤j2−1
pj1l2)),∑
l1≤j1−1
pl1j2F2,l1j2 = max(0,min(Id− a2j2−1,
∑
l1≤j1−1
pl1j2));
(4.3.4)
j1 ∈ J1, j2 ∈ J2. Les seules fonctions capables de vérifier ces égalités (4.3.3),
(4.3.4), pour tous (j1, j2) ∈ J1 × J2 sont ceux du lemme. Les fonctions F1,j1j2 ,
F2,j1j2 , j1 ∈ J1, j2 ∈ J2 sont des fonctions de répartition et C est un prolongement
de la sous-copule D. En outre, les égalités (4.3.3), (4.3.4) nous permettent de dire
que C(u1, u2) = UC(u1, u2), (u1, u2) ∈ (a1j1−1, a1j1 ]× (a2j2−1, a2j2 ]. 
4.4. La borne supérieure en dimension 3
Soit D une sous-copule de domaine R1 × R2 × R3, Ri = {ai1, ai2, . . . , ain1},
0 = ai1 < ai2 < · · · < ain1 = 1, i = 1, 2, 3. Soit (u1, u2, u3) ∈ (a1j1−1, a1j1 ] ×
(a2j2−1, a2j2 ]× (a3j3−1, a3j3 ] fixé. Soit
R∗i = Ri ∪ {ui} = {bi2, . . . , bini+1},
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bi1 = ai1, . . . , biji−1 = aiji−1, biji = ui, biji+1 = aiji , . . . , bini+1 = aini , i = 1, 2, 3.
Soit D′ un prolongement de D sur R∗1 ×R∗2 ×R∗3. Posons
p′l1l2l3 = VD′((b1l1−1, b1l1 ]× (b2l2−1, b2l2 ]× (b3l3−1, b3l3 ]),
J∗i = {2, . . . , ni + 1}, i = 1, 2, 3, avec les égalités suivantes
p′l1l2l3 = pl′1l′2l′3 , l
′
i = li si li < ji, l
′
i = li − 1 sinon , i = 1, 2, 3,
(l1, l2, l3) ∈ J∗1 \ {j1, j1 + 1} × J∗2 \ {j2, j2 + 1} × J∗3 \ {j3, j3 + 1}.
Il reste n1 × n2 × n3 − (n1 − 2)× (n2 − 2)× (n3 − 2) quantités à définir pour
définir complètement D′. Ces quantités sont :
p′l1l2l3 ≥ 0, (l1, l2, l3) ∈ {j1, j1 + 1} × J∗2 × J∗3 ,
p′l1j2l3 ≥ 0, (l1, l2, l3) ∈ J∗1 \ {j1, j1 + 1} × {j2, j2 + 1} × J∗3 ,
p′l1l2l3 ≥ 0, (l1, l2, l3) ∈ J∗1 \ {j1, j1 + 1} × J∗2 \ {j2, j2 + 1} × {j3, j3 + 1}.
Elles sont définies de la manière suivante :
p′j1+1l2l3 + p
′
j1l2l3
= pj1l2l3 , l2 ∈ J∗2 \ {j2, j2 + 1}, l3 ∈ J∗3 \ {j3, j3 + 1},
p′l1j2+1l3 + p
′
l1j2l3
= pl1j2l3 , l1 ∈ J∗1 \ {j1, j1 + 1}, l3 ∈ J∗3 \ {j3, j3 + 1},
p′l1l2j3+1 + p
′
l1l2j3
= pl1l2j3 , l1 ∈ J∗1 \ {j1, j1 + 1}, l2 ∈ J∗2 \ {j2, j2 + 1},
p′j1l2j3 + p
′
j1+1l2j3
+ p′j1l2j3+1 + p
′
j1+1l2j3+1
= pj1l2j3 , l2 ∈ J∗2 \ {j2, j2 + 1},
p′j1j2l3 + p
′
j1+1j2l3
+ p′j1j2+1l3 + p
′
j1+1j2+1l3
= pj1j2l3 , l3 ∈ J∗3 \ {j3, j3 + 1},
p′l1j2j3 + p
′
l1j2+1j3
+ p′l1j2j3+1 + p
′
l1j2+1j3+1
= pl1j2j3 , l1 ∈ J∗1 \ {j1, j1 + 1},
p′j1j2j3 + p
′
j1+1j2j3
+ p′j1j2+1j3 + p
′
j1j2j3+1
+ p′j1+1j2+1j3 + p
′
j1j2+1j3+1
+p′j1+1j2j3+1 + p
′
j1+1j2+1j3+1
= pj1j2j3 ,∑
l2∈J∗2 ,l3∈J∗3
p′j1l2l3 = u1 − a1j1−1,∑
l1∈J∗1 ,l3∈J∗3
p′l1j2l3 = u2 − a2j2−1,∑
l1∈J∗1 ,l2∈J∗3
p′l1l2j3 = u3 − a3j3−1.
(4.4.1)
Rechercher la borne supérieure des prolongements en (u1, u2, u3) revient à ré-
soudre le programme suivant :
sup
{p′
l1l2j3
:li∈J∗i ,i=1,2,3}
D(a1j1−1, a2j2−1, a3j3−1) +
∑
{li≤ji,i=1,2,3}
⋂
{
⋃
i=1,2,3
{li=ji}}
p′l1l2l3
sous contraintes
0 ≤ p′l1l2l3 ≤ pl1l2l3 , li ≤ ji, i = 1, 2, 3,∑
l2≤j2,l3≤j3
p′j1l2l3 ≤ u1 − a1j1−1,∑
l1≤j1,l3≤j3
p′l1j2l3 ≤ u2 − a2j2−1,∑
l1≤j1,l2≤j2
p′l1l2j3 ≤ u3 − a3j3−1.
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Lemme 4.4.1. Problème réduit. Posons
Sk = {0, 1} ∪ {akjk−1, akjk}, k = 1, 2, 3,
S∗k = Sk ∪ {uk}, k = 1, 2, 3.
Soit D0 la sous-copule restriction de D sur S1 × S2 × S3 ;
(a) si D′ prolonge D sur R∗1×R∗2×R∗3, alors il existe D′0 un prolongement de
D0 sur S∗1 × S∗2 × S∗3 tel que D′(u1, u2, u3) = D′0(u1, u2, u3) ;
(b) si D′0 prolonge D0 sur S
∗
1 ×S∗2 ×S∗3 , alors il existe D′ un prolongement de
D sur R∗1 ×R∗2 ×R∗3 tel que D′0(u1, u2, u3) = D′(u1, u2, u3).
Démonstration. Nous ferons la démonstration en utilisant les mesures induites
par les sous-copules.
(a) Pour le premier résultat, il suffit de poser D′0 comme la restriction de D
′
sur S∗1 × S∗2 × S∗3 . Le domaine de D0 étant inclus dans celui de D, D′ est
aussi un prolongement de D0 ; par conséquent D′0 est un prolongement de
D0.
(b) Soient P la mesure de probabilité induite par D, Q la mesure de proba-
bilité induite par D0, Q′ la mesure de probabilité induite par D′0. Posons
0 = ci0, ci1 = aiji−1, ci2 = aiji , ci3 = 1, i = 1, 2, 3;
0 = di0, di1 = aiji−1, di2 = ui, di3 = aiji , di4 = 1, i = 1, 2, 3.
pl1l2l3 = P ((a1l1−1, a1l1 ]× (a2l2−1, a2l2 ]× (a3l3−1, a3l3 ]),
ql1l2l3 = Q((c1l1−1, c1l1 ]× (c2l2−1, c2l2 ]× (c3l3−1, c3l3 ]), 1 ≤ l1, l2, l3 ≤ 3,
q′l1l2l3 = Q
′((d1l1−1, d1l1 ]× (d2l2−1, d2l2 ]× (d3l3−1, d3l3 ]), 1 ≤ l1, l2, l3 ≤ 4.
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Nous posons
p∗l1l2l3 = pl1−I(l1>j1)l2−I(l2>j2)l3−I(l3>j3)
si lk /∈ {jk, jk + 1}, k = 1, 2, 3,
p∗j1l2l3 =
q′
21+3I(l2>j2)1+3I(l3>j3)
q21+2I(l2>j2)1+2I(l3>j3)
pl1−I(l1>j1)l2−I(l2>j2)l3−I(l3>j3)
si lk /∈ {jk, jk + 1}, k = 2, 3
p∗j1+1l2l3 =
q′
3 1+3I(l2>j2) 1+3I(l3>j3)
q2 1+2I(l2>j2) 1+2I(l3>j3)
pj1 l2−I(l2>j2) l3−I(l3>j3)
si lk /∈ {jk, jk + 1}, k = 2, 3
p∗j1j2l3 =
q′
22 1+3I(l3>j3)
q22 1+2I(l3>j3)
pj1j2 l3−I(l3>j3)
si l3 /∈ {j3, j3 + 1},
p∗j1+1j2l3 =
q′
32 1+3I(l3>j3)
q22 1+2I(l3>j3)
pj1j2 l3−I(l3>j3)
si l3 /∈ {j3, j3 + 1},
p∗j1j2+1l3 =
q′
32 1+3I(l3>j3)
q22 1+2I(l3>j3)
pj1j2 l3−I(l3>j3)
si l3 /∈ {j3, j3 + 1},
p∗j1+1j2+1l3 =
q′
33 1+3I(l3>j3)
q22 1+2I(l3>j3)
pj1j2 l3−I(l3>j3)
si l3 /∈ {j3, j3 + 1},
p∗j1j2j3 =
q′222
q222
pj1j2j3 ,
p∗j1j2+1j3 =
q′232
q222
pj1j2j3 ,
p∗j1+1j2j3 =
q′322
q222
pj1j2j3 ,
p∗j1+1j2+1j3 =
q′332
q222
pj1j2j3 ,
p∗j1j2j3+1 =
q′223
q222
pj1j2j3 ,
p∗j1j2+1j3+1 =
q′233
q222
pj1j2j3 ,
p∗j1+1j2j3+1 =
q′323
q222
pj1j2j3 ,
p∗j1+1j2+1j3+1 =
q′333
q222
pj1j2j3 ,
1 ≤ li ≤ ni, i = 1, 2, 3. Les formules de p∗l1j2j3 , p∗l1j2+1j3 , p∗l1j2j3+1, p∗l1j2+1j3+1,
p∗j1l2j3 , p
∗
j1+1l2j3
, p∗j1l2j3+1, p
∗
j1+1l2j3+1
sont obtenues par symétrie des formules
p∗j1j2l3 , p
∗
j1j2+1l3
, p∗j1+1j2l3 , p
∗
j1+1j2+1l3
,1 ≤ li ≤ ni, i = 1, 2, 3. Définissons la
loi de probabilité P ∗ sur R∗1 ×R∗2 ×R∗3 :
P ∗((a1l1−1, a1l1 ]× (a2l2−1, a2l2 ]× (a3l3−1, a3l3 ]) = p∗l1l2l3 ,
1 ≤ li ≤ ni, i = 1, 2, 3. La loi de probabilité P ∗ a des marges uniformes. Soit
D′ la sous-copule associée à P ∗ . Nous avons D′(u1, u2, u3) = D′0(u1, u2, u3)
et D′ est un prolongement de D.

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Pour la suite, nous utilisons la sous-copule D0 restriction de D sur S1 × S2 × S3.
Posons D = {D′0 : D′0 est un prolongement de D0 sur S∗1 × S∗2 × S∗3}. Posons
L = {(l1, l2, l3) ∈ {1, 2, 3}3 : ∏3i=1(2− li) = 0},
L′ = {(l1, l2, l3) ∈ {1, 2, 3, 4}3 : ∏3i=1(2− li) = 0},
L0 = {(l1, l2, l3) ∈ L : li ≤ 2, i = 1, 2, 3},
L′0 = {(l1, l2, l3) ∈ L′ : li ≤ 2, i = 1, 2, 3},
Lk = {(l1, l2, l3) ∈ L : lk = 2},
L′k = {(l1, l2, l3) ∈ L′ : lk = 2},
L0k = L0 ∩ Lk,
L′0k = L
′
0 ∩ L′k.
Soit Q′ la mesure de probabilité associée à D′0, posons
0 = di0, di1 = aiji−1, di2 = ui, di3 = aiji , di4 = 1, i = 1, 2, 3.
q′l1l2l3 = Q
′((d1l1−1, d1l1 ]× (d2l2−1, d2l2 ]× (d3l3−1, d3l3 ]),
1 ≤ l1, l2, l3 ≤ 4. Nous avons
D′0(u1, u2, u3) = D(a1j1−1, a2j2−1, a3j3−1) +
∑
(l1,l2,l3)∈L′0
q′l1l2l3 .
Posons
O
′ =
∑
(l1,l2,l3)∈L′0
q′l1l2l3 .
On cherche à maximiser O′ sous contraintes
q′l ≥ 0 l ∈ L,
q′2l2l3 ≤ q2 l2−I(l2>2) l3−I(l3>2), l2 /∈ {2, 3}, l3 /∈ {2, 3}, (2, l2, l3) ∈ L′,
q′l12l3 ≤ ql1−I(l1>2) 2 l3−I(l3>2), l1 /∈ {2, 3}, l3 /∈ {2, 3}, (l1, 2, l3) ∈ L′,
q′l1l22 ≤ ql1−I(l1>2) l2−I(l2>2) 2, l1 /∈ {2, 3}, l2 /∈ {2, 3}, (l1, l2, 2) ∈ L′,
q′22l3 + q
′
23l3
+ q′32l3 ≤ q22 l3−I(l3>2), l3 /∈ {2, 3}, (2, 2, l3) ∈ L′,
q′2l22 + q
′
2l23
+ q′3l22 ≤ q22 l3−I(l3>2), l2 /∈ {2, 3}, (2, l2, 2) ∈ L′,
q′l122 + q
′
l123
+ q′l132 ≤ ql1−I(l1>2) 22, l1 /∈ {2, 3}, (l1, 2, 2) ∈ L′,
q′222 + q
′
223 + q
′
232 + q
′
233 + q
′
322 + q
′
323 + q
′
332 ≤ q222.
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On pose
Mk = uk − akjk−1, k = 1, 2, 3,
π211 = min(M1, q211),
π121 = min(M2, q121),
π112 = min(M3, q112),
M c1 = M1 − π211,
M c2 = M2 − π121,
M c3 = M3 − π112,
π221 = min(M c1 ,M
c
2 , q211),
π212 = min(M c1 ,M
c
3 , q212),
π122 = min(M c2 ,M
c
3 , q122),
µ1 = min(M c1 , π221 + π212),
µ2 = min(M c2 , π221 + π122),
µ3 = min(M c3 , π212 + π122),
π222 = min(M c1 − µ1,M c2 − µ2,M c3 − µ3, q222).
On peut montrer qu’on peut poser sans perte de généralité
q′211 = π211,
q′121 = π121,
q′112 = π112.
Théorème 4.4.1. Résultat principal
sup{D′0(u1, u2, u3) : D′0 ∈ D} = q111 + π211 + π121 + π112 + π222+
min{µ1+µ2+µ3
2
, µ1 + π122, µ2 + π212, µ3 + π221}
Démonstration. La démonstration sera structurée en étapes.
(Étape 1) Montrons qu’on peut poser sans perte de généralité
q′211 = π211,
q′121 = π121,
q′112 = π112.
Soit q′l, l ∈ L′ un candidat qui satisfait toutes les contraintes. Supposons
que q′211 < π211. On pose
q
′′
211 = π211,
q
′′
311 = π211 − q′211,
q
′′
2l2l3
= M
c
1−π211
Mc1−q′211 q
′
2l2l3
, (2, l2, l3) ∈ L′, (l2, l3) 6= (1, 1),
q
′′
3l2l3
= q3l2l3 − q′3l2l3 ,
q
′′
l = q
′
l si l1 6= 2, 3, l ∈ L′.
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On trouve que q
′′
l , l ∈ L′ satisfait toutes les contraintes. De plus,∑
l∈L′0
q
′′
l − q′l =
∑
l∈L′01
q
′′
l − q′l ≥ 0
À partir de maintenant, nous poserons
q′211 = π211,
q′121 = π121,
q′112 = π112.
(Étape 2) Montrons que si
min(µ1 + π122, µ2 + π212, µ3 + π221) < q221 + q212 + q122
alors il existe k ∈ {1, 2, 3} tel que
min(µ1 + π122, µ2 + π212, µ3 + π221) = M ck + π2−I1(k) 2−I2(k) 2−I3(k).
Supposons sans perte de généralité que M c1 ≤M c2 ≤M c3 .
(1) Si M c1 ≤ min(q221, q212), M c2 ≤ q122, nous avons
π221 = M c1 ,
π212 = M c1 ,
π122 = M c2 ,
µ1 = M c1 ,
µ2 = M c2 ,
µ3 = min(M c3 , π212 + π122),
min(µ1 + π122, µ2 + π212, µ3 + π221) = M c1 +M
c
2
(2) Si M c1 ≤ min(q221, q212), M c2 > q122, nous avons
π221 = M c1 ,
π212 = M c1 ,
π122 = q122,
µ1 = M c1 ,
µ2 = min(M c2 ,M
c
1 + q122),
µ3 = min(M c3 ,M
c
1 + q122),
min(µ1 + π122, µ2 + π212, µ3 + π221) = M c1 + q122
(3) Si q221 < M c1 ≤ q212, M c2 < q122, nous avons
77
π221 = q221,
π212 = M c1 ,
π122 = M c2 ,
µ1 = M c1
µ2 = M c2 ,
µ3 = min(M c3 ,M
c
1 +M
c
2),
min(µ1 + π122, µ2 + π212, µ3 + π221) = min(M c3 + q221,M
c
1 +M
c
2)
(4) Si q221 < M c1 ≤ q212, M c2 > q122, nous avons
π221 = q221,
π212 = M c1 ,
π122 = q122,
µ1 = M c1
µ2 = min(M c2 , q122 + q221),
µ3 = min(M c3 ,M
c
1 + q122),
min(µ1 + π122, µ2 + π212, µ3 + π221) = M c1 + q122
(5) Si q212 < M c1 ≤ q221, M c2 ≤ q122, nous avons
π221 = M c1 ,
π212 = q212,
π122 = M c2 ,
µ1 = M c1
µ2 = M c1 ,
µ3 = min(M c3 ,M
c
2 + q212),
min(µ1 + π122, µ2 + π212, µ3 + π221) = M c2 + q212
(6) Si q212 < M c1 ≤ q221, M c2 > q122, nous avons
π221 = M c1 ,
π212 = q212,
π122 = q122,
µ1 = M c1
µ2 = min(M c2 ,M
c
1 + q122),
µ3 = min(M c3 ,M
c
1 + q212),
min(µ1 + π122, µ2 + π212, µ3 + π221) = min(M c1 + q122,M
c
2 + q212)
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(7) Si max(q212, q221) < M c1 , M
c
2 ≤ q122, nous avons
π221 = q221,
π212 = q212,
π122 = M c2 ,
µ1 = min(M c1 , q221 + q212),
µ2 = M c2 ,
µ3 = min(M c3 ,M
c
2 + q212),
min(µ1 + π122, µ2 + π212, µ3 + π221) = min(M c2 + q212,M
c
3 + q221)
(8) Si max(q212, q221) < M c1 , M
c
2 > q122, nous avons
π221 = q221,
π212 = q212,
π122 = q122,
µ1 = min(M c1 , q221 + q212),
µ2 = min(M c2 , q221 + q122)
µ3 = min(M c3 , q212 + q122),
min(µ1 + π122, µ2 + π212, µ3 + π221) = min(M c1 + q122,M
c
2 + q212,M
c
3 + q122)
(Étape 3) Si µ1 + π122, µ2 + π212, µ3 + π221 ≥ q221 + q212 + q122 alors
π221 = q221,
π212 = q212,
π122 = q122,
µ1 = q221 + q212,
µ2 = q221 + q122,
µ3 = q212 + q122,
(Étape 4) Si µ1+µ2+µ3
2
< min(µ1 + π122, µ2 + π212, µ3 + π221) alors
sup{D′0(u1, u2, u3) : D′0 ∈ D} = q111 + π211 + π121 + π112+
µ1+µ2+µ3
2
.
En effet, nous avons
q′221 + q
′
212 + q
′
122 =
q′221+q
′
212
2
+ q
′
212+q
′
122
2
+ q
′
221+q
′
122
2
≤ µ1+µ2+µ3
2
.
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En choisissant
q′221 =
µ1+µ2−µ3
2
,
q′212 =
µ1+µ3−µ2
2
,
q′122 =
µ2+µ3−µ1
2
,
on atteint la borne. Pour tout autre solution telle que q′222 = S > 0, nous
avons
q′221 + q
′
212 ≤ M c1 − S,
q′221 + q
′
212 ≤ M c2 − S,
q′212 + q
′
122 ≤ M c3 − S,
ce qui entraîne
q′221 + q
′
212 + q
′
122 ≤ M
c
1+M
c
2+M
c
3
2
− S
2
,
≤ µ1+µ2+µ3
2
− S
2
.
(Étape 5) Si µ1+µ2+µ3
2
≥ min(µ1 + π122, µ2 + π212, µ3 + π221) et min(µ1 +
π122, µ2 + π212, µ3 + π221) < q′221 + q
′
212 + q
′
122 alors
sup{D′0(u1, u2, u3) : D′0 ∈ D} = q111 + π211 + π121 + π112+
min(µ1 + π122, µ2 + π212, µ3 + π221).
En effet, supposons sans perte de généralité que
min(µ1 + π122, µ2 + π212, µ3 + π221) = µ1 + π122.
Nous avons
µ1 = M c1
q′221 + q
′
212 + q
′
122 ≤ µ1 + π122 =M c1 + π122.
La borne est atteinte pour
q′221 =
µ2−π221
µ2+µ3−2π122µ1,
q′212 =
µ3−π122
µ2+µ3−2π122µ1
q′122 = π122
Ce choix maximise q′221+q
′
212+q
′
122 et donne q
′
222 = 0. Si on prend un autre
choix avec q′222 = S > 0 alors on devra avoir
q′221 + q
′
212 ≤ M c1 − S,
q′221 + q
′
212 + q
′
122 + S ≤ M c1 + π122.
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Pour satisfaire les contraintes, on pose
q′321 = 0,
q′231 = min(M
c
2 − q′221, q221 − q′221),
q′312 = 0,
q′213 = min(M
c
3 − q′212, q212 − q′212),
q′122 = min(M
c
2 −min(q′221,M c2),M c3 −min(q′212,M c3), q122)
q′123 = min(M
c
2 −min(q′221,M c2)− q′122, q122 − q′122)
q′132 = min(M
c
3 −min(q′212,M c3)− q′122, q122 − q′122)
q′222 = 0,
q′232 = 0,
q′321 = 0,
q′223 = 0,
q′233 = 0,
q′322 = min(M
c
2 −min(M c2 , q212 + q221),M c3 −min(M c3 , q212 + q221), q222),
q′323 = min(M
c
2 −min(M c2 , q212 + q221)− q′322, q222 − q′322),
q′332 = min(M
c
3 −min(M c3 , q212 + q122)− q′322, q222 − q′322),
(Étape 6) Si min(µ1 + π122, µ2 + π212, µ3 + π221) ≥ q′221 + q′212 + q′122 alors
sup{D′0(u1, u2, u3) : D′0 ∈ D} = q111 + π211 + π121 + π112+
q122 + q212 + q221 + π222.
Le choix optimal est
q′221 = π221,
q′212 = π212,
q′122 = π122,
q′222 = π222.
Si on choisit q′222 < π222 alors
q′221 + q
′
212 + q
′
122 ≤ q221 + q212 + q122,
q′221 + q
′
212 + q
′
122 + q
′
222 < q122 + q212 + q221 + π222.
Si on choisit q′222 > π222 et les contraintes sur les marges satisfaites alors
q222 < π222. Supposons sans perte de généralité que π222 =M c1−(q221−q212).
Dans ce cas,
q′221 + q
′
212 ≤ π221 + π212 − (q221 − q212),
q′122 ≤ q122,
q′221 + q
′
212 + q
′
122 + q
′
222 ≤ π221 + π212 + π122 + π222,
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Si π222 = q222 posons q′222 = q222 ; sinon sans perte de généralité, posons
π222 = M c1 − (q221 + q212),
q′222 = π222,
q′223 = q
′
232 = q
′
233 = 0,
q′322 = min(M
c
2 − (q221 + q122),M c3 − (q212 + q122), q222),
q′323 = min(M
c
2 − (q221 + q212)− (q′222 + q′322), q222 − (q′222 + q′322)),
q′332 = min(M
c
3 − (q212 + q122)− (q′222 + q′322), q222 − (q′222 + q′322)).
La borne est atteinte.

Exemple 4.4.1. Considérons D : {0, 1/2, 1} × {0, 1/2, 1} × {0, 1} → [0, 1] telle
que D(1/2, 1/2, 1) = 1/4.
Soit la fonction UC donnée par
— (1) pour (v1, v2, v3) ∈ [0, 1/2]2 × [0, 1]
UC(v1, v2, v3) = min(v1, v2, v3, 14);
— (2) pour (v1, v2, v3) ∈ [0, 1/2]× [1/2, 1]× [0, 1]
UC(v1, v2, v3) = min(min(v1, v3, 14) + min(v2 − 1/2, 1/4),min(v1, v3, 1/2))
— (3) pour (v1, v2, v3) ∈ [1/2, 1]× [0, 1/2]× [0, 1]
UC(v1, v2, v3) = min(min(v2, v3, 14) + min(v1 − 1/2, 1/4),min(v2, v3, 1/2))
— (4) pour (v1, v2, v3) ∈ [1/2, 1]2 × [0, 1/4]
UC(v1, v2, v3) = v3
— (5) pour (v1, v2, v3) ∈ [1/2, 1]2 × [1/4, 1] et
min(v3 − 1/4, 1/2) > min(v1 − 1/2, 1/4) + min(v2 − 1/2, 1/4)
UC(v1, v2, v3) = min[min(v3, 14) + max(0,min(v1 − 1/2, 1/4))
+max(0,min(v2 − 1/2, 1/2)),
min(v3, 14) + max(0,min(v2 − 1/2, 1/4))
+max(0,min(v1 − 1/2, 1/2))].
— (6) pour (v1, v2, v3) ∈ [1/2, 1]2 × [1/4, 1] et
min(v3 − 1/4, 1/2) ≤ min(v1 − 1/2, 1/4) + min(v2 − 1/2, 1/4)
UC(v1, v2, v3) = min(v1, v2, v3).
Montrons que la fonction UC est un majorant
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Soit C une copule prolongement de D.
— (1) Pour (v1, v2, v3) ∈ [0, 1/2]2 × [0, 1]
C(v1, v2, v3) ≤ min(v1, v2, v3, 14) = UC(v1, v2, v3);
— (2) pour (v1, v2, v3) ∈ [0, 1/2]× [1/2, 1]× [0, 1]
C(v1, v2, v3) ≤ min(VC([0, v1]× [0, 1/2]× [0, v3])+
VC([0, v1]× (1/2, v2]× [0, v3]), VC([0, v1]× [0, 1]× [0, v3]))
≤ UC(v1, v2, v3)
— (3) pour (v1, v2, v3) ∈ [1/2, 1] × [0, 1/2] × [0, 1], par symétrie pour le cas
(v1, v2, v3) ∈ [0, 1/2]× [1/2, 1]× [0, 1]
C(v1, v2, v3) ≤ UC(v1, v2, v3)
— (4) (v1, v2, v3) ∈ [1/2, 1]2 × [0, 1/4]
C(v1, v2, v3) ≤ v3 = UC(v1, v2, v3)
— (5) pour (v1, v2, v3) ∈ [1/2, 1]2 × [1/4, 1] et
min(v3 − 1/4, 1/2) > min(v1 − 1/2, 1/4) + min(v2 − 1/2, 1/4)
Pour toute copule C, prolongement de D, nous avons
C(v1, v2, v3) ≤ min[VC([0, 1/2]× [0, 1/2]× [0, v3]) + VC([1/2, v1]× [0, 1/2]× [0, v3])+
VC([0, v1]× [1/2, v2]× [0, v3]), VC([0, 1/2]× [0, 1/2]× [0, v3])+
VC([0, 1/2]× [1/2, v2]× [0, v3]) + VC([1/2, v1]× [0, v2]× [0, v3])]
≤ min[min(v3, 14) + max(0,min(v1 − 1/2, 1/4))+
max(0,min(v2 − 1/2, 1/2)),min(v3, 14)+
max(0,min(v2 − 1/2, 1/4)) + max(0,min(v1 − 1/2, 1/2))],
≤ UC(v1, v2, v3).
— (6) pour (v1, v2, v3) ∈ [1/2, 1]2 × [1/4, 1] et
min(v3 − 1/4, 1/2) ≤ min(v1 − 1/2, 1/4) + min(v2 − 1/2, 1/4)
Pour toute copule C, prolongement de D, nous avons
C(v1, v2, v3) ≤ min(v1, v2, v3),
≤ UC(v1, v2, v3).
Montrons que la fonction UC est la borne supérieure
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Considérons les prolongements C1, C2 : [0, 1]3 −→ [0, 1], tels que pour (v1, v2, v3) ∈
[0, 1]3,
C1(v1, v2, v3) = max(0,min(v1, v2, v3, 1/4))
+ max(0,min(v1 − 1/4, v2 − 1/2, v3 − 1/2, 1/4))
+ max(0,min(v1 − 1/2, v2 − 1/4, v3 − 1/4, 1/4))
+ max(0,min(v1 − 3/4, v2 − 3/4, v3 − 3/4, 1/4));
C2(v1, v2, v3) = max(0,min(v1, v2, v3, 1/4))
+ max(0,min(v1 − 1/4, v2 − 1/2, v3 − 1/4, 1/4))
+ max(0,min(v1 − 1/2, v2 − 1/4, v3 − 1/2, 1/4))+
+ max(0,min(v1 − 3/4, v2 − 3/4, v3 − 3/4, 1/4));
pour (u1, u2, u3) tel que (u1, u2, u3) ∈ [1/2, 1]2 × [1/4, 1] et
min(u3 − 1/4, 1/2) > min(u1 − 1/2, 1/4) + min(u2 − 1/2, 1/4)
,
C3(v1, v2, v3) = max(0,min(v1, v2, v3, 1/4))
+ max(0,min(v1 − 1/4, v2 − 1/2, v3 − 1/4,min(u2 − 1/2, 1/4)))
+ max(0,min(v1 − 1/4−min(u2 − 1/2, 1/4),
v2 − 1/2−min(u2 − 1/2, 1/4),
v3 − 1/2−min(u2 − 1/2, 1/4), 1/4−min(u2 − 1/2, 1/4)))
+ max(0,min(v1 − 1/2, v2 − 1/4, v3 − 1/4−min(u2 − 1/2, 1/4),
min(u1 − 1/2, 1/4)))
+ max(0,min(v1 − 1/2−min(u1 − 1/2, 1/4),
v2 − 1/4−min(u1 − 1/2, 1/4),
v3 − 1/4−min(u2 − 1/2, 1/4)−min(u1 − 1/2, 1/4),
1/4−min(u1 − 1/2, 1/4)))
+ max(0,min(v1 − 3/4, v2 − 3/4, v3 − 3/4, 1/4)).
On peut remarquer que
C3(u1, u2, u3) = 1/4 + min(u2 − 1/2, 1/4) + min(u1 − 1/2, 1/4)
du fait qu’on ne peut avoir à la fois u1 > 3/4 et u2 > 3/4.
Nous montrerons que C1, C2, C3 atteignent la borne supérieure des prolongements
de D sur des régions dont la réunion donne [0, 1]3.
— (1) Sur [0, 1/2]2 × [0, 1], nous avons
C1(v1, v2, v3) = max(0,min(v1, v2, v3, 1/4))
= UC(v1, v2, v3);
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— (2) Sur [1/2, 1]× [0, 1/2]× [0, 1], nous avons
C1(v1, v2, v3) = max(0,min(v2, v3, 1/4))+
max(0,min(v1 − 1/2, v2 − 1/4, v3 − 1/4, 1/4))
= UC(v1, v2, v3);
pour (v1, v2, v3) ∈ [1/2, 1]× [0, 1/2]× [0, 1].
— (3) Sur [0, 1/2]× [1/2, 1]× [0, 1]
C2(v1, v2, v3) = max(0,min(v1, v3, 1/4)) + max(0,min(v1 − 1/4, v2 − 1/2, v3 − 1/4, 1/4))
= UC(v1, v2, v3),
pour (v1, v2, v3) ∈ [0, 1/2]× [1/2, 1]× [0, 1].
— (4) Sur [1/2, 1]2 × [0, 1/4], nous avons
C1(v1, v2, v3) = v3 = UC(v1, v2, v3).
— (5) pour (v1, v2, v3) ∈ [1/2, 1]2 × [1/4, 1] et
min(v3 − 1/4, 1/2) > min(v1 − 1/2, 1/4) + min(v2 − 1/2, 1/4);
soit (u1, u2, u3) tel que (u1, u2, u3) ∈ [1/2, 1]2 × [1/4, 1] et
min(u3 − 1/4, 1/2) > min(u1 − 1/2, 1/4) + min(u2 − 1/2, 1/4);
nous avons
C3(u1, u2, u3) = 1/4 + min(u2 − 1/2, 1/4) + min(u1 − 1/2, 1/4) = UC(u1, u2, u3)
— (6) pour (v1, v2, v3) ∈ [1/2, 1]2 × [1/4, 1] et
min(v3 − 1/4, 1/2) ≤ min(v1 − 1/2, 1/4) + min(v2 − 1/2, 1/4)
— (6-a) si 1/4 ≤ v3 ≤ 3/4, nous avons
C1(v1, v2, v3) = max(0,min(v3, 1/4)) + max(0,min(v3 − 1/2, 1/4))+
max(0,min(v3 − 1/4, 1/4)),
= v3 = UC(v1, v2, v3)
— (6-b) si v3 ≥ 3/4, d’après les conditions posées, nous devrions avoir
v1 ≥ 3/4, v2 ≥ 3/4 et
C1(v1, v2, v3) = 3/4 + max(0,min(v1 − 3/4, v2 − 3/4, v3 − 3/4, 1/4)),
= min(v1, v2, v3) = UC(v1, v2, v3)
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4.5. Conclusion
Nous nous sommes intéressés aux prolongements d’une sous-copule à domaine
en dimension d = 3. La borne supérieure n’est pas nécéssairement une copule
contrairement au cas de la dimension 2. Nous donnons la formule de la borne
supérieure. Celle de la borne inférieure et la généralisation au cas infini feront
l’objet d’un travail ultérieur.

Chapitre 5
CONCLUSION
Cette thèse s’intéresse aux prolongements de sous-copules. L’une des applica-
tions concerne l’estimation des copules à l’aide des prolongements de type copule
empirique ou copule empirique lissée. Cette méthode permet d’obtenir des esti-
mateurs bona fide de la copule. Il y a un manque de résultats en ce qui concerne
la convergence uniforme sur [0, 1]d et la convergence uniforme locale (sur un voisi-
nage autour d’un point) de tels estimateurs. Le chapitre 2 donne le résultat local
en s’appuyant sur le lissage spline de la copule empirique, tandis que le résultat
sur [0, 1]d est donné par l’estimateur copule de Bernstein empirique. C’est un
premier pas vers la construction d’un estimateur multirésolution par insertion de
nœuds à partir de la copule de Bernstein empirique.
Le chapitre 3 s’est attelé à caractériser l’ensemble des copules qui prolongent
une sous-copule donnée en dimension 2 et donne la borne supérieure et la borne
inférieure de cet ensemble. La borne supérieure et la borne inférieure de tels
prolongements se trouvent être elles aussi des prolongements de la sous-copule.
Le chapitre 4 essaie de déterminer la borne supérieure des prolongements d’une
sous-copule de domaine fini en dimension 3. Cette borne supérieure se trouve être
une quasi-copule. Un exemple de la construction d’une telle borne est donné à la
fin du chapitre. Une des applications du présent travail serait l’étude du problème
d’incompatibilité : la difficulté de construire des fonctions de répartition ayant
des marges multivariées fixées. Une première étape serait de construire la borne
supérieure et la borne inférieure point par point de l’ensemble de ces fonctions
de répartition lorsque cet ensemble est non vide. Cette thèse pourrait fournir les
matériaux pour une telle construction.

Annexe A
UNE APPROCHE PROBABILISTE DES
SPLINES
A.1. Construction de splines monotones
Considérons un ensemble de nœuds
0 < x1 ≤ x2 ≤ · · · ≤ xm < 1, avec m > 0.
supposons que y1, . . . , ym∗ sont les valeurs distinctes de x1, . . . , xm, avec y1 de
multiplicité k1,..., ym∗ de multiplicité km∗ ≤ k. Pour 0 < k0 et 0 < km∗+1, posons
xj =
 0 pour j = 0,−1, . . . ,−k0 + 11 pour j = m+ 1,m+ 2, . . . ,m+ km∗+1,
Iij = [xj−i, xj), j = 1, . . . ,m + i, i = 1, . . . , k et k est un réel. Pour simplifier la
présentation, nous prendrons k0 = km∗+1 = k.
Nous construisons des fonctions de répartition Gj, i, j = 1, . . . ,m + i, i =
1, . . . , k en deux étapes. Considérons aussi les fonctions de répartition Hj, i, j =
1, . . . ,m+ i, i = 1, . . . , k définies par les formules
Hj, i(x) =

0 si x < xj−i,
x−xj−i
xj−xj−i si x ∈ Iij, xj−i < xj,
I(x ≥ xj) si x ∈ Iij, xj−i = xj.
1 si x > xj.
Les splines polynomiales {Gj, i, j = 1, . . . ,m + i, i = 1, . . . , ki} sont construites
selon les formules de récurrence :
Gj, i+1 =

Hj, i+1 + (1−Hj, i+1)Gj, i si j = 1,
Hj, i+1Gj−1, i + (1−Hj, i+1)Gj, i si j = 2, . . . ,m+ i
Hj, i+1Gj−1i si j = m+ i+ 1,
(A.1.1)
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j = 1, . . . ,m+ i, i = 1, . . . , k, et Gj, 0 = I(x ≥ xj), j = 1, . . . ,m. Si m = 0 et que
0 = x1−k = · · · = x0 < 1 = x1 = x2 = · · · = xk,
les relations ressemblent aux relations de récurrence définissant les polynômes de
Bernstein :
Gj, i+1 = xGj−1, i + (1− x)Gj, i si j = 2, . . . , i.
Ces relations peuvent être mises en parallèles avec les formules de récurrence
[de Boor, 1972] définissant les B-splines normalisées ([Schoenberg, 1946]) :
Nj−i−1, i+1(x) =
x− xj−i−1
xj−1 − xj−i−1Nj−i−1, i(x) +
xj − x
xj − xj−iNj−i, i(x),
x ∈ [xj−i−1, xj), et Nj 1 = I[xj ,xj+1) avec j = 1, . . . ,m+ i, i = 0, . . . , k.
Lemme A.1.1. Nous avons
Gj, i −Gj+1, i = Nj−i, i+1 (A.1.2)
Gj, i =
m+i∑
l=j
Nl−i, i+1, (A.1.3)
gj, i =
i
xj − xj−iNj−i, i =Mj−i, i,
avec gi, j = G′i, j, Mj−i, i la B-spline non normalisée ou encore M-spline associée
à Nj−i, i, j = 0, . . . ,m+ i, i = 1, . . . , k.
Démonstration. Nous allons tout d’abord montrer queGm+i, i = Nm, i+1. D’après
les relations de définition (A.1.4)
Gm+i, i = Hm+i, iGm+i−1, i−1, (A.1.4)
avec Gm, 0 = I(xm ≤ x < xm+1) = I(xm ≤ x < 1). Les splines Nm, i+2,i = 0, . . . , k
sont définies par les relations de récurrence :
Nm, i+1(x) =
x− xm
xm+i − xmNm, i(x),
avec Nm, 1 = I(xm ≤ x < xm+1) = I(xm ≤ x < 1). On peut déduire que
Gm+i, i = Nm, i+1,
i = 0, . . . , k.
De façon générale, nous allons montrer que Gj, i − Gj+1, i = Nj−i, i+1. Pour
x ∈ [xj−i, xj), en utilisant les équations de récurrence (A.1.4), nous pouvons
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écrire
Gj, i+1(x)−Gj+1, i+1(x) = ( x−xj−i−1xj−xj−i−1Gj−1i(x) +
xj−x
xj−xj−i−1Gj, i(x))
− ( x−xj−i
xj+1−xj−iGj, i(x) +
xj+1−x
xj+1−xj−iGj+1, i(x)),
= x−xj−i−1
xj−xj−i−1 (Gj−1, i −Gj, i)(x) +
xj+1−x
xj+1−xj−i (Gj, i −Gj+1, i)(x)
+ ( x−xj−i−1
xj−xj−i−1 −
x−xj−i
xj+1−xj−i )Gj, i(x) + (
xj−x
xj−xj−i−1 −
xj+1−x
xj+1−xj−i )Gj, i(x),
= x−xj−i−1
xj−xj−i−1 (Gj−1, i −Gj, i)(x) +
xj+1−x
xj+1−xj−i (Gj, i −Gj+1, i)(x).
D’autre part, si x ∈ [xj−i−1, xj−i), Gj+1, i+1(x) = Gj, i(x) = Gj+1, i(x) = 0 et nous
avons
(Gj, i+1 −Gj+1, i+1)(x) = x−xj−i−1xj−xj−i−1Gj−1, i(x),
= x−xj−i−1
xj−xj−i−1 (Gj−1, i −Gj, i)(x) +
xj+1−x
xj+1−xj−i (Gj, i −Gj+1, i)(x).
Si x ∈ [xj, xj+1), Gj, i+1(x) = Gj, i(x) = Gj−1, i(x) = 1, nous avons
(Gj, i+1 −Gj+1, i+1)(x) = ( x−xj−i−1xj−xj−i−1 +
xj−x
xj−xj−i−1 )− (
x−xj−i
xj+1−xj−i +
xj+1−x
xj+1−xj−iGj+1, i(x)),
= x−xj−i−1
xj−xj−i−1 (Gj−1, i −Gj, i)(x) +
xj+1−x
xj+1−xj−i (Gj, i −Gj+1, i)(x).
En résumé, pour x ∈ [xj−i−1, xj+1),
(Gj, i+1 −Gj+1, i+1)(x) = x−xj−i−1xj−xj−i−1 (Gj−1, i −Gj, i)(x) +
xj+1−x
xj+1−xj−i (Gj, i −Gj+1, i)(x).
De plus Gj, 0−Gj+1, 0 = Nj, 1 = I[xj ,xj+1), j = 1, . . . ,m+ i, i = 0, . . . , k. Les splines
{Gj, i − Gj+1, i, j = 0, . . . ,m + i, i = 0, . . . , k} vérifient les relations de définition
des b-splines normalisées et leur sont égales pour i = 0. Par induction, ce sont
des B-splines normalisés. La deuxième assertion vient de la somme télescopique.
Nous allons prouver la dernière assertion par récurrence sur j. Tout d’abord,
montrons qu’elle est vraie pour j = m+ i. En dérivant l’équation
Gj, i −Gj+1, i = Nj−i, i+1,
nous avons
gj, i − gj+1, i = N ′j−i, i+1 =
i
xj − xj−iNj−i, i −
i
xj+1 − xj−i+1Nj−i+1, i,
car d’après [Prochazkova, 2005]
N ′l−i, i+1 =
i
xl − xl−iNl−i, i −
i
xl+1 − xl−i+1Nl−i+1, i.
Ainsi,
gm+i, i − gm+i+1, i = (i/(xm+i − xm))Nm, i − (i/(xm+i+1 − xm+1))Nm+1, i,
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et puisque gm+i+1, i = 0 = Nm+1, i, nous avons
gm+i, i = (i/(xm+i − xm))Nm, i.
Supposons maintenant que pour j fixé,
gj, i =
i
xj − xj−iNj−i, i,
et montrons qu’alors
gj−1, i =
i
xj−1 − xj−i−1Nj−i−1, i,
À partir des égalités
gj, i − gj+1, i = N ′j−i, i+1 =
i
xj − xj−iNj−i, i −
i
xj+1 − xj−i+1Nj−i+1, i,
gj−1, i − gj, i = N ′j−i−1, i+1 =
i
xj−1 − xj−i−1Nj−i−1, i −
i
xj − xj−iNj−i, i,
et de l’hypothèse de récurrence, le résultat se déduit. 
Dès lors, si m = 0 et que
0 = x1−k = · · · = x0 < 1 = x1 = x2 = · · · = xk,
les fonctions {gj, i, j = 1, . . . , i− 1} sont des polynômes de Bernstein et les fonc-
tions {Gj, i, j = 1, . . . , i− 1} sont des primitives de polynômes de Bernstein s’an-
nulant en 0 et valant 1 au point 1. De façon générale, lorsqu’elles sont continues,
les fonctions {Gj, i, j = 0, . . . ,m+ i+ 1, i = 1, . . . , k} sont des I-splines.
Corollaire A.1.1. Les splines {Gj, i, j = 0, . . . ,m + i + 1, i = 1, . . . , k}, lors-
qu’elles sont continues, sont des I-splines et {gj, i, j = 0, . . . ,m+i+1, i = 1, . . . , k}
sont des b-splines non normalisés ou encore M-splines.
L’intérêt de construire les splines monotones par les relations de récurrence
tient à leur mise en oeuvre. En effet, les I-splines sont obtenus par intégration
des M-splines et lorsque les nœuds sont simples, s’écrivent comme une somme de
b-splines normalisées. La formule (A.1.3) généralise cette écriture aux I-splines
avec nœuds multiples. Les formules (A.1.4) et (A.1.3) fournissent des algorithmes
de calcul simple des I-splines. En outre, ces splines monotones peuvent présen-
ter des discontinuités, ce qui n’est pas le cas des I-splines. Elles sont donc une
généralisation possible des I-splines.
Les splines ainsi construites serviront à approcher des fonctions monotones
notamment les fonctions de répartition.
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A.2. Approximation à l’aide des splines monotones
Les splines monotones décrites à la section précédente permettent de recons-
truire parfaitement les fonctions de répartition qui sont des polynômes. Le lemme
suivant donne le cas particulier de la fonction de répartition uniforme.
Lemme A.2.1. Les fonctions de répartition {Gj, k}m+kj=1 , satisfont la condition :
m+k∑
j=1
xj − xj−k
k
Gj, k(x) = x, x ∈ [0, 1]
Démonstration. C’est une conséquence de l’identité de Marsden [Marsden,
1968] pour le polynôme de degré un. 
L’approximation d’une fonction de répartition F à l’ordre k dépend de poids λj, k,
j = 1, . . . ,m+ km+1 et est donnée par
Gk =
m+km+1∑
j=1
λjkGj, k.
Lorsque les nœuds intérieurs sont de multiplicité un (k1 = · · · = km) et k0 =
km+1 = k, Schoenberg [Schoenberg, 1967] a défini une méthode d’approximation
par splines d’une fonction F définie sur [0, 1] par la formule :
QπF (x)) =
m+k∑
j=1
F (ξj)Nj−k−1, k+1(x),
avec ξj vérifiant
m+k∑
j=1
ξj−kNj−k, k(x) = x, x ∈ [0, 1],
ξj =
1
k
k∑
l=1
xij+l,
j = 1− k, . . . ,m et π la partition de l’axe engendrée par les nœuds.
Une écriture équivalente avec les splines monotones définies ci-dessus (en uti-
lisant l’équation (A.1.2)) est :
QπF (x) =
m+k∑
j=1
(F (ξj−k+1)− F (ξj−k))Gj, k(x). (A.2.1)
Ce type d’approximation inclut l’approximation par polynômes de Bernstein
comme cas particulier. [Marsden, 1972] a montré que pour cette méthode, lorsque
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les nœuds intérieurs sont de multiplicité un, l’erreur en norme uniforme est ma-
jorée de la façon suivante :
‖QπF − F‖∞ < ω(F, h)(1 + min{
1
h
√
(2k − 2)
,
√
k
12
|π|
h
});
ou si F ∈ C[0, 1]
‖QπF − F‖∞ < ω2(F, h)(1 +
1
h2
min{ 1
2k
,
(k + 1)|π|2
12
})
avec |π| = max j(xj+1 − xj) le pas maximal de la partition π en gendrée par les
nœuds 0 = x0 ≤ x1 ≤ · · · ≤ xm ≤ xm+1 = 1.
Le terme min{ 1|π|√(2k−2) ,
√
k
12
} indique que le comportement asymptotique
est proche de celui des splines polynomiaux pour |π| petit. Lorsque |π| est grand,
le comportement asymptotique est proche de celui des polynômes de Bernstein
[de Leeuw, 1959]. [Beutel et coll., 2002] donne l’erreur d’approximation de la
dérivée (QπF )′ :
‖(QπF − F )′‖∞ <
|πk|
kh
ω1(F ′, h) + (1 +
1
h2
(1 +
√
k
12
)2
|πk|2
k2
)ω2(F ′, h)
avec |π| = max
j
|xj−k − xj|.
Annexe B
DÉMONSTRATION DU LEMME 3.2.2
Démonstration. Puisque D est une sous-copule sur S1×S2, nous obtenons que
VD est positive sur A et VD([0, 1]2) = 1. Nous aons besoin de montrer que VD est
σ−additive sur A . Premièrement, montrons que VD est additive sur A . Soient
A1, A2 deux ensembles disjoints de A , avec Ak = Bk×C, k = 1, 2 et A1∪A2 ∈ A .
Il est facile de vérifier que VD(A1 ∪ A2) = VD(A1) + VD(A2). De façon similaire,
si Ak = B ×Ck, k = 1, 2 et A1 ∪A2 ∈ A alors VD(A1 ∪A2) = VD(A1) + VD(A2).
Soit A ∈ A . Considérons une partition de A de la forme A = ⋃ni=1Ai, Ai ∈ A ,
Ai = Bi × C, i = 1, . . . , n. Par induction, nous obtenons que VD(⋃ni=1Ai) =∑n
i=1 VD(Ai). De la même façon, si A =
⋃n
i=1Ai, Ai ∈ A , Ai = B×Ci, i = 1, . . . , n,
alors VD(
⋃n
i=1Ai) =
∑n
i=1 VD(Ai). Soit A ∈ A . Considérons une partition de A de
la forme A =
⋃n1
i=1
⋃n2
j=1Aij, Aij ∈ A , Aij = Bi × Cj, i = 1, . . . , n1, j = 1, . . . , n2.
Nous obtenons que VD(
⋃n1
i=1
⋃n2
j=1Aij) =
∑n1
i=1
∑n2
j=1 VD(Aij). Plus généralement,
soit A ∈ A , considérons une partition de A de la forme A = ⋃n1i=1 ⋃n2j=1Aij,
Aij ∈ A , Aij = Bi ×Bj, avec
Ak =
⋃
{i:Bi×[0,1]∩Ak 6=∅}
⋃
{j:[0,1]×Cj∩Ak 6=∅}
Bi × Cj,
k = 1, . . . , n. Dans ce cas, nous avons
VD(
⋃n1
i=1
⋃n2
j=1Aij) =
∑n1
i=1
∑n2
j=1 VD(Aij)
=
∑n
k=1
∑
{(i,j):Bi×Cj∩Ak 6=∅}
VD(Aij)
=
∑n
k=1 VD(
⋃
{(i,j):Bi×Cj∩Ak 6=∅}
Aij)
=
∑n
k=1 VD(Ak).
Ceci montre que VD est additive sur A . Montrons que VD est σ−additive sur
A . Supposons que A = (a, b]× (c, d], A = (ai, bi]× (ci, di], i ≥ 1. Soit
Bn = (an − ǫ2−(n+2), bn + ǫ2−(n+2)]× (cn − ǫ2−(n+2), dn + ǫ2−(n+2)] ∩ A.
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Considérons B˚n, n ≥ 1. Les ensembles B˚n, n ≥ 1 forment un recouvrement de
A. Puisque A est fermé, il existe N ∈ N tel que B˚1, B˚2, . . . , B˚N est un recouvre-
ment de A. À forceriori, B˚1, B˚2, . . . , B˚N est un recouvrement de A. Nous obtenons
que
VD(A) = VD(
N⋃
n=1
Bn) ≤
N∑
n=1
VD(Bn)
≤ N∑
n=1
(VD(An) + ǫ2−n) ≤
N∑
n=1
VD(An) + ǫ.
Puisque VD(
N⋃
n=1
An) ≤ VD(A) pour tout N ≥ 1, nous avons le résultat. Fi-
nalement, il peut être prouvé que ce résultat est aussi vrai pour A ∈ A et
A = [0, b]× (c, d] ou (a, b]× (0, d] ou [0, b]× [0, d]. 
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