Abstract. In this paper, we study an inefficiency caused by far-backtracking, which is the type of non-chronological backtracking commonly practiced by SAT solvers. This inefficiency is caused by an undesirable effect that far-backtracking has on problems with component structure. We then propose a lightweight solution to the problem. The presented solution can be viewed as a partial component caching scheme that helps SAT solvers avoid re-solving sub-problems multiple times. Empirical evaluation of the technique reveals good performance improvements on a broad range of industrial SAT instances.
Introduction
The Boolean satisfiability problem (SAT) asks whether a given Boolean formula in conjunctive normal form (CNF) can be made true by some assignment of its variables. For example, the formula ∆ = (a ∨ b) ∧ (¬a ∨ c) ∧ (¬b ∨ ¬c) is satisfiable, because assigning a = true, b = f alse, c = true makes ∆ evaluate to true. In this case, we say that a, ¬b, c is a solution for ∆. On the other hand, Γ = (a∨b)∧(¬a∨b∨c)∧(¬a∨b∨¬c)∧(¬b) is unsatisfiable. This class of problems, which was the first member of the complexity class NP-complete [6] , has played important roles in Computer Science from both theoretical and practical points of view. Many problems in real-world domains, such as hardware design, formal verification, and planning, can now be solved efficiently with a satisfiability-based approach [19, 15, 4, 18, 27, 16] .
The majority of SAT solvers streamlined for dealing with real-world SAT problems are based on the DPLL algorithm introduced by Davis et al. in 1962 [8] . The DPLL algorithm in its original form is essentially a depth-first search algorithm that searches for a solution in the space of truth assignments. The algorithm is also augmented with a lookahead mechanism called unit propagation to help reduce the search space size. DPLL advances to the next level of the search tree by assigning true to a literal selected according to some heuristics.
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Such assignment is called a decision. A branching heuristic is used to select a may change with every decision and every backtrack. Since SAT solvers only look for a single solution, investing time in analyzing component structure can hardly pay off. As a result, virtually no modern solver takes dynamic component analysis into consideration, although some solvers have incorporated static component analysis in the preprocessing phase [11, 1, 13, 9] .
The lack of dynamic component analysis is made worse by the use of nonchronological backtracking in modern SAT solvers. In particular, while backtracking past irrelevant assignments allows SAT solvers to deal with conflicts better, it may inadvertently erase solutions of independent components. Erasing these assignments means that the solver needs to solve these components again, potentially leading to great inefficiencies.
This problem has been observed and solutions have been proposed in [12, 5] . Nevertheless, the proposed solutions seem to offer limited practicality for SAT solvers, for which efficiency is a priority. We address this particular problem in this paper and provide two contributions. First, we perform an analytic and empirical analysis that substantiates our observations about the above behavior of DPLL-based solvers. Second, we propose a low-overhead technique that is oriented toward reducing the amount of repeated work performed by solvers that use non-chronological backtracking.
The rest of this paper is structured as follows. Section 2 gives more background on non-chronological backtracking and the way it is practiced by SAT solvers. In Section 3, we describe precisely the problem with this form of backtracking. In Section 4, we conduct an empirical study that exposes concretely this weakness of the backtracking mechanism. Then, in Section 5, we describe a technique that could help mitigate the problem. We present experimental evaluation of the proposed technique in Section 6. Related work is discussed in Section 7 and we close with some concluding remarks in Section 8.
Non-Chronological Backtracking in Modern SAT Solvers
Every time a conflict happens, chronological backtracking backtracks to the most recent unnegated decision and flips it. As mentioned earlier, this form of backtracking does not resolve conflicts efficiently. To consider a dramatic example, suppose that setting v = true always result in a conflict (regardless of other assignments). If the solver happened to set (for the first time) v = true at the 100 th decision, a conflict would arise and chronological backtracking would simply flip the assignment of v. However, since this conflict takes place rather deep in the search tree, the solver may, in the future, backtrack past v (erase v's assignment) and end up making the same mistake again when it later assigns a value to v. This scenario is depicted in Figure 1 . In Figure 1 (a), a conflict due to the assignment v = true causes the assignment of v to be flipped. Then, the search continues and the algorithm eventually backtracks past v to flip some earlier assignments. In Figure 1 Non-chronological backtracking mitigates this problem by moving the fix for the conflict up the search tree so that it does not get erased easily by later backtracks. According to this scheme, whenever a conflict is found, the solver performs a conflict analysis in order to identify earlier assignments that contributed to the conflict. Then, the solver backtracks past all irrelevant decisions, and flips some assignments to resolve the conflict. In the above example, since the conflict was caused by the assignment v = true alone, non-chronological backtracking would backtrack past all assignments and flip v to f alse at the very top level of the search tree and continue to search (Figure 1 (c) ). As a result, v = f alse is effectively made permanent as any future backtrack can no longer erase this assignment (unless there is no solution). In general, nonchronological backtracking does not always have to backtrack to the very top level. The amount of backtracking could be as small as one level or as large as that in the above example.
Modern SAT solvers use a specific form of non-chronological backtracking that is tightly-coupled with clause learning [28, 17, 2] . Upon each conflict, SAT solvers would perform a conflict analysis that produces a learned clause, which is added to the formula. Adding learned clauses to the formula does not change its satisfiability. Moreover, learned clauses make some relationships between variables explicit and prevent SAT solvers from repeating the same conflicts in the future. The content of a learned clause is used to determine the destination of the subsequent non-chronological backtrack. The details of conflict analysis and determining backtrack destinations are beyond the scope of this paper.
Modern SAT solvers generate a specific type of learned clauses called asserting clauses [28] . The backtrack destination computed from an asserting clause is referred to as the assertion level. This specific form of non-chronological backtracking, which backtracks to the assertion levels computed from asserting clauses, is often referred to as far-backtracking. Far-backtracking is used by virtually all DPLL-based SAT solvers today.
Losing Work with Far-Backtracking
While far-backtracking improves performance of SAT solvers significantly in practice, it comes with an undesirable side-effect. The assignments that get erased during far-backtracking could contain solutions to previously solved parts of the problem. Hence, after backtracking, the solver needs to solve these parts again, potentially leading to great inefficiencies.
Independent Components
A component can be defined with respect to a CNF formula as follows: Let a set of clauses ∆ be a CNF formula. A set of clauses C is a component in ∆ if C shares no variable with ∆\C. Throughout this paper, we use the term independent component interchangeably with component to emphasize the fact that a solution of a component is independent from solutions of the rest of the problem.
Biere and Sinz showed in [5] that many SAT instances from real-world applications do exhibit component structures due to the nature of the problems. Independent components could also be generated dynamically. As the solver makes decisions, the formula gets simplified by removals of falsified literals and satisfied clauses. These simplifications may be substantial enough to disconnect the problem into multiple independent pieces. For example, originally,
However, after setting a = f alse, the formula gets simplified and disconnected into two components:
How Far-backtracking Erases Work
Contrary to chronological backtracking, far-backtracking may erase legitimate assignments which may be solutions to independent components. When farbacktracking is performed, all assignments between the point of conflict and the assertion level are erased.
To illustrate the extent of work that could be erased, let us consider an example in Figure 2 . In this figure, the solver has solved a component using the first k decision levels. After a few decisions into another independent component, a conflict occurs. Suppose that the solver derives an asserting clause that contains only one literal for the conflict. In this case, the assertion level will be zero. Consequently, far-backtracking will force the solver to undo all assignments between the current level and level zero. After the implication = true is discovered by unit propagation at level zero, the solver will continue looking for solutions of both components all over again, even though it had previously found a solution for one of the components.
While the above scenario is rather extreme, it serves well as an example to illustrate how much inefficiency could be introduced by far-backtracking. We will provide a more realistic, yet still somewhat synthetic, empirical study in the next section to quantify further this potential inefficiency of this backtracking scheme. We will finally perform an empirical study in Section 6 using real-world problems from the previous SAT competition.
An Empirical Study
To better illustrate and quantify the extent of work repetition a SAT solver might go through due to far-backtracking, we constructed instances that have a special structure. The intention was to create instances that contained multiple independent components, leading conventional SAT solvers, which are not aware of the problem structure, to solve each component multiple times. Each instance was simply generated by initially concatenating four identical copies of a small SAT instance. These bigger instances will be referred to as replicated instances throughout the rest of this paper. Table 1 reports the results of this initial experiment, conducted using a stateof-the-art solver, MiniSat [10] , on a computer with Intel Pentium 3.4GHz processor and 2GB of RAM. 6 The table reports runtime of MiniSat on each original and replicated instance. Let us first consider the first three runtime columns. The remaining columns will be discussed in the next section.
The results show that, MiniSat can be more than two orders of magnitude slower on replicated instances, even though each replicated instance contains four identical copies of the original instance. Although, we expected MiniSat to not be able to take advantage of component information, the increases in runtime on replicated instances are rather shocking. By just repeating an easy instance four times, we could create an instance that is impossible for MiniSat to solve within an hour.
We performed further investigation on these instances to track down the causes of the disproportionate runtime. In the following experiment, indices of decision variables were recorded during executions of MiniSat. These indices were later plotted in chronological order to reveal what decisions were made during the search. This is already a bad sign. As discussed earlier, once a solution of a component is discovered, it could be saved and combined with solutions from other components. Clearly, the solver did not take advantage of this fact. Nevertheless, one might argue that re-solving a previously solved component should be relatively straightforward, because modern SAT solvers add learned clauses to the formula. These learned clauses should dramatically reduce the amount of work required to rediscover the solution.
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According to the left plot of Figure 3 , this does not seem to be the case. Recall that bands on the same horizontal level corresponds to the solver's attempts on the same component. The widths of the bands vary greatly within the same component. More importantly, there is no sign that the solver performed significantly less work on later attempts. As a matter of fact, on a few occasions, the solver even spent more time on the later visits to a component.
The results of this experiment clearly illustrates that work repetition is responsible for a fair amount of the disproportionate increase in runtime of the solver on the replicated instances. Further experiments revealed that similar behavior persisted on other instance pairs as well. More results can be found in Figure 7 in the Appendix.
A Lightweight Caching Scheme
The solution we are proposing for this problem is simple and can be thought of as a lightweight component caching technique. In particular, since far-backtracking could erase solutions from memory, we simply save them. This technique, which we refer to as progress saving, requires keeping an additional array of literals, called the saved-literal array. The size of this array is equal to the number of variables in the instance and each position of this array is associated with a variable. Every time the solver performs a backtrack and erases assignments, each erased assignment is saved in the saved-literal array. Both decision assignments and implication assignments are saved. Now, any time the solver decides to branch on variable v, it tries the saved value first, if one exists. Otherwise, the solver resorts to the default phase selection heuristic. Recall that a phase selection heuristic complements a branching heuristic: the latter chooses a variable to branch on, while the former chooses a particular value of the variable to instantiate first. Our technique can therefore be implemented as a phase selection heuristic, which requires very little overhead. This is to be contrasted with explicit component analysis which would be prohibitively expensive.
For evaluation purposes, we integrated progress saving into MiniSat. We performed our first test of the technique on the set of original and replicated instances in Table 1 . The results are reported in the last three columns of the same table. The performance of MiniSat with progress saving on replicated instances improves significantly on all cases. The runtime ratio columns provide a strong evidence that progress saving helps reduce work repetition dramatically.
Consider now the plot on the right of Figure 3 . This plot, which parallels the one on its left, visualizes the decision behavior of MiniSat with progress saving on the same replicated instance. Reduction in work repetition performed by MiniSat can clearly be seen from the differences of the two plots in the figure. Note that solved components are still revisited, as indicated by very thin strips of dots after each thick band. However, their solutions are almost immediately found, because all decisions made were based on assignments saved in the saved-literal array.
Our next experiment involved the generation of replicated instances of varying sizes to allow a more systematic study of the performance of MiniSat with and without progress saving. This experiment was performed on a machine with Intel Xeon 2.4GHz with 4GB of RAM. Figure 4 depicts results of this experiment on two sets of instances. 8 The plots clearly show that the runtime of MiniSat could grow rapidly as the number of components increases. On the other hand, MiniSat with progress saving scales much better with the increasing number of independent components.
Our experiments up to this point involved synthetic, replicated instances to illustrate the behavior of progress saving as a component caching scheme. In the next section, we will show experiments on unmodified instances from the previous SAT competition to illustrate the performance of this technique under more realistic settings.
Experimental Results
We now evaluate progress saving on real-world instances. In the following experiments, we used 1251 industrial instances drawn from the SAT'05 competition [24] and from contemporary benchmark libraries [26, 14] . All experiments were performed on a machine with Intel Pentium 4, 3.8 GHz and 2GB of RAM, with a time-out limit of 1800 seconds. Table 2 reports runtime on 160 instances selected from the total 1251 instances considered. In this experiment, there are two versions of MiniSat being considered: the normal MiniSat and MiniSat with progress saving. To exclude time-out penalty from the runtime columns, these columns are based only on instances that can be solved by both versions of MiniSat within the time-out limit. According to this table, MiniSat with progress saving solves 21 instances more than MiniSat, improves the overall running time on those instance solved by both solvers, yet leads to worse runtime on some of the instances.
The next set of results provides more comprehensive evidence on the effectiveness of progress saving as it is based on all 1251 instances discussed above. On the left of Figure 5 , we compare three versions of MiniSat (different phase selection heuristics) to MiniSat with its default phase selection heuristic augmented with progress saving. By default, MiniSat always branches on the negative literal first. To demonstrate the effectiveness of progress saving, we compare it against two obvious modifications to the phase selection heuristic; branch on positive literals and branch randomly. The x-axis lists the number of solved instances for a given cutoff time (y-axis), showing that progress saving dominates all three versions of MiniSat. This plot shows that simple modifications to the phase selection heuristic do not significantly effect performance on a large set of instances, but progress saving does.
On the right of the same figure, we show a head-to-head runtime comparison between MiniSat and MiniSat with progress saving. Note that both axes here are in log-scale. Each data point in this figure represents one instance. The xcoordinate is the runtime of MiniSat on the instance, while the y-coordinate is the runtime of MiniSat with progress saving on the same instance. The best linear fit depicted in this plot provides further evidence on the effectiveness of progress saving when added to MiniSat. For more insights on the effectiveness of progress saving, the above instances are categorized into 4 groups based on the number of unit learned clauses discovered by MiniSat (N ). Figure 6 compares the runtime of MiniSat and MiniSat with progress saving on each group. Base on this figure, progress saving seems to provide the most gain on instances in which MiniSat discovered many unit learned clauses (large N ). This result is consistent with the analysis in previous sections. Since MiniSat backtracks to the top level every time a unit learned clause is derived, the more unit clauses learned, the more likely partial solutions are erased. For moderate values of N , MiniSat with progress saving still dominates, although not as much as in the previous case. It is interesting to note that, even in the case where no unit clause was learned, progress saving still improves the performance of the solver significantly. This is possible because progress saving is applied to all backtracks and could potentially cache solutions of components decomposed at any level during the search.
Related Work
Model counters and knowledge compilers, which are based on exhaustive search, have proved to benefit greatly from dynamic and semi-dynamic component analysis performed during the search [22, 23, 7, 3] . These techniques are usually too expensive to apply to SAT solving. Ginsberg addressed a very similar problem in the context of CSP [12] . The author proposed a new backtracking scheme called dynamic backtracking, which allows the solver to specifically undo bad assignment instead of backtracking to it. This approach is superficially similar to ours. However, it may cause the problem to become overly-constrained after backtracking, as pointed out by the author. Moreover, implementing this approach in the contemporary SAT framework would require a careful modification to make it work as intended. Neither is the case for our solution.
Biere and Sinz showed in [5] that independent components do exist in realworld instances. They proposed to perform precise component analysis only at certain points during the search. In particular, their system performs component analysis only when the solver backtracks to the top level. Any solutions for independent components are then saved permanently. This approach is semidynamic, as it only considers problem decomposition in the absence of any decision. This means that unless components exist originally or the solver backtracks to the top level, this approach will not have any positive effect on performance. In contrast, progress saving has positive impacts even when the solver did not backtrack to the top level, as illustrated by Figure 6 (case N = 0) . 9 In any case, component analysis certainly introduced a higher overhead, which resulted in slight runtime increase when the proposed technique was tested on real-world instances that contain components.
Conclusion
In this paper, we studied a problem with the conventional backtracking scheme used by modern SAT solvers. We then proposed a simple, yet very effective, solution, called progress saving. This technique can be viewed as a component caching scheme that can be implemented with a very low overhead as a phase selection heuristic on any contemporary SAT framework. Experimental results show improvements on a wide range of industrial SAT problems.
