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ABSTRACT 
The singular linear-quadratic control problem without stability is solved by means 
of a generalized dual structure algorithm in order to generate all optimal inputs. 
Furthermore it is shown that the optimal cost can be interpreted as the smallest 
nonnegative rank-minimizing solution of a certain matrix inequality, the so-called 
dissipation inequality. 
1. INTRODUCTION 
In this paper we shall consider semidefinite linearquadratic control 
problems for continuous-time systems in which the cost functional is not 
positive definite w.r.t. the control. In [2] these so-called singular problems 
were studied in depth, and it was stated there that the optimal control is 
generally not unique. Whereas this feature of singular control problems has 
been long recognized [3], to the author’s knowledge no straightforward 
calculation of all optimal controls is known up till now, 
The present paper should be considered as an extension of [l], in which 
for the first time distributions were introduced in the class of allowed inputs 
for the linearquadratic problem. A “right structure algorithm” [l, Section 41 
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then characterized several notions from geometric theory which play a large 
role in singular control problems [l, 2, 51. 
Here, we shall define a modified structure algorithm, following the 
approach in [ 11. This algorithm will prove to be useful in determining all 
inputs within the class of impulsive-smooth distributions [l, Section 31 that 
are optimal for the singular problem we consider. In fact, the algorithm 
enables one to compute the linear manifolds on which the optimal trajectories 
lie for positive times as well as the initial impulsive inputs which let the initial 
state value jump instantaneously onto these manifolds. Indeed, the smooth 
part of the state trajectory will be shown to consist of components which 
follow uniquely from a reducedorder Riccati equation together with compo- 
nents that introduce nonuniqueness of optimal controls. 
For reasons of surveyability, we shall concentrate on infinite-horizon 
problems only. Also, we shall discuss in this article only the case where no 
endpoint conditions are imposed on the state trajectory. We shall elaborate 
on problems with stability (problems where the state should vanish as time 
goes to infinity) in [20]. 
A second contribution to be presented here concerns the rank-minimizing 
problem for the dissipation matrix [17, 181. In [17] it was shown that the 
symmetric matrix that defines the optimal cost for the linear-quadratic 
problem with stability can be found as the largest element in the set of 
matrices that both satisfy the dissipation inequality and minimize the rank of 
the dissipation matrix. Here, we shall give a complete characterization of all 
rank-minimizing solutions of the dissipation inequality by means of the 
Riccati equation mentioned before. Thus it is shown in particular that the 
optimal cost for the problem without stability also may be interpreted as a 
rank-minimizing solution of the dissipation inequality and is, in fact, the 
smallest nonnegative one. 
2. OUTLINE 
In Section 3 the problem is stated and the distributional setup from [l] is 
briefly recalled. Also some geometric concepts and a few properties related to 
them are mentioned. In Section 4 we display the construction of the dual 
structure algorithm in full detail, since it plays a central part in things to 
come. In addition, several relationships between the algorithm and subspaces 
of importance are revealed. The full solution of the infinite-horizon singular 
control problem without stability, then, is stated in Section 5. There, a 
suitable state-space decomposition is introduced in order to separate those 
parts where nonuniqueness in optimal control occurs from those components 
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which are to be chosen uniquely. Finally, in the last section, the dissipation- 
matrix rank-minimizing interpretation of the optimal cost is discussed. 
3. PROBLEM STATEMENT AND SOME GEOMETRIC CONCEPTS 
Since our paper follows the conceptual setup of [l], we only mention the 
main features of that approach here and refer for the remaining details to [ 13. 
We shall consider the finite-dimensional linear time-invariant system Z: 
i(t) = Ax(t)+ Bu(t), x(o) = xg, (3.la) 
y(t) =Cx(t)+ Du(t), 
together with quadratic cost 
J(xo4) = IccllY(l) l12dt. 
JO 
(3.lc) 
Here, u(t) E [w”‘, x(t) E R”, y( t ) E Iw r, )I. 11 denotes the Euclidean norm 
and, without loss of generality, we assume that the mappings 
B 
[ 1 D ’ k 01 
are injective and surjective, respectively. The linear-quadratic control prob- 
lem associated with Z (LQCP) now is: Find the infimum of J(l(r,, u) with 
respect to a certain class of inputs (chosen once and for all), and try to 
compute, if it exists, an optimal control. 
The problem is called regular if the matrix D in (3.lb) is left invertible, 
and singular if it is not. 
It is well known that the optimal controls will be smooth [l, Section 31 in 
regular problems and that in singular problems the optimal inputs in general 
will be distributions ([l-3, 81; also [21]). 
Since regular problems are understood completely [ 12, 13, 18, 19, 22-231, 
it will be our standing assumption from now on that D is not left invertible. 
Therefore we have to decide on the class of allowed distributional inputs, 
and, as in [l], we will restrict ourselves to the class of impulsive-smooth 
distributions Cimp: 
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DEFINITION 3.1. 
‘imp := {d E 0; Jd = d, + d,, d, impulsive, d, smooth}, 
where 0; is the set of distributions on II4 with support on [0, co) [l, 61, 
smooth elements of 0; are regular distributions that are smooth on [0, co), 
and im&siue elements of 0: are linear combinations of the Dirac distribu- 
tion 8 and its derivatives (for details on distributions see [7], also [6]). 
We recall the following crucial property of Cimp: 
PROPOSITION 3.2 [l, 61. Cimp is closed under convolution. 
To simplify notation, we denote convolution by juxtaposition, the 8 
distribution by 1, and its derivative by p. Thus, an impulsive distribution can 
be written as Cf_aaipi, where ai E Iw for i = 0, 1, . . . , k and where p” is 
understood to be the 6 distribution 1. 
Using straightforward extensions of distributional concepts to vectors and 
matrices, we are thus led to the distributional interpretation of (3.la): 
pr = Ax + Bu + x0, (3.2a) 
where x0 = x0. 1 = x,S and u E CkP [l, Section 31. The solution of (3.2a) 
within 0:” is unique, namely 
x=(pZ-A)-'[Bu+r,]. 
Thus, x is in C&r, and therefore 
y=Cx+Du 
=T(p)u+C(pZ-A)-%, (3.2b) 
is in C&, with 
T(s) := D + C(sZ - A) -b, (3.3) 
the transfer function. Observe that T(p) is the matrix-valued distribution 
obtained by setting s = p and interpreting (PI - A) - ’ as e ‘* (t 2 0); see [ 11. 
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In order to stress the dependence of x, y on x0 and u, we shall write 
r(~,,,u)=(pZ-A)-‘Bu+(pZ-A))%, (3.4a) 
and 
y( x,,, u) = Cx( x0, a) + Du. 
Now define formally 
J:R”xC&+IW+ 
(3.4b) 
(3.5) 
where we define J(l(x,, u) := + 00 if u is such that y(x,, u) P L’,(Iw + ), the 
space of all r-vectors whose components are square-integrable over W +. Also, 
for u = uI + us, ur impulsive, us smooth, and consequently x = x, + x2, X, 
impulsive, x2 smooth, set 
u(a) := u&m), if existent, 
x(oo)=x(x~,u)(oo):=xz(oo), if existent, 
y(m)=y(xo,u)(oo):=Cx(oo)+Du(co). 
(3.6) 
In addition, u(O+ ) := u,(O+ ) = lim t~aus(t), x(0+):=x,(0+), etc. Finally, 
define 
J(ra) := inf 
u E c::,:, 
.Z(x,,u). (3.7) 
Thus, we may state the linear-quadratic control problem (LQCP) without 
stability: 
Given the system (3.2), find J(x,) = inf, E c,mmpJ(~O, u) and calculate, if 
they exist, all optimal inputs. 
We shall call this problem solvable if for every x0 there exists a u* such that 
1(X,) = Jr,, u*) < 00. 
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The LQCP with stability, discussed in [l-2,20], may be stated as follows: 
Given the systen (3.2), find J(x,) under the side condition x(co) = 0 and 
calculate, if they exist, all optimal controls. 
The problem with stability will be called solvable if for every x0 there is a 
u* E c;m,r such that x(x0, u*)(co) = 0 and Jr,, u*) = inf{ &x0, u) ] u E Cg,, 
such that x( cc) = 0) < co. 
Since we are only interested in those inputs u for which y(x,, U) is 
regular, we shall call these controls admissible ([l]), and the space of 
admissible inputs, which is systemdependent, is denoted by U,. The struc- 
ture algorithm in Section 4 enables one to characterize U, completely, as will 
be illustrated later on. However, before doing so, we recall some geometric 
aspects of singular control. 
DEFINITION 3.3. A state x1 is called strongly reachable from the origin 
if there exists an impulsive input u E Ux such that for the corresponding state 
trajectory we have x(0, u)(O+) = x1. The space of strongly reachable states is 
denoted W = W(Z). 
LEMMA 3.4. 
W(2) = {x,pd E u,: x(xo,u)(o+) = o} 
= {x&J EC&: x(x,, fJ)(o+ > = 0, Y(q)> u) = 0). 
Proof. Follows from the discussion in [l, Section 31 and from the 
observation that x(0+ ) only depends on the impulsive part of U. Note that if 
u E U, gives x(0+) = x1, then zr(rO, u)(O’ ) = x0 + x1. n 
Lemma 3.4 immediately leads to a partial solution of the LQCP: 
LEMMA 3.5. 
Vx,E W(B):J(x,) =o. 
Observe that the optimal cost for the LQCP with stability equals the 
optimal cost for the LQCP without stability when x0 E W(Z). 
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The dual concept of W( 2) is the subspace of weakly unobservable states, 
V(Z): 
DEFINITION 3.6. A state x0 is weakly urwbsemable if there exists a 
regular input on [0, co) such that y(x,, u) = 0 on R +. The space of weakly 
unobservable states is denoted V = V( 2). 
For details on V and W we refer the reader to (1, 2, 5, 15, 211. Here, we 
shall primarily be interested in their sum and their intersection. 
PROPOSITION 3.7 [l]. 
x,EV+W CJ 3uEU$y(ro,U)(t)=0, t>o 
- 3uECi&: y(x,,u)=O. 
Because of this result we shall call V, := V + W the subspace of distribu- 
tion&y weakly unobservable states. 
The subspace V, allows one to decide on the right invertibility of the 
system Z: 
DEFINITION 3.8. The system I: is right invertible if for every Q E C&, 
there exists a u E Cl’&, such that ~(0, U) = 8. 
PROPOSITION 3.9 [l]. The following statements are equivalent: 
(i) Z is right invertible, 
(ii) V, = Iw “, im[C, D] = BB’, 
(iii) the transfer function T(s) (see (3.3)) is right invertible as a rational 
matrix. 
Combination of Propositions 3.7, 3.9 leads to an answer to one of the 
questions about the LQCP without stability for right invertible systems. 
LEMMA 3.10. Z tight invertible CJ V’x, E R”: J(r,) = 0. 
The intersection of V and W, V n W =: R, turns out to be strongly related 
to the notion of lef invertibility: 
DEFINITION 3.11. The system Z is left invertible if for all nonzero 
u E Ci& we have that ~(0, u) # 0. 
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PROPOSITION 3.12 [l]. The following statements are equivalent: 
(i) C is left invertible, 
(ii) R = (0) and 
ker; ={O}, 
I 1 
(iii) the transfer function T(s) is left invertible as a rational matrix. 
REMARKS. 
(1) For a left invertible system, the set of optimal controls for the LQCP, 
if not empty, always contains at most one element. 
(2) Note that if R f {0}, then there are for every x0 E R at least two 
optimal controls for the LQCP without stability. This follows from Lemma 
3.4 and Definition 3.6. In Section 5 we shall see that nonuinqueness in 
optimal control always occurs when R # (0). 
(3) If a system Z is both left invertible and right invertible, then the 
transfer function is square and invertible (and conversely). Such systems are 
called invertible [4]. 
4. THE GENERALIZED DUAL STRUCTURE ALGORITHM 
In [l] the notion of “dual structure algorithm” was introduced and 
applied to study the linearquadratic problem for left invertible systems. This 
dual version of Silverman’s structure algorithm turned out to yield an explicit 
computation of W(Z). (Recall that the primal version [4, 16, 241 concentrates 
on V(Z).) Here, we propose an approach somewhat different from the one in 
[I, Section 41 in order to analyse linear systems which are not necessarily left 
invertible. Although the construction of the algorithm is rather lengthy and 
notationally involved, we would like to stress the method’s significance in 
transforming the linearquadratic control problem under consideration into a 
related control problem which is immediately solvable. 
Now consider the system Z: 
px = Ax + Bu + x0, 
y=Cx+Du 
(4.la) 
(4.lb) 
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with D not left invertible, 
ker; ={O}, 
I 1 im[C, D]=Bp'. 
step 0 
Assume that rank(D) =: 90 < m. Then there exists a permutation matrix 
R, = [ Ro, &,], rank( R,) = Q~, such that Do w D&, is left invertible with 
rank 9,, and im(DE?,) c im(D,) = im(D). Therefore Dfio = D,K,* for some e 
9, X (m - 9n) matrix K, . * If R,*:=(- ?i,K,* + R,), then it is easily seen 
that S, := [R,, R,*] is invertible and that 
DS,= [D,,,O]. (4.2) 
Defining 
and 
BS,=: [B,,B,] (4.3) 
- 
u=:so “0 I I to0 (4.4) 
then yields the following description for 2, := Z: 
px = Ax + BOG0 f $t.Zo + x0, 
y=Cx+ Dow,, 
(4.5a) 
(4.5b) 
where fro is left invertible, since 
Note that in case of left 
to make the above separation. 
It follows from (4.5) that y will be regular if Eijo is regular and 6, is the 
derivative of a regular function. This suggests the substitution 
6, = ptTo (4.6) 
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in (4.5a). If we next define 
(compare the transformations in [8] to [ll]), we obtain the system Z, given 
by 
px, = Ax, + &iJ + A&, + x0, 
y=cx,+D~GO+cB”fT”. 
Observe that rank( De, Cg;,) > rank( Da) and that 
(4.8a) 
(4.8b) 
- 
u=zz,(p) “0 ) 
[ I VCJ 
where 
(4.9a) 
(4.9b) 
with r0 = m - 90. 
All of the following steps that occur in 
three separate column selection procedures. 
ing objectives below. 
the algorithm in fact consist of 
We shall indicate their underly- 
step 1. 
Part 1. Let rank(D,, C&) be 9e + 9i < 
tion matrix R, = [Ri, 1?i], rank(Ei) = 9i, 
m. Then there exists a permuta- 
such that C&R, =: D, is left 
invertible, has rank 9i, and is independent of D,,, whereas im(C&,fi,) = 
im(D,, Di). Thus, for some 9,, X(Q - 91), 91 x(ro - 91) matrices _K,* and 
K$ it holds that C&$,= D&g+ D,K& If RF = - R,K;C, + R,, then 
ST := [%,, RF] is invertible and with the transformation 
s, := I 1,” lo, - GI 0 1 Sf ’ (4.10) 
it is found that 
[D&&]S,= [D,,D,,O]. (4.11) 
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Defining, as in step 0, 
[&,A$]S,=: [&&,fi,], 
and, in addition, 
wo 
[- 00 
- 
WlO - 1 I- =:s1 Wll Ul 
(4.8) transforms into 
(4.12) 
(4.13) 
(4.14a) 
(4.14b) 
with the n x (r. - ql) matrix fi, not necessarily of full column rank. 
Note that in part 1 we have tried to “regularize” the system X1: If we 
had found R, = I,“, then [Do, CB,] would have been of full column rank and 
hence the usual theory of optimal regulators [12, 13, 18, 191 could have been 
applied to the system Z,. 
Part 2. Since fi, is not necessarily left invertible, we may apply a 
transformation which selects only the independent columns of B,. To be 
more specific, assume that the invertible matrix P, = [P,, Pl*] is such that 
B,P, = [ B,P,,O] (4.15) 
with rank(B,F,) = rank(F,) =: pi, rank(P,*) =: cl [ = (r. - 91 - P,)], and set 
ii, =: P, 
[ I. a: w1* 
Thus, the system equation for xl becomes 
- 
pr, = Ax, + [i-3,,, i$] ;f; + i@,ti$ + x0. 
[ 1 
(4.16) 
(4.17) 
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Part 3. This part actually sets apart those columns of l?rP, which 
a priori cannot enlarge rank(Da, D,, CZ?,P,) w.r.t. rank(Da, Or), this being 
the objective in the first p_art ,of step 2 (compare step 1, part 1). 
Therefore, let V, = [V,, V,] be a permutation matrix, rank(V,) =: rr, _ -- 
rank(qr) =: pr = p, - rl, such that B,P,V, is left invertible, independent of 
&whereas im( I?,P,cr) c im( fi,). Then for some r0 X p1 matrix N,* we have 
B,P,vl = $,*. Now substitute into (4.17) 
which yields - 
px,=Ax,+[&B,] I:: 
[ 1 
(4.18) 
(4.19) 
At this point the fundamental difference between the algorithm in 
[ 1, Section 41 and our method becomes apparent. Here, instead of [ ti?,, wlc] = 
P t cl7 ~1 (see [13>, we propose the substitution 
6, = PI?;, (4.20) 
[compare (4.6)], and we define in (4.19) 
(4.21) 
Thus we arrive at the system Z, described by 
- 
px,=Ax,+[B,,&] Et?: 
[ 1 - -- + AB,P,V,d, + 8,~,?Iw,, + x0, (4.22a) 
Note that rank[ De, D,, CB,PrV,] > rank[ Da, DJ and that indeed 
(4.2213) 
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Furthermore, the controls for Z, and X:2 are linked by H,(p): - 
WlO - 
WO 
‘-I 
[ I - Wll 
00 
=4(p) Cl : I WlC W1* 
where (yl = 90 + 9h 
(4.23) 
Next, we describe the general iteration step k + 1, k 2 0. 
Stepk+l 
The system Z,, 1 is given by 
^ -- 
pxk+ 1 = Ax~+~ + &iii, + A&&&C, 
+ ; Bi@wic+ 2 o.wi*+zo, 
i=l i=l 
y = cx,, 1-t _D,w, + cii,PJ$, 
( BoPoVO := fi,) with 
(4.25a) 
(4.25b) 
Further, for all i = 1,. . . , k we have that 
(4.26a) 
(4.2613) 
(4.26~) 
iii+ifl = WiNi* (4.26d) 
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where W,= [En,, BrP;V,,..., ji_r’iPr’i-r] is a left invertible matrix with rank 
5 - 1 = r, + rl + * . * + ri_ 1, and Ni * some ci- 1 X pi matrix, Pi = dim(wiJ. 
Moreover, _Dk is left invertible with rank gk = qO f q1 + * . . i- qk7 dim = 
rank(BkFkvk) = rk, and with 
& := pr + . . ’ + pk, #so := 0, 
$k:=(Jl+ “. +a,, 6” := 0, ai=dim(wi*) (i=l,...,k), 
it holds that 
qk+rk+&+$k=m. - (4.27) 
Part 1. Let rank(pk, Cj$kvL) = gk -t qk+l < m. Then there exists a _- 
permutation matrix Rk+r= [Rk+r, Rk+r] such that Dk+r:= CBkPkVkRk+, is 
left invertible, with rank equal to qk+r and independent of _Dk. Moreover 
cfikFkvkIITk+~=~kK,*,~,~ + Dk+1Kk*,l,2 for cehin yk x(rk- qktlh qk+l x 
(rk - qk+l) matrhxs &++l,I, Kk*,1,2. Then 
[-DkdkPkVk]Sk+l= [~k>Dk+d$ (4.28) 
where Sk+ r is the regular transformation 
S 
lqk KA - Kk*,LA 
k+l= 
0 SC+, 1 
with SC+, = [Rk+r, ‘k*+ 11, %+ 1= ( - ?ik+,Kk*, 1,2 + Rk+ 1). 
Define 
and introduce the new control variables by 
with 
w k+l= 
- 
wk+lk+l 
(4.29) 
(4.30) 
(4.31) 
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then (4.25) becomes 
PX~+~=AG+~+&+,%+, 
k 
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+B - k+lUk+l 
k 
+ c BiFiViWic + c 0.wi*+ xg, (4.32a) 
i=l i=l 
Y=CXk+l+-Dk+lWk+,* (4.32b) 
Part 2. Let the regular matrix Pk+r = [ isk+l, Pk*il] be such that 
8 k+rPk+r = [fik+ri)k+r, 61 with rank(fik+rFk+r) = rank(pk+r) =’ pk+1, 
rank( Pk*+ r) =: ok+ r. Then with 
_ 
uk+l- k+l -P 
[ IT ‘k+i wk+l* (4.33) 
the system equation (4.32a) becomes 
k k+l 
+ c i$liiqwi,+ c 0. wi*+ xg. 
i-l i=l 
(4.34) 
Part 3. Assume that the permutation matrix vk+, = [vk+,, ?k+ r] is such 
that rank(Bk+1Pk+l~k+1)=rank(vk+l)=‘rk+l, 8k+1Fk+1vk+I independent 
- -- 
of [ &, BIPlvl,. . . , BkFkvk] = wk+ 1, whereas for some Tk x Pk+ 1 matrix Nk*+ 1
it holds that Bk+lPki-l~k+l=Wk+lNk*+l with Pk+l=pk+,-rk+l. As in 
(4.18), set 
wk+l- k+l 
-I -v wk+l r I. Wk+lc (4.35) 
Substituting (4.35) into (4.34) then leads to 
k+l k+l 
+ c BiFiViWi, + c o*q*+ X”. (4.36) 
i=l i=l 
Finally, we consider G,, 1 to be the derivative of 6, + r, i.e. Gk+ 1 = pii,, lr 
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and define 
xk+2:= xk+l - ‘k+lFk+lvk+lck+l. (4.37) 
We then obtain the following system, which will be called 2k+2: 
Pxk+2 = AXk+2 +Hk+@k+l+ ABk+lPk+;Vk+16k+l 
k+l k+l 
+ 1 BiFiqqc+ c o*q*+x,, 
i=l i=l 
Y = cxk+2 + -Dk+lWk+l+ CBk+lFk+lvk+lck+l. 
The controls for &+ 1 and zk+* are related by 
with 
If we denote (~2, wt nonexistent) 
(4.38a) 
(4.38b) 
(4.39) 
(4.40) 
(4.41) 
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then it is clear that 
with 
0 
I Pkil 0 
0 0 
0 0 
0 I& 
0 
1 
%+I 
0 
0 I 
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(4.42) 
. (4.43) 
Termination of the Algorithm 
We will agree to terminate the algorithm when for the first time in step 
k + 1, part 3, it is found that 
‘k+l= 0, 
(4.44) 
i.e., when for the first time 
- - 
Bk+lPk+,= wk+,Nk:l 
(4.45) 
for some rk x pk+l matrix Nk*+l. In this case, ?k+l= I_+,, and hence 
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which leads to the final system description for Z,, r: 
k+l k+l 
+ c iiFiqwic+ c o*wi*+x,, (4.46a) 
i-l i=l 
Yk+l=CXk+l+-Dk+IWk+l. (4.46b) 
The Relation of the Algorithm with the Subspaces ficnn Section 3 
Let OL = k + 1 z 1 be the first integer for which in step (Y, part 3, it holds 
that r, = 0. Note that indeed 1y > 1, since ra = m - q0 > 0. Then 
since 
a<n+l-rO, (4.47) 
w,= [4,~,ijX,...,is,_,I;,_,V,~,] (4.48) 
is left invertible with rank -r, _ 1 and thus n >, r, _ 1 > r. + (a - 1). Further, let 
on be the first integer 1 for which 
s_r = cl,, (4.49) - 
i.e., let en be the first integer k for which in step 1, 2 = k + l,.. . , a, 
. . . im( &_ ,P,_ ,v[_ r) c im(&). Then, by definition, 4,,, = Ye,+ r = 
cU~ff,>O, 
and thus 
= 4_,> 
(4.50) 
(4.51) 
(4.52) 
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These observations yield the next system equations for C,: 
(4.53a) 
(4.53b) 
with 
B,” = Weti,: (4.54) 
where g1 is a given upper block triangular matrix [see (4.46) (4.51), (4.41), 
(4.26d), (4.48)]. Moreover, 
x, = x - wag_l, (4.55) 
with 
and 
where 
(4.56) 
(4.57) 
R(4 = 4(44(s) . . . ff,(s), (4.58) 
from (4.7), (4.37), (4.9), (4.42), (4.43). Observe that H,(s) is a constant 
regular matrix, since 
In order to exploit these results, we need some information on W(Z) and 
V,(Z,) first [here V,(Z,) denotes the distributionally weakly unobservable 
subspace associated with Z,]. 
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PROPOSITION 4.1. Let O<k<a-1. Then 
(i) W(C,) = im[BkPkvk]+W(l:k+l), 
(ii) V&G) =V&&+J 
Here W(Z,) denotes the strongly reachable subspace for 2,. 
Proof. To start, we agree to work with the system description (4.25) for 
z k+l and (4.1) for Z, = Z. Note that the strongly reachable subspaces for 
(4.25), (4.323, (4.34), and (4.36) are equal, and so are the distributionally 
weakly unobservable subspaces. 
We now examine k = 0; the proof for 0 < k Q (Y - 1 runs analogously. 
(1) Assume c E W(Z). Then there is a u E U, such that f = ~(0, u)(O+ ) 
where x = (pl - A)-‘Bu. Hence x = (pZ - A))‘[&Ga + B,pGO] = 
(pZ - A)- ‘[&W, + A&,f&] + &f& (see step 0 of the algorithm). From (4.8a), 
with x0 = 0, we have xi = (pZ - A)-‘[&+i$ + A&J,]; thus 
x’= x1 0, ( [ ” 00 Ii (o+ ) + B,tgo+ ) for some [ ii?:, i$] ‘, 
be.. 
W(Z) Gim(B,)+W(Z,). 
The converse inclusion is obvious; see also [l, Proposition 4.17(ii)]. Note that 
in fact (4.7) is used here. 
(2) If T,(s) denotes the transfer function for Z, (Z= 0, l,.. ., CX) with 
T, = T [(3.3)], th en it can easily be shown that Tk+ 1(s) = Tk(s)Hk(s), 
k =O,l,..., (Y - 1 [see (4.42)] and thus, in particular, Tl( s) = T( s)H,( s) [(4.9)]. 
Note further that if T,(s) denotes the transfer function corresponding to the 
system description for Z, in (4.53) then T,(s) = T,( s)H,( s) = T( s)fiJ s) 
[(4.58)]. From Proposition 3.7, x0 E V,(Z) if and only if there is a u E C,‘,&, 
such that [(3.2b)] T(p)u + C(pZ - A))‘x, = 0 and x0 E V,(Z,) iff there is a 
[ii?& i$] T such that 
- 
T,(P) “0 
[ 1 % +C(pZ-A)-+0 
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The claim now follows from the observation that - 
u E cizp CJ “0 
[ 1 00 = H,‘(p)u E C$,. 
REMARKS. 
(1) In [I, Proposition 4.171 similar relationships between subspaces of Z, 
and Z, were claimed. Nevertheless we believe that a new proof is necessary, 
since our system Z is not assumed to be left invertible. 
(2) One may also show V(Z,) c V(Z,+,); see Definition 3.6. Compare 
with [ 1, Proposition 4.17(i)]. 
We return to (4.53). Since pa, is left invertible and has rank ya,, we can 
write 
Ea, = U&G,” 3 (4.59) 
where U&Ua, = Iqon, GaD is invertible. Let U, be such that U,‘U, = I,_ 4,, 
and such that U := [U,,, UC] is invertible, U-i = UT. Then for yi = U,‘,Y and 
Ys = Ucry it follows immediately that 
yi=U,TDCx,+G u, a. a, 
ya = qrcx a, 
(4.6Oa) 
(4.6Ob) 
but also that 
llYl12 = llYJ2 + lIYzl12. (4.60~) 
Applying a preliminary feedback 
then transforms (4.53a) and (4.60) into 
(4.61) 
(4.62a) 
(4.62b) 
(4.62~) 
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(4.63) 
with 
= G$V T an’ (4.64) 
Now both W(Z) and V,(Z) turn out to be invariant w.r.t. A,, the 
“preliminary closed-loop” matrix, as might be expected [5, 161. These invari- 
antes, which will be proven in the last two lemmas of this section, will show 
their value in the development of Section 5. 
First, we state a result for the matrix W, in (4.48). 
LEMMA 4.2. A,,,(im( W,)) C im( W,). 
Proof. See Lemma 2 in Appendix 1. n 
LEMMA 4.3. W(Z) = im(W,), dimW(Z) = cm-r. 
Proof. To start, it is stated in [2] that W(Z,) = W(Z,,,), where X.,,, is 
described by (Am”,, B,“, U,‘C). From Lemma 3 in Appendix 1 it follows that 
W(&,,) = (A&m(X)), h ence, with Lemma 4.2, W(Z,) c im( W,), since 
im( Z3,“) C im( W,) ((4.54)). 
Finally, iterating the equality in Proposition 4.1, 
W(Z)=im(W,)+W(Z,)=im(W,) 
and thus dimW(Z) = rank(W,) = -r,_,. n 
Observe that we can take as “output injection” G = - &Qa: in 
[l, Theorem 3.151, since B + CD = i,Z?i. Therefore 
G= -&&EG(W):= {G:R n --) W”]( A + GC)W c W, im( B + GD) C W} 
[W = W(C)]. See [l, 5, 15, 251. 
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Not only W(Z) is A,“-invariant. So is V,(Z), according to Lemma 4.4. 
LEMMA 4.4. V,(Z) = (ker(UTC)]A,J = (ker(C,JA,J with Can= 
(I- P~“(-Dar,Q”)-l-Dar,)C. 
Proof. Consider (4.62), and apply Proposition 3.7: 
for some impulsive-smooth distribution wz. However, since im(CW,) c 
im(_D,,) [see (A1.5) in Appendix 11, one easily sees that, with Lemma 4.2, 
U,TC( pZ - A,“) -‘W, = 0. 
Therefore, recalling (4.54), we have that 
V&J= (xolU,TC(pZ-A,D)~‘“o=O) 
= (ker(U:C) IA,, , 
but also [Proposition 4.l(ii)] 
Ym ‘Y&J. 
This completes the proof [note that ker( U,‘C) = ker( U,U,TC) = ker( C,,)]. 
Observe that V,( Z,) = V(Z,), the weakly unobservable subspace for 2,. n 
REMAFX. For all points in (ker(U,TC)] A.J the optimal cost without 
stability equals zero. This follows immediately from Proposition 3.7 and 
Lemma 4.4. 
Summary 
The generalized dual structure algorithm yields a transformed system 
(4.62), where im( R,“) G im( W,). In addition, A,&V,( 2)) c V,(Z) but also 
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AaD(W(X)) G W(Z). These results wih enable us to solve the LQCP com- 
pletely. This will be shown in Section 5. 
We conclude this section with an explicit description for the set of 
admissible inputs U, (Section 3) which obviously contains all optimal inputs 
for the LQCP (if existent). 
PROPOSITION 4.5. 
$, E Cz, smooth; E C.m-~~~, arbitrary 
‘mP 
i 
, 
where f-(3,, w,“) denotes a distribution in CF;g, depending on &j, and wz, 
defined by 
with f(p) = I - -$(pZ - AJrB,~(_D,TDJ1. 
Proof. Immediate from (4.62) (4.61), (4.57) with x,, = 0. 
REMAFUC. Proposition 4.5 is a generalization of [l, (5.1), (5.2)]. 
5. DETERMINATION OF ALL OPEN-LOOP CONTROLS FOR 
THE LINEAR-QUADRATIC PROBLEM WITHOUT STABILITY 
For the solution of the LQCP we start from (4.62): 
(5.la) 
(5.lb) 
(5.lc) 
J(%U) = jorn[llYrl12+ llY,l121 dt. (5.ld) 
Now make a direct-sum decomposition of the state space as follows: let 
X, := W(Z), let X, be a subspace such that X,$X, = V,(Z), and let X, be a 
subspace such that X,@X,@X, = R”. Let WC, and WC2 be left invertible 
matrices such that 
X,= im(W,,), X,=im(W,,). (5.2) 
Then 
W:= [W,,w,,>w,,] (5.3) 
is invertible with inverse 
Decompose 
x, = waxa + w& + w,,xf, (5.5) 
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and recall from (3.lc), (4.6Oc) that 
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(5.4) 
I.e., 
x a = Lax,, 
Then (5.1) transforms into 
y,= [o 0 C, 
xp = L,,x, (Z= 1,2). 
x0 H, 
x! + H, 
b 
X2 I[ 4 
(5.6) 
(5.7b) 
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and 
(5.7c) 
Moreover, (C,, Ass) is observable. 
To see this, note that the zero blocks in the system matrix appearing in 
(5.7) follow from Lemmas 4.2 and 4.3. The other zero blocks in (5.7a) are a 
translation of (4.54). Finally, the block decomposition for y2 and the observ- 
ability of the pair (C,, Ass) follow from Lemma 4.4. 
Using (5.7), we may establish that the problem of infimizing 1(x0, u) in 
fact is determined by the following regular subproblem: Given the subsystem 
find 
b 
Xl 
6 dt, 
(5.8b) 
*2 
The regular linearquadratic control problems are well established [2, 12, 
13, 18, 191. It is generally agreed that one should compute the optimal 
solution of a regular problem by means of the algebraic Riccati equation 
associated with the system involved [Z, 121. In order to ensure solvability of 
the problem under consideration, stabilizability of the system is commonly 
preassumed. Thus, we assume here 
ASSUMPTION 5.1. The pair 
is stabilizable. 
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Next, consider the algebraic Riccati equation corresponding to the subsys- 
tem in (5.8): 
(5.9) 
and let 
be the smallest nonnegative definite solution of (5.9). We will now state the 
main result of this Section. 
THEOREM 5.2. Consider the LQCP without stability: “Determine 
subject to 
px = Ax + Bu + x0, 
y = cx + Du,” 
and let Assumption 5.1 hold. Then: 
(i) 1(x,) = x~K-X, with 
K- = [LZl,LC, r7 Lcl 1-i I L ’ c2 
I?- being the smallest nonnegative definite solution of (5.9). 
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(ii) Zf U~P'(x,) denotes the set of optimal controls for the LQCP without 
stability, then 
E CiEp SD, arbitrary 
i 
, (5.1Oa) 
where g( K - ) is a matrix-valued distribution defined by 
with 
(5.11) 
Consequently, there is generally more than one optimal trajectory. However, 
for any optimal trajectory, to be denoted by x*, it turns out that Lclx* 
(I= 1,2) is fixed. 
(iii) Moreover, 
z-=O O 
[ 1 0 r?, 
with g&> 0, 
and, additionally, 
A*,--AA,-H,H,TZ?', 
is asymptotically stable. 
Proof. The solution of the subproblem stated in (5.8) is given by [2]: 
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this infimum is achieved by 
Hence [(5.7)] 
and u;,“, w,* may be chosen completely arbitrarily. 
Substituting 
into (5.la) yields 
= A*-x -i- BW -I- x uBa Pn‘ O [see (4.64)]. 
Hence 
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(5.12) 
(5.13) 
From ( 4.61), (5.12), (4.64), 
and then (5.10) follows with (4.57), (5.13). 
Next, from (4.55), (5.4), (5.6), 
L,x=x”+&_‘, 
.L& = Xp 
(5.14) 
(t = 1,2). 
Hence, if z$‘* (I = 1,2) denotes the optimai trajectory for (5.8) obtained by 
the minimizing feedback law for da, then I+* = xf* (2 = 1,2) for any 
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optimal trajectory x* and therefore is fixed. We will elaborate extensively on 
the nonuniqueness of L,x* in [20]. 
This completes the proof of (i) and (ii). 
Finally, from Proposition 3.7, 
= im[w,, WC,], 
whence 
p=O O 
[ 1 0 1?; ’ 
(5.15) 
with g& satisfying [(5.9), (5.15)] 
0 = c& + AT,&, + &,A, - K,,H,H,T~?,,. (5.16) 
Due to the observability of (C,, A%), we have that K& > 0 and furthermore 
that A*,- is asymptotically stable. This proves (iii). Note that Aj< = 
&,A*,, We,. n 
Let us give an interpretation of Theorem 5.2 for left and right invertible 
systems (see Section 3). To start with, 
LEMMA 5.3. The transfer function T(s) has rank CJ~, over the field of 
rational functions. 
Proof. From (4.53), rank(T,(s)) = g=,, since 
rank(RD ) = g,,, and im(CBz) c im(QaD) (Appendix 1). 
Hence [(4.58)] rank( T( s)) = rank( ?,( s)E; i(s)) = ga,. n 
In [16, Theorem 4.31 this result was proven by means of a “left structure 
algorithm.” 
Now, let Assumption 5.1 hold. 
In Section 3, remark (l), it was stated that for left invertible systems the 
optimal control, if existent, is unique. Indeed, 
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COROLLARY 5.4. z I& invertible e 9,, = m e #(v;pt(X())) = 1. _ 
Proof. From Proposition 3.12, Lemma 5.3, and (5.10a) we have ‘c left 
invertible a m = Ye, e dim( wz) = 0 and dim( w,* ) = 0 a optimal control 
is unique. n 
REMARKS. 
(1) Note that for left invertible systems (Y = on. 
(2) The dual algorithm in Section 4 and the algorithm in [l, Section 41 are 
identical for a left invertible system. 
COROLLARY 5.5. I: right invertible e 9,,= r CJ K- = 0. _ 
Proof. Combine Proposition 3.9, Lemmas 3.10 and 5.3, and Theorem 
5.2(i). n 
REMARKS. 
(1) For a right invertible system, W,, in (5.3) does not appear and 
in (5.4). Thereforz xi and ys do not appear either. 
(2) Let A oID, &I, denote the induced maps of AaD, Ban w.r.t. En := Iw */W 
[W = W(Z)]; see e.g. [15, Chapter 01. Then it is easily seen that Assumption 
5.1 holds if and only if (d 
to [C=’ := 
aD, Ea,) is stabilizable. With [14] this is equivalent 
{sEQ=(Res>O}]: 
and thus, with Lemma 5.6 below, equivalent to (A, B) stabilizable. 
(3) From (5.14) it is immediate that it is necessary for x(00) = 0 that 
r,“(co) = 0 (I = 1,2). Hence Assumption 5.1 is necessary for solvability of the 
LQCP with stability (Section 3). In [20] it is shown that if Assumption 5.1 
holds and the intersection of the imaginary axis and a certain set (the 
invariant zeros, see Remark 7) is empty, then for all initial conditions there 
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exists a Ga such that the cost criterion in (5.8b) is minimal and finite and 
x!( co) = 0 (I = 1,2). Moreover, by an appropriate choice of w,’ and 1s: one 
even has x(00) = 0. Compare [2]. 
(4) If Assumption 5.1 holds, then one easily establishes from the proof of 
Theorem 5.2 that, 
J( x0) = x,Trx, 
= inf{J(w,!, u)lu E Cizp such that (x/V,,( Z))( co) = 0) 
(where (x/V,(X))(t) = P(r(t)) with P the canonical projection of IR n on 
R “/V,(Z), [15, Chapter 0]), and that for every x0 an input u exists such that 
J(x,, u) = x~K-x, and (x(re, u)/V,(Z))(w) = 0. 
(5) Since ti - is of the form given in (5.14), we might as well have 
restricted ourselves to the regular subsystem 
and infimization of 
px; = A.& + H&, + ~2”” (5.17a) 
/[ Oa 11%112 + llG~;l121 dt (5.17b) 
which is solvable if (A,, Hs) is stabilizable, but also conversely. This is 
shown in [26]. 
(6) For a treatment of the discrete-time singular LQCP we would like to 
refer to [24], [27-301, and [36]. 
(7) Recall from Lemmas 4.2-4.4 that AaD c W and A&V,) 5 V, 
with V, = V,(Z), W = W(2). Therefore the set of eigenvalues 
is properly defined, and it equals the set of invariant zeros a*(E) = 
{s E C ]rank(PZ(s)) < n + 4_aD}, where P=(s) stands for the system matrix 
[311 
d-A -B 
C D 1 (SEC) 
and (Lemma 5.3) 4,” = normal rank (T(s)). See [25], [31-331, [20] and [27]. 
SINGULAR LINEAR-QUADRATIC PROBLEM 167 
This set of invariant zeros is of importance when considering the LQCP with 
stability ([l-2, 18, 201). 
LEMMA 5.6. 
(A, B) stabilizable = 
Proof. The easy side: let VJ[ A,” 
AE~+ and nr~Q=“. 
- XI, &J = 0, qW = (0) for some 
Then immediately nA = Xn [(4.63)] and n& = 0 
[(4.52)], q& = 0 [(4.48)]. Hence [(4.3)] ~JB = 0 and r~ = 0. 
The difficult side: Assume that q[A - XI, B] = 0, X E a=‘, and qr E C”. 
Then again with (4.3), n& = 0, and rl&, = 0. But then also VA& = X7&,_= 0 
and thus [(4.12)] ~JB, = 0, r~Z?i = 0. From the latter relation we get nB,Piv, 
= 0 [and qZ?,P,?r = TZZ$V,* = 0 (step 1, part 3 of the algorithm)]. In this way 
we find q&n = 0, nW = {O}, and hence q A,” = X-q + q = 0. This completes 
the proof. H 
6. THE LINEAR-QUADRATIC CONTROL PROBLEM 
AND THE DISSIPATION INEQUALITY 
In [18] it was shown that a necessary condition for the quadratic form 
x:Kx, to represent inf, 1(x,, u) under any conditions on the long-term 
behavior of the state is that the real symmetric matrix K satisfies the 
dissipation inequality 
F(K) > 0. (6.1) 
Here F(K) is called the dissipation matrix [17], which for any n x n matrix 
K is defined by 
F(K)= ATK + KA + CTC KB + CTD 
BTK + DTC 1 DTD . (6.2) 
The dissipation inequality has been a topic of several papers since its 
introduction, for instance in [18, 34-371; for the discrete-time case see e.g. 
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[27]. In [18] it was noted that for the regular LQCP all rank-minimizing 
solutions of (6.1) are solutions of the algebraic Riccati equation 0 = CTC + 
ATK + KA - (KB + CTD)( DTD) - ‘( BTK + DTC). 
Recently, it was shown in [17] that for the singular LQCP with stability 
the symmetric matrix defining the optimal cost, denoted by K+, also is a 
rank-minimizing solution of (6.1). In this section we generalize the results in 
[17]. Here, it will be shown that for real symmetric matrices K we have 
min, rank( F( K )) = rank( T( s)) [(3.3)] and that the rank-minimizing solutions 
of (6.1) are solutions of a specified algebraic Riccati equation. Thus, in 
particular, K in Theorem 5.2 turns out to be the smallest nonnegative 
rank-minimizing solution of (6.1). 
First, observe that with every system we may associate a dissipation 
matrix. Now let F,(K) be the dissipation matrix belonging to the system Z, 
in Section 4, k = 0, 1,. . . , a. Recalling Proposition 4.1, we work with descrip- 
tions (4.1) for Z, = 8, and (4.25) for Z,, r, 1 = O,l,. . , a - 1. Then Lemma 
6.1 expresses the key result. 
LEMMA 6.1. Let i = 0, 1,. . . , (Y - 1, ad consider step i + 1, part 1 of the 
algorithm . Then 
Fi(K)>O = Fi+,(K)>O and Kb,=O, 
and, additionally, 
rank(F,(K)) = rank(F,+,(K)). 
Consequently [(4.48)], 
F(K)>0 ti F,(K)>0 and KW,=O (6.3) 
and 
rank(F(K)) =rank(F,(K)). (6.4) 
Proof. Appendix 2. n 
According to Lemma 6.1, we can concentrate on the inequality F,(K) > 0 
in order to find the set of solutions for (6.1). Using (6.3) (6.4) it is then 
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immediate that 
F(K)>0 @ FJK)aO and KW,=O (6.5) 
and that 
with 
rank(F(K)) =rank(FJZZ)), (6.6) 
ATK + KA + CTC 
ga(zz) = 
K&, + C’L& 
BT~+DTC 
(6.7) 
-atI --a, 1 _DuT,QCx, ’ 
since F,(K) is similar to FJK) and KBol= 0 - KW,N,* = 0 [(4.45)]. Now 
(Schur’s lemma) $a( K ) is similar to 
with 
~(K):=ATK+KA+CTC-(KB,o+CT_D,D)(_D,Tn_s,,)-1(~~”K+_DnT,,C), 
(6.8) 
and we thus obtain 
THEOREM 6.2. Let M,(n) denote the set of real symmetric n x n 
muttices, and r := {K E M,(n) 1 F(K) > 0). Then 
r= {KEM,(n)[KW,=OandcP(K)>O}. (6.9) 
Moreover, for every K E r it holds that 
rank(F(K)) =~,~+rank(cP(K)) 
= rank(T(s))+rank(@(K)). (6.10) 
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Hence, if rmin denotes the subset of r containing all rank-minimizing 
solutions of the inequality F(K) > 0, then min, E M,(n, rank( F( K)) = go,, = 
rank( T( s)) and 
rmin = {K E T/@(K) = o} 
= {KEMR(n)(KW,=Oand@(K)=O}. (6.11) 
Proof. The statements (6.9), (6.10) follow from (6.5)-(6.8) and Lemma 
5.3. Further, rank(O(K)) z 0 and rank(@(K)) = 0 a @(K) = 0. n 
The Riccati equation Q(K) = 0 can be transformed into (5.9) if K W, = 0: 
COROLLARY 6.3. 
rmin= {KeM,(n)[K= [~~I,L:2]ZZ[~~j, tsatisfies(5.9)). 
Proof. The Riccati equation Q(K) = 0 is equivalent to 
0 = C’UJJC’C + A’u”K + KAaD - KzaDGiD1( G&‘)%&K (6.12) 
[see (5.1)]. Define 
K=: [L;,L;,,Lz,]I? 
La 
[ 1 Lcl * L c2 
Then for all K E M,(n), 
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Thus 
@(K)=Oand KW,=O CJ lZ= Gl G 
I 1 ET, 2,s satisfies (5.9). W 
Finally, combining Theorem 5.2 and the results obtained here yields 
COROLLARY 6.4. Let K- denote the matrix in M,(n) denoting the 
optimal cost without stability. Then K - can be characterized as the smallest 
nonnegative definite rank-minimizing solution of (6.1). 
COMMENT. Corollary 6.4 is in fact a characterization of the optimal cost 
for the LQCP without stability that is directly related to the coefficients of 
the original system, whereas e.g. Theorem 5.2 implicitly preassumes the 
knowledge of the system Z, obtained by the dual algorithm. 
On the other hand, we emphasize that the rank-minimizing procedure 
actually is equivalent to the column-generating process in the algorithm. 
7. CONCLUSIONS 
The generalized dual structure algorithm is an appropriate instrument to 
compute all optimal controls for the singular linear-quadratic control problem 
without stability. Also, it has enabled us to give an elegant characterization of 
all rank-minimizing solutions of the dissipation inequality. In particular we 
have proven that the optimal cost for the problem considered in this paper 
can be interpreted as the smdest nonnegative rank-minimizing solution of 
the dissipation inequality. 
APPENDIX 1 
LEMMA 1. Consider the dual algorithm. Then we have the following 
relations: 
(i) Vi = 1,. . . , a: ~~-A,D~i_,P,_;V,_,l?i, 
(ii) Vi = 1,. . . , a: B,R;= A,&~,~,V,_i, 
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(iii) Vi = 0,. . . , aD - 1: 
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- -- CB,P,v, = Q+l [ [ :;;:;]fi::,,+ [ E;+l]]T 
and Vi = cxD,. . ., a: CB.P.V = Q&*, 11, I,,-, 
(iv) Vi = 1,. . . , a - 1: 
&=W,+, [[ ;T]+[yT]]QF, 
and 
where 
I -- 
w,+,= [ii,, BIPIVl,..., B,P,vJ 
and (Ii* is such that 
Qi* I 1 Pi’ = pi- 1. 
Proof. We start with the observation 
Vi=l,...,a,: 
K,T 
&=-_B, K* 
[ 1 + Atii_lPi_lV;lfii, 12 (AH) 
which follows from (4.12), (4.30), (4.51). Note that ki = I,-, for i > aD 4 1. 
Also, one easily sees from part 1 in each step that 
Vi=l,...,aD: 
K,T 
Di Kf 
[ 1 12 
Vi=a,+1,...,01: penK,T = C~,p,pi_,~_,. (A1.2) 
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Thus, for i = cxo + 1,. . . , a, 
Ki := K,1; = ~$Bi_lPi_lq 
which, substituted in (Al.l), yields 
~i=(A-aa,~~~C)~i_,Pi_lV,_l=A,nai_,P,_,Vi_,; 
with 
see (4.63). 
In addition, (A1.2) can be written for i = l,.. ., (Ye as 
K,T 
Ki= KG 
i 1 0 
a g,, X ( ri _ 1 - 9i) matrix. Consequently, 
Ki=_D,+DC%i_lPi_,~,,iii 
and hence [(Al.l)] 
we have proven (i). 
Since (i) and (ii) are equal for i = aD + l,..., (Y, we take i = (ho, and 
rewrite a trivial equality: 
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(Al .3) 
where we have used the second equality from (A1.3) and (i). 
This process is now continued by e_xploiting_the first result of (A1.3), 
where we set _Dol,-r = [&a, Da,-J, B,,_r = [&a, Ba,_rl, etc. It turns 
out that 
and therefore (ii) holds. - -- 
The proof of (iii) is immediate from (A1.2) and CBiPiVi = - -- - 
CBiPiq( Ri + ,a:+ 1 + fii + ,fiT+ 1). Note that (iii) implies that 
im( CW,) C im( _ool,). (Al .5) 
Finally, we show (iv). With (4.45) we find that 
Next, 
=wa[[ va;_l]+[Na’~l]]Qc’, 
and it is clear that in this way (iv) can be proven. 
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LEMMA 2. 
with 
N,*Z; N,;Z; . . . . NaT1,Z;_, N,:Z: 
A, N,*Z; . . . . . Na*2z: 
A,.... . N *Z” u3 (I 
A,, = 
1 
where 
and 
Ni* = 
Proof. 
i=l >*.., a, 
i=l ,...,a- 1, 
Nif a rj-1 X pi m&ix, 
Immediate from (ii), (iv) of Lemma 1. 
LEMMA 3. Given zaux: 
175 
J 
NIT = N,*. 
176 
with im( B,‘) c im( W,). Then 
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Proof. We have W(Z,,,) = W,, where W, is defined inductively by 
w,:= {O}, 
W+, :=im(Bz)+A,0[Wi(7ker(U,rC)]; 
see [l, (3.22)]. Thus W, = im(Bz). Further, since U,TC(pZ - AJiW, = 0, 
we have W, = im( B,‘) + Aan(im( Z?,‘)), etc., and finally, 
REMARK. Note that U,‘C( pZ - A ,,) ~ ‘W, = 0 is a consequence of Lemma 
l(i) and Lemma 2. 
APPENDIX 2 
Proof of Lem~rru 6.1. Let Fk( K) denote the dissipation matrix corre- 
sponding with Z,, F,,(K) := F(K). We will only prove the first two equiva- 
lencies to indicate the inductive process. Assume that F(K) > 0. Then 
premultiplication of F(K) by 
and postmultiplication by 
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yields [(4.2), (4.3)] 
177 
(A2.1) 
whence K&, = 0 and F”(K) 2 0 with 
&b(K)= 
ATK + KA + CTC 
BTK+DTC 
(A2.2) 
0 0 
Moreover, rank( F( K )) = rank( Fo( K )). 
Now also rank(& K)) = rank(Migo( K)M,) for any right invertible ma- 
trix; we set 
MO= 
I, 0 8, I 1 0 zqo 0 . 
Then it turns out that [(4.8)] 
0 < M,TFo(K)Mo = flow) 
iT~*~+BTcTc BTcTD 0 0 9 0 0 
= F,(K). 
KAB,+ CTCfio 
D,'CB, 
BTCTCB 0 0 
(A2.3) 
Thus F(K)>0 * F,(K)>,Oand K$=O.Alsorank(F(K))=rank(F,(K)). 
Conversely, if Fl( K) >, 0 and K&, = 0, then from (A2.3) immediately Fo( K) 
>, 0; hence [(A2.1)] F(K) > 0. 
Next, let Fi( K) > 0, i.e. 
O< I C(K) [ ~;K,O,O] 
KB, 
0 
0 
0 ‘I (A2.4) 
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[(4.11), (4.12)]; then Kg, = 0 and fil(K) > 0, where 
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ATK + KA + CTC K& + C’D, KB, + CTD, 
F’,(K) = B,TK + D,TC D,TDo D,TDl , (A2.5) 
DTDl I 
and rank( F,( K )) = rank( gl( K )). Obviously, K8,P,vl = 0, KB,P,vl = 0. Also, 
rank( F,( K)) = rank(MTfil( K)M,) with the right invertible matrix 
while 
Since [(4.22), (A2.6)] 
we thus have shown that 
KB,P,V, 
1 I 0 0 > 0 
0 
F,(K)>0 * F,(K)>0 and KB,=O. 
On the other hand, if F,(K) >, 0 and K8, = 0, then from (A2.6) F1( K) > 0 
SINGULAR LINEAR-QUADRATIC PROBLEM 179 
and hence [(A2.4)] F,(K) > 0. Furthermore rank( F,( K)) = rank( F,( K)). Note 
also that K[&, B,] = 0 - K[&,, B,P,vJ = 0. 
Now in general (i=O,l,...,a!-1) 
F,(K)>0 = F,+,(K)>0 and K&=0 
and therefore 
F(K)>,0 * F,(K)20 and KW,=O, 
since 
K[&,B, ,..., &_:,_,I =0 - KW,=O. 
Moreover 
rank(F(K)) =rank(F,(K)). n 
The author expresses his gratitude to Professor M. L. J. Hautus, who 
suggested the subject of the paper, and to Dr. H. L. Trentelmun, who was 
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