In the manufacturing of micro/nanocomposite materials, micro/nanoparticles need to be dispersed evenly into the base materials. However, due to their high surface-to-volume ratio and high surface energy, the micro/nanoparticles tend to agglomerate and cluster together. Ultrasonic cavitation is effective to disperse micro/nanoparticles. However, works on correlating the cavitation parameters with the micro/nanoparticle dispersion are limited. This paper presents a real-time acoustic monitoring method based on cavitation noises to monitor the micro/nanoparticle dispersion status. In this paper, two types of cavitation noise power indices computed based on the raw cavitation noise signals are used to monitor the cavitation status. Both off-line and on-line steady state detection algorithms are developed. These algorithms can be used to determine the critical process parameters including the power of the ultrasonic sound and the dispersion time. Extensive experiments have been conducted to illustrate the effectiveness of the developed methods.
Introduction
Recently, micro/nanoparticles have attracted significant scientific interests, due to a wide variety of potential applications in biomedical, optical, electronic, mechanical fields, etc. They have been widely used as the additives in the fabrication of high performance composites [1, 2] . Well dispersed micro/nanoparticles can significantly improve the mechanical properties, including toughness, stiffness, ductility, machinability of the composites [3] [4] [5] [6] . Due to their high surface energy, large surface-to-volume ratio, poor wettability in the liquid, however, micro/nanoparticles tend to agglomerate and cluster together [5, 7] , which greatly limits their effectiveness. It is essential that the particles are dispersed evenly into the base materials before use.
Ultrasonic cavitation is an effective method to disperse micro/ nanoparticles [5, [8] [9] [10] [11] . The basic idea is to shoot a beam of ultrasonic sound through the particle-liquid system. Then due to local violent pressure variations caused by ultrasonic vibrations [12] , we will get a "cavitation" phenomenon, which refers to the formation, growth, oscillation, and implosive collapse of gas or vapor bubbles in liquids caused by the ultrasound. Based on the duration of bubbles, the cavitation is classified into two types: stable cavitation and transient cavitation [13] . For the stable cavitation, the bubbles oscillate nonlinearly around the equilibrium size. They are relatively stable and last for many cycles of the acoustic pressure. While for the transient cavitation, the bubbles usually oscillate for much shorter time. They explosively grow into a cavity with a size of many times of their original sizes and then collapse violently. When the bubble collapses, it produces transient micro "hot spot" that can have temperatures of about 5000 K, pressures above 1000 atms, and heating and cooling rates above 10 10 K/s, high speed liquid jets of up to 300 m/s [12] . Due to these intense effects, the cavitation can effectively mix and also break particle agglomerates into well-dispersed particles in the liquid.
There are several methods to detect and monitor cavitation process, including high-speed photography [14, 15] , laser diffraction technique [16] , phase-Doppler technique [16, 17] , acoustic attenuation method [18, 19] , and cavitation noise spectrum analysis technique [11, [20] [21] [22] [23] [24] [25] , etc. The cavitation noise spectrum analysis is the most popular method due to its low cost, easiness to implement and its ability to capture various information of cavitation using acoustic transducers. The fundamental mechanism of acoustic cavitation has been experimental and theoretically studied in the last several decades to interpret the cavitation noise spectrum. It is known that the cavitation noise spectrum consists of continuous components and various discrete frequency components [26] [27] [28] [29] close to nf =m ð Þwhere f is the fundamental or driving frequency, and m, n are integers. These discrete components are: harmonics ( n=m ð Þis integer), subharmonics n ¼ 1; m ¼ 2; 3; … ð Þ and ultraharmonics (m > n; n=m ð Þis noninteger). The continuous components are the broadband components (also called "white noise" [13] ) that lie between the discrete components. The harmonics of the fundamental frequency are easily explained by the nonlinear characteristic of forced pulsations of bubbles [30] . However, for the other components, the origin is still under debate; many theories have been proposed [25, 31] . For the origin of "white noise", there also exist different explanations. One explanation is that it originates from the shock waves produced by the collapse of bubbles [21, 32] . Using numerical simulation, Yasui et al. [33] explained that the temporal fluctuation in the number of bubbles results in the broadband noise. In other words, the transient cavitation results in the broadband noise. Stable cavitation does not cause the broadband noise even if it emits shock waves. All these explanations lead to that the broadband noise can be used as an indicator of the intensity of acoustic cavitation.
Although the mechanism of cavitation has been intensively studied, the works on real-time monitoring of the ultrasonic cavitation based material processing is very limited. The ultrasonic power and processing time are usually chosen somewhat arbitrarily in practice. An unnecessarily high ultrasonic power level or long processing time may result in waste of time and energy, while too low a power level or too short a processing time may lead to insufficient treatment. Some research works have been conducted to study the relationships between the ultrasonic cavitation parameters and processing efficiencies [10, 11, 23] . Although these studies provided insights on how to select optimal processing parameters, these studies are essentially off-line studies on specific system configuration. Thus, the results may not be applicable to general situations since the processing efficiency depends on many factors, such as volume, particle concentration, viscosity and temperature. Therefore an effective on-line technique to monitor the ultrasonic cavitation based dispersion process is of critical importance in engineering practices.
In this work, we developed a real-time monitoring technique to monitor micro/nanoparticle dispersion in aqueous liquid. This technique is tested in tap water with an addition of Al 2 O 3 particles. The paper is organized as follows. In Sec. 2, the experimental procedure is introduced. Section 3 presents descriptive analysis of the acoustic signals collected. Several off-line and on-line steady state detection methods are presented and compared in Sec. 4. The conclusions are presented in Sec. 5.
Experimental Procedure
The experimental setup mainly consisted of six components: Misonic Sonicator 4000, an ultrasonic horn/probe, a glass beaker, a titanium rod, an acoustic sensor and a Tektronix DPO7354 Oscilloscope, as shown in Fig. 1 .
The Misonic Sonicator 4000 has an operating frequency of 20 KHz and the output amplitude can be controlled by setting a range from 1 to 100% of the maximum vibration amplitude 55 lm. The tip of the ultrasonic probe, made of niobium alloy C103, is 12.7 mm in diameter. It is positioned in the center of the beaker and the distance between the probe tip and the surface of the water is about 2.0 cm. The vibration and shock waves produced by the ultrasonic cavitation are collected by the titanium rod with a length of 61.72 cm and a diameter of 1.59 cm. The titanium rod is immersed in the water with length of 3.0 cm and with a distance of 3.0 cm to the probe tip. A MISTRAS R15S acoustic sensor was coupled to the top of the titanium rod by an ultrasonic couplant. The piezoelectric signal of the acoustic sensor was acquired by the Tektronix DPO7345 Oscilloscope.
The experiments were carried out in tap water of 500 mL contained in a standard 500 mL glass beaker. The Al 2 O 3 particles with a diameter of 1 lm were added to the tap water along the wall of the glass beaker before the power switch of the ultrasonic sonicator was turned on. The trigger mode was used in the oscilloscope and the cavitation noise signal was immediately acquired after the ultrasonic sonicator was turned on. The memory of the oscilloscope is capable of storing 5 Â 10 8 samples. With a sampling rate of 1 Â 10 6 samples/second, each cycle of signal acquisition lasted about 500 s. The signal can be stored to hard drive within about ten seconds and the next cycle of signal acquisition can resume immediately if necessary. The ultrasonic intensity was controlled by setting the vibration amplitude of the probe tip in the range of 1-100% of the maximum amplitude. Figure 2 shows two representative cavitation noise waveforms with duration of 500 s under ultrasonic power 40 W from pure tap water and Al 2 O 3 -particle-filled tap water, respectively. There are 12 s of pretrigger samples in each signal. Both waveforms show three stages: (I) immediately after the ultrasonic power is turned on, there appears a high peak in the waveform; (II) after the peak, the cavitation noise signal reaches the weakest and then gradually increases; (III) finally the signal enters into steady state. The obvious difference between these two waveforms is that in stage II, for tap water with Al 2 O 3 particles, the initial cavitation noise is lower than that without particles, and it increases more significantly than that without particles. This phenomenon is somewhat similar to Wojs's results [11] that for pure water, there was no significant change on the spectrum characteristics at time 0, 15, 30, 60 mins while for PAA 0.1% solution, the spectrum was moved slightly upwards after 60 mins.
Stage I reflects the step response of the beaker, water, sonicator system excited by the change of the power status, i.e., from off to on. When the step response diminishes, the cavitation noise falls. In stage II, an increasing number of air bubbles are formed by the rectified diffusion process [34] and thus the intensity of the cavitation noise increases gradually. In this process, the dispersion of initial impurities and the formation of a huge amount of small air bubbles cause more cavitation nuclei (note that in the pure tap water there are also many impurities). As for stage III, which is characterized as the steady state, the liquid becomes uniform and the cavitation becomes the most intensive.
The influence of Al 2 O 3 particles or the possible reasons that result in the difference between tap water with and without Al 2 O 3 in stage II are: first, the unwettable Al 2 O 3 particles and extra air bubbles brought by these particles in suspension absorb part of the ultrasonic energy in the process of formation, growth of cavitation bubbles, and the vibration and breakage of Al 2 O 3 agglomerates. Second, the addition of Al 2 O 3 particles increases the ultrasonic attenuation coefficient due to the scattering and absorption effects. Allegra and Hawley [35] studied the attenuation of sound for solid-in-liquid suspensions and the scattering coefficient was obtained by:
where is the volume fraction of the suspended particles, k c is the compressional wave number for the suspending medium, R is the radius of the suspended particles, b c is the compressibility of the suspending medium, b 0 is the thermal dilation of the suspended particles, q and q 0 are the densities of suspending medium and suspended particles, respectively. Equation (1) shows that the scattering coefficient is proportional to the cubic of the particle radius. In the cavitation and dispersion process in stage II, the sizes of Al 2 O 3 clusters gradually reduce, which gradually decreases the scattering coefficient. The reduction of attenuation coefficient, the increase of cavitation nuclei caused by the breakage of Al 2 O 3 particles, and the fast development of cavitation intensify the cavitation noise in stage II until it enters into stage III where the particles are well dispersed and uniformly suspended. Therefore the cavitation noise signal can be effectively used to monitor the status of the cavitation and dispersion.
To confirm the above analysis and statements, we conducted an experiment. The basic idea of this experiment is to disperse the particles with different dispersion time and then we let the mixture sit for a fixed amount of time. Then, we can compare the severity of the segregation occurred after the sitting period. A better dispersed mixture should have less segregation. Specifically, in the experiment, six beakers were used with each beaker containing 20 g Al 2 O 3 particles and 500 mL tap water. The first beaker was used as the control group where there was no ultrasonic treatment. For the other five beakers, the ultrasonic processing times were 34.2 s, 80 s, 180 s, 300 s and 450 s, respectively. The ultrasonic driving power was 40 W in the experiment. Please note that from Fig. 2 , we can see that after roughly 300 s of the dispersion time, the acoustic noise is in the steady state. Figure 3 shows the Al 2 O 3 suspension immediately after the ultrasonic treatment where Al 2 O 3 particles are evenly distributed in the water. Figure 4 shows the segregation between the clusters of Al 2 O 3 particles (the white layer at the bottom) and the water (the clear layer on the top) 26 hs after the ultrasonic treatment with different amount of processing times. It is clear that volume of Al 2 O 3 layer increases significantly at first (0-34.2 s), and then expands slowly (34.2-300 s) and finally become stable (300-450 s) as the processing time increased. The reason for this phenomenon is that when the particles are dispersed, the spaces between the neighboring particles are enlarged, and thus the volumes of the Al 2 O 3 layer increased. When the particles are completely dispersed, the subsequent increase of ultrasonic processing time will result in no change in the volume, as shown in Fig. 4 where sample 5 and sample 6 have almost the same volume for the Al 2 O 3 layer.
To make this point clear, the volume of the Al 2 O 3 layer as a function of processing time is shown in Fig. 5 . Clearly, the trend shown in Fig. 5 is identical to that of cavitation noise signals. We believe this experiment directly supports our statement that when the cavitation noise signals are steady, the particles are well dispersed. Thus, by detecting when the cavitation noise signals go into steady state, we can determine when the dispersion is sufficient. To achieve this goal, we shall introduce two quantitative indices that measure the power level of the cavitation noises.
Indices of Cavitation
Noise Power. Figure 6 shows the frequency spectrum of the cavitation noise 40 s after the ultrasonic power is turned on for (a) 40 W and (b) 100 W ultrasonic powers in tap water with addition of 10 g Al 2 O 3 . For (c) and (d) in Fig. 6 the cavitation noise spectrum is expressed in a logarithmic scale. From this figure we can clearly see the harmonics, ultraharmonics, subharmonics, and "white noise". For ultrasonic power 100 W, all of these components, especially the "white noise" and subharmonics, are stronger than that for power 40 W, indicating a more violent cavitation.
Two indices are used to quantitatively describe the cavitation noise power (CNP) in this research. The first one, termed as CNP-1, is defined as the integration of cavitation noise spectrum over frequency from 0-200 KHz in a logarithmic scale to enhance the "white noise" contribution:
where A f ð Þ is the DFT spectrum amplitude in a logarithmic scale and f denotes the frequency. This method was developed by Frohly et al. [25] and later used by Gibson et al. [11] , who showed that CNP-1, multiplied with time t, is directly proportional to the ultrasound energy density obtained by the calorimetry technique. The second method, termed as CNP-2, is defined as the averaged square of the cavitation noise signal in each second,
where U i is the cavitation noise signal and n is the number of samples in each second. Using Parseval's theorem, it can be proven that CNP-2 is proportional to the summation of the spectral energy density (the square of the spectrum amplitude) across all frequency components. In Fig. 7(a) , the CNP-1 is plotted as a function of time for different amounts of Al 2 O 3 particles with ultrasonic power 40 W.
Three stages are clearly seen in the figure, the initial burst in stage I, the increasing region in stage II, and the steady state in region III. The influence of particles concentration on the cavitation noise power is significant. The suspension with more particles has lower cavitation noise power, especially in stage II. This is consistent with what we expect since Al 2 O 3 particles absorb and scatter acoustic energy. The more particles, the higher the ultrasonic attenuation coefficient and thus, the lower the cavitation noise power. After the particles are completely dispersed, the scattering effect is almost eliminated, which can be seen from the CNP-1 curves in the steady state that there is little difference among these curves.
Figure 7(b) shows the influence of ultrasonic power on CNP-1 for tap water with 30 g Al 2 O 3 particles. We can clearly see that increasing the ultrasonic power could increase the cavitation noise power. Besides, it is faster for CNP-1 to reach steady state with higher ultrasonic driving power. The reason is obvious that increasing the ultrasonic driving power could intensify the cavitation, especially the transient cavitation, and thus increase the cavitation noise power and dispersion efficiency. We can also find that when the ultrasonic driving power is above 70 W, there is almost no significant change on CNP-1 curves. The possible reason is that for the ultrasonic driving power above 70 W, the cavitation is fully developed. The corresponding curves for CNP-2 are shown in Fig. 8 , from which we can find that the variance of CNP-2 bigger than that in CNP-1. Note that we present them separately to avoid overlapping due to large noise. In Sec. 4, we will focus on the dispersion status detection by monitoring the CNP indices.
Steady State Detection
From above discussion, we can see that to monitor the ultrasonic cavitation based dispersion process using the acoustic emission signal, it is critical to detect the steady state of the acoustic signal. In the literatures, there exist some steady state detect techniques. Many of these exiting techniques are developed and used in the discrete-event simulations to remove or truncate the initialization bias [36] [37] [38] [39] . These techniques are off-line methods and not applicable for on-line monitoring purpose because they require a large number of observations in the steady state to accurately estimate the truncation point. In real time monitoring, we want to detect the steady state as soon as possible with a very limited number of observations in the steady state. There are very limited on-line steady state detection techniques. Among these methods, a modified variance ratio test (call it R-test here) [40, 41] , which was first used in chemical process control, is a very effective and well known method with low computationally cost and relative independence of system noise.
In this section, we will introduce one off-line and two on-line steady state detection methods. The off-line method is called as exponentially weighted moving average-marginal standard error rules (EWMA-MSER) method. This method is refined upon the exiting MSER method to make it more robust to noise. Although EWMA-MSER is an off-line method, it can provide insights to the cavitation based dispersion process and serve as a benchmark to evaluate the performance of on-line detection algorithms. Among the two online methods introduced in this section, one is the newly proposed nonoverlapping slope detection method (NSDM) and one is the existing R-test method. The performance of these two online methods will be systematically evaluated and compared as well.
Off-Line Detection
4.1.1 EWMA-MSER Method. The MSER [42] determines the truncation point (steady state point in this research) that minimizes the width of the marginal confidence interval about the truncated sample mean (steady state mean). It outperforms other heuristic algorithms on models that contain exponential shift bias [43] and these models are very similar to CNP signals. A later refinement, MSER-5 [34] , was developed where the raw observations are grouped into nonoverlapping batches with each batch having five observations and MSER is performed on these batch means. It was shown that MSER-5 was better than MSER in most cases [43] . However, MSER-5 did not work well on CNP signals because using MSER-5 made the sample size very small, which significantly reduced its detection accuracy.
Mathematically, the MSER method can be briefly described as follows. Given the observations Y i : i ¼ 1; 2; …; n f g , assume the steady state samples are
Then the half-width of the 100 1 À a ð Þ% confidence interval for the estimate of the steady state mean is given by
where z a=2 is the inverse of the cumulative density function for standard normal distribution at probability 1 À a=2, and S n;d is the standard sample deviation given by
where
Thus, the optimal truncation point d Ã minimizes the confidence interval and is given by
Since n ) d, the denominator can be simplified from
Thus, the monitoring statistic of this method, denoted as "MSER", is given as Figure 9 is an example of MSER on CNP indices with duration of 500 s, which shows that the transition time estimated by MSER is a little shorter than the true transition time. It is consistent with White et al.'s results [43] that MSER failed to truncate all of the bias, particularly when the process noise level is high. In order to make the method more robust, we propose to use exponentially weighted moving average (EWMA) to smooth out short-term fluctuations without impacting on the long-term trends and then perform MSER on the filtered samples. We call this method as EWMA-MSER. Specifically, for the observations Y i : i ¼ 1; 2; …; n f g , the smoothed samples are given by 031015-6 / Vol. 135, JUNE 2013
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where k is a parameter such that 0 < k 1. A small k puts a light weight on the recent observations and more noises are smoothed out. However, too low k will delay the detection when the process enters into steady state. Here, we choose k ¼ 0:5 and 0.1 for CNP-1 and CNP-2, respectively, and the detected transition times for all power levels are quite consistent with visually examined values. Figure 10 shows an example of MSER-EWMA. Figure 11 shows the MSER and EWMA-MSER determined transition times as a function of ultrasonic powers for both CNP-1 and CNP-2. There is no significant difference between the transition times of CNP-1 and CNP-2 using the same detection method, indicating that both signals can be used to monitor the dispersion status. We can also find that the detection results of EWMA-MSER are larger than those by MSER, for the reason that MSER-EWMA has successfully reduced the influence of noise and more accurately detected the transition times than MSER did. We choose the time instance determined by EWMA-MSER method as the benchmark in the following work. Figure 12 shows the dispersion time (transition time) as a function of Al 2 O 3 concentration. We can see that when the particle concentration is small 20 g=500 mL ð Þ , there is no significant change on the dispersion efficiency. This result is consistent with Gibson et al.'s finding [11] that changing particle concentration had relatively little effect (<5%) on the ability of ultrasound to break particles. The reason is that the suspended Al 2 O 3 particles could act as cavitation nuclei and enhance the cavitation process. Increasing particle concentration could increase the acoustic energy loss due to attenuation effects. On the other hand, it can also increase the cavitation nuclei, which improves the dispersion process. When the particle concentration is high >20 g=500 mL ð Þ , the acoustic attenuation effects overwhelm the influence of cavitation nuclei and therefore the dispersion time needed to break Al 2 O 3 particles is significantly increased by adding more Al 2 O 3 particles. Figure 13 shows the mean CNP-1 calculated by averaging the CNP-1 indice (Fig. 7(b) ) in the transient state (as marked in Fig. 9 ) under different ultrasonic power levels. There are obvious three regions. For the ultrasonic power less than 50 W, the mean CNP-1 grows slowly by increasing the ultrasonic power. The cavitation type under this ultrasonic power level may be mainly stable cavitation. For ultrasonic power from 50 W to 70 W, there appears a fast mean CNP-1 increasing region, which is caused by the onset of transient cavitation. For ultrasonic power above 70 W, the mean CNP-1 reaches the maximum level and the subsequent increase of the ultrasonic power will not result in any significant changes. We can treat the cavitation in this region as the fully developed transient cavitation. Also in this region, the dispersion efficiency is almost unchanged, as shown in Fig. 11 . Therefore ultrasonic power 70 W can be considered as the optimal cavitation parameter in this experiment.
Results and Discussion on Off-Line Steady State Detection for Acoustic Signals.

On-Line Steady State Detection
Description of NSDM and R-Test Methods.
The algorithm of NSDM is fairly simple and easy to implement. In this method, an ordinary least square (OLS) linear regression over a nonoverlapping moving data window with m samples of the CNP signal is performed until the fitted line is "flat" and continuously "flat" for D consecutive windows. Suppose the detected starting point of the stead steady is b T s , the estimated slope isŜ i for ith window and the slope threshold is S c , then
An existing on-line method, the variance ratio test [44] , is also an effective method to detect steady state. In this method, the variance of a moving data window is calculated in two different ways: (1) mean squared deviation from the average V 1 ð Þ and (2) mean squared differences of successive data V 2 ð Þ. In the nonsteady or transient state, the first variance will be larger than the second variance and the ratio V 1 =V 2 is larger than 1. In the steady state, this ratio is expected to approach 1. In the test, the null hypothesis (steady state) will be rejected until the ratio is below a threshold. In order to reduce the computational cost and data storage, Cao and Rhinehart [40, 41] used an recursive method to estimate the variances S 
Here k 1 , k 2 , and k 3 are the parameters with 0 < k j 1 j ¼ 1; 2; 3 ð Þ . The ratio is given by
Similary, suppose the ratio threshold is R c , then b T s is expressed by
There is a trade-off between rapid tracking of the process and separating the probability density function of R between the steady state and the nonsteady state in the selection of the parameters k 1 , k 2 , and k 3 . In general, small parameters can reduce the influences of noise on estimating the variances and lead to bigger separation in the probability distribution of R of the steady state and the nonsteady state. However, small parameters may delay the detection. Cao [41] provided some settings of parameters and their detection performance in different situations. Interested readers may refer to their paper for more details.
Performance Evaluation and Comparison.
To evaluate and compare the performance of steady state detection algorithms, it is natural to use the bias in the detection as the evaluation metrics. Thus, in this research, we define a criterion named the expected detection bias (EDB) as
where b T s and T 0 are the starting point of the steady state detected by the algorithms and the underlying true value, respectively. For the cavitation based dispersion, an early detection, i.e., b T s < T 0 , will lead to insufficient dispersion and bad quality product. Thus, it is critical to also evaluate the probability of early detection. Toward this goal, we define another criterion named false alarm rate (FAR),
to quantitatively evaluate it. For NSDM, these criteria (EDB and FAR) can be derived as follows. Given the observations Y i ¼ y m iÀ1 Þþ2 ; …; t mi Þ, where m is the window size, the OLS estimator of the slope isŜ
Define a i as the probability that the absolute value of the slope of the ith data window is below the slope threshold S c , then
Define the probability mass function (PMF) P n as the probability of receiving the steady state alarm after monitoring the nth; n þ 1 ð Þth; …; n þ D À 1 ð Þ th nonoverlapping moving windows (total D windows, suppose we stop the monitoring process immediately after we receive the steady state alarm). Let a 0 ¼ 0, then
FAR can be calculated by
Here, n 0 ¼ T 0 =m À D þ 1 b c , the largest index of the data window where the following D À 1 data windows are before the steady state transition time T 0 . EDB is expressed as
Although, there are infinite terms in the expression above, it converges very fast due to the rapid convergence of P n and we only need to sum up a small number of terms to calculate it. Clearly, b T s is required to be as close as possible to T 0 and thus the smaller the EDB, the higher the detection accuracy.
For the R-test method, it is very difficult to get the analytical expression for these evaluation criteria due to the complexity of the algorithm. Thus, Monte Carlo simulations have to be used to compute them. In the simulation, we will need to simulate the signal with noise many times and then apply the detection algorithm to the simulated signals. Finally the detection results will be averaged to obtain the values of EDB and FAR.
To compute EDB and FAR, we need to know the underlying true value of the starting point of the steady state. Thus, we need to assume an underlying function to describe the changes of the signal. Here, we select the exponential bias function as the underlying function. This function was used by Cash et al. [36] and White et al. [43] as a generic function to assess off-line heuristic algorithms.
Furthermore, the behavior of this function is quite similar to our CNP signals. The mathematical form of the function is given as
Þand r ¼ 0:04. Eight values of a and the corresponding T 0 , as shown in Table 1 , were chosen to study the influence of signal changing rate on the detection accuracy. One representative signal generated with T 0 ¼ 461 is shown in Fig. 14 . Figure 15 shows the EDB and FAR as functions of detection threshold for NSDM and R-test. EDB and FAR of NSDM were directly calculated by Eqs. (20) and (21), respectively. For R-test, computer simulations were performed where computer experiments were repeated for 30,000 times for each set of detection parameters and signal parameters. For NSDM, m ¼ 50; D ¼ 2 and for R-test, k 1 ¼ 0:05, k 2 ¼ 0:05; k 3 ¼ 0:08. From Fig. 15 , we can find that:
(1) For both NSDM and R-test, as we increase the detection threshold, EDB decreases rapidly at first, and then gradually increases. FAR is always nondecreasing when the threshold is increased. The optimal threshold should be the value that has low FAR and also low detection bias. (2) Table 2 ) for NSDM and R-test were selected by minimizing the difference between the detected starting points of the steady state with EWMA-MSER detected results.
An illustration of R-test on CNP signals is shown in Fig. 16 . Figure 17 shows the transition time as a function of ultrasonic power detected by EWMA-MSER, NSDM, and R-test. It should be noted that the changing rate for CNP-1 before the steady state is lower than CNP-2. CNP-1 increases rapidly to a level close to the steady state level at first, and then drifts slowly into the steady state, while CNP-2 increases with a relatively constant and high changing rate.
The difference between CNP-1 and CNP-2 leads to different performance of the detection methods. R-test works better on CNP-2 signals than on CNP-1 signals, which is consistent with the simulation results that for high changing rate, R-test performs well with only one threshold while for signals with low changing rate, it is hard to find a threshold that works for all signals. NSDM works well on both CNP-1 and CNP-2 signals.
The above results show that R-test and CNP-2 are the optimal choice in our current experiments. R-test is less influenced by the noise. In addition, R-test requires less calculation and data storage than NSDM. In the real-world application, however, the signals may show wide range of changing rate, where NSDM may be Transactions of the ASME preferred. CNP-2 is better than CNP-1 for detection purpose since it has larger changing rate than CNP-1. Besides, CNP-2 is computationally less expensive to calculate than CNP-1 since the latter requires Fourier transform.
Conclusion
In the present work we have proposed a method based on the cavitation noise to monitor the particle dispersion process. The cavitation noise signals and their spectrum are analyzed and discussed in details. The cavitation noise signals are divided into three stages. The first stage corresponds to the step response of the cavitation system. The second stage is the most important stage which characterizes the evolving of the cavitation and the dispersion process. The third stage is the steady state in which the particles are dispersed well. The Al 2 O 3 particles can reduce the strength of the cavitation noise by increasing the acoustic attenuation characterized as absorption and scattering of the acoustic wave. The attenuation effect is reduced as the particles are well dispersed. These characteristics of the cavitation noise can be used to monitor the dispersion status.
Two quantitative indices (CNP-1 and CNP-2) are chosen to capture the evolution of the cavitation noise and CNP-2 is better in terms of computational cost and detection accuracy. The offline method MSER and its modification EWMA-MSER are used to identify the dispersion steady state. The proposed EWMA-MSER works quite well and its detection results are used as the benchmark to develop and evaluate the on-line detection methods. Two online methods, NSDM and R-test are applied and systematically compared. In the comparison, we proposed to use the expected detection bias and the false alarm probability to quantitatively evaluate the performance of these two detection methods. We further derived the analytical expressions for these quantities for the proposed nonoverlapping slope detection method. With these expressions, we can easily calculate the average run length, expected detection bias and false alarm rate for a given signal. We also obtained these quantities for R-test using numerical methods. Both methods work well on signals with high changing rate and R-test outperforms NSDM in terms of computational costs and data storage. For signals with large range changing rate, NSDM outperforms R-test in terms of easiness in selection parameters in the algorithm and the stability of detection accuracy.
The results of this research provide useful guidelines for establishing a real-time process monitoring and control scheme for ultrasonic cavitation based dispersion processes, which is a critical process in the manufacturing of many composite materials. Admittedly, we only tested this monitoring technique in Al 2 O 3 -water system, but it is generally believed that the trend and characteristics obtained from Al 2 O 3 -water based experiment will hold for other particle-liquid system that can be easily cavitated. Unfortunately, limited by our experimental setup at this stage, we have to leave this work to the future.
