In this paper we study inverse boundary value problems with partial data for the bi-harmonic operator with first order perturbation. We consider two types of subsets of R n (n ≥ 3), one is an infinite slab, the other is a bounded domain. In the case of a slab, we show that, from Dirichlet and Neumann data given either on the different boundary hyperplanes of the slab or on the same boundary hyperplane, one can uniquely determine the magnetic potential and the electric potential.
Introduction and statement of results
A bi-harmonic operator with first order perturbation is a differential operator of the form L A,q (x, D) := ∆ 2 + A(x) · D + q(x)
Here A is a complex-valued vector field called the magnetic potential, q is a complex-valued function called the electric potential. This type of operators arise in physics when considering the equilibrium configuration of an elastic plate hinged along the boundary. It is also widely used in other physical models, see [6] . In this paper we study the identifiability of the first order perturbation of a bi-harmonic operator from partial boundary measurements in two types of open subsets of R n , the first type is an infinite slab, and the second type is a bounded domain with C ∞ boundary.
First we consider an infinite slab Σ. The geometry of an infinite slab arises in many applications, for instance, in the study of wave propagation in marine acoustics. It is also a simple geometric setting in medical imaging. By choosing appropriate coordinates, we may assume that Σ := {x = (x ′ , x n ) ∈ R n : x ′ = (x 1 , . . . , x n−1 ) ∈ R n−1 , 0 < x n < L}, L > 0.
Its boundary consists of two parallel hyperplanes Γ 1 := {x ∈ R n : x n = L} Γ 2 := {x ∈ R n : x n = 0}.
Given (f 1 , f 2 ) ∈ H (1.1)
In Appendix A we show that problem (1.1) has a unique solution in H 4 (Σ), where H 4 (Σ) is the standard Sobolev space on Σ. We define the Dirichlet-toNeumann map for the above boundary value problem by
where u is the solution of (1.1), E ′ (Γ 1 ) is the set of compactly supported distributions on Γ 1 , ν is the unit outer normal vector field to ∂Σ = Γ 1 ∪ Γ 2 . The inverse problem we will study is as follows. Let γ 1 ⊂ Γ 1 ,γ 2 ⊂ ∂Σ be non-empty open subsets of the boundary, assuming that Λ A (1) ,q (1) (f 1 , f 2 )| γ2×γ2 = Λ A (2) ,q (2) 
) with supp(f 1 ) ⊂ γ 1 , supp(f 2 ) ⊂ γ 1 , can we conclude that A (1) = A (2) and q (1) = q (2) in Σ? We will show this is valid for some open subsets γ 1 , γ 2 assuming that A (j) , q (j) , j = 1, 2 are compactly supported inΣ. Our first result considers the case when the data and the measurements are on different boundary hyperplanes. Theorem 1.1. Let Σ ⊂ R n (n ≥ 3) be an infinite slab with boundary hyperplanes Γ 1 and Γ 2 . Let A (j) ∈ W 1,∞ (Σ; C n )∩E ′ (Σ; C n ), q (j) ∈ L ∞ (Σ; C)∩E ′ (Σ; C), j = 1, 2. Denote by B ⊂ R n an open ball containing the supports of A (j) , q (j) , j = 1, 2. Let γ j ⊂ Γ j be open sets such that Γ j ∩B ⊂ γ j , j = 1, 2. If Λ A (1) ,q (1) (f 1 , f 2 )| γ2×γ2 = Λ A (2) ,q (2) (f 1 , f 2 )| γ2×γ2
) with supp(f 1 ) ⊂ γ 1 and supp(f 2 ) ⊂ γ 1 , then A (1) = A (2) and q (1) = q (2) .
We would like to remark that when the supports of A (j) , q (j) are strictly contained in the interior of the slab, then γ 1 and γ 2 in the above theorem can be chosen to be arbitrarily small.
Our next result considers the case when the data and the measurements are on the same boundary hyperplane. Theorem 1.2. Let Σ ⊂ R n (n ≥ 3) be an infinite slab between two parallel hyperplanes Γ 1 and Γ 2 . Let A (j) ∈ W 1,∞ (Σ; C n ) ∩ E ′ (Σ; C n ), q (j) ∈ L ∞ (Σ; C) ∩ E ′ (Σ; C), j = 1, 2. Denote by B ⊂ R n an open ball containing the supports of A (j) , q (j) , j = 1, 2. Let γ 1 , γ
) with supp(f 1 ) ⊂ γ 1 and supp(f 2 ) ⊂ γ 1 , then A
(1) = A (2) and q (1) = q (2) .
Proofs of Theorem 1.1 and Theorem 1.2 are based on the construction of a special class of complex geometric optics (CGO) solutions which vanish on appropriate boundary hyperplanes, using a reflection argument. The idea of constructing such solutions for the Schrödinger operator goes back to [17] . Constructing complex geometric optics solutions using a reflection argument was initiated in [8] .
Inverse problems of identifying an embedded object in a slab have been studied by many authors in [9, 11, 15, 18] . In [15] the authors considered the Schrödinger operator ∆+q in a slab and showed that the electric potential q can be uniquely determined from partial boundary measurements. In [11] the authors considered the magnetic Schrödinger operator ∆+ A(x)·D + q and showed that the magnetic field dA and the electric potential q can be uniquely determined from partial boundary measurements. Here dA is the exterior differentiation of the magnetic potential vector field A, and notice that determining dA is equivalent to determining the equivalence class {Ã :Ã = A + ∇Φ for some Φ ∈ C 1,1 (Σ)}. It was also pointed out in [11] that, by only looking at the Dirichletto-Neumann map, such a gauge transformation obstruction always exists, so the best one can hope for the magnetic Schrödinger operator is to determine dA. However, for the perturbed bi-harmonic operator, our results indicate that this type of obstruction can be overcome and one therefore determines not only dA, but also A itself. This is due to the fact that in our proof we are able to construct more CGO solutions than for the magnetic Schrödinger operator thanks to the higher order of the bi-harmonic operator.
In the remaining part of this section we shall discuss an inverse boundary value problem for the perturbed bi-harmonic operator on a bounded domain. Let Ω ⊂ R n (n ≥ 3) be a bounded open subset with C ∞ boundary. Consider the Dirichlet problem
is an unbounded closed operator on L 2 (Ω) with purely discrete spectrum, see [5] . We make the following assumption (A): 0 is not an eigenvalue of the perturbed bi-harmonic operator
Under the assumption (A), the Dirichlet problem (1.2) has a unique solution u ∈ H 4 (Ω), Let ν be the unit outer normal vector field to ∂Ω, we define the Dirichlet-to-Neumann map to (1.2) as
where u ∈ H 4 (Ω) is the solution to the problem (1.2). We can also introduce the Cauchy data set C A,q for the operator L A,q defined by
When the assumption (A) holds, the Cauchy data set C A,q is the graph of the Dirichlet-to-Neumann map Λ A,q . Let γ 1 , γ 2 ⊂ ∂Ω be non-empty open subsets of the boundary. In this paper we are interested in the inverse boundary value problem for the operator L A,q with partial boundary measurements: assuming that 2) and q (1) = q (2) in Ω? For the bi-harmonic operator, determination of the first order perturbation on a bounded domain Ω was considered in [13] with partial boundary measurements. The authors showed that, from the Dirichlet-to-Neumann map, one can uniquely determine not only the electric potential q, but also the magnetic potential A. Again this is different from the situation for the magnetic Schrödinger operator where the gauge transformation exists as an obstruction for the recovery of A. In this paper, we will improve the uniqueness result in [13] under two different assumptions: in Theorem 1.3, we assume A (1) = A (2) and q (1) = q (2) in a neighborhood of ∂Ω, and show that we still have the uniqueness even when both γ 1 and γ 2 are arbitrarily small; in Theorem 1.4, we assume the inaccessible part of the boundary is contained in a plane, and prove the uniqueness with local data.
, 2 be such that the assumption (A) holds for both operators. Assume that A
(1) = A (2) and q (1) = q (2) in a neighborhood of the boundary ∂Ω. Let γ 1 , γ 2 ⊂ ∂Ω be non-empty open subsets of the boundary. If 2) and q (1) = q (2) in Ω.
In the following theorem, notice that we need the magnetic potential A and electric potential q to be smooth. This is due to the fact that our proof relies on determination of the boundary value of A from the Cauchy data set C A,q . For the bi-harmonic operator, or more generally for poly-harmonic operators, this result was proved only for smooth A and q in [12] .
be a bounded domain with C ∞ connected boundary, and let ∂Ω ∩ {x ∈ R n : x n = 0} = ∅ and γ := ∂Ω\{x ∈ R n :
, 2 be such that the assumption (A) holds for both operators. If
This paper is structured as follows: in Section 2 we establish a Carleman type estimate for the bi-harmonic operator and then construct a class of CGO solutions on a bounded domain; in Section 3 we show an integral identity and a Runge type approximation theorem; in Section 4 we construct the CGO solutions we desire in the slab by reflecting the CGO solutions constructed in Section 2; Section 5, 6, 7, 8 are devoted to the proof of Theorem 1.1, 1.2, 1,3 and 1.4 respectively. In Appendix A we prove the solvability of the boundary value problem (1.1) and some identities used in the proofs of the main theorems.
Carleman estimate and CGO solutions on a bounded domain
In this section we construct some CGO solutions on a bounded domain to the equation L A,q u = 0. CGO solutions have been intensively utilized in establishing uniqueness result in elliptic inverse boundary value problems. For the construction of various CGO solutions and their application, see [1, 2, 3, 4, 14, 17] .
Let Ω ⊂ R n , n ≥ 3, be a bounded domain with C ∞ boundary. Consider the equation L A,q u = 0 in Ω with A ∈ W 1,∞ (Ω; C n ) and q ∈ L ∞ (Ω; C). We will construct CGO solutions of the form
based on a Carleman estimate. Here ζ ∈ C n is a complex vector satisfying ζ ·ζ = 0, a is a smooth amplitude, r is a correction term, h > 0 is a small semiclassical parameter. To deal with the perturbation, we extend A ∈ W 1,∞ (Ω; C n ) to a Lipschitz vector field compactly supported in R n , extend q ∈ L ∞ (Ω; C) as zero to R n . We shall work with ζ depending slightly on h, i.e.
Consider the conjugated operator
In order to eliminate the lowest order term involving h in this expression, we require (
As |Re
To find an appropriate correction term, we need a Carleman type estimate. We will use the semiclassical Sobolev spaces H
. Then for h > 0 sufficiently small, there exists a constant C > 0 independent of h such that
Proof. From [10, Proposition 4.2], we can find a constant
Iterate to get
We can add the zeroth order term h 2 q to (2.3) since
We can add the first order term h 2 e x·ζ/h A · De −x·ζ/h as
After adding these perturbation terms, we get the desired result.
The following solvability result is an immediate consequence of the above Carleman estimate and the Hahn-Banach Theorem.
Proof. We extend A to a compactly supported Lipschitz vector field in R n , extend q and f as zero, and solve the equation in R n . Denote
Applying Proposition 2.1 with L A,q replaced by L * A,q , we see the map L is well-defined and for any u ∈ C ∞ c (Ω), we have
By the Hahn-Banach theorem we can extend L to a bounded linear functionalL on H −1 (R n ) without increasing the norm. Thus, by Riesz representation theorem, there exists r ∈
Here (u, r)
Now we can complete the construction of the CGO solution in (2.1). Equa-
Summing up, we have proved
where a ∈ C ∞ (Ω) satisfies (2.2) and r H 1
Remark: Sometimes we may need complex geometric optics solutions belonging to H 4 (Ω), we can obtain such solutions as follows. Let Ω ′ ⊃⊃ Ω be a bounded domain with smooth boundary. Extend
, respectively. By elliptic regularity, the complex geometric optics solutions constructed as above in Ω ′ will belong to H 4 (Ω).
Integral identity and Runge approximation
For the bi-harmonic operator, Green's formula gives
, ν is the unit outer normal vector to the boundary ∂Ω, and dS is the surface measure on ∂Ω.
For (
from which we conclude ∂ ν w = ∂ ν (∆w) = 0 on γ 2 . We denote
As w = ∂ ν w = 0 on γ 2 \l 2 , by unique continuation, w = 0 in Σ\B. Therefore w = ∆w = ∂ ν w = ∂ ν (∆w) = 0 on l 3 . We record these results here:
If v is a solution of the equation
Taking into consideration of (3.2) and (3.5), we apply (3.1) to w and v over Σ ∩ B to get
We analyze each term on the right-hand side and show I j = 0, j = 1, · · · , 5.
By (3.4), w = 0 on ∂(Σ ∩ B); hence I 1 = 0.
By (3.6), v = 0 on l 1 ; by (3.4), ∂ ν (∆w) = 0 on l 2 ∪ l 3 ; hence I 2 = 0.
By definition, ∆w = 0 on l 1 ∪ l 2 ; by (3.4), ∆w = 0 on l 3 ; hence I 3 = 0.
By (3.6), ∆v = 0 on l 1 ; by (3.4), ∂ ν w = 0 on l 2 ∪ l 3 ; hence I 4 = 0.
By definition, w = 0 on l 1 ∪ l 2 ; by (3.4), w = 0 on l 3 ; hence I 5 = 0. Putting these together, from (3.7) we obtain
for all u 1 ∈ W(Σ) and v ∈ V l1 (Σ∩B). Here for j = 1, 2, we define some function spaces for later use:
We would like to replace u 1 ∈ W(Σ) in (3.8) by elements of the space W l2 (Σ∩B). This can be achieved by the following Runge type approximation result.
Proof. It suffices to establish the following fact: for any g ∈ L 2 (Σ ∩ B) such that
we have
To prove this fact, we extend g by zero to Σ\Σ ∩ B. Let U ∈ H 4 (Σ) be the solution of the problem
For any u ∈ W(Σ), Green's formula in the infinite slab Σ (see appendix B) gives
Since u| Γ1 and ∆u| Γ1 can be arbitrary smooth functions supported in γ 1 , we conclude that ∂ ν U | γ1 = ∂ ν ∆U | γ1 = 0. Hence U satisfies ∆ 2 U = 0 in Σ\B, and moreover, U = ∂ ν U = 0 on γ 1 \l 1 . Thus, by unique continuation, U = 0 in Σ\B, and we have U = ∂ ν U = 0 on l 3 . Similarly ∆U satisfies ∆(∆U ) = 0 in Σ\B and ∆U = ∂ ν ∆U = 0 on γ 1 \l 1 . Again by unique continuation, ∆U = 0 in Σ\B, and we have ∆U = ∂ ν ∆U = 0 on l 3 .
For any v ∈ W l2 (Σ ∩ B), using Green's formula on the bounded domain Σ ∩ B we get
Combining (3.8) with Proposition 3.1 we conclude
for all u 1 ∈ W l2 (Σ ∩ B) and v ∈ V l1 (Σ ∩ B).
Construction of CGO solutions in the infinite slab
In this section we construct CGO solutions u 1 ∈ W l2 (Σ∩B) and v ∈ V l1 (Σ∩B).
(4.1) Note that ζ 1 · ζ 1 = ζ 2 · ζ 2 = 0, and (ζ 1 + ζ 2 )/h = iξ. Here h > 0 is a small semiclassical parameter. Note also that
. We first construct u 1 ∈ W l2 (Σ∩B). To satisfy the condition u 1 | l2 = ∆u 1 | l2 = 0, we reflect Σ∩B with respect to the plane x n = 0 and denote this reflection by
. We extend the coefficients A (1) and q (1) to (Σ ∩ B) * 0 as follows: for the components A 
n we extend it as an odd function with respect to x n = 0, i.e. we setÃ
For the moment, let us assume A
(1)
). We will come back to the general case after establishing Proposition 5.1. Proposition 2.3 implies that there exist CGO solutions of the form
3)
Then it is easy to check that u 1 ∈ W l2 (Σ ∩ B). (2) . In the following we will construct v such that L A (3) ,q (3) v = 0 with v| l1 = ∆v| l1 = 0. To this end, we reflect Σ∩B with respect to the plane x n = L and denote this reflection by (Σ ∩ B) *
We extend the coefficients A (3) and q (3) to (Σ ∩ B) * L as follows: for A
j , j = 1, · · · , n − 1 and q (3) we extend them as even functions with respect to x n = L, for A
n we extend it as an odd function with respect to x n = L, i.e.
Again, first we assume A (2)
The general case will be dealt with below Proposition 5.1. Proposition 2.3 implies that there exist CGO solutions of the form
which satisfy the equation
Then it is easy to check that v ∈ V l1 (Σ ∩ B). We write down the CGO solutions (4.5) and (4.6) explicitly for future references:
5 Proof of Theorem 1.1
We are ready to prove our first main theorem. We will substitute the CGO solutions constructed in last section into (3.9). To this end we compute
n xn/h+ib1
n /h+ib3
where b 1 , b 2 , b 3 ∈ R n are defined by
n − x n ξ n + Lξ n .
We further assume that µ
n > 0, hence for 0 < x n < L the following pointwise convergence holds as h → 0+:
Therefore, with the CGO solutions u 1 and v given by (4.7) and (4.8), we conclude from (4.11) (4.12) and (5.2) that
On the other hand, denote ζ *
(5.4) Therefore, with the CGO solutions u 1 and v given by (4.7) and (4.8), we have from (4.2) (4.11) (4.12) (5.2) and the dominant convergence theorem that
Multiplying (3.9) by h and letting h → 0+ for the constructed solutions u 1 and v, we obtain from (5.3) and (5.5) that
This identity holds for all a 1 satisfying (4.9), a 2 satisfying (4.10), and for all
n > 0. Replace µ (1) by −µ (1) and subtract to find
Proposition 5.1.
Proof. Obviously a 1 = a 2 = 1 satisfies (4.9) and (4.10). Inserting a 1 = a 2 = 1 in (5.7) we get
where χ Σ∩B stands for the characteristic function of the set Σ∩B and A (j) χ Σ∩B denotes the Fourier transform of A (j) χ Σ∩B . To show the proposition, it suffices to consider the case when j = k. Let e 1 , · · · , e n be the standard orthonormal basis in R n . Let ξ = (ξ 1 , · · · , ξ n ) with ξ j > 0, j = 1, · · · , n. Define
To define µ (2) we consider two cases: if j, k are such that 1 ≤ j, k < n, define
k )e n ; if k = n and j is such that 1 ≤ j < n, define
n )e l + ξ l ξ j e j + ξ l ξ n e n with some l = j, n, which exists since n ≥ 3. In either case it is easy to check
n > 0. For such µ (1) and ξ we get from (5.9) that
n , ξ 1 > 0, · · · , ξ n > 0, and thus everywhere by analyticity of the Fourier transform. This completes the proof. By Proposition 5.1, we conclude dA (1) = dA (2) in Σ. As Σ is simply connected, there exists a compactly supported Φ ∈ C 1,1 (Σ) such that
In particular, Φ = 0 along ∂B ∩ Σ.
Recall that in the construction of the CGO solutions above, we have assumed that A (1) n | xn=0 = 0 and A (2) n | xn=L = 0. Now we show why our results are independent of such assumptions. Indeed, for A (1) , there exists Ψ (1) ∈ C 1,1 (Σ) with compact support such that Ψ
(1) | ∂Σ = 0 and ∂ ν Ψ (1) = −A (1) · ν on ∂Σ, where as usual ν is the unit outer normal vector on ∂Σ. Then A (1) + ∇Ψ (1) satisfies (A
n +∇Ψ
for the existence of Ψ (1) . Similarly, we can find Ψ (2) ∈ C 1,1 (Σ) with compact support such that Ψ (2) | ∂Σ = 0 and
n )| xn=L = 0. Therefore, we may replace A (j) by A (j) + ∇Ψ (j) , j = 1, 2 to fulfill the assumption. After the replacement, Proposition 5.1 will give d(
As above we can find a compactly supported function Φ ′ ∈ C 1,1 (Σ) such that
is compactly supported and satisfies A
(1) − A (2) = ∇Φ. In particular Φ = 0 on ∂B ∩ Σ. We are back to the same situation.
Next, we establish a proposition which asserts that Φ = 0 on Γ 1 ∪ Γ 2 .
Proposition 5.2. Φ = 0 along ∂(Σ ∩ B).
Proof. Notice (4.9) implies that in the expression (4.7), we may replace a 1 by
Thus (5.6) becomes
Set ξ = 0, a 1 = a 2 = 1 and multiply by i:
As µ (1) · µ (2) = 0 and |µ (1) | = |µ (1) | = 1, we can make a change of variable so that (iµ (1) + µ (2) ) · ∇ becomes a ∂-operator as follows. Complete the set {µ (2) , µ (1) } to an orthonormal basis in R n , say {µ (2) , µ (1) , µ (3) , · · · , µ (n) }; introduce new coordinates y = (y 1 , · · · , y n ) ∈ R n with respect to this orthonormal basis by defining y 1 = x · µ (2) , y 2 = x · µ (1) , y j = x · µ (j) , j = 3, · · · , n; in other words, we made an orthogonal transformation T : R n → R n , T (x) = y. Denote
) · ∇ = 2∂ z , and in the new coordinates (5.10) becomes
, in the same way we can show
Here T y ′′ is the intersection of T (Σ∩B) with the two dimensional plane {(y 1 , y 2 , y
Notice that ∂T y ′′ is piecewise smooth. Since
for all holomorphic functions g
Arguing as in [4, Lemma 5.1], we can find holomorphic functions F 1 , F 2 ∈ C(T y ′′ ) such that
Moreover, ∆Im F j = 0 in T y ′′ and Im F j | ∂T y ′′ = 0. Thus, F j , j = 1, 2, are realvalued and thus constant on T y ′′ . Therefore, Φ is constant along ∂T y ′′ . In the x-coordinate system, we see that the function Φ(x) is constant on the boundary of the intersection
Setting µ (1) = e j , j = 1, · · · , n − 1 and µ (2) = e n , then varying y ′′ gives that Φ vanishes on ∂(Σ ∩ B). This completes the proof.
To show that A (1) = A (2) consider (5.6) with a 2 = 1 and a 1 satisfying
This choice is possible thanks to (4.9). We have from (5.6) that
Integrating by parts and using the fact that Φ = 0 along ∂(Σ ∩ B) and
This indicates that Fourier transform of the function Φχ Σ∩B vanishes. Thus Φ = 0 in Σ ∩ B, and therefore
Inserting
Let u 1 and v be the CGO solutions given by (4.7) and (4.8). Taking the limit h → 0+, from (4.11) (4.12) (5.2) we get
where a 1 and a 2 satisfy (4.9) and (4.10) respectively. In particular, for a 1 = a 2 = 1 this identity becomes
for all ξ such that there exist µ (1) , µ (2) ∈ R n such that
which satisfies ξ · µ (2) = 0, |µ (2) | = 1 and µ (2) n > 0. Since n ≥ 3, we can find a third unit vector µ (1) so that {µ (1) , µ (2) , ξ} are mutually orthogonal. Thus (5.11) indicates that q (1) χ Σ∩B (ξ) = q (2) χ Σ∩B (ξ) for ξ with ξ n−1 = 0, and therefore for all ξ ∈ R n as both Fourier transforms are continuous functions. This completes the proof of Theorem 1.1.
Proof of Theorem 1.2
In this section we show Theorem 1.2. First, arguing as in the proof of Theorem 1.1, we derive identity (3.9) for all u 1 ∈ W l2 (Σ ∩ B) and v ∈ V l2 (Σ ∩ B). Next, we construct CGO solutions to be used in the proof of Theorem 1.2. We have constructed u 1 ∈ W l2 (Σ ∩ B) in (4.5), now we construct v ∈ V l2 (Σ ∩ B). As in the construction of u 1 , we will reflect the coefficients with respect to the plane x n = 0. Recall that we have introduced A (3) = A (2) and q
, we extend them as even functions with respect to x n = 0; for A
n , we extend it as an odd function with respect to x n = 0, i.e. we set
Without loss of generality we assume A
n | xn=0 = 0, as we did before. Theñ
. Proposition 2.3 implies that there exist CGO solutions of the form
which satisfy the equation LÃ(3) ,q (3) v = 0 in the bounded region (Σ∩B)∪(Σ∩B) * 0
Then it is easy to see that v ∈ V l2 (Σ ∩ B).
It will be convenient to write down the CGO solutions (6.3) explicitly for future references:
where
We will substitute the solutions (4.7) and (6.4) into (3.9). To this end we compute
Moreover, we assume µ
(1) n = 0 and µ
as h → 0 by the Riemann-Lebesgue lemma. Similarly
as h → 0. Therefore, multiplying (3.9) by h and taking the limit h → 0 gives
. After a change of variable, this expression becomes
Hence, (6.10) and (6.12) imply that
for all µ ∈ span{µ (1) , µ (2) } and all ξ ∈ R n for which (6.11) holds.
Next proposition indicates that dÃ
Proposition 6.1.
Proof. If n = 3, for any vector ξ ∈ R 3 with ξ 
, 0 , satisfy (6.11). Thus, after choosing a 1 = a 2 = 1, (6.13) gives
where Re α(ξ), Im α(ξ) are real numbers, and Re f ⊥ (ξ), Im f ⊥ (ξ) are orthogonal to ξ. As n = 3, we conclude that Re f ⊥ (ξ), Im f ⊥ (ξ) ∈ span{µ (1) , µ (2) }. It follows from (6.15) that f ⊥ (ξ) = 0 for all ξ ∈ R 3 with ξ
where e j is the standard orthonormal basis of R 3 . This choice of µ satisfies µ · f (ξ) = 0. Therefore,
for all ξ ∈ R 3 with ξ If n ≥ 4, for any vector
n = 0 and µ (1) n = 0. Thus, after choosing a 1 = a 2 = 1 and µ = µ (2) , (6.13) implies
n with ξ l = 0, l = 1, 2, · · · , n, and let 1 ≤ j < n. Choose indices k and l so that the set {j, k, l, n} consists of four distinct numbers. Define
Again one can check that
n = 0 and µ (1) n = 0. After choosing a 1 = a 2 = 1 and µ = µ (1) , (6.13) implies
The result in the case n ≥ 4 then follows from (6.16) and (6.17).
Arguing as in the proof of Theorem 1.1, we can find compactly supported
. Integrating by parts we obtain
This implies that Φ = 0 in (Σ ∩ B) ∪ (Σ ∩ B) * 0 . HenceÃ (1) =Ã (2) , and therefore,
As for electric potentials q (1) and q (2) , continuing to argue as in the proof of Theorem 1.1, we arrive at
for all µ (1) , µ (2) , ξ ∈ R n satisfying (6.11). For any vector ξ ∈ R n with ξ 2 n−2 + ξ 2 n−1 > 0, the vectors
satisfy (6.13). Thus, (6.18) holds for all ξ ∈ R n with ξ 2 n−2 + ξ 2 n−1 > 0. We conclude that (6.18) also holds for all ξ ∈ R n by the analyticity of the Fourier transform. This completes the proof of Theorem 1.2.
Proof of Theorem 1.3
In this section we prove Theorem 1.3. Let Ω 1 ⊂⊂ Ω be a bounded sub-domain with C ∞ boundary and be such that Ω\Ω 1 is connected and supp(A (1) − A (2) ) and supp(q
on ∂Ω.
As two Dirichlet-to-Neumann maps agree on γ 2 , we have ∂ ν w = 0 on γ 2 . Therefore, w is a solution of
with w = ∂ ν w = 0 on γ 2 . By unique continuation, we obtain that w = 0 in
Using Green's formula (3.1) over Ω 1 , we have
for all v ∈ H 4 (Ω 1 ) satisfying (7.1) and for all u 1 ∈ W(Ω), where
Again we need a density result to pass from W(Ω) to W(Ω 1 ).
Proof. It suffices to establish the following fact: for any g ∈ L 2 (Ω 1 ) such that
To this end, extend g by zero to Ω\Ω 1 . Let U ∈ H 4 (Ω) be the solution of the Dirichlet problem L *
For any u ∈ W(Ω), Green's formula on bounded domain Ω gives
where we have used U = ∆U = 0 on ∂Ω. Since u| γ1 and ∆u| γ1 can be arbitrary smooth functions supported in γ 1 , we conclude that
,q (1) U = 0 in Ω\Ω 1 , and U = ∆U = ∂ ν U = ∂ ν (∆U ) = 0 on γ 1 . By unique continuation, U = 0 in Ω\Ω 1 , and therefore, U = ∆U = ∂ ν U = ∂ ν (∆U ) = 0 on ∂Ω 1 .
For any v ∈ W(Ω 1 ), using Green's formula over Ω 1 we get
We conclude from this proposition that (7.2) holds for all u ∈ W(Ω 1 ) and v ∈ H 4 (Ω 1 ) satisfying (7.1). Let B ⊂ R
n be an open ball such that Ω 1 ⊂ B. The fact that A (1) = A (2) and q (1) = q (2) on ∂Ω 1 allows to extend A (j) and q (j) to B in such a way that the extensions, still denoted by A (j) and q (j) , coincide on B\Ω 1 , have compact supports, and satisfy
for all u 1 , v ∈ H 4 (B) which are solutions of
Now we are in the same situation as in [12] for the bi-harmonic operator, and as in [13] with full boundary measurements. We can construct complex geometric optics solutions as in Proposition 2.3, and proceed as in [12] , [13] and the proof of Theorem 1.1 to show that A (1) = A (2) and q (1) = q (2) in Ω.
8 Proof of Theorem 1.4
In this section we prove Theorem 1.4. First, as in the proof of Theorem 1.1 and Theorem 1.2, after applying Green's formula over Ω, we obtain the integral identity
Applying the reflection argument as in the proof of Theorem 1.2, we can construct CGO solutions u 1 and v, as in (4.7) and (6.4), to the above equations and with the corresponding boundary conditions. Substituting these solutions u 1 and v into (8.1) and proceeding as in the proof of Theorem 1.2 we get
where we have introduced the notation Ω *
Applying the boundary reconstruction result [12, Proposition 4.1] we conclude that
). This allows us to extendÃ (j) , j = 1, 2, to compactly supported vector fields on a large ball B with Ω ∪ Ω * 0 ⊂⊂ B andÃ (1) =Ã (2) in B\Ω ∪ Ω * 0 . Then (8.2) leads to
From Proposition 6.1 we have dÃ (1) = dÃ (2) in B. Therefore, there exists Φ ∈ C 1,1 (B) so thatÃ
As before we can show that Φ = 0 on ∂(Ω ∪ Ω * 0 ); in particular, Φ = 0 onγ. Now we are facing the same situation as in the proof of Theorem 1.2. Arguing as there we conclude that A (1) = A (2) and q (1) = q (2) . This completes the proof of Theorem 1.4.
Appendices
A Solvability of the forward problem in an infinite slab
In this appendix we provide the proof of the existence of the forward boundary value problem (1.1) for the perturbed bi-harmonic operator in an infinite slab.
Recall that the perturbed bi-harmonic operator is of the form
The infinite slab is written as (n ≥ 3)
whose boundary hyperplanes are
We will rewrite the perturbed bi-harmonic equation as a system of equations. For this purpose, let u = (u 1 , u 2 ) with u 2 = ∆u 1 , define
then L A,q u 1 = 0 is equivalent to Su = 0. We will show the existence of a unique solution to this system with boundary value (u 1 , u 2 )| ∂Σ = (f 1 , f 2 ). Poincaré's inequality in an infinite slab indicates that the quadratic form
is non-negative and densely defined closed on H 
Its spectrum is obtained in the following proposition.
Moreover, the spectrum of −∆ is purely absolutely continuous and is equal to [π 2 /L 2 , +∞).
, we will consider
Taking the Fourier series with respect to the variable
Comparing the Fourier coefficients u l of u and F l of F we see that they are related by
, when equipped with the domain H 2 (R n−1 ), is self-adjoint on L 2 (R n−1 ) with purely absolutely continuous spectrum [l 2 π 2 /L 2 , +∞). Hence (A.2) has the unique solution
and moreover, it satisfies the norm estimate
Here and in the following we will name all the constants independent of l as C. By interpolation we obtain
Parseval's identities and (A.3) then give
To take care of the first order derivatives, we differentiate with respect to x n to get
Using (A.4) we obtain that for j = 1, 2, · · · , n − 1,
We proceed to estimate the second order derivatives. For j, k = 1, 2, · · · , n − 1, it follows from (A.3) that
These estimates show that u ∈ H 2 (Σ) × H 2 (Σ). The statement concerning the spectrum of −∆ follows from the fact that
This completes the proof of the proposition. Proof. This follows from the fact that
is a compact operator and that the essential spectrum do not change under relatively compact perturbations.
This proposition yields the following solvability result. Suppose A ∈ W 1,∞ (Σ; C n )∩ E ′ (Σ; C n ) and q ∈ L ∞ (Σ; C) ∩ E ′ (Σ; C n ), then for any F = ( Uniqueness of the solution to (A.6) follows from the unique solvability of (A.5) when F = 0. To show that (A.6) has at least one solution, choose G ∈ H 4 (Σ) ∩ E ′ (Σ) × H 2 (Σ) ∩ E ′ (Σ) so that G| Γ1×Γ1 = f and G| Γ2×Γ2 = 0; choose u 0 to be the unique solution of (A.5) when F = −SG, then G + u 0 is a solution for (A.6). This completes the proof that (1.1) admits a unique solution in H 4 (Σ) for f 1 and f 2 .
B Green's formula in a slab
In the proof of Proposition 3.1 we used the Green's formula in a slab, in this part we establish this identity. For R > 0, define Σ R by Σ R := {x ∈ Σ : |x ′ | < R}.
We may choose R > 0 sufficiently large so that supp(A where in the last step the constant C comes from the trace theorem. Similarly, all the other terms involving d 3 (R) on the right hand side of (B.1) will vanish as R → ∞. Therefore, after taking the limit R → ∞ in (B.1), the right hand side will become (B.2), as we have claimed.
