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ABSTRACT
Brain tumor is considered as one of the deadliest and most com-
mon form of cancer both in children and in adults. Consequently,
determining the correct type of brain tumor in early stages is of sig-
nificant importance to devise a precise treatment plan and predict
patient’s response to the adopted treatment. In this regard, there has
been a recent surge of interest in designing Convolutional Neural
Networks (CNNs) for the problem of brain tumor type classification.
However, CNNs typically require large amount of training data and
can not properly handle input transformations. Capsule networks (re-
ferred to as CapsNets) are brand new machine learning architectures
proposed very recently to overcome these shortcomings of CNNs,
and posed to revolutionize deep learning solutions. Of particular in-
terest to this work is that Capsule networks are robust to rotation
and affine transformation, and require far less training data, which
is the case for processing medical image datasets including brain
Magnetic Resonance Imaging (MRI) images. In this paper, we focus
to achieve the following four objectives: (i) Adopt and incorporate
CapsNets for the problem of brain tumor classification to design an
improved architecture which maximizes the accuracy of the classi-
fication problem at hand; (ii) Investigate the over-fitting problem of
CapsNets based on a real set of MRI images; (iii) Explore whether
or not CapsNets are capable of providing better fit for the whole
brain images or just the segmented tumor, and; (iv) Develop a vi-
sualization paradigm for the output of the CapsNet to better explain
the learned features. Our results show that the proposed approach
can successfully overcome CNNs for the brain tumor classification
problem.
Index Terms: Brain Tumor classification, Capsule networks,
Convolutional neural networks.
1. INTRODUCTION
According to 2016 cancer statistics [1], brain tumor is considered as
the leading cause of cancer-related morbidity, and mortality around
the world and is known as one of the most common form of can-
cers both in children and in adults. Medical image processing [2] is
widely used for early detection of brain cancer, which consequently
results in devising more effective treatments and increases cancer
survival rate. However, brain tumors have different variaties/types
(e.g., Meningioma, Pituitary, and Glioma [3]), which makes deter-
mining the correct type in early stages a significantly challenging
problem, but a crucial task since it helps physicians to have a more
precise treatment plan and have a better prediction of patient’s re-
sponse to the adopted treatment. On the other hand, tumor type clas-
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sification by human inspection is an extremely time consuming and
error prone task, which highly depends on the experience and skills
of the radiologist. This fact has resulted in a recent surge of inter-
est [4–9] in designing highly accurate automated image processing
systems for brain tumor classification. Among different available
medical imaging technologies, Magnetic Resonance Imaging (MRI)
is more favored for brain tumor type classification due to its harmless
nature and is also the focus of this paper.
Generally speaking, cancer tumor classification task consists of
a segmenting step [10–13] to identify the tumor region from medical
images followed by a feature extraction step, which selects useful
features to be used for tumor classification [14]. Havaei et al. [15]
have provided one of the most recent works for brain tumor seg-
mentation. This work has proposed a two path Convolutional Neu-
ral Network (CNN) which not only takes the pixel properties into
account, but also considers the probabilities of neighboring pixels.
Once the tumor region is segmented, different types of features can
be extracted to be fed to the classification module, e.g., Usman et
al. [5] have used intensity, intensity differences, neighborhood, and
wavelet texture as the input feature vector to train a random forest
classifier. Reference [8] studied effect of tumor region augmentation
on three feature extraction methods, i.e., intensity histogram, Gray
Level Co-occurrence Matrix (GLCM), and bag-of-words (BoW). It
is shown that tumor region augmentation can enhance the accuracy
of brain tumor classification. Abbadi et al. [6] have also adopted the
GLCM and Gray Level Run Length Matrices (GLRLM) to extract
18 features for tumor classification using Probabilistic Neural Net-
works (PNNs). All the aforementioned studies on tumor classifica-
tion have one considerable drawback, i.e., they need a prior knowl-
edge regarding the type of features to be extracted, which reduces
their generalization capability.
The CNNs [16] have extensive learning capacity and can infer
the nature of an input image without any prior knowledge, which
makes them a suitable method for image classification. Utilization
of CNNs for brain tumor type classification is recently explored in
Reference [17], where neural networks and CNNs are used together
with different pre-processing steps including data augmentation. It
was shown that CNNs without any pre-processing outperform other
methods on axial brain MR images. Although CNNs have success-
fully overcome many approaches in image processing, they still have
some drawbacks. For instance, they are not robust to affine trans-
formation and do not take the spatial relationships within the im-
age into considerations. To improve their generalization, therefore,
CNNs need to be provided with training data consisting of all kinds
of rotations and transformation. Besides, CNNs typically perform
poorly confronting small data sets, which is the case for most of the
medical image databases, including brain MRIs.
To overcome the aforementioned drawbacks of CNNs, Sabour
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and Hinton et al. have recently proposed Capsule networks (Cap-
sNets) [18] with each Capsule within the network consisting of sev-
eral neurons. Activity vector of each capsule is composed of several
pose parameters (e.g., position, orientation, scaling, and skewness).
The length of each activity vector provides the existence probabil-
ity of the specific object represented by that Capsule. The most im-
portant property of CapsNets is called routing by agreement, which
means Capsules in lower levels predict the outcome of Capsules in
higher levels, and the higher level Capsules get activated only if
these predictions agree. In this paper, we capitalize on achievabil-
ity of these benefits and adopt the CapsNet architecture for brain
tumor type classification problem. In this regard, we explore differ-
ent potential architectures of Capsule networks and identify the one
which maximizes the prediction accuracy for the problem at hand.
Furthermore, we consider the following two scenarios as the input
to the designed CapsNet to investigate effects of input data on Cap-
sNets: (i) The whole brain image is fed into the network, and; (ii) The
segmented tumor regions are incorporated. Since Capsule networks
have complicated structures and several parameters to be learned,
they tend to over-fit the training data especially on small datasets
like brain MRIs. For this reason, a regularization criteria is adopted
to address the overfitting problem of CapsNets for brain tumor clas-
sification problem. Finally, we develop a visualization paradigm for
the output of the CapsNet to better explain the features that the de-
signed model has learned from the input.
The rest of this paper is organized as follows: Section 2 describes
required mathematical background for CNNs. Section 3, considers
CapsNets and presents the proposed approach followed by experi-
mental results in Section 4. Finally, Section 5 concludes the paper.
2. PROBLEM FORMULATION
Given a set of Ntrain training MRI brain images, the goal is to de-
sign a deep learning architecture to identify/classify the type of brain
tumor available in the given test MRI images into three different
categories, i.e., Meningioma, Pituitary, and Glioma. In this regards,
the paper aims to use Capsules instead of neurons to build the deep
learning architecture. Before introducing the underlying structure of
CapsNets and the designed architecture, we briefly review basics of
CNNs, which are the common form of deep networks for such clas-
sification tasks, and highlight their potential drawbacks which have
led to the introduction of Capsule networks.
2.1. Convolutional Neural Networks
In brief, CNNs make use of the following three properties: First,
units in each layer receive inputs from the previous units which are
located in a small neighborhood. This way, elementary features such
as edges and corners can be extracted. Then these features will be
combined in next layers to detect higher order features. Second im-
portant property is the concept of shared weights, which means sim-
ilar feature detectors are used for the entire image. Finally, CNNs
usually have several sub-sampling layers. These layers are based on
the fact that the precise location of the features are not only bene-
ficial, but also harmful, because this information tends to vary for
different instances [19].
Although CNNs have been proved to be useful in many areas,
they have several drawbacks specially related to the sub-sampling
layers, because these layers give a small amount of translational in-
variance and they loose the exact location of the most active feature
detectors. Due to the aforementioned reasons, recently a new archi-
tecture called Capsule networks is introduced [18], which is more
robust to translation and rotation. These networks are described in
the nest section.
3. CAPSNETS FOR BRAIN TUMOR CLASSIFICATION
As stated previously, the goal of the paper is to investigate and de-
sign a CapsNet architecture capable of classifying brain tumors as
accurately as possible. First, we present the CapsNet properties.
3.1. Capsule Networks
Capsules are groups of neurons such that the activity vectors of these
neurons represent various pose parameters and the length of these
vectors show the probability that a specific entity exists. The short-
comings of CNNs are mostly related to the pooling layers. As a re-
sult, in Capsule networks, these layers are replaced with a more ap-
propriate criteria called “routing by agreement.” Based on this crite-
ria, outputs are sent to all parent capsules in the next layer, however,
their coupling coefficients are not the same. Each Capsule tries to
predict the output of the parent Capsules, and if this prediction con-
forms to the actual output of the parent Capsule, the coupling coef-
ficient between these two capsules increases. Considering ui as the
output of capsule i, its prediction for parent capsule j is computed as
uˆj|i =Wijui, (1)
where uˆj|i is the prediction vector of the output of the j th Capsule in
a higher level computed by Capsule i in the layer below, and Wij is
the weighting matrix that needs to be learned in the backward pass.
Based on the degree of conformation between the capsules in the
layer bellow and the parent capsules, coupling coefficients cij are
calculated using the following softmax function
cij =
exp(bij)∑
k exp(bik)
, (2)
where bij is the log probability that whether capsule i should be
coupled with capsule j and it is initially set to 0 at the beginning of
the routing by agreement process. Therefore, the input vector to the
parent capsule j is calculated as follows
sj =
∑
i
cijuˆj|i. (3)
Finally, the following non-linear squashing function is used to pre-
vent the output vectors of Capsules from exceeding one and forming
the final output of each Capsule based on its initial vector value de-
fined in Eq. (3)
vj =
‖sj‖2
1 + ‖sj‖2
sj
‖sj‖ , (4)
where sj is the input vector to Capsule j and vj is the output. The
log probabilities should be updated in the routing process based on
the agreement between vj and uˆj|i using the fact that if the two
vectors agree, they will have a large inner product. Therefore, agree-
ment aij for updating log probabilities and coupling coefficients is
calculated as follows
aij = vj .uˆj|i. (5)
Each capsule k in the last layer is associated with a loss function lk,
which puts high loss value on capsules with long output instantiation
parameters when the entity does not actually exists. The loss function
lk is computed as follows
lk = Tk max(0,m
+−||vk||)2+λ(1−Tk)max(0, ||vk||−m−)2,
(6)
Fig. 1. Proposed model architecture for brain tumor classification.
where Tk is 1 whenever class k is actually present, and is 0 other-
wise. Terms m+, m−, and λ are hyper parameters to be indicated
before the learning process. The original capsule network architec-
ture presented in [18] consists of one layer of convolutional filters
and two layers of capsules. It has also three layers of fully connected
neurons which try to reconstruct the input using the instantiation pa-
rameters from the capsule associated with the true label.
3.2. Designed CapsNet
After exploring several potential architectures, which will be com-
pared later in Section 4 with their associated accuracy, we considered
using a model which is similar in nature to the one presented in the
original paper, except that it has 64 feature maps in the convolutional
layer instead of 256 as is the case in the original architecture. The
summary of the layers of our proposed model (illustrated in Fig. 1)
is as follows:
• Inputs to the model are MRI images which are down-sampled
to 64× 64 from 512× 512, in order to reduce the number of
parameters in the model and decrease the training time.
• Second layer is a convolutional layer with 64 × 9 × 9 filters
and stride of 1 which leads to 64 feature maps of size 56×56.
• The second layer is a Primary Capsule layer resulting from
256×9×9 convolutions with strides of 2. This layer consists
of 32 “Component Capsules” with dimension of 8 each of
which has feature maps of size 24×24 (i.e., each Component
Capsule contains 24× 24 localized individual Capsules).
• Final capsule layer includes 3 capsules, referred to as “Class
Capsules,’ ’one for each type of candidate brain tumor. The
dimension of these capsules is 16.
• The decoder part is composed of three fully connected layers
having 512, 1024 and 4096 neurons, respectively. We note
that, the number of neurons in the last fully connected layer
is the same as the number of pixels in the input image, as the
goal is to minimize the sum of squared differences between
input images and reconstructed ones.
One of the problems that is observed using CapsNets for the problem
at hand with several parameters to be learned and relatively small-
scale dataset, is over-fitting. In our different test experiments, we
observed that the performance of the trained CapsNet based on the
above mentioned specifications was high for training data, but de-
graded noticeably on the test data. In other words, careful care is
required in the training stage to have a reasonable generalization ca-
pability. We adopted early-stopping [20] approach to overcome this
problem. According to this approach, at the end of each epoch in
Table 1. Brain tumor classification accuracy based on different Capsule net-
work architectures.
Capsule Network Architecture Prediction Accuracy
Original architecture 82.30%
Two convolutional layers with
64 feature maps each 81.97%
One convolutional layer with
64 feature maps 86.56%
One convolutional layer with
64 feature maps 83.61%
and 16 primary capsules
One convolutional layer with
64 feature maps and 82.30%
32 primary capsules of dimension 4
Three fully connected layers
with 1024, 2048 83.93%
and 4096 neurons
the training process, model is tested on a validation set, and training
continues to the point that validation accuracy starts to decrease.
For the goal of tumor type classification, two types of images
can be used as the input to the aforementioned Capsule network. We
can use either the whole brain tissue as the input, or instead, the tu-
mor regions can be segmented first and then use these regions as the
input to the classification model. As stated in the CapsNet original
paper, Capsules tend to model everything in the input image, thus
they do not perform as good as possible for images with miscella-
neous backgrounds. Due to this fact, we expect our Capsule network
to have a better result when fed with segmented tumors instead of
the whole brain images. This is further explored next in Section 4.
4. EXPERIMENTAL SETUP
To test our proposed approach, we have used the data set presented in
References [8,21]. This data set contains 3, 064 MRI images of 233
patients diagnosed with one of the aforementioned three brain tumor
types. The most important property of this data set is that it includes
both the brain images and the segmented tumors, which enables us
to perform experiments on both types of inputs.
The first part of our experiments is allocated to testing different
kinds of Capsule network architectures. We have changed different
components of the original framework and calculated the prediction
accuracy. Table 1 outlines the obtained results. According to these
results, reducing the number of feature maps from 256 (as is the case
in the original architecture) to 64 leads to the highest accuracy. How-
Fig. 2. Loss values of each of the 10 epochs for the proposed architecture.
Fig. 3. CapsNet and CNN accuracy for brain and segmented tumors images.
ever, there are many more architectures that can be explored, which
is the focus of our ongoing research work. Next, we evaluate the total
loss in a Capsule network, which is composed of two parts: CapsNet
loss and Decoder loss. The former calculates the miss-classification
error and is determined using Eq. (6). The latter is related to the re-
construction part and is calculated using the square error between the
input and the reconstructed image. This loss contributes to the total
loss with a smaller weight. We have trained our proposed architec-
ture for 10 epochs and computed the three losses at the end of each
epoch as shown in Fig. 2. It is observed that training is faster at the
beginning and the total loss is mostly dependent on the CapsNet loss.
After selecting the best architecture for the Capsule network, we
have compared its classification accuracy with a conventional CNN
over the same dataset. The CNN used for comparison is adopted
from [17], which has investigated the problem of brain tumor clas-
sification on the same data set used in this paper. The layers of this
CNN are constructed as follows:
• Convolutional layer with 64× 5× 5 filters and strides of 1.
• 2× 2 Max-Pooling.
• Convolutional layer with 64× 5× 5 filters and strides of 1.
• 2× 2 Max-Pooling.
• Fully connected layer of 800 neurons.
• Fully connected layer of 800 neurons.
• Fully connected layer of 3 neurons.
We compared Capsule network with the CNN for both brain im-
ages and segmented tumors. Fig. 3 illustrates the comparison results.
Based on these results, it is observed that CapsNet outperforms CNN
for both types of inputs. As it is stated previously, Capsules tend to
account for everything in the input image even in the background,
and considering the fact that brain MRI images are taken from dif-
ferent angles such as Sagital and Coronial, backgrounds have lots of
variations. Therefore, CapsNet can not handle brain images as good
as segmented tumor images, and this may be one of the reasons for
the CapsNet architectures to provide lower accuracy for brain images
Fig. 4. Features detected by tweaking activation vectors of Class Capsules.
in comparison to the case where segmented tumors are used as the
input. Nevertheless, CapsNet’s result is superior to that of the CNN
for brain tumor classification, which shows Capsule networks’ ad-
vantageous over CNNs. One reason behind success of CapsNets in
providing better brain tumor classification results can be attributed
to the fact that CapsNets can handle data sets with smaller number
of samples better than CNNs.
Finally, we investigate the output of the last layer in the CapsNet
(referred to as the ClassCap), which is a vector containing the pose
features, however, the CapsNet determines what features to learn on
it’s own. To provide better explainability, therefore, one option is
to tweak them and try to reconstruct the input image using these
tweaked vectors (by tweaking we refer to adding small numbers to
the original vectors). When we visualized these tweaked vectors, one
can identify/capture the nature of learned features. Fig. 4 illustrates
some of the results together with what type of features they seem to
be related to. Each column represents one particular reconstructed
input using the tweaked features. For instance, the special feature
learned in the second column seems to represent the size of tumor
as tweaking this feature has changed the size. Similarly, the third
column seems to be related to how wide the tumor is.
5. CONCLUSION
In this work, we have investigated the use of newly proposed Capsule
networks for the problem of brain tumor type classification. Since
these networks can handle small number of training samples, and
units in these networks are equivariant, they outperform CNNs in tu-
mor classification problem. We could also increase the accuracy by
changing the number of feature maps in the convolutional layer of
the Capsule network. Furthermore, based on our experiments, these
networks can perform better for the segmented tumors than for the
whole brain images. In future, we plan to investigate effects of hav-
ing more capsule layers on the classification accuracy.
6. REFERENCES
[1] R.L. Siegel, K.D. Miller, A. Jemal, “Cancer Statistics, 2017,” A
Cancer Journal for Clinicians, vol. 67, issue 1, pp. 7-30, 2017.
[2] Y. Zhang, A. Li, C. Peng and M. Wang, “Improve Glioblastoma
Multiforme Prognosis Prediction by Using Feature Selection
and Multiple Kernel Learning,” IEEE/ACM Transactions on
Computational Biology and Bioinformatics, vol. 13, no. 5, pp.
825-835, 1 2016.
[3] “Tumor Types: Understanding Brain Tumors,” National brain
tumor society, 2018.
[4] T. Kaur, B. S. Saini and S. Gupta, “Quantitative Metric for
MR Brain Tumour Grade Classification using Sample Space
Density Measure of Analytic Intrinsic Mode Function Repre-
sentation,” IET Image Processing, vol. 11, no. 8, pp. 620-632,
8 2017.
[5] Khalid Usman, Kashif Rajpoot, “Brain Tumor Classification
from Multi-Modality MRI using Wavelets and Machine Learn-
ing,” Pattern Analysis and Applications, vol. 20, no. 3, pp.
871-881, Aug. 2017.
[6] Nidahl K. El Abbadi, Neamah E. Kadhim, “Brain Cancer Clas-
sification Based on Features and Artificial Neural Network,”
International Journal of Advanced Research in Computer and
Communication Engineering,vol. 8, no. 1, Jan. 2017.
[7] V. Anitha and S. Murugavalli, “Brain Tumour Classification
using Two-Tier Classifier with Adaptive Segmentation Tech-
nique,” IET Computer Vision, vol. 10, no. 1, pp. 9-17, 2 2016.
[8] Jun Cheng, Wei Huang, Shuangliang Cao, Ru Yang, Wei Yang,
Zhaoqiang Yun, Zhijian Wang, Qianjin Feng, “Enhanced Per-
formance of Brain Tumor Classification via Tumor Region
Augmentation and Partition,” PloS one., 2015.
[9] H. Mohsen, E.A. El-Dahshan, E.M. El-Horbaty, A.M. Salem,
“Classification using Deep Learning Neural Networks for
Brain Tumors,” Future Computing and Informatics Journal,
2017.
[10] D. Ravi, H. Fabelo, G. M. Callic and G. Z. Yang, “Mani-
fold Embedding and Semantic Segmentation for Intraoperative
Guidance With Hyperspectral Brain Imaging,” IEEE Transac-
tions on Medical Imaging, vol. 36, no. 9, pp. 1845-1857, Sept.
2017.
[11] M. Marsousi, K.N. Plataniotis and S. Stergiopoulos, “An
Automated Approach for Kidney Segmentation in Three-
Dimensional Ultrasound Images,” IEEE Journal of Biomedi-
cal and Health Informatics, vol. 21, no. 4, pp. 1079-1094, July
2017.
[12] Ana Sanjun, Cathy J. Price, Laura Mancini, Goulven Josse, Al-
ice Grogan, Adam K. Yamamoto, Sharon Geva, Alex P. Leff,
Tarek A. Yousry, Mohamed L. Seghier, “Automated Identifi-
cation of Brain Tumors from Single MR Images based on Seg-
mentation with Refined Patient-Specific Priors,” Frontiers in
Neuroscience., 2013.
[13] Sudipta Roy, Sanjay Nag, Indra Kanta Maitra, Prof. Samir Ku-
mar Bandyopadhyay, “A Review on Automated Brain Tu-
mor Detection and Segmentation from MRI of Brain,” CoRR.,
2013.
[14] X. Li, K.N. Plataniotis, “Color Model Comparative Analysis
for Breast Cancer Diagnosis using H and E Stained images,”
Proceedings of Spie, 2015.
[15] Mohammad Havaei, Axel Davy, David Warde-Farley, Antoine
Biard, Aaron Courville, Yoshua Bengio, Chris Palc, Pierre-
Marc Jodoin, Hugo Larochelle, “Brain Tumor Segmentation
with Deep Neural Networks,” Medical Image Analysis, vol.
35, pp. 18-31, Jan. 2017.
[16] A. Krizhevsky, I. Sutskever, I. Sutskever, “ImageNet Classi-
fication with Deep Convolutional Neural Networks,” Neural
Information Processing Systems (NIPS) 2012.
[17] J.S. Paul, A.J. Plassard, B.A. Landman, D. Fabbribi, “Deep
Learning for Brain Tumor Classiffication,” Proceeings of Spie,
2017.
[18] S. Sabour, N. Frosst, G.E. Hinton, “Dynamic Routing Between
Capsules,” 31st Conference on Neural Information Processing
Systems (NIPS 2017), 2017.
[19] Y. Lecun , L. Bottou , Y. Bengio , P. Haffner, “Gradient-based
learning applied to document recognition,” Proceedings of the
IEEE, 1998.
[20] I. Goodfellow, Y. Bengio, A. Courville, “Deep learning,” MIT
Press, 2016.
[21] J. Cheng , W. Yang , M. Huang, W. Huang, J. Jiang, Y. Zhou,
R. Yang, J. Zhao, Y. Feng, Q. Feng , W. Chen, “Retrieval of
Brain Tumors by Adaptive Spatial Pooling and Fisher Vector
Representation,” PloS one., 2016.
