We study several properties of sets that are complete for NP. We prove that if L is an NP-complete set and S ⊇ L is a p-selective sparse set, then L − S is ≤ p m -hard for NP. We demonstrate existence of a sparse set S ∈ DTIME(2 
Introduction
This paper continues the long tradition of investigating the structure of complete sets under various kinds of reductions. Concerning the most interesting complexity class, NP, almost every question has remained open. While researchers have always been interested primarily in the structure of complete sets for NP, for the most part, success, where there has been success, has come from studying the exponential time classes. In this paper we focus entirely on the complexity class NP.
The first topic we study concerns the question of how robust are complete sets. Schöning [Sch86] raised the following question: If a small amount of information is removed from a complete set, does the set remain hard? Tang, Fu, and Liu [TFL93] proved existence of a sparse set S such that for every ≤ p m -complete set L for EXP, L − S is not hard. Their proof depends on the fact that for any exponential time computable set B and any exponential time complete set A, there exists a length-increasing, one-one reduction from B to A [BH77] . We don't know that about NP. Buhrman, Hoene, and Torenvliet [BHT98] proved that L − S still remains hard for EXP, if S is any p-selective sparse set.
Here, we prove these results unconditionally for sets that are NP-complete. We prove that if L is an NP-complete set and S ⊇ L is a p-selective sparse set, then L − S is ≤ p m -hard for NP. We use the left-set technique of Ogihara and Watanabe [OW91] to prove this result, and we use this technique elsewhere in the paper also. We demonstrate existence of a sparse set S ∈ DTIME(2 2 n ) such that for every L ∈ NP − P, L − S is not ≤ p m -hard for NP. Moreover, we prove for every L ∈ NP − P, that there exists a sparse S ∈ EXP such that L − S is not ≤ p m -hard for NP. Hence, removing sparse information in P from a complete set leaves the set complete, while removing sparse information in EXP from a complete set may destroy its completeness.
In the fourth section of this paper we build on results of Agrawal [Agr02] , who demonstrated that pseudorandom generators can be used to prove structural theorems on complete degrees. We use hypotheses about pseudorandom generators to answer the longstanding open question of whether NP-complete sets can be immune. Assuming the existence of pseudorandom generators and secure one-way permutations, we prove easily that no NP-complete set is p-immune. (This too is a well-known property of the EXP-complete sets.) Assuming only that secure one-way permutations exist, we prove that no NP-complete set is DTIME(2 n )-immune. Also, we use this hypothesis to show that no NPcomplete set is quasipolynomial-close to P. It is already known [Ogi91, Fu93] that no NP-complete set is p-close to a set in P unless P = NP.
The fifth section studies the question of whether the union of disjoint Turing-complete sets for NP is Turingcomplete. Here is the background. If A and B are two disjoint computably enumerable (c.e.) sets, then A ≤ T A ∪ B, B ≤ T A ∪ B, and it follows that if either A or B is Turing-complete for the c.e. sets, then so is A ∪ B [Sho76] . The proofs are straightforward: To demonstrate that A ≤ T A∪B, on input x, ask whether x ∈ A∪B. If not, then x ∈ A. Otherwise, simultaneously enumerate A and B until x is output. The proof suggests that these properties may not hold for ≤ p T -complete sets for NP. In particular Selman [Sel88] raised the question of whether the union of two disjoint ≤ 
First, we will prove that if UEE = EE, then there exist two disjoint languages A and B in NP such that A ≤ p T A ∪ B. Second, we introduce the following reasonable but strong hypothesis: There is a UP-machine M that accepts 0 * such that for some 0 < < 1, no 2 n time-bounded machine can correctly compute infinitely many accepting computations of M . This hypothesis is similar to hypotheses used in several earlier papers [FFNR96, HRW97, FPS01, PS01] . We prove, assuming this hypothesis, that there exist disjoint Turing-complete sets for NP whose union is not Turing-complete. Also, we show that if UP ∩ coUP contains DTIME(2 n )-bi-immune sets, then this hypothesis is true. Finally, we make several observations about the question of whether the union of two disjoint NP-complete sets is NP-complete. It would be difficult to obtain results about these questions without introducing hypotheses about complexity classes, because there are oracles relative to which the answers to these questions are both positive and negative. Proofs that would settle these questions would not relativize to all oracles.
Preliminaries
We use standard notation and assume familiarity with standard resource-bounded reducibilities. Given a complexity class C and a reducibility ≤ r , a set A is ≤ r -hard for C if 
A set L is immune to a complexity class C, or C-immune, if L is infinite and no infinite subset of L belongs to C. A set L is bi-immune to a complexity class C, or C-bi-immune, if both L and L are C-immune.
Robustness
In this section we consider the following question: If L is NP-complete and S is a sparse set then does L − S remain complete? This question was studied for exponential time complexity classes by Tang, Fu, and Liu [TFL93] and by Buhrman, Hoene, and Torenvliet [BHT98] . The basic result [TFL93] is that there exists a subexponential-time computable sparse set S such that for every
On the other hand, for any p-selective sparse set S, L − S still remains hard [BHT98] . Researchers have always been interested primarily in learning such structural properties about the complexity class NP. However, it is sometimes possible to use properties of exponential time classes to succeed there where results about nondeterministic polynomial time has been elusive. For example, the theorems of Tang, Fu, and Liu depend on the fact that for any exponential time computable set B and any exponential time complete set A, there exists a length-increasing, one-one reduction from B to A [BH77] . We don't know that about NP. Nevertheless, here we prove the analogues of these results for NP. Observe that our first result, Theorem 3.1, holds unconditionally.
. Therefore, L − S is also NP-complete. So we assume that L − S is infinite in the rest of the proof.
We use the left set technique of Ogihara and Watanabe [OW91] . Assume that M is a nondeterministic machine that accepts L. Let T x be the computation tree of M on any string x. Without loss of generality, assume that T x is a complete binary tree, and let d be the depth of T x . Given two nodes u and v in T x , we say that u < v if the path from the root to u lies to the left of the path from the root to v, and u ≤ v if either u < v or u lies on the path from the root to v. Let
When it is understood that v ∈ T x , then we will write v as a abbreviation for x, v and f (v) as an abbreviation for f ( x, v ). Given x of length n, the length of every node of T x is bounded by a polynomial in n. Since f is polynomial-time computable, the length of f (v), where v ∈ T x , is bounded by p(n), for some polynomial p(·). We call f (v) the label of v. Since S is sparse, there is a polynomial bound q(n) on the number of strings in S of length at most p(n). Let g(·, ·) be the selector function for S. Consider the following total preorder [Tod91] 
Observe that if x ≤ g y and y ∈ S, then x ∈ S also. Given the selector g, the strings in Q can be ordered by ≤ g in time polynomial in the sum of the lengths of the strings in Q. Therefore, if Q is polynomial in n, then the strings in Q can be ordered by ≤ g in time polynomial in n as well.
We first make a few simple observations.
Observation 1 If u < v, and w is a descendant of u, then w < v.
Observation 2 Let v be the left most node of T x at some level. Then
be a set of more than q(n) distinct strings. Then there exists a procedure that runs in time polynomial in n and outputs
Proof Order the first q(n) + 1 strings in X by ≤ g , and output a highest string as x i . Since there can be at most q(n) strings of length ≤ p(n) in S, x i cannot be in S. 2
We now define a reduction from L to L − S. On input x, |x| = n, the reduction traverses T x in stages. During Stage k, the reduction maintains a list list k of nodes in T x at level k. The reduction procedure has a variable called "special" which holds some node of T x . At Stage 1, list 1 contains the root of T x and the value of special is undefined. Now we define Stage k > 1.
Step
Step 2 Let u 1 < u 2 < · · · < u 2t be the children of nodes in list k−1 . This ordering is possible since all nodes in list k−1 are at depth k − 1 of the tree T x , and therefore u 1 , · · · , u t are at level k. Put all these nodes in list k .
Step 3: Pruning If there exist two nodes u i and
be the nodes in list k , where every u i has distinct labels. If m ≤ q(n), go to the next stage.
Step 4 It must be the case that m > q(n). Therefore, by Observation 3, there must be some
Step 5 If special is the leftmost node of T x at level k , then output special and halt.
Step 6 Otherwise, place u 1 , · · · , u j−1 in list k and go to the next stage.
The following algorithm h defines the reduction from L to L − S:
run Stage k if any stage halts and outputs v, then output f (v) else /* list d contains some leaf nodes of T x */ if any of the leaf nodes is an accepting computation of M on x, then output a predetermined fixed string w ∈ L − S else output f (special) endif endif
We prove that the above reduction is correct by the following series of claims:
Proof If Stage k outputs v, then v is the leftmost node of T x at level k and f (v) / ∈ S. By Observation 2, the claim follows.
2
From now on assume for every k, that Stage k does not halt in Step 5. First we make some observations.
Observation 4 During Stage
Proof For any Stage k, assume that list k−1 has t ≤ q(n) nodes. The number of nodes in list k before pruning is at most 2t. After the pruning step, every v ∈ list k has a different label. If there are ≤ q(n) nodes in list k , then the procedure goes to the next stage. Otherwise, the node u j where j ≤ q(n) + 1 has a label outside S. Since we assume that Stage k does not halt in Step 5, the procedure goes to
Note that in any subsequent Stage l > k, the nodes that belong to list l are the descendants of nodes in list k . By Observation 1, we obtain the proof. 2
Observation 6 No node that is pruned in
Step 6 can be on the path containing the rightmost accepting computation.
Proof If x / ∈ L, no node in T x is on the path containing any accepting computation. Therefore, let us assume that x ∈ L. If two nodes u i and u l at the same depth have the iden-
Therefore, if any u k at the same depth is on the path of the rightmost accepting computation, then either k < i or k ≥ l. Since only the nodes u i , · · · , u l−1 are pruned, u k cannot be pruned. 2
Claim 3.3 Assume that x ∈ L and Stage k ≥ 1 does not halt in
Step 5. If ∃v ∈ list k that is on the path containing the rightmost accepting computation, then either ∃u ∈ list k+1 that is on the path containing the rightmost accepting computation, or special ∈ Left(L).
Proof Since there is a node v in list k that is on the path containing the rightmost accepting computation, let u r be the node that is generated at Step 2 of Stage k + 1 that is on the path containing the rightmost accepting computation. By Observation 6, u r cannot get pruned in Step 3, and therefore, it is in list k at Step 4. Let us denote this node by u r . If a node u j is assigned special in Step 4, then either j ≤ r, in which case special ∈ Left(L). Otherwise, r < j, and therefore, u r is in list k+1 after Step 6. 2
Claim 3.4 If for every k, Stage k does not halt in Step 5, then x ∈ L if and only if list d contains a leaf node that is an accepting computation or special ∈ Left(L).
Proof Note that if x is not in L, then no leaf node can be accepting, and no node of T x can be in Left(L). Therefore, the if direction is trivial. We show the only if direction. We prove the following by induction on the number of stages: If x ∈ L, then after Stage k, either the rightmost accepting computation passes through a node in list k or special ∈ Left(L).
After Stage 1, list 1 contains the root of the tree. Thus the claim is true after Stage 1. Assume that the claim is true after Stage k − 1. Thus either the rightmost accepting computation passes through a node in list k−1 or special ∈ Left(L). We consider two cases.
Case 1: The rightmost accepting computation passes through a node in list k−1 . By Claim 3.3, either there is a node in list k that is on the path of the rightmost accepting computation, or the node that is assigned
Case 2: special ∈ Left(L). Let s be the node that is currently assigned to special. It suffices to show that if a node u is assigned to special at Stage k, then u will also be in Left(L). By Observation 5, for every
Therefore, after Stage k, k ≥ 1, the rightmost accepting computation of M either passes through a node in list k or special ∈ Left(L). When k = d, this implies that either the rightmost accepting computation is a node in list d , or special ∈ Left(L). This completes the proof.
The correctness of the reduction now follows.
Claim 3.5 The reduction h(·) is correct, and it runs in polynomial time.
Proof If the the reduction halts at
Step 5 during any stage,
By Observation 4, the number of nodes in list k for any k ≥ 1 is bounded by q(n). Therefore, the number of nodes visited by the reduction is at most d × 2q(n). Since d is bounded above by the running time of M on x, the total time required by the reduction is at most polynomial in n.
Corollary 3.6 Let L be a ≤ p m -complete set for NP, and
In contrast to the theorem we just proved, in Theorem 3.8, we construct a sparse set S ∈ DTIME(2 2 n ) such that for any set L ∈ NP − P, L − S is not ≤ p m -hard for NP. Again, as in Theorem 3.1, we cannot assert that L − S ∈ NP. In Corollary 3.9, we obtain that for every
The following lemma shows a collapse to P for a restricted form of truth-table reduction from SAT to a sublogarithmically-dense set. In other words, we show that if SAT disjunctively reduces to some sublogarithmicallydense set where the reduction machine makes logarithmically many nonadaptive queries, then NP = P. We exploit this strong consequence in Theorem 3.8 below. We leave out the proofs in the remainder of this section, because of space limitation. 
Theorem 3.8 There exists a sparse S ∈ DTIME(2
In view of Corollary 3.9 we would like to minimize the complexity of S. For this it suffices to consider L = SAT: Given a sparse set S such that SAT − S is not ≤ 
Immunity and Closeness
Agrawal [Agr02] demonstrated that pseudorandom generators can be used to prove structural theorems on complete degrees of NP. Here we build on his results and show that hypotheses about pseudorandom generators and secure one-way permutations answer the longstanding open question of whether NP-complete sets can be immune. Also, using these hypothesis we show that no NP-complete set is quasipolynomial-close to P.
It is well-known that no EXP-complete set is p-immune.
We begin with the following definitions. In particular it is important to distinguish pseudorandom generators, as defined by Nisan and Wigderson [NW94], for derandomization purposes, from cryptographic pseudorandom generators [Yao82, BM84] .
an s(n)-secure cryptographic pseudo-random generator (crypto-prg in short) if G is computable in polynomial time in the input length, m(n) > n, for every δ(·) such that δ(n) < 1, for every t(·) such that t(n) ≤ δ(n) · s(n), and for every circuit C of size t(n), for all sufficiently large n,

|
Pr
is a pseudorandom generator (prg in short) if l = O(log n), G is computable in time polynomial in n, and for any linearsize circuit C,
| Pr x∈Σ =n [C(x) = 1] − Pr y∈Σ =l [C(G n (y)) = 1] |≤ 1 n . Definition 4.3 A function f = {f n } n , f n : Σ =n → Σ =m(n) ,
is s(n)-secure if for every δ(·) such that δ(n) < 1, for every t(·) such that t(n) ≤ δ(n) · s(n), and for every non-uniform circuit family {C n } n of size t(n), for all sufficiently large n,
Hypothesis A. Pseudorandom generators exist.
Hypothesis B.
There is a secure one-way permutation. Technically, there is a permutation π ∈ PF and 0 < < 1 such that π −1 is 2 n -secure.
Hypothesis B implies the existence of cryptographic pseudorandom generators [Yao82] .
Agrawal [Agr02] showed that if Hypothesis B holds, then every ≤ p mcomplete set for NP is hard also for one-one, lengthincreasing, non-uniform reductions. The following theorem is implicit in the proof of his result:
Theorem 4.4 If Hypotheses A and B hold, then every set
A that is ≤ p m -hard for NP is hard for NP under lengthincreasing reductions.
By Theorem 4.4, Hypotheses A and B imply that for every NP-complete set A, there is a length-increasing reduction f from 0 * to A. This immediately implies that the set
is an infinite subset of A that belongs to P, i.e., A cannot be p-immune.
Theorem 4.5 If Hypotheses A and B hold, then no ≤ p mcomplete set for NP can be p-immune.
We consider immunity with respect to classes that are larger than P. Similar questions have been studied for EXP. For example, Homer and Wang [HW94] showed that EXPcomplete sets have dense UP subsets. 
Corollary 4.7 If there is a tally set in UP that is not in
Proof [of Theorem 4.6] Let T be a tally set in C that does not belong to DTIME(2 n ). We will show that no NPcomplete set is C-immune.
Let L be an NP-complete set and let k > 0 such that L ∈ DTIME(2
We claim that the set
is infinite. Assume otherwise: Then, for all but finitely many n, 0 n ∈ T ⇒ |f (0 n )| ≤ n /k . Consider the following algorithm that accepts a finite variation of T :
Otherwise, reject 0 n . This algorithm takes time at most 2
n . This contradicts the assumption that T / ∈ DTIME(2 n ). Therefore, X is infinite. Also, X ⊆ f (T ) ⊆ L. Now we will show that X≤ 
Here
n if it is γ-sparsely many-one on S ⊆ {0, 1} n for some γ > 0. Given a 2 n -secure one-way permutation, Goldreich and Levin [GL89] construct a 2 n α -secure crypto-prg, 0 < α < . This crypto-prg G is defined only on strings of even length, i.e., G is a partial function. However, Agrawal [Agr02] notes that G can be extended to be total, and the security remains the same. This crypto-prg has a nice property, namely it is a one-one function.
Let S be any set in NP and L be any NP-complete language. Let S = G(S). Since S is in NP, there is a many-
Since G is one-one, h is a many-one reduction from S to L.
Lemma 4.8 ([Agr02]) For every n, h
=n , where α is the security parameter of G.
Lemma 4.9 Let f be a γ-sparsely many-one function on
n for every n, and let l = n 2/γ . Then, for sufficiently large n,
Proof Let S n = 0 n × Σ =l . Every string in S n has length m = n + l. For every w ∈ S n , there are at most 
Proof
The hypothesis implies the existence of a 2 n -secure one-way permutation. Let G be the 2 n α -secure crypto-prg, 0 < α < , constructed from this secure one-way function. Let S = 0 * × Σ * , and
By Lemma 4.8, h is α/2-sparsely many-one on S ∩ Σ =n for every n. For any n, take l = n 4/α . Then, by Lemma 4.9, we know that for large enough n, at least 3 4 of the strings in 0 n × Σ =l map via h to a string of length > n.
Let k = 4 α . Assume G maps strings of length n to strings of length n r , r > 0. It is well known that from G we can construct a crypto-prg G that expands n bits to n k bits [Gol01, page 115]. Thus for any string w of length n , G (w) is of length l = n 4/α . Consider the following circuit that on input (0 n , y), |y| = l accepts if and only if |h(0 n , y)| > n. This circuit accepts at least 3 4 of the inputs (0 n , y), |y| = l, if the input is chosen according to uniform distribution. Therefore, there must be some w, |w| = n , such that this circuit accepts G (w). Therefore, for this w, |h(0 n , G (w))| > n. Now, the following DTIME(2 n )-algorithm outputs infinitely many strings of L:
Closeness
In general, Yesha [Yes83] considered two sets A and B to be close if the census of their symmetric difference, A∆B, is a slowly increasing function. For example, A and B are p-close if there is a polynomial p such that for every n, (A∆B) =n ≤ p(n). Ogihara [Ogi91] and Fu [Fu93] observed that if A is NP-complete, then A is not p-close to any set B ∈ P, unless P = NP. Define A and B to be quasipolynomial-close if there exists a constant k such that for every n, (A∆B) =n ≤ 2 log k n . We show that if Hypothesis B holds, then no NP-complete set is quasipolynomial-close to a set in P. We show unconditionally that if L is paddable and quasipolynomial-close to a set in P, then L belongs to BPP. As a corollary, if Hypothesis A holds, then no paddable NP-complete set is quasipolynomial-close to a set in P.
We recall the following definitions, and recall that all known, natural NP-complete sets are paddable [BH77]: Recall that a set A is p-isomorphic to B if there exists f , a polynomial-time computable, polynomial-time invertible permutation on Σ * , such that A≤ p m B via f . Mahaney and Young [MY85] proved that two paddable sets are many-one equivalent if and only if they are p-isomorphic.
Theorem 4.12 If L is paddable and quasipolynomial-close to a set in
Proof Assume that L is a paddable set and there is a set B ∈ P such that L is quasipolynomial-close to B. Let p(·, ·) be a padding function for L. Given a string x, |x| = n, consider the following set.
Let q be a polynomial such that all strings in P x have length
On the other hand, if x / ∈ L, then P x ∩ L = ∅, and so at least 2 n − 2 log k n strings from
Corollary 4.13 If SAT is quasipolynomial-close to a set in P, then NP = RP.
This follows immediately from the result of Ko [Ko82] that NP ⊆ BPP implies NP = RP. Hypothesis A implies that BPP = P. Therefore, we have the following corollaries.
Corollary 4.14 If Hypothesis A holds, then no paddable set L /
∈ P can be quasipolynomial-close to any set in P.
Corollary 4.15 If Hypothesis A holds, then no set pisomorphic to
SAT can be quasipolynomial-close to any set in P, unless P = NP.
Next we are interested primarily in the following Theorems 4.16 and 4.18, and their immediate consequence, Corollary 4.19. Theorem 4.16 follows directly from the statement of Hypothesis B.
Theorem 4.16 Hypothesis B implies that
Proof Hypothesis B asserts the existence of a 2 n -secure one-way permutation π, for some 0 < < 1. No 2 n -size circuit can compute the inverse of π. So the set B = { y, i ith bit of π −1 (y) = 0}
belongs to NP and cannot have a quasipolynomial-size family of circuits. However, if B ∈ DTIME(2 log k n ),
for some k > 0, then B has a family of circuits of size (2 log k n ) 2 < 2 log 2k n , which is a contradiction. 2
We require the following proposition, which follows from Homer and Longpré's study of Ogihara-Watanabe pruning [HL94] . As an immediate consequence, we have the following corollary, which has a stronger consequence than Corollary 4.15.
Proposition 4.17 If there exists a set S that has a quasipolynomially-bounded census function and that is
≤ p btt -hard for NP, then NP ⊆ k>0 DTIME(2 log k n ).
Corollary 4.19 If Hypothesis B holds, then no NPcomplete set is quasipolynomial-close to any set in P.
It is interesting to note that Corollary 4.19 has a short proof that does not depend on Theorems 4.16 and 4.18. We present that now: Proof We begin as the proof of Theorem 4.16 begins: Hypothesis B asserts the existence of a 2 n -secure one-way permutation π. No 2 n -size circuit can compute the inverse of π. So the set B = { y, i ith bit of π −1 (y) = 0} belongs to NP and cannot have quasipolynomial-size family of circuits.
Let us assume that L is an NP-complete set such that there is some set S ∈ P and some k > 0 such that for every n, L∆S ≤ 2
where the advice for any length n is the set of strings in L∆S. On an input x, accept x if and only if x ∈ S and x is not in the advice set, or x / ∈ S and x belongs to the advice set.
Therefore, L has a family of quasipolynomial-size circuits. Since L is NP-complete, it follows that every set in NP has quasipolynomial-size family of circuits. By the above discussion, this contradicts Hypothesis B. 
Disjoint Pairs
Recall that if NP ∩ coNP = P, then there exist disjoint sets A and B in NP such that A ≤ p T A ∪ B. Our first result derives the same consequence under the assumption that UEE = EE. Proof Beigel et al. [BBFG91] showed that if NEE = EE, then there exists a languages in NP − P for which search does not reduce to decision. Their proof also shows that if UEE = EE, then there exists a language S in UP − P for which search does not reduce to decision. Let M be an unambiguous Turing machine that accepts S, and for every word x ∈ S, let a x be the unique accepting computation of M on x. Let p be a polynomial such that for all x ∈ S, |a x | = p(|x|). Define A = { x, y x ∈ S, |y| = p(|x|), and y ≤ a x } and B = { x, y x ∈ S, |y| = p(|x|), and y > a x }.
Both A and B belong to UP and are disjoint. Let
Note that S is many-one reducible to S. Now assume A≤ p T S . Since S is many-one reducible to S, it follows that A≤ p T S. However, we can compute the witness a x for x ∈ S by using a binary search algorithm with oracle A. Therefore, replacing A with S, we see that search reduces to decision for S, contradicting our choice of S.
2 Let Hypothesis C be the following assertion:
Hypothesis C. There is a UP-machine M that accepts 0 * such that for some 0 < < 1, no 2 n time-bounded machine can correctly compute infinitely many accepting computations of M . Now we consider two cases. Proof Assume A(0 n ) does not output unsuccessful. This implies that A is able to decide membership of 0 n , i , 1 ≤ i ≤ p(n), in S. Therefore, A can compute a n . The most expensive step of the above procedure is Step 6, where A decides the membership of x in SAT. However, this occurs only if |x| ≤ n 2 /2, and hence takes at most 2 n 2 /2 time. 
Thus the total time is bounded by
O(p(n) × q(n) × 2 n 2 /2 ),
Many-One Complete Languages
Here we consider the analogous questions for many-one reductions. We first show under two different hypotheses that there exist disjoint sets A and B in NP such that A ≤ p m A ∪ B. Also we study the question for NP-complete sets. One of our results will show a relation between our question and propositional proof systems. We refer the reader to Glaßer et al. [GSS04] for definitions about proof systems and reductions between disjoint NP-pairs. Proof Hemaspaandra et al. [HNOS96] showed that if NE = E, then there exists a language S in NP for which search does not reduce to decision nonadaptively. Essentially the same proof shows that if UE = E, then there exists a language S in UP for which search does not reduce to decision nonadaptively. Since S ∈ UP, for each x ∈ S, there is a unique witness v x , where |v x | = p(|x|), for some polynomial p. Define 
