We propose a novel approach for sampling realistic financial correlation matrices. This approach is based on generative adversarial networks. Experiments demonstrate that generative adversarial networks are able to recover most of the known stylized facts about empirical correlation matrices estimated on asset returns. This is the first time such results are documented in the literature. Practical financial applications range from trading strategies enhancement to risk and portfolio stress testing. Such generative models can also help ground empirical finance deeper into science by allowing for falsifiability of statements and more objective comparison of empirical methods.
INTRODUCTION
In [1] , we can read:
"To the best of our knowledge, there is no algorithm available for the generation of reasonably random [financial] correlation matrices with the Perron-Frobenius property.
[...]
Concerning the generation of [financial] correlation matrices whose [Minimum Spanning Trees (MSTs)] exhibit the scale-free property, to the best of our knowledge there is no algorithm available, and due to the generating mechanism of the MST we expect the task of finding such correlation matrices to be highly complex."
In this paper, we propose a novel approach to solve the problem of generating realistic financial correlation matrices. Using Generative Adversarial Networks (GANs) to sample realistic financial correlation matrices has never been documented, to the best of our knowledge, despite the importance of the problem. Simulating financial data, and correlation matrices in particular, have many applications: Testing robustness of trading strategies, stress testing portfolios. Another major application could be the objective comparison of empirical methods (combination of signals and strategies, statistical filtering methods [2] ) which would otherwise be claimed superior based on a given arbitrary chosen sample. This endemic problem in empirical finance prevents the field to become a science in the Popperian terminology: one cannot easily contradict such results [3] .
Generating multivariate financial time series is more general and difficult than to focus on their correlations: Besides the dependence structure (relatively static in comparison), one has to correctly capture the univariate time series features (e.g. autocorrelation) and the distributional properties of the margins altogether. In this work, we only focus on generating empirical correlation matrices, which may already be an approximation of the dependence structure between several financial assets (cf. copula theory [4] ).
Despite the importance of the problem, we can explain the lack of research (and results) as GANs, a recent class of generative modelling approaches (seminal paper in 2014 [5] ) which stemmed from the computer science community, are not yet part of the econometrician, risk and quant analysts toolbox. This work can also be relevant for the signal processing community as robust estimation of large covariance matrices Σ, since a correlation matrix
, is a common problem [6, 7] .
Contributions
The contributions of this article are:
• sampling financial correlation matrices using GANs, and documenting results for the first time, • showing that the samples generated look realistic, and verify the stylized facts known in the econophysics literature, • using S&P 500 stock returns which are widely available for reproducibility of the experiments.
RELATED WORK
To the best of our knowlege, there are no previous attempt at generating realistic financial correlation matrices using
GANs. No known model is able to capture, even approximately, all the known characteristics of financial correlation matrices [1] . We briefly review in the following subsection typical applications of GANs, and we highlight the lack of published results concerning financial data. Then, we describe the stylized facts of financial correlation matrices which will be useful to evaluate the samples generated by the different GAN-based approaches tested.
Generative Adversarial Networks
Generative Adversarial Networks (GANs) were introduced in [5] . Two networks G (the generative model) and D (a discriminative model) are trained simultaneously: G is trained to maximize the probability of D making a mistake; D is trained to estimate the probability that a sample comes from the training data rather than G. These models are notoriously complex to train and evaluate. Their greatest success so far has been to generate realistic pictures. There are few successful applications published outside natural images, e.g. [8, 9] ; results produced by GANs are not competitive in natural language generation, for example. Another recent field of applications for GANs is graph generation. NetGAN [10] is a novel approach to generate graphs based on an input graph of N nodes, defined by a binary adjacency matrix A ∈ {0, 1} N ×N . Random walks of length T are sampled from A. This collection of random walks consists in the training set. The generator G, a LSTM, learns to generate similar sequences which are then converted back to binary adjacency matrices describing the graphs. A N -by-N correlation matrix can be viewed as complete graph K N,N weighted by edges in [−1, 1]. Adopting an approach similar to NetGAN would require to extend their work in two aspects: (i) many (mid-sized) graphs as input instead of a single (large) one; (complete) weighted graph (edges in [−1, 1]) instead of (sparse) unweighted one. This is not the approach adopted in this paper.
Related to finance, authors are aware of [11] which aims at simulating SABR (a stochastic volatility model) parameters, and [12] generating univariate time series of asset returns using a conditional GAN. The paper totally discards the whole dependence structure, e.g. correlations, existing between the time series of many assets. It may not matter when focusing on time series strategies (actively trading a single asset through time), but is useless when considering cross-sectional strategies, or large portfolio and risk management. In other words, it doesn't model the multivariate joint distribution of the co-movements of many assets.
Unlike for natural images which lend themselves well to a visual inspection, samples obtained from GANs are in general hard to evaluate. Researchers are for now limited to check a few statistics, for example degree distribution of the graph nodes in [10] or ACF/PACF of the time series in [12] . However, one needs to know which statistics are important to ver-ify. Fortunately, financial correlation matrices have been extensively researched over the past two decades.
Financial correlation matrices
Financial correlation matrices have been extensively studied in econophysics, an empirical field applying statistical physics methods to economy and finance. Around 1999, Bouchaud et al. [13] showed how Random Matrix Theory (RMT) can be used to better understand financial correlations, and they started a two-decade research long program developing and refining methods using tools from RMT to clean large empirical correlation matrices [14] . About the same time, Mantegna, another econophysicist, discovered the hierarchical structure of financial correlations [15] whose seminal and influential work sparked a rich empirical research in financial networks and clustering. An extensive review of this literature can be found in [16] .
This body of knowledge about financial correlation matrices can be summarized in a few stylized facts:
• Distribution of pairwise correlations is significantly shifted to the positive, • Eigenvalues follow the Marchenko-Pastur distribution [13] , but for a very large first eigenvalue (the market), a couple of other large eigenvalues (industries),
• Perron-Frobenius property (first eigenvector has positive entries), • Hierarchical structure of correlations [15] , • Scale-free property of the corresponding Minimum Spanning Tree (MST) [17] .
It is possible that some stylized facts are still to be discovered. Exploring the latent space of GANs [18] could help finding unknown properties of financial correlations; However, generative adversarial networks, alongside deep learning in general, are not yet part of the toolkit in empirical finance. This paper is meant to show that they are a relevant tool, and that the problem of sampling financial correlation matrices using GANs deserves further exploration.
THE SPACE OF CORRELATION MATRICES
Let C ∈ R n×n be a correlation matrix, that is C = C , ∀i ∈ {1, . . . , n}, C ii = 1, ∀x ∈ R n , x Cx ≥ 0.
Let the elliptope of dimension n(n − 1)/2 be the set corresponding to the n(n − 1)/2 coefficients of n × n-correlation matrix upper triangular. More formally, E n(n−1) 2 = { C 12 , . . . , C 1n , C 23 , . . . , C 2n , . . . , C (n−1)n ∈ R n(n−1) 2 | C = C , ∀i ∈ {1, . . . , n}, C ii = 1, ∀x ∈ R n , x Cx ≥ 0}
A n × n-correlation matrix can be viewed as a point in E n(n−1) 2 .
3 × 3 case
To build intuition, let's first consider the 3 × 3 case. We can visually verify that a simple GAN is able to recover the whole space of empirical correlations.
In Figure 1, 10 ,000 blue points are sampled uniformly (in the Lebesgue measure sense) from E 3 using the onion method [19] , where E 3 is
In orange, 10,000 3-by-3 matrices obtained by selecting randomly (without replacement) 3 stocks among the 500 possible in the S&P 500, and then estimating the correlations between their daily returns on one year (252 business days). We can notice that the orange set (empirical correlations) is a strict subset of the blue set (whole space of valid correlation matrices) concentrated around average to high positive values. A simple GAN is able to recover this distribution (green points): It generates only valid correlation matrices, with a support matching closely the empirical ones, and a higher concentration around the average to high positive values.
n × n case
In financial applications, n ranges typically from a few dozens to a couple of hundreds, a few thousands in the most extreme cases. The large n case is more difficult for many reasons, from statistical to computational. For our concerns, it is (i) harder to assess quality and coverage of samples generated and (ii) harder to train GANs as the standard neural networks are data inefficient on correlation matrices linked to their matrix equivalence property: When estimating a correlation matrix on a set of n stock returns, the order of these stocks is arbitrary. There are n! such possible orders, and therefore n! different correlation matrices. But they all essentially describe the same correlation structure. We would like that the output of a neural network (here, the GAN discriminator (or critic) decision: fake or real) is invariant to permutations.
To solve this problem, we need to enforce permutation invariance either in the network (some early tentative in the literature [20] ) or in the representation of the correlation matrix. The latter is the approach chosen in this work, namely we choose a representative for the equivalence class. We propose to consider R ij = C π H (i)π H (j) , where π H is a permutation induced by a hierarchical clustering algorithm (inspired by one of the stylized facts, namely the hierarchical structure of financial correlations [15] ) We show in Figure 2 the result of applying π H to a given correlation matrix.
The 3D elliptope Empirical 3 × 3 correlation matrices Sampling 3 × 3 correlations from a GAN (green points) Fig. 1 . We can visually inspect the results: A simple GAN is able to sample realistic 3 × 3 financial correlation matrices
RESULTS AND EVALUATION
We apply a deep convolutional generative adversarial network (DCGAN) [21] , whose architecture is known to be able to learn a hierarchy of representations from object parts to scenes in natural images, on approximately 10,000 empirical correlation matrices estimated on S&P 500 returns sorted using π H . Note that the matrices generated by the GAN models are not exactly correlation matrices: Their diagonal is not exactly equal to 1 (coefficients obtained are around 0.998); the matrices look visually symmetric but are not; Small negative eigenvalues can be found. We post process the results using an alternating projections method described in [22] to find the nearest correlation matrix.
Results obtained are evaluated using the stylized facts described in section 2.2: Do we recover the main characteristics of financial correlation matrices? Essentially, yes. Tails of the distributions are not perfectly simulated though. Comparison between empirical and synthetic samples are displayed in Figures 3, 4 , 5, 6.
Arbitrary C R ij = C π H (i)π H (j) Fig. 2 . Two equivalent correlation matrices. The one on the left has been obtained by estimation on returns of arbitrarily ordered stocks; The one on the right by applying π H .
Distribution of correlations
Log distribution Fig. 3 . The distributions of empirical and DCGAN-generated correlation coefficients match closely: They have approximately the same mean (0.36) and standard deviation (0.13). We can notice in the log-plot some discrepancies in the tails.
DISCUSSION
We have proposed a novel approach using GANs to generate realistic financial correlation matrices. The approach can be perfected, notably by spending more time and resources on experimental settings, but results showcased in this work are convincing. With this new tool, we can, for example, revisit the results described in [1] quoted in our introduction, which compares portfolios based on graphs to Markowitz-optimal portfolios. It would be interesting to explore the use of Topological Data Analysis to compare the empirical data manifold to the synthetic data manifold as proposed in [23] . In this paper,
Distribution of eigenvalues
First eigenvector entries we verified that the generated samples are realistic, but do they span the whole subspace of realistic financial correlation matrices? We might only sample from a restricted part of the space, for example due to a mode collapse during the GAN training. This work could be an important component in improving Monte Carlo backtesting [3] : Many paths can be sampled from a multivariate distribution parameterized by GANgenerated correlation matrices. Exploring conditional generation, for example conditioning on a market regime variable (risk-on, risk-off / quantitative easing, quantitative tightening / global crisis or not), could lead to new ways of stress testing portfolios.
Finally, investigating the latent space of these models could lead to a better understanding of financial correlations, and maybe the discovery of unknown stylized facts.
