Introduction.
Let $=GF{pn, x} denote the field consisting of the quantities m (1.1) a=y£cai (ciEGFip')), -00 where x is an indeterminate and the coefficients c¿ all belong to a fixed finite field GF(pn). We shall discuss a number of problems of "diophantine approximation" related to the numbers of <i>. We first ( §3) prove an analogue of Kronecker's theorem; the theorem has been proved previously by Mahler [8, p. 514] . We next define uniform distribution of sequences of numbers in $ (see [9] , also [7, chap. 8] ) and prove a number of theorems similar to the theorems of WeyPs well known paper. The sum 5= /,e(é(A)).
extended over polynomials AÇzGF[pn, x] of degree less than m, where <j>(u) is a polynomial of degree k and e(a) is defined in (2.3) below, is studied by Weyl's method of approximation.
It is found that if at least one coefficient of <f>{u)-<t>(0) is irrational and 1 ^k<p, then S = o(pnm) as m->=o. The case k^p is left open; there are polynomials of degree p for which S = pnm (see (6.8) and (6.9) ).
For k = 2, p>2, we make a more detailed study of the sum Sm(a, j8) = £ e(a.r-+ 2ßA) (a, ß £ $) ; deg m<A
here we follow [6, II] . The main tool is the following analogue of the HardyLittlewood "approximate functional equation": for all irrational a; moreover, if the continued fraction for a has partial quotients of bounded degree, then Sm(a, ß) =0{pnmn). It also follows from (1.2) that (at least for j3 = 0) (1.3) cannot in general be improved.
We show also that for all a (1.4) | Sm{a, 0) | ^ p™'\ Presented to the Society, September 6, 1951 ; received by the editors July 2, 1951. by italic capitals A, B, ■ • ■ , U, V; however, the letters K, N, R, S will stand for certain functions to be defined presently.
The numbers of 4> = GF[pn, x} will usually be denoted by lower case Greek letters unless some other meaning is indicated. If By the statement a=ß (mod 1) is meant a=ß-\-A, where A is a polynomial E:GF[pn, x]; when there is no danger of confusion, we shall usually omit the phrase "mod 1." Thus, every a is congruent (mod 1) to a unique ß such that deg ß<0. Let 6 define the GF{pn). Then for c_i in (2.1) we put c_! = M»"1 +■■•+«" (a,-G GF(p)) and define the function (2. 3) e(a) = e2*iai'i>.
It follows at once from (2.3) that (2. 4) e(a + ß) = e(a)e(ß), e(a) = e(ß) for a = ß (mod 1).
(It is easy to identify the function e(A/H) with the function e(A, H) previously defined [4, §2] . We remark also that in (2.3) we could replace e2Tilp by any primitive pth root of unity, and d\ by the trace of c_i.) The following result will be used frequently.
Theorem 1. The sum
The proof is similar to that of [ We shall now prove the following theorem. We now prove the following criterion. For most applications a weaker condition than (4.2) seems to suffice; namely, we restrict the variable m to a subsequence of the integers. We remark that the proof of Theorem 3 shows that if (4.2) holds when m is restricted to a subsequence, then (4.3) also holds for the same subsequence and conversely. In particular, we shall be interested in the case when m is of the form pnr. Accordingly, we state the following theorem.
Theorem 4. For any sequence a%, a2, as, ■ ■ ■ the condition A sequence satisfying (4.9) may be called weakly uniformly distributed, but if there is no danger of confusion we shall simply call it uniformly distributed in this case also.
As an immediate consequence of Theorem 4 and (2.7) we have the following theorem. Consider the sequence of points
Let ki, ■ • ■ , k"^l and let Nk = Nkl,---,k,(m) be the number of points in the sequence (5.1) such that laja« and
where (ft, • ■ -, ß,) is an arbitrary point. We shall say that the sequence As in §4 we find it desirable to define weak uniform distribution.
The sequence (5.1) is weakly uniformly distributed provided
for arbitrary ku ■ ■ • , k, ¿1. We have the following theorem. In this section we shall prove the following theorem. But for fixed B, <t>(Gu+B) is congruent (mod 1) to a polynomial of degree / with highest coefficient a¡Gl which is irrational. Hence, the previous case of the theorem applies to the inner sum in the right member of (6.7) and (6.1) holds in this case also. This completes the proof of Theorem 9. The condition k<p in Theorem 9 can apparently not be dropped. For example, the sum A-l<-■ -tAt-i Ak the notation being the same as in (6.6); note that the inner sum is over primary Akoi degree m, while the outer sum is over all A¡ol degree<w. Now apply Theorem 10, and we have proved the following theorem.
Theorem 11. For <j>(u) as in Theorem 9, 1 ¿k<p,
We note that Theorem 11 can be deduced from Theorem 9 by placing 4>(A) = <f>(xm-\-B) =<f>i(B), where deg B <m ; similarly, Theorem 9 is a corollary of Theorem 11. The direct proof is perhaps of interest. We also remark that there are cases for which S' = 0 while S 9^0 and vice versa.
As an immediate corollary of Theorem 11 we mention n A^ T> ¿OK-4)) , I The convergence of "Yj'e(4>(A))\A |_r for r>\ is trivial. The formulas (7.4), (7.5 ) are easily generalized. That (7.4) and (7.5) cannot in general be improved (at least for k = 2) will be clear from Theorem 23 below.
8. Some applications. We begin with the following theorem.
Theorem 12. Let This result is an immediate consequence of Theorems 4 and 9. As a particular case of Theorem 12 we see that the sequence {-44£} is uniformly distributed, provided l^k<p, £ irrational. A fundamental set is a set of rationals cti, • • • , a, such that (i) no two are equivalent, and (ii) any given rational is equivalent to some a,-of the set. It follows that s = pnr.
Let a be an arbitrary number of <£. Then in the first place relatively prime polynomials G', H' can be found such that (9.5) deg (H'a -G') < -r (deg H ^ r).
If, in (9.5), G'/H' is not primitive, we replace it by an equivalent primitive fraction G/H. Then (9.5) and (9.4) imply
It is natural to extend the definition of equivalence to arbitrary numbers of <£. If a, ftcE^, we define a~ß provided
Clearly ~ is an equivalence relation. Thus, in view of (9.6) every a is equivlent to a primitive G/H.
We shall now say that almost all a have a certain property provided that the number N of nonequivalent a not having the property is such that N/pnr is arbitrarily small (as r->=»).
Returning to (9. // iV is the number of nonequivalent a for which (9.10) is satisfied, then (9.11) holds.
In other words this shows that for almost all a, (9.2) holds. In (9.1) it clearly makes no difference if we require deg a<0. This is no longer true for the more general sum m (9.12) S (a) =5x(a) = E«M,
1=1
where the X; are arbitrary numbers of <3?. In the sum (9.12) we therefore restrict ourselves to deg a <0. Now for deg ß <0 it follows that deg (aß) < -1 so that e(aß) =1. Thus, if we put X¿ = v4,-+/3l-, /3¿=((Xt)), deg /3¿<0, we have e(Xfa) =e(Ai<x). We therefore have the following extension of Theorem 16: Other examples of this kind are easily constructed.
Another conclusion can be drawn from (9.9); namely, the assertion S(a)=o(m112) for all a is false. We have therefore the following theorem.
Theorem 17. For any sequence {X¿} there exist irrationals a such that 5x(a) = n(m1'2) (»-*«).
10. The sum Sm(a, ß). In the remainder of the paper we assume p odd.
Let a, jSG* and define for h>m.
We can now complete the proof of the following theorem of which (10.9) is a special case.
Theorem 18. //dega= -a<0, deg/3<0, m^a, then
where r¡ is a complex number of absolute value 1.
Proof. It will be convenient to write down the formulas corresponding to Continuing in this way we have for all e>0.
Proof. We shall require the following formula:
for deg a= -a, a>m.
The second half of (11.8) is obvious from the definition of Sm(a, ß). To prove the first half of the formula we start with \'Sm(a, ft|2= Z e(aA*+2ßA) Z e(2AB). 12. i2-theorems. For 0 = 0, (11.3) becomes (12.1) Sn(a) = r,p"'l*Sm-t(a,).
We shall now prove the following theorem. Take a = l; if Oi, • • -, a,_i have already been found, then clearly a, can be determined so that (12.6) holds. Thus, a sequence a, can be found which satisfies the several requirements. Finally, given the {a,} we can find polynomials A, and therefore a by means of (11.1); in particular, we may take Ai = xa,~1. That all such a's are irrational is clear from the fact that the continued fraction (11.1) is not terminating.
To extend (12.2) to general Sm(a, ß) we note first that in place of (12.3) we have Sm(a, ß) = 0 or pnm for deg a ^ -2m. The remainder of the proof goes through so that we may state the following theorem. A condition for the vanishing of Sm(a, ß) is contained in (10.20) and (10.21), but it is not very simple.
In the next place it is easy to get a lower bound for Sm(a) which is valid for all a, rational as well as irrational.
Indeed, by (10.6) we have | Sm(a) \2 pnm. As for Sm(a, ft), we again use (10.20) and (10.21). We may state the following: Since the sequence {s,-} is at our disposal, it is clear that we can select it in such a way that (12.8) is satisfied. This completes the proof of the theorem.
