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Abstract—With the dense deployment of small cell networks,
low-cost backhaul schemes for small cell base stations (SBSs)
have attracted great attentions. Self-backhaul using cellular
communication technology is considered as a promising solution.
Although some excellent works have been done on self-backhaul
in small cell networks, most of them do not consider the recent
advances of full-duplex (FD) and massive multiple-input and
multiple-output (MIMO) technologies. In this paper, we propose
a self-backhaul scheme for small cell networks by combining
FD and massive MIMO technologies. In our proposed scheme,
the macro base station (MBS) is equipped with massive MIMO
antennas, and the SBSs have the FD communication ability.
By treating the SBSs as special macro users, we can achieve
the simultaneous transmissions of the access link of users and
the backhaul link of SBSs in the same frequency. Furthermore,
considering the existence of inter-tier and intra-tier interference,
we formulate the power allocation problem of the MBS and
SBSs as an optimization problem. Because the formulated power
allocation problem is a non-convex problem, we transform the
original problem into a difference of convex program (DCP) by
successive convex approximation method (SCAM) and variable
transformation, and then solve it using a constrained concave
convex procedure (CCCP) based iterative algorithm. Finally,
extensive simulations are conducted with different system con-
figurations to verify the effectiveness of the proposed scheme.
Index Terms—Small cell networks, self-backhaul, full duplex,
massive MIMO
I. INTRODUCTION
With the explosive demand for mobile broadband services
and the emergence of new high capacity mobile devices, mo-
bile networks have to continuously evolve to meet capacity and
coverage demands with the latest technologies. At the same
time, there is an apparent trend of declining profitability of mo-
bile data despite the recent exponential growth of mobile data
usage [1]. Small cell networks, which can improve spectrum
efficiency, energy efficiency, and coverage effectively, as well
as reduce the capital expenses (CapEx) and operation expenses
(OpEx), have been considered as an important technology of
next generation cellular networks [2]–[4]. Furthermore, dense
small cell networks have attracted great attentions, where
a mass of small cell base stations (SBSs) are deployed to
improve the quality of service (QoS) further [5]. However,
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with the dense deployment of massive SBSs, the backhaul
problem becomes severe increasingly. Therefore, optimizing
backhaul is critical to satisfy the QoS of users and reduce the
CapEx and OpEx.
The backhaul technologies for small cells can be classified
into three categories. The first is the wired optical fibre,
which has high capacity and will undoubtedly connect a major
portion of small cells, especially in the long run [6]. The
second is wireless point-to-point microwave [7] or mmWave
[8], which uses high-gain directional antennas in line-of-sight
(LOS) environments and provides high-capacity backhaul
link. Unfortunately, installing fibres, microwave or mmWave
equipment is expensive and time-consuming, preventing fast
deployment of SBSs [9]. In addition, the microwave and
mmWave usually operate in the LoS environment and are not
suitable for the urban environment because of the massive
buildings. The third possible backhaul technology is the cellu-
lar communication technology (e.g., LTE). It uses the cellular
spectrum to access and backhaul, and is suitable for the
non-LoS environment because of the radio nature of cellular
spectrum [10]. Moreover, with the cellular communication
technology backhaul, which is called self-backhaul in the
literature (e.g., [11]), the SBSs do not require extra backhaul
equipment or spectrum, and consequently, self-backhaul is a
promising technology in future small cell networks [11].
Nevertheless, due to the limited cellular spectrum and the
existence of inter-tier and intra-tier interference, designing
self-backhaul schemes is challenging. In [12], the authors
proposed a multi-hop self-backhaul scheme by jointly con-
sidering resource allocation and routing. The authors of [13]
studied the fair scheduling problem in wireless multi-hop
self-backhaul networks. The synchronization issue of time
division duplex (TDD)-based self-backhaul was studied in
[10]. Although those works are excellent, they focus on the
traditional half-duplex self-backhaul. With the development of
self-interference cancellation technologies, full-duplex (FD)
communication technology becomes possible. FD makes it
possible for radios to transmit and receive simultaneously in
the same frequency band, which nearly doubles the spectrum
efficiency [14]. The FD relay has been researched in many
papers [15] [16] and the authors of [17] first proposed FD
self-backhaul scheme where FD communication hardware is
equipped in SBSs. Consequently, SBSs receive data from the
macro base station (MBS) and transmit it to SBSs in downlink
2(DL); at the same time, they receive data from mobile users
in uplink (UL) and transmit it to the MBS and in same
frequency. Moreover, the effectiveness of FD self-backhaul
scheme had been proved in this paper. However, the authors do
not consider the interference problem in small cell networks.
In particular, massive MIMO technology is not involved in
this paper.
Massive MIMO technology can achieve the transmission of
multiple users at the same time and in the same frequency band
by utilizing the large spatial degrees-of-freedom, which will
also improve the spectrum efficiency of the system [18]. Due
to the fact that the MBS is responsible for the transmission to
SBSs besides its users in FD self-backhaul scheme, the MBS
with massive MIMO can transmit or receive data to SBSs and
its users simultaneously in the same frequency band. In this
way, the spectrum efficiency of backhaul and access links will
be improved significantly. In [19], [20], the authors intended
to analyze the gain of jointly considering massive MIMO and
small cells, but they did not consider the backhaul problem
of small cell networks and simplified the power allocation of
MBS and SBSs by equal power allocation.
Despite the potential vision of FD self-backhaul small
cell networks with massive MIMO, many research challenges
remain to be addressed. One of the main research challenges
is resource allocation, which plays an important role in tra-
ditional wireless networks [21]–[30]. When FD self-backhaul
and massive MIMO are jointly considered, the problem of
resource allocation becomes even more challenging. On one
hand, the FD self-backhaul makes the backhaul and access
links coupled, which depends on power allocation and self-
interference cancellation performance. On the other hand,
massive MIMO will introduce the interference among multiple
users. To the best of our knowledge, the problem of power al-
location in FD self-backhaul small cell networks with massive
MIMO has not been studied in previous works. The distinct
features of this paper are summarized as follows
• We propose a novel architecture of FD self-backhaul
small cell networks with massive MIMO technology. In
our proposed scheme, the MBS is equipped with massive
MIMO antennas, and the SBSs have the FD capability.
By treating the SBSs as special macro users, we can
achieve the transmissions of the access link of users and
the backhaul link of SBSs simultaneously in the same
frequency band.
• Furthermore, considering the existence of inter-tier and
intra-tier interference, we formulate the power alloca-
tion problem of the MBS and SBSs as an optimization
problem, which maximizes the total spectrum efficiency
(SE) of the small cell networks, while considering the
lowest quality of service (QoS) requirement of users.
In addition, we take the residual self-interference of FD
communications into account in the formulated problem.
• Since the formulated problem is a non-convex optimiza-
tion problem, its computational complexity is high. To
solve it efficiently, we transform the original problem
into a difference of convex program (DCP) by using
successive convex approximation method (SCAM) and
appropriate variable substitution, and then solve it using
a constrained concave convex procedure (CCCP)-based
iterative algorithm, which reduces the computation com-
plexity significantly. Furthermore, we prove the conver-
gence of our proposed iteration algorithm.
• Extensive simulations are conducted with different sys-
tem configurations to verify the effectiveness of the
proposed FD self-backhaul scheme with massive MIMO.
The rest of this paper is organized as follows. The proposed
FD self-backhaul scheme with massive MIMO is described
in Secion II. The power allocation problem is formulated in
Section III. Then we solve the optimization problem in Section
IV. Simulation results are discussed in Section V. Finally, we
conclude this study and describe our future works in Section
VI.
II. NETWORK MODEL
In this paper, we consider a two-tier small cell network
consisting of one MBS with M antennas and N SBSs with
single antenna1, as shown in Fig. 1. To fully exploit the
spectrum resource, the MBS and SBSs share the spectrum. For
ease of presentation, we assume that the MBS serves K single-
antenna users (MUs) and each SBS serves one single-antenna
user (SU). Note that K+N ≪M , which means that a massive
MIMO system is adopted in this paper and M could be very
large (e.g., 100, 1000, or even more [31]). We define by the
set Um and the set Us the MUs and SUs, respectively, where
the element umk of Um and usn of Us represent the k-th MU
and the SU of the n-th small cell BS, respectively. To reap the
benefits of massive MIMO antennas, channel state information
(CSI) must be available at transmitter, the TDD protocol is
adopted in this paper because the channel reciprocity can be
exploited2, which allows the MBS to estimate its DL channel
from UL pilots sent by the users. In this paper, we assume that
all base stations (BSs) serve users over flat-fading channel.
A. FD Self-backhaul Scheme of Small Cell Networks with
Massive MIMO
As shown in Fig. 2(a), SBSs are equipped with FD hard-
ware, which enables them to backhaul data for themselves.
In the DL, a SBS can receive data from the MBS while
simultaneously transmitting to its users at the same resource
block. In the UL, a SBS can receive data from the users
while simultaneously transmitting data to the MBS at the same
resource block. Note that the In this mechanism, the small
cell can effectively backhaul itself, eliminating the need for a
separate backhaul solution or a separate backhaul frequency
band. Therefore, self-backhauling can significantly reduce the
cost and complexity of rolling out small cell networks. In
order to distinguish DL from UL in access and backhaul
transmissions, we call the relevant links as access UL, access
DL, backhaul UL, and backhaul DL, respectively. Due to the
limitation of self-interference cancellation technologies, the
1To simplify the network model, single-antenna SBS is assumed in this
paper and the works of this paper can be expanded to small cell networks
with multi-antenna SBS by involving multi-antenna channel model.
2The proposed FD self-backhaul scheme with massive MIMO also can be
used in FDD system based on some channel estimation method [32], [33].
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Fig. 1: Network framework.
backhaul DL and access UL will suffer some self-interference
from access DL and backhaul UL, respectively.
In massive MIMO systems, the BS can transmit or receive
data to/from multiple users simultaneously in the same fre-
quency band by using the beamforming technology or by using
virtual MIMO technology, respectively. We study the FD self-
backhaul in small cell networks with massive MIMO, where
the SBSs are considered as special MUs. In the DL, the MBS
transmits data to MUs and SBSs, and SBSs transfer the data to
their users simultaneously in the same frequency band. In the
UL, the SBSs receive data from their users and transfer them
to the MBS, and the MBS receives data from MUs and SBSs
simultaneously in the same frequency band. In other words,
by jointly considering FD and massive MIMO technologies,
we achieve not only the transmission or reception of MUs and
SUs in the same frequency band at the same time, but also the
access and backhaul of SBSs in the same frequency band at the
same time. This scheme will improve the spectrum efficiency
and decrease the cost of backhaul infrastructure. Comparing
with DL, UL usually has less traffic, so we focus on the
transmission of DL in this paper. For ease of analysis, full
buffer traffic model is assumed in the MBS and SBSs. Note
that pilot contamination problem in massive MIMO system is
not considered due to the fact that many excellent works have
been done.
B. Channel Model
The channel matrix from the transmission node to recep-
tion node can be written as G = D1/2H, where D =
diag{β1, β2, ...., βI} (I indicates the number of reception
nodes, I = 1 for SBSs’ DL and I = K +N for MBS’ DL).
The component βi = ϕζ/dαi consists of path loss and shadow
fading, ϕ is a constant related to carrier frequency and antenna
gain, di is the distance between the two nodes, α is the path
loss exponent, ζ represents the shadow fading which follows
the log-normal distribution 10 log ζ ∼ N(0, σ2). Fast fading
matrix is H = [hT1 ,hT2 , ...,hTI ]T ∈ CI×J (J represents the
number of antennas of transmission node, J = 1 for SBSs’
DL and J = M for MBS’ DL), the components h ∼ N(0, 1)
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Fig. 2: The FD self-backhaul scheme with massive MIMO and
the DL interference graph.
TABLE I: Notation
Notation Definition
K The number of MUs
M The number of the MBS’ antennas
N The number of SBSs
P Transmission power
β Large scale fading
h Small scale fading
w Precoding matrix
s Transmission symbol
k The index of the k-th MU
n The index of the n-th SBS and its user
(∗)m The related variables of MBS DL
(∗)b The related variables of backhaul DL
(∗)s The related variables of SBS DL
are Rayleigh flat-fading random variables. In this paper, the
Zero-Forcing Beamforming is adopted for MBS DL. With it,
the multi-user interference can be eliminated perfectly [34].
To reduce the complexity and make beamforming scheme
effective, the Zero-Forcing Beamforming only be operated
among MUs’ DLs without including the backhaul DLs. W =
[w1,w2, ...,wK+N ] ∈ CM∗(K+N) is defined as the precoding
matrix of the MBS. For easy reading, the notations of this
paper are described as in Table I.
For MUs, they receive signal from the MBS while suffering
the inter-tier interference from SBSs, so the received signal of
4MU k is given as
ymk (t) =
√
Pmk β
m
k h
m
k w
m
k s
m
k︸ ︷︷ ︸
desired signal
+
N∑
n=1
√
P snβ
s
nkh
s
nks
s
n︸ ︷︷ ︸
inter-tier interference
+wmk .
(1)
Based on the equation above, the received signal to interfer-
ence and noise ratio (SINR) of MU k can be written as
ξmk =
Pmk β
m
k ‖hmk wmk ‖2
N∑
n=1
P snβ
s
nh
s
kn
2 + σ2
. (2)
For SBSs, they receive data from the MBS and forward
the data to SUs simultaneously in the same frequency band,
which results in that the SBSs suffer not only the intra-tier
interference from other SBSs but also the self-interference
from themselves. As a result, the received signal of SBS n
can be expressed as
ybn(t) =
√
P bnβ
b
nh
b
nw
b
ns
b
n︸ ︷︷ ︸
desired signal
+
N∑
n′=1, 6=n
√
P sn′β
b
n′nh
b
n′ns
s
n′︸ ︷︷ ︸
intra-tier interference
+
√
γP sns
s
n︸ ︷︷ ︸
self-interference
+wbn, (3)
where √γpsnssn represents the self-interference signal and the
value of γ is determined by self-interference cancellation
technologies. Any self-interference cancellation technology
(e.g., [35] and [11]) can be applied at the SBSs, and the
analysis in this paper is a general case. Thus, the received
SINR of SBS n can be written as
ξbn =
P bnβ
b
n‖hbnwbn‖2
N∑
n′=1, 6=n
P sn′β
b
n′nh
b
n′n
2
+ γP sn + σ
2
. (4)
For SUs, they receive signal from their associated SBSs
while suffering the inter-tier interference from the MBS and
the intra-tier interference from other SBSs. Mathematically,
the received signal of n-th SBS’ user can be expressed as
ysn(t) =
√
P snβ
s
nh
s
ns
s
n︸ ︷︷ ︸
desired signal
+
N∑
n′=1, 6=n
√
P sn′β
s
n′nh
s
n′ns
s
n′︸ ︷︷ ︸
intra-tier interference
+
K∑
k=1
√
Pmk β
m
n h
m
n w
m
k s
m
k +
N∑
n′=1
√
P bn′β
m
n h
m
n w
b
n′s
b
n′︸ ︷︷ ︸
inter-tier interference
+wsn.
(5)
Then, its received SINR can be written as
ξsn =
P snβ
s
nh
s
n
2
Iinter +
N∑
n′=1, 6=n
P sn′β
s
n′nh
s
n′n
2 + σ2
, (6)
where
Iinter =
K∑
k=1
Pmk β
m
n ‖hmn wmk ‖2 +
N∑
n′=1
P bn′β
m
n ‖hmn wbn′‖2. (7)
Based on the Shannon capacity
R = log{1 + SINR/ω}, (8)
the rate of access DL of MUs, the backhaul DL of SBSs
and the access DL of SUs are defined by Rmk , Rbn, and
Rsn, respectively. ω = 2 ln(5Pe)/3 is the SINR gap between
Shannon channel capacity and a practical modulation and
coding scheme achieving the BER Pe [36]. The total rate of
all users can be expressed as
R(P) =
K∑
k=1
Rmk +
N∑
n=1
Rsn, (9)
where P = [Pm1 , ..., PmK , P b1 , ..., P bN , P s1 , ..., P sN ] is the power
allocation scheme of the MBS and SBSs.
III. PROBLEM FORMULATION
In small cell networks, power allocation is an important
research issue because a power allocation scheme decides
the network interference (including inter-tier and intra-tier
interference) level. Different from traditional wired backhaul
schemes, in our proposed FD backhaul scheme, extra power
is needed in the MBS to support the backhaul link. The power
allocated to SBSs’ backhaul link not only affects the spectrum
efficiency of MUs but also decides the spectrum efficiency of
SBSs. As a result, power allocation is critical in our proposed
FD self-backhaul scheme of small cell networks.
The optimal power allocation policy P∗ of the MBS and
SBSs can be obtained by solving
max
P
R(P) (10)
s.t. C1 : Rsn ≤ Rbn, ∀n,
C2 :
K+S∑
l=1
Pml ≤ Pmmax,
C3 : P sn ≤ P smax, ∀n,
C4 : Rmk ≥ Rmin, ∀k,
C5 : Rsn ≥ Rmin, ∀n.
C1 specifies that the rate of SBSs’ backhaul DL must be no
less than that of SBS’ access DL to satisfy the quality of
service (QoS) of SUs. C2 is a transmission power constraint
for the MBS in the DL and Pmmax is the maximum transmission
power of MBS. Similarly, C3 is the transmission power
constraint of SBSs and P smax is the maximum transmission
power of small cell BSs. C4 and C5 specify the lowest QoS
requirements of MUs and SUs, respectively.
IV. SOLUTION TO THE OPTIMIZATION PROBLEM
The problem in (10) is a non-convex problem because of
the non-convexity of the objective function and the feasible
set. As a result, finding a global optimum of problem (10)
is computationally expensive or even intractable. In this case,
designing low-complexity algorithms to compute local optimal
of problem (10) is more meaningful in practice. In this section,
we firstly reformulate the original problem (10) into an equiv-
alent DCP by using SCAM and an appropriate transformation
5of variables. Then a low-complexity CCCP-based algorithm
is proposed to solve the DCP. To make the CCCP-based
algorithm more effective, we propose an initial point searching
algorithm to assist it. Finally, we conclude our proposed power
allocation algorithm and prove its convergence.
A. Re-formulation of the Original Problem
According to [37], due to the fact that constant 1 exits in
the Shannon Equation (8), it is easy to lead to the objective
function of (10) being the difference of concave functions. In
that way, it is difficult to solve the problem (10). In order to
avoid the difference of concave structure in objective function
of (10), we leverage the SCAM in [37] and extend this
procedure to deal with (10). We make use of the following
lower bound
α log z + µ ≤ log(1 + z) (11)
that is tight with equality at a chosen value z0 when the
approximation constants α, µ are chosen as.
α =
z0
1 + z0
,
µ = log(1 + z0)− z0
1 + z0
log z0.
(12)
Applying (11) and transformation p˜ = ln p [38], [39] to (8)
results in the Rmk , Rbn, and Rsn relaxing to (13), (14) and
(15), respectively, where all the values of α and µ are fixed,
a = 1/ln2 is from the change of base of logarithms. Then we
define
R¯(P˜) =
K∑
k=1
R¯mk (P˜) +
N∑
n=1
R¯sn(P˜). (16)
Furthermore, the optimization problem (10) can be relaxed as
max
P˜
R¯(P˜) (17)
s.t. C1 : R¯bn(P˜)− R¯sn(P˜) , ϕn(P˜) ≥ 0, ∀n
C2 :
K∑
k=1
eP˜
m
k +
N∑
n=1
eP˜
b
n ≤ Pmmax,
C3 : eP˜
s
n ≤ P smax, ∀n,
C4 : Rmk (P˜) ≥ Rmin, ∀k,
C5 : Rsn(P˜) ≥ Rmin, ∀n.
It is obvious that
R¯(P˜) ≤ R(P˜), (18)
which means that problem (17) is maximizing the lower bound
of the objective function of the problem (10). Therefore, it is
natural to iteratively tighten the bound by updating the choice
of α and µ according to the new SINR values by setting
[z0]
t = [ξ(P˜)/ω]t ∀ ξmk , ξbn, ξsn, (19)
where t is the iteration indicator. In each iteration, we just
need to solve problem (17). In this way, the original problem
is simplified. In order to deal with problem (17), we give the
following Lemma
Lemma 1: Given α and µ, R¯mk (P˜), R¯bn(P˜) and R¯sn(P˜) are
jointly concave with respect to the optimization variable P˜.
Proof: Because of the similar structure among R¯mk (P˜),
R¯bn(P˜) and R¯sn(P˜), we take R¯sn(P˜) as an example considering
that the structure of R¯sn(P˜) is most complex. We define
f(x) = log
K∑
k=1
exk , which decides the convexity of R¯sn(P˜).
Referring to [40](Sec. 3.2.6), we know that f(x) is jointly
convex in variables xk. Due to the fact that R¯sn(P˜) is the
sum of a linear function and some concave functions, it is
jointly concave with respect to the optimization variable P˜.
The proofs of R¯mk (P˜) and R¯bn(P˜) are the same.
Based on Lemma 1, we know that the objective function
of problem (17) is a strictly concave with respect to P˜, since
it is a sum of concave terms. What’s more, the feasible set
(defined by F ) decided by C2, C3, C4 and C5 is a convex
set, since C2 and C3 are convex and C4 and C5 are concave.
However, function ϕn(P˜) represents the difference of two
concave functions, i.e., a difference of convex decomposition
[41] [42]. Thus, the problem (17) can be seen as a DCP, which
can be rewritten as
max
P˜
R¯(P˜) s.t. C1, P˜ ∈ F . (20)
B. The Proposed Iterative Solution Algorithm
In this subsection, the CCCP, which is widely adopted for
solving DCP [43] [44], is used to solve problem (20). The main
idea of the CCCP based algorithm is to iteratively approximate
the original nonconvex feasible set decided by C1 by a convex
subset and then solve the resulting convex approximation in
each iteration. As the nonconvex part in problem (20) stems
from the fact that function R¯sn(P˜) is concave but not convex,
we approximate this function in the t-th iteration by its first-
order Taylor expansion Rˆsn([P˜]t, P˜) around the current point
[P˜]t. According to [45], the first-order Taylor expansion Rˆsn
is given by
Rˆsn([P˜]
t, P˜) = R¯sn([P˜]
t) + ∆R¯sn([P˜]
t)(P˜ − [P˜]t), ∀n, (21)
which is an affine function about P˜. Here, ∆R¯bn([P˜]t) denotes
the first-order derivative of the function R¯bn(P˜t) with respect
to vector P˜.
Then, in the t-th iteration of the proposed CCCP based
iterative algorithm, the following convex optimization problem,
max
P˜
R¯(P˜) (22)
s.t. C1 : R¯bn(P˜)− Rˆsn( ˜[P]t, P˜) ≥ 0, ∀n,
P˜ ∈ F ,
is solved, and the solution is denoted by [P˜]t+1. This proce-
dure is carried out iteratively until convergence or until the
maximum number of allowable iterations is reached. Since
R¯sn(P˜) is concave and is approximated by its first-order Taylor
expansion Rˆsn([P˜]t, P˜) in problem (22), it is obvious that
R¯sn(P˜) ≤ Rˆsn([P˜]t, P˜), ∀n, (23)
which implies that
R¯bn(P˜)− R¯sn(P˜) ≥ R¯bn(P˜)− Rˆsn(P˜). (24)
6R¯mk (P˜) =α
m
k log{ξmk (P˜)/ω}+ µmk
=αmk ∗
{
aP˜mk + log{βmk ‖hmk wmk ‖2} − log{
N∑
n=1
eP˜
s
nβmknh
m
kn
2 + σ2} − log{ω}
}
+ µmk , (13)
R¯bn(P˜) =α
b
n log{ξbn(P˜)/ω}+ µbn
= αbn ∗

aP˜ bn + log{βbn‖hbnwbn‖2} − log{
N∑
n′=1, 6=n
eP˜
s
n′βbn′nh
b
n′n
2
+ µeP˜
s
n + σ2} − log{ω}

+ µbn, (14)
R¯sn(P˜) =α
s
n log{ξsn(P˜)/ω}+ µsn
= αsn ∗
{
aP˜ sn + log{βsnhsn2} − log
{
K∑
k=1
eP˜
m
k βmn ‖hmn wmk ‖2 +
N∑
n′=1
eP˜
b
n′βmn ‖hmn wbn′‖2
+
N∑
n′=1, 6=n
eP˜
s
n′βsn′nh
s
n′n
2 + σ2

− log{ω}

+ µsn, (15)
Algorithm 1 The Proposed Low-Complexity Solution
1: Initialization: Initialize maximum number of iterations
Tmax2 and the maximum tolerance ǫ2; Initialize the al-
gorithm with a feasible point [P˜]0 and set the iteration
number t=0.
2: Repeat:
3: Compute the affine approximation Rˆsn([P˜]t, P˜) accord-
ing to (21).
4: Solve problem (22), and update [P˜]t+1.
5: Set t = t+ 1.
6: Until: ‖R¯([P˜]t+1)− R¯([P˜]t)‖ ≤ ǫ2 or t ≥ Tmax2 .
From (24), we know that the convex constraint C1 in problem
(22) can be considered as a strengthening of the original
nonconvex constraint C1 in (20). In other words, the feasible
set defined in (22) is a subset of the true feasible set defined
in (20). As a result, provided that the initial point [P˜]0 is
feasible for the DCP (20), then all the iterates, [P˜]t generated
by iteratively solving the convex optimization problem (22)
with the affine approximation in (21), always belong to the
true feasible set defined by C1 and F of (20). We summarize
the proposed low-complexity solution as Algorithm 1, where
we assume that an initial feasible point [P˜]0 of the DCP (20)
is available (We will introduce how to obtain an initial feasible
point in the following subsection.).
Remark that Algorithm 1 provides a low-complexity solu-
tion, in the sense that in each step a simple convex optimiza-
tion problem is solved. The proposed Algorithm 1 converges
to a local optimum after a few iterations, as can be observed
from the simulation results.
C. Feasible Initial Point Searching Algorithm
Inspired by [40] (Sec. 11.4), [46], [47], we propose a feasi-
ble initial point searching algorithm, instead of an arbitrary
point as in the conventional CCCP, to obtain the feasible
[P˜]0 in Algorithm 1. The main advantage of the proposed
new initialization method stems from the fact that, once the
proposed algorithm starts with a point in the feasible set of
the DCP (20), all the iterates [P˜]t generated by the algorithm
remain within the original feasible set of the DCP (20). In
addition, if the CCCP is initialized with a random (infeasible)
point, the CCCP may fail at the first iteration due to the
infeasibility of problem. However, the task of computing a
feasible point of a nonconvex optimization problem, e.g.,
the problem (20), is NP-hard in general. This observation
motivates the development of suboptimal, but low-complexity
feasibility search procedures.
The proposed feasible initial point searching algorithm is
based on similar iterative affine approximations of the origi-
nally nonconvex constraints as used in Algorithm 1, but with
the following two modifications: a) the proposed searching
algorithm starts with an arbitrary point [P˜]0; b) in the t-th
iteration, instead of maximizing the spectrum efficiency of the
networks as in problem (20), we maximize the slack parameter
s ∈ R, which can be regarded as an abstract measure of
the constraint violations. The feasibility problem can then be
expressed as the following convex program:
max s (25)
s.t. C1 : R¯bn(P˜)− Rˆsn( ˜[P]t, P˜) ≥ s, ∀n,
P˜ ∈ F ,
where Rˆsn( ˜[P]t, P˜) is defined according to (23). If the current
objective value st+1 is zero, the algorithm stops; otherwise, the
algorithm continues until convergence or until the maximum
number of allowable iterations is reached. If no feasible point
could be found with the proposed method, some admission
control mechanisms can be adopted to reduce the number
of MUs, which, however, is out of the scope of this paper.
The proposed feasible initial point searching algorithm is
summarized as Algorithm 2 .
Note that a solution of problem (25) with s = 0 obtained is
always feasible for the DCP (20). Conversely, if the proposed
Algorithm 2 fails to provide a feasible point of problem (20),
then this does not imply that this problem is infeasible since
7Algorithm 2 The Proposed Feasible Initial Point Searching
Algorithm
1: Initialization: Initialize maximum number of iterations
Tmax3 and the maximum tolerance ǫ3; Initialize the al-
gorithm with a feasible point [P˜]0 and set the iteration
number t=0.
2: Repeat:
3: Compute the affine approximation Rˆsn([P˜]t, P˜) accord-
ing to (21).
4: Solve problem (25), and update [P˜]t+1 and [s]t+1.
5: Set t = t+ 1.
6: Until: [s]t+1 = 0 or ‖R([P˜]t+1) − η([P˜]t)‖ ≤ ǫ3 or t ≥
Tmax3 .
Algorithm 2 operates only on a subset of the original feasible
set of the DCP in (22).
The proposed Feasible Initial Point Searching Algorithm
in Algorithm 2 together with the CCCP-based Algorithm 1
forms a two-step algorithm for solving the DCP in (20). In
the first step, Algorithm 2 is applied to find a feasible point
of the DCP in (20), instead of an random point. In the second
step, the CCCP-based Algorithm 3 is applied, starting with
the feasible point found in the first step. For convenience, the
DCP solution algorithm in Algorithm 1 includes the feasible
initial point searching algorithm in Algorithm 2 by default in
the rest of this paper.
D. Overall Algorithm and Convergence Analysis
From Subsection IV-A and Subsection IV-B, it can be
concluded that problem (10) can be solved by a two-tier
iteration algorithm. In the first tier, the original problem is
simplified by SCAM and variables transformation, and we can
approach the original problem by updating the value of z0
and choosing α and µ according to (11) in each iteration. In
this way, we just need to solve one DCP in each iteration,
which makes it possible to solve problem (10) easily. In the
second tier, in order to solve the DCP, a CCCP-based iteration
algorithm is proposed, in which the DCP is transformed to a
convex problem by using Taylor expansion to approximate the
non-convex constraint. In this way, the DCP can be solved
by solving convex problems iteratively, which reduces the
computational complexity significantly. The overall algorithm
is summarized in Algorithm 3, where the feasible initial point
is obtained by a similar algorithm with Algorithm 2 .
Next, we analyze the convergence of our proposed power
allocation algorithm in FD self-backhaul small cell networks
with massive MIMO. The convergence proof is carried out
in two parts: 1) The convergence proof of Algorithm 1
(the convergence behavior of Algorithm 2 can be inferred
accordingly); 2) the convergence proof of Algorithm 3.
1) Convergence Analysis of Algorithm 1: We know that
the point [P˜]t is a feasible point of the convex optimization
problem with concave objective function in (22), provided that
the initial point [P˜]0 is feasible for the DCP in (20). As a
consequence, the sequence {R¯([P˜]t)} monotonically increases
as the iteration number t grows. Since the sequence {R¯([P˜]t)}
Algorithm 3 The overall Algorithm
1: Initialization: Initialize maximum number of iterations
Tmax1 and the maximum tolerance ǫ1; Initialize the algo-
rithm with a feasible initial P˜, calculate the initial α and
µ according to (12), and set the iteration number t=0.
2: Repeat:
3: Solve the problem (17) based on Algorithm 1 to obtain
the current optimal [P˜]t+1.
4: Update {[α]t+1, [β]t+1} according to (19) and (12).
5: Set t = t+ 1.
6: Until: ‖R¯([P˜]t+1)− R¯([P˜]t)‖ ≤ ǫ1 or t ≥ Tmax1 .
is upper-bounded by transmission power limit (C2, C3 in
problem (17)), the convergence of the sequence {R¯([P˜]t)},
and thus the convergence of Algorithm 1 is guaranteed for
any initial feasible point [P˜]0.
Moreover, since the objective function {R¯(P˜)} of problem
(22) is strictly concave as we have proven in Subsection IV-B,
the point [P˜]t+1, i.e., the solution of problem (22), is unique
[40]. Hence, for any given initial feasible point [P˜]0, the en-
tries of the two sequences, {R¯([P˜]t)} and {[P˜]t}, have a one-
to-one correspondence. As a result, the monotone convergence
of the sequence {R¯([P˜]t)} implies the convergence of the
sequence {[P˜]t}, for any initial feasible point {[P˜]0}. Let
P˜
∗([P˜]0) denote the limit point of the sequence {[P˜]t} with a
feasible initialization {[P˜]0} when the iteration number t goes
to infinity, i.e., given the initial feasible point {[P˜]0}, we have
P˜
∗([P˜]0) , lim
t→∞
[P˜]t (26)
In general, the limit point P˜∗([P˜]0) depends on the choice of
the initial feasible point {[P˜]0}. For notational simplicity, we
write the limit point as P˜∗. Regarding the limit point P˜∗, we
have the following lemma.
Lemma 2: The limit point P˜∗ of {[P˜]t} is the solution of
the following convex optimization problem:
max
P˜
R¯(P˜) (27)
s.t. C1 : R¯bn(P˜)− Rˆsn(P˜∗, P˜) ≥ 0, ∀n,
P˜ ∈ F ,
where the affine function Rˆsn(P˜∗, P˜) is obtained by replacing
{[P˜]t} with P˜∗ in (24). Moreover, the limit point P˜∗ satisfies
all the constraints C1 in (27) with equalities, i.e.,
R¯bn(P˜
∗)− Rˆsn(P˜∗, P˜∗) = R¯bn(P˜∗)− R¯sn(P˜∗) = 0. (28)
Proof: By definition (26), the point P˜∗ is the limit point of
the sequence [P˜]t, hence the point P˜∗ is a feasible point for
the convex optimization problem (27) and no strictly better
solution exists. What’s more, as we have proven in IV-B,
the objective function R¯(P˜) in (27) is strictly concave in the
variable P˜, so the solution of the problem (27) is unique [40]
(Sec. 4.2), which means that the limit point P˜∗ is the solution
of problem (27). We prove the second part of the Lemma
by contradiction. Assuming that the constraint C1 of the n-th
SBS is not active, i.e., R¯bn(P˜)− Rˆsn(P˜∗, P˜) > 0, we can scale
down the variable P˜ bn to make the constraint active without
8TABLE II: The simulation parameters
Simulation parameters Value
The number of the MBS’ antennas M 128
Path loss exponent −3
Power spectral density of noise −174dBm/Hz
Circuit power consumption PC 160mW
Power amplifier efficiency 1/ρ 38%
The power consuming weight w 10
The maximum transmission power of the MBS 46dBm
The maximum transmission power of SBSs 20dBm
The QoS requirement of MUs 2 bit/s/Hz
violating the other constraints, which makes it possible that
the MUs or other SBSs’ backhaul link can be allocated more
power or lower interference level. Then the objective function
will increase possibly, which contradicts the optimality of the
point P˜∗. Hence, it can be concluded that all constraints in
(27) C1 are active at the point P˜∗.
According to the Lemma 2, no matter how to choose the
initial point [P˜]0, only if it is feasible, the final convergence
point can obtained by solving the problem (27). In other words,
the limit point P˜∗ is a stationary point of the DCP (17)
[48]. Therefore, we have the conclusion that our proposed
Algorithm 1 not only converges but also converges to a
stationary point.
2) Convergence Analysis of Algorithm 3: We start the
convergence analysis of Algorithm 3 with the following propo-
sition.
Proposition 1: Algorithm 3 monotonically improves the
value of the objective function at each iteration and converges.
The solution obtained upon convergence satisfies the necessary
optimality conditions.
Proof: Let [P˜]t, [α]t, and [µ]t be the optimized values of
the t-th iteration. Then, we have
· · · ≤ R¯([P˜]t) (a)= R¯[α]t,[µ]t([P˜]t)
(b)
≤ R¯[α]t,[µ]t([P˜]t+1)
(c)
≤ R¯([P˜]t+1) (a)= R¯[α]t+1,[µ]t+1([P˜]t+1) ≤ · · · ,
(29)
where the quality (a) is due to the fact that the relaxations
of (13)(14)(15) are tight at the current SINR values according
to (11) and (19), the inequality (b) is due to the fact that
the maximization (17) is strictly concave, the inequality (c)
follows from (18). For a finite set of transmit sum powers
and channel gains, since the optimal spectrum efficiency is
bounded above, the procedure must converge.
As a conclusion, the proposed power algorithm in FD small
cell networks with massive MIMO converge well. We also
evaluate its convergence performance by simulations in the
next section.
V. SIMULATION RESULTS AND DISCUSSIONS
In this section, the effectiveness of our proposed FD self-
backhaul scheme of small cell networks with massive MIMO
will be demonstrated by Monte Carlo simulations, where
the simulation results are averaged over 1000 droppings. In
the simulations, we consider a 0.5Km × 0.5Km square area
covered by one MBS located in the center and some SBSs
2 4 6 8 10 12 14 16 18
20
40
60
80
100
120
140
The number of MUs
Th
e 
to
ta
l s
pe
ct
ru
m
 e
ffi
cie
nc
y(b
it/s
/H
z)
 
 
Our proposed FD backhaul scheme with massive MIMO
Variational HD scheme with massive MIMO
Existing wired backhaul scheme without massive MIMO
Existing FD backhaul scheme without massive MIMO
Fig. 3: The spectrum efficiency performance of different
backhaul schemes with different numbers of MUs (N = 4).
(pico base stations are adopted) that are randomly deployed.
The simulation parameters used are listed in Table II, which
are similar to those in [49].
A. Performance Comparison with Existing Schemes
We evaluate the performance of the proposed backhaul
scheme by comparing the following schemes: (a) a traditional
wired backhaul scheme without massive MIMO [50], where
the MBS schedules MUs in time domain; (b) an existing
FD backhaul scheme without massive MIMO [11], where the
MBS allocates the orthogonal frequency band to MUs and
SBSs’ backhaul link; (c) a variation of our proposed scheme
with massive MIMO and half duplex (HD), where MBS can
serve MUs and SBSs’ backhaul link simultaneously, but each
SBS receives and transmits date in different time slots. Each
scheme has the similar system configurations as described
above. In this subsection, we assume the self-interference is
canceled incompletely (γ = 10−5) [11].
1) The effect of the number of MUs: In Figs. 3, 4, 5,
we compare the performance of different backhaul schemes
with different numbers of MUs. As shown in Fig. 3, the
spectrum efficiency performance of our proposed backhaul
scheme outperforms the HD self-backhaul scheme with mas-
sive MIMO, the wired backhaul scheme without massive
MIMO, and the FD self-backhaul scheme without massive
MIMO. This is because our proposed backhaul scheme can
take the advantage of both massive MIMO and FD backhaul.
By massive MIMO technology, the backhaul DL of SBSs
could be completed in the same frequency band at the same
time with the MUs, rather than on the orthorhombic frequency
band like in the schemes without massive MIMO, which
can improve SE. By FD technology, the SBSs can receive
backhaul data and transmit DL data simultaneously instead of
in a time division pattern like in the HD backhaul scheme,
which improves spectrum efficiency further. In addition, our
proposed power allocation algorithm mitigates the inter-tier
and intra-tier interference, which also has contribution to the
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Fig. 4: The total spectrum efficiency of SUs of different
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Fig. 5: The consuming power of backhaul link of different
backhaul schemes with different numbers of MUs (N = 4).
high spectrum efficiency of our proposed backhaul scheme.
What’s more, it can be observed from Fig. 3 that the increasing
rate of spectrum efficiency of all backhaul schemes becomes
lower when the number of MUs reaches to some values.
Actually, these inflection points mean the maximum number of
serving MUs of different backhaul schemes. When the number
of MUs exceeds the maximum number of serving MUs, the
spectrum efficiency will continue to increase because of the
multi-user diversity gain. Note that the maximum number of
serving MUs is the highest in our proposed FD backhaul
scheme with massive MIMO.
Fig. 4 and Fig. 5 show the change of the total spectrum
efficiency of all SUs and the consuming power of backhaul
link with the increase of the number of MUs, respectively.
As shown in these two figures, for the wireless backhaul
scheme, both the total spectrum efficiency of all SUs and
the consuming power of backhaul link decrease when the
number of MUs increases. The reason is that more MUs with
better channel quality will encroach the power that should be
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Fig. 6: The total spectrum efficiency of different backhaul
schemes with different numbers of SBSs (K = 4).
allocated SBSs’ backhaul link, and the spectrum efficiency of
SUs will decrease. However, because of the limit of the lowest
QoS requirement, the spectrum efficiency of SUs will not be
zero. Comparing with FD backhaul scheme, the HD backhaul
scheme only has half of time to transmit data to SUs and
another half of time to receive data from MBS, so the spectrum
efficiency of SUs of HD backhaul scheme will be low and the
backhaul link will consume more power to reach the level
of SE. In the non-massive MIMO backhaul scheme, besides
power, the MBS needs to allocate orthogonal frequency band
to SBSs’ backhaul link, and then the available frequency band
will reduce with the increase of the number of MUs, which
results in the poor spectrum efficiency performance of SUs
and consuming more backhaul power to satisfy the QoS.
For the wired backhaul scheme, when the number of MUs
increases, more MUs will appear near SBSs and they will
aggravate the inter-tier interference to SUs, so the spectrum
efficiency of SUs of wired backhaul scheme will decrease but
the decreasing rate will be slow comparing with the wireless
backhaul scheme. From Fig. 4 and Fig. 3, it can be observed
that the spectrum efficiency of SUs of wired backhaul scheme
will exceed other wireless backhaul scheme when the number
of MUs is equal to about 6 but the total spectrum efficiency
of the wireless backhaul scheme with massive MIMO is still
higher than that of wired backhaul. This is because the MUs’
spectrum efficiency gain obtained from massive MIMO is
higher than the SUs’ spectrum efficiency loss resulting from
the less backhaul power when the number of MUs increases.
2) The effect of the number of SBSs : In Figs. 6, 7 and
8, we compare the total SE, spectrum efficiency of MUs
and consuming power of backhaul link of different backhaul
schemes with the increase of the number of SBSs, respectively.
As shown in Fig. 6, the spectrum efficiency performance of
all backhaul schemes firstly increases but the increasing rate
decreases with the number of SBSs growing. The common
reason is that the interference (inter-tier and intra-tier) level is
relatively low when there are less SBSs and the interference
will be serious when there are more SBSs. For wireless
10
4 8 12 16 20 24 28
8
9
10
11
12
13
14
15
16
The number of SBS
Th
e 
to
ta
l s
pe
ct
ru
m
 e
ffi
cie
nc
y 
of
 M
Us
(bi
t/s
/H
z)
 
 
Existing wired backhaul scheme with massive MIMO
Our proposed backhaul scheme with massive MIMO
Variational HD scheme with massive MIMO
Existing FD backhaul scheme without massive MIMO
Fig. 7: The total spectrum efficiency of MUs of different
backhaul schemes with different numbers of SBSs (K = 4).
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Fig. 8: The consuming power of backhaul link of different
backhaul schemes with different numbers of SBSs (K = 4).
backhaul schemes, another main reason is that the backhaul
power of each SBS will reduce with the increase of the number
of SBSs due to the fact that the power of MBS is limited.
This can be verified in Fig. 8, where consuming power of
backhaul link will not grow any more when the number of
SBSs is relatively large. At the same time, from Figs. 6, 7
and 8, we can find that the performance of our proposed self-
backhaul scheme outperforms the HD self-backhaul scheme
with massive MIMO and the FD self-backhaul scheme without
massive MIMO. The reason is the same with that in Figs. 3,
4, 5. However, different form Fig. 3 and Fig. 4, the spectrum
efficiency performance of our proposed FD self-backhaul
scheme is better than that of the wired backhaul scheme
without massive MIMO when the number of SBSs is less,
but the spectrum efficiency performance of the wired backhaul
scheme without massive MIMO will be better than our scheme
when the number of SBSs increases to a relatively higher
value. This is because the backhaul link needs to consume
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Fig. 9: The spectrum efficiency performance of different SI
cancellation performance with different numbers of MUs and
SBSs.
radio power in our scheme but it does not consume radio
power in the wired backhaul scheme. When the number of
SBSs is less, the backhaul consumes less power because of low
interference level and lower QoS requirement of SUs. With the
increase of the number of SBSs, the interference level and the
QoS requirement of SUs will grow, which leads to consuming
more backhaul power to satisfy the QoS requirement of SUs.
This is also the reason why the spectrum efficiency of MUs
keeps falling until the lowest QoS requirement is reached in
Fig. 4. When the spectrum efficiency gain of SUs obtained
by improving the number of SUs can not cover the spectrum
efficiency cost of MUs because of the less available power,
the spectrum efficiency performance of our proposed scheme
will be worse than the wired backhaul scheme. Fortunately,
our scheme is economic, and the wired backhaul is expensive.
So a tradeoff exits between the network cost and network
performance.
B. The Effect of Self-interference Cancellation Performance
In Fig. 9, we study the effect of self-interference cancella-
tion performance on our proposed FD self-backhaul scheme.
As shown in Fig. 9, the total spectrum efficiency will decrease
with the increase of the value of γ and the decreasing rate
becomes fast. This is because a larger value of γ means
more serious self-interference, which results in the increase of
consuming power of backhaul link. Consequently, the available
power for MUs will be less, and the spectrum efficiency of
MUs will decrease. At the same time, the MBS also will
allocate less power to SBSs’ backhaul link since the MBS
will think the channel quality of those links is bad, which will
influence the spectrum efficiency of SUs. As a result, the total
spectrum efficiency performance will be bad when the self-
interference is not cancelled perfectly. What’s more, it can be
observed from Fig. 9 that the total spectrum efficiency will be
more sensitive to γ when there are more SBSs.
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Fig. 10: The convergence of proposed overall algorithm with
different initial point (N = 4, K = 4).
C. Convergence Illustration of the Proposed Algorithms
Fig. 10 shows the convergence behavior of the proposed
power allocation algorithm in Algorithm 3 with different initial
feasible points, as well as the optimal solution obtained by
the brute force searching (BFS) algorithm, for the FD self-
backhaul small cell networks including 4 MUs and 4 SBSs.
As shown in this figure, we can observe the good convergence
performance and robustness to initial points. No matter where
the initial point is, our algorithm will converge. What’s more,
the gap between Algorithm 3 and the BFS algorithm is narrow
after sufficient iterations, although our solution is not a global
optimal solution, which means that the proposed Algorithm 3
is effective. Furthermore, it can be observed from this figure
that a significant decrease of gap between Algorithm 3 and
BFS algorithm can be found from the first iteration to the 10-th
iteration. After the 10-th iteration, the gain of more iterations
is still increasing but with less rate. Thus, a tradeoff exits
between the acceptable utility value and iteration steps.
In Fig. 11, the convergence behavior of the proposed Al-
gorithm 1 and two reference algorithms, i.e., the alternating
optimization scheme of [51] and the EP-DCA of [41], are
studied for the proposed FD self-backhaul small cell net-
works with 4 MUs and 4 SBSs. As shown in this figure,
the proposed Algorithm 1 converges after approximately 20
iterations for any considered initial feasible point but the
alternating optimization scheme of [51] and the EP-DCA of
[41] converge after approximately 13 iterations, which implies
that the convergence performance of the proposed Algorithm 1
is worse than that of the two reference algorithms. However, it
is obvious that the optimization performance of our proposed
Algorithm 1 outperforms the two reference algorithms, which
is the reason why the performance of Algorithm 3 is close to
the BFS algorithm.
VI. CONCLUSION AND FUTURE WORK
In this paper, we proposed a self-backhaul scheme for small
cell networks with massive MIMO and FD, which enables
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Fig. 11: The convergence of proposed CCCP-based algorithm
(N = 4, K = 4).
the access of users and backhaul of SBSs simultaneously in
the same frequency band. Furthermore, in order to mitigate
the inter-tier and the intra-tier interference, we formulated
the power allocation problem as an optimization problem,
in which spectrum efficiency was taken as the optimization
objective. Considering the high computation complexity for
solving the non-convex optimization problem, we introduced
the SCAM and an appropriate transformation of variables to
transform equivalently the original problem into a DCP, which
can be efficiently solved with local optimality using a CCCP-
based algorithm. Simulation results showed that the proposed
self-backhaul scheme by jointly using massive MIMO and FD
technology is able to take the advantages of both massive
MIMO and in-band FD communications. In addition, simu-
lation results also demonstrated the effectiveness and good
convergence performance of our proposed CCCP-based power
allocation algorithm. Future work is in progress to consider
the optimization of massive MIMO precoding matrix in our
proposed scheme.
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