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Introduction
1
2 Introduction
1.1 Breast Cancer Screening
Breast cancer is the most frequently diagnosed cancer in women and it is the leading
cause of cancer death in women worldwide48. Each year 421,000 new cases are diag-
nosed in the Europe and 129,000 women die from the disease29. While causes remain
largely unknown, incidence is still increasing in most countries. Currently, approxi-
mately 1 in 8 women develops breast cancer during her lifetime. It is known that the
survival rate is associated with the stage of the detected cancer. If breast cancer is
detected early, mortality is most likely decreased due to more effective treatment and
quality of life of patients decreases less because early detection enables less radical
surgery and restrictive use of chemotherapy.
Breast cancer screening aims to detect breast cancer in asymptomatic women as
early as possible. Current breast cancer screening service programs are performed
with mammography. The beneﬁts of mammography-based breast cancer screening to
the reduction in cancer mortality have been shown in studies. In 1985, Taba´r et al.
showed a 31% reduction in mortality from breast cancer and a 25% reduction from
more advanced breast cancers in the group invited to screening92. Broeders et al.11
in their review indicated that the best ’European’ estimate of breast cancer mortality
reduction is 25-31% for women invited for screening, and 38-48% for women actually
screened.
However mammography-based breast cancer screening has its limitations. The
sensitivity of mammographic screening is seriously impaired in women with dense
breasts. The reason is that dense tissues (ﬁbroglandular and stromal tissues) and breast
cancer both show equally bright on mammographic images as they have the same or
similar X-ray attenuation properties. For extremely dense breasts, a sensitivity as low
as 30% has been reported63. Therefore, the sensitivity of detecting breast cancer in
dense breasts is signiﬁcantly lower than that in fatty breasts79,80. Moreover, for female
carriers of BRCA1/2 mutations, exposure to diagnostic radiation before age 30 is asso-
ciated with an increased risk of developing breast cancer78.
Women with dense breasts have a risk of breast cancer four to six times higher than
that of women with no or little dense tissue7. To improve cancer detection in dense
breasts, personalized breast cancer screening with ultrasound (US) has been proposed
for women with dense breasts and women with elevated risk factors for developing
breast cancer. Supplemental handheld ultrasound (HHUS) breast cancer screening can
detect small, early stage invasive cancers that appears to be occult on mammograpms
due to breast density73. Furthermore it can be used as an alternative screening de-
vice to mammography for women with harmful mutations in either BRCA1 or BRCA2
since no radiation is involved. Berg et al.103 found that the supplemental yield of using
ultrasound together with mammography was 4.2 cancers per 1000 women screened
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with heterogeneous dense tissue in at least 1 quadrant. Corsetti et al.21 found 37 can-
cers (0.4%) from 9157 patients with dense breasts (BI-RADS category 3 or 4 density)
and negative mammograms. Kaplan et al.49 found 6 (0.36%) extra cancers from 1862
mammgraphic negative patients with dense breasts.
However handheld ultrasound breast cancer screening is operator dependent, un-
easy to reproduce, time consuming and relatively expensive as a screening procedure
when performed by radiologists103. An alternative to HHUS screening is automated
breast ultrasound screening. Automated breast ultrasound scanning is performed by
a trained technician or nurse. The transducer is automatically translated across or
around the breast to obtain a number of 2D images covering the breast. Volumetric
breast images are generated by stacking the 2D images together and the US volumes
are stored enabling temporal comparison.
Automated breast ultrasound is a radiation free technique and it is relatively in-
expensive and effective. Kelly et al.53 showed that by adding automated breast ul-
trasound screening to mammography the sensitivity increased from 40% to 81% in
asymptomatic women with heterogeneous and extremely dense breasts. However,
after the addition of automated breast ultrasound, recall rate increased from 4.2% to
7.2%. Giuliano et al. performed a clinical trial in two groups of women with mam-
mographically dense breasts37. The control group was offered digital mammography
and the test group was offered additional automated 3D breast ultrasound to digital
mammography. They found a sensitivity of 97.67% in the test group and 76% in control
group. Both studies were with one year follow-up.
1.2 Automated Breast Ultrasound Acquisition Systems
There are different commercial automated 3D breast ultrasound systems available.
Most common 3D breast ultrasound systems are SonoCine´ ultrasound system, Sonix-
Embrace automated breast ultrasound, Somo-V automated 3D breast ultrasound sys-
tem, ACUSON S2000 automated breast volume scanner and SVARATM warm bath
ultrasound breast imaging system. These systems mainly produce a series of 2D ul-
trasound slices by manually or automatically moving a 2D transducer array across or
around the breast with or without compression and some systems further generate a
3D volume in which the breast can be visualized in three orthogonal views. The width
and frequency of the transducer also differ from system to system resulting in different
image resolutions. Moreover, the patient positioning for imaging is also different.
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1.2.1 SonoCine´ Ultrasound System
The SonoCine´ Ultrasound system (Sono-cine´, Inc., NV) was used in the study of Kelly
et al.53. The images are collected with multi-frequency transducers (7 MHz to 12 MHz).
The transducer is attached to a computer-guided mechanical arm, and transversal im-
ages are acquired in longitudinal rows, overlapping 7 to 10 mm for complete coverage.
The width of the rows without the overlap was about 4.2 to 4.5 cm. In most women the
number of rows varied from 4 to 7 for each breast. During imaging, the mechanical arm
controls transducer speed and position, with a trained ultrasound technologist main-
taining appropriate contact pressure and orientation vertical to the skin. The space
between recorded 2D transversal images is 0.8 mm. Typical imaging time is 10 to 20
min for each participant, with additional participant preparation time of 5 to 10 min.
1.2.2 Automated 3D Breast Ultrasound
The automated 3D breast ultrasound system (ABUS) is a novel 3D breast ultrasound
imaging device. Imaging involved frontal compression of the breast by a dedicated
membrane, allowing a wide transducer with a large width to move smoothly over
the breast surface. In the ABUS scanning device the transducer is translated with a
constant speed across the breast to obtain a 3D volume of imaging data covering a
large segment of the breast. Depending on the size of the breast, up to ﬁve views are
acquired for each breast. Positioning and compression are to some extent standardized
and include anterior-posterior, lateral, medial, superior or inferior views. Two types of
ABUS systems are currently available on the market: the Somo-V automated 3D breast
ultrasound system developed by U-systems (Sunnyvale, CA, USA) and the ACUSON
S2000 ABUS system (Fig. 1.1) developed by Siemens Medical Solutions (Mountain
View, CA, USA). The device by U-systems generates an image with a maximal size of
14.6 cm by 16.8 cm on the coronal plane and a maximal depth of 4.86 cm while the
device by Siemens generates an image with a maximal size of 15.4 cm by 16.8 cm on
the coronal plane and a maximal depth of 6 cm. The two devices differ in two aspects.
Firstly, the frequency of the transducer by Siemens is between 5.0 and 14.0 MHz, which
is adjustable to the breast size, while the frequency of the transducer by U-systems is
ﬁxed at 8.0 MHz or 10.0 MHz. Secondly, the compression of the membrane on the
breast is manually applied using the device by U-systems, while the compression is
applied automatically by the device by Siemens using a mechanical arm.
In the latest ABUS system by U-systems, a curved transducer is adopted instead
of a ﬂat transducer to match the natural curved shape of breasts. It helps to create a
uniform compression across the entire breast and enable deep penetration. Fig. 1.2
illustrates this type of curved transducer.
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Figure 1.1: The ACUSON S2000 Automated Breast Volume Scanner by Siemens.
Figure 1.2: An illustration of the reverse curve soft touch transducer by U-systems. The
transducer is curved to match breast shapes
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1.2.3 SonixEmbrace Automated Breast Ultrasound System
The SonixEmbrace automated breast ultrasound system (Fig. 1.3) developed by Ultra-
sonix uses a 360 degree, rotating concave ultrasound transducer, to capture detailed
B-mode ultrasound images of the uncompressed breast. These images can be recon-
structed to view the breast structures in a coronal plane. The patient lies comfortably
in a prone position. Each patient is positioned in the same way so the transducer is
able to automatically and consistently capture images, enabling reproducible results
during follow-up exams. The disadvantage of this system is that it images uncom-
pressed breasts which means more penetration depth is required and lower frequency
has to be used to achieve large scanning depth. BSonixEmbrace won the title of Best
New Radiology Device by Auntminnie in 2012 (http://www.auntminnie.com/) .
Figure 1.3: The SonixEmbrace automated breast ultrasound system by Ultrasonix.
1.2.4 SVARATM Warm Bath Ultrasound Breast Imaging System
The SVARATM warm bath ultrasound breast imaging system (TechniScan, Salt Lake
City, UT) is a software-controlled ultrasound system that performs an automated whole
breast examination. The patient lies prone on the examination table with the breast sus-
pended in a warm water bath maintained near skin temperature, while an ultrasound
array is moved in a continuous scan so that a complete series of 2D image slices of the
breast are collected. Scans take approximately 12 minutes per breast and required no
breast compression.
Table 1.1 summarizes the main imaging properties of different 3D ultrasound sys-
tems. The automated 3D breast ultrasound (ABUS) by U-system or Siemens has its
advantages compared to other 3D ultrasound systems. The translation of the trans-
ducer is fully automated, and the imaging protocol is standardized. It use a wide
transducer (around 15 cm) to cover large segments of the breast for each image. More
over, it provides 3D breast volume in which we could inspect the coronal plane of the
breast. It uses wide high frequency transducer resulting in high-quality images which
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Table 1.1: Characteristics of different automated ultrasound systems
System Type shown in 2D/3D fully automated ? transducer frequency transducer width compression patient position scanning time per-breast
SonoCine´ 2D no 7 - 12 MHz 5.2 cm yes supine 10-20 mins
SonixEmbrace 3D yes ? ? no prone 2-4 mins
Somo-V 3D no/yes 8.0 MHz/10.0 MHz 14.6 cm yes supine 6-10 mins
ACUSON S2000 3D yes 5.0 MHz -14 MHz 15.4 cm yes supine 6-10 mins
SVARATM 3D yes ? ? no prone 12 mins
is possible because of the frontal compression which makes the breast as thin as pos-
sible and the scanning time per-breast (6 views to 10 views) is relatively short. In this
thesis, ABUS is used to perform studies.
1.3 CADe and CADx systems in Breast Ultrasound
With ABUS systems the effort and costs of acquiring images are lower, compared to the
costs of hand held ultrasound imaging, since the imaging procedure can be performed
by radiographers, as opposed to hand-held ultrasound which has to be performed by
radiologists. Despite this, implementation of ABUS in screening will lead to a strong
increase of the workload of radiologists, because reading ABUS screening exams is
much more time-consuming than reading mammograms. Apart from that, in the vol-
umetric ABUS images, small lesions may be overlooked more easily than in mam-
mograms. To support search and interpretation, computer aided detection (CADe)
systems can be used, in which computers identify potential locations of abnormalities
with high sensitivity. The use might also be helpful to speed up the workﬂow.
In screening mammography, computer-aided detection systems have been consid-
ered as a tool to relieve the shortage of trained readers for double reading4,76 and it can
also be used as an aid to help the ﬁrst reader to localize the abnormality more quickly
and more accurately, suppressing the chance that lesions are overlooked by radiolo-
gists due to fatigue or the lack of experience. Different studies9,36,72,86 have shown that
use of CADe can improve the reader performance of breast cancer detection or screen-
ing. In the USA the majority of mammograms is nowadays read with CADe support.
However, a CADe system for ABUS is still absent or still in a infant stage. In this the-
sis we will describe a CADe system for detecting breast cancers in ABUS systems in
which dedicated techniques are introduced to deal with region segmentation in ABUS
and speciﬁc features differentiating cancers from false positives are adopted.
Detecting lesions in breast ultrasound can be separated into two stages: a ﬁrst stage
of determination of the initial lesion candidate and a second stage of a region classi-
ﬁcation to reduce false positives. Most existing CADe systems differ most in the ﬁrst
stage. In 3D ultrasound, Moon et al.69 used Hessian analysis based multi-scale blob
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detection to initially locate tumors and subsequently combined blobness, internal echo
and morphology features to perform region classiﬁcation. A sensitivity of 70% was
achieved with 2.7 false positives per image. Ikedo et al.46 applied Canny edge detector
to detect near-vertical edges and used the edges as a cue for searching the tumors.
Chang el al16 applied image registration to merge three-pass images into full-view
images. Subsequently, lesion candidates were determined by using simple intensity-
based thresholding in combination with a set of region criteria. In 2D US, Drukker et
al.23,24 used a radial gradient index ﬁlter to determine possible tumor regions. Those
regions were further segmented using a region-growing technique by maximizing the
average radial gradient on the contour and then regions were classiﬁed using Bayesian
neuron-network classiﬁer based on a number of region features.
A potential negative effect of ABUS screening, however, may be an increase in the
number of false positives. Therefore, it is important to develop techniques to help
radiologists to minimize the number of false positive recalls. A computer aided di-
agnosis (CADx) system can help readers to assess the probability that a certain lesion
is malignant, which in turn might reduce the amount of recalls and biopsies for be-
nign lesions. Several CADx systems have been developed to automatically classify le-
sions in 2D breast ultrasound17,24,44,61,70 and 3D breast ultrasound70,85. A CADx system
includes three stages: segmentation of breast lesions, feature extraction and classiﬁ-
cation. Segmentation methods such as active contour, level set, watershed, dynamic
programing etc. are applied to deal with partial deﬁned boundary or surface of lesions
in ultrasound. From the lesion segmentation effective features can be extracted from
the shape, margin, posterior acoustic behavior, internal echo pattern, texture, coronal
spiculation or retraction pattern, etc. Those features are combined using supervised
learning techniques to generate a likelihood of each lesion being a cancer. It should be
noted that CADx deals the classiﬁcation between benign and malignant lesions when a
lesion is detected while the second stage of CADe deals with the classiﬁcation between
malignant lesions and non-lesion regions.
1.3.1 Observer Studies
The aim of developing computer aided diagnosis (CADx) systems is to help radiol-
ogists diagnose lesions more effectively when these lesions are already located by a
reader or a computer-aided detection (CADe) system. There are many studies show-
ing that by using CADx systems, the reader performance can be improved in breast
imaging64,101,105. In 3D ultrasound, Sahiner et al.84 already showed that the use of
CAD improved the radiologists’ accuracy of distinguishing malignant from benign
breast masses on images from an experimental ultrasound system from which the im-
age quality is not comparable to ABUS images. In this thesis, we are going to study
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whether a developed CADx system would beneﬁts diagnostic performance of readers
in ABUS.
1.4 Thesis Outline
This thesis describes methods for quantitative analysis of automated 3D breast ultra-
sound images. The main focus is automated lesion detection and classiﬁcation. Other
techniques are also developed to serve the main goal including image normalization,
lesion segmentation, chestwall segmentation, etc.
The outline of this thesis is as follows. Chapter 2 provides an automated segmen-
tation method for breast lesions and describes the development of a CADx system for
the classiﬁcation of breast lesions in ABUS. In particular, we investigated if the CADx
system can be improved by incorporating coronal spiculation features. In chapter 3,
the performances of readers with and without the aid of a CADx system is compared.
Chapter 4 presents a fully automatic approach to segment the chestwall in ABUS which
can be used to suppress false positives in cancer detection and used as landmarks for
image registration. Chapter 5 describes a two-stage detection system for breast can-
cers. Chapter 6 describes an automated method to determine corresponding lesions in
target views when a lesion was already pointed out by readers or CADe system in a
source view. The thesis will be ﬁnalized by a summary and discussion chapter
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Abstract
A computer-aided diagnosis (CAD) system for the classiﬁcation of lesions as malignant
or benign in automated 3D breast ultrasound (ABUS) images, is presented. Lesions are
automatically segmented when a seed point is provided, using dynamic programming
in combination with a spiral scanning technique. A novel aspect of ABUS imaging is
the presence of spiculation patterns in coronal planes perpendicular to the transducer.
Spiculation patterns are characteristic for malignant lesions. Therefore, we compute
spiculation features and combine them with features related to echotexture, echogenic-
ity, shape, posterior acoustic behavior and margins. Classiﬁcation experiments were
performed using a support vector machine (SVM) classiﬁer and evaluation was done
with leave-one-patient-out cross-validation. Receiver Operator Characteristic (ROC)
analysis was used to determine performance of the system on a dataset of 201 lesions.
We found that spiculation was among the most discriminative features. Using all fea-
tures, the area under the ROC curve (Az) was 0.93, which was signiﬁcantly higher
than the performance without spiculation features (Az=0.90, p=0.02). On a subset of
88 cases, classiﬁcation performance of CAD (Az=0.90) was comparable to the average
performance of 10 readers (Az=0.87).
2.1 Introduction
Breast cancer is the most frequently diagnosed cancer and the leading cause of can-
cer death in females worldwide48. To reduce the mortality of breast cancer screening
programs have been introduced. Because early detection reduces the risk of metastatic
disease these programs are a key to successful treatment. Currently, mammography is
the primary modality for breast cancer screening and diagnosis. As a complemen-
tary modality, targeted 2D ultrasound (US) is widely used for diagnosing lesions,
while most breast biopsies are performed with ultrasound guidance. For diagnosis,
ultrasound has long been recognized as a valuable technique for characterization of
cysts42,47,57.
With new generations of the technology, the quality of US has strongly improved,
increasing its potential for screening applications. In particular, there is an increas-
ing interest to use US for screening in women with dense breasts, because of the poor
performance of mammography in these women5,55. Ultrasound has a high sensitivity
for detecting invasive cancer in dense breasts. However, disadvantages of handheld
ultrasound in screening are operator-dependency, a long examination time, and the
inability to acquire and archive 3D volumetric images of the breast. Automated ul-
trasound scanning approaches are developed to alleviate these problems. In a recent
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study Kelly et al.53 used an automated scanning technique operated by technicians,
resulting in 2D image sequences covering the entire breast which are presented to the
radiologists as a movie. Detection sensitivity increased signiﬁcantly when compared
with mammography alone in dense breasts. Limitations of 2D ultrasound can be over-
come by automated 3D breast ultrasound (ABUS). This new modality provides 3D
ultrasound images of large sections of the breast from the skin surface to the chest
wall. The modality involves compression of the breast using a dedicated membrane
and a wide transducer mounted in a scanning device. Fig. 2.1 shows a 3D breast image
generated by ABUS. Typically three or four views per breast are acquired that target
different areas of the breast.
Computer-aided diagnosis (CAD) systems have been developed for different breast
imaging modalities to support radiologists in detecting and diagnosing breast lesions
more accurately and efﬁciently14,64,84,86. In screening mammography CAD is nowa-
days widely used. Development of CAD in 2D breast ultrasound has received much
attention in the literature2,13,20,35,54,61, but applications have not yet been introduced in
clinical practice. It is expected, however, that interest in breast ultrasound CAD will
strongly increase when the technique is getting used in screening. Computerized fea-
tures of breast lesions that have been reported are related to lesion shape, margin,
posterior acoustic behavior, intensity distribution (echogenicity and echo texture).
Due to limited availability of 3D acquisition devices, only few investigators have
reported work in 3D breast ultrasound. Wenkel et al.107 showed that the use of ABUS
achieved a high sensitivity in a selected patient group. Sahiner et al.85 developed a
CAD system based on extracted texture and morphological features of lesions in 3D
US volumetric images and it was shown that the use of this CAD system84 signiﬁ-
cantly improved radiologists’ accuracy in distinguishing malignant from benign breast
masses. The data were obtained with an experimental 3D breast ultrasound device, in
which lesions were imaged after identiﬁcation of their location using 2D ultrasound
and mammography and the images were acquired by manual translation of the trans-
ducer. Chen et al.19 extracted the texture characteristics of lesions from 3D US images
obtained by an automated scanner using a transducer with a scan width of 40 mm.
The 3D US imaging in this study also required identiﬁcation of lesion location using
2D ultrasound. Ikedo et al.46 developed an automatic scheme for detection of masses
in whole breast ultrasound images in which 3D characteristics were not used due to
large interval between slices (2 mm). Chang et al.16 developed a computer-aided de-
tection system to automatically detect lesions from their whole breast images which
were obtained by stitching three series of 2D US images together. Moon et al.71 ap-
plied the level set method to segment lesions and proposed a CAD system based on
3D texture and morphology features using ABUS images, which yield an area under
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Receiver Operator Characteristic curve Az of 0.95 on a dataset of 147 lesions. It should
be noted that Az values from different studies can not be directly compared because
results depend strongly on the difﬁculty of the datasets.
In this paper, we present results of computerized analysis of lesions in ABUS data.
A novel aspect of this modality is the ability to image high quality coronal views of
the breast, representing slices in parallel to the skin surface. These views are strikingly
different from regular B-mode ultrasound scans which radiologists are familiar with.
In particular, spiculation patterns surrounding malignant lesions are often observed
in coronal views, while spiculation cannot be observed well or is completely absent
in 2D handheld ultrasound. This additional value of coronal views of 3D breast ul-
trasound was previously mentioned in83 and106. In this paper we focus on automated
classiﬁcation of benign and malignant lesions, extending work previously reported93.
In particular, we investigate features to quantify spiculation in 3D ultrasound and to
assess their value in classiﬁcation of benign and malignant lesions. To our knowledge,
this is the ﬁrst paper in which the use of features extracted from coronal planes in
breast ultrasound in a CAD system is investigated.
To assess the performance of the presented CAD system we performed experiments
using a set of lesions with known pathology. To compare standalone performance of
the system to that of radiologists an observer study was conducted in which a subset
of the cases was presented to experienced breast imaging specialists.
(a) (b)
Figure 2.1: A benign lesion in ABUS (indicated by the arrow). Two slices through the
lesion are shown, a coronal slice (a) which is obtained from transforming the original
stack of transversal images and a transversal slice (b) which is acquired by the probe at
a particular location. The latter view is similar to a regular hand-held ultrasound image.
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2.2 Materials and Methods
2.2.1 Dataset
The breast ultrasound images used in this study are a representative sample of diag-
nostic cases obtained in routine clinical care from Radboud University Nijmegen Med-
ical Centre (Nijmegen, The Netherlands), Falun Central Hospital (Falun, Sweden), and
the Jules Bordet Institute (Brussels, Belgium). All data was anonymized. Institutional
Review Board (IRB) approval was not required. All the centers used the automated
breast ultrasound system developed by U-systems, Inc. (SomoVu, Sunnyvale, CA,
USA). Imaging involved frontal compression of the breast by a dedicated membrane,
allowing a wide transducer with a width of 14.5 cm to move smoothly over the breast
surface. The systems used were equiped with 8 Mhz transducers. In the ABUS scan-
ning device the transducer is translated with a constant speed across the breast to ob-
tain a 3D volume of imaging data covering a large segment of the breast. Depending
on the size of the breast, up to four views are acquired for each breast. Positioning
and compression are to some extent standardized and include anteroposterior, lateral,
medial or superior views. Each 3D volumetric view was generated with an in-plane
pixel size of 0.285 mm by 0.285 mm or 0.134 mm depending on the settings of the scan
and a slice thickness of 0.6 mm. For processing, images were resampled to obtain 0.6
mm cubic voxels.
In this study, a complete dataset of ABUS studies from 158 patients with abnormal-
ities was used. Among 610 views of those 158 patients, 179 views in which lesions
are visible were used and annotated. Views in which a lesion is on the boundary of
the image domain were not annotated and were excluded. In total, 201 lesions were
annotated, including 85 malignant lesions and 116 benign lesions. Table 2.1 shows the
distribution of lesions by histology types in the complete dataset and also the subset
we used for an observer study (described in subsection 2.2.6). All malignant lesions
were conﬁrmed by biopsies and 38 benign lesions were conﬁrmed by biopsies and the
remaining benign lesions were conﬁrmed by image interpretation alone or by combin-
ing information from different modalities.
2.2.2 Intensity normalization
Images in our dataset were acquired over a longer period of time (2006-2010) and in
three institutes. Due to variations of scan parameter settings and use of different soft-
ware versions the intensity levels of tissue types (fatty tissue, dense tissue, etc) varied
from patient to patient. Therefore, before lesion segmentation and feature computa-
tion, intensity normalization was performed on all images.
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Table 2.1: Number of lesions of different histology types in the complete dataset and
observer study (OS) dataset.
Histology Complete dataset OS dataset
Malignant lesions
Inﬁltrative ductal carcinoma 60 38
Ductal carcinoma in situ 3 1
Inﬁltrative lobular carcinoma 7 6
Other 15 2
Total 85 47
Benign
Cyst 47 9
Fibroadenoma 24 14
Fibrocystic change 24 11
Other 21 7
Total 116 41
In ABUS imaging, US signal can only be acquired if a good contact between the
probe and the skin exists. Therefore only voxels in columns under the area with good
contract hold valid information. The valid area on the skin is shown on coronal view in
the resulted image. To be able to normalize intensities inside the breast in one image, a
2D breast mask was generated in the coronal plane. The same 2D mask is suitable for
all coronal slices in the volume.
To this end, a coronal projection was obtained by averaging a series of 2D coronal
slices. The breast mask was obtained by applying Otsu’s thresholding method77 on the
coronal projection. To avoid a negative effect of slices through the skin and thoracic
volume on the normalization, only slices with depth between 10% and 50% of the total
depth of the image volume were used in the projection.
After thresholding, in the projection, the boundary of the largest foreground con-
nected component (breast) was reﬁned by dilation and erosion operations. Holes in-
side the boundary caused by lesions or shadows were ﬁlled, obtaining the breast mask
shown in Fig. 2.2(a).
Tissues in the breast, by rough approximation, can be categorized into fatty and
dense tissue. We use this for normalization of the intensities in the 3D volume. In the
volume, within the breast mask, again using Otsu’s thresholding, voxels with depth
between 10% and 50% of the total image depth are categorized into fatty tissue and
dense tissue (Fig. 2.2(b)). Subsequently, the median intensities of fatty tissue and dense
tissue are extracted: If and Id. The normalized intensity I for each voxel is computed
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(a) (b)
Figure 2.2: (a) 2D breast mask overlay (red) in a coronal plane. (b) Fatty tissue overlay
(blue) and dense tissue overlay (green).
as:
I =
(I ′d − I ′f )(Io − Id)
Id − If + I
′
d (2.1)
where Io is the original voxel value and I ′d and I
′
f are constants representing reference
values for fatty tissue and dense tissue.
2.2.3 Lesion segmentation
For classiﬁcation of lesions a quantitative representation of lesion features has to be
deﬁned. As computation of such features generally requires an accurate delineation of
the abnormality, segmentation is an important step in lesion classiﬁcation algorithms.
Various segmentation methods have been proposed to segment lesions in different
modalities1,20,99,104. In ultrasound, inhomogeneity of intensities inside lesions, back-
ground structure, partially undeﬁned boundaries, and different posterior acoustic be-
havior of lesions, make lesion segmentation a difﬁcult task. To obtain a reliable and
computationally efﬁcient lesion segmentation method we extended a spiral-scanning
based dynamic programming technique, which was originally introduced by Wang et
al.104 for pulmonary nodule segmentation in CT.
The proposed method can be summarized as follows: First, using the center of the
annotated lesion as a seed point, a volume of interest (VOI) is created by deﬁning
a sphere with a ﬁxed radius (6 cm) at the lesion center. Second, by applying a spi-
ral scanning technique104 to the VOI, a 2D resampled image is generated. Third, an
optimal path in the resampled 2D image which delineates the lesion boundary is de-
termined by minimizing a cost function by dynamic programming99,104. An example
is shown in Fig. 2.3. To increase robustness, Wang’s original approach is extended by
using three spiral scans in orthogonal orientations instead of just one, resulting in three
optimal paths. In this way the method is less dependent on the orientation of the spiral
scanning. From these three paths edge point candidates are sampled in 3D. The ﬁnal
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lesion segmentation is obtained from these candidates by voxel classiﬁcation as de-
scribed in104. The classiﬁer determines whether voxels are part of the lesion by taking
into account the distance of the nearest edge candidate points to the lesion center.
An advantage of the proposed method is that it can be adapted to particular seg-
mentation tasks by modiﬁcation of the cost function determining the optimal path.
While using the intensity gradient to detect edges locally, leakage of the segmentation
can be prevented by means of a smoothness term in the cost function104. In addition,
the cost function can be used to incorporate prior knowledge of the lesions to be seg-
mented. In our cost function we used the expected radius (9 mm) of breast lesions99.
This is important for lesions with ill deﬁned boundaries and dark posterior shadow-
ing. Fig. 2.4 shows the segmentation result of the same lesion shown in Fig. 2.3. In
this example, the segmentation method manages to determine a good approximation
of the surface of the lesion, despite the ill-deﬁned boundaries,
(a)
(b)
(c)
Figure 2.3: (a) A 3D ultrasound volume with the cursor indicating a malignant lesion in
a coronal slice. (b) shows the resampled 2D image obtained from one spiral scanning.
(c) shows the optimal path delineating lesion boundary computed by the dynamic pro-
gramming algorithm.
2.2.4 Feature computation
Given a segmentation Vl of a lesion, features can be computed to represent lesion prop-
erties as echotexture, echogenicity, shape, posterior acoustic behavior and margins.
These features are used for classiﬁcation and should thus represent relevant aspects
2.2 Materials and Methods 19
(a) (b) (c) (d) (e) (f)
Figure 2.4: Example of a segmentation result. (a) (b) and (c) show the coronal, transver-
sal, and sagittal view of a malignant lesion respectively. (d), (e) and (f) shows the seg-
mentation overlay (white) in coronal, transversal and sagittal views respectively.
of breast lesions in ultrasound as good as possible. To deﬁne features, we have used
descriptions in the radiological literature as a guide18,19,33,43,58,82–84,91,106. Table 2.2 lists
the 11 features investigated in this study and their abbreviations.
Table 2.2: lesion features and their abbreviations.
Feature Abbrevations
the mean of the spiculation values SPmean
the 90th percentile of the spiculation values SP90%
the 75th percentile of the spiculation values SP75%
variance of intensities V I
entropy H
average intensity AI
margin contrast MC
volumetric height-to-width ratio V HWR
sphericity SH
compactness CP
posterior acoustic behavior PAB
Spiculation patterns are common in mammography in association with invasive
breast cancer, but are not observed well or are completely invisible in 2D ultrasound.
Interestingly, however, spiculation is often observed on coronal slices of 3D ultra-
sound images58,83,106 (Fig. 2.5(b)). To extract features representing spiculation we use
a method originally developed for mammography50,51. In this method, in each voxel
i a measure of linear concentration is computed from a 2D line orientation map in
the coronal plane through i. The line orientation map is computed by maximizing
the directional second order Gaussian derivative at each voxel j over its orientation
in the coronal plane. Indicating the line orientation at voxel j by θj , the maximized
magnitude of the directional derivative Wj has orientation θj + π/2. To measure the
concentration of line structures pointing to a central region of radius R at voxel i, a
20 Computer-aided Lesion Diagnosis in ABUS
circular neighborhood is used as shown in Fig. 2.6. All voxels j with a distance rij
(rij ∈ [rmin, rmax]) within the coronal planes to i are selected when the magnitude of Wj
exceeds a small threshold. This selected set of voxels is denoted by Ni.
(a) (b) (c) (d)
Figure 2.5: Figures (a) and (b) show a malignant lesion in transversal and coronal views,
respectively. Spiculation can be observed well in the coronal view. Figures (c) and (d)
show the lesion with the spiculation feature map in color overlay. The spiculation value
of the overlay increase with the color changing from blue to red.
Figure 2.6: Voxels j that are located at a distance rr,j between rmin and rmax and that
are directed toward a disk of radius R centered at the test site i make contributions to
spiculation calculation.
For any voxel j in Ni, a contribution xj of voxel j to the concentration measure at
site i is deﬁned as:
xj =
{
1− pj if h(θj, ϑi,j, ri,j) = 1
−pj else
(2.2)
where pj is the probability that voxel j would be pointing to the site i in a random
pattern, deﬁned by
pj =
2R
πri,j
(2.3)
and h(θj, ϑi,j, ri,j) determines whether voxel j is oriented towards the center i, which
is deﬁned as:
h(θj, ϑi,j, ri,j) =
{
1 if |ϑi,j − θj| < Rri,j
0 else
(2.4)
where ϑi,j is the orientation of the line between voxel j and voxel i and θj is the line
orientation at voxel j.
Using binomial statistics, the normalized spiculation measure50 at i is deﬁned by
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f =
∑
j∈Ni xj√∑
j∈Ni pj(1− pj)
(2.5)
To make this measure less dependent on the choice of the neighborhood size (rmax),
it is computed as a function of rmax (12 mm < rmax < 30 mm). The parameters rmin and
R are both set to 3 mm. The maximum fm of f over the range of neigborhood sizes
(rmax) was chosen as the spiculation value of voxel i.
The spiculation value fm is computed for every voxel in the ABUS image, thus
yielding a spiculation map in every coronal slice. An example is shown in Fig. 2.5. To
extract lesion spiculation features from the voxel spiculation values, we computed the
mean (SPmean), the 90th percentile (SP90%) and 75th percentile (SP75%) of the spicula-
tion values of voxels inside the lesion.
Echotexture and echogenicity of a lesion are often good indicators for the malig-
nancy of a lesion18,19,33. Variance of intensities (V I), entropy (H) and the average in-
tensity (AI) of voxels inside a lesion are computed to characterize these properties.
Entropy (H) is deﬁned as:
H = −
∑
i
pi · log2(pi) (2.6)
where pi is the normalized histogram count of bin i computed from the intensities of
voxels inside the segmented lesion.
There is usually a sharp demarcation between benign lesions and the surrounding
tissue while malignant lesions often have indistinct margins82. We calculate a feature
termed margin contrast (MC) by taking the difference of the average intensities in the
inner and outer border of the lesion. The inner border consists of voxels inside the
lesion whose distance to the lesion boundary is no more than than 1.2 mm. The outer
border consists of voxels outside the lesion within 1.2 mm of the boundary.
In breast ultrasound, it is well known that lesions that are wider than that they are
tall, are more likely to be benign82,91. This property is related to higher compressibil-
ity of benign lesions. To describe the wider-than-tall shape of lesions in ABUS, we
introduce volumetric height-to-width ratio (V HWR) which is calculated as:
V HWR =
h
w
(2.7)
where h, the height, is deﬁned by the difference of the maximal depth of the lesion
zmax and the minimal depth zmin. The width w is deﬁned as the effective diameter of
the coronal cross section of the lesion through the center, i.e. the diameter of the circle
that has the same area as the cross section.
Due to different growth rates of breast lesions, malignant lesions tend to have an
irregular shape and benign lesions, on the other hand, tend to have a spherical or oval
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shape82. Sphericity (SH) and compactness (CP ) are used to characterize the irregular-
ity of lesion shapes. Sphericity is deﬁned as:
SH =
|Vl ∩ S|
|S| (2.8)
where S is a sphere at the lesion center which has equal volume as the segmented
lesion. Compactness is deﬁned as:
CP =
A3
|Vl|2 (2.9)
where A is the area of the surface of Vl.
The posterior acoustic behavior of a lesion is important for the classiﬁcation as
sound waves are attenuated differently in softer and harder tissues. Malignant le-
sions are harder than benign lesions on average28,56. Therefore, in the posterior regions
of lesions, benign solids tend to have no shadow, cysts usually have enhancement,
and malignant lesions tend to have a dark shadow. The posterior acoustic behavior
is a commonly analyzed feature in breast ultrasound43,85. In this study, the posterior
acoustic behavior feature (PAB) is computed as the difference between the average in-
tensities of the region posterior to the lesion and the region surrounding the posterior
region with the same depth range. The feature is deﬁned as:
PAB = I¯p − I¯s (2.10)
where I¯p and I¯s are the average intensities of the posterior region Vp and the surround-
ing region Vs respectively, which are deﬁned as:
Vp = {(x, y, z)|(d(x, y) < 0)
∧(zmax < z < zmax + l)}
(2.11)
and
Vs = {(x, y, z)|(0 < d(x, y) <= 2)
∧(zmax < z < zmax + l)}
(2.12)
where l is the pre-deﬁned height of the posterior region, which is taken equal to the
height h of the lesion in this study, zmax is the maximal depth of the lesion, and d(x, y)
is the signed distance map transformed from the binary 2D projection in coronal view
of the lesion. In the signed distance map, the absolute value of a pixel represents the
shortest distance of that pixel to the region boundary. Pixels inside the border bound-
ary are assigned negative values and pixels outside the boundary are assigned positive
values.
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2.2.5 Training and evaluation
To automatically generate a score that indicates the malignancy of a lesion, a support
vector machine (SVM) with a radial basis function (RBF) as the kernel was used as
the classiﬁer. In order to evaluate the classiﬁer performance and avoid possible bias,
a nested leave-one-patient-out cross validation scheme was adopted. The inner cross-
validation loop is used to perform the tuning of the SVM and kernel parameters us-
ing a grid search process while the outer loop is used to compute the estimate of the
system performance. To investigate the beneﬁts of incorporating coronal spiculation
features, the experiments were performed using all features combined and using all
features except spiculation features. The discriminative performance of the classiﬁca-
tion was evaluated by computing the area under Receiver Operating Characteristics
(ROC) curve denoted as Az. All ROC curves shown in this paper were ﬁtted using the
proper binormal model66. Performances of the CAD system with and without using
spiculation features were compared using DBM MRMC 2.322,41. Statistical analysis was
performed using the ﬁxed-reader with random-cases model. To investigate the effec-
tiveness of each individual feature, we computedAz values for each feature separately.
To investigate how well the CAD system performs with solid masses using all features,
we also performed ROC analysis on the 154 solid masses in our dataset, excluding the
47 cysts.
2.2.6 Observer study
To determine how well the CAD system performs compared to human readers, an ob-
server study was conducted. From the complete dataset, a total of 88 patients were
included in this study, where for each patient one ABUS view with a lesion was se-
lected. Cases for the study were manually selected to form a dataset with a roughly
balanced number of malignant and benign lesions. During the selection, there is no
preference on certain types of lesions except that most cases with cysts were left out
because these are very easy to interpret. In the study set, 47 lesions were malignant and
41 were benign. The distribution of lesion types is shown in Table 2.1. Ten readers (6
radiologists and 4 residents) were invited to read the series of cases. Three radiologists
and two resident had extensive experience with ABUS image interpretation. The re-
maining three radiologists and two residents had limited or no experience with ABUS
but had extensive experience with interpreting 2D ultrasound images. Readers rated
the lesions on a continuous scale ranging from 0 (benign) to 100 (malignant). Before
the study sessions, readers were presented a series of 26 training cases with 23 benign
and 14 malignant lesions which were also randomly selected from the complete dataset
of 201 lesions, to familiarize them with the 3D viewing workstation. Performance of
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the readers was compared with that of standalone CAD using DBM MRMC 2.322,41,
treating both readers and cases as random samples.
2.3 Results
Table 2.3 shows Az values and the corresponding standard deviation obtained by the
bootstrap method27 using individual features on all 201 lesions. The Az value of indi-
vidual features varied from 0.51 to 0.84. Margin contrast (MC) and volumetric height-
to-width ratio (V HWR) were the most discriminative features, both with an Az value
of 0.84. Three spiculation features (SPmean, SP75% and SP90%) led to Az values of 0.83,
0.83 and 0.81. Among features characterizing the irregularity of lesion shapes, com-
pactness (CP ) had the best performance (Az=0.82). Posterior acoustic behavior feature
(PAB) had an Az value 0.80. Scatter plots in feature space of MC and SPmean and in
feature space of MC and V HWR are shown in Fig. 2.7 and Fig. 2.8 respectively.
Figure 2.7: Scatter plot in feature space of the mean of spicualtion values (SPmean) and
margin contrast (MC).
The ROC curves of the CAD system with and without spiculation features on the
dataset of all lesions are shown in Fig. 2.9. The CAD system achieved an Az value of
0.93 using all the features and an Az value of 0.90 without using spiculation features.
The performance increase with spiculation was statistically signiﬁcant (p = 0.02). On
the complete dataset, it can be seen that the sensitivity of the CAD system using all
features retained even high when the false positive (FP) fraction is reduced from 1 to
0.4. At a FP rate of 0.4, the sensitivity is 0.98. On the dataset of solid lesions, the Az
value of the CAD system using all features was 0.90±0.03.
Results of the reader performances from the observer study are shown in Table 2.4.
The ROC curves of the CAD system and all radiologists are shown in Fig. 2.10. On the
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Figure 2.8: Scatter plot in feature space of volumetric height-to-width ratio (V HWR)
and margin contrast (MC).
Figure 2.9: Performances of the CAD system with and without spiculation features.
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Table 2.3: Performance of feature(s).
Feature(s) Az Std Dev
MC 0.84 0.03
V HWR 0.84 0.03
SPmean 0.83 0.03
SP75% 0.83 0.03
CP 0.82 0.03
SP90% 0.81 0.03
PAB 0.80 0.03
H 0.72 0.04
V I 0.61 0.04
AI 0.59 0.04
SH 0.51 0.04
All features 0.93 0.02
All without spiculation features 0.90 0.02
selected study cases our CAD system achieved an Az value of 0.90±0.04. The mean Az
values of the radiologists, the residents, and all readers were 0.88±0.03, 0.85±0.04 and
0.87±0.03 respectively. The standard deviation for the mean Az values of the readers
was obtained by treating readers and cases as random samples22,41. The difference
between the performance of CAD and all readers was not signiﬁcant (p=0.26). Neither
was the difference between the performance of CAD and the residents (p=0.14).
Figure 2.10: Performances of the CAD system and the radiologisits.
2.4 Conclusion and Discussion 27
Table 2.4: Performance of the radiologists (RAD) and the residents (RES) in terms of Az
values.
Reader Az Std Dev
RAD1 0.91 0.03
RAD2 0.92 0.03
RAD3 0.83 0.04
RAD4 0.87 0.04
RAD5 0.86 0.04
RAD6 0.92 0.03
Mean RAD 0.88 0.03
RES1 0.87 0.04
RES2 0.77 0.05
RES3 0.86 0.04
RES4 0.89 0.03
Mean RES 0.85 0.04
Mean of All 0.87 0.03
2.4 Conclusion and Discussion
A computer aided diagnosis system was developed for the classiﬁcation of malignant
and benign lesions in automated 3D breast ultrasound (ABUS). In the system, follow-
ing automated lesion segmentation 11 features were computed to capture relevant le-
sion characteristics. Using a support vector machine as the classiﬁer in combination
with leave-one-patient-out cross-validation, an Az value of 0.93 was obtained on a
dataset of 201 lesions. The CAD system retained a sensitivity of 0.98 when the false
positive rate was reduced from 1 to 0.4. This indicates that the CAD system has poten-
tial to improve diagnosis and that it also might be used to be more selective with biop-
sies in diagnostic procedures. It was found that the performance of the CAD system
signiﬁcantly improved when spiculation features were used (p=0.02). By conducting
an observer study it was found that the CAD system had a performance comparable
to that of experienced breast radiologists.
Our results highlight the diagnostic beneﬁts that can be gained by using ABUS
compared with regular 2D ultrasound for breast lesion classiﬁcation. Different to the
work by Moon et al.71, we focused on the contribution of spiculation features derived
from ABUS. Spiculation features extracted from coronal planes of ABUS images turn
out to be particularly effective, while this feature is difﬁcult to observe in 2D handheld
ultrasound. The scatter plot (Fig. 2.7) shows malignant lesions tend to have higher
spiculation values. In addition, volumetric height-to-width ratio (V HWR) was found
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(a) (b)
(c) (d)
Figure 2.11: An example of a malignant lesion which has a oval shape and has no
shadowing in its posterior region. (a) and (b) show the lesion in coronal and transversal
view respectively. (c) and (d) show the white overlay of the lesion segmentation in
coronal and transversal view respectively.
to be one of the most discriminating features with anAz value of 0.84. The effectiveness
of this feature may result from the modest compression of the breast in ABUS. Differ-
ences in compressibility of benign and malignant lesions can result in lesion shape
differences.
For some lesions the CAD system did not perform well. Fig. 2.11 shows a malig-
nant lesion to which the CAD system assigned a low probability of being malignant. In
the shown coronal plane, the segmentation failed to cover some of the lobes extended
from the mass. Reasons might be that the intensity level of those lobes was different
from that of the central region of the lesion. Also the smoothness constraint in the cost
function may have prevented the lobes to be included in this case. With its oval shape
and the absence of spiculation and posterior shadowing the CAD system rated this
lesion as most likely benign, even though the inhomogeneity of intensity distribution
inside the lesion was suggestive for malignancy. In our study, we found that variance
of intensities (V I) and entropy (H) characterizing echotexture were not effective as sin-
gle features. Reasons might be that those features are computed without considering
spatial information of voxels inside the lesion. The performance of the CAD system
might be improved by incorporating more advanced texture features.
Lesion segmentation plays a crucial role in the CAD system since the computation
of features related to lesion shape is largely dependent on the accuracy of segmenta-
tions. Due to ill-deﬁned borders of breast lesions in ultrasound, in particular in the
posterior regions, segmentation is often difﬁcult. In this study we used a dynamic pro-
gramming approach, because this is known to be an effective approach in situations
where large sections of lesion boundaries are missing. In future work, it would be
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worthwhile to experiment with other segmentation approaches and to compare these
to the method we used here.
Our study shows that margin contrast (MC) is an effective feature in the classi-
ﬁcation task. This conﬁrms the usefulness of computerized features extracted from
lesion margins in breast ultrasound2,35,43. The computation of this feature depends on
the choice of the width of inner border and outer border. Thus far we did not study
the effect of border width parameters. Computing margin contrast at different scales
(border widths) might be a feasible way to improve performance.
The Az value of the CAD system is higher than the average Az value of the ob-
servers. It should be noted, however, that most observers were lacking experience
in reading ABUS images. Although they were familiar with the transversal sections
displayed in the study, since these are similar to regular breast ultrasound, most read-
ers did have little experience with interpreting lesions in coronal planes. In the study
we failed to show a signiﬁcant difference between the performance of CAD and the
observers. This may be due to the fact that the power of the observer study was rel-
atively low. We did use a fair number of lesions, but many were relatively easy to
discriminate and therefore did not contribute much to the statistical power. Further,
the CAD system is designed to assist radiologists. It is necessary to investigate whether
the performance of observers improves with using CAD.
The CAD system was developed and validated with ABUS images from one man-
ufacturer, while the technology is still under development. Newer systems use trans-
ducers with a higher frequency, resulting in a higher resolution. However, as long
as some compression is used, the characteristics of lesions remain similar in 3D breast
ultrasound imaging. For example, benign lesions are more likely to have a wider-than-
tall shape. Furthermore, the presence of spiculation patterens or architectural distor-
tions associated with breast cancer were reported in 3D breast ultrasound images ac-
quired with different ultrasound systems58,83,106. Moreover, the intensity normalization
we used makes feature computation less dependent on acquisition settings. Therefore,
we expect that the system we developed is applicable to newer automated breast ul-
trasound systems, although retraining may be needed with data from these systems.
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Evaluation of the Effect of Computer-Aided Classiﬁcation on Reader
Performance
Abstract
Rationale and Objectives are to investigate the effect of a newly developed computer-
aided diagnosis (CAD) system on reader interpretation of breast lesions in automated
3D breast ultrasound. A CAD system was developed including automated lesion seg-
mentation in 3D, extraction of lesion features such as spiculation, margin contrast, and
posterior acoustic behavior, and a classiﬁcation stage. 88 patients with breast lesions
were included for an observer study. 47 lesions were malignant and 41 were benign.
Eleven readers (7 radiologists and 4 residents) read the cases with and without CAD.
We compared the performance of readers with and without CAD using receiver op-
erating characteristic (ROC) analysis. The CAD system had an area under ROC curve
(AUC) of 0.92 for discriminating benign and malignant lesions, where the unaided
reader AUC ranged from 0.77 to 0.92. Mean performance of inexperienced readers im-
proved when CAD was used (AUC = 0.85 vs 0.90; p = 0.007), while mean performance
of experienced readers did not change with CAD (AUC=0.89). By using CAD system
for classiﬁcation of lesions in automated 3D breast ultrasound, which on its own per-
formed as good as the best readers, performance of inexperienced readers improved
while that of experienced readers remained unaffected.
3.1 Introduction
Mammography is the primary modality for breast cancer diagnosis and screening.
However, the sensitivity for breast cancer in dense breasts is lower than fatty breasts80.
To improve cancer detection in dense breasts, ultrasound can be used as an adjunct
modality53 6. Schaefer et al. showed that compared to using mammography alone,
by combining mammography and ultrasound, 15.9% extra breast cancers were re-
vealed in dense breasts89. However, conducting an exam with handheld ultrasound
is cumbersome, user dependent and time-consuming and it has limitations of visu-
alizing breasts in 3D. These disadvantages were alleviated with the introduction of
automated 3D breast ultrasound (ABUS). ABUS provides a 3D view of the breast and
allows reconstruction of coronal planes in which spiculation patterns associated with
invasive breast cancers are often observed83,106. These characteristic patterns cannot be
observed well or are completely absent in 2D ultrasound. Image acquisition of ABUS
can be performed by non-radiologists in a standardized protocol, allowing batch read-
ing by radiologists, as is common practice in screening. A potentially negative effect,
however, may be an increase in the number of false positive ﬁndings, either due to
benign lesions or due to artifacts. Therefore, it is important to develop techniques to
help radiologists to minimize the number of unnecessary recalls, by aiding them to
3.2 Materials and Methods 33
distinguish between benign and malignant lesions..
Computer systems can aid radiologists both in the detection and diagnosis. A com-
puter aided detection system has the potential to help readers to quickly locate po-
tential lesions and reduce the amount of missed lesions. A computer aided diagnosis
(CAD) system can help readers to assess the probability that a certain lesion is malig-
nant, which in turn might reduce the amount of recalls and biopsies for benign lesions.
A complete system incorporates both functions, they are however developed indepen-
dently. This paper focuses on the classiﬁcation task .
CAD systems have been developed extensively for mammography and 2D US98 44 17 25.
For ABUS, Moon et al.71 proposed a CAD system based on 3D texture and morphol-
ogy features. Previously we reported on the development of a CAD system in ABUS in
which spiculation analysis is incorporated94. The system was demonstrated to have a
standalone performance similar to that of radiologists. In this work we investigate in a
reader study if such a system can be used to aid radiologists with lesion classiﬁcation.
The purpose of this work is to compare the performance of readers in the task of
classifying breast lesions as malignant or benign with and without the aid of CAD.
3.2 Materials and Methods
3.2.1 Dataset
The institutional review board approved this retrospective study and waived informed
consent. The breast ultrasound images used in this study are a representative sample of
diagnostic cases obtained in routine clinical care from three different medical centers.
All the centers used the SomoVu automated 3D breast ultrasound system developed
by U-systems, Inc. (Sunnyvale, CA, USA). For all acquisitions a linear 8 MHz/10 MHz
transducer with a width of 14.5 cm was used. During imaging, patients were in supine
position and the breast was slightly compressed by a dedicated membrane. The scan-
ning device automatically translates the transducer in the cross-plane direction during
acquisition. Each 3D volume was generated with an in-plane resolution of 0.285 mm
by 0.285 mm or 0.134 mm depending on the software version and machine settings
and a slice thickness of 0.6 mm. Figure 3.1 shows a transversal view and a coronal
reconstruction of a breast with a malignant lesion .
By the time we conducted this observer study, 201 lesions (with a radius 9.6 +/-
3.8 mm) in 158 patients who underwent ABUS imaging between 2006 and 2010 were
available (table 3.1). All malignant lesions were conﬁrmed by biopsies and benign
lesions were either conﬁrmed by biopsy or by combining information from different
imaging modalities.
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(a) (b)
Figure 3.1: A malignant lesion in ABUS (indicated by the arrow). Two slices through
the lesion are shown, a coronal slice (a) and a transversal slice (b). The latter is similar
to the traditional 2D ultrasound view.
3.2.2 Computer-Aided Diagnosis System
The CAD system used in this study was similar to a previously developed system for
lesion assessment described in detail in94. However, a different set of features is used
for lesion representation, which led to better performance. A brief explanation of the
system is given below.
For processing, we resampled the images to obtain 0.6 mm cubic voxels . The in-
put of our computer-aided diagnosis system is a seed point inside a lesion to be di-
agnosed. The CAD system ﬁrst segments the lesion using the seed point. Because
of inherent image speckles, unclear lesion boundaries, different posterior acoustic be-
havior, and inhomogeneous lesions, lesion segmentation is a difﬁcult task. We used
a dynamic programming approach based on a spiral scanning technique which was
initially introduced by Wang et al.104 and was later adapted by94 for lesion segmenta-
tion in ABUS. The segmentation involves a cost function that deals with edge detection
locally99, prevents leakage of the segmentation by including a smoothness term in the
cost function and takes the prior knowledge about the expected mean radius of lesion
into account99.
Given the segmentation of a lesion, features are computed to represent its shape,
margin, intensities, and texture. In our previous work94, we computed features repre-
senting spiculation, variance of intensities, echogenicity, and entropy inside the lesion.
Furthermore, we computed sphericity, compactness, volumetric height-to-width ratio,
margin contrast, and a feature representing posterior acoustic behavior. Among these
features, margin contrast and spiculation appeared to be the best features for the classi-
ﬁcation. In this work we use a different set of features for spiculation and lesion shape
as described below.
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Table 3.1: Number of lesions of different histology types in the complete dataset and
observer study (OS) dataset.
Histology Complete dataset OS dataset
Malignant lesions
Inﬁltrative ductal carcinoma 60 38
Ductal carcinoma in situ 3 1
Inﬁltrative lobular carcinoma 7 6
Other 15 2
Total 85 47
Benign
Cyst 47 9
Fibroadenoma 24 14
Fibrocystic change 24 11
Other 21 7
Total 116 41
Spiculation features are quantitative measures representing converging linear pat-
terns. We compute these by estimating an orientation in the coronal plane for every
voxel and by subsequently counting the number of voxels orientated towards a com-
mon central region. Features are normalized with respect to a random orientation
pattern51. An example is shown in ﬁgure 3.2. Because computation of the spiculation
measure is quite demanding it is not computed at every voxel but at a rectangular
grid of selected voxels, resulting in a resolution which is lower than that of the origi-
nal image. Colored voxels mark locations with a high spiculation, with red indicating
the highest values. The spiculation measure has a high value at the center of two-
dimensional spiculation patterns. In ABUS this results in a signal in a column in the
center of a lesion, since spiculation usually occurs in coronal planes throughout the
whole lesion. Therefore, to extract spiculation features we deﬁne a cylinder CR with
an axis through the lesion center along the depth direction. For the radius of CR we
choose a value of 3 mm, which was experimentally determined. The length of the
cylinder was determined by the depth of the lesion. We compute the average spicu-
lation value inside the whole cylinder and the maximum average spiculation among
coronal slices of the complete cylinder CR. We also computed the average spiculation
value inside the upper part of the cylinder above the center of the lesion (see ﬁgure
3.3) since we observed that spiculation patterns are generally more visible in the upper
part of lesions.
Shape features were included to measure the irregularity of lesions. To compute
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(a) (b)
(c) (d)
Figure 3.2: (a) and (c) show a malignant lesion in coronal and transversal views, respec-
tively. Spiculation can be observed well in the coronal view. Figures (b) and (d) show
the lesion with the spiculation feature map in color overlay. The spiculation value of the
overlay increases with the color changing from blue to red.
Figure 3.3: In transversal view, a cylinder was created through the center of the lesion
along the depth direction and it is evenly divided into two small segments.
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these, we register a sphere with the same volume as the segmented lesion to the lesion
with an afﬁne transformation. To compare the similarity of the transformed sphere to
the obtained segmentation, we computed the Dice coefﬁcient, a well-known similarity
measure, representing the size of the union of the segmentation and the sphere divided
by the average size of the segmentation and the sphere. We also calculated the volume
difference (DF) between the sphere and the segmented lesion. In addition, we included
the variance of intensities of the inner border of a lesion (voxels within 1.2 mm of the
boundary) and the volume of a lesion as additional features. In total 14 features are
used in the CAD system (Table 3.2).
Table 3.2: List of features used in CAD
Features
Average spiculation value of the lesion
Volumetric height-to-width ratio
Margin contrast
Posterior acoustic behavior
Entropy of intensities
DICE coefﬁcient
Echogenicity
Average spiculation value in a cylinder
Average spiculation value of a upper segment in a cylinder
Maximum average spiculation value among coronal slices in a cylinder
Intensity variance inside the lesion
Volume difference between lesion segmentation and the registered result (DF)
Intensity variance of inner border of the lesion
Lesion volume
Linear discriminant analysis (LDA) was used to combine the extracted features.
No feature selection step is involved. To train and test the system we performed 10-
fold cross-validation on the complete dataset (table 3.1). In this way, for each lesion
from the dataset, an unbiased indicator or score of the malignancy was obtained in the
range between 0 (benign) and 1 (malignant). In the rest of the paper these are referred
to as the CAD scores. As the CAD scores are unbiased due to the cross-validation,
these CAD scores can be used in a reader study with the same data to study if lesion
classiﬁcation performance increases with CAD.
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3.2.3 Reader Study Design
Eleven readers, (seven radiologists specialized in breast imaging and four residents)
were invited for an observer study in which we aimed to compare the diagnostic per-
formance of readers with and without the aid of our CAD system. We also compared
the diagnostic performance of readers without CAD to the performance of the CAD
system itself (standalone CAD). It is noted that a similar comparison was also per-
formed with the previously described CAD system using a subset of the same reader
study data [11]. Three radiologists and two residents had extensive experience with
ABUS image interpretation. The remaining four radiologists and two residents had no
or limited experience with ABUS but had extensive experience with interpreting 2D
breast ultrasound images.
Cases for the observer study were manually selected by a researcher without knowl-
edge of CAD results. The resulting dataset was roughly balanced regarding the num-
ber of malignant and benign lesions. The main purpose of the manual case selection
was exclusion of obvious cysts, because these are so easy to interpret that they would
not contribute to the power of the study. Apart from the cysts, there was no bias in the
case selection towards lesion type, lesion size, or breast density. Most ABUS cases in
our dataset were obtained from diagnostic procedures in which only one ABUS view
was obtained. Therefore, for each patient, only one ABUS view with a lesion was se-
lected. For the cases where multiple views were available, we selected the view where
the lesion was located in the most central position. In total 88 patients were included
in the study with 47 malignant lesions and 41 benign lesions (table 3.1). Another sub-
set from the complete dataset, containing 26 patients with 23 benign and 14 malignant
lesions, was used to train the readers before the experiment. The choice of the sub-
sets was independent from the CAD results. The CAD scores of lesions used in the
observer study are obtained with the cross-validation procedure explained in the pre-
vious section.
Images were displayed in their original resolution on a dedicated multi-modal breast
workstation (HAMAM prototype, MeVis Medical Solutions, Bremen) on a color moni-
tor with a display resolution of 2560 by 1200 pixels. The workstation allowed scrolling
through slices with synchronized viewing of coronal, transversal, and sagittal slices.
The synchronization could be disabled or enabled by the push of a button. The win-
dow level could be automatically or manually adjusted. The lesion to be assessed was
pre-identiﬁed by a yellow rectangle marker with a ﬁxed size located at the lesion cen-
ter. The marker could easily be switched on and off to avoid obscuring the lesion while
reading. The workstation could be conﬁgured so that it would or would not show the
associated CAD score next to the marker.
Before the experiment, each reader started with the 26 training patients. The train-
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ing set served to acquaint the observers with the system, including synchronized or-
thogonal views, interpreting CAD scores and the controls for adjusting window and
level width of the displayed images. During the training program, CAD scores were
shown and the ground truth of all the marked lesions was supplied in a printed docu-
ment for direct feedback after interpretation. After ﬁnalizing the training program, the
readers continued with the actual experiment.
To suppress the effect of the order of reading modes (with and without CAD) on our
results. The observer dataset was randomly split into two parts: set A (45 cases) and set
B (43 cases) and he experiment consisted of two separate reading sessions. For the ﬁrst
session, each readers were asked to read set A with CAD scores shown and a second
set (set B) without CAD scores. For each patient, a single lesion was shown and readers
were asked to rate this lesion on a scale between 0 (benign) and 100 (malignant). After
a break (few hours to several days), the experiment continued with the second session.
In this session readers were asked to rate the same lesions, but in the second session
they read set A without CAD and set B with CAD. Readers were asked to rate these
lesions again. Readers were reminded of the importance of using the same scale to rate
the lesions during the whole experiment and they were informed that approximately
half of all the lesions that were shown in this experiment were malignant and the other
half were benign. There was no limitation on reading time.
3.2.4 Data Analysis
Receiver operating characteristic (ROC) was used to analyze the diagnostic perfor-
mance without and with the aid of CAD for individual readers, as well as to compare
reader performance to the standalone performance of the CAD system. The area under
the ROC curve (AUC) was used to evaluate the performance. The AUC was obtained
with the binormal model67 using DBM MRMC 2.3, developed by researchers from the
University of Iowa and the University of Chicago22 41. The signiﬁcance of differences
in reader performance between reading with and without using CAD was analyzed
with the Dorfman-Berbaum-Metz method22 41, which performs an analysis of variance
allowing to treat both readers and cases as random samples. Because in our analysis
we made multiple comparisons we applied a Bonferroni correction to account for ap-
plication of multiple statistical tests. A p-value of less than 0.05/N was considered to
indicate a statistically signiﬁcant difference, with N the number of comparisons.
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Table 3.3: AUC Values of Performances of Readers without and with CAD
Reader Without CAD with CAD
Experienced Reader (p = 0.55)
Radiologist 1 0.91 0.90
Radiologist 4 0.87 0.86
Radiologist 6 0.92 0.91
Resident 1 0.87 0.92
Resident 3 0.86 0.90
Average 0.89 0.89
Inexperienced Reader (p = 0.007)
Radiologist 2 0.92 0.93
Radiologist 3 0.83 0.86
Radiologist 5 0.86 0.88
Radiologist 7 0.86 0.90
Resident 2 0.77 0.81
Resident 4 0.89 0.95
Average 0.85 0.90
Reader average 0.87 0.89
3.3 Results
As shown in table 3.3, the AUC of reader performances without CAD range from 0.77
to 0.92 while with CAD the AUC values range from 0.81 to 0.95. By using CAD, the
average AUC value remains at a level of 0.89 for experienced readers (with extensive
experience on ABUS), increases from 0.85 to 0.90 for inexperienced readers (with no or
limited experience on ABUS), and from 0.87 to 0.89 for all readers. Three comparisons
were performed, therefore a p-value of less than 0.017 was considered to indicate a
statistical signiﬁcance. The difference in performance with and without CAD was not
signiﬁcant when all readers were pooled, although a trend towards improved perfor-
mance was observed (p=0.042). The difference was signiﬁcant for inexperienced read-
ers (p=0.007). Figure 3.4(a) shows the ROC curves of the performance of the readers
with and without CAD and standalone CAD. The ROC curves of experienced readers
and inexperienced readers are shown in ﬁgure 3.4(b).
The AUC value of the performance of standalone CAD was 0.92, which was as good
as the best readers.
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(a) (b)
Figure 3.4: (a) ROC curves of all Readers without and with CAD and the ROC curve of
CAD standalone. (b) ROC curves of the experienced and inexperienced readers without
and with CAD.
3.4 Discussion
The performance of the standalone CAD system for ABUS we developed turned out
to be excellent on our study material, and compared favorably to that of the readers. It
is noted that CAD results are unbiased, because cross validation was used to compute
them and because no feature selection was applied. We believe that CAD performs so
well because it can exploit information in 3D in an optimal way, while it is trained on
a large database. It should be recognized, however, that ABUS is a new modality and
that readers are expected to become better with ABUS interpretation when they gain
more experience.
Sahiner et al.84 already showed that the use of CAD improved the radiologists’
accuracy of distinguishing malignant from benign breast masses in 3D ultrasound im-
ages. In their study an experimental non-automated system was used. Our study con-
ﬁrms that there is a potential beneﬁt of using CAD, though in our study a signiﬁcant
improvement was only obtained for inexperienced readers. With CAD they increased
their performance to the level of the experienced readers. This might indicate that the
beneﬁts of a CAD system are greater for inexperienced readers than for experienced
readers. Results may also be explained by lack of conﬁdence of the experienced readers
in CAD. This might change when they have more time to evaluate CAD. For practical
reasons, the learning phase in our experiments was short.
From the ROC curves, it can be seen that, with the use of CAD, the average sensitiv-
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ity of all readers can remain at a high level of 0.98, while the false positive (FP) fraction
is reduced from 1 to 0.56. This indicates that use of CAD has potential to improve
diagnosis and that for patient care it has potential to be used to reduce false positive
recalls in screening or to make better overall decisions with regard to selecting cases
for biopsies.
The readers in this study had different levels of experience when it comes to using
CAD in their clinical practice. None of the readers had experience with our CAD sys-
tem. To use it as a classiﬁcation aid, readers have to combine the CAD score with their
own assessment of the lesion. Although readers were trained with CAD before starting
the study, it may well be that they were still on a learning curve while performing the
experiment.
In the observer study dataset, the number of benign and malignant lesions was
balanced. This is different to the real diagnostic situation in which the incidence of
benign lesions exceeds that of malignant lesions. However, the effect of this distribu-
tion of benign and malignant lesions was the same for reading without and with CAD.
Therefore we still could attribute the performance improvement to the use of the CAD
system.
This study has some limitations. First, due to practical limitations, in our study we
could not accommodate long intervals between reading sessions. In this way, there was
an increased risk that readers did memorize cases. We minimized a potential inﬂuence
of a memory effect by balancing the reading sessions in such a way that each reader
evaluated the ﬁrst half of the cases without CAD and the other half with CAD the ﬁrst
reading session and then the ﬁrst half with CAD and the other half without CAD in the
second reading session. In this way a potential bias of the results towards one of the
reading modes was avoided, though there may have been some inﬂuence of a memory
effect on the difference between the reading modes. This would, however, not affect
the conclusions of this study. Second, the dataset used in this observer study consisted
of a fair amount of cases that were easy to interpret. As a consequence, the power of
the study was lower than we expected. It is also noted that this observer study was
conducted using ABUS images obtained with a system from only one manufacturer.
ABUS technology is still under development and more recently released systems have
higher image quality. To demonstrate the beneﬁt of CAD using newer ABUS systems
additional studies will need to be conducted.
In conclusion, without extensive training use of the CAD system we developed only
improves the performance of less experience readers in distinguishing malignant from
benign lesions in automated 3D breast ultrasound.
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Abstract
In this paper, we present an automatic method to segment the chest wall in automated
3D breast ultrasound images. Determining the location of the chest wall in automated
3D breast ultrasound images is necessary in computer-aided detection systems to re-
move automatically detected cancer candidates beyond the chest wall and it can be
of great help for inter- and intra-modal image registration. We show that the visible
part of the chest wall in an automated 3D breast ultrasound image can be accurately
modeled by a cylinder. We ﬁt the surface of our cylinder model to a set of automati-
cally detected rib-surface points. The detection of the rib-surface points is done by a
classiﬁer using features representing local image intensity patterns and presence of rib
shadows. Due to attenuation of the ultrasound signal, a clear shadow is visible behind
the ribs. Evaluation of our segmentation method is done by computing the distance of
manually annotated rib points to the surface of the automatically detected chest wall.
We examined the performance on images obtained with the two most common 3D
breast ultrasound devices in the market. In a dataset of 142 images, the average mean
distance of the annotated points to the segmented chest wall was 5.59±3.08 mm.
4.1 Introduction
Breast cancer is the most common cancer that affects women, with 421,000 new cases
diagnosed in the Europe each year and 129,000 women dying from the disease30. While
causes remain largely unknown, incidence is still increasing in most countries. If breast
cancer is detected early, mortality is decreased due to more effective treatment. Fur-
thermore, the quality of life of these women is maintained because early detection
enables less radical treatment. Screening programs have therefore been introduced to
detect early breast cancers in asymptomatic women.
The sensitivity of mammographic screening is seriously impaired in women with
dense breasts. This because the ﬁbroglandular and stromal tissues (dense tissues) have
the same X-ray attenuation properties as tumors and thus both show equally bright on
mammographic images. For extremely dense breasts, a sensitivity as low as 30% has
been reported in the US63.
As a complementary modality to mammography, breast ultrasound has a sensitiv-
ity which can surpass that of mammography for patients with dense breast tissue5. In
a recent study, Kelly et al.53 showed that detection sensitivity increased signiﬁcantly
using 2D image sequences covering the entire breast when compared with mammog-
raphy alone in dense breasts. Regular two dimensional breast ultrasound, however,
suffers from operator dependence, a limited capability to visualize the entire breast
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and qualiﬁed radiologists have to perform this time-consuming task themselves.
These limitations have been technically resolved with the introduction of auto-
mated 3D breast ultrasound volume scanning systems which we referred to as ABUS in
this paper. The system involves frontal compression of the breast by a dedicated mem-
brane, allowing a wide transducer to automatically move over the breast surface. In
the scanning device the transducer is translated with a constant speed across the breast
to obtain a 3D volume of imaging data covering a large segment of the breast. Depend-
ing on the size of the breast, up to as many as ﬁve views are acquired for each breast.
Positioning and compression are to some extent standardized and include anteropos-
terior, lateral, medial, superior, or inferior views. One main advantage of the 3D breast
ultrasound system is to view reconstructed images in the coronal plane which offer
a complete new way of looking at breast ultrasound and reveal signs of abnormality
that could not be observed before, such as very speciﬁc spiculation patterns frequently
occurring in the presence of cancer83,106.
However, the reading of these 3D breast ultrasound images is time consuming and
demanding for radiologists. Computer-aided detection (CADe) is expected to play an
important role in the future to facilitate the reading of these images. CADe suffers from
ﬁnding many false positives outside of the breast tissue. To remove false positives of a
CADe system beyond the chest wall (thoracic volume), determining the location of the
chest wall in ABUS images is necessary. Fig. 4.1 shows the separation between thoracic
volume and breast tissue by chestwall.
Furthermore, the accurate localization of the chest wall can be used as a landmark
for determining spatial correlation between multi-modal images97. The spatial correla-
tion is expected to be of great help for fusing information and correlating CADe marks
in multi-modal images.
To our knowledge, there is only one paper previously reporting on chest wall seg-
mentation45, where a deformable volume model is used to determine the chest wall
location in ABUS images. The method was only partly validated by determining how
well presence of a chest wall in a ABUS scan could be detected, without determining
accuracy of the segmentation itself. The performance of the method was limited.
In this paper we describe a novel method to accurately segment the chest wall.
4.2 Dataset
The automated 3D breast ultrasound images used in this study are a representative
sample of diagnostic cases obtained in routine clinical care. We used two datasets
obtained with two different automated 3D breast ultrasound devices. Dataset A in-
cludes 80 patients that were randomly selected from a series of cases obtained using
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(a)
Figure 4.1: Separation between thoracic volume and breast tissue by chestwall in
transversal plane.
the Somo-V automated 3D breast ultrasound system developed by U-systems (Sunny-
vale, CA, USA). Dataset B also includes 80 patients that were randomly selected from
cases obtained with the ABUS system developed by Siemens (Erlangen, Germany).
The device by U-systems generates an image with a maximal size of 14.6 cm by 16.8
cm on the coronal plane and a maximal depth of 4.86 cm while the device by Siemens
generates an image with a maximal size of 15.4 cm by 16.8 cm on the coronal plane and
a maximal depth of 6 cm.
The two devices differ in two aspects. Firstly, the frequency of the transducer by
Siemens is between 5.0 and 14.0 MHz, which is adjustable to the breast size, while
the frequency of the transducer by U-systems is ﬁxed at 8.0 MHz or 10.0 MHz. Sec-
ondly, the compression of the membrane on the breast is manually applied using the
device by U-systems, while the compression is applied automatically by the device by
Siemens using a mechanical arm. For processing, both types of images were downsam-
pled to obtain 0.6 mm cubic voxels after applying Gaussian smoothing on the original
high-resolution image with a scale of 0.3 mm.
For each patient, one single volumetric view was randomly selected. The chest wall
was completely invisible in 5 of 80 views in dataset A and in 13 of 80 views in dataset B.
Those views in which the chest wall was completely invisible were excluded from this
study resulting in 75 views and 67 views in dataset A and dataset B, respectively. The
absence of the chest wall in an image may be caused by insufﬁcient scanning depth set
by the technician, extremely poor image quality or implants obstructing the chest wall
in the image.
4.3 Method
The chest wall is the surface enclosing the ribs and touching the outer rib surfaces.
These characteristic rib surfaces are used by human readers to locate the chest wall.
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(a) (b)
Figure 4.2: Manually annotated points on the surface of the ribs on coronal view(a) and
sagittal view(b). The crosses represent the manually annotated points on the rib surface,
projected on the current slice. Annotated points on the current slice are represented by
white crosses, and projected crosses are blue.
Therefore, we propose to locate the chest wall by automatically detecting rib surfaces
and subsequently ﬁtting a surface through them.
We use multiple features and classiﬁers to automatically detect points on the surface
of the ribs. Subsequently a cylinder is ﬁtted to the resulting point distribution. This
cylinder models the local shape of the chest wall in the view at hand.
To test our method, we manually marked 10 to 30 rib surface points in the each
view of dataset A and B. These points are at the transition between breast tissue and
rib shadows for each scan (Fig. 4.2). The annotation was veriﬁed with a radiologist.
This section is split into three subsections: the ﬁrst subsection explains an inten-
sity normalization step applied before chest wall segmentation; the second subsection
shows that the partial chest wall visible in a single volumetric view can be modeled by
the surface of a cylinder and the third subsection explains a method to automatically
detect the rib surfaces.
4.3.1 Intensity normalization
Images in this study were obtained from three different institutes using devices by
two different manufactures. Due to variations of scan settings, the intensity levels
of the same tissue type (fatty tissue, dense tissue, etc) varied from patient to patient.
Therefore, before we perform chest wall segmentation, intensity normalization was
performed on all images.
In ABUS imaging, the ultrasound signal can only be acquired if a good contact
between the probe and the skin exists. Therefore only voxels in columns under the
area with good contact hold valid information. The valid area on the skin is shown
on coronal view in the resulting image. To be able to normalize intensities inside the
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Figure 4.3: The normalized cumulative histogram of intensities within the breast of all
the images before normalization (a) and after normalization (b). The Solid line stands
for the mean of the normalized cumulative histograms of all images in our dataset and
the dashed lines indicate the 95% conﬁdence interval.
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breast in one image, a 2D breast mask was generated in the coronal plane. The same
2D mask is suitable for all coronal slices in the volume.
To this end, a coronal projection was obtained by averaging a series of 2D coronal
slices. The breast mask was obtained by applying Otsu’s thresholding method77 on the
coronal projection. To avoid a negative effect of slices through the skin and thoracic
volume on the the mask extraction, only slices with a depth between 10% and 40% of
the total depth of the image volume were used in the projection.
After thresholding, in the coronal projection, the boundary of the largest foreground
connected component (breast) was reﬁned by dilation and erosion operations. Holes
inside the boundary caused by lesions or shadows were ﬁlled, obtaining the breast
mask.
We use intensity normalization to scale the intensities within the breast mask across
all images to a certain range. The standard-score normalization scales all intensities
to have a zero mean and a unit stand deviation. However, the imaged breast tissue
strongly depends on the composition of the breast, i.e. the proportion of fatty and
dense tissue. Therefore standard-score normalization is not appropriate. We previ-
ously94 introduced a normalization method in which the median intensity value of
fatty tissue and dense tissue are used as reference values. However this method de-
pends on the accuracy of the tissue segmentation and the intensities of dark shadows
are not used. In our current method, within the breast mask, the 98th percentile of all
intensity values, I ′98 and the 2nd percentile of all intensity values, I ′2 were extracted.
The normalized intensity I for each voxel is computed as:
I =
(I98 − I2)(Io − I ′2)
I ′98 − I ′2
+ I2 (4.1)
where Io is the original voxel value and I98 and I2 are constants representing reference
values for the 98th percentile and the 2nd percentile of all intensity values within the
breast mask.
We chose the 98th percentile and the 2nd percentile of all intensity values as refer-
ence intensities for normalization instead of using the maximum and the minimum of
all intensity values to avoid the inﬂuence of outliers on the normalization.
Fig. 4.3 shows the mean and the 95 % conﬁdence interval of all normalized cumu-
lative histograms of intensities within the breast before intensity normalization and
after. As we can see, before normalization, the distribution of the normalized cumula-
tive histograms spans a much wider range compared to after intensity normalization.
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4.3.2 The chest wall as a cylinder
Our method is based on the assumption that the partial chest wall visible in a single
volumetric view can be modeled by the surface of a cylinder. To investigate if this
conjecture is accurate, we ﬁt the cylinder model to our manually annotated point sets
for each scan.
We used a non-linear optimization method81 to ﬁt a cylinder to the annotated points
in 3D space and evaluate the validity of our assumption by observing the average
distance of the annotated points to the ﬁtted cylinder surface for each scan.
In all equations in this paper, x and y axis are two orthogonal axis on coronal plane
and the z axis (depth direction) is the ventral-dorsal axis. A cylinder in 3D space is fully
deﬁned by its radius R and its axis (center line). The axis in turn is deﬁned by a point
(xc, yc, zc) and an orientation vector (vx, vy, vz). We set zc = 0 and vz = 1 to remove
redundancy. The normalized direction vector with length equal to 1 is denoted by
(ux, uy, uz). Thus the parameter vector p = {R, xc, yc, vx, vy} fully deﬁnes the cylinder.
For any point (x, y, z) in 3D space, the closest point on the axis of the cylinder has
coordinates (xa, ya, za) deﬁned by
xa = xc +D ∗ ux
ya = yc +D ∗ uy
za = zc +D ∗ uz (4.2)
where D = (x − xc) ∗ ux + (y − yc) ∗ uy + (z − zc) ∗ uz which is the distance between
the point (xa, ya, za) and (xc, yc, zc) with zc = 0. Therefore, given a set of manually
marked rib-surface voxels (xn, yn, zn) (n = 1, 2, ..N ) the averaged squared distance to
the cylinder surface ASD(p) can be computed by
1
N
n=N∑
n=1
(
√
(xn − xa)2 + (yn − ya)2 + (zn − za)2 −R)2 (4.3)
where N is the number of annotated points.
We constrain the ﬁtted cylinder by introducing a penalty term P (p)
P (p) = w1 ∗ (v
2
x + ξ
v2y + ξ
) + w2 ∗ (R−Rmean)2 (4.4)
in which the ﬁrst term of P (p) ensures that the orientation of the cylinder remains
close to the body axis (y is directed towards to head). ξ is chosen to be a small positive
number and is used to ensure a non-zero denominator. The second term penalizes the
deviation of the radius of the ﬁtted cylinder from a predeﬁned average radiusRmean re-
lated to local curvature of the chest wall. The parameters w1 and w2 deﬁne the weights
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for each term 1.
The total cost function C(p) is deﬁned by
C(p) = ASD(p) + P (p) (4.5)
We used Powell’s optimization method81 to ﬁnd the minimum of the cost function
C(p).
The cylinder ﬁtting method was applied to the 75 images of dataset A and the 67
images of dataset B. The average of the mean distance of the annotated points in each
image to the ﬁtted cylinder surface for dataset A and dataset B was 2.19 mm±0.99
mm and 2.43 mm±2.76 mm, respectively. Given this small error we conclude that the
surface of the chest wall in an ABUS scan can be approximated by the surface of a
cylinder.
4.3.3 Chest Wall Segmentation
Our proposed method consists of two stages: ﬁrst, rib-surface points are identiﬁed
and second, the previously described ﬁtting procedure is used to ﬁt a cylinder to these
points. In 3D breast ultrasound, rib-surface points are at the transition between breast
tissue and rib shadows. Detecting rib shadows as landmarks is easier than detection
of rib-surface points. Therefore, the extraction of rib-surface points involves two steps:
the detection of rib shadows and subsequently the detection of the rib surface.
Detection of Rib Shadows
Due to strong attenuation of the ultrasound signal by the ribs, a shadow is cast behind
them in the ABUS images (Fig. 4.2). The detection of these dark sheets aids us in local-
izing the rib-surface points. Here we describe a set of features we used in combination
with a classiﬁer to identify the rib shadows.
Shadow Contrast: we observed that on 2D coronal plane, rib shadows appear as
embedded dark horizontal bands. To characterize local contrast for voxel i on coronal
plane, we deﬁned a rectangle at center i with a ﬁxed length l (5 mm) and a width h as
shown in Fig. 4.4. A shadow contrast feature is deﬁned by:
SC(h) = I¯(h+ 2d)− I¯(h) (4.6)
where I¯(h) represents the average intensity of a rectangle at center i with a length of l
and a width of h and d is chosen to be 3 mm. SC is computed as a function of h (5 mm
< h < 16 mm) and the maximum of SC is chosen as the feature value. This feature is
computed in 2D in the coronal planes. Fig. 4.5 shows this feature as overlay.
1In our work, we used Rmean = 78mm, which was an experimental estimate from our dataset. w1
and w2 were experimentally set to 100 and 150, respectively.
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Figure 4.4: For each voxel, a local rectangle is deﬁned to extract local contrast on 2D
coronal plane.
Figure 4.5: A 2D coronal plane with rib shadow contrast (SC) overlay.
Dark Shadow Enhancement: in 3D space, a rib shadow appears as a dark sheet and
therefore we apply a sheet detector to enhance the rib shadows in ABUS images. The
sheet detector utilizes the eigenvalues and eigenvectors of the Hessian matrix.
We compute the elements of the Hessian matrix by convolving image I(x) with
Gaussian kernel
L(x, σ) = I(x)⊗G(x, σ) (4.7)
where G(x, σ) is the Gaussian ﬁlter and L(x, σ) is the result of the convolution. The
normalized Hessian matrix is deﬁned as
H(x) = σ2
⎡
⎢⎣
∂L(x,σ)
∂x∂x
∂L(x,σ)
∂x∂y
∂L(x,σ)
∂x∂z
∂L(x,σ)
∂y∂x
∂L(x,σ)
∂y∂y
∂L(x,σ)
∂y∂z
∂L(x,σ)
∂z∂x
∂L(x,σ)
∂z∂y
∂L(x,σ)
∂z∂z
⎤
⎥⎦ (4.8)
where σ is the scale 1. The eigenvalues of H(x) are λ1,λ2 and λ3 which correspond
eigenvectors V1, V2, V3 where |λ3| > |λ2| > |λ1|. The dark sheet enhancement ﬁlter88 is
deﬁned as:
DS(λ1, λ2, λ3) =
{
λ3 ∗ e−(λ21+λ22) if λ3 > 0
0 if λ3 < 0
(4.9)
The ﬁrst eigenvector V3 gives the direction of the greatest curvature. To make the
operator more sensitive to sheets perpendicular to the body axis or vertical direction,
1σ is set to 5 mm which is estimated from the rib-shadow width
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(a) (b)
Figure 4.6: A scan with dark shadow enhancement overlay (red). A coronal slice (a)
and a sagittal slice (b) are shown.
a weight factor F is calculated as the inner product between V3 and body-axis vector
(0, 1, 0).
Then, the directional dark shadow enhancement image (Fig. 4.6) is computed as
SH(x) = DS(x) ∗ F (4.10)
Additional Shadow Features: the shadow contrast and shadow enhancement alone,
however, are not speciﬁc enough. Therefore we used a number of additional features
to improve the detection of rib shadows including :
• I , image intensity
• |Gz|, the absolute values of the ﬁrst order Gaussian derivative of the intensity
image in the depth direction at a scale of 0.6 mm (one voxel) to characterize the
ﬁne tissue structure and 2.4 mm (four voxels) to characterize to coarse structures
but at a scale small enough to have a low response within the rib shadows
• z, the depth of the voxel
Figure 4.7: A sagittal view image overlaid with the rib shadow likelihood LS. The
probability ranges from blue (low) to red (high).
To compute the likelihood that a voxel belongs to a rib shadow, we apply a two-
class soft classiﬁer using the features described above as input and using the manual
annotations for training.
For the class of rib shadows we used the column of voxels below the annotated rib
surface points. For the other class, we used a set of regularly spaced samples (2.4 mm
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in each direction) that are at least 6 mm above the chest wall (as deﬁned by a ﬁtted
cylinder on the manually annotated rib-surface points).
We used an ensemble of ﬁve neural networks to classify this data. Each network
consists of an input layer of n nodes representing the features, where n is the number
of features, and a hidden layer of 8 hidden nodes and an output layer with one node.
All networks were initiated with random weights to reduce the inﬂuence of the initial
weights on the ﬁnal output of the trained network. The back-propagation algorithm
was used for training with a learning rate of 0.005. The ﬁnal classiﬁer output was
computed by averaging the ﬁve network outputs. This output, LS(x), is considered to
represent the likelihood that a voxel is part of a rib shadow (Fig. 4.7). This likelihood
is used as input to the rib-surface detector described below.
(a) (b) (c)
Figure 4.8: (a) A 2D projection obtained by averaging all 2D coronal slices of probability
map. (b) A binary 2D projection obtained by thresholding the image (a). (c) Computed
contextual feature map.
Detection of Rib Surface
Based on the likelihood map for rib shadows, the extracted dark sheet enhancement
feature, and the original intensity image, a number of features are extracted to charac-
terize rib-surface points.
Neighboring Rib Shadows: a 2D coronal projection (Fig. 4.8(a)) is obtained by aver-
aging all 2D coronal slices of the likelihood map. A 2D binary projection (Fig. 4.8(b))
is generated by thresholding the 2D coronal projection. The threshold was deﬁned as
the 85th percentile of all likelihood values within the breast mask in each image, as this
roughly corresponds to the relative area of the projected rib shadows, ±15 %.
To be able to utilize the contextual information of neighboring rib shadows, for
each voxel, a template is deﬁned as Fig. 4.9. The template consists of three rib-shadow
segments S0, S1, and S2 with length l (3 mm) and width a (5 mm < a < 15 mm) and
two non-shadow segments NS with length l and width b (5 mm < b < 27 mm). Using
this template located at each voxel i, the width a and b are locally estimated by:
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Figure 4.9: A template for extracting contextual information. Blue segments stand for
rib shadow regions with a ﬁxed length l and a variable width a and white segments
stand for non rib shadow regions in between with a ﬁxed length l and a variable width
b. This template is used to compute contextual features indicating the existence of neigh-
boring rib shadows at each pixel in the 2D binary projection.
argmax
a,b
I¯S0a∪S1a∪S2a − I¯NSb (4.11)
where I¯S0a∪S1a∪S2a is the average value of three rib-shadow segments S0, S1, and S2
on the 2D binary projection and I¯NSb is the average value of non-shadow area NS.
Using the estimated rib shadow width a and non-shadow width b, a contextual fea-
ture (Fig. 4.8(c)) for voxel i indicating the neighboring rib shadows (CNR) is deﬁned:
CNR = I¯S1a∪S2a − I¯NSb (4.12)
where I¯S1a∪S2a is the average value of the two neighboring shadow segments S1 and
S2 of the segment S0 on the 2D binary projection. Since this feature is computed from
the 2D binary coronal projection, it has the same value in the z-direction, for each (x, y)
location.
Coronal Distance to the Nipple: the distance of voxel (x, y, z) to the nipple in coro-
nal view dnpl is extracted. This maybe helpful to reduce false positives, since strong
shadowing is caused by the nipple and ducts connecting the nipple. On coronal slices
close to the transducer, the nipple is visible as a dark circle. Therefore we applied a
Hough circle transform26 on the coronal slices closer than 4.2 mm to the transducer.
The detection results for these slices were fused to obtain the position of the nipple by
voting.
Additional Rib-Surface Features: additional features are incorporated characteriz-
ing rib-surface. These features are based on the intensity image, the previously de-
scribed rib shadow likelihood image LS(x) and dark sheet enhancement feature (DS):
• I , image intensity (rib surface appears as bright bands)
• z, the depth of the voxel: it is incorporated since the depth of the rib surface can
not be too close to the skin or too deep
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Figure 4.10: A sagittal view image overlaid with the rib-surface likelihood LI . The
probability ranges from blue (low) to red (high).
• GzDS(x, y, z), the maximal value of the ﬁrst order Gaussian derivative in the
depth direction on the original feature image DS(x, y, z) across a scale of 0.6 mm,
2.4 mm and 4.8 mm.
• GzLS(x, y, z), the maximal value of the ﬁrst order Gaussian derivative in the
depth direction on the rib shadow likelihood image LS(x) across a scale of 0.6
mm, 2.4 mm and 4.8 mm.
•
∑
k<z LS(x,y,k)
z
, the average feature value (LS) of voxels above the voxel
•
∑
k>z LS(x,y,k)
Nz−z−1 , the average feature value (LS) of voxels below the voxel
•
∑
k<z LS(x,y,k)
z
−
∑
k>z LS(x,y,k)
Nz−z−1
We used a classiﬁer with the same settings as the classiﬁer used in the previous step
except that the classiﬁer in this step has a input layer of 9 nodes based on the features
computed above. For the class of rib-surface points we use the manually annotated
points. For the non-rib voxels we we used a set of regularly spaced samples that are at
least 6 mm away from the chest wall (as deﬁned by a ﬁtted cylinder on the manually
annotated rib-surface points).
This classiﬁcation yields a likelihood for each voxel LI(x, y, z), representing the
probability that a voxel belongs to the rib surface (see Fig. 4.10).
The rib-surface points are determined by thresholding imageLI(x, y, z)with thresh-
old deﬁned as the 98th percentile of all likelihood values within the breast mask in each
image.
Removal of False Positive due to the Nipple
Due to strong shadowing of the nipple and shadowing of ducts connected to the nip-
ple, there were still a number of false positives were left after thresholding. Therefore
among detected rib-surface points, points whose distance to the nipple in 2D coronal
projection are within 9 mm are removed.
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Cylinder Fitting to Detected Rib-Surface Points
In this step, we ﬁt our cylinder model to the detected rib-surface points in a similar
manner as described in Sec. 4.3.2. However, this time we weight the contribution of
each rib-surface point by its likelihood LI :
1
N
n=N∑
n=1
wn(
√
(xn − xa)2 + (yn − ya)2 + (zn − za)2 −R)2 (4.13)
where wn is deﬁned as
wn = LI(xn, yn, zn)
p1 ∗ (dnpl(xn, yn)
dnplmax
)p2 (4.14)
p1 is chosen to enhance the weight difference of rib-surface points with different like-
lihoods and p2 is is chosen to enhance the weight difference of rib-surface points with
different distance to the nipple and dnplmax is the maximal distance of the rib-surface
points to the nipple (p1 and p2 were both experimentally set to 3).
Classiﬁer Training
Given a dataset, we split it into two folds (fold 1 and fold 2) to perform two-fold cross-
validation. To avoid bias, the two classiﬁers (rib-shadow classiﬁer and rib-surface clas-
siﬁer) are both trained on data from fold 1 and tested on data from fold 2. To obtain
the result for fold 1, we repeat the above procedure by swapping the two folds.
Implementation and Computation time
Our segmentation method was implemented in C++. Using a computer with a 2660
MHz CPU and 8 GB RAM, the total computation time for the chest wall segmentation
in an image is about 6 minutes and 30 seconds in which the cylinder ﬁtting procedure
takes 1 minute and 30 seconds. We used a workstation developed by our group for
visualization.
4.4 Results
We compute an error measure for each chest wall segmentation. This error measure is
deﬁned as the average distance of all annotated rib surface points to the automatically
segmented chest wall. We applied our method separately on dataset A and dataset B
and we also trained and tested our method on a combined dataset in which images of
dataset A and dataset B were mixed (Table 4.1).
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Figure 4.11: Box plot of the average distance of the annotated points (reference standard)
in each image to the ﬁtted cylinder surface using detected rib-surface points in dataset
A and dataset B.
Figure 4.12: Cumulative histogram for the averaged distance of annotated rib-surface
points to the segmented surface for all images in dataset A and dataset B with separated
training.
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(a) (b) (c)
Figure 4.13: Segmentation examples with chest wall segmentation as overlay. Three
segmentation examples are shown in coronal and sagittal planes with an average dis-
tance between the automatically detected chest wall and the manually annotated rib
surface points of 4.64 mm (a), 9.03 mm (b) and 12.61 mm (c) in ABUS, respectively. As
we can see for case (c), our method over segmented the chest wall with a large error.
Table 4.1: Segmentation Results.
Testing set Training set Mean error
A A 5.73 mm±3.11 mm
B B 5.43 mm±3.07 mm
A + B A and B separately 5.59 mm±3.08 mm
A + B A + B pooled 5.95 mm±3.54 mm
For the 75 scans of dataset A, the mean error was 5.73 mm with standard deviation
3.11 mm. For the 63 scans of dataset B, the mean error was 5.43 mm with standard
deviation 3.07 mm. For all 142 images, the mean error was 5.59 mm with standard
deviation 3.08 mm. A boxplot and a cumulative histogram plot summarize the result
(Fig. 4.11 and Fig. 4.12).
Three segmentation examples are shown in Fig. 4.13 with an average distance of
4.64 mm, 9.03 mm, and 12.61 mm, respectively. By visually inspecting our segmenta-
tion results we determined that an average distance of 8 mm or less generally results
in an acceptable segmentation for the development of CADe systems and advanced
visualization tools for ABUS reading. As seen from Fig.4.12, for all 142 images, about
82 % of scans had an average distance less or equal to 8 mm.
By pooling all 142 images together for training and testing, the mean error was 5.95
mm with standard deviation 3.54 mm which is signiﬁcantly different to the resulting
with separated training (paired t-test, p = 0.008).
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(a) (b)
Figure 4.14: Two examples of cases with poor result in coronal and sagittal views with
the likelihood map for rib surface as overlay. False positives are caused by dense tissue
in case (a) and rib surface in case (b) are assigned low likelihood due to insufﬁcient
scanning depth.
4.5 Discussion and Conclusion
Our result in Section 4.3.2 demonstrate that the surface of the chest wall in an ABUS
scan can be well approximated by the surface of a cylinder. Therefore we investigated
an automated method to locate chest wall surface using this model. Using this the av-
erage of the mean distance of the annotated points to the segmented chest wall surface
was 5.73 mm (dataset A) and 5.43 mm (dataset B), which is promising for follow-up
processing, such as computer-aided detection and inter- and intra-modal image regis-
tration.
From the ﬁtting error using manual annotations (2.19 mm for dataset A and 2.43
mm for dataset B, we can see there is a limitation of using the cylinder model. The
limitation may be due to our cylinder model. To improve the method, in the future
we can include additional parameters that allow bending of the cylinder as well as as
an elliptical cross-section. We can also use our result as a starting point for further
reﬁnement, for instance, using graph search methods to optimize a deﬁned layer or
surface34.
In our work, training and testing is involved for the evaluation. We investigated if
it was necessary to use the images from the same manufactures for training and testing
as opposed to mixing the images from two different manufactures. We found that by
using images from the same manufactures for training and testing, signiﬁcantly better
results were obtained than by pooling images of different manufactures.
The segmentation method had poor results for a few cases. One reason for poor per-
formance is that for extremely dense breasts, dense tissue also causes shadows behind
it. Our rib-surface detection algorithm in those cases assigns high probabilities to the
dense tissue, resulting in a poor segmentation of the chest wall. An example is shown
in Fig. 4.14(a). Another reason is that for some images, rib shadows are not obvious
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enough due to insufﬁcient scanning depth. For example in Fig. 4.14(b), the scanning
depth is not sufﬁcient to include rib shadows (the rib surface is too close to the bottom
of image). For further improvement, false positives of the rib-surface detector must be
reduced, for instance by incorporating more features characterizing dense tissue and
ducts.
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Abstract
Automated 3D breast ultrasound (ABUS) has gained a lot of interest and may become
widely used in screening of dense breasts, where sensitivity of mammography is poor.
However, reading ABUS images is time consuming, and subtle abnormalities may be
missed. Therefore, we are developing a computer aided detection (CAD) system to
help reduce reading time and prevent errors.
In the multi-stage system we propose, segmentations of the breast, the nipple and
the chestwall are performed, providing landmarks for the detection algorithm. Subse-
quently, voxel features characterizing coronal spiculation patterns, blobness, contrast,
and depth are extracted. Using an ensemble of neural-network classiﬁers, a likelihood
map indicating potential abnormality is computed. Local maxima in the likelihood
map are determined and form a set of candidates in each image. These candidates
are further processed in a second detection stage, which includes region segmentation,
feature extraction and a ﬁnal classiﬁcation. On region level, classiﬁcation experiments
were performed using different classiﬁers including an ensemble of neural networks,
a support vector machine, a k-nearest neighbors, a linear discriminant, and a gentle
boost classiﬁer.
Performance was determined using a dataset of 238 patients with 348 images (views),
including 169 malignant and 154 benign lesions. Using free response receiver operat-
ing characteristic (FROC) analysis, the system obtains a view-based sensitivity of 64%
at 1 false positives per image using an ensemble of neural-network classiﬁers.
5.1 Introduction
Breast cancer is the leading cause of cancer death and the most frequently diagnosed
cancer among women in both economically developed and developing countries48.
One in every eight women will develop breast cancer in her life time. Studies show
that screening reduces the breast cancer mortality rate10,75. Currently mammography
is the primary modality for screening. However, the sensitivity of mammography is
poor when breast density is high7. As an adjunct modality to mammography, whole
breast evaluation with 2D hand-held ultrasound does increase screening sensitivity in
dense breasts6,53,55. Use of targeted ultrasound in screening may reduce unnecessary
recalls due to its ability to characterize lesions detected by mammography, in particu-
lar cysts68. However, 2D handheld ultrasound has operator-dependence and is time-
consuming for whole breast evaluation. Moreover, it can not visualize breasts in 3D.
Automated 3D breast ultrasound (ABUS) was developed to alleviate the drawbacks
of 2D ultrasound. The modality involves compression of the breast using a dedicated
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membrane and a wide transducer mounted in a scanning device. It provides 3D ul-
trasound images (views) of the breast from the skin line to the chest wall by an auto-
mated sweep over the breast. For each breast, depending on its size, up to as many as
ﬁve views (anterior-posterior, medial, lateral, superior, and inferior views) are taken
to cover the whole breast volume. Fig. 5.1 shows the most common four views for a
selected breast. Different than with 2D ultrasound, with ABUS readers are able to in-
spect coronal slices of the breast. Spiculation or retraction patterns, often characteristic
for malignancy are visible on these coronal slices, but are seldom seen on 2D ultra-
sound83,106. Wenkel et al.107 show that using ABUS allows to achieve a high reliability
of detection of solid and cystic lesions. Giuliano and Giuliano37 showed that using
ABUS in mammographically dense breasts could improve breast cancer detection in
asymptomatic women. In a reader study15, using ABUS led to a signiﬁcantly higher
sensitivity for malignant lesions than for benign lesions. Moon et al.69 developed a
computer-aided detection system for breast tumors in ABUS using multi-scale blob
detection algorithm. In 2012, the U.S. food and drug administration (FDA) approved
the use of an ABUS system developed by U-systems (Sunnyvale, CA, USA) for breast
cancer screening.
(a) (b) (c) (d)
Figure 5.1: Coronal sections (views) of the right breast of (a) anterior-posterior, (b)
medial, (c) lateral, (d) superior acquisitions. Each view covers a part of the breast and
red circles indicate the nipple positions.
With ABUS systems the effort and costs of acquiring images can be reduced, since
the imaging procedure can be performed by radiographers, as opposed to hand-held
ultrasound which has to be performed by radiologists. Despite this, implementation
of ABUS in screening will lead to a strong increase of the workload of radiologists,
because reading ABUS screening exams is much more time-consuming than reading
of mammograms. Apart from that, in the volumetric ABUS images lesions may be
overlooked more easily than in mammograms. Therefore, there is a need to develop
techniques to assist radiologists with the reading of ABUS images, to allow for more
efﬁcient reading while avoiding that lesions are overlooked. In screening mammog-
raphy, computer-aided detection (CAD) systems have been considered as a tool to re-
66 Computer-aided Detection in ABUS
lieve the shortage of trained readers for double reading4,76. Moreover, different stud-
ies9,36,72,86 have shown that use of CAD can improve the reader performance of breast
cancer detection.
In this paper, we present a novel system for detecting breast cancer in ABUS, as
an extension of previously reported work96. The method consists of an initial stage
to locate lesion candidates by combining voxel features dedicated to detecting lesions
such as blobness, spiculation and contrast and a second stage to eliminate false posi-
tive candidates by incorporating features characterizing the difference between cancers
and non-lesion structures such as the shadows of nipple, ligaments and ducts. Evalu-
ation was performed on a database of ABUS cases from 238 patients, acquired in four
different centers with systems from two manufacturers. The evaluation of our CAD
performance is based on free response receiver operating characteristic (FROC) analy-
sis. It is noted that some of the features we use in this work are similar to those reported
previously in a study on automated classiﬁcation of benign and malignant lesions94 as
they have been proven to be very descriptive for cancers in ABUS images. The detec-
tion problem studied in this paper is quite different though from lesion classiﬁcation,
because here we mainly deal with classiﬁcation between cancers and non-lesion false
positives, which are different from benign lesions.
5.2 Materials and Methods
5.2.1 Dataset
The automated 3D breast ultrasound images used in this study are a representative
sample of cases obtained in routine clinical care or screening from the Radboud Univer-
sity Nijmegen Medical Centre (Nijmegen, The Netherlands), the Jeroen Bosch Zieken-
huis (Den Bosch, The Netherlands), the Falun Central Hospital (Falun, Sweden), and
the Jules Bordet Institute (Brussels, Belgium). The used images were generated by two
types of ABUS systems: the SomoVu automated 3D breast ultrasound system devel-
oped by U-systems (Sunnyvale, CA, USA) and the ACUSON S2000 automated breast
volume scanning system developed by Siemens (Erlangen, Germany).
In our dataset, images from the device by U-systems have a maximum size of 14.6
cm by 16.8 cm on the coronal plane and a maximum depth of 4.86 cm while images
from the device by Siemens have a maximum size of 15.4 cm by 16.8 cm on the coronal
plane and a maximum depth of 6 cm. The transducer of the U-systems device model
used in this study had a ﬁxed frequency of 8.0 MHz or 10.0 MHz while the frequency of
the transducer by Siemens is variable between 5.0 and 14.0 MHz, and can be adjusted
according to the breast size. Each 3D volumetric view by the device from U-systems
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Figure 5.2: Cumulative histogram of lesion diameters of cancers in our dataset.
was generated with a minimal voxel size of 0.29 mm (along the transducer) by 0.13
mm (in depth direction) by 0.6 mm (along the sweeping direction) while images by the
device from Siemens have a minimum voxel size of 0.21 mm by 0.07 mm by 0.52 mm.
For processing, all images were resampled to obtain 0.6 mm cubic voxels.
The dataset used in this study consists of 348 images (views) from 238 patients
(U-systems images: 51%, Siemens images: 49%). For patients with lesions, only those
views in which the lesions were visible were included in this study. From these images,
169 malignant regions and 154 benign regions were annotated. From the 348 images,
40 images were completely normal. All malignant lesions were conﬁrmed by biopsies.
Benign lesions were either conﬁrmed by biopsies or by information from images of
different modalities. To develop and test our CAD system, we pooled all images and
randomly split the dataset into two sets: Set A including 94 malignant and 69 benign
lesions from 171 images and set B including 75 malignant and 85 benign lesions from
177 images. We took care that if there were multiple images of a patient these were
not distributed over both sets to avoid bias. The diameter of annotated cancers in our
dataset is 14.99 mm ± 6.99 mm. Fig. 5.2 shows the cumulative histogram for cancer
diameters in our dataset. About 80 percent of our cancers have a diameter of less than
20 mm and over 50 percent cancers are with a diameter smaller than 15 mm.
5.2.2 Foreground Mask and Intensity Normalization
We ﬁrst segment ABUS images to be able to restrict processing to the tissue volume.
A foreground mask was generated by performing Otsu’s thresholding77 followed by
a morphological closing operation to ﬁll holes inside the mask94. It is noted that the
foreground mask still includes tissue behind the chestwall and of the pectoral mus-
cle. Ideally, this should be excluded too, but since no reliable segmentation method is
available yet for ABUS images we apply the initial detection stage to the whole tissue
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(a) (b) (c)
Figure 5.3: Coronal sections of (a) the foreground mask, (b) the nipple location, and (c)
the chestwall segmentation.
mask.
Images in our dataset were acquired from two types of devices over a long period of
time and in different institutes. Due to variations of scan parameter settings and use of
different software versions the intensity levels of tissue types (fatty tissue, dense tissue,
etc) varied from patient to patient. Therefore image intensities of each image were
normalized. Since we only want to normalize the image based on the breast tissue, we
exclude the top 6 mm slices to avoid responses of skin tissue and we exclude tissue
with a depth more than 18 mm to minimize the presence of lung volume. Within the
foreground mask, the 97th percentile I ′97 and the 5th percentile I ′5 of intensity values
of voxels with a depth between 6 mm and 18 mm were extracted. The normalized
intensity I for each voxel is computed as:
I =
(I97 − I5)(Io − I ′5)
I ′97 − I ′5
+ I5 (5.1)
where Io is the original voxel intensity and I97 and I5 are constants representing refer-
ence values for the 97th percentile and the 5th percentile of intensity values.
The percentiles were chosen heuristically. We chose the 97th percentile and the 5th
percentile of all intensity values as reference intensities for normalization instead of
using the maximum and the minimum of all intensity values to avoid the inﬂuence of
outliers on the normalization.
5.2.3 Chestwall Segmentation and Nipple Detection
After intensity normalization, a segmentation method is applied to ﬁnd the chest-
wall95. Ideally, we want to exclude voxels behind the chestwall as CAD candidates.
However, the chest segmentation is not accurate enough to retain all the lesions. There-
5.2 Materials and Methods 69
fore we use the chestwall surface determined by the segmentation as a soft boundary.
We do this by computing the signed distance to the surface, and by using this as a fea-
ture in the classiﬁcation of lesion candidates. Pectoral muscle segmentation in ABUS
has not been investigated in this study. Voxels in the pectoral muscles are included in
the tissue evaluated by the system.
We observed that the shadows behind the nipple and the ducts connecting to the
nipple are regions where potential false positives are caused. Therefore, we designed a
method to detect the nipple and use it to compute a location feature. By including this
in the lesion representation we can suppress false positives close or behind the nipple
in the classiﬁcation stage. The location of the nipple is automatically detected by using
the Hough circle transform. This works well as the nipple in ABUS is visible as a dark
circle in slices close to the transducer. Fig. 5.3 shows an example of foreground mask
segmentation, nipple detection and chestwall segmentation.
5.2.4 Lesion Candidate Detection
In an initial lesion candidate detection stage, local features are calculated at each voxel
across the image. Using these features, at each location an abnormality likelihood is
computed using a classiﬁer trained with labeled voxel data. Local maxima of the voxel
likelihood map are then determined, and the highest maxima are taken to a next stage
of the detection process.
We deﬁne a set of features to characterize lesion voxels in ABUS, representing blob-
ness, coronal spiculation, contrast, and depth.
Blobness
As breast lesions appear as dark blob in ultrasound, we deﬁned two features to charac-
terize the blobness of the neighborhood surrounding a voxel. We applied an approach
which was previously developed for the detection of masses in mammography50,51.
For this work we extended the method to application in 3D.
In our method, in each voxel i, a measure of gradient convergence is computed
which determines if there is a tendency of voxels within a certain distance of i to point
to the central location i. To measure the convergence of neighboring gradients, we
deﬁne a target sphere SR with a radius R at voxel i and a spherical neighborhood as
shown in Fig. 5.4. Voxels j with a distance rij (rij ∈ [rmin, rmax]) to i are selected
when their gradient magnitude exceeds a small threshold. This selected set of voxels
is denoted by Ni.
For any voxel j in Ni, a contribution xj of voxel j to the convergence at site i is
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Figure 5.4: A schematic representation of the computation of our blobness feature.
Voxels j that are located at a distance rij to the center voxel i between rmin and rmax
and whose gradients are directed toward a sphere of radius R centered at the test site i
make contributions to the blobness calculation.
deﬁned as:
xj =
{
1− pj if h(νˆ, μˆ, θ) = 1
−pj else
(5.2)
h(ν, μ, θ) determines whether the gradient of voxel j is oriented towards the center
i, which is deﬁned as:
h(ν, μ, θ) =
{
1 if μˆ · νˆ > cosθ
0 else
(5.3)
where μˆ is the unit vector of the gradient at voxel j, νˆ is the unit vector from j to i and
θ is the angle between νˆ and a tangent line from j on SR.
pj is the probability that the gradient of voxel j would be pointing to the target
sphere SR at i in a random pattern with a uniform orientation distribution. To compute
the probability we divide a partial area of a sphere, Srij , with a radius rij centered at j
by the whole area of the sphere Srij . The partial area is the projection from the voxel j
on the surface of Srij intersected by the target sphere SR. Therefore, the probability pj
is
2πr2ij(1− cos(θ))
4πr2ij
=
1
2
(1− cosθ) (5.4)
Using binomial statistics, the normalized blobness measure50 at i is deﬁned by
g1 =
∑
j∈Ni xj√∑
j∈Ni pj(1− pj)
(5.5)
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To make this measure independent on the choice of the neighborhood size (rmax), it
is computed as a function of rmax (4 mm < rmax < 10 mm). The parameters rmin and R
are both set to 2.4 mm. The maximum of g1 over the range of neighborhood size (rmax)
was chosen as the blobness value of voxel i.
For the second blobness feature g2, when the maximum of g1 is chosen, we divide
the spherical neighborhood into Ki sections as shown in Fig. 5.4. Ki was experimen-
tally ﬁxed to 40. This feature measures to what extent the gradients pointing to i are
uniformly distributed among all sections. For a section k, the blobness contribution is
Xi,k =
∑
j∈Nk
xj (5.6)
where Nk denotes voxels from Ni in section k.
The uniformity feature50 is deﬁned by
g2 =
n+ −Ki/2√
Ki/4
(5.7)
with n+ the number of sections in which Xi,k is positive.
Spiculation
Spiculation patterns are often seen in mammography when a cancer is present. Studies
already showed that in the coronal plane of 3D ultrasound, spiculation patterns or re-
tractions are often observed surrounding breast cancers58,83,106. Tan et al.94 showed that
coronal spiculation features contribute to automated discrimination of malignant from
benign lesions. In this study, we used two spiculation features for voxel classiﬁcation.
The method used to determine presence of spiculation was described in50 and94. In
this method, in each voxel i a measure of line convergence is computed which indicates
if there is a pattern of white lines in the coronal plane pointing to i. We ﬁrst deﬁne at lo-
cation i on the coronal plane a circular neighborhood with radius r. Next, we analyze
the voxel orientation pattern in this neighborhood, determined by matching at each
site in the neighborhood the orientation of a directional 2nd-order Gaussian derivative
with the local intensity pattern. When a spiculation pattern is present, voxels in this
neighborhood are more likely to be oriented towards the central voxel i. We derive the
following two features from the calculated voxel orientations. The ﬁrst feature sp1 is
a normalized measure of the fraction of voxels with orientation pointing towards the
center. The second feature sp2 indicates whether voxels with orientations pointing to
the center are uniformly distributed among all angular sections. Similar to the com-
putation of the blobness features, the ﬁnal output of sp1 is the maximum of the values
that were compute at several scales (12 mm < r < 30 mm) and sp2 is computed at the
scale when the maximum of sp1 is found.
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Contrast
To determine contrast of the region centered at a voxel i, we deﬁne a spherical neigh-
borhood of i with a radius r. Two contrast features are computed as a function of r.
The ﬁrst is deﬁned by
c1(r) = Is(r)− Is(r − d) (5.8)
where Is(r) represents the average intensity measured in the spherical neighborhood
of i. The parameter d was ﬁxed to 3 mm empirically.
The second contrast feature was computed similarly but only in 2D coronal planes,
using a circular neighborhood around i with a radius r. This feature was deﬁned by
c2(r) = Ic(r)− Ic(r − d) (5.9)
where Ic(r) represents the average intensity measured in the circular neighborhood.
The parameter d was ﬁxed to 3 mm. The computation of the ﬁnal features c1 and c2 is
similar to that of the spiculation and blobness features. The ﬁnal output of c1 and c2 is
the maximum of the values computed in the range (4 mm < r < 10 mm).
Depth
In ultrasound features change with increasing depth. In addition, the probability of
occurrence of cancers also varies with depth. To take this into account, we used the
depth of voxels dp as a feature. The idea is that this will help to reduce false positives
(FP) which are very deep or very close to the skin.
5.2.5 Voxel classiﬁcation and lesion candidates
To obtain lesion candidates, an initial voxel classiﬁcation is performed using the seven
features described above. Supervised classiﬁcation was used with an ensemble of ﬁve
neural networks. Every neural network consists of an input layer of 7 nodes represent-
ing the features, and a hidden layer of 5 hidden nodes and an output layer with one
node. Each network was initiated with random weights to reduce the inﬂuence of the
initial weights on the ﬁnal output of the trained network. The ﬁnal classiﬁer output
was computed by averaging the ﬁve network outputs, which stabilizes classiﬁcation
outputs and improves the classiﬁcation performance compared to a single neural net-
work classiﬁer as suggested by studies39 108.
Training data for the voxel classiﬁer was selected using the ground truth annota-
tions. For the initial detection stage, we trained our system to detect both benign and
malignant lesions. Given that the average breast lesion radius is 9 mm100 and the aver-
age cancer radius is 7.5 mm in our dataset, for the class of lesion voxels, we empirically
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(a) (b)
Figure 5.5: Coronal sections of an anterior-posterior of the right breast acquisition (a)
with an annotated malignant lesion, (b) overlayed with the abnormality likelihood map,
where red represents areas of high likelihood.
used all voxels within 3.6 mm (6 voxels) to the center of annotations of benign and ma-
lignant lesions. For the class of normal voxels, we selected voxels within the breast
mask that were located at least 18 mm away from the lesion center.
An example of a likelihood map obtained from the voxel classiﬁer is shown in Fig.
5.5. Subsequently the likelihood map is smoothed using a Gaussian kernel, thresh-
olded, and local maxima are computed. Maximum within 10 mm of each other are
fused into one new maximum. At most 16 maxima per view were kept from the initial
detection. The resulting maxima are then passed on to the second stage of the detec-
tion.
5.2.6 False positive reduction
The lesion candidate locations obtained from the initial stage of the detection are used
as seed points for a 3D region segmentation. We use a spiral-scanning based dy-
namic programming technique, which was initially introduced by Wang et al.104 for
pulmonary nodule segmentation in CT. The method was adapted by Tan et al.94 for
lesion segmentation in ABUS. Subsequently, region features are extracted to train a
classiﬁer for false positive reduction. The features used are described below.
Features from initial stage
Given a segmentation of a region, the output of the voxel based classiﬁer in the initial
stage and the voxel features can be summarized in many ways to represent a region.
Besides the voxel features and the voxel likelihood of the seed point, we use the mean
and the maximum value of g1, g2, sp1, sp2, c1, and c2 inside the segmented region. In
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addition, the 75th percentile of sp1, sp2 and the voxel likelihood l in the region were
also extracted. Furthermore, we use the difference between the voxel likelihood of the
seed point and the median of the likelihoods of all seed points from the same image, to
indicate the relative abnormality of this seed point. Similarly, the difference between
the intensity of the seed point and the median of intensities of all seed points was
also used to indicate the relative darkness of the candidate region. In total, this group
comprised of 25 features.
Texture
Within a minimal cubic bounding box surrounding a segmented candidate region, the
co-occurrence matrix with an offset of 3.6 mm in the depth direction is used to derive 6
texture features40 including energy, entropy, inverse difference moment, inertia, cluster
shade and cluster prominence.
Location
Shadows and structures caused by the nipple and the connecting ducts very close to
the nipple are often assigned high likelihoods in the initial stage. Therefore, the rela-
tive location of a candidate region to the nipple is important. These effects are mostly
limited to 6 cm wide area around the nipple in coronal plane. We include a feature
describing relative location. For regions closer than 3 cm to the nipple in the coronal
projection, the distance to the nipple was used as a feature. For regions further away,
a feature value of 3 cm was used, thus avoiding that this inﬂuences discrimination of
regions further away from the nipple. Furthermore, to reduce false positives beyond
the chestwall, a signed distance to the chestwall was included in the feature set. The
distance to the boundary of the foreground mask, seed point depth, and the depth of
both the highest and lowest voxel of the region segmentation were also used. Thus, 6
features related to lesion location were used.
Dedicated Region Features
To represent other relevant properties of the segmented regions we compute volumet-
ric height-to-width ratio, posterior acoustic behavior, compactness, average region in-
tensity, region volume96. Furthermore we compute the difference between the aver-
age intensity of a region and its outer border, consisting of voxels outside the lesion
within 1.2 mm of the boundary, and the average radial gradient magnitude of the re-
gion boundary. Margin contrast is computed in a central segment of a region.
True lesions in ABUS appear darker than fatty and dense tissue. Dark tissue also
includes shadows and artefacts. To reduce false positives in fatty and dense tissue
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Figure 5.6: The topmost coronal section of an anterior-posterior acquisition of a breast
showing (a) an area of insufﬁcient contrast with the transducer, (b) shadows caused by
the lack of contract.
regions, we compute the fraction of dense and fatty tissue in a segmented candidate
region. For this purpose we segment each ABUS image in fatty, dense and dark tissue
using Otsu’s thresholding77.
During ABUS imaging, bad skin contact of the transducer, often due to insufﬁcient
use of contact lotion, results in artefacts. These appear as bright blobs in the upper
coronal slices with a strong shadowing effect in the lower slices (Fig. 5.6). To avoid
false positive due to these artefacts, we project the region segmentation on the upper
coronal slice. The average intensity of the projected segmentation on the upper coronal
slice, ITop, and the difference between the average intensity in projection and its outer
border, consisting of voxels outside the lesion within 3 mm of the boundary, ITopContrast
were computed to characterize these false positive regions.
The ﬁrst stage classiﬁcation also often assigns a high response to thin elongated
shadow patterns caused by ducts or ligaments only visible in few transversal or sagittal
slices. Since small compact tumors are often round we include an area ratio as a feature
deﬁned by
ar =
|areat − areas|
max(areat, areas)
(5.10)
where areat and areas are region size on transversal and sagittal views through the
center, respectively.
5.2.7 Region Classiﬁcation
In the second stage of the detection, a suspiciousness level for a region being a cancer is
computed by the CAD system using the features described above and supervised clas-
siﬁcation. In total 50 features were included. We investigated the use of ﬁve different
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classiﬁcation methods: A support vector machine (SVM) with a radial basis function
(RBF), an ensemble of ﬁve neural networks (NN), linear discriminant analysis (LDA),
gentleboost (GB)31,102, and k-nearest neighbors (kNN). To train the region classiﬁer, we
took candidate regions whose centers were closer than 10 mm to the annotated ma-
lignant lesion center for the class of cancer regions. For the class of normal regions
we took the candidate regions whose centers were more than 10 mm away from both
malignant and benign lesion centers.
5.2.8 Experiments and Evaluation
To obtain unbiased detection results we used the following procedure. In the initial
stage, we used Set A for training and Set B for testing. In the second stage, a 10-fold
cross-validation procedure on patient level was performed on the testing dataset Set
B. For each run of the cross-validation, the training folds from Set B and the whole Set
A were combined into a training set. This training set was also used to perform selec-
tion of the parameters of the classiﬁers using a grid search process, such as the penalty
factor and kernel parameter for SVM, the number of stumps for GB, the fraction of ab-
normal samples for NN, and the number of neighbors for kNN. The outer loop of the
cross validation was used to determine system performance. To obtain an unbiased
detection result for Set A, we repeated the same procedure by swapping the two sub-
sets. The detection results of Set A and Set B were pooled to estimate the performance
of the CAD system.
To investigate the beneﬁts of using the spiculation features in the initial detection
stage, we conducted experiments with and without using the spiculation features.
For both stages of the detection we use free-response receiver operating character-
istic (FROC) analysis to determine the performance of the system based on the suspi-
ciousness level obtained for each region or voxel candidate (seed point) and ground
truth annotations. The annotations we had available were 2D contours on coronal
slices, representing the sections where the lesions are best visible. A region or voxel
candidate is considered a hit when the center of the region or the seed point is within
10 mm to the annotated malignant lesion center. Each annotation can only obtain one
hit. When multiple regions or seed points hit the annotation of a malignant lesion, the
one with the highest suspiciousness is chosen and the rest is discarded. The hits on
annotated benign lesions are ignored and thus not considered as false positives.
We used view-based and patient-based analysis. This leads to different results
when lesions are visible in multiple views, or if more than one region associated with
cancer is present in a view. Using view-based analysis all regions in different views are
treated independently. The positives are annotated cancer regions and true positives
are correctly detected cancer regions. With patient-based analysis the true positive frac-
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tion is computed as the fraction of cancerous patients in which at least one cancerous
region is detected out of all cancerous patients. When cancers are detected in different
views of the same patient, the CAD region with the highest likelihood is assigned to
the patient. The false positives in different views are always counted separately.
For statistical analysis of the results of our experiments we used bootstrapping.
For each experiment, the test dataset was sampled with replacement 1000 times. As a
measure of performance we used the difference of the mean sensitivity of the system
in the range between 0.1 FP/image and 10 FPs/image, computed on a logarithmic
scale. To determine signiﬁcance of experimental outcomes p values were obtained by
taking the fraction of positive or negative differences in the distribution. A difference
in performance of two classiﬁers is considered to be signiﬁcant if p < 0.025/N (two-
sided), with N the number of comparisons performed for Bonferroni correction.
5.3 Results
Fig. 5.7 shows the performance of the initial detection and second detection stage of
the system, using the neural-network classiﬁers in both stages. In the initial stage, the
CAD system achieved a view-based lesion sensitivity of 48% and 56% at one and two
false positives per image, respectively. About 12% of the malignant lesions is missed
by the initial stage. With the second stage, view-based lesion sensitivity increased to
64% and 70% at one and two false positives per image, respectively. Fig. 5.8 shows
an example of a cancer that is correcly detected by the system. Table 5.1 and Fig. 5.9
summarize the performances of the second stage using different classiﬁers. At one
false positive per image the NN classiﬁer had the highest view-based lesion sensitivity
(64%). Fig. 5.10 shows the performance of the NN based system using view-based and
patient-based lesion sensitivity. At one false positive per image patient-based lesion
sensitivity was 73%. Fig. 5.11 shows that by using spiculation in the initial detection
stage, the performance is signiﬁcantly improved (p < 0.001).
Table 5.1: The sensitivities of the experiments using different classiﬁers at 1 FP/image
and 2 FPs/image.
NN SVM kNN LDA GB
1 FP/image 64% 62% 61% 62% 57%
2 FP/image 70% 68% 68% 68% 60%
Table 5.2 shows p values for the comparisons between second stage classiﬁers using
view-based analysis. Using the neural-network classiﬁer, the performance is signiﬁ-
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Figure 5.7: FROC curves of the initial stage and the second stage of the CAD system
using the neural-network classiﬁer.
cantly better compared to that using GB (p < 0.025/10, considering that 10 compar-
isons between different classiﬁers are performed).
Table 5.2: The p values between the performances by using different classiﬁers in the
second stage. p values are bolded when the mean sensitivity using classiﬁer in the left
entry is higher than that in the upper entry.
Classiﬁers NN SVM kNN LDA GB
NN - 0.330 0.031 0.009 <0.001
SVM - - 0.072 0.019 <0.001
kNN - - - 0.313 0.003
LDA - - - - 0.054
GB - - - - -
5.4 Conclusion and Discussion
We have developed a multi-stage computer-aided detection (CAD) system for breast
cancers in automated 3D breast ultrasound (ABUS). It was found that by using a sec-
ond detection stage in which a region based classiﬁcation is performed based on ded-
icated features we developed to reduce false positives the performance of the initial
detection is improved. Using a large databse for evaluation, we found that at one false
positive per image the view-based lesion sensitivity and the patient-based lesion sensi-
tivity were 64% and 73%, respectively. Whether this is sufﬁcient for clinical application
is not yet known, since no systems for detection of lesions in ABUS have been clinically
evaluated to date.
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Figure 5.8: Coronal section of an anterior-posterior acquisition of a breast showing the
CAD regions (orange circles) from the second stage detection and the corresponding
cancer annotation (red contour).
Figure 5.9: FROC curves of the second stage of the CAD system using different classi-
ﬁers.
In the initial detection stage of our method, seven features were used for voxel
classiﬁcation. We found that spiculation features were particularly effective. The per-
formance of a system using coronal spiculation features was signiﬁcantly better than
that of a system without these features.
The aim of the initial detection is to detect as many true lesions as possible at a false
positive rate that is still manageable in second stage. In the design of our system, can-
cers missed by the ﬁrst stage cannot be detected in the second stage, unless the region
segmentation from other lesion candidates accidentally extends to the undetected can-
cers. We found that at the cutoff point we used twelve percent of malignant lesions
were missed by the initial detection. Fig. 5.12 shows an example of such a missed
lesion. In this case the lesion was missed because there is no spiculation or retraction
pattern present and because the lesion shape is not typical for cancer. Without a spicu-
lation or blobness signal these lesions are missed by the current system. In the future,
voxel features characterizing lesions with a less blob-like shapes need to incorporated.
Some other cancers missed by our system appeared to be rather large, with a radius
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Figure 5.10: View-based and patient-based FROC curves of the second stage of the
CAD system using an ensemble of ﬁve neural-network classiﬁers.
Figure 5.11: FROC curves of the initial stage with and without incorporating spiculation
features using an ensemble of ﬁve neural-network classiﬁers.
exceeding 20 mm. In fact, it turned out that some were detected with a mark in the
periphery of the lesion, but not counted as true positive due to our detection criterium
using a distance measure. Since such large lesions are not well represented in the train-
ing data they are easily missed, but one might argue that missing these lesions would
not have a large implication in practice because radiologists will not overlook them.
For the region classiﬁcation, a number of classiﬁers were used and the resulting
performances were compared. Using an ensemble of neural-network classiﬁers, the
performance was signiﬁcantly better than when using the gentleboost classiﬁer. This
was surprising since we expected better performance with the boosting techniques,
which are often found to have superior performance in the literature.
The performance of our CAD system is evaluated by FROC analysis. If the system
is used clinically to mark suspicious regions, an operating point has to be chosen at
which the number of false positives is acceptable for radiologists. In mammography
commercial CAD systems currently have about 1 to 3 marks per case60,62. Because
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(a) (b)
Figure 5.12: A malignant lesion missed by the initial detection is shown in (a) coronal
and (b) transversal plane.
we are dealing with volumetric data, more markers might be acceptable. While an
appropriate setting has to be determined experimentally, we believe that more than
two marks per volume will not be tolerated in practice. At that point, our system has
a patient-based sensitivity of 78%. Future research should improve performance and
both reduce false positives and increase sensitivity. Furthermore the detection system
can be used in combination with a dedicated computer-aided classiﬁcation system to
distinguish malignant lesions from benign lesions.
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Finding Lesion Correspondences in Different Views of Automated 3D Breast
Ultrasound
ABSTRACT
Screening with automated 3D breast ultrasound (ABUS) is gaining popularity. How-
ever, the acquisition of multiple views required to cover an entire breast makes radio-
logic reading time-consuming. Linking lesions across views can facilitate the reading
process. In this paper, we propose a method to automatically predict the position of a
lesion in the target ABUS views, given the location of the lesion in a source ABUS view.
We combine features describing the lesion location with respect to the nipple, the trans-
ducer and the chestwall, with features describing lesion properties such as intensity,
spiculation, blobness, contrast and lesion likelihood. By using a grid search strategy,
the location of the lesion was predicted in the target view. Our method achieved an
error of 15.64 mm±16.13 mm. The error is small enough to help locate the lesion with
minor additional interaction.
Keywords: automated 3D breast ultrasound, breast cancer, CAD, automated link-
age
6.1 Introduction
It is well known that the sensitivity of mammography is low in dense breasts. In mam-
mograms of these women, small masses can be obscured by the dense ﬁbroglandular
tissue (Fig. 6.1)59. Schaefer et al.89 showed that by using handheld ultrasound to-
gether with mammography, 15.9 % extra cancers were found for the dense breasts and
12.8 % extra cancers were found for all breasts. Berg et al.6 showed that using ultra-
sound and mammography could reveal additional 1.1-7.2 cancers per 1000 high-risk
women , with an increase of false positives. Automated 3D breast ultrasound (ABUS)
is rapidly gaining popularity as a low cost adjunct screening modality for women who
have dense breast tissue. Wenkel et al.107 show that using ABUS allows to achieve a
high reliability of detection of solid and cystic lesions. Giuliano and Giuliano37 found
that using automated 3D breast ultrasound (ABUS) together with mammography im-
proved breast cancer detection rate, resulting 12.3 per 1000, compared to 4.6 per 1000
by mammography alone. In a reader study15 by Chang et al., using ABUS led to a
signiﬁcantly higher sensitivity for malignant lesions than for benign lesions. In 2012,
the U.S. food and drug administration (FDA) approved the use of an ABUS system
developed by U-systems (Sunnyvale, CA, USA) for breast cancer screening.
Depending on the breast size, usually up to as many as ﬁve 3D ABUS acquisitions
(called views, Fig. 6.2) are taken per-breast, in order to image the entire volume. Ra-
diological reading of such a large amount of image data is time consuming. Exist-
ing computer-aided detection (CAD) methods for ABUS96 can detect potential cancer
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(a) (b)
Figure 6.1: (a) ABUS image containing shows a small cancer with a diameter < 6 mm
indicated by the cursor (coronal). (b) The corresponding mammogram in CC view in
which the lesion is obscured by dense tissue.
regions and their suspiciousness levels to facilitate the reading process. These algo-
rithms, however, do not link the detected regions across the different views of the
same breast. To improve localization and detection performance of readers, and to fa-
cilitate the further use of the CAD, we propose a method that allows radiologists to
locate potential abnormalities in other views (target images) when a lesion has already
been pointed out by reader or CAD in the current view (source image). This method
can also be used to provide the linkage of CAD regions in different views to improve
overall CAD performance.
6.2 Materials and Methods
6.2.1 Dataset
The breast ultrasound images used in this study were obtained from the Radboud Uni-
versity Nijmegen Medical Centre (Nijmegen, The Netherlands) and the Jules Bordet
Institute (Brussels, Belgium). Both centers used the Siemens ACUSON S2000 ABVS
(Erlangen, Germany). Imaging involved a frontal compression by a dedicated mem-
brane and a transducer (5.0 to 14.0 MHz) with a width of 15.4 cm. Each 3D volumetric
view was generated with a minimal voxel size of 0.21 mm (along the transducer) by
0.07 mm (in depth direction) by 0.52 mm (along the sweeping direction). For process-
ing, images were resampled to obtain 0.6 mm cubic voxels.
For this study, we used a dataset containing ABUS images of 44 patients in which
a lesion is visible in at least two views of the same breast. Corresponding lesions were
annotated and manually linked as reference standard. Given the annotation of a lesion
in one view, the task is to predict the position of the same lesion in the other view(s). We
86
Finding Lesion Correspondences in Different Views of Automated 3D Breast
Ultrasound
(a) (b) (c)
(d)
Figure 6.2: Coronal slices of the four most common views in ABUS: (a) anterior-
posterior view, (b) medial view, (c) lateral view, and (d) superior view.
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selected only the views in which lesions are visible. In total, this yielded 120 directional
linkages between the lesions.
6.2.2 Methods
A general approach to obtain correspondences between two images of the same object
is by image registration. However, for this particular task, direct image registration is
challenging. First, different ABUS views of the same breasts cover different parts of the
breast and the small overlap and different coverages of different views would make
registration less reliable. Secondly, due to large compressions in different directions
during imaging, there is a large deformation between different views of the breast.
In this paper, we do not intend to ﬁnd all voxel correspondences between different
views. We are only interested in ﬁnding lesion correspondences. Therefore, we do
not use an image-registration approach. Instead, we try to ﬁnd the point in the target
image which is closest to the source point in a deﬁned feature space.
In order to restrict the predicted location to the breast tissue, segmentation of the
breasts is necessary. A 3D breast mask was generated by performing Otsu’s threshold-
ing followed by a morphological closing operation to ﬁll holes inside the mask94.
When radiologists look for corresponding lesions in different views of the ABUS
or between images from different modalities, they relate the position of the lesion to
visible anatomical structures such as the skin of the breast, the nipple and the chest-
wall. To extract this information, the location of the nipple is automatically detected
by using the Hough Circle Transform. This works well as the nipple in ABUS is visible
as a dark circle in slices close to the transducer. The nipple location is used to compute
contextual features for our algorithm. Furthermore, the chestwall is segmented using
a cylinder model95. Fig. 6.3 shows an example of the breast mask segmentation, nipple
detection and chestwall segmentation.
For each voxel within the breast mask, we compute position features using these
landmarks and a set of local features to characterize lesions to ﬁnd the corresponding
lesions in two views.
Position Features
Given the location of the nipple in the 2D coronal plane and the chestwall segmenta-
tion, for each voxel we can compute its coordinate x, y relative to the nipple position (x
is in the direction parallel to the transducer and y is in the direction of the transducer
motion), the distance to the nipple dn, and signed distance to the chestwall dc. We also
incorporated depth (distance from the membrane, dp) as a position feature.
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(a) (b) (c)
Figure 6.3: (a) a breast mask overlay in the coronal view, (b) nipple detection in the
coronal view, (c) chestwall segmentation as overlay.
Local Features
Each view is obtained by compression of the breast towards the chest under different
orientations. Therefore, there is a large deformation between different views. Due to
this deformation, the predictions would be inaccurate if linkage would be based solely
on the nipple and chestwall locations. This is why besides using the location infor-
mation obtained from the segmentation step, for each voxel we extracted intensity I ,
two spiculation features (sp1, sp2), two blobness features (b1, b2), two contrast features
(c1,c2), and the likelihood of a voxel being part of a lesion (l) (Fig. 6.4) resulting from a
CAD system96.
Location Prediction
The prediction of the lesion location is based on similarities of computed features be-
tween voxels of the lesion in the source image and voxels in the target image. All
features are normalized such that for the view at hand the distribution of each feature
has a zero mean and unit standard deviation using all voxels in the source view within
the breast mask. We used the center of the annotation and its 6 neighbors from the
source image as source points. In the target image, we use a grid search that com-
pares the Euclidean distance of each voxel to the source point in the feature space. The
matching voxel in the target image is the voxel with the smallest Euclidean distance
to the source point. This results in 7 matching locations in the target image. The ﬁnal
location of the corresponding lesion is determined by the median location of these 7
points.
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(a) (b)
Figure 6.4: Coronal sections of a right breast with a lesion (red contour) and lesion likeli-
hood overlay in (a) anterior-posterior view and (b) medial view, where green represents
areas of high likelihood.
6.3 Results
We used the spatial distance in mm’s of the predicted location to the center of the
annotated location of the target lesion as our performance measure. We analyzed this
measure for all linked lesions in our dataset bidirectionally. Fig. 6.5 shows an example
of such a prediction. We perform our method with and without local features. Fig.
6.6 shows the box plots of errors obtained by the two experiments. With only position
features, our method obtained a mean error of 20.28 mm and a standard deviation of
13.42 mm. With all features included, our method obtained a mean error of 15.64 mm
and a standard deviation of 16.13 mm. Fig. 6.7 also shows the cumulative histogram of
the errors obtained by the two experiments. Using all features, it can be seen that about
73% of the predicted locations are less than 20 mm away from the actual lesion center.
Adding local features to the position features signiﬁcantly improved the localization
(paired t-test, p = 0.02).
6.4 Conclusion and Discussion
In this paper, we have presented a method to predict the position of a breast lesion
in target ABUS views given the location of the lesion in a source ABUS view. We
combined features describing the lesion location with respect to landmarks such as
the nipple, the transducer and the chestwall, with features describing lesion properties
such as intensity, spiculation, blobness, contrast, and likelihood of being a lesion. By
using a grid search strategy, the location of the lesion was predicted in the target view.
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(a) (b)
Figure 6.5: (a) a lesion (red contour) in a source image. (b) the predicted position
(orange circle) in a target image of the same breast.
Our method achieved an error of 15.64 mm±16.13 mm. Considering that the average
breast lesion radius is 9 mm100, the error is likely small enough to help locate the lesion
with minor additional interaction.
The preliminary results are promising. The accuracy of the proposed method mainly
depends on the accuracy of the nipple detection. Using other features characterizing
lesions signiﬁcantly improved the accuracy. In the future, we will improve the method
by incorporating features extracted at the region level, i.e. the size of the region, acous-
tic posterior behavior, etc. With those region features, a further improvement is ex-
pected, and by using more advanced prediction methods using supervised learning
we could weight the inﬂuence of the different features on the result. Moreover, using
a biomechanical model65 of a breast to simulate the compressions of different views
might also be helpful for the task.
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(a) (b)
Figure 6.6: (a) boxplot of errors using only position feature vector. (b) boxplot of errors
using all features.
(a) (b)
Figure 6.7: (a) cumulative histogram of errors using only postion feature vector. (b)
cumulative histogram of errors using all features.
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About 40 percent of women have dense breast tissue8. Women with extreme dense
breasts have a risk of developing breast cancer that is 4 to 6 times higher than that of
women of similar age with no or very low breast density7. For these dense breasts,
the sensitivity of using mammography for cancer detection is as poor as 30-48%63. For
female BRCA1/2 gene mutation carriers, exposure to diagnostic radiation before age
30 was associated with an increased risk of breast cancer78. For these women with dif-
ferent breast density and gene mutation, choosing a personalized screening modality
is rather important.
Digital breast tomosynthesis mammography (DBT) as a promising new technology
is developed for imaging dense breast. A 3D volume of a breast can be reconstructed
using multiple 2D projection images. Studies has shown that using DBT together with
mammography, the recall rate can be reduced38 and the sensitivity can also be im-
proved3. However, this technology is rather new, a fair estimate of the beneﬁts apply-
ing DBM on personalized screening should be investigated. Moreover, the dose use of
DBT is even higher than that of mammography. Therefore it is not suitable to apply
DBT on BRCA1/2 gene mutation carriers. In the other hand, screening studies already
showed that combining 2D ultrasound6,12 or 3D37,53 ultrasound together with mam-
mography, the detection rate of breast cancers was signiﬁcantly improved. Automated
3D breast ultrasound has a potential to be used as an alternative screening modality
for these women with dense breasts and also for BRCA1/2 gene mutation carriers. The
standardized imaging protocol make it more suitable as a screening device compared
to 2D ultrasound.
To be able to image the entire breast, three to ﬁve ABUS views targeting different
areas are taken to cover the whole volume of the breast while for mammography usu-
ally only 2 (MLO and CC) mammographic views are taken. Each ABUS views is an
volumetric image consisting of around 280 transversal slices while a mammographic
view is a single 2D slice. Therefore ABUS screening requires more man power for ra-
diological reading compared to mammography screening. To speed up the workﬂow
and make the ABUS screening more effective, computer systems are expected to play a
role in the future. A computer aided detection (CADe) system can be used to facilitate
the localization of suspicious regions and prevent oversight errors by radiologists. A
computer-aided diagnosis (CADx) system can be used to distinguish malignant lesions
from benign lesions, thus reducing the number of benign lesion recalls.
Chapter 2 reports on the development of a computer-aided diagnosis (CADx) sys-
tem for characterization of breast lesions in ABUS. In our work, we developed a system
that extract features describing spiculation from reconstructed coronal planes. In this
plane spiculation is better visible than in other planes and we know this is highly corre-
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lated with malignancy. The spiculation feature is absent in the most CADx systems de-
veloped for 2D ultrasound and 3D ultrasound. We incorporated this feature with other
features in the CADx system and we show that the use of coronal spiculation features
(Az = 0.93) signiﬁcantly improves CADx performance (Az = 0.90, p = 0.02). In addi-
tion, a number of morphological features such as height-to-width ratio, compactness,
and sphereness are extracted as the shapes of cancers and benign lesions differ. These
morphological features strongly rely on the lesion segmentation which is challenging
in ultrasound. In this thesis, we used spiral- scanning based dynamic programming
to perform the task. However other segmentation methods are also possible such as
graph cut, smart opening and level-set. To choose the most appropriate segmentation
method in ultrasound, comparison between different segmentation methods based on
diagnostic accuracy is needed in future. Moreover, texture analysis is absent in this
CADx system. Incorporating features such as co-occurrence based texture features,
local binary patterns and Haar-like features may further improve the CADx system.
In chapter 3, we conducted an observer study in which we investigated if reader
performance can be improved by using a CADx system and we also compared the
reader performance with that of the stand-alone CADx system. The CADx system
had an area under ROC curve (AUC) of 0.92 for discriminating benign and malignant
lesions, where the unaided reader AUC ranged from 0.77 to 0.92. Mean performance
of inexperienced readers improved when CADx was used (AUC = 0.85 vs 0.90; p =
0.007), while mean performance of experienced readers did not change with CADx
(AUC=0.89). The results shows that our CADx system needs to be improved to be able
to aid experienced radiologists. Moreover, the ABUS CADx is a new technique, readers
might need more training with CADx to get more conﬁdence in the system and adjust
themselves to use the system optimally. In this work, the effect of using CADx on the
reading time for each reader is not studied. The time effect (shortening or prolonging
the reading time) might be an important factor when incorporating computer systems
in the clinical workﬂow.
For the development of a computer-aided detection (CADe) system, it is necessary
to segment the chestwall in ABUS to remove the false positives beyond the chestwall.
In chapter 4, we present an automatic method to segment the chestwall. We show that
the visible part of the chestwall in an automated 3D breast ultrasound image can be
accurately modeled by a cylinder. Therefore, we ﬁt the surface of our cylinder model
to a set of automatically detected rib-surface points. The detection of the rib-surface
points is performed by applying a classiﬁer using features representing local image
intensity patterns and presence of rib shadows. The average mean distance of the
annotated points to the segmented chest wall was 5.59±3.08 mm. The average result
is promising. However, in several cases, our method over-segments thoracic volumes
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covering a part of breast tissue which means that there is a risk of eliminating cancers
from the detection.
In chapter 5, we reported a multi-stage detection system for breast cancers in ABUS.
Segmentations of the breast, the nipple and the chestwall are performed, providing
landmarks for the detection algorithm. Subsequently, voxel features characterizing
coronal spiculation patterns, blobness, contrast, and depth are extracted. Using an
ensemble of neural-network classiﬁers, a likelihood map indicating potential abnor-
malities is computed. Local maxima in the likelihood map are determined and form
a set of candidates in each image. These candidates are further processed in a second
detection stage, which includes region segmentation, feature extraction and a ﬁnal clas-
siﬁcation. On region level, classiﬁcation was performed to reduce false positives. The
computer-aided detection system we developed achieved good detection performance
(a view-based sensitivity of 64% at 1 false positives per image).
To improve localization and detection performance of readers, and to facilitate the
further use of the CADe system, in chapter 6 we proposed a method that allows radiolo-
gists to locate potential abnormalities in other views (target images) when a lesion has
already been pointed out by a reader or CADe in the current view (source image). We
combine features describing the lesion location with respect to the nipple, the trans-
ducer and the chestwall, with features describing lesion properties such as intensity,
spiculation, blobness, contrast and lesion likelihood. By using a grid search strategy,
in the feature space, the voxel in the target view which has the minimal distance to
the source point was chosen as a target point. Our method achieved an error of 15.64
mm±16.13 mm. The error is small enough to help locate the lesion with minor addi-
tional interaction. In the future, we will improve the method by incorporating features
extracted at the region level, i.e. the size of the region, acoustic posterior behavior,
etc. With those region features, a further improvement is expected, and by using more
advanced prediction methods such as supervised learning we could weight the inﬂu-
ence of the different features on the result. A limitation of our work is that our method
is only applicable to link abnormalities. Full voxel to voxel correspondences between
views are not available. A potential solution might be applying a dedicated biome-
chanical breast model65 to simulate the compressions of different views from which
the correspondences of every voxel across ABUS views can be determined.
To summarize, in this thesis we have developed techniques to automatically seg-
ment breast foreground, detect the nipple, segment chestwall, automatically detect,
segment and accurately diagnose breast lesions or suspicious regions in automated 3D
breast ultrasound images. We demonstrated that using a computer-aided classiﬁcation
system can improve diagnostic performance of inexperienced readers.
Most ultrasound image analysis techniques introduced here rely on the intensity
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level of voxels in ABUS. To make the techniques robust to ABUS images generated
from different systems or manufactures, we performed a step of intensity normaliza-
tion prior to other image analysis. Currently the normalization is based on simply scal-
ing the intensity level of a breast to a certain range. This method is not ideal, as in ultra-
sound, the intensities of the same type tissue might differ at different locations. Nor-
malization methods32 based on separating the image into different frequency bands
might be an alternative.
Incorporating computer-aided system into clinical workﬂow is challenging. First,
the computer-aided systems must be automated or require as little intervention from
radiologists as possible. Secondly, if the detection system is used as a second reader
in screening, the system must be very sensitive to cancers (hardly miss any cancers).
About 12 % cancers were missed in the ﬁrst stage of lesiion candidate detection. Most
of the missed lesions are subtle in the coronal planes but still visible in the transversal
planes. More robust voxel features characterizing cancers in the transversal planes
need to be extracted or even a dedicated detection system for detecting cancers in
transversal planes needs to be developed.
Moreover, due to the time limit on radiological reading, the cancer detection sys-
tem should provide a limited number of CADe marks. In mammography commercial
CADe systems currently have about 1 to 3 marks per case60,62. Because we are dealing
with volumetric data, display of more markers might be acceptable. While an ap-
propriate setting has to be determined experimentally, we believe that more than two
marks per volume will not be tolerated in practice. To achieve good performance with
limited CADe marks, the number of false positives needs to be further reduced.
A part of our false positives originate from the shadows of ribs. The current chest-
wall segmentation is not accurate enough to limit our detection within the breast tis-
sue, because our method may over-segment the chest wall which results in a risk that
cancers inside the breast tissue are also removed due to an oversegmented chestwall.
The failure of those cases are mainly due to false positives generated from rib-surface
detection. To obtain a more accurate segmentation, further suppression on those false
positives needs to be investigated. Furthermore, in the chestwall segmentation, the
ﬁtting procedure only relies on detected rib surface points while the regional informa-
tion is not considered. In the future, a ﬁtting cost related to likelihoods of voxels being
a part of thoracic volume can be adopted to make the method more robust and less
sensitive to the outliers generated from rib-surface detection. Additionally, based on
our observation, when the scanning depth is sufﬁciently deep, the rib shadows and the
chestwall are hardly visible in the image. For these cases, it is not necessary to perform
chestwall segmentation. For future research, criteria or features such as PCA-SIFT52
which determine the existence of a certain object based on an orientation histogram of
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pixels inside a region of interest can be studied to determine the necessity to perform
the chestwall segmentation.
The false positive reduction also relies on the region classiﬁcation in the detection
system. The classiﬁcation is cancers and non-lesion regions which includes different
types of false positives such as artifacts, rib shadows, fatty tissues, nipple shadows,
ducts, etc. A scheme to train a classiﬁer or multiple classiﬁers to separately deal with
several sub-classes might further improve our CADe performance.
In the current system, the computation of co-occurrence matrix texture features re-
lies on the choice of the parameters (offsets). Further experiments can be performed
using different parameters to help us optimally use co-occurrence matrix texture fea-
tures. Additionally, other types of texture features may also be used. For example,
local binary pattern (LBP) has been used as an effective descriptor in pattern recogni-
tion and texture classiﬁcation74. Sørensen et al.90 used LBP to automatically classify
different texture patterns in lung computed tomography. Incorporation of texture fea-
tures such as LBP or Haar-like features might be beneﬁcial to our system.
Besides improving detection performance in each individual ABUS images, another
way to enhance patient-based sensitivity of the current detection system is to utilize
the linkage between detections of the same regions on different ABUS views and per-
form another stage of classiﬁcation on each linked region. Samulski and Karssemeijer87
showed that by linking detected regions in MLO and CC views of the same breast in
mammography, the CADe system performance can be signiﬁcantly improved. In fu-
ture, similarly, to boost detection performance in ABUS, we could automatically link
detected CADe regions using the method introduced in chapter 6. In addition, we could
link the detected regions in mammography and ABUS to further enhance the region
classiﬁcation performance. The accuracy of the linking algorithm mainly depends on
the accuracy of the nipple detection. In the latest ABUS system, nipple position can be
extracted from DICOM image header provided by operators.
The introduced techniques in this thesis have a potential to be used in the clinical
workﬂow. However, how to combine those computer systems in a logical and effective
way in the clinic remains unanswered. Using computer techniques should on the one
hand, improve the reader performance, and on the other hand the use should make
radiological reading less time-consuming. Further observer studies on reader perfor-
mance and reading time with both use of CADe and CADx systems in a sophisticated
way are needed to understand how these systems can best be used in practice.
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Ongeveer 40 procent van de vrouwen heeft dens borstweefsel8. Vrouwen met extreem
dens borstweefsel hebben een risico op het ontwikkelen van borstkanker dat 4 tot 6
maal hoger is dan vrouwen van dezelfde leeftijd zonder dens borstweefsel of met een
zeer lage densiteit van het borstweefsel7. Voor deze dense borsten is de sensitiviteit
van mammograﬁe voor de detectie van kanker echter maar 30-48%63. Voor vrouwelijke
BRCA 1/2 genmutatiedragers werd de blootstelling aan diagnostische straling vo´o´r
de leeftijd van 30 jaar geassocieerd met een verhoogd risico op borstkanker78. Door
de verschillen in borstdensiteit en het aan- of afwezig zijn van een genmutatie is het
kiezen van een gepersonaliseerde screening zeer belangrijk.
Digitale borst tomosynthese mammograﬁe (DBT) is een veelbelovende nieuwe tech-
nologie die speciaal werd ontwikkeld voor de beeldvorming van dense borsten. Een
3D-volume van een borst kan worden gereconstrueerd met behulp van meerdere 2D-
projectie beelden. Onderzoek heeft aangetoond dat het gebruik van DBT in combi-
natie met mammograﬁe het aantal heropgeroepen vrouwen in borstkankerscreening
kan worden vermindert38 en de sensitiviteit kan worden verbeterd3. Echter, deze tech-
nologie is vrij nieuw en meer onderzoek is nodig naar de voordelen van het toepassen
van DBM op gepersonaliseerde screening. Daarbij is de dosis die wordt gebruikt bij
DBT hoger dan die bij mammograﬁe. Daarom is DBT niet geschikt voor toepassing op
BRCA 1/2 genmutatie dragers. Andere studies hebben reeds aangetoond dat het com-
bineren van 2D echograﬁe6,12 en 3D37,53 echograﬁe met mammograﬁe de detectie van
borstkanker signiﬁcant verbeterd. Geautomatiseerde 3D borst echograﬁe kan poten-
tieel gebruikt worden als alternatieve screening modaliteit voor vrouwen met dense
borsten en wellicht ook voor BRCA 1/2 genmutatiedragers. Toepassing van een ges-
tandaardiseerd imaging protocol maakt geautomatiseerde 3D echograﬁe (ABUS) meer
geschikt als een screening modaliteit dan 2D echograﬁe.
Om de gehele borst te scannen worden 3-5 ABUS scans genomen, gericht op ver-
schillende gebieden, terwijl bij mammograﬁe meestal slechts 2 (MLO en CC) afbeeldin-
gen worden genomen. Elke ABUS scan is een volumetrische afbeelding die bestaat uit
ongeveer 280 transversale plakken terwijl een mammograﬁsche scan slechts een 2D
projectie is. ABUS screening vereist daarom meer mankracht voor het interpreteren
van de beelden in vergelijking met mammograﬁe. Om de workﬂow te versnellen en
de ABUS screening effectiever te maken, kunnen computersystemen een rol spelen in
de toekomst. Een computer-aided detection (CADe) systeem kan worden gebruikt om
de lokalisatie van verdachte gebieden te vergemakkelijken en fouten van radiologen
te verminderen. Een computer-aided diagnosis (CADx) systeem kan worden gebruikt
om kwaadaardige laesies te onderscheiden van goedaardige laesies, waardoor het aan-
tal doorverwezen vrouwen met goedaardige laesies kan worden verminderd.
Hoofdstuk 2 behandelt de ontwikkeling van een CADx systeem voor de karakteris-
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ering van borstafwijkingen in ABUS. In ons onderzoek hebben we een systeem on-
twikkeld dat spiculatie kenmerken van laesies gebruikt in het gereconstrueerde coro-
nale vlak. Spiculatie is beter zichtbaar in het coronale vlak dan in andere vlakken.
Daarnaast weten we dat spiculatie sterk is gecorreleerd met een maligne afwijking en
is daarom een zeer waardevol kenmerk. Het spiculatie kenmerk ontbreekt in de meeste
huidige CADx systemen voor 2D- echograﬁe en 3D echograﬁe . Wij gebruiken het spic-
ulatie patroon samen met andere kenmerken in ons CADx systeem en laten zien dat
het gebruik van spiculatie kenmerken (Az = 0.93) de prestaties van CADx aanzienlijk
verbetert (Az = 0,90, p = 0,02). Daarnaast worden een aantal morfologische kenmerken
zoals hoogte- breedteverhouding, compactheid en bolvormigheid gebruikt omdat ma-
ligne en benigne laesies hierin verschillen. De herkenning van deze morfologische
eigenschappen is sterk afhankelijk van de segmentatie van de laesies. In echograﬁe is
deze segmentatie zeer gecompliceerd. In dit proefschrift hebben we spiral-scanning
based dynamic programming gebruikt om laesies te segmenteren. Echter, andere seg-
mentatiemethoden als graph cut, smart opening en level-set kunnen worden gebruikt.
Om de meest geschikte segmentatie methode voor echograﬁe te kiezen is een studie
nodig naar de precisie van de verschillende segmentatie methoden. Verder maakt ons
CADx systeem geen gebruik van textuur informatie. Het toevoegen van co-occurrence
based texture features, local binary patterns and Haar-like features kunnen het CADx
systeem mogelijk verder verbeteren.
In hoofdstuk 3 hebben we onderzocht of het CADx systeem de karakterisatie van
borstleasies door radiologen verbetert. Daarnaast hebben we prestatie van het CADx
systeem vergeleken met die van de radiologen. De prestatie van zowel het CADx sys-
teem als de radiologen is gemeten middels ROC analyse. De Area under the ROC
curve (AUC) voor het onderscheiden benigne en maligne lesies was 0,92 voor CADx
en varieerde van 0,77-0,92 voor de radiologen. De gemiddelde prestatie van onervaren
lezers verbeterde wanneer CADx werd gebruikt (AUC = 0.85 versus 0.90, p = 0.007),
terwijl de gemiddelde prestatie van ervaren lezers niet veranderede met gebruik van
CADx (AUC = 0,89) . Het resultaat toont aan dat ons CADx systeem verbeterd moet
worden alvorens ervaren radiologen te kunnen helpen. Omdat het ABUS CADx een
nieuwe techniek is, kan het zijn dat lezers meer training met CADx nodig hebben, vo-
ordat ze het systeem optimaal kunnen benutten. In dit onderzoek is het effect van
CADx op de leestijd van de ABUS onderzoeken niet onderzocht. Tijdwinst (verkorten
van de leestijd) zou een belangrijke factor zijn bij de integratie van deze computersys-
temen in de klinische workﬂow.
Voor de ontwikkeling van een computer-aided detection (CADe) systeem in ABUS,
speelt segmentatie van de thoraxwand een belangrijke rol. Correcte segmentatie van
de thoraxwand kan het aantal fout positieve bevindingen van CADe omlaag bren-
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gen. In hoofdstuk 4 , presenteren we een automatische methode voor de segmentatie
van de thoraxwand. We laten zien dat het zichtbare deel van de thoraxwand in geau-
tomatiseerde 3D borst echograﬁe nauwkeurig kan worden onderscheiden door mid-
del van een cilindervormig model. In deze opzet wordt het oppervlak van ons cilin-
dermodel aan een reeks automatisch gevonden rib-oppervlak punten gebonden. De
rib-oppervlak punten worden gevonden op basis van local image intensity patterns
en de aanwezigheid van ribschaduwen. De gemiddelde afstand tussen de geanno-
teerde rib-oppervlak punten en de gesegmenteerde borstwand was 5,59 ± 3,08 mm.
Dit resultaat is veelbelovend. Toch komt het in verschillende gevallen voor dat een
deel van het borstweefsel binnen de borstwandsegmentatie valt, waardoor de kans
ontstaat dat borstafwijkingen niet meer gevonden kunnen worden door het CADe sys-
teem. Daarom moet het systeem in de toekomst nog verbeterd worden.
In hoofdstuk 5 rapporteerden we een multi-stage detectiesysteem voor borstkanker
in ABUS. Segmentaties van de borst, de tepel en de borstwand zijn uitgevoerd en dien-
den als orie¨ntatiepunten voor het algoritme. Vervolgens werden voxel karakteristieken
zoals coronale spiculatie patronen, blobness, contrast en diepte bepaald. Met behulp
van een verzameling van neurale - netwerk classiﬁers, is een plaatje gemaakt dat de
kans op een afwijking aangeeft. Lokale maxima in het waarschijnlijkheidsplaatje wer-
den bepaald en vormden een set van kandidaten in elk beeld. Deze kandidaten werden
verder verwerkt in een tweede fase detectie, welke regionale segmentatie, feature ex-
tractie en een eindclassiﬁcatie omvat. Op een regionaal niveau werd de classiﬁcatie
uitgevoerd om fout positieven te verminderen. Met dit computer-aided detection sys-
teem behaalden we goede detectie prestaties (een beeld-gebaseerde sensitiviteit van
64% met 1 fout positieve per beeld).
Om lokalisatie en detectie prestaties van radiologen te verbeteren en om het verdere
gebruik van de CADe -systeem te vergemakkelijken, hebben we in hoofdstuk 6 een
methode voorgesteld die radiologen de mogelijkheid geeft om potentiele afwijkingen
te laten zien in andere weergaven (doelbeeld) wanneer een laesie reeds werd opge-
merkt, door een lezer of het CADe systeem, in de huidige weergave (bronbeeld). We
combineren aspecten die laesies beschrijven ten opzichte van de tepel, de transducer
en borstwand met eigenschappen van de laesie zoals sterkte, spiculation, blobness,
contrast en laesie waarschijnlijkheid. Door het gebruik van een (grid search) raster
zoekstrategie over alle voxel kenmerken werd de voxel in het doelbeeld, dat de mini-
male afstand tot de bron punt heeft, als richtpunt genomen. Onze methode behaalde
een fout van 15,64 mm± 16,13 mm. De fout is klein genoeg om te helpen bij het lokalis-
eren van de laesie met kleine extra interactie. In de toekomst zullen we de methode
verbeteren door ook te kijken op regionaal niveau, zoals de omvang van de regio,
akoestische posterior gedrag, etc. Met deze regionale kenmerken wordt een verdere
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verbetering verwacht. En door meer geavanceerde predictiemethodes zoals begeleid
leren (supervised learning) konden we de invloed van de verschillende kenmerken
bepalen op het resultaat. Een limitatie van ons werk is dat onze methode is alleen van
toepassing is op het koppelen van afwijkingen. Volledige voxel naar voxel correspon-
denties tussen weergaven zijn niet beschikbaar. Een mogelijke oplossing kan gevon-
den worden door toepassing van een biomechanisch model waarmee realistische ver-
vormingen van de borst tijdens compressie kunnen worden gesimuleerd65 van diverse
standpunten, waaruit het corresponderende voxel in ABUS kan worden bepaald.
Samenvattend, in dit proefschrift hebben we technieken ontwikkeld om automa-
tisch de borst en borstwand te segmenteren en de tepel detecteren. Verder hebben we
een systeem ontwikkeld dat automatisch verdachte gebieden in de borst detecteert,
segmenteert en diagnostiseert in geautomatiseerde 3D borst ultrasound beelden. We
hebben aangetoond dat het gebruik van ons computer-aided classiﬁcatiesysteem de
diagnostische prestaties van onervaren lezers kan verbeteren.
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