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1. INTRODUCTION 
M. Fukushima [lo] has applied the general theory of Dirichlet spaces to 
boundary-value problems connected with Brownian motion. More specifically, 
let D be an arbitrary bounded domain in R” (n > 1). A resolvent density on D 
is a real-valued function G,(x, y) defined for h > 0, x, y E D, x # y such that 
G&y, y) - Gu(x, y) = (p - A) J GA@, z)Gu(x, Y) ” (1.3) 
D 
for h > 0, p > 0, x # y in D. A resolvent kernel is conservative in D if 
equality holds in (1.2) and symmetric if G,(x, y) = Gh( y, x) for x, y E D, 
x fy. 
Let GAo(x, y) denote the resolvent density corresponding to the absorbing 
barrier Brownian motion on D. In [lo] Fukushima constructs all the 
conservative resolvents GA with the properties 
G(x, Y> = G”(x, Y) + R&-G Y) (1.4) 
with R, is a nonnegative, symmetric function of x, y in D, /\ > 0 which for 
each y E D, each h > 0 is X-harmonic in D (u is h-harmonic in D iff 
hu - (#Au = 0 in D), and for any compact KC D 
(1.5) 
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He shows that there is a l- 1 correspondence between this class of resolvents 
and a class of Dirichlet spaces (see Definition 2.4) of functions on the Martin 
boundary of D. The inner product in the Dirichlet space enables one to 
formulate a generalized boundary condition corresponding to each resolvent, 
analogous to the lateral conditions of Feller in the case of Markov chains with 
a finite number of exit boundaries [8] and for generalized second-order 
differential operators in one dimension [9]. Fukushima’s work generalizes 
previous results of Wentzell [12] on multi-dimensional Brownian motion, 
giving an exceedingly elegant approach to the whole subject. 
In this paper, using a different method of proof, we show one way of 
extending Fukushima’s results to a wide class of resolvents. These resolvents 
are not necessarily conservative or connected in any way with Brownian 
motion, and the assumption that the underlying space is a Hilbert space is 
weakened. In Section 2, in order to provide some motivation, we describe 
Fukushima’s result more fully. In section 7 we show how our result applies 
to some resolvents connected with the symmetric stable processes of order 01, 
1 < 01< 2. A more general example is found in [6], and the details of that 
proof will appear in [7]. 
2. PRELIMINARIES 
In this section we introduce the basic definitions and describe an example 
to illustrate the general set-up. 
In what follows we assume that (E, g, m) is a measure space with 
m(E) < co, where E is a locally compact Hausdorff space and L&Y the topological 
Bore1 sets. 
DEFINITION 2.1. (i) A normalized contraction of the complex plane C 
isamappingT:C4CsuchthatT(O)=OandiTz,--Tz,ld[z,--sI 
for all x1 , za E C. (ii) If u and o are measurable functions on E then o is 
called a normalized contraction of u iff there exists a normalized contraction T 
such that v(x) = T[u(x)] a.e. on E. 
DEFINITION 2.2. A set F of measurable functions on E is said to be stable 
under contractions if u E F and w a normalized contraction of u implies v E F. 
DEFINITION 2.3. If F is stable under contractions, then a positive semi- 
definite, symmetric bilinear form d on F is called a Dirichlet form on F if 
u, o F, and v a normalized contraction of u, implies b(w, w) < b(u, u). 
DEFINITION 2.4. A Dirichlet space relative to L2(E, dm) is a pair (F, 8) 
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where (i) F is a nonempty linear subset of L2(E, dm) which is stable under 
contractions; (ii) d is a Dirichlet form on F; (iii) For some (and therefore all) 
X > 0, F is a Hilbert space with the inner product 
DEFINITION 2.5. A symmetric submarkovian resolvent on L2(E, dm) is a 
family (G, : X > 0} of continuous linear operators from L2 to L2 satisfying 
f>O implies GAf 3 0; (2.2) 
hG,l < 1; (2.3) 
G, - G, = (p - X)G,G, (2.4) 
for all h, p > 0. 
THEOREM 2.1. If (F, 6) is a Dirichlet space relative to L2(E, dm) then for 
each h > 0 and each f E L2(E, dm) there exists a unique element G,f E F such 
that 
aF,f, v) = (f, $2 VEF. (2.5) 
Furthermore, GA is a symmetric submarkovian resolvent on L2(E, dm) and as a 
mapping from L2 into L2 we have Ij AG, 11 < 1. 
Proof. See [l, Lemmas 3 and 41. 
THEOREM 2.2. Suppose (F, &) satisfies the conditions (i) F is a linear subset 
of L2(E, dm) such that u E F implies T,u E F, where TI is the normalized 
contraction 
T,u = 1 (u> 1) 
=U (0 <.u < 1) 
= 0 (u < 0); 
(ii) & is a symmetric, positive dejnite quadratic form such that u E F implies 
d(T,u, T,u) < 6(u, u); (iii) F is a Hilbert space with the norm bA of (2.1) for 
some (and therefore all) h > 0. Then (F, &) is a Dirichlet space relative to 
L2(E, dm). 
Proof. We sketch a proof of this theorem, referring to [l] and [2] for some 
of the details. First of all, there exists a symmetric resolvent G,, satisfying 
(2.5) for each h > 0. If h > 0, and f  ELM then G,f is the unique element 
u, E F minimizing the quadratic functional 
F,(u) = B(u, 4 + 4 u -f 11;s . 
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From this property and condition (ii) we see that if Trf = f, then 
Z’,(hG,f) = hG,f. Hence GA is submarkovian. 
The space F can be described as the set of elements u E L2(E, dm) such that 
‘,‘E X(u, u - hG,u),, < GO -9 
and for such u the limit is simply S(u, u). But since GA is a submarkovian 
resolvent, the approximating form is a Dirichlet form on L2 for each A. For 
a proof of this last fact, see [2] or Lemma 4.1 of the present paper. But this 
implies that F is stable under normalized contractions and that d is a Dirichlet 
form. 
In order to provide some motivation for the general set-up presented in 
later sections we now describe Fukushima’s results in somewhat more detail. 
Let D be a bounded domain in R” (n > 1) with Martin boundary M 
and p the harmonic measure relative to a fixed point x0 in D. Let K(x, [), 
(X E D, 5 E M) denote the Poisson Martin kernel for D and 
&(x, I) = K(x, 5) - h I, GAO@, y)K(y, 5) dy, (2.6) 
where GA0 denotes the absorbing barrier resolvent. The “Feller kernels” 
U,,([, 7) defined for h > 0, and I, 7 on M are 
It is shown in [lo] that for conservative resolvent kernels of the type (1.4) 
the A-harmonic part Rh(x, y) can be represented in the form 
R,,(x, y) = HAxM& (2.8) 
where (using the notation lM = indicator function of M) 
and 
Since 
(2.9) 
(2.10) 
(I D 1 = Lebesgue measure of D), it follows that U,l, is finite a.e., and since 
this function is lower semicontinuous and strictly positive at each point of D, 
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it assumes its minimum value c > 0 in D. Thus the division in (2.10) is 
meaningful a.e. in D. 
The mapping M,, is symmetric relative to the measure 
d/i = U,l,dp. (2.11) 
The mapping # --+ HA+, where H,+(x) = Hnxtl, as defined by (2.9), is for 
each h > 0 a continuous linear mapping from L2(M, dp’) into L2(D) (see [lo, 
formulas 3.19 and 3.171). The adjoint to this mapping is justf+ fiAf, where 
%f = j-, K’h Of(r) dr 
with K,‘(y, 5) defined by (2.10) It follows immediately from the definition of 
aA that 
J&f - ii,f = (P - V%WY). (2.12) 
Given any symmetric, conservative L2 resolvent GA , there is a natural 
Dirichlet space associated with it, viz. the space (F, &?), where 
F = {u : u E L2, lim h(f, f - AGf),% < co(h t co)} 
8 = $2 h(f, f - AGAf)Lz . 
For details see [lo, Theorem 2.21. This Dirichlet space has as its associated 
resolvent (see Theorem 2.1 of this paper) just the resolvent G, . 
In the case of Brownian motion the Dirichlet space (F,, , GQ associated with 
the absorbing barrier kernel Gho(x,y) is a Dirichlet space relative to L2(D) with 
the classical Dirichlet inner product 
i I, (grad u, grad W)(X) dx. 
See [lo, Section 31 for more details. It is shown in [lo] that given any 
symmetric L2 resolvent of the form (1.4) the associated Dirichlet space, for 
each h > 0, is of the form 
where F, is the space associated with GAO and XA is the closure of elements of 
the form R,f, the closure being taken relative to the inner product dA of (2.1). 
Then the two spaces F, and HA are orthogonal with respect to c%l’ for each 
x > 0. 
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One of the main results in [lo] is that for each h the space ZA is isomorphic 
to a Dirichlet space (F,,, , &M) relative to L2(M, dp’), independent of A, of 
functions on the Martin boundary M of D. The form of &$, is of considerable 
interest. Let 
UC5 7) = lim u&f, 71, (xt=J) (2.13) 
wherever the limit exists, and define the quadratic form 
Then 
Gfkk $9 = w9 4 + WA 9)Y (2.15) 
where N is a Dirichlet form such that N( 1, 1) = 0. 
The converse to this statement is also proved. Given any C& of type (2.15) 
and a set FM containing the constants such that (FM , c!&) is a Dirichlet space 
relative to L2(M, dp’), it is the boundary Dirichlet space corresponding to 
some conservative, symmetric L2 resolvent of the form (1.4). 
The boundary conditions satisfied by such a resolvent can also easily be 
formulated by means of the quadratic form c&, . The range {GAf : CELL} is 
independent of h and is just the set of functionsF ELM such that )rF - (+)AF = f 
for some f E L2 and 
4&,4 9) = -U/2) j- VW AFdx W E (FM > &A (2.16) 
D 
where yF is the boundary value of F. Here H# denotes the harmonic function 
in D with boundary value #. The “generalized normal derivative” is defined 
by the term 
%,A rF> + U/2) j- Wv’4 AF dx. 
D 
3. GENERAL FORMULATION OF THE PROBLEM 
In this section we go on to describe the general setting in which we shall be 
working. It will be useful to bear in mind the example outlined in the last 
section. 
We start with a locally convex, partially ordered space X and a resolvent 
GA0 which maps X into X. That is, for each X > 0 the linear mapping GA0 is 
continuous and satisfies the resolvent equation (2.4) plus the positivity 
condition (2.2). The analog of the submarkovian property will be produced 
shortly. We let X0 = closure of range G,,O. 
SUBMARKOVIAN RESOLVENTS 251 
A linear operator A, with domain dense in X is given which satisfies 
XG,Of - AG,Of = f (Vf E X, V’h > 0). (3.1) 
Let N denote the linear space of solutions u E X of Au = 0. This space will 
play the role of harmonic functions. 
An element u E N is called “passive” if for some (and therefore all) X > 0 
u. = hG,Ou. (3.2) 
In Fukushima’s example there are no nontrivial passive solutions (cf. [lo, 
footnote 141). In our case, we do not rule out the possibility of such solutions 
existing. Let N, be the closed subspace of N consisting of the passive solutions, 
and let N = N, + N, , where N, is a subspace such that N, n N, = 0. 
Our most important assumption here is that there exist totally finite measure 
space9 (B, , dm,) and (B, , dm,) with B, n B, = D and isotone epimor- 
phisms ya : N, + L2(B, , dm,) and yD : N, + L2(B, , dm,). Let B = B, u B, 
and define a measure m on B by 
4% u E,) = m&%) + m,W (3.3) 
for E, C B, and E, C B, . We can then define the mapping y by 
P = raw + Y,W, (3.4) 
where u = u, + u, is the decomposition of u into its “passive” and “active” 
parts. We can think of ye as the boundary value of U. 
The space N, is the closed subspace of X0 consisting of the zeros of the 
continuous mapping I - XG,O, and we assume that ND has a topological 
complement in X0 , call it X1 . Thus 
with 
X0 =X,@N, (35) 
Xl n N, = 0, (3.6) 
the direct sum being a topological direct sum. 
We denote the continuous linear inverse of y by H. Thus if u E N we have 
u = Hp. For any $ E L2(B, dm) we can think of H+ as the harmonic function 
with boundary value #. 
For h > 0, denote the solutions in X of hu - Au = 0 by N. We assume 
that the mapping I - XG,,O establishes an isotone epimorphism between 
N, and N, so that 
N = {u - hG,Ou : u E Na}. (3.7) 
1 All the measure spaces considered in this paper will be locally compact HausdorfT 
spaces with regular Bore1 measures. 
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If I$ EL~(B, , dtn,), we write 
HA+ = H$ - XG,OH$. (3.8) 
HA+ as defined by (3.8) is identically zero on L2(B, , dm,). 
The mappings ya and yS can be extended to continuous linear mappings 
on all of X as follows: If u = u1 + u, + u, with ur E Xi , u, EN, , and 
UpEN?,, then define 
raw = Y&a), 
Y,(U) = Y&,)* 
Then y(u,) = 0 for all ~lr E X1 . 
We now define submarkovian: 
DEFINITION 3.1. A positive resolvent Gn on X is called submarkovian iff 
XG,HIB < HIB, (3.10) 
where lB denotes the indicator function of B. 
In the Brownian motion case, this big space X would be X0 @ N, , where 
X0 = X1 = the Dirichlet space generated by G,,O and N, is the space 
of harmonic functions with boundary values in L2(M, dp’). Given any 
4 .sL2(1M, dp’) we have (see [lo, (3.19) and (3.17)]) 
We can then identify N, with L2(M, dp’), defining I] H$II = II+ IlLa, and 
put the direct sum topology on X. This topology on N, must be strengthened 
for the purpose of describing the resolvents in a satisfactory way. The La 
topology on N, is too coarse for classifying the resolvents, but it is useful 
for the intermediate steps, since it gives a rather large class of harmonic 
functions to work with. In our case also we shall have to consider stronger 
topologies on N, later on. 
Now suppose we are given a positive resolvent family GA on X. Let 
n(f) = ra(Gf) (VA > 0). (3.11) 
Our objects of study in this paper are positive resolvents Gh such that given 
fEX,.f 20, 
4f 2 4”f (VA > 0) (3.12) 
and 
hG,f - AGnf = f. (VA > 0). 
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Thus GA is of the form 
Gf = Gh”f + Gdf ), (3.13) 
wheref + ~0) is a continuous linear map from X + L2(B,) and 
f > 0 implies m(f) >, 0. (3.14) 
Since we are not assuming that X0 is a Hilbert space, the notion of symmetry 
of mappings does not make sense. The rest of the conditions imposed in this 
section act as a substitute for the Hilbert space symmetry of the resolvents. 
These conditions are all satisfied in the case of the Brownian motion resolvents. 
For each X > 0 we assume the existence of a continuous, isotone, linear 
map dA : X --+ L2(B,, dm,) such that 
4(f) - k(f) = (CL - 3 4(W!f) (VA P > 0) (3.15) 
and a self-adjoint, isotone, linear operator MA from L2(B, , dm,) into itself 
such that 
n(f) = MA(f ). (3.16) 
In the Brownian motion example, take dA = fiA as in (2.12). 
If 4 E L2(B, dm), define 
VA+ = h 4(W). (3.17) 
From (3.15) 
UP+ - U,d = 0 - 4 WL4). (3.17) 
From (3.17) we see that VA is constant in X on the range of yP since H,,$ = 0 
if H$ is passive. Thus we sometimes use the notation 
M = udH4) (3.18) 
if $J E L2(B, , dm,). We shall assume that U, is a symmetric operator, and 
(3.19) 
Next consider the operator 
U,’ = (d/dA)U,+ = d,(H,c$). (3.20) 
We require that for each pair A, p > 0 
This condition is also satisfied in the Brownian motion case. 
4w/36/2-3 
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Finally, suppose that for some y  > 0, there is a constant c > 0 such that 
UJ, > c > 0 on B,. (3.22) 
For simplicity we take y  = 1. Lastly, we assume 
and 
UJB t co 
uAIB 4 0 
a.e. on B, 
a.e. on B, 
@ t a> (3.23) 
(A JO). (3.24) 
4. SOME PROPERTIES OF THE MAPPINGS dh , U, , AND MA 
Let 
gl = dmnA n X, 
and denote the restriction of A to a1 by A, . 
PROPOSITION 4.1. For each g in ~2~ we have d,(hg - Ag) independent of A. 
A linear mapping d,, is defked on range A, by 
dot-43 = 4&k - 49. (4-l) 
Proof. The proof is given in [5, Proposition 3.11. 
Now suppose we are given a resolvent G, satisfying (3.13) and (3.14). I f  
F E range G,, , say F = G,,f, then 
g =F-HH~(F)EX,. 
So we define 
$(--A8 = 4(f - JW(f)) 
= 4(f > - U,y(F) = dn(f > - UA~F) - v,(F). (4.2) 
Next we look at a boundary condition satisfied by elements in range GA . 
Fix A > 0 and define 
SAW = Mfw + EJw)* 
Note that G,, is submarkovian i f f  
1, - A‘& = 1, - &I, - d&71, > 0, 
(4.3) 
(4.4) 
where 1, and 1, are the indicator functions of B, and B, , respectively. 
Thus GA submarkovian implies S,, submarkovian as an operator on L2(B, dm) 
or on L2(B, , dm,). 
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IfF = GAf, we have by (3.16) and (4.2), 
m(f) = MA 4(f > = WM--AF) + ~A%(~) + v#% 
or equivalently, 
Since range Gh is independent of h the condition (4.5) must hold for all 
h > 0. This implies that for each pair h, p > 0, 
[I - S, + M~uul~u(F> = MA W). (4.6) 
Since range d,, is dense in L2(B,) and y,, = M, d, , we conclude that 
[I - S, + MhU,JM,, = MA . 
Since S, = M,,U,, , we get 
Mu - M, = MdU, - U,JM,, , 
(4.7) 
(4.8) 
which shows, in particular, that n/r,+ decreases in h if C$ > 0. 
DEFINITION 4.1. Let (E, m) be a measure space. A positive symmetric 
measure u on E x E is called submarkovian relative to m if and only if its 
projection on E is dominated by m. 
LEMMA 4.1. If P is a symmetric submarkovian operator on L2(E, dm) with 
E a locally compact HausdorfJ space and m a regular Bore1 measure on E, then 
there exists a symmetric submarkovian measure (T on E x E such that 
(47 39 = 1, J‘, %+NYWX7 dY> (A+ EL~(E, dm)). (4.9) 
Proof. For proof, see [2]. 
We now apply this lemma to our mapping U, . Fix X and form a new 
mapping 
PA4 = (A v  1)-‘(U,~)(U,I,)-1. (4 EL”& , dm’)). (4.10) 
Since (A)-lU,$ decreases as h t cc for + > 0 and U,C$ increases, we see that 
PA1, < la - (4.11) 
Also, PA is not the zero mapping, since Url, is bounded away from 0. 
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Furthermore, PA is everywhere defined on the space La(B,, , dm) and sym- 
metric relative to the measure m’ on B, given by 
dm’ = (i&l,) dm, . (4.12) 
From now on we use the notation 
(A Ywbim’) = ($9 v%Ia * (4.13) 
By Lemma 4.1 there exists a symmetric positive measure oA(d& d$ on 
B, x B, such that 
= II’ d( Oh) &,(dE, 44 (4.14) & 4 
for all 4, # in La(B, , dm’). If we put 4 = 1, , we see that the measure 
U,l, dm = (h v 1) PAla dm’ 
is the projection of VA on B, . 
An equivalent way of writing (4.14) is 
= U/2) 1, s,. [+(I) - d(41W) - 9(v)lWt, dd. (4.15) 
From now on we shall use simply (*, 0) to denote the inner product in 
La@, , dm,), as in (4.14) and (4.15). Given any operator T into La(B, , dm,) 
we use the notation 
T<A #> = (A (T~BM - T$> (4.16) 
for 4, $ in L2(B, , dm,) n LZ(B, , (Tl,) dm,). 
A representation similar to that for U,, may be given for VA’+ = dh(Hh$), 
since for + 3 0, 
0 < QA# = (A V l)-lu,‘$(u,l,)-l < PA+. 
Also, Qh is symmetric as an operator on L2(B, , dm’). Let the corresponding 
symmetric measure be denoted by uA’(df, dq). Thus we have 
(dld~) u,(+, C> = UA’<A #> 
= 
ss hW - vW12W% drl) % 8, 
z 0. (4.17) 
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LEMMA 4.2. For each X > 0, we have 
Proof. (i) (4.18): First, note that if 
* = +[U,l,]-’ EL2(B,, dm’), 
then, since dm’ and dm,’ = U,,l, dm are equivalent measures, we have also 
$ E L2(B, , dm’). Furthermore, the mapping 
is defined and symmetric submarkovian for $J such that 
IUJBM eL2(& , dm). 
Then $ E L2(B, , dmi), and by Lemma 4.1 
Putting4 = U,l,$, we get (4.18). 
(ii) (4.19). This follows immediately from (i), since 
COROLLARY 4.1. There exists a measurable subset C, of B, such that 
MA+ = 0 m-a.e. on B, - C, (4.20) 
for all q5 E L2(B, , dm), and if 4 = 0 a.e. on C, , then M&J = 0 a.e. on B, , 
Furthermore, 
%lB t lCa m-a.e. on 3,. (4.21) 
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Proof. From (4.9, we have for F E 9 
h(F), M&U --AF) + mO9N 
= (r&3 (I- SJY.(FN 
= JBG b4Wl~, - &b) dm + jBa r,(FN% - Q,(F) dm 
= J 8, b~,(~)1~(1~ - Wd dm + WKY~(F), I@)). 
Using Lemma 4.2, we get 
Next, we note that 5’,1, is increasing in A, since 
$ SJ, = M,U,‘(l, - SJ,) > 0. 
Let C, be the set on which ls,, - S,,lB 4 0 as h -+ co. On the complement of 
this set, we get ya(F) = 0. Taking F = XG,,H$ for 4 E L2(B, , dm) we have 
M,,U& = 0 m-a.e. on B, - C, . Since the range of U, is dense inL2(B, , dm), 
we get M,,, = 0 m-a.e. on B, - C, for all 4 EL”(B~, dm). The second 
statement of the corollary follows from the symmetry of MA . Thus S,l, = 0 
a.e. on B, - C, and, therefore, (4.21) holds. 
COROLLARY 4.2. If F E 58, then y&(F) = 0 m-a.e. on B, - C, and 
\k IU - ~A)Y~(F)I~LY~,,~~) = $E IV - Wa(Fkc,,~n~) = 0. (4.22) 
Proof. Since U,l, > c > 0 we conclude from Lemma 4.2 that 
F+% II M,d Ilt~(c,.~m) = LJ II Mnd I/~~(c,.en~) = 0 (4.23) 
for+ E L2(C, , dm). The conclusion of the lemma follows from (4.5) and (4.23). 
5. THE BOUNDARY DIRICHLET SPACE ASSOCIATED WITH A RESOLVENT 
In this section we assume given a submarkovian resolvent satisfying (3.13) 
and (3.14). We shall always use the notation 
9 = range G,, , 
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As in the last section, C, will denote a measurable subset of B, such that 
LEMMA 5.1. Given FE 9 we have 
Proof. From (4.5) 
(y,(F), UAV - Wa(FN = (GdF), (I,(--AF) + ~4F))ca . (5.3) 
Then (5.2) follows from Corollary 4.2. 
Next, we define the family of operators 
2&A = UJJiJM,Ud + u~Wi~uJ&. (5.4) 
For each pair X, t.~ > 0 this operator is Hermitian on L”(B, , dm). If X = p, 
we use the simpler notation 
VA*,4 = VA4 (5.5) 
For each pair A, p we have a quadratic form V,,,(+, 4) defined as in (4.16). 
LEMMA 5.2. For each pair A, p > 0 and each 4 E L2(B, , dm’), we have 
w~~)VA,u(+~ d> 3 0. (5.6) 
Proof. The operator (a/ah)V,,, is Hermitian, isotone, and 
2@/W~,,,J, d (u,J,)Muu,‘b + u,‘l, . 
Therefore, for each pair X, p > 0, there exists a constant R(h, p) such that 
the operator (a/Sl)V,., divided by K(h, p)Urls is symmetric submarkovian 
relative to dm’. Then (5.6) follows from Lemma 4.1. 
LEMMA 5.3. If $ EL~(C,, dm) and 
then 
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Proof. Note, first, that 
(9% KAC, = UAWAUd, 4) + Wd, WC,. 
Then from Lemma 4.1 and (5.8), we get 
l,z(d, JLd)ca = (Ud, h2, * 
Next, we look at 
(5.9) 
(5.10) 
By Lemma 4.2 the lower limit of the first integral as X -+ CO is the same as 
But SA$2 2 (S,,+)2 by the submarkovian property of S and Schwa&s 
inequality. Thus the lower limit of the first integral is bounded below by 
1 (Y)u,b dm. c cl 
The second integral converges to 
jca (Y)UJC~ dm = SC (Y)u,& dm - s (VW,JB-C~ dm, 
a CL? 
which gives the result. 
LEMMA 5.4. The quadratic form 
r&i4 $1 = w UA($ - W)ca (5.12) 
is symmetric, positive semidejhite and I’,,(+, 4) increases in X for jixed 
+ E L2(C, , dm). 
Proof. We have 
WVA(~, $1 = (4 - SAA UAW - xd) 2 a 
since VA’ is, by assumption, positive definite. On the other hand, for # 
bounded, 
$$$9 UA(4 - SdN = 0 
by (3.24), so that I’,($, 6) 3 0 for all 4 eL2(C, , dm). 
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Notation. We introduce the quadratic form 
defined for all pairs $, 4 such that sup, rA($, 6) < co and likewise for (G. 
Whenever r($, 5) is defined, it is a symmetric, positive semidefinite 
quadratic form. 
LEMMA 5.5. The space 
EC, = (4 EL”(C, , dm’) :rp, #J) < a)} (5.14) 
is a Hilbert space under the inner product 
fw each 01 > 0. Furthermore, ~~(58) C EcG and 
J-(4, $1 2 UiL<$? 4) (W EFC, > VP > Oh (5.15) 
where Fc, denotes the closure in EC, of the set y&2). 
Proof. The fact that EC. is complete follows easily from the relation 
rAt4,+) t WY 4 P roved 
Next, we show that 
in Lemma 5.4. That ~~(9) C EC, follows from (5.2). 
Jw, fw) = rAt?4 4 (5.16) 
for all Z,!J EFc, and # E L2(C, , dm). F rom (4.7) (after interchanging p and A), 
we have 
(I - SJS, = M,U,(I - S,). (5.17) 
On multiplying (5.17) through by U, we get 
r&,4 Xd> = J-‘A&,~ $> WA 1cI ~L~(ca 3 dm)). (5.18) 
If 4 E Y@) and P -+ co, it follows that (5.16) holds. By definition y&g) is 
dense in Fc ; 
Now let a 
so (5.16) is valid for all # E FcS and for all 4 E L2(C, , dm). 
A = u S,[L”(C, , dm’)]. (5.19) 
A 
It follows from (5.16) that A is dense in FcG , for if there existed a + EF~, 
such that 
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for all 4 E L”(C, , dm’), then by (5.16) 
~A(fJ9 54 + ($4 &a, = 0 (VA > 0). (5.20) 
But the bilinear form on the left of (5.20) is continuous on L2(C, , dm’); 
so the identity (5.20) must hold for all rj eL2(C,, dm). In particular, if 
(b E ra(@, we can let X -+ a3 in (5.20). By Corollary 4.2, we then have 
which implies $ = 0 since ~~(9) is dense in F, . 
Thus, to prove (5.15) it is enough to verifi it for 4 E A. For 4 E A, we 
have 
from (4.5) and (4.19); so if p > 0, 
(5.22) 
Therefore, by (5.8), we conclude that (5.15) is valid. 
Proof. To prove (5.23), we put I/ = S,,+ in (5.16). This gives 
FM W) = ~&%A 8 
< [~Av%7 &w2[~A(~, w2 
< vvA~, &w’2vvA dW2~ 
which is equivalent to (5.23). 
(5.25) 
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As for the second part of the lemma, it is clear that (5.24) implies 4 EF~, 
since S,$ EF~~ for all $ EL~(C, , dm’). To prove the converse, suppose 
$ E Fc, . Then (5.16) holds for all 4 eFCa , and we can rewrite (5.24) as 
Now for $, E ya(@, we have 
by (4.5) and (4.19). But then (5.27) must hold for all + E I’,G since ~~(9) is 
dense in Fc, and 
by (5.15) and (5.23). On the other hand, for X > 1 
Combining (5.27) and (5.29), 
THEOREM 5.1. The pair (F,, , I’) is a Dirichlet space relative to L2(C, , dm’). 
Furthermore, there exists a Dirichlet form N such that 
Proof. To prove that (F,. , r) is a Dirichlet space it is sufficient to prove 
(by Theorem 2.2) that the contraction TI+ E F, for all 4 E Fc, and that 
r( Z’r+, Tr$) < r(4, (6). We shall verify this in sever& steps: 
(i) For each X > 0, and 4 E Fc, 
sup s 
(TI$ - SATI$)2UAlg dm < 00. 
A>0 c, 
(5.32) 
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then 
using (5.15) and (5.23) to get the last inequality. This completes the proof of 
(5.32). 
(ii) Ii+.& (TI+ - SATIt$)~UIl, dm = 0. 
=a 
Proof of (ii): We have 
!& I c, (Td - s~Td)2UllB dm 
= F% -i I VI+ - S,T~~)2[(U~1~)/(U,1,11U,1, dm. G 
Now W,LM~A~~~ J 0 m’-a.e., so given B > 0, there exists a set E such 
that m’(E) < l and (U,l,)/(U,l,) + 0 uniformly outside E. Also 
s (TI+ - SATI~)2UIIB dm ,( 4m’(E). E 
This completes the proof of (ii). 
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(iii) VI+, Tcb) < m ad r(Td, $4 = rA(Tl+, d for all d E Fc, , 
7) EL2(Ca ) dm’). 
Proof of (iii). First of all, r(T&, Tlr,h) < 00 if I’($, 4) is, since 
To prove the second statement of (iii), put $ = Tl$ and + = 7 in (5.18). 
Then let p -+ cc. By (ii) we know that S,,Tpj -+ Tl$ in L2(C, , dm’), and 
hence also in L2( C, , dm). This gives the result. 
(iv) $ E Fc, implies Tl$ E Fc, . 
Proof of (iv). Using the identity established in (iii) we have 
Wd - W-‘d> TP$ - S,Td) 
= WI& TI+) - r~(Td, Td> - ~A(T~J - W-d, Td>- 
But 
r,(Td - %TI#> Td> 3 0, 
since VA is positive definite. Hence 
r(Td - We4 Td - W’d> G W’d, Td) - r,(Td> TV+>. 
Since the right side approaches 0 as h + co, we conclude that 
We have already shown in (ii) that SAT14 -+ Tp$ as X -+ co in L2(C, , dm’). 
Combining these results, we see that SATI+ -+ Tl+ in the Hilbert space Fc, . 
Since SATI+ E y&2), we must have T14 E Fcs . 
(4 V-I+, Td) < W,$). 
Proof of(v). For any 1+4 EF~, , 
rA(Y4 $4 = P(YA 1Fr) - u*<*, dJ - s,+>, 
where I’j2) is defined in (5.33). But 
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where VA is defined in (5.5). Letting h + co we get (v). 
(vi) Proof of (5.31). Define 
The space Fc, is a Hilbert space with norm N&j, $) + ol(+, $)’ for eacl 
01 > 0. In fact, this norm is equivalent to the norm r($, +) + 01($, 4)’ fol 
each 01 > 0. Now suppose 4 is a bounded function in Fc, , say ] + 1 < M 
Then $2/2M is a contraction of 4 so that +” is also in Fc, . In this case, the 
statement (5.8) can be strengthened (see (5.9-5.11)) to 
Thus for bounded 4, we have 
For each fixed p and A, the norm in square brackets is a Dirichlet norm. 
Thus if (b is bounded, 
~L.b(~lA Tl4 G Nu(h 4). 
Now suppose 4 is an arbitrary function in Fc, . Let & be the truncation 
& = (4 A n) v (-n). Then for n 2 1, 
~,(~I~~ Tf+> = ~w(~lhz 9 ~l&J G ~u(hz 3 Al)* 
Letting n + 03 on the right, we get finally 
N,(TlA TIN G NJ+, 4). 
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By Theorem 2.2 this establishes that the pair (Fco , NJ is a Dirichlet space 
relative to L2(C, , dm) for each fixed p > 0. Letting p --+ co, we see that 
is a Dirichlet form. This completes the proof of the theorem. 
To sum up the main results of this section, we have shown the existence 
of a Dirichlet space (Fe., r) in which the boundary values ya(F), for 
Fe9 = range GA, are dense. It follows from the definition of r that any 
F E 9 satisfies the boundary condition 
G4 ya(F)) = CA A(--A8 + v,(F)) (5.34) 
for all # E Fc, . In fact G,f is the unique solution of the equation Au - Au = f 
under the boundary condition (5.34) and the condition that ra(u) EF~, . 
For if for some X > 0 and some 4 E Fc, , we had a solution u = H,,+ of 
Au - Au = 0 satisfying the boundary condition (5.34) then 
W, d> = (A 4(--A&N + (A v,(ff~4)) = (A 4(--xWN. 
But this implies, 
w, d) + cft U/3$) = 0 WI E FcJ 
Putting 4 = rj we would get (4, U,+) = 0, which is impossible unless # = 0. 
6. CONSTRUCTION OF THE RESOLVENT FROM A GIVEN DIRICHLET SPACE 
ON THE BOUNDARY 
In this section we consider the converse of the problem dealt with in 
section 5. We assume given the family {d,, : h > 0} of mappings satisfying 
the conditions of Section 3 (see (3.15)). Define 
Let (F, r) be any Dirichlet space such that 
F is a linear subset of HB, ; 
WJ, 4) = WA 99 + WA $4, 
where N is a Dirichlet form; 
(6.1) 
(6-2) 
(F, r) is a Dirichlet space relative to L2(B, , dm’). (6.3) 
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In this section we show that each Dirichlet space satisfying (6.1-3) gives 
rise to a submarkovian resolvent. The space (F,. , r,) associated with this 
resolvent, as in Section 5, turns out to be exactly (F, r). 
Thus we assume given a Dirichlet space satisfying (6.1-3). We first show 
that given $ gL2(Ba , dm) and h > 0, there exists a unique solution MA+ to 
w9 MA& + ($4 wK5%, = ($9 543, 
We then prove that 
w EF)* (6.4) 
Gf = Gof + HAMA dd f 1 (6.5) 
is the desired submarkovian resolvent. 
That condition (6.4) is necessary can be seen quite easily as follows: 
Suppose we are given a submarkovian resolvent satisfying (3.13) and (3.14). 
As in Section 5, we associate with it the boundary Dirichlet space (F,, , T). 
It follows from (4.7) that 
ru($, Mh+) + CM W%h = b%h #B, > 
where I’,, is defined by 
(6.6) 
r,h4 54 = (45 uuv - 4MB, * 
Taking IJ EF=. and + EL~(B=, dm) and letting p + co, we get exactly (6.4), 
since S,# -+ *. 
Let us rewrite (6.4) in the equivalent form 
r($, Md) - uh4 MA+> = N&, Md) 
= 64, ha - (A P~+)U,~B)B~ 9 
or 
(6.7) 
N&4 Md) = (A &WAW - KW~MB. - 
Letting 7 = $( U,l,)-l, and putting 
J&I = M~(uJdd), 
we can rewrite (6.8) as 
w3) 
(6.9) 
(6.10) 
Now N, is a Dirichlet form since it is the sum of the two Dirichlet forms 
NM 4) + V-J<+> 4) - UA(~, +>I- 
Furthermore, (F, NJ is a Dirichlet space relative to L2(B,, dm’), or, 
equivalently, L2(B, , dmh’), where dm,’ = U,,l, dm. 
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Now, using standard results about Dirichlet spaces, if we are given 
7 E L2(B, , dmA’), then there exists a unique element # = A?,+4 of F mini- 
mizing the quadratic functional 
and the mapping 77 + aA7 is submarkovian. Furthermore, (6.10) holds for 
all I/ E F. For a proof of these statements, see [ 1, Lemmas 3 and 41. 
Thus if $, is given in L2(B, , dm), we define 77 as above to be+( U,,l,)-r. Then 
~~U,la = f$“( U,l,)-l < const +2, 
so 71 EL”(B, , dm,‘). Construct i@A~ as above, and then define MA+ by (6.9). 
The fact that i@,, is submarkovian is equivalent to the fact that S, = MAUA 
is submarkovian, so M,(U,l,) = M,(l,U,l,) < 1,. 
Now define GA by (6.5). The condition that S,,la < 1, assures that G,+ is 
submarkovian (see (4.4)). 
Next, we prove that G, is a resolvent. Putting + = dA( f ) in (6.4), 
W, ra(Gf>) + (4, Unra(Gf)b, = (~4 ddfb, for all #EF. (6.11) 
We now show that u = G,f is the unique solution to Au - Au = f under 
the condition that yau E F and the weak type boundary condition (6.11) 
holds. Suppose, for given f and h > 0, there were two solutions satisfying 
these conditions. Then the difference v would be a solution of hv - Av = 0 
with yav E F and 
w, ram + ($4 UAYaWB, = 0. (6.12) 
Putting Z,!J = ya(v), we get ya(v) = 0, since U, is positive definite. But then 
v = 0. 
The resolvent equation for G, follows easily from this, since G,f is a 
solution of 
satisfying 
Au - Au = f + (A - p)Guf, 
0 = W, ~a@>) + 64, U,Y&) - Uf )b, 
= W, r&N + (ICI, U,Y&) - 4(f hi, 
+ (~4 (CL - 4 4VCx&) + Gw’Tf Nixa 
= r(+, ~a04 + 64 u~ra(ll) - 4(f + (A - dGuf)b, 2 
using (3.15). Thus G,f must coincide with C&f + (A - cL)W%f. 
409/36/2-4 
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We can now construct the boundary Dirichlet space (F,, , T,) as in 
Section 5. our last step is to prove that this space is the same as (F, I’). 
Puttingf = hH$ in (6.11) we get 
G% &4> = ($4 u4 - &a) = rAh4 $1. (6.13) 
I f  there existed a #a EF such that 
for all 4 EL”(B, , dm’) and all A > 0, then from (6.13), 
~A(A7 ? $1 + b4 P Q%a = 0. (6.14) 
But this implies that (I - S,, + MA)&, = 0 for all X > 0. Thus S,(&,) -+ z,,& 
as h + co in L2(B, , dm’). Letting h + co in (6.14) with 4 = I+$, , we see 
that +,, = 0 m’-a.e., since I’,(&, , &) is nonnegative and increasing in A. 
Thus, the set A = VA range S, is dense in (F, r) as it is in (F,, , r,). From 
(6.13) and (5.16) we see that the two forms r and I’, agree on the set A. Thus 
we must have (F, T) = (Fe=, I’,). 
7. EXAMPLES 
In this section we consider some resolvents connected with the symmetric 
stable processes of order 01, 1 < 01 < 2. The case a! = 2 is Brownian motion. 
In that case, our results would extend Fukushima’s slightly, in that we can 
treat submarkovian as well as markovian, or conservative, resolvents. If  
one restricts consideration to conservative resolvents, then the boundary 
Dirichlet form in (5.31) must satisfy N(l, 1) = 0. Since we has discussed 
Fukushima’s example in some detail elsewhere in the paper, we shall con- 
centrate here on 01 < 2. 
To each o1,O < cx < 2 there corresponds a transition densityp, determined 
by 
e--W~ = 
s 
eix’u p,(t, u) du. (7-l) 
R” 
The corresponding resolvent kernel 
P& - Y; A) = 1,” rAt p,(t, x - y) dt (h > 0) (7.2) 
defines a symmetric resolvent on L2(R”). When n > 2, these resolvents give 
rise to Dirichlet spaces which are examples of the so-called “special Dirichlet 
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spaces” of Beurling and Deny [I]. If D is a bounded domain in Rn (n > 2), 
there are also the absorbing barrier resolvents and associate Dirichlet spaces 
which were studied in [3]. We sketch a few facts about these spaces, referring 
the reader to [3] for more detail. If R,a is the resolvent on Rn defined by the 
kernel (7.2), and if+ is infinitely differentiable with compact support contained 
in D, 
kK4 - CbPl x - Y Pa dx dr 
+ j, 9”+) dx, (7.3) 
where C, is a constant depending on n and 01, and 
w(x) = 2 j,, 1 5 - x I--= df. (7.4) 
Here CD denotes the complement of D in Rn. If we complete the space of 
test functions on D in the norm Doa($, +) we get a Hilbert space, which is 
also a Dirichlet space relative to L2(D) using Lebesgue measure on D. Note 
that since w(x) > c > 0, the norms D,a($, 4) and Dom(& (b) + A(+, $&) 
are equivalent. Note that if (II > 1, then W 4 Ll(D). 
Associated with this Dirichlet space is a resolvent qsa called the a-absorbing 
barrier resolvent. From now on we assume that (II and D have been fixed, and 
for simplicity of notation we use simply G,O to denote this resolvent, which 
is defined by a symmetric kernel G,O(x, y). We extend G,O(x, y) to RQ x R* 
by putting it equal to 0 if either x or y lies in CD. We shall also make use of the 
fact (see [3, formula (4.33)]) that 
j Gh"(x,~)w(~) dr + AGolD = j Go"(x,~)4~) d, = l,, (7.5) 
D D 
a.e. on R”, where Go0 is the Green function kernel 
Go'@, Y) = 1;~ Go@, Y). 
The absorbing barrier generator is a contraction of 
A,(u) = kg j D u(y)\ x - y j--n--a+2 dy (7.7) 
where k, is a constant, and d is to be taken in the distributional sense. 
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Let Q(x, 5) be measurable on D x CD with respect to the product measure 
of n-dimensional Lebesgue measure on the two components, and satisfying 
the following conditions: Given a compact KC CD, - 
&$__ VVWQ1~, 0 > ck > 0; 
where ck is a constant depending on K. Assume cv > 1 with 
I cDQ~r, I) hf = W(Y) (a.e. on D), 
where w(y) is defined in (7.4), and note that 
I 
D Q(y, 5) dr = + co (a.e. on CD). 
Let 
17.8) 
(7.9) 
(7.10) 
d,,(5) = (l/ID I) j-, G"l.(4Q(x, 0 dx, 
where 1 D 1 = Lebesgue measure of D. Then by (7.9) and (7.5) 
Also by (7.8) 
$0(l) Z cl D I-’ s, ‘Z,Ol, dx > 0. 
(7.11) 
(7.12) 
(7.13) 
On CD we define the measure dm = #o([) dt, a totally finite measure. 
From (7.13) we see that dm and df are mutually absolutely continuous. Let 
Kn(x, I) = hCWJ‘ GA~@,Y)Q(Y, 5)dr (7.14) 
D 
for x E D, ,$ E CD, and h > 0. In this example, Kh will play the role of the 
Poisson-Martin kernel for h-harmonic functions. Instead of the Martin 
boundary M with harmonic measure, we have CD with the measure dm 
defined above. In the notation of Section 3, our active boundary B, will be 
CD, and the passive boundary B, will be empty. If 4 is any function in 
P(CD, dm) we detine 
HA+ = SD K&, I)+(0 dm @ED) (7.15) 
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and 
W(E) = d(5) (t E CD). 
Since Hl cn < 1 by (7.5), and since 
s K(x, t) dx d I D I, D 
we have 
(7.16) 
(7.17) 
(7.18) 
Thus, if we define a measure p0 on Rn by putting dpo = dx on D and dp, = dm 
on CD we have H,,$ E L2(Rn, dp,). If h = 0, we shall write simply H+ instead 
of Ho+ It is not difficult to show that 
~fMx) - WhW) - /cDQ@y EM@) dm = 0 (a.e. in 0). (7.19) 
Thus we call HA “generalized X-harmonic” in D and we refer to the operator 
Au =A,24 + s cD Q!(x,&4t7 dm, 
where yu is the restriction of u to CD, as the “generalized Laplacian” operator. 
In [4], similar operators and Dirichlet spaces were studied, but with dm 
a singular measure concentrated on the boundary of D. The analysis is 
considerably more complicated there, and we shall not use that example here. 
Now to state the problem in the general framework of this paper, we define 
X0 = D,, (7.21) 
where D, is the Dirichlet space associated with GA0 with norm D,(*, .) as 
defined in (7.3). Let 
N = (H$ : (b E L2( CD, dm)} (7.22) 
and 
Nh = {HA4 : I$ eL2(CD, dm}. (7.23) 
On N and N,, , we norm H$ and H,,+ with the L2(CD, dm) norm of $. We 
define X to be the direct sum Do @ N with inner product 
t-p ‘>x = Dot*, ‘) + t-t ‘hCD,&d - 
Conditions (7.8) - (710) assure that N,D, = 8 = N,, A Do . 
(7.24) 
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We have 
and 
hG,Of - AG,Of = f (7.25) 
hH,+ - AH,+ = 0 (7.26) 
on D. Here f E X and y E L2 (CD, dm). 
After these preliminaries we can state the problem; we wish to find all 
submarkovian resolvents of the form 
wheref E X, 
Gf = GOf + H&f ), (7.27) 
m(f > = MA 4(f) (7.28) 
with M,, a Hermitian, isotone operator on L2(CD, dm) and 
4(f) = 1, J&(x, Of(x) dx. (7.29) 
From (7.17) we see that 
s 
[d,( f )I2 dm < const 
CD I 
[f WI” dx* (7.30) D 
Thus, from (7.30) we see that dA is a continuous mapping from X into 
L2(CD, dm). Now define U,,$ = X dh(H,,$). Then 
Then from (7.14) 
uh1CD = ($o(W s, %"WQ(x, E) dx d I D I. 
We have also from (7.5) and W(X) > c > 0, 
(7.32) 
uAbD = (&,(5))-1 IA hGo'(l - G"l)(x)Q(x, 5) dx 
t (W(X + WI D I- 
Thus we have 
(7.33) 
(1 D lc(l + c)-l}dm < UIlcDdm = dm’ < 1 D 1 dm; (7.34) 
so in this example the two measures m and m’ are essentially equivalent. 
SUBMARKOVIAN RESOLVBNTS 281 
Furthermore, since G,Ol(x) f 1 a.e. on D and (7.10) is assumed, we see that 
U&D T +a, x t CQ (m-a.e. on CD). (7.35) 
The mappings U,, are defined by the kernels 
= [+o(E)+o(q)]-' j, j, IGo0 - G,i"~(x,~)Q(x~ EMr, rl) dxdy. (7.36) 
Letting h -+ co, we get the limiting kernel 
u(& d = I~o@%(rlY j j Gooh Y)!& R~(Y, 0 dx dye (7.37) 
D D 
We define the basic quadratic form appearing in Theorem 5.1 by 
From the results of Sections 5 and 6 we know that there is a one-to-one 
correspondence between the submarkovian (i.e., hG,l < 1, since Hl = 1) 
resolvents and Dirichlet spaces on CD such that the Dirichlet form r satisfies 
I’(#, 4) = U(#, 4) + N(#, +), where N is a Dirichlet form on CD. 
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