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Optisten taajuuksien käyttö tietotekniikassa voi mahdollistaa nykyistä suuremmat
kaistanleveydet ja pienemmän energian kulutuksen. Piifotoniikka pyrkii ohjaa-
maan ja manipuloimaan näitä taajuuksia piialustalla. Piifotoniikalla on sovelluk-
sia esimerkiksi sensoritekniikassa ja tietoverkoissa. Epäsuora energia-aukko estää
tehon tuottamisen suoraan piialustalla, jolloin optinen teho täytyy tuoda piihin
ulkoisesta lähteestä. Tämä edellyttää kytkennän rakentamista teholähteen ja sirun
välille. Kytkentä voidaan toteuttaa esimerkiksi diﬀraktiohilan avulla. Diﬀrak-
tiohilan etuja ovat joustava sijoitus piirilevylle ja samanaikainen kytkeytyminen
useisiin signaalilähteisiin. Hilan aallonpituusriippuvuus vaikuttaa kytkentään,
joka on tehokas ainoastaan hilalle ominaisella resonanssitaajuudella. Kytken-
tähyötysuhde riippuu diﬀraktiohilan geometriasta, kuten sen koosta, jaksollisu-
udesta ja hilaelementtien muodoista. Hyötysuhteen maksimointi voidaankin to-
teuttaa hilan geometriaa optimoimalla. Tämä työ käsittelee kytkentähyötysuhteen
parantamista geometrian avulla. Optimointi perustuu numeeriseen mallinnukseen
FEM-menetelmällä (Finite Element Method). FEM-menetelmän käyttö on pe-
rusteltua, koska äärellisen kokoisten hilarakenteiden analyyttinen mallintaminen
on vaikeaa mielivaltaisille geometrioille. Riittävän suuri parametrisilmukka pystyy
käymään useimmat geometriat läpi, jolloin erilaisten vaihtoehtojen joukosta löy-
detään optimaalinen geometria. Tällainen laskenta hyötyy FEM-menetelmän
eduista, joihin kuuluu lyhyt laskenta-aika. Tämän työn laskennassa hyödynnet-
tiin COMSOL Multiphysics ohjelmistoa, koska kyseinen ohjelmisto mahdollistaa
parametrisilmukoiden automatisoinnin. Optimoinnin jälkeen saavutettuja taaju-
usvasteita verrattiin alkuperäiseen taajuusvasteeseen. Näin voitiin varmistua siitä,
että saavutettu aallonpituusriippuvuus vastaa teoriaa parantuneella maksimihyö-
tysuhteella. Taajuusvasteella on voimakas maksimi resonanssiaallonpituudella,
mikä havaittiin kaikilla optimoiduilla geometrioilla.
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Use of optical frequencies in information technology can provide increased band-
width and reduced energy consumption compared to modern applications. In
silicon photonics, optical signals are processed in circuits that are mainly based
on silicon and silica structures. Silicon photonic applications can be utilized, for
example, in sensors and in telecommunication networks. The indirect bandgap of
silicon prevents the construction of a laser type power source on a silicon substrate.
Hence, power in silicon photonics has to be produced outside the chip. This de-
mands a device, which can couple signal power to silicon. One example of such
a device is a diﬀraction grating. Gratings can be ﬂexibly placed on the chip and
they can couple to multiple power sources simultaneously. When a grating cou-
pler is utilized, one crucial parameter that deﬁnes its performance is the coupling
eﬃciency. This ﬁgure denotes the fraction of source power, which can be trans-
mitted to the chip. Many studies have been performed to maximize this fraction.
Coupling eﬃciency depends on the grating geometry, which can be optimized by
altering the grating parameters, such as period or groove depth. In this work, such
optimization was performed by simulating the grating structure while varying the
geometric dimensions. Numerical simulation is necessary because ﬁnite sized grat-
ings cannot be modelled analytically for arbitary shapes. The simulations were
performed on ﬁnite element method (FEM) using the COMSOL Multiphysics soft-
ware. An advantage of the FEM is fast calculation, essential when computing large
scale parametric sweeps required by the optimization procedure. The main objec-
tive of this study was to compare the initial and optimized frequency responses as
they deﬁne the coupling eﬃciency and the operation bandwidth. The comparison
revealed an improved coupling at the resonance wavelength for certain geometries
found by the sweeps. The achieved frequency responses around this maximum are
in agreement with grating theory and previous studies made on the topic.
Keywords: Coupling Eﬃciency, Photonics, Simulation, SOI, FEM, Waveguide,
Optical ﬁber, Diﬀraction grating, Gaussian beam, Mode
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Figure 0.1: Grating coupler and a single mode ﬁber. Taken from [1].
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Symbols and Abbreviations
Symbols
i =
√−1 imaginary unit
(x, y, z) cartesian coordinates
(xˆ, yˆ, zˆ) cartesian unit vectors
mˆ unit vector in m direction
r distance from the origin
r position vector
rˆ unit vector in r direction
ρ distance from the z axis
ρ position vector in cylindrical coordinates
ρˆ unit vector in ρ direction
t PML-layer length variable
S surface area
dS diﬀerential surface area
S directed surface area
dS diﬀerential vector surface area
dl diﬀerential length in l direction
dl diﬀerential path length vector
n surface normal (unit vector)
D computational domain
∂D edge of domain D
f frequency
c speed of light in vacuum
~ reduced Planck's constant
λ wavelength in vacuum
n refractive index
k wavenumber
k wavevector
β propagation constant, wavenumber longitudinal component
α attenuation
ω angular frequency
t time
Λ grating period
Lcpl coupling length
η eﬃciency, coupling eﬃciency
N grating groove number, number of objects
d distance
w width, Gaussian width measured between e−1 points
σ standard deviation, Gaussian width
G (z) Gaussian proﬁle
P power
E electric ﬁeld strength
ix
E electric ﬁeld
H magnetic ﬁeld strength
H magnetic ﬁeld
I intensity
S Poynting's vector amplitude
S Poynting's vector
 = 0r permittivity
µ = µ0µr permeability
R Fresnel reﬂection coeﬃcient
T Fresnel transmission coeﬃcient
Ni linear nodal shape functions
wl curl conforming vector basis functions
Operators
a · b = axbx + ayby + azbz dot product of vectors a and b
a× b =
xˆ (aybz − byaz)− yˆ (axbz − bxaz) + zˆ (axby − bxay) cross product of vectors a and b
∇ = xˆ ∂
∂x
+ yˆ ∂
∂y
+ zˆ ∂
∂z
gradient operator
∇ (F ) = xˆ∂F
∂x
+ yˆ ∂F
∂y
+ zˆ∂F
∂z
gradient of function F
∇ · F divergence of function F
∇× F curl of function F
|F | absolute value of number or function F
|F| vector norm of F (length of the vector)∫
D
FdV integral of function F over volume D∫
∂D
FdS integral of function F over boundary of D∫
S
F · dS integral of function F over surface S∫
c
F · dl integral of function F over path c
erf (z) Gaussian function integral from −∞ to z
Abbreviations
CMOS complementary metal oxide semiconductor
SOI silicon on insulator (generally silica) layout in silicon photonics
PML perfectly matched (absorbing) layer
TE transverse electric ﬁeld polarization
TM transverse magnetic ﬁeld polarization
LP linear polarization
RF radio frequencies (f <≈ 300GHz)
MoM method of moments
FEM ﬁnite element method
SEM scanning electron microscope
FCC face centered cubic
1 Introduction
Photonics is a set of technologies that focuses on controlling photons on the micro-
and nanoscale. The term photonics is analogous to electronics where electrons are
controlled. Whereas electrons carry electric current, photons carry optical power,
such as light. Visible light covers a wide range of wavelengths around 550 nm (or
500 THz). This range extends from 380 nm to 740 nm [2, ch. 52]. However, photonic
technology generally utilizes wavelengths in the near infrared. For example, the
wavelengths of ≈ 1.3 µm and ≈ 1.55 µm are typically used in photonic applications
[3]. Therefore, from now on, the term light is used for electromagnetic radiation
in the optical regime, which covers both the visible and near infrared wavelengths.
The main beneﬁts of photonics are connected to bandwidths. Wide range of fre-
quencies allows for parallel transmission of data in a single channel. In comparison
to RF (radio frequency) technology, much wider bandwidth is available for opti-
cal signals. Whereas the ﬁnite electron mass limits the oscillation frequency of an
electronic circuit, no such limitation exist for electromagnetic radiation created by
atomic or molecular transitions.
Silicon photonics denotes photonics made with silicon. The applications in silicon
photonics take advantage of the wide bandwidth associated to the optical commu-
nication wavelengths and low losses of a silicon waveguide. For example, telecom-
munication and data processing gain higher speed when signals can be processed
over wider bands. Low losses during propagation of a signal allow for more ﬂexible
positioning of components and a longer range of communication links. [4] Improved
positioning and range can, furthermore, reduce the power consumed by the circuit
in operation. For instance, an optical waveguide of 50 µm can achieve a much lower
power consumption than an electrical wire of similar length [5].
The major prospects oﬀered by silicon photonics reside in integrated optics, such
as optical interconnects (OICs). Development of silicon photonics occurs in the
frame set by the manufacturing technology of electronics [6]. Silicon is widely uti-
lized in CMOS (complementary metal oxide semiconductor) technology. The light
guiding properties of silicon waveguides allow for manufacturing nanoscale CMOS
compatible optical elements. These elements act as fundamental building blocks in
integrated circuits. Optical integrated circuits can be used in telecommunications,
datacenters, supercomputers or in designing more distributed computer architecture.
Modern optical technology mainly utilizes combined electronic and optical signal
processing. Such processing has the beneﬁts described earlier and some additional
functions impossible to realize with electronics or photonics alone. Many challenges
of the modern technology show that this combination is essential. For example,
modern ﬁber-to-computer links have to convert optical signals into electrical form.
As a result, silicon photonics has became a signiﬁcant topic of research.
From a commercial point of view, several companies have recently started manu-
facturing or testing simple devices based on silicon photonics. Some examples are
2Kotura [7] and Luxtera [8] who have manufactured wavelength division multiplexing
(WDM) transceivers and variable optical attenuators, respectively. Optical inter-
connects have also been tested, and at least Sony and IBM have projects involving
them. [9] Other companies interested in silicon photonics can be listed: HP, Intel,
ST Microelectronics, Mellanox and ARM have announced their goals concerning
photonic technology [10].
Waveguiding technology is a signiﬁcant part of the commercial photonics. Waveg-
uides are structural building blocks of a photonic circuit or a communication sys-
tem [11, ch. 2]. They form connections between diﬀerent systems, chips or compo-
nents. Filters, resonators, ampliﬁers or any other type of components are generally
constructed to operate at a junction between two waveguides.
Despise high number of applications, silicon photonic circuits generally require an
external power source. The material properties of silicon are challenging for con-
struction of power sources, such as lasers utilizing silicon as a gain medium. There-
fore, a coupler device is required to feed the power into the chip. Power is generally
transmitted through the coupler device into a waveguide.
Many types of coupler devices exist. Common for all these devices is their ability
redirect incident light such that it is captured inside the waveguide. The signal is
thus converted into a waveguide mode to be processed by the other circuit elements.
It is possible to utilize waveguides with varying dimensions, diﬀerent tapers, prism
on the top of a waveguide or a diﬀraction grating to achieve highly eﬃcient coupling.
This work is mainly focused on the grating couplers. A grating coupler is a peri-
odic array of perturbations in the waveguide refractive index. A typical structure
of a photonic grating is an array of shallow etches on the top surface of a photonic
waveguide. These etches can deﬂect the propagation of light by scattering from
the refractive index discontinuities. The constructive and destructive interference
determine the angles, for which the input signal can be eﬃciently coupled to the
grating. Grating etches resonantly transmit light coming from a certain angle but
reject light incident at other angles. The transmission resonance for a given angle of
incidence changes with the wavelength because the interference is inherently wave-
length dependent. The resonance is also inﬂuenced by the grating geometry and can
be altered for example by modifying shapes or sizes of the grating elements.
Grating couplers have several beneﬁts from the view point of the silicon photon-
ics. First, ﬂexible placing of couplers on a chip allows for easier construction of
photonic circuits. Second, gratings can provide vertical coupling with respect to
the chip surface, which is impossible by other means. Third, grating couplers are
compact, which supports miniaturization of the circuits. Hence, they override the
other coupling techniques in several applications.
This thesis is divided into eight parts. First, the fundamentals of silicon photonics
are represented in Chapter 2. After this, Chapter 3 represents the typical waveguide
structures in silicon photonics. Basic theory of coupling to a silicon waveguide
3is represented in Ch. 4, with several examples of typically used coupler devices.
Diﬀraction gratings are studied in Chapter 5. Therefore, the ﬁve ﬁrst chapters
cover the physical phenomenon of coupling through a grating. Chapter 6 describes
the numerical basis of the ﬁnite element method (FEM) and the simulation methods
utilized in this work. The FEM is utilized to optimize the grating geometry with
respect to the coupling eﬃciency. Finally, a comparison of the optimized and initial
coupling eﬃciencies is performed over communication wavelengths around 1.55 µm
for TE-polarization (transverse electric ﬁeld) in Chapter 7. Chapter 8 represents
conclusions of the obtained results.
42 Silicon photonics
Silicon photonics denotes silicon based technology, which aims to control light on the
micro- and nanoscale. Silicon photonics utilizes many diﬀerent materials in active
and passive components. However, silicon generally enables the operation of those
components constructed of other materials. SOI (silicon on insulator) is a subset of
silicon photonics with particular importance in this work. SOI technology utilizes
silicon components constructed on a SiO2 layer on a silicon platform. Operation of
SOI components is based on high refractive index of silicon on optical communication
bands.
2.1 Material properties of silicon
Silicon is a material widely popular in electronics and photonics. In electronics,
silicon is used for its low price, strength, adequately wide energy gap, tunable con-
ductivity through doping and ability to form silica (SiO2) when interacting with
oxygen. Silica is suitable for masking of silicon surface in component manufacture.
It also has passivating and insulating characteristics, which can protect a silicon
chip.
Silicon can be utilized in photonics to avoid compatibility problems with modern
electronics. In electronics, manufacturing methods are widely based on CMOS (com-
plementary metal oxide semiconductor) technology. [13, pp. 35-36]. Masking and
lithography used in CMOS are developed on silicon properties and allow for dense
packaging of integrated circuit elements. Photonic components can be produced by
similar means as those used in electronics. Such components are CMOS compatible
and combinable with electronic circuits because they utilize similar materials [5].
Silicon is classiﬁed as a semiconductor in the period IV of the periodic table.
The atomic number of silicon is 14. This leads into an electron conﬁguration of
1s22s22p63s23p2, which means silicon has 4 electrons on the outermost electron
shell. Semiconducting properties of silicon can be understood through this con-
ﬁnement [12, ch. 12.1]. It follows that silicon creates covalent bonds and tends to
organize itself in diamond (double FCC, face centered cubic) lattices. Furthermore,
the structure of a silicon lattice creates a band gap between the valence and conduc-
tion bands (Fig. 2.1) with only valence band ﬁlled at zero temperature. In higher
temperatures the valence electrons can be excited to the conduction band inducing
conductivity of silicon. [12, ch. 12]
Conductivity has insigniﬁcant eﬀect on attenuation on optical bands around 1.55 µm,
as mentioned in [5]. This distinguishes silicon photonics from plasmonics, where
charge carriers are involved in signal propagation. On other bands, conductivity
causes losses during light propagation for charge carriers ability to absorb energy
from electromagnetic ﬁeld.
5Figure 2.1: Silicon energy band diagram (drawn on a plane of lattice symmetry).
Short explanation of the diagram is given in Appendix A. Explained in [12, pp. 421].
Taken from [12, pp. 421].
Light can propagate in silicon with low absorption due to suitable material proper-
ties. Energy of a photon can be absorbed directly when the diﬀerence between two
energy levels in an atomic system corresponds to absorbed light wavelength. Such
absorption is behind opaque behaviour of many insulators. Silicon has an indirect
bandgap. Photon absorption can occur between the valence- and conduction bands.
Generally the energy is transferred between the valence band maximum point and
conduction band minimum, which is the so called k = 0 point. This rarely occurs in
silicon because the points are associated with diﬀerent wavenumbers. Momentum
of the excited particle depends on the wavenumber and should thereby change in
the absorption. This would require a change of momentum carried by the absorbed
photon. Typically IR (infrared) photons used in photonics have not enough momen-
tum, and described transitions between the two bands are not possible [15, p. 630].
The bandgap of silicon corresponds to 1.12 eV energy and 1.1 µm wavelength [15, p.
636]. However, typically used optical communication wavelengths of 1.3 µm and
1.55 µm lie over 200 nm above this wavelength, the lowest being determined by the
optical cable cut oﬀ wavelength at 1260 nm [16, p. 133].
Low absorption of silicon allows for construction of light guiding structures without
considerable attenuation. High refractive index of silicon enables trapping of light
inside the material. The propagating light can reﬂect totally, for example, due to
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.
high refractive index contrast on a silicon-silica boundary. Such contrast is essential
on the nanoscale photonics because it allows for construction of tightly bending
waveguides with 90◦ bends and 1 µm bending radius. These waveguides form a
prerequisite for dense packaging of components.
Frequency dispersion of silicon has limiting impact on component operation in pho-
tonics. Dispersion makes diﬀerent wavelengths propagate at diﬀerent group veloc-
ities in silicon structures. Problems can arise in optical communication because
signal shapes are distorted and inhomogeneous structures can appear diﬀerent for
diﬀerent wavelengths. The fundamental cause of the dispersion is the wavelength
dependent refractive index of silicon, which can be approximated by the Sellmeier's
equation [15, p. 180]
 (λ) = n2 (λ) = 1 +
10.6684λ2
λ2 − (0.3015 (µm))2 +
0.0030λ2
λ2 − (1.3470 (µm))2
+
1.5413λ2
λ2 − (1104.0000 (µm))2 + ... (2.1)
7Sellmeier's equation resembles the Lorentz oscillator model, which states the re-
fractive index originates from charges oscillating in a driving electric ﬁeld. These
oscillations depend on the wavelength in a similar manner as the Sellmeier's rela-
tion [17]. However, Sellmeier's equation is an experimental ﬁt, and the wavelengths
in the denominators of diﬀerent terms do not denote physical resonances.
2.2 Typical components in silicon photonics
Silicon photonic systems can be used in signal conversion or routing in communica-
tion networks. Components in these systems can be divided to passive and active
devices. Active devices include, for example, lasers, ampliﬁers and modulators. Pas-
sive components include waveguides, resonators, and couplers. Light can be conﬁned
in subwavelength structures because the silicon index exceeds the surrounding in-
dices by far. This allows downscaling of photonic components and also utilization
of nonlinear phenomena that is essential in signal modulation. Hence, circuits in
silicon photonics can be constructed in micrometer scale.
Generally, nanophotonic components utilize silicon-silica-silicon (silicon on insula-
tor, SOI) structure. Silicon components are placed on the top of a silica layer, which
has typical thickness of ≈ 2 µm. This value can, however, vary between diﬀerent
applications, 2 µm being a standardized value available from the most of the manu-
facturers [27]. The silica layer covers silicon, which is the host material of the wafer.
Bottom silicon has some inﬂuence on device operation. However, it has an insignif-
icant eﬀect to the light propagation in structures, which do not emit radiation to
their surroundings, and have adequately thick bottom oxide layer. [28], [27]
The simplest photonic circuit element is a waveguide. Waveguides can connect com-
ponents on a chip or act as building blocks for the other devices (such as resonators
or couplers). They steer optical signals in intended direction. These signals are
concentrated inside waveguide core due to the high permittivity contrast. A typical
realization of a waveguide is composed of a silicon core and a bottom oxide layer,
both piled upon each other on silicon substrate. A top oxide cover layer can be used
to protect the waveguide and improve the light conﬁnement.
Operation of photonic waveguides is analogous to the waveguides in RF (radio fre-
quency) technology or metal wires in electronics. However, a photonic waveguide
carries signals in THz frequencies, which are about three orders of magnitude higher
than those used in RF technology. Thus, dimensions of a waveguide are on microm-
eter scale, which is comparable to a wavelength. Waveguides are treated with more
detail in Chapter 3.
Micrometer scale waveguides cannot carry signals over long distances. However,
optical signals of these waveguides can also propagate in ﬁbers. Optical ﬁbers can
connect distant parts of a photonic system to each other [29, pp. 16]. Typically,
photonic technology utilizes single mode ﬁbers that only permit the lowest order
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Figure 2.3: Overall picture of typical structures in nanosized silicon photonics. 1st.
up: Waveguides and micro-scale structures, taken from [18], 2nd. up: Waveguide
ring resonator, taken from [19], 3rd. up: System presentations of diﬀerent photonic
components, taken from [20], 1st middle: Photonic crystal waveguide, taken from
[21], 2nd middle: SOI wafer, taken from [22], 3rd middle: grating coupler, taken
from [23], 1st down: Mixer device, taken from [24], 2nd down: Mode divider with
two T-junctions, taken from [25], 3rd down: Silicon photonic waveguide cross section,
taken from [26].
mode to propagate [30, ch. 1.2]. Hence, modal dispersion and additional complexity
can be avoided. This requires adequately small ﬁber core diameter, which is typically
≈ 8 µm for ﬁbers used in photonic applications [31, pp. 77].
Optical ﬁbers generally operate on communication bands around 1.3 µm and 1.55 µm
wavelengths, although other bands are also utilized in ﬁber communication [16].
Photonic devices, which are connected to each other by optical ﬁbers have to share
their operation wavelengths. These wavelengths are not suitable for power genera-
tion inside silicon, and they set a requirement for external power sources.
Active components in silicon photonics require either strong nonlinearity (high elec-
tric ﬁeld strength) or combination of several materials. Silicon indirect bandgap
9Si Si
2 SiO2
Si Si
(a) (b)
SiO2
air/oil air/oil
Figure 2.4: Two typically used SOI waveguide types, (a) silicon channel waveguide
and (b) silicon rib waveguide. Taken from [15, p. 311].
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Figure 2.5: Fundamental mode in three diﬀerent SOI waveguides. Red color denotes
the highest ﬁeld amplitude.
prevents such functions as conventional laser operation or ampliﬁcation. This is
due to hardly achievable population inversion in pure silicon [32]. Generally, other
semiconductor materials are utilized, or the active components are placed outside
the chip.
Practical issues limit techniques to build lasers or other power sources on silicon
platform. One technique utilizes other semiconductors embedded in the silicon chip.
Such structures can be composed of GaAs or other direct bandgap semiconductors
enclosed in a cavity. Another technique is based on stimulated Raman scattering
where intense pump beam excites silicon atoms to the upper vibrational energy lev-
els. Generally Raman lasers cannot be realized without another laser because high
pump intensities are required to induce signiﬁcant scattering. [33] Also more sophis-
ticated techniques exist, which utilize quantum wells or complex atomic transitions
to generate the lasing eﬀect [34]. None of these techniques have proven simple and
eﬃcient enough to solve the power production problem in silicon. For this reason,
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modern photonics prefers external power sources, such as ﬁber lasers.
Stokes Raman
scattering
Anti-Stokes Raman
scattering
Vibrational
energy
states
Virtual
energy
states
1
2
3
4
0
Figure 2.6: Stokes (loss) and Anti-Stokes (gain) versions of Raman shift, which is
behind the stimulated Raman scattering. Taken from [35].
Couplers are devices designed to insert external light in the photonic waveguides. A
coupler device can guide the power into the chip with an eﬃciency of nearly 1 [36].
Couplers are essential because power production inside a waveguide is diﬃcult due
to the issues, which arise with the active silicon components. Other semiconductors
could be used instead of silicon but with the expense that material discontinuities
would cause reﬂections and the overall structure would become more fragile. There-
fore, it is preferred to produce optical power outside the crystal. The light encircling
in a photonic circuit can originate, for example, from a laser. A more detailed de-
scription of couplers is given in Chapter 4.
2.3 Waveguides in silicon photonics
Many diﬀerent waveguide types exist in silicon photonics. These topologies utilize
diﬀerent materials, as well as diﬀerent geometries and diﬀerent physical principles
of operation. However, as they are structures of silicon photonics, they all utilize
silicon or some chemical mixture of silicon as their building material.
Waveguides in silicon photonics generally utilize silicon oxide, silicon nitride, silicon
oxynitride, doped silica, doped silicon, or polysilicon as waveguide materials [31, ch.
6.1]. These materials enable low losses combined with adequately high refractive
index contrast to guide optical power. Whereas silica waveguides generally have large
dimensions, silicon based waveguides provide a means to realize submicrometer sized
structures [31, pp. 30]. Particularly SOI (silicon on insulator) waveguides combine
the beneﬁts of low losses (0.1 dB/cm) and small dimensions [31, pp. 30]. SOI
waveguides utilize silicon and silica to achieve the required refractive index contrast.
Small dimensions can also be achieved by utilizing multiple reﬂecting boundaries.
Bragg reﬂector consists of dielectric boundaries, piled upon each other. Adequately
many boundaries provide almost perfect reﬂection, which can be utilized to guide
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light [15, ch. 8.4]. Hence, Bragg grating waveguides do not require as strict material
selection as conventional silicon waveguides. The idea can be extended further into
higher dimensions.
Photonic crystal waveguides utilize multiple reﬂectors to guide light in two or three
dimensional patch. The idea corresponds to the one represented for the Bragg grat-
ing waveguides. However, whereas Bragg waveguides have planar geometry, photonic
crystals allow compact channel like waveguides where light can travel with low losses.
These waveguides can steer the light over sharp (90◦) corners without considerable
bending losses. [15, pp. 313] The trade oﬀ of the improved functionality is more
complex manufacture and high prise compared to simpler waveguide geometries.
Bragg refl.
Bragg refl.
P
(a)
P
(b)
dielectric pilars
Si
SiO2
cover material
(c)
P
Figure 2.7: Typical waveguides in silicon photonics, (a) Bragg grating waveguide,
(b) photonic crystal waveguide, (c) SOI slot waveguide. The channel waveguide is
represented in Fig. 2.4.
Slot waveguides realized in SOI technology are an example of a simple waveguide
realization. A slot waveguide consists of two silicon slabs set next to each other.
Between the slabs, a subwavelength gap is left to guide the optical power. The gap
can lie horizontally or vertically between the slabs, which can be placed side-to-
side or in a sandwitched structure. The power travels in the gap because the slab
index of refraction exceeds the gap index by far. Therefore, total internal reﬂections
can occur inside the slabs. However, the reﬂected ﬁelds have evanescent extensions
outside the slabs. These ﬁelds overlap and produce high intensity between the slabs.
This phenomenon is insensitive to the wavelength. [1, ch. 2.1.2]
Channel waveguides have highest ﬁeld strength inside the silicon. Therefore, power
propagates in a channel, which can be placed on the top of a dielectric layer. How-
ever, it is also possible to embed the channel inside the silica or to cover the whole
silica layer with silicon. The fundamental principle of operation is the same for slot
waveguides and channel waveguides. In channel waveguides, only one evanescent
ﬁeld extension exist, and no overlap is produced with an other ﬁeld. Therefore, the
ﬁeld obtains the highest value inside the waveguide core. [31, pp. 30], [15, pp. 310]
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3 Silicon waveguidess
Guided propagation of light forms an essential requirement for photonic applications.
A light pulse in homogeneous space diverges and experiences reformation after being
generated by a light source. This limits the use of free light in data applications be-
cause diverging pulses can mix to each other, their paths of propagation are straight
lines or diﬃcult to control, and power is lost while the pulse propagates. [37, 38]
Free space optical communication oﬀers some beneﬁts not achievable through guided
technology. Such beneﬁts include multiport systems and ﬂexible component place-
ment. However, utilizing waveguides has advantages, which make them necessary in
many applications. Guided optics preserves pulse power and reduces interference of
diﬀerent signals. It also avoids beam direction issues and enables use of nonlinearity
in signal manipulation. The simplest waveguide is composed of two mirrors put
opposite to each other [15, ch. 8.1].
3.1 Channel waveguides in silicon photonics
Many diﬀerent waveguide structures have applications in silicon photonics. Common
for most of them is a waveguiding layer composed of silicon, set on top of a dielectric
layer above the host silicon lattice. This layer can be horizontally wide or restricted
in two dimensions. Such layer is the central part of silicon nanowires and silicon
rib-waveguides (Fig. 2.4).
SiO
Si
2 SiO
Si
2 SiO
Si
2
Embedded strip Strip Rib / ridge Strip loaded
SiO2
M2
M1
Figure 3.1: Diﬀerent channel waveguide geometries. In the rightmost ﬁgure, the
materials M1 and M2 can be, for example, silicon and doped silicon respectively.
Taken from [15, p. 310].
Channel waveguides are composed of a high refractive index channel surrounded
by materials of lower indices. High refractive index contrast makes light well con-
ﬁned in the channel part of the waveguide. A 2D structure can squeeze light into
subwavelength dimensions in two perpendicular directions. This allows for dense
packaging of components on a chip. In some aspects, channel waveguides resemble
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microstrips used in RF (radio frequency) technology. However, signiﬁcant diﬀer-
ences in ﬁeld distributions exist compared to microstrips. In microstrips electric
ﬁeld is conﬁned between a metallic wire and bottom material [39, ch. 5] whereas
photonic waveguides conﬁne the ﬁelds in the channel.
Figure 3.2: Fabrication of a rib type waveguide by LOCOS (local oxidation of silicon)
technique, a) mask formation, b) oxidation, c) mask removal. The ﬁgure shows the
two last phases of the manufacturing process. Taken from [40].
Field propagation in the waveguide can be understood as propagation of multiple
planewaves bouncing between four boundaries framing the waveguide domain. Each
wave has evanescent extension outside the waveguide as a result of total internal
reﬂection. Superposition of these waves forms a mode of the waveguide. [15, ch. 8.3]
Channel waveguides can be manufactured by CMOS (complementary metal oxide
semiconductor) technology. For example, a rib type waveguide is created when fol-
lowing steps are performed: (1) exposing a silicon wafer to oxygen, which causes
reaction producing the silica layer, (2) growing additional silicon on the silica layer,
(3) growing an additional silica layer, (4) covering the whole structure with photore-
sist, (5) utilizing suitable radiation with designed mask to break the photoresist in
selected regions, (6) etching the resist and the silica from the surface, which does
not cover the waveguide channel, (7) converting the silicon into silica through oxi-
dization on these areas, and (8) removing the resist. [13, ch. 13], [40] This process is
14
completely compatible with CMOS technology. The achieved accuracy depends on
the lithography with proportionality to the used wavelength. Therefore, nanoscale
manufacturing becomes possible, as the wavelength used in lithography can be sev-
eral nanometers long.
Planar (slab) waveguide is an useful simpliﬁcation of a channel waveguide. Planar
waveguides extend over an inﬁnite planar surface. In practice, waveguide cannot
have inﬁnite dimensions or an ideally planar geometry. A planar waveguide is an
excellent approximation if one of the waveguide dimensions is signiﬁcantly larger
than the others. In such structure, borders of the waveguide only have inﬂuence near
them leading into planar waveguide modes in the centermost parts of the waveguide.
Therefore, the waveguide can be modeled by its longitudinal cross section, which
contains all the information about the waveguide geometry. The approximation is
valid, for example, when waveguide width extends 12 µm in horizontal direction and
the waveguiding layer has thickness of 220 nm.
Several applications have emerged around nearly planar waveguides. Some exam-
ples are liquid crystal waveguides [41] and slab-coupled waveguide lasers [42]. More
importantly, planar waveguides have been utilized in couplers [43] and sensor appli-
cations [44]. In both cases, waveguide dimensions have to be matched to ones of the
environment. This requirement can arise from the need to couple light to an optical
ﬁber or to measure some external quantity. Such characteristics are related to high
top surface area, which is typical for nearly planar waveguides.
3.2 Physics of nearly planar waveguides
The waveguides studied in this work have large width compared to height and can
therefore be considered as planar structures [45]. A detailed mathematical descrip-
tion of planar waveguides is given in this section. Such description includes propa-
gation and shape of electric ﬁelds in these waveguides.
The material above a planar waveguide is generally called the cover and the one
below is called the cladding of the waveguide. For a planar waveguide, refractive
index has to be higher in the waveguiding layer than in the surrounding media.
Therefore, the cover and the cladding materials can have any indices between 1 (free
space) and waveguiding layer index. Here, only the simplest structure is described,
with equal indices for the surrounding materials. Equal indices correspond to some
waveguide structures studied in this work.
Full mathematical description of a planar waveguide requires study of both polar-
izations with respect to all waveguide boundaries. Such study would be necessary to
form the ﬁeld expressions for the TE (transverse electric ﬁeld) and TM (transverse
magnetic ﬁeld) modes of the waveguide. Considering both polarization is possible
but gives no additional insight to one oﬀered by analysis of TE polarization. Thus,
simpliﬁed mathematical analysis is represented here for TE polarization, with the
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notion that similar treatment can also oﬀer the solution of the TM modes of the
waveguide.
Si
SiO2
Figure 3.3: Planar slab waveguide. Taken from [46].
Operation of a planar waveguide can be understood through reﬂecting waves obey-
ing Helmholtz equation. These waves have unique propagation direction and they
behave as single rays of light, which interfere with each other. For each wave, reﬂec-
tions occur between the cover and cladding interfaces. The angle of reﬂection can
exceed the critical angle that results in a zero leakage out of the waveguide. Reﬂect-
ing plane waves can propagate along the waveguide simultaneously generating the
waveguide modes as a superposition of the single wave ﬁelds. Such superposition
carries ﬁnite amount of energy and is equal to a Fourier series presentation of a
periodic mode in the waveguide. Thus, slightly unphysical concept of a plane wave
can be applied to describe angular frequency components of a waveguide mode.
Plane wave description can also be applied to two dimensional channel waveguides.
However, such treatment becomes complex because reﬂections of propagating light
can occur in vertical and horizontal planes, and also between two perpendicular
waveguide boundaries. Therefore, only ideally planar structure is considered here.
Following is based on Chapter 8 in [15].
Figure 3.4: Interference of two plane waves in a slab waveguide. Taken from [15, p.
292]
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A plane wave is described by a complex number representation [47, ch. 2]
E = uEei (ωt− k · r), (3.1)
where unit vector u describes the polarization of the plane wave. A plane wave
deﬁned by Eq. (3.1) propagates in k direction with phase velocity of vp = ω/k.
In a photonic slab waveguide, two plane waves exist simultaneously with opposite
propagation perpendicular to the waveguide plane (original and reﬂected waves).
The total electric ﬁeld in the waveguide forms as the superposition of these plane
waves (Fig. 3.4). For x directed TE polarization
E = xˆ
[
E+e
−i (kz cos θ + ky sin θ) + E−e−i (kz cos θ − ky sin θ)
]
, (3.2)
where θ is the complement of the angle of reﬂection. This expression describes
a waveguide mode if the reﬂected ﬁeld E− reproduces the original ﬁeld after two
reﬂections. Each reﬂection causes a phase shift -φ, which aﬀects the reﬂected ﬁeld
phase. Therefore
E− = E+e−iφ. (3.3)
The reﬂected ﬁeld equals the original if the ﬁelds have similar phases after two
reﬂections, or formally
kd sin θ = −kd sin θ + 2φ+m2pi
2kd sin θ = 2φ+m2pi, (3.4)
where d denotes the waveguide height. This equals both waves moving distance d
perpendicular to the waveguide plane with unaltered phase of the superposition.
Diﬀerent angles θ require diﬀerent numbers m to fulﬁll equation 3.4. This lead into
quantized values of θ because the change in the phase during the translation depends
on the propagation direction. Equation 3.4 cannot be solved analytically because
generally the phase change in reﬂection, φ, depends on the angle θ. The dependency
follows from Fresnel reﬂection coeﬃcient, which are functions of θ. These coeﬃcients
can be written as
R =
n1 sin θ1 − n2 sin θ2
n1 sin θ1 + n2 sin θ2
. (3.5)
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Figure 3.5: Solution of Equation (3.14) when λ0 = 1.55 µm and d = λ0. Indices n1
and n2 are 3.48 and 1.44 respectively.
Equation (3.5) transforms into a complex number when it is written as a function
of θ1 = θ and θ approaches 0. The nominator can be written as
n1 sin θ − n2
√
1− cos2 θ2. (3.6)
Snell's law can be utilized for the complement angles to write the equation as
n1 sin θ − n2
√
1− n
2
1
n22
cos2 θ = n1 sin θ − n2
√
1− n
2
1
n22
+
n21
n22
sin2 θ, (3.7)
which equals to
n1 sin θ − n2
√
n21
n22
(
n22
n21
− 1 + sin2 θ
)
= n1 sin θ − in1
√
1− n
2
2
n21
− sin2 θ. (3.8)
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Taking n1 sin
2 θ as a common factor gives
n1 sin θ
[
1− i
√(
1− n
2
2
n21
)
/ sin2 θ − 1
]
, (3.9)
which is the same as
n1 sin θ
1− i
√
sin2 θc
sin2 θ
− 1
 , (3.10)
where θc is the complement of the critical angle of reﬂection on the waveguide
boundary. Therefore, the equation obtains phase value -φ, which can be determined
by summing the phases of the nominator and denominator of the expression. These
phases have equal magnitude and the overall phase becomes two times the nominator
phase value. This phase is given by equation
tan
φ
2
=
√
sin2 θc
sin2 θ
− 1, (3.11)
Combining Equation (3.11) with the self consistency condition (3.4) gives
φ = kd sin θ −mpi = 2 arctan
√
sin2 θc
sin2 θ
− 1. (3.12)
The equation can be simpliﬁed furthermore:
kd sin θ
2
− mpi
2
= arctan
√
sin2 θc
sin2 θ
− 1, (3.13)
which is a transcendental equation:
tan
(
kd sin θ
2
− mpi
2
)
=
√
sin2 θc
sin2 θ
− 1. (3.14)
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Numerical solution of the equation (3.14) yields a discrete set of angles θ. These
angles can be determined drawing the right and left sides of Equation (3.14) and
searching the crossing points of two curves for each m (Fig. 3.5). It follows that
in an adequately narrow waveguide, only one angle is found, resulting in single
mode operation. Such crossing points correspond to diﬀerent waveguide modes with
diﬀerent ﬁeld patterns calculated from (3.2). As shown in Fig. 3.6, diﬀerent bounce
angles lead into diﬀerent number of nodes on the waveguide cross section. Each
waveguide mode has then unique ﬁeld pattern, which is observed in the output.
(m=0) (m=1) (m=2)
Figure 3.6: Simulated three ﬁrst modes of a slab waveguide. Red color denotes the
highest ﬁeld amplitude. The plots correspond to free space wavelength of 1.55 µm
and waveguide thickness equal to wavelength. The indices n1 and n2 are 3.48 and
1.44 respectively.
Equation (3.2) gives additional information about the ﬁeld amplitudes. The ampli-
tudes E+ and E− have remained unspeciﬁed until now. These amplitudes can be any
real quantities without alterations to the self consistency condition (3.4). Therefore,
E− can have equal or opposite sign with respect to E+. Symmetry guarantees that
the absolute values |E+| and |E−| match to each other. Otherwise, the superposition
of the ﬁelds would propagate in y direction inside the waveguide (an illuminating
ray through the waveguide would exist).
Signs and magnitudes combined, the Expression (3.2) results in even and odd
modes. Even modes are those where the plane wave components have equal sign and
odd modes are those where the signs are diﬀerent. The nature of modes depends
on the ﬁeld conﬁnement in the waveguide. To achieve maximum conﬁnement, the
ﬁelds have to interfere constructively in the middle of the waveguide. Thus, even
values of m associate to the even modes and odd values associate to the odd modes.
Field equations of a planar waveguide are obtained as sums of the plane wave ﬁelds.
These plane waves become evanescent because they reﬂect totally from the waveg-
uide boundaries. Combining the ﬁeld equations inside and outside the waveguide
gives cosine function inside the waveguide and exponential function outside the
waveguide. [15, ch. 8.2] Hence, the electric ﬁeld has a following piecewise expres-
sion [15, ch. 8.2]:
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E (x, y) = (3.15)
xˆE0i cos (ky sin θm) m even, |y| < d/2
xˆE0i sin (ky sin θm) m odd, |y| < d/2
xˆE0o exp (γm [y + d/2]) y < −d/2
xˆE0o exp (−γm [y − d/2]) y > d/2 .
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Figure 3.7: Fundamental mode of a slab waveguide and a Gaussian distribution.
The used waveguide dimensions and excitation parameters correspond to the ones
used in Fig. 2.5a.
Equation (3.15) satisﬁes electric boundary conditions. These conditions require
electric ﬁeld tangential component to be continuous across waveguide boundaries.
TE polarized plane waves only have a tangential component, and they satisfy the
boundary conditions for a continuous total ﬁeld. In contrast, electric ﬂux density
only has a condition for the normal component continuity. This condition is auto-
matically satisﬁed for the zero amplitude normal components on the both sides of
the boundary.
The plane wave picture oﬀers important insight to several loss mechanisms present
in the realistic waveguides. Losses can arise from variable refractive index. Any
deﬂections from uniform index can cause scattering, which transforms a part of
the propagating mode into light propagating in multiple directions. For this light,
angles of reﬂection can become clearly smaller than the critical angle. This enables
scattered light to escape from the waveguide. Another example is the inﬂuence of
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surface roughness on waveguide properties. Surface roughness can cause scattering
similar to the refractive index imperfections. The scattering, however, becomes
stronger for the higher order modes because the angle of reﬂection is smaller for
them. Higher order modes have greater number of reﬂections in particular length of
the waveguide than lower order modes. Therefore, they touch the surface many
times more compared to the light that travel directly through the waveguide. Each
touch with a rough surface causes scattering and leakage out of the waveguide.
This can be utilized, for example, in grating couplers. Couplers utilize an altered
surface structure to guide power into or out of a waveguide (Fig. 3.8).
n
n
Figure 3.8: Scattering by a grating. The image is a simpliﬁcation but can be used
to visualize surface scattering.
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4 Coupling to silicon waveguides
Coupler devices have been developed to overcome challenges in power injection to
waveguides in silicon photonics. Challenges in the coupling arise from the small
size and high refractive index of silicon waveguides. These waveguide characteristics
cause undesirable losses in coupling. To avoid losses, special coupler devices have
been developed. These devices realize matching between the waveguide and the
power source and transmit power to the silicon photonic circuits. [1, ch. 1.2]
4.1 Theory of coupling
An eﬃcient coupler device has to overcome several limiting processes to achieve
maximal coupling. These processes inhibit transfer of power between the source and
the waveguide. Coupling losses can arise from, for example, reﬂections in dielectric
boundaries, diﬀerent sizes and shapes of the ﬁelds, waveguide scattering, or back
coupling. Some of these phenomena can be combined into single processes, which
enables writing the following equation:
Pcpl (dB) = Pin (dB)− Γ (dB)− 10 log
(
1− |R|2) , (4.1)
where Γ denotes losses due to electric ﬁeld mismatch and 1 − |R|2 term takes into
account the losses due to reﬂections [1, pp. 22]. Mismatch term Γ contains both the
loss due to mismatch in ﬁeld dimensions and in the shapes of the ﬁelds.
Field mismatch Γ can be calculated utilizing coupled wave theory of silicon waveg-
uides. The theory is represented in [30, pp. 172], and in [48], and is therefore
omitted. The resulting value of Γ depends on the overlap of the incident source ﬁeld
and the excited mode of the waveguide. Such overlap is determined by an integral
Γ ∼
∣∣∣∣∫
S
∫
Einput ×H∗mode · dS
∣∣∣∣2 . (4.2)
This integral can be simpliﬁed and normalized to a maximum value of 1. Such
treatment yields the actual expression for Γ:
Γ =
∣∣∣∣∫ ∞−∞
∫ ∞
−∞
|Einput| |Emode| dx dy
∣∣∣∣2 , (4.3)
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where Einput and Emode ﬁelds are normalized as
∫ ∞
−∞
∫ ∞
−∞
|Einput|2 dx dy = 1. (4.4)
Equation (4.3) shows that the incident ﬁeld and the excited mode have to have
similar electric ﬁeld strengths on the coupling boundary, where the integrals are
evaluated. Equality of ﬁeld proﬁles maximize the overlap of the ﬁelds. This overlap
is shown in Fig. 4.1.
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Figure 4.1: Overlap of two Gaussian functions. A) small overlap, b) signiﬁcant
overlap.
Figure 4.1 demonstrates that losses due to electric ﬁeld mismatch can arise for several
reasons. First, ﬁelds that have diﬀerent size have small overlap relative to the larger
ﬁeld. Spatially wide input beam can only couple a low fraction of power into a
mode, which has considerably smaller spatial conﬁnement. This situation occurs
when power is coupled between a single mode ﬁber and a nanophotonic waveguide.
Commercial ﬁbers have a mode ﬁeld diameter (MFD) of ∼ 10 µm whereas thickness
of a waveguide can be several hundreds of nanometers. Second, ﬁelds with diﬀerent
proﬁles cannot have a large overlap. Therefore, any deviation of the rightmost curve
in Fig 4.1 from a Gaussian shape would cause coupling losses if the functions were
the ﬁeld proﬁles in Eq. (4.3). Third, ﬁeld phases have to match each other.
Phase matching has the greatest importance in transverse direction. In other words,
an excitation, which is incident to the coupler in an angle, may have perfectly
matched ﬁeld proﬁle. However, the wavefront associated to this proﬁle approaches
the coupling boundary in an angle, which results in a delay between diﬀerent parts
of a wavefront. Therefore, the ﬁeld proﬁle apparent to the coupler has a distorted
shape. This can be avoided if the advancing wavefront of the excitation reaches
the coupling boundary without delay. Hence, the coupling boundary has to lie on a
surface, where the excitation has uniform phase.
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Equation (4.1) also has the reﬂection term, which describes additional losses. Any
dielectric boundary, or conversion of mode propagation constants, causes reﬂection
according to Fresnel's coeﬃcients. These coeﬃcients can be written as
R =
neff1 − neff2
neff1 + neff2
(4.5)
T = 1 +R, (4.6)
where R describes reﬂection, T describes transmission, and neffi are the eﬀective
refractive indices of two modes, deﬁned as βi = k0neffi. Modal conversion is always
present when coupling to a nanophotonic silicon waveguide. Therefore, the eﬀective
index diﬀerence in (4.5) cannot be 0. Reﬂection occur, for example, between cover,
cladding, waveguide core, and ﬁber boundaried.
Generally power is coupled into and out of a silicon chip by optical ﬁbers. In such
case, any coupling loss is doubled. This simpliﬁcation arises from the reciprocity of
coupler devices. In addition, waveguide losses have to be taken into account. The
result of this analysis is the equation for overall loss:
Pcpl (dB) = Pin (dB)− Lcpl,in − Lcpl,out − αL, (4.7)
where alpha is the attenuation coeﬃcient, and L is the length of the waveguide [1, pp.
21].
4.2 Coupler devices
Modern techniques have achieved coupling of almost 100 % eﬃciency [49]. Typical
eﬃciencies are lower with simpler manufacture of coupler devices. However, eﬃcien-
cies have been improving for these devices by far. These improvements are based
on shrinking of the incident beam size and matching of the output to the waveguide
mode.
A prism can focus and reshape the incident light couple it to a waveguide. The prism
can be set, for example, above a nearly planar waveguide or a thin semiconductor
layer. The waveguide surface and the prism cannot touch each other, but rather
there is a gap between them. Such gap is essential because the technique is based
on refractive index diﬀerences between four materials. Prism, gap, waveguide and
cladding indices have the following dependencies: nprism > nwaveguide > ncladding >
ngap. [1, pp. 26]
25
Figure 4.2: Prism coupler device. Taken from [50]
Prism couplers utilize total internal reﬂection on the prism-gap boundary inside the
prism. Such reﬂection is possible because the prism has a higher refractive index than
the gap material. Totally reﬂected waves have an evanescent (attenuating) extension
on the other side of the boundary compared to the side of reﬂection. Evanescent
waves propagate in the direction of the boundary. Therefore, their direction of
propagation corresponds to the propagation of waveguide modes. This enables the
coupling to the waveguide when the phases of the evanescent waves travel with
similar speed to the waveguide modes. This condition is only satisﬁed on a certain
frequency band for each angle of incidence, and prism coupling shows resonant
behaviour. [51]
Majority of modern couplers do not utilize the prism technique. The idea of utilizing
prism has roots in the late 60s. At that time, 50 % of the incident power could
be coupled in semiconductor ﬁlms [51]. Later, few publications have been made,
partially because coupling to rib type waveguides causes high losses [52]. These
losses are accompanied with a risk of damaging the waveguide surface and practical
diﬃculties of realizing refractive index higher than the index of silicon [1, pp. 26].
Prism couplers are suitable for some special applications. In [53], a prism was
utilized to insert 75 % of the incident power in a silicon square cavity, which somehow
resembles coupling to a waveguide. In addition, prism couplers have been utilized
in sensor applications, where coupling to the waveguide modes depends on the cover
material. The couplings shows as dips in the reﬂectance spectrum of the coupler [54].
These dips can be utilized in characterizing the surrounding materials.
Diﬀerent tapers are alternatives of the prism couplers. They are waveguide sections,
expanding towards the input dimensions with adequately smooth space, leading
to ∼ 1000 µm length of an adiabatic taper structure [1, pp. 29]. Tapers can also
become narrower towards the input, which is the case in the inverse taper structures.
The end point of an inverse taper can be several tens of nanometers thin [55].
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Figure 4.3: Simulated ﬁeld distribution in an inverse tapered waveguide. Taken
from [56]
Tapers utilize the gradual change of the eﬀective refractive index experienced by
the input beam. The gradual change guarantees that no considerable reﬂection
occur and the incident beam is slowly adapted to the waveguide [57]. Change in
the refractive index is tolerant to changes in the wavelength, which results in high
coupling eﬃciency over broad bandwidth [57], [1, pp. 31].
Tapers have utilized in silicon photonic couplers. These couplers mainly utilize
inverse tapering structures because broadening of a silicon waveguide is diﬃcult in
two directions. However, two stage tapers can avoid these fabrication diﬃculties by
using two piled layers, which both are tapered in horizontal direction [57]. Generally
single layer tapers do not achieve high coupling eﬃciencies [1, pp. 28].
Inverse tapers oﬀer beneﬁts over those achievable by conventional taper structures.
Inverse tapers have been demonstrated to achieve losses below 1 dB [1, pp. 29].
Inverse technique can also reduce the length of the taper to 200 µm [1, pp. 29]. In
2003, it was demonstrated that a parabolic shaped inverse transition could achieve
low losses of 3.3 dB with only 40 µm length. The fraction of mode mismatch was
only 0.25 dB of the losses. The short length of the taper a signiﬁcant improvement
in inverse taper technology because one limiting factor of the tapers in miniaturized
circuits is their length. [58]
Grating couplers can solve the problems of coupler length and restrictions in position.
They are compact, generally 12 µm x 12 µm sized devices, which can be located
in any part of a circuit [1, ch. 3.5], [59]. Coupling in these devices is achieved
through diﬀraction, which arises from light interacting with periodic alterations of
the waveguide surface (diﬀraction grating).
Diﬀraction can change propagation direction of incident light. Therefore, light in a
grating coupler can turn in an angle that corresponds to one of the waveguide modes
to be excited. Formally, this change of propagation is described by matching the
phases of the incident radiation and the waveguide mode. The requirement for the
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phase matching sets a condition for the grating dimensions. This condition turns
into the strong frequency dependence [1, pp. 31] of grating couplers, because light
diﬀracted from all grating elements have to be matched to the waveguide mode. [60]
Narrow bandwidth, back coupling and reﬂections are limiting factors of the grating
couplers. Particularly, a grating acts as surface roughness in the waveguide. There-
fore, light can leave the grating in many directions. In SOI (silicon on insulator)
structure, down scattered light can interfere with the waveguide light, which leads
to a dependency of the coupling eﬃciency from the bottom oxide thickness [49].
Coupled light can also reﬂect from the grating and be scattered back out of the
waveguide [1, pp. 31]. Furthermore, grating operation is limited by strong po-
larization dependence, complex fabrication and requirements for precise alignment
for coupling. However, these limitations can be avoided by optimizing the grating
structure.
Grating couplers have achieved coupling eﬃciencies of over 50 % of the incident
power. Eﬃciencies as high as 80 % can be achieved by alteration of the cover
medium, bottom oxide thickness, and the element shapes, and utilizing a bottom
reﬂector beneath the grating. Some of the achieved coupling ﬁgures are gathered in
Table 4.1:
Table 4.1: Coupling eﬃciencies reported in several articles. The values are for
uniform geometries.
Conﬁguration Coupling (%) Ref.
No additional techniques 37 [49]
Index matching oil 44 [49]
Optimized bottom oxide (silica) layer 53 [49]
Bottom reﬂector 79 [49]
Perfect optimization 80 [61], [62]
Fully etched grooves 49 [?]
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5 Grating theory
Diﬀraction gratings are utilized to deﬂect light propagation and to divide light in
spectral components. The deﬂecting property of a grating can be utilized to guide
light in various structures. The periodic nature of a grating allows for changing the
propagation direction in angles unreachable for ordinary reﬂection and refraction.
5.1 Diﬀraction theory
Diﬀraction in wave optics denotes bending of waves when passing obstacles, which
can change the propagating intensity distribution. Generally diﬀraction occurs when
an aperture is illuminated by a light source. An interference pattern appears on the
back side of the aperture in such an experiment [63, ch. 10].
Diﬀraction is not equivalent to scattering. Scattering denotes deviations of the
wave propagation from direct propagation caused by localized non-uniformities in
the propagation medium. A huge obstacle compared to the wavelength can bend
light through diﬀraction but does not necessarily scatter the light. However, these
deﬁnitions partially overlap when talking about diﬀraction gratings where light is
deviated by small non-uniformities in refractive index. These non-uniformities can
extend tens of wavelengths in one direction and be subwavelength long in the other
direction (for example, a DVD-disc). Here, the deviations can be thought to scatter
light whereas one could also speak about diﬀraction. Hence, term scattering is used
in this work when describing these gratings. This is consistent with some literature
about the gratings [64].
Diﬀracted ﬁelds can be represented as a superposition of plane waves propagating
in diﬀerent directions. This representation is called angular spectrum [65, ch. 2].
Angular spectrum representation explains diﬀraction because obstacles limit the
propagation of the plane wave components. Obstacles alter the spectrum of the
ﬁelds causing interference of the remaining components on the other side of the
obstacle [66, ch. 2]. Hence, interference and diﬀraction are closely related to each
other [67, ch. 30].
Similar interpretation is obtained through Kirchoﬀ's formulation. This formulation
states that the interference pattern observed on the back side of the aperture orig-
inates from secondary emitters in the aperture surface. This is equivalent to the
Huygens principle where each point in a wave front is thought to emit a spherical
wave [68, ch. 7.2-7.4]. These waves can interfere beyond the aperture forming a
pattern.
Formally, the diﬀracted ﬁeld u for any type of wave motion can be calculated from
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the Fresnel-Kirchoﬀ diﬀraction integral [63, ch. 10]:
u (r) = u0
i
λ
∫
Sa
e−ik(ρ+r)
ρr
cos (nˆ · rˆ)− cos (nˆ · ρˆ)
2
dS, (5.1)
where ρ and r are the distances from the source to the aperture midpoint, and from
the midpoint to the ﬁeld point, respectively. Quantities rˆ, and ρˆ are unit vectors
from the aperture midpoint to the directions spanned by the source and the ﬁeld
point. Dot products with the aperture normal nˆ depend on the angle of observation.
The equation presumes a point source adequately far from the aperture. It can be
justiﬁed through the general wave equation and Green's theorem [63, Appendix 2].
The integration in Eq. (5.1) is performed over the aperture surface Sa, which is
divided to diﬀerential pieces dS. It sums up the contributions of each diﬀerential
surface area to the diﬀracted ﬁeld. For example, a rectangular aperture of side
lengths a and b can be integrated as follow:
u (r) = u0
i
λ
∫ +a/2
−a/2
∫ +b/2
−b/2
e−ik(ρ+r)
ρr
cos (nˆ · rˆ)− cos (nˆ · ρˆ)
2
dy dx. (5.2)
Based on the Pythagorean theorem and [63, pp. 498], ρ and r can be written as:
ρ =
√
(x− xS)2 + (y − yS)2 + (z − zS)2 (5.3)
r =
√
(x− xF )2 + (y − yF )2 + (z − zF )2, (5.4)
and yS = zS = yF = zF = x = 0, when the source and the ﬁeld point are adequately
distant from the aperture. Other terms in the integral can be opened writing the
aperture normal as zˆ when the dot product term yields (1 + cos θ) /2 [63, ch. 10].
Hence, the radiation from the aperture is mainly concentrated beyond the aperture,
parallel to the incoming light.
The aperture of Fig 4.1 starts to resemble a point source when observed from a
distance signiﬁcantly larger than a wavelength. Generally, this condition yields the
far ﬁeld of the aperture. Far ﬁeld approximation is valid, when the distance from
the aperture is large compared to the largest dimension of the aperture, W [63, pp.
464]:
W 2
λ
<< R. (5.5)
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Figure 5.1: Diﬀraction from a rectangular aperture. S denotes the source point and
F is the observation point of the ﬁeld. The ﬁgure is three dimensional: the source
resides on the back side of the aperture.
In far ﬁeld, light radiated by the aperture can be considered in paraxial approxi-
mation. In the approximation, rays interfere with each other in simpliﬁed picture.
Two adjacent rays have a phase diﬀerence, which depends on aperture dimensions
and the angle θ. Similar theory also describes diﬀraction gratings.
A diﬀraction grating consists of periodic disturbances in refractive index. These
disturbances can be slits, grooves or variations in surface height. In addition, they
can be variations in the grating materials. [69, ch. 1.1].
Grating diﬀraction is analyzed as diﬀraction from multiple slits in far ﬁeld. There-
fore, the basic principles of constructive and destructive interference remain unal-
tered. Gratings are divided, based on their operational principle, in reﬂection and
transmission gratings [69, ch. 1.1]. Grating elements can either transmit or re-
ﬂect the incoming light. Operation of a diﬀraction grating is solely based on the
interference between the deﬂected rays.
As shown in Fig. 5.3, interference in a grating origins from the path diﬀerences from
A to B and from C to D. The distances AB and CD can be written as functions
of the angles of incidence and diﬀraction, θi and θm, where m refers to the order of
diﬀraction:
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Figure 5.2: Fraunhofer diﬀraction in the far ﬁeld.
θi
θm
A
B
C
D
d
Figure 5.3: Diﬀraction from a grating. Taken from [63, ch. 10].
AB = d sin θm
CD = d sin θi.
The total path diﬀerence between the rays scattered from A and D is hence
AB − CD = d (sin θm − sin θi) = mλ, (5.6)
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where the last equality yields the angles θm for the diﬀraction maxima. This is equal
to
kd (sin θm − sin θi) = 2mpi, (5.7)
which can be written for the minima as
kd (sin θm − sin θi) = (2m+ 1) pi. (5.8)
In above equation, m is an integer. Equations (5.6)-(5.8) can be interpreted as
matching of wavenumber transverse components. Dividing (5.7) by d yields
k sin θm − k sin θi = kmT − kiT = 2mpi
d
.
kmT = kiT +
2mpi
Λ
. (5.9)
θi
θm
{
Λ
Figure 5.4: Diﬀraction from an array of long wires.
Here, the last expression states that the diﬀracted order m has to have a transverse
wavenumber kmT , equal to the incident light summed to a lattice vector 2pi/Λ.
Variable Λ denotes the grating period and is equal to d in Fig. 5.3. Equation (5.9)
requires the phases of the incident and diﬀracted waves to be matched on the grating
boundary. When multiplied by Planck's constant, the equation is converted into
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Table 5.1: Angles of incidence calculated for the diﬀracted wavenumber of
11.48 · 106 rad/m, and parameters of Λ = 630 nm, θi = 17.5 ◦, and λ = 1.55 µm.
These parameters are close to those optimal for SOI (silicon on insulator) waveg-
uide gratings at 1.55 µm [1, pp. 51]. The angles were calculated for the ﬁve ﬁrst
diﬀraction orders. The grating equation has no solution for m = 0, 2, 3 or 4.
m 0 1 2 3 4
θi(deg) - 21.8 - - -
~kmT = ~kiT + ~
2mpi
Λ
. (5.10)
Equation (5.10) describes conservation of photon momentum. The left hand side
of the equation describes the diﬀracted photon momentum whereas the right hand
side describes the sum of the incident momentum and a term arising from lattice
interaction [12, ch. 4.4], [70, ch. 3]. Therefore, Equation (5.10) can be applied also
in subwavelength structures where the ray interpretation of light is not correct.
Equation (5.10) allows for calculating the angles of incidence (θi) when the diﬀracted
wavenumber is known. This is done in Table (5.1). In the calculations, the grating
was approximated by an array of thin slits acting as cylindrical sources when illu-
minated by a plane wave (Fig. 5.4). This treatment is justiﬁed in the far zone. As
the table shows, a particular angle corresponds to the constructive diﬀraction for a
given wavenumber.
5.2 Gratings couplers in silicon photonics
Diﬀraction gratings oﬀer the possibility to couple light to a photonic waveguide.
They serve as a typical realization of a coupler device besides lateral tapers de-
scribed in Ch. 4. The use of a grating as a coupler is possible due to the interaction
with a periodic lattice and the incoming light. Modes in a SOI (silicon on insula-
tor) waveguide have higher propagation constant due to silicon index of refraction.
Such propagation constant is unachievable for light incident from air above a silicon
waveguide. Even though the wavevector of the incident light would be parallel to
the waveguide, the longitudinal component would not be as high as the propagation
constant of the lowest order modes. However, introducing a grating allows for adding
a lattice vector to the longitudinal wavenumber. This mathematically describes the
operation of the grating. With adequately high m, the required wavenumber is met
enabling the coupling.
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high transmission high reflection
low coupling low coupling
Figure 5.5: Small and large angles of incidence result in low coupling to a SOI
waveguide. For small angles, the majority of power passes the waveguide, for large
angles, the reﬂection becomes dominant. Grating couplers can solve this problem.
Grooves or irregularities in the waveguide surface can collect light because the prop-
agation of the incident beam makes smaller angle with the waveguide boundary.
Large angles of incidence favor reﬂection whereas small angles favor direct trans-
mission. Transmission in the longitudinal direction of the waveguide is required to
achieve coupling. Because reﬂection and transmission depend on polarization, as
do the photonic waveguides, gratings in silicon photonics are strongly polarization
dependent components.
5.2.1 Grating types
The simplest grating geometry consists of an inﬁnite amount of narrow, inﬁnitely
long, rectangular grooves with an uniform spacing. These grooves have an aspect
ratio of 50 %, as they ﬁll half the period of the grating. Such geometry is called
uniform or symmetric because it only contains the grooves of equal dimensions. In
principle, two rectangular uniform geometries can only be diﬀerent if their grooves
are not equally deep or if their aspect ratios are diﬀerent. In addition, the scale
of the geometries can vary. Uniform geometries have a well deﬁned period and the
phase matching condition can be applied to them.
When considering ﬁnite size gratings, a single uniform geometry is divided to two
categories. The grating can be composed of grooves or ridges, which are thicker
sections of the waveguide. Both geometries can be considered uniform, as their
period is constant and all the grating elements are equal. However, the geometries
function diﬀerently because the ridge geometry provides space for a mode to expand.
For waveguides of similar thickness, the ridge geometry has higher eﬀective refractive
index. This is due to the weighted average nature of the eﬀective index, which takes
into account all the materials surrounding the waveguide. However, generally the
order of the indices is opposite, because the manufacturing process leads to thicker
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waveguides for groove geometry. Eﬀective index aﬀects the scattering properties
and reﬂections inside the waveguide.
ridge geometry groove geometry
Figure 5.6: Groove- and ridge-geometries of a ﬁnite sized uniform grating.
Reﬂections from the grating surface can be minimized by altering element shape.
One alternative is to utilize slanted gratings. Slanted gratings consist of elements
bent in some angle with respect to the grating normal. This enables higher coupling
eﬃciencies at normal incidence, improved tolerance to the ﬁber alignment and broad-
band frequency response [71]. The improved vertical coupling can be understood
by the reﬂection and transmission occurring with respect to the element normal,
which is inclined at angle [69, ch. 2.1]. Similar approach is to utilize triangular or
sawtooth elements. These geometries are called blazed and they can be utilized
to shrink the grating in longitudinal direction [72].
Figure 5.7: Blazed sawtooth geometry.
The diﬀraction pattern produced by the grating depends on element sizes. If each
element is seen as a slit, the maximum diﬀracted intensity is proportional to the slit
area. This follows from the integration (18) where borders change according to the
aperture size. Hence, wider grating elements produce stronger diﬀraction.
Figure 5.8: A grating modulated by altering the element width.
Selecting the element widths according to the desired distribution allows for tuning
of the diﬀracted intensity distribution [45]. Similar eﬀect is achievable by altering
the element size by other means. Tuning the element dimensions can signiﬁcantly
reduce the losses caused by the mode mismatch of Eq. (4.3). Furthermore, applying
an element distribution restricts the grating length to a ﬁnite value, which has
important secondary eﬀects to the coupling.
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The phase matching equation does not describe ﬁnite length gratings accurately.
The grating proﬁle has discontinuities on the edges. This can be interpreted as a
group of wavenumbers associated to the grating (as in Fourier analysis). Hence,
the grating period is not mathematically well deﬁned. This broadens the angular
spectrum available for the grating, because the angle of incidence where the coupling
occurs depends on the period. [73], [74], [1, ch. 3.2]
Furthermore, also ﬁnite width limits the description of gratings. The two dimen-
sional picture provided by the earlier description fails to describe gratings accurately.
Nevertheless, in many cases a planar waveguide approximation can be extended also
in the grating. If the grating width is signiﬁcantly larger than the waveguide thick-
ness, it resembles an inﬁnite structure in transverse direction. This approximation is
shown to yield 2 % higher coupling eﬃciencies compared to the real eﬃciencies [45].
The dimensional structures provide applications, which would otherwise be impos-
sible to realize. For example, polarization dependency of a grating coupler can be
compensated by a grating, which is composed of two perpendicular uniform gratings.
These gratings form a superposition of a square lattice. [75] This lattice geometry
can be utilized to separate diﬀerent polarizations on a SOI (silicon on insulator)
platform. [76].
SOI gratings typically consist of an array of grooves etched in the silicon waveguide.
A shallow etched grating is one where the etches can be approximated as small
perturbations in the waveguide surface. Such grating does not interfere the mode
propagation and the waveguide modes remain unaltered [77]. The only eﬀect of the
grating is to reduce the propagating power due to the scattering.
5.2.2 Coupling through a shallow etched grating
Shallow etched gratings can be considered periodic arrays of line like scattering
sources, which justify use of phase matching condition as approximative tool. The
grating elements can be approximated as slits radiating the mode energy outwards
from the waveguide. Hence, the grating equation can be written as
βi = kscT +
2mpi
Λ
, (5.11)
where βi is the propagation constant of the ith mode of the waveguide. Parameter
β can also be written as
β = k0neff , (5.12)
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where neff is the eﬀective mode index of the waveguide. Equation (5.11) allows for
determining the angle, which corresponds to the maximal coupling. This angle is
equal to the angle, calculated for diﬀraction maximum.
Above equations are valid for switched input and output of the grating. This reci-
procity implies that a grating scatters waveguide power to the same direction, where
maximal coupling is achieved in reciprocal excitation. In other words, highest scat-
tered intensity is achieved in the angle, which corresponds to the highest coupling
to the waveguide [78, ch. 4]. Consequently, the ﬁeld proﬁle mismatch and coupling
eﬃciency follow similar reciprocity.
Rigorous treatment of diﬀracted intensity begins from solution of Maxwell's equa-
tions. Similar methods are valid for solving the ﬁelds inside the grating or the scat-
tered ﬁelds above the grating surface. These ﬁelds obey the wave-equation [79, pp.
34], which can be written for y-directed TE-polarization (transverse electric ﬁeld)
as
∂2Ey (x, z)
∂x2
+
∂2Ey (x, z)
∂z2
+ k20 (x, z)Ey = 0. (5.13)
In addition, they satisfy electromagnetic boundary conditions, such as continuity of
the ﬁeld tangential components and ﬂux density normal components. Additional
conditions arise from the periodicity of the grating structure. The ﬁelds have to
share the periodicity of the grating [79, pp. 35]:
Ey (x, z) =
∞∑
m=−∞
G (z) ei
2pim
Λ
x, (5.14)
where 2pim/Λ is the x-component of the lattice vector described earlier. Electric
ﬁeld Ey is said to be pseudo-periodic [79, pp. 38] because it is modulated by the
grating.
x
z
E (x,z)
y
Figure 5.9: TE-polarized ﬁeld propagating in a grating.
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Fields inside the grating have periodicity of Ey. Equation 5.14 can be inserted
in the wave-equation, which can be solved by separation of variables, Ey (x, z) =
Ey (x)Ey (z). The solution of the ﬁeld becomes
Ey (x, z) =
∞∑
m=−∞
∞∑
l=−∞
Pmle
i 2pim
Λ
x
[
ale
iγlz + ble
−iγl(z−h)] , (5.15)
where terms ei
+
−γlz represent bouncing waves in the waveguide and coeﬃcients Pml
depend on  (x, z). These coeﬃcients can be obtained by inserting Ey (x) into the
wave-equation, multiplying the result by e−iαx, doing this for each grating element
and solving the resulting matrix equation [80](J. Turunen).
Fields outside the grating can be calculated in a similar method. In the case of
inﬁnite grating and plane wave excitation, they are periodic in the direction of
grating [79, pp. 35]. However, when a spatially restricted beam is incident, the
diﬀracted magnitude drops farther from the focus of the beam.
The grating elements in the beginning of the grating scatter the power otherwise
available for the elements on the other side of the grating. This power is directly
reduced from the waveguide mode in the small perturbation approximation. Hence,
a diﬀerential equation can be written for the power propagating in the waveguide
(origin is located at the beginning of the grating):
∂P (z)
∂z
= −2α (z)P (z) . (5.16)
Symmetric gratings have constant α, which leads to an exponential solution of the
equation
P (z) = P0e
−2αz. (5.17)
Exponentially dropping power generates exponential output intensity distribution,
which allows to deﬁne a measure called coupling length. Coupling length is the
length of grating where most power is coupled into or out of the waveguide. A
general deﬁnition of the coupling length is obtained setting the exponential of Eq.
(5.17) to −2. [81] This produces expressions
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Figure 5.10: Maximum overlap of a Gaussian proﬁle and exponential decay.
−2αLcpl = −2.
Lcpl =
1
α
. (5.18)
Coupling length can be optimized to utilize the major part of the scattered power.
This optimization is performed by calculating the overlap with the exponentially
decaying output ﬁeld and, for example, fundamental ﬁber mode [82]. The ﬁeld
proﬁle overlap is maximized when the exponential decay is matched to the other
half of the Gaussian proﬁle (Fig. 5.10). [49] This yields coupling length of
Lcpl =
w0
1.37 cos θi
, (5.19)
where w0 denotes the radial width of the Gaussian. The reciprocal situation can
be utilized to determine the optimal number of grating elements. If a beam with
Gaussian intensity proﬁle is directed to the grating center, the grating has to be at
least twice the coupling length wide to collect the highest amount of power. For
example, when the beam is incident at 17.5 ◦ and 1.55 µm wavelength, an uniform
grating with 630 nm has to be ≈ 6.3 µm long. Hence, 13 elements are required to
achieve optimal coupling. Gratings with more elements start to scatter the light out
of the waveguide, which reduces the coupling eﬃciency.
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Grating coupling has several loss mechanisms in addition to the mode mismatch.
Grating elements can reﬂect a fraction of propagating light backwards. This issue
is met particularly when power is excited from the waveguide. Back reﬂection can
be observed as a counter propagating wave in the diﬀraction pattern produced by
the grating. When the excitation comes from the free space (ﬁber-to-chip links),
reﬂection from the waveguide surface, as well as transmission through the waveguide,
serve as loss mechanisms (Fig. 5.5). Reﬂection from the ﬁber facet can cause losses
when the power is propagating to the ﬁber. The coupled power can be represented
as an approximative sum, which takes into account the major loss mechanisms in
grating coupling:
Pcpl = Pin − (Rback +Rtop + Tpass + (1− ηoverlap))Pin. (5.20)
Terms R and T represent reﬂection and transmission and depend strongly on polar-
ization. The last term inside the brackets describes mode matching, including the
back scattering eﬀect. Element sizes can be tuned to reduce the mode mismatching
losses. This turns α to a function of z. The Equation (5.16) can be solved for al-
pha when knowing the scattering distribution ∂P (z) /∂z. A Gaussian distribution
maximizes coupling between the nearly Gaussian fundamental ﬁber mode. Such
distribution also produces Gaussian output ﬁeld proﬁle. For corresponding P (z)
∂P (z)
∂z
= e
−
(z − z0
σ
)2
= G2 (z) . (5.21)
Therefore, the following equations can be written
−2α (z)P (z) =−G2 (z) . (5.22)
∂P (z)
∂z
=−G2 (z) . (5.23)
This pair of equations can be solved for P (z) and α (z). The scattered power Psc
can be solved by integrating from the grating beginning to some point z:
Psc (z) =
∫ z
0
G2
(
z
′
)
dz
′
. (5.24)
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The actual propagating power is the complement of the scattered power:
P (z) = 1−
∫ z
0
G2
(
z
′
)
dz
′
, (5.25)
where the power is normalized with respect to 1 W. The scattering strength α can
be solved from the other equation:
−2α (z)
(
1−
∫ z
0
G2
(
z
′
)
dz
′
)
= −G2 (z) , (5.26)
which results in
α (z) =
G2 (z)
2
[
1− ∫ z
0
G2 (z′) dz′
] . (5.27)
The exponential dependence of the scattering on z has to be balanced to achieve
a Gaussian output beam. Balancing requires increasing the element size in the
end side of the grating because the elements there have to radiate more. Hence,
the initial Gaussian element distribution can be multiplied by an increasing func-
tion. Equation (5.27) yields this function and the correct element size distribution.
Elements chirped according to the equation radiate an output mode of Gaussian
proﬁle.
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6 Simulation methods
In this work, grating couplers are analysed numerically. Such analysis requires
knowledge of the coupled and propagating power. Optical power is stored in electric
and magnetic ﬁelds. Hence, power cannot be known without knowing the ﬁelds.
These ﬁelds carry energy between the structures of interest. Therefore, knowing the
ﬁeld distribution provides information of the power transfer and coupling eﬃciency.
Finite element method (FEM) is designed to solve for electromagnetic ﬁelds in com-
plex geometries. When solving for the ﬁelds, desired power values and eﬃciencies
are solved as a by product.
This chapter represents the methods utilized in this thesis. The obtained results
rely on the numerical methods utilized in the computation. These methods were
tested to ensure their validity. Due to several error sources, such testing became
important during the work, and the last sections of this chapter are devoted to
testing methodology.
6.1 Finite element method
Sharp edges, small details, and complexity of photonic grating structures require the
use of advanced numerical techniques. Such techniques should be capable of han-
dling complex geometries with high computational speed. Therefore, ﬁnite element
method (FEM) was selected as the method of simulations. The method is ﬂexible
with respect to geometry due to discrete ﬁeld representation.
It is possible to discretise potentials, ﬁelds, or current densities that produce the
ﬁelds. In FEM, the potentials or ﬁelds are discretised, whereas the current den-
sity method is called method of moments (MoM). Generally FEM leads to simpler
mathematical formalism and is faster to solve.
Dividing the computational domain in ﬁnite subdomains oﬀers a means to discretise
the ﬁelds. Electric ﬁeld can be deﬁned in each subdomain in piecewise representa-
tion. In practice, subdomains can be composed of smaller domains where the ﬁelds
have piecewise deﬁnition. The set of the smallest domains is called mesh and the in-
tersections of these fundamental areas are the nodes of the mesh. The starting point
in FEM is the generation of the computation mesh. This mesh can be composed of
triangular or rectangular elements, or in 3D, tetrahedrons or hexahedrons.
Mesh elements have to satisfy several optimization conditions to provide a high qual-
ity mesh. Such criteria try to minimize the maximum angle of a triangle, maximize
the minimum angle of a triangle, minimize triangle circumference and minimize the
sum of all edge lengths in the mesh [83, ch. 1-2]. A triangle, which resembles equi-
lateral has optimal properties for many purposes. Any other triangle would have at
least one angle that is larger than 60◦ and one angle that is smaller. Typically, the
elements can be further modiﬁed to better match the model geometry.
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(a) (b)
Figure 6.1: Typical mesh elements for (a) two dimensional, (b) three dimensional
geometries.
There are several general principles, which hold in mesh generation. For example,
higher number of mesh elements generally provides more accurate solution than
lower number of elements. Electromagnetic models utilize smaller elements in re-
gions where ﬁelds or potentials change rapidly. Otherwise the solution would become
inaccurate as the discretisation would be far larger than the scale of the variation.
Similar scaling is often required in regions where the geometry becomes detailed.
Constructing a high quality mesh with high number of elements generally requires
mesh formation in a particular order. The order of meshing phases aﬀects the
mesh formation because each element is calculated from existing node data [84].
Therefore, elements, which are already formed determine position and shape of the
remaining elements. The mesh elements have to be scaled according to geometrical
details and the other mesh elements.
One means to generate high quality mesh is called approaching front method. In
this method, points are set on the geometric surfaces, after which the computational
domain is divided to the subdomains. An algorithm generates the mesh from the
model boundaries towards the central parts of the model. In each phase, the al-
gorithm adds a layer of mesh elements and performs a check to ensure no overlap
between diﬀerent fronts occur. [84]. In this work, advancing front technique was uti-
lized with minor modiﬁcations. These modiﬁcations concern the direction of mesh
generation, which started from the central parts of the simulation model.
Meshing techniques make up a detailed theory impossible to cover here [84], [85,
pp.11-13]. Eﬃcient meshing requires automated algorithms as the number of subdo-
mains can reach tens of thousands of elements. Commercial codes have to minimize
the number of mesh elements while maintaining high quality of the solution. In ad-
dition, the codes have to be ﬂexible enough to handle diﬀerent types of geometries.
These complexities require detailed mathematical theory, such as Delaunay methods
and dynamic programming. Former is a geometrical method for optimizing the ele-
ment shape and the latter denotes an optimization method where the optimization
is performed from the desired result (complete mesh) to the starting point [83, ch.
1.3]. Many books have been written on the topic. No further theory is represented
here for it would make a thesis of its own.
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The following description of FEM equations is based on [86, ch. 2-3]. Dividing the
computational domain in ﬁnite subdomains oﬀers an alternative for representing
the unknown potential or ﬁeld as a weighted sum of basis functions, which are
assigned to each subdomainn node or edge of the mesh. These functions fulﬁll the
electromagnetic boundary conditions. The diﬀerential equation with the unknown
function is converted into a problem where the weights of the basis functions are
unknown. Solving these coeﬃcients demands multiplying the series expansion with
a series of weight functions with suitable properties. After that, each equation can
be integrated over the computational domain to obtain a group of scalar equations.
These scalar equations turn into a matrix equation where the unknown coeﬃcients
are stored in a vector x
Anmxn = bn. (6.1)
This equation reveals that the amount of weight functions has to be greater or equal
to the amount of basis functions. It requires computation of n×m + n integrals if
the matrix A has no symmetry properties, which can be utilized in computation.
This requirement arises from the number of matrix elements and elements in the
excitation vector, which are typically obtained through integration. After calculating
the integrals, the matrixA has to be inverted to solve x. Modern computers perform
the task fast and accurately.
The simplest basis functions in FEM are called linear nodal basis functions, denoted
by Nki . The indices i and k refer to node i in element k. Therefore i is a local
index in a global mesh where k runs through each element of the mesh. Functions
Nki have value 1 at node i and value 0 at every other node of the element k. They
are associated to certain nodes of the mesh and drop linearly to 0 in the adjacent
nodes to i. Thus, functions N are deﬁned in all the elements surrounding the node
i. Linear nodal functions are adequate for describing potential in electrostatics.
Potential inside element k of the mesh can be represented as a sum
3∑
i
Nki (x, y)φ
k
i , (6.2)
where φki is the voltage in node i of a triangle. However, describing ﬁelds require
vector basis functions. Such functions can be formed by a linear superposition of
nodal functions and their gradients as:
wkij = N
k
i ∇Nkj −Nkj∇Nki . (6.3)
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These functions are associated to edges ij between nodes i and j. They satisfy
electric boundary conditions for the electric ﬁeld tangential component and elec-
tric ﬂux density normal component are tangential and perpendicular to element
boundaries respectively. Combining two of these functions gives the actual basis
function connected to the edge ij. In Galerkin's method the basis functions and the
testing functions are the same. Galerkin's method is a standard technique, which
was utilized in this work. Hence, the theory above is adequate for formulating the
problem.
The equation of interest in this thesis is the wave equation describing the waveguide
mode propagation as well as the propagation of scattered light by a grating. The
wave equation can be written formally as
∇×∇× E− k20n2E = 0 (6.4)
assuming homogeneous, nonmagnetic and isotropic medium. Equation (6.4) is also
known as the Helmholtz equation [47]. Finite element formalism requires converting
the equation into an integral form. This is possible by ﬁrst replacing the unknown
electric ﬁeld by a series of basis functions wi:
∇×∇×
N∑
i
ciwi − k20n2
N∑
i
ciwi = 0. (6.5)
Figure 6.2: An example of mesh and a linear nodal basis function associated to the
selected node (red circle). The sample represents a part of the real mesh used in the
simulations of this work.
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Equation (6.5) can be multiplied by testing function wj:
wj ·
N∑
i
ci∇×∇×wi − k20n2wj ·
N∑
i
ciwi = 0. (6.6)
Here summation goes over each edge of the computation mesh. Integrating Equation
(6.6) generates a scalar coeﬃcient for each pair ij:
N∑
i
∫
D
ciwj · ∇ ×∇×widV − k20n2
N∑
i
∫
D
ciwj ·widV = 0 (6.7)
where each coeﬃcient is composed of two integrals over the computational domain
D. These coeﬃcients can be written as a matrix as:
A = [a1 a2 a3 ... aN ] (6.8)
ai = [ai1 ai2 ai3 ... aiM ]
T (6.9)
and
aij =
∫
D
wj · ∇ ×∇×widV − k20n2
∫
D
wj ·widV. (6.10)
Fitting into Equation (6.1) would give vector x deﬁned as
x = [c1 c2 c3 ... cN ]
T . (6.11)
These considerations are, however, not adequate because the basis functions have
to meet several criteria to be applicable. A basis function should be square inte-
grable but not necessarily twice diﬀerentiable. Therefore, the double derivative in
the coeﬃcients aij has to be converted into single derivatives. To write this weak
formulation, double curl theorem can be applied
∇ · (F×G) = ∇× F ·G−∇×G · F (6.12)
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This equation can be inserted in Eq. (6.10) to obtain
aij =
∫
D
∇· (∇×wi ×wj) dV +
∫
D
∇×wi ·∇×wjdV −k20n2
∫
D
wi ·wjdV. (6.13)
Then Gauss theorem can be applied to the ﬁrst term, ﬁnally giving the boundary
term
∫
∂D
∇×wi ×wj · dS. (6.14)
The value of this term is determined by the boundary conditions on ∂D. It is
included in the matrix A elements in Eq. (6.10). Functions wij have to be selected
such that they obey electromagnetic boundary conditions. For example, they are
perpendicular to an ideal conductor surface and their tangential components are
continuous across dielectric boundaries. Hence, initial conditions or excitations of
an electromagnetic problem can be set by determining basis function values on
selected boundaries. Because functions wij represent electric ﬁeld, a ﬁeld excitation
can be set by two steps:
1. Setting basis function values on a selected edge by setting their coeﬃcients ci
to a known value.
2. Setting testing function values wj on the selected edge to zero.
These steps force the matrix Equation (6.1) to give desired values for the solution on
the edge where the electric ﬁeld is determined by excitation. This Dirichlet boundary
condition is applied in the simulations to generate desired excitation ﬁelds. When
applied to a boundary, the boundary is converted into an aperture, which is known to
radiate the Fourier components of the aperture ﬁeld [87, ch. 17]. This treatment of
an aperture radiator is found in diﬀraction [88, ch. 3] theories where slits irradiated
by electromagnetic ﬁeld are considered.
6.2 Simulation models
Simulations of the studied grating structures utilize 2D-approximations, which is
justiﬁed by [45], [89], [27] and [1, pp. 47]. This considerably speeds up the compu-
tation, which would otherwise become impractically slow. Fast computation enables
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this type of studies, because hundreds of simulations are required to obtain the de-
sired results. Further simpliﬁcations for polarization and wavelength are required
as well. For the same reasons, only TE-polarization (transverse electric ﬁeld) and
optical C-band (conventional band) around 1.55 µm are studied.
port grating
fiber facet
integration
Si
SiO
air/oil
2
absorber
silicon waveguide
Figure 6.3: The main characteristics of the constructed model. The waveguide
thickness in this work was 220 nm and the botton oxide layer (SiO2) was 1 µm
thick. The distance of the ﬁber from the grating midpoint was 10 µm measured
from the ﬁber center. The grating element number was 13 in all simulations. The
ﬁgure describes a 2D-model.
Use of a commercial software guarantees the best quality of the simulation results
possible. COMSOL is an international company, which provides simulation tools
for many distinct ﬁelds of physics. COMSOL provides ﬁnite element based tools de-
signed to model electromagnetic ﬁelds and their interaction with materials. COM-
SOL Multiphysics software has an user interface, which allows for construction of
a complete FEM (ﬁnite element) model with a relatively easy eﬀort. Construction
of geometry, meshing, solving and postprocessing are all available in one package.
Therefore, COMSOL was selected as the simulation tool in this work. This study
only utilized the RF (radio frequency) engineering package of COMSOLMultiphysics
version 4.3.
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Figure 6.4: COMSOL model tree. Functions and integration boundaries are imple-
mented in the deﬁnitions-node.
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Figure 6.5: The structure of the comparison performed in this study.
Construction of a COMSOL model occurs in tree-like order where the geometry is
created ﬁrst. When the geometry is ﬁnished, user can generate the mesh, which
requires geometrical details as an input. User can also determine global parame-
ters, which can be associated to diﬀerent model measures. For example, deﬁning
a refractive index requires insertion of one global parameter value, n, which can
depend on the other parameters, such as wavelength, wl. COMSOL has tools for
deﬁning analytic functions as global parameters. Such functions can have one or
more input parameters and one output parameter. Input parameters can include
global geometrical deﬁnitions as coordinates x,y and z. A function can represent, for
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example, electric ﬁeld, which depends on these coordinates. COMSOL tools enable
deﬁnition of integration boundaries and boundaries with well deﬁned electric ﬁeld.
More about the software can be read from the user's manual [90].
COMSOL was utilized to study and compare two grating structures and two ex-
citations. The simulated gratings were formed by 13 70 − 90 nm shallow etches
in 220-nm-thick Si waveguide on top of a SiO2 buﬀer layer. They include an ini-
tial geometry with constant grating element width and an optimized geometry with
varying element width. The optimized geometry was searched before the compar-
ison. Both structures were simulated with two diﬀerent cover materials: air and
index matching oil (n = 1.45). The performance of the structures was compared
with respect to their coupling eﬃciencies. Two power values were measured for
all the simulated structures. These power values consist of the coupled power and
power scattered by the grating when the fundamental waveguide mode is incident
in the waveguide. The reasons for these additional simulations are explained later.
However, two power values are necessary when trying to comprehend the inﬂuence
of geometry on the coupled power. Hence, two diﬀerent excitation schemes were
realized in COMSOL.
6.2.1 Port excitation
Waveguide mode excitation can be utilized to study coupling out of the waveguide
through a grating. Port boundary condition of COMSOL RF (radio frequency)
engineering package can be utilized to create a ﬁeld distribution, which corresponds
to the fundamental mode of a waveguide. Such ﬁeld distribution on waveguide cross
section induces the mode in the waveguide.
The waveguide excitation is similar to typical excitation schemes of waveguides in
RF technology. A waveguide can be excited by putting a current probe inside the
waveguide in a position where the desired mode has corresponding value. Currents in
the mode ﬁeld direction generate the mode electric ﬁeld [91]. In analogy, a boundary
with a mode ﬁeld distribution produces the mode inside the waveguide. This can
also be understood through ﬁeld apertures, which emit radiation based on the ﬁeld
distribution on the aperture [92]. A boundary with mode electric ﬁeld radiates the
ﬁeld in a waveguide resulting in single mode propagation.
Propagation constant β of a waveguide mode is equal to the wavenumber longi-
tudinal component kz, which represents the propagation of the mode along the
waveguide. In some sense, β deﬁnes the angles of the plane wave components in
the mode Fourier-presentation. Fundamental mode of a waveguide has these angles
near zero for light is guided almost directly through the waveguide.
COMSOL solving procedure executes two boundary mode type nodes in the COM-
SOL tree followed by frequency domain analysis for a well deﬁned frequency. Bound-
ary mode solver creates a ﬁeld distribution along the port boundary corresponding
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port grating
Figure 6.6: Port excitation model. Input is an electric ﬁeld boundary with back-
ground areas removed from the computational domain. On the back side of the
removed domains, electric ﬁeld is set to zero. The ﬁgure describes a 2D-model.
to some eﬀective refractive index of a mode. User can insert this value in COM-
SOL solver, which searches for the modes around the corresponding propagation
constant. Eﬀective index is
neff = βc/ω. (6.15)
This study is concentrated on modelling the fundamental waveguide mode and uti-
lizes silicon refractive index (Eq. (2.1)) in the solver. In the boundary mode nodes,
user is asked to give number of modes to be searched. While this work only is
concentrated to the fundamental mode, the number can be set to 1 in all simula-
tions. One mode has to be searched for the input, and one for the output port. The
frequency domain solver calculates the electromagnetic ﬁelds based on the mode
data provided by the boundary mode solvers. These two steps require separate
electromagnetic waves-nodes (Fig. 6.4) in COMSOL with diﬀerent computational
domains and diﬀerent boundary conditions.
Interior boundaries of a COMSOL model do not work as port boundaries. Therefore,
port cannot excite a grating surrounded by absorbing material Fig. 6.3, as the
excitation cannot penetrate the absorber. Separate model has to be utilized to
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produce the waveguide mode inside the absorber. This was achieved by framing out
a short section of the waveguide where the port boundary condition was utilized. No
considerable losses occur when the simulated length of the waveguide is short enough
and no perturbations in the waveguide geometry exist. Thus, the input mode ﬁeld
is also seen by the output port and by any other section of the waveguide. The ﬁeld
in the waveguide center can be copied to an electric ﬁeld boundary deﬁned outside
the modelled section. Hence, it becomes possible to use the simulated mode ﬁeld as
an input of a following simulation, which includes the grating part of the model.
The simulation excludes half of the port modelling domains from the computational
area and sets the boundaries of the domains as electric ﬁeld boundaries. This creates
a situation where one of the boundaries contains the copied mode electric ﬁeld
and the other boundaries are forced to maintain zero electric ﬁeld strength. This
corresponds to the Dirichlet boundary condition mentioned earlier. Hence, the pre-
modelled half of the port domains appears metallic except for its rightmost front
acting as a ﬁeld source (Fig. 6.6). This reduces the computational eﬀort because
no information is required from the backside of the input port. The shadow cast
by the metallic block imitates a situation where an external circuit is feeding power
through the grating but is not aﬀected by the grating behaviour.
Scattering occurs when the mode generated by the electric ﬁeld boundary passes
through the grating. The scattered power can be integrated over the blue semicircles
of Fig. 6.3 (see Section 6.3.1). Integration yields an estimate of the up scattered
power, which is required in the study of grating geometry. The power could reﬂect
from the model boundaries if no absorber be implemented in the model.
An overall picture of the port excitation scheme contains two simulation steps. First,
fundamental waveguide mode is solved in a short section of the waveguide to provide
electric ﬁeld distribution corresponding to that mode. Second, this electric ﬁeld is
copied in the outer boundary of the framed out section. This boundary acts as a
port, and frequency domain analysers can be utilized to compute the mode ﬁeld in
the whole structure, which includes the grating. As the mode passes through the
grating, power is scattered upwards. This power can be estimated by integrating
power ﬂux density.
6.2.2 Gaussian beam excitation
To estimate the coupled power, the grating of the model in Fig. 6.3 can be illumi-
nated by a Gaussian beam. A Gaussian beam has an electric ﬁeld proﬁle, which
obeys a Gaussian distribution [30, ch. 4.1]. As the beam propagates, it diverges as
a result of diﬀraction. Divergence shapes the beam wave fronts as paraboloids with
increasing curvature away from the beam middle region [65, ch. 3.2].
Electric ﬁeld boundary condition provides means to realize Gaussian beam input in
COMSOL. The condition allows user to write an analytic expression of the electric
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Figure 6.7: Gaussian beam power conservation. As the wave fronts diverge, direction
of the powerﬂow changes causing leak of the power from the cylinder.
ﬁeld on selected boundary, such as the green boundary in Fig. 6.3. The input
realization resembles the one described for the port excitation earlier. The bottom
side of the rectangle radiates as an aperture because the electric ﬁeld is set to a
known value. The other sides of the rectangle are set to zero ﬁeld boundaries. This
creates an illusion of a continuous optical ﬁber, which does not aﬀect the grating
(except through the Gaussian beam).
Total energy of the excitation beam is conserved resulting in a decrease in the ﬁeld
magnitude as it propagates. The focus of the beam is called its waist. Beam electric
ﬁeld reaches its maximum at the waist of the beam. Farther from the waist, decrease
in magnitude occurs due to the divergence of the beam. When a cylinder is drawn
around the beam axis, power ﬂowing inside the cylinder decreases because a part of
the power leaks out through the side walls (Fig. 6.7).
Gaussian beam is a three dimensional entity, which causes problems when trying
to implement the beam in a 2D model. Three dimensional beam diverges in all
directions away from the beam axis. When a plane is drawn through the beam axis,
a projection of the beam is obtained on that plane. This projection represents the
beam seen by a 2D model. Such projection loses power while propagating, because
power can ﬂow perpendicular to the plane of projection. Hence, the expression of
3D beam violates conservation of energy when inserted in a 2D model.
Real three dimensional Gaussian beam has a two dimensional (cylindrical) counter-
part. The two dimensional description was utilized in this work because it conserves
the power. A two dimensional Gaussian beam has an expression shown below [93]:
E (ρ, z) = xˆE0
√
w0
w (z)
exp
[
− ρ
2
2w20
]
exp
[
−i
(
kz − η (z)
2
+
kρ2
2R (z)
)]
. (6.16)
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Functions w (z), η (z) and R (z) have following deﬁnitions:
w (z) = w0
√
1 +
(
z
zR
)2
(6.17)
η (z) = arctan
z
zR
(6.18)
R (z) = z +
zR
z
zR. (6.19)
Quantity zR is a Rayleigh range [94] deﬁned as kw
2
0 and w0 is the beam waist width
measured between the e−1 intensity points.
The ﬁeld deﬁned by Equations (6.16)-(6.19) can be programmed in COMSOL uti-
lizing ﬁve analytic functions and COMSOL internal coordinate variables. Field
equation require two additional functions to describe ρ and z in a coordinate sys-
tem, which moves together with the beam. This system becomes essential when
varying the angle of incidence with respect to the grating.
1W
Figure 6.8: Power arriving to the grating. A gaussian beam has the majority of
power inside the side walls (black lines).
Variation in the angle of incidence requires tuning of the beam amplitude because
the beam has to preserve an input power of 1 W. This power has to be incident
on the grating. Integration of power ﬂow over the cross section determined by the
grating (Fig. 6.8) results in an equation where the beam amplitude depends on the
input power (see Section 6.3.1). This allows to solve the amplitude as a function of
the power:
E0 =
√
2ZPin√
2w0L
√
w (z)
w0
√
erf
(
wg sinα
2w0
)−1
(6.20)
where Z =
√
µ/ is the impedance of beam propagation medium, erf is the error
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function, wg is the width of the grating and α is the angle of incidence. The error
function has no realization in COMSOL 4.2 and 4.3. However, it can be realized
using a cubic spline interpolation, which is available in both versions of COMSOL.
Previous equation deﬁnes the amplitude to match a certain power projected to the
grating. This power is independent of the incidence because the amplitude varies
with the angle α.
Equation (6.20) is formed with an approximation where the wave front shape remains
nearly planar during propagation. Therefore, the input power can be calculated as
an integral over planar surface. The approximation is valid when the beam diverges
slow enough, and the distance from the waist is short relative to the beam size.
fiber
grating
Figure 6.9: Beam excitation model. Input is an electric ﬁeld boundary with back-
ground areas removed from the computational domain. On the back side of the
removed domains, electric ﬁeld is set to zero. The ﬁgure describes a 2D-model.
As a whole, the beam excitation has the following realization: the electric ﬁeld
boundary condition induces a Gaussian beam, which passes through the grating
midpoint. The beam has an amplitude deﬁned by Eq. (6.20). Therefore, input
power of 1 W passes through the grating surface as shown in Fig. 6.8. A fraction
of this power is coupled to the waveguide through the grating. Any other coupling,
which might be possible is omitted because the grating has the major inﬂuence
on the coupling. The power reﬂected by the grating and the transmitted power
achieve the absorber on the model boundaries resulting in negligible reﬂections.
The coupled power is obtained from the power ﬂux density integrating over the blue
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boundary between two leftmost black points nearest to the waveguide in Fig. 6.3.
The boundary is selected to extend one waveguide height in both directions around
the waveguide. Therefore, the major contribution to the integral comes from the
waveguide modes. These modes pass through the waveguide and get eventually
absorbed by the surrounding material. This ensures no back reﬂections occur that
would contribute to the integration. All the simulations can be performed with a
single electromagnetic waves-node and frequency domain solver.
6.2.3 Optimization methods
A large scale parameter sweep can be utilized to optimize the grating geometry for
maximal coupling. Automatic sweep is necessary because the grating operation de-
pends on many parameters, each of, which has to be taken into account. Hence, the
sweep is required to go these parameters through and estimate coupled power for
each grating structure. The results for the coupled powers and ﬁeld distributions
have to be saved during the computation. This spares memory required in the sim-
ulations and also prevents losing the data if an error occurs during the optimization.
The optimization procedure executes the beam excitation model of the previous sec-
tion for each parameter combination and stores the power into a text ﬁle. The model
directly yields the coupled power because of the unit input. While the calculation
proceeds, the geometry corresponding to the maximum coupling is either updated
or preserved in the memory. In addition, ﬁeld plots and power values for all the
blue boundaries in Fig. 6.3 are stored for each parameter combination. This allows
for estimating the reliability of the obtained results.
To distinguish result ﬁles from each other, an unique ID number was generated for
each geometry. ID is a string of capital letters followed by numbers, for example:
1A1B1C1D1E2F1G1H1I1J2K1L1M1N1O1P1R1S1T1U1V1W3X1Y1. (6.21)
Here the ﬁrst number refers to the excitation, each letter corresponds to a simulation
parameter and the numbers following the letters correspond to diﬀerent values of
those parameters. For example A1 denotes the ﬁrst simulation value of parameter A.
When optimizing the coupled power, the ﬁrst symbol always has value 1 denoting the
beam excitation. These ID numbers are unique for each parameter combination and
excitation scheme. Therefore, only one ID number and the corresponding coupling
value has to be stored to keep track on the geometry, which yields the maximum
power. This ID number can be printed in a ﬁle after the simulations. Hence, it
becomes possible to ﬁlter out the optimal geometry from ﬁles, which are named
according to IDs.
The grating geometry was modiﬁed based on a Gaussian function. Gaussian vari-
ables are included in table 6.1. The functional form of the etch width distribution
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Table 6.1: Parameters varied during the optimization. The model contains more
parameters not included in the optimization.
ID symbol parameter values
E α [6.1 11.8 17.5] deg
G we [2 0] µm
J Λ [600 630 650] nm
L d [70 80 90] nm
X Ef [−1.2 − 1.8]
W σ [1 1.4]
V s [0 0.2 0.4]
Y T [0.5 0.9]
utilized in the grating was obtained through a multiplication of the Gaussian and a
Fermi-Dirac type function:
F (z) = e
(z − s)2
2σ2
1−
ez − EfT + 1
−1
 (6.22)
The last four parameters are named according to these functions. The symbols listed
in the table represent angle of incidence (α), extra width between the grating and
the integration boundaries (Wg), grating period (Λ), etch depth (d), Fermi-function
half maximum point (Ef ), standard deviation (σ), Gaussian shift (s), and Fermi
function smoothness (T ). A Gaussian shape shifted to the right (away from the port)
is known to yield high coupling eﬃciency [95]. Therefore, all the swept parameter
combinations create an etch width distribution similar to a shifted Gaussian.
COMSOL LiveLinkTM for Matlab allows for writing a COMSOL model as a code
where Matlab commands can be utilized to process data. In this work, Matlab
LiveLinkTM was utilized to save the desired power values into text ﬁles, to generate
ﬁeld plots during the simulation and to automatically go through the parametric
sweep described earlier. LiveLinkTM provides commands, which were utilized to
plot COMSOL graphics as PNG (portable network graphic) images. Matlab also
provides a means to store the maximum geometry in a variable, which is updated
for each simulation run. When the simulation sweep is complete, the variable can
be used to indicate the optimal geometry for the user. In this work, LiveLinkTM
produced a ﬂag ﬁle, which contained the automatically generated ID of the optimal
geometry. This method enabled fast search for the associated power values and
simulation results amongst various sweep geometries.
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6.3 Postprocessing
This section describes the methods used to calculate coupled or scattered power, and
to estimate the validity of the obtained results. First, power estimation methods
are represented in theoretical level, following the realization in COMSOL. Next,
diﬀerent error are listed and their signiﬁcance is analysed.
6.3.1 Methods for power estimation
Estimation of the coupled power requires information of the electromagnetic ﬁelds.
Electromagnetic power ﬂux arises from the interactions between the electric and
magnetic ﬁelds. Thus, it has a deﬁnition based on these ﬁelds. A quantity called
Poynting's vector can be deﬁned as:
S =
1
2
Re {E (r)×H∗ (r)} . (6.23)
Equation (6.23) is a basic relation found in many electromagnetic textbooks, such
as [96, p. 134] and [47, pp. 52-54]. It produces units of 1 W/m2 and is proportional
to intensity. Integral of power ﬂux deﬁned by Eq. (6.23) yields total power ﬂow
through the integration boundary. Power ﬂowing through the surface is given by
the equation
P =
∫
S
S · dS =
∫
S
1
2
Re {E×H∗ · dS} . (6.24)
This expression simpliﬁes when S becomes independent of one or more of the surface
coordinates. For example, when S becomes independent of z-coordinate, integral
over a cylindrical surface becomes a product of the cylinder length and a 1D integral
over the circumference:
∫
S
S · dS = L
∫
c
S · dl. (6.25)
The model shown in Fig. 6.3 has a cylindrical geometry. COMSOL automatically
presumes a 2D model to extend 1 m in the out-of-plane direction. Hence, Equation
(6.25) can be utilized to estimate coupled or scattered power. The integral is calcu-
lated numerically over the blue semicircles of Fig. 6.3. The quantity L is set to 1 m
corresponding to the COMSOL standard measure.
59
Correct value of L is important because the power, which passes through the ports is
equal to 1 W. COMSOL presumes the ports to extend 1 m out-of-plane. Therefore,
integration has to take into account a length of 1 m, which corresponds to integrating
the total coupled or scattered power over the total length of the port boundaries.
The implementation of the integral (5.23) has to be converted into a COMSOL
expressions. In COMSOL, user is allowed to specify model couplings below the
deﬁnitions node of Fig. 6.4. These couplings include integration over a line.
However, Equation (6.25) contains a dot product of two vectors, namely the Poynt-
ing's vector and the line normal. Whereas the real electric ﬁeld is a vector, COMSOL
frequency domain solver only computes the components of the vector. Furthermore,
as the angles of diﬀerent scattered waves are unknown, the relation a·b = |a| |b| cosα
cannot be used in the calculation. Therefore, the calculation of the dot product be-
comes non-trivial.
Dot product of two complex numbers is deﬁned as the realdot-function in COMSOL.
This function takes two complex numbers as its parameters and calculates their dot
product. For example, if a = ar + iai and b = br + ibi, the dot product of a and b is
calculated as
a · b = arbr + aibi. (6.26)
Electric ﬁeld can be converted into a complex number that enables calculation of a
dot product as in Eq. (6.25):
E = emw2.Ex + i emw2.Ey
n = nx + i ny
S · dl = realdot(E,n)
where emw2 refers to the electromagnetic waves physics node in COMSOL. The
normal vector is automatically deﬁned for each boundary in COMSOL.
Expression (6.25) can be fed to an integral as a parameter. In COMSOL, power
integration can be deﬁned as intop1(Eq. 6.25). Here intop1 refers to the model
coupling, which deﬁnes a boundary integration. The value of the integral can be
found after the evaluation of the model. It is a global variable in COMSOL.
In the model of Fig. 6.3, the integration boundary can be on any of the blue bound-
aries marked in the ﬁgure. These boundaries are the same as those marked on Fig.
6.10. One integration is calculated over the green (upper) semicircle of Fig. 6.10.
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grating
upper integration
lower integration
left integration right integration
Figure 6.10: Integration boundaries utilized in the power estimation. The ﬁgure
describes a 2D-model.
Another is calculated over the red (lower) semicircle in analogy. These integrations
yield estimates of the up and down scattered powers in the port excitation. How-
ever, they also measure total power arriving in the model center and penetrating
the waveguide in the beam excitation scheme. Power is also integrated between the
black points in the left and right side of the model. In port excitation, integration
over the blue (left) boundary yields the waveguide mode total power and integration
over the white (right) boundary yields the power, which is transmitted through the
grating. For the beam excitation, the same integrations yield the coupled power and
power reﬂected in the waveguide by the grating respectively. In addition, the power
can be integrated over the grating surface to ensure the incoming beam power is
equal to one watt. This was done when the model was constructed but not in the
ﬁnal simulations. The coupled and scattered powers were directly obtained from the
upper and left integrations with 1 W of input power.
After integration, coupling eﬃciency is obtained directly from the coupled power if
1 W is incident on the grating. Coupling loss can be calculated from the coupled
power as Ploss = 1 W −Pcpl. However, power ﬂow integration does not reveal the
contribution of the ﬁeld proﬁle mismatch deﬁned by Equation (4.3) in the coupling.
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Calculation of Eq. (4.3) is diﬃcult when the electric ﬁeld has no analytic expression.
The ﬁelds in a grating coupler are functions of the wavelength and the grating
geometry, both of which vary in this study. Therefore, calculating the integral
would require automatic interpolation of the unknown ﬁelds. However, a simpler
approach exist to estimate the ﬁeld proﬁle mismatch in the coupling.
Comparison of the two excitations represented earlier can reveal the proﬁle mis-
match. Such comparison utilizes optical reciprocity principle, which states that the
coupling eﬃciency should remain unaltered when the input and output of the system
are exchanged. Hence, equal amounts of power can be transmitted from an optical
ﬁber to a photonic waveguide and from a waveguide to a ﬁber. The light coupled to
the waveguide has lost power due to reﬂection from the waveguide surface, scattering
in opposite direction and transmittance through the waveguide. However, a part of
these losses is explained through the mode mismatch. The excitation through the
waveguide also experiences losses. However, the light can scatter in any angle and
intensity proﬁle with no mode mismatch. Therefore, the power scattered by the
grating always exceeds the coupled power. The amount of excess depends on the
mode mismatch. This allows for the estimation of the mismatch by calculating the
diﬀerence of the scattered and coupled power:
Ploss,mm = Psct − Pcpl. (6.27)
The expression above follows from the straight deﬁnition of the Gaussian beam on
the grating surface. As the beam shape is well deﬁned, only the ﬁeld components,
which correspond to the waveguide mode ﬁeld on the boundaries can couple to the
waveguide. The mismatch would disappear if the incoming beam of light would
perfectly math the grating output mode.
6.3.2 Error sources and reliability
Several errors may occur due to the numerical modelling. Such errors contain power,
which is generated as a result of numerical inaccuracy, non-physical reﬂection, re-
ﬂections from model boundaries and errors in input deﬁnition. These all were tested
to ensure the correct operation of the constructed COMSOL model.
Numerical inaccuracy or noise originates from the ﬁnite amount of basis functions
utilized in the simulations. Therefore, Maxwell's equations are not satisﬁed ac-
curately but rather as an average value. Hence, also power conservation may be
violated. As FEM (ﬁnite element method) aims to minimize the total energy of the
computational domain, majority of non-physical power is canceled by opposite ef-
fects. However, a small fraction of power remains and is generated in the structures.
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This power is stored in electromagnetic ﬁelds and it can be estimated by integrating
the divergence of Poynting's vector over the computational domain:
Peff =
∫
D
∇ · SdV. (6.28)
Any value diﬀerent from zero indicates the inﬂuence of numerical noise because no
power is generated in the modelled domains. The values obtained from the integral
can cause a few percent errors to the coupled powers.
Non-physical reﬂections may origin from, at least, three reasons. First, numerical
reﬂections may occur when the mesh density changes rapidly. Second, the absorber
utilized in the model causes reﬂection, because the attenuation is not perfect. Third,
a small fraction of scattered power can reach the model boundaries and reﬂect back
towards the interior. However, higher reﬂection origins from the power, which is
directly reﬂected from the absorber. Here, the reﬂections occur before the ﬁeld has
experienced considerable attenuation.
(a) (b)
Figure 6.11: Reﬂection from an ideally conductive square inside the absorber layer.
While the distance from the surface increases, the reﬂection disappears. (A) d =
50 nm, (b) d = 850 nm. The ﬁgure describes a 2D-model.
Numerical reﬂections can be avoided by creating a slowly varying mesh. This be-
comes particularly important near the absorber because numerical reﬂections carry
power away from the absorber. Therefore, a mapped mesh, shown in Appendix C,
was utilized in the absorber domains. A mapped mesh has rectilinear elements,
which remain constant through the mesh.
The power could reﬂect from the model boundaries if no absorber were implemented
in the model. This power would then contribute to the integration. Such contri-
bution would cause error in the estimated scattered power. COMSOL provides
perfectly matched layers (PMLs) to avoid this problem. PML is a material, which
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absorbs all the incoming radiation. Such material can be a superposition of several
anisotropic components or through a coordinate transform [98]. COMSOL utilizes a
coordinate transform, which automatically results in high absorption for any thick-
ness of the layer. The PML equation of COMSOL maps the coordinates t to the
complex plane [97, p. 34]:
t
′
=
(
t
δw
)n
(1− i)λF, (6.29)
which can be written as
t
′
= 2pi
[(
t
δw
)n
F − i
(
t
δw
)n
F
]
λ
2pi
. (6.30)
When inserted in electric ﬁeld phasor presentation, these equation give attenuating
ﬁeld because
exp
[
−iktt′
]
= exp
[
−i2pi
λ
sin θtt
′
]
∼ exp
[
−2pi
(
t
δw
)n
F sin θt
]
(6.31)
These equations show that the attenuation is independent of wavelength and because
the coordinate t is divided by the layer thickness, PML has equal attenuation for
any thickness of the layer. The values n and F are called the order and the scaling
factor of the PML [97, p. 34]. They tune the PML scaling according to the problem
at hand.
It might appear that PML is an ideal boundary condition when studying scatter-
ing over wide bandwidths and utilizing large scale model in the study. However,
as shown in Appendix B, PML layers do not produce reliable results when PML
layer is composed of more than one material. This situation is met when studying
photonic waveguides, because the waveguide divides the computational domain in
two halves. Hence, similar operation has to be achieved by other means. Slowly
varying refractive index oﬀers one alternative because smooth variation of the index
combined with absorption results in a low reﬂectivity. In this work, the absorber in
Fig. 6.3 was realized as a material with a refractive index deﬁned as:
n (ρ) = ni − iρ− ρ0
δw
. (6.32)
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This equation can be combined with the phasor presentation:
exp [−in (ρ)k · ρ] ∼ exp
[
−ρ− ρ0
δw
k · ρ
]
. (6.33)
Equation (6.33) is analogous to Equation (6.31) when n is set to 2 and δw is selected
correspondingly. A plane wave propagating in a direction ρ experiences attenuation,
which depends quadratically of the distance from the absorber inner boundary shown
in Fig. 6.3. The major diﬀerence between Equations (6.33) and (6.31) is their wave-
length dependency. As k is inversely proportional to wavelength, Equation (6.33)
produces attenuation, which changes as a function of the wavelength. However, the
studied wavelengths lie near each other in this study and the wavelength dependent
absorption becomes insigniﬁcant.
The reﬂections caused by the absorber are always present. However, with adequately
smooth variation of the refractive index, reﬂection can be limited to practically
insigniﬁcant value. The operation of the absorbing layer can be tested by inserting
an ideally conductive block inside the absorber. Reﬂections from such an object
show as parabolic wavefronts in the electric ﬁeld norm plots. The ﬁgure 6.11 shows
that the reﬂection disappears when the block is moved far enough under the surface.
The errors in input deﬁnition can arise from inaccurate electric ﬁeld expressions.
These expressions are associated to selected boundaries of the simulation model.
These boundaries have ﬁnite size resulting in cutting of the ﬁeld on the edges.
Eﬀect of the cutting of the excitation ﬁelds varies between the excitation types.
Cutting has practically no impact to the beam excitation scheme because the ﬁelds
in an optical ﬁber are well conﬁned inside the ﬁber. However, in the port excita-
tion, the exponential tails of the waveguide mode are cut on the edges of the input
boundary. This leads to a discontinuous electric ﬁeld expression, which does not ex-
actly correspond to the waveguide mode. To reduce this eﬀect, the waveguide input
boundary has to extend an adequate width around the waveguide. Such width can
be, for example, two times the waveguide core thickness.
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7 Results and discussion
The motivation for this study was to optimize the coupling at 1.55 µm wavelength.
Coupled power can be obtained directly from power integration when a Gaussian
beam is focused on the grating. Diﬀerent geometries of the compared structures
also lead to diﬀerent coupling characteristics. These characteristics are tunable by
altering the grating element proﬁle.
air, 630 nm period, 70 nm height (A2)
8
0
1
0
0
1
4
0
1
6
0
2
0
0
2
4
0
2
6
0
3
0
0
3
0
0
3
2
0
3
2
0
3
0
0
2
8
0
oil, 630 nm period, 70 nm height (O2)
8
0
1
0
0
1
4
0
1
6
0
2
0
0
2
4
0
2
6
0
3
0
0
3
0
0
3
2
0
3
2
0
3
0
0
2
8
0
air, 650 nm period, 80 nm height (A3)
1
2
0
1
4
0
1
8
0
2
0
0
2
2
0
2
6
0
2
8
0
3
0
0
3
0
0
3
2
0
3
2
0
3
2
0
3
0
0
oil, 650 nm period, 90 nm height (O3)
8
0
1
0
0
1
4
0
1
8
0
2
0
0
2
4
0
2
8
0
3
0
0
3
2
0
3
2
0
3
2
0
3
0
0
2
8
0
Figure 7.1: Optimized grating geometries for air and oil above the waveguide. The
optimization produced geometries for ﬁxed period of 630 nm and maximum etch
depth of 70 nm, which are typical parameters utilized at 1.55 µm wavelength. In
addition, the overall maximum was calculated for both cases. This corresponds
80 nm etch depth for air and 90 nm depth for oil.
As mentioned in Chapter 5, refractive indices around a grating aﬀect its scattering
properties. This can be utilized to boost the coupling between the grating and an
optical ﬁber. Maximum power exchange with the studied structures can be achieved
when the optimized geometry is adjusted for index matching oil above the grating.
The obtained geometry slightly deviates from the optimized geometry obtained for
air cover material.
Each branch of the parameter tree in Fig. 6.5 corresponds to a diﬀerent grating
geometry and excitation conﬁguration. The optimization procedure generates etch
width distributions for air and oil based geometries. These distributions show sig-
niﬁcant diﬀerences when compared to the initial distribution with 70 nm etch depth
and uniform 630 nm etch width.
From now on, the studied distributions are named as geometries A1 − 3 and O1 −
3 where A denotes air, O denotes oil and numbers 1 − 4 denote the degree of
optimization, 3 being the structure corresponding to highest coupling. Indices 2
66
and 3 are reserved for gratings with asymmetric distribution. The distributions are
shown in Fig. 7.1.
7.1 Frequency responses for the port excitation
Geometries A1 − 2 and O1 − 2 can be compared to each other. Structures A1
and O1 represent uniform gratings and are diﬀerent from geometries A2 and O2.
Asymmetric element distribution generally leads to lower scattering values because
scattering by a single grating element is proportional to element size. In this study,
grating elements have a maximum width of half period resulting in higher number
of large elements for uniform distributions.
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Figure 7.2: Normalized scattered powers for the air and oil based geometries. The
ﬁgure shows frequency responses for the initial and optimized geometries.
Figure 7.2 shows how the frequency response changes when asymmetric proﬁle is
implemented. After approximately 1.61 µm wavelength, a dip occurs where the
scattering power is signiﬁcantly reduced. The drop of power occurs considerably
faster for the initial geometries A1 and O1. Optimized geometries (A2 and O2) also
scatter less, but the slope of the curve is signiﬁcantly smaller.
The reduced scattering is known to occur due to reﬂection back to the waveguide [49].
As a waveguide mode passes the grating, mode wave fronts encounter grating ele-
ments causing the reﬂection. This reﬂection depends on the refractive index contrast
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Figure 7.3: Scattering curves for geometries with ﬁxed and free dimensional pa-
rameters. When parameters are selected freely, optimization procedure ﬁnds the
geometries with optimum performance.
at the grating. Such discontinuity has to be considered in terms of the eﬀective in-
dex described in Section 6.2. The eﬀective refractive index can be interpreted as
an approximate average of the indices surrounding the waveguide. A grating alters
the eﬀective index because the waveguide width varies periodically at the grating
elements. Gradual increase in etch size leads to gradually decreasing eﬀective index
in contrast to an instant change caused by uniform grating. Therefore, optimized
geometries should have lower back reﬂection and signiﬁcantly lower drop in the
scattered power.
Maximum scattering occurs near 1.6 µm for all the compared geometries. However,
the wavelengths of maximum and minimum scattering slightly vary across diﬀerent
geometries. Here, optimization and index matching oil seem to have similar inﬂu-
ence. When the coupling is enhanced, the scattering curve is shifted to the right. In
other words, the maximum and minimum scattering occur at higher wavelengths.
Shift of the maximum may occur because the grating optical size is increased in
both cases. O geometries have a higher refractive index than A geometries leading
to higher eﬀective mode index. Similarly, the gradual change of eﬀective index for
the optimized geometries results in optically larger structure.
Figure 7.4 was obtained ﬁxing the parameters Λ = 630 nm, and dmax = 70 nm.
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Therefore, the optimization does not return the geometry with the highest possible
coupling. The results shown in the ﬁgure matter because limitations of typical grat-
ing manufacture lead to geometries, which are not necessarily optimal. Geometries
A3 and O3 ore obtained when these requirements are loosened. Figure 7.5 com-
pares the ﬁxed optimization results to the results obtained with free parameters.
Geometries with free parameters scatter more power for both cover media.
7.2 Frequency responses for the beam excitation
As the grating structures were optimized with respect to coupling, the optimized
geometries are expected to have higher power values at 1.55 µm. The enhanced
coupling values can be explained by improved mode overlap, expressed by integral
(2.4). This overlap accounts for the case when a Gaussian beam irradiates the
grating.
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Figure 7.4: Coupled powers for the initial geometry and the optimized geometries
with Λ = 630 nm and dmax = 70 nm.
As shown in Fig. 7.4, the optimization produces desired results for A geometries.
However, the parametric sweep cannot ﬁnd an optimized geometry for index match-
ing oil. Instead, coupling at 1.55 µm is reduced when applying an etch width
distribution. Therefore, higher coupling requires changing the period and maximum
etch depth of a grating element.
69
The coupling curves of Fig. 7.5 show that free optimization parameters lead to
enhanced coupling compared to the ﬁxed parameters. This occurs in all cases. The
greatest improvement occurs for the oil based geometry O2, where the maximum
coupling can be improved by 0.14 % of the input power. With this improvement,
geometry O3 exceeds O1 in maximum coupling eﬃciency. Air geometry also has
these improvements but they are not as high as for the oil geometry when compared
to the ﬁxed case.
The maximum coupling occurs at a certain angle for each geometry. Diﬀerent aspect
ratio leads to diﬀerent angle of diﬀraction. Hence, the angle is approximately 11.8 ◦
when operating with oil and 17.5 ◦ when having air above the grating . However,
these angles are diﬀerent for each distribution. These distributions contain geome-
tries with diﬀerent periods because the phase matching condition only depends on
the matching of the wavenumber longitudinal component with the grating period.
This, furthermore, determines the angle of maximal coupling as it determines the
wave vector components.
The −3 dB bandwidths for the frequency responses of Fig. 7.4 are around 90 nm.
Geometries A1 and A2 have an approximate bandwidth of 95 nm, whereas O1
produces a narrower peak of 85 nm and O2 has a bandwidth of 96 nm. Figure
7.5 shows that the optimized geometry O3 has broader bandwidth than O1. This
becomes desirable when designing wide band applications. However, the bandwidth
for O3 geometry is 97 nm, which only deviates by 0.2 % from the initial case.
Table 7.1: Maximum values of the coupled and scattered powers and −3 dB band-
widths for various grating designs.
Geometry Scattering (%) Coupling (W) −3 dB bandwidth (nm)
Air,initial 0.45 0.35 95
Air,optimized 0.44 0.42 95
Oil,initial 0.49 0.48 85
Oil,optimized 0.46 0.44 96
Air,free parameters 0.49 0.49 94
Oil,free parameters 0.56 0.56 97
In summary, limitations in parameter range prevent perfect optimization of the
structures. The studied parameters include period (Λ) and maximum etch depth
(dmax), which were ﬁxed in earlier simulations. When these parameters are allowed
to change more freely (increasing the range), optimization can ﬁnd parameter com-
binations, which yield improved coupling. Table 7.1 shows good agreement with the
theoretical 49 % coupling limit for uniform grating geometries and results published
in [49], [99, Table 1], and [100, ch. 2.2].
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Figure 7.5: Coupled powers for ﬁxed and free optimization geometries. The coupling
is signiﬁcantly enhanced when utilizing free optimization parameters.
7.3 Comparison of the frequency responses
Previous sections show that more power is scattered than is coupled for all cases.
This is natural because only a fraction of the scattered power can couple to the
ﬁber. If the mode mismatch were zero, all the scattered power would be coupled
yielding equal scattering and coupling eﬃciencies. However, the scattered power
proﬁle does not perfectly match the fundamental ﬁber mode. On the other hand,
a Gaussian beam cannot produce illumination on the grating surface, which would
perfectly correspond to illumination provided by the fundamental waveguide mode.
Hence, losses occur in coupling and coupling ﬁgures are lower than scattered powers
by the grating.
The diﬀerence between the coupled and scattered power indicates the amount of
power lost due to the mode mismatch. This diﬀerence is reduced by the optimization,
as shown in Fig. 7.6. The ﬁgure only shows the frequency responses for A1 and A2
geometries but the same phenomenon is repeated for all studied structures. This can
be seen by calculating the diﬀerences from the frequency responses and comparing
the results with each other.
Table 7.2 shows the loss estimations for all the studied structures. When the air
geometry is optimized, the loss is reduced to a level, which is lower than the accuracy
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Figure 7.6: Coupled and scattered powers for the ﬁxed air geometries. The black
arrow shows the improvement in coupling while scattered power remains approxi-
mately unaltered.
Table 7.2: Estimated coupling losses of the studied geometries. The percentages are
calculated from the input power.
Geometry Loss at 1.55 µm (%) Maximum loss (%)
Air,initial 0.084 0.090
Air,optimized 0.002 0.016
Oil,initial 0.020 0.011
Oil,optimized 0.025 0.008
Air,free parameters > 0 > 0
Oil,free parameters 0.004 0.004
of representation. Therefore, the loss values for the optimized air geometry are shown
to be larger than zero indicating the existence of losses.
The scattered electric ﬁeld norm can be plot for an initial and an optimized geome-
try to visualize the electric ﬁeld mismatch behind the coupling loss. The diﬀerence
becomes evident when the compared structures have coupling eﬃciencies maximally
far from each other. Therefore, the comparison should contain the geometries with
the highest and lowest coupling losses. A1 and O3 geometries represent these ex-
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Figure 7.7: Comparison of the A1 and O3 output ﬁeld distributions. (A) and (b)
show electric ﬁeld norm for these structures respectively. (C) represents plots of
the same ﬁeld distributions on the ﬁber facet shown in (a) and (b). The ﬁber was
aligned with an 8.3 ◦ angle. The ﬁgure describes a 2D-model.
treme cases in this study. Fig. 7.7 shows the electric ﬁeld norm as a 1D plot and
projected on the ﬁber facet.
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7.4 Future work
Only a small fraction of grating coupling phenomenon was studied in this work. This
thesis covers coupling between a shallow etched SOI (silicon on insulator) grating and
a standard single mode ﬁber. It only considers TE-polarization (transverse electric
ﬁeld) on the optical C-band (conventional band) around 1.55 µm. Therefore, some
fundamental aspects of optimal coupling remain unstudied.
First, the model constucted here is a two dimensional approximation, which enables
high speed computation. This approximation is valid and supported by several
articles [45], [89], [27], [1, pp. 47]. However, a three dimensional simulations may
produce more accurate results and provide some information of the grating behaviour
that is not achievable by a 2D model.
The Gaussian input beam in this model obeys a two dimensional formula. In three
dimensional picture this beam represents a cylindrically spreading wave generated,
for example, by a slit, because power is not propagating of the plane. In reality,
photonic grating structures are generally excited by three dimensional beams that
spread in all spatial directions. These beams can be realized in a 3D model.
In all simulations, the divergence of the Gaussian beam could be neglected. This
would not be the case if the distance between the optical ﬁber and the grating
was considerably longer than 10 µm. In long distances, the divergence shapes the
wavefront, which cannot be treated as planar. Therefore, many of the formulas
and assumptions used in this study become invalid. Hence, study of the divergence
would improve the understanding of the coupling.
Furthermore, other excitation ﬁelds can be tried instead of Gaussian beams. Plane
wave excitation may reveal some theoretical aspects of the studied grating couplers.
On the other hand, the excitation could arise from a particular ﬁeld distribution on
an aperture. This type of excitation could have, for example, a sinc-function shaped
electric ﬁeld proﬁle [63, pp. 465].
Grating couplers operate diﬀerently for diﬀerent polarizations. Hence, TM-polarized
(transverse magnetic ﬁeld) input may provide higher coupling values than those
reported in this study. If the other polarization has higher coupling eﬃciency, it has
to determine the upper bound for coupling of mixed polarization light. Therefore,
some uncertainty remains in the validity of the true optimality of the O3 geometry.
Polarization has to be considered particularly when the input beam has a component,
which is perpendicular to the waveguide plane. Such a component would make the
ﬁeld polarization mixed. Three dimensional Gaussian beams have two polarization
components that may aﬀect on the coupling [65, ch. 3.2.3].
The frequency dependence of the index matching oil refractive index was not con-
sidered in this study. However, almost all materials show some type of dispersion
over characteristic range of frequencies. The simulation models created in this thesis
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could be improved by taking this dispersion into account. However, as the obtained
results were near to the reference values,the oil dispersion probably causes only small
correction to the results.
The refractive index of the oil could be altered as a parametric sweep to ﬁnd the
optimal value for the coupling. For all the other parameters, higher coupling values
could be found if the parameter ranges were swept over longer intervals. Adding
parameters and utilizing three dimensional model would require running the sim-
ulation in a cluster or in a distributed network of computers. However, COMSOL
only supports the ﬁrst alternative. This produces a need for analytical optimization
methods.
Finally, this thesis does not represent methods for estimating the angle of maximal
coupling. The phase matching formula only yields rough approximation of the angle
due to complexity of the real coupling situation. Methods for angle estimation would
highly beneﬁt grating design because the gratings could be designed according to
desired angle. Automated angle estimation could be based on utilizing the existing
database of simulated grating structures and their associated angles. This database
could be utilized together with theory to predict the angle of coupling in some
accuracy.
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8 Conclusions
In this study, two diﬀerent excitations were compared for six diﬀerent photonic
grating geometries and two cover materials. The goal of the study was to compare
the frequency responses obtained through simulation and to optimize the grating
structure through the simulated element distribution. This required construction of
a working numerical model in COMSOL Multiphysics. This software was selected
because it supports fast calculation and automatic simulation process.
The proper selection of the grating element distribution was found to enhance the
performance over the whole studied frequency range. In this study, a spectral range
around 1.55 µm communication wavelength was selected, which is typically used
in grating couplers. The performance was measured with respect to coupling to a
SOI (silicon on insulator) channel waveguide. The frequency responses of all the
studied structures were compared to determine the most optimized structure for the
coupling. As a result of the optimization, the coupling eﬃciency of the input power
could be improved by more than 10 % of the input, compared to the initial structures.
Therefore, the grating geometry was successfully optimized on the selected band.
The optimum geometry involved the use of an index matching oil with a refractive
index of 1.45 as a cover material. The optimization process was based on tuning
the grating element dimensions and calculating the in-coupled power. The resulting
geometry has an asymmetric element distribution. This distribution resembles a
shifted Gaussian, as predicted by the grating theory. All the obtained coupling and
scattering ﬁgures were similar to those mentioned for similar structures in other
publications. In contrast, scattering directions, which were measured with respect
to the grating normal, deviated several degrees upwards from the reference values.
The numerical models developed in this study utilize techniques which can be gen-
eralized for some other problems. Particularly, these techniques include solving of
scattering problems where the computational domain is divided to two half spaces
with diﬀerent materials. As traditional PML (perfectly matched layer) fails to han-
dle such models, the approach used in this work may provide a solution to model
complex scattering objects, which are located in proximity of a material interface.
The models represented here can be improved by more accurate description of the
studied structures. The structures can be modelled in three dimension with more
realistic excitation ﬁeld. Furthermore, the material dispersion of the index match-
ing oil can be taken into account. These improvements and modelling the grating
structures with TM-polarization (transverse magnetic ﬁeld) would give more real-
istic insight into the grating behaviour. However, this insight would require more
computational power and time compared to the amounts that were available for this
work.
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A Silicon band diagram and conductivity
Silicon band diagram describes the dependency of charge carrier energy on the
wavenumber k. Each band of the diagram describes possible energies E (k) for
a wide range of wavenumbers . Therefore, a particle with a wavenumber k can have
diﬀerent amounts of energy, depending on the band. This is diﬀerent from a free
particle, which has energy proportional to k2 [12, pp. 163]. In periodic lattice, such
quadratic dependency is only valid in low energies and small wavenumbers, near to
the Γ-point of the diagram [12, pp.171].
Silicon lattice can be represented as a periodic potential, which aﬀects on the electron
energy. Origin of this potential is the electrical interaction between the charge
carriers and the atomic nuclei. Huge size and periodicity of the silicon crystal
structure guarantee periodicity of the potential experienced by the charge carriers.
[12, pp. 159] Such periodicity leads to a Fourier series representation of the potential
[12, pp. 160]. This determines the reciprocal lattice of the crystal.
Inﬁnite periodic potential shapes the wavefunctions of the charge carriers. These
wavefunctions can be assumed periodic as well. They can be described by Bloch
waves
ψk (r) = u (r) e
ik·r, (A.1)
which are associated to the wavevector k. Bloch waves can be considered as mod-
ulated planewaves with lattice periodicity. In the other words, amplitude u has
similar periodicity to the lattice. Consequently, adding lattice vector G to k does
not change the Bloch wave. Hence, energy is periodic in G. [12, pp. 161162]
Bloch waves can be considered as extensions of single silicon atom wavefunctions.
These wavefunctions are associated with diﬀerent energy states of an atom. There-
fore, their energies are separated with gaps. [12, ch. 7.3] However, energy of each
state depends on k because silicon lattice appears diﬀerent in diﬀerent directions
and for diﬀerent wavelengths. As a result, single atom energy states spread and
become dependent on k. These spread states are the energy bands of the diagram.
In tight binding approximation wavefunctions can be written as
ψk (r) =
∑
n
φn (r− rn) eik·rn , (A.2)
where φn are the atomic eigenfunctions [12, pp. 169]. These functions can be
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characterized as Bloch waves. Energy of such wave can be calculated as
E (k) =
〈ψk|H|ψk〉
〈ψk|ψk〉 , (A.3)
where H is the Hamiltonian in the Schrödinger equation [12, pp. 168]. H describes
energy of a particle, and is simpliﬁed with no far interactions. The diagram of Ch.
2 is obtained, when the interaction is considered with nearest neighbour atoms for
each atomic eigenfunction [12, pp. 168].
Typically, the band diagram is represented in some symmetry plane of the crystal [12,
pp. 173]. On the selected plane, the band diagram repeats itself with a period
of G. However, any other plane could be chosen as well. Together these planes
span a surface, which represents an unit cell in the reciprocal space. Such unit
cell represents one period of the three dimensional band structure of the crystal.
Generally, it is called the ﬁrst Brillouin zone [12, pp. 173]. Periodicity allows for
representing crystal characteristics within the ﬁrst Brillouin zone and diﬀerent planes
of symmetry.
It is a well known principle in materials science that a full band does not conduct
current when an electric ﬁeld is applied [12, pp. 246]. Electrical current requires
more charge carriers with either positive or negative values of wavevector. In the
other words, the charge carriers have to move collectively to the direction set by the
ﬁeld. However, full band has equal amounts of opposite moving charge carriers [12,
ch. 9.2]. The impact of electric ﬁeld can be summarized to the following equation [12,
pp. 243]:
~
dk
dt
= qE. (A.4)
Equation A.4 requires change in the wavenumber when electric ﬁeld is present. On a
partially ﬁlled band this means that the charge carriers are drifted to the other side
of the band. Hence, electric ﬁeld creates a situation with collectively moving charge
carriers. In silicon, this is enabled by thermal excitations of the charge carriers from
the valence band (lower E) to the conduction band (higher E). The excited charge
carriers leave the band partially ﬁlled.
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B Radiation by PML divided in two materials
This appendix shows the failure of PML (perfectly matched layer) divided in two
subdomains by a material interface. Two structures are studied as an example. The
ﬁrst structure contains an ideal mirror (electric ﬁeld zero condition) between two
homogeneous half spaces of similar material. The second structure has the same
geometry divided by the mirror in two materials with diﬀerent indices of refraction.
The both structure are excited by a plane wave background ﬁeld:
E = zˆE0e
−ik0ny. (B.1)
In a working model, the plane wave ideally reﬂects from the mirror. The reﬂection
has an opposite phase to the incident ﬁeld. Therefore, the superposition of the
counterpropagating waves creates a standing wave:
Esum = zˆE0
[
e−ik0ny − eik0ny] = −2izˆE0 sin (k0ny) . (B.2)
This interference pattern does not depend on the lower material because the incident
wave never passes through the mirror. Hence, the ﬁeld on the back side of the mirror
is ideally zero. However, with nonhomogeneous PML, an intense ﬁeld appears on
the lower material. This ﬁeld is radiated from the PML towards the mirror where
it reﬂects back producing a standing wave pattern.
mirror
(a)
mirror
(b)
Figure B.1: Radiation by PML. (A) shows the example structure when only one
material is present. (B) shows the same structure with a nonhomogeneous PML.
Red color denotes the highest electric ﬁeld strength. The ﬁgure describes a 2D-
model.
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C The mesh utilized in the simulations
Figure C.1: Overview of the utilized mesh. (Zoom in to distinguish more details.)
Figure C.2: Mesh in the central regions of the model.
