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1 Introduction
This is the second in a series of three papers which started in [L1] where we estab-
lished basic skin structural concepts and results for area minimizing hypersurfaces. In
the present paper we show how this leads to previously unapproachable and largely
unexpected geometric and analytic properties of such hypersurfaces. We do this with
an emphasis on the case of singular hypersurfaces.
We first show that these generally wrinkled and degenerated spaces admit canonical
conformal unfoldings to complete Gromov hyperbolic spaces with bounded geometry
1
and we recover their singular set as the Gromov boundary. This new geometric facet
of area minimizers helps us to also reveal analytic properties of these spaces, one
commonly merely expects in cases like regularly bounded Euclidean domains. This
includes potential theoretic details, like asymptotic regularity and extension results
near or even to the singular set, for classical elliptic operators.
We specify our main results below and recommend to also consult [L1],Ch.1.1 for
a broad overview of these concept and of this series of papers, including the third one
[L2] where we apply these techniques to problems in scalar curvature geometry.
Skin Structures For starters, we recall the basic notions of skin transforms and
skin uniformity introduced in [L1].
To this end we henceforth consider a connected locally area minimizing hyper-
surface Hn ⊂ Mn+1 without boundary in some smooth Riemannian n + 1-manifold
(M, gM), where eitherM is compact, or equals R
n+1 with its Euclidean metric. Σ ⊂ H
denotes its singular set.
On the class H of these hypersurfaces we consider a skin transform 〈A〉. We recall
from [L1] that an assignment H 7→ 〈A〉H , to any H ∈ H, that commutes with the
convergence of sequences of area minimizers, is called a skin transform provided
• 〈A〉H ≥ |AH | and for any f ∈ C∞(H \ Σ,R) compactly supported in H \ Σ
(1)
∫
H
|∇f |2 + |AH |2 · f2dA ≥ τ ·
∫
H
〈A〉2H · f2dA, for some τ = τ(〈A〉,H) ∈ (0, 1).
• 〈A〉H ≡ 0, if H ⊂ M is totally geodesic*, otherwise, 〈A〉H is strictly positive.
• When H is not totally geodesic, we define δ〈A〉 := 1/〈A〉, the 〈A〉-distance. It is
L〈A〉-Lipschitz regular, for some constant L〈A〉 = L(〈A〉, n) > 0:
|δ〈A〉(p)− δ〈A〉(q)| ≤ L〈A〉 · d(p, q), for p, q ∈ H \ Σ.
We occasionally call (1) the Hardy inequality for 〈A〉, which actually is a Hardy in-
equality for the operator −∆ + |A|2 relative to the 〈A〉-distance δ〈A〉, cf. [L1],Ch.3.2
in particular Rm.3.7 for a discussion. (*It is easy to check that any totally geodesic
H ∈ H must be a regular hypersurface.)
With this concept we can formulate and prove that Σ can be approached in a
quantitatively non-tangential way from H \ Σ:
H \ Σ is a c-skin uniform space, for some c > 0, i.e. any pair p, q ∈ H \ Σ can
be joined by a rectifiable path γp,q : [a, b] → H \ Σ, for some a < b, with γp,q(a) = p,
γp,q(b) = q, so that for any z ∈ γp,q:
l(γ) ≤ c · d(p, q) and lmin(γp,q(z)) ≤ c · δ〈A〉(z),
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where lmin(γp,q(z)) is the minimum of the lengths of the subarcs of γp,q from p to z
and from q to z.
Statement of Results Now we describe the contents of this paper and state our
main results.
Notations Our hypersurfaces are locally mass minimizing, integer multiplicity
rectifiable currents of dimension n without boundary. The partial regularity theory
for these minimizers says that H is a smooth hypersurface except for some singular
set ΣH of Hausdorff-dimension ≤ n− 7, cf.[L1],Appendix, for details.
We consider the following classes of complete area minimizing hypersurfaces.
Hcn : H ⊂ M is a compact and connected hypersurface without boundary.
HRn : (M, gM) = (Rn+1, gRn+1), H is an oriented boundary of some open set A ⊂ Rn+1
and, thus, H is non-compact and complete.
Cn : Cn ⊂ HRn is the space of area minimizing n-cones in Rn+1 with tip in 0.
SCn : SCn ⊂ Cn is the subset of cones singular, at least, in 0
Kn−1 : For any area minimizing cone C ⊂ Rn+1 with tip 0, we get the non-minimizing
minimal hypersurface SC in the unit sphere
SC := ∂B1(0) ∩ C ⊂ Sn ⊂ Rn+1 and set Kn−1 := {SC |C ∈ Cn}.
We write K = ⋃n≥1Kn−1, for the space of all such hypersurfaces SC .
The main class of hypersurfaces we study in this paper is given by
Hn := Hcn ∪HRn and H :=
⋃
n≥1
Hn.
Hn is closed under blow-ups. That is, the limit of converging subsequences under
scaling by a diverging sequence of real numbers belongs to HRn .
To better visually identify the cases under consideration, we generally write ΣH
for the singular set of any H ∈ Hn, but we write σC for the (non-compact) singular
set of a cone C ∈ SCn, when we want to emphasize that C is a tangential object and
we use its cone properties. (This is inspired from the upper versus lower case symbols
used for Lie groups versus Lie algebras.)
Hyperbolic Geometry The Riemann uniformization theorem shows that any
domain D ⊂ R2 = C, D 6= C or C∗, is conformally equivalent to a complete hyperbolic
metric. However, for many applications it is more useful to ensure that it is Gromov
hyperbolic. This requires some basic boundary regularity expressed in terms of uni-
formity properties of D.
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Such uniformity concepts can be defined in arbitrary dimensions: D ⊂ Rn is a
uniform domain when any pair p, q ∈ D can be joined by a c-uniform curve in D, i.e.
a rectifiable path γp,q : [a, b]→ D, for some a < b, with γp,q(a) = p, γp,q(b) = q, so that
l(γ) ≤ c · d(p, q) and lmin(γp,q(z)) ≤ c · dist(z, ∂D)
for any z ∈ γp,q, where lmin(γp,q(z)) is the minimum of the lengths of the subarcs of
γp,q from p to z and from q to z.
Now we consider the quasi-hyperbolic metric kD which keeps track of the distortion
relative ∂D, cf.[GO],[He],[Ko] or [BHK]: for any two points x, y ∈ D defined by
kD(x, y) := inf
{∫
γ
1/dist(·, ∂D)
∣∣∣ γ ⊂ D rectifiable arc joining x and y}
Now the basic fact is that when D is a uniform domain, (D, kD) is a complete Gromov
hyperbolic space of bounded geometry and ∂D equals the Gromov boundary. This
result is due to Gehring, Osgood resp. Bonk, Heinonen, Koskela, cf.[GO], [BHK].
The concept of uniformity and quasi-hyperbolic metrics can be extended to more
general non-complete metric spaces. Here we view the points added in the metric com-
pletion as the boundary. The quasi-hyperbolic metric for uniform spaces is complete,
Gromov hyperbolic and the boundary of the metric completion equals the Gromov
boundary, cf.[BHK] and [He].
Since we have seen in [L1] that H \ Σ is a uniform space, we can appeal to the
latter theory and infer a first coarse hyperbolization result. We refer to Ch.2.1 and
2.2 for details concerning notions and statements which appear in Theorem 1 and 2.
Theorem 1 (Quasi-Hyperbolic Geometry) For any singular hypersurface
H ∈ H, that is, with ΣH 6= ∅, the quasi-hyperbolic metric kH\Σ on H \ Σ,
kH\Σ := inf
{∫
γ
1/dist(·,ΣH)
∣∣∣ γ ⊂ H \ Σ rectifiable arc joining x and y}
is defined and has the following properties:
• (H \ Σ, kH\Σ) is a complete, Gromov hyperbolic and visual metric space.
Towards applications of uniformity and hyperbolizations, we note that smooth but
highly curved portions of H have a considerable impact on the elliptic analysis on
H not reflected from the uniformity of H \ Σ. For the same reason, it is difficult to
understand this analysis relative kH\Σ.
For instance, wrinkles of H \ Σ can cause degenerations of (H \ Σ, kH\Σ) near in-
finity. In other words, in general, this space does not have a bounded geometry and
this makes standard analytic tools, like uniform Harnack inequalities on equally sized
domains, unavailable. Moreover, kH\Σ may drastically alter under deformations of H .
4
That is, it does not commute with the convergence of area minimizers and this limits
its usability in blow-up and compactness arguments.
However, there is a more versatile and natural hyperbolization of H \Σ, in terms of
skin metrics d〈A〉, resolving such issues and seamlessly extending to the regular case,
with Σ = ∅. For their definition, we replace 1/dist(·,Σ) for 〈A〉 = 1/δ〈A〉 and set, for
any two points x, y ∈ H \ Σ:
d〈A〉(x, y) := inf
{∫
γ
〈A〉
∣∣∣ γ ⊂ H \ Σ rectifiable arc joining x and y}.
The skin metrics play a central role in our treatment of elliptic problems on H \Σ,
in the Theorems 4 - 12 below. This makes the following result our main hyperboliza-
tion theorem for H \ Σ. We derive it from the skin uniformity of H \ Σ:
Theorem 2 (Conformal Hyperbolic Unfoldings) For any hypersurface H ∈
H, the skin metric d〈A〉 has the following properties:
• The metric space (H \ Σ, d〈A〉) and its quasi-isometric Whitney smoothing, the
smooth Riemannian manifold (H \ Σ, d〈A〉∗) = (H \ Σ, 1/δ2〈A〉∗ · gH), are
complete, Gromov hyperbolic spaces with bounded geometry.
• d〈A〉 commutes with the convergence of the underlying area minimizers.
We call the spaces (H \ Σ, d〈A〉) and (H \ Σ, d〈A〉∗), hyperbolic unfoldings of the
conformally equivalent original space (H \ Σ, gH).
Next we consider the Gromov boundaries of these hyperbolic spaces. We denote
the one-point compactification of the space A by Â and the point of infinity by ∞A.
Then we have, cf.Ch.2.3
Theorem 3 (Gromov Boundary of H \Σ) For any singular H ∈ H the iden-
tity map on H \ Σ extends to homeomorphisms between the on-point compactification
Ĥ and the Gromov compactifications:
Ĥ ∼= (H \ Σ, d〈A〉)G ∼= (H \ Σ, d〈A〉∗)G ∼= (H \ Σ, kH\Σ)G.
where ∼= means homeomorphic. In particular, we have:
Σ̂ ∼= ∂G(H \ Σ, d〈A〉) ∼= ∂G(H \ Σ, d〈A〉∗) ∼= ∂G(H \ Σ, kH\Σ).
For these identifications, one assigns to (equivalence classes of) geodesic rays in (H \
Σ, d〈A〉), (H \Σ, d〈A〉∗) and (H \Σ, kH\Σ), from some fixed base point, their end points
in Σ ⊂ H and ∞Σ =∞H , if the rays diverge.
For an area minimizing cone C there are two distinguished and symmetrically
positioned points [0] and [1] in the Gromov boundary of (C \ σ, d〈A〉):
(2) ∂G(C \ σ, d〈A〉) ∼= [0, 1]× Σ∂B1(0)∩C/ ∼,
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where Σ∂B1(0)∩C = ∂B1(0) ∩ σC is the singular set of ∂B1(0) ∩ C, with x ∼ y, if
x, y ∈ {0} × Σ∂B1(0)∩C or x, y ∈ {1} × Σ∂B1(0)∩C .
Integral Representations We employ the conformal hyperbolic unfoldings of
H \Σ to analyze the potential theory and the asymptotic behavior of solutions of ellip-
tic equations on the original space (H \ Σ, gH) near Σ. The outcome is a transparent
Martin theory for a large class of elliptic operators on H \ Σ.
To explain this program we recall the classical integral representations of harmonic
functions on the unit disc viewed either as a Euclidean domain or alternatively as
a version of the hyperbolic plane. The Herglotz theorem, cf.[BJ],1.7.2, shows that a
function f > 0 on the Euclidean unit disk D2 is harmonic, ∆Eucl f = 0, if and only if
there is a Radon measure µf on S
1 such that
(3) f(x) = 2π ·
∫
S1
1− |x|2
|x− y|2dµf(y).
On the other hand, we can equip D with its conformal Poincare´ metric ghyp, which is
complete and hyperbolic. For the Laplace-Beltrami operator ∆hyp, we have: ∆hyp =
(1 − |x|)2/4 · ∆Eucl and, thus, the notion of (super/sub)harmonic and of the Green’s
functions G does not change. Now it is an elementary fact that
1− |x|2
|x− y|2 = limz→yG(x, z)/G(0, z) =: k(y; z), for any y ∈ S
1.
where the latter limit k(y; z) is the so-called Martin kernel, cf. Ch.3.1. This gives
us a way to interpret (3) as a Martin integral: µf is now understood as a measure
on ideal boundaries of the complete space (D, ghyp), the Gromov boundary and the
Martin boundary, which in this case equal S1.
An extension of these two viewpoints to arbitrary bounded Euclidean domains in
dimensions ≥ 3 applies to the case of a uniform domain D ⊂ Rn equipped with either
its Euclidean or its quasi-hyperbolic metric kD. Again we find two ways to describe a
representation of positive harmonic functions on D:
We can either use Aikawa’s work in [Ai2] for (D, gEucl) to show that the Martin
boundary equals ∂D and to formulate a counterpart of (3).
Alternatively, we can use that (D, kD) is a complete Gromov hyperbolic space of
bounded geometry and ∂D equals the Gromov boundary. Then we employ Ancona’s
work, we discuss at length in Ch.3, which applies to such hyperbolic spaces to argue
(under some coercivity assumptions on ∆ relative D we omit here) that the Gromov
boundary equals the Martin boundary of the Laplacian on (D, kD) to recover the in-
tegral representation of positive harmonic functions.
Potential Theory on H \Σ Passing from uniform domains to (H \ Σ, gH),
a natural guess is that its (skin) uniformity could help us to develop a comparable
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Martin theory. But, different from the case of plane domains in C or uniform domains
in Rn, the wrinkled and degenerating geometry of (H \ Σ, gH) makes it a too delicate
task to work on this space directly.
Instead, the idea is to use the skin uniformity to follow the hyperbolic alternative
path indicated above and to make the conformal hyperbolic unfolding (H \Σ, d〈A〉∗) a
workbench to derive analytic results on (H \ Σ, gH).
To describe the elliptic problems on (H \ Σ, gH) approachable this way, we use
the bounded geometry to define skin adapted charts on H \ Σ: for given K > 1,
for some γ(H,K, 〈A〉) > 0 and any p ∈ H \ Σ, we choose a K-bi-Lipschitz chart
ψp : Bγ/〈A〉(p)(p)→ Rn, ψp(p) = 0.
Definition 1 For any H ∈ H, we call a second order elliptic operator L on H \Σ
skin adapted, supposed the following two conditions hold:
〈A〉-Adaptedness L satisfies skin weighted uniformity conditions relative to the
charts ψp:
−L(u) =
∑
i,j
aij · ∂
2u
∂xi∂xj
+
∑
i
bi · ∂u
∂xi
+ c · u,
for some locally β-Ho¨lder continuous coefficients aij, β ∈ (0, 1], measurable functions
bi, c, and some k ≥ 1, so that for any x ∈ H \ Σ:
k−1 ·
∑
i
ξ2i ≤
∑
i,j
aij · ξiξj ≤ k ·
∑
i
ξ2i , δ
β
〈A〉 · |aij |Cβ(Bθ(p)(p)) ≤ k, δ〈A〉 · bi ≤ k and δ2〈A〉 · c ≤ k.
〈A〉-Weak Coercivity There exists a positive supersolution u of the equation
Lf = 0 so that
Lu ≥ ε · 〈A〉2 · u, for some ε > 0.
Remark 2 The class of skin adapted operators is large, but it is only the Hardy
inequality (1) for 〈A〉 that shows that many classical operators on H \Σ belong to this
class, independent of the chosen of 〈A〉, cf. Theorem 10 for basic examples. In turn,
this coupling to relevant problems is the exclusive use of the Hardy inequality. It is
not employed in the proof of the general Theorems 4 - 9, but only to study the more
explicit operators of Theorems 10 - 12. 
Now we state the basic results for skin adapted operators on H \ Σ. The central
machinery to derive these results are boundary Harnack inequalities on H \Σ relative
to Σ, viewed as a boundary.
Theorem 4 (Boundary Harnack Inequalities) Let H ∈ H and L any skin
adapted operator on H\Σ be given. Then, for any couple of open subsets U ⊂⊂ V ⊂ Ĥ,
with U ∩ Σ̂ 6= ∅, there is a constant C(L, U, V ) > 1, so that for any two solutions
u, v > 0 of Lw = 0 on H \ Σ, both L-vanishing* along V ∩ Σ̂:
(4) u(x)/v(x) ≤ C · u(y)/v(y), for any two points x, y ∈ U \ Σ̂.
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(*A solution u > 0 L-vanishes in some point p ∈ Σ̂ if there is a supersolution w > 0,
such that u/w(x) → 0, for x → p, x ∈ H \ Σ. This can also be paraphrased as a
minimal growth condition. In the case, where constant positive functions are superso-
lutions, L-vanishing matches the classical meaning that u→ 0.)
We prove Theorem 4 along with stronger versions of such inequalities. Their for-
mulation requires a more technical language. Therefore, we only stated them in Ch.3.4.
We derive these boundary Harnack inequalities on H \Σ, via Gromov hyperboliza-
tions, as a characteristic implication of the skin uniformity of H \ Σ. Indeed, for
Euclidean domains D ⊂ Rn one knows that uniformity is largely equivalent to the
validity of boundary Harnack principles, for the Laplacian ∆, relative ∂D, cf.[Ai3].
These boundary Harnack inequalities allow us to characterize what can be thought
as prime elements: the minimal solutions. Here we call u > 0 minimal if for any other
solution v > 0, v ≤ u, we have v ≡ c · u, for some constant c > 0.
The space of minimal solutions (normalized to 1 in some basepoint) is the (min-
imal) Martin boundary. In view of the subtle structure of H near and in Σ it is an
unexpected outcome that the Martin theory of these operators is easy to describe:
Theorem 5 (Martin Theory on H \Σ) Let H ∈ H be a singular hypersurface
and L some skin adapted operator on H \ Σ. Then, we have:
• The identity map on H \ Σ extends to a homeomorphism between Ĥ and the
Martin compactification H \ ΣM .
• All Martin boundary points are extremal points: ∂0M(H \ Σ, L) ≡ ∂M (H \ Σ, L).
In particular, Σ̂ and the minimal Martin boundary ∂0M(H \ Σ, L) are homeomorphic.
Thus, as a counterpart to (3), for any function u > 0 on H \ Σ we have: u solves
Lv = 0 if and only if: there is a (unique) finite Radon measure µ on Σ̂ so that
(5) u(x) = uµ(x) =
∫
Σ̂
k(x; y) dµ(y).
In this representation formula, k(x; y) denotes the Martin kernel of L on H \Σ. It is,
up to multiples, the unique positive solution of Lv = 0 on H \ Σ which L-vanishes in
all points of Σ̂ except for y. The k(x; y) are just the minimal solutions.
For details concerning these notions from Martin theory we refer to Ch.3.1.
Extension Results to Σ The next three extension theorems are our counter-
parts of classical results for suitably regular e.g. uniform Euclidean domains equipped
with the Laplacian, cf.[AG],[Ai2] or [JK], for reference.
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We start with a Fatou theorem for skin adapted operators on H \ Σ. For this, we
quantify the non-tangentiality by means of a non-tangential twisted cone or pencil
P(z, ρ) := {x ∈ H \ Σ | δ〈A〉(x) > ρ · dgH(x, z)}, pointing to z ∈ Σ.
The angle arctan(ρ−1) can be thought as the aperture of P(z, ρ) relative z.
Theorem 6 (Relative Fatou Theorem on H \Σ) For any H ∈ H and any
skin adapted operator L on H \ Σ. For any two finite Radon measures µ and ν on Σ̂
we have: For ν-almost any z ∈ Σ̂ and any fixed ρ > 0:
uµ/uν(x)→ dµ/dν(z), for x→ z, with x ∈ P(z, ρ),
where uµ and uν are the solutions of Lv = 0 associated to µ and ν, according to (5),
and dµ/dν is the Radon-Nikodym derivative of µ with respect to ν.
In the case of an open subset A ⊂ Σ with uµ(A) = uν(A) = 0 the Fatou theorem
does not provide any insight into the behavior of uµ/uν(x), for x → z ∈ A. On the
other hand, in this case uµ and uν both L-vanish along A. This makes them amenable
to an analysis using boundary Harnack inequalities. Indeed, we get a versatile com-
plementary result which equally applies tangentially.
Theorem 7 (Continuous Extensions to Σ) For any H ∈ H, any skin adapted
operator L on H \ Σ and any two solutions u, v > 0 of Lw = 0 on H \ Σ both L-
vanishing along some common open set A ⊂ Σ̂. The quotient u/v on H \ Σ admits a
continuous extension to (H \ Σ) ∪A.
Different from these quotients, the individual solutions usually diverge towards Σ.
In turn, if, in addition to skin adaptedness, we have some a priori control over certain
solutions, we may also solve boundary value problems:
Theorem 8 (Dirichlet Problem for Skin Adapted Operators) For any
H ∈ H and let L be a skin adapted operator on H \Σ, so that constant functions solve
Lv = 0 and G(x, p)→ 0, for x→ Σ̂, and given p ∈ H \ Σ.
Then, for any continuous function f on Σ̂, there is a uniquely determined contin-
uous function F on H so that
LF = 0 with F |Σ̂ ≡ f.
Symmetric Operators A frequently considered type of elliptic problems is the
analysis of eigenvalue equations associated to linear elliptic operators. For this type
of problems it becomes convenient to focus on symmetric operators.
For a symmetric operator L on H \ Σ, which is adapted relative 〈A〉 according
to Definition 1, the weak coercivity condition asserting the existence of a positive
supersolution u of the equation Lf = 0 with
(6) Lu ≥ ε · 〈A〉2 · u, for some, ε > 0.
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is equivalent to validity of the Hardy inequality
(7)
∫
H
f · Lf dA ≥ τ ·
∫
H
〈A〉2 · f2dA,
for any smooth f compactly supported in H \ Σ and some positive constant τ =
τ(L, 〈A〉, H) > 0.
For a given symmetric operator L, adapted to 〈A〉, there is a largest λ〈A〉L,H ∈
[−∞,+∞) so that the Hardy inequality (6) is satisfied. It can be viewed as an eigen-
value of the operator δ2〈A〉 · L, the generalized principal eigenvalue of δ2〈A〉 · L cf. [P],
Ch.4 for the associated spectral geometry on unbounded domains.
We notice that L is skin adapted when λ
〈A〉
L,H > 0. We use this simple observation
to extend definition 3.11:
Definition 2 An 〈A〉-adpated symmetric operator L on H \ Σ is called shifted
skin adapted, when the principal eigenvalue of δ2〈A〉 · L is finite, λ〈A〉L,H > −∞.
For these operators we can still employ the theory for properly skin adapted ones
when we consider eigenvalue problems. Since many naturally defined operators can be
shown to be shifted skin adapted, cf. Theorem 10 for sample cases, this substantially
widens the scope of applications.
The role of this generalized notion is explained in the following trichotomy which
resembles that well-known from the spectral theory of operators on unbounded Eu-
clidean domains, cf.[P],Ch.4.
Theorem 9 (Criticality) For any singular H ∈ H and any shifted skin adapted
operator L on H \ Σ with Ho¨lder continuous coefficients we set
Lλ := L− λ · 〈A〉2 · Id, for λ ∈ R.
Then we have the following trichotomy.
• Subcritical when λ < λ〈A〉L,H , Lλ is skin adapted. The minimal solutions of
Lλ v = 0 L-vanish in all but the one point in Σ̂, which represents this solution
as a Martin boundary point.
• Critical when λ = λ〈A〉L,H , there is an, up to multiples,
unique positive solution, the ground state φ of L
λ
〈A〉
L,H
φ = 0
φ L-vanishes along Σ̂ and can be described as the limit of first Dirichlet eigen-
functions for the operator δ2〈A〉 · L on a sequence of smoothly bounded domains
Dm ⊂ Dm+1 ⊂ H \ Σ, m ≥ 0, with
⋃
mDm = H \ Σ.
• Supercritical when λ > λ〈A〉L,H, Lλ u = 0 has no positive solution.
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Due to the boundedness of geometry, (H \ Σ, d〈A〉∗) is not only complete but also
stochastically complete making the geometric analysis on H \ Σ amenable to many
stochastic analysis techniques. An application, in the context of Theorem 9, is that
the ground state and subcritical solutions of minimal growth (towards parts of Σ),
where the Martin integral does not carry information, admit presentations in terms of
Feynman-Kac formulas, cf.[P],Ch.7.3 and [El],Ch.IX.
Geometric Operators Up to this point we have not considered explicit exam-
ples of (shifted) skin adapted operators. Indeed, the coupling of the per se abstract
theory above to classical operators is an important step. As already mentioned, this
is owing to the one 〈A〉-axiom we have not used so far, the Hardy inequality (1).
From this, many operators we can extract from the Euler-Lagrange equations of
natural variational integrals on H can be shown to be (shifted) skin adapted. We
consider some basic examples.
Theorem 10 (Curvature Constraints) For any singular H ∈ H, Hn ⊂Mn+1,
we have
(i) If scalM ≥ 0, then the conformal Laplacian on H
LH := −∆H + n− 2
4(n− 1) · scalH
is skin adapted. In general, LH is shifted skin adapted.
(ii) More generally, let S be any smooth function on M and scalM ≥ S, then the
S-conformal Laplacian on H
LH,S := −∆H + n− 2
4(n− 1) · (scalH − S|H)
is skin adapted. Again, in general, LH,S is shifted skin adapted.
(iii) The Laplacian −∆H is shifted skin adapted. When H is compact, the principal
eigenvalue λ
〈A〉
−∆,H vanishes and the ground state is that of a constant function.
In particular, H \Σ has the Liouville property saying that all bounded harmonic
functions are constant.
(iv) The Jacobi field operator JH = −∆H − |A|2 − RicM(ν, ν) is shifted skin
adapted with principal eigenvalue ≥ 0.
(v) The base operator L⊥ := −∆H + |A|2 = −∆H + scalM − scalH −2 ·RicM (ν, ν)
is always skin adapted.
RicM(ν, ν) denotes the Ricci curvature of M for a normal vector ν to H, scalH and
scalM the scalar curvature of H and M .
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Natural Schro¨dinger Operators The sample operators we considered in The-
orem 10 have two properties in common. Firstly, they are naturally associated to any
H ∈ H, that is, they commute with the convergence of sequences of area minimizers.
In the case of area minimizing cones, these operators, their Green’s function and the
set of minimal solutions of Lu = 0 are reproduced under composition with the scaling
map
Sη : C → C, given by x 7→ η · x, for η ∈ (0,∞).
That is we consider the map u 7→ u ◦ Sη and regauge the values of the resulting func-
tions u◦Sη in some base point p ∈ C \σ to 1. In this fashion we define a scaling action
S∗η on the Martin boundary.
Secondly, all operators mentioned in Theorem 10 are Schro¨dinger operators and, on
area minimizers, their principal eigenvalue remains finite. We merge these properties
into one concept, cf. the discussion in 5.12 - 5.13.
Definition 3 A natural and shifted skin adapted operator L is called a natural
Schro¨dinger operator, when L(H) has the form
L(H)(u) = −∆H u+ VH(x) · u on H \ ΣH ,
for some Ho¨lder continuous function VH(x), for any given H ∈ H.
In the case of an area minimizing cone C ⊂ H the naturality of L means VC(t ·x) =
t−2 · VC(x), for any x ∈ C \ σC , t > 0. That is, we can write V (x) = r−2 · V ×(ω), for
x = (ω, r) ∈ SC \ σ × R>0 = C \ σ.
In other words, for cones, there is a separation of variables for L. This also gives
the two distinguished minimal solutions in the Martin boundary, corresponding to the
tip and infinity, a useful product structure. In turn, this inductive asymptotic splitting
effect makes these operators on a general area minimizers H amenable to more explicit
methods than general shifted skin adapted operators.
Theorem 11 (Separation of Variables) Let C be a singular area minimizing
cone, L a natural Schro¨dinger operator. Then we have for the skin adapted operator
Lλ = L− λ · 〈A〉2 · Id, for λ < λ〈A〉L,C:
(i) The scaling action S∗η on ∂M (C,Lλ) has exactly two fixed points, namely, the
two distinguished Martin boundary points [0] and [1] ∈ ∂M (C,Lλ) ∼= [0, 1] ×
Σ∂B1(0)∩C/ ∼. Viewed as functions Ψ− = [0] and Ψ+ = [1] on C \ σ we have
Ψ±(ω, r) = ψ(ω) · rα±,
for (ω, r) ∈ SC \ σ × R, with α± = −n−22 ±
√(
n−2
2
)2
+ µC,L×λ
.
(ii) µC,L×λ
> −(n−2
2
)2 is the non-weighted principal eigenvalue and ψ(ω) > 0 the
ground state of an associated natural Schro¨dinger operator L×λ :
L×λ (v)(ω) = −∆SCv(ω) +
(
V ×(ω)− λ · (〈A〉×)2(ω)) · v(ω),
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defined on SC \ΣSC , where 〈A〉(x) = r−1 · 〈A〉×(ω), for x = (ω, r) ∈ C \ σ. That
is, we have L×λ ψ = µC,L×λ
· ψ.
For applications in scalar curvature geometry we derive some more detailed results
for the conformal Laplacian LH on H respectively LC its tangent cones C:
Theorem 12 (Conformal Laplacians) There are constants Λn > λn > 0 de-
pending only on n, so that for λ ∈ (0, λn] and any singular area minimizing cone C,
(LC)λ is skin adapted and for Ψ±(ω, r) = ψ(ω) · rα± we have the estimates:
• 0 > α+ ≥ −(1−
√
3/4) · n−22 > −n−22 > −(1 +
√
3/4) · n−22 ≥ α− > −(n− 2).
• |ψ|L1(SC\ΣSC ) ≤ an,λ · infω∈SC\ΣSC ψ(ω),
for some constant an,λ > 0, depending only on n, λ.
2 Hyperbolicity of Area Minimizers
In this chapter we study the skin metric d〈A〉 and the quasi-conformal metric kH\Σ on
H \ Σ which may be regarded as generalizations of the quasi-conformal metric kD on
uniform domains D ⊂ Rn.
We establish their hyperbolicity properties and determine the associated ideal
boundaries. Also we discuss the difference between these two types of uniformiza-
tions of H \ Σ.
2.1 Basic Properties of Skin Metrics
We start with some basic definitions.
Definition 2.1 For a locally compact, non-complete, locally complete, rectifiably
connected metric space X we set
∂X := X \X, where X is the metric completion of X,
and define the quasi-hyperbolic metric kX on X as
(8) kX(x, y) := inf
{∫
γ
1/dist(·, ∂X)
∣∣∣ γ ⊂ X rectifiable arc joining x and y},
for any two points x, y ∈ X.
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In [L1],5.6, we have seen from the isoperimetric inequality that for any connected
area minimizing hypersurface H , H \ Σ is rectifiably connected.
Thus X = H \ Σ fits into this framework and we can write ∂X = X \X = Σ, for
X = H ⊂M , and define the quasi-hyperbolic metric kH\Σ.
This process only uses the intrinsic metric gH on H which is induced from the
embedding in M . We use skin transforms to also capture information from AH . In
the definition of kH\Σ, we replace 1/dist(·,Σ) for 1/δ〈A〉 = 〈A〉. This new metric is a
hybrid that does not only hold information from the intrinsic metric gH but also from
the second fundamental from AH of H within M .
Definition 2.2 (Skin Metrics) For a given skin transform 〈A〉 on H, the metric
d〈A〉(x, y) := inf
{∫
γ
〈A〉
∣∣∣ γ ⊂ H \ Σ rectifiable arc joining x and y},
is called the skin metric on H.
Remark 2.3 In the definitions of kH\Σ and d〈A〉 we may allow the rectifiable arcs
joining x, y ∈ H \ Σ also to reach Σ. This follows from the path connectedness of
H \ Σ and the inequality 〈A〉(x) ≥ L/dist(x,Σ), since 1/dist(x,Σ) considered along
any path reaching Σ becomes non-integrable. Thus the infimum remains unchanged
when we merely allow rectifiable paths supported in H \ Σ. 
Step by step, we will see that d〈A〉 is a richer and more useful geometry on H \ Σ
than kH\Σ. It is this metric that supports our study of the asymptotic analysis near
Σ. We consider kH\Σ primarily for a better understanding of d〈A〉.
As a first substantial difference between d〈A〉 and kH\Σ we notice: the metric d〈A〉
is well-defined regardless whether H is a singular or a regular hypersurface, whereas,
when H is regular, kH\Σ becomes literally pointless, since there is no distance towards
Σ = ∅ we could measure. Thus, we set kH\Σ ≡ 0, when Σ = ∅.
Proposition 2.4 (Basic Properties of d〈A〉) Both (H \Σ, d〈A〉) and (H \Σ, kH\Σ)
are complete geodesic metric spaces and we have:
(9) d〈A〉(x, y) ≥ L · kH\Σ(x, y) ≥ L/2 · log
((
1 +
d(x, y)
dist(x,ΣH)
) · (1 + d(x, y)
dist(y,ΣH)
))
.
for any two x, y ∈ H \ Σ. L denotes the Lipschitz constant for the 〈A〉-distance δ〈A〉
according to axiom (S4) for 〈A〉.
(i) (H \ Σ, d〈A〉) has bounded geometry.
(ii) For a flat norm converging sequence of minimizing hypersurfaces Hi → H, the
skin metrics d〈A〉 converges compactly on smooth domains (via ID-maps, cf.
[L1), Ch.2.1).
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Remark 2.5 1. The bounded geometry condition we need here asserts, that for some
fixed constant l ≥ 1 and radius ρ > 0 the following holds:
For any point p ∈ H \ Σ the ball Bρ(p) in (H, d〈A〉) there is some chart to some
open set Up ⊂ Rn φp : Bρ(p) → Up which is l-bi-Lipschitz. For our convenience, we
usually assume that 0 ∈ Up and φp(p) = 0, cf. 2.7 for versions of higher regularity.
2. The fact that (H \ Σ, d〈A〉) has bounded geometry is an important prerequisite
for many analytic arguments we discuss later on. This condition usually fails for kH\Σ,
since there is no upper bound for |A|(x) · dist(x,Σ), for x ∈ H \ Σ. That is, there is
no positive radius ̺ > 0 that puts uniform constraints on the geometry or topology of
all balls of radius ̺ in (H \ Σ, kH\Σ).
3. The precise statement of the convergence in (ii) is a bit more technical and
described in [L1],Ch.3.1 
Proof of 2.4 We choose x, y ∈ H\Σ and take any smooth curve γ : [0, 1]→ H\Σ
with γ(0) = x and γ(1) = y. We observe from dist(x,Σ) + d(x, γ(t)) ≥ dist(γ(t),Σ)
and |∇γ(t)| ≥ |∇d(x, γ(t))| that due to 〈A〉(x) ≥ L/dist(x,Σ).
(10)
∫
γ
〈A〉 ≥ L ·
∫
γ
1
dist(·,Σ) ≥
L ·
1∫
0
ds(t)
dist(x,Σ) + d(x, γ(t))
≥ L · log
(
1 +
d(x, y)
dist(x,ΣH)
)
.
Similarly, we get the inequalities for ≥ L · log
(
1 + d(x,y)
dist(y,ΣH )
)
and add them up
2 ·
∫
γ
〈A〉 ≥ 2 · L ·
∫
γ
1
dist(·,Σ) ≥ L ·
(
log
(
1 +
d(x, y)
dist(x,ΣH)
)
+ log
(
1 +
d(x, y)
dist(y,ΣH)
))
.
This holds for all connecting curves γ and hence for the infima kH\Σ(x, y) and
d〈A〉(x, y). The inequality also shows that both metrics are complete on H \ Σ.
The fact that both spaces are geodesic easily follows from the Lipschitz continuity
of 1/dist(x,ΣH) and δ〈A〉 either using Helly’s selection principle, cf. [SG],4.5 or the
more detailed study of path integrals in [BHK],Ch.10, since the spaces are complete
and for any two points we can always find a compact subset so that any arc linking
the two given points with a given upper bounded length must stay in this bounded set.
Now we turn to the properties (i) and (ii) asserted for the skin metric.
For property (i), we denote the exponential map of s ·M in p, scaled by s ≥ 1, by
expp[s ·M ] : TpM → s ·M . TpM carries the flat metric gTpM . Since H is compact we
get, for standard results for the exponential map and the regularity theory of H :
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For each positive η > 0 there is some Λ(η) ≫ 1 so that for any p ∈ H \ Σ,
expp[Λ(η) · 〈A〉(p) ·H ] is a a local diffeomorphism from B103/L(0) onto its image in H
with
(11) | exp∗p[Λ(η) · 〈A〉(p) ·H ](Λ(η) · 〈A〉(p)2 · gH)− gTpH |C5(B10/L(p)) ≤ η,
where the radius 10/L is measured relative Λ(η) · 〈A〉(p) ·H , cf. Step 2, in the proof
of [L1],Prop.3.1 for the elementary details. Thus the radius is 10/(L · Λ(η)) ≪ 1/L
relative 〈A〉(p) ·H .
When we choose a sufficiently small η > 0, the exponential map is l-bi-Lipschitz
on B10/(L·Λ(η))(p) ⊂ 〈A〉(p) ·H , for some l(η)→ 1 for η → 0. Note that, different from
the C5-norm, the Lipschitz constant is scaling invariant.
Property (ii) follows from the naturality of the 〈A〉 and the fact that the conver-
gence upgrades to compact Ck-convergence, for any k ≥ 0, cf.[L1],Ch.2.1 and that
Hi, H and also their regular portions are rectifiably connected, cf.[L1],Prop.4.5. 
In [L1],Ch.3.3, we have seen how some Whitney type smoothing process can be
applied to any skin transform 〈A〉. It generates a smooth quasi skin transform 〈A〉∗
on H \ Σ, so that
(SW1) c1 · δ〈A〉(x) ≤ δ〈A〉∗(x) ≤ c2 · δ〈A〉(x)
(SW2) |∂βδ〈A〉∗/∂xβ |(x) ≤ c3(β) · δ1−|β|〈A〉 (x),
for any x ∈ H \ Σ. β denotes the usual multi-index for derivatives, with respect to
normal coordinates around x ∈ H \ Σ, and ci > 0, i = 1, 2, are constants depending
on H and 〈A〉, c3 > 0 depends on H , 〈A〉 and on β. We set
d〈A〉∗(x, y) := inf
{∫
γ
〈A〉∗
∣∣∣ γ ⊂ H \ Σ rectifiable arc joining x and y},
and notice that d〈A〉∗ is the distance metric for the smooth Riemannian manifold
(H \ Σ, (〈A〉∗)2 · gH) and we get:
Corollary 2.6 (H \ Σ, d〈A〉∗), viewed as (H \ Σ, (〈A〉∗)2 · gH), is a complete Rie-
mannian manifold with bounded geometry and it is quasi-isometric to (H \ Σ, d〈A〉).
Proof This is an immediate consequence of 2.4(i) and (SW1). 
Remark 2.7 Actually, (H \ Σ, (〈A〉∗α)2 · gH) has a bounded geometry of higher or-
der of regularity, that is, in the definition 2.5.1 we also get Ck-estimates in place of
Lipschitz estimates using also (SW2). But, in this paper, we do not use this detail. 
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2.2 Gromov hyperbolicity of H \ Σ
Now we prove that both the quasi-hyperbolic metric kH\Σ and the skin metric d〈A〉 on
H \ Σ are Gromov hyperbolic.
These results for kH\Σ respectively d〈A〉 are owing to the uniformity respectively to
the skin uniformity of H \ Σ proved in [L1],Th.4. We restate them as follows.
Proposition 2.8 (Uniformity Properties of H \Σ) For any hypersurface H ∈
Hn we have
(i) When Σ 6= ∅, H \ Σ is a c-uniform space, for some c > 0. That is, any pair
p, q ∈ H \ Σ can be joined by a c-uniform curve in H \ Σ, i.e. a rectifiable
path γp,q : [a, b] → H \ Σ, for some a < b, with γp,q(a) = p, γp,q(b) = q, so that
for any z ∈ γp,q:
• Quasi-Geodesic: l(γ) ≤ c · d(p, q),
• Twisted Double Cones: lmin(γp,q(z)) ≤ c · dist(z,Σ)(z).
(ii) H \ Σ is a c*-skin uniform space, for some c∗ > 0. That is, any pair
p, q ∈ H \ Σ can be joined by a c*-skin uniform curve in H \ Σ, i.e. a
rectifiable path γp,q : [a, b]→ H \Σ, for some a < b, with γp,q(a) = p, γp,q(b) = q,
so that for any z ∈ γp,q:
• Quasi-Geodesic: l(γ) ≤ c∗ · d(p, q),
• Twisted Double Skin Cones: lmin(γp,q(z)) ≤ c∗ · δ〈A〉(z).
In both cases, lmin(γp,q(z)) denotes the minimum of the lengths of the subarcs of γp,q
from p to z and from q to z.
Next we recall basic concepts from asymptotic geometry.
Definition 2.9 (Gromov hyperbolicity) A metric space is geodesic, when any
two points can be joined by a geodesic, i.e. a path which is an isometric embedding of
an interval.
A geodesic metric space isGromov hyperbolic or δ-hyperbolic, if all its geodesic
triangles are δ-thin for some δ > 0. This means that each point on the edge of any
geodesic triangle is within δ-distance of one of the other two edges.
Moreover, a complete Gromov hyperbolic space X is called visual or β-roughly
starlike, for some β > 0, relative some chosen base point p ∈ X, if for any x ∈ X
there is a geodesic ray starting from p whose distance to x is at most β.
The concept of Gromov hyperbolic spaces embraces a broad range of spaces, from
hyperbolic manifolds up to combinatorial objects like trees. It is designed to study
the asymptotic behavior near infinity.
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Example 2.10 (Uniformity and Hyperbolicity) We describe some examples E1-
E2, and counterexamples C1-C3, of spaces with some hyperbolicity properties related
to our subject.
• E1 Compact Riemannian manifolds are always Gromov hyperbolic: we just
choose δ = diameter and find that the manifold is δ-hyperbolic. Similarly, we
observe that, for any compact Riemannian manifold M , the product M × R is
again Gromov hyperbolic
• E2 Euclidean uniform domains D ⊂ Rn, and more generally, uniform spaces X ,
equipped with their quasi-hyperbolic metric kX on X are Gromov hyperbolic,
cf. [GO], [BHK]. As for conformal hyperbolizations, in the style of the Riemann
uniformization theorem, this is a universal example, since the uniformization
theory of Bonk, Heinonen and Koskela in [BHK] says:
There is a bijective conformal correspondence between the quasiisometry classes
of proper geodesic roughly starlike Gromov hyperbolic spaces and the quasisimi-
larity classes of bounded locally compact uniform spaces.
We also note some classes of often considered spaces, which are not Gromov hyperbolic.
In all cases we easily find large and non-thin triangles.
• C1 Neither asymptotically flat spaces, like the Euclidean space nor products of
non-compact complete Gromov hyperbolic spaces are Gromov hyperbolic.
• C2 Even manifolds with sectional curvature ≡ −1, e.g. Z2-coverings of genus
≥ 2 Riemann surfaces, may not be Gromov hyperbolic.
• C3 For a compact Riemannian manifold (Mn, gM), the product space R≥0×Mn
equipped with the warped product metric gR+(1+a · r)2 · gM , a ≥ 0, is Gromov
hyperbolic if but only if a = 0.
In other words, although hyperbolicity is commonly associated with fast growth of
length and volumina, further spreading of an already Gromov hyperbolic space to-
wards infinity can even destroy its hyperbolicity. 
Now we will see that H \ Σ admits natural hyperbolic geometries with varying
additional properties. We start with the quasi-hyperbolic metric.
Proposition 2.11 For any H ∈ H we have
• (H \ Σ, kH\Σ) is a complete Gromov hyperbolic space.
• When H is compact, (H \ Σ, kH\Σ) is roughly starlike.
Proof We already know from 2.4 that (H\Σ, kH\Σ) is a complete geodesic metric
space. Since H \Σ is a uniform space we can take advantage of the theory for uniform
spaces in [GO] and [BHK](3.6) mentioned in 2.10 above to see that (H\Σ, kH\Σ) is Gro-
mov hyperbolic. Also, for any compact H ∈ H, [BHK](3.6) shows that (H \ Σ, kH\Σ)
is roughly starlike. 
As a critical difference to the quasi-hyperbolic metric on uniform Euclidean do-
mains we observe that (H \Σ, kH\Σ) need not to have bounded geometry. This makes
it an analytically hardly usable space. For instance, we cannot expect uniform Har-
nack inequalities for elliptic problems.
The geometric source for this non-bounded geometry are quickly sharpening wrin-
kles in H \Σ while we approach Σ. These degenerating wrinkles correspond to singular
rays in approximating tangent cones and we observe that along such wrinkles 〈A〉,
grows much faster than 1/dist(·,Σ).
In turn, these wrinkles are ironed out in (H \Σ, d〈A〉) and we want to show that this
metric is still Gromov hyperbolic. However, near Σ the metric (H \ Σ, kH\Σ) roughly
resembles a warped product, with fiber Σ, over a product metric as in E1 of 2.10.
Thus, in view of counterexamples like C3 in 2.10, we must take into account that
conformally deforming H\Σ using 〈A〉 ≥ (L·dist(·,Σ))−1, with 〈A〉 ≫ (L·dist(·,Σ))−1
in wrinkled places, potentially damages the hyperbolicity of kH\Σ, when we think of
d〈A〉 as a further spread version of kH\Σ.
It is the sharper skin uniformity ofH\Σ that compensates this adversarial spreading
effect on the hyperbolicity properties of skin metrics.
Proposition 2.12 (H \ Σ, d〈A〉) and its smoothing (H \ Σ, d〈A〉∗) are both complete
Gromov hyperbolic spaces of bounded geometry.
Proof The boundedness of the geometry, its completeness and the fact that
these are geodesic spaces have been shown in 2.4 and 2.6.
As explained above, our proof for the hyperbolicity of (H \ Σ, d〈A〉) is based on
the skin uniformity of H \ Σ. Nevertheless, it is modelled on strategies to derive the
hyperbolicity of (D, kD) for uniform domains D ⊂ Rn due to Gehring and Osgood
[GO] and Bonk, Heinonen, Koskela [BHK],Ch.2-3.
For the rest of this proof, we let H \ Σ be a-skin uniform, for some fixed a ≥ 1.
To not inflate the exposition with insignificant constants we assume that the Lipschitz
constant L〈A〉 of δ〈A〉 equals 1, that is, L〈A〉 = 1:
(12) |δ〈A〉(x)− δ〈A〉(y)| ≤ d(x, y), for any x, y ∈ H \ Σ
We divide the proof into three steps we formulate in the next three lemmas.
Lemma 2.13 (Relations between dH and d〈A〉) For any two points x, y ∈ (H \
Σ, d〈A〉) we have
(13) d〈A〉(x, y) ≤ 4 · a2 · log (1 + dH(x, y) ·max{〈A〉(x), 〈A〉(y)}) ,
and from the elementary inequality log(1 + x) ≤ √x for x ≥ 0
(14) d〈A〉(x, y) ≤ 4 · a2 ·
√
dH(x, y) ·max{〈A〉(x), 〈A〉(y)}.
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Conversely, we get
(15) log(1 + lH(γ(x, y)) ·max{〈A〉(x), 〈A〉(y)}) ≤ d〈A〉(x, y)
where lH(γ(x, y)) is the length measured in (H \Σ, gH) of a geodesic arc γ(x, y) relative
(H \ Σ, d〈A〉) which links x, y ∈ H \ Σ. From this we get
(16) log(1 + dH(x, y) ·max{〈A〉(x), 〈A〉(y)}) ≤ d〈A〉(x, y)
and then, from the Lipschitz inequality |δ〈A〉(x)− δ〈A〉(y)| ≤ d(x, y), we have
(17)
∣∣ log(δ〈A〉(x))− log(δ〈A〉(y))∣∣ ≤ d〈A〉(x, y).
Proof Let γ ⊂ H \ Σ be an a-skin uniform arc of length L = lH(γ) (mea-
sured relative gH) joining two points x, y ∈ H \ Σ. Choose the midpoint z ∈ γ with
γ = γ1∪γ2, {z} = γ1∩γ2, lH(γ1) = lH(γ2) for two subarcs γi ⊂ γ, with x ∈ γ1, y ∈ γ2.
Now we claim the following main inequalities:
(18) l〈A〉(γ1) ≤ 2 ·a · log(1+L · 〈A〉(x)) and similarly l〈A〉(γ2) ≤ 2 ·a · log(1+L · 〈A〉(y))
where l〈A〉 denotes the length relative d〈A〉. We first use the Lipschitz estimate (12) for
δ〈A〉 to see that in the case where lH(γ1) = L/2 < δ〈A〉(x):
(19) l〈A〉(γ1) =
∫
γ1
1/δ〈A〉 ≤
∫ L/2
0
1/(δ〈A〉(x)− s) ds
Namely, we parameterize γ1 by arc length. Then, when we leave x at time 0, (12)
shows that δ〈A〉(γ(s)) ≥ δ〈A〉(x)− s and thus (19).
We use this estimate when either we actually know that lH(γ1) = L/2 < δ〈A〉(x)
(in case A below) or we apply it to a subarc of γ1 that satisfies this condition (in case
B below). Thus, we distinguish between two cases:
A. lH(γ1) ≤ a
a+ 1
· δ〈A〉(x) and B. lH(γ1) > a
a + 1
· δ〈A〉(x).
A. From (19): l〈A〉(γ1) ≤
∫ L/2
0
1/(δ〈A〉(x)− s) ds = log
(
δ〈A〉(x)/(δ〈A〉(x)− L/2)
)
= log
(
1/(1− L/ (2 · δ〈A〉(x)))) ≤ 2 · a · log(1 + L/δ〈A〉(x)),
here we used the elementary inequality log(1/(1 − x)) ≤ 2 · k · log(1 + 2 · x) for any
k ≥ 1, x ∈ [0, k/(k + 1)].
B. The a-skin uniformity shows that for t ≤ L/2: a/lH(γ1([0, t])) ≥ 1/δ〈A〉(γ1(t)). We
combine this inequality and (19), for the subarc of γ1 from x to the point where the
length reaches the value a
a+1
· δ〈A〉(x), and get, since a ≥ 1
l〈A〉(γ1) ≤
∫ a
a+1
·δ〈A〉(x)
0
1/(δ〈A〉(x)− s) ds+ a ·
∫ L/2
a
a+1
·δ〈A〉(x)
1/s ds
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= log
( 1
1− aa+1
)
+ a · log
( (a+ 1) · L
2 · a · δ〈A〉(x)
)
≤ log(1 + a) + a · log
( L
δ〈A〉(x)
)
≤ a · log 2 + a · log(1 + L/δ〈A〉(x)) ≤ 2 · a · log(1 + L/δ〈A〉(x)).
where we used that L > 2 · a
a+1
·δ〈A〉(x) ≥ δ〈A〉(x) and applied the elementary inequality
(20) log(1 + k · x) ≤ k · log(1 + x), for k ≥ 1, x ≥ 0.
Thus in both cases, A. and B., we have get the first inequality in (18), the second one
follows similarly.
Now the inequality (13) follows from the fact that lH(γ) ≤ a · dH(x, y) and another
application of (20). As already noted above this also implies (14).
For (15), we choose x, y ∈ H\Σ and consider any rectifiable curve γ in (H\Σ, d〈A〉),
γ : [0, 1]→ H \ Σ with γ(0) = x and γ(1) = y. Then the Lipschitz continuity of δ〈A〉,
δ〈A〉(y) ≤ δ〈A〉(x) + d(x, y) gives
δ〈A〉(γ(t)) ≤ δ〈A〉(x) + d(x, γ(t)) and δ〈A〉(γ(t)) ≤ δ〈A〉(x) + lH(x, γ(t))
where lH(x, γ(t)) is the length of the subarc γ([0, t]) measured in (H \ Σ, gH). From
this, we note the following inequalities
δ〈A〉(γ(t))
δ〈A〉(x)
≤ δ〈A〉(x) + d(x, γ(t))
δ〈A〉(x)
≤ δ〈A〉(x) + lH(x, γ(t))
δ〈A〉(x)
In the case where γ is a geodesic arc in (H \ Σ, d〈A〉) we find
log
(
δ〈A〉(x) + lH(γ(x, y))
δ〈A〉(x)
)
=
1∫
0
ds(t)
δ〈A〉(x) + d(x, γ(t))
≤
1∫
0
ds(t)
δ〈A〉(γ(t))
≤ d〈A〉(x, y).
When we exchange the roles of x and y, we get completely analogous results. From
both sets of inequalities and dH(x, y) ≤ lH(γ(x, y)), we get (15), (16) and (17). 
Lemma 2.14 (Skin Uniformity of Geodesic Arcs) Every geodesic arc γ in (H \
Σ, d〈A〉) is a c-skin uniform arc in (H \Σ, gH), for some c ≥ a, which is independent
of γ.
Proof We choose a geodesic arc γ in (H \ Σ, d〈A〉) between x, y ∈ H \ Σ and
verify the two conditions for skin uniform curves.
Twisted Double Cone Conditions We set D := maxz∈γ δ〈A〉(z). Then we
can find unique integers N(x), N(y) ≥ 0 so that
D/2N(x)+1 < δ〈A〉(x) ≤ D/2N(x) and D/2N(y)+1 < δ〈A〉(y) ≤ D/2N(y).
Now we chop γ into subarcs. We choose cut points x0, ...xN(x) and y0, ...yN(y) ∈ γ so
that xi is the first point on γ starting from x where δ〈A〉(xi) = D/2
i. It exists since δ〈A〉
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is continuous. Similarly we define the points yj starting from y. This defines geodesic
arcs γx(i) between xi and xi+1, γy(j) between yj and yj+1 and an arc γ0 between x0
and y0.Thus we have for 〈A〉 = 1/δ〈A〉:
〈A〉(γx(i)) ⊂ [2i/D,∞), 〈A〉(γy(j)) ⊂ [2j/D,∞) and 〈A〉(γ0) ⊂ [1/D,∞).
Thus, since γ is a geodesic, (14) of 2.13 shows
• lH(γ0)/D ≤ l〈A〉(γ0) ≤ 4 · a2 ·
√
2 · lH(γ0)/D.
• lH(γx(i))/(D/2i) ≤ l〈A〉(γx(i)) ≤ 4 · a2 ·
√
lH(γx(i))/(D/2i+1).
and we also get the analogous estimates for γy(j). From these inequalities we observe
(21) lH(γ0)/D ≤ 32 · a4, lH(γx(i))/(D/2i) ≤ 32 · a4, lH(γy(j))/(D/2j) ≤ 32 · a4
and in turn this means
l〈A〉(γ0) ≤ 32 · a4, l〈A〉(γx(i)) ≤ 32 · a4, and l〈A〉(γy(j)) ≤ 32 · a4.
We use this to estimate 〈A〉 on γx(i) away from its endpoints. To this end, we
recall that in the start- and endpoints xi and xi+1 of γx(i) we have δ〈A〉(xi) = D/2
i
and δ〈A〉(xi+1) = D/2
i+1, similarly for γy(i). Let z ∈ γx(i) then we have from 2.13 (16)∣∣ log(D/2i)− log(δ〈A〉(z))∣∣ ≤ d〈A〉(xi, z) ≤ l〈A〉(γx(i)) ≤ 32 · a4
and thus exp(−32 · a4) ·D/2i ≤ δ〈A〉(z), and thus using (21)
lmin(γ(z)) ≤
∑
k≥i
32 · a4 ·D · 2−k ≤ 64 · a4 ·D/2i ≤ b(a) · δ〈A〉(z), for
(22) b(a) := 64 · a4 · exp(32 · a4).
Quasi-Geodesics On γ we choose the two points X and Y so that for the curves
γX from x to X and γY from y to Y :
lH(γX) = lH(γY ) = dH(x, y)/2
Then each of the curves reaches at most the midpoint of γ and therefore:
• The length of the arc lH(γ(X, Y )) between X and Y is given by
lH(γ(X, Y )) = lH(γ)− dH(x, y).
• lH(γX) ≤ b(a) · δ〈A〉(X) and lH(γY ) ≤ b(a) · δ〈A〉(Y ), for b(a) from (22).
• The triangle inequality shows that dH(X, Y ) ≤ 2 · dH(x, y).
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Now 2.13 (16) gives
log(1 + (lH(γ)− dH(x, y)) ·max{〈A〉(X), 〈A〉(Y )}) ≤
d〈A〉(X, Y ) ≤ 4 · a2 · log(1 + 2 · dH(x, y) ·max{〈A〉(X), 〈A〉(Y )}) ≤
4 · a2 · log(1 + 4 · b(a))
Thus we have for
(23) b∗(a) := exp(4 · a2 · log(1 + 4 · b(a)))− 1 :
(24) lH(γ) ≤ dH(x, y) + b∗(a) ·min{δ〈A〉(X), δ〈A〉(Y )}
Now we distinguish two cases:
A. min{δ〈A〉(X), δ〈A〉(Y )} ≤ (4 · a2 + 1) · dH(x, y) and B. otherwise
In case A, we combine this with (24) and get lH(γ) ≤ (1+b∗(a) · (4 ·a2+1)) ·dH(x, y).
In case B, we get, again using the Lipschitz condition for δ〈A〉:
(4 · a2 + 1) · dH(x, y) ≤ min{δ〈A〉(X), δ〈A〉(Y )} ≤ min{δ〈A〉(x), δ〈A〉(y)}+ dH(x, y)
This also means dH(x, y)/min{δ〈A〉(x), δ〈A〉(y)} ≤ (4 · a2)−1 and, with a ≥ 1, we find
from x ≥ log(1 + x), for x > 0:
d〈A〉(x, y) ≤ 4 · a2 · log (1 + dH(x, y) ·max{〈A〉(x), 〈A〉(y)}) ≤ 1
Now 2.13 (13) and (15) show
(25) log(1 + lH(γ) ·max{〈A〉(x), 〈A〉(y)})) ≤ d〈A〉(x, y) ≤ 1
Now we use that
x ≤ 2 · log(1 + x), for x ∈ [0, 1], log(2) > 1/2 and x ≥ log(1 + x), for x > 0
to see from (25) and 2.13 (13) and (15)
lH(γ) ·max{〈A〉(x), 〈A〉(y)}) ≤ 2 · log(1 + lH(γ) ·max{〈A〉(x), 〈A〉(y)})) ≤
2 · d〈A〉(x, y) ≤ 8 · a2 · log (1 + dH(x, y) ·max{〈A〉(x), 〈A〉(y)}) ≤
8 · a2 · dH(x, y) ·max{〈A〉(x), 〈A〉(y)}.
Thus in case B, we get
lH(γ) ≤ 8 · a2 · dH(x, y),
and to serve both cases, A and B, we can choose c(a) := 1 + b∗(a) · (4 · a2 + 1) + 8 · a2
and conclude that γ is a c-skin uniform arc. 
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Lemma 2.15 (Thinness of Geodesic Triangles) There is some δ(a) > 0, so that
every geodesic triangle in (H \ Σ, d〈A〉) is δ-thin.
Proof Let x, y, z ∈ H \ Σ be the vertices of a geodesic triangle in (H \ Σ, d〈A〉),
and [x, y], [y, z], [x, z] the three geodesic edges which by 2.14 are c-skin uniform for
some c ≥ a ≥ 1. We claim that there is some δ(a) > 0 so that
d〈A〉(p, [y, z] ∪ [x, z]) ≤ δ for any p ∈ [x, y].
We may assume that l([x, p]) ≤ l([y, p]), then the two condition of skin uniformity say
that
(26) l([x, p]) ≤ c · δ〈A〉(p) and l([x, y]) ≤ c · d(x, y.)
Now we distinguish between two cases:
A. c · l([x, z]) < l([x, p]) and B. c · l([x, z]) ≥ l([x, p])
In case A, there is some q ∈ [y, z] with l([q, z]) = (2 · c)−1 · l([x, p]) ≤ l([y, q]) and
dH(p, q) ≤ l([x, p]) + l([x, z]) + l([q, z]) ≤ (1 + c−1 + c−1/2) · l([x, p]),
and the c-skin uniformity shows that l([x, p])/2 = c · l([q, z]) ≤ c2 · δ〈A〉(q). Also we
have from (26): l([x, p])/2 = c/2 · δ〈A〉(p). Thus we get
(27) dH(p, q) ≤ 2 · c2 · (1 + c−1 + c−1/2) ·min{δ〈A〉(p), δ〈A〉(q)}.
In case B, there is some q ∈ [x, z] with l([q, x]) = (2 · c)−1 · l([x, p]) ≤ l([z, q]) and
dH(p, q) ≤ l([x, p]) + l([x, q])) ≤ (1 + c−1/2) · l([x, p]),
and the c-skin uniformity shows that l([x, p])/2 = c · l([q, x]) ≤ c2 · δ〈A〉(q). Thus using
again l([x, p])/2 = c/2 · δ〈A〉(p) we get
(28) dH(p, q) ≤ 2 · c2 · (1 + c−1/2) ·min{δ〈A〉(p), δ〈A〉(q)}.
Thus for both cases, we get dH(p, q) ≤ 2 ·c2 · (1+c−1+c−1/2) ·min{δ〈A〉(p), δ〈A〉(q)}
and we insert this, using again 2.13(13), into
d〈A〉(p, [y, z] ∪ [x, z]) ≤ d〈A〉(p, q) ≤ 4 · a2 · log
(
1 + dH(p, q)/min{δ〈A〉(p), δ〈A〉(q)}
)
to see that
(29) d〈A〉(p, [y, z] ∪ [x, z]) ≤ 4 · a2 · log (1 + c(a) · (2 · c(a) + 3)) =: δ(a).
That is, every geodesic triangle in (H \ Σ, d〈A〉) is δ(a)-thin. 
This also concludes the proof for the hyperbolicity of (H \ Σ, d〈A〉). 
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For the smooth version (H \ Σ, d〈A〉∗) we recall the inequalities [L1],Th.3
c−1 · δ〈A〉α(x) ≤ δ〈A〉∗α(x) ≤ c · δ〈A〉α(x),
for any x ∈ H \ Σ and where c ≥ 1 is a constant depending on H .
They imply that (H \Σ, d〈A〉∗) and (H \Σ, d〈A〉) are quasi-isometric. Now one uses
the basic fact that Gromov hyperbolicity remains invariant under quasi-isometries, cf.
[BH], Ch.III.H (1.9), to infer that (H \ Σ, d〈A〉∗) is also Gromov hyperbolic. 
Remark 2.16 (Skin Metrics on Regular Spaces) The metric d〈A〉 is well-defined
and non-trivial also when H is a regular hypersurface. By contrast, kH\Σ looses its
meaning when H is regular, since the best we could do, is to set the distance towards
Σ = ∅ equal to +∞, and thus for any smooth H , kH\Σ ≡ 0.
For ΣH = ∅, the metric space (H, d〈A〉) is homeomorphic to (H, gH), unless H is
totally geodesic where it degenerates to a single point, whereas (H, kH\Σ) always is
the one-point space.
We also notice, d〈A〉 remains invariant under scalings of the original metric on H .
The diameter diam(H, d〈A〉) is a measure for the relative curvedness of H . For in-
stance, it is 0 iff H is totally geodesic. For compact H , diam(H, d〈A〉) = ∞ iff H is
singular.
The naturality of 〈A〉 shows that the metrics d〈A〉 on singular and on regular hy-
persurfaces match seamlessly:
For a sequence of compact area minimizing hypersurfacesHi converging in flat norm
to a compact minimizer H∞, 〈A〉Hi converges in Cα-norm to 〈A〉H∞, for α ∈ (0, 1),
around any given regular point of H∞ and hence
(Hi \ ΣHi , d〈A〉Hi )→ (H∞ \ ΣH∞ , d〈A〉H∞ ), for i→∞,
compactly on H∞ \ΣH∞ ×H∞ \ΣH∞ via ID-maps, cf. [L1], Ch.2.3. The various skin
metrics in a given converging sequence are not only individually Gromov hyperbolic,
but they are δ-hyperbolic, for the same δ > 0.
To see this, we note that the δ depends on the skin uniformity parameter. But the
only not smoothly approximated portion of H∞ is the region near ΣH∞ and we know
from [L1],Th.6 and the proof of [L1],Th.5, that there is a uniform skin uniformity
parameter for all hypersurfaces in Rn+1. The parameter for the Hi can be estimated
in terms of this uniform parameter and the constant for portions away of Σi and this
means in terms of H∞.
Also H \Σ has natural inner approximations by skin uniform domains cf.Ch.2.4 be-
low, and [L1],Ch.4.4 for details. In Ch.2.4 we will see that these skin uniform domains
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also admit hyperbolic unfoldings and they compactly converge to the skin metric on
H \ Σ while the domain exhausts H \ Σ.
This bears similarities not only with the uniformization but also with moduli spaces
for Riemann surfaces of genus ≥ 2. The hyperbolic metrics on degenerating families
of smooth surfaces will develop infinite complete ends in those places where the limit
surface carries singular points. And in the smooth places the hyperbolic metrics con-
verge smoothly towards the limit metric. 
Remark 2.17 Complementary to the fact that (H\Σ, kH\Σ) may not have bounded
geometry, we observe that (H \ Σ, d〈A〉) need not to be roughly starlike. 
2.3 Σ ⊂ H as a Gromov Boundary
We use the hyperbolicity of (H \ Σ, d〈A〉) and (H \ Σ, kH\Σ) to retrieve Σ as ideal
boundary points for some particular compactifications of these spaces.
Basic Conepts We start with a purely geometric setup which leads to the con-
cept of Gromov boundaries, cf. [BH],Ch.III.H and [KB] for detailed expositions.
A generalized geodesic ray γ : I → X is an isometric embedding of the interval
I ⊂ R into X , where either I = [0,∞), then γ is a proper geodesic ray, or I = [0, R],
for some R ∈ (0,∞). Then γ is a geodesic arc. When we fix a base point p ∈ X
we can use the hyperbolicity to canonically identify any x ∈ X with the (properly)
generalized ray γx with endpoint γ(R) = x.
For the following discussion we extend the definition of such a ray to I = [0,∞]
setting γ(x) = γ(R), when x ∈ [R,∞].
Definition 2.18 (Gromov product and boundary) For a complete Gromov hy-
perbolic space X we introduce the following concepts.
• For any triple of points x, y, z ∈ X we set
(30) (y · z)x := 1/2 · (d(x, y) + d(x, z)− d(y, z))
(y · z)x called the Gromov product of y and z with respect to x.
• The set ∂GX of equivalence classes [γ] of geodesic rays, from a fixed base point
p ∈ X, with two such rays being equivalent if they have finite Hausdorff distance.
∂GX is called the Gromov boundary of X.
(∂GX does not depend on the choice of the base point p.)
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Remark 2.19 1. (y · z)x is a measure of how long the two geodesic rays in X from
x to y and z remain close together. A space is δ-hyperbolic, if and only if for any four
points w, x, y, z ∈ X : (y · z)x ≥ min{(y · w)x, (z · w)x} − δ., cf.[KB],Ch.2 and [BH],
III.H.1.22.
2. To get a topology on XG = X ∪ ∂GX , we define the notion of a converging
sequence: xn ∈ X converges to x ∈ X if there exist generalized rays cn with cn(0) = p
and cn(∞) = xn subconverging (on compact sets) to a generalized ray c with c(0) = p
and c(∞) = x.
3. The canonical map X →֒ XG is a homeomorphism onto its image, ∂GX is closed
and XG is compact, cf.[BH], Ch.III.H.(3.7). XG is called the Gromov compactifi-
cation of X . It is a metrizable space.
4. The Gromov product can be used to describe a neighborhood basis U(p, r),
r ≥ 0, of any point p ∈ ∂GX within ∂GX respectively U(p, r), r ≥ 0, within X . We
choose a basepoint q ∈ X and set:
• U(p, r) := {x ∈ ∂GX | there are geodesic rays γ1, γ2 starting from q with [γ1] =
p, [γ2] = x, so that lim inft→∞(γ1(t), γ2(t))q ≥ r},
• U(p, r) := {z ∈ X | there is a geodesic ray γ starting from q with [γ] = p, so
that lim inft→∞(γ(t), z)q ≥ r},
cf.[KB],Ch.2 and [BH], Ch.III.H.(3.6). 
The following, in a sense, dual concept to express general hyperbolicity properties
is due to Ancona [An3], Def.14.
Definition 2.20 (Φ-chains) Let M be a complete metric space and Φ be an in-
creasing function Φ : R≥0 → R>0 with limt→∞(Φ(t)) = ∞ and set c0 = Φ(0). Then a
Φ-chain is a sequence of open subsets Vi ⊂ M , i ≥ 1 with Vi+1 ⊂ Vi and a sequence
of basepoints xi ∈ ∂Vi such that
c0 ≤ d(xi, xi+1) ≤ c−10 and d(x, Vi+1) ≥ Φ(d(x, xi)),
for any x ∈ ∂Vi. We say that the points xi are linked through a Φ-chain.
Φ-chains can be applied to control positive harmonic functions along curves. To
use them to get Harnack inequalities on an open set V ⊂ V ⊂ W , where W is another
open set in X , we need to make sure that any two points p ∈ ∂V and q ∈ ∂W can
be linked through such a Φ-chain passing through the same basepoint to gauge the
estimates. Thus, we need to find general methods to construct Φ-chains.
Example 2.21 1. The classical case is that of balls B1/2i(0) ∩ Un, i ≥ 1, where
Un is the upper half space model of the hyperbolic space. These balls constitute a
Φ-chain, when we view the B1/2i(0) ∩ Un as halfspaces in Hn with Φ(t) = an + bn · t,
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for suitable an, bn > 0, depending only on n, cf.[An6], 3.2.a.
2. The latter construction essentially uses the hyperbolicity of Hn: it is not hard
to see that there are no Φ-chains on the Euclidean Rn, cf.[An4], Rm.C,p.93.
3. For a general δ-hyperbolic space X we can mimic halfspaces of Hn. We choose
any geodesic ray γ : R≥0 → X and define for any t ≥ 0 the subset
(31) Wt := {x ∈ X | dist(x, γ([0, t])) < dist(x, γ([t, a]))}
An explicit construction in [BHK],8.9, shows that for any integer m > 1, the
Ui := Wi·22·δ, m ≥ i ≥ 0, form a Φδ-chain, for Φδ(t) = max{min{δ, 1/22 · δ}, t− 6 · δ}.
4. A modification of the previous Φ-chain, more directly associated to the hyper-
bolicity properties, can be defined using the Gromov product, cf.[An6], 6.9. p = γ(0),
(32) U∗i := {x ∈ X | (x · γ(4 · i · δ))p ≥ 4 · i · δ − 2 · δ}
The U∗i form a Φ-chain, for Φ
∗
δ(t) = max{t−2(δ+2), δ−2}, cf. end [An6], 6.9, p.17. 
We now use the Φ-chains of examples 3 and 4 to establish properties of a distin-
guished neighborhood basis around any point z ∈ ∂GX . This reveals some additional
similarities to the properties of the concentric balls B1/2i(0) ∩ Un of example 1.
Proposition 2.22 (Φ-Neighborhood Basis) For a complete δ-hyperbolic space X
and some given z ∈ ∂GX we can find a neighborhood basis Ni = Ni(z), i ≥ 1, of
z ∈ ∂GX with Ni+1 ⊂ Ni+1 ⊂ Ni ⊂ XG, in the Gromov compactification XG, so that:
There are points pi ∈ X with Bc0(pi) ⊂ (Ni+1 \ Ni) ∩ X, so that any two points
p ∈ ∂Ni and q ∈ ∂Ni+1 can be joined through a Φ-chain which passes through pi. We
call such a family of sets Ni, a Φ-neighborhood basis of z.
Proof We choose a geodesic ray γ : R≥0 → X , with basepoint p = γ(0) so that
z = [γ]. Then, for Ui of (31) and U
∗
i and (32), we define the two families
(33) Vi := Ui ∪ (Ui ∩ ∂GX) and V ∗i := U∗i ∪ (U∗i ∩ ∂GX), for i ≥ 1.
We claim that both of them can be used as a Φ-neighborhood basis of z.
Firstly, the two Φ-chains Ui and U
∗
i are coarsely equivalent in sense that for any i,
there are i∗ and i+ > i so that: Ui ⊃ U∗i∗ ⊃ Ui+ . This follows from the explicit form of
Φδ and Φ
∗
δ , cf. [BHK],8.3 for details. In turn it is easily follows from the definition of
the Gromov product, cf. 2.19, 4., that the V ∗j = U
∗
j ∪ (U∗j ∩∂GX) form a neighborhood
basis. Also the further conditions are satisfied. They are verified in [BHK],8.10. 
Identification of ∂GX For the flat model of a uniform domain D ⊂ Rn, the
Gromov boundary of the complete space X = (D, kD) is well-understood: there is a
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canonical bijection between ∂GX and ∂D, that assigns to each geodesic ray in X its
end point in ∂D, cf. [BHK](3.6). It is the uniformity that makes sense of this and
ensures the bijectivity.
The counterparts for the three complete spaces X〈A〉 := (H \ Σ, d〈A〉), X〈A〉∗ :=
(H \ Σ, d〈A〉∗) and X1/dist := (H \ Σ, kH\Σ) read as follows.
Proposition 2.23 For H ∈ Hcn, the identity map on H \ Σ extends to homeomor-
phisms between H and the Gromov compactifications of X〈A〉, X〈A〉∗ and X1/dist:
H ∼= X〈A〉G ∼= X〈A〉∗G ∼= X1/distG.
where ∼= means homeomorphic. In particular, we have:
Σ ∼= ∂GX〈A〉 ∼= ∂GX〈A〉∗ ∼= ∂GX1/dist.
For these identifications, one assigns to (equivalence classes of) geodesic rays in X〈A〉,
X〈A〉∗ and X1/dist, from some fixed base point, their end points in Σ ⊂ H.
Proof For the uniform space H \ Σ equipped with its quasi-hyperbolic metric
kH\Σ, that is for X1/dist, the result is covered from the general theory of uniform spaces
cf. [BHK](3.6), (3.12) and the definition of the topology for the Gromov compactifi-
cation.
Now we turn to the space X〈A〉 and consider its Gromov boundary. We start with
the definition of a canonical bijection ΨΣ : ∂GX〈A〉 → Σ.
To this end let γ : [0, L) → H \ Σ, L ∈ (0,∞] be a proper geodesic ray relative
X〈A〉 initiating from some basepoint p = γ(0) ∈ H \Σ which, now relative (H \Σ, gH),
has length L and is parameterized by arc-length.
We know from 2.14 that γ is a c-skin uniform curve, for some c(H) > 0. Thus,
since H is compact, the quasi-geodesic condition for γ, in the guise of its consequence
diamX〈A〉 <∞, imply that L <∞ and we claim that for t < L, t→ L: γ(t)→ x, for
some point x ∈ Σ.
Indeed, the definition of [0, L] as the maximal interval of definition shows that
there is a sequence ti ∈ (0, L) with ti → L, for i → ∞, so that γ(ti) → x, for some
x ∈ Σ. Then the quasi-geodesic condition implies that also for any other such sequence
si ∈ (0, L) with si → L we get γ(si)→ x.
Next consider two such geodesic rays γ[1] and γ[2] with end points x[k] ∈ Σ, hav-
ing finite Hausdorff distance in X〈A〉, that is, they define the same point in ∂GX〈A〉.
Then we find sequences ti[k] ∈ (0, L(γ[k])) with ti[k] → L(γ[k]), k = 1, 2, so that
d〈A〉(ti[1], ti[2]) ≤ c = const. <∞ and we note that 〈A〉(ti[k])→∞, for i→∞.
29
Then we infer from (16), that is, log(1+dH(x, y)·max{〈A〉(x), 〈A〉(y)}) ≤ d〈A〉(x, y)
that dH(ti[1], ti[2])→ 0, for i→∞ and, hence, x[1] = x[2]. Thus every representative
of a point in ∂GX〈A〉 has the same endpoint in Σ. This way we get a well-defined map
ΨΣ from ∂GX〈A〉 to Σ.
We claim that ΨΣ is a bijective map.
Surjectivity of ΨΣ Let x ∈ Σ, then we choose a basepoint p ∈ H \ Σ and
a sequence xi ∈ H \ Σ with xi → x, for i → ∞ and a sequence of geodesic arcs γi
from p to xi. Then, using the Arzela`-Ascoli theorem, we get a compactly converging
subsequence of the γi with limit geodesic γ. From the previous argument we see that
γ links p with some y ∈ Σ. The quasi-geodesic condition of the γi shows that y = x.
Injectivity of ΨΣ For geodesic rays γ[1] and γ[2] with end points x[1] = x[2] ∈
Σ, we choose any two sequences ti[k] ∈ (0, L(γ[k])), i ∈ Z≥0, with
(34) ti[k]→ L(γ[k]), k = 1, 2 and li := L(γ[1])− ti[1] = L(γ[2])− ti[2]
Due to the skin uniformity we infer that for large i≫ 1:
〈A〉(γ[k](ti[k])) ≤ 2 · c/(L(γ[k])− ti[k]).
In turn, the triangle inequality shows that
dH(γ[1](ti[1]), γ[2](ti[2])) ≤ (L(γ[1])− ti[1]) + (L(γ[2])− ti[2]) = 2 · li.
Now we use (14) in 2.13 and (34) to see from
d〈A〉(γ[1](ti[1]), γ[2](ti[2])) ≤ 4 · a2 ·
√
2 · li · 2 · c/li ≤ 8 · a2 ·
√
c
that d〈A〉(γ[1](ti[1]), γ[2](ti[2])) remains bounded when i→∞.
From this we can infer, γ[1] and γ[2] have finite Hausdorff distance in X〈A〉 and
thus they determine the same point in ∂GX〈A〉.
Next we claim that ΦH : X〈A〉G → H , defined as ΦH |H\Σ = idH\Σ and ΦH |∂GX〈A〉 =
ΨΣ, is a homoemorphism that the extends the identity may on H \ Σ. For this it
is enough to show that it is continuous since ΨΣ is bijective and ∂GX〈A〉 and Σ are
compact, and X〈A〉G is metrizable. But this follows along the same lines as the proof
of the surjectivity above and the definition of the topology for the Gromov compacti-
fication.
Finally, for X〈A〉∗ , the claim follows from the result for X〈A〉. Since (H \ Σ, d〈A〉∗)
and (H \ Σ, d〈A〉) are quasi-isometric their Gromov compactifications and thus their
Gromov boundaries are homeomorphic, cf.[BH], Ch.III.H (3.9). 
The case of complete Euclidean hypersurfaces H ∈ HRn is largely identical. There
is only one additional and, for our purposes, important consideration needed.
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Due to the non-compactness of any such hypersurface H we need to topologically
compactify H . We consider the one point compactification Ĥ of H . That is, we adjoin
one additional point at infinity, denoted ∞H . We show that the Gromov compactifi-
cation of H also grows by only this one point. This is not hard but also not purely
formal, since it uses/shows that (H \ Σ, d〈A〉) has precisely one end.
Proposition 2.24 For any H ∈ HRn the identity map on H \ Σ extends to homeo-
morphisms between Ĥ and the Gromov compactifications of X〈A〉, X〈A〉∗ and X1/dist:
Ĥ ∼= X〈A〉G ∼= X〈A〉∗G ∼= X1/distG.
In particular, we have: Σ̂ ∼= ∂GX〈A〉 ∼= ∂GX〈A〉∗ ∼= ∂GX1/dist.
Proof This is an extension of the argument for 2.23 to the case where we also
have skin uniform curves of infinite length relative (H \ Σ, gH). Again, for the quasi-
hyperbolic metric this is contained in [BHK](3.6), (3.12). Now we explain how this is
accomplished in the skin metric case.
Let γ : [0, L)→ H \Σ, L ∈ (0,∞] be a proper geodesic ray relative X〈A〉 initiating
from some basepoint p = γ(0) ∈ H \ Σ which has length L and is parameterized by
arc-length relative (H \Σ, gH). This time we have the two options: L <∞ or L =∞.
For L < ∞ we argue as in 2.23 and find that a homeomorphism Ψ∗Σ from ∂∗GX〈A〉
to Σ, where ∂∗GX ⊂ ∂GX is the set of equivalence classes of geodesic rays with fi-
nite length relative (H \ Σ, gH). Indeed, we show that in a given equivalence class of
geodesic rays either all representing arcs have finite or all have infinite length.
To see this we note that geodesic arcs relative X〈A〉 are rather special c-skin uniform
arcs since each subarc is again c-skin uniform. From this we infer from the twisted dou-
ble skin cone condition, which is part of 2.14, for any geodesic ray γ(t) parameterized
by arc-length, with infinite length, relative (H \ Σ, gH):
t ≤ c · δ〈A〉(γ(t)), for any t > 0.
Now for any other geodesic ray γ∗ with infinite length relative (H \ Σ, gH) inequality
(14) in 2.13 says
d〈A〉(γ(t), γ
∗(t)) ≤ 4 · a2 ·
√
dH(γ(t), γ∗(t))/min{δ〈A〉(γ(t)), δ〈A〉(γ∗(t))}.
Then the triangle inequality shows dH(γ(t), γ
∗(t)) ≤ 2 · t and thus we get the equiva-
lence of γ and γ∗ from: d〈A〉(γ(t), γ
∗(t)) ≤ 8 · a2, for any t > 0.
In turn for a geodesic ray γ∗ that determines the same point in the Gromov bound-
ary as γ, (17) in 2.13∣∣ log(δ〈A〉(γ(t)))− log(δ〈A〉(γ∗(t)))∣∣ ≤ d〈A〉(γ(t), γ∗(t)),
shows that γ∗ has infinite length relative (H \ Σ, gH).
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Consequently, there is precisely one point z∞ in the Gromov boundary ∂GX〈A〉
that corresponds to geodesic arcs with infinite length relative (H \ Σ, gH). Also any
of these geodesic rays leaves any bounded set in H since otherwise it would approach
some z ∈ Σ, but these points are reached by rays of finite length. Thus they all ap-
proach ∞H and we may identify z∞ with ∞H .
This way we extend the homeomorphism Ψ∗Σ from ∂
∗
GX〈A〉 to Σ to a homeomor-
phism ΨΣ̂ from ∂GX〈A〉 to Σ̂. The remaining assertions follow as in 2.23 above. 
Gromov Boundary of Cones Area minimizing cones play a central role as the
typical blow-up geometries. Here we collect some consequences of their homogeneity
as scaling invariant spaces. We start with some readily checked observations and write
SC := ∂B1(0) ∩ C ⊂ Sn for any C ∈ Cn.
Lemma 2.25 (Basic Geometry of (C \ σ, d〈A〉)) The space (C \ σ, d〈A〉) is canon-
ically diffeomorphic to that of a cylinder R × SC equipped not with a warped product
metric:
(R× SC , 〈A〉2C(1, x) · gR + 〈A〉2C(1, x) · gSC )
For each x ∈ R, the horizontal space {x}×SC ⊂ R×SC is totally geodesic. However,
the vertical lines defined by R× {p}, for p ∈ SC, are usually not geodesic.
Geodesics in this warped product are mapped onto geodesics under the projection
on the second factor π2 : R× SC → SC.
Now we have the following reformulation of 2.24 for (C \ σ, d〈A〉)
Corollary 2.26 (Gromov boundary of Minimal Cones) Let Cn ⊂ Rn+1 be an
area minimizing cone with singular set σ. Then the Gromov boundary of (C \ σ, d〈A〉)
is homeomorphic to
[0, 1]× ΣSC/ ∼,
where ΣSC = ∂B1(0) ∩ σC is the singular set of SC, and
x ∼ y if both x and y belong to {0} × ΣSC or to {1} × ΣSC .
In the special case, where σ = {0} this reads: the Gromov boundary of (C \ σ, d〈A〉)
contains precisely two points. 
2.4 Hyperbolicity of Skin Uniform Domains
Skin uniform domains SD(a) are regularized extensions of the sets H \ I(a) defined
as B-hulls, cf.[L1], Ch.4.4. They are skin uniform substructures within H \ Σ and
assembled as union of subcollections of balls in some fixed QT-skin adapted cover A
of H \ Σ we also defined in [L1],Ch.4.4. We briefly recall their main properties.
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Proposition 2.27 (Skin Uniform Domains) Let H ∈ H be a c-skin uniform
space for some c(H) > 0. Then there are some ι(c), κ(c) > 1 so that for sufficiency
small a > 0 the following holds:
There is a domain SD = SD(a) ⊂ H \Σ with E(a) ⊂ SD(a) ⊂ E(ι · a), so that any
two points p, q ∈ SD can be linked by an arc γp,q ⊂ SD with
• l(γ) ≤ κ · dH(p, q),
• lmin(γ(z)) ≤ κ ·min{L〈A〉 · dist(z, ∂SD), δ〈A〉(z)}, for any z ∈ γp,q.
SD is the union of suitably selected balls all belonging to one fixed QT-skin adapted
cover A of H \ Σ.
We recall from [L1],Ch.4.4 that B-hulls SD(a) are hybrids. They have some skin
uniformity properties and the properties of (inner) uniform domains in Rn and we
define the hybrid density d(z) := min{L〈A〉 · dist(z, ∂SD), δ〈A〉(z)}
Definition 2.28 (Skin Metrics on SD) For a given skin transform 〈A〉 on H, we
define the hybrid density
d(z) := min{L〈A〉 · dist(z, ∂SD), δ〈A〉(z)}
and call the metric
d〈A〉,SD(x, y) := inf
{∫
γ
1/d(·)
∣∣∣ γ ⊂ SD rectifiable arc joining x and y},
the skin metric on SD.
Different from the case of the entire space H \Σ we have some uniformly controlled
bounded geometry on each SD and also uniform controls for its boundary, even for
H ∈ HRn where the domains SD are always unbounded. Therefore the counterpart of
2.11, 2.12 and 2.23 reads as follows.
Proposition 2.29 (Geometry of B-hulls) For any H ∈ H, and SD = SD(a) ⊂
H \ Σ, for a > 0, we have
(i) (SD, kSD) and (SD, d〈A〉,SD) are complete and they have bounded geometry.
(ii) (SD, kSD) and (SD, d〈A〉,SD) are Gromov hyperbolic and for the Gromov boundary
∂G(SD, kSD) we have
∂G(SD, kSD) ∼= ∂G(SD, d〈A〉,SD) ∼= ∂̂SD.
The metric spaces (SD(a), d〈A〉,SD) compactly converge to (H \ Σ, d〈A〉), for a→ 0.
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As explained in 2.16 this underlines that the concept of skin metrics on regular
spaces matches seamlessly the skin metric (H \ Σ, d〈A〉).
Proof Again, for notational convenience, we assume that L〈A〉 = 1. We only
check the case of quasi-hyperbolic metrics. The skin metric case follows completely
similar lines as the proof of 2.12. The compact convergence of (SD(a), d〈A〉,SD) to
(H \ Σ, d〈A〉) follows from δ〈A〉 ≤ L〈A〉 · dist(x,Σ).
For (i). The completeness follows from 2.4. To check the boundedness of the ge-
ometry (SD, kSD), we define particular charts for (SD, kSD).
We first note that SD ⊂ (H \ I(α/(2 · j))). This means that in a neighborhood of
SD, we have |A| ≤ 〈A〉 ≤ 2 ·j/α. Since the ambient space is either a compact manifold
or the Euclidean space this gives us uniform estimates for the geometry on balls in SD.
Concretely, we can find some eH ≥ 1, so that the exponential map in p ∈ H \ Σ,
for the original metrics gH , expp : Tp(H \ Σ) → H \ Σ, is a local diffeomorphism on
Bdist(p,∂SD)/(8·eH ·j)(0), for p ∈ SD, with bi-Lipschitz constant ≤ 2. In the cone case, we
can choose eH = en for some en depending only on the dimension.
Now we consider the original balls B∗(p) := Bdist(p,∂SD)/(8·eH ·j)(p) equipped with
kSD. To control their geometry we note from the triangle inequality |dist(p, ∂SD) −
dist(q, ∂SD)| ≤ d(p, q), for any two points p, q ∈ Tj :
1/2 ≤ dist(p, ∂SD)/dist(q, ∂SD)−1 ≤ 2, for q ∈ B∗(p) ⊂ Bdist(p,∂SD)/8(p).
This shows that the identity map on B∗(p) is a K-bi-Lipschitz map, for K = 4,
when viewed as a map from the ball scaled by the constant dist(p, ∂SD)−1 to the ball
we equipped with kSD written as dist(x, ∂SD)
−2 · gH
Ip : (B
∗(p), dist(p, ∂SD)−2 · gH)→ (B∗(p), dist(x, ∂SD)−2 · gH), for x ∈ B∗(p)
Finally, we define a local chart φp as the inverse of the composition map
Ip ◦ expp(dist(p, ∂SD) · x), for x ∈ B1/(8·eH ·j)(0) ⊂ Tp(H \ Σ),
and observe that φp is K
∗-bi-Lipschitz map, for K∗ = 8.
For (ii). The assertions SD is bounded ⇔ H ∈ Hcn resp. SD is unbounded
⇔ H ∈ HRn , follow from the fact that IcH(a) ⊂ SD(a).
Since any SD is an (inner) uniform domain we can take advantage of the theory
for uniform spaces in [GO] and [BHK](3.6) to see that (SD, kSD) is Gromov hyperbolic
with Gromov boundaries equal to ∂SD for SD bounded and ∂SD∗ for SD unbounded. 
3 Martin Theory on H \ Σ
Now we turn to more analytic aspects of H \ Σ and develop a potential theory for
elliptic operators on H \ Σ regarding Σ as a boundary.
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Besides the Gromov boundary and compactification there are other important con-
cepts of ideal boundaries and associated compactifications related to further structural
information, like analytic or algebraic structures on the given spaces, cf.[BL].
The structures we are interested in are elliptic operators on H \ Σ. In this case,
Martin compactifications are a natural choice and we briefly review the basic notions
and Ancona’s theory to characterize these compactifications in 3.1 and 3.2 below.
In 3.4 we derive the main results of this chapter. We define the class of skin adapted
operators on H \ Σ and show that their Martin boundary is homeomorphic to Σ.
3.1 Martin Compactifications
We recall some basic notions from Martin theory, cf. [M], [P],7.1 or [BJ],Ch.I.7. for
details.
Definition 3.1 (Martin Boundary) For a non-compact Riemannian manifold X
and some linear second order elliptic operator L on X, with some positive minimal
Green’s function G : X ×X → (0,∞], we choose some base point p ∈ X and consider
the space S of sequences s of points pn ∈ X, n ≥ 1 with
• pn ∈ X has no accumulation points in X,
• K(x, pn) := G(x, pn)/G(p, pn) → Ks(x), in compact convergence, for n → ∞,
for some function Ks on X.
Then, the Martin boundary ∂M(X,L) is the quotient of S modulo the relation on
S: s ∼ s∗, if Ks ≡ Ks∗.
Also we define the Martin kernel k(x; y) on X × ∂M (X,L) by k(x; y) := Ks(x), for
some Ks representing y ∈ ∂M (X,L).
(Again, the definitions do not depend on the choice of the base point p.)
Remark 3.2 1. The Harnack inequality and elliptic theory show that each Ks ∈
∂M(X,L) is a positive solution of Lu = 0 on X . This also shows that the convex set
SL(X) of positive solutions of Lu = 0 on X with u(p) = 1 is compact in the topology
of compact convergence. In turn, ∂M (X,L) is a compact subset of SL(X). Being a
minimal Green’s function says that for any x ∈ X
• G(·, x) solves L = ∅ = 0 on X \ {x},
• LG(·, x) = −δx, where δx denotes the Dirac measure in x,
• There is no positive solution w on X with w ≤ G(·, x).
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The latter property is also paraphrased saying G(·, x) is an L-potential.
2. TheMartin topology onXM := X∪∂M (X,L) is defined as follows: a sequence
s, pn ∈ X , with no accumulation points in X converges to a point y ∈ ∂M (X,L) iff
K(x, pn) converges compactly to Ks(x) representing y. And yn ∈ ∂M (X,L) converges
to y ∈ ∂M iff there are functions Ks(yn)(x) representing yn compactly converging to a
functions Ks(y)(x) representing y.
The outcome is that ∂M (X,L) is closed and XM is compact. This is the Martin
compactification of (X,L). It is also easy to see that XM is metrizable, cf.[BJ],
Ch.I.7. or [H], Ch.12 for further details. 
To motivate the following ideas, recall the classical result, due to Minkowski, cf.
[C],Ch.6, that each point in a convex set K ⊂ Rn is a uniquely determined convex
combination of extremal points of K.
We consider the convex set SL(X). The extremal elements of SL(X) form a par-
ticular subset ∂0M(X,L) ⊂ ∂M(X,L) of the Martin boundary.
It is easy to check that a positive solution u of Lu = 0 on X with u(p) = 1
is extremal iff u is a minimal solution. Here we call u minimal if for any other
solution v > 0, v ≤ u, we have v ≡ c · u, for some constant c > 0. Therefore
∂0M(X,L) ⊂ ∂M(X,L) is also called the minimal Martin boundary.
The Choquet integral representations in [C], Ch.6, give the following general version
of the Martin representation theorem, cf.[P],7.1 or [An3], Cor.13 :
Proposition 3.3 (Martin Integral) For any positive solution u of Lu = 0 on X,
there is a unique finite Radon measure µu on ∂
0
M(X,L) so that
u(x) =
∫
∂0M (X,L)
k(x; y) dµu(y).
Conversely, for any finite Radon measure µ on ∂0M (X,L),
h(x) =
∫
∂0M (X,L)
k(x; y) dµ(y),
defines a positive solution h of Lh = 0 on X.
3.2 Boundary Harnack Inequalities
In general, the Martin boundary for a given pair (X,L) is hard to determine. How-
ever, this changes when we can establish boundary Harnack inequalities, for positive
solutions of Lu = 0, either along the boundary of locally bounded Euclidean domains
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or along ideal boundaries at infinity.
To explain this type of inequalities we first look at the classical situation of a
Euclidean domain D ⊂ Rn. We use the common abbreviation of the assertion about
the validity of the boundary Harnack principle as BHP:
Proposition 3.4 (Euclidean BHP) For any sufficiently* regular domain D ⊂ Rn,
*cf. 3.5 below, we have the following two versions of a BHP.
• (Global BHP) For any pair of a compact set K and an open V with K ⊂ V ⊂
Rn, K ∩D and K ∩ ∂D, there is a constant C depending only on V,K so that
for any two harmonic functions u, v > 0 on V ∩D vanishing along V ∩ ∂D:
(35) u(x)/v(x) ≤ C · u(y)/v(y), for any two points x, y ∈ K ∩D.
• (Uniform BHP) There are constants A,C > 1 depending only on D, so that
for any point p ∈ ∂D and R > 0 small enough the following holds: for any two
harmonic functions u, v > 0 on BA·R(p) ∩D vanishing along BA·R(p) ∩ ∂D:
(36) u(x)/v(x) ≤ C · u(y)/v(y), for any two points x, y ∈ BR(p) ∩D.
Remark 3.5 (Regularity of Domains) The uniform BHP implies the global BHP.
And we note that it is the uniform BHP that is used in Martin theory.
To explain the attribute sufficiently regular we note that, in consecutive work,
starting in the early 20th century (with results like the Phragme´n-Lindelo¨f principle),
one became aware of the importance of the shape of the boundary in the control of
harmonic functions. Gradually, it became possible to establish the BHP for increas-
ingly general types of domains.
A particularly important and quite general case that even includes some fractal
domains, is that of uniform Euclidean domains D ⊂ Rn. Aikawa [Ai2] has shown that
uniform domains satisfy the BHP for the Laplacian ∆. Remarkably, this is an optimal
result and characterizes uniform domains, cf.[Ai3]: under some mild additional hy-
potheses, concerning the exterior capacity density, uniformity of a Euclidean domain
is equivalent to the validity of the BHP for ∆. 
Now we turn to the counterpart of this analysis on a complete Gromov hyperbolic
manifold. We recall from the introduction that this is classically suggested from the
two ways to derive and interpret the integral representations of harmonic functions
through the Poisson integral.
In work, in particular, due to Kifer [K], Anderson [A], Sullivan [S] and Anderson
and Schoen [AS] the authors succeeded to understand the space of positive harmonic
functions on (simply connected) manifolds of pinched negative sectional curvature.
Inspired from [AS], Ancona developed a broad theory to understand potential theory
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on spaces with some rather general hyperbolicity properties, cf.[An3], [An4].
It is Ancona’s theory that matches the degree of abstraction and generality we
need here. To state Ancona’s BHP we first describe the range of admissible operators:
Definition 3.6 For a complete Riemannian manifold X with bounded geometry, we
call a second order elliptic operator L on X adapted weakly coercive provided the
following conditions hold:
• L is adapted: L is a linear second order elliptic operator so that relative to the
charts φp: −L(u) =
∑
i,j aij · ∂
2u
∂xi∂xj
+
∑
i bi · ∂u∂xi + c · u,
for β-Ho¨lder continuous aij, β ∈ (0, 1], measurable functions bi, c, with
k−1 ·
∑
i
ξ2i ≤
∑
i,j
aij · ξiξj ≤ k ·
∑
i
ξ2i and |aij |Cβ(Bρ(p)), |bi|L∞ , |c|L∞ ≤ k,
for some k ≥ 1 and any p ∈ X.
• L is weakly coercive: There is a positive supersolution u of the equation Lf = 0
with the quantitative estimate Lu ≥ ε · u, for some ε > 0.
The associated BHP is formulated relative ∂GX . The boundary condition is that
of L-vanishing: a solution u ≥ 0 L-vanishes along some open subset V ∈ ∂GX , if
there is a supersolution w > 0 such that u/w→ 0 when we approach V in X .
It is easy to see that the minimal Green’s functions G(·, p) for any basepoint p ∈ X
L-vanishes along ∂GX , cf.[An3], lower part of p.509 for an explicit construction.
The counterpart to the uniform Euclidean BHP can be stated by means of a Φ-
neighborhood basis Ni(z) of a given z ∈ ∂GX in XG we described in 2.22.
Proposition 3.7 (Hyperbolic BHP) Let X be a complete Riemannian manifold
which is δ-hyperbolic with bounded geometry, for some δ > 0, and equipped with an
adapted weakly coercive operator L.
Then, there is a constant C > 1 depending only on X and L, so that for any
z ∈ ∂GX and any two solutions u, v > 0 of Lw = 0 on X both L-vanishing along
Ni(z) ∩ ∂GX:
(37) u(x)/v(x) ≤ C · u(y)/v(y), for any two points x, y ∈ Ni+1(z) ∩X.
Proof This is a version of [An3], Th.5’. The validity of the assumptions is veri-
fied in [BHK],Prop.8.10 (b), the second half of the proof of [BHK],Prop.8.15 and from
2.21 which says that the Φ, for the Φ-chains used, is determined from the δ of the
δ-hyperbolic space X . 
We occasionally need a version of 3.7 that includes also minimal Green’s functions.
Implicitly, the version for Green’s functions is part of the proof of the usual BHP. But
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we could not localize an appropriately explicitly stated version. Thus, for complete-
ness, we explain a way to derive it separately. Note that this cannot be accomplished
from a simple restriction argument near some point in Σ, since need to ensure the
availability of sufficiently many links between points through Φ-chains.
For this, we define the following class H(X) of functions on X possibly with poles:
(38) S∗L(X) := {u > 0 | u solves Lw = 0 on X} ∪ {G(·, p) | p ∈ X}.
Corollary 3.8 (Hyperbolic BHP for Green’s Functions) Let X and L be as
in 3.7. Then, there is a constant C∗ > 1 depending only on X and L, so that for any
two u, v ∈ S∗L(X) both L-vanishing along Ni(z) ∩ ∂GX, there is some k > i, so that:
(39) u(x)/v(x) ≤ C∗ · u(y)/v(y), for any two points x, y ∈ Nk(z) ∩X.
(Note that L-vanishing along Ni ∩ ∂GX is not an extra condition for G(·, p) since
it already L-vanishes along ∂GX .)
Proof We reduce this claim to 3.7. For this we choose some minimal function
u L-vanishing along Ni(z) ∩ ∂GX and G(·, p), for some p ∈ X . Also we choose some
basepoint q ∈ X , q 6= p. Then we can find some k > i so that p, q /∈ Nk−2 and note
the following inequality which follows from [An3], Th.5:
(40) C−10 ·G(x, p)/G(q, p) ≤ u(x)/u(q) ≤ C0 ·G(x, p)/G(q, p), for any x ∈ Nk,
for some C0 > 1 depending only on X and L, cf. [An4],Th.6.2, part A, p.98 (and
alternatively the proof of [An3],Th.7) for the details of how to establish this inequality.
We combine this inequality with (37) to get (39) for any solution u > 0 of Lw = 0
on X L-vanishing along Ni(z) ∩ ∂GX . Also applying this argument twice we get the
corresponding inequalities when both u and v are Green’s functions. 
3.3 Martin Boundaries of (H \ Σ, d〈A〉∗)
Towards Martin theory, we note that the BHP implies, from some by now standard-
ized comparison processes, that the (minimal) Martin boundary ∂0M (X,L) equals the
topological/ ideal boundary ∂X of the underlying space, cf.[Ai1], [AG] or [An3]. We
omit here the version for Euclidean domains which the reader finds broadly discussed
in the literature, and directly proceed to the case of Gromov hyperbolic spaces and
their Gromov boundary:
Proposition 3.9 Let X be a complete Gromov hyperbolic manifold with bounded ge-
ometry equipped with an adapted weakly coercive operator L. Then the Gromov com-
pactification XG and the Martin compactification XM are homeomorphic:
XG ∼= XM
and all Martin boundary points are minimal.
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The proof is given in [An3],Th.2 and Th.8, and [An4], Th.V.6.2, p.97, cf. also
[BHK],Ch.8 for further details. 
This general theory leads us to the following basic result for the smooth unfolding
X = (H \ Σ, d〈A〉∗) of H \ Σ.
Proposition 3.10 (Martin Boundary of Unfoldings) Let H ∈ H and L be an
adapted weakly coercive operator over X = (H \ Σ, d〈A〉∗). Then, we have for compact
resp. non-compact H:
• The identity idH\Σ extends to homeomorphisms between H resp.Ĥ, the Gromov
compactification XG and the Martin compactification XM of X.
• In particular, Σ ⊂ H resp. Σ̂ ⊂ Ĥ, the Gromov boundary ∂GX〈A〉∗ and the
Martin boundary ∂M(X,L) are homeomorphic.
• All boundary points are minimal points, that is, ∂0M(X,L) ≡ ∂M (X,L).
Thus we have
Σ resp. Σ̂ ∼= ∂GX〈A〉 ∼= ∂GX〈A〉∗ ∼= ∂0M (X,L) ≡ ∂M(X,L),
where ∼= means homeomorphic.
Proof The properties of (H \Σ, d〈A〉∗) we use are, that it is as complete smooth
Riemannian manifold, which is Gromov hyperbolic and has bounded geometry. Also
we know from 2.23 that the identity map on H \ Σ extends to homeomorphisms be-
tween H resp. Ĥ and XG. Then 3.9 gives us the asserted properties for XM for any
adapted weakly coercive operator L. 
3.4 Skin Adapted Operators on (H \ Σ, gH)
Now we want to see how this Martin theory on the unfolding X = (H \ Σ, d〈A〉∗) can
be transferred to the original space (H \ Σ, gH).
To this end, we start on the input side and first formulate a counterpart to the
adapted weakly coercivity on (H \ Σ, d〈A〉∗) for H \ Σ. These are the skin adapted
operators. For the output, that is the Martin theory for these operators, we establish
a simple correspondence between the Martin theories on (H \ Σ, d〈A〉∗) and H \ Σ.
Skin Adapted Operators We first define skin adapted charts for any H ∈
H: For any K > 1, there is a radius θ(p) := γ/〈A〉(p), for some γ(H,K, 〈A〉) > 0,
so that for any p ∈ H \ Σ, the exponential map expp |Bθ(p)(0)⊂TpH is a K-bi-Lipschitz
C∞-diffeomorphism onto its image. Details can be seen e.g. in the proof of 2.4 or [L1],
4.1. This way, we get the smooth charts
ψp := exp
−1
p |Bθ(p)(0) : Bθ(p)(p)→ Bθ(p)(0) ⊂ Rn, ψp(p) = 0,
on H \Σ. While these are our default charts, we notice that, in what follows, we may
use any fixed collection of charts, for some K > 1, with these properties.
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Definition 3.11 For an area minimizing hypersurface H with singular set Σ and
given skin transform 〈A〉, we call a second order elliptic operator L on H \ Σ a skin
adapted operator, supposed
〈A〉-Adaptedness L satisfies skin weighted uniformity conditions relative to the
charts ψp:
(41) −L(u) =
∑
i,j
aij · ∂
2u
∂xi∂xj
+
∑
i
bi · ∂u
∂xi
+ c · u,
for some locally β-Ho¨lder continuous coefficients aij , β ∈ (0, 1], measurable functions bi, c,
and some k ≥ 1, so that for any x ∈ H \Σ
k−1 ·
∑
i
ξ2i ≤
∑
i,j
aij · ξiξj ≤ k ·
∑
i
ξ2i , δ
β
〈A〉 · |aij |Cβ(Bθ(p)(p)) ≤ k, δ〈A〉 · bi ≤ k and δ2〈A〉 · c ≤ k.
〈A〉-Weak Coercivity There exists a positive supersolution u of the equation Lf = 0
so that: Lu ≥ ε · 〈A〉2 · u, for some, ε > 0.
In chapter 5 below we discuss typical classes of examples and sources of such op-
erators. They most naturally appear in the context of variational problems on H .
We observe that the notion of skin adaptedness on (H \ Σ, gH) the counterpart of
adapted weakly coercivity on (H \ Σ, d〈A〉∗).
Proposition 3.12 (Unfolding Correspondence) In the canonical correspondence
(H \ Σ, gH) equipped with L ⇋ (H \ Σ, d〈A〉∗) equipped with δ2〈A〉∗ · L,
we have the equivalence
(42) L is skin adapted ⇔ δ2〈A〉∗ · L is adapted weakly coercive,
Proof For this we take an atlas {ψp | p ∈ H \ Σ} of charts ψp : Bγ/〈A〉(p)(p) →
R
n, ψp(p) = 0 for some γ(H, 〈A〉) > 0 and a bi-Lipschitz constant K ≥ 1 indepen-
dent ofH so that the given operator L satisfies the skin adaptedness conditions in 3.11.
Then we define the locally constantly scaled version of ψp, cf. 3.13 below:
ψ〈A〉p : (Bγ(p), 〈A〉2(p) · gH)→ Rn by ψ〈A〉p (x) := 〈A〉(p) · ψp(x).
Since both, source and goal, have been scaled by the same constant, ψ
〈A〉
p is again a
K-bi-Lipschitz map.
With these particular scalings we find a transparent transformation behavior for
the given skin adapted operator L: When the new coordinates relative to the local
maps ψ〈A〉 are denoted by yi, then −Lu can be recomputed, using the chain rule, as
〈A〉2(p) ·
∑
i,j
aij · ∂
2u
∂yi∂yj
+ 〈A〉(p) ·
∑
i
bi · ∂u
∂yi
+ c · u.
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The adaptedness of L relative 〈A〉 and the Lipschitz continuity of both, ψ〈A〉p and
δ〈A〉, then shows that δ
2
〈A〉 · L satisfies the adaptedness condition for adapted weakly
coercive operators on (H \ Σ, d〈A〉∗) relative to the charts ψ〈A〉p .
The weak coercivity of L relative 〈A〉 implies that there a positive supersolution u
of the equation Lf = 0 so that
δ2〈A〉∗ · Lu ≥ ε · δ2〈A〉∗ · 〈A〉2 · u, for some, ε > 0.
Thus the approximation property c1 · δ〈A〉(x) ≤ δ〈A〉∗(x) ≤ c2 · δ〈A〉(x), gives the weak
coercivity of δ2〈A〉∗ · L on (H \ Σ, d〈A〉∗).
For the reversed direction, from adapted weakly coercive to skin adapted operators,
one argues completely similarly. 
Remark 3.13 Relating L to δ2〈A〉∗ ·L makes this process formally similar to the case
of the Laplacian on two-dimensional unit disk we mentioned in the introduction.
(D, gEucl) equipped with ∆Eucl ⇋ (D, ghyp) equipped with ∆hyp,
In this special case, ∆hyp is the transformed version of ∆Eucl and we actually have
∆hyp = (1− |x|)2/4 ·∆Eucl. In general, however, δ2〈A〉∗ · L is not the transformed oper-
ator we get from L under the conformal deformation gH 7→ δ−2〈A〉∗ · gH .
The option to work with δ2〈A〉∗ · L on (H \ Σ, d〈A〉∗), to draw conclusions for L on
(H \Σ, gH), is owing to the flexibility of the adaptedness condition, its quasi-isometry
invariance. In turn, this relies on the framework of Brelot’s potential theory [Br]. 
Now we reach the analytic core results for skin adapted operators. We use again a
Φ-neighborhood basis Ni(z) of a given z ∈ Σ̂ in Ĥ of 2.22, we defined in the unfolded
setting.
Proposition 3.14 (BHP for Skin Adapted Operators) Let H ∈ H and L
some skin adapted operator on H \ Σ. Then, there is a constant C > 1 depending
only on H and L, so that for any two solutions u, v > 0 of Lw = 0 on H \ Σ both
L-vanishing along Ni(z) ∩ Σ̂:
(43) u(x)/v(x) ≤ C · u(y)/v(y), for any two points x, y ∈ Ni+1(z) ∩H \ Σ.
This is our counterpart of the uniform version of the Euclidean BHP with the two
differences that we assume that u, v solve Lw = 0 on the entire space H \ Σ. Also
the Ni merely form a topological neighborhood basis of z. For later reference we also
notice the version for minimal Green’s functions. We recall the definition
(44) S∗L(H \ Σ) := {u > 0 | u solves Lw = 0 on H \ Σ} ∪ {G(·, p) | p ∈ H \ Σ}.
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Corollary 3.15 (BHP for Green’s Functions) Let H ∈ H and L some skin
adapted operator on H \ Σ. Then, there is a constant C∗ > 1 depending only on H
and L, so that for any two u, v ∈ S∗L(H \ Σ) both L-vanishing along Ni(z) ∩ Σ̂, there
is some k > i, so that:
(45) u(x)/v(x) ≤ C∗ · u(y)/v(y), for any two points x, y ∈ Nk(z) ∩H \ Σ.
Also we rewrite the inequality (40) needed to derive (45) from (43): for some k > i
so that p, q /∈ Nk−2 we have for any minimal function u > 0 L-vanishing along Ni(z)∩Σ̂
(46) C−10 ·G(x, p)/G(q, p) ≤ u(x)/u(q) ≤ C0 ·G(x, p)/G(q, p), for any x ∈ Nk,
for some C0 > 1 depending only on H and L.
An immediate consequence of 3.14 is the following weaker, global variant.
Corollary 3.16 (Global BHP) Let H ∈ H and L some skin adapted operator on
H \ Σ. Then there is a constant C > 1 depending only on H and L so that: For any
point p ∈ Σ̂ and any neighborhood V ⊂ Ĥ of p, there is a smaller neighborhood W
of p with W ⊂ V , so that for any two solutions u, v > 0 of Lw = 0 on H \ Σ both
L-vanishing along V ∩ Σ̂.
(47) u(x)/v(x) ≤ C · u(y)/v(y), for any two points x, y ∈ W \ Σ̂.
Finally, we reach the Martin theory on (H \ Σ, gH):
Proposition 3.17 (Martin Boundary for Skin Adapted Operators) Let H ∈
H and L some skin adapted operator on H \ Σ. Then, we have:
• The identity map on H \ Σ extends to a homeomorphism between Ĥ and the
Martin compactification H \ ΣM .
• All Martin boundary points are minimal: ∂0M(H \ Σ, L) ≡ ∂M (H \ Σ, L).
Thus, Σ̂ and the minimal Martin boundary ∂0M (H \ Σ, L) are homeomorphic.
Proof The results, 3.14, 3.17 and 3.15, translate from the results for (H\Σ, d〈A〉∗)
equipped with δ2〈A〉∗ ·L upon applying the unfolding correspondence (42). The positive
factor δ2〈A〉∗ does neither change the notion of positive solutions of Lu = 0 nor that of
minimal solutions.
In other words, up to the obvious adjustments in their statements, the respective
BHP’s for positive solutions of Lu = 0 but also two Martin compactifications and
boundaries are simply identical, that is
(H \ Σ, gH)M ≡ (H \ Σ, d〈A〉∗)M
and, in particular, we have: ∂M((H \ Σ, gH), L) ≡ ∂M((H \ Σ, d〈A〉∗), δ2〈A〉∗ · L). 
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Remark 3.18 (Martin Boundary for Domains) For some further types of do-
mains D ⊂ H , so that D is a uniform space, we can derive completely similar BHP’s
and Martin theories. Here we consider the following two cases:
(i) D ⊂ H \ Σ, where dist(z,Σ) ≤ aD · δ〈A〉(z), for some aD > 0.
(ii) SD ⊂ H \ Σ a skin uniform domain
We choose, in case (i), the density d1(z) := dist(z,Σ), in case (ii) the merged
density d2(z) := min{L〈A〉 · dist(z, ∂SD), δ〈A〉(z)} and define the metrics d[i], i = 1, 2:
d[i](x, y) = inf
{∫
γ
1/di(·)
∣∣∣ γ ⊂ D \ Σ smooth arc joining x and y}
In both cases (D \ Σ, d[i]) is again a complete, Gromov hyperbolic spaces with
bounded geometry. Case (ii) was treated in Ch.2.4. The boundedness of geometry re-
sults, in case (i), follows from dist(z,Σ) ≤ aD · δ〈A〉(z).
Next, on the analytic side we consider a second order elliptic operator L on D with
the appropriate adaptedness properties.
• L satisfies d-weighted uniformity conditions:
(48) −L(u) =
∑
i,j
aij · ∂
2u
∂xi∂xj
+
∑
i
bi · ∂u
∂xi
+ c · u,
for some locally β-Ho¨lder continuous coefficients aij, β ∈ (0, 1], measurable functions bi, c,
and some k ≥ 1, so that for any x ∈ D
k−1 ·
∑
i
ξ2i ≤
∑
i,j
aij ·ξiξj ≤ k·
∑
i
ξ2i , d(z)
β ·|aij |Cβ(Bθ(p)(p)) ≤ k, d(z)·bi ≤ k and d(z)2 ·c ≤ k.
• There exists a positive supersolution u of the equation Lf = 0 so that:
Lu ≥ ε · d(z)−2 · u, for some ε > 0.
Then, as a counterpart to 3.17, we have, in case (i), that the identity map on D extends
to a homeomorphism between D̂ and the Martin compactification DM , all Martin boundary
points are minimal and ∂̂D and the minimal Martin boundary ∂0M (D,L) are homeomorphic.
In case (ii), the minimal Martin boundary is again the Gromov boundary, cf.2.29. 
4 Asymptotic Analysis near Σ
We use the BHP for skin adapted operators and the associated Martin theory to derive
results describing the asymptotic behavior of positive solutions of the related equa-
tions. Remarkably, although in many cases the solutions diverge towards the singular
set or admit merely discontinuous extensions, we will observe that the quotient of any
two such solutions remains well-behaved.
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4.1 Non-Tangentiality and Fatou Theorems
To motivate the results in this section, we recall a classical version of so-called Fatou
type theorems, cf.[St],Ch.VII,1.:
For any bounded harmonic functions h on the unit disc B1(0) ⊂ R2, there is an
extension of h∗ of h onto B1(0), so that for almost any p ∈ S1: h(x) → h∗(p), for
x→ p, provided x ∈ Cθ, the inner cone with any angle θ ∈ (0, π) pointing to p.
This was extended by Na¨ım, Doob and Gowrisankaran, cf.[Db] and [Go], to relative
versions of quotients of not necessarily bounded harmonic functions on open subsets
of locally compact Hausdorff spaces in the axiomatic potential theory a` la Brelot. In
this generality non-tangential limits are viewed as fine limits and the boundary is the
minimal Martin boundary.
Here we prove a Fatou theorem on H \Σ. We recall the following notion to describe
accessing ΣH ⊂ H non-tangentially in some quantitative way.
Definition 4.1 For H ∈ H and any ρ > 0, we define the regular pencil P(z, ρ),
pointing to z ∈ Σ
(49) P(z, ρ) := {x ∈ H \ Σ | δ〈A〉(x) > ρ · dgH(x, z)},
where arctan(ρ−1) is a measure for the size of the (solid) opening angle of P(z, ρ).
Next we compare concepts of non-tangentiality in (H \ Σ, d〈A〉) and (H \ Σ, gH).
To this end, we consider the distance tube Ur(γz), for r > 0, around a geodesic ray
γz ⊂ (H \Σ, d〈A〉∗) (respectively in (H \Σ, d〈A〉)) from a basepoint p ∈ H \Σ to z ∈ Σ,
that is, γz represents z.
Lemma 4.2 (Cylinders in (H\Σ, d〈A〉)⇋ Pencils in (H\Σ, gH)) For any ρ > 0,
and sufficiently small ε > 0 there is a some large r > 0 so that P(z, ρ)∩Bε(z) equipped
with d〈A〉∗ resp. d〈A〉 is contained in Ur(γz).
Proof Since d〈A〉∗ and d〈A〉 are quasi-isometric, it is enough to consider tubes
around such geodesics relative d〈A〉.
We start from a tube around γz in (H \ Σ, d〈A〉) and we recall from 2.14 that
γz is c-skin uniform relative (H \ Σ, gH), for some c > 0. In particular, we have
lmin(γz(q)) ≤ c · δ〈A〉(q) for any point q ∈ γz. Since we are only interested in what
happens close to z, we can assume that lmin(γz(q)) equals the length of the subarc
to z and, hence, we have dgH(q, z) ≤ c · δ〈A〉(q). That is, we can assume that for
γz ⊂ P(z, ρ), for any ρ with 1/c > ρ > 0.
In this situation we can benefit from tangent cone approximations, for instance, in
the form of the freezing effect of H around the singular point z, cf. [L2],Ch.2.1:
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Let δ > 0, 1/c > ρ > 0 and R≫ 1≫ r > 0 be given. Then, for some τδ,ρ,R,r,p ≫ 1
we have: for every τ ≥ τδ,ρ,R,r,p, there is a tangent cone Cτp of H at p so that
τ · BR/τ (z) \Br/τ (z) ∩ P(z, ρ) ⊂ τ ·H
can be written as a smooth section Γτ with |Γτ |C5 < δ of the normal bundle of
BR(0) \Br(0) ∩ P(0, ρ) ⊂ Cτp .
Thus we can further reduce the consideration to the case where γz ⊂ Cτp with
BR(0) \Br(0) ∩ γz ⊂ BR(0) \Br(0) ∩ P(0, ρ)
for 1/c > ρ > 0. Then we apply the skin uniformity of SC \ σC , namely, we
use [L1],Cor.4.7 and its refinement 4.11. From these results we see that any two
points a, b ∈ {x ∈ SC \ ΣSC | δ〈A〉(x) ≥ a} ⊂ SC can be connected by an arc
αa,b ⊂ {x ∈ SC \ ΣSC | δ〈A〉(x) ≥ η(a) · a}, for some η(a) ∈ (0, 1) of length ≤ l(a),
with η(a) and l(a) independent of C.
From 2.25 we get the following estimate
d〈A〉(y, BR(0) \Br(0) ∩ γz) ≤ l(ρ)/(η(ρ) · ρ), for any y ∈ BR(0) \Br(0) ∩ P(0, ρ).
Therefore, for sufficiently fine tangent cone approximations, we can choose r :=
2 · l(ρ)/(η(ρ) · ρ) to ensure that P(z, ρ) ∩ Bε(z) equipped with d〈A〉 is contained in
Ur(γz). 
The complementary result, showing that cylinders in (H \ Σ, d〈A〉) are also con-
tained in suitable pencils in (H \ Σ, gH), is left to the reader. We do not use this
inclusion in our further discussion.
Now we reach the counterpart of the classical Fatou theorem on B1(0) ⊂ R2. We
recall from 3.3 that we can write any positive solution of Lv = 0 on H \ Σ for skin
adapted operators in terms of the Martin integral uµ(x) =
∫
Σ̂
k(x; y) dµ(y), for some
suitable finite Radon measure µ.
Proposition 4.3 (Relative Fatou Theorem on H \Σ) Let H ∈ H and L some
skin adapted operator on H \ Σ. For any two finite Radon measures µ, ν on Σ̂ we
have: For ν-almost any z ∈ Σ̂ and any ρ > 0:
(50) uµ/uν(x)→ dµ/dν(z), for x→ z, with x ∈ P(z, ρ),
where dµ/dν denotes the Radon-Nikodym derivative of µ with respect to ν.
To explain the statement we recall that for any two Radon measures µ, ν on Σ̂,
we have a (uniquely determined) Lebesgue decomposition µ = µ1 + µ2 relative ν into
some ν-absolute continuous measure µ1 and a ν-singular measure µ2.
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That is, µ1(E) =
∫
E
f dν, for any measurable E ⊂ Σ̂, for some ν-integrable func-
tion f which is the Radon-Nikodym derivative dµ1/dν and uniquely determined out-
side a set of ν-measure zero. And, for µ2, there is a set F ⊂ Σ̂, with ν(F ) = 0 and
µ2(Σ̂ \ F ) = 0. Then 4.3 reads as follows. For ν-almost any z ∈ Σ̂:
uµ/uν(x)→ f(z) = dµ1/dν(z), for x→ z, with x ∈ P(z, ρ),
for any given ρ > 0.
Proof From the unfolding correspondence in the proof of 3.17 we get the follow-
ing result for (H \ Σ, d〈A〉∗) equipped with δ2〈A〉∗ · L from Ancona theory, in this case,
[An4],p.100, Th.6.5 and the definitions on p.99, which, in turn, is an adaptation of the
work of Gowrisankaran in [Go].
For any two finite Radon measures µ, ν on ∂0M((H \ Σ, d〈A〉∗), δ2〈A〉∗ · L) we get for
almost any z ∈ ∂0M ((H \ Σ, d〈A〉∗), δ2〈A〉∗ · L) and any distance tube Ur(γz), for r > 0,
around a geodesic ray γz ⊂ ((H \Σ, d〈A〉∗) from a basepoint p ∈ H \Σ to z, that is, γz
represents z: for the solutions uµ, uν associated to µ, ν
uµ/uν(x)→ dµ/dν(z), for x→ z, with x ∈ Ur(γz).
However, 4.2 shows that for any ρ > 0, and sufficiently small ε > 0 there is a some
large r > 0 so that P(z, ρ) ∩Bε(z) equipped with d〈A〉∗ is contained in Ur(γz) and the
result follows. 
Remark 4.4 For measures with positive density along Σ there actually is no general
control over the tangential behavior of quotients uµ/uν of solutions. Due to Littlewood
and refined by Aikawa, cf.[Ai4], there are examples of bounded harmonic functions h
on the unit disc B1(0) ⊂ R2 so that the tangential limit, that is the limit along paths
approaching S1 tangentially, does not exist in any p ∈ S1. It should be possible to
derive similar results for skin adapted operators on H \ Σ. 
4.2 Continuous Extension Problems to Σ
We turn to a situation which is largely complementary to that in the Fatou theorem:
we consider quotients of solutions uµ, uν > 0 onH\Σ whose associated Radon measures
µ, ν vanish on a common open subset A ⊂ Σ, µ(A) = ν(A) = 0. Whereas, in this
situation, the Fatou theorem makes no predictions, we show that, by the virtue of
the BHP, the quotient uµ/uν remains well-controlled and this even holds in tangential
directions. To this end we first notice
Lemma 4.5 For any H ∈ H, any skin adapted operator L on H \ Σ and any open
subset A ⊂ Σ̂, we have: µ(A) = 0 ⇒ uµ L-vanishes along A.
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Proof If µ(A) = 0, then the Martin integral and inequality (46) for minimal
functions, in the BHP for Green’s Functions, show that near each z ∈ A, there is a
constant cz > 0, so that for the Green’s functions G(·, p) for some basepoint p ∈ H \Σ
(51) G(·, p) ≥ cz · uµ near z.
But G(·, p) L-vanishes along Σ and thus uµ L-vanishes along A. 
The latter result shows that solutions L-vanishing along A are naturally related to
a vanishing of the Radon measure they define. For any pair of such solutions we can
now formulate one of the main results of this paper.
Proposition 4.6 (Continuous Extensions to Σ) For any H ∈ H, any skin adapted
operator L on H \ Σ and any two u, v ∈ S∗L(H \ Σ), L-vanishing along some common
open subset A ⊂ Σ̂, we have:
The quotient u/v on H \ Σ admits a continuous extension to H \ Σ ∪A ⊂ Ĥ.
Proof We modify a classical method due to Moser in [Mo],Ch.5, cf. [JK],7.9 and
[Ai2],Th.2 for the case of boundary problems, originally employed to derive relative
estimates for the oscillation of harmonic functions on concentric Euclidean balls.
In place of these concentric balls, we use a Φ-neighborhood basis Ni(z) ⊂ H of
(2.22), for any given z ∈ Σ̂. Then, we get Harnack estimates on the Ni from the BHP
for skin adapted operators of 3.14 and 3.15. We set
(52) sup(k) := sup
Nk
u/v and inf(k) := inf
Nk
u/v
The oscillation of u/v on Nk is written as osc(k) = sup(k)− inf(k).
We first note from 3.14 resp. 3.15 that sup(k0) < ∞, for any k0 sufficiently large,
so that the poles of u and v do not belong to Nk0−2.
For k ≥ k0, we consider the two solutions sup(k) · v − u and u − inf(k) · v. They
are positive due Hopf’s maximum principle and they also L-vanish along A. Therefore
the BHP 3.14 resp. 3.15 also applies to this pair of functions and shows for Nk+1:
sup
Nk+1
(sup(k) · v − u)/v ≤ C∗ · inf
Nk+1
(sup(k) · v − u)/v
sup
Nk+1
(u− inf(k) · v)/v ≤ C∗ · inf
Nk+1
(u− inf(k) · v)/v
From these inequalities we get:
sup(k)−inf(k+1) ≤ C∗·(sup(k)−sup(k+1)) and sup(k+1)−inf(k) ≤ C∗·(inf(k+1)−inf(k))
We add suitable multiples of these inequalities to get
osc(k + 1) = sup(k + 1)− inf(k + 1) ≤
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(C∗ − 1)/(C∗ + 1) · (sup(k)− inf(k)) = (C∗ − 1)/(C∗ + 1) · osc(k)
In other words, for a := (C∗ − 1)/(C∗ + 1) < 1:
(53) osc(k) ≤ ak−k0 · osc(k0)→ 0, for k →∞.
Thus, u/v remains bounded near z, directly from the BHP, and from (53) it admits a
continuous extension to z. 
Remark 4.7 (Ho¨lder and Equi-Continuity) For sufficiently regular Euclidean
domains, e.g. Lipschitz or uniform domains, cf. [JK],7.9 and [Ai2],Th.2, the latter
argument even shows the Ho¨lder continuity of the extension of quotients of positive
harmonic functions vanishing along (parts of) the boundary. Here one can take profit
from the underlying Euclidean structure and choose concentric Euclidean balls with
the suitably adjusted radii.
It is conceivable that such arguments still apply to the unfolding (H \ Σ, d〈A〉∗).
This is more delicate since Gromov boundaries generally do not carry a canonical met-
ric. But for (H \ Σ, gH) we only reach ordinary continuity since we have no metric
control, relative gH , over the way the family Ni(z) shrinks to z.
However, we observe from (53) that the family of quotients u/v, for u, v ∈ SL(H \
Σ), L-vanishing along some common open subset A ⊂ Σ̂ is both uniformly bounded
and equi-continuous in a neighborhoodW of any compact subset K ⊂ A. That is, due
to the Arzela`-Ascoli theorem, any sequence of such quotients admits a C0-convergent
subsequence on W . 
For certain types of operators we can consider the absolute value of positive solu-
tions on H \ Σ, then we also find the solvability of the Dirichlet problem
Proposition 4.8 (Dirichlet Problem for Skin Adapted Operators) Let H ∈
H and L some skin adapted operator on H \Σ, so that constant functions solve Lv = 0
and G(x, p)→ 0, for x→ Σ̂, and given p ∈ H \ Σ.
Then, for any continuous function f on Σ̂, there is a uniquely determined contin-
uous function F on H so that
F |Σ̂ ≡ f and LF = 0.
Proof The assumptions and the Martin theory for skin adapted operators allow
us to imitate the standard arguments well-known e.g. for harmonic functions on
Euclidean domains. We first define the Radon measure µ# on Σ̂ as the one associated
to the constant function 1, decompose f into f = f+ − f−, for f+ := max{f, 0},
f− := −min{f, 0} and set
F±(x) =
∫
Σ̂
f±(y) · k(x; y) dµ#(y)
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Then F± ≥ 0 solves Lw = 0. We assert that F± extends continuously to H and
coincides with f± on Σ̂. This then implies the claims for F := F+ − F−.
We have to show that for any z ∈ Σ̂, F±(x) → f±(z), for x → z, x ∈ H \ Σ. To
this end we notice from (51) that for any fixed neighborhood U ⊂ Σ̂ of z:
G(·, p) ≥ cz ·
∫
Σ̂\U
f±(y) · k(x; y) dµ#(y)
close to z. Thus, for any such U , we have
∫
Σ̂\U
f±(y) · k(x; y) dµ#(y)→ 0, for x→ z.
In turn, since f± is continuous on Σ̂, we have |f±(y)− f±(z)| < ε, for y ∈ U(ε),
where U(ε) ⊂ Σ̂ is a small enough neighborhood of z. Moreover, since ∫
Σ̂
k(x; y) dµ#(y) =
1, by definition of µ# and again
∫
Σ̂\U(ε)
k(x; y) dµ#(y)→ 0, for x→ z, we have for any
x ∈ H \ Σ close enough to z:∣∣∣∣
∫
U(ε)
f±(y) · k(x; y) dµ#(y)−
∫
U(ε)
f±(z) · k(x; y) dµ#(y)
∣∣∣∣ ≤ 2 · ε, for y ∈ U(ε).
We conclude that F±(x)→ f±(z), for x→ z.
Finally, the maximum principle shows that F ≡ 0 is the only solution with F |Σ̂ ≡ 0
and thus we find the asserted unique solvability of the Dirichlet problem. 
5 Symmetric Operators
In this chapter we particularly focus on eigenvalue problems. This makes it convenient
to restrict to the case of symmetric operators.
The first observation for singular area minimizers, without counterpart on closed
smooth manifolds, is the existence of a principal eigenvalue so that for any real value
strictly smaller we still find positive eigenfunction. Indeed this is case of most interest
to us, since this is where the previously set-up Martin theory applies.
We use the Hardy inequality for skin transforms to show how this applies to clas-
sical elliptic operators. Many of them are actually Schro¨dinger operators and in this
case we setup an inductive description of eigenfunctions.
To simplify the exposition, we make the mild regularity assumption that the coef-
ficients of the given operator L are at least α-Ho¨lder continuous, for some α ∈ (0, 1).
Hence, weak solutions of Lv = 0 all equations, including 〈A〉-weighted versions, con-
sidered here, are C2,α-regular,cf. [BJS], Part II,,Ch.1.3. Since 〈A〉 is locally Lipschitz
regular, this also applies to solutions of weighted eigenvalue equations: Lv = λ·〈A〉2·v,
for some λ ∈ R.
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5.1 Criticality and Principal Eigenvalues
The eigenvalue theory for many 〈A〉-adpated operators can be treated form that of
some associated skin adapted operators we get from the simple shift of adding the
term λ · 〈A〉2 · Id, for some suitable λ ∈ R. This is an important way to extend the
range of problems the developed Martin theory can be applied to. Concrete examples
are considered in the two sections that follow below.
Shifted Skin Adaptedness We start with an 〈A〉-adpated symmetric operator
L on H \Σ. Then, the 〈A〉-weak coercivity can be expressed in terms of a variational
integral for eigenvalues. This is well-known for the Laplacian on Euclidean domains,
cf.[An1],Prop.1/Appendix. For completeness, we explain how this carries over to our
case:
Lemma 5.1 (Hardy Inequalities) An 〈A〉-adapted symmetric operator L on H \Σ
is 〈A〉-weakly coercive if and only if the Hardy inequality
(54)
∫
H
f · Lf dA ≥ τ ·
∫
H
〈A〉2 · f2dA,
holds for any smooth f , compactly supported in H \ Σ, and some positive constant
τ = τ(L, 〈A〉, H) > 0.
Proof The vector space VL := {f ∈ L2loc(H \ Σ) | ∇f, 〈A〉 · f ∈ L2(H \ Σ)} can
be equipped with the bilinear form: 〈u, v〉VL :=
∫
H\Σ
u · Lv + 〈A〉2 · u · v.
When (54) is satisfied, 〈u, v〉VL becomes scalar product and that makes VL a Hilbert
space. We define V 0L ⊂ VL as the VL-closure of C∞0 (H \ Σ). Now, we choose some
ε ∈ R and consider the following continuous quadratic form
a(f, f) :=
∫
H\Σ
f · Lf − ε · 〈A〉2 · f 2 on V 0L .
For ε/τ ∈ (0, 1), we have:
a(f, f) ≥ (1− ε/τ)
∫
H\Σ
u · Lv ≥ (1− ε/τ)/(1 + 1/τ) · |f |2VL, for any f ∈ V 0L .
Thus, a(·, ·) is a coercive bilinear form on V 0L and due to the symmetry of L it is
symmetric. Therefore we may apply the Lax-Milgram theorem to show that for any
h ∈ C∞0 (H\Σ) there is a unique f ∈ V 0L with a(f, v) =
∫
H\Σ
h·v, for any v ∈ C∞0 (H\Σ)
and we infer that Lf + ε · 〈A〉2 · f = h. Now we choose some h > 0, then
a(min{0, f},min{0, f}) = −a(f, v) = −
∫
H\Σ
h · v ≤ 0.
In other words, f > 0 and satisfies Lf ≥ ε · 〈A〉2 · f .
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In turn, if such an f > 0 exists, we consider the first Dirichlet eigenvalue λD of
L− ε · 〈A〉2 · Id on any domain D with D ⊂ H \Σ and some positive eigenfunction w
with (L− ε · 〈A〉2 · Id)w = λD · w.
We show that λD > 0. Otherwise, we first observe that k · f > w on H \ Σ, for
sufficiently large k > 0 and we take the infimum k0 > 0 of all such k. Then there is
some point p ∈ D so that k · f(p)− w(p) = 0 and k · f − w > 0 in some ball B ⊂ D
with p ∈ ∂B. Moreover, (L − ε · 〈A〉2 · Id)(k · f − w) > 0 on D. Then the Hopf
maximum principle can be applied to get a contradiction, cf. the proof of 5.3 below
for additional comments.
Thus, λD > 0, and this means
∫
H\Σ
v · (L− ε · 〈A〉2 · Id)v ≥ 0 for any v ∈ C∞0 (D)
and, since D can be chosen arbitrarily large within H \Σ, we get the Hardy inequality
for τ = ε. 
Thus for any symmetric skin adapted operator L, there is a largest λ > 0 so that
the Hardy inequality (54) is satisfied. This characterization of skin adaptedness sug-
gests to consider also cases where λ may be negative but finite: λ > −∞.
The largest value for τ in (54) can be viewed as an eigenvalue of the operator
δ2〈A〉 ·L. In 5.3 below we will see that for singular H there are also positive eigenfunc-
tions for any λ < λ
〈A〉
L,H . This is an important difference to the case of smooth compact
manifolds where the first eigenvalue λ1 of such an elliptic operator L exists as the
unique eigenvalue with a positive eigenfunction u1, which is unique up to multiples,
cf.[C], Ch.VI. This detail will be essential to incorporate singular area minimizers in
scalar curvature geometry in [L2].
We introduce the following terminology
Definition 5.2 Let L be an 〈A〉-adpated symmetric operator H \ Σ and assume
there is some finite τ ∈ R so that the Hardy inequality (54) holds, then L is called a
shifted skin adapted operator.
The largest value λ
〈A〉
L,H for τ , so that (54) holds, is called the (generalized) principal
eigenvalue of δ2〈A〉 · L. In particular, L is skin adapted when λ〈A〉L,H > 0.
Basic Spectral Theory We get the following transparent description for the
spectral theory of δ2〈A〉 · L of a shifted skin adapted L, when either Σ 6= ∅, when H is
compact, or if it is non-totally geodesic, when H ⊂ Rn+1. In 5.5 we have a brief look
at the spectral theory for the non-weighted L.
Proposition 5.3 (Criticality and Principal Eigenvalues) For any H ∈ H so
that H\Σ is non-compact and non-totally geodesic, L any shifted skin adapted operator
on H \ Σ, we set
Lλ := L− λ · 〈A〉2 · Id, for λ ∈ R.
Then we have the following trichotomy for the spectral theory of δ2〈A〉 · L.
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• Subcritical when λ < λ〈A〉L,H, Lλ is skin adapted.
• Critical when λ = λ〈A〉L,H , there is an, up to multiples, unique positive solution φ,
the ground state* of L
λ
〈A〉
L,H
, for the equation L
λ
〈A〉
L,H
v = 0.
The function φ can be described as the limit of first Dirichlet eigenfunctions for
the operator δ2〈A〉 · L on a sequence of smoothly bounded domains Dm ⊂ Dm+1 ⊂
H \ Σ, m ≥ 0, with ⋃mDm = H \ Σ.
• Supercritical when λ > λ〈A〉L,H, Lλ u = 0 has no positive solution.
*When L is a Schro¨dinger operator φ is the ground state well-known from the study
of quantum mechanical systems, cf.[GJ],3.3.
Remark 5.4 Following this result and the conventions in [P],Ch.4, we also say the
operator L is subcritical, when L admits a positive Green’s function, L is critical
when it does not admit a Green’s function but a positive solution of Lv = 0 and
supercritical when the latter equation does not admit any positive solutions. 
Proof of 5.3 The main case is the critical case, where λ = λ
〈A〉
L,H . The subcritical
case is rather obvious. The supercritical one follows from the discussion of the critical
case.
Subcritical Case (λ < λ
〈A〉
L,H) Lλ clearly satisfies the adaptedness condition.
The variational relation
∫
H
f · L
λ
〈A〉
L,H
f dA ≥ λ〈A〉L,H ·
∫
H
〈A〉2 · f 2dA shows that
∫
H
f · Lλf dA ≥ (λ〈A〉L,H − λ) ·
∫
H
〈A〉2 · f2dA,
and we conclude that Lλ is skin adapted.
Critical Case (λ = λ
〈A〉
L,H) We choose a sequence of smoothly bounded domains
Dm ⊂ Dm+1 ⊂ H \ Σ, m ≥ 0, with
⋃
mDm = H \ Σ.
Now we consider the uniquely determined first eigenvalue λm and first eigenfunc-
tions φm on Dm, for the operator δ
2
〈A〉 · L for the Dirichlet problem, that is, with
Lφm = λm · 〈A〉2 · φm and φm ≡ 0 on ∂Dm.
We may assume that φm > 0 on Dm and φm(p0) = 1, in some base point p0 ∈⋂
mDm. Also we formally extend the φm to H \Σ setting them equal to 0 outside Dm.
The variational (or Rayleigh) characterization of λm as
λm = inf
{∫
H
f · Lf dA/
∫
H
〈A〉2 · f 2dA
∣∣∣ f smooth, supported in Dm ⊂ H \ Σ}
shows λm > λm+1 > λ
〈A〉
L,H > 0. Also limm→∞ λm = λ
〈A〉
L,H , since the support supp f of
any smooth function with compact support on H \Σ is contained in Dm once we have
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chosen m large enough.
Now we modify the operator −L(u) =∑i,j aij · ∂2u∂xi∂xj +∑i bi · ∂u∂xi + c ·u and choose
one small ball B ⊂ D1. We slightly decrease the value of the function c within B to
another Cβ-function, but keep it fixed outside B.. We call the new function c[m], that
is, we get an auxiliary, again skin adapted, operator
−L[m](u) =
∑
i,j
aij · ∂
2u
∂xi∂xj
+
∑
i
bi · ∂u
∂xi
+ c[m] · u.
In view of the Rayleigh characterization of the eigenvalue and the fact that λm > λ
〈A〉
L,H ,
we can choose c[m], so that
• the first eigenvalue λm[m] of the operator δ2〈A〉 · L[m] for the Dirichlet problem
on Dm, becomes λm[m] = λ
〈A〉
L,H,
• c[m]→ c, for m→∞, in Cβ-norm.
Then the new sequence of first eigenfunctions φm[m] with φm[m](p0) = 1 contains
a compactly converging subsequence with limit φ > 0 on H \ Σ. φ > 0 solves the
equation Lv = λ
〈A〉
L,H · 〈A〉2 · v on H \ Σ. Namely, due to c[m] → c, for m → ∞ we
get Harnack inequalities, cf.[GT], 8.20, for the φm[m] on domains D ⊂ D ⊂ H \Σ for
sufficiently large m and with constants independent of m.
What remains is to show that φ is the unique positive solution, up to multiples.
Thus let ψ > 0 be another solution of Lv = λ
〈A〉
L,H · 〈A〉2 · v on H \Σ. Then we can find
a constant k > 0: k · φ ≥ φm[m] near B, for any m.
From this we can infer that k ·φ ≥ φm[m] on the whole of H \Σ. Otherwise we can
find a largest k, so that k ·φ ≥ φm[m], called k0, so that there is some point p ∈ Dm\B
so that k0 · φ(p) = φm[m](p). But then k0 · φ − φm[m] is a non-negative solution of
Lv = λ
〈A〉
L,H · 〈A〉2 · v on Dm \ B and we get an interior zero point while the boundary
values remain positively lower bounded.
This contradicts the Hopf maximum principle cf.[GT],Ch.3.2. In this case the
maximum principle applies without the typical assumptions for the sign of the zeroth
order coefficient. This is mentioned in a remark that follows the proof of [GT],Th.3.5.
Actually, this follows from the strict inequality for the outer normal derivative ∂(k0 ·
φ − φm[m])/∂n > 0, [GT],p.24, e.g. in extremal points of the zero set. It shows that
k0 · φ− φm[m] ≡ 0 on the path component of p.
Thus we also get k · ψ ≥ φ, for some suitable k > 0. Now we choose the smallest
such k, called k1. Then, either k1 · ψ ≡ φ or k1 · ψ > φ. In the latter case, we write
F := k1 ·ψ−φ > 0 and repeat the previous argument to find some l > 0 with l ·F ≥ φ.
But then we also have k1 · ll+1 · ψ ≥ φ contradicting the definition of k1. Thus the
solution φ is uniquely determined up to positive multiples.
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Supercritical Case (λ > λ
〈A〉
L,H) In this case Lλ u = λ · 〈A〉2 · u has no positive
solution. Otherwise, assume we had such a solution u > 0.
Then, we can find a smoothly bounded domain D ⊂ D ⊂ H \Σ so that the eigen-
value λD for the first Dirichlet eigenfunction φD for the operator δ
2
〈A〉 ·L on D equals λ.
We can find some constant k > 0, so that k · u ≥ φD. For the smallest k, with
k · u ≥ φD, we get an interior zero point while the boundary values remain positively
lower bounded. Again, this contradicts the Hopf maximum principle in the same fash-
ion we have already seen before. 
Remark 5.5 (Non-Weighted Operators) We also consider non-weighted eigen-
value equations and operators for instance, on SC = ∂B1(0)∩C, cf.Ch.5.3 below. The
theory for L− λ · Id differs from that of Lλ = L− λ · 〈A〉2 · Id.
For a general shifted skin adapted L, the operator L − λ · Id is also shifted skin
adapted and the non-weighted principal eigenvalue will be > −∞. But L need not to
be skin adapted for any λ ∈ R and thus the Martin boundary of (H \ Σ, L − λ · Id)
usually differs from Σ̂, for any λ ∈ R. 
Minimal Growth Conditions The notion of solutions u > 0 L-vanishing
in some point p ∈ V ∩ Σ̂, saying that there is a supersolution w > 0, such that
u/w(x)→ 0, for x→ p, x ∈ H \Σ, suggests to view u as a solution of minimal growth
towards p. Here we make this idea more precise.
For domains in Rn, and hence in manifolds, the concept of positive solutions of
minimal growth is well-known, cf. [P],Ch.7.3 for a broad discussion of existence and
representation results. We adapt the notion as follows:
Definition 5.6 (Minimal Growth) For any H ∈ H so that H \Σ is non-compact
and non-totally geodesic, L a shifted skin adapted operator on H \ Σ we consider the
subcritical operators Lλ, λ < λ
〈A〉
L,H and solutions of Lλ w = 0.
A solution v > 0 on an open set V ⊂ Ĥ with Σ̂ ∩ V 6= ∅ has minimal growth
towards Σ̂ ∩ V , if for any other such solution with u ≥ v near ∂V : u ≥ v on V .
The following two results are counterparts to classical results on Euclidean domains,
cf.[P],Th.3.7,p.297 and Th.3.9,p.302, for skin adapted operators on H \ Σ.
Lemma 5.7 For H ∈ H, Lλ, λ < λ〈A〉L,H as in 5.6 and any basepoint p0 ∈ H \ Σ, the
minimal Green’s function G(p0, ·) of Lλ has minimal growth towards Σ̂.
Proof We choose a sequence of smoothly bounded domains Dm ⊂ Dm+1 ⊂ H \Σ,
m ≥ 0, with ⋃mDm = H \ Σ and p0 ∈ D1. From the proof of 5.3, we know that the
first eigenvalue λm of δ
2
〈A〉 · L for the Dirichlet problem on Dm satisfies λm > λ〈A〉L,H .
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Thus Lλ, for λ < λ
〈A〉
L,H , is again subcritical on each of the Dm and we have a
unique Green’s function Gm(p0, ·) of Lλ on Dm classically vanishing along ∂Dm. We
get Gm(p0, ·)ր G(p0, ·), form→∞, on each compact subset of H \Σ. Then the same
maximum principle argument we used in 5.3 shows that G(p0, ·) has minimal growth
towards Σ̂. 
Similarly we get the following useful estimates.
Proposition 5.8 (Minimal Growth Relations) Let H ∈ H, Lλ, λ < λ〈A〉L,H be as
in 5.6 with some basepoint p0 ∈ H \ Σ. Let v > 0 solve Lλw = 0 on H \ Σ, so that
v(p0) = 1. Then, we have the following estimates
(i) For any neighborhood U of Σ̂ with p0 /∈ U , we have
(55) G(p0, ·) ≤ c · v, on U
for some c(U,H, p0) > 0, independent of v.
(ii) For any couple of open subsets U ⊂⊂ V ⊂ Ĥ, with U ∩ Σ̂ 6= ∅ and any solution
u > 0 L-vanishing along V ∩ Σ̂, with u(p0) = 1 we have
(56) u ≤ c∗ · v, on U
for some c∗(U, V,H, p0) > 0, independent of u and v.
Proof For (i) we start with an individual v and show that (55) holds for cv :=
maxx∈∂U G(p0, x)/v(x), where we note that ∂U is compact and p0 /∈ ∂U .
For the exhaustion Dm ⊂ Dm+1 ⊂ H \ Σ, we used in the previous proof, and
from Gm(p0, ·) < G(p0, ·), the maximum principle shows, for m large enough so that
∂Dm ⊂ U , we have: Gm(p0, ·) ≤ cv · v on U . Thus, from Gm(p0, ·) ր G(p0, ·), for
m→∞, we get (55) for v and cv.
To show that c can be chosen independently of v, we use the standard Harnack
inequality for positive solutions of Lλw = 0 on H \Σ. Since v(p0) = 1, H \Σ is a con-
nected manifold and ∂U is compact, we infer common bounds 0 < m < M , for all such
v, so that m ≤ minx∈∂U v(x) ≤ maxx∈∂U v(x) ≤ M . Thus, for k := maxx∈∂U G(p0, x),
and c(U,H, p0) := k/m we get (55) for arbitrary v.
For (ii) we merely need to append the boundary Harnack inequality 3.15 applied
to G(p0, ·) and u. 
5.2 Geometric and Natural Operators
Now we consider some geometrically relevant examples of skin adapted operators.
We start with an operator suggested right from the definition of skin transforms,
henceforth called the base operator L⊥. It will be used to minorize (the variational
integrals for) other skin adapted operators.
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Lemma 5.9 (Base Operator) L⊥ := −∆+ |A|2 is a skin adapted operator.
Proof The claim virtually is a reformulation of the definition of skin transforms
[L1],6.1 and 6.2 which asserts the wrapping condition 〈A〉 ≥ |A| and the validity of a
Hardy inequality. We only need to verify that, relative to the charts ψp, we get the
claimed regularity features for its coefficients:
−∆u+ |A|2 · u =
∑
i,j
aij · ∂
2u
∂xi∂xj
+
∑
i
bi · ∂u
∂xi
+ c · u.
We recall that the Laplacian written in local coordinates has the form
∆u =
1√
det g
·
∑
i,j
∂
∂xi
(√
det g · gij · ∂ u
∂xj
)
We also recall that |A|2 is smooth. Hence the coefficients aij , bi, c are smooth.
Since the ψp are the geodesic coordinates around p we have
aij = δij, bi = 0, c = |A|2(p) relative ψp in 0 ∈ TpH.
Now we can the unfolding correspondence of 3.17 to see how this transfers to (H \
Σ, d〈A〉∗) equipped with δ
2
〈A〉∗ · L and use 〈A〉 ≥ |A| to check that this operator is
adapted weakly coercive. 
Now we use L⊥ = −∆+ |A|2 to find other skin adapted operators. Of course, this
can be accomplished by adding a smooth function F : H \Σ→ R≥0 with F ≤ c · 〈A〉2,
so that L⊥ + F satisfies the adpatedness condition. However, we are interested in
operators naturally arising when we use and study minimal hypersurfaces.
One source are operators related to actual geometric and physical variational prob-
lems where geometric properties of the ambient space like its curvature or a given
tensor T expressing an physical constraint, translate into a skin adaptedness of suit-
ably chosen operators on the hypersurface. Here we observe, that skin adaptedness is
not only a matter of the formal shape of an operator. In some cases this depends on
further global properties of H ⊂M which, in turn, are caused from properties of their
ambient space.
Proposition 5.10 (Curvature Constraints) Let H ∈ H, Hn ⊂ Mn+1, so that
H \ Σ is non-compact and non-totally geodesic. Then, we have
(i) If scalM ≥ 0, then the conformal Laplacian on H
LH := −∆+ n− 2
4(n− 1) · scalH
is skin adapted. In general, LH is shifted skin adapted.
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(ii) More generally, let S be any smooth function on M and scalM ≥ S, then the
S-conformal Laplacian on H
LH,S := −∆+ n− 2
4(n− 1) · (scalH − S|H)
is skin adapted. Again, in general, LH,S is shifted skin adapted.
(iii) The Laplacian −∆H is shifted skin adapted. When H is compact, the principal
eigenvalue λ
〈A〉
−∆,H vanishes and the ground state is that of a constant function.
In particular, H \ Σ has the Liouville property, that is, all bounded harmonic
functions are constant.
(iv) The Jacobi field operator JH = −∆H − |A|2 −RicM(ν, ν) is shifted skin adapted
with principal eigenvalue ≥ 0.
Proof We start from the Gauß-Codazzi equations
(57) |A|2 + 2 · RicM(ν, ν) = scalM − scalH + (trAH)2,
where trAH is the mean curvature of H , RicM(ν, ν) the Ricci curvature of M for a
normal vector ν to H , scalH and scalM the scalar curvature of H and M .
Since H is minimal, trAH = 0. Now we observe that the terms 2 · Ric(ν, ν) and
scalM are remain bounded, whereas |A|2 and scalH diverge when we approach Σ on
H . Also S|H remains bounded.
Therefore, 〈A〉 ≥ |A| shows that for some constant k(〈A〉, S) ≥ 1:
〈A〉 ≥ k · ∣∣scalH − S|H∣∣.
The argument for 5.9 above also shows that the operators are adapted to 〈A〉.
To see (i) and (ii), we prove the validity of the Hardy inequality for LT,S. We start
from the fact that H , as an area minimizing hypersurface, is also stable. That is, the
second variation of the area functional is non-negative.
In detail, infinitesimal variations tangential toH correspond to mere reparametriza-
tions of H , we only consider normal fields f · ν, where ν is the outward normal vector
field over H \ Σ, f is a smooth function on H with supp f ⊂ H \ Σ. Then we have,
using again trAH = 0, cf. [G], p.54
Area′(f) =
∫
H
trAH(z) · f(z) dV ol = 0,
(58) Area′′(f) =
∫
H
|∇Hf |2 −
(|A|2 +Ric(ν, ν)) · f2 dV ol ≥ 0
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The Gauß-Codazzi equations (57) give the following equivalent formulation of
Area′′(f) ≥ 0:
(59)
∫
H
f · LHf dA =
∫
H
|∇f |2 + n− 2
4(n − 1) · scalH · f
2 dA ≥
∫
H
n
2(n − 1) · |∇f |
2 +
n− 2
4(n − 1) ·
(|A|2 + scalM) · f2 dA
Now assume that scalM ≥ S, then :
(60)
∫
H
f · LH,Sf dA =
∫
H
|∇f |2 + n− 2
4(n− 1) · (scalH − S|H) · f
2 dA ≥
∫
H
n
2(n − 1) · |∇f |
2 +
n− 2
4(n − 1) ·
(|A|2 + scalM − S|H) · f2 dA ≥
n− 2
4(n− 1) ·
∫
H
f · L⊥f dA ≥ τ(〈A〉,H) · n− 2
4(n − 1) ·
∫
H
〈A〉2 · f2 dA
for τ(〈A〉, H) > 0.
For (iii), we note, for the Laplacian, that the condition λ
〈A〉
−∆,H > −∞ is obvious
since the variational integral is just the Dirichlet integral
∫
H
|∇f |2 dA ≥ 0.
When H is compact, it is easy to see that the principal eigenvalue equals 0. Here
we use that the codimension of Σ is ≥ 2 and apply the coarea formula e.g. [GMS],
Vol1, Ch.2.1.5, Th.3, p.103.
Every constant function v solves ∆ v = 0 and thus v ≡ 1 can be taken as the ground
state for compact H . Also for any bounded harmonic function u, v := u+infH\Σ u+1
is a positive harmonic function. Thus v, and therefore u, are constant.
Finally, we check (iv), for JH . Here we use the minimality of H and get from (58),∫
H
f · JHf dV ol =
∫
H
|∇Hf |2 −
(|A|2 +Ric(ν, ν)) · f 2 dV ol ≥ 0,
for any smooth f on H with supp f ⊂ H \ Σ. 
Natural Operators A common type of operators are naturally assigned to any
H ∈ H, like the Jacobi field operator or the conformal Laplacian we have seen above.
This means that given the incarnation L(H) of the operator on H the inherited oper-
ator under blow-ups is just the incarnation of this operator on the blow-up space.
These operators can be represented using natural coefficients relative e.g. geodesic
or other naturally defined coordinates. Examples of coefficient functions are expres-
sions in terms of inherent curvatures or skin transforms.
Formally, we recall from [L1],Def.3.4, that an assignment F of operators H 7→
F (H), for any H ∈ H, is called a natural, when F (H) commutes with convergence of
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the underlying spaces. We briefly call both, the assignment, defined on H, but also
the individual operators F (H), defined on H \ Σ, a natural operator.
For natural operators the skin adaptedness survives blow-ups. Here we use the
regularity theory of area minimizers to see that the approximation of H by blow-up
geometries leads to canonical local diffeomorphisms, the ID-maps of [L1], Ch.2.3. from
smooth in regular regions of the limit geometry to H .
Lemma 5.11 (Inherited Skin Adaptedness) Let L be a natural operator and
assume L(H) on some hypersurface H ∈ H is (shifted) skin adapted. Then L(N) is
(shifted) skin adapted on any Euclidean hypersurface N that arises as a blow-up from
H around a singular point in Σ ⊂ H and we have: λ〈A〉L,H ≤ λ〈A〉L,N .
Proof For any smooth φ with compact support K ⊂ N \ ΣN we choose a large
scaling factor Γ ≫ 1 so that the ID-map between Γ ·H and N in a neighborhood of
K is very close to an isometry in C5-topology. Then the naturality of L and 〈A〉 says
that ∫
H
φ ◦ ID−1 · L(H)(φ ◦ ID−1) dA/
∫
H
〈A〉2H · φ2 ◦ ID−1dA
is arbitrarily close to ∫
N
φ · L(N)(φ) dA/
∫
N
〈A〉2N · φ2dA
upon choosing Γ large enough.
Thus the eigenvalue of δ2〈A〉 ·L(H) on H is a lower estimate for the latter variational
integral and, hence, we get the Hardy inequality for L(N) on N . The adaptedness
property for L(N) follows from the scaling invariance of the asserted estimates and
the adaptedness on H , cf. the transformations in the proof of 3.17. 
5.3 Schro¨dinger Operators and Scaling Actions
For Schro¨dinger operators naturally associated to any H ∈ H we get a transparent
representation of some distinguished solutions. We estimate their radial growth in the
cone case and use this to support our understanding of the growth of the Martin kernel
for compact H .
Definition 5.12 (Natural Schro¨dinger Operators) A natural shifted skin adapted
operator L is called a natural Schro¨dinger operator, when L(H) has the form
L(H)(u) = −∆H u+ VH(x) · u on H \ ΣH ,
for some Ho¨lder continuous function VH(x), for any given H ∈ H.
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This class of Schro¨dinger operators covers the examples we discussed in Ch.5.2:
L = −∆H , the Jacobi field operator JH = −∆H − |A|2 − RicM(ν, ν) and the S-
conformal Laplacian on H , LH,S = −∆H + n−24(n−1) · (scalH − S|H), for any given C∞-
function S on M .
For an area minimizing cone C ⊂ H the naturality also means that VC(t · x) =
t−2 · VC(x), for any x ∈ C \ σC and t > 0. That is, in this case we can write
V (x) = r−2 · V ×(ω), for x = (ω, r) ∈ SC \ σ × R>0 = C \ σ. Thus we get
(61) Lv = −∂
2v
∂r2
− n− 1
r
· ∂v
∂r
− 1
r2
·∆SCv+
1
r2
·V ×(ω) ·v =: −∂
2v
∂r2
− n− 1
r
· ∂v
∂r
+
1
r2
·L× v.
Thus we get an induced operator L× on SC , we will see in 5.15 below that L
×(SC)
is also a natural Schro¨dinger operator.
Remark 5.13 (Inheritance versus Naturality) The definition 5.12 may leave
some space of interpretation. The intended meaning is: the assignment H 7→ L(H)
on H is natural and, independently, on the given H ∈ H it is shifted skin adapted.
Thus the condition does not assert it is shifted skin adapted for all H ∈ H. However,
due to 5.11, the naturality always implies that with L(H), L(N), for a blow-up N of
H around a singular point in Σ ⊂ H , is shifted skin adapted with λ〈A〉L,H ≤ λ〈A〉L,N . 
Scaling Actions On an area minimizing cone equipped with a natural and skin
adapted operator L, both, the operator and solutions of Lv = 0 reproduce under
scalings of the cone up to constant multiples.
More concretely, we write L on C = R≥0 × SC in geodesic coordinates x1 = r,
x2, ...xn, so that x2, ...xn locally parameterize SC = ∂ ∩B1(0)
(62) −L(u) =
∑
i,j
aij · ∂
2u
∂si∂sj
+
∑
i
bi · ∂u
∂si
+ c · u.
When L is natural this means that for any η > 0:
aij(η · x) = aij(x), bi(η · x) = η−1 · bi(x) and c(η · x) = η−2 · c(x)
and thus the chain rule shows that for any function u(x) that solves Lv = 0 the scaled
versions u(η · x) also solve this equation.
In particular, up to multiples, the Green’s function and the set of minimal solutions
of Lu = 0 are reproduced under composition with the scaling map
Sη : C → C, given by x 7→ η · x, for η ∈ (0,∞).
That is we consider the map u 7→ u ◦ Sη and regauge the values of the resulting
functions u ◦ Sη in some base point p ∈ C \ σ to 1. In this fashion we define a scaling
action S∗η on the Martin boundary.
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Lemma 5.14 (Attractors and Fixed Points of S∗η) Let C be an area minimizing
cone, L a natural skin adapted operator on C. Then we have
(i) The scaling action S∗η on ∂M(C,L) has exactly two fixed points
[0] := {0}/ ∼ and [1] := {1}/ ∼ on ∂M (C,L) = [0, 1]× ΣSC/ ∼ .
They correspond to the tip 0 and the point at infinity ∞.
(ii) For z ∈ ∂M (C,L) \ {0, 1} we find
S∗η(z)→ [1], for η →∞ and S∗η(z)→ [0], for η → 0.
(iii) More generally, we have for any given z ∈ C \ σ
G(x, Sη(z))
G(p, Sη(z))
→ [1], for η →∞ and G(x, Sη(z))
G(p, Sη(z))
→ [0], for η → 0
locally uniformly for x ∈ C \ σ.
Proof This readily follows from the way the pole of G(·, Sη(z)) shifts under these
scaling operations. 
Now we give a description of the two fixed point solutions in ∂M (C,L) to build
inductive decomposition schemes for solutions on the original hypersurface H , despite
the mentioned fact that there is no proper transition of solutions in terms of Martin
integrals.
Proposition 5.15 (Separation of Variables) Let C be an area minimizing cone,
L a natural Schro¨dinger operator. Then we have for the skin adapted operator Lλ =
L− λ · 〈A〉2 · Id, for λ < λ〈A〉L,C:
• The two fixed points [0], [1] ∈ ∂M (C,Lλ) viewed as functions Ψ− = [0] and Ψ+ =
[1] on C \ σ can be written as
Ψ±(ω, r) = ψ(ω) · rα±,
for (ω, r) ∈ SC \ σ × R, with α± = −n−22 ±
√(
n−2
2
)2
+ µC,L×λ
.
• µC,L×λ > −(
n−2
2
)2 is the non-weighted principal eigenvalue and ψ(ω) > 0 the
ground state of an associated natural Schro¨dinger operator L×λ :
L×λ (v)(ω) = −∆SCv(ω) +
(
V ×(ω)− λ · (〈A〉×)2(ω)) · v(ω),
defined on SC \ΣSC , where 〈A〉(x) = r−1 · 〈A〉×(ω), for x = (ω, r) ∈ C \ σ. That
is, we have
L×λ ψ = µC,L×λ
· ψ, on SC \ ΣSC .
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Proof We proceed in three steps: we show Ψ± can written as a product Ψ±(ω, r) =
ψ±(ω) · rα± . Then we determine the ψ± and α± for some inner approximation of by
regular subcones of C and finally show that the resulting values converge to the ψ±
and α± on C.
Product Shape We first restrict the two fixed points Ψ± ∈ ∂M(C,Lλ) to a regular
ray Γv = R
>0 ·v ∈ C \σ, for some v ∈ SC , and consider the map Ψ±|Γv : R>0 ·v → R>0.
We view such a restriction as a function f : R>0 → R>0.
We know that Ψ± reproduces under scalings, up to a constant: for any η > 0, there
is constant cη > 0 so that
f(η · x) = cη · f(x), for all x ∈ R>0.
From this it follows that f is a monomial: f(x) = a · xb, for some constants
a(v) > 0, b(v) ∈ R. This argument applies to any regular ray Γv.
Next we consider the Harnack inequality for Lλ on a ball B2·R(v) ⊂ C \σ, for some
R > 0. We get, for any positive solution u of Lλ v = 0, the Harnack inequality
(63) sup
BR(v)
u ≤ c(Lλ, v, R) · inf
BR(v)
u,
for some constant independent of u. Now the point is that the scaling symmetry of
C and the naturality of Lλ imply that the same constant c can still be used in the
Harnack inequality after scalings around the tip 0.
(64) sup
Bs·R(s·v)
u ≤ c(Lλ, v, R) · inf
Bs·R(s·v)
u, holds for any s > 0.
This implies that for all rays Γw passing through BR(v) the exponent b(w) equals
b(v). Since SC \ ΣSC is connected, this shows that b(v) is constant on SC \ ΣSC .
Thus Ψ± can written as Ψ±(ω, r) = ψ±(ω) · rα± , for (ω, r) ∈ ∂B1(0)∩C \ σ ×R>0
and some C2,β- regular function ψ± on ∂B1(0)∩C \ σ×R>0, for some β > 0, cf.5.4.1.
When we reinsert Ψ±(ω, r) = ψ±(ω) · rα± into the equation Lλ w = 0, written in
polar coordinates (61), we observe, from a separation of variables, that the ψ± solve
the following equations on SC \ ΣSC :
(65) L×λ v := −∆SCv(ω) +
(
V ×(ω)− λ · (〈A〉×)2(ω)) · v(ω) = (α2± + (n− 2) · α±) · v,
L×λ is again a natural Schro¨dinger operator and adapted to the skin transform 〈A〉C |SC .
Inner Regular Approximation We use an approximation by Dirichlet eigen-
value problems to show
• α2− + (n− 2) · α− = α2+ + (n− 2) · α+ > −((n− 2)/2)2
• µC,L×λ := α
2
± + (n − 2) · α± is the non-weighted principal eigenvalue of L×λ . Also
L×λ is shifted skin adapted.
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• ψ− = ψ+ and ψ := ψ± is the corresponding ground state of L×λ .
To this end we choose smoothly bounded domains Gi ⊂ Gi ⊂ SC \ΣSC , Gi ⊂ Gi+1
and
⋃
iGi = SC \ ΣSC . We consider the positive solutions of Lλ v = 0 on the cone
C(Gi) ⊂ C over Gi with vanishing boundary value along ∂C(Gi) \ {0}.
Now we apply 3.18, case (i), to Lλ on C(Gi). Note that we have some aC(Gi) > 0
so that: dist(z,Σ) ≤ aC(Gi) · δ〈A〉(z) ≤ aC(Gi) ·L〈A〉 · dist(z,Σ). Also one readily checks
the adaptedness conditions.
Therefore, we get that the Martin boundary of Lλ equals (∂C(Gi)\{0})∪{[0], [1]}
and the two fixed point solutions Ψ±[i] of Lλ v vanishing along ∂C(Gi) \ {0}, alterna-
tively labelled [0][i], [1][i], are again of the form Ψ±[i](ω, r) = ψ±[i](ω) · rα[i]±.
Again, we insert Ψ±[i](ω, r) into the equation Lλw = 0, written in polar coordi-
nates (61), we find, that the ψ±[i] solve
L×λ v = −∆SCv(ω) +
(
V ×(ω)− λ · (〈A〉×)2(ω)) · v(ω) = (α±[i]2 + (n− 2) · α±[i]) · v,
For Gi we apply the spectral theory for bounded domains and observe that the positive
eigenfunctions ψ±[i] must equal the uniquely determined first Dirichlet eigenfunction
ψ[i] for the first eigenvalue µ[i] of L×λ . Thus we have
ψ[i] = ψ−[i] = ψ+[i] and µ[i] = α−[i]
2 + (n− 2) · α−[i] = α+[i]2 + (n− 2) · α+[i],
hence µ[i] ≥ −((n− 2)/2)2 and we have µ[i] ≥ µ[i+1], as is seen from the variational
characterization of these eigenvalues, since the space of admissible test functions on
Gi is a subset of the corresponding function space over Gi+1.
When suitably normalized, the first Dirichlet eigenfunction ψ[i] > 0 of L×λ on the
Gi, for i → ∞, uniquely converge C3-compactly on SC \ ΣSC to an eigenfunction
ψ∗ > 0 with eigenvalue µ∗ = limi→∞ µ[i] ≥ −((n − 2)/2)2. We also define the limits
α∗± := limi→∞ α±[i].
From this we observe as in 5.3 that ψ∗ > 0 is the non-weighted ground state of
L×λ on SC \ ΣSC for the eigenvalue µ∗ > −∞. We observe that L×λ , and hence L×,
are shifted skin adapted. Namely, 〈A〉× > cSC > 0 and thus with the non-weighted
principal eigenvalue µ∗ of L×λ , the principal eigenvalue of δ
2
〈A〉× · L×λ remains finite.
Therefore, L×λ is a natural Schro¨dinger operator.
Comparison Arguments Now we compare these solutions with [0], [1] ∈ ∂M (C,Lλ).
From the fact that there are no positive solutions for L×λ v = µ · v, when µ < µ∗, we
see that
(66) α2± + (n− 2) · α± ≥ µ∗ ≥ −((n− 2)/2)2
In turn, the solution Ψ+ = ψ(ω) · rα+ L-vanishes along σ̂C \ {∞}, in particular in 0,
and this implies the estimate
(67) α∗+ ≥ α+ and thus µ∗ ≥ α2± + (n− 2) · α±
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From (66) and (67) we conclude
µ∗ = α2± + (n− 2) · α± and therefore α± = α∗±.
Since [0] 6= [1] ∈ ∂M(C,Lλ), we further infer that
α− < −(n− 2)/2 < α+ and α2± + (n− 2) · α± > −((n− 2)/2)2.
Also, the ψ± belong to the eigenvalue α
2
± + (n− 2) · α± = µ∗. Since the ground state
is uniquely determined, we have ψ := ψ− = ψ+ = ψ
∗ is the ground state of L×λ . 
Remark 5.16 (Symmetry versus Uniformity) At first sight, the previous re-
sult seems to be plausible as a consequence of the cone symmetry alone. However, it
also substantially rely its (skin) uniformity. To illustrate this point, we discuss an ex-
ample due to Ioffe and Pinsky [IP]. They studied the following domains in Rn, n ≥ 3:
for some smooth f : R≥0 → R>0 and F : Rn−1 → R with F (x) := f(|x|) choose the
domain Df := {(x1, .., xn) ∈ Rn | |x1| < F (x2, .., xn)}.
[IP] contains an analysis of Martin boundary of Df for the Laplacian, for instance,
for the following two standard types of functions:
f1(t) = c1 · t+ c2, f2(t) = c1 · (t+ 1)γ + c2, for constants ci > 0, γ ∈ (0, 1).
Note that Df1 contains the open cone Dc1·t ⊂ Rn, while Df2 compresses to the hyper-
plane Rn−1 × {0} when we scale Df2 by constants s→ 0.
In both cases ∂Dfi is a Lipschitz boundary and thus one has BHPs, with the
possible exception for the point at infinity, and [IP],Th.1, actually says:
• the Martin boundary at infinity of Df1 equals precisely one point,
• the Martin boundary at infinity of Df2 equals Sn−1.
We may retrieve the first result, for Df1, from the fact that it is a uniform domain, as
one readily checks. Df2 is not uniform as can be seen from the mentioned scaling com-
pression to a hyperplane and, with hindsight, from the fact that its Martin boundary
at infinity contains more than one point. 
Along the lines of 5.15, we also find all fixed points of the scaling action.
Corollary 5.17 (Non-Minimal Fixed Points) Let C be an area minimizing cone,
L a natural Schro¨dinger operator. Then we have for the skin adapted operator Lλ =
L− λ · 〈A〉2 · Id, for λ < λ〈A〉L,C, and any α ∈ (α−, α+):
• There are non-minimal solutions of Lλ u = 0 reproducing under the scaling
action C \ σ:
(68) ψ(ω) · rα, where
ψ > 0 is a solution of L×λ v = (α
2 + (n− 2) · α) · v, on SC \ ΣSC .
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• The collection of these solutions and the minimal solutions Ψ± of 5.15 make up
the complete set of all fixed point solutions (up to multiples).
• The operator L×λ,α := L×λ − (α2 + (n− 2) · α) is skin adapted.
• Therefore, ∂M (SC , L×λ,α) ∼= ΣSC and any positive non-minimal fixed point solu-
tions of Lλ u = 0 can written as
(69) Ψα,µ˜(ω, r) := ψα,µ˜(ω) · rα :=
∫
ΣSC
k˜(x; y) dµ˜(y) · rα
where k˜(x; y) denotes the Martin kernel of L×λ,α on SC \ σ and µ˜ is a (unique)
finite Radon measure on ΣSC associated to Ψα,µ˜.
Proof Most of this follows readily from the proof of 5.15. What remains is to
see that for any α ∈ (α−, α+), α± = α±(λ) = −n−22 ±
√(
n−2
2
)2
+ µC,L×λ
, the operator
is L×λ,α := L
×
λ − (α2 + (n− 2) · α) is skin adapted.
For this, we use λ < λC . For any ε > 0, we find a small δ > 0 with λ+ δ < λC so
that
|µC,L×λ − µC,L×λ+δ | ≤ ε.
We infer, that for any α ∈ (α−(λ), α+(λ)) there are sufficiently small ε and δ so that
the non-weighted principal eigenvalue of L×λ+δ − (α2 + (n − 2) · α) and, thus, that of
δ2〈A〉× · (L×λ+δ − (α2 + (n− 2) · α)), is non-negative.
This shows that any α ∈ (α−(λ), α+(λ)), there is some δ(α) > 0 so that the prin-
cipal eigenvalue of δ2〈A〉× · L×λ,α is ≥ δ(α), that is, L×λ,α is skin adapted. 
Since any positive solution of Lw = 0 for natural skin adapted L can be written as
a convex combination of minimal solutions, the Martin integral, the minimal solutions
Ψ± still play their role of attractors for the scaling action relative general solutions.
From this we also see that minimal growth of solutions Lw = 0 is a natural property
conserved under convergence of area minimizing hypersurfaces:
Proposition 5.18 (Recovery Processes) Let L be a natural Schro¨dinger operator,
H ∈ SH and C ∈ SC. Then we have:
(i) For any solution u > 0 on C \ σC of L(C)w = 0, we get a locally uniform
convergence:
S∗η(u+Ψ−)→ Ψ− for η →∞ and S∗η(u+Ψ+)→ Ψ+, for η → 0.
where we think of the functions S∗η(u+Ψ±) and the limit Ψ± being (re)normalized
to value 1 in some common basepoint p ∈ C \ σC.
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(ii) For any solution u > 0 on H \ΣH of L(H)w = 0, L-vanishing along V ∩ Σ̂, for
some open V ⊂ H and y ∈ V ∩ Σ̂, the induced* solutions on tangent cones C in
y L-vanish along σC.
*A detailed discussion of the definition and properties of induced solutions is given in
[L2],Ch.2.1 and 2.2.
Proof (i) follows from 5.14(ii) viewing u as a Martin integral and the relation
α− < −(n−2)/2 < α+ for the extremal growth rates of Ψ±, which characterizes these
minimal functions. Observe that scaling of R+ by some η > 0 and α ∈ (α−, α+) gives
the locally uniform convergence:
(η · r)α/(η · r)α− → 0, for η → 0 and (η · r)α/(η · r)α+ → 0, for η →∞,
from (η · r)α = ηα · rα.
(ii) We consider the minimal growth relations 5.8(ii) and observe that for a solution
u > 0 that L-vanishes along V ∩ Σ̂, we can infer that for the minimal function k(·; y),
associated to the Dirac measure at y, with y ∈ U ∩ Σ̂ with U ⊂⊂ V , there is a constant
cy > 0 so that
(70) u ≤ cy · k(·; y), on U
Under increasing scalings around y, and suitable (re)normalizations, the solutions
v1 = u and v2 = k(·; y) of L(H)w = 0 induce positive solutions v∗i of L(C)w = 0 on
each of the tangent cones C at y. Under this blow-up process this inequality, with
suitably adjusted constant, is inherited to any ball Br(0) ∩ C, r > 0.
In turn, on C, one verifies that v∗2 is again the limit of Green’s functions GC(x, pn),
pn → 0. This follows from the general characterization of GC , cf.[An3],Ch.1. But
this general argument does not imply that the GC are minimal Green’s functions.
Thus, at this stage, the Radon measure associated to v∗2 could be the Dirac measure at
0 ∈ C, but accompanied by some non-trivial density outside 0. However, for a natural
Schro¨dinger operator it is precisely the Dirac measure at 0.
Namely, we observe from part (i) that any such v∗2 converges to k(·; 0) for increas-
ingly large scalings around 0. But v∗2 may already be viewed as the result of such a
blow-up process and thus it already was k(·; 0).
Now we recall that v∗2 = k(·; 0), L-vanishes towards σ̂C \ {0}. This shows that v∗1
L-vanishes towards σC . 
5.4 Conformal Laplacians
Now we focus on a subclass of natural Schro¨dinger operators one typically encounters
in applications in scalar curvature geometry and derive some (more) explicit growth
estimates.
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Proposition 5.19 (Eigenvalue Estimates for JC and LC) Let C be a singular
area minimizing cone. Then we get the following estimates for the Jacobi field operator
JC and the conformal Laplacian LC :
• The principal eigenvalue λJC ,C of JC is non-negative and we have
µC,(JC)×λ
≥ −
(
n− 2
2
)2
, for any λ ≤ λJC ,C .
• There are constants Λn > λn > 0 depending only on n so that: For any λ ≤ Λn,
(LC)λ is skin adapted and we have
µC,(LC)×λ
≥ −1/4 ·
(
n− 2
2
)2
, for any λ ≤ λn, and thus
α+ ≥ −(1−
√
3/4) · n− 2
2
, α− ≤ −(1 +
√
3/4) · n− 2
2
, for λ ≤ λn.
Moreover, for λ ∈ (0, λn], we have µC,(LC)×λ < −ηλ < 0 and hence:
−ϑλ > α+ ≥ −(1−
√
3/4)·n − 2
2
> −n− 2
2
> −(1+
√
3/4)·n − 2
2
≥ α− > ϑλ−(n−2).
for some constants ηλ, ϑλ > 0, depending only on λ and n.
Proof From 5.10(iv) we know that λJC ,C ≥ 0. For λ < λJC ,C , JC is skin adapted
and thus we have the lower bound µC,(JC)×λ
> − (n−2
2
)2
. From 5.15, we also find a
common upper bound for µC,(JC)×λ
, for all λ with λ < λJC ,C ≤ λ + ε, for any ε > 0
given.
Next we recall that the ground state v > 0 is uniquely determined. It follow from
standard elliptic theory applied to the given set of eigenvalue equations that v is the
unique C3-limit of solutions vn > 0 of (JC)(λJC,C−1/n)w = 0, n ∈ Z>0, (note that in
this case we have locally uniform bounds on the coefficients) and hence we find that
µC,(JC)×λJC,C
≥ − (n−2
2
)2
.
For LC we first notice that there is common Λn > 0 for all area minimizing cones in
Rn+1 so that (LC)λ is skin adapted for all λ ≤ Λn. For each of the C this is just 5.10(i).
The uniform estimate then follows from the compactness of the space of singular cones.
Now we estimate the variational integral for µC,(LC)×λ
for any smooth function f
compactly supported in SC \ ΣSC = ∂B1(0) ∩ C \ σC . To this end, we use
• the estimate µC,(JC)×0 ≥ −
(
n−2
2
)2
,
• the Hardy inequality (1) for the skin transform 〈A〉|SC where we can choose
the constant τ(〈A〉, C) = τn > 0 uniformly for all cones (this follows from the
naturality of 〈A〉 as discussed in [L1],Prop.3.4 for an explicit sample of 〈A〉),
68
• the identity scalC ≡ −|A|2, valid for minimal hypersurfaces in any Ricci flat
space, from the Gauß-Codazzi equation (57):
(71)
∫
SC
f · (LC)×λ f dA =
∫
SC
|∇f |2 +
(
n− 2
4(n− 1) · scalC |SC − λ · 〈A〉|
2
SC
)
· f 2 dA ≥
∫
SC
|∇f |2 − n− 2
4(n− 1) · |A|
2 · f 2dA−max{0, λ/τn} ·
∫
SC
|∇f |2 + |A|2 · f 2dA.
For λ/τn <
1
4(n−1)
, and |f |L2 = 1, this can be lower estimated by
≥ 1/4 ·
∫
SC
|∇f |2 − |A|2 · f 2dA ≥ 1/4 · µC,(JC)×0 ≥ −1/4 ·
(
n− 2
2
)2
.
Hence, for λn := 1/2 ·min{Λn, τn4(n−1)}, we have
µC,(LC)×λ
≥ −1/4 ·
(
n− 2
2
)2
, for λ ≤ λn.
Finally, for λ ∈ (0, λn], we observe, since the codimension of ΣSC is > 2 and scalC ≤
0, we can find a function f ∈ C∞0 (SC \ ΣSC ) equal to 1 outside a small enough
neighborhood of ΣSC and equal to 0 very close to ΣSC so that∫
SC
|∇f |2+
(
n− 2
4(n− 1) · scalC |SC − λ · 〈A〉|
2
SC
)
·f 2 dA < −1/2·
∫
SC
λ·〈A〉|2SC ·f 2 dA < 0.
Due to the naturality of skin transforms and the compactness of the space of all
singular area minimizing cones C ⊂ Rn+1 in flat norm topology and in compact C5-
topology outside the singular sets, we know that there common positive lower bound
on
∫
SC
〈A〉|2SC dA for all such C.
This means, there are constants ηλ, ϑλ > 0, depending only on λ > 0 and n, so
that
µC,(LC)×λ
< −ηλ < 0 and, therefore, 0 > −ϑλ > α+ and α− > ϑλ− (n− 2) > −(n− 2).
for any singular area minimizing cone C. 
In inductive cone reduction arguments we use iterated blow-ups around a series
of singular points. This operation suggests to consider also some variants of these
operators.
Iterative blow-ups are processes where we first blow-up around some p0 ∈ ΣH and
get a tangent cone C1. While scaling around 0 ∈ σC1 just reproduces C1, blow-ups
around singular points p1 6= 0 ∈ σC1 generate some area minimizing cones C2 that
can be written as a Riemannian product C2 = R × C3, for a lower dimensional area
minimizing cone C3.
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This way we encounter cones Cn ⊂ Rn+1 which can written as a Riemannian prod-
uct Rn−k × Ck, where Ck ⊂ Rk+1 is a lower dimensional area minimizing cone.
In this case we observe that the minimal function Ψ+(ω, r) in Martin boundary for
(LCn)λ on C
n shares the Rn−k-translation symmetry with the underlying space Rn−k×
Ck since Ψ+(ω, r) is uniquely determined. From this, we observe that Ψ+(ω, r)|{0}×Ck
satisfies the equation
(LCk,n)λΨ+(ω, r)|{0}×Ck = 0.
where
LCk,n := −∆− n− 24(n− 1) · |A|
2, for n ≥ k and (LCk,n)λ = LCk ,n − λ · 〈A〉2
Thus LCk ,n is a dimensionally shifted version of the conformal Laplacian on the cone
Ck. ∆, |A|2 and 〈A〉2, are the entities intrinsically defined on Ck. The dimensional
shift comes from using n−2
4(n−1)
in place of k−2
4(k−1)
. The next two results describe the
analysis of these operators.
Proposition 5.20 (Dimensionally Shifted LC) Let C
k ⊂ Rk+1 be a singular area
minimizing cone and n ≥ k. Then we have
• LC,n is skin adapted and the principal eigenvalue can be uniformly lower estimated
for all k-dimensional cones by a positive constant Λ∗k > 0 independent of n ≥ k.
• There is a constant λ∗k ∈ (0,Λ∗k), depending only on k, so that for any n ≥ k:
µC,(LC,n)×λ
≥ −1/3 ·
(
k − 2
2
)2
, for any λ ≤ λ∗k and hence
α+ ≥ −(1−
√
2/3) · k − 2
2
, α− ≤ −(1 +
√
2/3) · k − 2
2
.
Moreover, for λ ∈ (0, λ∗k] we have µ∗C,(LC,n)×λ < −η
∗
λ < 0 and hence
−ϑ∗λ > α+ ≥ −(1−
√
2/3)· k − 2
2
> −k − 2
2
> −(1+
√
2/3)· k − 2
2
≥ α− > ϑ∗λ−(k−2),
for some constants η∗λ, ϑ
∗
λ > 0, depending only on λ and k.
Proof To check the skin adpatedness assertions we note that n−2
4(n−1)
< 1/4. Thus,
we have from (59):
(72)
∫
C
|∇f |2 − n− 2
4(n− 1) · |A|
2 · f2 dA ≥
∫
C
|∇f |2 − 1/4 · |A|2 · f2 dA ≥
≥
∫
C
k
2(k − 1) · |∇f |
2 +
k − 3
4(k − 1) · |A|
2 · f2 dA
and for some τ∗k > 0 depending only on the dimension we get the estimate:
≥ k − 3
4(k − 1) ·
∫
C
f · L⊥f dA ≥ τ∗k ·
k − 3
4(k − 1) ·
∫
C
〈A〉2 · f2 dA =: Λ∗k ·
∫
C
〈A〉2 · f2 dA.
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For the eigenvalue estimate on SC we write for any λ < Λ
∗
k:
(73)
∫
SC
f · (LC,n)λf dA =
∫
SC
|∇f |2 −
(
n− 2
4(n− 1) · |A|
2 + λ · 〈A〉2
)
· f 2 dA ≥
∫
SC
|∇f |2 − 1/4 · |A|2 · f 2dA−max{0, λ/τk} ·
∫
SC
|∇f |2 + |A|2 · f 2dA.
For λ/τk < 1/16, and |f |L2 = 1, this can be lower estimated by
≥ 1/3 ·
∫
SC
|∇f |2 − |A|2 · f 2dA ≥ 1/3 · µC,(JC)×0 ≥ −1/3 ·
(
k − 2
2
)2
.
Hence, for λ∗k := 1/2 ·min{Λ∗k, 1/16}, we have µC,(LC,n)×λ ≥ −1/3 ·
(
k−2
2
)2
, for λ ≤ λ∗k.
For λ ∈ (0, λ∗k], we observe again, as in 5.19, that there are f ∈ C∞0 (SC \ΣSC ) with∫
SC
|∇f |2 +
(
n− 2
4(n− 1) · scalC |SC − λ · 〈A〉|
2
SC
)
· f 2 dA < 0.
Similarly as before, there are constants η∗λ, ϑ
∗
λ > 0, depending only on λ > 0 and k, so
that
µ∗
C,(LC,n)
×
λ
< −η∗λ < 0 and, therefore, 0 > −ϑ∗λ > α+ and α− > ϑ∗λ−(k−2) > −(k−2).
for any singular area minimizing k-dimensional cone Ck. 
Complementary to the previous discussions, where we mostly focussed on the radial
growth rate, we now describe some global properties of the spherical component ψC(ω)
of Ψ±[n, k](ω, r) = ψC(ω)·rα± defined on SC\ΣSC . In turn, these results ensure uniform
estimates for the radial growth, near the singular set.
Proposition 5.21 (Global Harnack Estimates for ψC) For any k with n ≥ k ≥
7, we consider the two solutions Ψ±[n, k](ω, r) = ψC(ω) · rα± of (LCk ,n)λw = 0, for
some λ ∈ (0, λ∗k], on a cone Ck ∈ SCk, corresponding to 0 resp. ∞ in the Martin
boundary σ̂C.
Then, there are constants an,k,λ > 0, depending only on n, k, λ, and bn,k,λ,ρ addi-
tionally depending on ρ > 0, but not on the cone Ck:
(i) |ψC |Lp(SC\ΣSC ) <∞, for p < k−1k−3 .
(ii) |ψC |L1(SC\ΣSC ) ≤ an,k,λ · infω∈SC\ΣSC ψC(ω).
(iii) supω∈E(ρ) ψC(ω) ≤ bn,k,λ,ρ · |ψC |L1(SC\ΣSC ), for E(ρ) = {x ∈ SC | 〈A〉(x) ≤ ρ−1}.
Similarly, |v|Lq(B1(0)∩Ck) <∞, for q < kk−2, for any solution v > 0 of (LCk,n)λw = 0
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Proof For 0 < ρ2 := λ/η∗λ < −λ/µ∗C,(LC,n)×λ and any C ∈ SH
R
n we have
n− 2
4(n− 1) · |A|
2
C(ω, 1) + λ · (〈A〉×)2(ω) + µ∗C,(LC,n)×λ > 0 on I(ρ).
Thus, we observe, ψC(ω) > 0 is a superharmonic function on I(ρ): −∆SCψC(ω) ≥
−∆SCψC(ω)−
( n− 2
4(n− 1) · |A|
2
C(ω, 1)+ λ · (〈A〉×)2(ω)
)
·ψC(ω)−µ∗C,(LC,n)×λ ·ψC(ω) = 0
Although SC ⊂ ∂B1(0) is not a global area minimizer, it is an almost minimizer and it
shares the regularity theory with proper area minimizers and we can also locally apply
the Bombieri-Giusti Harnack inequality [BG],Th.6,p.39 in the following form: For any
superharmonic w > 0 defined on the regular portion of on a extrinsically measured
ball BR(x) ∩ SC of sufficiently small radius R > 0 we have
0 <
{
1
V oln−1(SC ∩ Br(x))
∫
wp
}1/p
≦ C · inf
Br(x)
w
for r ≦ βn ·R and p < k−1k−3 for some constants C = C(SC , p), βn > 0. We apply this to
a finite cover Br(pj), j = 1, ...m of ΣSC by sufficiently small balls so that BR(pj) ⊂ I(ρ).
Since the complement of these open balls in SC \ ΣSC is compact, we see that
infSC\ΣSC ψC(ω) > 0 and |ψC |Lp(SC\ΣSC ) <∞ and we also obtain the (trivial) estimate
supω∈E(ρ) ψC(ω) ≤ bC,ρ · |ψC |L1(SC\ΣSC ), for some suitably large bC,n,k,λ,ρ > 0, for each
individual cone C.
From the, up to multiples, uniqueness of ψC , the compactness of SCk, the naturality
of |A| and 〈A〉 and the standard elliptic theory for (LC,n)×λ , we infer the existence of
some common an,k,λ > 0 for all C
k ∈ SCk, so that
|ψC |L1(SC\ΣSC ) ≤ an,k,λ · infω∈SC\ΣSC
ψC(ω),
for any Ck ∈ SCk. This way we also get a common bn,k,λ,ρ > 0 for all cones Ck ∈ SCk
so that supω∈E(ρ) ψC(ω) ≤ bn,k,λ,ρ · |ψC |L1(SC\ΣSC ).
The assertion that |v|Lq(B1(0)∩Ck) < ∞, for q < kk−2 , for any solution v > 0 of
(LCk,n)λw = 0 follows completely similarly from the Bombieri-Giusti Harnack in-
equality. 
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