Introduction
Manifold learning [2, 5, 30, 34, 39, 12] has become a popular topic in machine learning and computer vision in the last few years, as many objects of interests (like natural images, or sequences representing walking persons), in spite of their apparent high dimensionality, live in a non-linear space of usually limited dimension. Many unsupervised algorithms (e.g. locally linear embedding [29] ) take an input dataset and embed it into some other space, implicitly learning a metric. Extensions learning a full metric for the whole input space have been recently formulated [4] . Extremely interesting is the case in which the objects of interest (whose lower dimensional manifold we would like to identify) are not simple collections of real numbers (vectors), but are complex structures such as, for instance, graphs, trees, or graphical models. The branch of machine learning dealing with the representation and classification of such complex objects goes under the name of "structured learning", and has achieved widespread popularity in the last few years. In particular, videos or image sequences are often represented as realizations of some sort of dynamical model, either stochastic (e.g. HMMs) or deterministic (e.g. ARMA). Such an approach has proven to be effective in problems such as video coding, action recognition, or identity recognition from gait [33] .
Recognizing human activities from video is indeed a significant example of such applications. Even though the formulation of the problem is simple and intuitive, activity recognition is a much harder problem than it may look. Motions inherently possess an extremely high degree of variability. Methods which neglect to take into account action dynamics for recognition have recently proven very effective. Typically, these approaches extract spatio-temporal features from the 3D volume associated with a video [19, 38] .
Fabio Cuzzolin Department of Computing, Oxford Brookes University, OXFORD, UK OX33 1HX, e-mail: fabio.cuzzolin@brookes.ac.uk However, encoding the dynamics of videos or image sequences by means of some sort of dynamical model can be useful in situations in which the dynamics is critically discriminative. Chaudry et al [8] , for instance, have used nonlinear dynamical systems (NLDS) to model times series of histograms of oriented optical flow, measuring distances between NLDS by means of Cauchy kernels. Wang and Mori [35] , instead, have proposed to use sophisticated max-margin conditional random fields to address locality by recognizing actions modeled as constellations of local motion patterns. Generally speaking, dynamical representations are very effective in coping with time warping or helping with the crucial issue of action segmentation. Dynamic textures [11] based on deterministic linear dynamical systems (LDS) have proven to be effective in video coding.
In all these scenarios, action (or identity) recognition reduces to classifying dynamical models. One way of doing this is to learn a new model for each test image sequence, measure its distance from the old models, and attribute to the new sequence the label of the closest model. A number of distance functions between linear systems have indeed been introduced [6, 23, 32] , and a vast literature about dissimilarity measures between Markov models also exists [10, 36] , mostly about variants of the Kullback-Leibler divergence [20] .
Consider, though, the general problem of classifying a dynamical model (as the representative of an input image sequence). Since models (or sequences) can be endowed with different labeling, while maintaining the same geometrical structure, no single distance function can possibly outperform all the others in each and every classification problem. A reasonable approach, when possessing some a-priori information, consists therefore in trying to learn in a supervised fashion the "best" distance function for a specific classification problem [2, 5, 30, 34, 39, 12] . A natural optimization criterion seeks to maximize the classification performance achieved by means of the learnt metric. Efforts have been done in this sense in the linear case [31, 37] . However, as even linear dynamical models live in a nonlinear space, the need for a principled way of learning Riemannian metrics from such data naturally arises. Such a tool is provided by the formalism of pullback metrics. If the models belong to a Riemannian manifold M , any diffeomorphism of M onto itself (or automorphism) induces such a metric on M . By designing a suitable parameterized family of automorphisms we obtain a family of pullback metrics on M we can optimize upon.
In this chapter we propose a general framework for learning the optimal pullback metric for a data-set D of dynamical models. Assume each input observation sequence is mapped to a model of a certain class by parameter identification. If such models belong to a Riemannian manifold (for instance endowed with the Fisher metric [1] ) we can design a parametric family of automorphisms which induce a family of pullback metrics. If the training set of models is labeled, we can then find the parameter of the metric which optimizes classification performance by crossvalidation [7] . Otherwise, the metric which optimizes some purely geometric objective function can be sought (like, for instance, the inverse volume of the manifold around the data-points in D [21] ).
In particular, we consider here the class A R(2) of multidimensional autoregressive models of order 2. We study the Riemannian structure of their manifold, and design a number of automorphisms inducing families of parameterized pullback metrics on A R(2). We apply this framework to identity recognition from gait. We use the video sequences of the Mobo database [15] to prove that classifiers based on an optimal pullback Fisher metric between stochastic models significantly improve classification scores with respect to what obtained by standard, a-priori distance functions.
Learning pullback metrics for linear models
Let us suppose a data-set of dynamical models is available. Suppose also that such models live on a Riemannian manifold M of some sort, i.e, a Riemannian metric is defined in any point of the manifold. Any automorphism (a differentiable map) from M to itself induces a new metric, called "pullback metric". The use of pullback metrics has been recently proposed by Lebanon [21] in the context of document retrieval. However, pullback metrics are a well studied notion of differential geometry [17] , which has found several applications in computer vision [18] .
Pullback metrics
Formally, consider a family of automorphisms between the Riemannian manifold M in which the data-set D = {m 1 , ..., m N } ⊂ M resides and itself:
Let us denote by T m M the tangent space to M in m. Any such automorphism F is associated with a "push-forward" map Figure 1) . Consider now a Riemannian metric
Roughly speaking, g determines how to compute scalar products of tangent vectors v ∈ T m M . The map F induces a pullback metric g * on M :
(1) Fig. 1 The push-forward map F * associated with an automorphism F on a Riemannian manifold M
The scalar product of two vectors u, v of T m M according to g * is computed as the scalar product with respect to the original metric g of the images F * u, F * v of the vectors u, v under the push-forward map F * . The pullback geodesic between any two points m 1 , m 2 of the manifold M is the geodesic connecting their images with respect to the original metric. If we manage to define an entire class of such automorphisms depending on some parameter λ , we get a corresponding family of pullback metrics on M , also depending on λ . We can then define an optimization problem over such a family in order to select an "optimal" metric, which in turn determines the desired manifold. The nature of this manifold will depend on the objective function we choose to optimize.
Fisher metric for linear models
To apply the pullback metric framework to dynamical models, we first need to define a structure of Riemannian manifold on them. The study of the geometrical structure of the space formed by a family of probability distribution is due to Rao, and has been developed by Nagaoka and Amari [1] . A family S of probability distributions p(x, ξ ) depending on a n-dimensional parameter ξ can be regarded in fact as an n-dimensional manifold. If the Fisher information matrix
is a Riemannian metric, and S is a Riemannian manifold. The Fisher information matrix for several manifolds of linear MIMO systems has been computed in [16] .
General framework
As linear dynamical models do live in a Riemannian space, we can apply to them the pullback metric formalism and obtain a family of metrics on which to optimize. Itoh et al [17] have indeed recently done some work on pullbacks of Fisher information metrics.
Here we design a general framework for learning an optimal pullback metric from a training set of dynamical models, as depicted in Figure 2 .
.., N} of variable length T k is available; 2. from each sequence, a dynamical model m i of a certain class C is estimated by parameter identification, yielding a data-set of such models D = {m 1 , ..., m N }; 3. models of a certain class C belong to a manifold M C ; its atlas of coordinate charts has to be known 1 ; 4. to measure distances between pairs of models on the manifold M C , either a distance function d M or a proper Riemannian metric g M have to be defined on it; 5. in the case of a Riemannian metric, it is necessary to know the geodesic path between two models in order to compute the associated geodesic distance; 6. a family F λ of automorphisms from M C onto itself, parameterized by a vector λ , is designed to provide a search space of metrics from which to select the optimal one; 7. F λ induces a family of pullback metrics (1) 
respectively; 8. we optimize over this family of pullback distances/metrics in order to find the optimal such function/metric, according to some objective function; 9. this yields an optimal pullback metricĝ * or distance functiond * ; 10. in the metric case, knowing the geodesics of M suffices to compute the geodesic distances on M based onĝ * ; 11. the optimal distance function can finally be used to cluster or classify new "test" models/sequences.
Objective functions: classification performance and inverse volume
When the data-set of models is labeled, we can exploit this information to determine the optimal metric/distance function. In particular, we can use cross-validation [7] to optimize its classification performance by dividing the overall sample into a number v of folds. The models belonging to v − 1 folds are used as training sample, the remaining fold as testing sample, and the parameter of the pullback metric which optimizes the correct classification rate on fold v given the training set is selected.
As the classification score is hard to describe analytically, we can extract a number of random samples from the parameter space and pick the maximal performance sample.
When the training set is unlabeled, manifold learning has to be based on purely geometrical considerations. G. Lebanon [21] has recently suggested in the context of document retrieval an approach that seeks to maximize the inverse volume element associated with a metric around the given training set of points [24] :
where g(m k ) denotes the Riemannian metric in the point m k of the data-set D living on a Riemannian manifold M . This amounts to finding a lower dimensional representation of the dataset, in a similar fashion to LLE [29] or laplacian eigenmaps [3] , where dimensionality reduction is often considered a factor in improving classification. The computation of (2) requires that of the Gramian det g. To find the expression of the Gramian associated with a pullback metric (1) we first need to choose a base of the space T m M tangent to M in m. Let us denote by {∂ i , i = 1, ..., dim M } the base of T m M . The push-forward of the vectors of this base yields a base for T F(m) M . By definition, the push-forward F * λ of a vector v ∈ T m M under a an automorphism F λ with parameter λ is given by [21] :
The automorphism F λ induces a base for the space of vector fields on M , w i . = {F * λ (∂ i )}, for i = 1, ..., dim M . We can rearrange these vectors as rows of a matrix:
The volume element of the pullback metric g * in a point m ∈ M is the determinant of the Gramian [21] 
If J is a square matrix (as in the rest of this chapter) we get simply:
After plugging (3) into (2) we obtain the function to minimize.
Pullback metrics for multidimensional autoregressive models
In virtue of their importance as a class of dynamical models, and their relative simplicity, we consider here the class of stable autoregressive discrete-time processes of order 2, M = A R(2), in a stochastic setting in which the input signal is a Gaussian white noise with zero mean and unit variance.
The basis manifold
This set can be given a Riemannian manifold structure under Fisher metric. A natural parametrization uses as coordinates the non-unit coefficients (a 1 , a 2 ) of the denominator of the transfer function:
which corresponds to the AR difference:
The basis manifold M and the associated Fisher metric in the scalar case have been studied in the context of control theory [25, 27] . We build here on these results to determine a coordinate chart and a product Fisher metric on the manifold A R(2, p) of p-dimensional AR models. We will then be able to design two different families of automorphisms on A R(2, p), and use the framework of Section 2 to determine there two families of pullback distance functions.
The basis manifold A R(2, 1) in the scalar case
Let us consider first the scalar case p = 1 of a single output channel. To impose the stability of the transfer function (4) the necessary conditions are 1 + a 1 + a 2 > 0, 1 − a 1 + a 2 > 0, and 1 − a 2 > 0. The manifold of stable AR(2,1) systems is then composed by a single connected component (see Figure 3-left) . The Fisher tensor is [25] :
with volume element 
The multidimensional case
In the multidimensional case, an autoregressive model is composed of p separate channels, each characterized by a transfer function
(assuming their independence). When using two coefficients a i 1 , a i 2 to describe each channel, each p-dimensional AR system has coordinates a = [a i 1 , a i
i.e., the Cartesian product of the manifolds associated with the individual channels. As a Cartesian product of a number of simplices (triangles), A R(2, p) turns out to be a polytope in R 2p . Such polytope has in general n 1 × · · · × n p vertices, the product of the number of vertices of the individual simplices. In our case, A R(2, p) is a polytope with 3 p vertices:
Each p-dimensional AR system a also possesses, therefore, a vector of simplicial coordinates in the polytope A R(2, p):
such that
Product metric
On the Cartesian product M 1 × M 2 of two Riemannian manifolds with metrics g
and g M 2 q , respectively, one can define the product metric on
:
where
is the natural projection of a point of the Cartesian product onto one of the component manifolds. The definition can be extended to any finite number of manifolds. The product metric g A R(2,p) is described by a 2p × 2p block diagonal matrix, whose p 2 × 2 blocks are copies of the metric (5) valid in the scalar case:
. Its volume element det g A R(2,p) is (given the expression (6) of the scalar volume element det g A R(2,1) ):
Geodesics
To compute the distance between two points of a Riemannian manifold (and therefore, in particular, between two dynamical models) the metric is not sufficient. It is necessary to compute (analytically or numerically) the shortest path connecting any such pair of points on the manifold (geodesic). All the geodesics of stable AR(2, 1) systems endowed with the Fisher metric (5) as a function of the Schur parameters γ 1 = a 1 /(1 + a 2 ), γ 2 = a 2 have been analytically computed by Rijkeboer [27] :
In the general case AR(2, p), unfortunately, the manifold's geodesics are not analytically known. However [26] :
The sub-manifolds of a product manifold are geodesic, i.e., all geodesic paths on the individual sub-manifolds are geodesics of the product manifold too.
In our case, as A R(2, p) is itself a product manifold (7), the (known) geodesics of the "scalar" manifold A R(2, 1) are also geodesics of A R(2, p). As an approximation, therefore, we can measure the geodesic distance between two generic pdimensional autoregressive models by applying a generalization of Phytagoras' the- where d i (a, a ) is the distance of their projections on the i-th sub-manifold.
An automorphism for the scalar case
To build a parameterized family of Riemannian metrics for A R(2, p) it is necessary to choose a family of automorphisms of the manifold onto itself (Section 2). The more sophisticated is the set of automorphisms, the larger is the search space to optimize the metric on. One possible choice for an automorphism of A R(2, 1) is suggested by the triangular form of the manifold, which has three vertices (see Figure 3-left) . Let m = [m 1 , m 2 , m 3 ] collect the "simplicial" coordinates of a system a ∈ A R(2, 1) in the manifold:
A natural automorphism of a simplex onto itself is given by "stretching" the simplicial coordinates of its point by a set of weights λ = [λ 1 , λ 2 , λ 3 ] such that ∑ j λ j = 1, λ j ≥ 0:
where λ · m denotes the scalar product of the two vectors λ , m. The application (10) stretches the triangle towards the vertex with the largest λ i (Figure 3 -right).
Product and global automorphisms for A R(2, p)
A product automorphism for the whole manifold A R(2, p) of multidimensional, p channel autoregressive models can be obtained by using (10), designed for scalar systems, as a building block. If we denote by
the simplicial coordinates of a system a in the i-th sub-manifold, such a system will be identified by a vector m = [m i , i = 1, ..., p] of 3p such coordinates. The mapping
with 3p parameters applies an automorphism (10) with parameter λ i to the projection of m onto each sub-manifold. In alternative, the global geometry of the product manifold A R(2, p) inspires a global automorphism which acts on the manifold as a whole, by multiplying its "polytopial" coordinates (8) by a set of convex weights
We obtain, up to normalization:
Volume element for A R(2, p) under product automorphism
Assume that the data-set of models is unlabeled. To select an optimal pullback metric for p-dimensional autoregressive models by volume minimization (2), we need to find the analytical expression of the determinant of the Gramian detg * λ (3) as a function of the parameter vector λ . By plugging it into the expression for the inverse volume (2) we obtain the objective function to optimize. We consider here the relatively simpler product diffeomorphism (11) . Notice that, in the product simplicial coordinates m = [m i , i = 1, ..., p] of a system of A R(2, p), the volume element of the product Fisher metric (9) reads as:
Theorem 1. The volume element of the Fisher pullback metric on A R(2, p) induced by the automorphism (11) is:
Proof. We need to compute the Gramian detg * λ (3) of the pullback metric under the automorphism (11) . Following the procedure of Section 2, we need to choose a basis of the tangent space
of the product manifold (7). The size 2p vectors
whose only non-zero entries are in positions 2i − 1, 2i, form such a basis. Let us express the product automorphism (11) 
. We have that, ∀i = 1, ..., p:
It follows that:
. We seek for all channels i = 1, ..., p the push-forward tangent vectors
We get:
and a similar expression for w i 2 . is clearly block diagonal. Its determinant is therefore the product of the determinants of the blocks:
By plugging the expressions for det J and det g A R(2,p) into that (3) of the pullback volume element, we get (13) .
The function to maximize is finally obtained by plugging (13) in the general expression (2). The normalization factor I(λ ) = M (det g * λ (m)) − 1 2 dm can be approximated as:
In the labeled case, instead, we find the optimal parameters λ by optimizing the classification performance on the available data-set by cross-validation. 
Tests on identity recognition
To test the actual, empirical effect of our approach to manifold learning on the classification of dynamical models, we considered the problem of recognizing actions and identities from image sequences. We used the Mobo database [15] , a collection of 600 image sequences of 25 people walking on a treadmill in four different variants (slow walk, fast walk, walk on a slope, walk carrying a ball), seen from 6 different viewpoints (Figure 4) . We selected all the sequences associated with the gaits "slow walk" and "walking on inclined slope", simulating this way the impact of nuisance factors actually present in gait identification, and making recognition more challenging.
Feature representation
As the Mobo database comes with pre-processed silhouettes attached to each image, we decided to use silhouette based-features to represent images. In gait ID images are usually preprocessed in order to extract the silhouettes of the walking person. However, this is by no means a limitation of the proposed approach. Indeed, more sophisticated 3D pose estimation methods could be used to run tests on the 3D setup [28] . We plan to run such tests in the near future.
We chose a simple but effective way of computing feature measurements for each frame. For each silhouette we detected its center of mass, rescaled it to the corresponding bounding box, and projected its contours on to one or more lines passing through its barycenter (see Figure 5 ). We favored this approach after testing a number of other different representations: the principal axes of the body-parts as they appear in the image [22] , size functions [14] , and a PCA-based representation of the contours. All turned out to be rather unstable.
Identification of a AR(2,p) model for each sequence
According to the scheme of Figure 2 each input sequence has to be represented by a dynamical model, in particular, an autoregressive model of order 2. Each component of the feature/observation vector, then, is associated with a different output channel of the AR(2,p) model (4) . We used the Matlab routine M = ARX(DATA, ORDERS) to identify by least-squares optimization the parameters a i 1 , a i 2 for each output channel i = 1, ..., p. The parameters of the ARX model structure A(q)y(t) = B(q)u(t − nk)e(t) are estimated using the classical least squares method. Both time and frequency-domain signals are supported. The only parameters are the orders of the different output channels: we invoked the routine as follows seqmodel = arx(data,'na',2 * eye(p,p));, setting the order of each channel at 2.
For comparison, for each input sequence we also identified a hidden Markov model [13] by applying the Expectation Maximization [9] algorithm. A hidden Markov model is a statistical model whose states {X k } form a Markov chain, and in which only a corrupted version y k ∈ R D of the state ("observation process") is observable. If we associate its n states with versors e i = [0, .., 0, 1, 0, .., 0] ∈ R n [13] we can write the model 2 as
Given a state X k = e j , the observations are assumed to have Gaussian distribution p(y k+1 |X k = e j ) centered around a vector C j = E[p(y k+1 |X k = e j )] which is the j-th column of the matrix C. The parameters of a hidden Markov model (16) are therefore the transition matrix A = [a i j ] = P(X k+1 = e i |X k = e j ), the matrix C collecting the means C j of the state-output distributions p(y k+1 |X k = e j ), and the matrix Σ of their variances. Given a sequence of observations {y 1 , ..., y T } they can be identified by means of the EM algorithm [9, 13] . Numerous distance functions between Markov models are offered in the literature. A classical pseudo-distance in the space of HMMs is derived from the Kullback-Leibler divergence [20] of two probability distributions. Arguably the simplest possible choice is to pick the product metric obtained by applying the Frobenius norm to A and C matrices respectively:
] is the trace. The Frobenius norm is inexpensive to compute, and often produces surprisingly good classification results.
Performances of optimal pullback metrics
To classify the test models, we adopted standard nearest neighbor classification: each testing sequence is attributed the label of the closest model in the training set. Note that by no means this is a limitation of the proposed approach: any advanced classification technique (Guassian kernels, SVMs, etc) can be used in cascade to our metric learning procedure. The classification performance was measured as the percentage of correctly classified sequences. For each run we randomly selected a training and a testing set in the database. Figure 6 plots the average classification performance (over 10 runs) of the following metrics on the space of autoregressive models of order 2 with p outputs: 1 -product Fisher metric g A R(2,p) ; 2 -pullback Fisher metric induced by the product automorphism (11) optimizing the classification performance after cross-validation on the training set; 3 -pullback Fisher metric induced by the global automorphism (12) for the same objective function; 4 -pullback Fisher metric induced by (11) with optimal inverse volume; 5 -Frobenius distance between HMMs.
Fifteen identities are here considered, with the parameter space sampled 200 times to detect the optimal parameters. The optimal classification pullback Fisher metrics induced by the proposed automorphisms are clearly superior to the standard Fisher distance over all experiments. The improvement margin ranges from 5% up to even 20%. We ran different tests involving a number of subjects ranging from 10 up to 22. Again, the performance of both pullback Fisher metrics obtained by maximizing classification score by n-fold validation (solid red and dashed red lines) is widely superior to that of the original Fisher distance (in solid black), or the naive Frobenius distance between HMMs (dashed black). The approach displays an interesting robustness to the expected decreasing performance as the problem grows more difficult, as optimal pullback classification rates are remarkably stable compared to those of classical metrics.
Influence of parameters
It is natural to conjecture that, when optimizing the classification performance in the cross-validation procedure described in Section 2, a larger training set should lead to identify more effective automorphism parameters. Indeed, Figure 7 -left shows the behavior of the considered metrics as a function of the size of the training set When the optimal parameter is the result of a more extensive search, the classification performance is generally better.
on which the optimal parameters are learnt. We can notice two facts here. First, as expected, optimization over larger training sets delivers better metrics, i.e, better classification scores. Second, with its higher-dimensional parameter space, the global automorphism (12) of the the A R(2, p) polytope generates more performing metrics, with a margin over the simpler, product automorphism ranging from 10% up to a remarkable 25%. Finally, Figure 7 -right illustrates how sampling more densely the parameter space when looking for the pullback metric that optimizes the n-fold classification score improves the performance of the resulting classifier. As an example, here the optimal pullback Fisher metric under product automorphism (11) is analyzed and compared with the baseline results obtained by using the basis Fisher geodesic distance between AR(2, p) models. As expected, the margin of improvement increases quite steadily as more samples are assessed in the parameter space. Here all 25 identities are considered, the margin ranging from a minimum of 5% for view 1 (for which the best silhouettes are available) to 15% for view 3, to a very substantial 23% for view 5, in which case the basis metric has the worst performance. 
Perspectives and conclusions
In this chapter we proposed a differential-geometric framework for manifold learning given a data-set of linear dynamical models, based on optimizing over a family of pullback metrics induced by automorphisms. We adopted as basis metric tensor the classical Fisher information matrix, and showed tests on identity recognition that attest the improvement in classification performance one can gain from such a learnt metric. The method is fully general, and easily extendible to other classes of dynamical models or more sophisticated classifiers. For several classes of multidimensional linear systems both the Fisher metric and its geodesics can still be computed by means of an iterative numerical scheme [25, 16] . The extension to another popular class of stochastic model, hidden Markov models [13] requires an interesting analysis of its manifold structure and is already under way. Last but not least, the incorporation into the framework of objective functions that take into account a-priori knowledge on the training set, such as similarity relations [37] , is highly desirable, and will be pursuit in the near future.
