One of the common cardiac disorders is a cardiac attack called Myocardial infarction (MI), which occurs due to the blockage of one or more coronary arteries. Timely treatment of MI is important and slight delay results in severe consequences. Electrocardiogram (ECG) is the main diagnostic tool to monitor and reveal the MI signals. The complex nature of MI signals along with noise poses challenges to doctors for accurate and quick diagnosis. Manually studying large amounts of ECG data can be tedious and time-consuming. Therefore, there is a need for methods to automatically analyze the ECG data and make diagnosis. Number of studies has been presented to address MI detection, but most of these methods are computationally expensive and faces the problem of overfitting while dealing real data. In this paper, an effective computer-aided diagnosis (CAD) system is presented to detect MI signals using the convolution neural network (CNN) for urban healthcare in smart cities. Two types of transfer learning techniques are employed to retrain the pre-trained VGG-Net (Fine-tuning and VGG-Net as fixed feature extractor) and obtained two new networks VGG-MI1 and VGG-MI2. In the VGG-MI1 model, the last layer of the VGG-Net model is replaced with a specific layer according to our requirements and various functions are optimized to reduce overfitting. In the VGG-MI2 model, one layer of the VGG-Net model is selected as a feature descriptor of the ECG images to describe it with informative features. Considering the limited availability of dataset, ECG data is augmented which has increased the classification performance. A standard well-known database Physikalisch-Technische Bundesanstalt (PTB) Diagnostic ECG is used for the validation of the proposed framework. It is evident from experimental results that the proposed framework achieves a high accuracy surpasses the existing methods. In terms of accuracy, sensitivity, and specificity; VGG-MI1 achieved 99.02%, 98.76%, and 99.17%, respectively, while VGG-MI2 models achieved an accuracy of 99.22%, a sensitivity of 99.15%, and a specificity of 99.49%.
Introduction
Coronary heart disease, also known as ischemic heart disease, is the lead reason of deaths in the world, according to the World Health Organization (WHO). Over 17.7 million people die annually from cardiovascular diseases (CVDs), and over 70% of these deaths are due to heart attacks [8] . Partial or complete occlusion can cause inadequate blood flow toward coronary arteries, leading to the myocardial ischemia [15] . Myocardial Infarction (MI) is one of the common cardiac disorders caused by a prolonged myocardial ischemia and usually identified as a heart attack [28] . MI is a serious result of coronary artery disease. The heart functionality highly depends on the coronary circulation system that supplies oxygenated blood directly toward cardiac muscles to keep the heart nourished and oxygenated. MI occurs when a coronary artery is so severely blocked leading to the insufficient supply of nutrients and the oxygen-rich blood to a section of heart muscle. Sudden death occurs within an hour of the beginning indications of this disease [56] . Therefore, early detection of MI is important to prevent this heart condition from developing into a devastating fallout. Several methods including electrocardiogram (ECG), which is the most common medical tool that provides information about the waveform of the heartbeat can diagnose patients with MI. Other common diagnostic tests include magnetic resonance imaging (MRI) [57] and echocardiography [53] . However, the ECG is the first MI diagnostic method for urgent patients because it is easy to use and cost-effectively. Analyzing the MI signals manually is slightly hard because the nature of all the MI signals is not constant and noisy. Thus, numerous computer-aided diagnosis systems (CADs) have been proceeded to solve these difficulties. Nowadays, machine learning is a very common and effective tool to solve problems in the field of medicine [39, 40, 58] , especially for MI detection [3, 5, 9, 12, 25, 31, 46, 54] .
Several studies have been carried out to automate MI detection by analyzing ECG signals [3, 5, 9, 12, 25, 31, 46, 54] . Sadhukhan et al. [46] developed an automated ECG analysis algorithm based on the harmonic phase distribution pattern of the ECG data for MI identification. They yielded an average detection accuracy of 95.6% with a sensitivity of 96.5% and specificity of 92.7%. Jayachandran et al. [25] used the multiresolution properties of wavelet transform to analyze the normal and MI ECG signals with an accuracy of 96.1%. Dohare et al. [12] detected the MI signals using 12-lead ECG data. They achieved a sensitivity of 96.66%, specificity of 96.66% and an accuracy of 96.66% with support vector machine (SVM) classifier. Arif et al. [5] implemented k-nearest neighbor (kNN) classifier and extracted time domain features of ECG beats to detect and localize the MI signals. They achieved a sensitivity of 99.97% and specificity of 99.9% for MI detection. However, in these studies [5, 12, 25, 46] , the authors adopted on the classic machine learning approaches, which often suffer from overfitting and performance degradation when validated on a separate dataset. In this study, we did not follow these classical approaches, but build the proposed system with a convolutional neural network (CNN), which is one of the most widely used deep learning models. Recently, CNN has been utilized in the automated detection of abnormal heart conditions [21, 22, 41, 44, 51, 60, 62] .
There are several approaches have been also proposed to detect MI by digital analysis of ECG signals [3, 9, 31, 54] . However, few of previous works based on CNN have been utilized for MI detection [2, 32, 61] . Wu et al. [61] employed deep feature learning and soft-max regression as a multi-class classifier for MI detection. They also incorporated multi-scale discrete wavelet transform into the feature learning process to increase the feature learning process. Their method yielded a sensitivity of 99.64% and specificity of 99.82%. Acharya et al. [2] detected the MI signals using an 11-layer 1-D CNN. They achieved an average accuracy of 95.22% using noise filters and 93.53% without using any noise filters. Liu et al. [32] proposed a method called multiple-feature-branch CNN (MFB-CNN) for MI detection with an accuracy of 98.79%. However, these works [2, 32, 61] used big convolution filters, which lead to increase the computation cost. Moreover, a few ECG segments were analyzed in most of these works and hence resulted in low specificity and sensitivity.
Following are the major shortcomings of these methods [2, 21, 22, 32, 41, 51, [60] [61] [62] : In this work, two ways of the transfer learning technique have been used [33] . The first way is fine-tuning the VGG-Net model and obtaining new network VGG-MI1. The second way is using the VGG-Net model as a feature extractor and obtaining new network VGG-MI2. Unlike most of the previous works, segmentation and feature extraction are no longer required in the proposed method. In addition, we optimized the proposed CNN model using data augmentation, which improve the accuracy of the proposed system by 2% in absolute values. Besides data augmentation, dropout technique is used [52] to avoid overfitting. The proposed algorithm is tested on the physikalisch-technische bundesanstalt (PTB) database [6] to evaluate its performance. The results obtained by our developed model show that the performance is better than existing algorithms based on CNN. The main contributions of this paper can be summarized below:
& A pre-trained deep CNN model is presented for MI detection, where we use VGG-Net that designed for the object recognition tasks to achieve state-of-the-art accuracy in MI detection. Also, we get a good representation of ECG data by selecting valuable layers as ECG features from VGG-Net. & Unlike most of previous deep learning approaches, we employed small filter size in the first convolutional layers, which lead to lower computation cost and reduce noise effect. Moreover, we employ small number of pooling layers, which make the proposed two models more stable when using the input ECG image with size 128 × 128. & We propose a method that work on the original ECG signals without using any signal filtering, which makes our method insensitive to the ECG signal quality. & The proposed model is trained using only one ECG lead signal unlike most of previous algorithms. Hence, it reduces the computing cost and makes our method less complex than other previous methods. & The robustness of the proposed system is increased against small variations by applying data augmentation techniques on the ECG data, which achieved high specificity and sensitivity in the results. & We solve the small sample problem by employing a classifier called Q-Gaussian multiclass support vector machine (QG-MSVM), which lead to increase the accuracy of the proposed system. The remainder of the paper is structured as follows: Section 2 gives the proposed myocardial infarction detection framework for urban healthcare in smart cities. In section 3, the proposed deep transfer learning method for the detection myocardial infarction is introduced. The dataset used for the experiments of the proposed approach is given in Section 4. Experimental analysis and results are given in Section 5. Section 6 reports and discusses the obtained results. Finally, Section 7 concludes this paper with future works.
The proposed myocardial infarction detection framework for urban healthcare in smart cities
Nowadays, computer vision equipped with modern technologies such as deep learning has the potential to demonstrate its possibilities beyond the law enforcement and surveillance purposes. From the autonomous vehicles to the interactive and intelligent architectures, groundbreaking applications open new ways to contribute to goals of smart cities concepts. These include a wide range of solutions in e-health care, intelligent transportation, surveillance, vehicle identification and tracking, smart parking, crowd density, and monitoring, etc. This paper aims to provide a platform to research community and professionals to demonstrate solutions and address research challenges in the development of detection of myocardial infarction using novel deep transfer learning methods for urban healthcare in smart cities. Figure 1 shows the proposed myocardial infarction detection framework for urban healthcare in smart cities. The ECG signals are captured from medical sensors/devices in one side and send to the cloud-based E-healthcare for processing by the proposed deep transfer learning model in order to detect the myocardial infarction for patients. All the data are processing in urban healthcare in the smart city.
Methodology
In this study, the proposed method is validated on two ECG datasets with the same number of ECG beats. We used band-pass (Butterworth) filter with cutoff frequencies (0.5Hz and 40Hz) to remove the noise in one dataset. In the second dataset, we kept the noise in the ECG signals. After that, we carried out the peaks (P, R, and T) detection using our previous algorithm [18] . We defined a two ECG beats image using the detected peaks while excluding the first and the last ECG beat. Finally, the classification is performed with these obtained ECG images in CNN classification stage.
Preprocessing stage
In this stage, we plotted each ECG signal from the database and transformed it into twodimensional gray-scale ECG image with size 128 × 128 [19, 27] . We are working on ECG as two-dimensional (2D) images as convolutional and max pooling layers of deep models are more appropriate for filtering the spatial locality of the ECG images, resulting in enhanced ECG classification. Furthermore, data augmentation methods can also play a role in boosting the accuracy by enriching the trained model with more complex and variant ECG content.
CNN classification stage
In this work, we adopted CNN to classify MI signals. CNNs are specialized versions of multilayer perceptron, with convolution operations instead of general matrix multiplications in Fig. 1 The proposed myocardial infarction detection framework for urban healthcare in smart cities the network layers [47] . CNNs have been broadly employed in numerous areas such as pattern recognition, image processing and other varieties of cognitive tasks [17, 20, 24, 42, 63] . Moreover, it is employed as an automated diagnostic tool in the medical fields [4, 23, 43] . A typical CNN includes an input layer, an output layer and various hidden layers, such as a convolutional (conv) layers, pooling (pool) layers and fully connected (full) layers. The convolutional layers are used for the detection of MI signal features. The pooling layers also called down-sampling layers used to control the overfitting and for reducing the weights number. The fully-connected layers used for classification.
Models
Large-scale image classification can be achieved with state-of-the-art CNN models such as Caffe-Net [26] , Alex-Net [55] , and VGG-Net [14] . In this study, we employed VGG-Net for classification due to its deeper architecture than other models [10] . In addition, the VGG-Net outperforms the other previous models. Finally, in the detection task of the ImageNet 2014 challenge, VGG-Net achieved the second place compared with other models [45] .
The architecture of MI-CNN
VGG-Net is retrained to generate two new networks named VGG-MI1 and VGG-MI2. In both networks, the architecture of the VGG-Net is different from the standard VGG-Net by using small filter size in the first convolution layers and a small number of pooling layers, which lead to lower computation cost and makes the proposed models more stable for real-time ECG analysis. In addition to optimizing the standard VGG-Net, for VGG-MI1 we replaced the last 1000-entity from the SoftMax layer by a 2-unit SoftMax layer, which is initially intended to predict 1000 by a 2-unit soft-max layer (shown in Fig. 2 ), therefore the network can output the two classes (MI or normal) rather than the original 1000 classes that the network was designed for. In the second network VGG-MI2, we used the outputs of some selected layers as a feature descriptor of the input ECG image to describe it by useful and meaningful features and we Fig. 2 The architecture of VGG-MI1 employed external classifier (QG-MSVM) for the classification to speed up the training task and improve the classification accuracy. Table 1 shows the details of various layers of the proposed CNN network, which is six convolutional layers, three pooling layers followed by two fully connected layers and one softmax layer, where the input images are resized to 128 × 128 × 1. The pooling operation selects the maximum pooling strategy, which can achieve both dimensionality reduction and invariance. Since Local Response Normalization (LRN) leads to an increase in computing time and cost and does not affect the results, we did not employ it in the proposed model. We introduced non-linearity in the model by providing all layers with the Rectified Linear Unit (ReLU) activation function. In comparison with commonly used sigmoid and hyperbolic tan activation functions, ReLU does not saturate, thereby speeding up the convergence of stochastic gradient descent. The mathematical form of ReLU function is as follows:
Where x is the input to a neuron. We employed 3 × 3 filters in the first convolutional layers to reduce the computing cost and the noise effect [29] , which differs from most of the previous models that used large filters (e.g. 5 × 5 or 10 × 10 [35, 48] ). The soft-max layer is the last layer of the network which is used to train the CNN. In this work, the dropout technique [52] is performed during the training phase with a probability of 0.5 and placed its position in the fully-connected layer to avoid overfitting. We do not apply a dropout to convolutional layers because they have a smaller number of parameters compared to the number of activations, which make the nodes not adaption together.
Optimized CNN architecture
We used two ways of the transfer learning technique [33] to retrain the VGG-Net and obtained two new networks VGG-MI1 and VGG-MI2. The two ways are as follows:
A. Replacing the last 1000-entity from the soft-max layer, which is initially intended to predict 1000 classes in VGG-Net model by a 2-unit soft-max layer, which assigns the two classes normal and MI. This network is called VGG-MI1 as shown in Fig. 2 . B. Selecting one layer as a feature descriptor of the training and test the ECG images to describe it with informative features. In our case, the second output fully connected layer is employed as a feature descriptor. This network is called VGG-MI2 as shown in Fig. 3 .
For the VGG-MI1 model, besides replacing the last 1000-unit soft-max layer, we optimized various functions of the standard VGG-Net model to reduce overfitting and improve classification accuracy. For the VGG-MI2 model, second fully connected layer is selected to describe it with informative features because deeper layers contain higher-level features and also; we selected the layer that achieves the highest accuracy comparing to other layers in our model as shown in Fig. 4 . Finally, the proposed models are compared with standard VGG-Net and Alex-Net.
Training
Stochastic gradient descent is used with momentum [7] for training the VGG-MI1 model with five samples for batch size. Gaussian distribution for random sampling with 10 -2 standard deviation and zero mean is adopted for initializing the weights of the CNN filters. The hyperparameters are set as follows: learning rate of 10 -2 , weight decay of 5×10 -4 and the training and testing of the CNN were done in 50 epochs. We changed these parameters iteratively accordingly to obtain optimum performance. Table 2 shows the configuration of the proposed CNN in this work.
The VGG-MI2 model was trained using Q-Gaussian multi-class support vector machine (QG-MSVM) classifier [16] , which is defined as:
Where q is a real-valued parameter, σ is a real value standard variance of Gaussian distribution and each x i ∈R p is a p-dimensional real vector. In our previous work [16] , we used QG-MSVM to classify fingerprints, and we achieved a good result comparing to other SVM kernels. We modified the QG-MSVM to classify ECG. instead of classifying the fingerprint as in our previous work [16] , which gives the best results compared to other SVM kernels: 1 σ 2 is assigned to 0.5 and q to 1.5.
Testing
We perform a test on the CNN modal after every completed round of training epoch. The data were separated into three parts: 60%, 30% and 10% for training, validation and testing, respectively. Additionally, cross-validation method with ten-fold [13] is used. Finally, we evaluated the final performance of the system by calculating the average of all folds.
Data augmentation
In order to deal with the sparsely of data, and to enrich the trained model with more diverse, representatives and verities of data, various methods are used, and data augmentation is one of them. It makes the model more robust for overfitting. The augmentation technique is used in various fields and especially the medical field [11, 59] . In this study, data is augmented as: From each image of the dataset nine smaller images with 75% of each dimension of the original images are extracted: four images cropped from each corner, one at the center, one at the right center, one at the left center, one at the top center and one at the bottom center. After that, these augmented images are resized to the original image size 128 × 128. Hence, we created a database that is larger ten times than the original one. Figure 5 shows the results (nine cropped images) after applying the augmentation technique on an original image.
Dataset
The PTB database [6] being a standard dataset in the MI detection was the natural choice for the validation of the proposed method. [2, 3, 5, 9, 12, 25, 31, 32, 46, 54, 61] . This database [6] contains 549 records from 290 subjects (one to five records per subject). Overall, the age range of the participants was between 17 and 87 (28% were female and 72% were male). There are fifteen measured signals in each record; the conventional 12-lead together with the three Frank lead ECG. The ECG signals are digitized at 1000 samples per second (1000 Hz). 147 out of 290 subjects and 368 out of 549 records are labelled as MI cases. In this work, we have used two-second duration of Lead II ECG signals with a total of 21,092 normal ECG beats and 80,364 MI ECG beats, where each two-beat represent a 128 × 128 Gray-scale image. Figure 6 shows an illustration of 2 s of normal and MI ECG signals with and without noise. 
Experimental results
The proposed algorithm is implemented in Matlab (R2017a on Microsoft Windows 10 Pro 64bit). We used normal PC having 2.7-GHz CPU, 32GB RAM with GPU NVIDIA GeForce GTX 1080. The performance of the proposed fine-tuned models was compared with standard model of VGGNet and Alex-Net model. Moreover, a comparative analysis is performed with existing deep learning-based MI detection methods.
Performance metrics
Following standard metrics are used to assess the performance of the proposed algorithm:
1. The sensitivity (se) is defined as (3):
2. The Predictivity (Pre) is defined as (4):
3. The Specificity (Spe) is defined as (5):
4. The Accuracy (Acc) is defined as (6):
where The number of MI signals that classifies as normal is the False Negative (FN), False Positive (FP) denotes the number of normal ECG signals that classifies as MI, the number of normal ECG signals that classifies as normal is the True Negative (TN) and True Positive (TP) is the number of MI signals that classifies as MI.
Results
Four scenarios are used in this paper, the first scenario is the best-case1, in this case, we worked on MI signals without noise and we employed the augmentation technique on the trained data. The second scenario is the best-case2, in this case, we worked on MI signals without noise and without using augmentation technique. The third scenario is the worst-case1, in this case, we worked on MI signals with noise and using augmentation technique on the trained data. The last scenario is the worst-case2, in this case, we worked on MI signals with noise and without using augmentation technique. Acc, Se, Pre and Spe are calculated in all scenarios and the comparison is done between the proposed two models (VGG-MI1 and VGG-MI2) and the standard VGG-Net and Alex-Net on the PTB database.
The confusion matrix of the results for the two MI detection models with and without augmentation techniques across all folds is presented in Tables 3, 4, 5 and 6 respectively. It can be noted from the For VGG-MI1, a total of 2.4% Normal ECG segments are wrongly classified as MI and a total of 2.3% MI segments are wrongly classified as Normal without using augmentation technique after removing the noise. A total of 0.8% Normal ECG segments are wrongly classified as MI and a total of 1% MI segments are wrongly classified as Normal using augmentation technique after removing the noise.
For VGG-MI2, a total of 1.4% Normal ECG segments are wrongly classified as MI and a total of 2% MI segments are wrongly classified as Normal without using augmentation technique after removing the noise. A total of 0.5% Normal ECG segments are wrongly classified as MI and a total of 0.8% MI segments are wrongly classified as Normal using augmentation technique after removing the noise.
From previous Tables, we can show that the best results are obtained when using the first two scenarios (best-case1 and best-case2) so; we worked on these two scenarios in all comparisons in this paper.
The overall classification results for the proposed two MI detection models using the first and the second scenarios are collected in Tables 7 and 8 . It can be seen from Tables 7 and 8 that: an accuracy of 99.02% and a sensitivity and specificity of 98.76% and 99.17% respectively are achieved using the first MI detection model (VGG-MI1) using augmentation after removing the noise. Also, an average accuracy, sensitivity, and specificity of 99.22%, 99.15%, and 99.49% respectively are obtained for the second MI detection model (VGG-MI2) using augmentation after removing the noise. The performance of the VGG-MI2 is better than the VGG-MI1 because we employed external classifier (the QG-MSVM classifier) in the VGG-MI2 model, which plays an important rule for increasing the accuracy of the proposed system. As well, QG-MSVM can solve the small sample problem that faces the CNN training, which usually requires large sample data. Thus, the performance of VGG-MI2 when using augmentation and without augmentation is better than VGG-MI1. Table 9 summarizes a comparative study of the proposed two MI detection models with standard VGG-Net and Alex-Net.
Discussion
We have observed from Table 9 that the proposed two models after applying transfer learning techniques are shown the best accuracy, sensitivity, predictivity and specificity results when using the first scenario (without noise and with augmentation) comparing to other two models. For the second scenario (without noise and without augmentation), Alex-Net presents the best accuracy, sensitivity, predictivity and specificity results. The VGG-Net shows the worst results in both scenarios compared to other models, while the first proposed model VGG-MI1 shows the worst sensitivity results compared to the proposed second model VGG-MI2 and the other models. In the second scenario, the difference between the VGG-MI1 and the standard VGG-Net in the average sensitivity is 0.3%, which is a small difference, so we can consider that the sensitivity of the VGG-MI1 is acceptable compared to other models. In the first scenario, the discrimination between the VGG-MI1 and Alex-Net is 0.33% and between the VGG-MI2 and Alex-Net is 0.53%. In the second scenario, the discrimination between Alex-Net and the VGG-MI1 is 0.67% and between Alex-Net and the VGG-MI2 is 0.17%. Also, we have observed from Table 9 that there is a big gap in the performance between the proposed two models and the VGG-Net model. The reason for this gap is that we employed two ways of the transfer learning technique, which updated the standard VGG-Net model by reducing the number of pooling layers in our models (we used 3 pooling layers instead of 4 layers). Moreover, in the VGG-MI2 model, we employed QG-MSVM classifier, which plays an important rule for increasing the accuracy of the proposed system. From Tables 7 and 8 , we can show that the VGG-MI2 model achieved high accuracy than the VGG-MI1 model. In addition, data augmentation technique plays an important rule for increasing the specificity and the sensitivity rates for all models. Alex-Net gives the best performance in the second scenario (when applying it to a small number of ECG), however, the sensitivity and specificity for the VGG-MI2 in the second scenario are also acceptable comparing to this model. According to this, we intend in the future to apply the transfer learning technique on Alex-Net and observe the results on a small number of ECG segments. We compared the proposed models with previous MI detection methods on the PTB database as shown in Table 10 . Numerous studies have been applied for automated MI detection [1-3, 5, 9, 12, 18, 25, 30-32, 34, 46, 49, 50, 54, 61] . Sun et al. [54] , proposed an automatic system for MI detection. They discussed the rationale for applying multiple instances learning (MIL) to automated ECG classification. They yielded a sensitivity of 92.30% and specificity of 88.10% using KNN ensemble as a classifier. Sharma et al. [49] , proposed a technique based on multiscale energy and eigenspace (MEES) approach for the detection of MI. This method obtained an accuracy of 96%, a sensitivity of 93% and specificity of 99% using SVM as a classifier and an accuracy of 81%, a sensitivity of 85% and specificity of 77% using KNN as a classifier. Acharya et al. [1] , proposed a method for automated detection of MI by using ECG signal analysis. They extracted 12 nonlinear features from a discrete wavelet transform (DWT) coefficients. They yielded an accuracy of 98.80%, a sensitivity of 99.45% and specificity of 96.27% using KNN as a classifier. Sadhukhan et al. [46] , developed an automated ECG analysis algorithm for MI detection. They used harmonic phase values as features, and then they used Threshold-Based classifier for classification. They achieved accuracy, sensitivity and specificity rates of 91.10%, 93.60%, and 89.90% respectively. Sharma et al. [50] , designed a two-band optimal biorthogonal filter bank (FB) for classification of the MI ECG signals using dataset without noise and noisy dataset. This method obtained an accuracy of 99.74% for the dataset without noise and an accuracy of 99.62% for the dataset with noise using KNN as a classifier. In addition, we updated our previous algorithm [18] to be suitable for MI detection by adding some conditions (according to the cardiologist) in the classification algorithm, such as: If Q-wave is more than 0.04 s and It is evident from the analysis of the results that our proposed algorithm is more robust compared to other works that mentioned in Table 10 . Most of the previous researches [3, 9, 31, 34, 49, 54] work on a small number of ECG segments, which gives a low sensitivity rate. In our study, we solved this problem by using data augmentation technique, which gives high specificity and sensitivity rates. Furthermore, the methods proposed in [1, 3, 5, 9, 12, 31, 46, 49, 54, 61] used ECG recordings of more than one lead, however, we used only lead II ECG signals, which makes our methods less complex than other methods that used more than one lead. Moreover, our methods achieved the highest accuracy comparing to the existing methods that are used CNN and mentioned in Table 10 . In addition, we updated our previous work [18] to detect the MI signals, but it gives lower accuracy (96%) comparing to the proposed method. The reason for the low accuracy of our previous work is that this method is sensitive to the ECG signal quality and cannot detect the noisy MI signals correctly. However, the proposed method performed well for clear and noisy MI signals.
The advantages of our proposed algorithm are summarized below:
& Transfer learning is successfully employed to increase the robustness of the proposed models. & The proposed method achieves superior results compared with the previous deep learning methods. & Data augmentation plays an important rule to increase the robustness of the proposed system against small variations. & Segmentation and feature extraction are no longer required in the proposed method. & Using small filter size in the first convolution layers and a small number of pooling layers lead to lower computation cost and make the proposed models more stable when using the input ECG image. Dohare et al. [12] 2018 120 records -Principal Component Analysis -SVM SVM: & The proposed algorithm is costly compute comparing to machine learning algorithms. & Need to test more data using the proposed model.
Conclusion and future work
A computer-aided MI diagnostic system is presented for both rural and urban healthcare centers. Two transfer-learning techniques have been employed to fine-tune the pre-trained VGG-Net and generate two new tuned-models called VGG-MI1 and VGGMI2. Fine-tuning is based on the enhancement of the standard VGG architecture. Besides, we employed data augmentation technique to increase the classification accuracy. Two seconds ECG signals have been utilized from the PTB database to evaluate the effectiveness of the proposed method four different scenarios. Experimental results show that the best result is obtained when using the first scenario (best-case1) on the second model which is more accurate and robust compared to other previous works. We have achieved an accuracy of 99.22%, a sensitivity of 99.15% and specificity of 99.49% when using the best scenario on VGG-MI2. Also, we have achieved an accuracy of 97.24%, a sensitivity of 97.13% and specificity of 96.53% when using the worst scenario on VGG-MI2. This suggests that the proposed method can detect the MI signals with high-performance results even though there are noise present in the ECG beats. Hence, it is obvious that the proposed algorithm has the possibility to accurately diagnose MI signals and considered deploying in hospitals and clinics.
In the future, we aim to enhance our method to detect different types of heart diseases such as atrial fibrillation (A-Fib), ventricular fibrillation (V-Fib) and atrial flutter (AF). Also, we intend to use more augmentation types to improve the performance of our method. In addition, we attend to apply the proposed algorithm on different physiological signals such as electroencephalogram (EEG) [36, 38] and observe the effect of using our model on the EEG performance. Finally, we intend to apply other models on the MI data and observe the effect of these models on MI detection results.
