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a b s t r a c t
For a monoid M with presentation M = 〈a1, . . . , ar |w1 =
w2, . . . , w2s−1 = w2s〉, we count the number of words equivalent
town1, n ∈ N, where equivalent means under the transitive closure
of the relation generated by replacing an occurrence ofw2i−1 byw2i
or vice versa (for any i). Many interesting sequences are obtained
in this way including the Fibonacci numbers.
© 2008 Elsevier Ltd. All rights reserved.
1. Introduction
The binomial coefficients
(m+n
m
)
can be interpreted as the number of positive paths from (0, 0) to
w = (n,m) in the first quadrant of the integral lattice, where a positive path is one that only goes
up or to the right. Thus
(m+n
m
)
is the number of paths in the (directed) Cayley graph of the monoid
M = 〈a, b|ab = ba〉 from 1 ∈ M to ambn. In this paper we generalize this construction by considering
more general monoidsM and various choices of ending wordsw for our paths.
Let F = F(a1, . . . , ar) denote the free monoid with generators a1, . . . , ar , identity element 1 and
where equality of elements (words) is denoted by ‘=’. The length of a wordw in F will be denoted by
l(w). We will say that u ∈ F is a subword of v ∈ F if there are p, q ∈ F such that v = puq. If p or q is
not 1, then u is called a proper subword of v. If v = uq, then we will say that u is a left subword of v.
A monoidM with presentation
M = 〈a1, . . . , ar |w1 = w2, w3 = w4, . . . , w2s−1 = w2s〉,
where each wi 6= 1, will be called a monoid with strictly positive relations. Define an
equivalence of words in the letters a1, . . . , ar as follows: write u(a1, . . . , ar)≡M v(a1, . . . , ar), or just
u(a1, . . . , ar) ≡ v(a1, . . . , ar) if the choice of M is clear, if one can get from u to v by repeatedly
replacing occurrences ofw2i−1 withw2i (or vice versa) for some choice of i; a single such replacement
will be called an elementary substitution.
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In this paper, for a fixed wordw in the generators a1, . . . , ar , we consider the problem of counting
the number δM,w(n) ∈ N ∪ {∞} of words w′ ∈ F such that w′ ≡ wn. We will put δM(n) = δM,w1(n).
Thus in the Cayley graph Γ of the monoidM , δM,w(n) is just the number of paths in Γ from 1 ∈ M to
wn. In particular we show that there are a lot of interesting sequences among the δM(n).
For example, for elements x, y ∈ F let pk(x, y) = xyxy . . . be of length k. In a previous paper [1] we
found δM(n) for Nk = 〈a, b|pk(a, b) = pk(b, a)〉. (The case k = 3 defines the 3-braid monoid [2].) The
numbers δNk(n) are related to counting certain paths in N × N. We obtained an expression for these
numbers in terms of binomial coefficients.
We define a monoidM with strictly positive relations to be of finite type if δM(n) <∞ for all n and
if there is a set {u1, u2, . . .} of distinct non-trivial words in F such that
(i) for all n ∈ N every word w equivalent to wn1 can be written uniquely as a word in {u1, u2, . . . , };
and
(ii) each ui is equivalent to some powerw
ei
1 , ei ∈ N.
We call e1, e2, . . . the exponents of u1, u2, . . . .
If we have a monoid of finite type, then either u1, u2, . . . is finite or limi→∞ ei = ∞.
Also in the case of a monoid of finite type we can determine δ(n) = δM(n): put δ(n) = 0 for n < 0;
put δ(0) = 1; then
δ(n) =
∞∑
i=1
δ(n− ei). (1.1)
(This follows from the fact that anyw ≡ wn1 can bewritten uniquely asw = uiw′, wherew′ ≡ wn−ei1 .)
The set {u1, u2, . . .} will be called a basis for M . We let U = 〈u1, u2, . . .〉, a submonoid of F . Then
the condition that {u1, u2, . . .} is a basis is equivalent to showing that the obvious map
U → {w ∈ F(a1, . . . , an)|w ≡ wn1 for some n ≥ 0},
is bijective.
In Example 3.2 we show that the monoid 〈a1, a2|a1 = a22〉 is a monoid of finite type with a basis
which is infinite.
The first of our main results is:
Theorem 1.1. For t > 0 and any recurrence relation of the form
bn =
t∑
i=1
λibn−i, (1.2)
where λi ∈ Z≥0 for all i and λ1 > 0, there is a monoid M of finite type such that δM,a1(n) satisfies this
recurrence. Moreover, we can find such an M having two generators (r = 2).
Example 1.2. LetM = 〈a, b|a2b2a2 = ba3b〉.We claim thatM is of finite type where
u1 = a2b2a2, u2 = ba3b, u3 = baba3bab,
so that e1 = 1, e2 = 1, e3 = 2. To check thatM is of finite type we use Proposition 4.1, which gives a
condition guaranteeing that u1, u2, . . . is a basis. Thus (1.1) gives the recursion
δ(n) = 2δ(n− 1)+ δ(n− 2),
which determines the sequence known as the Pell numbers (denominators of the convergents of the
continued fraction expansion of
√
2) [3, A000129]:
1, 2, 5, 12, 29, 70, 169, 408, 985, 2378, 5741, 13860, 33461, 80782, 195025,
470832, 1136689, . . . .
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Wewill say that the monoidM with strictly positive relations blows up at n ∈ N if δM(m) <∞ for
m < n and δM(n) = ∞. In this case we clearly have δM(m) = ∞ form > n.
Example 1.3. ForM = 〈a, b|abab3 = ba3 = b4a〉we have
δM(1) = 3, δM(2) = 11, δM(3) = 217, δM(4) = ∞.
ThusM blows up at 4. We will prove this later.
Let
B1,2 = 〈a1, a2|a1a2 = a2a2a1〉,
which we call the Baumslag–Solitar monoid since the group with the same presentation is the
Baumslag–Solitar group (see [4] for example). One can calculate [5] the following values for
δB1,2(k), k = 0, 1, . . . , 6:
1, 2, 6, 26, 166, 1626, 25510
which coincide with the initial values of sequence A002449 of [3], this being the number of different
types of rooted binary trees of height n.
Regarding monoids which blow up we have the following, which is our second main result:
Theorem 1.4. For all n ∈ N there is a monoid Mn which blows up at n.
In fact one may take
Mn = 〈a1, a2|an1a2 = a1a22an1〉.
Moreover, for k < n we have δMn(k) = δB1,2(k).
2. General results and some examples
Lemma 2.1. Let M = 〈a1, . . . , ar |w1 = w2 . . . , w2s−1 = w2s〉, be a monoid with strictly positive
relations and let φ : M → M be a monomorphism. Then
φ(M) = 〈a1, . . . , ar |φ(w1) = φ(w2), . . . , φ(w2s−1) = φ(w2s)〉,
is also a monoid with strictly positive relations and we have δM(n) = δφ(M)(n) for all n ≥ 1.
Proof. Since φ : M → M is injective we see that φ(wi) 6= 1. It follows that φ(M) is a monoid with
strictly positive relations. If u ∈ M and u≡M wn1 , then φ(u)≡φ(M) φ(w1)n. Thus δM(n) ≤ δφ(M)(n) for
all n ≥ 0.
For the converse, suppose that v≡φ(M) φ(wn1) = φ(w1)n. We need to show that v = φ(u) for some
u ∈ F with u ≡ wn1 . Now v ≡ φ(w1)n means that
φ(w1)
n = W1 ≡ W2 ≡ W3 ≡ · · · ≡ Wk = v,
where each Wi+1 is obtained from Wi by an elementary substitution in φ(M). Thus for all i we can
writeWi = aφ(ws)b,Wi+1 = aφ(wt)b. Here φ(ws) = φ(wt) is a relation in φ(M), so thatws = wt is
a relation inM . By an induction we can assume that a = φ(a′), b = φ(b′), so that
Wi = aφ(ws)b = φ(a′)φ(ws)φ(b) = φ(a′wsb′), Wi+1 = aφ(wt)b = φ(a′wtb′).
Define vi = a′wsb′, vi+1 = a′wtb′. Then the injectivity of φ shows that the vi are well-defined. We
clearly have vi≡M vi+1. We also have v = Wk = φ(vk)where vk ≡ wn1 , as desired. 
Lemma 2.2. Suppose that w1, w2 ∈ F(a, b) satisfy: the only subwords of w1w1, w2w2, w1w2 or w2w1
which are equal tow1 or w2 are the (two) obvious ones. Let M = 〈a, b|w1 = w2〉. Then
δM(n) = 2n.
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Proof. It is easy to see that u1 = w1, u2 = w2 is a basis and that e1 = e2 = 1. The result follows from
(1.1). 
Lemma 2.3. Let M = 〈a1, a2|w1 = w2〉. The following are equivalent;
(a) δM(1) = ∞;
(b) w1 is a proper subword of w2 or w2 is a proper subword of w1;
(c) δM(1) > 2.
Proof. Ifw1 = uw2v with either u 6= 1 or v 6= 1, then
w1 = uw2v ≡ uw1v = u2w1v2 ≡ u2w22v2 = u3w1v3 ≡ · · · ,
shows that δM(1) = ∞, since either u 6= 1 or v 6= 1. Thus (b) implies (a). Certainly (a) implies (c). We
now show that (c) implies (b).
So now assume (b) is not true. Then we havew1 ≡ w2, but sincew1 is not a subword ofw2 andw2
is not a subword of w1 there are no other words equivalent to w1 or w2. Thus (c) is not true; thus (c)
implies (b) and we have shown that (a), (b) and (c) are equivalent statements. 
Lemma 2.4. Let M = 〈a1, . . . , an|w1 = w2, w3 = w4, . . . , w2s−1 = w2s〉 be a monoid with strictly
positive relations. Suppose that there are m ∈ N, u, v, w ∈ M with u ≡ v ≡ wm and u is a proper
subword of v. Then δM,w(m) = ∞.
Proof. Write v = puqwhere at least one of p, q is non-trivial; then we have
v = puq ≡ pvq ≡ p2uq2 ≡ p2vq2 ≡ · · · ≡ pkuqk ≡ · · · ,
from which it is clear that δM,w(m) = ∞. 
Proof of Example 1.3. The values δM(i), i = 1, 2, 3 are easily computed. To see that δM(4) = ∞ one
shows that (ba3)4 is equivalent to both the words
bababbbaababbbababbb, ababb(bababbbaababbbababbb),
the first of which is a proper subword of the second, so that the result follows from Lemma 2.4. The
details are left to the reader. 
Example 2.5. LetM = 〈a1, a2|a1a2 = a2a1〉. Then
δM(n) =
(
2n
n
)
.
To see that this is the case we note that δM(n) is the same as the number of allowable paths from
(0, 0) to (n, n) in the first quadrant of Z × Z, where the allowable paths only go up or right. See the
description of the sequence in [3, A000129]. 
The proof of the following is also easy:
Example 2.6. LetM = 〈a1, a2|a21 = a2〉. Then
δM,a1(k) = fk,
where (fk) is the Fibonacci sequence f1 = 1, f2 = 2, fk = fk−1 + fk−2.
Example 2.7. LetM = 〈a, b|a3 = ab2 = a2b〉. This gives the sequence 1, 3, 24, 192, 1536, 12288, . . . ,
which is sequence A103333 in [3] and is described as the number of closed walks of length 2n based
at the vertex of valence three on the graph of the (7, 4) Hamming code shown in Fig. 1. Then we will
show that
δM(k) = 3 · 8k−1.
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Fig. 1.
Proof. We will show that w is equivalent to (a3)k if and only if w has the form w = w′u, where
w′ ∈ {a3, a2b, ab2} and u is any word in a, b of length 3(k− 1).
The proof that any suchword is equivalent to (a3)k is by induction: first do the case k = 2 by hand;
then for any v1, v2, . . . , vk−1 ∈ F , where each vi has length 3, we have (using the k = 2 case):
(a3)k = a3a3 . . . a3a3a3 ≡ a3a3 . . . a3a3v1
≡ a3a3 . . . a3v2v1
≡ . . .
≡ a3vk−1 . . . v3v2v1
≡ a2bvk−1 . . . v3v2v1
≡ ab2vk−1 . . . v3v2v1,
as desired.
Now suppose that w ≡ (a3)k. We show that the first three letters of w determine a word in
{a3, a2b, ab2}. The proof will be by induction on the length r ≥ 1 of the sequence of elementary
substitutions (a3)k = W1 ≡ W2 ≡ W3 ≡ · · · ≡ Wr = w between (a3)k and w, the case r = 1
being true. So assume the result true for r and consider the r+1 case. Then by induction we can write
Wr = qur , where q ∈ {aaa, aab, abb} and we consider the elementary substitution Wr ≡ Wr+1. If
this elementary substitution does not change the first three letters of Wr , then we are done. If this
elementary substitution only changes the first three letters ofWr , then we are also done.
If the elementary substitutionWr ≡ Wr+1 only changes the second, third and fourth letters ofWr ,
then it is easy to see that we must have one of the following elementary substitutions:
Wr = aaaa . . . 7→ Wr+1 = aaab . . . ;
Wr = aaaa . . . 7→ Wr+1 = aabb . . . ;
Wr = aaab . . . 7→ Wr+1 = aaaa . . . ;
Wr = aaab . . . 7→ Wr+1 = aabb . . . ;
Wr = aabb . . . 7→ Wr+1 = aaaa . . . ;
Wr = aabb . . . 7→ Wr+1 = aaab . . . .
In each case the length three left subword ofWr+1 is in {a3, a2b, ab2}.
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The situation where the elementary substitution only changes the third, fourth and fifth letters of
Wr is even easier, since in all such cases the third letter ofWr+1 is always an a and so the first three
letters ofWr andWr+1 are the same. This concludes the proof of the Example. 
3. The monoidMk = 〈a, b|a = bk〉
In this section we solve our problem of finding δMk(n) for the monoid
Mk = 〈a, b|a = bk〉,
for all k ∈ N. We prove:
Theorem 3.1.
δMk(n) =
n∑
i=0
(
i+ k(n− i)
i
)
.
Proof. Suppose that w ≡ an and suppose that w has i occurrences of a and j occurrences of b. Then
we must have n = i + j/k. On the other hand if w is any word in the generators a, b which has i
occurrences of a and j occurrences of b with n = i + j/k, then w ≡ an: just replace all occurrences
of a by bk and you get the word bkn which is equivalent to an. Thus δMk(n) is just the number of such
words. Now for fixed i, j the number of words with i occurrences of a and j occurrences of b where
n = i+ j/k is
(
i+j
i
)
=
(
i+k(n−i)
i
)
and 0 ≤ i ≤ k. Summing these numbers gives the result. 
The numbers δMk(n), k = 1, . . . , 8, n = 0, . . . , 10, are shown in the following table:
1 2 4 8 16 32 64 128 256 512 1024 . . .
1 2 5 13 34 89 233 610 1597 4181 10946 . . .
1 2 6 19 60 189 595 1873 5896 18560 58425 . . .
1 2 7 26 95 345 1252 4544 16493 59864 217286 . . .
1 2 8 34 140 571 2328 9496 38740 158045 644761 . . .
1 2 9 43 196 882 3970 17887 80608 363254 1636944 . . .
1 2 10 53 264 1294 6349 31200 153366 753836 3715166 . . .
1 2 11 64 345 1824 9661 51284 272333 1445995 7677250 . . .
(3.1)
Example 3.2. Note that the second row of the matrix (3.1) is every other term of the Fibonacci
sequence. This sequence is determined by the recursion
δ(0) = 1, δ(1) = 2, and δ(n+ 1) = 2δ(n)+ δ(n− 1)+ δ(n− 2)+ · · · + δ(1)+ δ(0).
We will now show thatM = 〈a, b|a = b2〉 is a monoid of finite type with infinite basis
u1 = a, u2 = bb, u3 = bab, u4 = baab, u5 = baaab, . . .
where the exponents are e1 = 1, e2 = 1, e3 = 2, e4 = 3, e5 = 4, . . . . To prove this we show:
(i) each ui, i > 2, is equivalent to ai−1;
(ii) if v ≡ ak for some k ≥ 1, then v ∈ 〈u1, u2, u3, . . .〉;
(iii) the monoid 〈u1, u2, u3, . . .〉 is a free monoid.
For (i) note that for i ≥ 3,
ui = bai−2b ≡ bb2(i−2)b = (b2)i−1 ≡ ai−1,
so that we have the exponent ei = i− 1.
(ii) It is easy to see that if v ≡ ak, then v has an even number of b’s. What we will show is that any
word having an even number of b’s is equivalent to ap for some p. The proof will be by induction on
the length of v, the initial cases being trivial to check. If a is a left subword of v, then v = av′ where
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v′ has smaller length than v and v′ also has an even number of b’s. Induction shows that v′ ≡ ap and
so v ≡ ap+1. If bb is a left subword of v, then the argument is similar. In all other cases we must have
v = ba . . .; but since v has an even number of b’s we in fact must have v = barbv′ = ur+2v′, where
v′ has smaller length than v and has an even number of b’s. The result now follows by induction.
(iii) Let U = 〈u1, u2, u3, . . .〉 be the monoid generated by u1, u2, u3, . . . .We show that U is a free
monoid. So suppose that α, β ∈ U and that α = β . This equality means equality as words in a, b. If
α = a . . . , then β = a . . . and so both α and β begin with u1 (as words in U). If α = bb . . . , then
β = bb . . . and so both α and β begin with u2. In all other cases we must have α = bakb . . . , and
β = bakb . . . and so both α and β begin with uk+2. An induction (on the length of α) now easily shows
that α and β determine the same sequence of ui, as required.
This concludes the proof of Example 3.2. 
4. Some examples of finite type
The following result gives a condition which guarantees that a set is a basis:
Proposition 4.1. Assume that M = 〈a1, . . . , ar |w1 = w2, w3 = w4, . . . , w2s−1 = w2s〉 is a monoid
with strictly positive relations and that u1, u2, . . . are words in the ai. We suppose that for all wi there is
a number Ni such that if wi is a subword of r = ui1ui2 . . . uit , then there is a subword uijuij+1 . . . uij+m of
r containing wi where m ≤ Ni.
For all such values of i and N = Ni we suppose that for all i1, i2, . . . , iN and for all subwords wi of
ui1ui2 . . . uiN , the result of replacing wi bywj gives a newword which can be written uniquely as a word in
u1, u2, . . . . Assume that δM(n) <∞ for all n > 0. Also assume that for all n there is a unique expression
for wn1 in 〈u1, u2, . . .〉.
Then u1, u2, . . . is a basis.
Proof. Let U = 〈u1, u2, . . .〉 and let lU denote the length of a word in U . The proof is by induction on
n where the word w is equivalent to wn1 . Thus we need to show that every word of this form has a
unique representative when written as a word in U , since it is easy to see that every such word can
be so represented. The cases where l(w) = 0, 1 are true.
First note that if a word is equivalent to wn1 and to w
m
1 with n 6= m, then one easily sees that
δM(n) = ∞, a contradiction. This shows that the value of n is unique.
So assume thatw ≡ wn1 and that all words equivalent towm1 ,m < n, have unique representatives
in U . Now there is a sequence
wn1 = w(1) ≡ w(2) ≡ . . . ,≡ w(k−1) ≡ w(k) = w
of words in F wherew(i+1) is obtained fromw(i) by an elementary substitution.
If k = 1, then the uniqueness of the expression follows by hypothesis. Thus we may assume that
k > 1. We may also assume (by a further induction on k) that all of the words w(1), w(2), . . . , w(k−1)
have unique representatives in U . Suppose that wi is a subword of w(k−1) and that w(k) is obtained
from w(k−1) by replacing wi by wj. Then by induction we can write w(k−1)=U z1z2z3 uniquely, where
z1, z2, z3 ∈ U , wi is a subword of z2 and lU(z2) ≤ Ni. We may also choose lU(z2) to be as small as
possible. By hypothesis replacing wi by wj in z2 gives a unique word z ′2 and so replacing wi by wj in
z1z2z3 gives z1z ′2z3 as a word in U representingw(k).
Now suppose that there is another word x ∈ U which also represents w(k). Then we can similarly
write x = x1x2x3, where x1, x2, x3 ∈ U, lU(x2) ≤ Nj and wj is a subword of x2. We also assume that
lU(x2) is minimal. Replacing wj by wi in x2 gives a word unique x′2 ∈ U . Now the uniqueness of the
U-expression forw(k−1) shows us that
z1z2z3=U x1x′2x3. (4.1)
Thus we have:
w(k−1) = z1z2z3 =U x1x′2x3l l l
w(k) = z1z ′2z3 ≡ x1x2x3.
(4.2)
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Here the vertical arrows indicate (three occurrences of the same) replacement of wi by wj or vice
versa.
We now consider some cases. First, if z1 6= 1 and x1 6= 1, then (4.1) show that then either x1 is a
left subword of z1 or vice versa. In either case (4.1) shows that they have the same first U-generator:
z1=U urz11, x1=U urx11. Substituting in (4.2) we see that
urz11z2z3 =U urx11x′2x3l l
urz11z ′2z3 ≡ urx11x2x3.
(4.3)
Now ur ≡ wer1 and so z11z2z3 ≡ wn−er1 , er > 0. Canceling the ur in (4.3) and applying induction gives
z11z ′2z3=U x11x2x3, from which we obtain z1z ′2z3=U x1x2x3.
This does the case z1 6= 1 and x1 6= 1. The case where z3 6= 1 and x3 6= 1 is similar. So we may
assume that one of z1, x1 is trivial and one of z3, x3 is trivial.
Now if z1 = z3 = 1, thenw(k−1) = z2 with lU(w(k−1)) ≤ Ni and the result follows directly from the
hypothesis, which guarantees that z ′2 has a unique expression in U , in this case.
The case where x1 = x3 = 1 is similar to this last case.
Thuswe are left to consider the two cases (i) z1 = x3 = 1, z3, x1 6= 1; and (ii) z3 = x1 = 1, z1, x3 6=
1. We will only consider (i), since (ii) is similar.
So suppose that z1 = x3 = 1, and z3, x1 6= 1. Then (4.2) is
w(k−1) = z2z3 =U x1x′2l l l
w(k) = z ′2z3 ≡ x1x2.
(4.4)
Since z2z3=U x1x′2 and z3, x1 6= 1 we see that either (a) x1 is a left subword of z2 or (b) z2 is a left
subword of x1.
If (a), then z2 = x1z21 which then gives z21z3=U x′2, where we recall that wi is a subword of
x′2, which is exactly the same subword that occurred in z2. Since x1 6= 1 and lU(z2) was assumed
minimal we see that this wi subword is not a subword of z21z3; but it is a subword of x′2. This gives a
contradiction since z21z3=U x′2.
If (b), then x1 = z2x11 and we get z2z3=U z2x11x′2, giving z3=U x11x′2; we again obtain a
contradiction by noting that the subwordwi that we started with occurs in x11x2, but not in z3.
This concludes consideration of all cases and proves Proposition 4.1. 
The following examples of monoids give sequences found in [3]. The monoids all have two
generators and one relation. Using Theorem 1.1 one can find other monoids giving the same
sequences, however our point of view is that monoids with two generators and a single relation are a
natural class to study.
Example 4.2. LetM = 〈a, b|ab2a2 = bab2〉. We claim thatM is of finite type where
u1 = ab2a2, u2 = bab2, u3 = babab2a4, u4 = ba2b2a6.
To check that this is the case we use Proposition 4.1. Thus (1.1) gives the recursion
δ(n) = 2δ(n− 1)+ 2δ(n− 2),
which determines the sequence (A002605 in Sloan’s list [3])
1, 2, 6, 16, 44, 120, 328, 896, 2448, 6688, 18272, 49920, 136384, 372608,
1017984, 2781184, . . . .
Example 4.3. LetM = 〈a, b|ba3b = abba3〉. We claim thatM is of finite type where
u1 = ba3b, u2 = abba3, u3 = ba2ba3b2, u4 = ababba6b, u5 = ababba5ba3b2,
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Fig. 2.
so that e1 = 1, e2 = 1, e3 = 2, e4 = 2, e5 = 3. To check that this is the case we use Proposition 4.1.
Thus (1.1) gives the recursion
δ(n) = 2δ(n− 1)+ 2δ(n− 2)+ δ(n− 3),
which determines the sequence
1, 2, 6, 17, 48, 136, 385, 1090, 3086, 8737, 24736, 70032, 198273, 561346,
1589270, 4499505, . . . .
This is sequence A077936 of [3].
Example 4.4. LetM = 〈a, b|ab3a = bab3〉. We claim thatM is of finite type where
u1 = ab3a, u2 = bab3, u3 = baabbba4, u4 = babbab3a2,
u5 = babab3a3, u6 = bbab6a,
and e1 = 1, e2 = 1, e3 = 2, e4 = 2, e5 = 2, e6 = 2. To check that this is the case we use
Proposition 4.1. Thus (1.1) gives the recursion
δ(n) = 2δ(n− 1)+ 4δ(n− 2),
which determines the sequence
1, 2, 8, 24, 80, 256, 832, 2688, 8704, 28160, 91136, 294912, 954368,
3088384, 9994240, . . . .
This is sequence A063727 of [3], the convergents of (1+√5)/2.
Example 4.5. LetM = 〈a, b|aba = bbaab〉. thenM is of finite type where a basis is:
u1 = aba, u2 = b2a2b, u3 = bbab2a2b2a; u4 = b2ab2a3baa,
which have exponents e1 = 1, e2 = 1, e3 = 2, e4 = 3 and so give the recursion δ(n) =
2δ(n− 1)+ δ(n− 2)+ δ(n− 3). This gives the sequence:
1, 2, 5, 13, 33, 84, 214, 545, 1388, 3535, 9003, 22929, 58396, 148724, 378773, . . . .
This is sequence A077939 of [3].
Proof of Theorem 1.1. Let the λi > 0, i ≤ t, be as in Theorem 1.1. Define the directed, labeled graph
Γ to have vertices {0, 1, 2, . . .}. Then Γ will have λi edges from vertex k to k + i for all values of
i ≤ t, k = 0, 1, 2, . . . . These edgeswill be labeled ak,i,q, q = 1, . . . , λi, wherewe impose the relations
ai,q = ak,i,q = aj,i,q for all i, j, k, q. See Fig. 2 for the case t = 2, λ1 = 2, λ2 = 3, where all edges are
directed from left to right.
Now define the monoid M to have the finite set of generators {ai,q|i ≤ t, q ≤ λi} and to have the
finite set of relations determined as follows: for any vertex 0 ≤ k ≤ t and any two directed paths
γ1, γ2 in Γ from 0 to k letw(γ1), w(γ2) be the words in the generators ai,q determined by γ1, γ2. The
corresponding relation is w(γ1) = w(γ2). Let R be the finite set of all such relations for all choices of
γ1, γ2 paths of length at most t . Then R is the set of relations forM . ClearlyM is a monoid with strictly
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positive relations. Note that if we have vertices 0 ≤ j < k ≤ t and any two directed paths γ1, γ2 in
Γ from j to k, then the relation determined by this choice of γ1, γ2 is the same as that determined by
the translates of γ1, γ2 which start at 0.
We will show thatM has finite type by using Proposition 4.1 to show that
B = {ai,q|i ≤ t, q ≤ λi},
is a basis. Once we have shown this Theorem 1.1 will follow from (1.1).
First note that we may take Ni = t for each generator. Since the elements of B are actually
generators, then the rest of Proposition 4.1 (the uniqueness condition) follows easily. This concludes
the proof of Theorem 1.1 where we allow an arbitrarily large number of generators.
For the case of two generators we need only note that there is an embedding f : F → B of the free
monoid F = 〈a1, . . . , ar〉 in the free monoid B = 〈b1, b2〉, where f (ai) = b1bi2b1 for all i ≤ r . It is easy
to check that f is an injective map of monoids.
Now if the monoid M = 〈a1, . . . , ar |w2i−1 = w2i, i = 1, . . . , s〉 is the monoid determined
above (such that δM,a1(n) realizes the recurrence (1.2)), then the monoid f (M) = 〈b1, b2|f (w2i−1) =
f (w2i), i = 1, . . . , s〉 i such that δf (M),f (a1)(n) realizes the recurrence (1.2). This gives the rest of
Theorem 1.1. 
5. Proof of Theorem 1.4
First we will show that δMn(n) = ∞.
To do this we will show that the word (a1a22a
n
1)
n is equivalent to a word of the form . . . (an1a2)
nan1.
This will suffice to show that δMn(n) = ∞ by Lemma 2.4.
The relation in Mn is an1a2 = a1a22an1; we think of this as the effect of commuting an1 (to the right)
past a2 to get a1a2a2an1. It follows that a
n
1a
b
2 = (a1a2a2)ban1, an1(ab2ac1) = (a1a2a2)bac1an1, an1(ab2ac1ad2) =
(a1a2a2)bac1(a1a2a2)
dan1, etc.
This shows that by commuting the n− 1 leftmost copies of an1 in (a1a22an1)n to the right, we see that
(a1a22a
n
1)
n is equivalent to a word of the form . . . (a1)n−1(a1a22a
n
1). In the calculations that follow it will
be easier to see what is happening if we replace a1 by 1 and a2 by 2. Thus 1n will represent an1 etc. We
then have:
(1n)n−1(1221n) ≡ (1n)n−21(122)(1221n)1n
= (1n)n−212(22)(1221n)1n
≡ (1n)n−312(122)(1221n)(1221n)1n
= (1n)n−313(22)(1221n)21n
≡ (1n)n−413(122)(1221n)(1221n)21n
= (1n)n−414(22)(1221n)31n
≡ . . .
≡ (1n)11n−1(22)(1221n)n−21n
≡ 1n−1(122)(1221n)(1221n)n−21n
= 1n(22)(1221n)n−11n
≡ (122)(1221n)(1221n)n−11n
= (122)(1221n)n1n.
Thus δMn(n) = ∞ by Lemma 2.4.
We now show that δMn(k) <∞ for all k ≤ n−1. In fact it will suffice to show that δMn(n−1) <∞.
So considerW = (1n2)n−1. Recall that we think of replacing 1n2 by 1221n as commuting 1n past
2 (to the right) to get 1221n. Similarly, replacing 1221n by 1n2 will be thought of as moving the 1n to
the left. We will say that a sequence of elementary substitutions, starting atW is standard if they all
move copies of 1n to the right.
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To make this precise we writeW = C12C22C32 . . . 2Cn−12, so that each Ci, i < n, is just 1n; we call
each Ci a copy of 1n inW . This allows us to keep track of where each such copy of 1n goes when we
make an elementary substitution. For example the equivalence
1n21n2 ≡ 1221n1n2 ≡ 1221n · 1221n
can be described as
C12C22 ≡ 122C1C22 = 122C2C12 ≡ 122C2 · 122C1,
or
C12C22 ≡ 122C1C22 ≡ 122C1 · 122C2.
In the former we have changed the order of the occurrences of the Ci, whereas in the latter we have
kept the Ci in the same order. Then we have:
Lemma 5.1. If W = (1n2)n−1 ≡ w, then w can be obtained from W by a standard sequence of
elementary substitutions where the order of the copies Ci of 1n is unchanged.
Proof. Suppose that we have an equivalence
W = W1 ≡ W2 ≡ W3 ≡ · · · ≡ Wv, (5.1)
where we keep track of where the copies Ci of 1n go: so eachWi ≡ Wi+1 is either (i) an elementary
substitution; or (ii) Wi = Wi+1, where we track the Cr as: Wi = · · · 1aCe1bCf 1c . . . and Wi+1 =
· · · 1a′Cf 1b′Ce1c′ . . . , where a+ b+ c = a′ + b′ + c ′. With this description of such changes it is now
easy to see how to guarantee that we keep the order of the copies unchanged: If the order is changed,
then there is someWi = · · · 1aCe1bCf 1c . . . , e < f ,which gets changed toWi+1 = · · · 1a′Cf 1b′Ce1c′ . . .
(as in the above). To remedy this we just interchange Ce and Cf in allWk for k > i. Doing this finitely
many times will produce a sequence of equivalences that does not change the order of the copies
C1, . . . , Cn−1.
We now assume that the order of the copies remains unchanged through the sequence (5.1), so
that (5.1) is now a sequence of elementary substitutions. We show that we can find a sequence of
elementary substitutions from W to Wv where no left substitutions are used. So suppose that we
have a left substitution in (5.1). Then for some 1 ≤ i ≤ v we have
Wi = · · · 122Cr . . . , Wi+1 = · · · Cr2 . . . . (5.2)
We may choose i to be minimal. Then all elementary substitutionsW1 ≡ W2 ≡ · · · ≡ Wi are to the
right. This means that each copy C1, . . . , Cr−1 is to the left of Cr and these are the only Cu that are to
the left of Cr .
Now the subword 122 ofWi in (5.2) must have been ‘created’ by some copy Ck moving to the right.
Since all moves inW1 ≡ W2 ≡ · · · ≡ Wi are to the right and inWi there is nothing between this 122
and Cr we see that k = r . So there is a j < i such that Wj = · · · Cr2 . . . and Wj+1 = · · · 122Cr . . . .
Here the subword 122 inWi and inWj+1 are the same subword. Since all elementary substitutions in
W1 ≡ W2 ≡ · · · ≡ Wi are to the right we see that no elementary substitution inWj+1 ≡ · · · ≡ Wi
can change this subword 122. Thus the subword 122Cr is in each of the wordsWj+1, . . . ,Wi. Thus any
elementary substitution inWj+1 ≡ · · · ≡ Wi can be accomplished with the subword 122Cr replaced
by Cr2. Doing this increases the minimal index i such that a left elementary substitution occurs inWi.
The result now follows. 
From this result we see that any equivalence
W = (1n2)n−1 = C12C22 . . . Cn−12 ≡ w,
can be accomplished by first moving the copy Cn−1 to the right (some number, perhaps zero, of times),
then moving the copy Cn−2 to the right (some number of times), and so on. We claim that in so doing,
one never ‘creates’ a new subword 1n, that in fact 1n−1 is the largest power of 1 in anyword equivalent
toW . The proof of this claim will imply that δMn(n− 1) <∞.
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Define z0 = 2 and zk+1 = 1zkzk, k ≥ 0. Then for k ≥ 0 we have
1nzk = zk+11n. (5.3)
Note that zk, k ≥ 0, has the form zk = 1k2ukwhere uk does not have a subword of the form 1k. Further,
each zk ends with a 2 and so the largest power of 1 in zkzm is 1max(k,m).
Lemma 5.2. If w is a word equivalent to W = (1n2)k = C12C22 . . . Ck2, k < n, then the largest power
of 1 which occurs as a subword of w is 1k. Further, the subword 1k only occurs as a subword of zk in a
word of the form z1z2z3 . . . zk−1(1k . . . C1 . . . C2 . . . Ck) obtained by commuting all of the k copies of 1n to
the right of the 2 in the subword Ck2 of W.
Proof. This will be by induction on 1 ≤ k < n for fixed n. The case k = 1 is easy to check.
So assume true for k− 1 ≥ 1. Consider any equivalence (5.1)W = C12C22 . . . Ck2 ≡ w. If the copy
Ck does not get moved to the right, then this equivalence is the same as an equivalence of length k−1
and we are done by induction.
So assume that the copy Ck does get moved to the right. Thus we have
W2 = C12C22 . . . Ck−12z1Ck
in (5.1).
If the copy Ck−1 does not get moved further to the right than the first 2 in z1Ck = 122Ck, then the
k− 1 case of the induction gives the result. So we assume that it is so moved:
W3 = C12C22 . . . Ck−21(122) . . . Ck−1 . . . Ck.
If the copy Ck−2 does not get moved further to the right than the first 2 in
1(122) . . . Ck−1 . . . Ck,
then the k− 1 case of the induction gives the result. So we assume that it does so get moved:
W4 = C12C22 . . . Ck−312(122) . . . Ck−2 . . . Ck−1 . . . Ck.
Continuing in this way proves Lemma 5.2 and concludes the proof of the first part of Theorem 1.4.
For the last statement in Theorem 1.4 we let yi = 2i+1 for i ≥ 0. Then in B1,2 we have 1yi = yi+11.
The analogy of this equation with (5.3) is now enough to allow us to conclude that δB1,2(k) = δMn(k)
for all k < n, since we have already shown that 1n is not a subword of any word equivalent in Mn to
(1n2)k, k < n. 
Problems/Questions 5.3. (i) Which recurrences (1.2) can be realized by a monoid with two
generators and one relation?
(ii) Find a nice expression for δM(n), whereM = 〈a1, a2|a21 = a32〉.
(iii) Show that δB1,2(k) is the sequence A002449.
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