We consider totally unimodular stochastic programs, that is, stochastic programs whose extensive-form constraint matrix is totally unimodular. We generalize the notion of total unimodularity to apply to sets of matrices and provide properties of such sets. Using this notion, we give several sufficient conditions for stochastic programs to be totally unimodular, and provide necessary conditions for specific classes of problems. When solving such problems using the L-shaped method it is not clear whether the integrality restrictions should be imposed on the master problem. Such restrictions will make each master problem more difficult to solve. On the other hand, solving the linear relaxation of the master typically means sending fractional (and unlikely optimal) solutions to the subproblems, perhaps leading to more iterations. Our computational results investigate this trade-off and provide insight into which strategy is preferable under a variety of circumstances.
Introduction
Consider the extensive form of a two-stage stochastic mixed-integer program where all firststage decision variables are integers.
subject to
x ∈ X = Z Z
The vector c is a known vector in IR n 1 , and for every realization (or scenario) k, d k is a vector in IR n 2 , h k is a vector in IR m , T k , the technology matrix, is a matrix in IR m×n 1 , and W k , the recourse matrix, is a matrix in IR m×n 2 . Scenario k occurs with probability p k . Assume that there are a finite number of scenarios. Without loss of generality, we assume that any explicit constraints on the first-stage decisions x have been incorporated into all of the T k matrices, where the corresponding rows are 0 in the W k matrices. The deterministic equivalent of this stochastic program is given by
where the expected recourse function, Q(x) = K k=1 p k Q(x, k), and
In the case of stochastic linear programs, it is well known [4] that Q(x) is a convex function, and algorithms for solving stochastic linear programs, such as the so-called "Lshaped" method [19] and its variants, exploit this property. Wollmer [20] showed that when X = IB n 1 and Y = IR n 2 + , a slight modification of the L-shaped method applies. In contrast, when Y contains integrality restrictions, Q(x) is in general nonconvex and discontinuous [17] . As a result, stochastic programs with integer recourse are difficult to solve. Recent approaches to such problems include Ahmed et al. [1] , Kong et al. [9] , and Sen and Higle [16] . Carøe [3] , Klein Haneveld and van der Vlerk [7] , and Schultz [15] gave comprehensive surveys of the state of stochastic integer programming.
Define the matrix B to be the constraint matrix of the extensive form of the stochastic program described in (1) -(3),
. . .
Let M = m × K and N = n 1 + n 2 × K, so that B is an M × N matrix. This paper addresses the question of when can the stochastic mixed-integer program defined in (1) -(3) be solved as a stochastic linear program for any integer right-hand side h k . It is well known that this is true if and only if B is totally unimodular (TU).
The literature on total unimodularity in deterministic optimization is vast. Padberg [13] , Schrijver [14] , and Nemhauser and Wolsey [12] provided surveys. Several authors have considered total unimodularity within stochastic programming. Birge and Louveaux [2] recognized the utility of the constraint matrix of a stochastic program being TU. They described one sufficient condition for B to be TU and concluded that stochastic programs are unlikely to meet this sufficient condition. van der Vlerk [18] provided a class of convex approximations for complete integer recourse models, and showed that when the recourse matrix is TU these approximations are exact.
The remainder of this paper is organized as follows. In Section 2 we generalize total unimodularity so that it applies to sets of matrices. In Section 3 we give sufficient conditions for the constraint matrix of the extensive form of a two-stage stochastic program to be totally unimodular. For some special classes of stochastic programs, these conditions are also necessary. Section 4 shows the validity of using the L-shaped method with two different approaches to optimize totally unimodular stochastic programs. These two approaches differ with respect to whether the integrality restrictions are imposed on the master problem. We provide computational results in Section 5 that investigate the trade-off between the two approaches, and give conclusions in Section 6.
A Generalization of Total Unimodularity
The following theorem is a well known characterization of total unimodularity for a single matrix.
Theorem 1 (Ghouila-Houri [5] ) An m × n matrix A is TU if and only if for every J ⊆
We will find it convenient to extend the definition of total unimodularity so that it addresses groups of matrices.
Definition 1 Let T = {A 1 , . . . , A T } be a set of (0, ±1) matrices, each of which is of m×n t dimension, t = 1, . . . , T . Also let v ∈ {0, ±1} m . The set T is TU with respect to v, denoted
and
This generalization of total unimodularity will be used in Section 3 to characterize when a stochastic program is totally unimodular. Note that the matrices in T do not need to have
We next give several properties of a T U (v) set of matrices, some of which provide ways of constructing other T U (v) sets of matrices from a given set. The proofs of most of these properties are obvious and are omitted.
Proposition 1 A matrix A is TU if and only if {A} is T U (0).
, then so is any proper subset of T .
Corollary 1 For any
Proof: Consider any subset J of the columns of (A|v). If v / ∈ J the result follows from the fact that A is TU. Otherwise, let J 1 and J 2 be as in the definition of T U (v), and let
so
A similar argument holds if
Proof: Interchange the sets J Proposition 7 For any v ∈ {0, ±1} m , the union of two sets of T U (v) matrices is T U (v).
set.
Two matrices in a set of T U (v) matrices may be combined into a larger TU matrix. 
Characterizing Totally Unimodular Stochastic Programs
Consider the two-stage stochastic programming polyhedron defined by
We denote
Theorem 3 The extensive-form constraint matrix B of a two-stage stochastic program is TU if and only if the corresponding polyhedron P is integral for all right-hand sides h ∈ Z Z M for which it is nonempty.
Theorem 3, as it applies to deterministic optimization problems, was first proved by Hoffman and Kruskal [6] .
Corollary 4
The extensive-form constraint matrix B of a two-stage stochastic program is TU if and only if P has only integer extreme points for any integer right-hand side h for which it is nonempty.
It should be noted that if B is TU, each matrix T 1 , . . . , W K must be as well, and B must be a (0, ±1) matrix. When Theorem 1 is applied to the extensive-form constraint matrix B,
we obtain the following.
Theorem 4 The extensive-form constraint matrix B of a two-stage stochastic program is TU if and only if for every
Corollary 5 Consider a two-stage stochastic integer program with fixed technology matrix T and recourse matrix W . If T = I and W is TU, B is TU.
T is a TU matrix.
Proof: Apply Theorem 4 to the subset of columns corresponding to the first-stage decision variables. 2
When the stochastic program has simple recourse, i.e., the only recourse action is to incur a linear penalty for shortages or surpluses, the recourse matrix W k = (I, −I) for all k. In such cases, the condition that ((
T is TU, is also sufficient for the stochastic program to be totally unimodular.
Proposition 9 If a two-stage stochastic program has simple recourse, B is TU if and only
Proof: "⇒": Follows from Proposition 8.
"⇐": Consider any subset J = {J 0 , . . . , J K } of columns of the extensive form. Since
Initialize J 1 = J 
k ) of each J k and a partition of the rows such that
The partition of J given by J Of particular interest are those matrices A for which {A} is T U (v) for all v ∈ {0, ±1} m .
The identity matrix is such a matrix.
Theorem 6 Suppose the matrix ((T
T is TU, and each matrix
T is TU, for every subset J ⊆ {1, . . . , n 1 }, there must exist a partition (J 1 , J 2 ) of J and a vector v k ∈ {0, ±1} m such that
Optimizing Totally Unimodular Stochastic Programs
It is obvious that the special structure of totally unimodular stochastic programs makes them easier to solve than general stochastic mixed-integer programs. We present two approaches to solving these problems with the L-shaped method [19] .
Consider the linear relaxation of the recourse problem in the stochastic program described in (1) -(3). Define Q LP (x, k) to be the optimal objective value to the LP relaxation of the recourse problem under scenario k given first-stage solution
It is obvious that for any x ∈ X and all scenarios k, Q LP (x, k) ≤ Q(x, k) and thus 
, and so Q(x) is nonconvex and discontinuous. Note that
Example 1 shows that even if B is TU, the expected recourse function Q(x) is in general nonconvex and discontinuous. Furthermore, there may exist x ∈ IR
Theorem 7 Suppose B is TU and h ∈ Z Z M . Then for any x ∈ Z Z n 1
Proof: Consider any scenario k and any x ∈ Z Z n 1 + . The matrices W k are TU and the righthand side h k − T k x is integral, so there exists an optimal solution to the LP relaxation of the recourse problem that is integral. 2
be an optimal solution to the stochastic linear programming relaxation where integrality is relaxed in the second stage.
Theorem 8 Consider any stochastic mixed-integer program with h ∈ Z Z M , described in (1) - (3), for which P in (16) be an extreme point optimal solution to the stochastic linear programming relaxation where integrality is relaxed in both stages.
Theorem 9
Consider any stochastic mixed-integer program with h ∈ Z Z M , described in (1) -(3), for which P in (16) is nonempty. If B is TU, then (x LP , y LP ) is an optimal solution to the stochastic mixed-integer program.
Proof: By Corollary 4, P has only integer extreme points. Example 2 Suppose K = 2 and T 1 = T 2 = 1 and
. Clearly, the matrix B is TU by Proposition 9. Let c = 0 and d
Suppose h 1 = 1 and h 2 = 2, each with probability . Assume also 0 ≤ x ≤ 10.
Because the first-stage objective c T x = 0, Q(x) is also the function z(x) to be minimized (see Figure 1 ). Suppose we start the L-shaped method at x 1 = 0 and solve the master problem as a linear program. We show the sequence of iterations for the L-shaped method as follows.
1. Iteration 1: x 1 is not optimal, generate the cut θ ≥ 1.5 − x.
2. Iteration 2: x 2 = 10, θ 2 = −8.5 is not optimal, generate the cut θ ≥ x − 1.5.
3. Iteration 3: x 3 = 1.5, θ 3 = 0 is not optimal, generate the cut θ ≥ 0.5.
Iteration 4:
x 4 = 1.5, θ 4 = 0.5, which is optimal.
It should be noted that with adding the last L-shaped optimality cut θ ≥ 0.5 to the master problem, the optimal solution x is not unique. As a result, solving the master problem as a linear program may not guarantee that the L-shaped method terminates with a feasible optimal solution to the totally unimodular stochastic program. However, as Theorem 10
shows, if an extreme point solution is obtained when solving the master problem at the last iteration of the L-shaped method, the first-stage decision must be integral.
Let P M denote the polyhedral set of the feasible solutions (x, θ) of the master problem when the L-shaped method terminates.
Theorem 10 Suppose the L-shaped method terminates with an optimal solution (x, θ) that is an extreme point of P M . Then if B is TU, x ∈ Z Z n 1 + .
Proof: We will prove that the solution (x, y), with y = y LP (x), is an extreme point of P .
The result then follows from the total unimodularity of B.
Clearly (x, y) ∈ P . Suppose that (x, y) is not an extreme point of P . Now, consider the case
and from the validity of the optimality cuts it follows that (
the last equality follows from the fact that at termination of the L-shaped method θ =
. This contradicts the hypothesis that (x, θ) is an extreme point
Theorem 10 shows that one only needs to obtain an extreme point solution of the master problem as the L-shaped method terminates. This is normally ensured by using the simplex method for the master problem.
Applying the L-shaped method to solve totally unimodular stochastic programs may not preserve the integrality property.
Proposition 10 A master with at least one feasibility or optimality cut is in general not TU.
Proof: In general, feasibility and optimality cuts contain coefficients not in {0, ±1}. + . On the other hand, Theorem 9 shows that by solving the master as an LP, we are minimizing Q LP (x), a convex function, over IR n 1 + . Our computational experiments explore when this knowledge can be exploited.
Computational Results Comparing Various L-shaped Approaches
As in the case of general stochastic linear programs with continuous second stage, the Lshaped method [19] can be used to exploit the dual block-angular structure existing in totally unimodular stochastic programs. While certain specialized versions of the L-shaped method may apply to certain classes of the problems, e.g., those with simple integer recourse [10] , the purpose of our experiments is to explore the trade-off between the two approaches within the most common L-shaped method framework as described in Theorems 8 and 9.
When applying the L-shaped method to totally unimodular two-stage stochastic programs, Theorem 8 and 9 indicate the trade-off in terms of solving the master problem.
When integrality restrictions in X are relaxed, the master problem is easier to solve for a given set of cuts. However, in this case fractional solutions x may be generated. Since there exists an optimal solution with x being integral, solving the master over X may be advantageous, since every solution to the master is potentially an optimal solution.
We solved four classes of totally unimodular two-stage stochastic programs. The first two classes of problems comprise instances in which T is a fixed TU matrix and W k is [I, −I] for each scenario k. The next two classes comprise instances in which T is identity matrix and W is a fixed TU matrix. Table 1 summarizes these four classes. We used the capacitated network generator NETGEN [8, 11] to generate TU matrices. Tables 2 and 3 show several parameters used in the TU matrix generation. In each class, we generated 100 totally unimodular stochastic program instances whose generating parameters are also reported in Tables 2 and 3 . In Class 2, we specified that the second-stage objective function coefficients are the only stochastic component for simplicity in the generation. For each instance, we varied the number of scenarios, i.e., K = 1000, 2000, . . . , 10000, and tested two solution approaches in the L-shaped method. One approach was to solve the master problem itself as an IP at each iteration. The other one was to solve the LP-relaxation of the master problem at each iteration.
All the instances were solved on a Pentium IV PC with a 2.40 GHz CPU and their computational results are reported in Tables 4 -6 . In Table 4 , we present the average ratio of the number of cuts required by the approach of solving each master problem as an IP to the number of cuts required by the approach of solving each master problem as an LP.
In Classes 1 and 2, only optimality cuts are needed since the stochastic integer programs have relatively complete recourse. Regardless of the number of scenarios, solving the master problem as an IP requires fewer cuts on average than solving its LP-relaxation. In Table 5 , we present the number of integer incumbent solutions obtained in the L-shaped method with the approach of solving each master problem as an LP, for 10 instances randomly selected from Classes 3 and 4. These results show that the L-shaped method with the LP master approach converges along a much different path than the IP master approach. For some instances with given numbers of scenarios, e.g. Instance 1 from Class 3 with 1000 scenarios, it generates only one integer solution, namely the optimal solution. Since the generated fractional solutions are unlikely optimal, these results indicate that the LP master approach tends to require more iterations than the IP master approach. Table 6 reports the percentage of instances in which the approach of solving each master problem as an IP takes less time than the approach of solving each master problem as an LP.
In all four classes, solving the master as an IP is more likely to be superior as the number of scenarios increases. This observation can be interpreted as follows. When imposing the integrality restrictions on the master problem, the L-shaped method tends to require fewer iterations, which compensates the extra computational burden caused by solving the IP master. Class 1000 2000 3000 4000 5000 6000 7000 8000 9000 10000  1  29  51  59  69  69  73  78  73  75  78  2  0  10  17  20  28  33  37  39  47  43  3  39  56  58  60  56  58  58  64  62  68  4  11  33  45  58  61  72  71  75  79  80 
Conclusions
This paper considers two-stage stochastic programs with totally unimodular extensive-form constraint matrices. Such stochastic programs enjoy the integrality property in the sense that every extreme point solution is integral for any integer right-hand sides.
We provide sufficient conditions for a stochastic program to be totally unimodular. Our computational experiments explore under which conditions such stochastic programs should be solved with an integer master or a linear master. Our computational results indicate that when there are relatively few scenarios, solving an integer master is not worth the extra effort. However, as the number of scenarios grows solving fewer master problems becomes more important, and the IP master approach is more effective.
