We give the first polynomial time approximation scheme for the subset Traveling Salesperson Problem (subset TSP) in H-minor-free graphs. Our main technical contribution is a polynomial time algorithm that, given an edge-weighted H-minor-free graph G and a set of k terminals T , finds a subgraph of G with weight at most O H (poly( 1 ) log k) times the weight of the minimum Steiner tree for T that preserves pairwise distances between terminals up to (1 + ) factor. This is the first such spanner for H-minor-free graphs. Given this spanner, we use the contraction decomposition of Demaine, Hajiaghayi and Kawarabayashi [20] to obtain a PTAS for the subset TSP problem. Our PTAS generalizes PTASes for the same problem by Klein [33] for planar graphs and by Borradaile, Demaine and Tazari [10] for bounded genus graphs.
Introduction
Given an edge-weighted graph G and a set of k terminals T in G, the subset TSP problem asks for a shortest tour that visit every terminal in T . Subset TSP is even considered more relevant than TSP in practice since most of the time, we would like to visit a small subset of vertices in a network rather than every vertex of the network.
In general graphs, one may reduce this problem to TSP by working with the shortest path metric on the specified subset. However, if the graph has a special structure, such as excluding a minor, taking the shortest path metric would destroy this structure that may otherwise be used to algorithmic advantage. Thus, exploiting graph structures to better approximate subset TSP is a significantly harder problem than approximating TSP. In planar graphs, Arora, Grigni, Karger, Klein and Woloszyn [3] designed the first polynomial time approximation scheme 1 (PTAS) for TSP and raised a PTAS for subset TSP as an open problem. In a seminal paper, Klein [33] gave a positive answer to this question. Borradaile, Demaine and Tazari [10] generalized Klein's PTAS to bounded genus graphs. Obtaining a PTAS for subset TSP in minor-free graphs is an important open problem that has been asked several times [20, 10, 14] . We note that minor-free graphs significantly generalize planar graphs and bounded genus graphs. For example, the complete bipartite graph K 3,n has unbounded genus but is K 5 -minor-free. The main result of this paper is: Theorem 1. For any fixed > 0, there is a polynomial time algorithm that, given an edge-weighted H-minor-free graph G and a set of k terminals T in G, finds a tour that visits every terminal of T at least once whose length is at most (1 + ) times the length of the optimal tour. Theorem 3 (Theorem 2 [20] ). Given an optimization problem P in H-minor-free graphs, if we can find (i) a spanner of lightness at most α for some α > 0 in n O(1) time and (ii) an optimal solution for P in H-minor-free graphs of treewidth at most O H (α) in time h(α), then we can obtain a PTAS for P in H-minor-free graph with running time O H (h(α)n O(1) ).
Using the standard dynamic program for bounded treewidth graphs [6] , we can find an optimal solution for subset TSP in 2 O(α log α) n O(1) time. Since our spanner has a O(log k) factor in the lightness, the resulting running time is k O(log log k) n O(1) which is not a PTAS when k = Ω(n δ ) for any constant δ > 0. However, there are several advanced techniques for general graphs [19, 7, 25] and H-minor-free graphs [22] that can be employed to speed up the dynamic program to 2 O(α) n O(1) :
Theorem 4. There is a 2 O(tw) n O(1) -time algorithm that can solve subset TSP optimally in graphs of treewidth at most tw.
We present a proof of Theorem 4 using the rank based method [7] in Section 6. Theorem 4, Theorem 2 and Theorem 3 immediately imply Theorem 1. The running time of our PTAS is O H (k O H (poly( 1 )) n O(1) ).
Implication for other connectivity problems
Many connectivity problems have been shown to have PTASes in planar graphs. Notable problems among them are TSP [32] , subset TSP [33] , Steiner tree [12] , prize-collecting Steiner tree [4] , Steiner forest [5] and survivable-network design [11] . Borradaile, Demaine and Tazari [10] generalized the PTASes to bounded genus graphs via the cutting technique. However, in H-minor-free graphs, prior to our work, only TSP was known to have a PTAS [20, 14] . Almost all known PTASes for connectivity problem in planar and bounded genus graphs rely on two components: light spanners and the contraction decomposition framework. The contraction decomposition framework for H-minor-free graphs was found by Demaine, Hajiaghayi and Kawarabayashi [20] . Thus, the main difficulty in obtaining PTASes for connectivity problems in H-minor-free graphs is the spanner construction step. Spanners for TSP problem are special in the sense that a simple greedy algorithm [2] gives light spanners for TSP in most interesting classes of graphs [14, 13] . There is no such a "universal" algorithm for other connectivity problems. Our spanner for subset TSP can be seen as a first step toward constructing light spanners for other problems in H-minor-free graphs.
Related works
In this section, we will review related work on spanners and their applications to approximating TSP, subset spanners and their applications to approximating subset TSP, and parameterized complexity of susbet TSP.
Spanners are subgraphs that preserve distances up to a certain factor for all pairs of vertices. Such spanners have been studied extensively in literature since the 90s [38, 2] . It has long been known that a simple greedy algorithm [2] gives an (1 + )-spanner. Interestingly, Filtser and Solomon [24] showed, via an existential argument, that greedy spanners have the same asymptotic weight as optimal spanners in most settings. However, giving an explicit, tight bound on the weight of greedy spanners is a very difficult problem.
Althöfer, Das, Dobkin, Joseph and Soares [2] showed that greedy spanners in planar graphs have weight at most (1 + 2 )w(MST). Klein [32] used this spanner and his contraction decomposition framework for planar graphs to give a PTAS for planar TSP with running time 2
Grigni [26] showed that greedy spanners in genus-g graphs have weight at most O( g )w(MST).
Demaine, Hajiaghayi and Mohar [21] used Grigni's spanner and their contraction decomposition framework to give a PTAS for TSP in bounded genus graphs with running time 2
O(poly( 1 )) n O (1) .
In H-minor-free graphs, Grigni and Sissokho [27] showed that greedy spanners have weight at most O H (log n)w(MST). Demaine, Hajiaghayi and Kawarabayashi [20] In contrast, there are only two related results on constructing subset spanners of small weight: planar subset spanners by Klein [33] and subset spanners in bounded genus graphs by Borradaile, Demaine and Tazari [10] . Even in unweighted graphs, the subset spanner problem is highly nontrivial while the spanner problem becomes trivial; the sparsity of H-minor-free graphs implies that the whole graph is a light spanner. Indeed, sparsity is repeatedly used in the analysis of light spanners for H-minor-free graphs [14] . However, sparsity does not seem to help in the subset spanner problem.
Other closely related spanners are pairwise spanners and pairwise preservers where we want to approximately or exactly preserve the distances between a prescribed set of vertex pairs. There is a rich literature on pairwise spanners and preservers. However, most works focus on minimizing the number of edges in the spanners [17, 18, 30, 29, 9, 8] .
The subset TSP problem is also studied in the parameterized complexity community. The classical dynamic programming algorithm of Held and Karp [28] can solve subset TSP in O(2 k )n O(1) time. Klein and Marx [34] design the first sub-exponential (2 O( √ k log k) +W )n O(1) -time algorithm for subset TSP in planar graphs with maximum integer weight W . Marx, Pilipczuk and Pilipczuk [37] generalize Klein and Marx's algorithm to directed planar graphs and improve the running time to
Preliminaries
We use V (G) and E(G) to denote the vertex set and the edge set of a graph G, respectively. Let w G : E(G) → R + be the weight function on edges of G. When the graph is clear from context, we would drop the subscript in the weight function. We denote by d G (u, v) the shortest distance between two vertices u and v in G. For a vertex v and a vertex set V ⊆ V , we define the shortest distance between v and V , denoted by Let S be a connected subgraph of G. By w G (S), we denote the total edge weight of S. We define the diameter of S, denoted by diam(S), to be diam(S)
A graph H is a minor of G if H can be obtained from G from a sequences of edge contraction, edge deletion and vertex deletion operations. G is H-minor-free if it excludes a fixed graph H as a minor. We say an edge-weighted graph H is a strict minor of G if (i) H is a minor of G, (ii) V (H) ⊆ V (G) and (iii) for every edge e ∈ H with two endpoints x, y, w H (e) = d G (x, y).
Given a terminal set T of a graph G, Krauthgamer, Nguyẽn, and Zondiner [36] showed that G can be compressed by applying the minor transformation such that the distance between every pair of terminals is preserved.
Lemma 1 (Theorem 2.1 [36] ). Let T be a set of k terminals in a graph G. There is a strict minor
for every two distinct terminals x, y ∈ T . Furthermore, G can be found in polynomial time.
If G has bounded treewidth, Krauthgamer, Nguyẽn, and Zondiner [36] showed a stronger version of Lemma 1.
Lemma 2. Let T be a set of k terminals in a graph G of treewidth at most tw. There is a strict
for every two distinct terminals x, y ∈ T . Furthermore, we can find G in polynomial time.
Lemma 2 allows us to obtain a stronger bound on the weight of the subset spanner in bounded treewidth graphs as stated in Theorem 2. In the next section, we present an overview of our subset spanner construction.
Subset spanner construction overview
By Lemma 1, we can assume w.l.o.g that G only has O(k 4 ) vertices since we can find a subset spanner for terminals in the compressed graph of G and then decompress the subset spanner by replacing each edge by a shortest path between the edge's endpoints in G. Thus, the log n factor incurred in the weight of our subset spanner construction below can be reduced to log k. We say two terminals x, y are -close if d G (x, y) ≤ . ) . Given a graph G and a set of terminals T , a subgraph S of G is an -close spanner for T if for every two distinct -close terminals
Definition 1 ( -close spanners
Our first major contribution is to show that one can obtain an -close spanner of small weight in H-minor-free graphs. Since there are at most O(k 2 ) terminal pairs, one can trivially obtain a spanner of weight at most O(k 2 ) by adding in a shortest path for each -close terminal pair. However, in our problem, we need an -close spanner of smaller weight. By exploiting H-minorfreeness, we can replace a factor k by a factor log n. We also show a stronger result for graphs of treewidth at most tw.
Theorem 5.
Given an H-minor-free graph G of n vertices, a terminal set T of size k and a positive parameter , there is a polynomial time algorithm that can find an -close spanner S for T with weight at most O H ( k log n poly( 1 )). Furthermore, if G has treewidth at most tw, then w(S) = O(tw 5 k).
When G has treewidth at most tw, Lemma 2 tells us that shortest paths between terminals in bounded treewidth graphs share many edges. Thus, by carefully choosing a set of shortest paths between terminal pairs, we can obtain an -close spanner of weight at most O(k ) from such paths. One may ask whether we can apply Lemma 1 to obtain an -close spanner with small weight for minor-free graphs. In our construction, to obtain an -close spanner with (nearly) constant lightness, we need a strict minor of (nearly) linear size. Lemma 1 only gives us an -close spanner of lightness O(k 3 ), which is worst than the trivial spanner that includes all pairwise shortest paths.
A natural idea to deal with H-minor-free graphs is extending Lemma 2 to H-minor-free graphs. However, a negative result by Krauthgamer, Nguyẽn, and Zondiner [36] showed that it is impossible to do so, even in planar graphs. Formally, they showed that any minor must have at least Ω(k 2 ) Steiner vertices 2 to preserve pairwise distances of k terminals exactly. Even in the approximate setting where one seeks to approximately preserve terminal distances up to (1 + ) factor, the best known approximate terminal distance preserving minors for planar graphs have Ω(k 2 poly(log k)/ 2 ) Steiner vertices [16] .
Inspired by the construction of the terminal path cover for planar graphs by Cheung, Goranci and Henzinger [16] that was in turn inspired by the construction of distance oracles for H-minorfree graphs by Kawarabayashi, Klein and Sommer [31] , we propose an -close spanner construction based on single-source spanners. Instead of bounding the number of Steiner vertices as in previous papers [31, 16] , we bound the weight of the spanner.
Our second major contribution is a reduction from the problem of constructing a subset spanner to that of constructing an -close spanner.
Theorem 6.
Given an H-minor-free graph G of n vertices and a terminal set T of size k. If for any given and any subset T ⊆ T , there is an -close spanner for T with weight at most O(τ ( , k, n)|T | ), then G has a subset spanner with weight at most O(poly(
Theorem 2 follows from Theorem 6 since τ ( , k, n) = O(log n poly( 1 )) when G is H-minor-free and τ ( , k, n) = O(tw 5 ) when G has treewidth at most tw (Theorem 5). By Lemma 1, we can further improve the log n factor to log k.
Our reduction is based on the iterative super-clustering technique, that was used to analyze greedy spanners for H-minor graphs and graphs of bounded doubling dimension in our recent joint works with Borradaile and Wulff-Nilsen [14, 13] . The technique was also used before to construct sparse and light spanners for general graphs [15, 23] .
Constructing -close spanners
In this section, we prove Theorem 5. We first show how to construct -close spanners for bounded treewidth graphs.
Proof of Theorem 5 for bounded treewidth graphs
Suppose that G has treewidth at most tw. Let G be a strict minor of G as stated in Lemma 2. We remove from E(G ) every edge e that has w G (e) > since no shortest paths between terminals in G of weight at most can use e. Since G has treewidth at most tw (it is a minor of G), |E(G )| ≤ tw|V (G )| (see Kloks [35] ). Since
Let S be the subgraph of G obtained by replacing every edge of E(G ) by a shortest path in G between its endpoints. We have
We now show that d G (x, y) = d S (x, y) for every two distinct -close terminals x, y ∈ T . Let P be a shortest path between x and y in G . Let {e 1 , e 2 , . . . , e t } be the set of edges in P , where t is the number of edges of P . Since d G (x, y) = d G (x, y) ≤ , no edges in P are removed. Replace each edge e i in P by a shortest path P i in G between its endpoints. Let
Since P is a walk between x, y in S, we have w
Proof of Theorem 5 for H-minor-free graphs
Our starting point is the construction of single-source spanners for planar graphs by Klein (Theorem 4.1 [33] ). We show that Klein's single source-spanner has small weight even without planarity.
Lemma 3. Let p be a vertex and P be a shortest path in a graph G. Let y 0 ∈ P be such that
. Fix an endpoint of P to be its left-most vertex. Let {y 1 , . . . , y I } ⊆ V (P ) be a maximal set of vertices such that y i is the closest point to the right of y i−1 such that:
We symmetrically define a maximal set of points (y −1 , y −2 , . . . , y −J ) to the left of y 0 on P . Let
. . , Q I } be a set of shortest paths where Q i is a shortest p-to-y i path in G, −J ≤ i ≤ I. Then, we have:
Proof. See Figure 1 for an illustration. Property (1) follows directly from the maximality of the set of points y −J , . . . , y 0 , . . . , y I . We now show property (4) . By symmetry, it is sufficient to show that:
Suppose otherwise. Then, there exists ∈ {0, . . . , I − 1} such that d P (y 0 , y ) ≤ 4 −1 R and d P (y 0 , y +1 ) > 4 −1 R. We have:
(by triangle inequality)
contradicting Equation (1) . Thus, no such exists. To prove (3), we use the argument in the proof of Theorem 4.1 of Klein [33] , that we elaborate here for completeness.
(by solving the recurrent relation)
Since w(Q I ) ≥ R, by Equation (3), we have I < 8 −2 . By a similar argument, we can show that
To prove (2), we sum both sides of Equation (1) for every 1 ≤ i ≤ I.
That implies w(Q 0 )+. . .+w(Q I ) ≤ 4 −2 R. By a symmetric argument, we can show that w(
Let SSSpanner(G, P, p, ) be the subgraph of Lemma 3. We can also obtain a generalization of Klein's bipartite spanner (Theorem 5.1 [33] ) for non-planar graphs from Lemma 3. We believe that this result is of independent interest, though we do not use it in this paper. The proof is deferred to Appendix A.1. Corollary 1. Let W be a walk and P be a shortest path in a graph G. We denote by R the distance between W and P . That is R = min v∈W d G (v, P ). Then, there is a subgraph H of G such that:
Figure 2: Shortest path P is the thin black curve and shortest path Q i between two terminals s i , t i is the thick black curve. P a and P b are highlighted red and blue, respectively. Claim 1. Let P be a shortest path of an edge-weighted graph G. Let Q = {Q 1 , Q 2 , . . . , Q r } be a set of shortest paths in G such that Q i ∩ P = ∅ and w(Q i ) ≤ , for every 1 ≤ i ≤ r. We denote the endpoints of each Q i by s i and t i . Let k be the number of distinct endpoints of Q. There is a subgraph H of G with weight at most
Proof. We first delete every edge of G of length more than since no path in Q can contain such an edge. Let X = {x 1 , x 2 , . . . , x k } be the set of endpoints of all paths in Q. Let R j = d G (x j , P ) and y j be the closet vertex of x j in P . Since
. Let P j be a minimal subpath of P that contains every vertex of distance (in P ) at most 4 −1 from y j . Since P j has no edge of length more than , w(P j ) ≤ (8 −1 + 2) . Since |R j | ≤ , by (4) of Lemma 3, we have: Observation 1. P j contains all endpoints on P of paths in Q j .
Recall paths in Q j share endpoint x j . Let:
We first bound the weight of H. For any j, 1 ≤ j ≤ k, by (2) of Lemma 3,
Let u and v be the first vertex and the last vertex (from s i ) in Q i ∩ P , respectively. Suppose that x a = s i and
which is at most (4 −1 + 1) when < 1. Thus, u ∈ P a . Similarly, we can show that v ∈ P a . That implies:
By a similar argument, we can show that u, v both are in P b (see Figure 2) . By (1) of Lemma 3 and Observation 1, we have:
Since P is a shortest path of G, w(
and both have length at most . Thus, we have:
(since Q i is a shortest path)
For any two paths P and Q, we say P crosses Q if P ∩ Q = ∅. We say P crosses a set of paths Q if there exists a path Q ∈ Q such that P crosses Q. By Claim 1, we have:
Lemma 4. Let P be a set of shortest paths in an edge-weighted graph G. Let Q = {Q 1 , Q 2 , . . . , Q r } be another set of shortest paths in G such that Q i crosses P and w(Q i ) ≤ , for every 1 ≤ i ≤ r. We denote the endpoints of each Q i by s i and t i . Let k be the number of distinct endpoints of Q. There is a subgraph H of G with weight at most
Furthermore, H can be found in polynomial time.
Proof. Fix an ordering of paths P 1 , P 2 , . . . , P h in P where h = |P|. For each path P j , 1 ≤ j ≤ h, let Q j be the set of paths in Q such that each path in Q crosses P j and does not cross any P i for all i < j. Let H j be the subgraph of G obtained by applying Claim 1 with parameters G, P j , Q j , and . Let
The stretch guarantee of H follows directly from Claim 1.
Let PTPSpanner(G, P, Q, , ) (PTP means path-to-path.) be the subgraph of Lemma 4. We use this to construct an -close spanner S as stated in Theorem 5. (See Figure 3 .) The input to EllCloseSpanner(G, T, Q, , ) consists of an edge-weighted H-minor-free graph G, a set of terminals T , a set of shortest paths Q = {Q 1 , . . . , Q h } between -close terminals in T and the stretch parameter . The algorithm makes use of the following shortest path separator for H-minor-free graphs by Abraham and Gavoille [1] .
Lemma 5 (Theorem 1 [1]).
For every connected H-minor-free graph G of n vertices, there is a family of γ sets of paths Ω = {P 1 , P 2 , . . . , P γ } of G such that:
1.
We represent the execution of EllCloseSpanner(G, T, Q, , ) by a recursion tree T where each node represents a recursive call on a subgraph, say K of G, and its child nodes are recursive calls on connected components of K \Ω K . Here Ω K is a shortest-path separator of K as in Lemma 5. The root node of T is a call on G. Since the size of child graphs in recursive calls is at most half the size of the parent graph, T has depth O(log n).
We note that in each recursive call EllCloseSpanner(G , T , Q , , ) in the algorithm in Figure 3 , paths in Q are shortest paths of G since they are shortest paths in G. Observe that none of the paths in Q of the second for loop contains a vertex of V (Ω) since any path of Q that crosses at least one set of paths in Ω will be removed in the first for loop. We now bound the total weight of S that is the output of EllCloseSpanner(G, T, Q, , ). Consider i-th iteration in the first for loop in the algorithm in Figure 3 . We have:
By Lemma 4 and (1) of Lemma 5, the total weight of S after the first for loop is at most:
That implies at each level of T , the weight of the returned subgraph of each node is O H (k −2 ) plus the weight of the subgraphs returned from recursive calls. Since the depth of T is O(log n),
To complete the proof of Theorem 5, we need to show that d S (x, y) ≤ (1 + )d G (x, y) for every two distinct -close terminals x, y ∈ T . Let Q x,y be the shortest path between x, y in Q. By triangle inequality, we can assume that Q x,y contains no other terminals except x and y. Since the algorithm only stops after each component of G contains at most one terminal, Q x,y must be removed from Q at some node of T , say τ . More precisely, Q x,y is removed in some iteration, say i, in the first for loop of τ . By Observation 3 and Lemma 4, we have:
of them contains a terminal except its endpoints. By the triangle inequality, it suffices to construct a spanner for paths in Q. Note that |Q| ≤
. Let n 0 = max(n,
) and w 0 = w(ST) n 0
. We construct a subset spanner S in multiple steps. Firstly, we add to S every path in Q of length at most w 0 . The total weight of added paths is at most:
Thus, we can assume that paths in Q have length at least w 0 . Recall paths in Q have length at most w(ST). Let J = log(1/ ) and I = log 1/ n 0 .
Path hierarchies
For a fixed i, j where 1 ≤ j ≤ J, 0 ≤ i ≤ I, we define:
For a fixed j, 1 ≤ j ≤ J, we define a hierarchy of paths:
We refer to paths in Π i j as level-i paths of hierarchy H j . We will find a low weight spanner for shortest paths in each hierarchy separately.
Assigning credits to ST edges
We guarantee that every edge of ST has weight at most w 0 and has at least c( )w 0 credits while the total allocated credit is small. We first subdivide every edge e of weight at least w 0 into w(e) w 0 edges of equal weight. We call subdividing vertices virtual vertices. We then allocate c( )w 0 credits to each edge (now of weight at most w 0 ) of ST. The total allocated credit is:
Thus, we can think of c( ) as an asymptotic upper bound on the weight of the spanner S that we are going to build. The total number of virtual vertices of ST is at most:
Thus, after subdividing long edges of ST, the total number of vertices of the graph is still polynomial. The main result of this section is showing that with a reasonable choice of c( ), credits of ST edges are enough to pay for a low-weight spanner of paths in each hierarchy. Theorem 7. Let τ ( , k, n) be the parameter in the assumption of Theorem 6. Let c( ) = Θ(poly( 1 )τ ( , k, n)). For a fixed j, 1 ≤ j ≤ J, there is a set of shortest paths B j ⊆ H j and a subgraph S j of G such that:
Both S i and B j can be found in polynomial time.
Theorem 7 immediately implies Theorem 6 since we only have J = O(log 1 ) hierarchies. Herein, we focus on proving Theorem 7. For simplicity of presentation, we drop the index j and refer to H j , S j , B j and Π j i as H, S, B and Π i , respectively. We call B the holding bag. We will use the iterative clustering technique [15, 38, 14, 13] to prove Theorem 7.
High level ideas of the iterative clustering technique
We first add all edges of ST to S. We will build a hierarchy of clusters corresponding to the hierarchy of paths H where each cluster is a connected subgraph of S. That is, for each level i of H, we construct a set of clusters C i . Level-0 clusters are subtrees of ST and level-i clusters are constructed from level-(i − 1) clusters and ST edges.
Recall paths in Π i have length at most i def = 2 j i w 0 . Let T be the set of terminals that are endpoints of paths in Π i . For each cluster C ∈ C i−1 that contains at least one terminal in T , we designate one terminal to be its centers. Let T be the set of centers. We construct an O( i )-close spanner, say K, for T and add all edges of K to S. We can show that K is an (1 + )-spanner for paths in Π i .
To pay for edges of K, we will inductively maintain an invariant that each level-(i − 1) cluster has credits proportional to its diameter. (Level-0 clusters take credits of ST edges and higher-level clusters take credits of lower-level clusters and unused credits of some ST edges connecting them.) Our cluster construction will guarantee that after maintaining credit invariant of level-i clusters, each level-(i − 1) cluster will have some credits left that are sufficient to pay for edges of K. We provide a formal argument of this idea below.
Cluster invariants
Recall that i = 2 j i w 0 is the maximum length of level-i paths. We maintain the following invariants for level-i clusters:
(I1) Each level-i cluster has diameter at most g i where g = 125.
Unlike prior works [14, 13] , clusters in our setting are not necessarily vertex-disjoint. That introduces various technical complications in our cluster construction. Specifically, we use credits of ST edges in each cluster to both maintain invariant (I2) and pay for spanner edges. However, one ST edge can be shared by multiple clusters and credits of each ST edge can only be used at most once. To resolve this issue, after cluster construction for each level, we will maintain a set of ST edges whose credits have not been used so far. Specifically, we maintain a cluster tree ST i (V i , E i ) whose vertices are level-i clusters and whose edges are ST edges connecting two vertices in the two corresponding clusters. ST i (V i , E i ) satisfies the following invariant:
(I3) Credits of edges of ST i (V i , E i ) have not been used in the construction of level-i or lower level clusters.
To simplify the argument for the base case, we add ST to S and add every level-0 path to the holding bag B. The total weight of paths added to B is at most:
To construct level-0 clusters, we break ST into subtrees of diameter at least 0 and at most 6 0 as follows: breaking a longest path of ST, say P , into subpaths of diameter at least 0 and at most 2 0 , removing vertices of P from ST and repeat. Let Γ 0 be the collection of the paths. Remaining components of ST \V (Γ 0 ) are trees of diameter at most 0 . Let T be such a tree. By construction, T has an ST edge, say e, to a path, say P of Γ 0 . We then augment T and e to P . Since w(e) ≤ w 0 , after this step, Γ 0 contains trees of diameter at most 4 0 + 2w 0 ≤ 6 0 . Then, each tree in Γ 0 serves as a level-0 cluster. Note that clusters in Γ 0 are vertex-disjoint subgraphs of S.
We now show that clusters in C 0 satisfy three invariants. Invariants (I1) is directly implied by the construction. To maintain invariant (I2), we take credits of ST edges in the diameter path of each tree in Γ 0 . Let ST 0 (V 0 , E 0 ) be the cluster tree obtained from ST by contracting each tree of Γ 0 into a single vertex. Since credits of ST edges outside level-0 clusters are unused,
For simplicity of presentation, we would guarantee that the spanner that we are going to construct has (1 + s · ) stretch where s def = 16g + 1 = 2001. We can obtain a stretch (1 + ) by simply setting = s · . We also assume is sufficiently smaller than 1 since a subset spanner of stretch (1 + ) is also a subset spanner of stretch (1 + 2 ) with the same asymptotic weight.
Constructing higher level clusters and spanners
In this section, we show how to construct level-i clusters, for i ≥ 1, from level-(i − 1) clusters. To simplify the presentation, we will drop the index i. That is, Π = Π i and = i . We refer to clusters in level (i − 1) as -clusters since their diameter is an -fraction of the diameter of level-i clusters. By invariant (I1) for level i − 1, -clusters have diameter at most g . Recall that = 2 j i w 0 . Let Q be a path in Π, that we call a Π-path. We observe that: Observation 4. There is no Π-path that has both endpoints in the same -cluster when < Proof. Let Q be a Π-path with both endpoints, say x and y, in the same -cluster. By invariant (I1) for level i − 1, there is a path between x and y of length at most g < ; contradicting that Q is a shortest path.
Π-path removal We say two Π-paths are parallel if their endpoints are both in the same two -clusters. For each maximal set of parallel Π-paths, we only keep one Π-path of minimum length and remove other paths from Π. We apply this removal process to all maximal subsets of parallel paths of Π. We then remove every Π-path Q from Π such that the distance between two endpoints of Q in S (constructed so far) is at most (1 + s · )w(Q), since there is already an (1 + )-stretch path between Q's endpoints in S.
Constructing a spanner for Π
In this section, we construct a spanner for paths in Π. Note that paths in Π have length at least /2 and at most . Since -clusters are non-disjoint, a terminal can be contained in many different -clusters. For each terminal t ∈ T , we designate an (arbitrary) -cluster containing t to be its primary -cluster. We say that an -cluster C is incident to Q if C is a primary -cluster of at least one of Q's endpoints. By Observation 4, Q has exactly two incident -clusters.
We call an -cluster X a Π-neighbor of an -cluster Y if X and Y are incident to the same Π-path. We say an -cluster has high-degree if it has at least 3g Π-neighbors and low-degree otherwise.
For each low-degree -cluster X, we add to spanner S all Π-paths incident to X. Let C be the set of all high-degree -clusters. For each X ∈ C , we designate a terminal to be its center. Note that X must have a terminal since it is incident to a Π-path. Let T be the set of centers of -clusters in C . Since each terminal has exactly one primary -cluster, T = |C |. Let K ← EllCloseSpanner(G, T , Q , 3 , ) where Q is the maximal set of shortest paths of length at most 3 between terminals in T . K is a (3 )-close spanner for T . By the assumption of Theorem 6, we have:
We then add every edge of K to S. It remains to show the stretch guarantee for paths in Π.
Claim 2. For every Π-path P , there is a path between two endpoints of P in S of length at most
We first assume that P survives after the Π-path removal step. If P is incident to a lowdegree -cluster, then, it is added to S; the lemma trivially holds. Otherwise, P is incident to two high-degree -clusters, say C x and C y . Let x ∈ C x , y ∈ C y be P 's endpoints. Let x 1 , y 1 be two centers of C x , C y , respectively. Let R be the x 1 -to-y 1 shortest path in G. Let P x be a shortest x-to-x 1 path in C x and P y be a shortest y-to-y 1 path in C y (see Figure 4 ). We have:
Since K is a (3 )-close spanner of T , there is a shortest path, say R , between x 1 and y 1 in K such that w(R ) ≤ (1 + )w(R). Furthermore, we have:
(by (I1) for level i − 1)
Thus, by Equation (14), we have:
Let P def = P x • R • P y be an x-to-y walk in S. We have:
≤ (1 + (8g + 1) )w(P ) + 2g (by Equation (15)) Figure 4 : Two circles represents -clusters C x and C y with centers x and y, respectively. R(R ) is a shortest x 1 -to-y 1 path in G (S).
It remains to consider the case P is removed during the Π-path removal step. There are two subcases: (1) P is removed because there is another Π-path parallel to P and has smaller weight or (2) the stretch between two endpoints of P is already smaller than (1 + s · ). The latter case immediately implies the lemma. In the former case, let x, y be P 's endpoints. Let P 0 be the path parallel to P that survives after Π-path removal step. Note that w(P 0 ) ≤ w(P ).
As shown in the second-last line of Equation (16), that there is a path P 0 in S of length at most (1 + (12g + 1) )w(P 0 ) between P 0 's endpoints, say x 0 , y 0 . Let C x (C y ) be the -cluster that contains x (y) and x 0 (y 0 ). Then, an x-to-y walk in S consisting of a shortest x-to-x 0 path in C x , P 0 , and a shortest y 0 -to-y path in C y has length at most:
(1 + (12g + 1) )w(P 0 ) + 2g ≤ (1 + (12g + 1)w(P ) + 2g
Constructing clusters
To simplify the notation, we use ST (V, E) to denote the cluster tree of level i − 1, that is, vertices of V correspond to -clusters and edges in E are ST edges connecting -clusters. Recall that in the spanner construction step, every Π-path incident to low-degree -clusters is added to S and every Π-path incident to two high-degree -clusters has an (1 + )-approximate shortest path in S. Let E be the set of edges between vertices in V where each edge in E corresponds to a Π-path Q connecting its incident -clusters or Q's approximate shortest path in S if both endpoint -clusters of Q have high degree. We call edges of E Π-edges. We denote the graph, called cluster graph, with vertex set V and edge set E ∪ E by G(V, E ∪ E ). Observe that ST (V, E) is a spanning tree of G(V, E ∪ E ). We use bold lowercase letters to denote vertices and edges of G(V, E ∪ E ). Let κ(.) be the function that maps each vertex v ∈ V to the corresponding -cluster and each edge e ∈ E ∪ E to the corresponding ST edge or paths. For each subgraph S of G(V, E ∪ E ), we denote the corresponding subgraph of S by κ(S), where:
Observation 5. G(V, E ∪ E ) is a simple graph when <
4g+2
Proof. Suppose otherwise. We first observe that there are no two parallel Π-edges in G(V, E ∪ E ) since otherwise, one of them would be removed during the Π-path removal process. Thus, the only possibility left is a Π-edge e parallel to an ST edge e. Let x, y be the endpoints of e. Let x and x (y and y ) be the endpoints of κ(e) and κ(e ) in κ(x) (κ(y)), respectively. Recall = i = 2 j i w 0 > w 0 since i ≥ 1. Thus, an x-to-y walk W in S that consists of a shortest x -to-x in κ(x), κ(e), a shortest y-to-y in κ(y) has length at most: 2g + w 0 ≤ (2g + 1) < /2 when < 1 4g+2 . Thus, w(W ) ≤ w(κ(e )); contradicting that κ(e ) is a shortest path between x and y in S.
We define a weight function ω : V ∪ E ∪ E → R where ω(v) = diam(κ(v)) for each vertex v ∈ V and ω(e) = w(κ(e)) for each edge e ∈ E ∪ E . Let P be a path of G(V, E ∪ E ). We define P's weight, denoted by ω(P), to be its total vertex and edge weights.
Recall that high-degree -cluster is incident to at least 3g Π-paths. We call the corresponding vertex κ −1 (X) ∈ V of a high-degree -cluster X a high-degree vertex. Instead of constructing level-i clusters directly, we will construct a set of connected subgraphs Γ of G(V, E ∪ E ). Each subgraph S ∈ Γ will then define a level-i cluster κ(S). The construction proceeds in four phases.
Phase 1: High-degree vertices This phase has three steps. The main purpose is to guarantee that every high-degree vertex and its Π-neighbors are grouped into subgraphs. Initially, every vertex of V is unmarked.
(Step 1) Let x ∈ V be a high-degree vertex such that all of its Π-neighbors are unmarked. We form a new subgraph S from x, its Π-neighbors and the connecting Π-edges. We then mark every vertex of S, add S to Γ and repeat this step.
(
Step 2) For each unmarked high-degree vertex y, there must be a Π-neighbor, say z that is marked in Step 1. Let S ∈ Γ be the subgraph formed in Step 1 that contains z. We augment S by y, its unmarked Π-neighbors and the connecting Π-edges. We then mark y, its Π-neighbors and repeat this step.
(Step 3) Let y be an unmarked low-degree vertex that has a high-degree Π-neighbor z . By construction in Step 2, z must be marked in Step 1. Let S be the subgraph in Γ that contains z . We augment S by y and its incident Π-edge between y and z .
See Figure 5 (a) for an illustration of subgraphs constructed in Phase 1.
Phase 2: Low-degree, branching vertices Let F be the forest of ST (V, E) obtained by removing vertices marked in Phase 1. We say a vertex v F-branching if it has degree at least 3 in F. Let P be a path of F. We define effective diameter of P to be the total vertex weight of P. We then define effective diameter of a subtree of F to be the maximum effective diameter over all paths of the tree. This phase has two steps. The purpose is to group every F-branching vertices of high-diameter trees into clusters. By construction in Phase 1, vertices in this phase are low-degree.
(Step 1) Let T be a minimal subtree of F of effective diameter at least 2 and at most 4 that has a T -branching vertex, say x. We add T to Γ, remove it from F and repeat. After Step 1, every component of F is a tree of effective diameter most 2 or is a path of effective diameter at least 4 .
(Step 2) We call a path of F high-diameter if it has effective diameter at least 4 . Let y be a vertex in a high-diameter path which is F-branching before Step 1. That is, all but at most two neighbors of y in F are removed from F in Step 1. Let z be a removed neighbor of y and e ∈ E be the ST edge between y and z. Let T be the tree in Step 1 that contains z. We augment T with y and e. We then remove y from F and repeat. (See Figure 5 Phase 3: High-diameter paths of F We say a vertex v in a high-diameter path P deep if it is not an endpoint of P and the two subpaths of P − {v} each has effective diameter at least 2 . Let e be a Π-edge with two endpoints, say x, y, that are deep vertices. Let X , Y be two cluster paths of F that contain x, y, respectively. It may be that X ≡ Y. Let P x , Q x be two minimal subpaths of X − {x} incident to x that have effective diameter at least 2 . P x , Q x exist since x is deep. We define two minimal subpaths P y , Q y of Y similarly. We then group e, P x , P y , Q x , Q y into a new subgraph of Γ. We then remove P x , P y , Q x , Q y , x, y from X ∪ Y and update the set of high-diameter paths of F. We repeat until this phase no longer applies.
See Figure 6 for an illustration of subgraphs formed in this step. Note that there could be two paths in {P x , P y , Q x , Q y }, say P x , P y , that are overlap. In this case, we redefine P x = P y = P xy where P xy = P[x, y].
P xy (a) (c)
x y e e e Figure 6 : Subgraphs in Phase 3 are edges and vertices enclosed in dotted blue curves. There are three different forms that a subgraph in Phase 3 can take. The blue thick edge is Π-edge e with two endpoints x, y.
Phase 4: Remaining high-diameter paths of F Let P be a high-diameter path of F after Phase 3. We break P into segments of effective diameter at least 2 and at most 4 . Let X be a segment of P. If X has an ST edge to an existing subgraph in Γ (formed in previous phases), we defer the processing of X to Phase 5. (By construction in Step 2 of Phase 2, X must be an affix of P.) Otherwise, we form a new subgraph of Γ from X .
Phase 5: Remaining low-diameter trees of F Remaining components of F are trees (and paths) of effective diameter at most 4 . Since ST (V, E) is a spanning tree of G(V, E ∪ E ), each tree in F, say T , must has at least one ST edge, say e, to an existing subgraph in Γ, say S, that is originated in the first three phases. We augment F with T and e. We apply the augmentation to every tree of F. This completes the construction of Γ.
Maintaining cluster invariants and paying for spanner edges
In this section, we show how to maintain invariants (I1)-I(3) for level-i clusters constructed in the previous section. Recall that there are two types of Π-edges in E : (first type) a Π-edge e where κ(e) is a Π-path incident to a low-degree -cluster and (second type) a Π-edge e where κ(e) is a shortest path (in K) that approximates a Π-path incident to two high-degree -clusters. The only difference is that first type Π-edges have length at most while the second type Π-edges have length at most (1 + s ) . Since the second type of Π-path is only involved in Phase 1, we abuse notation by saying Π-edges to refer to first type Π-edges. When there is possible confusion, we would clearly indicate which type of Π-edge we are referring to. The observation below allows us to work with subgraphs in Γ instead of level-i clusters. The reason is that subgraphs in Γ are vertex-disjoint, that makes the amortized argument easier. Recall weight of a path P in G(V, E ∪ E ) is the total weight of vertices and edges of P.
Observation 6. Let S be a subgraph in Γ and D be a diameter path of κ(S). Let x and y be two vertices of S such that the corresponding -clusters κ(x) and κ(y) contain the two endpoints of D. Let P be a shortest x-to-y path in S. Then, w(D) ≤ ω(P).
Proof. Let x, y be D's endpoints where x ∈ κ(x) and y ∈ κ(y). Write P = {x 1 , e 1 , x 2 , e 2 , . . . , e q−1 , x q } where x = x 1 , y = x q and e j is the edge between x j and x j+1 in S, 1 ≤ j ≤ q − 1.
For each j, 2 ≤ j ≤ q − 1, we define P j to be a shortest path in κ(x j ) between the endpoints of κ(e j−1 ) and κ(e j ) in κ(x j ). Let P 1 (P q ) be the shortest path in κ(x) (κ(y)) between x (y) and the endpoint of κ(e 1 ) (κ(e q−1 )) in κ(x) (κ(y)). Let W be the walk:
We call W an x-to-y walk tracing P. By Equation (17), we have w(W ) ≤ ω(P). Since w(D) ≤ w(W ), w(D) ≤ ω(P).
Claim 3. Let e be a first type Π-edge between two vertices x, y and P be the x-to-y path in ST (V, E). Then, ω(P) ≥ (1 + s · ) (e).
Proof. Suppose otherwise. Let x, y be κ(e)'s endpoints in S and W be an x-to-y walk tracing P. Since κ(ST ) is a subgraph of S, W is a walk in S. Since w(W ) ≤ ω(P), we have:
However, that implies there is already an (1 + )-stretch path between the two endpoints of κ(e) and hence Π-path κ(e) is removed in the Π-path removal process.
Invariant (I1)
Observation 6 allows us to derive an upper bound on the diameter of level-i clusters by upperbounding the diameter of subgraphs in Γ with weight function ω(.). Recall each ST edge has length at most w 0 .
In this subsection, we will use S to denote a subgraph of Γ that is initiated before Phase 5 and S to denote the augmentation of S after Phase 5. Since in Phase 5, we only augment existing subgraphs in Γ (originating in Phase 1,2 and 3) by attaching trees of diameter at most 4 via ST edges, we have:
Proof. P contains ST-edges only and each ST-edge has weight at most w 0 while each vertex in P has weight at least /2. Recall /2 = 
Proof. We consider four cases:
Case 1: S is formed in Phase 1 Observe from the construction of Phase 1 that S is a tree whose edges are Π-edge. In Step 1, S is a star centered at a vertex x and its incident edges are Π-edges. In
Step 2, S is further augmented by attaching high-degree vertices and their unmarked Π-neighbors via Π-edges. In
Step 3, if a low-degree vertex y and its incident Π-edge is added to S via its neighbor z, z is also a neighbor of x. Thus, any diameter path of S in Phase 1 has at most 7 vertices and 6 Π-edges. By invariant (I1) for level i − 1, each vertex has weight at most g . Since all 6 Π-edges could be of second type, we have:
Case 2: S is formed in Phase 2 By Observation 8, subgraphs in Step 1 have diameter at most 8 . By construction in Step 2, subgraphs in Step 1 are augmented by attaching vertices via ST edges. Thus, the augmentation in Step 2 blows up the diameter by at most 2w 0 + 2g which is at most 2 + 2g . Hence, diam(S) ≤ 10 + 2g .
Case 3: S is formed in Phase 3 Let P x (P y ) be a minimal segment of X (Y) that spans P x , Q x and x (P y , Q y and y). By minimality, each segment in {P x , Q x , P y , Q y } has effective diameter at most (2 + g ) . Thus, the effective diameter of P x and P y are at most (4 + 3g ) . Since diam(S) ≤ diam(P x ) + diam(P y ) + , by Observation 8, we have:
diam(S) ≤ 2(4 + 3g ) + = 9 + 6 . Thus, in any case, diam(S) ≤ 12 + 103 g . By Observation 7, diam(S ) ≤ 20 + 2w 0 + 103 g which is at most 125 since < 1/g and w 0 ≤ . By Observation 6, level-i cluster κ(S ) has diameter at most 125 .
Since g = 125, invariant (I1) is satisfied.
Invariant (I2) and Invariant (I3)
In this section, we would argue that credits of vertices and edges inside subgraphs of Γ are sufficient to both maintain invariant (I2) and pay for spanner edges added in this level. That is, we would not use credits of ST edges in S(V, E) \ Γ. Recall Γ is a collection of connected, vertex-disjoint subgraphs of G(V, E ∪ E ). Thus, by contracting each subgraph in Γ into a vertex, we obtain a multigraph G from G(V, E ∪ E ). Since ST (V, E) is a spanning tree of G(V, E ∪ E ), there is a spanning tree, say ST i (V i , E i ), of G that contains only ST edges. Since we never use credits of ST edges outside subgraphs in Γ to maintain invariant (I2),
Recall for each low-degree -cluster, we add all of its incident Π-paths to the spanner. There are at most 3g such paths incident to each low-degree -cluster. For high-degree -clusters, we construct a 3 -close spanner K and argue that (Claim 2) for each Π-path incident to both highdegree -clusters, there is an (1 + s · )-approximate shortest path for Q in K. The weight of K is given in Equation (12) . Let S be a subgraph of G(V, E) created before Phase 5 and S be the augmentation of S after Phase 5. Let D be the diameter path of S . By construction, S is augmented by attaching trees via ST edges. Thus, D ∩ S has only one connected component which is a path. Let D = D ∩ S.
Recall each -cluster, say X, has at least c( ) max(diam(X), /2) by invariant (I2) for level i−1. We assign credits of X to its corresponding vertex κ −1 (X) ∈ V. Since ω(κ −1 (X)) = diam(X), each vertex in V has credit at least c( ) times its weight. Recall the effective diameter of a path P is the total weight of its vertices. Thus, we have: Observation 9. If P is a path in ST (V, E), then total credit of its vertices is at least c( )·ediam(P).
Recall each ST edge, say e, has credit at least c( ) times its length. We assign credit of e to its corresponding edge κ −1 (e) ∈ E. Thus, to maintain invariant (I2), by Observation 6, it suffices to guarantee that S is assigned credits of value at least:
Subgraphs originating in Phase 4 By construction in Phase 4, S is a path whose edges are ST edges. S would not be augmented in Phase 5. Thus, S = S . We say S long if it has at least 2g + 1 vertices and short otherwise. We first consider the case when S is a long path. Proof. Recall that every vertex in S has at least Ω(c( ) /2) credits and is incident to at most 3g/ Π-edges, each of weight at most . Let X be a set of any 2g vertices of S and v be a vertex in S \ X .
Figure 7: Hollow vertices are in a cluster path P that is broken into three subpaths (enclosed by dashed blue squares) in Phase 4. X and S 2 are affices of P and S 1 is an internally short subpath of P. Two short subpaths S 1 and S 2 are grouped into two subgraphs of Γ while X is augmented to an existing subgraph of Γ in Phase 5. Two Π-edges e and e are incident to S 1 whose vertex and edge credits are only sufficient to maintain invariant (I2). To pay for e , we use credits of e 's endpoint in X . However, to pay for e, we need a different way since S 2 is also short. X and S 2 are siblings of each other.
Total credit of vertices in X is at least 2g c( ) /2 = gc( ) which is at least c( ) · max(diam(S), /2) since diam(S) ≤ g (shown in Subsection 5.4.1). Thus, we can use credits of X to maintain invariant (I2) for S. We use credit of v to pay for Π-edges incident to vertices in X ∪ {v}. Since vertices involved in Phase 4 are low-degree, there are at most:
such Π-edges. Credit of v (of value at least c( ) /2) is sufficient when c( ) = Ω(
. For every other vertex x ∈ S \ (X ∪ {v}), we use its credit to pay for its incident Π-edges. Since x is incident to at most 3g Π-edges and has at least c( ) /2 credits, x's credit is sufficient when
We now consider the case when S is a short path.
Claim 5.
A short path can maintain invariant (I2) using credits of its vertices and ST edges.
Proof. Since ediam(S) ≥ 2 , by Observation 9, its total vertex credit is at least c( )2 . Since diam(S) ≤ v∈S ω(v) + e∈S ω(e) and each vertex or ST edge has more credits than its weight, the total vertex and edge credit of S is at least c( ) · max(diam(S), /2).
By Claim 5, credits of a short path are only sufficient for maintaining (I2). We say a short path S internal if it is not an affix of a high-diameter path P in Phase 4.
Observation 10. There is no Π-edge that has both endpoints in internally short subpaths.
Proof. If there is such an edge e, both of its endpoints are deep and thus, would be in Phase-3 subgraphs.
Intuitively, Observation 10 said that for each Π-edge e that is incident to an internally short subpath, we can use credits of another endpoint of e, say v, to pay for e. However, if v is in an affix short subpath, say S, then we need a different way to pay for e (see Figure 7) . Observation 11. Let P be a high-diameter path after Phase 3. Then at least one affix of P is deferred to Phase 5 for augmentation, except when Γ = ∅ after Phase 3.
Proof. Assume that Γ = ∅ after Phase 3. Recall that ST (V, E) is a spanning tree of G(V, E ∪ E ) and by construction in Step 2 of Phase 2, every vertex of P has degree 2 in ST (V, E). Thus, P must has an ST edge connecting one of its endpoint, say v, to a subgraph formed in previous phases (there must be at least one such subgraph since Γ = ∅.). That implies the observation.
Assume that Γ = ∅ after Phase 3 (the case when Γ = ∅ would be handled at the end of this section.). If S is an affix of a long path P, we would use credits of -clusters in another affix of P, say X , to pay for Π-edges incident to S. This is possible because by Observation 11, X would be merged to other subgraphs in Γ during Phase 5. We say X is a sibling affix of S, and vice versa (see Figure 7) .
Subgraphs originating in
Recall each vertex has at least c( ) /2 credits. Thus, the total credit of vertices in Z 1 is at least
. We can use vertex credit of Z 1 to maintain invariant (I2) of S . We then redistribute vertex credit of Z 2 to every vertex in Z 1 ∪ Z 2 . On average, each vertex has at least (
Note that other vertices in S \ (Z 1 ∪ Z 2 ) have c( ) /2 credits each. Thus, after maintaining invariant (I2), every vertex in Phase-1 subgraphs has at least c( ) /6 credits left. Let x be a low-degree vertex of S . We consider two cases:
1. If x is in an affix, say X , of a long cluster path of Phase 4 (that is added to S in Phase 5), we use x's remaining credits to pay for its incident Π-edges and Π-edges incident to vertices of X 's sibling short affix, if any. X has at most 2g vertices since it is short and every vertex of X is low-degree. Thus, the total number of Π-edges paid by x is at most
2. Otherwise, we use x's remaining credits to pay for its incident Π-edges only. Since x is incident to at most 3g Π-edges, its credit is sufficient when c( ) = Ω(
Let C be the set of high-degree vertices of G(V, E ∪ E ). The total remaining vertex credit of C is at least |C|c( ) /6. Recall in Subsection 5.3.1, we construct a 3 -close spanner K to approximate Π-paths incident to both high-degree -clusters. By Equation (12) , remaining vertex credit of C is sufficient to pay for K when c( ) = Ω(poly (  1 ) τ ( , k, n) ). Note that |C| = |C |. Thus, we have:
, subgraphs originated in Phase 1 can maintain invariant (I2) and pay for (i) edges of 3 -close spanner K, (ii) their incident Π-edges and (iii) Π-edges incident to short affix subpaths whose sibling affices are augmented to Phase-1 subgraphs in Phase 5.
Subgraphs originating in Phase 2+3
We first define a canonical pair of S that reflects how we use credits to maintain invariant (I2) and pay for spanner edges. We first show that maintaining invariant (I2) and paying for spanner edges can be reduced to showing the existence of a canonical pair.
Proof. See Figure 8 for an illustration. Recall z has at least c( ) /2 credits. Since S is augmented in Phase 5 by attaching trees of F via ST edges, there are at most two short affices, say Z 1 , Z 2 , in Phase 4 whose sibling affices in S , say Z 1 , Z 2 , respectively, both have vertices in diameter path D . Let R = Z ∪ Z 1 ∪ Z 2 ∪ {z}. Since Z 1 and Z 2 are short and Z has at most 2g vertices, there are at most:
Π-edges incident to vertices of R. Thus, credit of z is sufficient to pay for R's incident Π-edges when c( ) = Ω(
. Each vertex in S \ (Z ∪ {z}) has at least c( ) /2 credits that can be used to pay for its incident Π-edges edges. However, we need to pay for Π-edges incident to other short affices in Phase 4 (Z 3 in Figure 8 for example). To do this, we only use half the credit of each vertex in S \ (Z ∪ {z}) to pay for its Π-edges edges. This is sufficient when c( ) = Ω(
Let Z 3 be a short affix cluster in Phase 4, Z 3 ∈ {Z 1 , Z 2 }, where its sibling affix, say Z 3 , is in S . There are at most
2 ) Π-edges incident to vertices of Z 3 . Since Z 3 has effective diameter at least 2 , by Observation 9, half the total credit of its vertices is at least c( ) . This credit is sufficient to pay for Π-edges incident to vertices of Z 3 if c( ) = Ω( By Claim 8, we can assume that |S ∪ D | ≤ 2g . We consider subgraphs formed in Phase 2 first.
Claim 9. If S is constructed in Phase 2, then S has a canonical pair.
Proof. By construction in Phase 2, S is a tree and thus, S is also a tree whose edges are ST edges only. Since S has a S-branching vertex x, there must be a neighbor of x, say z, that is not in D .
Since D contains ST edges only, credit of its vertices and edges is at least c( ) ω(D ). Since |S ∪ D | ≤ 2g , D has at most 2g vertices. Thus, by letting Z to be the set of all vertices in D , we obtain a canonical pair for S .
Claim 10. If S is constructed in Phase 3, then S has a canonical pair.
Proof. We reuse notation in Phase 3 here. As noted in Phase 3, there are three different forms that S can have (see Figure 6 ). We first consider the case when four subpaths P x , Q x , P y , Q y are pairwise disjoint. In this case, S is an acyclic subgraph of G(V, E ∪ E ). That implies at most two subpaths in {P x , Q x , P y , Q y } contain vertices of D . We denote such two paths by P 0 , P 1 and two other paths that do not contain vertices of D by Q 0 , Q 1 . Let z be a vertex in Q 1 . Let Z be the set of vertices of
If D does not contain e, then credits of vertices and ST edges in D are sufficient to maintain invariant (I2). Otherwise, we assign credits of vertices in Q 0 to e. Since ediam(Q 0 ) ≥ 2 , by Observation 9, the total assigned credit is at least 2c( ) which is at least c( ) ω(e) (recall ω(e) ≤ .). Thus, credits of vertices in Z and ST edges in D suffice to maintain invariant (I2). Hence, (Z, z) is a canonical pair of S . It remains to consider the case when two of four paths, say P x , P y , are not disjoint. In this case, P x = P y = P[x, y] (see Figure 6 (c)). Observe that P xy ∪ {e} is the only cycle in S. We consider two cases:
(i) If one of two paths Q x , Q y , say Q y , does not contain any vertex of D . Let z by any vertex of Q y and Z be the set of vertices of (
If D does not contain e, then its vertex and edge credits suffice to maintain invariant (I2). Thus, (Z, z) is a canonical pair of S .
If D contains e, we assign credits of Q y \ {z} to e. Since ediam(Q y ) ≥ 2 , ediam(Q y \ {z}) ≥ 2 − g . By Observation 9, the total assigned credit is at least c( )2 − c( )g which is at least c( ) since < 1 g . Thus, e receives at least c( ) ω(e) credits. Hence, vertex credit Z and credit of ST edges in D suffice to maintain invariant (I2). That implies (Z, z) is a canonical pair.
(ii) If both Q x , Q y contain vertices of D . We first show that e ∈ D . Assume otherwise. Then, we can shortcut D through P xy at a cost of:
which is negative since s > 4g. Thus, e ∈ D and hence, there is a vertex z ∈ P xy \ D.
We assign all vertex and edge credits of P xy , excluding credits of {x, y, z}, to e. Since ω(P xy ) ≥ (1 + s · ) ω(e), the total credit assigned to e is at least:
Thus, credits of vertices in Z and ST edges in S suffice to maintain invariant (I2). Hence, (Z, z) is a canonical pair.
We now handling the exception in Observation 11. That is, Γ = ∅ after Phase 3.
No subgraphs in Phase 1+2+3 Since there are no subgraphs in Phase 1, every vertex is low-degree. Since there are no subgraphs in Phase 2, ST (V, E) is a path and/or ediam(ST (V, E)) < 2 . We consider two cases:
1. If ediam(ST (V, E)) < 2 , by Observation 8, diam(ST (V, E)) < 4 . Our cluster construction stops at this level. We then use credits of each vertex to pay for its incident Π-edges. Since each vertex is low-degree, its vertex credit is sufficient when c( ) = Ω(
Note that there is no path in level i + 1 or higher in H since such a path, say Q, would have length at least 2 which is at least diam(ST (V, E)) when < 2 ) such Π-paths. Thus, over all levels, the total weight of B is at most:
where max is the maximum length of shortest paths in H, which is at most w(ST).
Proof of Theorem 7. By Equation (18), the holding bag B j has weight at most O( −2 ) · w(ST). By Claim 4, 6 and 7, w(
The stretch guarantee in (3) of Theorem 7 follows directly from Claim 2.
6 A singly exponential time algorithm for the subset TSP problem in bounded treewidth graphs
In this section, we give a dynamic program that can solve subset TSP in 2 O(tw) n O(1) as stated in Theorem 4. Our algorithm is based on a method introduced by Bodlaender, Cygan, Kratsch, Nederlof [7] to design deterministic singly exponential time algorithms for connectivity problems in bounded treewidth graphs.
Representing partitions
Let U = [n] be a ground set of n elements and Π(U ) be the set of all partitions of U . We abuse notation by denoting U to be the partition {U } ∈ Π(U ), i.e, the partition that has U as the only set. For each partition π ∈ Π(U ), define a partition graph G π where V (G π ) = U and there is an edge between u and v in G π if they are both in the same set of π. Thus, there is a bijection between sets in π and cliques in G π . For two elements u, v ∈ U , we denote by U [ab] the partition of U that has {u, v} as a set and other sets are singletons. By π \ {v}, we denote the partition of U \ {v} obtained from π by removing v from π. Let α, β be two partitions of Π(U ) and G α , G β be two corresponding partition graphs. We define a join operation as follows: α β is a partition Π(U ) where each set of α β is a connected component of the graph with vertex set U and edge set E(G α ) ∪ E(G β ).
We say partition β is an extension of partition α if α β = U . Note that a partition can have many different extensions.
Let Γ ⊆ Π(U ) be a set of partitions of U . We say Γ is a representative set of Γ if (i) Γ ⊆ Γ and (ii) for any partition α ∈ Γ and any extension, say β, of α, then there is a partitionα ∈ Γ such that β is also an extension ofα (α β = U ). We sayα is a β-representation of α in Γ.
Suppose every partition α ∈ Γ has a weight w(α). We say Γ is a min representative set of Γ, denoted by Γ ⊆ min Γ if (i) Γ is a representative set of Γ and (ii) for every α ∈ Γ and any extension β of α, there is a β-representationα of α in Γ such that w(α) ≤ w(α).
The key idea in speeding up dynamic programs [7] is the following representation theorem.
Theorem 8 (Theorem 3.7 [7] ). Any set of weighted partitions Γ of U has a min representative set Γ of size at most 2 n−1 that can be found in time |Γ|2 (ω−1)n n O(1) where |U | = n and ω is the matrix multiplication exponent.
We note that size of Γ can be up to 2 Ω(n log n) but the representation theorem said that it has a min representative set of size at most 2 n−1 .
Tree decompositions
A tree decomposition of a graph G is a pair (T , X ) where X is a family of subsets of V , called bags, and T is a tree whose nodes are bags in X such that:
(ii) For every edge uv ∈ E, there is a bag X ∈ X that contains both u and v.
(iii) For every u ∈ V , the set of bags containing u induces a (connected) subtree of T . The width of (T , X ) is max X∈X (|X| − 1) and the treewidth of G is the minimum width over all possible tree decompositions of G. For each node t ∈ T , we denote its corresponding bag by X t .
Traditionally, each bag X t is a set of vertices of G. However, for simplifying presentation of the dynamic program, we think of X t as a bag of vertices and edges of G. That is, X t is a subgraph of G. A tree decomposition (T , X ) is nice if it is rooted at a node r where |X r | = ∅ and other nodes are one of five following types:
Leaf node A leaf node t of T has |X t | = ∅.
Introduce vertex node An introduce vertex node t ∈ T has only one child t such that X t is a subgraph of X t , |V (X t )| = |V (X t )| + 1 and E(X t ) = E(X t ).
Introduce edge node An introduce edge node t ∈ T has only one child t such that X t is a subgraph of X t . V (X t ) = V (X t ) and |E(X t )| = |E(X t )| + 1.
Forget node A forget node t ∈ T has only one child t such that X t is an induced subgraph of X t and |V (X t )| = |V (X t )| − 1.
Join node A join node t has two children t 1 , t 2 such that V (
A nice tree decomposition has O(n) nodes and can be obtained from any tree decomposition of the same width of G in O(n) time (see Proposition 2.2 [7] ).
A dynamic programming algorithm for subset TSP
Recall T is a set of terminals in a treewidth-tw graph G. Let k = |T |. We modify G by adding k − 1 parallel edges to each edge e ∈ G and subdividing each new edge by a single vertex. Weight of each edge is splitted equally in the two new edges. The resulting graph is simple and has treewidth max(tw, 2). This modification of G would guarantee that there is an optimal tour W that visits every edge at most once. (W is an Eulerian subgraph of G.)
For simplicity of presentation, we assume that the optimal solution W is unique. This assumption can also be technically enforced by imposing a lexicographic order on optimal solutions or by perturbation using Isolation Lemma [41] .
For two edge sets E 1 , E 2 of E. We use E 1 E 2 to be the multiset addition of E 1 and E 2 . That is, we keep two copies of an edge in E 1 E 2 if it appears in both E 1 and E 2 .
Let t be a node in T . If t is a descendant of t, we write t t. Note that t is a descendant of itself. Let G t = ∪ t t X t . We regard the optimal solution W as a graph of G with vertex set spans by edges of W . Let W t = G t ∩ W . Note that there could be connected components of W t that are isolated vertices. We call W t a partial solution. It is straightforward to see that W t satisfies one of the following two conditions for every node t:
1. W t is a feasible solution. That is, W t is an Eulerian subgraph of G and spans T . 2. Every vertex of T in G t \ X t is in W t , every vertex of (W t ∩G t ) \ X t has even degree and every connected component of W t contains at least one vertex of X t . For each vertex v ∈ X t , we assign a label c t (v) ∈ {0, 1, 2}, where c t (v) = 0 if v is not in W t , c t (v) = 1 if v has odd degree in W t and c t (v) = 2 if v has even degree in W t . We denote the labeling restricted to a subset Y of X t by c t (Y ).
Let Y t = V (W t ∩X t ). Let α t be the partition of Y t induced by W t . That is, vertices in the same connected component of W t are in the same set of α t . Let R t = E(W) \ E(W t ) be a subset edges of W not in G t . Let β t be the partition of Y t induced by R t . Since W is connected, α t β t = Y t . We define the weight of α t to be w t (α t ) = w(W t ).
We call tuple (c t (Y t ), α t , Y t ) the encoding of W t , denoted by Enc(W t ). By definition of Y t , any vertex v ∈ X t \Y t is not in W , hence, c t (v) = 0. Thus, the labeling of vertices X t is implicitly defined by labeling of vertices in Y t . A encoding is valid if it encodes at least one partial solution. We only keep track of valid encodings during dynamic programming. There could be many partial solutions that have the same encoding. However, we only keep track of one partial solution, denoted by However, w( W ) = w(R t ) + w( W t ) ≤ w(R t ) + w(W t ) = w(W ). By the uniqueness assumption, W t = W t ; the claim follows.
For each node t ∈ T , we would inductively maintain a set of encodingsη t that satisfies the following correctness invariant:
Correctness invariant:η t contains the encoding of the partial solution W t of W .
By Claim 11, the correctness invariant implies that we are keeping track of W via encodings and their decodings. The key idea of an efficient dynamic program is to guarantee that |η t | ≤ 2 O(tw) for every node t. We do that by applying size reduction based on the representation theorem (Theorem 8).
Size reduction: We guarantee that |η t | ≤ 12 tw for every node t as follows. We now construct a new set of encodingsη t (c t , Y ) from η t (c t , Y ) as follows: for each partitionα ∈ Γ, we add the encoding (c t (Y ),α, Y ) toη t (c t , Y ). Then, we setη t ← (η t \ η t (c t , Y )) ∪η t (c t , Y ). We repeat the reduction for every fixed Y and c t . Since there are at most 2 tw different subsets Y and 3 tw different labelings c t ,η t ≤ 12 tw . We denote by SR(η t ) the set of encodings obtained by applying size reduction toη t .
To see the correctness invariant ofη t after size reduction, consider encoding (c t (Y t ), α t , Y t ) of W t . Before reduction, (c t (Y t ), α t , Y t ) ∈η t . Recall β t is the partition of Y t induced by R t . By Theorem 8, there is an encoding (c t (Y t ),α t , Y t ) ∈η t after reduction such thatα t β t = Y t and w(α t ) ≤ w(α t ). LetŴ t = Dec(c t (Y t ),α t , Y t ). Since labels of vertces in Y t are the same forŴ t and W t , every vertex of R t Ŵ t has even degree. Recall R t has no edge in G t , thus, R t Ŵ t is an Eulerian subgraph of G that spans T . However, w(R t Ŵ t ) ≤ w(R t W t ) since w(Ŵ t ) ≤ w(W t ). By the uniqueness of W ,Ŵ t = W t . Hence, Dec(c t (Y t ),α t , Y t ) ∈η t . Thus,η t satisfies correctness invariant.
We denote the empty encoding (∅, {∅}, ∅) by ∅. If G t has a feasible solution, then Dec(∅) is the smallest weight feasible solution, say S t , in G t and the weight of the corresponding empty partition is w(S t ). Otherwise, Dec(∅) = ∅ and the weight of the corresponding empty partition is +∞.
Since the root node r has X r = ∅, G r = G. Thus, the feasible solution Dec(∅) is the optimal solution W .
Leaf node For each leaf node t,η t only contains the empty encoding ∅.
Introduce vertex node Let t be an introduce vertex node and t be a child of t. Let v = X t \X t . By the definition of introduce vertex nodes, v is an isolated vertex in G t . ∪η t . We now show the correctness invariant for η t . Recall W t and W t are the partial solutions of W in G t and G t , respectively. Since V (G t ) = V (G t ) ∪ {v} and E(G t ) = E(G t ), either (a) W t = W t or (b) W t = W t ∪ {v} (v is added to W t as an isolated vertex). In case (a), (c t (Y t ), α t , Y t ) = (c t (Y t ), α t , Y t ). Thus, encoding of W t is in η t . In case (b), v is an isolated vertex of W t , thus has c t (v) = 0. Since we add (c t (Y t ), α t , Y t ) to η new t where Y t = Y t ∪ {v} and α t = α t ∪ {{v}}, η t contains the encoding of W t .
Letη Introduce edge node Let t be an introduce edge node where an edge uv is introduced. Let t be the only child of t. By the definition of introduce edge nodes, V (H t ) = V (H t ) and E(H t ) = E(Ht ) ∪ {uv}.
Let g(x) = ((x + 1) mod 2) + 1. Function g(x) has following properties: g(x + 1) = 1 when x = 0 or x = 2 and g(x + 1) = 2 when x = 1. Since V (G t ) = V (G t ) and E(G t ) = E(G t ) ∪ {uv}, either (a) W t = W t or (b) W t = W t ∪ {uv}. In case (a), (c t (Y t ), α t , Y t ) = (c t (Y t ), α t , Y t ). Thus, the encoding of W t is in η t . In case (b), adding edge uv change the label of u and v in W t to g(c t (u) + 1) and g(c t (v) + 1), respectively. If u, v are in two different components of W t , say C u , C v , respectively, adding uv merges C u and C v into one connected component. The n factor in Claim 12 is for maintaining decodings in each step. This factor can be removed, but it is not the purpose of our paper. Thus, the total running time of the dynamic programming algorithm is 2 O(tw) tw O(1) n 2 , thereby implying Theorem 4.
Discussion
We have presented an algorithm that constructs a subset spanner of weight at most O H (log k poly( 1 )) times the weight of a minimum Steiner tree ST. We conjecture that it is possible to remove the log k factor. That is, there exists a subset spanner of weight at most O H (poly( 1 ))w(ST). Such a spanner would imply an efficient PTAS for subset TSP in minor-free graphs. By Theorem 6, it suffices to construct an -close spanner of weight at most O H (poly( 1 ) k ). A possible direction to construct such a light -close spanner is to extend Lemma 2 to H-minor-free graphs. In Section 3, we point out that a terminal preserving minor that preserves pairwise distances exactly is not possible due to the lower bound by Krauthgamer, Nguyẽn, and Zondiner [36] . However, it is open to obtain an approximate version of Lemma 2 for H-minor-free graphs. The lower bound for approximate terminal preserving minor in planar graphs by Krauthgamer, Nguyẽn, and Zondiner [36] (Theorem 3.3 in [36] ) can be translated to lower bound Ω( 
From Equation (20) and Equation (21), we obtain the desired upper bound on the weight of H. We now show property (1) . If p ∈ Y , then property (1) is satisfied by construction and Lemma 3. Thus, we can assume that p ∈ Y . Let be such that p ∈ W [y , y +1 ]. (If = I, we define y +1 to be the endpoint of W after y ). Since p ∈ Y , by Equation (19) , d W (p, y ) < d G (p, P ) which is at most d G (p, q) . Let M be a path from p to q that consists of W [p, y ] and a shortest y -to-q path in H ∪ P . We have:
(by triangle inequailty)
By setting = 4 we have property (1).
