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a b s t r a c t
Let Ω be a bounded balanced pseudoconvex domain with C1 plurisubharmonic defining
functions in Cn and let f (z, t) be a univalent subordination chain such that z = 0 is a zero
of order k + 1 of e−t f (z, t) − z for each t ≥ 0. In this paper, we study several properties
for f (·, 0), concerning the growth, covering theorems and coefficient bounds. These results
generalize the related works of Hamada and Kohr.
© 2011 Elsevier Ltd. All rights reserved.
1. Introduction
Let Ω ⊂ Cn be a bounded balanced pseudoconvex domain with 0 ∈ Ω , and its Minkowski functional ρ(z) ∈ C1 on
Cn \ {0},N be the set of all positive integers and D be the unit disk in C. Let L(Cn,Cm) be the space of all continuous linear
operators from Cn into Cm. Let H(Ω) be the set of all holomorphic mappings from Ω into Cn,H(Ω,Ω) be the set of all
holomorphic mappings fromΩ intoΩ . As is known to us, if f ∈ H(Ω), then
f (w) =
∞−
n=0
1
n!D
nf (z)((w − z)n),
for allw in some neighborhood of z ∈ Ω , where Dnf (z) is the nth Fréchet derivative of f at z, and for n ≥ 1,
Dnf (z)((w − z)n) = Dnf (z) (w − z, . . . , w − z)  
n
.
If f : Ω −→ Cn is a holomorphic mapping, we say that f is normalized if f (0) = 0 and Df (0) = I , where I represents
the identity in L(Cn,Cn). Let S(Ω) be the set of all normalized biholomorphic mappings.
If f , g ∈ H(Ω), we say that f is subordinate to g(f ≺ g) if there exists a Schwarz mapping v( i.e. v ∈ H(Ω) and
ρ(v(z)) ≤ ρ(z), z ∈ Ω) such that f = g ◦ v. A mapping F : Ω × [0,∞) → Cn is called a Loewner chain if F(·, t) is
biholomorphic onΩ, F(0, t) = 0,DF(0, t) = et I for t ≥ 0 and
F(z, s) ≺ F(z, t), z ∈ Ω, 0 ≤ s ≤ t <∞.
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First, we recall a class of mappingsM which plays the role of the Carathéodory class in several complex variables.
M =

h ∈ H(Ω) : h(0) = 0,Dh(0) = I,ℜe∂ρ(z)
∂z
h(z) > 0, z ∈ Ω \ {0}

,
where ∂ρ(z)
∂z =

∂ρ(z)
∂z1
, . . . ,
∂ρ(z)
∂zn

.
From now on, let Ω be a bounded balanced pseudoconvex domain in Cn with C1 plurisubharmonic defining functions
and let ρ be the Minkowski function ofΩ .
In [1], it is proved the following results:
Proposition 1 ([1]). Let ht(z) = h(z, t) : Ω × [0,∞) −→ Cn such that
(i) for each t ≥ 0, ht(z) ∈M;
(ii) for each z ∈ Ω, h(z, t) is a measurable function of t on [0,∞);
(iii) For each T > 0 and r ∈ (0, 1), there exists a constant K(r, T ) such that ‖h(z, t)‖ ≤ K(r, T ) for z ∈ Ωr and t ∈ [0, T ].
Then, for each s ≥ 0 and z ∈ Ω , there exists a unique locally absolutely continuous solution vs,t(z) = v(z, s, t) of the initial
problem
∂v
∂t
= −h(v, t), a.e. t ≥ s, v(z, s, s) = z. (1)
Furthermore, vs,t(z) is a univalent Schwarz mappings onΩ , is a locally absolutely continuous function of t locally uniformly with
respect to z ∈ Ω and Dvs,t(0) = es−t I , for each s and t with 0 ≤ s ≤ t.
Proposition 2 ([1]). Let h(z, t) satisfy the assumption of Proposition 1. Then there exists the limit limt→∞ etv(z, s, t) = f (z, s),
locally uniformly inΩ as t increases to∞ through a suitable sequence tm, for s ≥ 0 fixed, where v = v(z, s, t) is the solution of
the Eq. (1). Moreover, f (·, s) is univalent onΩ and Df (0, s) = esI .
Taking into account the result of Proposition 2, Hamada and Kohr [1] introduced the following definition.
Definition 1 ([1]). Let f : Ω → Cn be a normalized holomorphic mapping. We say that f has parametric representation if
there exists a mapping h = h(z, t) which satisfies the condition in Proposition 1 such that f (z) = limt→∞ etv(z, t) locally
uniformly onΩ , where v = v(z, t) is the unique solution of the initial value problem
∂v
∂t
= −h(v, t), a.e. t ≥ 0, v(z, 0) = z,
for all z ∈ Ω .
Let S0(Ω) be the set of all mappings which have parametric representation on Ω . Then S0(Ω) ⊂ S(Ω) [2]. It is well
known that in the case of one variable S0(D) = S(D); however, in Cn, n ≥ 2, S0(Ω) & S(Ω) [3].
Now, we introduce the following classMg onΩ ⊂ Cn, which has been introduced by Kohr [3] on Bn and by Graham et al.
on the unit ball with respect to an arbitrary norm on Cn [2].
Definition 2. Let g ∈ H(D) be a biholomorphic function such that g(0) = 1, g(ξ¯ ) = g(ξ), for ξ ∈ D,ℜeg(ξ) > 0 on ξ ∈ D,
and assume g satisfies the following conditions for r ∈ (0, 1):min|ξ |=r ℜeg(ξ) = min{g(r), g(−r)}
max
|ξ |=r
ℜeg(ξ) = max{g(r), g(−r)}. (2)
We defineMg to be the class of mappings given by
Mg =

h ∈ H(Ω) : h(0) = 0,Dh(0) = I, 2
ρ(z)
∂ρ(z)
∂z
h(z) ∈ g(D), z ∈ Ω \ {0}

.
Clearly, if g(ξ) = 1+ξ1−ξ , ξ ∈ D, thenMg becomes the classM.
Definition 3. Let g : D → C be a biholomorphic function satisfying the assumptions of Definition 2. Also let f ∈ H(Ω). We
say that f ∈ S0g (Ω) if there exists a mapping h : Ω × [0,∞)→ Cn which satisfies the conditions
(i) for each t ≥ 0, h(·, t) ∈Mg ;
(ii) for each z ∈ Ω, h(z, t) is a measurable function of t ∈ [0,∞);
(iii) limt→∞ etv(z, t) = f (z) locally uniformly onΩ , where v = v(z, t) is the solution of the initial value problem
∂v
∂t
= −h(v, t), a.e. t ≥ 0, v(z, 0) = z, (3)
for all z ∈ Ω .
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The class S0g (Ω) is called the class of mappings which have g-parametric representation on Ω . Obviously, if g(ξ) =
1+ξ
1−ξ , ξ ∈ D, then S0g (Ω) reduces to the set S0(Ω).
By the result (cf. [1, Lemma 2.3]), we have the following result, which also provides examples of mappings in S0g (Ω).
Proposition 3 ([1]). Let f (z, t) : Ω × [0,∞) → Cn such that ft(z) = f (z, t) ∈ H(Ω),Dft(0) = et I and assume f (z, t) is a
locally absolutely continuous function of t ∈ [0,∞) locally uniformly with respect to z ∈ Ω . Let h(z, t) be as in Definition 3.
Suppose that f (z, t) satisfies the following differential equation
∂ f
∂t
(z, t) = Df (z, t)h(z, t), a.e. t ≥ 0, z ∈ Ω. (4)
Moreover, suppose that there exists a sequence {tm} such that tm →∞ and
lim
m→∞ e
−tm f (z, tm) = F(z)
locally uniformly inΩ . Then {f (z, t)} is a univalent subordination chain and the limit
lim
t→∞ e
tv(z, s, t) = f (z, s)
exists locally uniformly on Ω , as t increases to ∞ through a suitable subsequence of {tm} with s ≥ 0 fixed, where
v = v(z, s, t) is the solution of the initial value problem (1). Thus, f ∈ S0g (Ω), where f (z) = f (z, 0), z ∈ Ω .
We denote by S0g, k+1(Ω) the subset of S0g (Ω) consisting of mappings f for which there exists a g-parametric
representation onΩ, f = f (·, 0) and z = 0 is a zero of order k+ 1 of e−t f (z, t)− z for each t ≥ 0 (see [4–6]).
In this paper, stimulated by [7–13], we shall obtain growth and covering theorems, as well as coefficient bounds for
mappings in S0g, k+1(Ω). These results generalize the related works of some authors.
2. Preliminaries
In order to prove the desired results, we first give some lemmas.
Lemma 1 ([14]). Let Ω ⊆ Cn be a bounded balanced pseudoconvex domain, ρ be the Minkowski functional of Ω , then
(i) ρ(z) ≥ 0, z ∈ Cn; ρ(z) = 0⇔ z = 0;
(ii) ρ(tz) = |t|ρ(z), t ∈ C, z ∈ Cn;
(iii) Ω = {z ∈ Cn : ρ(z) < 1}.
Furthermore, the function ρ(z) has the following properties.
2
∂ρ(z)
∂z
z = ρ(z), z ∈ Cn,
2
∂ρ(z0)
∂z
z0 = 1, z0 ∈ ∂Ω,
∂ρ(λz)
∂z
= ∂ρ(z)
∂z
, λ ∈ (0,∞),
∂ρ(eiθ z)
∂z
= e−iθ ∂ρ(z)
∂z
, θ ∈ R,
where ∂ρ(z)
∂z =

∂ρ(z)
∂z1
, . . . ,
∂ρ(z)
∂zn

.
Lemma 2 ([15]). If f ∈ H(D), g is a biholomorphic function on D, f (0) = g(0), f ′(0) = · · · = f (k−1)(0) = 0, and f ≺ g. Then
f (rD) ⊆ g(rkD), r ∈ (0, 1), rD = {ξ ∈ C : |ξ | < r}.
Lemma 3. Let g satisfy the conditions of Definition 2, ht(z) = h(z, t) satisfy the assumptions of Definition 3, f ∈ S0g, k+1(Ω)
and f (z, t) satisfy the differential equation (4). Then
ρ(z) ·min{g(ρk(z)), g(−ρk(z))} ≤ 2ℜe∂ρ(z)
∂z
h(z, t) ≤ ρ(z) ·max{g(ρk(z)), g(−ρk(z))} (5)
for all z ∈ Ω \ {0}, and a.e. t ≥ 0.
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Proof. Fix z ∈ Ω \ {0}, t ≥ 0 and denote z0 = zρ(z) . Let p(·, t) : D −→ C be given by
p(ξ , t) =

2
ξ
∂ρ(z0)
∂z
ht(ξz0), ξ ≠ 0,
1, ξ = 0.
(6)
Then p(·, t) ∈ H(D), p(0, t) = g(0) = 1, and since ht(z) ∈Mg , we deduce that
pt(ξ) = p(ξ , t) = 2
ξ
∂ρ(z0)
∂z
ht(ξz0) = 2
ρ(ξz0)
∂ρ(ξz0)
∂z
ht(ξz0) ∈ g(D), ξ ∈ D \ {0}.
Therefore pt ≺ g . Using the fact that z = 0 is a zero of order k+ 1 of e−t f (z, t)− z, we have
f (ξz, t) = etzξ +
∞−
m=k+1
Dmf (0, t)(zm)
m! ξ
m
and
∂ f
∂t
(zξ, t) = etzξ +
∞−
m=k+1
∂
∂t
[
Dmf (0, t)(zm)
m!
]
ξm.
After simple computations, in view of (4), we obtain for almost all t ≥ 0 that
h(ξz, t) = zξ +
∞−
m=k+1
Dmh(0, t)(zm)
m! ξ
m, (7)
and
∂
∂t
[
Dmf (0, t)(zm)
m!
]
= D
mf (0, t)(zm)
(m− 1)! +
etDmh(0, t)(zm)
m! , m = k+ 1, . . . , 2k, (8)
where z ∈ Ω , and ξ ∈ D. Taking into account (6) and (7), for z = z0, and almost all t ≥ 0, we have
pt(ξ) = 1+
∞−
m=k+1
2
∂ρ(z0)
∂z
Dmh(0, t)(zm0 )
m! ξ
m−1. (9)
It is clear that pt(ξ) satisfies the hypothesis of Lemma 2, thus we have
pt(rD) ⊆ g(rkD), r ∈ (0, 1), rD = {η ∈ C : |η| < r}.
On the other hand, combining the maximum and minimum principles for harmonic functions with (2), we deduce that
min{g(|ξ |k), g(−|ξ |k)} ≤ ℜep(ξ , t) ≤ max{g(|ξ |k), g(−|ξ |k)}, ξ ∈ D.
Setting ξ = ρ(z) in the above relation, we obtain (5), as desired. This completes the proof of Lemma 3. 
Lemma 4 ([6]). If f ∈ H(D), g is a biholomorphic function on D, f (0) = g(0), f ′(0) = · · · = f (k−1)(0) = 0, and f ≺ g, then
|f (n)(0)|
n! ≤ |g
′(0)|, n = k, . . . , 2k− 1.
3. Main results and their proofs
Theorem 1. Let g satisfy the assumptions of Definition 2, f ∈ S0g, k+1(Ω) and f (z, t) satisfy the differential equation (4). Then
ρ(z) exp
∫ ρ(z)
0
[
1
max{g(yk), g(−yk)} − 1
]
dy
y
≤ ρ(f (z))
≤ ρ(z) exp
∫ ρ(z)
0
[
1
min{g(yk), g(−yk)} − 1
]
dy
y
, z ∈ Ω.
Proof. Fix z ∈ Ω \ {0} and let v(t) = v(z, t). Then
dρ(v(t))
dt
= 2ℜe

∂ρ(v(t))
∂z
dv(t)
dt

, a.e. t ∈ [0,∞),
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and using the differential equation (3), one deduces that
dρ(v(t))
dt
= −2ℜe

∂ρ(v(t))
∂z
h(v, t)

, a.e. t ∈ [0,∞).
In view of Lemma 3, we deduce that for t ∈ [0,∞)
ρ(v(t)) ·min{g(ρk(v(t))), g(−ρk(v(t)))} ≤ −dρ(v(t))
dt
≤ ρ(v(t)) ·max{g(ρk(v(t))), g(−ρk(v(t)))}, (10)
and we may rewrite (10) as
−1
ρ(v(t)) ·max{g(ρk(v(t))), g(−ρk(v(t)))}
dρ(v(t))
dt
≤ 1 ≤ −1
ρ(v(t)) ·min{g(ρk(v(t))), g(−ρk(v(t)))}
dρ(v(t))
dt
.
Integrating both sides of the above inequalities with respect to t and making a change of variable, we obtain
−
∫ ρ(v(t))
ρ(z)
dy
ymax{g(yk), g(−yk)} = −
∫ t
0
1
ρ(v(τ)) ·max{g(ρk(v(τ ))), g(−ρk(v(τ )))}
dρ(v(τ))
dτ
dτ ≤
∫ t
0
dτ ,
and
−
∫ ρ(v(t))
ρ(z)
dy
ymin{g(yk), g(−yk)} = −
∫ t
0
1
ρ(v(τ)) ·min{g(ρk(v(τ ))), g(−ρk(v(τ )))}
dρ(v(τ))
dτ
dτ ≥
∫ t
0
dτ .
It is elementary to verify that
ρ(z)
∫ ρ(z)
ρ(v(t))
[
1
max{g(yk), g(−yk)} − 1
]
dy
y
≤ etρ(v(t)) ≤ ρ(z)
∫ ρ(z)
ρ(v(t))
[
1
min{g(yk), g(−yk)} − 1
]
dy
y
. (11)
Since f ∈ S0g,k+1(Ω), we have
lim
t→∞ e
tv(z, t) = f (z)
locally uniformly onΩ . Therefore, we deduce that
lim
t→∞ e
tρ(v(z, t)) = ρ(f (z)),
and
lim
t→∞ ρ(v(z, t)) = limt→∞ e
−tρ(etv(z, t)) = 0.
If we now let t −→∞ in the above inequalities, we have
ρ(z) exp
∫ ρ(z)
0
[
1
max{g(yk), g(−yk)} − 1
]
dy
y
≤ ρ(f (z))
≤ ρ(z) exp
∫ ρ(z)
0
[
1
min{g(yk), g(−yk)} − 1
]
dy
y
, z ∈ Ω,
as claimed. This completes the proof of Theorem 1. 
Using a similar reasoning as above, we obtain the following growth result.
Corollary 1. Let g satisfy the assumptions of Definition 2, f ∈ S0g, k+1(Ω) and f (z, t) satisfy the differential equation (4). Then
ρ(z) exp
∫ ρ(z)
0
[
1
max{g(yk), g(−yk)} − 1
]
dy
y
≤ e−tρ(f (z, t))
≤ ρ(z) exp
∫ ρ(z)
0
[
1
min{g(yk), g(−yk)} − 1
]
dy
y
, z ∈ Ω, t ≥ 0.
We now prove an estimate of coefficient bounds for mappings in S0g,k+1(Ω).
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Theorem 2. Let g satisfy the assumptions of Definition 2, f = f (·, 0) ∈ S0g, k+1(Ω) and f (z, t) satisfy the assumptions
of Proposition 3, where Ω is a bounded balanced convex domain in Cn with C1 plurisubharmonic defining functions. If ρ is
the Minkowski function of Ω , then2∂ρ(z)∂z Dmf (0)(zm)m!
 ≤ 1m− 1 |g ′(0)|ρm(z), z ∈ Ω, m = k+ 1, . . . , 2k.
Proof. Since f ∈ S0g, k+1(Ω) and f (z, t) satisfy the assumptions of Proposition 3, there exists amapping ht(z) = h(z, t) ∈Mg
for each t ≥ 0, measurable in t for each z ∈ Ω , such that for almost all t ≥ 0,
∂ f
∂t
(z, t) = Df (z, t)h(z, t), ∀z ∈ Ω.
Fix z ∈ Ω \ {0}, t0 ≥ 0 and denote z0 = zρ(z) . Let pt0 : D −→ C be given by
pt0(ξ) =

2
ξ
∂ρ(z0)
∂z
ht0(ξz0), ξ ≠ 0,
1, ξ = 0.
As in the proof of Lemma 3, we obtain pt0 ≺ g and
pt0(ξ) = 1+
∞−
m=k+1
2
∂ρ(z0)
∂z
Dmh(0, t0)(zm0 )
m! ξ
m−1. (12)
It is clear that pt0(ξ) satisfies the hypothesis of Lemma 4, thus we have
|p(n)t0 (0)|
n! ≤ |g
′(0)|, n = k, . . . , 2k− 1. (13)
Combining the relations (12) and (13), we obtain2∂ρ(z0)∂z Dmht0(0)(zm)m!
 ≤ |g ′(0)|ρ(z) |m, z ∈ Ω \ {0}, m = k+ 1, . . . , 2k. (14)
Let
qz(T ) = e−mTDmf (0, T )(zm)− Dmf (0, 0)(zm)−
∫ T
0
e−(m−1)tDmh(0, t)(zm)dt, m = k+ 1, . . . , 2k,
for fixed z ∈ Ω and T ≥ 0. Since q′z(T ) = 0 for almost all T ≥ 0 by (8), we have qz(T ) = qz(0) = 0. From this we have the
equality
e−mT2
∂ρ(z)
∂z
Dmf (0, T )(zm)− 2∂ρ(z)
∂z
Dmf (0, 0)(zm)
=
∫ T
0
2
∂ρ(z)
∂z
(e−(m−1)tDmh(0, t)(zm))dt, m = k+ 1, . . . , 2k. (15)
Next, in view of Corollary 1, we have
ρ(f (z, T )) ≤ eTρ(z) exp
∫ ρ(z)
0
[
1
min{g(xk), g(−xk)} − 1
]
dx
x
, z ∈ Ω. (16)
Using the Cauchy formula
1
m!D
mf (0, T )(um) = 1
2π i
∫
|ζ |=r
f (ζu, T )
ζm+1
dζ , r < 1,
for u ∈ Cn, ρ(u) = 1, and taking into account (16), we easily obtain that
lim
T→+∞ e
−mTDmf (0, T )(zm) = 0, m ≥ k+ 1.
Letting T →+∞ in (15) and using the above equality and (14), we deduce that2∂ρ(z)∂z Dmf (0)(zm)m!
 ≤ 1m− 1 |g ′(0)|ρ(z)m, z ∈ Ω, m = k+ 1, . . . , 2k.
This completes the proof. 
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Remark. Theorems 1 and 2 generalize the corresponding results of [1], when g(ξ) = 1+ξ1−ξ , ξ ∈ D, k = 1, these results were
obtained by Hamada and Kohr [1].
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