The X-ray luminosity function of distant (3 < z < 5.1) unabsorbed quasars has been measured. A sample of distant high-luminosity quasars (10 45 ≤ L X,2−10 < 7.5 × 10 45 erg/s in the 2-10 keV energy band) from the catalog given in compiled from the data of the 3XMM-DR4 catalog of the XMM-Newton serendipitous survey and the Sloan Digital Sky Survey (SDSS) has been used. This sample consists of 101 sources. Most of them (90) have spectroscopic redshifts z spec 3. The remaining ones are quasar candidates with photometric redshift estimates z phot 3. The spectroscopic redshifts of eight sources have been measured with АZT-33IK and BTA telescopes. Owing to the record sky coverage area ( 250 sq. deg at X-ray fluxes ∼ 10 −14 erg/s/cm 2 in the 0.5-2 keV), from which the sample was drawn, we have managed to obtain reliable estimates of the space density of distant X-ray quasars with luminosities L X,2−10 > 2 × 10 45 erg/s for the first time. Their comoving space density remains constant as the redshift increases from z = 3 to z = 5 to within a factor of 2. The power-law slope of the X-ray luminosity function of high-redshift quasars in its bright end (above the break luminosity) has been reliably constrained for the first time. The range of possible slopes for the quasar luminosity and density evolution model is γ 2 = 2.72
INTRODUCTION
A reliable measurement of the X-ray luminosity function of high-luminosity active galactic nuclei (AGNs, hereafter quasars) and its evolution at z 3 is one of the most important components of the research on the growth history of supermassive black holes and the evolution of massive galaxies in the Universe. The samples of XMM-Newton and Chandra extragalacitc X-ray surveys (representative fluxes F X,0.5−2 10 −15 erg/s/cm 2 and areas about one sq. deg) turn out to be insufficiently large for the evolution of distant quasars to be studied (Civano et al., 2012; Vito et al., 2014) . The addition of sources from shallower extragalactic surveys (F X,0.5−2 ∼ 10 −14 -10 −13 erg/s/cm 2 ) covering much larger areas (tens of square degrees Ueda et al. 2014 ; ; improves the situation.
* E-mail: horge@iki.rssi.ru Vito et al. (2014) constructed and extensively studied the luminosity function of quasars at z > 3 with luminosities L X,2−10 < 10 45 erg/s in the 2-10 keV band based on the combined data of several deep X-ray surveys with a total area 3.3 sq. deg. Using data from the XMM-XXL survey with an area of 18 sq. deg (typical fluxes of sources F X,0.5−2 5 × 10 −15 erg/s/cm 2 , Menzel et al. 2016), , obtained statistically significant estimates of the quasar luminosity funcion at z > 3 for even higher luminosities (L X,2−10 10 45 erg/s). Ueda et al. (2014) studied the evolution of the X-ray luminosity function of AGNs based on the collection of data from a large set of X-ray surveys, including the ROSAT all-sky survey. The ROSAT sample of sources includes several quasars with a very high luminosity (L X,2−10 > 10 46 erg/s) at z > 3, which allowed the space density of such very luminous and distant quasars to be constrained. 
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This estimate turned out to be in agreement with the predictions of the empirical luminosity function model obtained from samples of sources with a much lower luminosity (L X,2−10 < 10 45 erg/s). Kalfountzou et al. (2014) compiled a catalog of quasars at z > 3 on an area of 33 sq. deg based on the archival data of individual nonoverlapping Chandra pointings over the entire time of its operation. Using this catalog, they were able to estimate the space density of distant quasars with luminosities L X,2−10 > 5×10 44 erg/s and to exclude some of the empirical luminosity function models. However, the size of this sample is still insufficient for a detailed study of the population of most luminous (L X,2−10 > 10 45 erg/s) and distant (z > 3.5) quasars.
The data from the XMM-Newton X-ray telescope accumulated over 15 years constitute a serendipitous sky survey (Watson et al., 2009 ) with a total coverage of ∼800 sq. deg and a sensitivity F X,0.5−2 ∼ 5 × 10 −15 erg s −1 cm −2 (the 3XMM-DR4 fourth data release of serendipitous source catalog 1 , Watson et al., 2009 ).
Based on these data, one can produce an X-ray sample of quasars at z > 3 that exceeds the existing samples by several times (Kalfountzou et al., 2014; and obtain more rigorous constraints on the luminosity function model parameters. This is the goal of our paper.
We made an attempt to find new candidates for distant quasars among the X-ray sources of the 3XMM-DR4 catalog as described in (Khorunzhev et al., , 2017a . Our goal was to obtain a sample of X-ray quasars at z > 3 as complete as possible in XMM-Newton serendipitous survey fields at Galactic latitudes |b| > 20 • using photometric data from the Sloan Digital Sky Survey (SDSS, as well as the infrared 2MASS (Cutri et al., 2003) and WISE (Wright et al., 2010) . The total area of the overlap between these surveys is 300 sq. deg.
The photometric redshift estimates (z phot ) had been done by and a catalog (K16) of 903 candidates for distant quasars (presumably of type 1) selected by photometric redshift had been compiled. The catalog includes both previously known quasars (with measured spectroscopic redshifts z spec > 3) and new quasar candidates (with photometric redshift estimates z phot > 2.75).
The additional table of the K16 catalog presents 63 known X-ray quasars with z spec > 3 that did not pass the photometric selection of quasar candidates.
The first results of our spectroscopic identification of new quasar candidates from the K16 catalog, based on which we made a quantitative estimate of the purity of this catalog, are presented in Khorunzhev et al. (2017a) , Khorunzhev et al. (2017b) . The additional selection was shown to provide an increase in the number of new sources at z > 3 relative to the existing spectroscopic sample of quasars: by ∼ 20% for optically bright (z < 20) and X-ray (L X,2−10 10 45 erg/s) luminous sources and by ∼ 50% for fainter sources.
In this paper we use data from the K16 catalog to measure the space density of luminous (L X,2−10 > 10 45 erg/s) quasars at z > 3 and to obtain rigorous constraints on the slope of the luminosity function γ 2 in its bright end. In our calculations we used the following cosmological constants, the same as those in Vito et al. (2014) , whose results are actively used below: H 0 = 70 km/s/Mpc, Ω m = 0.27, Ω λ = 0.73.
THE SAMPLE
To construct the X-ray luminosity function, we used a sample of 205 sources composed of the parts of two catalogs: 101 sources with luminosities L X,2−10 ≥ 10 45 erg/s from the catalog by and 104 unabsorbed sources with L X,2−10 < 1.1 × 10 45 erg/s from the catalog by Vito et al. (2014) .
The Subsample of Luminous Quasars from the K16 Catalog
To investigate high-luminosity (≥ 10 45 erg/s) quasars, we used the K16 catalog of quasars and candidates for distant quasars . We considered both objects from the main catalog and sources from the additional table of known quasars with z spec > 3 that did not pass the photometric selection. The sources that were XMM-Newton pointing targets and the blazar 3XMM J142437.8+225601 were excluded.
As a result, we selected 101 sources with 2-10 keV X-ray luminosities L X,2−10 ≥ 10 45 erg/s in the source's rest frame. The luminosity was calculated via the measured 0.5-2 keV flux under the assumption of a power-law spectrum with a slope Γ=1.8 without absorption (just as in Vito et al. 2014 for unabsorbed sources). In the case where an object had no spectroscopic redshift, the luminosity was calculated from z phot , the photometric redshift estimate. As a result of the selection by luminosity, all sources of the K16 subsample turned out to have an X-ray flux above 4×10 −15 erg/s/cm 2 . The 502 Khorunzhev et al. distribution of sources in X-ray flux, luminosity, and redshift is shown in Fig. 1 . The list of sources is given in Table 1 .
For 82 of the 101 sources z spec ≥ 3 was known at the time of K16 publication. The sample also includes 8 spectroscopically confirmed candidates with z spec ≥ 3 whose spectra were taken with the 1.6-m АЗТ-33ИК telescope at the Sayan Solar Observatory of the Institute of Solar-Terrestrial Physics, the Siberian Branch of the Russian Academy of Sciences, and the 6-m BTA telescope at the Special Astrophysical Observatory of the Russian Academy of Sciences during our program of searching for distant quasars (Khorunzhev et al., 2017a,b; G. . The remaining 11 objects are quasar candidates with photometric redshift estimates z phot ≥ 3 unambiguously identified in the optical band (without the "D" flag in the K16 catalog). The source 3XMM J114816.0+525900 (z spec = 3.173) has the highest luminosity L X,2−10 = 7.4 × 10 45 erg/s. 3XMM J022112.5-034251 is the most distant source z spec = 5.011, L X,2−10 = 1.9 × 10 45 erg/s. Our sample contains several times more X-ray luminous quasars than the previously used data from smaller area X-ray surveys (Kalfountzou et Our sample consists of unabsorbed or weakly absorbed X-ray quasars with an intrinsic absorption column density N H < 10 23 cm −2 . This is evidenced by the distribution of sources in X-ray hardness ratio (3XMM-DR4 data) and redshift presented in Fig. 2 . The hardness ratio (SC HR2 = (H − S)/(H + S)) is defined via the photon count rates in the 1-2 keV (H) and 0.5-1 keV (S) bands. For comparison, Fig. 2 shows the redshift dependences of the hardness ratio expected for a power-law spectrum with a slope Γ = 1.8 and various absorption column densities. We see that only a few sources from the sample would have N H 10 23 cm −2 . The rest should have a lower intrinsic absorption.
The absence of heavily absorbed X-ray sources in the sample is related to the method of selecting distant quasars in the optical band. When compiling the K16 catalog based on shallow broadband photometry, we selected type 1 quasars with an ultraviolet excess (in the quasar's rest frame) and an absorption gain behind the Lyα line. The same selection effect is described, for example, in Kalfountzou et al. (2014) , where the fraction of luminous quasars with absorption N H > 10 23 cm −2 was about 10% due to a similar selection method, Fig. 1 : Top: X-ray luminosities (2-10 keV in the objects's rest frame) and redshifts of the quasars from the K16 (circles) and V14U (triangles) subsamples. The vertical and horizontal dashed lines indicate the boundaries of the ∆ log L-∆z bins for constructing the binned (nonparametric) luminosity function by the 1/V max method. Bottom: X-ray fluxes (0.5-2 кэВ) and redshifts of the sources from the same subsamples. The filled symbols indicate the objects with spectroscopic redshifts (z spec ). The objects from the K16 catalog whose spectroscopic redshifts were measured already after the publication of the catalog (Khorunzhev et al., 2017a,b; G. are highlighted by the red color. The open symbols indicate the objects for which there are only photometric redshift estimates (z phot ).
and Vito et al. (2014) , where from Table 1 it can be seen how the fraction of absorbed quasars drops with decreasing sensitivity of X-ray and optical surveys.
ASTRONOMY LETTERS Vol. 44 №8-9 2018 The catalog of X-ray quasars at z > 3, based on which we constructed the luminosity function, is presented in the paper by Vito et al. (2014) . Almost all of the sources have spectroscopic measurements or reliable estimates of the redshift obtained from deep photometric survey data in medium-band filters. Therefore, it is convenient to use the sample by Vito et al. (2014) Ueda et al. 2008) . In these surveys the optical identification completeness of X-ray sources is higher than 95%. The total area is 3.3 sq. deg. A total of three sources have 2-10 keV luminosities ≥ 10 45 erg/s. Only one of them is unabsorbed.
The subsample of 104 unabsorbed sources (V14U) used in our paper consists of quasars with luminosities 8 × 10 42 < L X,2−10 < 1.04 × 10 45 erg/s. The source ID 5120 was excluded from the XMM-COSMOS survey, because it is a star (Lilly et al., 2007) . The most distant source ID 2220 (z spec = 5.07, L X,2−10 = 4.7 × 10 44 erg/s) was found in the C-COSMOS survey (Elvis et al., 2009 ). The most luminous source ID 926 (L X,2−10 = 1.04 × 10 45 erg/s, z spec = 3.264) was found in the SXDS survey (Ueda et al., 2008 ). In Fig. 1 the X-ray fluxes, luminosities, and redshifts of the sources from the V14U subsample are compared with the corresponding characteristics of the sources from the K16 subsample.
THE SURVEY AREA
To calculate the space density of sources, we need to know how the sky coverage area of the Xray survey changes with sensitivity. For the V14U subsample of unabsorbed low-luminosity sources we took the corresponding area for unabsorbed sources from Vito et al. (2014) (see Fig. 3 ).
To calculate the area of the XMM-Newton serendipitous survey, we selected the pointings (OBSID) that were used to construct the 3XMM-DR4 2 catalog of X-ray sources (Watson et al., 2009 ) and were previously used by us to roughly estimate the survey area: the sources must be at Galactic latitudes |b| > 20 • and fall into the SDSS region.
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Khorunzhev et al. Using the utility task esensmap of the XMMNewton Science Analysis System, we constructed the sensitivity maps of individual pointings (in counts/s/PSF) for the detection threshold det ML > 6 in the range 0.2-12 keV for the total exposure of all the detectors involved in this pointing. The original 3XMM-DR4 catalog of X-ray sources was compiled precisely with this detection threshold (det ML > 6). In the case where the nearby pointings overlapped to form a mosaic, we chose fields from the pointing with the best sensitivity to construct the sensitivity map in the overlapping region.
When the 3XMM-DR4 catalog of sources was compiled, the counts from all the operating detectors for an individual pointing were taken into account. Each mode of operation of the XMMNewton detectors is characterized by its count rateto-flux conversion factor 3 . To convert the sensitivity map from counts/s to erg/s/cm 2 (the 0.2-12 keV band), we calculated the effective conversion factor from the following formula:
where N det is the number of operating detectors in a given pointing, EXP i is the exposure map of the i-th detector, ECF i is the count rate-toflux conversion factor (the 0.2-12 keV band) for the mode of operation of i-th detector, EXP is the mean exposure time. The sensitivity map was then divided by the map of the effective count rate-to-flux conversion factor ECF . The fluxes were converted from the 0.2-12 keV band to the 0.5-2 keV band of interest to us by assuming a power-law spectrum of sources with a slope Γ = 1.7 and absorption N H = 10 20 cm −2 (roughly corresponding to the absorption in the Galactic interstellar medium). We used precisely Γ = 1.7, because the tabulated count rate-to-flux conversion factors for the XMM-Newton bands are given for this slope. For all of the chosen fields we then obtained the cumulative number distribution of pixels (with a flux below the specified one) and constructed the dependence of the survey area on X-ray flux (see Fig. 3 ).
The total area of the overlap between 3XMM-DR4 and SDSS is 320 sq. deg, which is almost a 3 heasarc.gsfc.nasa.gov/w3browse/all/xmmssc.html factor of 100 larger than the total area of the V14U survey from Vito et al. (2014) . It can be seen from Fig. 4 that the X-ray-tooptical flux ratio for most of the K16 sources is less than unity (f X /f O < 1), while most of the objects from the V14U sample have f X /f O > 1. This can be related in part to the known nonlinear correlation between the optical and X-ray luminosities of quasars: the higher the bolometric luminosity of an object, the smaller the ratio f X /f O (see, e.g., Lusso et al. 2010 Lusso et al. , 2017 4 The fact that the threshold z 20.5 used in constructing the K16 catalog turns out to be insufficient for the detection of all high-luminosity X-ray quasars at z > 3 is apparently more important.
The Method of Calculating the Correction for Incompleteness
The completeness of quasars in the K16 subsample cannot be estimated using the We considered three variants of the L 2 keV -L 2500Å relation:
These relations were taken from (Lusso et al., 2010): I when L 2500Å was used as an independent variable, III when L 2 keV was used as an independent variable (see also Marchese et al. 2012) , II the bisector between relations I and III. The scatter of individual measurements about relation II is characterized by a dispersion of 0.37 (Lusso et al., 2010) . Using a sample of unabsorbed quasars from the XMM-XXL survey as an example, showed that L 2 keV -L 2500Å agrees with relation II with a dispersion of 0.4.
Following algorithm to calculate the correction for K16 subsample incompleteness had been applied. Assuming a power-law X-ray spectrum with a photon index Γ=1.8, we calculated the monochromatic luminosity L 2 keV at energy 2 keV via the X-ray luminosity L X,2−10 in the quasar's rest frame. Next, we determined its optical monochromatic luminosity L 2500Å at wavelength 2500Å via relations I III. The monochromatic luminosity L 2500Å was then converted to the apparent magnitude in the SDSS z band in the observer's frame using a template of the quasar spectrum (Vanden Berk et al., 2001) . As a result, we obtain the mean expected value of z for a quasar with an X-ray luminosity L X,2−10 . Finally, by assuming that the L 2 keV -L 2500Å scatter is Gaussian and has a dispersion σ=0.4, we calculated the probability that the quasar would be brighter than z =20.5. The probability is the correction for incompleteness Θ(L, z) describing the fraction of quasars with a luminosity L X,2−10 that are optically brighter than z ≤ 20.5. For the V14U subsample we assumed that Θ(L, z) = 1.
Relation II was used to calculate the main correction for incompleteness, while relations I and III were used as the minimum and maximum corrections, respectively. Thus, relations I and III are assumed to limit the possible systematic scatter of the correction for incompleteness. Figure 5 shows relations I, II, and III. The scatter plot between the luminosity L 2 keV calculated via L X,2−10 for Γ=1.8 and the luminosity L 2500Å derived via the measured z using the template from Vanden Berk et al. (2001) is also shown there for the sources from the K16 and V14U subsamples. The derived corrections for incompleteness are used below to calculate the quasar luminosity function.
THE LUMINOSITY FUNCTION
Below by the X-ray luminosity function φ(L X,2−10 , z) we understand the number density of quasars per unit interval of the decimal logarithm of the X-ray luminosity (in the 2-10 keV band in the quasar's rest frame) as a function of luminosity and redshift. We investigated the luminosity function by both parametric and binned (nonparametric) methods.
Analytical Estimates of the Luminosity Function
We considered several popular empirical X-ray luminosity function models for AGNs. As their basis is regarded a smoothly-connected two power-law form with a break (Piccinotti et 
where А is the normalisation, L * is the break luminosity, γ 1 and γ 2 are the slopes of the function below and above the break luminosity, L X is the X-ray luminosity. In all of the models listed below we assume a reference redshift parameter z min = 3.0, see also Vito et al. (2014) . To obtain the Pure Luminosity Evolution (PLE) model (Longrair, 1970) , the break luminosity L * in Eq. (2) needs to be multiplied by
where p lum is the luminosity evolution factor. It is assumed in the model that the total density of quasars does not change with time, but the shape of the density dependence, the ratio of bright and faint sources, changes. Vito et al. (2014) showed that the PLE model is poorly suited to describing the distribution of quasars at high redshifts. To obtain the Pure Density Evolution (PDE) model (Shmidt, 1968) , the normalisation A in Eq. (2) needs to be multiplied by
where p den is the density evolution factor. In the PDE model it is assumed that the density of sources ASTRONOMY LETTERS Vol. 44 №8-9 2018 changes with time, while the ratio of the densities of bright and faint quasars is retained.
The more complex Independent Luminosity and Density Evolution (ILDE) model (Yencho et al., 2009 ) is obtained from the PDE model by multiplying the break luminosity L * by
The Luminosity and Density Evolution (LADE) model (Aird et al., 2010 ) is also considered. This model is obtained from Eq. (2) by multiplying the break luminosity L * by
and multiplying the normalization A by
In this model an exponential time dependence of the quasar density is assumed, in contrast to a powerlaw dependence in PDE and ILDE. The last Luminosity Dependent Density Evolution (LDDE) model (Shmidt & Green, 1983 ) under consideration is obtained by multiplying A in Eq. (2) by
where β is an additional parameter that accounts for the luminosity dependency. The original LADE and LDDE models contain much more parameters, because they were constructed to describe large data sets in a wide range of redshifts (0.001-5) and luminosities. Since the parameters degenerate at high redshifts z > 3, the LADE and LDDE models were simplified by Vito et al. (2014) .
To determine all parameters of the listed models, we need samples spanning a wide luminosity range 10 43 L X,2−10 10 46 erg/s. The luminosities of the K16 subsample objects exceed the break luminosity L * 5 × 10 44 erg/s (Vito et al., 2014) . Consequently, by adding new sources at luminosities L X,2−10 > 10 45 erg/s, we can improve significantly the constraints only for some of the parameters (the normalization and slope of the spectrum after the break γ 2 ).
We used the maximum likelihood method to find the best model. More specifically, using the scipy 5 optimize library, we minimized the following function:
where θ are set of the model parameters
) are the likelihood functions for the K16 and V14U subsamples described by Eq. (4) given below, Ω K16 and Ω V 14U are the dependences of the survey's coverage area on sensitivity presented in Fig. 4, N K16 and N V 14U are the object counts in the corresponding subsamples. According to Fig. 3 , the coverage area Ω = Ω(F X,0.5−2 (L, z)) = Ω(L, z) is determined respect to the flux F X,0.5−2 that is expected from a source with a photon index of the X-ray spectrum Γ = 1.8, luminosity L X,2−10 , and redshift z. The correction for incompleteness
where φ(L, z, θ) is the X-ray luminosity function model, z i is the redshift i-th source, N is the total subsample source counts, dV /dz is the differential comoving volume per unit sky area, and p(d i |L) is the probability density to detect a source with a data set d i provided that its luminosity is L. The double integral in Eq. (4) is taken in the redshift interval 3 < z < 5.1 and the following luminosity ranges: 42.85 < log L < 45.3 for the V14U subsample and 45.0 < log L < 45.9 for the K16 subsample.
For the K16 sources the data set d i of the function p(d i |L) includes: the expected number of counts s = s(L) that depends on luminosity; the number of recorded source (s 0 ) and background (b 0 ) counts in the 0.2-12 keV band. The quantity p(d i |L) itself expresses the probability to record the total number of counts (s 0 + b 0 ) from i-th source:
This approach takes into account the Poissonian nature of the detection of photons and the related Eddington bias of the X-ray luminosity function (Georgakakis et al., 2008; Aird et al., 2010) . When calculating the expected number of counts (s) in the 0.2-12 keV band from a source with luminosity L X,2−10 at redshift z i , we assumed a 508 Khorunzhev et al. powerlaw X-ray spectrum with a photon index Γ=1.8. For each source we used the count rateto-flux conversion factor calculated as the ratio of the 0.2-12 keV count rate EP_8_Rate to the corresponding X-ray flux EP_8_Flux. The values of s 0 , EP_8_Rate and EP_8_Flux are taken from the 3XMM-DR4 catalog.
The 3XMM-DR4 catalog provides only the averaged density of background counts per pixel of the background map in a set of energy bands, while the counts from the source and the count rates are given with the background subtracted. Consequently, it is impossible to accurately reconstruct the number of background counts b 0 from the 3XMM-DR4 data. We checked that the background for most of the K16 sources made a minor contribution to the total number of counts, i.e., b 0 accounts for a few percent of s 0 . Therefore, in Eq. (5) we neglect the background counts and assume b 0 = 0.
For the V14U subsample no correction is made for the Eddington bias. Therefore, for i-th source from the V14U subsample p(d i |L) is a delta function of the observed luminosity L i .
The 1σ confidence intervals are computed by varying each i-th parameter θ i in the vicinity of its best value The boundary limits θ i,min and θ i,max for which the value of the likelihood function differed from its value at the minimum by one (∆L = 1) defines the confidence interval. At the same time, the remaining parameters are left free.
In this way we fitted the data of the joint sample of unabsorbed V14U and K16 quasars by the PDE, PLE, ILDE, LADE, and LDDE models. Our estimates of the parameters and their statistical errors for the incompleteness correction II are given in Table 2 . The parameter estimates for corrections I and III are also given there in parentheses.
All of the luminosity function models reproduce accurately the observed number of sources (205) when integrated over the log L-z space. However, the calculated number of sources in the V14U sample is overestimated relative to their true number and, accordingly, the calculated number of sources in the K16 sample is underestimated; the higher the degree of incompleteness correction, the greater the difference between the calculated numbers of sources from V14U and K16. Nevertheless, these deviations remain within 1σ according to a Poisson statistic of source counts for corrections I and II and 2σ for correction III. An increase in the calculated number of sources in the V14U subsample with a high completeness suggests that correction III may be excessive. (4)) the formula for AIC is AIC = 2k + L, where k is the number of model parameters, L is the value at the minimum of the likelihood function. BIC was calculated from the formula BIC = k ln n + L, where n is the number of objects in the observational sample. BIC is a modification of AIC and is better suited to comparing models with different numbers of parameters. The best model will have the lowest AIC and BIC values.
For each model we obtained the differences ∆AIC = AIC − AIC 0 and ∆BIC = BIC − BIC 0 , where AIC 0 and BIC 0 are the values of the criteria for the best model. The larger the value of ∆AIC and ∆BIC, the lower the probability that a given model is suitable for describing the data.
The derived values of ∆AIC and ∆BIC for the incompleteness correction II are given in Table 2 . LADE turns out to be the best model. The deviations |∆BIC| < 6 may be deemed statistically insignificant. Consequently, the LADE, ILDE, LDDE, and PDE models are equally suitable for describing the data. Only the PLE model has |∆BIC| 6 and reproduces the observational data more poorly than do the remaining ones. Therefore, it may be excluded as untenable.
Thus, the set of admissible X-ray luminosity function models for distant type 1 quasars turned out to be the same as that in a number of previous papers, where samples of quasars including absorbed objects were used (Vito et 
The binned Luminosity Function (1/V max )
A nonparametric estimate of the X-ray luminosity function is an estimate of the space density of quasars calculated separately for each of the specified ∆ log L-∆z bins from the sample objects falling into these bins. We performed such a calculation by the method described in (Georgakakis et al., 2015) . The space 42.85 < log L < 45.9, 3 < z < 5.1 was divided into ∆ log L-∆z bins close to those used in Vito et al. (2014) . The binning scheme and the number of sources in the corresponding bins are shown in Table 3 and Fig. 1 .
Assuming that within each ∆ log L-∆z bin (which contains N sources) the luminosity function
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The binned Luminosity Function (1/V max ) Khorunzhev et al. is constant, i.e., φ(L, z, θ) = C, we can search for C by the maximum likelihood method using Eqs. (3) and (4), where the constant C in Eq. (4) is the only parameter:
It is easy to show that this function has a minimum at
which closely corresponds to the expression from The nonparametric estimate of the luminosity function with the incompleteness correction for the K16 subsample obtained in this way is presented in Fig. 6 . We see that the analytical luminosity function models pass well through the points obtained by the 1/V max method, with the points based on the K16 sample lying on the extension of the law of powerlaw decline in the density of quasars at luminosity L X,2−10 > 10 45 erg/s. It became possible to obtain significant density estimates for distant quasars of such high luminosities only by using the sensitive XMM-Newton X-ray survey with a large area (∼ 170 sq. deg at a flux ∼ 4 × 10 −15 erg/s/cm 2 for the K16 sample).
It should be noted that the nonparametric estimate of the luminosity function disregards the Eddington bias, in contrast to the parametric estimate. Good mutual agreement of both results suggests that the Eddington bias in this case turns out to be insignificant compared to the uncertainties associated with the relatively small K16 sample size and the incompleteness correction.
EVOLUTION OF THE SPACE DENSITY OF
DISTANT QUASARS Using the above nonparametric estimate of the luminosity function, let us consider the evolution of the space density of high-luminosity quasars with redshift in more detail luminosity bins: 44.5 ≤ log L X,2−10 < 45.0 (based on the V14U subsample) and 45.0 ≤ log L X,2−10 < 45.3, 45.3 ≤ log L X,2−10 < 45.9 (based on the K16 subsample with the addition of one source from V14U), see Fig. 7 . As expected, the K16 survey has allowed reliable estimates of the space density of luminous quasars (L X,2−10 > 10 45 erg/s) at high redshifts to be obtained for the first time. The figure also shows the various luminosity function models discussed in this paper.
It can be seen from Fig. 7 that the comoving density of luminous quasars 45.3 ≤ log L X,2−10 < 45.9) changes by no more than a factor of 2 between z = 3 and z = 5, while the density of lower-luminosity quasars (44.5 ≤ log L X,2−10 < 45.0) decreases by an order of magnitude (see also Vito et al. 2014; Kalfountzou et al. 2014 ). In previous papers there has already been evidence for slower evolution of more powerful quasars; now this tendency has become quite obvious owing to the addition of the K16 subsample of luminous quasars. Note that inaccurate knowledge of the K16 sample completeness introduces the main uncertainty in our estimates of the density of luminous quasars at luminosities log log L X,2−10 ≈ 45. However, when the luminosity doubles (log L X,2−10 ≥ 45.3), the density of sources drops by almost a factor of 10, the sources in the sample become fewer, and the Poissonian errors become large than the scatter of estimates related to incompleteness.
On the whole, the derived redshift dependence of the quasar space density is consistent with the density estimates by Kalfountzou et al. (2014) for unabsorbed quasars at z > 3. Kalfountzou et al. (2014) made an additional selection (by photometric redshift for objects with apparent magnitude brighter i < 21) of distant quasars at z > 3 and for the first time estimated their space density at luminosities log L X,2−10 > 44.7 for a survey with an area 33 sq. deg. Quasar candidates selected by z phot constitute half of the sample by (Kalfountzou et al., 2014) . We were able to improve significantly the constraints on the density of very luminous (log L X,2−10 > 45.0) quasars through an almost tenfold increase in the sky coverage area compared to (Kalfountzou et al., 2014) . While in the K16 subsample 90% of quasars have a spectroscopic redshift.
In another recent paper (Georgakakis et al., 2015) the space density of distant quasars was also estimated from the XMM-XXL survey data. The XMM-XXL sky coverage area and the number of detected quasars at z > 3 are comparable to the sample by Kalfountzou et al. (2014) . Assembling the luminosity function sample Georgakakis et al. 44.50≤L X <45.00 45.00≤L X <45.30 45.30≤L X <45.90 
DISCUSSION
We were able to obtain a large sample (K16) of sources at z > 3 and luminosities L X,2−10 > 10 45 erg/s, i.e., above the break (L * ∼ 5 × 10 44 ) in the X-ray luminosity function of quasars, and to determine the slope γ 2 of the bright end of the luminosity function (see Eq. (2)). Since all of the sources from the K16 subsample have luminosities above L * , they constrain the slope γ 2 . In this case, it should be kept in mind that the luminosities of many of the K16 objects are higher than the presumed break luminosity only by a factor 2, i.e., the region in which the slope of the luminosity function changes gradually Khorunzhev et al. from γ 1 to γ 2 could be touched.
To reliably determine all parameters of the luminosity function, including γ 2 , we supplemented the K16 sample by another sample (V14U) that includes quasars with luminosities L X,2−10 L * . The V14U (L X,2−10 10 45 erg/s) and K16 (L X,2−10 > 10 45 erg/s) subsamples complement each other, spanning virtually nonoverlapping luminosity ranges, but, at the same time, having a different completeness.
It follows from Table 2 that the parameters A, γ 2 , L * depend on the incompleteness correction more strongly than do the remaining ones. For the listed parameters the bias in their values due to the variations in the incompleteness correction turns out to be larger than or comparable to their statistical errors.
The beginning and the end of the bright slope of the luminosity function is determined, respectively, by the objects with L > L * from V14U
and the luminous objects with L > 2 × 10 45 erg/s from the K16 subsample, whose the incompleteness correction is close to unity. This reduces the uncertainty in the slope γ 2 related to the K16 subsample sources in the luminosity range 10 45 < L < 2 × 10 45 erg/s, for which the uncertainty in the incompleteness correction is great. If γ 2 were determined only with the K16 subsample, then its error and the uncertainties in determining other parameters of the luminosity function would be greater.
The bright end slope of the LADE luminosity function model and its statistical error are γ 2 = 2.72 ± 0.21 for incompleteness II. The uncertainty in the quasar detection completeness gives rise to an additional systematic error of the slope: γ 2 = 2.72
Comparison of γ 2 with Previous Estimates
Strictly speaking, our measured slope γ 2 of the X-ray luminosity function of type 1 quasars cannot be compared directly with the results of previous papers (Vito et al., 2014; Ueda et al., 2014; Georgakakis et al., 2015), because the parameters of the luminosity function models in them were obtained by taking into account absorbed quasars. However, the statistics of distant high-luminosity quasars (L X,2−10 > 10 45 erg/s) is usually based on large-area X-ray surveys with shallow coverage in the X-ray and optical bands. In such surveys the fraction of the unabsorbed sources found is, as a rule, small (see, e.g., Kalfountzou et al. 2014 ).
In this case, it should be kept in mind that at a small number of X-ray counts it is virtually impossible to distinguish a distant quasar with N H 10 23 cm −2 from a quasar with a lower absorption . Therefore, it can be assumed that the published values of the slope γ 2 are determined mainly by unabsorbed or weakly absorbed sources with N H 10 23 cm −2 , generaly by type 1 AGNs. This allows our estimate of the parameter γ 2 to be approximately compared with the results of other papers.
It is correct to compare the values of γ 2 only within one empirical luminosity function model. Fig. 8 ). The luminosity break L * = 44.27 ± 0.14 6 from (Georgakakis et al., 2015) is also lower than our estimates (see Table 2 ). The estimate of the density of quasars in the range 44.5 < log L X,2−10 < 45.3 from the K16 subsample turns out to be higher than follows from the model by , see Fig. 7 . However, it follows from Fig. 8 that the difference between the models is not that significant and they agree between themselves, within the statistical error limits, at luminosities L X,2−10 > 2 × 10 45 erg/s, where the K16 incompleteness corrections are insignificant, while only unabsorbed sources are present in the sample by . 
.
The difference in the estimates of γ 2 and L * under discussion can be caused by the following factors. First, at luminosities L X,2−10 5 × 10 44 erg/s sources from deep surveys appear in the sample by , and their contribution changes significantly the density distribution with respect to unabsorbed quasars. That is why the points belonging the V14U subsample in Fig. 8 lie well below the model by .
Second, the area of the deep surveys used in Georgakakis et al. (2015) Third, in contrast to our paper and Vito et al. (2014) , in which a certain value of photometric redshifts z phot were assigned to the objects, a probabilistic approach was used in : the probability density distribution of possible z phot was сonsidered for each object from the deep surveys. showed that using fixed z phot in analyzing the data of deep surveys, such as COSMOS, could lead to an overestimate (by a factor of 1.8-3) of the density of quasars at luminosities 5 × 10 44 erg/s. Therefore, some of the photometric candidates from the V14U subsample may turn out to be quasars at lower z and the slope γ 2 will then be shallower. The slope γ 2 can be overestimated if type 2 quasars, without broad lines in the optical spectrum (see Fig. 5 ), are present among the photometric quasar candidates with N H 10 23 cm −2 from the V14U subsample. In the range 44.5 < log L X,2−10 < 45.0, which defines the beginning of the slope γ 2 , the fraction of photometric candidates in the V14U subsample is about 20%. Therefore, if there are absorbed quasars or quasars z < 3 among the z phot candidates, then this will not affect strongly the estimate of the slope γ 2 .
Fourth, the spectroscopic sample by Menzel et al. (2016) used in may be subjected to optical identification incompleteness at 0.5-2 keV X-ray fluxes 5 × 10 −15 erg/s/cm 2 corresponding to luminosities∼ 5 × 10 44 erg/s for quasars at z > 3. In that case, the measurements will show a shallower slope γ 2 than the actual one.
All of the listed factors can lead to a mismatch between the values of L * and γ 2 that were obtained in this paper and .
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Khorunzhev et al. In Fig. 9 the values of the slope γ 2 derived in our paper are compared with the results of Vito et al. (2014) ; . It can be clearly seen that using the K16 objects that we selected based on the data of a large-area X-ray survey, we were able to constrain the slope of the bright end of the X-ray luminosity function for distant quasars much better than can be done based only on the data of small-area deep surveys (Vito et al., 2014) 2016), where the luminosity function models were constructed based on samples of quasars spanning a wide range of luminosities and redshifts. In these papers the quasars at z > 3 account for only a few percent of the total size of the samples, which consist of absorbed and unabsorbed quasars; in addition, more complex luminosity function models dependent on a larger number of evolution parameters were used. Therefore, the values of γ 2 obtained in these papers characterize the distribution of more nearby quasars.
CONCLUSIONS
In this paper we obtained estimates of the X-ray luminosity function for type 1 quasars for a sample of 101 sources with luminosities L X,2−10 10 45 erg/s from our catalog . The LADE, ILDE, and PDE luminosity function models describe equally well the density distribution of unabsorbed quasars. The constraints on the bright end slope of the X-ray luminosity luminosity function (γ 2 = 2.72 ± 0.21 for the LADE model) were improved.
The values of γ 2 and other model parameters depend on the choice of a quasar incompleteness correction for the K16 catalog. As the correction increases, the slope γ 2 becomes steeper and the break luminosity grows.
The necessity of taking into account this correction stems from the fact that only for sources with z < 20.5 we can make photometric redshift estimates using the entire set of SDSS filters, thus improving the reliability and accuracy of z phot . In this case, some of the X-ray luminous quasars at z > 3 turn out to be fainter than the chosen optical threshold and will be missed in the selection.
Most of the K16 sources selected by z phot are spectroscopically confirmed SDSS quasars. The sample of distant X-ray quasars at luminosities L X,2−10 > 10 45 erg/s can be expanded by 20% by the method of searching for new candidates for distant quasars described in Khorunzhev The produced X-ray sample of luminous quasars at z > 3 is one of the most extensive in sky coverage area and number of luminous sources. It can be used as a reference one to estimate the completeness and purity of the methods for the selection of distant quasars and to test the algorithms for optical identifications of X-ray sources from the planned ASTRONOMY LETTERS Vol. 44 №8-9 2018 SRG all-sky survey (Pavlinsky et al., 2011; Merloni, 2014 ).
An X-ray quasar at z = 3 with a 0.5-2 keV flux 10 −14 erg/s/cm 2 has a 2-10 keV luminosity L X,2−10 10 45 erg/s. This means that z phot in SDSS fields can be obtained for 50% of the X-ray quasars at z ∼ 3 found in the SRG/eROSITA survey (Merloni, 2014) with fluxes 10 −14 erg/s/cm 2 , which corresponds to the average sensitivity of a four-year survey over the sky. It will be possible to refine the break luminosity (L * 4 × 10 44 erg/s) using the data of deep SRG survey fields near the poles of the ecliptic, where a sensitivity F X,0.5−2 2 × 10 −15 erg/s/cm 2 will be achieved.
We are planning to expand the existing sample of distant X-ray quasars through new X-ray (XMM-Newton) and optical (SDSS, Pan-STARRS) data, to improve the selection methods (see, e.g., Meshcheryakov et al. 2015 , and to continue the program of their spectroscopic identification with the AZT-33IK and BTA telescopes. ACKNOWLEDGMENTS This study was supported by RSF (project No. 14-22-00271). The observations at the 6-m BTA telescopes were financially supported by the Ministry of Education and Science of the Russian Federation (contract no. 14.619.21.0004, project identifier RFMEFI61914X0004). The AZT-33IK observations were done by using the equipment of Center for Common Use "Angara" http://ckp-rf.ru/ckp/3056/.
The working capacity of AZT-33IK equipment was supported by funding of Basic Research program II. 16 . We would like to thank V. Astakhov for translation of the paper in English. Notes: LDDE, ILDE, LADE, PDE, PLE are the models under consideration, log A is the decimal logarithm of the normalization factor (Мpc −3 ), log L * is the decimal logarithm of the break luminosity (erg/s), γ 1 and γ 2 are the exponents for the faint and bright slopes of the luminosity function, p lum is the luminosity evolution parameter, p den is the density evolution parameter, β is an additional parameter that accounts for the luminosity dependency of the LDDE model, ∆AIC and ∆BIC are the differences of the AIC and BIC information criteria for a given model and the model with the lowest AIC и BIC values (LADE). The parameters and their statistical errors (1σ) are given for the incompleteness correction II. The shift of the parameters for the incompleteness corrections I and III relative to the incompleteness correction II is given in parentheses at the bottom and the top, respectively. -/5 -/5 -/6 -/6 -/6 Notes: The rows in the table show the binning by logarithm of the X-ray luminosity L X,2−10 . The columns show the binning by redshift z. In the cells of the table the number of objects in a given bin from the V14U and K16 samples is specified on the left and the right, respectively.
