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Vorwort zum 3. Band
Der dritte Band der Schriftenreihe „Medienrecht und Medientheorie“ befasst
sich mit der praktischen Umsetzung des 2017 verabschiedeten Netzwerk-
durchsetzungsgesetzes (NetzDG), das vor allem in der Einführungsphase
hinsichtlich seiner Auswirkungen und der Verfassungskonformität stark
umstritten war. Insbesondere wurden Bedenken geäußert, dass die Einfüh-
rung einer Melde-, Prüf- und Löschinfrastruktur unter Androhung hoher
Bußgelder bei den großen Sozialen Netzwerken zu einer Policy der Löschung
im Zweifelsfall führen könnte, die zuweilen als „Overblocking“ bezeichnet
worden ist.
Entgegen der Ankündigung der Bundesregierung, dass sich eine spätere
Evaluierung des Gesetzes auch und gerade auf diesen kritischen Aspekt
beziehen würde, erfolgte dann in der 2020 vom Bundesamt der Justiz und für
Verbraucherschutz (BMJV) beauftragten Evaluation keine empirische Unter-
suchung, ob es ein Overblocking bei großen Sozialen Netzwerken gibt. Auch
wurden keine Anhaltspunkte für das Vorliegen einer solchen Praxis aus-
weislich des Evaluationsberichts ausgemacht.
U. a. vor diesem Hintergrund hat sich ein Forschungsteam an der Fakultät
Informatik und Medien der HTWK Leipzig zusammengefunden, um eine
weitere Teilevaluation der Anwendung des NetzDG vorzunehmen. Grundlage
hierfür waren die jeweils sechs Halbjahresberichte der drei großen Sozialen
Netzwerke Facebook, YouTube und Twitter im Zeitraum 2018 bis 2020 sowie
Befragungen der drei Anbieter zur Anwendung des Gesetzes im Rahmen einer
qualitativen Studie. Dies wurde ergänzt durch eine erstmals vollständige
Auswertung der NetzDG-Monitoring-Berichte gemäß § 3 Abs. 5 NetzDG sowie
eine Eruierung und Analyse des Vorliegens von Anhaltspunkten und rechts-
systemischen Anreizen für ein Overblocking aufgrund der legislativ geschaf-
fenen Löschinfrastruktur. Die Studie wurde unabhängig, d. h. ohne Beauftra-
gung und ohne finanzielle Zuwendungen für ihre Durchführung, erstellt.
Der vorliegende Band gibt den abschließenden Evaluationsbericht wieder.
Leipzig im März 2021




Das 2017 verabschiedete Netzwerkdurchsetzungsgesetz (NetzDG) sollte eine
Antwort des Gesetzgebers auf eine Verrohung der Debattenkultur und der
Verbreitung so genannter „Hassrede“ in Sozialen Medien darstellen. Das
deutsche Bundesgesetz intendiert eine Verpflichtung großer Sozialer Netz-
werke mit Sitz in anderen EU-Mitgliedstaaten wie Facebook, YouTube und
Twitter, Compliance- und Löschinfrastrukturen für bestimmte strafbare
Inhalte aufzubauen, die in eine möglichst schnelle Entfernung einschlägigen
Materials münden.
Die entsprechenden Regelungen sind seit ihrem Inkrafttreten umstritten.
Insbesondere werden massive Eingriffe in die Meinungs- und Informations-
freiheit besorgt, da aufgrund der ebenfalls durch das NetzDG eingeführten
Bußgelddrohungen die Gefahr eines Overblockings, einer „Zuviel“-Entfernung
im Zweifelsfall bestehe.
Vor diesem Hintergrund ergab sich – ca. drei Jahre nach Inkrafttreten des
NetzDG – in besonderem Maße die Erforderlichkeit, die Wirkweise des
Gesetzes in seiner praktischen Anwendung zu beleuchten. Die vorliegende
Untersuchung soll hierzu einen Teilbeitrag zu einzelnen Aspekten leisten, die
vor allem im Kontext der grundrechtssensiblen Entfernungen von Inhalten
durch Soziale Netzwerke wichtig erscheinen. Die Darstellung hat den nach-
folgend skizzierten Aufbau:
· Es erfolgt zunächst ein kurzer Überblick zu Regelungsinhalten des Netz-
DG, zu aktuellen Novellierungsbestrebungen der Bundesregierung und zur
Bedeutung des Gesetzes in der aktuellen praktischen Anwendung (hierzu
II.).
· Darüber hinaus werden bisherige Studien, Evaluationen und Monitoring-
Berichte zum NetzDG – ohne Anspruch auf Vollständigkeit – kurz vorge-
stellt und kursorisch bewertet (hierzu III.).
· Im Anschluss hieran werden die wesentlichen Ergebnisse einer eigenen
Vergleichsanalyse der Halbjahresberichte der drei großen Sozialen Netz-
werke Facebook, YouTube und Twitter im Überblick dargestellt (hierzu
IV.1.).
· Die genannten drei Netzwerkbetreiber wurden darüber hinaus im Rahmen
einer qualitativen Studie zur Anwendungspraxis und zu Auswirkungen des
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NetzDG befragt. Die wesentlichen Aussagen und Bewertungen der
Sozialen Netzwerke werden im Überblick dargestellt (hierzu IV.2.).
· Zum Teil hierauf rekurrierend erfolgt eine Analyse, ob aus der bisherigen
Regelungsstruktur und der NetzDG-Umsetzung Anhaltspunkte für das
Vorliegen eines Overblockings abgeleitet werden können (hierzu V.).
· In einem ausführlichen Anhang werden die Vergleichsanalyse der Halb-
jahresberichte der drei Sozialen Netzwerke Facebook, YouTube und Twitter
im Detail dargestellt (hierzu VI.) und die Antworten der Sozialen Netzwerke
im Rahmen der qualitativen Studie im Wortlaut wiedergegeben (hierzu
VII.). Des Weiteren erfolgt eine synoptisch-tabellarische Übersicht über
Community-Standards der Sozialen Netzwerke Facebook, Youtube und
Twitter (hierzu VIII.) sowie eine Dokumentation der Tweets-Sperrungen,
die im Rahmen eines Recherche-Pretests ermittelt worden sind (hierzu IX.).
· Die Darstellung schließt mit einer Zusammenfassung der wesentlichen




II. Überblick zum Netzwerk-
durchsetzungsgesetz (NetzDG)
1. Wesentliche Regelungsinhalte des NetzDG 2017
Am 1. 10. 2017 ist das Gesetz zur Verbesserung der Rechtsdurchsetzung in
Sozialen Netzwerken (Netzwerkdurchsetzungsgesetz – NetzDG) in Kraft
getreten.1 Zu seinen wesentlichen Regelungsinhalten gehören eine umfas-
sende gesetzliche Berichtspflicht für Soziale Netzwerke über den Umgang mit
bestimmten beschwerdegegenständlichen Telemedien (§ 2), die Etablierung
eines Beschwerdemanagements mit der Pflicht zur Löschung in regelmäßig
engen Fristen (§ 3) sowie die Benennung eines inländischen Zustellungsbe-
vollmächtigten und einer empfangsberechtigten Person für Auskunftsersu-
chen (§ 5). Verstöße gegen diese Pflichten – z. B. das „nicht richtige“ Vorhalten
eines Beschwerdeverfahrens – können mit erheblichen Bußgeldern gegen das
Unternehmen und die Aufsichtspflichtigen geahndet werden (§ 4).
Zentraler Regulierungsansatz des NetzDG 2017 ist die Etablierung eines Mel-
deverfahrens, das auf die Löschung beschwerdegegenständlicher Inhalte
innerhalb bestimmter Fristen ausgerichtet ist. Dies betrifft allerdings nur
Inhalte in Sozialen Medien, die nach den in § 1 Abs. 3 NetzDG genannten
Tatbeständen strafbar sind. Als entsprechende „rechtswidrige Inhalte“ werden
solche bezeichnet, die die Tatbestände der §§ 86, 86a, 89a, 91, 100a, 111, 126, 129
bis 129b, 130, 131, 140, 166, 184b i.V.m. 184d, 185 bis 187, 201a, 241 oder 269 des
Strafgesetzbuchs erfüllen und nicht gerechtfertigt sind. Erfasst werden also
z.B. beleidigende oder volksverhetzende Inhalte oder öffentliche Aufrufe zu
Straftaten oder Drohungen.
Die betreffende Norm des § 3 Abs. 2 Nrn. 2 und 3 NetzDG verpflichtet Soziale
Netzwerke, solche (straf‐)rechtswidrigen Inhalte nach Beschwerdeeingang
„unverzüglich, in der Regel innerhalb von sieben Tagen“ zu entfernen oder zu
sperren. Sofern der beschwerdegegenständliche Inhalt „offensichtlich rechts-
widrig“ ist, muss die Löschung innerhalb von 24 Stunden erfolgen.
Soziale Netzwerke, die ein Beschwerdeverfahren mit einem entsprechenden
„Umgang“ mit Beschwerden „nicht, nicht richtig oder nicht vollständig
vorh[alten]“, können gemäß § 4 Abs. 1 Nr. 2, Abs. 2 NetzDG i.V.m. § 30 Abs. 2
1 Gesetz vom 1. 9. 2017, BGBl. I, 2017 I S. 3352.
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S. 3 OWiG mit Geldbuße bis zu einer Höhe von 50 Millionen Euro sanktioniert
werden.
2. Verfassungsrechtliche Kritik – Overblocking
Die Wissenschaftlichen Dienste des Deutschen Bundestags haben in einem
Gutachten vom 7.6. 2017 die „Vereinbarkeit des Netzwerkdurchsetzungsge-
setzes mit der Meinungsfreiheit“ geprüft. Dabei wurde im Ergebnis konstatiert,
dass der Eingriff in das Grundrecht der Meinungsfreiheit durch die Vorgaben
des § 3 NetzDG-E „nicht verfassungsrechtlich gerechtfertigt zu sein“ scheine.2
Auch der Präsident des BVerfG a.D. Prof. Dr. Dr. h.c. Hans-Jürgen Papier hat
Bedenken gegen das NetzDG aufgrund einer geschaffenen Struktur der
Zweifelsfall-Löschung und ein damit verbundenes Overblocking geäußert. Er
gelangte zu der Einschätzung, dass „es nicht verwunderlich“ sei, „wenn sich die
privaten Anbieter vorsorglich und im Zweifel für eine Löschung entscheiden“.3
Hieraus ergebe sich die Frage, „ob der Gesetzgeber des Netzwerkdurchset-
zungsgesetzes die objektive verfassungsrechtliche Wertentscheidung
zugunsten der Meinungsfreiheit im Art. 5 Abs. 1 GG hinreichend berücksich-
tigt“ habe.
Das rechtswissenschaftliche Schrifttum folgt überwiegend dieser Einschät-
zung und geht unter anderem von einer Missachtung der Kommunikations-
freiheiten des Art. 5 GG aus.4 Vor allem wegen der jedenfalls mittelbar buß-
geldbewehrten Löschpflichten innerhalb regelmäßig enger Fristen (vgl. § 3
Abs. 2 Nrn. 2 und 3 NetzDG) wird die Etablierung eines umfassenden Zen-
sursystems einer Löschung im Zweifelsfall auf Beschwerde hin besorgt.
2 WD 10–3000–037/17, S. 17.
3 Vgl. Papier, NJW 2017, 3025, 3030.
4 h.M., vgl. z. B. Feldmann, K&R 2017, 292, 295 f.; Hain/Ferreau/Brings-Wiesen, K&R 2017,
433, 435; Heidrich/Scheuch, DSRITB 2017, 305, 315 f.; Kalscheuer/Hornung, NVwZ 2017, 1721,
1723; Koreng, GRUR-Prax 2017, 203, 204; Ladeur/Gostomzyk, K&R 2017, 390 ff.; Liesching in:
Spindler/Schmitz, 2018, § 1 NetzDG Rn. 22 ff.; Lüdemann, in Eifert/Gostomzyk, Netz-
werkrecht, 2018, 153, 156 ff.; Müller-Franken, AfP 2018, 1, 9; Nolte, ZUM 2017, 552, 555 ff.;
Papier, NJW 2017, 3025, 3030; Wimmers/Heymann, AfP 2017, 93, 98; s.a. Frenzel, JuS 2017,
414, 415; Guggenberger, ZRP 2017, 98, 100; Hoven/Gersdorf in: Gersdorf/Paal, BeckOK
Informations- und Medienrecht, 2019, § 1 NetzDG Rn. 9 mwN.; a. A. Eifert, in Eifert/
Gostomzyk, Netzwerkrecht, 2018, 9, 35; Schwartmann, GRUR-Prax 2017, 317.
II. Überblick zum Netzwerkdurchsetzungsgesetz (NetzDG)
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Hiervon seien sowohl die Meinungsäußerungs- und Informationsfreiheit5 als
auch die Medienfreiheiten des Art. 5 Abs. 1 S. 2 GG betroffen.6
3. Aktuelle Novellierungen des NetzDG
a) GBRH
Der Deutsche Bundestag hat am 18. 6. 2020 einen Entwurf eines Gesetzes zur
Bekämpfung des Rechtsextremismus und der Hasskriminalität7 (nachfolgend:
GBRH) mit den Empfehlungen des BT-Rechtsausschusses8 angenommen.
Zentrale Neuerung des Gesetzes ist die Einführung einer Meldepflicht für
Anbieter sozialer Netzwerke im Sinne von § 1 Abs. 1 NetzDG. Solche Anbieter
sollen verpflichtet werden, ein System einzurichten, wonach bestimmte
strafbare Inhalte an das BKA „zum Zwecke der Ermöglichung der Verfolgung
von Straftaten“ zu melden sind. Gemäß Abs. 4 des neu geregelten § 3a NetzDG
muss die Übermittlung an das Bundeskriminalamt (1.) den betreffenden Inhalt
und (2.) „sofern vorhanden, die IP-Adresse einschließlich der Portnummer, die
als letztes dem Nutzer, der den Inhalt mit anderen Nutzern geteilt oder der
Öffentlichkeit zugänglich gemacht hat, zugeteilt war“ enthalten.
Die Wissenschaftlichen Dienste des Bundestages sind in einer rechtsgut-
achtlichen Ausarbeitung9 Mitte September 2020 zu dem Ergebnis der Ver-
fassungswidrigkeit des GBRH gelangt, welche sich vor allem auf die jüngste
Entscheidung des BVerfG10 zur Bestandsdatenauskunft gestützt hat. Insbe-
sondere werden die nun in § 3a NetzDG-E für Soziale Netzwerke vorgesehe-
nen Pflichten zur Meldung auch von Nutzer*innen-IP-Adressen an das BKA
mangels Geeignetheit als unverhältnismäßig und nicht verfassungskonform
eingestuft. Denn aus den weiteren Gesetzesänderungen des GBRH ergeben
5 Vgl. Papier, NJW 2017, 3025, 3030.
6 Ausführl. Lüdemann, in Eifert/Gostomzyk, Netzwerkrecht, 2018, 153, 156 ff.; Hoven/Gersdorf





10 BVerfG, Beschl. v. 27. 5. 2020– 1 BvR 1873/13; vgl. schon Liesching, Editorial StV 3/2020;
siehe auch Niggemann, CR 2020, 326 und Spiegel/Heymann, K&R 2020, 344; zu den
Auswirkungen bei Ermittlungsmaßnahmen: Eckel/Rottmeier, NStZ 2021, 1, 7 ff.
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sich weder verfassungsmäßige Übermittlungsbefugnisse noch verfassungs-
mäßige Abfragebefugnisse i. S. d. vom BVerfG geforderten „Doppeltür“-
Modells.
Der Bundespräsident hat das GBRH aufgrund verfassungsrechtlicher Beden-
ken nicht unterzeichnet und das Ausfertigungsverfahren nach Art. 82 GG
„ausgesetzt“.11 Die Bundesregierung arbeitete unter Federführung des Bun-
desministeriums des Innern, für Bau und Heimat an einem Entwurf für ein
Gesetz, „mit dem die Vorgaben des Bundesverfassungsgerichts aus seiner
genannten Entscheidung vom 27. 5. 2020 umgesetzt werden“.12
Dieser ist als „Gesetz zur Anpassung der Regelungen über die Bestandsda-
tenauskunft an die Vorgaben aus der Entscheidung des Bundesverfassungs-
gerichts vom 27. Mai 2020“ vom 15. 12. 202013 vom Deutschen Bundestag am
28. 1. 2021 verabschiedet worden.14 Der Bundesrat hat indes in seiner Sitzung
vom 12. 2. 2021 dem Gesetz gemäß Art. 73 Abs. 2 und Art. 87 Abs. 3 GG nicht
zugestimmt.15
b) NetzDGÄndG
Die Bundesregierung hat darüber hinaus einen weiteren Entwurf eines „Ge-
setzes zur Änderung des Netzwerkdurchsetzungsgesetzes“ in das parlamen-
tarische Verfahren eingebracht.16 Regelungsgegenstände sind insbesondere
Erweiterungen der Berichtspflichten,17 Partikularregeln für anerkannte
Selbstkontrolleinrichtungen sowie die Etablierung eines Gegenvorstellungs-
verfahrens mit Schlichtungsstelle (§§ 3b, 3c) und die Erweiterung der Auf-
sichtskompetenzen des Bundesamts für Justiz (§ 4a).18
11 Antwort der Bundesregierung vom 13. 10. 2020 auf eine schriftliche Anfrage des MdB
Höferlin Nr. 9/596 vom 30. 9. 2020.
12 Antwort der Bundesregierung vom 13. 10. 2020 auf eine schriftliche Anfrage des MdB
Höferlin Nr. 9/596 vom 30. 9. 2020; siehe auch BT-Drs. 19/23867 vom 2. 11. 2020.
13 BT-Drs. 19/25294, S. 5 ff.
14 Vgl. Plenarprotokoll 19/206, 25998.
15 Vgl. BR-Drs. 84/21 v. 12. 2. 2021.
16 BT-Drs. 19/18792.
17 Siehe zur Pflicht der Sozialen Netzwerke zu halbjährlichen Berichten sogleich unter
Punkt II.4.
18 Vgl. zum NetzDGÄndG Kalbhenn/Hemmert/Halswick, MMR 2020, 518 ff.
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Darüber hinaus sollen Sonderregelungen für Videosharingplattform-Dienste
(§ 3c) eingeführt werden. Insbesondere führt dies zu einer nur sehr einge-
schränkten Anwendung der NetzDG-Pflichten auf VSP-Anbieter mit Sitz in
einem anderen EU-Mitgliedstaat (§ 3e Abs. 2 und 3). Freilich geht die herr-
schende Meinung bereits zum NetzDG 2017 davon aus, dass aufgrund des
Herkunftslandprinzips nach Art. 3 ECRL insgesamt keine Sozialen Netzwerke
mit Sitz in anderen EU-Mitgliedstaaten nach den gesetzlichen Vorgaben des
NetzDG verpflichtet werden können.19 Die demgegenüber nach dem Netz-
DGÄndG vorgesehene Ungleichbehandlung von VSP-Anbietern einerseits und
andererseits sonstigen Sozialen Netzwerken in anderen EU-Mitgliedstaaten
bleibt indes in dem Entwurf unerläutert.20 Auch die Wissenschaftlichen
Dienste des Deutschen Bundestages stellen hierzu im Wortlaut fest:
„Vor diesem Hintergrund ist es durchaus vorstellbar, dass ein soziales Netzwerk im Sinne
des NetzDG mit Sitz in einem anderen EU-Mitgliedstaat dem NetzDG unterliegt, ein
Videosharingplattform-Dienst mit Sitz in einem anderen EU-Mitgliedstaat aber nicht.
Gründe für diese Regelung wurden bisher nicht genannt“.21
4. Halbjahresberichte Sozialer Netzwerke
Das Netzwerkdurchsetzungsgesetz führt hinsichtlich des Beschwerdemana-
gements und weiterer Aspekte der Compliance Transparenzpflichten in Form
konkreter Berichtsvorgaben ein. Die gesetzliche Berichtspflicht betreffend den
„Umgang mit Beschwerden über rechtswidrige Inhalte“ ergibt sich aus § 2
Abs. 1 NetzDG mit folgendem Wortlaut:
„Anbieter sozialer Netzwerke, die im Kalenderjahr mehr als 100 Beschwerden über
rechtswidrige Inhalte erhalten, sind verpflichtet, einen deutschsprachigen Bericht über den
Umgang mit Beschwerden über rechtswidrige Inhalte auf ihren Plattformen mit den
Angaben nach Absatz 2 halbjährlich zu erstellen und im Bundesanzeiger sowie auf der
eigenen Homepage spätestens einenMonat nach Ende eines Halbjahres zu veröffentlichen.
19 Vgl. den Überblick zur h.M. bei Hoven/Gersdorf aaO., § 1 NetzDG Rn. 9 und Liesching in:
Spindler/Schmitz, TMG – Kommentar, 2. Aufl. 2018, § 1 NetzDG Rn. 13 ff., jeweils mwN.,
a.A. Schwartmann, MMR 2020, 501, 502; ausführl. Liesching, Beilage zu MMR 7/2020.
20 Hierauf weist auch das Gutachten der Wissenschaftlichen Dienste des Deutschen Bun-
destags „Marktortprinzip und Herkunftslandprinzip im Entwurf eines Gesetzes zur Än-
derung des Netzwerkdurchsetzungsgesetzes“ vom 15. 6. 2020, WD 10–3000–023/20, hin.
21 WD 10–3000–023/20, S. 22.
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Der auf der eigenen Homepage veröffentlichte Bericht muss leicht erkennbar, unmittelbar
erreichbar und ständig verfügbar sein“.
Der nachfolgende Absatz 2 konkretisiert die Informationen, welche in dem
Bericht enthalten sein müssen. Nach §4 Abs. 1 Nr. 1 NetzDG kann schon das
„nicht richtige, nicht vollständige oder nicht rechtzeitige“ Erstellen des
Berichts mit Bußgeld geahndet werden.22
Der Bericht ist innerhalb eines Monats nach Ende des Kalenderhalbjahres im
Bundesanzeiger23 sowie auf der eigenen Homepage zu veröffentlichen.24 Die
Veröffentlichung hat in deutscher Sprache zu erfolgen, was die zusätzliche
Website-Publikation in anderen Sprachen indes nicht ausschließt.
Die drei größten sozialen Netzwerke Facebook, YouTube und Twitter haben
fristgerecht Halbjahresberichte (HJB) veröffentlicht. Im Januar 2021 ist nun-
mehr der jeweils sechste HJB erschienen. Die Berichte waren bereits Gegen-
stand analytischer Auswertungen und sollen auch in dieser Teilevaluation
untersucht und ausgewertet werden. Entsprechend erfolgt zunächst eine
kursorische Darstellung bisheriger NetzDG-Studien (hierzu III.), ehe
anschließend die wesentlichen Ergebnisse der eigenen Analyse der HJB dar-
gestellt werden (hierzu IV.). In einem ausführlichen Anhang wird die Ver-
gleichsanalyse der Halbjahresberichte der drei Sozialen Netzwerke Facebook,
YouTube und Twitter im Detail dargestellt (hierzu VI.).
22 Gerade vor dem Hintergrund der Sanktionierung über einen Ordnungswidrigkeitentat-
bestand werden die Berichtspflichten z. T. als zu unbestimmt und wegen Verstoßes gegen
Art. 20 Abs. 3, 103 Abs. 2 GG als verfassungswidrig angesehen, vgl. Ladeur/Gostomzyk, K&R
2017, 390, 391 f.
23 Die Veröffentlichung im Bundesanzeiger wurde u. a. zur Gewährleistung eines „inländi-
schen Anknüpfungspunkts für die Bußgeldtatbestände“ als notwendig angesehen.
24 Vgl. BT-Drs. 18/12356, 20. Hinreichend für die Veröffentlichung auf der Homepage des
Anbieters ist, dass Nutzer*innen in Deutschland bei Verwendung einer deutschen IP-
Adresse der Bericht zugänglich ist. Aufgrund des Wortlauts („eigene Homepage“) genügt
die Veröffentlichung auf einer gegenüber dem Angebot des sozialen Netzwerkes anderen
Homepage (z. B. unter anderem Domainnamen) nicht.
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5. Bedeutung des NetzDG in der Anwendungspraxis
a) Überblick zur Bedeutung praktischer Normanwendung
Die Regelungsintention des NetzDG fußt auf der Annahme des Gesetzgebers,
dass eine „zunehmende Verbreitung von Hasskriminalität und anderen
strafbaren Inhalten vor allem in sozialen Netzwerken wie Facebook, YouTube
und Twitter“ sowie eine massive Veränderung des gesellschaftlichen Diskurses
in dem Sinne festzustellen sei, dass die „Debattenkultur im Netz (…) oft
aggressiv, verletzend und nicht selten hasserfüllt“ sei. Zur Begründung einer
Gesetzgebungskompetenz aus Art. 74 Abs. 1 Nr. 7 GG wird die Bekämpfung
der „Verrohung der Debattenkultur in sozialen Netzwerken“ ausdrücklich als
Schutzziel benannt, daneben auch „das friedliche Zusammenleben einer
freien, offenen und demokratischen Gesellschaft“.25 Terminologisch
beschränkt wird dies im Gesetzesentwurf indes auf so genannte Hasskrimi-
nalität und andere strafbare Inhalte, die ohne das NetzDG nicht effektiv
bekämpft und verfolgt werden könnten.
Vor diesem Hintergrund war nach der Amtlichen Begründung des NetzDG die
vornehmliche Intention, durch gesetzliche Compliance-Regeln die sozialen
Netzwerke zu einer zügigeren und umfassenderen Bearbeitung von
Beschwerden insbesondere von Nutzer*innen über Hasskriminalität und
andere strafbare Inhalte anzuhalten.26
Dies evoziert ca. 3 Jahre nach Inkraftsetzen des Gesetzes die Fragestellung, ob
die 2017 formulierten Zielstellungen gerade durch das Netzwerkdurchset-
zungsgesetz erreicht worden sind:
(1.) Insoweit können Gesetzesevaluationen auch der Überprüfung dienen, ob
die Regulierungsintentionen des Gesetzes möglicherweise durch neue
Entwicklungen etwa in der Compliance großer Sozialer Netzwerke bereits
unabhängig vom NetzDG anderweitig erreicht worden sind.
(2.) Ebenso könnte überprüft werden, ob der Anteil von Inhaltsentfernungen
nach erfolgten Meldungen „eindeutig rechtswidriger“ Inhalte sich nach
Inkrafttreten des NetzDG signifikant erhöht hat.
25 BT-Drs. 18/12356, S. 1.
26 BT-Drs. 18/12356, S. 2, 11.
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(3.) Schließlich könnte Prüfgegenstand die Anwendungspraxis der zuständi-
gen NetzDG-Behörde (Bundesamt für Justiz) mit Blick auf die Effektivität
der Rechtsdurchsetzung im In- und Ausland sowie auf den tatsächlichen
Bedarf eines Bußgeldsanktionensystems im NetzDG sein.
Verfassungsrechtlich bedeutsam können die genannten Aspekte für die
Bewertung der Geeignetheit und Erforderlichkeit eines Gesetzes sein, mit dem
u. a. verfassungsrechtliche Einschränkungen für Anbieter Sozialer Netzwerke
mit Blick auf Art. 12, 14 GG verknüpft sind.
Vor diesem Hintergrund scheint zumindest ein kursorischer Blick auf die
aktuellen Entwicklungen der (globalen) Lösch- und Sperrpraxis der vorliegend
untersuchten drei Sozialen Netzwerke Facebook, YouTube und Twitter
[hierzu nachfolgend b)], auf den Anteil von Entfernungen NetzDG-gemeldeter
Inhalte [hierzu c) und d)] und schließlich die Rechtsfolgenpraxis i.S.v.
erfolgten Bußgeldahndungen durch das BfJ [hierzu e)] sowie die internatio-
nale NetzDG-Geltung und Durchsetzung [hierzu f)] nicht fernliegend. Denn
hieraus könnten möglicherweise zumindest indizielle Rückschlüsse auf die
Bedeutung des Netzwerkdurchsetzungsgesetzes in der Anwendungspraxis
gezogen werden.
b) Anlassunabhängige, proaktive AGB-Löschungen
Die drei in der vorliegenden Teilevaluation untersuchten Sozialen Netzwerke
Facebook, YouTube und Twitter nehmen Überprüfungen und Entfernungen
von nutzer*innengenerierten Inhalten auf ihren Plattformen in erster Linie
anhand der jeweils eigenen Regeln bzw. Allgemeinen Geschäftsbedingungen
(AGB) vor. Diese heißen bei dem Sozialen Netzwerk Facebook „Gemein-
schaftsstandards“, bei dem Video-Sharing-Dienst YouTube „Community
Richtlinien“ und bei dem Dienst Twitter „Twitter Regeln“.
Bei allen drei Sozialen Netzwerken ergibt sich – soweit dies aus den veröf-
fentlichen Zahlen ersichtlich ist27 – in 2020 ein erheblicher Anstieg proaktiv
27 Die von den drei Sozialen Netzwerken in Bezug auf ihre AGB-Inhaltsentfernungen ver-
öffentlichten Transparenzberichte weichen in Bezug auf Aufbau, Kategorisierung und
Ausdifferenzierung zum Teil nicht unerheblich voneinander ab. Insoweit bestehen indes
auch keine gesetzlichen Vorgaben weder hinsichtlich der Veröffentlichungspflicht, noch
hinsichtlich der Form der Veröffentlichung.
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erfolgter Inhaltsentfernungen, die anlassunabhängig v. a. aufgrund automati-
sierter Erkennung vorgenommen worden sind. Dabei sind auch die Gesamt-
zahlen der wegen AGB-Verstößen entfernten Inhalte zum Teil erheblich
angestiegen. So weist etwa das soziale Netzwerk Facebook allein im Bereich
„Hassrede“ im 1. Halbjahr 2020 insgesamt mehr als 32 Millionen Inhalte aus,
gegen die „Maßnahmen wegen Hassrede“ ergriffen worden sind. Im 2. Halbjahr
2020 kamen weitere 49 Millionen Inhaltsentfernungen hinzu.
Abb. 1: Facebook Transparency28
Der Anteil proaktiv erkannter Inhalte, gegen die Maßnahmen wegen Hassrede
schon vor einer Beschwerde ergriffen worden ist, ist dabei seit Inkrafttreten
des NetzDG (4. Quartal 2017) von 23,6% auf 97,1% im 4. Quartal 2020
angestiegen.
28 Community Standards Enforcement Report Facebook, abrufbar unter https://transpa
rency.facebook.com/community-standards-enforcement#hate-speech.
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Abb. 2: Facebook Transparency29
Bei YouTube hingegen wurden von den in 2020 insgesamt gelöschten
34.711.336 Videos 94,36% aufgrund automatischer Erkennung, d. h. ohne
Nutzer*innenbeschwerde entfernt. Beispielsweise wurden im 3. Quartal 2020
nach eigenen Angaben 7.872.684 Videos wegen Verstoßes gegen Community-
Richtlinien entfernt, davon ca. 94% durch automatische Erkennung.
29 Community Standards Enforcement Report Facebook, abrufbar unter https://transpa
rency.facebook.com/community-standards-enforcement#hate-speech
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Abb. 3: Google Transparenzbericht30
Im 4. Quartal 2020 ist die Zahl von Inhaltsentfernungen aufgrund automati-
scher Erkennungen weiter gestiegen auf insgesamt 8.800.082 in diesem Zeit-
raum. Dies entspricht wiederum einem Anteil gegenüber den Löschungen
nach Meldungen von ca. 94%.
Im 2. Halbjahr 2020 wurden entsprechend den Community-Richtlinien allein
in den Kategorien „gewaltsamer oder grausamer Inhalt“ und „gewaltverherr-
lichende Inhalte oder gewalttätiger Extremismus“ insgesamt 3.311.200 Videos
entfernt.31
Weniger differenziert sind die öffentlichen Angaben des Dienstes Twitter.32
Das Soziale Netzwerk hat im 1. Halbjahr 2020 insgesamt 1.927.063 Inhalte
wegen Verstößen gegen ihre Twitter Regeln entfernt und zusätzlich 925.744
Accounts gesperrt.33 Im Jahr 2019 waren es insgesamt 4.777.652 entfernte





31 Vgl. Google Transparenzbericht „YouTube-Community-Richtlinien und ihre Anwendung“.
32 Vgl. Twitter Transparenz Bericht „Durchsetzung der Regeln“, der ausführliche Differen-
zierung nach inhaltlichen Kategorien nur für den Zeitraum Juli bis Dezember 2019
bereithält; abrufbar unter https://transparency.twitter.com/de/reports/rules-enforcement.
html#2019-jul-dec.
33 Vgl. Twitter Transparenz Bericht „Durchsetzung der Regeln“.
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Inhalte und 1.560.252 gesperrte Accounts, welche mit dem vergleichsweise
höchsten Anteil wegen Verstoßes gegen die AGB untersagten Inhalte „Hass
schürendes Verhalten“ begründet worden sind.34
c) Löschungen NetzDG-gemeldeter Inhalte
Gegenüber den hohen Zahlen festzustellender Inhaltsentfernungen aufgrund
überwiegend proaktiver Erkennung und AGB-Prüfung sind die nach dem
NetzDG-Meldeverfahren erfolgten und in den Halbjahreszahlen ausgewiese-
nen Entfernungen vergleichsweise gering.
Facebook gibt für das 2. Halbjahr 2020 an, dass von den nach NetzDG
gemeldeten Inhalten insgesamt 1.276 gelöscht oder gesperrt worden sind. 1.122
Inhalte wurden davon indes wegen eines Verstoßes gegen die eigenen
Gemeinschaftsstandards weltweit gelöscht. Lediglich 154 Inhalte, die nicht
gegen die (vorrangig geprüften) Gemeinschaftsstandards verstoßen haben,
wurden wegen eines Verstoßes gegen eine im NetzDG aufgeführte Bestim-
mung des deutschen Strafgesetzbuchs in Deutschland gesperrt. In den vor-
herigen Berichtszeiträumen wurden zum Teil noch weniger Entfernungen
nach dem NetzDG angegeben.
Den bei Facebook wegen „Hassrede“ im 1. Halbjahr 2020 insgesamt 32 Mil-
lionen erfolgten Inhaltsentfernungen aufgrund von Verstößen gegen
Gemeinschaftsstandards stehen z. B. 645 Löschungen/Sperrungen gegenüber,
welche von Beschwerdeführer*innen wegen Volksverhetzung (§ 130 StGB
i.V.m. § 1 Abs. 3 NetzDG) gemeldet worden sind, wobei unklar ist, ob auch
hierbei nicht der überwiegende Teil der Löschungen wegen Verstößen gegen
die eigenen Gemeinschaftsstandards vorgenommen worden ist. Der Anteil der
überhaupt nach NetzDG-Meldeverfahren (behaupteter Verstoß gegen § 130
StGB) erfolgten Entfernungen gegenüber den proaktiv wegen AGB-Verstoß
gelöschten Inhalten wegen „Hassrede“ beträgt mithin 0,002%. Im 2. Halbjahr
2020 hat sich der Wert bei 49 Millionen „Hassrede“-Löschungen nach AGB
gegenüber 397 nach dem NetzDG wegen § 130 StGB gelöschten Inhalten
weiter auf 0,0008% marginalisiert.
Der Video-Sharing Dienst YouTube gibt für das 2. Halbjahr 2020 an, dass von
den nach NetzDG gemeldeten Inhalten insgesamt 73.477 entfernt worden
34 Vgl. Twitter Transparenz Bericht „Durchsetzung der Regeln“.
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sind. 71.612 Inhalte wurden davon indes wegen eines Verstoßes gegen die
eigenen Gemeinschaftsstandards weltweit gelöscht. Lediglich 1.865 Inhalte,
die nicht gegen die (vorrangig geprüften) Gemeinschaftsstandards verstoßen
haben, wurden wegen eines Verstoßes gegen eine im NetzDG aufgeführte
Bestimmung des deutschen Strafgesetzbuchs in Deutschland gesperrt. Eine
Entfernung nach NetzDG erfolgte mithin lediglich in 0,57% der mit Bezug auf
das NetzDG eingegangenen 323.792 Beschwerden.
Den wegen der AGB-Kategorien „Gewaltsamer oder grausamer Inhalt“ und
„gewaltverherrlichende Inhalte oder gewalttätiger Extremismus“ im 2. Halb-
jahr 2020 insgesamt 3.311.200 erfolgten Inhaltsentfernungen bei YouTube
stehen 31 Entfernungen gegenüber, welche von dem Anbieter nicht wegen
AGB, sondern wegen Gewalt im Sinne des NetzDG (§ 131 StGB i.V.m. § 1 Abs. 3
NetzDG) gesperrt worden sind. Der Anteil der überhaupt nach NetzDG-Mel-
deverfahren wegen NetzDG/StGB erfolgten Entfernungen gegenüber den
proaktiv gelöschten Inhalten wegen „Gewalt“ i.S.d. Community-Richtlinien
beträgt mithin 0,0009%.
d) Erkenntnisse aus Monitoring-Berichten
Nach Angaben des NetzDG-Gesetzgebers von 2017 hat ein von der Länder-
stelle jugendschutz.net35 durchgeführtes Monitoring der Löschpraxis sozialer
Netzwerke vom Januar/Februar 2017 ergeben, dass die Beschwerden von
Nutzer*innen gegen Hasskriminalität und andere strafbare Inhalte „nach wie
vor nicht unverzüglich und ausreichend bearbeitet“ würden. Bei dem Anbieter
YouTube würden in 90 % der Fälle strafbare Inhalte gelöscht, Facebook
hingegen löschte nur in 39 % der Fälle, Twitter nur in 1 % der Fälle.36 Nahezu
ausschließlich auf die Befunde dieses Monitoring-Berichts wurde seitens des
Gesetzgebers die Erforderlichkeit der Restriktionen des NetzDG mit strengen
Löschfristen und einer hohen Bußgeldbewehrung gestützt.37
35 Vgl. § 18 JMStV sowie hierzu Liesching/Schuster, Jugendschutzrecht – Kommentar, 5. Aufl.
2011, § 18 JMStV Rn. 2 ff.
36 Vgl. BT-Drs. 18/12356, S. 1 f.
37 Vgl. zur Kritik an der jugendschutz.net Monitoring Bericht als hinreichende Erkennt-
nisgrundlage: Liesching in: Spindler/Schmitz, TMG – Kommentar, 2. Aufl. 2018, § 1
NetzDG Rn. 6.
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Das NetzDG sieht in § 3 Abs. 5 weiterhin die Einrichtung einer Monitoring-
Stelle vor, da sich nach der Amtlichen Begründung ein solches Monitoring
bereits vor Inkrafttreten des NetzDG in der Praxis „bewährt“ habe.38 Ent-
sprechend ist zum 1. 1. 2019 eine Beauftragung der Intelligent Data Analytics
GmbH & Co. KG als Monitoring-Stelle i.S.d. § 3 Abs. 5 NetzDG erfolgt.39 Nach
dem NetzDG-Evaluierungsbericht der Bundesregierung von 2020 hat die
Monitoring-Stelle bislang drei Berichte eingereicht.40
In der von Eifert im Auftrag des BMJV durchgeführten Evaluation des NetzDG
wurde – soweit ersichtlich – nur der erste der drei Berichte und überwiegend
nur hinsichtlich der Darstellung der Meldewege berücksichtigt.41 Für die
vorliegende Teilevaluation wurden die Berichte seitens des Bundesamts für
Justiz nach zunächst abgelehnter Zugänglichmachung nach Antragstellung
gemäß § 1 IFG42 übermittelt.
Aus den nach Inkrafttreten des NetzDG vorgenommenen Monitorings in drei
Testzyklen im Zeitraum 1. 1. 2019 bis 30. 6. 2020 ergibt sich ausweislich der
Berichte im Durchschnitt keine Steigerung des Anteils der nach Meldung
erfolgten Löschungen „eindeutig rechtswidriger“ Inhalte durch die Sozialen
Netzwerke Facebook, YouTube und Twitter. Wird der Mittelwert bei den drei
Berichten bezüglich der vorliegend untersuchten Sozialen Netzwerke Face-
book, Youtube und Twitter im jeweiligen Durchschnitt der Entfernungsquoten
38 Vgl. BT-Drs. 18/12356, S. 24 unter Verweis auf ein vormals von der Stelle „jugend-
schutz.net“ (vgl. § 18 JMStV) durchgeführtes „Monitoring der Beschwerdebearbeitung“.
39 Vgl. Bekanntmachung vergebener Aufträge VIII 1– 1400/33–5–81 8/2018; Bericht der
Bundesregierung zur NetzDG-Evaluierung, 2020, S. 18. Der Vertrag ist danach auf zwei
Jahre befristet.
40 In dem Evaluationsbericht der Bundesregierung werden keine näheren Angaben zu den
Berichtsinhalten der Monitoring-Stelle gemacht, sondern lediglich ausgeführt, dass sich in
der praktischen Arbeit gezeigt habe, „dass der Auftrag herausfordernd ist und sich das
Monitoring über die Monitoringzeiträume hinweg in laufender Anpassung befindet“;
Bericht der Bundesregierung zur NetzDG-Evaluierung, 2020, S. 18. Ob ein Widerspruch
darin erblickt werden könnte, dass sich das Monitoring vor Inkrafttreten des NetzDG aus
Sicht der Bundesregierung „bewährt“ hat und nach Inkrafttreten des NetzDG als „her-
ausfordernd“ darstelle, wird im Rahmen der des Evaluierungsberichts nicht näher erör-
tert.
41 Vgl. zu den im Rahmen des Evaluationsberichts angegebenen, berücksichtigten Quellen:
Eifert, Evaluation des NetzDG. Im Auftrag des BMJV, 2020, S. 5 ff.; siehe aber auch die
subsidiäre Berücksichtigung des ersten Berichts (Testzyklus erstes Halbjahr 2019), ins-
besondere zur Darstellung der Meldewege: S. 30 ff.
42 BfJ-Az. I 5– 1530/2 – A 2– 58/2021.
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nach Inkrafttreten des NetzDG zugrunde gelegt, so ergibt sich eine Gesamt-
quote von 37,3 % gelöschter/gesperrter Inhalte gegenüber vor Inkrafttreten
des NetzDG 2017 ermittelten 43,3 %.43
e) Praxis der Bußgeldahndungen durch BfJ
aa) Einschätzung und Planung des Gesetzgebers 2017
Das Netzwerkdurchsetzungsgesetz ist hinsichtlich der Rechtsfolgen gegenüber
Sozialen Netzwerken ausschließlich auf die Sanktionierung durch Bußgeld
ausgerichtet. Neben Berichtspflichten und der Etablierung von Zustellungs-
bevollmächtigten werden durch die Ordnungswidrigkeitentatbestände des § 4
Abs. 1 NetzDG vor allem Verstöße gegen die nicht richtige Umsetzung der
Pflichten zur Etablierung eines Beschwerdeverfahrens mit Lösch-Compliance
sanktioniert.
Auch der Gesetzgeber hat vor allem in diesem Bereich mit einem erheblichen
Beschwerdeaufkommen i.S.v. Hinweisen an die Bußgeldbehörde des Bun-
desamts für Justiz (BfJ) und in der Folge mit einer großen Zahl von Buß-
geldverfahren gerechnet, die auf der nicht rechtzeitigen Löschung offen-
sichtlich rechtswidriger Inhalte innerhalb von 24 Stunden beruht. In der
Amtlichen Begründung des NetzDG wird insoweit ausgeführt (Hervorhe-
bungen d. Verf.):
„Insbesondere werden sie [Soziale Netzwerke] verpflichtet, einen offensichtlich rechts-
widrigen Inhalt innerhalb von 24 Stunden nach Eingang der Beschwerde zu löschen.
Verstöße gegen diese Pflicht können mit einem Bußgeld geahndet werden. In diesem
Bereich ist mit einer erheblichen Zahl von Anzeigen an das Bundesamt für Justiz zu
rechnen. Bei den sozialen Netzwerken gehen schätzungsweise jährlich mindestens 500
000 Beschwerden aus der Bundesrepublik Deutschland wegen Hasskriminalität und
anderen strafbaren Inhalten ein. Gelöscht oder gesperrt wird jedoch nur ein Bruchteil
dessen. Zahlreiche Nutzer, die vermeintliche Hasskriminalität oder andere strafbare
Inhalte gemeldet haben, könnten sich daher veranlasst sehen, ihre erfolglose Beschwerde
dem Bundesamt für Justiz zuzuleiten. Geschätzt wird, dass dies in 5 % aller erfolglosen
Beschwerden, also in rund 25 000 Fällen geschieht. Da diese Anzeigen aber zum großen
Teil unbegründet sein werden, kann mit einem jährlichen Verfahrensaufkommen von
500 Bußgeldverfahren im Bereich des Beschwerdemanagements gerechnet werden“.44
43 Siehe ausführlich unten III.2.b) und c).
44 BT-Drs. 18/12356, S. 4.
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Nach einer eingeholten „Schätzung“ des Bundesamtes für Justiz ergäbe sich
hiernach ein Personalaufwand von 39,5 Stellen mit einem Personalkosten-
aufwand und zusätzlichen Kosten von insgesamt ca. 4 Millionen Euro jähr-
lich.45
bb) Bußgeldahndungspraxis 2018–2020
Ging mithin der Gesetzgeber für den Zeitraum von drei Jahren von insgesamt
ca. 1.500 begründeten Bußgeldverfahren im Bereich des Beschwerdemanage-
ments bei vorwiegend nicht nach 24 Stunden gelöschten offensichtlich
rechtswidrigen Inhalten aus, so wurden seitens des Bundesamts für Justiz im
Zeitraum 1. 1. 2018 bis 31. 5. 2020 insgesamt keine Bußgeldbescheide erlassen. In
einer Stellungnahme des BfJ vom 15. 6. 2020 zum NetzDGÄndG wird ausge-
führt, dass es zu solchen Verfahren, welche zusätzlich ein gerichtliches Vor-
abentscheidungsverfahren nach § 4 Abs. 5 NetzDG46 erfordern, „bisher nicht
gekommen“ sei.47
Ging der Gesetzgeber von einer „erheblichen Zahl von Anzeigen an das
Bundesamt für Justiz“ im Bereich „offensichtlich rechtswidriger“ indes nicht
gelöschter Inhalte aus, so gelangt das Bundesamt für Justiz in ihrer Stellung-
nahme vom 15. 6. 2020 zu folgendem Befund:
„Die Erfahrung hat gezeigt, dass „offensichtlich“ rechtswidrige Inhalte im Sinne von § 3
Absatz 2 Nummer 2 NetzDG kaum Gegenstand von Meldungen an das BfJ sind. Vielmehr
handelt es sich bei der weit überwiegenden Anzahl von Inhalten, die dem BfJ gemeldet
werden, um Sachverhalte, deren Rechtswidrigkeit oder strafrechtliche Unbedenklichkeit
sich nicht ohne Weiteres aufdrängt“.48
Eine Bußgeldahndungspraxis ist vor diesem Hintergrund bei dem hinsichtlich
der Rechtsfolgen auf Bußgeldahndung beschränkten Netzwerkdurchset-
zungsgesetz seit Inkrafttreten 2017 nicht existent. Auch dies deutet auf eine
eher geringe praktische Bedeutung des NetzDG in der Anwendungspraxis hin.
45 BT-Drs. 18/12356, S. 4.
46 Hierzu Höld, MMR 2017, 791 ff.
47 Vgl. Stellungnahme des BfJ zum NetzDGÄndG v. 15. 6. 2020, S. 14.
48 Vgl. Stellungnahme des BfJ zum NetzDGÄndG v. 15. 6. 2020, S. 14.
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f) Internationale NetzDG-Geltung und Durchsetzung
aa) Geltung für Soziale Netzwerke in anderen
EU-Mitgliedstaaten
Bei den das Beschwerdemanagement und entsprechende Bußgeldsanktionen
betreffenden Bestimmungen des NetzDG wird wegen ihres generellen Gel-
tungsanspruchs im EU-Raum von der herrschenden Rechtsliteratur von einem
Verstoß gegen das Herkunftslandprinzip ausgegangen.49 Hierfür spricht, dass
im Gegensatz zu den Ausnahmen des Art. 3 Abs. 3 ECRL die in Abs. 4 und 5
geregelten Einschränkungen nicht generell vorgesehen sind, sondern lediglich
für behördliche Schutzmaßnahmen nach Abwägung im Einzelfall.50 Insoweit
richtet sich das NetzDG auch nicht auf einen bestimmten Dienst, wie es Art. 3
Abs. 4 ECRL indes erfordert, sondern vielmehr an alle Dienste, die Soziale
Netzwerke i.S.d. § 1 Abs. 1 NetzDG sind.51
Der Europäische Gerichtshof hat sich bislang nicht mit der Unionsrechts-
konformität des NetzDG befasst, indes ist fraglich, ob der EuGH angesichts der
nicht unerheblichen Bedenken gegen die Beachtung des Herkunftslandprin-
zips die Geltung des deutschen Gesetzes auch für Soziale Netzwerke mit Sitz
in anderen EU-Mitgliedstaaten bestätigen wird.
Überdies gehen die Sozialen Netzwerke zum Teil bereits heute von einer
fehlenden Rechtsverbindlichkeit für sie aus und betonen, dass sie das NetzDG
derzeit lediglich „freiwillig“ aufgrund gleichgerichteter Ziele umsetzen. Für das
Soziale Netzwerk YouTube wird etwa in der qualitativen Studie der vorlie-
genden Teilevaluation im Wortlaut ausgeführt:
„Der deutsche Gesetzgeber ist bei dem 2017 in Kraft getretenen NetzDG unter Missachtung
des Herkunftslandprinzips von einem Marktortprinzip ausgegangen. Erst das sich nun in
der Abstimmung befindliche NetzDGÄndG erkennt das Herkunftslandprinzip, zumindest
teilweise für Video-Sharing-Plattformen, an.
49 Vgl. Eifert, in: Eifert/Gostomzyk, Netzwerkrecht, 2018, S. 24; Feldmann, K&R 2017, 292, 296;
Hain/Ferreau/Brings-Wiesen, K&R 2017, 433 f.; Heidrich/Scheuch, DSRITB 2017, 305, 317;
Hoeren, Beck-Expertenblog v. 30. 3. 2017; Hoven/Gersdorf, in: Gersdorf/Paal, BeckOK
Informations- und Medienrecht, 30. Edition 2019, § 1 NetzDG Rn. 9; Liesching, MMR 2018,
26, 29; Spindler, ZUM 2017, 473, 474 ff.; ders., K&R 2017, 533, 535 f.; Wimmers/Heymann, AfP
2017, 93, 96 f.; a.A. Schwartmann/Mühlenbeck, ZRP 2020, 170, 172.
50 Eifert, in: Eifert/Gostomzyk, Netzwerkrecht, 2018, S. 24; Spindler, ZUM 2017, 474, 476 f.
51 Ausführl. Liesching, Das Herkunftslandprinzip der E-Commerce-Richtlinie und seine
Auswirkung auf die aktuelle Mediengesetzgebung in Deutschland, 2020, S. 7 ff.
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Da der Dienst YouTube für Nutzer aus dem Europäischen Wirtschaftsraum und der
Schweiz von der Google Ireland Ltd. mit Sitz in Dublin, Irland, angeboten wird, gilt nach
den Vorgaben des Herkunftslandprinzips for [sic für] YouTube Irisches Recht. YouTube
hat, wie bereits in vorherigen Antworten dargelegt, ebenfalls Interesse an der Entfernung
strafbarer bzw. rechtswidriger Inhalte sowie an Transparenz rund um die eingesetzten
Content Management Systeme, d. h. YouTube setzt die NetzDG Maßnahmen bisher frei-
willig um“.52
bb) Durchsetzbarkeit des NetzDG im Ausland
Neben den dargelegten europarechtlichen Fragestellungen ergeben sich vor
allem in Bezug auf die Rechtsdurchsetzung im Ausland erhebliche Heraus-
forderungen. Dies betrifft bereits die Zustellung von Anhörungsschreiben mit
Blick auf Bußgeldverfahren und schon die Frage der Durchsetzung eines
Zustellungsbevollmächtigten gemäß § 5 Abs. 1 NetzDG in Deutschland.
Grundsätzlich ist in jedem einzelnen Verfahren der internationale Rechts-
hilfeweg zu beschreiten, dessen Erfolg von der Beurteilung der Sanktions-
würdigkeit eines NetzDG-Verstoßes in dem jeweiligen ersuchten Staat
abhängt.53
g) Kursorische Bewertung
Eine exemplifiziert vergleichende Betrachtung der nach eigenen AGB-Regeln
entfernten Inhalte gegenüber den nach NetzDG gesperrten Inhalten legt eher
nahe, dass das Netzwerkdurchsetzungsgesetz nahezu keine unmittelbaren
Auswirkungen auf die vorrangig nach Community Richtlinien ausgerichtete
und global orientierte Lösch-Compliance großer Sozialer Netzwerke hat. Die
vor allem in 2020 immer stärker dominierende proaktive, auf automatischer
Erkennung basierende Entfernung von Inhalten – vor allem bei den Sozialen
Netzwerken Facebook und YouTube – führt tendenziell zu einer weiteren
Marginalisierung der praktischen Bedeutung des auf Nutzer*innenbeschwer-
den und Meldeverfahren basierenden Netzwerkdurchsetzungsgesetzes.
Sofern überdies aus den NetzDG-Monitoring-Berichten im Zeitraum 2018 bis
2020 – ungeachtet der Methodenkritik54 – Rückschlüsse auf die praktische
52 Qualitative Befragung YouTube, S. 5 f. (Frage 4).
53 Vgl. hierzu auch die Ausführungen i.R.d. Stellungnahme des BfJ zum NetzDGÄndG v. 15. 6.
2020, insb. S. 11.
54 Siehe hierzu unten III.2.c)aa).
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Bedeutung des NetzDG gezogen werden können, so legen die Befunde der
Berichte nicht nahe, dass das Netzwerkdurchsetzungsgesetz zu einer mess-
baren Steigerung der Anteile erfolgter Inhaltsentfernungen an den insgesamt
durch die Monitoring-Stelle gemeldeten „eindeutig rechtswidrigen“ Inhalten
i. S. d. NetzDG geführt haben.
Auch die nach mehr als drei Jahren zu konstatierende, nahezu fehlende
Ahndungspraxis in Bezug auf Bußgeldtatbestände nach § 4 Abs. 1 NetzDG
insbesondere im Bereich des Beschwerdemanagements deutet eher auf eine
kaum vorhandene praktische Bedeutung des Netzwerkdurchsetzungsgesetzes
im Kontext der praktizierten Prüf- und Lösch-Compliance der unter das
NetzDG fallenden Sozialen Netzwerke hin.
Die Anwendbarkeit des NetzDG auf die praktisch relevanten großen Sozialen
Netzwerke mit Sitz in einem anderen EU-Mitgliedstaat ist europarechtlich
zweifelhaft und vom EuGH bislang nicht bestätigt. Einzelne der großen
Sozialen Netzwerke halten das NetzDG daher nicht für rechtsverbindlich,
sondern setzen es aktuell nur „freiwillig“ um. Die Durchführung von Buß-
geldverfahren durch das Bundesamt für Justiz gegen Anbieter im Ausland ist
ebenfalls unsicher und hat bislang zu keiner internationalen Rechtsdurch-
setzung des NetzDG geführt.
Vor diesem Hintergrund scheint eine genauere und umfassendere Untersu-
chung des unmittelbaren praktischen Anwendungsbereichs des NetzDG im
Rahmen der sich seit 2017 verändernden Compliance-Struktur der Sozialen
Netzwerke notwendig. Denn eine weitgehende Wirkungslosigkeit des mit
erheblichen Restriktionen verbundenen NetzDG stellte gegebenenfalls dessen
Geeignetheit und Erforderlichkeit und mithin seine Verfassungskonformität in
Frage.




1. Juristische Evaluation im Auftrag des BMJV 2020
a) Wesentlicher Inhalt der Studie
Die von Prof. Dr. Martin Eifert und Mitarbeiter*innen 2020 im Auftrag des
Bundesministeriums der Justiz und für Verbraucherschutz durchgeführte
„unabhängige juristische Evaluation des NetzDG“1 bildet ein Element im
Rahmen der vom BMJV koordinierten Gesamtevaluation. Hiernach soll die
Akzeptanz und Praktikabilität des NetzDG durch die Rechtswissenschaft, die
Netzwerkanbieter und die Nutzer*innen aus juristischer Perspektive beurteilt
werden. Dafür wurden die nachfolgenden Akteure befragt, deren Antworten
neben den Daten der Transparenzberichte in den Bericht eingeflossen seien:
Anbieter Sozialer Netzwerke (change.org, Facebook, Google, YouTube, Pin-
terest, Reddit, SoundCloud, TikTok und Twitter; keine Rückmeldung erfolgte
von: Pinterest, Reddit, TikTok, Twitter)2, Nichtregierungsorganisationen,
Berufs- und sonstige Verbände, Rechtsanwält*innen, Staatsanwaltschaften
und das BfJ. In der Evaluation werden drei Halbjahresberichte (von Januar
2018 bis Juni 2019) ausgewertet.
Es wird im Rahmen des Berichts betont, dass die juristische Evaluation keine
juristische Begutachtung des Gesetzes darstelle und dass infolgedessen auch
nicht auf die Verfassungsmäßigkeit und Europarechtskonformität eingegan-
gen werde.3 Insgesamt zeige sich dennoch, dass das NetzDG ungeachtet seiner
unionsrechtlichen Bewertung im Einzelnen als Vorreiter der weiteren Ent-
wicklung auf unionaler Ebene angesehen werden könne. Als Sorgfalts- und
Verantwortungspflichten, auf welche die Sozialen Netzwerke besonders
Augenmerk legen sollten, identifiziert der Bericht den Einsatz algorithmischer
Verfahren, ein interessenausgleichendes Beschwerdemanagement, Lösch-
1 Vgl. Eifert/v.Landenberg-Roberg/Theß/Wienfort, Netzwerkdurchsetzungsgesetz in der
Bewährung – Juristische Evaluation und Optimierungspotenzial, 1. Aufl. 2020, S. 6.
2 Vgl. Eifert, Evaluation des NetzDG im Auftrag des BMJV, 2020, S. 4, abrufbar unter:
https://www.bmjv.de/SharedDocs/Artikel/DE/2020/090920_Evaluierungsbericht_NetzDG.
html; s.a. spätere Nomos-Publikation: Eifert/v.Landenberg-Roberg/Theß/Wienfort, Netz-
werkdurchsetzungsgesetz in der Bewährung – Juristische Evaluation und Optimie-
rungspotenzial, 1. Aufl. 2020.
3 Vgl. Eifert, aaO. S. 2.
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pflichten von Inhalten, Transparenzanforderungen und ein kooperatives
Vorgehen von Anbietern und Behörden.4
Die Löschfrist von 24 Stunden sei gemäß der Evaluation als praktikabel ein-
zuschätzen. Als problematisch erweise sich dennoch die Prüfung von längeren
Inhalten, wie beispielsweise Podcasts. Auch sei es bei Meldungen am
Wochenende schwieriger, eine zweite Meinung einzuholen oder bei anders-
sprachigen Inhalten eine Übersetzerin oder einen Übersetzer heranzuziehen.5
Bezüglich des Meldeweges existiere das Problem, dass die Prüfverfahren von
Beschwerden nach NetzDG und nach Gemeinschaftsstandards nicht neben-
einander durchlaufen, sondern vermischt würden, was die Übereinstimmung
mit den Anforderungen des NetzDG erschwere:
„Die Inhalte wurden zwar im Ergebnis gelöscht. Unklar bleibt allerdings, ob und inwieweit
im Verfahren die anderen Anforderungen an das Compliance-Regime des NetzDG einge-
halten wurden, also […] die Fristen, […] das Verfahren einschließlich seiner Qualitätssi-
cherungen und die Beweissicherung“.6
Hier nennt der Bericht zwei Anforderungen, um „eine gezielte Nutzung des
Meldewegs als Weichenstellung für differenzierte Anforderungen der Netz-
werkanbieter“7 zu ermöglichen. Zum einen wird eine Platzierung der Melde-
wege unmittelbar nebeneinander und zum anderen eine angemessene
Information der Nutzer*innen über die Unterschiede zwischen beiden Mel-
dewegen gefordert.8
Diese Betrachtung zeige, dass der Gesetzgeber nicht nur den Anknüpfungs-
punkt der „Beschwerde über rechtswidrige Inhalte“ konkretisieren sollte,
sondern auch eine Bestimmung des Verhältnisses der Beschwerdemanage-
ment-Systeme zueinander oder allgemeiner Mindestanforderungen zu prüfen
wären. Eifert zufolge verlagerten sich damit die Prüfvorgänge stark in jenen
Bereich, der durch die privatautonom gesetzten Gemeinschaftsstandards
geprägt sei:
4 Vgl. Eifert, aaO. S. 12.
5 Vgl. Eifert, aaO. S. 47.
6 Eifert, aaO. S. 28.
7 Eifert, aaO. S. 26.
8 Vgl. Eifert, aaO. S. 26.
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„Je höher die Anforderungen nach dem NetzDG sind, desto größer ist der Anreiz für die
Netzwerkanbieter, die Beschwerden in das weniger stark regulierte System der
Beschwerden nach Gemeinschaftsstandards zu lenken“.9
Weiterhin bemängelt der Bericht, dass es auf dem Beschwerdeweg einiger
Netzwerkanbieter eine Abschreckungswirkung gebe, da im Meldeprozess
Warnungen bezüglich unvollständiger, ungültiger oder falscher Angaben
geäußert werden. Entsprechende Hinweise seien sehr problematisch und
sollten Eifert zufolge vermieden werden.10
Bezüglich des § 3 NetzDG kritisiert die Evaluation, dass das netzwerkinterne
Prüfverfahren von außen nicht einsehbar sei. Gleiches gelte für den Ablauf
interner Schulungs- und Betreuungsangebote sowie für die Ausgestaltung der
Meldewege, „da je nachdem, von welchem Endgerät aus man meldet und ob
man angemeldete*r Nutzer*in ist oder nicht, eine große Anzahl von Melde-
wegen existier[e]“.11
Im Zusammenhang mit dem Kritikpunkt des Over- bzw. Underblockings
betonen die Autor*innen, dass eine umfassende inhaltliche Überprüfung des
Sachverhalts im Rahmen der Evaluation mangels überprüfbaren Entschei-
dungsmaterials nicht leistbar sei, räumen dazu jedoch ein, dass es einen
Anreiz zugunsten der Entfernung von Inhalten gebe:
„Während fälschlicherweise nicht entfernte Inhalte […] präsent bleiben und leicht ins Visier
der Öffentlichkeit geraten können, wird die fälschliche Entfernung von Inhalten nur
bekannt, wenn die Poster*innen die Öffentlichkeit aktivieren“.12
Empirisch lasse sich Overblocking dennoch nicht belegen. Ob ein Bußgeld in
einem Fall von Overblocking verhängt werden könne, sei nicht ausdrücklich
vom Gesetzgeber definiert, da die Leitlinien des NetzDG hauptsächlich zum
systemischen Underblocking Stellung nähmen. Das NetzDG schaffe somit
weder einseitige Anreize für Overblocking noch für Underblocking:
„Die ursprünglich weit verbreitete Annahme, das NetzDG führe zu systematischem
Overblocking, bleibt damit ohne umfassende inhaltliche Evaluation bloße Spekulation und
erscheint angesichts mangelnder Hinweise aus den sensibilisierten Kreisen der Betroffenen
oder der beobachtenden Medien unplausibel“.13
9 Eifert, aaO. S. 29.
10 Vgl. Eifert, aaO. S. 38 f.
11 Eifert, aaO. S. 30.
12 Eifert, aaO. S: 52.
13 Eifert, aaO. S. 54.
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Bezogen auf die Anzahl der im Berichtszeitraum eingegangenen Beschwerden
über rechtswidrige Inhalte nach § 2 Abs. 2 Nr. 3 NetzDG gebe es eine große
Variationsbreite in der Interpretation der Meldepflicht. Unklar sei, ob die Zahl
der Beschwerdemeldungen oder die Zahl der zu prüfenden Inhalte maßgeb-
lich ist, worin ein Hauptfaktor für die mangelnde Vergleichbarkeit gesehen
wird. Daneben sei fraglich, ob Nutzer*innen bei ihren Beschwerden aus-
drücklich die Rechtswidrigkeit des Inhalts nach einem der in § 1 Abs. 3
NetzDG genannten Straftatbestände behaupten müssen, oder ob es für eine
„Beschwerde über rechtswidrige Inhalte“ genügt, dass die Nutzer*innen sich
beim Netzwerkanbieter pauschal (ggf. auch über den Beschwerdeweg nach
Gemeinschaftsstandards) über einen konkreten Inhalt beschweren, der nach
ihrer Ansicht gesperrt bzw. gelöscht werden sollte und dessen Rechtswidrig-
keit implizit behauptet wird. Der hierdurch eröffnete Interpretationsspiel-
raum wirke sich nicht nur auf die Vergleichbarkeit der Zahlen zwischen den
einzelnen Netzwerkanbietern negativ aus, sondern beeinträchtige bisweilen
auch die Transparenz der Angaben innerhalb einzelner Transparenzberichte.14
Auch von den befragten Akteuren werde vornehmlich die fehlende Ver-
gleichbarkeit dieser Berichte kritisiert. Hauptfaktoren seien laut der Auskunft
von NGOs und Rechtsanwält*innen meist die differierende Ausgestaltung der
Meldewege oder die unterschiedliche Aufschlüsselung der Netzwerkanbieter
in den Halbjahresberichten, insbesondere die unterschiedliche Aufschlüsse-
lung der gelöschten Inhalte nach Gemeinschaftsstandards oder NetzDG15. Aus
der Gruppe der Netzwerkanbieter werde daher der „Wunsch nach genaueren
Angaben durch den Gesetzgeber und stärkerer Kommunikation durch das BfJ
geäußert und die Veröffentlichung eines Leitfadens angeregt.“16 Das BfJ
beabsichtige der Befragung nach derzeit nicht, „Leitlinien“ zu veröffentlichen,
schließe dies für die Zukunft aber auch nicht grundsätzlich aus. „Die bisherige
Praxis hat nach Auffassung des BfJ den Vorteil, dass zunächst Erfahrungen mit
den vorhandenen Berichten gesammelt werden könnten. Diese könnten dann
gegebenenfalls zu einem späteren Zeitpunkt in Leitlinien einfließen“.17
Weiterhin wird zur erfolgreicheren Strafverfolgung von Hasskriminalität in
Sozialen Netzwerken die Notwendigkeit der finanziellen und personellen
Aufstockung der Staatsanwaltschaften, die Bildung von Schwerpunktstaats-
14 Vgl. Eifert, aaO. S. 75 ff.
15 Vgl. Eifert, aaO. S. 89 f.
16 Eifert, aaO. S. 90.
17 Eifert, aaO. S. 140 f.
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anwaltschaften und die Verstärkung der Kooperation untereinander sowie
„die Einführung einer Pflicht der Netzwerkanbieter zur Übermittlung von
(gewissen) gemeldeten rechtswidrigen Inhalten […] an das Bundeskriminal-
amt […]“ gefordert.18 Verbesserungen des bisherigen zivilprozessualen Systems
werden nachfolgend in Form eines elektronischen Rechtsdurchsetzungspor-
tals als vielversprechend erachtet. Eifert räumt anschließend jedoch ein, dass
selbst wenn sämtliche Hürden für die Betroffenen beseitigt werden könnten,
unklar bliebe, inwieweit die Gerichtsbarkeit oder die alternativen Entschei-
dungsorgane das hochvolumige Fallaufkommen bewältigen können sollen.19
Zusammenfassend fordert der Bericht u. a. eine „klare Adressierung der Fra-
gen, die sich aus der Dualität der Meldewege der Netzwerkanbieter für
NetzDG-Beschwerden einerseits und für Beschwerden über Verstöße gegen
Gemeinschaftsstandards andererseits ergeben.“20 Eine leichte Erkenn- und
Erreichbarkeit für die Nutzer*innen sowie die Frage, inwieweit Meldeweg oder
Beschwerdeinhalt für die Anforderungen an das Prüfverfahren und die
Transparenzpflichten gem. NetzDG maßgeblich sind, seien hier unter ande-
rem entscheidend. Anhörungspflichten postender Nutzer*innen, Überprü-
fungspflichten von Löschungen/Sperrungen auf Beschwerden hin oder
gesetzliche Wiederherstellungsansprüche seien außerdem für die Prüfung und
Ergänzung weiterer gesetzlicher Rechte von Bedeutung. Außerdem werden
eine stärkere Standardisierung und Präzisierung der Transparenzberichte
durch angemessene Vorgaben und weiterhin etliche Erleichterungen der
„individuellen Rechtsverfolgung Betroffener durch Absenkung der Zugangs-
hürden zu den Gerichten bzw. Einrichtung niedrigschwelliger Streitschlich-
tungen“21 gefordert.22
Positiv merkt der Bericht an, dass laut der Schwerpunktstaatsanwaltschaft
ZAC NRW seit Inkrafttreten des NetzDG mehr Ermittlungsverfahren zur
Verfolgung strafbarer Inhalte im Netz eingeleitet werden. Dies werde auf die
Weiterleitung von Inhalten durch das BfJ und auf die erhöhte Aufmerksamkeit
für diesen Bereich zurückgeführt, die u. a. durch die Diskussion um das
NetzDG hervorgerufen wurde.23
18 Eifert, aaO. S. 122.
19 Vgl. Eifert, aaO. S. 149.
20 Eifert, aaO. S. 151.
21 Eifert, aaO., S. 154.
22 Vgl. Eifert, aaO. S. 151 ff.
23 Vgl. Eifert, aaO. S. 63.
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b) Anmerkungen zu Methodik und Befunden
aa) Im Rahmen der nach eigenen Angaben „juristischen Evaluation“ werden
die Fragen der Verfassungsmäßigkeit und der Europarechtskonformität trotz
der breit geäußerten Kritik der wissenschaftlichen Dienste des Deutschen
Bundestages und der h. M. in der Rechtswissenschaft24 nicht näher untersucht.
Das als Kernargument verfassungsrechtlicher Kritik vorgetragene Overblo-
cking als Folge des NetzDG wird in der Evaluation nicht empirisch untersucht,
obgleich als Gegenstand der Evaluation gerade der Auftrag des Gesetzgebers
zitiert wird, wonach die Evaluierung „die Frage nach unbeabsichtigten
Nebenwirkungen“ einschließen sollte.25 Auch die für den Zeitraum 2019 und
2020 erstellten drei Berichte der Monitoring-Stelle gemäß § 3 Abs. 5 NetzDG
wurden in der Evaluation nahezu nicht berücksichtigt,26 obwohl die Befunde
des entsprechenden Monitorings 2017 zentral für die Begründung der Erfor-
derlichkeit des NetzDG angeführt worden waren.27
Insoweit wird in dem Evaluationsbericht im Sinne des Auftrags des Gesetz-
gebers lediglich festgestellt, dass eine eindeutige Beurteilung, ob das NetzDG
zu Overblocking führt, eine „umfassende inhaltliche Überprüfung“ voraus-
setze, indes dann im Folgesatz ausgeführt, dass eine solche Überprüfung „im
Rahmen dieser Evaluation mangels überprüfbaren Entscheidungsmaterials
nicht leistbar“ sei.28 Ohne geleistete empirische Untersuchung wird weiter
konstatiert: „Empirisch lässt sich ein Overblocking nicht belegen“.29 Dies
erscheint zweifelhaft, da bei einer dem gesetzgeberischen Auftrag entspre-
chenden empirischen Untersuchung möglicherweise ein Overblocking hätte
belegt werden können. Das bloße Unterlassen der empirischen Untersuchung
indiziert nicht das Ergebnis fehlender empirischer Belegbarkeit.
24 Siehe hierzu oben II.2.
25 Eifert, aaO. S. 1 unter Zitation und Verweis auf die Gesetzesbegründung zum Netz-
werkdurchsetzungsgesetz (NetzDG), BT-Drucks. 18/12356, S. 18.
26 Vgl. zu den im Rahmen des Evaluationsberichts angegebenen, berücksichtigten Quellen:
Eifert, Evaluation des NetzDG. Im Auftrag des BMJV, 2020, S. 5 ff.; siehe aber auch die
subsidiäre Berücksichtigung des ersten Berichts (Testzyklus erstes Halbjahr 2019), ins-
besondere zur Darstellung der Meldewege: S. 30 ff.
27 Vgl. BT-Drs. 18/12356, S. 1 f. sowie ausführl. unten III.2.a)und c)bb).
28 Eifert, aaO. S. 51.
29 Eifert, aaO. S. 53.
III. Bisherige NetzDG-Studien
34
Im Übrigen unterbleibt auch die Eruierung und nähere Untersuchung von
Anhaltspunkten für ein Overblocking30 sowie eine Analyse der Wirksamkeit
der von der Bundesregierung als „Mechanismen gegen Overblocking“ ange-
sehenen Regulierungselemente.31
bb) In der Juristischen Evaluation im Auftrag des BMJV werden darüber
hinaus zum Teil die falschen gesetzlichen Bestimmungen des NetzDG für die
angestellten Bewertungen zugrunde gelegt. So basieren die Ausführungen zum
Anreiz für Overblocking und Underblocking im Kontext der Bußgeldahndung
auf der irrtümlichen Annahme, dass hierfür der Bußgeldtatbestand des § 4
Abs. 1 Nr. 3 NetzDG einschlägig wäre.32 Dieser Tatbestand betrifft aber die
nicht richtige Bereitstellung von „Verfahren zur Übermittlung von
Beschwerden“, hingegen nicht zum Umgang mit Beschwerden über rechts-
widrige Inhalte. Richtigerweise wäre in der Evaluation der Bußgeldtatbestand
des § 4 Abs. 1 Nr. 2 NetzDG und dessen Auslegungsgrundsätze mit Blick auf
die Bewertung von Anreizen zum Overblocking zugrunde zu legen gewesen.
Insoweit können sich Unterschiede bei der Auslegung und Evaluation beider
Tatbestände ergeben.33
cc) Die in der Untersuchung von Eifert u. a. ermittelten „Löschquoten“ sind
zum Teil fehlerhaft, da falsche Basiswerte herangezogen worden sind. So wird
in der Evaluation ausweislich des Anhangs bei Facebook die „Anzahl der
NetzDG-Beschwerden“ zu den erfolgten Löschungen in Beziehung gesetzt und
daraus eine „Löschquote“ ermittelt. Hierbei wurde offenbar übersehen, dass
jede Beschwerde mehrere Inhalte zum Gegenstand haben kann. Richtiger-
weise ist für die Ermittlung einer „Löschquote“ die Zahl der beschwerdege-
30 Siehe hierzu ausführl. unten V.
31 Siehe hierzu V.2.g) und 3.d).
32 Vgl. Eifert, aaO. S. 52: „Gem. § 4 Abs. 1 Nr. 3 NetzDG handelt ordnungswidrig, wer
entgegen § 3 Abs. 1 S. 2 NetzDG ein dort genanntes Verfahren nicht oder nicht richtig zur
Verfügung stellt. Ein Verfahren ist nach Wortlautauslegung sowie unter Berücksichtigung
von Sinn und Zweck des Gesetzes sowohl dann nicht oder nicht richtig zur Verfügung
gestellt, wenn systemisch zu viel entfernt wird (Overblocking), als auch im gegenteiligen
Fall (Underblocking)“.
33 Neben der unterschiedlichen Tathandlungen („Vorhalten“ vs. „Zur-Verfügung-Stellen“)
und der jeweils unterschiedlich referenzierten Normen des § 3 Abs. 1 (Satz 1 vs. Satz 2)
sind bei dem bei Eifert irrtümlich nicht zugrunde gelegten § 4 Abs. 1 Nr. 2 NetzDG die
weiteren Voraussetzungen insofern enger, als es nur um den Umgang mit Beschwerden
von Nutzer*innen geht, „die im Inland wohnhaft sind oder ihren Sitz haben“.
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genständlichen Inhalte (nicht der Beschwerden) in das Verhältnis zu den
gelöschten beschwerdegegenständlichen Inhalten zu setzen.
So hätten beispielsweise zur Ermittlung der Löschquote von Facebook im
1. Halbjahresbericht 2018 nicht 886 Beschwerden zugrunde gelegt werden
dürfen, sondern 1.704 gemeldete Inhalte. Die von Eifert u. a. ermittelte
Löschquote weicht mithin erheblich von der tatsächlichen Löschquote ab.
Auch für den 2. Halbjahresbericht 2018 von Facebook ergeben die falschen
Berechnungen in der Untersuchung von Eifert u. a. eine zu hohe Löschquote
von 73,8%; richtigerweise resultiert aus den Berichtsdaten eine Löschquote
von 35,2%.
dd) Im Rahmen der Evaluation von Eifert u. a. wurden – ebenso wie in der
vorliegenden Untersuchung – Soziale Netzwerke direkt befragt. Antworten
werden auszugsweise und in paraphrasierter Form im Rahmen des Berichts
wiedergegeben. Eine vollständige Veröffentlichung des Volltextes der Ant-
worten der Sozialen Netzwerke erfolgt indes – soweit ersichtlich – nicht. Vor
diesem Hintergrund bleibt unklar und ist methodisch nicht nachvollziehbar,
welche Fragen den Sozialen Netzwerken imWortlaut gestellt worden sind und
ob Teile der Antworten und sonstigen Aussagen der Sozialen Netzwerke in
dem Bericht nicht wiedergegeben werden. Zudem werden im Berichtstext in
Bezug auf Antworten referenzierte Soziale Netzwerke nicht immer namentlich
genannt.
ee) Im Rahmen der Evaluation werden lediglich die jeweils drei ersten der
insgesamt vier verfügbaren Halbjahresberichte berücksichtigt. Weshalb der
jeweils vierte, in Bezug auf die jüngste Löschpraxis aktuellste Halbjahresbe-
richt nicht berücksichtigt worden ist, ergibt sich – soweit ersichtlich – nicht
aus den Angaben zur Methodik.
2. NetzDG-Monitoring-Berichte 2019–2020
a) Hintergrund des Monitorings (§ 3 Abs. 5 NetzDG)
Das Netzwerkdurchsetzungsgesetz sieht in § 3 Abs. 5 NetzDG die Möglichkeit
der Einrichtung einer Monitoring-Stelle vor. Nach der Amtlichen Begründung
habe sich ein solches Monitoring bereits vor Inkrafttreten des NetzDG in der
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Praxis „bewährt“.34 Entsprechend ist zum 1. 1. 2019 eine Beauftragung der
Intelligent Data Analytics GmbH & Co. KG als Monitoring-Stelle i.S.d. § 3
Abs. 5 NetzDG mit einem Auftragsvolumen i.H.v. 1.433.400,00 Euro erfolgt.35
Hierzu wird im Rahmen des Evaluierungsberichts der Bundesregierung aus-
geführt:
„Der Monitoringauftrag umfasst die Kontrolle und Darstellung der von den Anbietern
eingerichteten Meldewege für Beschwerden über rechtswidrige Inhalte sowie die Einrei-
chung von NetzDG-Beschwerden über die unterschiedlichen Meldewege in der Praxis
anhand von Einzelbeispielen. Bei der Einreichung von NetzDG-Beschwerden ist eine
Verteilung auf verschiedene vorgegebene Deliktsgruppen aus § 1 Absatz 3 NetzDG vorge-
sehen. Nach Einreichung der Meldung soll das Benachrichtigungsverhalten der Anbieter
gegenüber dem Beschwerdeführer dokumentiert werden“. 36
Nach dem Bericht der Bundesregierung habe die Monitoring-Stelle drei
Berichte eingereicht. Inhaltliche Angaben zu den Berichten werden nicht
mitgeteilt. Seitens der Bundesregierung wird im Rahmen des Evaluierungs-
berichts lediglich wie folgt ausgeführt:
„In der praktischen Arbeit hat sich gezeigt, dass der Auftrag herausfordernd ist und sich das
Monitoring über die Monitoringzeiträume hinweg in laufender Anpassung befindet“.37
Ob ein Widerspruch darin bestehen könnte, dass sich das Monitoring vor
Inkrafttreten des NetzDG aus Sicht der Bundesregierung „bewährt“ habe und
nach Inkrafttreten des NetzDG als „herausfordernd“ darstelle, wird im Rahmen
des Evaluierungsberichts nicht näher erläutert.
Die Berichte der Monitoring-Stelle sind bislang nicht öffentlich zugänglich
gewesen. Die Anfrage, ob die Berichte für die vorliegende Teilevaluation zur
Verfügung gestellt werden können, hat die für das NetzDG zuständige
Abteilung des Bundesamts für Justiz zunächst abgelehnt.38 Nach Antragstel-
34 Vgl. BT-Drs. 18/12356, S. 24 unter Verweis auf ein vormals von der Stelle „jugend-
schutz.net“ (vgl. § 18 JMStV) durchgeführtes „Monitoring der Beschwerdebearbeitung“.
35 Vgl. Bekanntmachung vergebener Aufträge VIII 1– 1400/33–5–81 8/2018; Bericht der
Bundesregierung zur NetzDG-Evaluierung, 2020, S. 18. Der Vertrag ist danach auf zwei
Jahre befristet.
36 Bericht der Bundesregierung zur NetzDG-Evaluierung, 2020, S. 18.
37 Bericht der Bundesregierung zur NetzDG-Evaluierung, 2020, S. 18.
38 Schreiben des BfJ vom 13. 1. 2021 mit folgendem auszugsweisen Wortlaut: „Die fraglichen
Berichte wurden auf Grundlage des § 3 Absatz 5 NetzDG erstellt. Es handelt sich hierbei
um die Überwachung der Beschwerdeverfahren gemäß § 3 Absatz 1 NetzDG durch eine
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lung auf Zugang zu den Berichten gemäß § 1 des Informationsfreiheitsgesetzes
(IFG)39 wurden die insgesamt drei Berichte zu den Testzyklen 1. Halbjahr 2019,
2. Halbjahr 2019 und 1. Halbjahr 2020 am 4. 2. 2021 zur Verfügung gestellt.
b) Wesentlicher Inhalt der Berichte
aa) Bericht zum ersten Testzyklus 1. Halbjahr 2019
Im ersten Monitoring-Bericht wird als Projektziel die „Überwachung (…) in
Form eines Monitorings durch Beobachtung und systematische Erfassung des
Umgangs sozialer Netzwerke mit dort eingereichten Beschwerden“ definiert.
Dabei sollen (1.) die jeweils ausgewählten sozialen Netzwerke „gezielt auf
rechtswidrige Inhalte hin“ durchsucht werden, ehe (2.) „festgestellte Verstöße
gegen das NetzDG“ dem sozialen Netzwerk gemeldet werden und (3.) die
„daraufhin erfolgte Reaktion der Netzwerke“ überprüft wird, gegebenenfalls
mit einer differenzierten „Überwachung der verschiedenen Meldewege mittels
unterschiedlicher Endgeräte und unter Verwendung unterschiedlicher Soft-
ware“.40
Während des ersten Testzyklus für den Zeitraum vom 1. 1. 2019 bis 30. 6. 2019
wurden ausschließlich die Sozialen Netzwerke Facebook, Instagram, Twitter
und YouTube untersucht. Gemeldet werden sollten nur Verstöße gegen die
§§ 131 (Gewaltdarstellung), 140 (Belohnung und Billigung von Straftaten),
§ 185 (Beleidigung) und § 186 (Üble Nachrede).41 Dabei wurde von der
Monitoring-Stelle „angenommen“, dass die für die Meldungen ermittelten
vom Bundesamt für Justiz beauftragte Stelle. Die Auswertung dieser Berichte erfolgt unter
anderem im Rahmen des Ihnen bereits bekannten Evaluationsberichts. Eine Veröffent-
lichung der Berichte sieht das NetzDG hingegen nicht vor. Ich bitte deshalb um Ver-
ständnis, dass ich Ihnen die Berichte nicht zur Verfügung stellen kann“. Daraufhin wurde
ein Antrag auf Zugänglichmachen der amtlichen Informationen nach § 1 IFG gestellt, BfJ-
Az. I 5– 1530/2 – A 2–58/2021.
39 BfJ-Az.: I 5– 1530/2 – A 2–58/2021.
40 Vgl. Intelligent Data Analytics GmbH & Co. KG, Überwachung der Beschwerdeverfahren
sozialer Netzwerke nach § 3 NetzDG – Bericht zum 1. Testzyklus vom 1. 1. 2019–30. 6. 2019,
S. 1.
41 Vgl. Intelligent Data Analytics GmbH & Co. KG, Überwachung der Beschwerdeverfahren




Inhalte „eindeutig“ rechtswidrig im Sinne der genannten Tatbestände seien
und innerhalb von 24 Stunden hätten entfernt werden müssen.42
Insgesamt wurden 1.028 Meldungen bezüglich solcher Inhalte abgegeben,
wobei in der Untersuchung nicht aufgeschlüsselt und differenziert angegeben
wird, welche oder wie viele der Meldungen jeweils einen der Tatbestände der
§§ 131, 140, 185, 186 StGB verwirklicht haben sollen. Die 1.028 Meldungen
verteilen sich ungleich auf die untersuchten vier Sozialen Netzwerke wie folgt:
267 (26%) Meldungen wurden an Facebook abgegeben, an Instagram 325
(31%), an Twitter 407 (40%) und an YouTube 29 (3%). Auch insoweit wird –
soweit ersichtlich – nicht dargelegt, woraus die unterschiedlich hohe Anzahl
der bei den jeweiligen Sozialen Netzwerken eingegebenen Meldungen resul-
tiert.43
763 der 1.028 Meldungen (74%) wurden nach den Berichtsangaben der
Monitoringstelle über den „Melden“-Link durchgeführt, hingegen 265 (26%)
über das NetzDG-Meldeformular. Auch die Verteilung der Beschwerden über
die unterschiedlichen Meldewege ist ungleich. Während etwa bei Facebook
von den insgesamt 267 Meldungen zu etwa 60,5% mehrheitlich der NetzDG-
Meldeweg genutzt worden ist, erfolgten bei Twitter von den insgesamt 407
Meldungen fast alle (99,5%) über einen allgemeinen „Melden“-Link.44
Insgesamt führten ausweislich des Berichts 193 Meldungen (19% aller Mel-
dungen) dazu, dass der gemeldete Inhalt von dem Netzwerk gesperrt oder
gelöscht worden ist, was in den statistischen Angaben als Kategorie „Gelöst“
42 Vgl. Intelligent Data Analytics GmbH & Co. KG, Überwachung der Beschwerdeverfahren
sozialer Netzwerke nach § 3 NetzDG – Bericht zum 1. Testzyklus vom 1. 1. 2019–30. 6. 2019,
S. 64: „Unter der Annahme, dass nur eindeutig rechtswidrige Inhalte gemeldet wurden
und diese Inhalte dem Netzwerdurchsetzungsgesetz entsprechend binnen 24 Stunden
gelöscht oder gesperrt werden müssen (…)“.
43 Vgl. Intelligent Data Analytics GmbH & Co. KG, Überwachung der Beschwerdeverfahren
sozialer Netzwerke nach § 3 NetzDG – Bericht zum 1. Testzyklus vom 1. 1. 2019–30. 6. 2019,
S. 53 f.; in Bezug auf die geringe Zahl von Meldungen bei YouTube wird indes zur
Begründung ausgeführt: „Die Stichprobe der Meldungen auf YouTube ist in diesem ersten
Testzyklus eher klein ausgefallen, da der Fokus hier zunächst eher auf den anderen
Netzwerken lag, um eine insgesamt ausreichend große und gehaltvollere Gesamtstich-
probe gewährleisten zu können. Im nächsten Testzyklus wird sich die Teilstichprobe der
YouTube-Meldungen deutlich vergrößern“.
44 Vgl. Intelligent Data Analytics GmbH & Co. KG, Überwachung der Beschwerdeverfahren
sozialer Netzwerke nach § 3 NetzDG – Bericht zum 1. Testzyklus vom 1. 1. 2019–30. 6. 2019,
S. 53.
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bezeichnet wird. Hierbei ergeben sich jedoch erheblich divergierende Ergeb-
nisse bei den einzelnen Sozialen Netzwerken. Während nach den Berichts-
befunden etwa Facebook in 45% der Meldungen die nach Ansicht der
Monitoringstelle „eindeutig“ rechtswidrigen Inhalte entfernt hat, waren es bei
dem Video-Sharing-Dienst YouTube 17% und bei dem Dienst Twitter nur
6%.45 Ob die jeweiligen Inhaltsentfernungen aufgrund eines auch seitens der
Sozialen Netzwerke bestätigten StGB/NetzDG-Verstoßes oder (nur) wegen
Verstoßes gegen die eigenen Community-Standards erfolgten, ergibt sich aus
den Berichtsangaben – soweit ersichtlich – nicht.
Gesamt Facebook Twitter YouTube Instagram





















* Anteil an den Gesamtmeldungen
** Anteil an den Meldungen pro Sozialem Netzwerk
Tabelle 1: Statistik des 1. Halbjahresberichts 2019 (1. 1. 2019–30. 6. 2019) der Monitoringstelle
Intelligent Data Analytics GmbH & Co. KG
Bei vergleichender Betrachtung der Zahlen des Testzyklus des 1. Halbjahres
2019 mit dem Monitoring-Bericht der Länderstelle jugendschutz.net46, welche
der NetzDG-Gesetzgeber 2017 zur Begründung der Erforderlichkeit der Ein-
führung des Netzwerkdurchsetzungsgesetzes angeführt hat, ergibt sich – bei
angenommener Vergleichbarkeit der ermittelten Zahlen – eine Stagnation
bzw. eine Abnahme der Anteile gelöschter, „eindeutig“ strafbarer Inhalte.
Denn nach dem 2017 zugrunde gelegten Monitoring-Bericht wurden von dem
Anbieter YouTube noch in 90% der Fälle strafbare Inhalte gelöscht, Facebook
hingegen löschte nur in 39% der Fälle, Twitter nur in 1% der Fälle.47
45 Vgl. Intelligent Data Analytics GmbH & Co. KG, Überwachung der Beschwerdeverfahren
sozialer Netzwerke nach § 3 NetzDG – Bericht zum 1. Testzyklus vom 1. 1. 2019–30. 6. 2019,
S. 53.
46 Vgl. § 18 JMStV sowie hierzu Liesching/Schuster, Jugendschutzrecht – Kommentar, 5. Aufl.
2011, § 18 JMStV Rn. 2 ff.
47 Vgl. BT-Drs. 18/12356, S. 1 f.
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Nach den Berichtsangaben zum Testzyklus des 1. Halbjahres 2019 wurde mit
517 Meldungen ca. die Hälfte aller Meldungen von den Sozialen Netzwerken
„zurückgewiesen“. Welche Fälle von der Monitoring-Stelle unter der Kategorie
geführt werden (z. B. Verneinung der Rechtswidrigkeit nach eigener Prüfung),
wird – soweit ersichtlich – nicht ausgeführt. Zu 318 Meldungen (entspricht
etwa 31% der Gesamtsumme der Meldungen) gibt die Monitoring-Stelle an,
„keine Rückmeldung des Netzwerks“ erhalten zu haben.48
bb) Bericht zum zweiten Testzyklus 2. Halbjahr 2019
Der zweite Testzyklus über den Zeitraum vom 1. 7. 2019 bis 31. 12. 2019 umfasste
erneut die Sozialen Netzwerke Facebook, Instagram, Twitter und YouTube.
Andere Soziale Netzwerke, welche unter den Anwendungsbereich des Netz-
werkdurchsetzungsgesetzes fallen,49 werden wiederum nicht in den Blick
genommen.
Hinsichtlich der in § 1 Abs. 3 NetzDG genannten Straftatbestände sollen
ausweislich der Berichtsangaben im 2. Testzyklus Verstöße gegen StGB-§§
gemeldet werden, welche den drei Deliktsgruppen (1.) Verbreiten von Pro-
pagandamitteln und das Verwenden von Kennzeichen verfassungswidriger
Organisationen (§ 86 StGB, § 86a StGB), (2.) Volksverhetzung, Gewaltdar-
stellung, Belohnung und Billigung von Straftaten (§ 130 StGB, § 131 StGB, § 140
StGB) und (3.) Beleidigungsdelikte (§ 185 StGB, § 186 StGB, § 187 StGB)
zugeordnet werden können.50 In diesem Zusammenhang wird zwar offenge-
legt, dass die zu meldenden Inhalte „manuell“ in den Netzwerken gesucht
48 Dies wird unter der Kategorisierung „Ignoriert“ geführt; vgl. Intelligent Data Analytics
GmbH & Co. KG, Überwachung der Beschwerdeverfahren sozialer Netzwerke nach § 3
Netz-DG – Bericht zum 1. Testzyklus vom 1. 1. 2019–30. 6. 2019, S. 53.
49 Vgl. etwa die im Rahmen der Juristischen Evaluation im Auftrag des BMJV genannten
Sozialen Netzwerke Change.org e.V. (change.org), Pinterest Europe Ltd. (Pinterest),
Reddit Inc. (reddit.com), SoundCloud Ltd. Berlin (SoundCloud), TikTok Inc. (TikTok);
Eifert, Evaluation des NetzDG im Auftrag des BMJV, 2020, S. 3 f.
50 Vgl. Intelligent Data Analytics GmbH & Co. KG, Überwachung der Beschwerdeverfahren
sozialer Netzwerke nach § 3 Netz-DG – Bericht zum 2. Testzyklus vom 1. 7. 2019–31. 12.
2019, S. 4; in späteren Statistiken des Berichts nach Deliktsgruppen wird zusätzlich noch
§ 111 StGB genannt (S. 71), wobei unklar bleibt, weshalb dieser Straftatbestand nicht bei
der Darstellung der Methodik genannt worden ist.
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worden sind,51 jedoch werden – wie im 1. Bericht – keine Angaben darüber
gemacht, in welcher Weise die strafjuristische Bewertung der ausgesuchten
Inhalte als „offensichtlich rechtswidrig“ i.S.d. § 3 Abs. 2 Nr. 2 NetzDG erfolgt
ist.
Insgesamt wurden 1.046 Meldungen mit – nach eigener Einschätzung – ein-
deutig rechtswidrigen Inhalten abgegeben, wobei in der Untersuchung erneut
(wie im 1. Testbericht) nicht aufgeschlüsselt und differenziert angegeben wird,
welche oder wie viele der Meldungen jeweils einen der – gegenüber dem
ersten Testzyklus doppelt so vielen – Tatbestände der §§ 86, 86a, 130, 131, 140,
185, 186, 187 StGB verwirklicht haben sollen.52 Die 1.046 Meldungen verteilen
sich erneut (wie im 1. Testbericht) ungleich auf die untersuchten vier Sozialen
Netzwerke wie folgt: 273 Meldungen wurden an Facebook abgegeben, an
Instagram 264, an Twitter 135 und an YouTube 374. Auch insoweit wird –
soweit ersichtlich – nicht dargelegt, woraus die unterschiedlich hohe Anzahl
der bei den jeweiligen Sozialen Netzwerken eingegebenen Meldungen resul-
tiert und wie diese methodisch begründet wird.53
Insgesamt führten ausweislich des 2. Berichts 473 der 1.046 Meldungen ein-
deutig rechtswidriger Inhalte (45% aller Meldungen) dazu, dass der gemeldete
Inhalt gesperrt oder gelöscht wurde.54 Mit 368 Meldungen wurde etwa ein
Drittel (ca. 35%) aller Meldungen von den Netzwerken zurückgewiesen. Zu
205 Meldungen (ca. 20% der Meldungen) erfolgte über einen Zeitraum von 14
Tagen keine Rückmeldung des Sozialen Netzwerks, auf dem die Meldung
getätigt worden ist.55 Auch hier ergeben sich für die einzelnen Sozialen
51 Vgl. Intelligent Data Analytics GmbH & Co. KG, Überwachung der Beschwerdeverfahren
sozialer Netzwerke nach § 3 Netz-DG – Bericht zum 2. Testzyklus vom 1. 7. 2019–31. 12.
2019, S. 60.
52 Aufgeführt werden nur Statistiken nach drei Deliktsgruppen (z. B. S. 72), welche indes mit
§ 111 StGB einen zusätzlichen Tatbestand enthalten, welcher nach der methodischen
Darstellung und Zielstellung gar nicht berücksichtigt werden sollte.
53 Vgl. Intelligent Data Analytics GmbH & Co. KG, Überwachung der Beschwerdeverfahren
sozialer Netzwerke nach § 3 Netz-DG – Bericht zum 2. Testzyklus vom 1. 7. 2019–31. 12.
2019, S. 64.
54 Die meisten der entfernten Inhalte wurden innerhalb von 24 Stunden gelöscht/gesperrt,
namentlich 404 Inhalte von insgesamt 1046 gemeldeten Inhalten (§ 38,6%); vgl. 2.
Bericht S. 78.
55 Vgl. Intelligent Data Analytics GmbH & Co. KG, Überwachung der Beschwerdeverfahren




Netzwerke nach dem Bericht erhebliche Unterschiede: Facebook weist dabei
mit 59% noch den höchsten Anteil von erfolgten Entfernungen nach Mel-
dungen „eindeutig“ rechtswidriger Inhalte56 auf, YouTube eine Entfernungs-
quote von 38% und Twitter den niedrigsten Anteil entfernter/gelöschter
Inhalte von lediglich 20%.57
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* Anteil an den Gesamtmeldungen
** Anteil an den Meldungen pro Sozialem Netzwerk
Tabelle 2: Statistik des 2. Halbjahresberichts 2019 (1. 7. 2019–31. 12. 2019) der Monitoringstelle
Intelligent Data Analytics GmbH & Co. KG
Der gegenüber der Auswertung des 1. Testzyklus in Bezug auf den Umfang der
Strafdelikte und auch die Differenzierung der Meldewege der Sozialen Netz-
werke veränderte 2. Bericht gelangt schließlich „bei allen Netzwerken außer
YouTube“ zu dem Befund, „dass man bei der Verwendung des NetzDG-
Meldeformulars mit einer höherenWahrscheinlichkeit rechnen kann, dass der
gemeldete Inhalt gelöscht oder gesperrt wird im Vergleich zum „Melden“-Link
oder dem „Melden“-Link mit NetzDG“.58
cc) Bericht zum dritten Testzyklus 1. Halbjahr 2020
Auch im dritten Bericht zum Testzyklus vom 1. 1. 2020 bis zum 30. 6. 2020
wurden sowohl die Auswahl der Sozialen Netzwerke (Facebook, Instagram,
56 Auch im 2. Bericht wird (wortlautidentisch mit dem ersten Bericht ausgeführt: „Unter der
Annahme, dass nur eindeutig rechtswidrige Inhalte gemeldet wurden und diese Inhalte
dem Netzwerkdurchsetzungsgesetz entsprechend binnen 24 Stunden gelöscht oder
gesperrt werden müssen“, vgl. S. 78.
57 Vgl. Intelligent Data Analytics GmbH & Co. KG, Überwachung der Beschwerdeverfahren
sozialer Netzwerke nach § 3 NetzDG – Bericht zum 2. Testzyklus vom 1. 7. 2019–31. 12.
2019, S. 64.
58 Vgl. Intelligent Data Analytics GmbH & Co. KG, Überwachung der Beschwerdeverfahren
sozialer Netzwerke nach § 3 NetzDG – Bericht zum 2. Testzyklus vom 1. 7. 2019–31. 12.
2019, S. 81.
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Twitter, YouTube) als auch die in den Blick genommenen Deliktsgruppen
§§ 86, 86a, 130, 131, 140, 185, 186, 187 StGB des Vorberichts beibehalten. Auch
die Methode der „manuellen Suche“ nach Inhalten, von denen eine „eindeu-
tige Rechtswidrigkeit“ i.S.d. fokussierten Straftatbestände angenommen wer-
den konnte, blieb unverändert.59
Insgesamt wurden im dritten Testzyklus 1.028 Meldungen in der statistischen
Auswertung berücksichtigt. Im Vergleich zu den beiden vorherigen Testzyklen
verteilten sich die Meldungen relativ ausgeglichen auf die vier untersuchten
Sozialen Netzwerke.60
Insgesamt führten ausweislich des 3. Berichts 519 der 1.028 Meldungen ein-
deutig rechtswidriger Inhalte (50,5% aller Meldungen) dazu, dass der
gemeldete Inhalt gesperrt oder gelöscht wurde.61 Mit 331 Meldungen wurde
etwa ein Drittel (ca. 32,2%) aller Meldungen von den Netzwerken zurückge-
wiesen. Zu 178 Meldungen (ca. 17% der Meldungen) erfolgte über einen
Zeitraum von 14 Tagen keine Rückmeldung des Sozialen Netzwerks, auf dem
die Meldung getätigt worden ist.62 Auch hier ergeben sich für die einzelnen
Sozialen Netzwerke nach dem Bericht erhebliche Unterschiede: YouTube
weist dabei mit 61,5% noch den höchsten Anteil von erfolgten Entfernungen
nach Meldungen „eindeutig“ rechtswidriger Inhalte63 auf, Facebook eine
Entfernungsquote von 56,4% und Twitter den niedrigsten Anteil entfernter/
gelöschter Inhalte von lediglich 32,8%.64
59 Vgl. Intelligent Data Analytics GmbH & Co. KG, Überwachung der Beschwerdeverfahren
sozialer Netzwerke nach § 3 NetzDG – Bericht zum 3. Testzyklus vom 1. 1. 2020–30. 6.
2020, S. 32: „In diesem Zyklus hat sich der Prozess im Vergleich zum vorherigen Zyklus
nicht verändert“.
60 Facebook: 259 (25,2%), Instagram: 252 (24, 5%), Twitter: 247(24%), YouTube: 270 (26,
3%); vgl. 3. Bericht S. 34.
61 Die meisten der entfernten Inhalte wurden innerhalb von 24 Stunden gelöscht/gesperrt,
vgl. 3. Bericht S. 48.
62 Vgl. Intelligent Data Analytics GmbH & Co. KG, Überwachung der Beschwerdeverfahren
sozialer Netzwerke nach § 3 NetzDG – Bericht zum 3. Testzyklus vom 1. 1. 2020–30. 6.
2020, S. 35.
63 Auch im 3. Bericht wird (wortlautidentisch mit den vorherigen Berichten ausgeführt:
„Unter der Annahme, dass nur eindeutig rechtswidrige Inhalte gemeldet wurden und
diese Inhalte dem Netzwerkdurchsetzungsgesetz entsprechend binnen 24 Stunden
gelöscht oder gesperrt werden müssen“, vgl. S. 48.
64 Vgl. Intelligent Data Analytics GmbH & Co. KG, Überwachung der Beschwerdeverfahren
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* Anteil an den Gesamtmeldungen
** Anteil an den Meldungen pro Sozialem Netzwerk
Tabelle 3: Statistik des 1. Halbjahresberichts 2020 (1. 1. 2020–30. 6. 2020) der Monitoringstelle
Intelligent Data Analytics GmbH & Co. KG
Eine Ausdifferenzierung nach den untersuchten Straftatbeständen erfolgt nur
in Deliktsgruppen, wobei im Bereich §§ 86, 86a StGB der höchste Entfer-
nungsanteil von 78,3% angegeben wird, bei den Beleidigungsdelikten der
§§ 185– 187 StGB der niedrigste Anteil gelöschter/entfernter gemeldeter
Inhalte von 29,5%.65
c) Anmerkungen zu Methodik und Befunden
aa) Methodik
Aus den drei Monitoring-Berichten ergibt sich – soweit ersichtlich – nicht,
welche Inhalte aufgrund „manueller Suche“ ausgewählt worden sind und vor
allem, wie und durch wen die strafrechtliche Bewertung des Vorliegens einer
„eindeutigen“ bzw. „offensichtlichen“ Rechtswidrigkeit vorgenommen worden
ist. Die seitens des Bundesamts für Justiz als Monitoring-Stelle beauftragte
Intelligent Data Analytics GmbH & Co. KG ist in erster Linie durch Expertise
im Bereich der Datenverarbeitung und der Entwicklung von Lösungen im
Bereich der digitalen Transformation ausgewiesen, hingegen – soweit
ersichtlich – nicht durch strafjuristische Fachkenntnisse.66 Inwieweit externe
qualifizierte Volljurist*innen im Rahmen des Monitorings unterbeauftragt
65 Vgl. Intelligent Data Analytics GmbH & Co. KG, Überwachung der Beschwerdeverfahren
sozialer Netzwerke nach § 3 NetzDG – Bericht zum 3. Testzyklus vom 1. 1. 2020–30. 6.
2020, S. 42, 52.
66 Vgl. etwa die Selbstdarstellung des Unternehmens, abrufbar unter https://ida-analytics.
de/ueber-uns/.
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worden sind, wird in den drei Monitoring-Berichten nicht dargelegt.67 Auf
Nachfrage teilte das Bundesamt für Justiz am 17. 3. 2021 mit, dass eine hin-
reichende juristische Expertise durch die Unterbeauftragung einer Anwalts-
kanzlei sichergestellt worden sei und die Ergebnisse des Monitorings aussa-
gekräftig seien.68
Die strafrechtlich korrekte Bewertung der ausgesuchten Fälle ist für die
Validität der Meldeüberwachung von zentraler Bedeutung. Denn falls die
Monitoring-Stelle rechtsirrtümlich einen gemeldeten Inhalt als „eindeutig“
(straf‐)rechtswidrig eingestuft hat, dieser aber tatsächlich – etwa aufgrund der
Sozialadäquanz des § 86 Abs. 3 StGB oder aufgrund Abwägungsvorrangs der
Meinungsäußerungsfreiheit – nicht strafbar ist oder auch nur einen Zwei-
felsfall darstellt, so wäre bereits die Datengrundlage der Auswertung fehler-
haft.
Erscheint zudem die Gesamtzahl der für die Testmeldungen herangeführten
Fälle (jeweils knapp über 1.000) zunächst groß, so ist zu berücksichtigen, dass
sich diese pro Bericht auf vier Soziale Netzwerke verteilen. Selbst bei einer
schließlich im dritten Bericht erreichten, zumindest ungefähren Gleichver-
teilung von ca. 250 Fällen pro untersuchtem Sozialen Netzwerk, muss die
Fallanzahl weiter ausdifferenziert werden in die unterschiedlichen zu tes-
tenden Meldewege sowie vor allem die zu unterscheidenden bis zu acht
Strafdelikte (§§ 86, 86a, 130, 131, 140, 185, 186, 187 StGB). Hierdurch ergäben
sich selbst bei einer – tatsächlich nicht erreichten – idealen Fallverteilung für
einen halbjährlichen Testzyklus lediglich knapp über 30 Fälle pro Soziales
Netzwerk und überprüftes Strafdelikt. Diese müssten wiederum noch nach
unterschiedlichen Meldewegen und nach unterschiedlichen Endgeräten auf-
geteilt werden.
Vor diesem Hintergrund erscheint fraglich, ob die Befunde ein hinreichend
signifikantes oder gar repräsentatives Bild der Löschpraxis der untersuchten
vier Sozialen Netzwerke hinsichtlich der in den Blick genommenen Strafde-
liktsbereiche zeichnet. Daher wird auch in den Monitoring-Berichten selbst
mehrfach betont, dass die Ergebnisse aufgrund der Stichprobengröße und
67 Diesbezüglich wurde das Bundesamt für Justiz durch Schreiben vom 8. 2. 2021 um ent-
sprechende Auskunft gebeten. Eine Auskunft ist bis zum Zeitpunkt des Abschlusses des
Berichts der vorliegenden Teilevaluation nicht erfolgt.
68 Vgl. Antwortschreiben des BfJ vom 17. 3. 2021 auf die schriftliche Anfrage vom 7. 2. 2021.
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Dauer der Überprüfung „mit Vorsicht zu interpretieren“ seien.69 Demgegen-
über erklärt das Bundesamt für Justiz auf Nachfrage, dass die Ergebnisse
aussagekräftig seien.70
Schließlich ergeben sich zahlreiche weitere methodische Fragestellungen,
welche im vorliegenden Rahmen nur kursorisch genannt werden können:
Insbesondere wird in den Berichten nicht erläutert, weshalb nur vier der
insgesamt zahlreicher unter das NetzDG fallenden Sozialen Netzwerke über
einen längeren Zeitraum hinweg untersucht worden sind.71 Ebenso wird die
eklektische Auswahl von lediglich vier (1. Bericht) bzw. acht (2. und 3. Bericht)
der insgesamt 21 in § 1 Abs. 3 NetzDG relevanten Straftatbestände nicht
begründet.72
Ergänzend ist darauf hinzuweisen, dass bereits das erste, vor Inkrafttreten des
NetzDG durchgeführte Monitoring 2017 vergleichbare methodische Frage-
stellungen wie geringe Fallzahlen, eine zu starke Verengung der Untersuchung
auf wenige Delikte (§§ 130, 86a StGB) und eine nicht durchweg vorhandene
juristische Fachexpertise bei der strafrechtlichen Bewertung aller Testfälle
aufgeworfen hatte.73 Dessen ungeachtet wurde die Erforderlichkeit der Ein-
führung eines Netzwerkdurchsetzungsgesetzes 2017 gerade zuvörderst auf
diesen Monitoring-Bericht gestützt.74
bb) Bewertung der Befunde
Ein Vergleich der Ergebnisse des 2017 zur Begründung der Erforderlichkeit des
NetzDG angeführten Monitorings mit den Befunden der drei nach Inkraft-
treten des NetzDG durchgeführten Monitorings ist aufgrund der anzuneh-
menden unterschiedlichen Methodik, abweichender Parameter und Qualifi-
69 Vgl. z. B. Intelligent Data Analytics GmbH & Co. KG, Überwachung der Beschwerdever-
fahren sozialer Netzwerke nach § 3 Netz-DG – Bericht zum 3. Testzyklus vom 1. 1. 2020–
30. 6. 2020, S. 53.
70 Vgl. Antwortschreiben des BfJ vom 17. 3. 2021 auf die schriftliche Anfrage vom 7. 2. 2021.
71 Vgl. etwa die im Rahmen der Juristischen Evaluation im Auftrag des BMJV genannten
Sozialen Netzwerke Change.org e.V. (change.org), Pinterest Europe Ltd. (Pinterest),
Reddit Inc. (reddit.com), SoundCloud Ltd. Berlin (SoundCloud), TikTok Inc. (TikTok);
Eifert, Evaluation des NetzDG im Auftrag des BMJV, 2020, S. 3 f.
72 Möglicherweise ergibt sich dies indes aus der Vorgabe des Auftraggebers (Bundesamt für
Justiz).
73 Vgl. Liesching, in: Spindler/Schmitz, TMG – Kommentar, 2. Aufl. 2018, § 1 NetzDG Rn. 7.
74 Vgl. BT-Drs. 18/12356, S. 1 f.
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kationen der Prüfpersonen zwar allenfalls eingeschränkt möglich.75 Immerhin
aber werden alle vier Monitorings durch die gesetzgeberische Intention ver-
bunden, die vor dem NetzDG maßgeblich herangezogenen Befunde der Stelle
jugendschutz.net als „bewährtes“ Instrument in gleicher Weise über die Norm
des § 3 Abs. 5 NetzDG fortzusetzen.76
Stellte man im Sinne dieser Zielsetzung des Gesetzgebers die Monitoringbe-
funde vor Inkrafttreten des NetzDG den ca. 1 Jahr nach Inkrafttreten durch-
geführten drei Monitoring-Berichten gegenüber, so ergäbe sich hiernach ein
rückläufiger Anteil von Entfernungen im Verhältnis zur Zahl von Meldungen
zu eindeutig rechtswidrigen Inhalten. Nimmt man zu den drei untersuchten
Sozialen Netzwerken Facebook, Youtube und Twitter den Durchschnitt der
Entfernungsquoten bei den drei Berichten nach Inkrafttreten des NetzDG als
Mittelwert für 2019 und 2020, so ergibt sich eine Gesamtquote von 37,3%
gelöschter/gesperrter Inhalte gegenüber den vor Inkrafttreten des NetzDG
2017 ermittelten 43,3%.
Durchschnitt Facebook YouTube Twitter
Monitoring 2017
(vor NetzDG)
43,3% 39% 90% 1%
Monitoring
1.HJ.2019
22,7% 45% 17% 6%
Monitoring
2.HJ.2019
39% 59% 38% 20%
Monitoring
1.HJ.2020
50,2% 56,4% 61,5% 32,8%
Tabelle 4: Anteil entfernter Inhalte an insgesamt im Monitoring gemeldeten „eindeutig“
rechtswidrigen Inhalten bei Facebook, YouTube und Twitter
Ginge man ungeachtet der dargelegten Methodenkritik von einer indiziellen
Aussagekraft der Befunde aus und legte man die gesetzgeberische Intention
zugrunde, dass die Berichte der Testzyklen 2019– 2020 gerade in Fortführung
des 2017 referenzierten „bewährten“ Monitorings erfolgt sind, so ergäbe sich
eine Verschlechterung der Löschpraxis seit Inkrafttreten des Netzwerk-
durchsetzungsgesetzes im Mittelwert. Freilich zeigen sich bei isolierter
75 Auch das Bundesamt für Justiz erklärt auf Nachfrage, dass die Vergleichbarkeit der
Monitoringbefunde zweifelhaft sei.
76 Vgl. BT-Drs. 18/12356, S. 24.
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Betrachtung der Entfernungsquoten der einzelnen sozialen Netzwerke
erhebliche Unterschiede und auch dynamische Schwankungen, welche Fra-
gestellungen bezüglich der Qualität und Signifikanz der Befunde insgesamt
aufwerfen.
Bei isolierter Betrachtung der Befunde der drei nach Inkrafttreten des NetzDG
durchgeführten Monitorings 2019 und 2020 ergibt sich im Zeitverlauf für die
drei Sozialen Netzwerke im Durchschnitt ein tendenzieller Anstieg des Anteils
entfernter Inhalte an den insgesamt als „eindeutig“ rechtswidrig gemeldeten
Inhalten.77 Auch insoweit wird aber nach dem letzten Monitoring im
1. Halbjahr 2019 lediglich eine „Löschquote“ erreicht, die knapp oberhalb des
vor Inkrafttreten des NetzDG von der Stelle jugendschutz.net ermittelten
Wertes liegt.
Auch hier ergeben sich aber die geschilderten Vorbehalte aufgrund der
unklaren Methodik, die sich insbesondere aus den Monitoring-Berichten nicht
erschließt. Intransparent ist in diesem Zusammenhang auch, in welcher Höhe
Abb. 4: Anteil entfernter Inhalte an gemeldeten „eindeutig rechtswidrigen“ Inhalten je Netz-
werk
77 Eine Ausnahme bildet lediglich der bei dem Sozialen Netzwerk Facebook im 1. Halbjahr
2020 ermittelte Wert (56,4%), welcher gegenüber dem vorherigen Bericht (59% im
2. Halbjahr 2019) leicht gesunken ist.
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die Auftragsmittel i.H.v. ca. 1,4 Millionen Euro zur Vermeidung methodischer
Mängel und zur Gewährleistung eines hinreichend strafjuristisch qualifizier-
ten Prüfpersonals eingesetzt worden sind.
3. MA HSH Studie 2019
a) Wesentlicher Inhalt der Studie
Die Studie der Medienanstalt Hamburg/Schleswig-Holstein (MA HSH) vom
1. Juni 2019 untersucht die bis zu diesem Zeitpunkt veröffentlichten NetzDG-
Transparenzberichte der Sozialen Netzwerke Facebook, Twitter, YouTube und
Instagram, namentlich die ersten beiden Berichte 2018. Die MA HSH hat
ebenfalls Meldungen vorgenommen, deren Ergebnisse in der Studie vorgestellt
werden.78 Sie untersuchte die Transparenzberichte sowohl auf Ausführlich-
keit79 und vorgestellte Zahlen als auch hinsichtlich der Effektivität verschie-
dener Meldewege.80 Besonderer Fokus lag auf der Rolle des Jugendschutzes.81
Die Auswertung der NetzDG-Transparenzberichte habe ergeben, dass die drei
untersuchten Anbieter, vorrangig aber YouTube und Twitter, Inhalte inner-
halb kurzer Zeit, meist binnen 24 Stunden, entfernten. Die „Löschquote“ wird
mit weniger als einem Drittel als „gering“ bezeichnet.82 Die vergleichsweise
geringe Anzahl von NetzDG-Meldungen an Facebook wird in Zusammenhang
mit einer „schwierigen Auffindbarkeit und Gestaltung des gesonderten Mel-
deformulars“ gestellt.83
Die MAHSH setzt die Zahlen der Halbjahresberichte auch in Beziehung zu der
eigenen Meldepraxis der Landesmedienanstalten. Die von der MA HSH
gemeldeten Inhalte machten demnach 10% aller an Facebook gemeldeten
Inhalte aus (106 von 1.048), bei YouTube seien dies lediglich 0,03% aller
78 MA HSH-Auswertung der Transparenzberichte nach NetzDG, 2019, S. 5, abrufbar unter:
https://www.ma-hsh.de/infothek/publikationen/ma-hsh-auswertung-der-transparenz
berichte-nach-netzdg.html, nachfolgend: MA HSH.
79 MA HSH, S. 2.
80 MA HSH, S. 9.
81 Vgl. MA HSH, S. 10.
82 MA HSH, S. 5.
83 MA HSH, S. 4; unter Verweis auf Löber/Roßnagel, MMR 2019, S. 71 ff.
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gemeldeten Inhalte (82 von 250.957) bzw. 0,1% aller durch Beschwerdestellen
gemeldeten Inhalte (82 von 83.390).84
Das NetzDG habe insgesamt zu effektiven Löschabläufen bei relevanten
Beschwerden und einer Verbesserung der Gemeinschaftsstandards der
sozialen Netzwerke geführt. Weiterhin wird positiv angemerkt, dass sich die
Berichte von Facebook weiterentwickelt hätten. So würden z.B. vom
1. Halbjahr 2018 zum 2. Halbjahr 2018 die Kommunikationswege mit dem*der
Beschwerdeführer*in anhand der möglichen unterschiedlichen Verfahrens-
ausgänge genauer beschrieben. Die ausgewählten Beispiele von YouTube am
Ende jedes Berichts werden von der MA HSH ebenfalls begrüßt, da es eine
öffentliche Diskussion ermögliche. Twitter veröffentliche alle eingehenden
Beschwerden auf der Online-Datenbank „Lumen“. Das schaffe zusätzliche
Transparenz.85
Die Meldesysteme müssten jedoch dringend verbessert werden. Gleiches gelte
für Aufbau und Inhalt der Transparenzberichte samt der zu meldenden
Zahlen, da nach den bisherigen Vorgaben eine Vergleichbarkeit kaum gegeben
sei. Aus Sicht der MA HSH müsse dem Jugendmedienschutz und der
Rechtsverfolgung von Fällen gemäß dem Jugendmedienschutz-Staatsvertrag
(JMStV) zudem eine größere Bedeutung zugemessen werden. Weiterhin
bedürften Grenzfälle einer öffentlich geführten Diskussion. Dies setze voraus,
dass die sozialen Netzwerke transparenter darlegen, wie sie ihre Community
Guidelines und die Normen des NetzDG auslegen (Decisional Transparency).86
In Anbetracht der Analyse sieht die MA HSH eine Nachbesserung der Mel-
desysteme als dringend an, um die Löschquote bei berechtigten Beschwerden
von User*innen im Vergleich zu Beschwerden von Meldestellen zu verbessern.
Weiterhin sollte eine Grundlage für eine verstärkte öffentliche Diskussion
geschaffen werden. Dafür wären Daten des zuständigen Bundesamts für Justiz
hilfreich. Es sei außerdem wichtig, umstrittene Beispiele und Grenzfälle her-
vorzuheben, damit die Diskussion über die Grenzen des „Sagbaren“ hinaus-
gehen könne. Dafür sei wiederum eine höhere Transparenz notwendig. Mehr
Regulierte Selbstregulierung ist von der Medienanstalt gewünscht, wofür ein
unabhängiges Expert*innengremium für Grenzfälle eingerichtet werden sollte.
84 Vgl. MA HSH, S, 4.
85 Vgl. MA HSH, S, 1 ff.
86 Vgl. MA HSH, S. 1.
3. MA HSH Studie 2019
51
Vor allem die Landesmedienanstalten sollten sich bei der Schaffung der
Leitlinien eines solchen Gremiums mit ihrer Expertise einbringen.
Zuletzt sollen nach den Ausführungen der MA HSH die Rechte der Nut-
zer*innen gestärkt werden, d. h. zu Unrecht gelöschte Inhalte sollten wie-
derhergestellt werden können. Das NetzDG solle zukünftig also eine Regelung
zu einem Put-Back-Verfahren enthalten, nach dem die Sozialen Netzwerke
unrechtmäßig entfernte Inhalte wiederherstellen und auch darüber berichten
müssten.87
b) Anmerkungen zu Methodik und Befunden
Die Einschätzung, dass das NetzDG zu effektiven Löschabläufen bei relevan-
ten Beschwerden und einer Verbesserung der Gemeinschaftsstandards der
Sozialen Netzwerke geführt habe, gründet lediglich auf einer Auswertung der
Praxis seit Inkrafttreten des NetzDG. Angaben zu der Löschpraxis vor
Inkrafttreten des NetzDG – in Bezug auf strafbare Inhalte und solche, die
gegen Community-Standards verstoßen – werden nicht erhoben oder darge-
legt. Ohne Vergleich des Ist-Zustandes der Compliance vor 2018 – etwa durch
Einholung von Angaben betroffener Sozialer Netzwerke – erscheinen allenfalls
eingeschränkt Aussagen dahingehend möglich, ob Löschabläufe durch das
Gesetz effektiver geworden sind oder eine Verbesserung der Gemeinschafts-
standards eingetreten ist.
Ausgewertet wurden nur die Zahlen für den Zeitraum Juli bis Dezember 2018,
hingegen nicht aus anderen Halbjahresberichten. Daher lassen sich aus der
Studie keine aktuellen Tendenzen und Langzeitentwicklungen im Rahmen der
Compliance der untersuchten Sozialen Netzwerke ableiten.
Auf Seiten 7, 8 und 11 f. der insgesamt 13-seitigen MA HSH Studie werden auch
Befunde der Länderstelle jugendschutz.net88 dargestellt und Ausführungen
zum gesetzlichen Jugendmedienschutz gemacht. Da sich das NetzDG von
seinem Anwendungsbereich jedoch nicht auf einen Großteil der jugend-
schutzrechtlich relevanten Inhalte erstreckt, ist die Kontextualisierung der
NetzDG-Praxis mit der Beachtung des Jugendmedienschutzes methodisch
fraglich. Zudem wird – unter Verweis auf Angaben der Stelle jugendschutz.net
87 Vgl. MA HSH, S. 12 f.
88 Vgl. zu den Aufgaben und der jugendschutzrechtlichen Stellung der Stelle § 18 JMStV.
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– ausgeführt, dass im Bereich entwicklungsbeeinträchtigender Inhalte „mög-
liche Verstöße gegen § 5 Abs. 1 JMStV“ vorlägen.89 Es wird aber nicht ausge-
führt, in welchem Zusammenhang dies mit den Meldeverfahren des NetzDG
steht. Zudem ergibt sich aus den veröffentlichten Tätigkeitsberichten des für
die Landesmedienanstalten zuständigen Organs (KJM90) nicht, ob überhaupt
und in welchem Umfang Soziale Netzwerke aufgrund nicht rechtzeitiger
Reaktion auf entwicklungsbeeinträchtigende Telemedien gegen § 5 JMStV
verstoßen haben.91
89 MA HSH, S. 11.
90 Kommission für Jugendmedienschutz, vgl. §§ 14, 16 JMStV.
91 Vgl. etwa 8. Tätigkeitsbericht der KJM, 2019, S. 20 ff.





1. Vergleichsanalyse zu Halbjahresberichten
a) Tabellarische Überblicksdarstellung
Die auf die drei großen Sozialen Netzwerke Facebook, YouTube und Twitter
beschränkte Analyse der Halbjahresberichte1 hat zunächst den Befund vor-
angegangener Studien bestätigt, dass die Datengrundlagen der drei großen
Sozialen Netzwerke zum Teil voneinander abweichen. Die Vergleichbarkeit
der Daten stellte mithin eine Herausforderung für die Analyse dar, bei-
spielsweise bei den Angaben zu der Anzahl der eingegangenen Beschwerden.
Dem wurde versucht dadurch Rechnung zu tragen, dass in der nachfolgenden
tabellarischen Übersicht die unterschiedlichen Datengrundlagen über Hin-




































1.HJ 2018: 58.297 (16.176)
2.HJ 2018: 54.644 (12.922)
1.HJ 2019: 71.168 (12.449)
2.HJ 2019: 71.907 (3.751)
1.HJ 2020: 90.814 (3.466)









1 Siehe zur ausführl. Analyse der Umsetzung aller Berichtspflichten nach § 2 Abs. 2 NetzDG
unten VI. Anhang 1.
2 Wiedergegeben wird nicht die Anzahl der Beschwerden, sondern die Anzahl der
beschwerdegegenständlichen Inhalte; eine Beschwerde kann mehrere Inhalte betreffen.
Vgl. 1. HJB 2018 Facebook, S. 3; ebenso in 2. HJB 2018 Facebook, S. 4; 1. HJB 2019 Facebook,















1.HJ 2018: 27,14% (7,53%)
2.HJ 2018: 21,77% (5,15%)
1.HJ 2019: 23,38% (4,09%)
2.HJ 2019: 25,91% (1,35%)
1.HJ 2020: 23,36% (0,89%)










das NetzDG-Meldeformular eingegangene Beschwerden berücksichtigt; vgl. BfJ-Stellung-
nahme zum NetzDGÄndG v. 15. 6. 2020, S. 7 f.
3 Wiedergegeben wird nicht die Anzahl der Beschwerden, sondern die Anzahl der
beschwerdegegenständlichen Inhalte; eine Beschwerde kann mehrere Inhalte betreffen.
Vgl. YouTube-Angaben im Rahmen der qualitativen Studie, S. 14 (Frage 18); 1. HJB 2018
YouTube, S. 3; ebenso in 2. HJB 2018 YouTube, S. 3; 1. HJB 2019 YouTube, S. 3; 2. HJB 2019
YouTube, S. 3; 1. HJB 2020 YouTube, S. 3; 2. HJB 2020 YouTube, S. 3; die Angaben betreffen
nur Beschwerden über angeblich rechtswidrige Inhalte im Sinne des NetzDG.
4 Anzahl der gemeldeten Inhalte entspricht Anzahl der Beschwerden. Vgl. 1. HJB 2018
Twitter, S. 7; ebenso in 2. HJB 2018 Twitter, S. 13; 1. HJB 2019 Twitter, S. 12; 2. HJB 2019
Twitter, S. 12 und 1. HJB 2020 Twitter S 13; vermutlich werden hier überwiegend alle
Beschwerden berücksichtigt, die über sämtliche unterschiedlichen Meldewege einge-
gangen sind; vgl. 2. HJB 2020 Twitter, S. 18: „Beschwerden werden mitgezählt, ohne
Rücksicht auf den von den Beschwerdeführern gewählten Meldeweg oder die Kategorie“.
5 Anzahl der gelöschten/gesperrten Inhalte nach AGB oder NetzDG. Vgl. 1. HJB 2018
Facebook, S. 7; ebenso in 2. HJB 2018 Facebook, S. 9; 1. HJB 2019 Facebook, S. 10; 2. HJB
2019 Facebook, S. 11; 1. HJB 2020 Facebook, S. 11; 2. HJB 2020 Facebook, S. 11 f.
6 Anzahl entfernter Inhalte nach AGB oder NetzDG; in Klammern: Anzahl Sperrungen nur
nach NetzDG. Vgl. 1. HJB 2018 YouTube, S. 13; ebenso in 2. HJB 2018 YouTube, S. 10; 1. HJB
2019 YouTube, S. 10; 2. HJB 2019 YouTube, S. 9; 1. HJB 2020 YouTube, S. 12; 2. HJB 2020
YouTube, S. 12 f.
7 Löschung / Sperrung aufgrund der Twitter Regeln oder des NetzDG. Vgl. 1. HJB 2018
Twitter, S. 7; ebenso in 2. HJB 2018 Twitter, S. 13; 1. HJB 2019 Twitter, S. 12; 2. HJB 2019
Twitter, S. 12; 1. HJB 2020 Twitter S 13; 2. HJB 2020 Twitter, S. 18.
8 Hier unberücksichtigt ist, dass (1.) insb. seit 2020 der Großteil der Inhaltsentfernungen
proaktiv aufgrund automatischer Erkennung wegen Verstößen gegen die eigenen
Gemeinschaftsrichtlinien erfolgt (1. HJ 2020 ca. 32 Millionen „Maßnahmen wegen Hass-
rede“; siehe II.5.b) und (2.) Beschwerden, die über andere Meldewege als das NetzDG-
Formular eingehen, nicht in die Halbjahresberichte mit einfließen; zur Signifikanz der
„Löschquote“ bzgl. Over-/Underblocking siehe V.2.c).
9 NetzDG- und AGB-Löschungen insgesamt. Die in Klammern angegebene Prozentzahl gibt
den Anteil lediglich nach NetzDG erfolgter Sperrungen wieder, vgl. 1. HJB 2018 YouTube,
S. 13; ebenso in 2. HJB 2018 YouTube, S. 10; 1. HJB 2019 YouTube, S. 10; 2. HJB 2019
YouTube, S. 9 und 1. HJB 2020 YouTube, S. 12. Unberücksichtigt bleibt, dass insb. seit 2020
der Großteil der Inhaltsentfernungen proaktiv aufgrund automatischer Erkennung wegen






< 24 h: 410 Beschwerden
< 48 h: 46 Beschwerden
< 7 Tage: 55 Beschwerden
> 7 Tage: 26 Beschwerden
2.HJ 2018:
< 24 h: 108 Beschwerden
< 48 h: 11 Beschwerden
< 7 Tage: 19 Beschwerden
> 7 Tage: 21 Beschwerden
1.HJ 2019:
< 24 h: 204 Beschwerden
< 48 h: 12 Beschwerden
< 7 Tage: 18 Beschwerden
> 7 Tage: 5 Beschwerden
2.HJ 2019:
< 24 h: 488 Beschwerden
< 48 h: 39 Beschwerden
< 7 Tage: 28 Beschwerden
> 7 Tage: 5 Beschwerden
1.HJ 2020:
< 24 h: 1.229 Beschwerden
< 48 h: 60 Beschwerden
< 7 Tage: 43 Beschwerden
> 7 Tage: 12 Beschwerden
2.HJ 2020:
< 24 h: 1.031 Beschwerden
< 48 h: 35 Beschwerden
< 7 Tage: 40 Beschwerden




< 24 h: 54.199 Beschwerden
< 48 h: 1.403 Beschwerden
< 7 Tage: 1.836 Beschwerden
> 7 Tage: 859 Beschwerden
2.HJ 2018:
< 24 h: 52.030 Beschwerden
< 48 h: 1.069 Beschwerden
< 7 Tage: 768 Beschwerden
> 7 Tage: 777 Beschwerden
1.HJ 2019:
< 24 h: 62.492 Beschwerden
< 48 h: 1.875 Beschwerden
< 7 Tage: 5.569 Beschwerden
> 7 Tage: 1.232 Beschwerden
2.HJ 2019:
< 24 h: 66.309 Beschwerden
< 48 h: 1.739 Beschwerden
< 7 Tage: 2.735 Beschwerden
> 7 Tage: 1.124 Beschwerden
1.HJ 2020:
< 24 h: 83.706 Beschwerden
< 48 h: 2.649 Beschwerden
< 7 Tage: 2.650 Beschwerden
> 7 Tage: 1.809 Beschwerden
2.HJ 2020:
< 24 h: 64.774 Beschwerden
< 48 h: 4.334 Beschwerden
< 7 Tage: 2.923 Beschwerden




< 24 h: 28.044 Beschwerden
< 48 h: 364 Beschwerden
< 7 Tage: 196 Beschwerden
> 7 Tage: 41 Beschwerden
2.HJ 2018:
< 24 h: 22.821 Beschwerden
< 48 h: 273 Beschwerden
< 7 Tage: 67 Beschwerden
> 7 Tage: 3 Beschwerden
1.HJ 2019:
< 24 h: 30.880 Beschwerden
< 48 h: 11.068 Beschwerden
< 7 Tage: 3.187 Beschwerden
> 7 Tage: 1.565 Beschwerden
2.HJ 2019:
< 24 h: 117.437 Beschwerden
< 48 h: 17.739 Beschwerden
< 7 Tage: 1.767 Beschwerden
> 7 Tage: 227 Beschwerden
1.HJ 2020:
< 24 h: 109.151 Beschwerden
< 48 h: 10.768 Beschwerden
< 7 Tage: 2.237 Beschwerden
> 7 Tage: 71 Beschwerden
2.HJ 2020:
< 24 h: 73.404 Beschwerden
< 48 h: 5.049 Beschwerden
< 7 Tage: 10.472 Beschwerden
> 7 Tage: 29.858 Beschwerden
Verstößen gegen die eigenen Community-Richtlinien erfolgt; siehe II.5.b); zur Signifikanz
der „Löschquote“ bzgl. Over-/Underblocking siehe V.2.c).
10 Vgl. 1. HJB 2018 Facebook, S. 8 f.; ebenso in 2. HJB 2018 Facebook, S. 11; 1. HJB 2019
Facebook, S. 12; 2. HJB 2019 Facebook, S. 13; 1. HJB 2020 Facebook, S. 13; 2. HJB 2020
Facebook, S. 12 ff.
11 Vgl. 1. HJB 2018 YouTube, S. 9; ebenso in 2. HJB 2018 YouTube, S. 7; 1. HJB 2019 YouTube,
S. 8; 2. HJB 2019 YouTube, S. 7; 1. HJB 2020 YouTube, S. 10; 2. HJB 2020 YouTube, S. 10 f.
12 Vgl. 1. HJB 2018 Twitter, S. 9 f.; ebenso in 2. HJB 2018 Twitter, S. 16 f.; 1. HJB 2019 Twitter,
S. 17 f.; 2. HJB 2019 Twitter, S. 17 f.; 1. HJB 2020 Twitter S. 18 f.; 2. HJB 2020 Twitter, S. 24 f.
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b) Erläuterung wesentlicher Ergebnisse der
Vergleichsanalyse
aa) Anzahl von Beschwerden bzw.
beschwerdegegenständlichen Inhalten
(1) Aspekte und Befunde bzgl. aller drei Sozialen Netzwerke
Alle drei untersuchten Sozialen Netzwerke geben sowohl angemeldeten als
auch nicht angemeldeten Nutzer*innen die Möglichkeit, sich durch ver-
schiedene Wege über Inhalte zu beschweren. Facebook, YouTube und Twitter
stellen dabei unter anderem ein spezifisches NetzDG-Meldeformular zur
Verfügung.
Die Angaben über den Beschwerdegrund werden von allen drei Sozialen
Netzwerken so in die Berichte übernommen, wie sie von den Beschwerde-
führer*innen gemacht worden sind.13 Eine Angabe, ob dies auch nach Über-
prüfung dem richtigen Grund für die Löschung entsprach oder ob eine etwaige
spätere Entfernung aufgrund eines Verstoßes gegen einen anderen Straftat-
bestand oder der Community-Standards vollzogen wurde, erfolgt nicht diffe-
renziert für jeden beschwerdegegenständlichen Inhalt.14
Die in dieser Analyse betrachteten drei Sozialen Netzwerke prüfen die
Beschwerden zunächst und vorrangig nach den eigenen Community Richtli-
nien (AGB) und gegebenenfalls in einem zweiten Prüfungsschritt subsidiär
nach dem NetzDG, sofern nicht bereits nach dem ersten Prüfungsschritt eine
Löschung wegen Verstoßes gegen Community-Standards erfolgt ist.15 Es wird
in allen Berichten nicht explizit ausgeführt, ob NetzDG-beschwerdegegen-
ständliche Inhalte, die aufgrund des Verstoßes gegen die eigenen Standards
gelöscht worden sind, dennoch als Beschwerde i.S.d. § 2 Abs. 2 Nr. 3 NetzDG
aufgezählt werden; dies ist jedoch naheliegend.
13 Vgl. z. B. 2. HJB 2020 Twitter, S. 18: „Alle Daten basieren auf den von Beschwerdeführern
selbst angegebenen Informationen“.
14 Vgl. z. B. 2. HJB 2020 YouTube, S. 6, wonach die angegebenen Inhaltsentfernungen
lediglich nach dem „vom Beschwerdeführer angegebenen Beschwerdegrund“ wiederge-
geben werden, der jedoch „nicht notwendig mit dem tatsächlichen Grund der Entfernung
oder Sperrung identisch“ sei.
15 Vgl. z. B. 2. HJB 2020 Facebook, S. 4; 2. HJB 2020 YouTube, S. 1; 2. HJB 2020 Twitter, S. 18.
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Eine unterschiedliche Handhabung der drei untersuchten Sozialen Netzwerke
ist dennoch nicht ganz auszuschließen. Vor allem Unterschiede in der Ein-
bindung der spezifischen NetzDG-Meldungen in andere Meldewege können
zu erheblichen Differenzen in der Anzahl eingehender NetzDG-Beschwerden
führen. Zudem können unterschiedliche Auslegungen der NetzDG-Anforde-
rungen durch die jeweiligen Netzwerke – etwa aufgrund zu unbestimmter
Vorgaben im Rahmen des § 2 NetzDG – zugrunde liegen.16
(2) Facebook
In den Halbjahresberichten von Facebook wird angegeben, dass nur
Beschwerden in die Berichte aufgenommen worden sind, die durch das
NetzDG-Meldeformular eingegangen sind.17 Ausweislich des letzten Halbjah-
resberichts 2/2020 hat Facebook vor, in der 1. Hälfte des Jahres 2021, eine neue,
zusätzliche Option für die Einreichung von NetzDG-Beschwerden über einen
Link, der zu jedem Inhalt verfügbar ist, bereitzustellen.18
In einer NetzDG-Beschwerde können von den Nutzer*innen und Beschwer-
destellen in einer Beschwerde mehrere Inhalte aufgeführt werden.19 So sind
zuletzt im Zeitraum zwischen 1. Juli 2020 und 31. Dezember 2020 4.211 Netz-
DG-Beschwerden eingegangen, in denen insgesamt 4.401 Inhalte referenziert
worden sind. Facebook gibt in seinen Halbjahresberichten die Anzahl der
Beschwerden aufgegliedert nach Einzelbeschwerden und Meldungen von
Beschwerdestellen an. Auch die Gesamtzahl der gemeldeten Inhalte wird
angegeben, jedoch ohne genauere Ausführungen. Die detaillierte Aufschlüs-
selung nach den Beschwerdeführer*innen und Beschwerdestellen findet somit
keine Anwendung bezogen auf die Anzahl der gemeldeten Inhalte.
Des Weiteren werden in den Halbjahresberichten die Beschwerden nach dem
durch den*die Beschwerdeführer*in genannten Grund differenziert. Hierbei
führt Facebook die Straftatbestände aus dem Strafgesetzbuch gemäß der in § 1
Abs. 3 NetzDG genannten Straftatbestände einzeln auf. Eine Ausnahme bilden
nur die §§ 129 bis 129b StGB, die zusammengefasst dargestellt werden. In einer
Beschwerde können für einen Inhalt mehrere Gründe der Rechtswidrigkeit
genannt werden, weshalb die Gesamtzahl der Beschwerdegründe die
Gesamtzahl der Beschwerden übersteigt. Bei den im Zeitraum zwischen
16 Vgl. Eifert et al.: Evaluation des NetzDG im Auftrag des BMJV, 2020, S. 98 ff.
17 Vgl. 2. HJB 2020 Facebook, S. 4.
18 Vgl. 2. HJB 2020 Facebook, S. 3.
19 2. HJB 2020 Facebook, S. 4.
1. Vergleichsanalyse zu Halbjahresberichten
59
1. Juli 2020 und 31. Dezember 2020 eingegangenen Beschwerden dominieren
mit Tatbeständen der Beleidigung (1.526), der Üblen Nachrede (1.157), der
Verleumdung (772) und der Volksverhetzung (1.152) Deliktsbereiche, welche
dem Beschwerdesujet der „Hassrede“ zugeordnet werden können.20
(3) YouTube
YouTube führt in seinen Halbjahresberichten aus, dass nur „rechtswidrige
Inhalte im Sinne des NetzDG“ in die Statistik aufgenommen werden.21 Auch
hier können – wie bei Facebook – in einer Beschwerde mehrere Inhalte (z. B.
mehrere Videos oder Kommentare) gemeldet werden. YouTube gibt aus-
schließlich Auskunft zur Anzahl eingegangener gemeldeter Inhalte, nicht
jedoch zu der Anzahl eingegangener Beschwerden. Dies stellt zwar eine
Abweichung vom Wortlaut des § 2 Abs. 2 Nr. 2 NetzDG dar,22 begründet aber
eine konsistentere Gesamtdarstellung mit Blick auf die nach § 2 Abs. 2 Nr. 7
zu berücksichtigenden Löschungen oder Sperrungen „des beanstandeten
Inhalts“. Hiernach wurden im Zeitraum zwischen 1. Juli 2020 und 31. De-
zember 2020 über Beschwerdestellen und Nutzer*innen insgesamt 323.792
Inhalte gemeldet.23
Die gemeldeten Inhalte werden nach Beschwerdeführer*in und Beschwer-
degrund detailliert aufgeschlüsselt, wobei die Beschwerdegründe in sieben
Inhaltskategorien rubriziert werden,24 welche die 21 Straftatbestände des § 1
Abs. 3 NetzDG zusammenfassen sollen. Seit den Halbjahresberichten für das
Jahr 2019 wird erläutert, welcher Straftatbestand welcher Inhaltskategorie
zugewiesen wird.25 Die Fassung der Beschwerdegründe in Inhaltskategorien
erlaubt eine bessere Vergleichbarkeit der Maßnahmen nach NetzDG einerseits
und eigenen Community-Richtlinien andererseits, welche YouTube – ohne
gesetzliche Verpflichtung – zusätzlich transparent macht.
20 Vgl. 2. HJB 2020 Facebook, S. 5 f.
21 Zuletzt in 2. HJB 2020 YouTube, S. 3.
22 Danach ist die „Anzahl der im Berichtszeitraum eingegangenen Beschwerden über
rechtswidrige Inhalte“ anzugeben, nicht der beschwerdegegenständlichen Inhalte.
23 2. HJB 2020 YouTube, S. 3.
24 (1.) Privatsphäre, (2.) Persönlichkeitsrechtsverletzung und Beleidigung, (3.) ungeeignete
und gefährliche Inhalte, (4.) pornografische Inhalte, (5.) terroristische und verfassungs-
widrige Inhalte, (6.) Hassrede oder politischer Extremismus sowie (7.) Gewalt.
25 Siehe zuletzt 2. HJB 2020 YouTube, S. 15– 17. Diese Erläuterung fehlte noch in den älteren
Halbjahresberichten 2018.
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(4) Twitter
Ausweislich der Halbjahresberichte von Twitter werden alle Beschwerden
unabhängig davon berücksichtigt, ob sie zu Maßnahmen aufgrund eines
angenommenen Verstoßes gegen die Community-Standards oder das Netz-
werkdurchsetzungsgesetz (StGB-Tatbestände nach § 1 Abs. 3 NetzDG) führ-
ten. Zudem wird angegeben, dass „alle Beschwerden mitgezählt“ werden,
„ohne Rücksicht auf den von den Beschwerdeführern gewählten Meldeweg
oder die Kategorie“.26 Hierdurch können sich tendenziell wesentlich höhere
Zahlenangaben eingegangener Beschwerden ergeben als etwa bei dem
Sozialen Netzwerk Facebook, welches sich in den Halbjahresberichten im
Wesentlichen auf Beschwerden beschränkt, die über das NetzDG-Formular
eingegangen sind.27 Für den Zeitraum zwischen 1. Juli bis 31. Dezember 2020
gibt Twitter eine Gesamtzahl von durch Nutzer*innen und Beschwerdestellen
eingegangenen Beschwerden von 811.469 an.28
Offen in den Berichten des Dienstes Twitter bleibt, ob eine Beschwerde auch
mehrere Inhalte betreffen kann. Diesseitige Berechnungen lassen jedoch
plausibel erscheinen, dass pro Beschwerde nur ein Inhalt gemeldet werden
kann. Twitter stellt für den Beschwerdeeingang eine Tabelle über die
Gesamtzahl der Beschwerden, aufgeschlüsselt nach Nutzer*innen und
Beschwerdestellen zur Verfügung. Auch wird angegeben, wie viele
Beschwerden eingegangen sind und bei wie vielen Beschwerden eine Maß-
nahme ergriffen worden ist. Maßnahmen heißt in diesem Zusammenhang,
„dass der gemeldete Inhalt entweder (1) aufgrund eines Verstoßes gegen die
Twitter Allgemeinen Geschäftsbedingungen oder die Twitter Regeln gänzlich
von der Plattform entfernt wurde oder (2) in Deutschland zurückgezogen
wurde“, wonach bei Letzterem ein Verstoß gegen das NetzDG festgestellt
worden ist.29
Des Weiteren listet Twitter alle Beschwerdegründe nach den in § 1 Abs. 3
NetzDG genannten Straftatbeständen auf und ordnet diese differenziert nach
Nutzer*innen und Beschwerdestellen, dem*der jeweiligen Beschwerdefüh-
rer*in zu.
26 Vgl. zuletzt 2. HJB 2020 Twitter, S. 18.
27 Siehe hierzu oben IV.1.b) aa) (2).
28 2. HJB 2020 Twitter, S. 18.
29 1. HJB 2018 Twitter, S. 7; ebenso in 2. HJB 2018 Twitter, S. 13; 1. HJB 2019 Twitter, S. 12; 2.
HJB 2019 Twitter, S. 12; 2. HJB 2020 Twitter, S. 18.
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bb) Anzahl gesperrter/gelöschter Inhalte
(1) Aspekte und Befunde bzgl. aller drei Sozialen Netzwerke
Die in dieser Analyse betrachteten Sozialen Netzwerke prüfen die
Beschwerden zunächst nach den eigenen Community-Standards und erst
anschließend gegebenenfalls nach dem NetzDG.30 Es bleibt zum Teil unklar,
ob Inhalte, die aufgrund eines Verstoßes gegen die eigenen Standards gelöscht
worden sind, in den Halbjahresberichten als Beschwerde aufgezählt oder ob
diese herausgerechnet werden. Nach den Ausführungen ist aber wahr-
scheinlich, dass auch Inhaltsentfernungen nach den eigenen Community-
Standards mit angegeben werden und allein der von dem*der Beschwerde-
führer*in angegebene Grund eines vermeintlichen Verstoßes gegen einen
Straftatbestand des § 1 Abs. 3 NetzDG als hinreichend für die Ausweisung im
Halbjahresbericht angesehen wird.31
Dies entspricht auch dem Wortlaut der Berichtsvorgabe nach § 2 Abs. 2 Nr. 7
NetzDG. Denn hiernach ist die „Anzahl der Beschwerden, die im Berichts-
zeitraum zur Löschung oder Sperrung des beanstandeten Inhalts führten“
anzugeben, sodass der tatsächlich von dem Sozialen Netzwerk angenommene
Grund der Inhaltsentfernung unerheblich ist.
Alle sozialen Netzwerke verwenden schematische und tabellarische Darstel-
lungen, um die jeweiligen Berichtszahlen transparent zu machen.
(2) Facebook
Die von Facebook in den jeweiligen Halbjahresberichten erstellte Übersicht
gibt an, wie häufig eine Beschwerde gemäß den durch den*die Beschwerde-
führer*in angeführten Bestimmungen des deutschen Strafgesetzbuchs zur
Löschung oder Sperrung von Inhalten geführt hat.32 Im zuletzt veröffentlichen
Berichtszeitraum zwischen 1. Juli 2020 und 31. Dezember 2020 führten 1.117
NetzDG-Beschwerden zu einer Löschung oder Sperrung von insgesamt 1.276
Inhalten.33
30 Vgl. z. B. 2. HJB 2020 Facebook, S. 4; 2. HJB 2020 YouTube, S. 1; 2. HJB 2020 Twitter, S. 18.
31 Vgl. z. B. 2. HJB YouTube, S. 6, wonach in der Grafik zu entfernten Inhalten der „vom
Beschwerdeführer angegebene Beschwerdegrund“ wiedergegeben wird, „der nicht not-
wendig mit dem tatsächlichen Grund der Entfernung oder Sperrung identisch ist“.
32 Vgl. zuletzt 1. HJB 2020 Facebook, S. 11; 2. HJB 2020 Facebook, S. 11.
33 Vgl. 2. HJB 2020 Facebook, S. 11.
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Bei den tabellarischen Darstellungen der Anzahl der Löschungen/Sperrungen
differenziert nach Beschwerdegrund wird berücksichtigt, dass der*die
Beschwerdeführer*in für einen Inhalt mehrere Gründe der Rechtswidrigkeit
anführen kann. Wird eine Maßnahme ergriffen, wird der Inhalt in der Tabelle
„unter jeder in der Beschwerde genannten [StGB‐] Bestimmung“ aufgeführt.34
Die Summen der Beschwerden aufgeschlüsselt nach Straftatbeständen über-
steigen somit die Gesamtzahlen der tatsächlichen Beschwerden, die zur Lö-
schung oder Sperrung von Inhalten führten.
Weder nach den Berichtsvorgaben des § 2 Abs. 1 NetzDG gefordert noch
gesondert ausgewiesen wird in den Halbjahresberichten der Anteil entfernter
Inhalte an den in den Beschwerden gemeldeten Inhalten. Da dieser Wert aber
– insbesondere im Kontext der Diskussion über das Vorliegen bzw. Nicht-
Vorliegen von Overblocking35 – angeführt wird,36 erfolgt im Rahmen dieser
Teilevaluation eine gesonderte Berechnung und Ausweisung. Für Facebook
Abb. 5: Zahl der Inhaltsentfernungen infolge NetzDG-Beschwerden (Facebook)
34 Vgl. 1. HJB 2020 Facebook, S. 11; 2. HJB 2020 Facebook, S. 11.
35 Siehe zum Overblocking ausführlichen unten V.
36 Vgl. Bericht der Bundesregierung zur NetzDG-Evaluierung, 2020, S. 21; Löber/Roßnagel,
MMR 2019, 71, 73; ausführl. hierzu unten V.2.c).
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ergeben sich bei einer derart ermittelten „Löschquote“ über die Berichtszeit-
räume hinweg erhebliche Schwankungen zwischen ca. 20% und 38%.
Bei den so ermittelten „Löschquoten“ bleibt in Bezug auf Facebook unbe-
rücksichtigt, dass (1.) insbesondere seit 2020 der Großteil der Inhaltsentfer-
nungen proaktiv aufgrund automatischer Erkennung wegen Verstößen gegen
die eigenen Gemeinschaftsrichtlinien erfolgt37 und (2.) Beschwerden, die über
andere Meldewege als das NetzDG-Formular eingehen, nicht in die Halbjah-
resberichte mit einfließen.
(3) YouTube
YouTube stellt in ihren Halbjahresberichten die Anzahl der im jeweiligen
Berichtszeitraum gelöschten oder gesperrten Inhalte aufgeschlüsselt nach der
Art des*der Beschwerdeführers*in (Beschwerdestellen und Nutzer*innen) in
Zahlen und Diagrammen dar. Da – ebenso wie bei Facebook – eine
Beschwerde mehrere Inhalte betreffen kann, weicht die Anzahl der
Abb. 6: Anteil entfernter Inhalte an gemeldeten Inhalten (Facebook)
37 Z.B. im 1. Halbjahr 2020 insgesamt mehr als 32 Millionen Inhalte aus, gegen die „Maß-
nahmen wegen Hassrede“ seitens Facebook ergriffen worden sind; siehe hierzu oben
II.5.b).
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Beschwerden möglicherweise von der Zahl der entfernten Inhalte ab. Da § 2
Abs. 2 Nr. 7 NetzDG als Berichtsvorgabe nach dem Wortlaut die „Anzahl der
Beschwerden“ verlangt, die im Berichtszeitraum zur Löschung oder Sperrung
des beanstandeten Inhalts führten, ergeben sich möglicherweise geringfügige
Abweichungen. Diese sind aber dem Umstand geschuldet, dass der Gesetz-
geber bei der Fassung der Norm eher nicht im Blick hatte, dass große Soziale
Netzwerke die Möglichkeit der Sammelbeschwerde implementieren.38 Die
Angabe der entfernten Inhalte, welche allesamt beschwerdebasiert sind,
entspricht mithin dem Telos der Norm und ist als rechtskonform anzusehen.
Die differenzierte Darstellung nach Beschwerdegründen erfolgt nach den
bereits dargestellten sieben Inhaltskategorien, nicht nach den 21 in § 1 Abs. 3
NetzDG genannten Straftatbeständen. Vor diesem Hintergrund bleibt – trotz
der abstrakt erfolgenden Zuordnungen der Inhaltskategorien zu den Straf-
deliktsbereichen – unklar, wie viele Entfernungen bezogen auf einzelne
Straftatbestände der §§ 86, 86a, 89a, 91, 100a, 111, 126, 129 bis 129b, 130, 131, 140,
166, 184b, 185, 187, 201a, 241 und 269 jeweils erfolgten. Auch dies ist aber nach
dem weiten Gesetzeswortlaut „Beschwerdegrund“ grundsätzlich zulässig.
YouTube entfernte nach dem im Januar 2021 veröffentlichten Bericht im
Zeitraum zwischen 1. Juli 2020 und 31. Dezember 2020 insgesamt 73.477
Inhalte.
Da der Anteil entfernter Inhalte an den insgesamt beschwerdegegenständli-
chen Inhalten – insbesondere im Kontext der Diskussion über das Vorliegen
bzw. Nicht-Vorliegen von Overblocking39 – häufig angeführt wird,40 erfolgt im
Rahmen dieser Teilevaluation eine gesonderte Berechnung und Ausweisung.
Für YouTube ergeben sich bei einer derart ermittelten „Löschquote“ über die
Berichtszeiträume hinweg Schwankungen zwischen ca. 21% und 27%.
Obwohl YouTube – ohne gesetzliche Verpflichtung – zusätzlich zwischen
Inhaltsentfernungen nach eigenen Community-Richtlinien und NetzDG dif-
ferenziert, erfolgt die nachfolgende Darstellung (aus Gründen der Vergleich-
barkeit mit den anderen Netzwerken) nur nach der Gesamtzahl aller Entfer-
nungen (AGB und NetzDG):
38 Insoweit finden sich keine Hinweise in den Gesetzesmaterialien; vgl. BT-Drs. 18/12356,
S. 20 ff.
39 Siehe zum Overblocking ausführlichen unten V.
40 Vgl. Bericht der Bundesregierung zur NetzDG-Evaluierung, 2020, S. 21; Löber/Roßnagel,
MMR 2019, 71, 73; ausführl. hierzu unten V.2.c).
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Bei den so ermittelten „Löschquoten“ bleibt in Bezug auf YouTube unbe-
rücksichtigt, dass (1.) insbesondere seit 2020 ein großer Anteil der Inhalts-
entfernungen proaktiv aufgrund automatischer Erkennung wegen Verstößen
Abb. 7: Zahl der Inhaltsentfernungen infolge NetzDG-Beschwerden (YouTube)
Abb. 8: Anteil entfernter Inhalte an gemeldeten Inhalten (YouTube)
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gegen die eigenen Gemeinschaftsrichtlinien erfolgt41 und (2.) nur Beschwerden
über angeblich rechtswidrige Inhalte im Sinne des NetzDG mit einfließen.42
(4) Twitter
Auch Twitter stellt in seinen Halbjahresberichten die Zahlen entfernter,
beschwerdegegenständlicher Inhalte tabellarisch und differenziert nach den
im NetzDG benannten Straftatbeständen dar. Es ist anzunehmen, dass bei
Twitter in einer Beschwerde nur ein Inhalt gemeldet werden kann, da die
Summe der eingegangenen Beschwerden aufgeschlüsselt nach Beschwerde-
grund mit den Zahlen der eingegangenen Beschwerden aus der zusammen-
fassenden vorangestellten Übersicht identisch ist (bis auf eine Ausnahme43).
Im Vergleich zu Facebook über- oder unterschreitet die Gesamtzahl der
Beschwerden aufgeschlüsselt nach Beschwerdegründen und Löschungen/
Sperrungen die Gesamtzahl der tatsächlichen Beschwerden somit nicht (bis
auf eine Ausnahme44).
Es kann neben der Meldung eines spezifischen Tweets aber auch ein Profil
gemeldet werden. Hier stellt sich die Frage, ob ggf. mehrere Inhalte eines
Profils unter einer Beschwerde in die Berichte einflossen oder ob mehrere
Inhalte aus einem Profil auch als solche gekennzeichnet worden sind. Die
Vergleichbarkeit zu den anderen Sozialen Netzwerken kann dadurch beein-
trächtigt sein, dass bei Twitter pro Meldung nur ein Grund für eine Rechts-
widrigkeit genannt werden kann.
Twitter verwendet hinsichtlich der Inhaltsentfernungen den Begriff der
„Maßnahme“, der nach der eigenen Definition umfasst, dass der gemeldete
Inhalt entweder „(1) aufgrund eines Verstoßes gegen die Twitter Allgemeinen
Geschäftsbedingungen oder die Twitter Regeln gänzlich von der Plattform
entfernt“ oder „(2) in Deutschland zurückgezogen wurde“, nachdem „aus-
schließlich ein Verstoß gegen das NetzDG festgestellt“ worden ist.45 Twitter
41 Siehe hierzu oben II.5.b).
42 Vgl. 2. HJB 2020 YouTube, S. 3.
43 Vgl. 2. HJB 2018 Twitter, S. 15 (Summe der Anzahl der eingegangenen Beschwerden von
Nutzer*innen ist um 1 weniger als die Summe der Anzahl der eingegangenen
Beschwerden von Nutzer*innen auf S. 13).
44 Vgl. 1. HJB 2019 Twitter, S. 16 (Summe der Anzahl der Beschwerden von Nutzer*innen, bei
denen eine Maßnahme ergriffen wurde, ist um 6 weniger als die Summe der Anzahl der
Beschwerden von Nutzer*innen, bei denen eine Maßnahme ergriffen wurde, auf S. 12)
45 Vgl. 2. HJB 2020 Twitter, S. 18.
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entfernte nach dem im Januar 2021 veröffentlichten Bericht im Zeitraum
zwischen 1. Juli 2020 und 31. Dezember 2020 insgesamt 118.797 Inhalte.46
Da der Anteil entfernter Inhalte an den insgesamt beschwerdegegenständli-
chen Inhalten – insbesondere im Kontext der Diskussion über das Vorliegen
bzw. Nicht-Vorliegen von Overblocking47 – häufig angeführt wird,48 erfolgt im
Rahmen dieser Teilevaluation eine gesonderte Berechnung und Ausweisung.
Für Twitter ergeben sich bei einer derart ermittelten „Löschquote“ über die
Berichtszeiträume hinweg Schwankungen zwischen ca. 9% und 16%.
46 Twitter führt hier gemäß § 2 Abs. 2 Nr. 7 NetzDG die Diktion der „Anzahl der
Beschwerden“, bei denen eine Maßnahme ergriffen wurde; dies dürfte aber der Zahl der
entfernten Inhalte entsprechen (s. o.).
47 Siehe zum Overblocking ausführlich unten V.
48 Vgl. Bericht der Bundesregierung zur NetzDG-Evaluierung, 2020, S. 21; Löber/Roßnagel,
MMR 2019, 71, 73; ausführl. hierzu unten V.2.c).
Abb. 9: Zahl der Inhaltsentfernungen infolge NetzDG-Beschwerden (Twitter)
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cc) Anteil der Löschungen/Sperrungen innerhalb von 24
Stunden
Soweit von den drei untersuchten Sozialen Netzwerken Maßnahmen bei
beschwerdegegenständlichen Inhalten erfolgten, wurden zum ganz überwie-
genden Teil die Löschungen und Sperrungen innerhalb von 24 Stunden vor-
genommen. Der Anteil der Entfernungen in Tagesfrist gegenüber Löschungen/
Entfernungen nach spätestens 7 Tagen beträgt in fast allen Halbjahreszeit-
räumen über 80%, in den meisten Berichten um die 90%.
Die Praxis der drei untersuchten Sozialen Netzwerke zeigt damit eine
Umkehrung gegenüber dem von dem Gesetzgeber intendierten Verfahren des
„Unverzüglich“-Regelfalls einer 7-Tages-Prüfung49 und einer lediglich aus-
nahmsweise in Fällen offensichtlicher Rechtswidrigkeit angeordneten 24-
Stunden-Frist.50
Abb. 10: Anteil entfernter Inhalte an gemeldeten Inhalten (Twitter)
49 Vgl. § 3 Abs. 2 Nr. 3 NetzDG, wonach die Pflicht begründet wird, „jeden rechtswidrigen
Inhalt unverzüglich, in der Regel innerhalb von sieben Tagen nach Eingang der
Beschwerde“ zu löschen oder zu entfernen; hierzu etwa Knoke/Krüger, in: Gersdorf/Paal,
BeckOK Informations- und Medienrecht, 30. Edition 2020, § 3 NetzDG Rn. 24.
50 Durch die Regelfall-7-Tagesfrist sollte gerade verhindert werden, „dass soziale Netzwerke
aufgrund Zeitdrucks Beiträge löschen („chilling effect“)“, vgl. BT-Drs. 18/12356, S. 23; siehe
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Die Angaben im 2. Halbjahresbericht 2020 von Twitter sind ausweislich des
Berichts durch einen Sicherheitsvorfall in der zweiten Jahreshälfte 2020
beeinflusst. Die insoweit gegenüber den vorherigen Berichtszeiträumen aus-
gewiesene Zunahme der Meldungsbearbeitungen erst nach einer Woche wird
„hauptsächlich auf Arbeitssoftware- und Zugriffsprobleme“ zurückgeführt, die
„direkt aus dem Sicherheitsvorfall hervorgehen, den Twitter am 15. Juli 2020
festgestellt hat“.51 Die Angaben von Twitter zum 1. Halbjahr 2020 (89,3%)52
sowie davor im 2. Halbjahr 2019 (85,61%)53 weisen aber auf eine ähnliche
Lösch-/Sperrpraxis überwiegend innerhalb von 24 Stunden hin wie bei den
beiden anderen Sozialen Netzwerken Facebook und Twitter.
Abb. 11: Vergleich der Bearbeitungszeit der drei Sozialen Netzwerke
hierzu sowie zum Anteil von 24-Stunden-Entfernungen als Indiz für Overblocking unten
V.2.e) und 3.b).
51 2. HJB 2020 Twitter, S. 26. Zur weiteren Begründung wird ausgeführt: „Während dieses
Vorfalls haben Hacker eine kleine Anzahl von Mitarbeitern durch eine Telefon-Spear-
Phishing-Attacke angegriffen. (…) Die frühen Maßnahmen, die Twitter ergriffen hat, um
den Zugang zu internen Tools und Systemen zu beschränken, haben zu Verzögerungen
bei der Überprüfung von Supportanfragen durch Benutzer geführt. Dies betraf auch
Meldungen unter dem Netzwerkdurchsetzungsgesetz. In Folge kam es zu einem Rück-
stand bei den Meldungsbearbeitungen, der den in den obigen Tabellen beobachteten
Anstieg verursachte. Von allen Meldungen, die nach einer Woche bearbeitet wurden,
waren 99,8% eindeutig mit dem durch den Sicherheitsvorfall verursachten Rückstand
verbunden. (…)“.
52 Vgl. 1. HJB 2020 Twitter: < 24 h: 109.151 Beschwerden, < 48 h: 10.768 Beschwerden, <
7 Tage: 2.237 Beschwerden, > 7 Tage: 71 Beschwerden.
53 Vgl. 2. HJB 2019 Twitter: < 24 h: 117.437 Beschwerden, < 48 h: 17.739 Beschwerden, <
7 Tage: 1.767 Beschwerden, > 7 Tage: 227 Beschwerden.
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2. Ergebnisse einer Befragung zum NetzDG
a) Zielstellung und Methodik
aa) Zielstellung
Im Rahmen der vorliegenden Teilevaluation des NetzDG wurde – ebenso wie
bei der Evaluation im Auftrag des BMJV – davon ausgegangen, dass eine
ergänzende Befragung der vom NetzDG betroffenen Normadressaten weitere
Aufschlüsse über die Umsetzung und Funktionsweise des Gesetzes ergeben
könnten. Dies betrifft etwa die weitere Aufklärung unterschiedlicher Bewer-
tungsprämissen bei der Erstellung der jeweiligen Halbjahresberichte. Zum
anderen sollte über die Befragung den Sozialen Netzwerken Gelegenheit
gegeben werden, ihre Rechtsauffassungen zur Auslegung, Umsetzung und
Novellierung des NetzDG sowie ihre Erwägungen bei der Ausgestaltung der
international ausgerichteten Compliance darzulegen.
bb) Methodik
In interdisziplinär zusammengestellten Teams wurden anhand der Halbjah-
resberichte Expertenfragen entsprechend der oben dargestellten Zielstellun-
gen formuliert und im Anschluss selektiert und systematisiert. Eine Teilnahme
an der Befragung wurde nicht auf alle in den Anwendungsbereich des NetzDG
fallenden Sozialen Netzwerke erstreckt, sondern lediglich auf die Anbieter
Facebook, YouTube und Twitter. Alle drei Sozialen Netzwerke weisen eine
hohe Marktrelevanz in der Bundesrepublik auf, haben seit Inkrafttreten des
NetzDG ihre Compliance an dem Gesetz ausgerichtet und waren auch schon
zuvor im rechtspolitischen Prozess der Etablierung des Gesetzes beteiligt.
Zudem sind alle drei Netzwerke Gegenstand der Monitorings nach § 3 Abs. 5
NetzDG.54
Allen drei Sozialen Netzwerken wurde derselbe Fragenkatalog zur Verfügung
gestellt. Die Einzelfragen des Katalogs sowie die Antworten im Wortlaut
werden im Anhang des Berichtstextes dokumentiert.55
54 Siehe hierzu auch III.2.
55 Siehe unten Anhang VII.
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b) Umsetzung und Studienteilnahme
Am 27. 5. 2020 ist den drei Sozialen Netzwerken Facebook, YouTube und
Twitter der Fragenkatalog mit insgesamt 35 Einzelfragen zugesandt worden.
Die drei Teilnehmenden wurden darauf hingewiesen, dass die Befragung im
Rahmen der qualitativen Studie ohne formelle Vorgaben hinsichtlich des
Umfangs und der Ausgestaltung der Antworten erfolgt. Darüber hinaus wurde
es den Sozialen Netzwerken freigestellt, einzelne Fragen unbeantwortet zu
belassen oder nur teilweise zu beantworten, sofern z. B. eine Beantwortung
mit Rücksicht auf laufende Gerichtsverfahren oder aus sonstigen Gründen
nicht möglich erschien.
Alle drei Sozialen Netzwerke haben den Fragenkatalog bearbeitet an das
Forschungsteam zurückgesandt. Sowohl der Umfang der Beantwortung der
Fragen als auch die inhaltlich-spezifische Bezogenheit auf die jeweiligen
Einzelfragen wich dabei im Rücklauf voneinander ab. Soweit Ausführungen
der Sozialen Netzwerke nicht auf eine konkrete Frage bezogen waren, sondern
allgemeiner und zusammenfassend zu einem Fragenkomplex erfolgten, wurde
seitens des Forschungsteams aus Darstellungsgründen eine Zuordnung zu den
Einzelfragen nachträglich vorgenommen.
c) Auswertung der Befragung
aa) Allgemeine Fragen
(1) Einschätzung zu Auswirkungen des NetzDG
Im Rahmen der qualitativen Studie wurde zunächst gefragt, ob die Sozialen
Netzwerke mit Inkrafttreten des NetzDG Strukturen und Verfahren zu Nut-
zer*innenbeschwerden sowie die inhaltliche Prüfung und/oder Löschungen/
Sperrungen gegenüber der vormaligen Anwendungspraxis verändert bzw.
angepasst haben.
Infolge des NetzDG haben alle drei befragten Sozialen Netzwerke ein zwei-
stufiges Prüfverfahren etabliert. Die Inhalte, die durch die genannten Melde-
wege von Twitter, Facebook und YouTube erfasst werden, werden nach
Angaben der drei Sozialen Netzwerke zunächst nach den AGB bzw. Regeln der
einzelnen Plattformen (Community-Standards) überprüft. Inhalte, die dage-
gen verstoßen, werden weltweit von der Plattform entfernt. Gemeldete
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Inhalte, die nicht in diesem Schritt gelöscht wurden, werden dann nach dem
NetzDG bewertet. Wenn diesen Inhalten Straftatbestände zugeordnet werden
können, erfolgt bei allen drei Sozialen Netzwerke eine Sperrung in Deutsch-
land.56
Das Soziale Netzwerk Twitter nahm nach eigenen Angaben eine Anpassung
des Meldeweges für Nutzer*innen vor, die aus Deutschland Beschwerden
melden. Registrierte und nicht registrierte Nutzer*innen aus Deutschland
können hiernach Inhalte, die den Straftatbeständen aus dem NetzDG zuor-
denbar sind, über die App von Twitter oder ein Formular melden. Zusätzlich
wurden interne Eskalationspfade für unklare Fälle geschaffen. Auf der Platt-
form Lumen können nach Angaben des Dienstes Informationen über durch
Twitter zurückgehaltene Inhalte in Deutschland gefunden werden.57
Auch YouTube nahm Veränderungen aufgrund des NetzDG auf seiner Platt-
form vor. Insbesondere wurden nach den Angaben des Sozialen Netzwerks
zusätzliche Meldemöglichkeiten für Beschwerden geschaffen: ein Meldefor-
mular für alle Nutzer*innen, das unmittelbar über den Link NetzDG-Be-
schwerden im YouTube-Hauptmenü oder über das YouTube-Impressum
erreichbar ist. Für angemeldete Nutzer*innen kann zusätzlich das Kästchen
„Meines Erachtens sollte dieser Inhalt gemäß dem Netzwerkdurchsetzungs-
gesetz gesperrt werden. Weitere Informationen“ im Flagging Prozess ange-
klickt werden. Daraufhin öffnet sich ein Formularfeld.58
Facebook entwickelte infolge des NetzDG nach eigenen Angaben ein
Beschwerdeformular, bei dem registrierte und nicht registrierte Nutzer*innen
Inhalte melden können. Das Formular wurde im Hilfebereich und im
Impressum von Facebook etabliert und ist nur für Personen in Deutschland
abrufbar.59
Die Frage, ob mehr strafbare/rechtswidrige Inhalte i.S.d. § 1 Abs. 3 NetzDG
gelöscht/gesperrt werden als vor Inkrafttreten des NetzDG, wurde von den
befragten Netzwerken uneinheitlich beantwortet.
56 Vgl. Qualitative Befragung Twitter, S. 2 (Frage 1) sowie Qualitative Befragung YouTube,
S. 3 (Frage 1) sowie Qualitative Befragung Facebook, S. 1.
57 Vgl. Qualitative Befragung Twitter, S. 2 (Frage 1).
58 Vgl. Qualitative Befragung YouTube, S. 2 (Frage 1).
59 Vgl. Qualitative Befragung Facebook, S. 1.
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YouTube geht davon aus, dass das NetzDG nicht dazu geführt habe, dass mehr
strafbare Inhalte nach § 1 Abs. 3 NetzDG entfernt worden sind. Jedoch würde
die YouTube Community bewusster das Thema Hass und Hetze wahrnehmen.
Auch trügen die vereinfachten Meldewege, die nach dem NetzDG eingeführt
wurden, dazu bei, dass YouTube-Nutzer*innen vermehrt Rechtsbeschwerden
einreichen.60
Im Kontext der (rechtspolitischen) Notwendigkeit des NetzDG wird seitens
des Videosharing-Dienstes YouTube ausgeführt: „Schaut man sich die Zahlen
in ihrer Gesamtheit an (allein 548.171.004 Richtlinien-Entfernungen im letzten
Quartal 2019), so kommt man zu dem Ergebnis, dass es sich nicht um »viele«
Fälle gehandelt haben kann, in denen zunächst keine Abhilfe geschaffen
wurde“.61
Auch Twitter stimmt nicht zu, dass vor dem NetzDG zu viele Fälle nicht
verfolgt oder gelöscht worden seien. Twitter habe schon länger eine Richtlinie
zu zurückgehaltenen Inhalten („Country Withheld Content“), die eine
Grundlage für die Entfernung von Inhalten nach örtlichem Recht bilde. Dies
sei bereits vor der Einführung des NetzDG in Deutschland möglich gewesen.62
Facebook unterstreicht ihr Anliegen, unabhängig von dem nach NetzDG
vorgesehenen Tätigwerden erst nach eingehenden Nutzer*innenbeschwerden
proaktiv gegen Hassrede vorzugehen. Auch bevor Dritte Meldewege in
Anspruch nehmen, bemühe sich Facebook, diese Inhalte zu entfernen.63 Die
Fortschritte in diesem Bestreben seien durch die Verbesserung der Gemein-
schaftsstandards und deren verbesserte Durchsetzung gelungen. Das Team,
das sich mit Sicherheitsfragen beschäftigt, zähle mittlerweile 35.000 Mitar-
beiter.64
Nach der Begründung des NetzDG sind neben der Löschung/Sperrung von
strafbaren/rechtswidrigen Inhalten weitere Zielstellungen des Gesetzes, einer
60 Vgl. Qualitative Befragung YouTube, S. 4 (Frage 2).
61 Vgl. Qualitative Befragung YouTube, S. 4 f. (Frage 3).
62 Vgl. Qualitative Befragung Twitter, S. 3 (Frage 3).
63 Siehe hierzu auch oben II.5.b).
64 Vgl. Stellungnahme zum Referentenentwurf eines Gesetzes zur Änderung des Netz-
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„Verrohung der Debattenkultur“ entgegenzuwirken sowie die Bekämpfung
von „strafbaren Falschnachrichten“ (Fake News). Auch hierzu gaben die
Sozialen Netzwerke eine Einschätzung.
Facebook erkennt die „Verrohung der Debattenkultur“ auch, weist jedoch
darauf hin, dass sich das NetzDG nicht mit „Kommunikationshygiene“ aus-
einandersetzt. Das NetzDG beziehe sich auf strafrechtlich relevante Inhalte
und habe somit keinen Einfluss auf verrohte Sprache. Auch Fake News könne
das NetzDG nicht verhindern, da diese meist legal seien.65
Twitter und YouTube verweisen auf ihre eigenen Bemühungen, gegen diese
Problematiken vorzugehen.66 Twitter habe Richtlinien und Regeln zu diesem
Zweck erweitert sowie deren Durchsetzung verschärft, in neue Technologie
investiert, neue Produkte und Funktionen eingeführt und sei bei der Kom-
munikation von Aktionen und Entscheidungen mit Nutzer*innen transpa-
renter geworden.67
(2) Rechtsverbindlichkeit des NetzDG (wg. Herkunftslandprinzip)
Seit der Einführung des NetzDG setzen die Sozialen Netzwerke die Vorgaben
des Gesetzes im Wesentlichen um. Unklar ist jedoch, ob die Umsetzung
freiwillig oder aufgrund der Anerkennung der Geltung des nationalen Rechts
erfolgt. Denn der nach § 2a TMG maßgebliche Hauptsitz von Twitter, Face-
book und YouTube liegt jeweils in einem anderen EU-Mitgliedstaat (Irland).
Wegen des Herkunftslandprinzips (Art. 3 E-Commerce-RL) wird daher von
einer Europarechtswidrigkeit des NetzDG ausgegangen, soweit hierdurch
pauschal auch Soziale Netzwerke mit Sitz in anderen EU-Mitgliedstaaten
verpflichtet werden sollen.68
Bei dem Sozialen Netzwerk YouTube wird von einer Anwendung des Her-
kunftslandprinzips ausgegangen und angegeben, dass die Plattform die
NetzDG-Maßnahmen bisher lediglich freiwillig umsetze. Nach den Vorgaben
65 Vgl. Qualitative Befragung Facebook, S. 2 f.
66 Vgl. Qualitative Befragung Twitter, S. 4 sowie Qualitative Befragung YouTube, S. 7 (Fra-
ge 6).
67 Vgl. Qualitative Befragung Twitter, S. 4 (Frage 6).
68 Vgl. Eifert, in: Eifert/Gostomzyk, Netzwerkrecht, 2018, S. 24 sowie den Überblick bei
Hoven/Gersdorf aaO., § 1 NetzDG Rn. 9 und Liesching in: Spindler/Schmitz, TMG –
Kommentar, 2. Aufl. 2018, § 1 NetzDG Rn. 13 ff.
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des Herkunftslandprinzips gelte für YouTube irisches Recht.69 Auch wenn
keine Rechtsverbindlichkeit zur Einhaltung des NetzDG bestehe, halte sich
YouTube an die Vorgaben dieses Gesetzes. Twitter macht hingegen keine
Angaben zu der Rechtsverbindlichkeit des NetzDG70 und Facebook führt
lediglich aus, dass sie die Pflichten, die durch das NetzDG entstehen, trotz
ihrer Kritik an diesem Gesetz voll umsetzen.71
(3) Einschätzung zu Overblocking
Die drei Sozialen Netzwerke wurden mit Blick auf Befürchtungen eines „Ov-
erblockings“72 befragt, ob aufgrund der massiven Bußgelddrohung (§ 4 Netz-
DG) Soziale Netzwerke Inhalte im Zweifel auch dann löschen könnten, wenn
diese noch nicht strafbar, sondern noch von der Meinungsäußerungsfreiheit
gedeckt sind.
YouTube und Facebook führen übereinstimmend aus, dass versucht werde,
Overblocking zu vermeiden, es jedoch nicht auszuschließen sei.73 YouTube
teilt die Sorge, dass die Struktur des NetzDG zu einer übermäßigen Sperrung
von legitimen Inhalten führen könnte. Das Soziale Netzwerk bewertet die
Straftatbestände teilweise als schwierig greifbar. Die Rechtmäßigkeit der auf
YouTube geteilten Inhalte sei oft schwer zu bestimmen und solle in der Regel
besser von den zuständigen Gerichten beurteilt werden. YouTube weist darauf
hin, dass sie bei der Prüfung der gemeldeten Inhalte mit „größtmöglicher
Sorgfalt“ vorgehen, die „innerhalb der kurzen Fristen möglich“ sei.74 Zu den
ca. 90% nach 24 Stunden gelöschten Inhalten wird indes auch ausgeführt,
dass man „eine umgehende Bearbeitung – auch in Zweifelsfällen – vorzog, um
mögliche hohe Geldbußen zu vermeiden“.
Twitter verweist im Kontext von „Overblocking“ auf die Lumen Datenbank.
Auf dieser Plattform könne von Fall zu Fall überprüft werden, ob eine Art des
69 Vgl. Qualitative Befragung YouTube, S. 5 f. (Frage 4). Der Dienst YouTube wird für Nutzer
aus dem Europäischen Wirtschaftsraum und der Schweiz von der Google Ireland Ltd. mit
Sitz in Dublin, Irland angeboten.
70 Vgl. Qualitative Befragung Twitter, S. 3 (Frage 4).
71 Vgl. Stellungnahme zum Referentenentwurf, Facebook, S. 1.
72 Siehe hierzu auch oben II.2. und unten V.
73 Vgl. Qualitative Befragung Facebook, S. 2 sowie Qualitative Befragung YouTube. S. 7
(Frage 5).
74 Vgl. Qualitative Befragung YouTube, S. 7 (Frage 5).
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Overblockings stattgefunden habe. Twitter gibt keine eigene Einschätzung
dazu ab.75
bb) Angaben in den Halbjahresberichten
(1) Angaben zur Vergleichbarkeit von Berichtsinhalten
Im Kontext der Vergleichbarkeit der Angaben der drei Sozialen Netzwerke in
den Halbjahresberichten wurde gefragt, ob ausschließlich Beschwerden,
welche sich explizit auf einen NetzDG-Verstoß beziehen, beziehungsweise
über die NetzDG-Formulare eingehen, berücksichtigt werden oder ob auch
Meldungen über andere Kanäle ohne direkte Verstoßbegründung sowie
Beschwerden mit Bezug auf einen Verstoß gegen die Community-Standards
einbezogen werden.
Twitter und YouTube äußern diesbezüglich, dass alle Meldungen, welche auf
das NetzDG oder auf Straftatbestände des NetzDG direkt oder indirekt Bezug
nehmen, in die Transparenzberichte aufgenommen werden. Dabei sei es
unerheblich, ob die Beschwerden über das NetzDG-Meldeformular, als E-Mail
oder über andere Kanäle eingehen. Beschwerden ohne Verstoßbegründung
sowie Meldungen eines Verstoßes gegen die Community-Standards würden
von YouTube und Twitter in ihren Halbjahresberichten nicht berücksichtigt.76
Die Frage, ob Beschwerden, welche nach der Prüfung aufgrund der eigenen
Community-Standards gelöscht worden sind, in die Berichte einfließen,
bejahten sowohl YouTube als auch Twitter. Beide Netzwerke schließen alle
Löschungen und Sperrungen unabhängig vom Grund der Entfernung in die
Halbjahresberichte mithin ein.77
Aus den zurückgesendeten Dokumenten von Facebook lassen sich hinsicht-
lich dieser Fragen keine expliziten Antworten hinreichend eindeutig ent-
nehmen.
75 Vgl. Qualitative Befragung Twitter, S. 4 (Frage 5).
76 Vgl. Qualitative Befragung Twitter S. 6 f. (Fragen 9, 10, 12) sowie Qualitative Befragung
YouTube S. 12 f. (Fragen 9, 10, 12).
77 Vgl. Qualitative Befragung Twitter S. 6 f. (Frage 11) sowie Qualitative Befragung YouTube
S. 12 (Frage 11).
2. Ergebnisse einer Befragung zum NetzDG
77
(2) Meldewege und deren Inhalte im Vergleich
Zunächst wurden die drei Sozialen Netzwerke noch einmal gefragt, ob auch
nicht angemeldete Nutzer*innen die Möglichkeit einer NetzDG-Beschwerde
haben. Dies haben alle drei sozialen Netzwerke bestätigt.78 Zudem gaben
YouTube und Twitter bezogen auf die Frage, ob auch Nutzer*innen außerhalb
von Deutschland eine NetzDG-Beschwerde einlegen können an, dass im
Ausland kein Zugriff auf den NetzDG-Meldeweg bestehe, sodass nur deutsche
Nutzer*innen mit deutscher IP-Adresse solche Beschwerden einreichen kön-
nen.79 Facebook führt in seinen Antworten ebenfalls aus, dass das NetzDG-
Meldeformular für Personen innerhalb von Deutschland abrufbar sei.80
Mit Blick auf die Vergleichbarkeit der Anzahl der Beschwerden und den
gemeldeten Inhalten in den Halbjahresberichten bezog sich eine Frage darauf,
ob eine Beschwerde mehrere Inhalte enthalten kann. Nach Angaben von
Twitter können in einer Beschwerde nicht mehrere Inhalte gemeldet werden.
Das bedeutet, eine Beschwerde beinhaltet die Meldung über „einen
bestimmten Tweet, ein ganzes Konto oder ein Element des Kontos“81. Das
NetzDG-Meldeformular von YouTube hingegen ermöglicht es, mehrere
Inhalte in einer Beschwerde zu melden, gleiches gilt für Facebook.82 Dies
wurde zwar nicht von Facebook im Rahmen der Befragung erwähnt, jedoch
geht dies aus Eigenrecherchen zu dem Meldeformular sowie den Transpa-
renzberichten hervor. Indes merkt Facebook in den Antworten an, dass ein
Inhalt gegen mehrere Straftatbestände aus § 1 Abs. 3 NetzDG verstoßen
kann.83
Bezogen auf die Meldewege wurde letztlich noch der Fokus auf die Unter-
schiede zwischen den Beschwerdewegen der Nutzer*innen sowie der
Beschwerdestellen gelegt als auch auf die Frage, ob direkte Kommunikati-
onswege zwischen den zuständigen Prüfpersonen und den Beschwerdestellen
existieren. Beschwerdestellen sollen laut YouTube den gleichen Meldeweg wie
alle anderen Nutzer*innen verwenden, um Verstöße gegen das NetzDG zu
78 Vgl. Qualitative Befragung Twitter S. 7 (Frage 13) sowie Qualitative Befragung YouTube
S. 13 (Frage 13) und Qualitative Befragung Facebook S. 1.
79 Vgl. Qualitative Befragung Twitter S. 7 f. (Frage 15) sowie Qualitative Befragung YouTube
S. 13 (Frage 15).
80 Vgl. Qualitative Befragung Facebook, S. 1.
81 Qualitative Befragung Twitter, S. 7 (Frage 14).
82 Vgl. Qualitative Befragung YouTube S. 13 (Frage 14).
83 Vgl. Qualitative Befragung Facebook, S. 1.
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melden. Zwar existiere auch ein direkter Kontakt, allerdings könne YouTube
so nicht gewährleisten, dass Beschwerden darüber innerhalb der vorgegebe-
nen Zeit bearbeitet werden.84
Twitter und Facebook bieten nicht nur den standardisierten NetzDG-Melde-
weg für die Beschwerdestellen an, sondern auch weitere „offizielle Kommu-
nikationskanäle für Strafverfolgungsbehörden und Beschwerdestellen“85, wel-
che ebenfalls als Meldewege genutzt werden können. Allerdings ist hierbei zu
beachten, dass nach den Dokumenten von Facebook lediglich bestätigt wird,
die Inhalte würden nach deutschem Recht geprüft, was nicht ausschließlich
das NetzDG impliziert.86
(3) Analyse der Schwankungen in den Berichtszahlen
Die Halbjahresberichte der drei Sozialen Netzwerke weisen hinsichtlich der
Anzahl der Beschwerden bzw. der beschwerdegegenständlichen Inhalte
Schwankungen auf. Bezüglich der Frage, auf welche Ursachen diese
Schwankungen zurückzuführen sind, geben die Netzwerke unterschiedliche
Antworten. Twitter nennt folgende Gründe:87
· „[s]pezifische Ereignisse in Deutschland (z. B. der Anschlag in Halle, Kommunalwahlen,
Landtagswahlen, der Eurovision Song Contest usw.)“;
· „spezifische Ereignisse im Ausland (z.B. Anschlag in Christchurch)“;
· „zeitweise einige wenige Accounts die sehr viele Inhalte melden“;
· „öffentliche (oder politische) Debatten über streitbare oder sensible Themen“.
Ähnliche aber auch weiterführende Erklärungen führt YouTube in den Ant-
worten aus:88
· „Mediale Berichterstattung, wie z.B. die Einführung neuer Meldewege oder die Ände-
rungen von Richtlinien;
· Tagesgeschehen, wie z. B. Attentate;
84 Vgl. Qualitative Befragung YouTube S. 13 f. (Frage 16).
85 Qualitative Befragung Twitter, S. 8 (Frage 16); ähnlich in Qualitative Befragung Facebook,
S. 1.
86 Vgl. Qualitative Befragung Facebook, S. 1.
87 Vgl. Qualitative Befragung Twitter, S. 8 (Frage 17).
88 Vgl. Qualitative Befragung YouTube, S. 14 (Frage 17).
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· Trends, wie z.B. bestimmte (gefährliche) Challenges, die vor allem Jugendliche auf-
greifen;
· Durch Dritte (wie z.B. NGOs) durchgeführte, umfangreiche Meldungen und Tests.“
Facebook benennt keine möglichen Ursachen für Schwankungen in den
Berichtszahlen und spricht sich gegen eine Verpflichtung zur Angabe von
möglichen Gründen für die Veränderungen aus.
cc) Angaben zur Beschwerdeanzahl mit Löschfolge
(1) Details zu Zählweise und Verhältnis AGB- zu NetzDG-Löschungen
Die Netzwerke wurden weiterhin danach befragt, ob in den Transparenzbe-
richten die Anzahl der Beschwerden oder der Inhalte mit Lösch- bzw.
Sperrfolge angegeben werden. Wie bereits erläutert wurde, kann bei Twitter
nur ein Inhalt pro Beschwerde gemeldet werden.89 Bei Facebook und YouTube
hingegen sind mehrere Inhalte in einer Beschwerde möglich. YouTube weist
darauf hin, dass bezüglich der Löschungen/Sperrungen die Inhalte einzeln
aufgeführt werden;90 Facebook hingegen schlüsselt die Beschwerden mit
Lösch- und Sperrfolge nach den angegebenen Straftatbeständen auf, wobei
eine Beschwerde mehrere Inhalte mit mehreren Straftatbeständen beinhalten
kann. Facebook gibt jedoch in jedem Transparenzbericht eine kurze Erläu-
terung, wie viele Beschwerden und Inhalte zur Löschung/Sperrung geführt
haben.91
Wie bereits erläutert, wurde weiter gefragt, ob Beschwerden, welche infolge
von Verstößen gegen die Community-Standards gelöscht worden ist, in den
Berichten überhaupt beachtet werden. Sowohl Twitter als auch YouTube
bestätigen die Aufnahme dieser Beschwerden in den Halbjahresberichten, was
damit einhergeht, dass die Angaben zu Beschwerden mit Lösch- und Sperr-
folgen aufgrund der AGB mit denen aufgrund des NetzDG undifferenziert
zusammengefasst werden.92 Das Verhältnis zwischen den gelöschten Inhalten
aufgrund eines Verstoßes gegen die eigenen AGB sowie gegen das NetzDG
89 Vgl. Qualitative Befragung Twitter, S. 8 (Frage 18).
90 Vgl. Qualitative Befragung YouTube, S. 14 (Frage 18).
91 Vgl. 1. HJB 2018 Facebook, S. 7; ebenso in 2. HJB 2018 Facebook S. 9 f.; 1. HJB 2019
Facebook, S. 10 f.; 2. HJB 2019 Facebook, S. 11 f. und 1. HJB 2020 Facebook, S. 11 f.
92 Vgl. Qualitative Befragung Twitter, S. 9 (Frage 19) sowie Qualitative Befragung YouTube,
S. 15 (Frage 19).
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weist YouTube in den Transparenzberichten zusätzlich aus, allerdings unter
dem Hinweis, dass dies auf freiwilliger Basis geschehe, da „dies keine recht-
liche Verpflichtung nach dem NetzDG“ sei.93 Hiernach hat YouTube im ersten
Halbjahresbericht 2019 82%, im zweiten Halbjahresbericht 2019 ca. 95%
aufgrund der eigenen Community-Standards gelöscht. Bezogen auf alle Lö-
schungen und Sperrungen in dem gesamten Zeitraum 2018 bis 2019 gibt
Twitter an, 75% aufgrund eines Verstoßes gegen die eigenen AGB und 25%
der Inhalte aufgrund eines NetzDG-Verstoßes gelöscht zu haben.94
Den Antworten von Facebook lassen sich diesbezüglich keine näheren
Informationen entnehmen, jedoch äußert Facebook, von Juli bis September
2019 rund 7 Millionen Inhalte gelöscht zu haben, da sie gegen die AGB hin-
sichtlich der Hassrede verstoßen haben.95
(2) Details zur Verfahrensweise bei Sperrung von Inhalten in Deutsch-
land
Wenn Inhalte gegen die Straftatbestände des NetzDG verstoßen, müssen diese
deutschlandweit gesperrt werden.96Wie diese Sperrungen durch die einzelnen
Netzwerke durchgeführt werden und wie garantiert wird, dass diese Inhalte
auch nach abermaligem Teilen nicht erneut in Deutschland sichtbar werden,
wurde an dieser Stelle gefragt.
Allerdings wurden nur von der Plattform YouTube konkrete Ausführungen
gemacht. YouTube entfernt – wie bereits dargelegt – die meisten gemeldeten
Inhalte aufgrund der Community-Standards durch weltweite Löschung. Die
restlichen, das NetzDG betreffenden Beschwerden werden „über die deutsche
YouTube Landesdomain gesperrt, so dass sie YouTube Nutzern, die
Deutschland als Land in ihren Einstellungen hinterlegt haben, nicht mehr
angezeigt werden.“97 Genauere Informationen darüber, wie sichergestellt wird,
dass alle deutschen Nutzer*innen Deutschland als Land ausgewählt haben,
werden jedoch nicht gegeben.
93 Qualitative Befragung YouTube, S. 15 (Frage 20).
94 Vgl. Qualitative Befragung Twitter, S. 9 (Frage 20) sowie Qualitative Befragung YouTube,
S. 15 (Frage 20).
95 Vgl. Stellungnahme zum Referentenentwurf, Facebook, S. 2. Siehe hierzu auch II.5.b).
96 Vgl. § 3 NetzDG.
97 Qualitative Befragung YouTube, S. 15 (Frage 21).
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Twitter gibt diesbezüglich an, die für Deutschland gesperrten Inhalte seien
weiterhin aus dem Ausland abrufbar. Zudem seien weitere Sperrungen für
andere Länder bei einer gültigen und rechtmäßigen Anfrage einer autori-
sierten Stelle nach Prüfung ebenfalls möglich. Wie die Umsetzung diesbe-
züglich erfolgt, wird jedoch nicht erläutert.98 Auch den Antworten von Face-
book ist keine spezifische Verfahrensweise für die Realisierung der
deutschlandweiten Sperrung von Inhalten zu entnehmen. Sie erklären ledig-
lich, dass erst auf Verstöße gegen das NetzDG geprüft wird, wenn keine
Verstöße gegen die eigenen AGB vorliegen. In einem solchen Fall würde die
Sperrung deutschlandweit erfolgen.99 Dies kann bereits den Halbjahresbe-
richten entnommen werden.100
(3) Korrektheit der StGB-Angaben der Beschwerdeführer*innen
In den NetzDG-Meldeformularen wird durch die Beschwerdeführer*innen
angegeben, gegen welchen Straftatbestand der Inhalt ihrer Meinung nach
verstößt. Fraglich ist dabei, inwieweit diese Angaben – zum Teil durch
juristische Laien – den nach der Prüfung tatsächlich verwirklichten Straftat-
beständen entsprechen. Während Facebook diesbezüglich keine Angaben
macht, äußert sich Twitter derart, dass alle Beschwerden unabhängig vom
angeblichen Beschwerdegrund auf alle Twitter-Regeln und -Richtlinien
geprüft würden. Wenn diesbezüglich kein Verstoß festgestellt werden konnte,
werde die Beschwerde hinsichtlich aller Straftatbestände des § 1 Abs. 3
NetzDG unabhängig von der Angabe aus der Beschwerde geprüft. Das
bedeutet, dass der angebliche Beschwerdegrund mit dem tatsächlichen Ver-
stoß nicht übereinstimmen muss.101
Eine ähnliche Vorgehensweise ergibt sich für die Plattform YouTube, wobei in
diesem Kontext angegeben wurde, dass es überwiegend Übereinstimmungen
gebe zwischen den Beschwerdeangaben und den tatsächlich virulenten
Prüftatbeständen. YouTube begründet dies, ähnlich wie in den Halbjahres-
berichten aufgeführt, mit dem vereinfachten Meldeverfahren, welches
dem*der Nutzer*in auf der Plattform geboten wird. Darin werden die 21
Straftatbestände des NetzDG in sieben allgemein verständliche Kategorien
98 Vgl. Qualitative Befragung Twitter, S. 9 (Frage 21).
99 Vgl. Qualitative Befragung Facebook, S. 1.
100 Vgl. z. B. 1. HJB 2020 Facebook, S. 4; ebenso in 1. HJB 2020 YouTube S. 22 f.; 1. HJB 2020
Twitter, S. 13.
101 Vgl. Qualitative Befragung Twitter, S. 9 f. (Frage 22).
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eingeteilt, was den Nutzer*innen ermögliche, mit mehr Sicherheit den rich-
tigen Beschwerdegrund anzugeben.102
(4) Beispiele für nach NetzDG gelöschte Inhalte
Sowohl Twitter als auch YouTube geben im Rahmen der Befragung an, dass
bei allen erst nach dem NetzDG gesperrten Inhalten vorab kein Verstoß gegen
die eigenen AGB festgestellt werden konnte.103 Auch Facebook gibt an, dass
erst, wenn kein Verstoß gegen die eigenen Community-Standards nachge-
wiesen wird, die Beschwerde hinsichtlich eines NetzDG Verstoßes geprüft
werde.104
Dies evoziert die Fragestellung, welchen inhaltlichen Verstoßkategorien zwar
ein NetzDG-StGB-Verstoß, jedoch kein AGB-Verstoß zugrunde liegt. Twitter
äußert sich diesbezüglich nur ungenau wie folgt: „Ein Verstoß hängt vom
jeweiligen Inhalt ab, da es eine Überschneidung zwischen unseren Nut-
zungsbedingungen bzw. Regeln und den Straftatbeständen des NetzDGs
gibt.“105 Dies sei unabhängig von den Verstoßkategorien.106 Während die
Antwort von Twitter nicht ein konkretes Beispiel benennt, sieht YouTube
Potenzial diesbezüglich in „verfassungsfeindlichen Symbolen, in Deutschland
verbotenen Organisationen oder bei äußerungsrechtlichen Delikten, bei
denen es vor allem um unwahre Tatsachenbehauptungen geht“.107 In diesem
Bereich könne es zu einer deutschlandweiten, jedoch nicht weltweiten
Sperrung von Inhalten kommen.
dd) Angaben zu Zeitspannen zw. Beschwerdeeingang und
Löschung
(1) Umgang mit Fristen
Bezüglich der Angaben zur Zeitspanne zwischen Beschwerdeeingang und
Löschung/Sperrung gem. § 2 Abs. 2 Nr. 8 NetzDG wurde gefragt, ob die der-
102 Vgl. Qualitative Befragung YouTube, S. 15 ff. (Frage 22); ähnlich in 1. HJB 2019 YouTube,
S. 11 ff.; 2. HJB 2019 YouTube, S. 11 f. und 1. HJB 2020 YouTube, S. 14 ff.
103 Vgl. Qualitative Befragung Twitter, S. 10 (Frage 23) und Qualitative Befragung YouTube,
S. 17 (Frage 23).
104 Vgl. Qualitative Befragung Facebook, S. 1.
105 Qualitative Befragung Twitter, S. 10 (Frage 24).
106 Vgl. ebd.
107 Qualitative Befragung YouTube, S. 18 (Frage 24).
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zeitige 24 Stunden-Frist bei „offensichtlich rechtswidrigen Inhalten“ und die 7-
Tage-Frist bei „rechtswidrigen Inhalten“ den Erfordernissen in der Anwen-
dungspraxis entspricht und ob unter diesen Vorgaben eine hinreichende
Inhaltsprüfung vorgenommen werden kann. Daneben wurde die Auskunft
erbeten, ob in bestimmten Fällen auch nach 7 Tagen keine eindeutige Fest-
stellung gemacht werden kann, ob ein Inhalt NetzDG-strafbar oder noch von
der Meinungsfreiheit gedeckt ist. Wie in solchen Fällen verfahren wird und
welche Gründe für die vorrangige Löschung innerhalb von 24 Stunden
angeführt werden können, war außerdem Gegenstand der weiteren Fragen in
diesem Kontext.
Bezüglich der Legitimierung der Löschfristen merkt Twitter an, dass es „nicht
viele“108 offensichtliche Fälle gebe, sondern überwiegend solche, bei denen
eine Offensichtlichkeit einer Rechtsverletzung gerade nicht vorliege. Die in
den Anwendungsbereich der Ehrverletzungs- und Äußerungsdelikte fallenden
Straftatbestände seien dem Sozialen Netzwerk nach hochgradig auslegungs-
bedürftig, daher müssen Faktoren wie Tonfall, Kontext, Übertreibung und
Verlauf der Diskussion in die Abwägung mit einfließen. Twitters Einschätzung
nach sei davon auszugehen, dass in bestimmten Fällen auch nach 7 Tagen
noch nicht rechtssicher geklärt werden könne, ob ein Inhalt NetzDG-strafbar
oder noch von der Meinungsfreiheit gedeckt ist. In diesen Fällen greife das
Soziale Netzwerk auf interne Eskalationswege und bei Bedarf auf externe
Anwält*innen zurück. Als Grund, weshalb die überwiegende Mehrzahl der
Löschungen/Sperrungen innerhalb von 24 Stunden erfolgt, gibt Twitter an,
dass sog. „offensichtliche rechtswidrige Inhalte“ innerhalb von 24 Stunden
begutachtet werden sollten. Die Unterscheidung könne nicht vorgenommen
werden, bevor der Inhalt nicht geprüft wird.109
Auch YouTube äußert sich kritisch gegenüber den „starre[n] Fristen“110 und
hält diese unter Berufung auf Art. 14 ECRL für europarechtswidrig. Die engen
Fristen setzten starke Anreize, Inhalte auf bloßen Zuruf im Zweifel und damit
in fast allen Fällen zu sperren, da die Feststellung der Rechtswidrigkeit der
meisten Straftatbestände nicht ohne Zweifel möglich sei. Dass YouTube im
ersten Halbjahr 2019 über 92% der Löschungen/Sperrungen von Inhalten
innerhalb von 24 Stunden vornahm, heiße jedoch nicht, „dass die Inhalte
108 Qualitative Befragung Twitter, S. 10 (Frage 25).
109 Vgl. Qualitative Befragung Twitter, S. 11 (Frage 28).
110 Qualitative Befragung YouTube, S. 18 (Frage 25).
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offensichtlich rechtswidrig waren, sondern lediglich, dass YouTube eine
umgehende Bearbeitung […] vorzog, um mögliche hohe Geldbußen zu ver-
meiden“.111 Wie Twitter bejaht auch YouTube die Frage, ob in bestimmten
Fällen auch nach 7 Tagen keine eindeutige Feststellung bezüglich einer
Strafbarkeit gemacht werden kann. Dabei betont YouTube, dass die Feststel-
lung einer offensichtlichen oder nicht offensichtlichen Rechtswidrigkeit für
Diensteanbieter kaum ohne weiteres möglich sei. Die Bewertung dieser Tat-
bestände erfordere meistens Kenntnis bzw. die Ermittlung des zugrunde lie-
genden Sachverhalts. Außerdem fehle es den Diensteanbietern oftmals an den
erforderlichen Erkenntnismöglichkeiten. Es zeige die Praxis, dass sich ein
Großteil der beanstandeten Inhalte in einem Graubereich befände, da die
Inhalte selten als klar rechtswidrig oder als klar rechtmäßig eingestuft werden
könnten. Ausführlich gibt YouTube – wie Twitter – ebenfalls zu bedenken,
dass Sozialen Netzwerken häufig notwendige Informationen fehle, um eine
zügige und rechtlich fundierte Entscheidung zu treffen. In solchen Fällen der
Unklarheit greife YouTube auch auf eine externe, auf Strafrecht spezialisierte
Anwaltskanzlei zurück oder nutze die Selbstregulierungsstelle FSM.112
Facebook bemängelt bezüglich der vorgegebenen Löschfristen das Problem,
dass es an einer Definition des Merkmals der Offensichtlichkeit fehle. Da die
24-Stunden-Frist bei offensichtlich rechtswidrigen Inhalten an dieses Merkmal
anknüpft, wären vor allem im bußgeldbewehrten Bereich klarere Definitionen
vonseiten des sozialen Netzwerks wünschenswert. Heftige Äußerungen, die
auf den ersten Blick strafbar wirken, seien laut dem Netzwerk meist nicht
„offensichtlich rechtswidrig“. Facebook betont außerdem, dass Soziale Netz-
werke nicht die Ermittlungsbefugnisse haben, die Strafverfolgungsbehörden
haben. In Fällen, in denen die Rechtseinschätzung schwierig ist, konsultiere
Facebook externe spezialisierte Rechtsanwält*innen oder die FSM.113
(2) Verbesserungsvorschläge der befragten Sozialen Netzwerke
In diesem Zusammenhang wurde weiter die Frage adressiert, ob eine andere
Regelung von Löschfristen im NetzDG, wie z. B. längere Fristen oder mehr
111 Qualitative Befragung YouTube, S. 18 (Frage 25).
112 Vgl. Qualitative Befragung YouTube, S. 18 ff. (Frage 26, 27). Siehe zum tatsächlichen
Umfang der Konsultation der FSM V.3.d)aa).
113 Vgl. Qualitative Befragung Facebook, S. 3 f. Siehe zum tatsächlichen Umfang der Kon-
sultation der FSM V.3.d)aa).
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Flexibilität, den Anforderungen der Anwendungspraxis besser Rechnung
tragen würde.
Längere Fristen und mehr Flexibilität wurden von allen drei Sozialen Netz-
werken gewünscht. Twitter erklärt, dass die Anforderungen der Anwen-
dungspraxis im Falle einer verlängerten Bearbeitungszeit sowohl bei unge-
wöhnlich vielen Meldungen nach relevanten Ereignissen als auch bei Inhalten
in randständigen Sprachen besser getroffen würden.114
YouTube verweist hier auf den Aspekt der Unverzüglichkeit. Demnach bestehe
nach geltendem Recht die Verpflichtung, rechtswidrige Inhalte nach Meldung
unverzüglich zu sperren, d. h. ohne schuldhaftes Zögern. Dieser Ansatz werde
in der Praxis unter Beachtung der Verhältnismäßigkeit von den Gerichten
flexibel und sachgerecht genutzt und sei den starren Fristen des NetzDG
vorzuziehen.115
Facebook erhofft sich von einem flexibleren Modell mehr Effizienz im Prüf-
verfahren. Ein solches würde den Unternehmen erlauben, Inhalte zuerst zu
prüfen, die eine besonders schwere Straftat vermuten lassen, von denen eine
akute Gefahr ausgeht, oder solche, die sich besonders schnell verbreiten und
sehr schnell von vielen Nutzer*innen gesehen werden. Die Bevorzugung von
Inhalten mit besonders hohem Gefahrenpotenzial wäre dem Netzwerk zufolge
sinnvoller. Hier wird ebenfalls wieder der Bezug auf die E-Commerce-Richt-
linie hergestellt, deren Formulierung lediglich das Vermeiden von schuld-
haftem Zögern fordert.116
ee) Fragen zu Novellierungsentwürfen
Alle drei Sozialen Netzwerke sehen die im Gesetzgebungsverfahren befindli-
chen Novellierungsentwürfe des GBRH und des NetzDGÄndG117 überwiegend
kritisch. Dies betrifft etwa die Rechtmäßigkeit des § 3a NetzDG-E118 oder die
Einführung des Gegenvorstellungsverfahrens. Hierzu sowie zu den eigenen
114 Qualitative Befragung Twitter, S. 11 (Frage 29).
115 Vgl. Qualitative Befragung YouTube, S. 20 f. (Frage 29).
116 Qualitative Befragung Facebook, S. 4.
117 Siehe zu den wesentlichen Regelungsinhalten der beiden Gesetzesentwürfe oben II.3.a)
und b).
118 Vgl. Qualitative Befragung YouTube, S. 22 f. (Frage 30, 31).
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Novellierungsvorschlägen der drei Sozialen Netzwerke wird auf die im
Wortlaut dokumentierten Antworten im Anhang verwiesen.119
119 Siehe hierzu unten VII. Anhang 2.
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V. Anhaltspunkte für Overblocking
1. Auffassung der Bundesregierung
Wie bereits dargelegt worden ist, erheben die Wissenschaftlichen Dienste des
Deutschen Bundestages und die herrschende Meinung in der Rechtswissen-
schaft verfassungsrechtliche Bedenken gegen die Compliance- und Lösch-
struktur des NetzDG, da diese den Sozialen Netzwerken in der Praxis kaum
Zeit für sorgfältige Rechtsprüfungen lasse und eine übermäßige Entfernung
von – auch legalen – Inhalten im „Zweifelsfall“ (Overblocking) befördere.1
Demgegenüber führt die Bundesregierung auch nach Auswertung der beauf-
tragten Evaluation weiterhin aus, dass nach „derzeitigem Stand (…) keine
Anhaltspunkte dafür“ vorlägen, „dass das NetzDG systematisch unrechtmä-
ßige Entfernungen von Inhalten durch Soziale Netzwerke (Overblocking)
befördert“.2 Begründet wird dies durch a) eine vergleichsweise geringe
Löschquote, b) die Unzulässigkeit von Rückschlüssen aus Einzelfällen, c) auch
anderweitig rechtskonforme Löschungen (z. B. nach AGB) und d) Sicher-
heitsmechanismen wie Bußgeldbeschränkungen auf „systemisches Versagen“
und die Möglichkeit der Entscheidung durch eine Einrichtung der Regulierten
Selbstregulierung.
a) Im Evaluationsbericht der Bundesregierung wird ausgeführt, dass die
Anbieter in den „meisten Fällen nach der Prüfung eines Inhalts zu dem
Ergebnis kamen, dass der Inhalt auf eine Beschwerde hin nicht zu löschen“ sei.
Im Wortlaut wird seitens der Bundesregierung weiter ausgeführt:
„So wurde im Schnitt – bei Schwankungen zwischen den Anbietern – nur ein eher geringer
Anteil von ca. 20 Prozent der gemeldeten Beiträge entfernt oder gesperrt. Zu dem von
1 Siehe oben Punkt II. 2 sowie zur h.M. z. B. Feldmann, K&R 2017, 292, 295 f.; Hain/Ferreau/
Brings-Wiesen, K&R 2017, 433, 435; Heidrich/Scheuch, DSRITB 2017, 305, 315 f.; Koreng,
GRUR-Prax 2017, 203, 204; Ladeur/Gostomzyk, K&R 2017, 390 ff.; Liesching in: Spindler/
Schmitz, 2018, § 1 NetzDG Rn. 22 ff.; Lüdemann, in Eifert/Gostomzyk, Netzwerkrecht, 2018,
153, 156 ff.; Müller-Franken, AfP 2018, 1, 9; Nolte, ZUM 2017, 552, 555 ff.; Papier, NJW 2017,
3025, 3030; Wimmers/Heymann, AfP 2017, 93, 98; s.a. Frenzel, JuS 2017, 414, 415; Gug-
genberger, ZRP 2017, 98, 100; Hoven/Gersdorf in: Gersdorf/Paal, BeckOK Informations- und
Medienrecht, 2019, § 1 NetzDG Rn. 9 mwN.; a.A. Eifert, in Eifert/Gostomzyk, Netzwerk-
recht, 2018, 9, 35; Schwartmann, GRUR-Prax 2017, 317.
2 Aktuelle Informationen des BMJV, abrufbar unter https://www.bmjv.de/SharedDocs/
Gesetzgebungsverfahren/DE/NetzDGAendG.html; Bericht der Bundesregierung zur
NetzDG-Evaluierung, 2020, S. 21 f.
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Kritikern befürchteten »Durchwinken« der Beschwerden und einer quasi-automatischen
Entfernung der gemeldeten Inhalte ist es nach bisherigem Erkenntnisstand nicht
gekommen“.3
b) Zwar wird in dem Bericht der Bundesregierung eingeräumt, dass Einzelfälle
bekannt geworden seien, in denen die Rechtmäßigkeit der Löschung vor
Gericht in Streit stand. Dies habe aber nur Prüfungen „allein nach den
anbietereigenen Gemeinschaftsstandards“ betroffen, „nicht jedoch NetzDG-
Beschwerden“.4 Eine über Einzelfälle hinausgehende empirische Untersu-
chung im Rahmen der vom BMJV durch Eifert u. a. erstellten Evaluation des
NetzDG ist nicht erfolgt.5
c) Die Bundesregierung vertritt die Auffassung, dass aus den neben NetzDG-
Sperrungen erfolgenden Löschungen nach Community-Standards (AGB) nicht
per se ein Overblocking abgeleitet werden könne. Im Wortlaut wird in dem
Bericht der Bundesregierung ausgeführt:
„In Konstellationen, in denen der Inhalt wegen eines Verstoßes gegen die Gemein-
schaftsstandards entfernt wurde, der Inhalt aber nicht rechtswidrig im Sinne des NetzDG
ist, liegt allerdings auch nicht automatisch ein Fall von Overblocking vor. Andere Ver-
breitungsverbote (zum Beispiel Urheberrechtsgesetz, weitere Straftatbestände) und auch
die Gemeinschaftsstandards können die Inhalte einschränken, die zulässigerweise auf den
Plattformen der Anbieter verbreitet werden dürfen. Die Wirksamkeit solcher Beschrän-
kungen – insbesondere der nach Gemeinschaftsstandards – ist letztverbindlich durch die
Gerichte zu klären“.6
d) Die Bundesregierung führt in ihrem Evaluationsbericht weiter an, dass das
NetzDG so genannte „Sicherungsmechanismen zum Schutz vor Overblocking“
enthalte.7 Als gesetzliche Sicherungsmechanismen werden drei Komponenten
benannt:
· Bußgelddrohung nur bei „systemischem Versagen“: Den Anbietern der
sozialen Netzwerke drohe bei Fehlentscheidungen im Einzelfall kein Buß-
geld, sondern es komme auf die „Gesamtaufstellung des Systems“ an.
3 Bericht der Bundesregierung zur NetzDG-Evaluierung, 2020, S. 21.
4 Vgl. Bericht der Bundesregierung zur NetzDG-Evaluierung, 2020, S. 21 f.
5 Vgl. Eifert, Evaluation des NetzDG im Auftrag des BMJV, 2020, S. 51: „im Rahmen dieser
Evaluation mangels überprüfbaren Entscheidungsmaterials nicht leistbar“; siehe hierzu
auch oben III.1.b) sowie unten V.4.
6 Vgl. Bericht der Bundesregierung zur NetzDG-Evaluierung, 2020, S. 22.
7 Vgl. Bericht der Bundesregierung zur NetzDG-Evaluierung, 2020, S. 22.
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· Flexibilisierung der Fristenvorgaben zum Entfernen oder Sperren von
Inhalten: Bezogen wird sich insbesondere auf die Möglichkeit, die 7-Tages-
Frist in den Fällen des erst später im Gesetzgebungsverfahren eingefügten
§ 3 Abs. 2 Nr. 3 a) und b) NetzDG zu verlängern.
· Beteiligung von Selbstkontrolleinrichtungen: Nach dem Evaluationsbe-
richt wird schließlich „die Möglichkeit der Übertragung der Entscheidung
über die Rechtswidrigkeit von Inhalten an eine Einrichtung der Regulierten
Selbstregulierung“ ebenfalls als „Sicherungsmechanismus“ gegen Overblo-
cking qualifiziert.
In dem Evaluationsbericht der Bundesregierung wird nicht weiter überprüft,
ob und wie die als „Sicherungsmechanismen“ bezeichneten Komponenten in
der Praxis umgesetzt werden.
2. Eruierung von Overblocking-Kriterien
a) Einzelfallanalyse
aa) Ansatz und Methodik
Zur Ermittlung des Vorliegens eines Overblockings im Sinne einer übermä-
ßigen Entfernung von beschwerdegegenständlichen – auch rechtskonformen
– Inhalten im Zweifelsfall könnte zunächst die Erfassung von Einzelfällen in
Betracht kommen, in denen es seitens der Sozialen Netzwerke zu einer Lö-
schung/Sperrung gekommen ist, obwohl ersichtlich kein Verstoß gegen
Straftatbestände oder sonstige gesetzliche Bestimmungen vorgelegen hat.
Entsprechende Einzelfälle könnten etwa durch Auswertung öffentlicher
Berichterstattungen, anhängiger Gerichtsverfahren zu „Put-Back“-Ansprü-
chen8 oder auch Verlautbarungen betroffener Nutzer*innen der Sozialen
Netzwerke gesammelt und ausgewertet werden. So ließen sich etwa für das
8 Vgl. etwa die Konstellationen der grundlegenden Verfahren von OLG München NJW 2018,
3115, 3116 und OLG Dresden NJW 2018, 3111, 3112; vgl. auch die Konstellation von LG Berlin,
Beschl. v. 23. 03. 2018–31 O 21/18: „Die Deutschen verblöden immer mehr. Kein Wunder,
werden sie doch von linken Systemmedien mit Fake-News über ‚Facharbeiter‘, sinkende
Arbeitslosenzahlen oder Trump täglich zugemüllt“.
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Soziale Netzwerk Twitter9 nach einem Recherche-Pretest von fünf Stunden
Einzelfälle ermitteln, in denen es zumindest zu einer vorübergehenden Lö-
schung von Nutzer*inneninhalten oder gar der Sperrung des Accounts
gekommen ist. Ausweislich der Mitteilungen des Netzwerkbetreibers sind die
nutzer*innenbeschränkenden Maßnahmen etwa aufgrund folgender Aussa-
gen getroffen worden:
„Ich hätte gerne einen kleinen, putzigen Bud Spencer auf der Schulter sitzen, der jedem
kackbratzigen MNS-Verweigerer ein paar Ordnungsschellen verpasst“;
„@[…] Naja, mal eine kleine Vollbremsung oder eine kleine Slalomfahrt wären schon noch
drin gewesen“;
„@[…] @[…] Muhahahaha- willste mich totlabern?“;
„#Coronalleugner soll der Blitz treffen – aus Gründen – #twittersperrt @[…]“;
„kill Luxemburg. Rest ist egal“;
„@[…] @[…] Ach, ist doch nicht schlimm, wenn du meinen Genitalbereich maximal fas-
zinierend findest. Musste dich nicht für schämen“.;
„ https://t.co/AhR3FKTskO“;
„Kubicki schrieb jüngst sogar für die Achse des Guten. Steinigt ihn! https://t.co/
6QPe0PBpIv“;
„Derzeit sind bei der Leitstelle ALLE Intensivstationen in Nürnberg voll belegt, und mitten
in der Innenstadt feiern Querdenker eine Coronaparty. Es muss endlich hart durchgegriffen
werden, denn solche Aktionen sind nicht nur respektlos sondern kosten Menschenleben.
#nbg0301“;
„@[…] Grundgütiger! #GrüneVersenken #CeterumCenseoViridesEsseDelendas“;
„@[…] @[…] @[…] Ceterum censeo virides esse delendas. Oder einfach: #GrüneVersenken“;
„Da hat @[…] recht! #CeterumCenseoViridesEsseDelendas! #GrüneVersenken https://t.co/
cGd5c1QBU2“;
„@[…] Man könnte es für eine Dauersatiresendung halten, ja. Ich fürchte aber leider, das ist
ernst gemeint. Das ist der Nachwuchs einer Partei, die Regierungsverantwortung über-
nehmen möchte. Gute Nacht. #CeterumCenseoViridesEsseDelendas #GrüneVersenken“;
9 Das Soziale Netzwerk Twitter wurde für den Recherche-Pretest ausgewählt, da die
Monitoring-Berichte gemäß § 3 Abs. 5 NetzDG bei diesem Netzwerk den vergleichsweise
geringsten Anteil an erfolgten Entfernungen bei gemeldeten „eindeutig“ rechtswidrigen
Fällen aufgewiesen haben; siehe oben III.2.b) und c)bb).
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„Ich bin für postnatale Abtreibung bis zum 40. Lebensjahr. #VorsichtSatire“;
„Tag 2 des Waffen-SS-Gedenkens in #Budapest: Vergangene Nacht marschierten einige
tausend Menschen bis zu 60 km in den Budaer Bergen. Überall präsent: Hakenkreuze,
Hitler-Portraits, SS-Symbole. Aus Deutschland nahmen mehrere Gruppen organisierter
Neonazis teil. #TagderEhre #Ungarn“;
„Irgendwie wird man an den folgenden Satz erinnert, oder?: ‚Nur ein toter Indianer ist ein
gute Indianer‛ https://t.co/TPCvmVnqoy“;
„@[…] die boomer“;
„Was genau spricht eigentlich dagegen bei so einer #Querdenker – Demo mal mit nem
Traktor Gülle vorbei zu fahren und den kompletten Tank in die Menge zu entleeren?“;
„@[…] Dieben gehört die Hand abgehackt.“;
„@[…] Möge sie der Blitz beim Scheißen treffen. Mehrfach.“;
„cw suicide, transphobia TERFs are Nazis because they HAVE a ‚Endlösung‛ (final solution)
for trans people. ‚morally mandating trans people out of existence‛ cis allies need to be
ready to fight for us, because y’alls genderkin want us dead or dying by our own hands.“
„Syrische #Flüchtlinge legen sich mit Libanesen-Clan an! Die prompte Antwort des Mos-
lem-Clans: Sie fackeln das Lager der #Syrer kurzerhand ab! https:[…] #Libanon“;
„Möge Coronaleugner_innen der Blitz treffen! PS: Diese Aussage unterfällt der Mei-
nungsfreiheit. Mag Twitter anders sehen, aber hier haben sie halt einfach unrecht. https://t.
co/Twv6AAAv52“;
„@[…] @[…] Es steht euch natürlich frei auch abseits der Leuchte direkt zu spenden:
MISSION LIFELINE e.V. IBAN: DE 858509 0000 2852 260 08 BIC: GENODEF1DRS Volks-
bank Desden e.G. Seenotrettung ist kein Verbrechen!“;
„CN-Warning violence #TurkeyInvadesKurdistan since decades again and again. The
Turkish state committed all kinds of crimes and used dschihadist militias to murder
civilians. NATO is supporting this. http://t.co/rlDeLYpLbq CN-Warning violence #Tur-
keyInvadesKurdistan since decades again and again. The Turkish state committed all kinds
of crimes and used dschihadist militias to murder civilians. NATO is supporting this. http://
t.co/rlDeLYpLbq http://t.co/rlDeLYpLbq“;
„@[…] @[…] Also ich halte Transsexualität nicht für eine ‚Erfindung‛. Es gibt nun mal
Menschen, bei denen liegt eine Störung zwischen biologischem Geschlecht und psychi-
scher Wahrnehmung der eigenen Identität. Da kann natürlich niemand etwas für und es ist
ja auch nichts schlimmes.“;
„@[…] Aber es wäre doch rassistisch das zu kritisiere [sic!], weil die Sklavenhändler
Muslime sind und dAs IsT hAlT dErEn KuLtUr!!!11elf“;
„#Servicetweet für alle, die zur Vorbereitung auf die nächste #Polizei.kontrolle gerade
#Stammbaumforschung betreiben: Wenn ihr Vorfahren in Questenberg gefunden habt,
seid ihr fertig. Die Schädel dort haben Nazis vermessen und als mustergültig arisch gelobt.“;
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„Man sollte Covidioten-Demos mit Wasserwerfen fluten, dann können die mal zeigen, ob
sie wenigstens eine kleine Erkältung überleben.“;
„Wir sind wieder dahaaa! #Twitter hatte uns für 7 Tage gesperrt. Warum? Das könnt ihr
hier ⬇ nachlesen. Besonderen Dank an unsere Follower:innen, die uns treu geblieben
sind. Vielen Dank auch an die vielen Solidarisierungsbekundungen. Die taten verdammt
gut /TN https://[…]“;
„Auch die Fotounterschriften sind… teils fragwürdig, so hier ‚uhr besetzt wie frankreich‛.
Der nächste braune Skandal der #CDU-Jugend? /MS“.
Die Sperrung der meisten der zitierten Tweets wurde mit einem Verstoß gegen
die Twitter Regeln über „Missbrauch und Belästigung“ begründet. Die Scre-
enshots der im Recherche-Pretest ermittelten Sperrmeldungen unter Angabe
der Gründe und des betreffenden Inhaltes werden anonymisiert im Anhang
wiedergegeben.10
bb) Kritik
Zu bedenken ist allerdings, dass eine Einzelfallanalyse erheblichen methodi-
schen Einwänden ausgesetzt ist. Diese ergeben sich zunächst aus allgemeinen
wissenschaftstheoretischen Kritikpunkten an einer rein induktiven Methode.
Überdies kann aus einer eklektischen Einzelfallbetrachtung kein sicherer
Rückschluss auf die Gesamtheit der Phänomenologie gezogen werden.
Angesichts der seitens der Sozialen Netzwerke angegebenen hohen Zahlen
erfolgter Löschungen und Sperrungen wäre das Herausgreifen von bloßen
Einzelfällen dem Vorwurf des naiven Empirismus ausgesetzt. Insoweit ist dem
Bericht der Bundesregierung zuzustimmen, dass die bloße Betrachtung von
Einzelfällen keine sichereren Rückschlüsse auf Overblocking oder Underblo-
cking zuließe.11
Hinzu kommt, dass die Pretest-Recherche überwiegend nur Sperrungen nach
AGB/Nutzungsbedingungen ergeben hat, jedoch nicht nach dem NetzDG.
Dies bestätigt auch die teilweise in den Halbjahresberichten und teilweise im
Rahmen der Befragung angestellten Ausführungen, dass die meisten Lö-
schungen nach den eigenen Allgemeinen Geschäfts- und Nutzungsbedin-
gungen erfolgen, hingegen nicht unmittelbar aufgrund des Netzwerkdurch-
setzungsgesetzes.12 Zwar ist nicht ausgeschlossen und wird auch in der
10 Siehe unten IX. Anhang 4.
11 Vgl. Bericht der Bundesregierung zur NetzDG-Evaluierung, 2020, S. 21 f.
12 Siehe hierzu ausführlich unten V.2.d) und 3.a)dd).
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Evaluation im Auftrag des BMJV als „plausibel“13 angesehen, dass überwie-
gende, vorgelagerte AGB-Löschungen gerade durch die massiven bußgeld-
sanktionierten NetzDG-Vorgaben mit engen Löschfristen verursacht sein
könnten.14 Dies gilt vor allem dann, wenn AGB-Löschungen ebenfalls in der
nur nach dem NetzDG geforderten engen Frist von 24 Stunden erfolgen. Der
Nachweis, dass im Einzelfall sehr weitgehende Sperrungen nach den eigenen,
ggf. extensiv ausgelegten Vertragsbedingungen erfolgt sind, kann jedoch per se
keine solche Ursachenkorrelation begründen oder nahelegen.
cc) Ergebnis
Öffentlich gewordene Einzelfälle erfolgter Entfernungen oder Nicht-Entfer-
nungen beschwerdegegenständlicher Inhalte in Sozialen Netzwerken haben
nur eine geringe Aussagekraft in Bezug auf das Vorliegen eines systemischen
und v. a. durch das NetzDG verursachten Overblockings. Denn insoweit ist
auch immer denkbar, dass die im Einzelfall erfolgte Entfernung/Nicht-Ent-
fernung auf eine Fehlbewertung im Rahmen der Einzelprüfung zurückgeht
oder mit der Begründung eines Verstoßes gegen weit gefasste AGB-Regeln
legitimiert wird. Eine über den dargestellten Recherche-Pretest hinausge-
hende Einzelfallbetrachtung und -auswertung erfolgt daher im Rahmen der
vorliegenden Teilevaluation nicht.
b) Umfassendes Monitoring der Beschwerdebearbeitung
aa) Ansatz und Methodik
(1) Angesichts der dargelegten methodischen und wissenschaftstheoretischen
Kritik an der Betrachtung von Einzelfällen wären im Rahmen empirischer
Ansätze breitere Untersuchungen erforderlich, welche deutlich über den
Einzelfall hinausgehen und etwa systematisch nach Deliktsgruppen der § 1
Abs. 3 NetzDG differenziert ein umfassendes Monitoring der Beschwerdebe-
arbeitungen durch Soziale Netzwerke vornehmen. Hierauf basierend können
Auswertungen mit Blick auf ein übermäßiges Entfernen betreffender Inhalte
erfolgen, welche über den Einzelfall hinausgehen.
Möglich wäre dies etwa in der Form, dass durch juristische Fachkräfte the-
matisch-inhaltliche Kategorien gebildet werden, welche den nach § 1 Abs. 3
13 Vgl. Eifert, Evaluation des NetzDG im Auftrag des BMJV, 2020, S. 53.
14 Siehe hierzu ausführlich unten V.2.d) und 3.a)aa).
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NetzDG relevanten Straftatbestandsgruppen und auch den nach Community-
Standards auf den Sozialen Netzwerken untersagten Inhalten entsprechen
(z. B. Hassrede, Achtung des Persönlichkeitsrechts anderer Personen, sexua-
lisierte Inhalte, Gewalt etc.). Im Rahmen der gebildeten thematischen Cluster
könnten im Weiteren eine Vielzahl von Fällen in Beschwerdeverfahren den
Sozialen Netzwerken zur Kenntnis gebracht und deren Reaktion und Bear-
beitung dokumentiert werden.
(2) Das NetzDG sieht in § 3 Abs. 5 NetzDG die Möglichkeit der Einrichtung
einer Monitoring-Stelle vor. Nach der Amtlichen Begründung habe sich ein
solches Monitoring bereits vor Inkrafttreten des NetzDG in der Praxis „be-
währt“.15 Wie bereits dargelegt worden ist, ist zum 1. 1. 2019 eine Beauftragung
der Intelligent Data Analytics GmbH & Co. KG als Monitoring-Stelle i.S.d. § 3
Abs. 5 NetzDG erfolgt.16 Die drei Monitoring-Berichte lagen bei dieser Unter-
suchung vollumfänglich vor und konnten berücksichtigt werden.17
Wie bereits ausgeführt worden ist, deuten die Monitoring-Berichte nach
Inkrafttreten des NetzDG eher auf eine Verringerung bzw. Stagnation der
anteiligen Gesamtzahl der erfolgten Entfernungen gemeldeter rechtswidriger
Inhalte im Vergleich zum Monitoring vor Inkrafttreten des NetzDG hin.18
Allerdings sind die Befunde der Monitoring-Berichte i.R.d. § 3 Abs. 5 NetzDG
aufgrund der zum Teil intransparenten Methodik und der geringen Prüfzahlen
pro untersuchtem Sozialen Netzwerk und pro untersuchtem Strafdelikt nur
eingeschränkt aussagekräftig,19 worauf die Berichte selbst hinweisen. Sie
können daher methodisch auch eher als Einzelfallanalyse20 denn als „umfas-
sendes“ Monitoring angesehen werden.
(3) Im Rahmen der 2020 erfolgten Juristischen Evaluation des NetzDG im
Auftrag des BMJV werden die Monitoring-Berichte gerade hinsichtlich
erfolgter Inhaltsentfernungen bei gemeldeten „eindeutig“ rechtswidrigen Fäl-
15 Vgl. BT-Drs. 18/12356, S. 24 unter Verweis auf ein vormals von der Stelle „jugend-
schutz.net“ (vgl. § 18 JMStV) durchgeführtes „Monitoring der Beschwerdebearbeitung“.
16 Vgl. Bekanntmachung vergebener Aufträge VIII 1– 1400/33–5–81 8/2018; Bericht der
Bundesregierung zur NetzDG-Evaluierung, 2020, S. 18. Der Vertrag ist danach auf zwei
Jahre befristet.
17 Siehe hierzu oben III.2.
18 Siehe oben III.2.b) und c)bb).
19 Siehe hierzu oben III.2, insb. c)aa).
20 Hierzu oben V.2.a).
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len nahezu nicht berücksichtigt.21 Im Evaluationsbericht wird festgestellt, dass
eine eindeutige Beurteilung, ob das NetzDG zu Overblocking führt, eine
„umfassende inhaltliche Überprüfung“ voraussetze, wobei im Folgesatz
sogleich ausgeführt wird, dass eine solche Überprüfung „im Rahmen dieser
Evaluation mangels überprüfbaren Entscheidungsmaterials nicht leistbar“
sei.22 Inwieweit die Monitoring-Berichte nach § 3 Abs. 5 NetzDG nicht als
überprüfbares Entscheidungsmaterial angesehen werden, wird im Rahmen
der Juristischen Evaluation nicht ausgeführt.
bb) Kritik
Einem umfassenden Monitoring der Beschwerdebearbeitung stehen metho-
dische Einwände gegenüber. Denn in solchen Monitoring-Verfahren kann sich
die Untersuchung nicht auf eine neutrale Beobachtung der Phänomenologie
im Sinne einer rein induktiven Erfassung beschränken. Vielmehr muss der
Untersuchungsgegenstand (in Sozialen Netzwerken abrufbare Einzelinhalte)
ausgewählt und vorab rechtlich bewertet werden. Zudem muss die
Beschwerde von den mit der Untersuchung befassten Personen selbst initiiert
und eingereicht werden. Die Entscheidung darüber, ob ein Soziales Netzwerk
auf die Beschwerde hin „richtig“ im Sinne einer Entfernung bzw. Nicht-Ent-
fernung des betreffenden Inhaltes reagiert hat, hängt wiederum von der
Korrektheit der (straf‐)juristischen Voreinschätzung der mit der Untersuchung
befassten Personen ab.23 Insoweit sind strafjuristische Bewertungen gerade in
Bezug auf Verbreitungsdelikte komplex und erfordern aufgrund konkurrie-
render Verfassungsgüter (insb. Meinungsäußerungsfreiheit) normative
Abwägungsprozesse.
21 Vgl. zu den im Rahmen des Evaluationsbericht angegebenen, berücksichtigten Quellen:
Eifert, Evaluation des NetzDG. Im Auftrag des BMJV, 2020, S. 5 ff.; siehe aber auch die
subsidiäre Berücksichtigung des ersten Berichts (Testzyklus erstes Halbjahr 2019), ins-
besondere zur Darstellung der Meldewege: S. 30 ff.
22 Eifert, Evaluation des NetzDG im Auftrag des BMJV, 2020, S. 51.
23 Welche methodischen Schwierigkeiten und Fehleranfälligkeiten sich im Rahmen selbst
initiierter Beschwerdeverfahren nach eigenen Vorbewertungen ergeben können, zeigt
exemplarisch das im März 2020 veröffentlichte Policy Paper „NetzDG 2.0 – Untersuchung
zu den tatsächlichen Sperr- und Löschprozessen von YouTube, Facebook und Instagram“
des so genannten Counter Extremism Project (CEP) Berlin; vgl. CEP POLICY PAPER,
2020, S. 8, abrufbar unter:
https://www.counterextremism.com/sites/default/files/CEP%20NetzDG%202.0%20Policy
%20Paper.pdf.
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Ungeachtet der methodischen Herausforderungen wäre eine sowohl hin-
sichtlich repräsentativer Fallzahlen als auch hinsichtlich einer umfassenden
Berücksichtigung aller Delinquenzbereiche des § 1 Abs. 3 NetzDG hinrei-
chende Untersuchung mit einem erheblichen Aufwand verbunden. Diesen
umzusetzen, erscheint außerhalb einer mit Steuermitteln seitens der Bun-
desregierung gestützten Evaluation kaum möglich.
Denkbar wäre des Weiteren, bei der gesetzlich etablierten Monitoring-Stelle
des § 3 Abs. 5 NetzDG eine breitere Untersuchung der Beschwerdebearbei-
tung durch Soziale Netzwerke auch mit Blick auf ein mögliches Overblocking
durchzuführen. Hierfür wäre indes eine transparente Methodik und eine
Sicherstellung fachjuristischer Bewertungen untersuchungsgegenständlicher
Meldefälle hinsichtlich einer „offensichtlichen Rechtswidrigkeit“ i.S.d. § 3
Abs. 2 Nr. 2 NetzDG eine unerlässliche Vorbedingung.
cc) Ergebnis
Eine über Einzelfallanalysen hinausgehende quantitative Untersuchung auf
der Grundlage eines umfassenden Monitorings des Beschwerdeumgangs
Sozialer Netzwerke ist – neben den dargelegten methodischen Herausforde-
rungen – mit einem hohen Aufwand verbunden, der außerhalb einer mit
Steuermitteln seitens der Bundesregierung beauftragten Evaluation nicht
geleistet werden kann.
Die Befunde der Monitoring-Berichte i.R.d. § 3 Abs. 5 NetzDG sind aufgrund
der z. T. intransparenten Methodik und der geringen Prüfzahlen pro unter-
suchtem Sozialen Netzwerk und pro untersuchtem Strafdelikt nur einge-
schränkt aussagekräftig, worauf die Berichte selbst hinweisen.24 Soweit man
indes Rückschlüsse aus den Befunden der Monitoring-Berichte sowohl vor als
auch nach Inkrafttreten des NetzDG ziehen kann, deuten diese nicht auf ein
Overblocking durch die drei Sozialen Netzwerke hin. Ohne Kenntnis der von
der Monitoring-Stelle als „eindeutig rechtswidrig“ ausgesuchten Meldefälle
lässt sich dies indes nicht mit hoher Bestimmtheit sagen.
24 Siehe hierzu oben III.2.c).
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c) Bewertung von „Löschquoten“
aa) Ansatz und Methodik
Auf der Grundlage der Halbjahresberichte der Sozialen Netzwerke (§ 2
NetzDG) lässt sich die Zahl der eingegangenen Beschwerden bzw. der
beschwerdegegenständlichen Inhalte einerseits zu den daraufhin tatsächlich
erfolgten Löschungen/Sperrungen andererseits ins Verhältnis setzen. Bezüg-
lich einer derart ermittelten „Löschquote“ ließe sich die These entwickeln, dass
eine vergleichsweise geringe Quote gegen ein Overblocking spreche, hingegen
ein besonders hoher Anteil erfolgter Entfernungen von beschwerdegegen-
ständlichen Inhalten ein Indiz für Overblocking begründen könnte.
Entsprechend beruft sich die Bundesregierung darauf, dass die jeweils
ermittelte Löschquote nicht für das Vorliegen von Overblocking spreche, da
der überwiegende Anteil beschwerdegegenständlicher Inhalte gerade nicht
gelöscht werde.25
Auch in der Rechtsliteratur wird teilweise davon ausgegangen, dass eine
Sperrung oder Löschung von 27%, 10% und 21% der beanstandeten Inhalte
nicht zu der Annahme verleite, „die Online-Plattformen bemühten sich,
möglichst viele Inhalte zu unterdrücken, um sich nicht angreifbar zu
machen“.26 Sie ließen eher vermuten, „dass eine spezifische, an dem Schutz der
Meinungsfreiheit orientierte Prüfung der Beanstandungen“ stattfinde.27 Das
Gegenteil könne nur angenommen werden, wenn jeweils im Einzelfall geprüft
würde, ob Fehlentscheidungen zu Lasten der Meinungsfreiheit der Nut-
zer*innen getroffen worden sind.28
Im Rahmen der vom BMJV beauftragten Juristischen Evaluation kommt Eifert
hingegen nicht zu der Einschätzung, dass aus der Löschquote Rückschlüsse
auf das Vorliegen bzw. Nicht-Vorliegen von Overblocking gezogen werden
könnten.29 Allerdings wird in seiner Studie auch teilweise von einer Lösch-
bzw. Entfernungsquote von „knapp zwei Dritteln“ ausgegangen.30 Wie bereits
dargelegt worden ist, sind die in der Juristischen Evaluation ermittelten
25 Vgl. Bericht der Bundesregierung zur NetzDG-Evaluierung, 2020, S. 21.
26 Vgl. Löber/Roßnagel, MMR 2019, 71, 73.
27 Löber/Roßnagel, MMR 2019, 71, 73.
28 Vgl. Löber/Roßnagel, MMR 2019, 71, 73.
29 Vgl. Eifert, Evaluation des NetzDG im Auftrag des BMJV, 2020, S. 51.
30 Vgl. Eifert, Evaluation des NetzDG im Auftrag des BMJV, 2020, S. 51.
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Anteile erfolgter Entfernungen an den beschwerdegegenständlichen Inhalten
zum Teil fehlerhaft und weichen erheblich von den korrekten Quoten ab.31
bb) Kritik
Die Berücksichtigung der Löschquote als Indiz für oder gegen ein Overblo-
cking unterliegt dennoch erheblichen Bedenken. Denn ein vergleichsweise
niedriger Anteil von NetzDG-Entfernungen aufgrund eingegangener
Beschwerden kann auf unterschiedliche Gründe zurückzuführen sein, die mit
systematischem Over- oder Underblocking nicht in Zusammenhang stehen.
Eifert benennt im Rahmen seiner Evaluation zutreffend den Umstand, dass die
meisten Beschwerden von juristischen Laien eingereicht würden, und daher
„Beschwerdeführer*innen zahlreiche Inhalte für rechtswidrig halten, deren
Äußerung jedoch von der Meinungsfreiheit noch gedeckt ist“.32 Vor diesem
Hintergrund wäre aber auch denkbar, dass trotz einer niedrigen Entfer-
nungsquote gleichwohl ein Overblocking vorliegt, wenn namentlich nur den
zahlreichen Beschwerden über offensichtlich rechtskonforme Inhalte keine
Folge gegeben wird, im Übrigen aber eine Löschung im Zweifelsfall erfolgt.
Die in den Halbjahresberichten der Sozialen Netzwerke angegebenen Anteile
gesperrter/gelöschter Inhalte an gemeldeten Inhalten hängen erheblich von
den jeweils zugrunde gelegten Ausgangswerten ab. Überwiegend werden nur
solche Sperrungen berücksichtigt, welche über NetzDG-Meldeformulare ein-
gegangen sind und/oder aufgrund von StGB-Tatbeständen nach dem NetzDG
erfolgen, hingegen wird die ganz überwiegende Zahl der vorrangig nach AGB
geprüften und gelöschten Inhalte33 nicht oder nur zum Teil berücksichtigt.
Andere Soziale Netzwerke geben in den Halbjahresberichten die Gesamtzahl
aller eingegangen Beschwerden sowohl wegen NetzDG als auch behaupteten
AGB-Verstößen undifferenziert an, wobei die Richtigkeit der von den
Beschwerdeführer*innen gemachten Angaben ungeprüft übernommen wer-
den.34 Überprüfungen zur Korrektheit der Nutzer*innenangaben deuten indes
auf zum Teil erhebliche Fehlerquoten hin.35
31 Siehe hierzu oben III.1.b).
32 Vgl. Eifert, Evaluation des NetzDG im Auftrag des BMJV, 2020, S. 51.
33 Siehe hierzu auch II.5.b) und c) sowie V.2.d) und 3.a)dd).
34 Vgl. 2. HJB 2020 Twitter, S. 18, wo zu den Angaben zur undifferenzierten Gesamtzahl aller
eingegangenen Beschwerden ausgeführt wird: „Alle Daten basieren auf den von
Beschwerdeführern selbst angegebenen Informationen. Alle Beschwerden werden mit-
gezählt, ohne Rücksicht auf den von den Beschwerdeführern gewählten Meldeweg oder
die Kategorie“.
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Vor diesem Hintergrund ließen sich verlässliche Ableitungen aus den Ent-
fernungsquoten allenfalls dann ableiten, wenn von den Sozialen Netzwerken
jeweils differenziert die berücksichtigten/unberücksichtigten Meldewege, die
Beschwerdebegründungen und die vorgenommenen Entfernungen jeweils
differenziert nach Community-Standards und nach NetzDG-Fällen dargelegt
würden. Dies ist jedoch bei den meisten Sozialen Netzwerken nicht der Fall.
Schon bei den Zahlen zu den Anteilen gesperrter/gelöschter Inhalte bei den
hier untersuchten drei Anbietern Facebook, YouTube und Twitter werden
jeweils unterschiedliche Prämissen bei ihren Basiswerten zugrunde gelegt.36
Entsprechend ergibt sich für das 1. Halbjahr 2020 bei Facebook eine Entfer-
nungsquote von 38,22%, hingegen bei YouTube – bezogen auf die nach
NetzDG gesperrten Inhalte – von 0,89%.
Doch auch innerhalb der halbjährlichen Zahlen einzelner sozialer Netzwerke
ergeben sich zum Teil erhebliche dynamische Schwankungen. Während etwa
der Anteil gesperrter/gelöschter Inhalte an gemeldeten Inhalten bei Facebook
im 2. Halbjahr 2019 bei 24,40% lag, kam es im 1. Halbjahr 2020 zu einem
erheblichen Anstieg auf 38,22%. Die Bundesregierung müsste hiernach ebenso
wie ein Teil der Rechtsliteratur37 in der Folge ihrer Prämissen also von einem
Anstieg der Wahrscheinlichkeit von Overblocking aufgrund des Anstiegs der
angegebenen Entfernungsquote ausgehen. Dies ist freilich aufgrund der
breiten denkbaren Ursachenvarianz weder naheliegend noch wissenschaftlich
begründbar.
Aufgrund der vergleichsweise hohen Zahlen von Löschungen und Sperrungen
von Millionen Einzelinhalten insgesamt nach AGB und NetzDG38 sind
Löschquoten von ca. 20% als Argument gegen Overblocking auch nicht
plausibel. Ebenso verböten sich etwa Rückschlüsse auf die Rechtsstaatlichkeit
35 So führt etwa Twitter in dem im Januar 2021 veröffentlichten Halbjahresbericht in Bezug
auf die Anzahl der Beschwerden von Beschwerdestellen aus: „Wie oben beschrieben,
basieren alle Daten auf den von Beschwerdeführern selbst angegebenen Informationen.
Durch eine genauere Analyse der Beschwerden bei denen „Für eine Beschwerdestelle“
ausgewählt wurde, stellen wir fest, dass nur 0,7% dieser Meldungen von tatsächlichen
Beschwerdestellen stammen“; vgl. 2. HJB 2020 Twitter, S. 18.
36 Siehe die tabellarische Übersicht oben IV.1.a).
37 Vgl. Löber/Roßnagel, MMR 2019, 71, 73.
38 Siehe insbesondere zu den ganz überwiegend proaktiv erfolgenden Inhaltsentfernungen
oben II.5.b).
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und Achtung der Meinungsfreiheit in der Türkei aus einem ermittelten Fak-
tum, dass 98% aller Journalist*innen nicht im Gefängnis sitzen.39
Vollumfänglich unberücksichtigt wird bei den nur aus NetzDG-Halbjahres-
berichten ermittelten „Löschquoten“, dass die tatsächlich – in zunehmendem
Maße proaktiv vor einer Nutzer*innenbeschwerde – erfolgenden Löschungen
aufgrund Verstoßes gegen Community-Richtlinien wesentlich höher sind.
Facebook hat nach eigenen Angaben im 3. Quartal 2020 über 36 Millionen
Inhalte entfernt, davon 98,2% vor einer Nutzer*innenbeschwerde.40 YouTube
hat im 3. Quartal 2020 nach eigenen Angaben 7.872.684 Videos wegen Ver-
stoßes gegen Community-Richtlinien entfernt, davon 93,9% durch automa-
tische Erkennung. Im gleichen Zeitraum wurden 1.140.278.887 Kommentare
auf YouTube entfernt.41 Twitter hat im 1. Halbjahr 2020 insgesamt 1.927.063
Inhalte wegen Verstößen gegen ihre Twitter Regeln entfernt und zusätzlich
925.744 Accounts gesperrt.42 Diese Entfernungen von Inhalten werden in den
Halbjahresberichten und den hieraus ermittelten „Löschquoten“ zum Großteil
nicht berücksichtigt.
cc) Ergebnis
Der Juristischen Evaluation im Auftrag das BMJV ist im Ergebnis darin bei-
zupflichten, dass der prozentuale Anteil von erfolgten NetzDG-Entfernungen
an eingegangenen Beschwerden bzw. beschwerdegegenständlichen Inhalten
(„Löschquote“) kein geeignetes Kriterium und kein Anhaltspunkt für oder
gegen das Vorliegen von Overblocking ist. Dies gilt umso mehr, als die
zugrunde gelegtenWerte aus den Halbjahresberichten der Sozialen Netzwerke
bislang nicht alle hinreichend differenzieren jeweils nach berücksichtigten
Meldewegen, Beschwerdegründen und Entfernungen aufgrund von Commu-
nity-Standards (AGB) und NetzDG.
Doch auch unter diesen Voraussetzungen bleibt unklar und spekulativ, ob und
inwieweit vergleichsweise niedrige Löschquoten auch auf andere Ursachen
wie z. B. unsachgemäße Beschwerden durch juristische Laien zurückzuführen
39 Die in diesem argumentum ad absurdum angenommenen Zahlen sind fiktiv.
40 Vgl. Community Standards Enforcement Report Facebook.
41 Vgl. Transparenzbericht „YouTube-Community-Richtlinien und ihre Anwendung“.
42 Vgl. Twitter Transparenz Bericht „Durchsetzung der Regeln“.
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sind.43 Schließlich ignorieren die lediglich auf den Angaben der NetzDG-
Halbjahresberichte ermittelten „Löschquoten“ die millionenfachen proaktiven
Entfernungen der Sozialen Netzwerke aufgrund – v. a. ohne Nutzer*innen-
beschwerde – festgestellten AGB-Verstößen.
Vor diesem Hintergrund bleiben die von den Sozialen Netzwerken in den
Halbjahresberichten angegebenen, erheblich divergierenden und dynamisch
schwankenden Entfernungsquoten als Kriterium für Overblocking nachfol-
gend außer Betracht.
d) Verhältnis AGB- zu NetzDG-Löschungen
aa) Ansatz und Methodik
Bei dem Sozialen Netzwerk Facebook erfolgten im 2. Halbjahr 2020 selbst bei
den explizit nach dem gesonderten NetzDG-Meldeformular eingegangenen
Beschwerden nur 12,07% aller Inhaltsentfernungen aufgrund des NetzDG. In
87,93% Fällen erfolgte die Entfernung aufgrund Verstoßes gegen die vorrangig
geprüften Facebook Gemeinschaftsstandards.44 Der Video-Sharing-Dienst
YouTube hat im ersten Halbjahresbericht 2019 82%, im zweiten Halbjahres-
bericht 2019 ca. 95% aller Entfernungen aufgrund der eigenen Community-
Standards vorgenommen. Bezogen auf alle Löschungen und Sperrungen in
dem gesamten Zeitraum 2018 bis 2019 gibt Twitter an, 75% aufgrund eines
Verstoßes gegen die eigenen AGB und 25% der Inhalte aufgrund eines
NetzDG-Verstoßes gelöscht zu haben.45
43 In diesem Zusammenhang ist auch bei den nach § 3 Abs. 5 NetzDG durchgeführten
Monitorings unklar, ob die untersuchungsgegenständlichen Meldungen auf fachjuristi-
schen Bewertungen der „eindeutigen Rechtswidrigkeit“ beruhen; siehe oben III.2.c)aa).
44 2. HJB 2020 Facebook, S. 12: „Von den 1.276 gelöschten oder gesperrten Inhalten wurden
1.122 Inhalte wegen eines Verstoßes gegen unsere Gemeinschaftsstandards weltweit
gelöscht. 154 Inhalte haben nicht gegen unsere Gemeinschaftsstandards verstoßen,
wurden jedoch wegen eines Verstoßes gegen eine im NetzDG aufgeführte Bestimmung
des deutschen Strafgesetzbuchs in Deutschland gesperrt“.
45 Vgl. Qualitative Befragung Twitter, S. 9 (Frage 20) sowie Qualitative Befragung YouTube,
S. 15 (Frage 20). Indes führt Twitter im 2. HJB 2020 auch aus: „Bei Inhalten, die gemäß den
NetzDG-Paragraphen zur Bildung krimineller Vereinigungen (§§ 129 und 129a) sowie zur
Verbreitung, Erwerb und Besitz kinderpornographischer Schriften (§ 184b) gemeldet
wurden, waren in 98,1% der entfernten Inhalte Verletzungen unserer AGB oder Twitter
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Zugleich geben alle drei untersuchten Netzwerke an, vorrangig eingehende
Beschwerden nach Community-Standards zu prüfen und erst subsidiär in
einem zweiten Schritt – nur im Falle einer festgestellten AGB-Konformität –
eine NetzDG-Prüfung nach den einschlägigen Straftatbeständen vorzuneh-
men.46 Vor diesem Hintergrund ist möglich, dass sich der überwiegende Anteil
der Entfernungen von Beschwerdeinhalten nach AGB zum einen aus der
Vorrangprüfung und zum anderen daraus erklärt, dass Allgemeine
Geschäftsbedingungen bzw. Community-Standards Tatbestände uner-
wünschter Inhalte weiter fassen47 als die inhaltlich korrespondierenden
Straftatbestände nach § 1 Abs. 3 NetzDG.
Auf diese Weise könnte gleichsam eine „Abschöpfung“ von strafrechtlich
schwierig zu entscheidenden Zweifelsfällen durch die vorgelagerte AGB-Prü-
fung mit weiter gefassten Unzulässigkeitstatbeständen in Community-Stan-
dards erfolgen. Durch eine solche „Flucht in AGB“würden zugleich Risiken der
Bußgeldahndung durch das Bundesamt für Justiz nach dem NetzDG gesenkt.
Auch im Rahmen der Juristischen Evaluation im Auftrag des BMJV wird es als
„durchaus plausibel“ angesehen, dass „Bußgeldandrohungen des NetzDG dazu
anreizen“ könnten, „gegebenenfalls verstärkt auf Grundlage der Gemein-
schaftsstandards zu löschen“.48 Eine weitere Plausibilisierung könnte insoweit
im Rahmen einer Untersuchung zu folgenden Fragestellungen erreicht wer-
den:
· Entsprechen Unzulässigkeitstatbestände in Community-Standards der drei
untersuchten Sozialen Netzwerke thematisch den in § 1 Abs. 3 NetzDG
referenzierten Straftatbeständen? Sind solche inhaltlich kongruenten AGB-
Tatbestände hinsichtlich ihres Anwendungsbereichs weiter gefasst als die
korrespondierenden NetzDG-Strafnormen?
· Erfolgt bei den drei untersuchten Sozialen Netzwerken eine vorrangige
Prüfung nach Community-Standards (AGB) und erst subsidiär eine NetzDG-
Prüfung?
Regeln die Grundlage dieser Maßnahme. Lediglich 1,9% der entfernten Inhalte wurden
wegen Verletzung des NetzDG zurückgezogen“.
46 Siehe hierzu IV.1.b)bb).
47 So Schwartmann/Mühlenbeck, ZRP 2020, 170.
48 Vgl. Eifert, Evaluation des NetzDG im Auftrag des BMJV, 2020, S. 53, wobei jedoch
ausgeführt wird, dass dies „mit dem vorliegenden Material nicht näher aufgeklärt werden“
könne.
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· Ergibt sich ggf. aus der vorrangigen AGB-Prüfung ein weit überwiegender
Anteil von Löschungen nach Community-Standards und ein vergleichsweise
geringer Anteil von nachgeordneten Sperrungen nach dem NetzDG?
bb) Kritik
Nicht nur in der Rechtsprechung und der Rechtsliteratur wird mit guten
Gründen vertreten, dass Soziale Medien berechtigt seien, über die gesetzlichen
Grenzen (straf‐)rechtswidriger Inhalte hinaus im Rahmen Allgemeiner
Geschäftsbedingungen extensivere Verbotsfälle oder Löschungsvorbehalte zu
regeln.49 Auch der Vorschlag eines Digital Services Act der EU-Kommission
unterscheidet mehrfach zwischen Maßnahmen „auf der Grundlage des
Gesetzes“ einerseits und Maßnahmen auf der Grundlage „der Geschäftsbe-
dingungen des Anbieters“ andererseits.50 Besonders deutlich wird dies im
Rahmen der Begründungspflicht für Entfernungen nach Art. 15 Abs. 2 (d) und
(e) DSA-Vorschlag, wonach die EU-Kommission es grundsätzlich als zulässig
erachtet, entweder Anbieterentscheidungen bezüglich „mutmaßlich rechts-
widriger Inhalte“ auf die betreffende „Rechtsgrundlage“ zu stützen,51 oder
49 Vgl. z. B. OLG Nürnberg, Urt. v. 4. 8. 2020–3 U 3641/19, GRUR-RR 2020, 543, 546 Abs. 62 ff.;
OLG Dresden NJW 2018, 3111 ff. = MMR 2018, 756, 758 Rz. 18; OLG Dresden, Urt. v. 12. 5.
2020–4 U 1523/19, MMR 2021, 64, 65 f; OLG Karlsruhe, Beschl. v. 25. 6. 2018– 15 W 86/18,
NJW 2018, 3110 f. = MMR 2018, 678 (m. Anm. Mafi-Gudarzi); OLG München NJW 2018, 3115,
3117 = MMR 2018, 753 in Bezug auf AGB-Regeln mit „objektivierbaren Kriterien“ (Hass-
rede), ebenso OLG München, Urt. v. 18. 2. 2020– 18 U 3465/19, MMR 2021, 71, 73; siehe aber
auch OLG München, Urt. v. 7. 1. 2020– 18 U 1491/19; OLG Oldenburg, Urt. v. 1. 7. 2019– 13 W
16/19, MMR 2020, 41, 42; OLG Stuttgart, Beschl. v. 6. 9. 2018–4 W 63/18, NJW-RR 2019, 35,
37 = MMR 2019, 110; OLG Schleswig, Urt. v. 26. 2. 2020–9 U 125/19; LG Frankfurt/M. v. 10. 9.
2018–2–03 O 310/18, MMR 2018, 770; siehe auch LG Frankenthal, Urt. v. 8. 9. 2020–6 O
23/20 – Verdachtslöschung, MMR 2021, 85 f. m. Anm. Zipfel; Beurskens, NJW 2018, 3418,
3420; Friehe, NJW 2020, 1697, insb. 1699 f.; Knoke/Krüger, in: Gersdorf/Paal, BeckOK
Informations- und Medienrecht, 30. Edition 2020, § 3 NetzDG Rn. 30 ff. mwN.; Spindler,
CR 2019, 238 ff.; s.a. Elsaß/Labusga/Tichy, CR 2017, 234; a.A. LG Karlsruhe v. 12. 6. 2018– 11 O
54/18, BeckRS 2018, 20324; LG Frankfurt/M. v. 14. 5. 2018–2–03 O 182/18, MMR 2018, 545
Rz. 14 m. Anm. Müller-Riemenschneider/Specht; Schwartmann/Mühlenbeck, ZRP 2020, 170.
50 Vgl. z. B. Art. 13 Abs. 1 (b) DSA-Vorschlag der EU-Kommission vom 15. 12. 2020 –
COM(2020) 825 final, S. 50: „by differentiating whether the action was taken on the basis
of the law or the terms and conditions of the provider“; siehe auch Art. 17 Abs. 1 und 3
DSA-Vorschlag.
51 Art. 15 Abs. 2 (d): „where the decision concerns allegedly illegal content, a reference to the
legal ground relied on and explanations as to why the information is considered to be
illegal content on that ground“.
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alternativ auf eine „Unvereinbarkeit der Information mit den Geschäftsbe-
dingungen des Anbieters“.52
Jedoch steht die Annahme grundsätzlicher Rechtskonformität bzw. Legiti-
mität von Inhaltslöschungen und -sperrungen, die neben gesetzlichen Ver-
boten auf ggf. weitergehende Community-Standards (AGB) gestützt werden,
nicht der Annahme entgegen, dass gesetzliche Compliance-Vorgaben des
NetzDG mit engen Löschfristen und hohen Bußgelddrohungen ein verstärktes
Ausweichen in weit gefasste – ggf. auch rechtskonforme – Community-
Standards und hiernach vorrangig erfolgende Entfernungen befördert.
Vielmehr könnte gerade in der grundsätzlich möglichen vertragsbasierten
Ausweitung von Verbotstatbeständen über die gesetzlichen Grenzen hinaus
eine Möglichkeit für Soziale Medien erblickt werden, eine „überschießende
Löschpraxis“53 legal zu etablieren, und dadurch die Gefahr von NetzDG-
Bußgeldern zu beschränken, die nur auf die engeren StGB-Tatbestände
gerichtet sind.54 Es würde sich insoweit zwar möglicherweise um eine Form
„zivilrechtskonformen Overblockings“ handeln. Gleichwohl wäre dies mit
Blick auf die verfassungsrechtlichen Grundfreiheiten nach Art. 5 Abs. 1 S. 1 GG
vor allem dann in gleicher Weise den in der Rechtsliteratur vorgetragenen
Bedenken ausgesetzt, wenn ein solches AGB-bedingtes Overblocking gerade
durch die engen Vorgaben für Löschfristen und die hierauf bezogenen Buß-
gelddrohungen tendenziell befördert würde. Hierfür könnte indes eine
inhaltlich mit den StGB-Tatbeständen des § 1 Abs. 3 NetzDG korrespondie-
rende weite Fassung von AGB-Unzulässigkeitsfällen sprechen, wenn diese mit
einer Vorrangprüfung nach den AGB (Community-Standards) verknüpft wird.
Davon zu unterscheiden ist die Fragestellung, ob bereits die Fassung und
Etablierung weiter Community-Standards (AGB) gerade durch das NetzDG
52 Art. 15 Abs. 2 (e): „where the decision is based on the alleged incompatibility of the
information with the terms and conditions of the provider, a reference to the contractual
ground relied on and explanations as to why the information is considered to be
incompatible with that ground“.
53 So wohl Friehe, NJW 2020, 1697, 1698.
54 Vgl. auch Schwartmann/Mühlenbeck, ZRP 2020, 170: „Gefahr, dass anhand der gegenüber
dem NetzDG inhaltlich weiteren Gemeinschaftsstandards eine Vielzahl von Inhalten
gesperrt oder gelöscht wird“. Dabei sehen die Autor*innen freilich schon die Rechts-
konformität eines solchen „faktischen Vorrang[s] der Gemeinschaftsstandards“ per se
kritisch; insoweit wird die Normierung eines Vorrangs des NetzDG als erforderlich
angesehen.
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verursacht worden ist. Dies erscheint jedenfalls für große, international
agierende Soziale Netzwerke zweifelhaft, welche ihre Gemeinschafts-Richtli-
nien in der Regel mit weltweiter Geltung etablieren, sodass nationalgesetzli-
che Restriktionen wie das NetzDG die Fassung der konkreten AGB-Regeln
allenfalls im Einzelfall (z. B. Anpassungen der Hassrede-AGB mit Blick auf den
in Deutschland ausdifferenzierten § 130 StGB) zu beeinflussen in der Lage
sind. Gleichwohl erscheint möglich, dass besonders restriktive und bußgeld-
bewehrte Löschvorgaben in engen Fristen bezogen auf nationalgesetzlich
strafbewährte Inhalte zumindest Ausweichbewegungen im Sinne der
beschriebenen Vorrangprüfung und Abschöpfung nach eigenen AGB beför-
dern können oder in der Folge auch eine Löschung von lediglich AGB-wid-
rigen Inhalten innerhalb der engen nationalgesetzlichen Fristen (24 Stunden
gemäß § 3 Abs. 2 Nr. 2 NetzDG) erfolgt, zulasten umfassender Prüfung und
sorgfältiger Abwägungen mit Verfassungsbelangen der Meinungsäußerungs-
freiheit.
cc) Ergebnis
Das Verhältnis von AGB- zu NetzDG-Entfernungen kann nach der hier ver-
tretenen Auffassung ein geeigneter Untersuchungsgegenstand sein mit Blick
auf die Fragestellung, ob das NetzDG ein Overblocking im Sinne eines Aus-
weichens in gegenüber dem StGB weiter gefasste und vorrangig geprüfte
Community-Standards befördert.
e) Zeitraum zw. Beschwerdeeingang und Löschung
aa) Ansatz und Methodik
Des Weiteren kommt in Betracht, aus dem Zeitraum zwischen Beschwerde-
eingang und dem Entfernen eines beschwerdegegenständlichen Inhaltes
Rückschlüsse auf ein tendenzielles Overblocking annehmen zu können. Dies
basiert auf der These, dass ein Gutteil beschwerdegegenständlicher Inhalte
aufgrund komplexer Auslegungsfragen zu Straftatbeständen, der Prüfung
etwaiger Sozialadäquanzfälle oder der Abwägung zur Herstellung praktischer
Konkordanz zwischen Schutzbelangen (z. B. Persönlichkeitsrecht) und der
Meinungsfreiheit einen längeren Zeitraum für eine sorgfältige Bearbeitung
benötigen. Eine demgegenüber sehr kurze Bearbeitungszeit in einer Vielzahl
von Fällen könnte demgegenüber darauf hindeuten, dass auch in Zweifels-
fällen auf eine hinreichend sorgfältige Prüfung zugunsten einer Einhaltung
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gesetzlicher Löschfristen und der Vermeidung etwaiger Bußgeldrisiken ver-
zichtet wird.
Ging also der NetzDG-Gesetzgeber etwa davon aus, dass ein Zeitraum von
7 Tagen in der Regel für eine sorgfältige Prüfung von Beschwerdeinhalten
ohne Zeitdruck ausreicht,55 und nur „seltene Inhalte“56 mit offensichtlicher
Rechtswidrigkeit innerhalb von 24 Stunden eine Löschung erfolgen muss, so
könnte als Indiz für ein Overblocking angesehen werden, wenn in Umkehrung
des Regel-Ausnahmeverhältnisses die überwiegende Mehrzahl der
Beschwerdeinhalte in der engen 24-Stunden-Frist entfernt würden. Je höher
mithin der Anteil von schnellen Löschungen innerhalb von 24 Stunden ist und
je geringer die Zahl der Fälle, in denen man eine zeitaufwändigere Prüfung in
7 Tagen vorgenommen hat, umso wahrscheinlicher ist, dass bei schnell
erfolgten Löschungen keine hinreichend sorgfältige Prüfung von solchen
rechtlichen Aspekten (z. B. Abwägung mit der Meinungsäußerungsfreiheit,
Sozialadäquanz) stattgefunden haben könnte, welche einer Entfernung des
Inhaltes entgegenstehen.
bb) Kritik
Der dargelegten These könnte entgegengehalten werden, dass ein hoher Anteil
von innerhalb von 24 Stunden erfolgten Entfernungen nicht zwingend für eine
zu schnelle Zweifelsfall-Löschung in rechtlich nicht eindeutigen Fällen spre-
chen muss. Vielmehr könnte auch angenommen werden, dass es sich bei den
meisten der beschwerdegegenständlichen Inhalte um Fälle einer „offensicht-
lichen“ Rechtswidrigkeit i.S.d. § 3 Abs. 2 Nr. 2 handelt, die gerade innerhalb
der kurzen Frist von 24 Stunden problemlos gelöscht werden können. Ver-
einzelt wird in der Rechtsliteratur eine Vielzahl von Entfernungen innerhalb
von 24 Stunden explizit damit begründet, dass die schnell gesperrten bzw.
gelöschten Inhalte „auf Grund ihrer Evidenz keiner vertieften Prüfung“ bedurft
hätten.57 Dies basiert freilich schon auf der Fehlannahme, dass die Löschungen
innerhalb von 24 Stunden tatsächlich wegen (offensichtlichen) Verstößen
gerade gegen die in § 1 Abs. 3 NetzDG genannten Straftatbestände erfolge;
richtigerweise werden die meisten Löschungen in Tagesfrist nach den vor-
55 Vgl. BT-Drs. 18/12356, S. 23.
56 So ausdrücklich Schwartmann, GRUR-Prax 2017, 317, 318.
57 Vgl. Löber/Roßnagel, MMR 2019, 71, 74.
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rangig geprüften Community-Richtlinien vorgenommen58 und können schon
deshalb nicht als Beleg für eine Evidenz von Verstößen gegen StGB/NetzDG
dienen.
Dessen ungeachtet bewertet auch die Bundesregierung die „schnelle“ Prüfung
sogar als „Indiz für die Praktikabilität der Fristvorgaben des NetzDG“.59 Zu
einer gegenteiligen Einschätzung kommen die im Rahmen der qualitativen
Studie befragten Sozialen Netzwerke selbst, insbesondere Twitter und You-
Tube. Der Anbieter Twitter gibt in Übereinstimmung mit Schwartmann60 an,
dass es „nicht viele“61 offensichtliche Fälle gebe, sondern überwiegend solche,
bei denen eine Offensichtlichkeit einer (Straf‐)Rechtsverletzung gerade nicht
vorliege. Auch YouTube gelangt zu der Einschätzung, dass die engen Fristen
starke Anreize dafür setzten, Inhalte auf bloßen Zuruf im Zweifel und damit in
fast allen Fällen zu sperren, da die Feststellung der Rechtswidrigkeit der
meisten Straftatbestände nicht ohne Zweifel möglich sei.62
Ebenso stellt das Bundesamt für Justiz bei den dort anhängig werdenden
Prüfungen zur Rechtswidrigkeit von Inhalten nach dem NetzDG fest, dass es
sich bei der „weit überwiegenden Anzahl“ der Meldungen nicht um offen-
sichtliche, sondern vielmehr um „Zweifelsfälle“ handele.63 Für die Bearbeitung
wird dort indes auch ein aufwändiges mehrstufiges Prüfverfahren als erfor-
derlich angesehen, das in 24 Stunden eher nicht umgesetzt werden kann. Zum
eigenen Aufwand für Prüfungen der Rechtswidrigkeit führt das Bundesamt für
Justiz vielmehr wie folgt aus (Hervorhebungen d. Verf.):
„Die meistenMeldungen im Bereich des Beschwerdemanagements sind dadurch veranlasst,
dass die Nutzer dem sozialen Netzwerk einen defizitären Umgang mit Beschwerden über
rechtswidrige Inhalte vorwerfen. Möchte das BfJ hierauf ein Bußgeldverfahren gründen, ist
58 Im 2. Halbjahr 2020 wurden von dem Sozialen Netzwerk YouTube 88,16% der gelöschten
und gesperrten Inhalte innerhalb von 24 Stunden nach Erhalt einer Beschwerde gelöscht.
„Größtenteils“ wurden diese Inhalte indes aufgrund eines Verstoßes gegen die vorrangig
geprüften, eigenen Community-Richtlinien entfernt; vgl. 2. HJB 2020 YouTube, S. 12; siehe
auch unten V.3.a)cc) und dd).
59 Vgl. Bericht der Bundesregierung zur NetzDG-Evaluierung, 2020, S. 20.
60 Schwartmann, GRUR-Prax 2017, 317, 318: Nur „seltene Inhalte“ mit offensichtlicher
Rechtswidrigkeit.
61 Qualitative Befragung Twitter, S. 10 (Frage 25).
62 Qualitative Befragung YouTube, S. 18 (Frage 25).
63 Vgl. Schriftliche Stellungnahme des Bundesamts für Justiz für die öffentliche Anhörung
am 17. Juni 2020 zur Änderung des Netzwerkdurchsetzungsgesetzes (NetzDG), 15. 6. 2020,
S. 5.
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in jedem gemeldeten Einzelfall zunächst festzustellen, dass der Inhalt, den der Nutzer
ursprünglich an das soziale Netzwerk gemeldet hatte, tatsächlich rechtswidrig war und
dementsprechend nach dem NetzDG hätte entfernt werden müssen. Die weit überwie-
gende Anzahl der Meldungen, die das BfJ erhält, betrifft sogenannte „Zweifelsfälle“. Die
Äußerungstatbestände, die diesen Meldungen zugrunde liegen, sind keine offensichtlich
rechtswidrigen Inhalte im Sinne von § 3 Absatz 2 Nummer 3 NetzDG, deren Rechtswid-
rigkeit oder strafrechtliche Unbedenklichkeit sich ohne Weiteres erschließt. Vielmehr
erfordern alle Inhalte eine eingehende juristische Prüfung. Jede Meldung, die das BfJ
erhält, wird daher im Rahmen einer juristischen gutachterlichen Stellungnahme
umfassend geprüft und bewertet. Prüfmaßstab ist dabei jeder Straftatbestand nach § 1
Absatz 3 NetzDG, den der Sachverhalt aufgrund des Inhalts und des Kontexts erfüllen
könnte. Die Inhalte sind mit Blick auf die Meinungsfreiheit überwiegend grundrechts-
relevant. Es erfolgt daher außerdem eine grundrechtliche Güterabwägung. In einem
dritten Schritt enthält jedes Gutachten einen Behandlungsvorschlag“.64
Der dem widersprechende Rückschluss einzelner Vertreter*innen der
Rechtsliteratur65 und auch der Bundesregierung66, dass hohe Anteile von Lö-
schungen innerhalb von 24 Stunden auf einen entsprechend hohen Evidenz-
Anteil schließen ließen, erscheint demgegenüber insbesondere dann fraglich,
wenn danach insgesamt nahezu keine Fälle vorhanden wären, in denen
Soziale Netzwerke überhaupt länger als 24 Stunden für eine (straf‐)rechtliche
Prüfung in Anspruch genommen haben. Dies gilt vor allem für solche NetzDG-
relevanten Strafdelikte, welche im Kontext verfassungsrechtlich geschützter
Belange regelmäßig eine umfassende Abwägung erfordern. Eine solche ist
etwa bei Beleidigungen i.S.d. § 185 StGB im Spannungsfeld der grundrechtlich
geschützten Meinungsäußerungsfreiheit nach Art. 5 Abs. 1 S. 1 GG nahezu
immer anzustellen.67 Hinzu kommt die Beachtung der Auslegungsvorgaben
des BVerfG z.B. bei mehrdeutigen Aussagen.68 Im Rahmen der §§ 86, 86a, 130
StGB muss die Sozialadäquanz nach § 86 Abs. 3 StGB geprüft werden, ebenso
die Tatbestandsausschlussklausel im Rahmen des § 131 Abs. 2 StGB.
Zu berücksichtigen sind ebenso rechtlich-ökonomische Zwänge bei dem
Aufbau einer Prüfungs- und Lösch-Compliance bei den Unternehmen der
64 Vgl. Schriftliche Stellungnahme des Bundesamts für Justiz vom 15. 6. 2020, aaO., S. 5.
65 Vgl. Löber/Roßnagel, MMR 2019, 71, 74.
66 Vgl. Bericht der Bundesregierung zur NetzDG-Evaluierung, 2020, S. 20: Überwiegend
schnelle Prüfung als „Indiz für die Praktikabilität der Fristvorgaben des NetzDG“.
67 St. Rspr., vgl. etwa zuletzt BVerfG, Beschl. v. 16. 10. 2020– 1 BvR 2805/19, Rn. 20 f.
68 Vgl. etwa zu § 130 StGB: BVerfG, Beschl. v. 12. 11. 2002– 1 BvR 232/97, NStZ 2003, 655 mwN.
Ist eine Äußerung mehrdeutig, so haben die Gerichte, wollen sie die zur Verurteilung
führende Deutung ihrer rechtlichen Würdigung zu Grunde legen, andere Auslegungsva-
rianten mit nachvollziehbaren Gründen auszuschließen.
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Sozialen Netzwerke. Gibt § 3 Abs. 2 Nr. 2 NetzDG vor, dass „offensichtlich
rechtswidrige“ Inhalte innerhalb von 24 Stunden zu entfernen sind, so muss
ausnahmslos jeder beschwerdegegenständliche Inhalt so schnell begutachtet
und geprüft werden, dass er innerhalb der engen gesetzlichen Frist ggf.
gelöscht werden könnte. Ist aber der Inhalt bereits prüfungsgegenständlich, so
wäre es für Unternehmen im Hinblick auf die Optimierung von Arbeitspro-
zessen und den Einsatz kostenintensiven qualifizierten Personals unökono-
misch, den Prüfvorgang aufgrund von schwierigen und komplexen Prü-
fungserfordernissen und Abwägungsfragen wieder aus der Hand zu geben und
innerhalb von 7 Tagen (§ 3 Abs. 2 Nr. 3 NetzDG) im Rahmen eines zweiten,
erneut zu initiierenden Prüfungsvorgangs dann ausführlicher zu prüfen.69
Vor diesem Hintergrund würde ein extrem hoher Anteil an Entfernungen
beschwerdegegenständlicher Inhalte innerhalb von 24 Stunden und ein ver-
schwindend geringer Anteil an Löschungen nach zeitaufwändigeren Prüfun-
gen dafür sprechen, dass derart schnell erfolgte Löschungen und Entfernungen
nicht in jedem Fall den insbesondere durch das Verfassungsrecht implizierten,
teils diffizilen und komplexen Prüfungserfordernissen Rechnung getragen
werden kann. Dies wäre vielmehr eher als Anhaltspunkt für als gegen das
Vorliegen von Overblocking zu deuten.
Zwar könnte dem entgegengehalten werden, dass ein verschwindend geringer
Anteil von Löschungen nach längerer Prüfzeit als 24 Stunden auch ein Indiz
dafür sei, dass problematische, komplexe Fälle, welche einen längeren 7-Tage-
Prüfungszeitraum erfordert hätten, im Ergebnis von Sozialen Netzwerken
möglicherweise systemisch gar nicht entfernt werden (Underblocking). Wäre
dies indes zutreffend, so müssten hierauf bezogen zumindest einzelne Buß-
geldverfahren des Bundesamts für Justiz wegen Verstoßes gegen § 4 Abs. 1
Nr. 2 i.V.m. § 3 Abs. 2 Nr. 3 NetzDG anhängig sein. Indes hat das BfJ seit 2017 in
keinem einzigen Fall eine Bußgeldahndung wegen systemischen Nicht-Lö-
69 Vgl. etwa die Expertise der Leiterin Regulierung, Verbraucher- und Jugendschutz der
Google Germany GmbH im Rahmen des Fachgesprächs der CDU-CSU-BT-Fraktion vom
29. 11. 2019: „Im Alltag und im Prozess ist es […] so: Wenn wir einmal eine Beschwerde
bearbeiten und anfassen, dann bearbeitet man sie auch zu Ende und sagt nicht: „Da sind
wir uns nicht ganz so sicher, also legen wir sie weg und kommen eine Woche später
darauf zurück““.
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schens von rechtswidrigen Inhalten in 7-Tages-Frist oder in 24 Stunden-Frist
vorgenommen.70
cc) Ergebnis
Je höher der Anteil von innerhalb von 24 Stunden erfolgten Entfernungen
beschwerdegegenständlicher Inhalte und je geringer der Anteil der
beschwerdegegenständlichen Inhalte, in denen die Strafrechtsprüfung ein-
schließlich erforderlicher Abwägungsvorgänge länger als 24 Stunden in
Anspruch genommen haben, umso eher kann nach der hier dargelegten
Ansicht davon ausgegangen werden, dass die enge Fristvorgabe des § 3 Abs. 2
Nr. 2 NetzDG (24 Stunden) zumindest zum Teil ursächlich für eine Compli-
ance der Sozialen Netzwerke ist, wonach problematische Inhalte im Zweifel
innerhalb der engen Frist entfernt werden, um einen Konflikt mit dem
NetzDG und etwaigen Bußgeldsanktionen zu vermeiden. Dies würde eher für
als gegen das Vorliegen von Overblocking sprechen, wenn die vom Gesetz-
geber als notwendig und ausreichend erachtete Zeit von 7 Tagen für eine
sorgfältige und Verfassungsbelange der Meinungsfreiheit berücksichtigende
Prüfung aufgrund der Fristvorgabe des § 3 Abs. 2 Nr. 2 NetzDG nahezu nicht
in Anspruch genommen würde.
f) Absenz von Bußgeldahndungen wegen Nicht-
Löschungen
aa) Ansatz und Methodik
Ferner könnte in Betracht gezogen werden, aus der Bußgeldahndungspraxis
nach § 4 Abs. 1 Nr. 2 NetzDG Rückschlüsse auf das Vorliegen eines Overblo-
ckings oder Underblockings zu ziehen. Nach dem Bußgeldtatbestand handelt
ordnungswidrig, „wer vorsätzlich oder fahrlässig entgegen § 3 Abs. 1 Satz 2 ein
dort genanntes Verfahren für den Umgang mit Beschwerden von Beschwer-
destellen oder Nutzern, die im Inland wohnhaft sind oder ihren Sitz haben,
nicht, nicht richtig oder nicht vollständig vorhält“. Da das „richtige“ Vorhalten
indes gemäß § 3 Abs. 2 Nr. 2 und 3 NetzDG gerade voraussetzt, dass rechts-
70 Vgl. Schriftliche Stellungnahme des Bundesamts für Justiz für die öffentliche Anhörung
am 17. Juni 2020 zur Änderung des Netzwerkdurchsetzungsgesetzes (NetzDG), 15. 6. 2020,
insb. S. 5; Bericht der Bundesregierung zur NetzDG-Evaluierung, 2020, S. 39 ff.; siehe auch
nachfolgend V.3.c) und oben II.5.e).
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widrige Inhalte innerhalb der vorgegebenen Fristen gelöscht oder gesperrt
werden, könnten sich hieraus prima vista folgende Deutungsalternativen
ableiten lassen:
· Je mehr Bußgeldahndungen gem. § 4 Abs. 1 Nr. 3 NetzDG gegen Soziale
Netzwerke aufgrund nicht (fristgerechter) erfolgter Entfernungen rechts-
widriger Inhalte ergehen, umso eher kann von einer (systemischen) Nicht-
Löschung bzw. Nicht-Entfernung (Underblocking) ausgegangen werden.
· Erfolgen umgekehrt über einen längeren Zeitraum nur wenige oder gar
keine Bußgeldahndungen wegen unterlassener Inhaltsentfernungen, so ist
dies umgekehrt eher als Indiz für ein tendenzielles systemisches Overblo-
cking durch Soziale Netzwerke als für ein Underblocking zu werten.
bb) Kritik
(1) Dem dargestellten Ansatz könnte mit einem Teil der Literatur71 zunächst
entgegengehalten werden, dass § 4 Abs. 1 Nr. 2 NetzDG nicht nur Underblo-
cking i.S.d. nicht (rechtzeitigen) Entfernung rechtswidriger Inhalte mit Buß-
geld bedrohe, sondern auch ein Overblocking im Sinne eines Zu-viel-Löschens
auch legaler Inhalte. Denn auch dies sei von dem Wortlaut des „nicht rich-
tigen“ Bereitstellens eines Beschwerdeverfahrens umfasst.72 Dann aber könnte
allein aus der Zahl der Bußgeldahndungen ohne nähere Betrachtung des
genauen Verstoßvorwurfs nichts für ein Underblocking oder Overblocking
hergeleitet werden.
Der Literaturauffassung, welche auch ein Overblocking nach dem Bußgeld-
tatbestand des § 4 Abs. 1 Nr. 2 NetzDG als tatbestandsmäßig erachtet, über-
sieht zunächst, dass die Löschpraxis bei beschwerdegegenständlichen Inhal-
ten ganz überwiegend durch eigene AGB-Bestimmungen dominiert wird,
welche zum Teil weit über die Tatbestandsmäßigkeit der in § 1 Abs. 3 NetzDG
71 Vgl. Eifert, in: Eifert/Gostomzyk (Hrsg.), Netzwerkrecht, S. 9, 35 f.; Schiff, MMR 2018, 366,
369; a.A. Feldmann, K&R 2017, 292, 295; Lang, AöR 143 (2018), 220, 234; Nolte, ZUM 2017,
552, 558; Wimmers/Heymann, AfP 2017, 93, 98.
72 So wohl Eifert, in: Eifert/Gostomzyk (Hrsg.), Netzwerkrecht, S. 9, 35 f.; Schiff, MMR 2018,
366, 369; Eifert übernimmt diese Rechtsansicht auch im Rahmen der Evaluation des
NetzDG im Auftrag des BMJV, 2020, S. 52 zur Verneinung von Anreizen für Overblocking,
legt dabei aber irrtümlich den falschen Bußgeldtatbestand des § 4 Abs. 1 Nr. 3 NetzDG
zugrunde, siehe hierzu oben III.1.b).
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genannten Strafdelikte hinausgehen.73 Angesichts der von der obergerichtli-
chen Rechtsprechung ganz überwiegend als grundsätzlich rechtskonform
bestätigten Löschung von Inhalten über den Bereich strafbarer Inhalte des § 1
Abs. 3 NetzDG hinaus74 wird von den Befürwortern der Bußgeldsanktionie-
rung von Overblocking nicht beantwortet und erscheint auch fernliegend, dass
in solchen Fällen Soziale Netzwerke bei AGB-rechtskonformer Löschung
NetzDG-beschwerdegegenständlicher Inhalte einer Bußgelddrohung in Mil-
lionenhöhe ausgesetzt sein sollen. Hierfür ergibt sich auch nichts aus den
Bußgeldleitlinien des Bundesamts für Justiz,75 und der bisherigen Anwen-
dungspraxis, ebenso wenig aus den Gesetzesmaterialien zu § 3 Abs. 2 und § 4
Abs. 1 Nr. 3 NetzDG.76
Darüber hinaus hat die obergerichtliche Rechtsprechung eine „analoge
Anwendung“ von NetzDG-Bestimmungen auf Overblocking-Konstellationen –
konkret § 5 NetzDG (Zustellungsbevollmächtigte) – sogar außerhalb der
strengen Bestimmtheitsanforderungen des Art. 103 Abs. 2 GG bereits abge-
73 Vgl. hierzu V.3.
74 Vgl. z. B. OLG Nürnberg, Urt. v. 4. 8. 2020–3 U 3641/19, GRUR-RR 2020, 543, 546 Abs. 62 ff.;
OLG Dresden NJW 2018, 3111 ff. = MMR 2018, 756, 758 Rz. 18; OLG Dresden, Urt. v. 12. 5.
2020–4 U 1523/19, MMR 2021, 64, 65 f; OLG Karlsruhe, Beschl. v. 25. 6. 2018– 15 W 86/18,
NJW 2018, 3110 f. = MMR 2018, 678 (m. Anm. Mafi-Gudarzi); OLG München NJW 2018, 3115,
3117 = MMR 2018, 753 in Bezug auf AGB-Regeln mit „objektivierbaren Kriterien“ (Hass-
rede), ebenso OLG München, Urt. v. 18. 2. 2020– 18 U 3465/19, MMR 2021, 71, 73; siehe aber
auch OLG München, Urt. v. 7. 1. 2020– 18 U 1491/19; OLG Oldenburg, Urt. v. 1. 7. 2019– 13 W
16/19, MMR 2020, 41, 42; OLG Stuttgart, Beschl. v. 6. 9. 2018–4 W 63/18, NJW-RR 2019, 35,
37 = MMR 2019, 110; OLG Schleswig, Urt. v. 26. 2. 2020–9 U 125/19; LG Frankfurt/M. v. 10. 9.
2018–2–03 O 310/18, MMR 2018, 770; siehe auch LG Frankenthal, Urt. v. 8. 9. 2020–6 O
23/20 – Verdachtslöschung, MMR 2021, 85 f. m. Anm. Zipfel; Beurskens, NJW 2018, 3418,
3420; Friehe, NJW 2020, 1697, insb. 1699 f.; Knoke/Krüger, in: Gersdorf/Paal, BeckOK
Informations- und Medienrecht, 30. Edition 2020, § 3 NetzDG Rn. 30 ff. mwN.; Spindler,
CR 2019, 238 ff.; s.a. Elsaß/Labusga/Tichy, CR 2017, 234; a.A. LG Karlsruhe v. 12. 6. 2018– 11 O
54/18, BeckRS 2018, 20324; LG Frankfurt/M. v. 14. 5. 2018–2–03 O 182/18, MMR 2018, 545
Rz. 14 m. Anm. Müller-Riemenschneider/Specht; Schwartmann/Mühlenbeck, ZRP 2020, 170.
75 Vgl. die Leitlinien zur Festsetzung von Geldbußen im Bereich des Netzwerkdurchset-
zungsgesetzes (NetzDG) vom 22. März 2018; dies einräumend Eifert, Evaluation des
NetzDG im Auftrag des BMJV, 2020, S. 52 f.
76 Vgl. insb. BT-Drs. 18/13013, S. 24 f., wonach der Anwendungsbereich des Bußgeldtatbe-
stands für die Bewertung von Sachverhalten bei der Einzelfallprüfung eröffnet ist, „die
regelmäßig dazu führen, dass rechtswidrige Inhalte nicht gesperrt oder nicht gelöscht
werden“.
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lehnt.77 Denn der entscheidungsgegenständliche § 5 NetzDG ist – ebenso wie
vorliegend § 3 Abs. 2 Nr. 2 und 3 i.V.m. § 4 Abs. 1 NetzDG – „nach Wortlaut,
Willen des Gesetzgebers, Systematik und Normzweck nur auf die Verhinde-
rung der Verbreitung rechtswidriger Inhalte i.S.d. § 1 Abs. 3 NetzDG“ und
mithin die Verhinderung von Underblocking gerichtet.78 Für eine Okkupation
der Vorschriften in einer Rechtsanalogie für gegenteilige Phänomenologien
des Overblockings besteht kein Raum. Eine solche wäre auch mit denen im
Ordnungswidrigkeitenrecht geltenden hohen Anforderungen an das Analo-
gieverbot und das Bestimmtheitsgebot (vgl. § 3 OWiG, Art. 103 Abs. 2 GG)
nicht vereinbar.79
(2) Gewichtiger erscheint demgegenüber ein eher methodisch-logischer Ein-
wand gegen eine Deutung fehlender Bußgeldahndungen nach § 4 Abs. 1 Nr. 2
NetzDG als Indiz für Overblocking. Denn insoweit wäre auch denkbar, dass
durch alle sozialen Netzwerke gerade „richtig“ gelöscht wird, also weder ein
Overblocking noch ein Underblocking vorliegt und mithin auch keine Buß-
geldsanktionen im Rahmen der Aufsicht der zuständigen Behörde ausgelöst
werden. Vor diesem Hintergrund können Ableitungen aus der Absenz von
Bußgeldverfahren im Bereich des Beschwerdemanagements nur einge-
schränkt derart angestellt werden, dass mit einem tatsächlichen Overblocking
regelmäßig einhergeht, dass keine Bußgeldahndungen nach § 4 Abs. 1 Nr. 2
NetzDG erfolgt sind. Hieraus kann aber nicht im Umkehrschluss zwingend
gefolgert werden, dass fehlende Bußgeldahndungen ein Overblocking indi-
zieren.
cc) Ergebnis
Mit phänomenologischem Overblocking geht regelmäßig einher, dass keine
Bußgeldsanktionen nach § 4 Abs. 1 Nr. 2 NetzDG wegen von dem BfJ fest-
stellbarem Underblocking (Nichtlöschung rechtswidriger Inhalte nach § 3
77 Vgl. KG, Beschl. v. 6. 3. 2019– 10 W 192/18, NJW 2019, 2624 f. m. Anm. Höch; OLG Köln,
Beschl. v. 11. 1. 2019– 15 W 59/18 und 15 W 1/19, Abs. 23.
78 Vgl. KG, Beschl. v. 6. 3. 2019– 10 W 192/18, NJW 2019, 2624 f. m. Anm. Höch; OLG Köln,
Beschl. v. 11. 1. 2019– 15 W 59/18 und 15 W 1/19, Abs. 23.
79 Unklar in diesem Zusammenhang der Verweis von Schiff, MMR 2018, 366, 369 in Fn. 51
auf BVerfG NJW 2011, 3020, Rn. 22 ff., dessen Entscheidungskonstellation nicht der des
vorliegenden Bußgeldtatbestandes entspricht, welcher nach Wortlaut und Wortsinn
eindeutig nur die in § 3 Abs. 2 NetzDG ausschließlich auf Löschpflichten in engen Fristen
begrenzten rechtswidrigen Inhalte in Bezug nimmt.
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Abs. 2 Nr. 2 und 3 NetzDG) gegen Soziale Netzwerke erfolgen. Die Absenz
solcher Bußgeldverfahren über einen längeren Zeitraum lässt die Möglichkeit
des Vorliegens von Overblocking zu, sie indiziert ein solches Overblocking
aber nicht zwingend im Sinne einer erhöhten Wahrscheinlichkeit ihres Vor-
liegens.
g) Prüfung der Wirksamkeit von Overblocking-
Gegenmaßnahmen
aa) Ansatz und Methodik
Darüber hinaus könnte eine Analyse solcher gesetzlichen Vorkehrungen und
Maßnahmen mit Blick auf das Vorliegen eines Overblockings hilfreich sein, die
von Seiten des Gesetzgebers und einem Teil der Rechtsliteratur gerade als
Gegenmechanismen zur Verhinderung von übermäßigen schnellen Zweifels-
fall-Löschungen angesehen werden.80 Insoweit würde eine breite Frequen-
tierung und Nutzung dieser Gegenmechanismen im Rahmen der Compliance
Sozialer Netzwerke eher gegen das Vorliegen von Overblocking sprechen.
Umgekehrt könnte indes eine Nichtnutzung und ein Leerlaufen der Gegen-
mechanismen in der Praxis als Anhaltspunkt dafür gedeutet werden, dass
Overblocking-Tendenzen und -Anreizen des NetzDG kein wirksames regula-
torisches Gegengewicht gegenübersteht und mithin Overblocking als wahr-
scheinlicher zu bewerten wäre als wenn die vorgesehenen gesetzlichen
Gegenmaßnahmen griffen.
bb) Beschränkung der Bußgelddrohung auf „systemisches“
Fehlverhalten
Als gesetzlich vorgesehene Gegenmaßnahme zur Verhinderung von Overb-
locking wird von der Bundesregierung und einem Teil der Rechtsliteratur die
Beschränkung der Bußgelddrohung auf systemisches Fehlverhalten angese-
hen.81 Insbesondere wird argumentiert, dass die Bußgeldtatbestände „erst
durch ein systemisches Versagen und nicht durch einen einzelnen Verstoß
80 Vgl. Bericht der Bundesregierung zur NetzDG-Evaluierung, 2020, S. 22; Schwartmann,
GRUR-Prax 2017, 317, 218 f.; siehe auch oben V.1.d).
81 Vgl. Eifert, Evaluation des NetzDG im Auftrag des BMJV, 2020, S. 53 f.; Bericht der Bun-
desregierung zur NetzDG-Evaluierung, 2020, S. 22; Schwartmann/Mühlenbeck, ZRP 2020,
170.
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gegen die Pflichten des NetzDG ausgelöst werden und daher bei einzelnen
Verstößen der Bußgeldtatbestand gar nicht erfüllt ist“.82 Somit könnten die
Bußgeldtatbestände auch nicht zu einem Overblocking führen.83 Denn den
Anbietern der sozialen Netzwerke drohe bei Fehlentscheidungen im Einzelfall
kein Bußgeld.84
Vor diesem Hintergrund ist zu prüfen, ob die Abmilderung der Bußgelddro-
hung auf bloße Fälle „systemischen“ Fehlverhaltens in geringerem Maße
Anreize für ein Overblocking durch Soziale Netzwerke zur Verhinderung von
Bußgeldahndungen zu setzen geeignet ist. Zentrale Frage hierfür ist, welche
Anforderungen an die behördliche Feststellung eines „systemischen Versa-
gens“ gestellt werden und ob nicht auch insoweit bestehenden Risiken einer
Bußgeldahndung durch ein Overblocking seitens der Sozialen Netzwerke
wirksam begegnet werden könnte.85 Sofern letzteres der Fall ist, kann in
Zweifel gezogen werden, ob eine Begrenzung der Bußgelddrohung auf „sys-
temisches“ Fehlverhalten tatsächlich als wirksamer gesetzgeberischer
Mechanismus gegen Overblocking anzusehen ist.
cc) Flexibilisierung von Fristvorgaben in der Praxis
Des Weiteren wird die insbesondere in § 3 Abs. 2 Nr. 3 a) und b) NetzDG
vorgesehene, erst spät im Gesetzgebungsverfahren eingefügte86 Öffnung der
starren 7-Tage-Löschfrist als Gegenmaßnahme zur Verhinderung von Overb-
locking bewertet.87 Hiernach kann die Frist von 7 Tagen überschritten werden,
wenn „a) die Entscheidung über die Rechtswidrigkeit des Inhalts von der
Unwahrheit einer Tatsachenbehauptung oder erkennbar von anderen tat-
sächlichen Umständen abhängt; das soziale Netzwerk kann in diesen Fällen
dem Nutzer vor der Entscheidung Gelegenheit zur Stellungnahme zu der
Beschwerde geben“, oder „b) das soziale Netzwerk die Entscheidung über die
Rechtswidrigkeit innerhalb von 7 Tagen nach Eingang der Beschwerde einer
82 Schwartmann/Mühlenbeck, ZRP 2020, 170; ebenso Schiff, MMR 2018, 366, 369.
83 Vgl. Schwartmann/Mühlenbeck, ZRP 2020, 170; Schiff, MMR 2018, 366, 369; siehe auch V.2.
der NetzDG-Bußgeldleitlinien vom 22. 3. 2018.
84 Vgl. Bericht der Bundesregierung zur NetzDG-Evaluierung, 2020, S. 22.
85 Hierzu unten V.3.d)cc).
86 Vgl. BT-Drs. 18/13013, S. 20.
87 Vgl. Bericht der Bundesregierung zur NetzDG-Evaluierung, 2020, S. 22; Schwartmann,
GRUR-Prax 2017, 317, 318.
2. Eruierung von Overblocking-Kriterien
117
nach den Absätzen 6 bis 8 anerkannten Einrichtung der Regulierten Selbst-
regulierung überträgt und sich deren Entscheidung unterwirft“.
Auch der Rechtsausschuss des Bundestags ist davon ausgegangen, dass die
„entsprechende Erweiterung des Spielraumes“ in § 3 Abs. 2 Nr. 3 NetzDG
gerade Befürchtungen eines „Overblockings“ entgegenwirken sollte. Insoweit
wird ausgeführt:
„Die Erweiterung des zeitlichen Spielraums in § 3 Absatz 2 Nummer 3 NetzDG-E trägt dazu
bei, dass die sozialen Netzwerke nicht aus Zeitnot gemeldete Inhalte, die eine genauere
strafrechtliche Prüfung erfordern, im Zweifel entfernen oder den Zugang zu ihnen sperren
(sogenanntes Overblocking)“.88
Ebenso sieht schließlich die Bundesregierung die Flexibilisierung der Fris-
tenvorgaben zum Entfernen oder Sperren von Inhalten hinsichtlich der
Überschreitung der Regelfrist ausdrücklich als Teil der „Sicherungsmecha-
nismen zum Schutz vor Overblocking“ an.89 Indes wird von der Bundesre-
gierung im Rahmen des Evaluierungsberichts 2020 die festgestellte, praktisch
kaum vorhandene Bedeutung dieses Sicherungsmechanismus gegen Overb-
locking („seltene Fälle“) nicht als Anhaltspunkt dafür interpretiert, dass er ins
Leere laufe und schnelle Zweifelsfall-Löschung gerade nicht verhindere.
Vielmehr bewertet die Bundesregierung die fehlende praktische Bedeutung
des gegen Overblocking eingesetzten Sicherungsmechanismus gegenteilig als
„Indiz für die Praktikabilität der Fristvorgaben des NetzDG“.90
Diese Wertung der Bundesregierung erscheint nicht plausibel. Etabliert der
Gesetzgeber gerade zur Entlastung von zeitlichem Druck und zur Verhinde-
rung zu schneller Zweifelsfall-Löschentscheidungen Fristausnahmen in § 3
Abs. 2 Nr. 3 NetzDG als Mittel gegen Overblocking, so kann die Nicht-Nutzung
dieses Mittels zugunsten schnell vollzogener Löschungen nicht als Indiz für
die Zulänglichkeit der engen, bußgeldsanktionierten Fristvorgaben interpre-
tiert werden. Im Rahmen dieser Argumentationslogik könnte gerade auch ein
praktiziertes Overblocking als „Indiz für die Praktikabilität der Fristvorgaben
des NetzDG“ gedeutet werden. Vielmehr liegt der umgekehrte Schluss nahe,
dass der Sicherungsmechanismus zur Verhinderung schneller Zweifelsfall-
Löschungen keinen Effekt hat. Dies gilt vor allem dann, wenn die fehlende
88 BT-Drs. 18/13013, S. 20.
89 Vgl. Bericht der Bundesregierung zur NetzDG-Evaluierung, 2020, S. 22.
90 Vgl. Bericht der Bundesregierung zur NetzDG-Evaluierung, 2020, S. 22.
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praktische Anwendung des Sicherungsmechanismus mit einer tatsächlich
hohen Zahl besonders schnell erfolgender Inhaltsentfernungen (innerhalb von
24 Stunden91) einherginge.
Vor diesem Hintergrund ist zu prüfen, ob die gesetzgeberisch gewährten
Erweiterungen des zeitlichen Spielraums für Löschungen und Sperrungen im
Sinne des in der Rechtsliteratur teilweise angenommenen Entgegenwirkens
gegen Overblocking auch tatsächlich in Anspruch genommen werden. Sofern
dies in der Anwendungspraxis der Sozialen Netzwerke nicht oder nur in
geringem Maße genutzt wird, kann dies als Anhaltspunkt angesehen werden,
dass der Gegenmechanismus zur Verhinderung schneller Zweifelsfall-Lö-
schungen keine praktische Auswirkung im Hinblick auf eine Verhinderung
von Overblocking zeitigt.
dd) Partizipation von Selbstkontrollen
Schließlich wird von der Mindermeinung in der Rechtsliteratur, welche keine
verfassungsrechtlichen Bedenken wegen eines möglichen Overblockings
gegen das NetzDG erhebt, auf die Möglichkeit der Konsultation der Regu-
lierten Selbstregulierung abgehoben.92 Dieses „im Jugendmedienschutzrecht
bewährte“ Verfahren könne als „Mittel gegen übereilte Meinungsverkürzung“
angesehen werden.93 Auch im Rahmen der parlamentarischen Debatte wurde
von Seiten der Regierungsfraktion der CDU-CSU ausgeführt, dass es sich bei
dem erst auf Empfehlung des Bundestagsrechtsausschusses eingeführten
System der Regulierten Selbstregulierung mit Blick auf die Beachtung der
Meinungsfreiheit um „die entscheidende Änderung in diesem Gesetzentwurf“
gehandelt habe.94
Vor diesem Hintergrund erscheint plausibel, die Wirksamkeit des Gegenme-
chanismus „Regulierte Selbstregulierung“mit Blick auf die Wahrscheinlichkeit
von Overblocking zu überprüfen. Dabei kann davon ausgegangen werden,
dass eine zahlenmäßig hohe Frequentierung einer anerkannten Einrichtung
der Freiwilligen Selbstkontrolle gegen das Vorliegen von Overblocking spre-
chen dürfte. Denn soweit Soziale Netzwerke in Zweifelsfällen die Entschei-
91 Siehe hierzu oben V.2.e).
92 Vgl. Schwartmann, GRUR-Prax 2017, 317, 318 f.
93 Schwartmann, GRUR-Prax 2017, 317, 318 f.
94 Redebeitrag der Bundestagsabgeordneten Nadine Schön (CDU/CSU) im Rahmen der 244.
Sitzung des Deutschen Bundestags, Plenarprotokoll 18/244, S. 25121.
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dung über die Inhaltsentfernung einer Selbstkontrolleinrichtung im Rahmen
des § 3 Abs. 2 Nr. 3 b) NetzDG überantworten, kann eher nicht davon aus-
gegangen werden, dass systemisch eine Praxis schneller Zweifelsfall-Löschung
aufgrund von Inhouse-Entscheidungen vorherrscht. Umgekehrt würde eine
nur geringe Zahl von an die Selbstkontrolleinrichtung überantworteten Fällen
dafür sprechen, dass dieser gesetzgeberische Gegenmechanismus zur Ver-
hinderung von Overblocking keinen Effekt hat.
ee) Ergebnis
Die praktische Nutzung und Inanspruchnahme der Regulierten Selbstregu-
lierung durch Soziale Netzwerke nach § 3 Abs. 2 Nr. 3 b) NetzDG stellt ein
taugliches Kriterium dar, um Indizien für oder gegen das Vorliegen von
Overblocking abzuleiten. Insoweit ist zu prüfen, ob und inwieweit anerkannte
Einrichtungen der Freiwilligen Selbstkontrolle mit beschwerdegegenständli-
chen Inhalten (Zweifelsfälle) betraut worden sind.
h) Einschätzungen der Sozialen Netzwerke
Schließlich können auch Aussagen und Einschätzungen der dem NetzDG
unterfallenden Sozialen Netzwerke selbst als Anhaltspunkte für das Vorliegen
von Overblocking gewertet werden. Auch im Rahmen der Juristischen Eva-
luation des NetzDG im Auftrag des BMJV werden die Auskünfte der Sozialen
Netzwerke als Anhaltspunkt für ein etwaiges Vorliegen von Overblocking
grundsätzlich anerkannt. Allerdings wird in dem Evaluationsbericht ausge-
führt, dass Netzwerkbetreiber nicht berichtet hätten, „dass sich Befürchtungen
vor systemischem Overblocking realisiert hätten“.95 Diesbezüglich erfolgt in
der vorliegenden Untersuchung eine Auswertung der im Rahmen der quali-
tativen Befragung gegebenen Antworten der drei Sozialen Netzwerke Face-
book, YouTube und Twitter.96
95 Eifert, Evaluation des NetzDG im Auftrag des BMJV, 2020, S. 54.
96 Hierzu unten V.3.e).
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i) Zusammenfassung valider Overblocking-Kriterien
Aus der vorstehenden Eruierung möglicher Anhaltspunkte für das Vorliegen
von Overblocking ergeben sich folgende, in der weiteren Untersuchung
zugrunde zulegende Kriterien:
· Verhältnis AGB- zu NetzDG-Löschungen (hierzu nachfolgend 3.a);
· Zeitraum zwischen Beschwerdeeingang und Löschung (hierzu 3.b);
· Absenz von Bußgeldverfahren nach § 4 Abs. 1 Nr. 2 NetzDG (hierzu 3.c);
· Wirkung und Plausibilität gesetzlicher Gegenmechanismen zur Verhinde-
rung von Overblocking (hierzu 3.d);
· Selbsteinschätzung Sozialer Netzwerke (hierzu 3.e.).
3. Subsumtion valider Overblocking-Kriterien
a) Verhältnis AGB- zu NetzDG-Löschungen
aa) These der „AGB-Institutionalisierung“ von Overblocking
Wie bereits im Rahmen der allgemeinen methodischen Ausführungen erläu-
tert,97 könnten die strengen Löschvorgaben des NetzDG aus einer Kombina-
tion enger Löschfristen und einer hohen Bußgelddrohung wegen „nicht
richtigen“ Vorhaltens eines Beschwerdeverfahrens98 Betreiber Sozialer Netz-
werke anreizen, in eine vorgelagerte extensive Löschung nach selbst zugrunde
gelegten Community-Standards (AGB) auszuweichen. Denn würde hiernach
ein großer Anteil der beschwerdegegenständlichen Inhalte aufgrund weiter
gefasster AGB-Tatbestände – innerhalb der strengen 24 Stundenfrist des § 3
Abs. 2 Nr. 2 NetzDG – abgeschöpft, sänke auch das Risiko, seitens des Bun-
desamts für Justiz wegen unterlassener Löschungen nach dem NetzDG mit
hohen Bußgeldern belangt zu werden.
Ein solcher durch NetzDG-Bußgelddrohungen bedingter Anreiz zur „ver-
stärkten“ vorgelagerten Löschung nach Gemeinschaftsstandards wird auch im
97 Siehe oben V.2.d).
98 Vgl. zu den Anforderungen eines „systemischen Versagens“ im Rahmen der Bußgeld-
ahndung nach dem NetzDG unten V.3.d)cc).
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Rahmen der Juristischen Evaluation im Auftrag des BMJV als „plausibel“
angesehen.99 Dass die Fassung eigener, auch gegenüber dem StGB extensiverer
Gemeinschaftsstandards zur Löschung von Inhalten durch Soziale Netzwerke
von einem Gutteil der Rechtsprechung und Rechtsliteratur als rechtmäßig
angesehen wird,100 macht die Annahme noch plausibler, dass dieser mithin
grundsätzlich legale Weg der „Flucht in die AGB“ vor Bußgelddrohungen des
NetzDG i.H.v. bis zu 50 Millionen Euro101 auch genutzt wird. Dies gilt umso
mehr, als obergerichtliche Rechtsprechung Soziale Netzwerke auch von pri-
mären und sekundären Darlegungslasten im Falle von Löschungen nach AGB
befreit und die Darlegungs- und Beweislast dafür, dass solche Sanktionen
unberechtigt waren, grundsätzlich dem*der Nutzer*in auferlegt.102
Den erheblichen Haftungsrisiken des NetzDG mit hohen Bußgelddrohungen
und einer in der Folge gesteigerten Wahrscheinlichkeit einer sich anschlie-
ßenden Strafverfolgung wg. StGB-Tatbeständen des § 1 Abs. 3 NetzDG103 steht
also bei der Alternative vorgelagerter AGB-Löschungen ein marginales Haf-
99 Eifert, Evaluation des NetzDG im Auftrag des BMJV, 2020, S. 53; allerdings könne dies „mit
dem vorliegenden Material nicht näher aufgeklärt werden“.
100 Vgl. z. B. OLG Nürnberg, Urt. v. 4. 8. 2020–3 U 3641/19, GRUR-RR 2020, 543, 546 Abs. 62 ff.;
OLG Dresden NJW 2018, 3111 ff. = MMR 2018, 756, 758 Rz. 18; OLG Dresden, Urt. v. 12. 5.
2020–4 U 1523/19, MMR 2021, 64, 65 f; OLG Karlsruhe, Beschl. v. 25. 6. 2018– 15 W 86/18,
NJW 2018, 3110 f. = MMR 2018, 678 (m. Anm. Mafi-Gudarzi); OLG München NJW 2018, 3115,
3117 = MMR 2018, 753 in Bezug auf AGB-Regeln mit „objektivierbaren Kriterien“ (Hass-
rede), ebenso OLG München, Urt. v. 18. 2. 2020– 18 U 3465/19, MMR 2021, 71, 73; siehe
auch LG Frankenthal, Urt. v. 8. 9. 2020–6 O 23/20 – Verdachtslöschung, MMR 2021, 85 f.
m. Anm. Zipfel; Beurskens, NJW 2018, 3418, 3420; Friehe, NJW 2020, 1697, insb. 1699 f.;
Knoke/Krüger, in: Gersdorf/Paal, BeckOK Informations- und Medienrecht, 30. Edition
2020, § 3 NetzDG Rn. 30 ff. mwN.; Spindler, CR 2019, 238 ff.; siehe im Übrigen oben V.2.d).
101 Der nach § 4 Abs. 2 NetzDG insbesondere für Abs. 1 Nrn. 1 bis 6 erhebliche Bußgeld-
rahmen bis zu einer Höhe von 5 Millionen sowie die Möglichkeit der Verzehnfachung
gemäß Satz 2 (§ 30 Abs. 2 S. 3 OWiG) wird in der damit gerechtfertigt, dass die Geldbuße
gemäß § 17 Abs. 4 OWiG den wirtschaftlichen Vorteil aus der Ordnungswidrigkeit
übersteigen soll (BT-Drs. 18/12356, S. 25); siehe auch die NetzDG-Bußgeldleitlinien vom
22. 3. 2018, D.I.-IV.
102 Vgl. insb. OLG München, Urt. v. 18. 2. 2020– 18 U 3465/19, MMR 2021, 71, 74 Abs. 72 f.
103 Insoweit ist davon auszugehen, dass rechtskräftige Bußgeldverfahren gegen Soziale
Netzwerke wegen „systemischer“ Nichtlöschung strafbarer Inhalte nach den in § 1 Abs. 3
NetzDG genannten StGB-Tatbeständen auch Ermittlungs- und Strafverfolgungsmaßnah-
men nach sich ziehen, jedenfalls soweit dies Offizialdelikte betrifft. Zweifelhaft erscheint
demgegenüber eine weitgehende Straflosstellung Sozialer Netzwerke im Falle der
Nichtlöschung strafbarer Beiträge wegen fehlender Garantenstellung; so aber jüngst
Eckel/Rottmeier, NStZ 2021, 1, 6.
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tungsrisiko gegenüber, das sich im Wesentlichen auf mögliche zivilrechtliche
Nutzer*innenansprüche in engem Rahmen beschränkt. Vor diesem Hinter-
grund erschiene es aus Sicht der Sozialen Netzwerke hinsichtlich der Mini-
mierung von Haftungs- und Sanktionsrisiken günstig, einen möglichst großen
Anteil beschwerdegegenständlicher Inhalte durch eine Löschung nach Com-
munity-Standards abzuschöpfen, um damit auch die Zahl möglicher Zwei-
felsfälle in einer nachgelagerten NetzDG-Prüfung mit Blick auf enger gefasste
StGB-Tatbestände klein zu halten.
Damit erscheint aber jedenfalls nicht fernliegend, dass eine dynamische
Korrelation zwischen AGB-Löschungen einerseits und NetzDG-Sperrungen
andererseits besteht. Hingegen ist die Annahme einer isolierten, nachgerade
dichotomischen Betrachtung der AGB-Löschpraxis einerseits und der Netz-
DG-Sperrpraxis andererseits in dem Sinne, dass das eine nichts mit dem
anderen zu tun habe,104 jedenfalls dann kaum vertretbar, wenn die nach AGB
(Community Richtlinien) untersagten Inhalte mit den StGB-Tatbeständen des
§ 1 Abs. 3 NetzDG inhaltlich korrespondieren, indes weiter gefasst sind. Auch
dass ein Großteil der in Halbjahresberichten des Sozialen Netzwerks YouTube
aufgeführten AGB-Löschungen innerhalb der nur im NetzDG vorgegebenen
24-Stunden-Frist105 erfolgt,106 dürfte auf eine Kausalbeziehung zwischen den
strengen Vorgaben des Netzwerkdurchsetzungsgesetzes einerseits und der
Löschpraxis aufgrund von Community-Richtlinien andererseits hindeuten.
bb) Fassung StGB-kongruenter, weiter AGB-Tatbestände
Im Bericht der Bundesregierung zur Evaluierung des NetzDG wird aus-
drücklich eingeräumt, dass die von Sozialen Netzwerken auf der „ersten Stufe“
nach Gemeinschaftsstandards entfernten Inhalte auch „rechtswidrig im Sinne
des NetzDG sein“ können und umgekehrt ein Inhalt „wegen eines Verstoßes
104 So offenbar Schwartmann/Mühlenbeck, ZRP 2020, 170, die kein Overblocking „durch das
NetzDG“ annehmen, wohl aber „durch Gemeinschaftsstandards“. Ein Zusammenhang
derart, dass eine extensive Löschung nach Gemeinschaftsstandards gerade durch eine
„Flucht“ vor den NetzDG-Repressionen evoziert werden könnte, wird nicht gesehen.
105 Vgl. § 3 Abs. 2 Nr. 2 NetzDG.
106 Im 2. Halbjahr 2020 wurden von dem Sozialen Netzwerk YouTube 88,16% der gelöschten
und gesperrten Inhalte innerhalb von 24 Stunden nach Erhalt einer Beschwerde gelöscht.
„Größtenteils“ wurden diese Inhalte indes aufgrund eines Verstoßes gegen die vorrangig
geprüften, eigenen Community-Richtlinien entfernt; vgl. 2. HJB 2020 YouTube, S. 12; siehe
auch unten V.3.b).
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gegen die Gemeinschaftsstandards entfernt“ werden kann, der „Inhalt aber
nicht rechtswidrig im Sinne des NetzDG“ sein müsse.107
Ebenso räumen die Sozialen Netzwerke in ihren NetzDG-Halbjahresberichten
weitreichende inhaltliche Überschneidungen ihrer Gemeinschaftsrichtlinien
mit nationalem (Straf‐)Recht ein. Facebook etwa führt hierzu aus, dass ihre
Gemeinschaftsstandards „in vielen Fällen abdecken, was gemäß deutschem
Recht rechtswidrig ist“.108 Entsprechend kann ein Inhalt „sowohl einen Ver-
stoß“ gegen „Community-Richtlinien als auch einen Rechtsverstoß im Rahmen
des NetzDG darstellen“.109
Bestätigt wird eine erhebliche inhaltlich-thematische Überschneidung von
AGB-untersagten Inhalten einerseits und den straftatbestandlich erfassten
Inhalten i.S.d. § 1 Abs. 3 NetzDG auch durch eine vergleichende Analyse der
Gemeinschaftsstandards mit den §§ 86, 86a, 89a, 91, 100a, 111, 126, 129 bis 129b,
130, 131, 140, 166, 184b, 185 bis 187, 201a, 241 und 269 StGB.110 Der Videosharing-
Dienst YouTube fasst im Rahmen seiner Transparenzberichte sogar inhaltliche
Rubriken, welche sowohl für die Kategorisierung der Gemeinschaftsstandards
(AGB) als auch der StGB-Tatbestände nach § 1 Abs. 3 NetzDG angewendet
werden. Diese Kategorien sind:
· Hassrede oder politischer Extremismus (§ 130 StGB, § 166 StGB),
· Terroristische oder verfassungswidrige Inhalte (§§ 86, 86a, 89a, 91, 100a,
129– 129b, 140, 269 StGB),
· Gewalt (§ 131 StGB),
· Schädliche oder gefährliche Handlungen (§ 111, 126, 140, 241 StGB),
· Persönlichkeitsrechtsverletzung oder Beleidigung (§ 185– 187 StGB),
· Privatsphäre (§ 201a StGB),
· Pornografische Inhalte (§§ 184b, 140 i.V.m. §§ 176 bis 178 StGB).111
107 Vgl. Bericht der Bundesregierung zur Evaluierung, S. 22, wobei ergänzend – freilich ohne
Begründung – ausgeführt wird, dass dann „nicht automatisch ein Fall von Overblocking“
vorliege.
108 Vgl. 2. HJB 2020 Facebook, S. 1.
109 Vgl. 2. HJB 2020 YouTube, S. 12.
110 Vgl. die tabellarisch-synoptische Darstellung der Community-Standards von Facebook,
YouTube und Twitter unten VIII. Anhang 3.
111 Vgl. 2. HJB 2020 YouTube, S. 15 ff.
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Im Rahmen der Halbjahresberichte werden von YouTube die Entfernungen
nach NetzDG und nach Community-Richtlinien nach diesen, jeweils identisch
verwandten Kategorien dargestellt:112
Die hiernach ersichtliche ganz überwiegende (vorrangige) Löschung nach
Community-Richtlinien und die demgegenüber kaum erfolgte (nachrangige)
Entfernung nach dem NetzDG deuten bereits darauf hin, dass die nach AGB
untersagten Inhalte weiter gefasst sind als der tatbestandliche Rahmen der
StGB-Normen in § 1 Abs. 3 NetzDG. Auch in der Rechtsliteratur wird von
„gegenüber dem NetzDG inhaltlich weiteren Gemeinschaftsstandards“ aus-
gegangen.113
Bestätigt wird dies auch durch eine exemplarische Analyse der Weite von
AGB-Tatbeständen gegenüber den inhaltlich korrespondierenden Straftatbe-
ständen. Die nach Ziff. III.12 der Gemeinschaftsstandards von Facebook
untersagte „Hassrede“ wird beispielsweise deutlich weiter definiert als Merk-
male im strafrechtlichen Diskriminierungstatbestand des § 130 Abs. 2 StGB.
112 https://storage.googleapis.com/transparencyreport/legal/netzdg/YT-NetzDG-TR-
Bundesanzeiger-latest.pdf
113 Vgl. Schwartmann/Mühlenbeck, ZRP 2020, 170.
Abb. 12: Entfernung wegen eines Verstoßes gegen die Community-Richtlinien vs. NetzDG,
2. Halbjahr 2020 (YouTube)
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Dies ergibt sich nicht unbedingt aus dem personellen Schutzbereich, der auch
strafrechtlich weit gefasst ist („Teile der Bevölkerung“).114 Allerdings stehen den
straftatbestandlich geforderten, engen Aussageinhalten der „Aufstachelung zu
Hass“, des „Aufforderns zu Gewalt- und Willkürmaßnahmen“ sowie des
„Menschenwürdeangriffs“ durch „Beschimpfen“, „böswilliges Verächtlich-ma-
chen“ oder „Verleumden“115 vergleichsweise entgrenzte Definitionen der
Hassrede in den Facebook-Gemeinschaftsstandards gegenüber. Denn danach
wird „Hassrede“ als jeder „direkte Angriff auf Personen aufgrund geschützter
Eigenschaften“ angesehen, wobei Angriffe u. a. bereits allgemein „gewalttätige
oder menschenverachtende Sprache“, „schädliche Stereotypisierung“ oder
„Aufrufe, Personen auszugrenzen oder zu isolieren“ umfassen soll.116
Schließlich werden die Gemeinschaftsstandards der untersuchten drei
Sozialen Netzwerke kontinuierlich aktualisiert und erweitert. Dabei erfährt
auch der Anwendungsbereich der AGB, welche zu einer Entfernung von
Inhalten führen können, tendenziell eine Extension.117
cc) Vorrang der AGB-Prüfung vor NetzDG-Prüfung
Gemäß der Analyse der in dieser Untersuchung betrachteten Sozialen Netz-
werke Facebook, YouTube und Twitter werden die Beschwerden zunächst
nach den eigenen Community-Standards und erst anschließend gegebenen-
falls nach dem NetzDG geprüft. Dies bedeutet, dass bei einer vorrangigen
Löschung nach den Gemeinschaftsrichtlinien (AGB) das Erfordernis einer
weiteren Prüfung und ggf. erforderlichen Sperrung aufgrund des NetzDG
entfällt. Die von den Sozialen Netzwerken in ihren Halbjahresberichten
bestätigte Praxis der vorrangigen Prüfung und Löschung nach weiten AGB-
114 Vgl. hierzu: Kühl in: Lackner/Kühl, StGB – Kommentar, 29. Aufl. 2018, § 130 Rn. 2;
Sternberg-Lieben/Schittenhelm, in: Schönke/Schröder, StGB – Kommentar, 30. Aufl. 2019,
§ 130 Rn. 3 f.; Schäfer, in: Münchener Kommentar zum StGB, 3. Aufl. 2017, § 130 Rn. 30 ff.;
aus der Rspr. jüngst OLG Köln, Urt. v. 9. 6. 2020– 1 RVs 77/20 – Frauen; siehe auch BGH
NStZ 2015, 512, 513 und BGH, Urt. v. 3. 4. 2008–3 StR 394/07.
115 Vgl. zu den einzelnen genannten Tathandlungen etwa Kühl in: Lackner/Kühl, StGB –
Kommentar, 29. Aufl. 2018, § 130 Rn. 3 ff.; Sternberg-Lieben/Schittenhelm, in: Schönke/
Schröder, StGB – Kommentar, 30. Aufl. 2019, § 130 Rn. 5 ff.; Schäfer, in: Münchener
Kommentar zum StGB, 3. Aufl. 2017, § 130 Rn. 40 ff.
116 Vgl. Ziff. III. 12. der Facebook Gemeinschaftsstandards, https://de-de.facebook.com/
communitystandards/hate_speech, zuletzt abgerufen am 1. 2. 2021.
117 Vgl. etwa 2. HJB 2020 Twitter, S. 2 zu „Aktualisierungen“ der Twitter Regeln „gegen Hass
schürendes Verhalten“.
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Standards wird auch im Evaluierungsbericht der Bundesregierung und teil-
weise auch in der Rechtsliteratur konstatiert.
Die Sozialen Netzwerke sehen eine vorrangige Prüfung nach den eigenen
Gemeinschaftsstandards selbst dann vor, wenn die Beschwerde explizit und
gesondert über ein NetzDG-Meldeformular eingegangen ist. Insoweit wird
etwa in dem im Januar 2021 veröffentlichten NetzDG-Halbjahresbericht von
Facebook ausgeführt:
„Sobald jemand das NetzDG-Meldeformular (über einen der zuvor beschriebenen Wege)
ausgefüllt hat und auf „Senden“ klickt, erhalten wir die Beschwerde automatisch über ein
internes Prüf-Tool, ohne dass eine weitere Handlung des Beschwerdeführers erforderlich
ist. Wir verfolgen dann einen zweistufigen Ansatz zur Überprüfung von Inhalten, die uns
über das NetzDG-Meldeformular gemeldet werden. Zunächst prüfen wir den gemeldeten
Inhalt auf eine Verletzung unserer Gemeinschaftsstandards hin. Wenn er gegen unsere
Gemeinschaftsstandards verstößt, stellen wir sicher, dass er weltweit von der Plattform
entfernt wird. Wenn der gemeldete Inhalt nicht gegen unsere Gemeinschaftsstandards
verstößt, prüfen wir anschließend anhand der in der Beschwerde bereitgestellten Infor-
mationen seine Rechtmäßigkeit. Konkret prüfen wir, ob der gemeldete Inhalt gegen die
entsprechenden im NetzDG aufgeführten Bestimmungen des deutschen Strafgesetzbuchs
verstößt. Wenn wir den gemeldeten Inhalt als rechtswidrig im Sinne des NetzDG erachten,
sperren wir den Zugang zu dem Inhalt in Deutschland (…)“.118
In dem von dem Sozialen Netzwerk Twitter im Januar 2021 veröffentlichten
Halbjahresbericht wird entsprechend ausgeführt, das „jede erhaltene NetzDG-
Beschwerde (…) zuerst anhand der Twitter Allgemeinen Geschäftsbedingun-
gen („AGB“) und Twitter Regeln überprüft“werde.119 Erst die hiernach ggf. noch
„verbleibenden Inhalte werden dann hinsichtlich des NetzDG überprüft“.120
Auch das Soziale Netzwerk YouTube prüft Inhalte, die im Rahmen des NetzDG
gemeldet werden, zunächst nach eigenen Community-Richtlinien.121
dd) Überwiegende Löschung nach AGB
Der Vorrang der Prüfung nach eigenen Gemeinschaftsstandards vor einer
NetzDG-Prüfung führte bei Facebook für das 2. Halbjahr 2020 dazu, dass selbst
bei den explizit nach dem gesonderten NetzDG-Meldeformular eingegangen
Beschwerden nur 12,07% aller Inhaltsentfernungen aufgrund des NetzDG
erfolgten. In 87,93% Fällen erfolgte die Entfernung aufgrund Verstoßes gegen
118 Vgl. 2. HJB 2020 Facebook, S. 4.
119 2. HJB 2020 Twitter, S. 18.
120 Vgl. 2. HJB 2020 Twitter, S. 18.
121 Vgl. 2. HJB 2020 YouTube, S. 1
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die vorrangig geprüften Facebook Gemeinschaftsstandards.122 Hinzu kommen
mehrere Millionen von Löschungen pro Halbjahr, welche nicht über ein
NetzDG-Meldeformular anhängig werden und welche Soziale Netzwerke
direkt und aufgrund automatischer Erkennung wegen Verletzung ihrer
Gemeinschaftsstandards vornehmen.123 Diesen stehen insgesamt lediglich 154
gelöschte Inhalte nach dem NetzDG im 2. Halbjahr 2020 gegenüber.
Entsprechend marginal sind Inhaltsentfernungen nach dem NetzDG bei dem
Sozialen Netzwerk Twitter, da auch hier die Prüfung nach den eigenen Twitter
Regeln vorrangig sind und sich auf die entsprechenden Maßnahmen auswir-
ken. Bezogen auf Nutzer*innenbeschwerden, die sich explizit auf die in § 1
Abs. 3 NetzDG genannten StGB-Tatbestände der §§ 129, 129a und § 184b StGB
bezogen haben, führt das Soziale Netzwerk Twitter in ihrem im Januar 2021
veröffentlichten Halbjahresbericht im Wortlaut aus:
„Bei Inhalten, die gemäß den NetzDG-Paragraphen zur Bildung krimineller Vereinigungen
(§§ 129 und 129a) sowie zur Verbreitung, Erwerb und Besitz kinderpornographischer
Schriften (§ 184b) gemeldet wurden, waren in 98,1% der entfernten Inhalte Verletzungen
unserer AGB oder Twitter Regeln die Grundlage dieser Maßnahme. Lediglich 1,9% der
entfernten Inhalte wurden wegen Verletzung des NetzDG zurückgezogen“.124
Bezogen auf alle Löschungen und Sperrungen in dem gesamten Zeitraum 2018
bis 2019 gibt Twitter an, 75% aufgrund eines Verstoßes gegen die eigenen AGB
und 25% der Inhalte aufgrund eines NetzDG-Verstoßes gelöscht zu haben.125
YouTube weist in ihren Transparenzberichten das Verhältnis zwischen den
gelöschten Inhalten aufgrund eines Verstoßes gegen die eigenen AGB sowie
gegen das NetzDG differenziert aus und vermerkt in der Befragung zutreffend,
dass dies auf freiwilliger Basis geschehe, da „dies keine rechtliche Verpflich-
122 2. HJB 2020 Facebook, S. 12: „Von den 1.276 gelöschten oder gesperrten Inhalten wurden
1.122 Inhalte wegen eines Verstoßes gegen unsere Gemeinschaftsstandards weltweit
gelöscht. 154 Inhalte haben nicht gegen unsere Gemeinschaftsstandards verstoßen,
wurden jedoch wegen eines Verstoßes gegen eine im NetzDG aufgeführte Bestimmung
des deutschen Strafgesetzbuchs in Deutschland gesperrt“.
123 Facebook hat nach eigenen Angaben im 3. Quartal 2020 über 36 Millionen Inhalte
entfernt, davon 98,2% vor einer Nutzer*innenbeschwerde; vgl. Community Standards
Enforcement Report Facebook.
124 Vgl. 2. HJB 2020 Twitter, S. 4.
125 Vgl. Qualitative Befragung Twitter, S. 9 (Frage 20) sowie Qualitative Befragung YouTube,
S. 15 (Frage 20).
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tung nach dem NetzDG ist.“126 Hiernach hat YouTube im ersten Halbjahres-
bericht 2019 82%, im zweiten Halbjahresbericht 2019 ca. 95% aufgrund der
eigenen Community-Standards gelöscht. In 2020 ergibt sich keine hiervon
abweichende Tendenz. In der praktisch bedeutsamen Kategorie „Hassrede
oder politischer Extremismus“ erfolgten für das 2. Halbjahr 2020 insgesamt
20.954 Löschungen nach den Community-Richtlinien, hingegen nur 347
Sperrungen nach NetzDG. Dies entspricht einem Anteil der vorrangigen AGB-
Löschungen von 98,37%. Hierbei unberücksichtigt sind die pro Quartal mil-
lionenfach entfernten Videos und über 1 Milliarde entfernten Kommentare,
überwiegend aufgrund automatischer Erkennung von Verstößen gegen
Community-Richtlinien.127
Eine Tendenz der stetig fortschreitenden Marginalisierung von NetzDG-Lö-
schungen gegenüber den immer dominanteren AGB-Löschungen lässt sich bei
den nur durch YouTube differenziert ermittelbaren „Löschquoten“ über den
Zeitraum vom 1. Halbjahr 2018 bis zum 2. Halbjahr 2020 ersehen. Während der
Anteil entfernter Inhalte an den insgesamt wegen behauptetem NetzDG-
Verstoß gemeldeten Inhalte weitgehend konstant zwischen 21% und 27%
schwankt, hat der Anteil der wegen NetzDG erfolgten Sperrungen gegenüber
den AGB-Löschungen kontinuierlich abgenommen.
Zeitraum Anteil Löschungen nach AGB Anteil Sperrungen nach NetzDG
1. HJ 2018 19,61% 7,53%
2. HJ 2018 16,62% 5,15%
1. HJ 2019 19,29% 4,09%
2. HJ 2019 24,56% 1,35%
1. HJ 2020 22,47% 0,89%
2. HJ 2020 22,12% 0,57%
Tabelle 6: Anteil gesperrter/gelöschter Inhalte an gemeldeten Inhalten bei YouTube
126 Qualitative Befragung YouTube, S. 15 (Frage 20).
127 YouTube hat im 3. Quartal 2020 nach eigenen Angaben 7.872.684 Videos wegen Verstoßes
gegen Community-Richtlinien entfernt, davon 93, 88% durch automatische Erkennung;
Kommentare auf YouTube wurden im gleichen Zeitraum 1.140.278.887 entfernt; vgl.
Transparenzbericht „YouTube-Community-Richtlinien und ihre Anwendung“.
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Wurden im 1. Halbjahr 2018 immerhin noch 7,53% aller beschwerdegegen-
ständlichen Inhalte nach dem NetzDG entfernt, so waren es im 2. Halbjahr
2020 noch 0,57%.
ee) Ergebnis
Aus der vorstehenden Analyse ergibt sich, dass die drei untersuchten Sozialen
Netzwerke Facebook, YouTube und Twitter Inhaltsentfernungen ganz über-
wiegend nach den vorrangig geprüften, eigenen Community-Standards vor-
nehmen. Demgegenüber sind Sperrungen beschwerdegegenständlicher
Inhalte nach dem nur subsidiär geprüften NetzDG vergleichsweise marginal
und haben angesichts der Gesamtzahl der von den Sozialen Netzwerken
millionenfach vorgenommenen, überwiegend proaktiven Löschungen (v. a.
außerhalb der über NetzDG-Meldeformulare prüfgegenständlichen Inhalte)128
kaum eine praktische Bedeutung.
Die Befunde stützen indes die auch im Rahmen der Juristischen Evaluation im
Auftrag des BMJV für „plausibel“ erachtete129 These eines durch der NetzDG
angereizten bzw. beförderten Ausweichens in ein vermehrtes Löschen nach –
im Vergleich zu den StGB-Tatbeständen weiter gefassten – Community-
Richtlinien. Für eine solche durch das NetzDG mitverursachte „Flucht in AGB-
Löschungen“ spricht zunächst, dass alle untersuchten Sozialen Netzwerke
einen klaren Prüfvorrang nach ihren eigenen Gemeinschaftsstandards selbst
für solche Inhalte implementieren, welche von Nutzer*innen über das Netz-
DG-Meldeformular, also unter Bezugnahme auf die in § 1 Abs. 3 NetzDG
genannten Straftatbestände eingereicht werden. Durch ein solches Vorgehen
ist wahrscheinlich, dass eine Vielzahl von AGB-entfernten Inhalten gleichsam
„abgeschöpft“ wird, welche bei einer Prüfung nach NetzDG/StGB zumindest
Zweifelsfälle begründen könnten und tiefgreifendere Prüfungs- und Abwä-
gungsvorgänge nach sich zögen.
128 Facebook hat nach eigenen Angaben im 3. Quartal 2020 über 36 Millionen Inhalte
entfernt, davon 98,2% vor einer Nutzer*innenbeschwerde; vgl. Community Standards
Enforcement Report Facebook. YouTube hat im 3. Quartal 2020 nach eigenen Angaben
7.872.684 Videos wegen Verstoßes gegen Community-Richtlinien entfernt, davon 93, 88%
durch automatische Erkennung; Kommentare auf YouTube wurden im gleichen Zeitraum
1.140.278.887 entfernt; vgl. Transparenzbericht „YouTube-Community-Richtlinien und ihre
Anwendung“. Twitter hat im 1. Halbjahr 2020 insgesamt 1.927.063 Inhalte wegen Ver-
stößen gegen ihre Twitter Regeln entfernt und zusätzlich 925.744 Accounts gesperrt; Vgl.
Twitter Transparenz Bericht „Durchsetzung der Regeln“.
129 Vgl. Eifert, Evaluation des NetzDG im Auftrag des BMJV, 2020, S. 53.
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Vor diesem Hintergrund kann nach diesseitiger Bewertung davon ausgegan-
gen werden, dass die Bußgelddrohungen und engen Löschfristen des NetzDG
mit dazu beigetragen haben, dass Soziale Netzwerke eine gegenüber dem
NetzDG vorrangige Prüfung und Löschung nach weit gefassten AGB-Standards
mit dynamischen Extensionstendenzen des Anwendungsbereichs etabliert
haben und selbst bei explizit mit NetzDG-Bezug eingehenden Beschwerden
umsetzen. Denn durch diese Compliance-Strategie werden Risiken der Buß-
geldahndung nach § 4 NetzDG aufgrund Nicht-Löschungen von Inhalten,
welche das Bundesamt für Justiz nachträglich als (straf‐)rechtswidrig einstu-
fen könnte, weitgehend minimiert.
b) Zeitraum zw. Beschwerdeeingang und Löschung
aa) These der schnellen Zweifelsfall-Entfernung von Inhalten
Im Rahmen der bereits dargestellten methodischen Eruierung einzelner Kri-
terien für Overblocking130 wurde angenommen, dass einem hohen Anteil
erfolgter Inhaltsentfernungen innerhalb nur eines Tages ein gewisser indizi-
eller Aussagewert zukommt. Je höher hiernach der Anteil von innerhalb von
24 Stunden erfolgten Entfernungen beschwerdegegenständlicher Inhalte und
je geringer der Anteil der beschwerdegegenständlichen Inhalte ist, in denen
die Strafrechtsprüfung einschließlich erforderlicher Abwägungsvorgänge län-
ger als 24 Stunden in Anspruch genommen haben, umso eher kann davon
ausgegangen werden, dass die enge Fristvorgabe des § 3 Abs. 2 Nr. 2 NetzDG
(24 Stunden) zumindest zum Teil ursächlich für eine Compliance der Sozialen
Netzwerke ist, wonach problematische Inhalte im Zweifel innerhalb der engen
Frist entfernt werden, um einen Konflikt mit dem NetzDG und etwaigen
Bußgeldsanktionen zu vermeiden. Dies würde eher für als gegen das Vorliegen
von Overblocking sprechen, sollte die vom Gesetzgeber als notwendig und
ausreichend erachtete Zeit von 7 Tagen für eine sorgfältige und Verfas-
sungsbelange der Meinungsfreiheit berücksichtigende Prüfung aufgrund der
Fristvorgabe des § 3 Abs. 2 Nr. 2 NetzDG nahezu nicht in Anspruch genom-
men werden.
130 Siehe hierzu oben V.2.e).
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bb) Bewertung der Halbjahresberichte
Aus den NetzDG-Halbjahresberichten der drei untersuchten Sozialen Netz-
werke Facebook, YouTube und Twitter ergibt sich, dass der ganz überwie-
gende Anteil, namentlich ca. 80–95% aller über den NetzDG-Meldeweg
eingegangen und entfernten Inhalte innerhalb von 24 Stunden entfernt wor-
den sind.
Ausweislich des Berichts von Facebook für das 2. Halbjahr 2020 erfolgte bei
den 1.117 über das NetzDG-Meldeformular eingegangenen Beschwerden, die zu
einer Sperrung oder Löschung geführt haben, die letzte Maßnahme zur
Sperrung/Löschung 1.031 mal innerhalb von 24 Stunden. Mithin wurden 92,3%
aller Entfernungen innerhalb von 24 Stunden vorgenommen. 35mal wurde
innerhalb von 48 Stunden entfernt, 40mal innerhalb von 7 Tagen und lediglich
in 11 Fällen später als nach 7 Tagen.131
Im 2. Halbjahr 2020 wurden von dem Videosharing-Dienst YouTube 88,16%
der gelöschten und gesperrten Inhalte innerhalb von 24 Stunden nach Erhalt
einer Beschwerde gelöscht.132 „Größtenteils“ wurden diese Inhalte aufgrund
eines Verstoßes gegen die eigenen Community-Richtlinien entfernt.133 Letz-
teres stützt die Vermutung, dass die nach § 3 Abs. 2 Nr. 2 NetzDG eigentlich
nur für „offensichtlich“ strafrechtswidrige Inhalte vorgesehene enge Löschfrist
von 24 Stunden sich auch auf die Prüfung und Löschung nach Community-
Richtlinien (AGB) unmittelbar auswirkt.
Die Angaben im 2. Halbjahresbericht 2020 von Twitter weisen ebenfalls einen
überwiegenden Anteil erfolgter Maßnahmen innerhalb von 24 Stunden aus.
Allerdings seien die Zahlen nach Angaben des Sozialen Netzwerks durch einen
Sicherheitsvorfall in der zweiten Jahreshälfte 2020 beeinflusst. Die insoweit
gegenüber den vorherigen Berichtszeiträumen ausgewiesene Zunahme der
Meldungsbearbeitungen erst nach einer Woche wird „hauptsächlich auf
Arbeitssoftware- und Zugriffsprobleme“ zurückgeführt, die „direkt aus dem
Sicherheitsvorfall hervorgehen, den Twitter am 15. Juli 2020 festgestellt hat“.134
131 2. HJB 2020 Facebook, S. 13.
132 2. HJB 2020 YouTube, S. 12.
133 2. HJB 2020 YouTube, S. 12.
134 2. HJB 2020 Twitter, S. 26. Zur weiteren Begründung wird ausgeführt: „Während dieses
Vorfalls haben Hacker eine kleine Anzahl von Mitarbeitern durch eine Telefon-Spear-
Phishing-Attacke angegriffen. (…) Die frühen Maßnahmen, die Twitter ergriffen hat, um
den Zugang zu internen Tools und Systemen zu beschränken, haben zu Verzögerungen
bei der Überprüfung von Supportanfragen durch Benutzer geführt. Dies betraf auch
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Die Angaben von Twitter zum 1. Halbjahr 2020 (89,3%)135 sowie davor im
2. Halbjahr 2019 (85,61%)136 weisen aber auf eine ähnliche Lösch-/Sperrpraxis
überwiegend innerhalb von 24 Stunden hin, wie bei den beiden anderen
Sozialen Netzwerken Facebook und YouTube.
cc) Ergebnis
Der mit ca. 80%-95% hohe Anteil von erfolgten Löschungen/Sperrungen
innerhalb von 24 Stunden kann auf der Grundlage der rechtlichen und
rechtstatsächlichen Analyse137 insofern als Anhaltspunkt für ein mögliches
Vorliegen von Overblocking gedeutet werden, als hiernach die nach Ein-
schätzung des Gesetzgebers regelmäßig für die sorgfältige Prüfung der
Rechtswidrigkeit von Inhalten nach dem NetzDG erforderliche Zeit von
7 Tagen fast nicht in Anspruch genommen wird.
c) Absenz von Bußgeldverfahren nach § 4 Abs. 1 Nr. 2
NetzDG
Wie im Rahmen der Eruierung von Anhaltspunkten für Overblocking darge-
legt,138 geht mit solchem regelmäßig einher, dass keine oder nur eine geringe
Zahl von Bußgeldsanktionen nach § 4 Abs. 1 Nr. 2 NetzDG wegen von dem BfJ
feststellbarem Underblocking (Nichtlöschung rechtswidriger Inhalte nach § 3
Abs. 2 Nr. 2 und 3 NetzDG) gegen Soziale Netzwerke erfolgen. Die Absenz
solcher Bußgeldverfahren über einen längeren Zeitraum lässt die Möglichkeit
des Vorliegens von Overblocking zu, sie indiziert ein solches Overblocking
aber nicht zwingend im Sinne einer erhöhten Wahrscheinlichkeit ihres Vor-
liegens.
Meldungen unter dem Netzwerkdurchsetzungsgesetz. In Folge kam es zu einem Rück-
stand bei den Meldungsbearbeitungen, der den in den obigen Tabellen beobachteten
Anstieg verursachte. Von allen Meldungen, die nach einer Woche bearbeitet wurden,
waren 99,8% eindeutig mit dem durch den Sicherheitsvorfall verursachten Rückstand
verbunden. (…)“.
135 Vgl. 1. HJB 2020 Twitter: < 24 h: 109.151 Beschwerden, < 48 h: 10.768 Beschwerden, <
7 Tage: 2.237 Beschwerden, > 7 Tage: 71 Beschwerden.
136 Vgl. 2. HJB 2019 Twitter: < 24 h: 117.437 Beschwerden, < 48 h: 17.739 Beschwerden, <
7 Tage: 1.767 Beschwerden, > 7 Tage: 227 Beschwerden.
137 Siehe oben V.2.e).
138 Siehe hierzu oben V.2.f).
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Seitens des Bundesamts für Justiz seit Inkrafttreten des NetzDG 2017 bis zum
Abschluss dieses Evaluationsberichts ist gegen kein einziges Soziales Netzwerk
ein Bußgeldbescheid aufgrund § 4 Abs. 1 Nr. 2 NetzDG erlassen worden.139 In
einer Stellungnahme des BfJ vom 15. 6. 2020 zum NetzDGÄndG wird ausge-
führt, dass es zu solchen Verfahren, welche zusätzlich ein gerichtliches Vor-
abentscheidungsverfahren nach § 4 Abs. 5 NetzDG140 erfordern, „bisher nicht
gekommen“ sei.141
d) Wirkung und Plausibilität von „Gegenmechanismen“
aa) Beteiligung/Konsultation der externen Selbstregulierung
Wie dargelegt, wird die Möglichkeit der Konsultation der Regulierten Selbst-
regulierung gerade als wichtiger Mechanismus gegen Overblocking bzw. als
„Mittel gegen übereilte Meinungsverkürzung“ angesehen.142 Vor diesem Hin-
tergrund wurde im Rahmen der methodischen Eruierung von Anhaltspunkten
für Overblocking die praktische Nutzung und Inanspruchnahme der Regu-
lierten Selbstregulierung durch Soziale Netzwerke nach § 3 Abs. 2 Nr. 3 b)
NetzDG als taugliches Kriterium qualifiziert, um Indizien für oder gegen das
Vorliegen von Overblocking abzuleiten.143 Insoweit ist in der nachfolgenden
Subsumtion zu prüfen, ob und inwieweit anerkannte Einrichtungen der
Freiwilligen Selbstkontrolle mit beschwerdegegenständlichen Inhalten
(Zweifelsfälle) betraut worden sind.
Hierbei ist zunächst zu berücksichtigen, dass in den ersten beiden Jahren nach
Inkrafttreten des Netzwerkdurchsetzungsgesetzes keine Einrichtung der
Freiwilligen Selbstkontrolle seitens des Bundesamts für Justiz nach § 3 Abs. 6
und 7 NetzDG anerkannt worden ist. In diesem Zeitraum bestand mithin von
vornherein keine Möglichkeit der Nutzung des vom Gesetzgeber gegen
Overblocking vorgesehenen Gegenmechanismus. Erst am 13. Januar 2020 ist
die Freiwillige Selbstkontrolle Multimedia-Diensteanbieter (FSM) als Selbst-
139 Siehe hierzu bereits oben II.5.e).
140 Hierzu Höld, MMR 2017, 791 ff.
141 Vgl. Stellungnahme des BfJ zum NetzDGÄndG v. 15. 6. 2020, S. 14.
142 Siehe oben V.2.g) sowie Bericht der Bundesregierung zur NetzDG-Evaluierung, 2020, S. 22;
Schwartmann, GRUR-Prax 2017, 317, 318 f.; s.a. Redebeitrag der Bundestagsabgeordneten
Nadine Schön (CDU/CSU) im Rahmen der 244. Sitzung des Deutschen Bundestags,
Plenarprotokoll 18/244, S. 25121.
143 Siehe oben V.2.g).
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kontrolle nach dem NetzDG anerkannt worden.144 Wie stark die Selbstkon-
trolleinrichtung von den drei vorliegend untersuchten Sozialen Netzwerken
genutzt wird, kann daher vornehmlich durch die Halbjahresberichte des
Zeitraums 1. 7. 2020 bis 31. 12. 2020 ausgewertet werden. Hierbei bleibt auch
eine mögliche vorherige Verzerrung durch Einarbeitungs- und Etablierungs-
zeit der FSM von April bis Juni 2020 unberücksichtigt.
· Der Video-Sharing-Dienst YouTube hat die Selbstkontrolle im 2. Halbjahr
2020 am häufigsten, insgesamt in 8 Fällen konsultiert.145 Dies entspricht bei
einer Gesamtzahl von zwischen 1. 7. 2020 und 31. 12. 2020 erfolgten 71.477
Inhaltsentfernungen146 einem Anteil von 0,01%.
· Das Soziale Netzwerk Facebook hat im Zeitraum zwischen 1. 7. 2020 und
31.12. 2020 lediglich 1 NetzDG-Beschwerde an die Freiwillige Selbstkontrolle
Multimedia-Diensteanbieter zur Entscheidung über die Rechtmäßigkeit der
gemeldeten Inhalte weitergeleitet.147 Bei insgesamt 1.276 im 2. Halbjahr 2020
angegebenen gelöschten/gesperrten Inhalten nach NetzDG-Beschwerden
entspricht dies einem Anteil von 0,08%.
· Der Dienst Twitter ist nach eigenen Angaben nicht Mitglied der FSM und
hat im 2. Halbjahr 2020 keinen Fall an die FSM weitergeleitet. Dies ent-
spricht einem Anteil an den insgesamt nach NetzDG-Beschwerden ent-
fernten Inhalten von 0,0%.
Hiernach ergibt sich der Befund, dass eine Konsultation einer anerkannten
Einrichtung der Selbstkontrolle gemäß § 3 Abs. 2 Nr. 3 b) NetzDG seit
Inkrafttreten des Netzwerkdurchsetzungsgesetzes durch die großen Sozialen
Netzwerke bisher nahezu nicht stattfindet.
bb) Fristverlängerungen nach § 3 Abs. 2 Nr. 3 NetzDG
Wie dargelegt, wird auch die in § 3 Abs. 2 Nr. 3 a) NetzDG vorgesehene Öff-
nung der starren 7-Tage-Löschfrist als Gegenmaßnahme zur Verhinderung von
144 Vgl. Pressemitteilung der FSM vom 3. 3. 2020 „FSM beginnt Arbeit als Selbstkontrolle nach
NetzDG“, abrufbar unter https://www.fsm.de/de/presse-und-events/fsm-als-netzdg-
selbstkontrolle.
145 Vgl. 2. HJB 2020 YouTube, S. 9.
146 Vgl. 2. HJB 2020 YouTube, S. 5.
147 Vgl. 2. HJB 2020 Facebook, S. 10.
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Overblocking bewertet.148 Hiernach kann die Frist von 7 Tagen überschritten
werden, wenn „die Entscheidung über die Rechtswidrigkeit des Inhalts von der
Unwahrheit einer Tatsachenbehauptung oder erkennbar von anderen tat-
sächlichen Umständen abhängt; das soziale Netzwerk kann in diesen Fällen
dem Nutzer vor der Entscheidung Gelegenheit zur Stellungnahme zu der
Beschwerde geben“.
Vor diesem Hintergrund wurde im Rahmen der methodischen Eruierung von
Anhaltspunkten für Overblocking die praktische Nutzung und Inanspruch-
nahme dieser Möglichkeit nach § 3 Abs. 2 Nr. 3 a) NetzDG als taugliches
Kriterium qualifiziert, um Indizien für oder gegen das Vorliegen von Overb-
locking abzuleiten.149
· Das Soziale Netzwerk Facebook hat ausweislich des im Januar 2021 veröf-
fentlichen Berichts im 2. Halbjahr 2020 insgesamt in 2 Fällen die Mög-
lichkeit der Kontaktaufnahme mit dem*der Nutzer*in i. S. d. § 3 Abs. 2 Nr. 3
a) NetzDG wahrgenommen. Dies entspricht bei insgesamt 1.276 im
2. Halbjahr 2020 angegebenen gelöschten/gesperrten Inhalten nach Netz-
DG-Beschwerden einem Anteil von 0,16%.150
· Der Dienst Twitter gibt für denselben Berichtszeitraum als Anzahl der
Beschwerden, bei denen Maßnahmen ergriffen worden sind und bei denen
dem*der Nutzer*in vor der Entscheidung Gelegenheit zur Stellungnahme zu
der Beschwerde gegeben wurde insgesamt 438 Fälle an. Dies entspricht bei
insgesamt im 2. Halbjahr von Maßnahmen betroffenen 118.797 Inhalten
einem Anteil von 0,37%.151
· Der Video-Sharing-Dienst YouTube gibt als Gesamtzahl der Inhalte, die
YouTube an den Uploader weitergeleitet hat, um seine Sicht auf die
betreffende Beschwerde zu erhalten, insgesamt 58 Fälle für das 2. Halbjahr
148 Vgl. Bericht der Bundesregierung zur NetzDG-Evaluierung, 2020, S. 22; Schwartmann,
GRUR-Prax 2017, 317, 318; auch der Rechtsausschuss des Bundestags ist davon ausge-
gangen, dass die „entsprechenden Erweiterung des Spielraumes“ in § 3 Abs. 2 Nr. 3
NetzDG gerade Befürchtungen eines „Overblockings“ entgegenwirken sollte, vgl. BT-
Drs. 18/13013, S. 20.
149 Siehe oben V.2.g).
150 Vgl. 2. HJB 2020 Facebook, S. 12.
151 Vgl. 2. HJB 2020 Twitter, S. 22
V. Anhaltspunkte für Overblocking
136
2020 an.152 Dies entspricht bei einer Gesamtzahl von zwischen 1. 7. 2020 und
31. 12. 2020 erfolgten 71.477 Inhaltsentfernungen153 einem Anteil von 0,08%.
Allerdings ist zu berücksichtigen, dass von vornherein eine Nutzerkonsulta-
tion zur Sachverhaltsklärung i. S. d. § 3 Abs. 2 Nr. 3a) NetzDG (Unwahrheit
einer Tatsachenbehauptung oder erkennbar von anderen tatsächlichen
Umständen abhängt) nur bei den wenigsten der insgesamt in § 1 Abs. 3
NetzDG genannten Straftatbestände in Betracht kommt.154 Dennoch erscheint
vorliegend eine Kontextualisierung der Konsultationsfälle der drei Netzwerke
zu der Gesamtzahl der in den NetzDG-Berichten angegebenen Inhaltsentfer-
nungen gerade mit Blick auf die praktische Gesamtrelevanz als Gegenme-
chanismus zur Verhinderung von Overblocking methodisch legitim und
signifikant.
Denn hiernach hat der Gegenmechanismus der Nutzerkonsultation i. S. d. § 3
Abs. 2 Nr. 3 a) NetzDG zur Verhinderung schneller Zweifelsfall-Löschungen in
praxi eher keine Auswirkung im Hinblick auf eine Verhinderung von Overb-
locking.
cc) Bußgeldbeschränkung auf „systemisches Versagen“
(1) Schließlich wird von der Bundesregierung und dem Bundesamt der Justiz
sowie in der Juristischen Evaluation im Auftrag des BMJV und von einem Teil
der Rechtsliteratur vertreten, dass die Bußgelddrohungen nach § 4 Abs. 1
NetzDG keine übermäßigen Anreize für Overblocking setzten.155 Es wird
argumentiert, dass die Bußgeldandrohung des § 4 Abs. 1 Nr. 2 NetzDG sich nur
auf das „Vorhalten“ eines Beschwerdeverfahrens beziehe und damit gerade
nicht am Einzelfall ansetze, sondern „systemische Mängel“ im Beschwerde-
verfahren sanktioniere.156 Somit könnten die Bußgeldtatbestände auch nicht
152 Vgl. 2. HJB 2020 YouTube, S. 8.
153 Vgl. 2. HJB 2020 YouTube, S. 5.
154 Insbesondere bei §§ 186, 187 StGB, vgl. hierzu Liesching, in: Spindler/Schmitz, TMG –
Kommentar, 2. Aufl. 2018, § 3 NetzDG Rn. 21; siehe zu einer allgemeinen „Flexibilisierung“
der Regelfristen in § 3 Abs. 2 Nr. 3 NetzDG: Knoke/Krüger, in: Gersdorf/Paal, BeckOK
Informations- und Medienrecht, 30. Edition 2020, § 3 NetzDG Rn. 44 mwN.
155 Vgl. Bericht der Bundesregierung zur NetzDG-Evaluierung, 2020, S. 22; V.2. der NetzDG-
Bußgeldleitlinien vom 22. 3. 2018; Eifert, Evaluation des NetzDG im Auftrag des BMJV,
2020, S. 53 f.; Schiff, MMR 2018, 366, 369; Schwartmann/Mühlenbeck, ZRP 2020, 170.
156 Schiff, MMR 2018, 366, 369; Schwartmann/Mühlenbeck, ZRP 2020, 170.
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zu einem Overblocking führen.157 Denn den Anbietern der sozialen Netzwerke
drohe bei Fehlentscheidungen im Einzelfall kein Bußgeld.158
Zutreffend ist hieran, dass eine Falschbewertung eines Sozialen Netzwerks in
einem bloßen Einzelfall noch keine Bußgeldahndung nach § 4 Abs. 1 Nr. 2
NetzDG begründen kann.159 Somit kommt auch Eifert im Rahmen der Eva-
luation 2020 nachvollziehbar zu der Einschätzung, dass eine unbillige
Abwälzung des Risikos falscher Einordnung „einzelner komplexer Fälle“ auf
die Netzwerkanbieter bei Berücksichtigung der Bußgeldleitlinien fernliegend
sei.160
(2) Allerdings bleibt in der vorstehend skizzierten Argumentation ungeklärt,
ob nicht auch die Drohung mit Bußgeldern in Höhe von bis zu 50 Millionen
Euro bei „systemischem“ Versagen geeignet ist, erhebliche Anreize für
Overblocking i.S.e. Zweifelsfall-Löschung auch legaler Angebote im Grenzbe-
reich zu setzen. Dies erscheint insbesondere dann naheliegend, wenn die
Möglichkeit eines Vorhalts „systemischen Versagens“ seitens der Bußgeldbe-
hörde aus Sicht der Sozialen Netzwerke kaum kalkulierbar oder angesichts der
ihnen gegenüber kommunizierten Voraussetzungen eines „systemischen
Versagens“ sogar wahrscheinlich sind.
Vor diesem Hintergrund ist aber von Bedeutung, dass nach dem Regie-
rungsentwurf der Bußgeldtatbestand des § 4 Abs. 1 Nr. 2 NetzDG nur „in der
Regel“ nicht bereits durch einen einmaligen Verstoß gegen die Pflicht, offen-
sichtlich rechtswidrige Inhalte innerhalb von 24 Stunden nach Eingang der
Beschwerde zu löschen oder zu sperren, erfüllt wird,161 also hiernach m.a.W. in
bestimmten Ausnahme-Konstellationen ein Einzelfallverstoß schon ausrei-
chen kann. Demgegenüber ist in der Beschlussempfehlung des BT-Rechts-
157 Vgl. Schwartmann/Mühlenbeck, ZRP 2020, 170; siehe auch V.2. der NetzDG-Bußgeldleit-
linien vom 22. 3. 2018, wonach „nur schuldhafte Verstöße gegen die organisatorische
Vorgabe, ein Verfahren im Sinne des § 3 Absatz 1 Satz 1 NetzDG (Umgang mit
Beschwerden) vorzuhalten“, zu einem Bußgeld führen können.
158 Vgl. Bericht der Bundesregierung zur NetzDG-Evaluierung, 2020, S. 22.
159 Insoweit deutlich in V.2. der NetzDG-Bußgeldleitlinien vom 22. 3. 2018: „Dem sozialen
Netzwerk droht bei einer Fehlentscheidung im Einzelfall kein Bußgeld“.
160 Vgl. Eifert, Evaluation des NetzDG im Auftrag des BMJV, 2020, S. 53 f.
161 BT-Drs. 18/12356, S. 24. Siehe auch V.2. der NetzDG-Bußgeldleitlinien vom 22. 3. 2018,
wonach nur „grundsätzlich“ nicht bereits aus einem einzelnen Verstoß gegen die Vor-
gaben aus § 3 Absatz 2 Nummer 2 und 3 NetzDG (Entfernung/Sperrung offensichtlich
rechtswidriger Inhalte binnen 24 Stunden) eine Nichterfüllung der aus § 3 Absatz 1
NetzDG folgenden Pflichten folge.
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ausschusses von einer „systemisch falschen Entscheidungspraxis“ als buß-
geldauslösend die Rede, „die mit einer überschaubaren Zahl von falschen
Einzelfallentscheidungen“ begründet werden könne.162 Ob eine Überschau-
barkeit bei 2, 4 oder 10 Fällen gegeben sein kann, ist für die Normadressaten
nicht erkennbar.
Und auch aus den Bußgeldleitlinien erschließt sich nicht, wie viele Einzelfälle
die Bußgeldbehörde sammeln muss, um den Vorwurf eines „organisatori-
schen“ Fehlverhaltens bzw. eines „systemischen Versagens“ zu begründen.
Sicher ist hiernach lediglich, dass allein das Sammeln von mehreren Einzel-
fällen durch das Bundesamt für Justiz für eine Bußgeldahndung ausreichen
kann, namentlich bei „zeit- und sachnah wiederholt auftretenden Verfeh-
lungen gegen die Vorgaben aus § 3 Absatz 2 NetzDG (insb. Nicht-Löschungen
innerhalb vorgegebener Fristen)“.163 Weiter wird in den Bußgeldleitlinien
ausgeführt, dass eine „Häufung von Fehlentscheidungen innerhalb eines
überschaubaren Zeitraums“ eine „Indizwirkung“ für die Erfüllung des Buß-
geldtatbestands des § 4 Abs. 1 Nr. 2 NetzDG begründen könne.164 Auch hierbei
bleibt offen, ob eine „Häufung“ in einem Umfang von 2, 5, 10 oder 20 Ein-
zelfällen bereits als hinreichend für eine Tatbestandsverwirklichung angese-
hen werden könnte.
(3) Angesichts dieser rechtstatsächlichen Situation ist fraglich, ob es aus Sicht
der Sozialen Netzwerke als Normadressaten einen Unterschied macht, ob die
erhebliche Bußgelddrohung von bis zu 50 Millionen Euro bei „nicht richtigem“
Vorhalten des Beschwerdeverfahrens schon bei einem Einzelfall der „Nicht-
Löschung“ oder erst bei mehreren, seitens der Bußgeldbehörden gesammelten
Einzelfällen virulent wird. Dies gilt umso mehr, als angesichts der enormen
Fallzahlen165 allein der pro Halbjahr eingehenden Beschwerden es möglich
erscheint, schon bei kursorischer Inhaltsprüfung mehrere Einzelfälle der
Nicht(‐rechtzeitigen)-Löschung zu sammeln166 und hieraufhin „zeit- und
162 Vgl. BT-Drs. 18/13013, S. 24.
163 Vgl. V.2. der NetzDG-Bußgeldleitlinien vom 22. 3. 2018, S. 7 f.
164 Vgl. V.2. der NetzDG-Bußgeldleitlinien vom 22. 3. 2018, S. 8.
165 Vgl. hierzu IV.1.b). Siehe auch die Schriftliche Stellungnahme des Bundesamts für Justiz
für die öffentliche Anhörung am 17. Juni 2020 zur Änderung des Netzwerkdurchset-
zungsgesetzes (NetzDG) v. 15. 6. 2020.
166 Vgl. auch die Monitoring-Berichte nach § 3 Abs. 5 NetzDG für den Zeitraum 1. 1. 2019 bis
30. 6. 2020, im Rahmen derer insgesamt ca. 3.000 Fälle „eindeutig rechtswidriger“ Ein-
zelfälle allein durch „manuelle Suche“ ermittelt wurden und nach Meldung lediglich in
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sachnah wiederholt auftretenden Verfehlungen“ i.S.d. Bußgeldleitlinien als
Verstoßvorwurf zu begründen.
Ausweislich der Stellungnahme des Bundesamts für Justiz vom 15. 6. 2020
verfährt die Bußgeldbehörde in diesem Sinne: Ist danach ein der Behörde
gemeldeter Einzelfall strafrechtlich relevant, unterzieht das BfJ ihn „in
Gesamtschau mit anderen gleich gelagerten Sachverhalten der Prüfung, ob
sich Anhaltspunkte für ein systemisches Versagen ergeben“. Diese laufenden
Prüfungen von „Komplexen möglichen systemischen Versagens“ seien aber
noch nicht abgeschlossen.167
Die Frage, ob Bußgelder nach § 4 Abs. 1 Nr. 2 NetzDG schon bei dem Vorhalt
lediglich einer einzelnen Fehlentscheidung der Nicht-Löschung eines rechts-
widrigen Inhaltes oder einer Sammlung von mehreren einzelnen Fehlent-
scheidungen droht, scheint aus Sicht der Normadressaten jedenfalls hin-
sichtlich der Anreizwirkung für die Etablierung von Overblocking-Strukturen
unerheblich. Denn systemische Zweifelsfall-Löschungen in 24 Stunden
schützen in beiden Fällen gleichermaßen vor den nach § 4 Abs. 1 Nr. 2 i.V.m.
Abs. 2 NetzDG drohenden Bußgeldern i.H.v. bis zu 50 Millionen Euro.
Vor diesem Hintergrund erscheint das als Mechanismus gegen Overblocking
angeführte Argument der lediglich auf „systemisches Versagen“ begrenzten
Bußgelddrohung des § 4 Abs. 1 Nr. 2 NetzDG nicht plausibel. Eine mögliche
Verwirklichung des Bußgeldtatbestands nach Sammeln mehrerer Einzelfälle
als Grundlage eines behördlichen Verstoßvorwurfs setzt für Normadressaten
eine erhebliche Anreizwirkung der Etablierung von Zweifelsfalllöschungen
beschwerdegegenständlicher Inhalte (Overblocking), um die Wahrschein-
lichkeit solcher Verstoßvorwürfe und Bußgeldahndungen zu minimieren.
dd) Ergebnis
Die seitens der Bundesregierung und von einem Teil der Rechtsliteratur als
regulatorische Mechanismen gegen Overblocking angeführten Flexibilisie-
rungen der Löschfristen nach § 3 Abs. 2 Nr. 3 a) und b) NetzDG einschließlich
der Möglichkeit der Konsultation einer anerkannten Einrichtung der freiwil-
ligen Selbstkontrolle haben in der Anwendung des NetzDG bislang keine
etwa der Hälfte der Fälle eine Inhaltsentfernung durch die untersuchten Sozialen Netz-
werke erfolgt sein soll, ausführl. hierzu oben III.2..
167 BfJ-Stellungnahme vom 15. 6. 2020, S. 6 und 14.
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praktische Bedeutung. Sie können mithin keine Auswirkungen im Sinne der
Verhinderung oder Minimierung von Tendenzen des Overblockings haben.
Die Einschränkung der Bußgelddrohung des § 4 Abs. 1 Nr. 2 NetzDG auf
„systemisches Versagen“ bei Fehlentscheidungen der Nicht-Löschung rechts-
widriger Inhalte ist nicht geeignet, Anreize bei den Normadressaten (Soziale
Netzwerke) für eine breite und schnelle Zweifelsfall-Löschung beschwerde-
gegenständlicher Inhalte mit Blick auf die Vermeidung von Bußgeldahndun-
gen zu begrenzen.
e) Selbsteinschätzung Sozialer Netzwerke
Soweit die Sozialen Netzwerke im Rahmen der qualitativen Untersuchung
Angaben im Kontext der vorstehenden Overblocking-Aspekte gemacht
haben,168 deuten diese eher darauf hin, dass die Problematik einer durch das
NetzDG bedingten übereilten Prüfung beschwerdegegenständlicher Inhalte
und einer Tendenz zur Löschung im Zweifelsfall gesehen wird.
Die drei Sozialen Netzwerke wurden mit Blick auf Befürchtungen eines „Ov-
erblockings“169 befragt, ob aufgrund der massiven Bußgelddrohung (§ 4
NetzDG) Soziale Netzwerke Inhalte im Zweifel auch dann löschen könnten,
wenn diese noch nicht strafbar, sondern noch von der Meinungsäußerungs-
freiheit gedeckt sind.
YouTube und Facebook führen übereinstimmend aus, dass versucht werde,
Overblocking zu vermeiden, es jedoch nicht auszuschließen sei.170 Das soziale
Netzwerk Facebook führt in diesem Zusammenhang aus, dass für private
Unternehmen eine strafrechtliche Prüfung naturgemäß gerade im Bereich von
Äußerungsdelikten und unter den sehr strengen Zeitvorgaben „nicht trivial“
sei, zumal im Gesetz eine Definition fehle, „wann genau ein Inhalt »offen-
sichtlich« rechtswidrig ist“.171
168 Die Antworten der drei befragten Sozialen Netzwerke Facebook, YouTube und Twitter
sind im Anhang unter VII. im Volltext dokumentiert.
169 Siehe hierzu auch oben II.2.
170 Vgl. Qualitative Befragung Facebook, S. 2 sowie Qualitative Befragung YouTube. S.7
(Frage 5).
171 Qualitative Befragung Facebook, S. 2 und 3.
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YouTube teilt die Sorge, dass die Struktur des NetzDG zu einer übermäßigen
Sperrung von legitimen Inhalten führen könnte.172 Die Rechtmäßigkeit der auf
YouTube geteilten Inhalte sei oft schwer zu beurteilen und solle in der Regel
besser von den zuständigen Gerichten beurteilt werden. YouTube weist darauf
hin, dass sie bei der Prüfung der gemeldeten Inhalte mit „größtmöglicher
Sorgfalt“ vorgehen, die „innerhalb der kurzen Fristen möglich“ sei.173 Zu den
ca. 90% nach 24 Stunden gelöschten Inhalten wird im Wortlaut ausgeführt
(Hervorhebungen der Verf.):
„In Kombination mit empfindlichen Geldbußen setzen starre und enge Fristen starke
Anreize, Inhalte auf bloßen Zuruf im Zweifel und damit in fast allen Fällen zu sperren.
Denn die Feststellung der Rechtswidrigkeit ist in der Regel im Hinblick auf die meisten
vom Anwendungsbereich umfassten Straftatbestände nicht ohne Zweifel möglich.
Dies bestätigt die Praxis. Im zweiten Halbjahr 2019 hat YouTube beispielsweise über 92%
der entfernten Inhalte innerhalb der erst 24 Stunden entfernt. Dies bedeutet nicht, dass die
Inhalte „offensichtlich“ rechtswidrig waren, sondern lediglich dass YouTube eine umge-
hende Bearbeitung – auch in Zweifelsfällen – vorzog, um mögliche hohe Geldbußen zu
vermeiden“.174
Twitter verweist im Kontext von „Overblocking“ auf die Lumen Datenbank.
Auf dieser Plattform könne von Fall zu Fall überprüft werden, ob eine Art des
Overblockings stattgefunden habe.175 Die meisten Maßnahmen werden nach
Angaben des Dienstes innerhalb der ersten 24 Stunden getroffen, spätestens
innerhalb von 48 Stunden nach Erhalt einer Beschwerde. Als Grund hierfür
wird explizit genannt, „dass sog. »offensichtlich rechtswidrige Inhalte«
innerhalb von 24 Stunden begutachtet werden sollen.176 Gleichzeitig wird
indes eingeräumt, dass es im Bereich der in § 1 Abs. 3 NetzDG genannten
Straftatbestände nicht viele „offensichtliche“ Fälle und die „Offensichtlichkeit“
einer Rechtsverletzung „bei dem weit überwiegenden Teil der Beschwerden
gerade nicht vorliegt“.177
172 Qualitative Befragung YouTube. S.7 (Frage 5).
173 Vgl. Qualitative Befragung YouTube, S.7 (Frage 5).
174 Vgl. Qualitative Befragung YouTube, S.18 (Frage 25).
175 Vgl. Qualitative Befragung Twitter, S.4 (Frage 5).
176 Qualitative Befragung Twitter, S.11 (Frage 28).
177 Vgl. Qualitative Befragung Twitter, S.10 (Frage 25). Überdies wird in diesem Zusam-
menhang ausgeführt, dass es sich bei den Straftatbeständen aus dem Bereich der Ehr-
verletzungs- und Äußerungsdelikte „um hochgradig auslegungsbedürftige Normen“ han-
dele.
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Alle drei befragten Sozialen Netzwerke äußern sich in Bezug auf die engen
zeitlichen Vorgaben des NetzDG mit Blick auf eine hinreichende Straf-
rechtsprüfung vor allem bezüglich der diffizilen und auslegungsbedürftigen
Äußerungsdelikten kritisch. Hierbei wird zum Teil deutlich eingeräumt, dass
eine rechtliche Inhaltsprüfung in kurzer Zeit nicht möglich sei, indes die nach
dem NetzDG vorgegebenen 24 Stunden zu schnellen Prüf- und Entschei-
dungsabläufen zwängen. Der Video-Sharing-Dienst YouTube räumt sogar
explizit ein, dass die erheblichen Geldbußen und die engen Fristen des
NetzDG einen „starken Anreiz“ setzten, Inhalte in fast allen Fällen im Zweifel
zu löschen und der Dienst auch in der Anwendungspraxis eine umgehende
Bearbeitung (auch in Zweifelsfällen) zur Vermeidung möglicher hoher Geld-
bußen vorgezogen hat.
Der in der Juristischen Evaluation im Auftrag des BMJV 2020 ausgeführte
Befund, dass Netzwerkbetreiber nicht berichten, „dass sich Befürchtungen vor
systemischem Overblocking realisiert hätten“,178 kann daher nicht bestätigt
werden.
4. Gesamtbewertung
Die Subsumtion der als Anhaltspunkte für Overblocking eruierten Kriterien
deutet insgesamt eher darauf hin, dass das Netzwerkdurchsetzungsgesetz in
dem von den Wissenschaftlichen Diensten des Bundestags179 und der herr-
schenden Rechtsliteratur180 befürchteten Sinne Anreize für eine schnelle Lö-
schung von beschwerdegegenständlichen Inhalten auch in Zweifelsfällen
setzt, die sich in der Anwendungspraxis realisiert haben könnten. Insgesamt
sind für ein Overblocking im geschilderten Sinne mehr Anhaltspunkte
178 Eifert, Evaluation des NetzDG im Auftrag des BMJV, 2020, S. 54.
179 WD 10–3000–037/17, S. 17.
180 h.M., vgl. z. B. Feldmann, K&R 2017, 292, 295 f.; Hain/Ferreau/Brings-Wiesen, K&R 2017,
433, 435; Heidrich/Scheuch, DSRITB 2017, 305, 315 f.; Kalscheuer/Hornung, NVwZ 2017, 1721,
1723; Koreng, GRUR-Prax 2017, 203, 204; Ladeur/Gostomzyk, K&R 2017, 390 ff.; Liesching in:
Spindler/Schmitz, 2018, § 1 NetzDG Rn. 22 ff.; Lüdemann, in Eifert/Gostomzyk, Netz-
werkrecht, 2018, 153, 156 ff.; Müller-Franken, AfP 2018, 1, 9; Nolte, ZUM 2017, 552, 555 ff.;
Papier, NJW 2017, 3025, 3030; Wimmers/Heymann, AfP 2017, 93, 98; s.a. Frenzel, JuS 2017,
414, 415; Guggenberger, ZRP 2017, 98, 100; Hoven/Gersdorf in: Gersdorf/Paal, BeckOK
Informations- und Medienrecht, 2019, § 1 NetzDG Rn. 9 mwN.; a.A. Eifert, in Eifert/
Gostomzyk, Netzwerkrecht, 2018, 9, 35; Schwartmann, GRUR-Prax 2017, 317.
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ersichtlich als dafür, dass sich kein Overblocking im geschilderten Sinne
zumindest teilweise etabliert hat.
Dabei wird eine zielgenaue Untersuchung allerdings dadurch erschwert, dass
in der von der Bundesregierung beauftragten Evaluation des NetzDG keine
empirische Untersuchung mit Blick auf das Vorliegen von Overblocking vor-
genommen worden ist181 und die insgesamt drei seitens des Bundesamts für
Justiz beauftragten Monitoring-Berichte i.S.d. § 3 Abs. 5 NetzDG auf einer
unzureichend dargelegten Methodik und zu geringen Fallzahlen basieren.182
Daher fehlt es weiterhin an einer hinreichend validen Datenlage, welche im
Rahmen dieser unabhängigen Teilevaluation nicht nachgeholt werden kann.
Überdies wird die methodische Analyse der Anwendungspraxis des
Beschwerdemanagements und der Lösch-Compliance großer Sozialer Netz-
werke dadurch erschwert, dass ein „Overblocking“ im Sinne eines „Zu-viel-
Entfernens“ strafrechtskonformer Inhalte durch die bei allen Netzwerken
dominierenden und ebenfalls als grundsätzlich rechtskonform183 angesehenen
Löschungen bei Verstößen gegen die eigenen (teils sehr weiten) Community
Richtlinien konterkariert wird. Vor diesem Hintergrund ist die These der
bußgeldgetriebenen „Flucht vor dem NetzDG in die AGB“ zwar plausibel184
und angesichts der dargestellten Vorrangprüfung eigener Standards vor den
181 Vgl. Eifert, Evaluation des NetzDG im Auftrag des BMJV, 2020, S. 51: „im Rahmen dieser
Evaluation mangels überprüfbaren Entscheidungsmaterials nicht leistbar“.
182 Siehe hierzu oben II.5.d) und III.2.c).
183 Vgl. z. B. OLG Nürnberg, Urt. v. 4. 8. 2020–3 U 3641/19, GRUR-RR 2020, 543, 546 Abs. 62 ff.;
OLG Dresden NJW 2018, 3111 ff. = MMR 2018, 756, 758 Rz. 18; OLG Dresden, Urt. v. 12. 5.
2020–4 U 1523/19, MMR 2021, 64, 65 f; OLG Karlsruhe, Beschl. v. 25. 6. 2018– 15 W 86/18,
NJW 2018, 3110 f. = MMR 2018, 678 (m. Anm. Mafi-Gudarzi); OLG München NJW 2018, 3115,
3117 = MMR 2018, 753 in Bezug auf AGB-Regeln mit „objektivierbaren Kriterien“ (Hass-
rede), ebenso OLG München, Urt. v. 18. 2. 2020– 18 U 3465/19, MMR 2021, 71, 73; siehe aber
auch OLG München, Urt. v. 7. 1. 2020– 18 U 1491/19; OLG Oldenburg, Urt. v. 1. 7. 2019– 13 W
16/19, MMR 2020, 41, 42; OLG Stuttgart, Beschl. v. 6. 9. 2018–4 W 63/18, NJW-RR 2019, 35,
37 = MMR 2019, 110; OLG Schleswig, Urt. v. 26. 2. 2020–9 U 125/19; LG Frankfurt/M. v. 10. 9.
2018–2–03 O 310/18, MMR 2018, 770; siehe auch LG Frankenthal, Urt. v. 8. 9. 2020–6 O
23/20 – Verdachtslöschung, MMR 2021, 85 f. m. Anm. Zipfel; Beurskens, NJW 2018, 3418,
3420; Friehe, NJW 2020, 1697, insb. 1699 f.; Spindler, CR 2019, 238 ff.; s.a. Elsaß/Labusga/
Tichy, CR 2017, 234; a.A. LG Karlsruhe v. 12. 6. 2018– 11 O 54/18, BeckRS 2018, 20324; LG
Frankfurt/M. v. 14. 5. 2018–2–03 O 182/18, MMR 2018, 545 Rz. 14 m. Anm. Müller-Rie-
menschneider/Specht; Schwartmann/Mühlenbeck, ZRP 2020, 170.
184 Eine Plausibilität in diesem Sinne wohl auch befürwortend: Eifert, Evaluation des NetzDG
im Auftrag des BMJV, 2020, S. 53.
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Straftatbeständen des § 1 Abs. 3 NetzDG auch wahrscheinlich.185 Sie lässt sich
allerdings aufgrund der geschilderten Ambivalenz gegenläufiger Prüf- und
Löschregime nach AGB und NetzDG nur schwer empirisch nachweisen.
Die vor diesem Hintergrund kaum mögliche exakte Nachweisbarkeit mit
wissenschaftlichen Methoden erlaubt jedoch noch nicht den Schluss, dass
aufgrund fehlender empirischer Untersuchung die These des Overblockings
„bloße Spekulation“ sei.186 Vielmehr verlangt eine seriöse rechtswissenschaft-
liche Befassung umso mehr die hilfsweise Entwicklung anderer Instrumen-
tarien und Parameter, welche als Indizien für oder gegen das Vorliegen eines
Overblockings bewertet werden können. Als solche wurden die obigen Kri-
terien (1. Verhältnis AGB- zu NetzDG-Löschungen,187 2. Zeitraum zwischen
Beschwerdeeingang und Löschung,188 3. Absenz von Bußgeldverfahren nach
§ 4 Abs. 1 Nr. 2 NetzDG,189 4. Wirkung und Plausibilität gesetzlicher Gegen-
mechanismen zur Verhinderung von Overblocking,190 5. Selbsteinschätzung
Sozialer Netzwerke191) systematisch eruiert und subsumiert.
185 Siehe hierzu sowie zu den stark überwiegenden AGB-Löschungen im Vergleich zu
NetzDG-Sperrungen oben V.2.d). und V.3.a).
186 So Eifert, Evaluation des NetzDG im Auftrag des BMJV, 2020, S. 54.
187 Siehe hierzu oben V.2.d). und V.3.a).
188 Siehe hierzu oben V.2.e). und V.3.b).
189 Siehe hierzu oben V.2.f). und V.3.c).
190 Siehe hierzu oben V.2.g). und V.3.d).




VI. Anhang 1: Analyse der
Halbjahresberichte im Einzelnen
1. Anstrengungen zur Unterbindung strafbarer
Handlungen
a) Gesetzliche Berichtspflicht (§ 2 Abs. 2 Nr. 1 NetzDG)
Der Halbjahresbericht muss zunächst „allgemeine Ausführungen“ enthalten,
„welche Anstrengungen der Anbieter des sozialen Netzwerks unternimmt, um
strafbare Handlungen auf den Plattformen zu unterbinden“. Aufgrund der
unscharfen und tendenziell weiten Fassung des Wortlauts bestehen Zweifel
einer hinreichenden Bestimmtheit der Norm.1 Die vage Gesetzesfassung wird
durch die Entwurfsbegründung kaum konkretisiert, soweit dort lediglich auf
die bereits vor Inkrafttreten des NetzDG geltende und von der Strafjustiz zu
gewährleistende Rechtssituation hingewiesen wird, dass das Internet „kein
rechtsfreier Raum“ sei.2 Auch die wiederholend und ohne Nennung von
Belegen aufgestellte Vermutung einer „gegenwärtig festzustellenden massiven
Veränderung des gesellschaftlichen Diskurses hin zu einer aggressiven, ver-
letzenden und hasserfüllten Debattenkultur in sozialen Netzwerken“ spezifi-
zieren die geforderten allgemeinen Ausführungen zu Anstrengungen des
Netzwerkbetreibers ebenso wenig wie der Appell an eine gerade eher
außerhalb gesetzlicher Verpflichtung stehende „gesellschaftliche Verantwor-
tung“ der Diensteanbieter.3
Gemäß § 7 Abs. 2 S. 1 TMG (sowie Art. 15 Abs. 1 ECRL) sind Diensteanbieter
nach § 10 TMG zudem nicht verpflichtet, die von ihnen gespeicherten Infor-
mationen zu überwachen oder nach Umständen zu forschen, die auf eine
rechtswidrige Tätigkeit hinweisen.4 Eine Auslegung der Berichtspflicht im
1 Vgl. Liesching in: Spindler/Schmitz, TMG – Kommentar, 2. Aufl. 2018, § 2 NetzDG Rn. 10.
2 BT-Drs. 18/12356, S. 20.
3 So die Ausführungen der Entwurfsbegründung BT-Drs. 18/12356, S. 20; zum Fehlen der
Erkenntnisgrundlagen für den vom Gesetzgeber angenommenen Befund einer Verände-
rung des gesellschaftlichen Diskurses siehe Liesching in: Spindler/Schmitz, TMG –
Kommentar, 2. Aufl. 2018, § 1 NetzDG Rn. 6.
4 Zu der in der Praxis gleichwohl zunehmend proaktiven Löschungen aufgrund automa-
tisierter Erkennung siehe oben II.5.b).
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Sinne eines materiell-rechtlichen Anhaltens zu „Anstrengungen“ zur präven-
tiven Vermeidung rechtswidriger Handlungen auf den Netzwerkplattformen,
die im Ergebnis einer anlassunabhängigen, generellen („proaktiven“) Über-
wachungs- und Nachforschungspflicht gleichkommt, wäre unionsrechtswidrig
und damit unzulässig.5 Daher wird hinsichtlich der „allgemeinen Ausführun-
gen“ keine hohe Informationsdichte gefordert sein.6
b) Berichtsangaben von Facebook
Das soziale Netzwerk Facebook gibt in den Halbjahresberichten an, einen
eigenen Gemeinschaftsstandard definiert zu haben, der nicht nur die freie
Meinungsäußerung und persönliche Sicherheit schützen soll, sondern auch
Inhalte verbietet, die anstößig oder schädlich sind.7 Zu diesen Inhalten
gehören laut Facebook Inhalte, die:
· „gewalttätiges und kriminelles Verhalten fördern,
· die Sicherheit anderer bedrohen,
· als Hassrede gelten,
· als drastische Gewaltdarstellung gelten,
· als Spam eingestuft werden,
· Minderjährige schaden“.8
Diese Gemeinschaftsstandards gelten nach Angaben des sozialen Netzwerks
auf der ganzen Welt und werden durch spezielle Teams zusammengestellt,
welche wiederum durch weitere Teams bestehend aus Expert*innen und
Organisationen verschiedener Bereiche beraten werden. Besonders genannt
werden hierbei die Fachbereiche „Kindersicherheit, Hassrede und Terroris-
5 Hoffmann in: Spindler/Schuster, Recht der elektronischen Medien, 3. Aufl. 2015, § 7 TMG
Rn. 35.
6 BT-Drs. 19/22610, S. 85; Knoke/Krüger, in: Gersdorf/Paal, BeckOK Informations- und
Medienrecht, 30. Edition 2020, § 2 NetzDG Rn. 13 mwN.
7 Vgl. 1. HJB 2018 Facebook, S. 1; ebenso in 2. HJB 2018 Facebook, S. 1; 1. HJB 2019 Facebook,
S. 2; 2. HJB 2019 Facebook, S. 2; 1. HJB 2020 Facebook, S. 1 und 2. HJB 2020 Facebook, S. 1.
8 1. HJB 2018 Facebook, S. 1; ebenso in 2. HJB 2018 Facebook, S. 1; 1. HJB 2019 Facebook, S. 1;
2. HJB 2019 Facebook, S. 1; 1. HJB 2020 Facebook, S. 1 und 2. HJB 2020 Facebook, S. 1.
Anmerkung: Im 2. HJB 2020 wird der Punkt „Minderjährige schaden“ durch den Inhalt
„als Mobbing oder Belästigung eingestuft werden“ ersetzt
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mus“9, auf die auch in anderen Kapiteln verwiesen wird. Im Vergleich zum
ersten Halbjahresbericht 2018 von Facebook wurde in den folgenden Halb-
jahresberichten der Aspekt zu den internen und externen Prüfer*innen
ergänzt.10
Nach Angaben von Facebook werden Technologien eingesetzt, mit denen
Inhalte wie terroristische Inhalte und Bilder von Kindesmissbrauch automa-
tisiert erkannt werden können.11
Werden Inhalte erkannt, die gegen nationales Recht verstoßen, können sie
lokal für Deutschland gesperrt werden. Bei Verstoß gegen die Gemein-
schaftsstandards werden diese weltweit entfernt.12
Das soziale Netzwerk gibt weiterhin an, auf die Hilfe der Nutzer*innen
angewiesen zu sein, die durch verschiedene Meldeformulare Verstöße anzei-
gen können.13 In diesem Zusammenhang benennt Facebook Formulare, mit
denen rechtsverletzende Inhalte durch Nutzer*innen gemeldet werden kön-
nen.14
c) Berichtsangaben von YouTube
YouTube überschreibt seine Ausführungen zu § 2 Abs. 2 Nr. 1 NetzDG als
„Allgemeine Ausführungen zum Umgang mit angeblich rechtswidrigen
Inhalten“15. In diesem Zusammenhang wird ausgeführt, dass das soziale
9 2. HJB 2018 Facebook, S. 1; ebenso in 1. HJB 2019 Facebook, S. 1; 2. HJB 2019 Facebook, S. 1;
1. HJB 2020 Facebook, S. 1 und 2. HJB 2020 Facebook, S. 1.
10 2. HJB 2018 Facebook, S. 1 f.; ebenso in 1. HJB 2019 Facebook, S. 1 f.; 2. HJB 2019 Facebook,
S. 1 f.; 1. HJB 2020 Facebook, S. 1 f. und 2. HJB 2020 Facebook, S. 1 f.
11 Vgl. 1. HJB 2018 Facebook, S. 1; ebenso in 2. HJB 2018 Facebook S. 2; 1. HJB 2019 Facebook,
S. 2; 2. HJB 2019 Facebook, S. 2; 1. HJB 2020 Facebook, S. 2 und 2. HJB 2020 Facebook, S. 2.
12 Vgl. 1. HJB 2018 Facebook, S. 1; ebenso in 2. HJB 2018 Facebook, S. 2; 1. HJB 2019 Facebook,
S. 2; 2. HJB 2019 Facebook, S. 2; 1. HJB 2020 Facebook, S. 2 und 2. HJB 2020 Facebook, S. 2.
13 Freilich werden zunehmend Inhalte automatisiert und unabhängig von Nutzer*innen-
beschwerden gelöscht, siehe oben II.5.b).
14 Vgl. 1. HJB 2018 Facebook, S. 1; ebenso in 2. HJB 2018 Facebook, S. 2 f.; 1. HJB 2019
Facebook, S. 2 f.; 2. HJB 2019 Facebook, S. 2; 1. HJB 2020 Facebook, S. 2 und 2. HJB 2020
Facebook, S. 2.
15 1. HJB 2018 YouTube, S. 2; ebenso in 2. HJB 2018 YouTube, S. 2; 1. HJB 2019 YouTube, S. 2; 2.
HJB 2019, S. 2; 1. HJB 2020 YouTube, S. 1 und 2. HJB 2020 YouTube, S. 1.
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Netzwerk in seinen Community-Richtlinien Inhalte wie „pornografische
Inhalte, Spam, Hassrede, Belästigung und Anstiftung zur Gewalt“ untersage.16
Bei einem Entfernungsersuchen eines bestimmten Inhalts wird nach Angaben
des 1. und 2. Halbjahresberichts 2018 zunächst geprüft, ob der Inhalt gegen die
Community-Richtlinien verstößt. Erst dann wird das Vorliegen eines
„rechtswidrigen Inhaltes“ nach dem NetzDG untersucht und zuletzt ein
etwaiger Verstoß gegen ein lokales Gesetz. Verstößt der Inhalt gegen die
Community-Richtlinien, wird dieser weltweit entfernt, bei einem Verstoß
gegen das NetzDG oder ein lokales Gesetz wird der Inhalt für Deutschland
gesperrt.17 Ab dem 1. Halbjahresbericht 2019 gibt es an dieser Stelle lediglich
den Hinweis, dass Inhalte, die gegen ein lokales Gesetz verstoßen, lokal
gesperrt werden.18
YouTube gibt an, mit bereichsübergreifenden Teams zusammenzuarbeiten,
um eine funktionierende Online-Gesellschaft aufzubauen. Außerdem infor-
miert das Soziale Netzwerk darüber, dass ein „Mensch-Maschine-Ansatz“
angewandt wird, der die Durchsetzung der Community-Richtlinien unter-
stützt.19
Die Angaben von YouTube zu § 2 Abs. 2 Nr. 1 NetzDG sind im 1. und 2.
Halbjahresbericht 2018 identisch. Im Vergleich dazu wurden im 1. und 2.
Halbjahresbericht 2019 die Informationen zu den Verstößen gegen die Com-
munity-Richtlinien unter diesem Berichtspunkt entfernt.
16 1. HJB 2018 YouTube, S. 2; ebenso in 2. HJB 2018 YouTube, S. 2; 1. HJB 2019 YouTube, S. 2
und 2. HJB 2019, S. 2; 1. HJB YouTube, S. 1 und 2. HJB 2020 YouTube, S. 1 f.
17 Vgl. 1. HJB 2018 YouTube, S. 2; ebenso in 2. HJB 2018 YouTube, S. 2.
18 Vgl. 1. HJB 2019 YouTube, S. 1 f; ebenso in 2. HJB 2019 YouTube, S. 1 f.; 1. HJB YouTube 2020,
S. 1 f. und 2. HJB 2020 YouTube, S. 2.
19 Vgl. 1. HJB 2018 YouTube, S. 2; ebenso in 2. HJB 2018 YouTube, S. 2; 1. HJB 2019 YouTube,
S. 2 und 2. HJB 2019 YouTube, S. 2;. HJB YouTube 2020, S. 2 und 2. HJB 2020 YouTube,
S. 2; siehe hierzu auch oben II.5.b).
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d) Berichtsangaben von Twitter
Nach eigenen Angaben veröffentlicht Twitter bereits seit 2012 einen soge-
nannten „Transparenzbericht“20. Dieser Bericht wurde um die Berichtsanga-
ben des NetzDG erweitert.
In den Twitter-Regeln wurde festgelegt, dass die Plattform nicht für rechts-
widrige oder illegale Zwecke verwendet werden darf. Zu diesen illegalen
Zwecken zählen beispielsweise die Förderung von Terrorismus und sexuellen
Missbrauchs. Diese Inhalte können Twitter zufolge auch mithilfe von Tools
und bestimmten Technologien identifiziert werden.21
Es werden nach den Berichtsangaben von Twitter Inhalte entfernt, die die
sexuelle Ausbeutung von Kindern beinhalten oder fördern. Außerdem werden
entsprechende Inhalte dem National Center for Missing and Exploited Chil-
dren22 gemeldet.23 Des Weiteren gibt Twitter an, sich aktiv bei der Terroris-
musbekämpfung zu engagieren, indem es bei dem Global Internet Forum zur
Terrorismusbekämpfung24 teilnimmt, bei welchem der Dienst als eines der
Gründungsmitglieder gilt.25
Im zweiten Halbjahresbericht 2018 von Twitter wurden die Informationen
zum Transparenzbericht in Bezug auf angewandte Tools und zum Engage-
ment gegen Ausbeutung von Kindern und zur Terrorismusbekämpfung
ergänzt. Der erste Halbjahresbericht 2019 beinhaltet darüber hinaus „High-
lights“26 zu den Veränderungen, die Twitter getroffen hat, um „konstruktive
20 1. HJB 2018 Twitter, S. 1; ebenso in 2. HJB 2018 Twitter, S. 1; 1. HJB 2019 Twitter, S. 2; 2. HJB
2019 Twitter, S. 3; 1. HJB 2020 Twitter, S. 3 und 2. HJB 2020 Twitter, S. 4.
21 Vgl. 2. HJB 2018 Twitter, S. 1; ähnlich in 1. HJB 2018 Twitter, S. 1; 1. HJB 2019 Twitter, S. 1 f.;
2. HJB 2019 Twitter, S. 1 f.; 1. HJB 2020 Twitter, S. 3 und 2. HJB 2020 Twitter, S. 3 f.
22 National Center for Missing and Exploited Children (aus dem engl. übersetzt „Das
Nationale Zentrum für vermisste und ausgebeutete Kinder“) ist eine private, gemein-
nützige Organisation, die zuständigen Strafverfolgungsbehörden Informationen zur Ver-
fügung stellt, um Ermittlungen und Strafverfolgungsmaßnahmen zu erleichtern.
23 Vgl. 2. HJB 2018 Twitter, S. 1; ebenso in 1. HJB 2019 Twitter, S. 2; 2. HJB 2019 Twitter, S. 2; 1.
HJB 2020 Twitter, S. 3 und 2. HJB 2020 Twitter, S. 3.
24 Global Internet Forum zur Terrorismusbekämpfung ist eine im Juli 2017 gegründete
Unternehmensgruppe, die das Ziel verfolgt, terroristischen Missbrauch auf digitalen
Plattformen zu unterbinden.
25 Vgl. 2. HJB 2018 Twitter, S. 2; ebenso in 1. HJB 2019 Twitter, S. 2; 2. HJB 2019 Twitter, S. 2; 1.
HJB 2020 Twitter, S. 3 und 2. HJB 2020 Twitter, S. 3.
26 1. HJB 2019 Twitter, S. 1.
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Debatten zu unterstützen und deren Qualität und Offenheit weltweit zu
fördern“.27 Zu den sogenannten „Highlights“ zählen zum Beispiel die Aktua-
lisierung der Twitter-Regeln, der Christchurch Call und weitere Richtlinien-
änderungen.28 Im 2. Halbjahresbericht 2019 wurden die Angaben zu den
„Highlights“ entsprechend aktualisiert. Der Fokus im 2. Halbjahresbericht 2019
lag beispielsweise auf dem Datenschutz und der Aktualisierung der Regeln
und Richtlinien zu Hass schürendem Verhalten und politischen Werbe-
inhalten.29 Im 1. Halbjahresbericht 2020 wurden zusätzliche Aktualisierungen
vorgenommen:
· Aktualisierung der „Regeln gegen Hass schürendes Verhalten“;30
· Aktualisierung der „Richtlinien zu synthetischen und manipulierten Medien“;31
· Übergang zum Work-from-Home-Modell zum Schutz der Mitarbeiter*innen;32
· Aktualisierung der „Richtlinien gegen irreführende Informationen“;33
· Erweiterung der „Leitlinien zu unverifizierten Behauptungen“;34
· „Globale Erweiterung des COVID-19-search prompt“.35
Im zweiten Halbjahresbericht 2020 veröffentlichte Twitter eine Auflistung
folgender Punkte:
· „Einführung des neuen Twitter-Transparenz-Zentrums“;36
· Aktualisierung der „Regeln gegen Hass schürendes Verhalten“;37
· „Ansatz bei irreführenden Informationen zu COVID-19-Impfstoffen“;38
· „Ergänzung neuer Konversations-Einstellungen“;39
· „Erweiterung der Ressourcen für #SuizidPrävention auf Twitter“;40
27 1. HJB 2019 Twitter, S. 1.
28 1. HJB 2019 Twitter, S. 1 f.
29 2. HJB 2019 Twitter, S. 1 f.
30 1. HJB 2020 Twitter, S. 1.
31 1. HJB 2020 Twitter, S. 2.
32 1. HJB 2020 Twitter, S. 2.
33 1. HJB 2020 Twitter, S. 2.
34 1. HJB 2020 Twitter, S. 2.
35 1. HJB 2020 Twitter, S. 2.
36 2. HJB 2020 Twitter, S. 1.
37 2. HJB 2020 Twitter, S. 2.
38 2. HJB 2020 Twitter, S. 2.
39 2. HJB 2020 Twitter, S. 2.
40 2. HJB 2020 Twitter, S. 2 f.
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· Erweiterung der „Richtlinien zum weiteren Schutz staatsbürgerlicher Prozesse“;41
· „Ergänzung neuer Labels auf Accounts staatlicher und staatsnaher Medien“.42
Angaben zur Prüfreihenfolge (zuerst AGB und Twitter-Regeln mit der Folge
globaler Entfernung, dann NetzDG-Prüfung ggf. mit der Folge der Sperrung für
Deutschland), werden an anderer Stelle der Halbjahresberichte gemacht,
namentlich unter dem Punkt „Entscheidungskriterien“.43
e) Vergleichende Analyse
Alle drei Sozialen Netzwerke weisen zur ersten Berichtsvorgabe gemäß § 2
Abs. 2 Nr. 1 NetzDG auf ihre Allgemeinen Geschäftsbedingungen bzw. ihre
Community-Standards hin. Diese werden bei den drei untersuchten Sozialen
Netzwerken jeweils unterschiedlich bezeichnet (Facebook: „Gemeinschafts-
standards“, YouTube: „YouTube-Community-Richtlinien“, Twitter: „Twitter-
Regeln“). Die Bedingungen sind aber inhaltlich in vielerlei Hinsicht ver-
gleichbar. Alle AGB weisen etwa Verbote zu den Bereichen Hassrede, Gewalt
und nicht jugendfreier Inhalte auf.44
Facebook und YouTube erwähnen jeweils Beispiele von Inhalten, die auf ihrer
Plattform verboten sind. Bei beiden werden dabei Hassrede und die Anstiftung
zur Gewalt als eigenständige Bereiche benannt.45 Twitter bezog sich lediglich
allgemein auf die Nutzung ihrer Dienste für „rechtswidrige oder illegale
Zwecke“.46 Besonders herausgestellt werden bei Twitter aber die Inhalte in den
Bereichen Kindesmissbrauch und Terrorismus. Auch bei Facebook wurde der
Umgang mit diesen Inhalten thematisiert.
Weiterhin geben Facebook und YouTube an, dass sie mit Teams aus ver-
schiedenen Fachbereichen zusammenarbeiten, die dafür verantwortlich seien,
41 2. HJB 2020 Twitter, S. 3.
42 2. HJB 2020 Twitter, S. 3.
43 Vgl. 1. HJB 2018 Twitter, S. 6; ebenso in 2. HJB 2018 Twitter, S. 11 f.; 1. HJB 2019 Twitter, S. 12;
2. HJB 2019 Twitter S. 12; 1. HJB 2020 Twitter, S. 13 und 2. HJB 2020 Twitter, S. 18.
44 Siehe auch die synoptisch-tabellarische Darstellung unten VIII. Anhang 3.
45 Vgl. 1. HJB 2018 Facebook, S. 1; ebenso in 2. HJB 2018 Facebook, S. 1; 1. HJB 2019 Facebook;
2. HJB 2019 Facebook, S. 1; 1. HJB 2020 Facebook, S. 1; 2. HJB 2020 Facebook, S. 1; 1. HJB
2018 YouTube, S. 2; 2. HJB 2018 YouTube, S. 2; 1. HJB 2019 YouTube, S. 2; 2. HJB 2019
YouTube, S. 2; 1. HJB 2020 YouTube, S. 1 und 2. HJB 2020 YouTube, S. 1 f.
46 1. HJB 2018 Twitter, S. 1; ebenso in 2. HJB 2018 Twitter, S. 1.
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die rechtswidrigen Inhalte zu erkennen und zu analysieren. Twitter hingegen
geht hierauf jedenfalls unter den Berichtsangaben zu den allgemeinen „An-
strengungen“ gemäß § 2 Abs. 2 Nr. 1 NetzDG nicht explizit ein.
Facebook und Twitter erwähnen in ihren Halbjahresberichten, dass sie zur
Ermittlung rechtswidriger Inhalte „Tools“ und „Technologien“ anwenden. Um
welche Mechanismen und Funktionen es sich dabei genau handelt, wird nicht
erläutert.
Facebook und YouTube machen bereits bei den Ausführungen zu § 2 Abs. 2
Nr. 1 NetzDG Angaben dazu, wie mit rechtswidrigen Inhalten umgegangen
wird, wenn sie gegen die Allgemeinen Geschäftsbedingungen oder ein lokales
Gesetz verstoßen. Bei Twitter erfolgen die Angaben zur Prüfreihenfolge erst
bei den Ausführungen zu § 2 Abs. 2 Nr. 2 NetzDG.47 Nach Angaben aller
Sozialen Netzwerke werden Beschwerden in einem zweistufigen Verfahren48
wie folgt geprüft:
(1) Im ersten Schritt wird geprüft, ob eine Verletzung der Allgemeinen Geschäftsbedin-
gungen bzw. der Community-Standards vorliegt. Bei der Feststellung eines Verstoßes
würden die Sozialen Netzwerke den Inhalt gänzlich von der Plattform entfernen.
(2) Im zweiten Schritt werden die noch verbleibenden Inhalte hinsichtlich des NetzDG
geprüft. Wird festgestellt, dass ein Verstoß gegen NetzDG vorliegt, werden die Inhalte
für Deutschland gesperrt bzw. „zurückgezogen“.49
Insgesamt ist zu erkennen, dass sich die Angaben der Plattformen trotz der
unscharfen Formulierung zur Berichtsvorgabe in § 2 Abs. 2 Nr. 1 NetzDG auf
ähnliche bzw. vergleichbare Gesichtspunkte beziehen. Twitter konzentriert
sich bei seinen Angaben im Vergleich zu den anderen beiden Sozialen Netz-
werken auf die Vorkehrungen zur Verhinderung von Kindesmissbrauch und
Terrorismus, während Facebook und YouTube auch andere Punkte aus
nachfolgenden Berichtsangaben bereits vorweg kursorisch darstellen (z. B.
Angaben zur der Darstellung von Mechanismen zur Übermittlung von
Beschwerden, § 2 Abs. 2 Nr. 2 NetzDG und Organisation, personelle Ausstat-
tung, fachliche und sprachliche Kompetenzen, § 2 Abs. 2 Nr. 1 NetzDG).
47 Siehe Punkt 2.d).
48 So auch MA HSH-Auswertung der Transparenzberichte nach NetzDG, 1. 6. 2019, S. 1 f.
49 1. HJB 2018 Twitter, S. 6; ebenso in 2. HJB 2018 Twitter, S. 11 f.; 1. HJB 2019 Twitter, S. 12; 2.
HJB 2019 Twitter, S. 12; 1. HJB 2020 Twitter, S. 13 und 2. HJB 2020 Twitter, S. 13.
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2. Mechanismen zur Beschwerdeübermittlung /
Kriterien
a) Gesetzliche Berichtspflicht (§ 2 Abs. 2 Nr. 2 NetzDG)
Der Halbjahresbericht muss auch die „Darstellung der Mechanismen zur
Übermittlung von Beschwerden über rechtswidrige Inhalte und der Ent-
scheidungskriterien für Löschung und Sperrung von rechtswidrigen Inhalten“
enthalten.
Die „Mechanismen zur Übermittlung“ können insoweit vor allem die konkrete
technische, gestalterische und organisatorische Umsetzung des Beschwerde-
systems von den konkreten Meldemöglichkeiten für Nutzer*innen (Be-
schwerdeformulare, Kontaktangaben wie E‐Mail-Adressen oder Telefon-Hot-
lines) umfassen bis hin zu der Entgegennahme und Bearbeitung durch das mit
der Prüfung beauftragte Personal des Netzwerkbetreibers.50 Dabei kann auch
angegeben werden, ob Beschwerden ausschließlich bei der Verwendung eines
vorgegebenen formellen Weges bearbeitet werden (Beschwerdeformular) oder
auch im Falle eines anderen Kommunikationsweges. Sofern der Netzwerk-
betreiber differenziert zwischen Beschwerdemechanismen nur für straf-
rechtlich relevante Inhalte nach § 1 Abs. 3 NetzDG einerseits und anderwei-
tigen Übermittlungswegen bei sonstigen Beschwerden, sind zumindest nach
dem Wortlaut („rechtswidrige Inhalte“) nur Erstere nach Nr. 2 darzustellen.51
Auch die weiterhin darstellungspflichtigen Entscheidungskriterien für die
Löschung und Sperrung sind nach dem Gesetzeswortlaut ausschließlich
bezogen auf „rechtswidrige Inhalte“ i.S.d. § 1 Abs. 3 NetzDG. Unklar ist inso-
weit die in der Entwurfsbegründung gefasste Formulierung, dass hierdurch
„nachvollziehbar“ werde, ob Soziale Netzwerke „rechtswidrige Inhalte anhand
nationaler Strafvorschriften oder anhand ihrer Community-Standards löschen
50 Liesching in: Spindler/Schmitz, TMG – Kommentar, 2. Aufl. 2018, § 2 NetzDG Rn. 13; siehe
aber auch Knoke/Krüger, in: Gersdorf/Paal, BeckOK Informations- und Medienrecht, 30.
Edition 2020, § 2 NetzDG Rn. 16: „allenfalls eine überblicksartige Beschreibung der
bestehenden Mechanismen und der grundlegenden Abläufe“.
51 Vgl. Liesching in: Spindler/Schmitz, TMG – Kommentar, 2. Aufl. 2018, § 2 NetzDG Rn. 13;
siehe aber auch Knoke/Krüger, in: Gersdorf/Paal, BeckOK Informations- und Medienrecht,
30. Edition 2020, § 2 NetzDG Rn. 17, wonach mit „Blick auf die in der Gesetzesbegrün-
dung“ (BT-Drs. 18/12356, S. 20) aus Vorsichtsgründen anzuraten sei, „auch auf die Frage
der Löschung anhand der Gemeinschaftsstandards einzugehen“.
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oder sperren“.52 Denn nach dem Wortlaut gefordert werden abschließend nur
die nach den in § 1 Abs. 3 NetzDG genannten nationalen Strafvorschriften
maßgeblichen Entscheidungskriterien. Vorzulegen sind daher nach dem
Gesetzeswortlaut eher nur Bewertungsvorgaben und Richtlinien, welche bei
der Auslegung der §§ 86, 86a, 89a, 91, 100a, 111, 126, 129 bis 129b, 130, 131, 140,
166, 184b i.V.m. 184d, 185 bis 187, 201a, 241 oder 269 StGB und der hierauf
basierenden Bewertung und Löschentscheidung zugrunde gelegt worden
sind.53
In der Literatur werden aufgrund der Halbjahresberichtsangaben zu Mecha-
nismen zur Beschwerdeübermittlung diese als rechtlich unzulänglich ange-
sehen mit der Folge, dass einzelne Soziale Netzwerke insoweit bislang gegen
ihre entsprechende Pflicht aus § 3 Abs. 1 S. 2 NetzDG54 verstießen.55 Erhebliche
Unterschiede bei der Zahl der eingegangenen Beschwerden bei Facebook,
YouTube und Twitter werden insbesondere damit erklärt, „dass es in Facebook
erheblich schwerer ist, »NetzDG-Meldungen« zu erstatten, als in YouTube und
Twitter“. Auf Facebook sei – anders als bei den beiden anderen Netzwerken –
ein gesondertes Meldeformular vorgesehen, das nicht in den am meisten
genutzten Meldeweg (Link neben dem zu meldenden Inhalt) integriert ist;
zudem müsse der/die Nutzer*in viele Angaben machen.56
b) Berichtsangaben von Facebook
Facebook gibt in seinem 2. Halbjahresbericht 2018 an, dass es ein gesondertes
Meldeformular zu Verstößen des NetzDG gebe, welches für registrierte und
nicht registrierte Nutzer*innen im Hilfebereich verfügbar sei. Über den Link
52 BT-Drs. 18/12356, S. 20.
53 Ergänzend kann angegeben werden, ob und ggf. welche einschlägige (strafgerichtliche)
Rechtsprechung und/oder strafrechtlichen Erläuterungswerke (Gesetzeskommentare) bei
der Auslegung und Bewertungsentscheidung herangezogen worden sind; vgl. Liesching in:
Spindler/Schmitz, TMG – Kommentar, 2. Aufl. 2018, § 2 NetzDG Rn. 14; richtigerweise ist
dies nicht verpflichtend, zu Recht daher: Knoke/Krüger, in: Gersdorf/Paal, BeckOK
Informations- und Medienrecht, 30. Edition 2020, § 2 NetzDG Rn. 18.
54 „Leicht erkennbares“ und „unmittelbar erreichbares“ Verfahren zur Übermittlung von
Meldungen.
55 Vgl. Löber/Roßnagel, MMR 2019, 71, 72; siehe auch Spindler, GRUR 2018, 365, 373.
56 Löber/Roßnagel, MMR 2019, 71, 72; siehe auch MA HSH-Auswertung der Transparenz-
berichte nach NetzDG, 1. 6. 2019, S. 4.
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„Impressum/AGB/NetzDG“ erreichten Nutzer*innen den NetzDG-Hilfebe-
reich. Hierüber erhalten Nutzer*innen über den Link „Meldung einreichen“
direkt das Meldeformular zum NetzDG. Mithilfe des Formulars würden die
Nutzer*innen nach und nach durch den Beschwerdegang geführt.57
Der NetzDG-Hilfebereich ist Facebook zufolge auch über interne und externe
Suchmaschinen zu erreichen.58
Facebook weist überdies die Informationen auf, die ein*e Beschwerdefüh-
rer*in bei der Einreichung einer Beschwerde angeben muss:
· „vollständige Kontaktinformationen, einschließlich der Angabe, ob der Beschwerde-
führer eine Beschwerdestelle im Sinne des NetzDG ist,
· Links zu dem konkreten Inhalt auf Facebook, der Gegenstand der Beschwerde ist, sofern
verfügbar,
· den/die Paragrafen des deutschen Strafgesetzbuchs, der/die angeblich durch den
gemeldeten Inhalt verletzt wird/werden,
· die konkreten Aussagen oder Bilder in dem gemeldeten Inhalt, die angeblich „rechts-
widrig“ im Sinne des NetzDG sind,
· die Gründe, warum diese Aussagen oder Bilder angeblich ‚rechtswidrig‘ im Sinne des
NetzDG sind,
· ggf. eine gerichtliche Entscheidung,
· eine elektronische Unterschrift“.59
Nachdem der*die Beschwerdeführer*in das Formular abgesendet hat, wird die
Beschwerde nach Angaben von Facebook nach einem zweistufigen Ansatz
verifiziert, wie es bereits oben60 vergleichend für alle sozialen Netzwerke
ausgeführt worden ist. Im Wesentlichen ähnlich zu YouTube und Twitter wird
auch bei Facebook zunächst eine Verletzung der Gemeinschaftsstandards
geprüft. Liegt ein Verstoß gegen die Gemeinschaftsstandards vor, wird der
Inhalt weltweit von der Website entfernt. Verstößt die Beschwerde im zweiten
57 Vgl. 2. HJB 2018 Facebook, S. 2; ähnlich in 1. HJB 2018 Facebook, S. 2; ebenso in 1. HJB 2019
Facebook, S. 3; 2. HJB 2019 Facebook, S. 3; 1. HJB 2020 Facebook, S. 3 und 2. HJB 2020
Facebook, S. 3.
58 Vgl. 2. HJB 2018 Facebook, S. 2 f.
59 1. HJB 2018 Facebook, S. 2; ebenso in 2. HJB 2018 Facebook, S. 3; 1. HJB 2019 Facebook, S. 3;
2. HJB 2019 Facebook, S. 3; 1. HJB 2020 Facebook, S. 3 und 2. HJB 2020 Facebook, S. 3.
60 Siehe oben VI.1.e).
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Prüfschritt gegen das NetzDG, wird der gemeldete Inhalt nach Angaben von
Facebook nur für Deutschland gesperrt.61
Über ergriffene oder nicht ergriffene Maßnahmen (Löschung oder Sperrung)
wird der*die Beschwerdeführer*in am Ende der Bearbeitung der Beschwerde
informiert.62
Im 2. Halbjahresbericht 2019 gibt Facebook an, neue Optionen zu testen, bei
denen ein Link zu jedem Inhalt verfügbar sei, welcher dann direkt zum
NetzDG-Meldeformular führen solle.63 Im 1. Halbjahresbericht 2020 wird
berichtet, dass die Option weiter getestet werde, um sie gegebenenfalls im
zweiten Halbjahr 2020 zu veröffentlichen.64 Nach Angaben des zweiten
Halbjahresberichtes 2020 wurde damit begonnen, die zusätzliche Meldeop-
tion von Facebook bereitzustellen. Im ersten Halbjahr 2021 solle diese Option
für Nutzer*innen in Deutschland verfügbar sein. In diesem Fall müssten die
Nutzer*innen den Link zum Inhalt oder Profil nicht kopieren, diese würden
automatisch übertragen.65
c) Berichtsangaben von YouTube
In den Halbjahresberichten wird zum Ablauf des Meldeverfahrens allgemein
ausgeführt, dass angemeldete Nutzer*innen ein Video, das rechtswidrige
Inhalte enthält, über das sogenannte „Flagging“ (Menüauswahl „Melden“)
gegenüber dem Sozialen Netzwerk anzeigen können. Es öffne sich daraufhin
ein Fenster, bei dem dann je nach ausgewählter Kategorie die Option „Meines
Erachtens nach sollte dieser Inhalt gemäß dem Netzwerkdurchsetzungsgesetz
gesperrt werden. Weitere Informationen.“66 erscheint. In dem darauffolgenden
Formularfeld sollen dann alle anderen notwendigen Informationen zur
Überprüfung eingetragen werden. Diese Informationen werden in den Halb-
61 Vgl. 1. HJB 2018 Facebook, S. 2; ebenso in 2. HJB 2018 Facebook, S. 3; 1. HJB 2019 Facebook,
S. 3 f.; 2. HJB 2019 Facebook, S. 4; 1. HJB 2020 Facebook, S. 4 und 2. HJB 2020 Facebook,
S. 3.
62 Vgl. 2. HJB 2018 Facebook, S. 3; ebenso in 1. HJB 2019 Facebook, S. 4; 2. HJB 2019 Facebook,
S. 4; 1. HJB 2020 Facebook, S. 4 und 2. HJB 2020 Facebook, S. 3.
63 Vgl. 2. HJB 2019 Facebook, S. 3.
64 Vgl. 1. HJB 2020 Facebook, S. 3.
65 Vgl. 2. HJB 2020 Facebook, S. 3 f.
66 1. HJB 2018 YouTube, S. 13; ebenso in 2. HJB 2018 YouTube, S. 10; 1. HJB 2019 YouTube, S. 11;
2. HJB YouTube, S. 10; 1. HJB 2020 YouTube, S. 13 und 2. HJB 2020 YouTube, S. 14.
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jahresberichten jedoch nicht explizit genannt.67 Daneben gibt es ausweislich
der Halbjahresberichte ein Programm mit dem Namen „Trusted Flagger“, in
dem NGOs, Behörden und private Personen regelmäßig Inhalte prüfen und
melden. Diese würden sich nach Angaben des Sozialen Netzwerks besonders
durch ihre Erfahrung mit rechtswidrigen Inhalten auszeichnen.68
Weiterhin wird in den Halbjahresberichten die Möglichkeit benannt, über ein
NetzDG-Meldeformular im YouTube-Impressum Inhalte zu melden. Es wird
ebenfalls erwähnt, dass alle YouTube-Nutzer*innen auch andere, nicht im
NetzDG enthaltene, Rechtsverletzungen melden können.69 Seit dem 1. Halb-
jahresbericht 2019 ist es außerdem möglich, eine Beschwerde über das You-
Tube Hauptmenü unter dem Link „NetzDG Beschwerden“ einzureichen.70
Der*die Beschwerdeführer*in hat beim Meldeverfahren sieben Inhaltskate-
gorien zur Auswahl, die die 21 Straftatbestände des NetzDG kategorisieren
sollen.71 So werden etwa mit der Kategorie „Hassrede und politischer Extre-
mismus“ die Straftatbestände gemäß §§ 130 StGB und 166 StGB erfasst.72
Begründet wird diese Kategorisierung einerseits damit, dass hierdurch die
Auswahl der Strafbestände für „juristische Laien“73 vereinfacht werden solle
67 Vgl. 1. HJB 2018 YouTube, S. 13; ebenso in 2. HJB 2018 YouTube, S. 10; 1. HJB 2019 YouTube,
S. 11; 2. HJB YouTube, S. 10; 1. HJB 2020 YouTube, S. 13 und 2. HJB 2020 YouTube, S. 14.
68 Vgl. 1. HJB 2018 YouTube, S. 15; ebenso in 2. HJB 2018 YouTube, S. 12; 1. HJB 2019 YouTube,
S. 14; 2. HJB YouTube, S. 14; 1. HJB 2020 YouTube, S. 18 f. und 2. HJB 2020 YouTube, S. 20.
69 Vgl. 1. HJB 2018 YouTube, S. 15; ebenso in 2. HJB 2018 YouTube, S. 12; 1. HJB 2019 YouTube,
S. 15; 2. HJB 2019 YouTube, S. 14; 1. HJB 2020 YouTube, S. 19 und 2. HJB 2020 YouTube,
S. 20 f.
70 Vgl. 1. HJB 2019 YouTube, S. 11, 15; ebenso in 2. HJB 2019 YouTube, S. 10, 14; 1. HJB 2020
YouTube, S. 14, 19 und 2. HJB 2020 YouTube, S. 20.
71 Anmerkung: Im ersten und zweiten Halbjahresbericht 2018 erwähnt YouTube 22 Straf-
tatbestände, für den ersten und zweiten Halbjahresbericht 2019 aktualisiert YouTube die
Zahl der Straftatbestände nach NetzDG auf 21. Vgl. 1. HJB 2019 YouTube, S. 1; ebenso in 2.
HJB 2019 YouTube, S. 1; 1. HJB 2020 YouTube, 1. Berichtsblatt (nicht paginiert) u. S. 1 und
2. HJB 2020 YouTube, S. 1
72 Vgl. 1. HJB 2019 YouTube, S. 12; ebenso in 2. HJB 2019 YouTube, S. 11; 1. HJB 2020 YouTube,
S. 15 und 2. HJB 2020 YouTube, S. 15.
73 1. HJB 2018 YouTube, S. 21; ebenso in 2. HJB 2018 YouTube, S. 17; 1. HJB 2019 YouTube, S. 11;
2. HJB 2019 YouTube, S. 10; 1. HJB 2020 YouTube, S. 14 und 2. HJB 2020 YouTube, S. 15.
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und andererseits damit, dass manche beschwerdegegenständlichen Inhalte
unter mehrere Strafbestände fallen können.74
Um eine ordnungsgemäße Prüfung durchzuführen, sind nach Angaben in den
Halbjahresberichten ausreichende Informationen zum beanstandeten Inhalt
und Beschwerdegrund notwendig. Fehlende Informationen, die eventuell für
die Entscheidung und Weiterverarbeitung der Beschwerde notwendig sind,
werden von dem*der Beschwerdeführer*in erbeten.75 YouTube beschreibt
außerdem, wie die Beschwerde nach Einreichen behandelt wird, insbesondere
dass der*die Beschwerdeführer*in und Uploader*in über die Entscheidung
informiert wird und dass sie*er, falls die Meldung nicht zur gewünschten
Maßnahme führe, eine erneute Überprüfung einleiten könne.76
Des Weiteren gibt das Soziale Netzwerk unter der Überschrift „Sonstige
Meldemechanismen“ an, automatisierte Meldemechanismen zu verwenden.
Dazu gehöre der automatisierte maschinelle Abgleich „Hashes“. Dieser funk-
tioniere nach Angaben des Sozialen Netzwerks wie „Fingerabdrücke für Bilder
und Videos“77 und verhindere somit den Re-Upload von bereits entfernten
Inhalten. Verwendet würde dieser vor allem, um Kindesmissbrauch und
mögliche Rekrutierungen von Terroristen zu erkennen und zu unterbinden.78
Außerdem würde maschinelles Lernen eingesetzt werden, um gewalttätige
extremistische Inhalte zu kennzeichnen. Die Entscheidung über eine mögliche
Sperrung oder Löschung müsse jedoch manuell durch einen Menschen
74 Vgl. 1. HJB 2018 YouTube, S. 21; ebenso in 2. HJB 2018 YouTube, S. 17; ähnlich in 1. HJB 2019
YouTube, S. 11; 2. HJB 2019 YouTube, S. 10; 1. HJB 2020 YouTube, S. 14 und 2. HJB 2020
YouTube, S. 15.
75 Vgl. 1. HJB 2018 YouTube, S. 15 f.; ebenso in 2. HJB 2018 YouTube, S. 12; ähnlich in 1. HJB
2019 YouTube, S. 15; 2. HJB 2019 YouTube, S. 14; 1. HJB 2020 YouTube, S. 19 und 2. HJB
2020 YouTube, S. 20.
76 Vgl. 1. HJB 2018 YouTube, S. 14; ebenso in 2. HJB 2018 YouTube, S. 11; ähnlich in 1. HJB 2019
YouTube, S. 13; 2. HJB 2019 YouTube, S. 12; 1. HJB 2020 YouTube, S. 17 und 2. HJB 2020
YouTube, S. 18.
77 Vgl. 1. HJB 2018 YouTube, S. 15; ebenso in 2. HJB 2018 YouTube, S. 11; 1. HJB 2019 YouTube,
S. 14; 2. HJB 2019 YouTube, S. 13; 1. HJB 2020 YouTube, S. 18 und 2. HJB 2020 YouTube,
S. 19.
78 Vgl. 1. HJB 2018 YouTube, S. 14 f.; ebenso in 2. HJB 2018 YouTube, S. 11 f.; 1. HJB 2019
YouTube, S. 14; 2. HJB 2019 YouTube, S. 13; 1. HJB 2020 YouTube, S. 18 und 2. HJB 2020
YouTube, S. 19. Hinweis: Seit dem 1. HJB 2020 wird diese Methode vorrangig verwendet,
um Inhalte die zu „Hass und Hetze aufrufen und Kinder ausbeuten“ zu finden.
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getroffen werden.79 Zu den sonstigen Meldemechanismen gehört auch das
Programm der „Trusted Flagger“.
Bei der Auslegung des Prüfverfahrens nach § 2 Abs 2 Nr. 2 NetzDG unter-
scheidet YouTube drei Arten von Beschwerden: Meldungen der YouTube
Gemeinschaft, rechtliche Beschwerden und Beschwerden nach NetzDG.80
Unter Meldungen der YouTube Gemeinschaft wird erwähnt, dass Inhalte, die
über das Flagging gemeldet werden, erst anhand der Community-Richtlinien
geprüft werden. Diese Richtlinien verböten „Inhalte, die auch für das NetzDG
von Relevanz sind“81.
Weiterhin erklärt YouTube im Rahmen der Berichtsvorgabe nach § 2 Abs. 2
Nr. 2 NetzDG unter der Zwischenüberschrift „Beschwerden nach NetzDG“,
dass diese im ersten Prüfschritt nach den Community-Richtlinien und im
zweiten auf einen Verstoß gegen die Strafbestände des NetzDG geprüft wer-
den.82 Inhalte, die gegen ihre Community-Richtlinien verstoßen, werden
daraufhin weltweit entfernt und Inhalte, die gegen nationales Recht versto-
ßen, lokal gesperrt.83 YouTube gibt dabei an, dass „die Prüfung der
Beschwerden […] oft nicht einfach“ sei,84 da „einige Strafbestände […] selbst
für Juristen kaum greifbar“ seien.85 Das Soziale Netzwerk weist im Folgenden
darauf hin, wie umfangreich eine Untersuchung und Beurteilung diesbezüg-
79 Vgl. 1. HJB 2018 YouTube, S. 23; ebenso in 2. HJB 2018 YouTube, S. 18; 1. HJB 2019 YouTube,
S. 21; 2. HJB 2019 YouTube, S. 20; 1. HJB 2020 YouTube, S. 26 f. und 2. HJB 2020 YouTube,
S. 28.
80 Im 1. HJB 2018 YouTube und 2. HJB 2018 YouTube erfolgte lediglich die Untergliederung
des Prüfverfahrens nach Rechtlichen Beschwerden und Beschwerden nach NetzDG. Die
Inhalte zu Meldungen der YouTube Gemeinschaft waren jedoch bereits in den HJBen von
2018 vorhanden. Für den 1. HJB 2019, den 2. HJB 2019, den 1. HJB 2020 und den 2. HJB
2020 wurde der Paragraph lediglich neu überschrieben.
81 1. HJB 2019 YouTube, S. 16; ebenso in 2. HJB 2019 YouTube, S. 15; 1. HJB 2020 YouTube,
S. 20 und 2. HJB 2020 YouTube, S. 21.
82 Vgl. 1. HJB 2018 YouTube, S. 20 f.; ebenso in 2. HJB 2018 YouTube, S. 17; 1. HJB 2019
YouTube, S. 18; 2. HJB 2019 YouTube, S. 17; 1. HJB 2020 YouTube, S. 22 f. und 2. HJB 2020
YouTube, S. 24.
83 Vgl. 1. HJB 2018 YouTube, S. 1; ebenso in 2. HJB 2018 YouTube, S. 1; 1. HJB 2019 YouTube,
S. 18; 2. HJB 2019 YouTube, S. 17; 1. HJB 2020 YouTube, S. 22 f. und 2. HJB 2020 YouTube,
S. 24.
84 1. HJB 2019 YouTube, S. 18; ebenso in 2. HJB 2019 YouTube, S. 17; 1. HJB 2020 YouTube,
S. 23 und 2. HJB 2020 YouTube, S. 24.
85 1. HJB 2019 YouTube, S. 18; ebenso in 2. HJB 2019 YouTube, S. 17; 1. HJB 2020 YouTube,
S. 23 und 2. HJB 2020 YouTube, S. 24.
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lich sein könne, wenn nicht genügend Informationen vorlägen.86 Des Weiteren
wird beschrieben, wie das Prüfteam bei komplexen Beschwerden vorgehe: Ist
die Beschwerde für eine*n Prüfer*in zu komplex, wird diese an die nächst-
höhere Instanz gegeben. Die höchste Instanz wäre die Rechtsabteilung der
Google Germany GmbH, die dann die Möglichkeit habe, auch externe Berater
hinzuzuziehen. Nach eigenen Angaben würde dieser Prozess etwa sieben Tage
in Anspruch nehmen.87 Im Folgenden beschreibt YouTube außerdem seinen
Qualitätssicherungsprozess.88
d) Berichtsangaben von Twitter
Nach Angaben im ersten und zweiten Halbjahresbericht 2018 bietet Twitter
registrierten und nicht registrierten Nutzer*innen verschiedene Möglichkei-
ten, um Beschwerden zum NetzDG einzureichen. Nutzer*innen können
demnach in der App ein NetzDG-Beschwerdeformular verwenden oder über
das Twitter Hilfe-Center oder das Impressum Beschwerden bezüglich NetzDG
einreichen.89
Bei der Verwendung des Meldeformulars oder bei der Übermittlung der
Beschwerde über die App werden nach den Angaben der Halbjahresberichte
folgende Informationen von dem*der Beschwerdeführer*in angefordert:
· „Den Grund für die Meldung des Inhalts
· Die relevante Vorschrift des Strafgesetzbuches als Grundlage für die Beschwerde
· Gegen wen der Inhalt gerichtet ist
· Für wen sie die Meldung erstatten“.90
86 Vgl. 1. HJB 2019 YouTube, S. 18; ebenso in 2. HJB 2019 YouTube, S. 17; 1. HJB 2020 YouTube,
S. 23 und 2. HJB 2020 YouTube, S. 25; ähnlich in 1. HJB 2018 YouTube, S. 22 und 2. HJB
2018 YouTube, S. 18.
87 Vgl. 1. HJB 2019 YouTube, S. 19.; ebenso in 2. HJB 2019 YouTube, S. 18; 1. HJB 2020
YouTube, S. 24 und 2. HJB 2020 YouTube, S. 26.
88 Vgl. 1. HJB 2019 YouTube, S. 19; ebenso in 2. HJB 2019 YouTube, S. 18 und 1. HJB 2020
YouTube, S. 24 und 2. HJB 2020 YouTube, S. 26. Diese Ausführungen könnten jedoch auch
der Berichtspflicht nach § 2 Abs 2 Nr. 4 NetzDG zugeordnet werden, da der Fokus auf der
Organisation sowie personellen und fachlichen Kompetenz der Arbeitseinheiten liegt, die
für die Bearbeitung der Beschwerden zuständig sind.
89 Vgl. 1. HJB 2018 Twitter, S. 1; ebenso in 2. HJB 2018 Twitter, S. 3.
90 2. HJB 2018 Twitter, S. 1; ähnlich in 2. HJB 2018 Twitter, S. 3; 1. HJB 2019 Twitter, S. 3; 2. HJB
2019 Twitter, S. 3; 1. HJB 2020 Twitter, S. 4 und 2. HJB 2020 Twitter, S. 4.
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Für angemeldete Nutzer*innen gebe es die Möglichkeit, einen Inhalt unmit-
telbar zu melden, d. h. diese*r könne direkt über den Beitrag das NetzDG-
Meldeformular aufrufen. Nachdem die Option „Tweet melden“ oder „Account
melden“ von dem/der Nutzer*in ausgewählt wurde, erscheine die Option
„Fällt unter das Netzwerkdurchsetzungsgesetz“.91 Nicht angemeldete Nut-
zer*innen mussten bisher bei diesem Beschwerdeweg zuerst „Link zum Tweet
kopieren“ wählen, bevor die Option „Tweet melden“ erschien.92 Seit Juli 2019
wurde dieses Verfahren für nicht angemeldete Nutzer*innen nach Angaben
des Dienstes vereinfacht. Mit Auswahl der Option „Verstoß gegen das NetzDG
melden“ gelange der*die Beschwerdeführer*in direkt zum NetzDG-Berichts-
formular. Seit März 2020 wird dabei automatisch der Tweet-Link eingefügt.93
Im 2. Halbjahresbericht 2020 dokumentiert Twitter, dass nach der Auswahl
„Tweet melden“, die Optionen „Identitätsbetrug“, „Belästigung“, „Private
Informationen“ und „Fällt unter das Netzwerkdurchsetzungsgesetz“ die Nut-
zer*innen zum NetzDG-Meldeformular führen könnten.94 Dabei führten die
Auswahlpunkte „Belästigung“ und „Fällt unter das Netzwerkdurchsetzungs-
gesetz“ direkt zum NetzDG-Meldeformular, die beiden anderen Optionen
führten zunächst zu weiteren Formularen. So muss bei der Auswahl „Identi-
tätsbetrug“ im nächsten Formular „Ein Account diffamiert mich“ ausgewählt
werden, um zum NetzDG-Meldeformular geführt zu werden. Bei Auswahl der
Option „Private Informationen“ führt die Auswahl „Verletzung des höchst-
persönlichen Lebensbereichs“ zum NetzDG-Beschwerdeformular.95
Der*die Beschwerdeführer*in wird nach Angaben des Sozialen Netzwerks
anschließend durch den Meldeprozess geleitet. Twitter verwendet hiernach
zunächst übergreifende Kategorien für die Strafbestände nach dem Strafge-
setzbuch und listet die Gesetze erst vollständig nach den entsprechenden
Paragraphen auf, nachdem eine Kategorie gewählt worden sei.96
91 Vgl. 2. HJB 2018 Twitter, S. 4; ähnlich in 1. HJB 2018 Twitter, S. 2; 1. HJB 2019 Twitter, S. 8; 2.
HJB 2019 Twitter, S. 8; 1. HJB 2020 Twitter, S. 9 und 2. HJB 2020 Twitter, S. 12.
92 Vgl. 1. HJB 2019 Twitter, S. 3 f.; ebenso in 2. HJB 2019 Twitter, S. 4.
93 Vgl. 1. HJB 2020 Twitter; S. 4 und 2. HJB 2020 Twitter, S. 5.
94 2. HJB 2020 Twitter, S. 6.
95 2. HJB 2020 Twitter, S. 7.
96 Vgl. 1. HJB 2018 Twitter S. 3; ebenso in 2. HJB 2018 Twitter, S. 5; 1. HJB 2019 Twitter, S. 9; 2.
HJB 2019 Twitter, S.9; 1. HJB 2020 Twitter, S. 10 und 2. HJB 2020 Twitter, S. 13.
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Weitere Möglichkeiten für eine Beschwerde gäbe es im Impressum, dort
könnten über eine E-Mail-Adresse oder über das Ausfüllen eines Online-
Formulars NetzDG-Beschwerden übermittelt werden.97
Der erste Halbjahresbericht 2018 nimmt keine Unterscheidung zwischen
angemeldeten und nicht angemeldeten Nutzer*innen vor, während der zweite
Halbjahresbericht 2018 in „Beschwerdegang für angemeldete Nutzer“ und
„Beschwerdegang für angemeldete und nicht-angemeldete Nutzer“ unter-
scheidet.98 Im 1. Halbjahresbericht 2019 wird erstmals der Meldeweg für nicht
angemeldete Nutzer*innen ausführlicher beschrieben. Darin gibt Twitter an,
dass es für angemeldete und nicht angemeldete Nutzer*innen möglich sei,
eine NetzDG Beschwerde unmittelbar an dem zu beanstandeten Inhalt zu
melden oder über das Twitter Hilfe Center oder das Impressum einzurei-
chen.99 Es ist anzunehmen, dass das Melden unmittelbar am Inhalt für nicht
registrierte Nutzer*innen eine Neuerung ist, da diese Option in den Halb-
jahresberichten 2018 nur für angemeldete Nutzer*innen beschrieben wird.
Wie bereits oben ausgeführt,100 erfolgt bei der Entscheidung, ob ein Inhalt
gelöscht oder gesperrt werden soll, zunächst eine Prüfung der Twitter Allge-
meinen Geschäftsbedingungen und der Twitter Regeln. Grundsätzlich werden
alle Inhalte, die gegen eines der beiden oder beide verstoßen, von der Platt-
form entfernt. Im zweiten Schritt werden die verbleibenden Inhalte auf einen
Verstoß gegen Straftatbestände des NetzDG überprüft und bei Verstoß lokal
für Deutschland gesperrt. Weiterhin gibt Twitter an, dass Anträge, die zur
Sperrung führten, in dem öffentlichen Archiv „Lumen“ eingesehen werden
könnten.101
Nachdem eine Entscheidung über den gemeldeten Inhalt getroffen wurde,
werden der*die Beschwerdeführer*in und der*die Nutzer*in, der*die den
97 Vgl. 2. HJB 2018 Twitter, S. 10; ähnlich in 1. HJB 2019 Twitter, S. 6, 11 f.; 2. HJB 2019 Twitter,
S. 6, 12; 1. HJB 2020 Twitter, S. 7 + 13 und 2. HJB 2020 Twitter, S. 10 + 17.
98 Vgl. 1. HJB 2018 Twitter, S. 1–5; 2. HJB 2018 Twitter, S. 3– 11.
99 Vgl. 1. HJB 2019 Twitter, S. 3– 12; ebenso in 2. HJB 2019 Twitter, S. 3– 12; 1. HJB 2020
Twitter, S. 4– 13 und 2. HJB 2020 Twitter, S. 5– 17.
100 Siehe oben VI.1.e).
101 Vgl. 1. HJB 2018 Twitter, S. 6; ebenso in 2. HJB 2018 Twitter, S. 11 f.; 1. HJB 2019 Twitter, S. 12;
2. HJB 2019 Twitter, S. 12; 1. HJB 2020 Twitter, S. 13 und 2. HJB 2020 Twitter, S. 18.
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betreffenden Inhalt hochgeladen hatte, ausweislich der Halbjahresberichte
informiert.102
e) Vergleichende Analyse
Grundsätzlich beschreiben alle drei sozialen Netzwerke die „Mechanismen zur
Übermittlung“ nach § 2 Abs. 2 Nr. 2 NetzDG. Bei YouTube und Twitter besteht
ausweislich der Berichtsangaben die Möglichkeit, den angeblich rechtswid-
rigen Inhalt unmittelbar zu melden (Flagging). Bei Facebook muss die URL des
Inhalts in einem gesonderten Meldeformular hinterlegt werden, was den
Meldevorgang für manche Nutzer*innen erschweren könnte, da es einen
größeren Aufwand bedeutet, den Link zu kopieren und an die entsprechende
Stelle einzufügen, anstatt direkt den Beitrag zu „flaggen“. Hierauf könnte das
geringere Beschwerdeaufkommen bei Facebook zum Teil zurückzuführen
sein.103 Nach Angaben des zweiten Halbjahresberichts 2019 sowie des ersten
Halbjahresberichts 2020 entwickelt und testet Facebook bereits einenWeg zur
unmittelbaren Meldung von Beschwerden, welcher den direkteren Melde-
wegen bei Twitter und YouTube entsprechen könnte.104 Facebook hat gemäß
ihrem 2. Halbjahresbericht 2020 begonnen, diese Möglichkeit bereitzustellen.
Ab dem ersten Halbjahr 2021 soll dies für deutsche Nutzer*innen verfügbar
sein.105
Bei allen drei Plattformen ist ein gesondertes Meldeformular für NetzDG-
Beschwerden vorhanden, wobei freilich alle hierüber gemeldeten Inhalte von
den Plattformen zunächst auf ihre eigenen Allgemeinen Geschäftsbedingun-
gen und/oder Regeln hin überprüft werden.
Weitgehend unerläutert bleibt in den Halbjahresberichten, weshalb bzw. in
welchen Fällen nach dem ersten Prüfungsschritt eines Verstoßes gegen AGB/
Community-Standards noch Inhalte verbleiben, welche dann gegen die in der
Regel restriktiveren Straftatbestände nach § 1 Abs. 3 NetzDG verstoßen.
Umgekehrt ergibt sich aus den Berichtsangaben aller drei Sozialen Netzwerke
die Fragestellung, weshalb Inhalte, die im 2. Prüfschritt wegen Volksverhet-
102 1. HJB 2018 Twitter, S. 6; ähnlich in 2. HJB 2018 Twitter, S. 12; 1. HJB Twitter, S. 19; 2. HJB
2019 Twitter, S. 19; 1. HJB 2020 Twitter, S. 20 und 2. HJB 2020 Twitter, S. 27.
103 Siehe auch MA HSH-Auswertung der Transparenzberichte nach NetzDG, 1. 6. 2019, S. 4.
104 Vgl. 2. HJB 2019 Facebook, S. 3; ebenso in 1. HJB 2020 Facebook, S. 3.
105 Vgl. 2. HJB 2020 Facebook, S. 3 f.
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zung oder sogar Kinderpornographie gesperrt worden sind, nicht schon auf
der ersten Prüfebene gegen die – in der Regel weiteren – AGB/Community-
Standards verstoßen haben. Insgesamt bleibt unklar, in welchen Fällen
NetzDG-relevante Beschwerdefälle schon im ersten Prüfschritt und welche
erst im zweiten Prüfschritt entfernt bzw. gesperrt werden.
Facebook und Twitter gehen in ihren Halbjahresberichten darauf ein, dass
sowohl registrierte als auch nicht-registrierte Nutzer*innen eine Meldung
vornehmen können. YouTube nimmt keine Unterscheidung zwischen regis-
trierten und nicht-registrierten Nutzer*innen vor, die Ausführungen beziehen
sich auf „alle Nutzer in Deutschland“.106
Nach Angaben im 2. Halbjahresbericht 2018 gibt es bei Twitter neben dem
formellen Meldeweg (Beschwerdeformular) auch einen anderen Kommuni-
kationsweg über eine E-Mail-Adresse, die im Impressum hinterlegt ist.
Twitter und Facebook geben ausführlich in ihren Halbjahresberichten an,
welche Informationen der*die Beschwerdeführer*in angeben muss, um eine
Beschwerde einzureichen, YouTube hingegen nicht.
YouTube macht in seinem Halbjahresbericht unter der Berichtsvorgabe des
§ 2 Abs. 2 Nr. 2 NetzDG nicht nur Angaben zu den Mechanismen zur Über-
mittlung von Beschwerden, sondern darüber hinaus auch Angaben zu sons-
tigen automatisierten Meldemechanismen.
Bei allen drei Plattformen wird ein gemeldeter Inhalt von der Plattform ent-
fernt, wenn dieser gegen die AGB oder interne Plattform-Regeln verstößt.
Wenn der Inhalt gegen einen Strafbestand nach NetzDG verstößt, wird der
Inhalt nur lokal für Deutschland gesperrt. Wie bereits oben ausgeführt, bleibt
in diesem Zusammenhang nach den Angaben der Halbjahresberichte bei allen
drei Sozialen Netzwerken unklar, inwieweit es inhaltliche Parallelen zwischen
den eigenen Regeln der Sozialen Netzwerke und den Strafbeständen des
NetzDG gibt, und welcher Verstoß letztendlich in die Zahlen der Halbjah-
resberichte aufgenommen wird oder nicht.107
Nach einer kursorischen eigenen Nutzungsanalyse der Autor*innen ergibt
sich, dass bei Facebook 21–22, bei YouTube 9 und bei Twitter 14 Aktionen
106 1. HJB 2018 YouTube, S.14; ebenso in 2. HJB 2018 YouTube, S. 11; 1. HJB 2019 YouTube, S. 11;
2. HJB 2019 YouTube, S. 10; 1. HJB 2020 YouTube, S. 14 und 2. HJB 2020 YouTube, S. 14.
107 Siehe aber die Angaben der drei Sozialen Netzwerke im Rahmen der Befragung der
diesseitigen qualitativen Studie, hierzu oben IV.2. sowie unten VIII. Anhang 3.
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vorgenommen werden müssen, um einen Inhalt zu melden. Demnach ist der
Meldevorgang bei Facebook mit dem vergleichsweise größten Aufwand ver-
bunden, da hier insbesondere der unmittelbare Meldeweg durch das „Flag-
ging“ fehlt.108 Wie bereits ausgeführt worden ist, erweitert Facebook jedoch
nach eigenen Angaben die Meldemöglichkeiten mit Wirkung zum Jahresbe-
ginn 2021.109
3. Eingegangene Beschwerden über rechtswidrige
Inhalte
a) Gesetzliche Berichtspflicht (§ 2 Abs. 2 Nr. 3 NetzDG)
Die Berichtspflicht umfasst nach § 2 Abs. 2 Nr. 3 NetzDG auch die „Anzahl der
im Berichtszeitraum eingegangenen Beschwerden über rechtswidrige Inhalte,
aufgeschlüsselt nach Beschwerden von Beschwerdestellen und Beschwerden
von Nutzern und nach dem Beschwerdegrund“. Ab Eingang der Beschwerde in
den Machtbereich des Sozialen Netzwerkes (z. B. E-Mail-Eingang) beginnt der
Erfassungszeitraum, nicht etwa erst mit beispielsweise der Entscheidung über
die Löschung oder Sperrung eines Inhaltes.110
Aufzunehmen für die Berechnung der Beschwerdegesamtzahl sind nach dem
Gesetzeswortlaut nur „Beschwerden über rechtswidrige Inhalte“, sodass
zunächst Beschwerden über andere Rechtsverletzungen wie Urheberrechts-
verletzungen, begangene Vermögensdelikte oder Verstöße gegen Community
Richtlinien nicht der Berichtspflicht unterfallen.111 Im Übrigen ergeben sich
aber aufgrund der unklaren rechtlichen Vorgaben angesichts der in praxi
durch die Sozialen Netzwerke ausdifferenzierten Meldewege zahlreiche
strittige Fragestellungen.112
108 Siehe auch MA HSH-Auswertung der Transparenzberichte nach NetzDG, 1. 6. 2019, S. 4.
109 Vgl. 2. HJB 2020 Facebook, S. 3 f.
110 Vgl. Spindler, ZUM 2017, 473, 480.
111 Zutreffend Knoke/Krüger, in: Gersdorf/Paal, BeckOK Informations- und Medienrecht, 30.
Edition 2020, § 2 NetzDG Rn. 20.
112 Vgl. BT-Drs. 19/22610, 21 ff. und Knoke/Krüger, in: Gersdorf/Paal, BeckOK Informations-
und Medienrecht, 30. Edition 2020, § 2 NetzDG Rn. 21.1 und 21.2.
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Fraglich ist insbesondere, ob materiell unbegründete Beschwerden in Bezug
auf Inhalte, welche nicht nach § 1 Abs. 3 NetzDG „rechtswidrig“ sind, auch
mitzuzählen sind, selbst wenn der*die Beschwerdeführer*in irrtümlich auf
einen der dort genannten Straftatbestände verweist. Letzteres ist zwar mit
dem Wortlaut des § 2 Abs. 2 Nr. 3 NetzDG bei weiterer Auslegung mögli-
cherweise zu vereinbaren, würde aber die Aussagekraft der Berichtszahlen
desavouieren, wenn unklar bliebe, welcher Anteil der Beschwerden sich irr-
tümlicherweise auf rechtskonforme oder lediglich nach den Community-
Standards zu entfernenden Inhalte bezogen hat.113
Überdies ist nach dem Gesetzeswortlaut auch der jeweilige „Beschwerde-
grund“ anzugeben. Nach § 1 Abs. 3 NetzDG erscheint die Aufschlüsselung in
der Regel nach den unterschiedlichen Straftatbeständen der §§ 86, 86a, 89a,
91, 100a, 111, 126, 129 bis 129b, 130, 131, 140, 166, 184b i.V.m. 184d, 185 bis 187, 201a,
241 und 269 StGB sinnvoll.114 Andererseits mindert dies die Transparenz der
Berichte für Nutzer*innen, welche in der Regel ohne Recherche und juristi-
schen Hintergrundinformationen nur wenig Aussagegehalt den bloßen Para-
graphen und den dazugehörigen Tatbeständen entnehmen können.
b) Berichtsangaben von Facebook
aa) Ausführungen in den Halbjahresberichten
Alle Halbjahresberichte von Facebook beinhalten unter anderem zwei
Tabellen zur Unterscheidung der gemeldeten Beschwerden, welche die
Berichtspflichten nach § 2 Abs. 2 Nr. 3 NetzDG wiedergeben. Hierzu zählt zum
einen eine tabellarische Darstellung aller über das NetzDG-Meldeformular
eingegangenen Beschwerden mit entsprechender Differenzierung nach der
„Art des Beschwerdeführers“115, d. h. nach Beschwerdestellen sowie Nut-
113 Hieraus begründete Redundanzen zu Abs. 2 Nr. 7 sind den Unzulänglichkeiten der
Gesetzesformulierung geschuldet und müssen ggf. durch den Gesetzgeber korrigiert bzw.
aufgehoben werden, vgl. Liesching in: Spindler/Schmitz, TMG – Kommentar, 2. Aufl. 2018,
§ 2 NetzDG Rn. 16.
114 Vgl. Liesching in: Spindler/Schmitz, TMG – Kommentar, 2. Aufl. 2018, § 2 NetzDG Rn. 18;
a.A. Knoke/Krüger, in: Gersdorf/Paal, BeckOK Informations- und Medienrecht, 30. Edition
2020, § 2 NetzDG Rn. 22 f.
115 1. HJB 2018 Facebook, S. 3; ebenso in 2. HJB 2018 Facebook, S. 4; 1. HJB 2019 Facebook, S. 4;
2. HJB 2019 Facebook, S. 4; 1. HJB 2020 Facebook, S. 4 f. und 2. HJB 2020 Facebook, S. 5.
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zer*innen. Zum anderen werden die Beschwerden wie gefordert nach den
Beschwerdegründen nach Tatbeständen des Strafgesetzbuchs aufgeschlüsselt.
In diesem Fall findet eine Differenzierung entsprechend der Straftatbestände
des § 1 Abs. 3 NetzDG statt. Anzumerken ist hierbei, dass die §§ 129 bis 129b
StGB zusammengefasst werden.116 Der Tabelle ist nicht nur zu entnehmen, wie
viele Beschwerden entsprechend dem Beschwerdegrund eingegangen sind,
sondern auch, wie viele dieser Beschwerden durch Nutzer*innen bzw.
Beschwerdestellen gemeldet worden sind. Es wird in diesem Zusammenhang
darauf verwiesen, dass sich die dargestellten Zahlen auf die durch den*die
Beschwerdeführer*in angegebenen Straftatbestände des deutschen Strafge-
setzbuches beziehen.117 Dabei sei zu berücksichtigen, „dass in einer NetzDG-
Beschwerde möglicherweise mehrere Gründe für Rechtswidrigkeit angeführt
werden“,118 sodass die Gesamtzahl der ausgewiesenen Beschwerdegründe die
Gesamtzahl der eingegangenen Beschwerden übersteigen kann.119
Die in den Tabellen aufgeführten Zahlen beziehen sich dabei gemäß allen
Halbjahresberichten explizit auf „über das NetzDG-Meldeformular übermit-
telte[…] Beschwerden“.120 Es wird zudem darauf verwiesen, „dass Beschwer-
destellen und Nutzer mehrere Inhalte in einer einzigen NetzDG-Beschwerde
anführen können“.121 Diese fließen jedoch nicht einzeln in die Gesamtzahl
übermittelter Beschwerden ein. Dementsprechend beziehen sich die darge-
stellten Zahlen in allen Halbjahresberichten von Facebook „auf übermittelte
116 Vgl. 1. HJB 2018 Facebook, S. 4 f.; ebenso in 2. HJB 2018 Facebook, S. 4 f.; 1. HJB 2019
Facebook, S. 5; 2. HJB 2019 Facebook, S. 5 f.; 1. HJB 2020 Facebook, S. 5 f. und 2. HJB 2020
Facebook, S. 5 f.
117 Vgl. 1. HJB 2018 Facebook, S. 3; ebenso in 2. HJB 2018 Facebook, S. 4; 1. HJB 2019 Facebook,
S. 4 f.; 2. HJB 2019 Facebook, S. 5; 1. HJB 2020 Facebook, S. 5 und 2. HJB 2020 Facebook,
S. 5.
118 1. HJB 2018 Facebook, S. 3; ebenso in 2. HJB 2018 Facebook, S. 4; 1. HJB 2019 Facebook, S. 5;
2. HJB 2019 Facebook, S. 5; 1. HJB 2020 Facebook, S. 5 und 2. HJB 2020 Facebook, S. 5.
119 Vgl. 1. HJB 2018 Facebook, S. 3; ebenso in 2. HJB 2018 Facebook, S. 4; 1. HJB 2019 Facebook,
S. 5; 2. HJB 2019 Facebook, S. 5; 1. HJB 2020 Facebook, S. 5 und 2. HJB 2020 Facebook, S. 5.
120 1. HJB 2018 Facebook, S. 3; ebenso in 2. HJB 2018 Facebook, S. 3; 1. HJB 2019 Facebook, S. 4;
2. HJB 2019 Facebook, S. 4; 1. HJB 2020 Facebook, S. 4 und 2. HJB 2020 Facebook, S. 4.
121 2. HJB 2018 Facebook, S. 3 f.; ähnlich in 1. HJB 2018 Facebook, S. 3; ebenso in 1. HJB 2019
Facebook, S. 4; 2. HJB 2019 Facebook, S. 4; 1. HJB 2020 Facebook, S. 4 und 2. HJB 2020
Facebook, S. 4.
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Beschwerden und nicht auf einzelne in den Beschwerden beanstandete
Inhalte“.122
bb) Aufkommen gemeldeter Inhalte in 2018 bis 2020
Facebook weist mehrere Inhalte einer Beschwerde in der Aufschlüsselung
nach dem*der Beschwerdeführer*in nicht einzeln aus, sondern zählt sie
entsprechend ihrer Zugehörigkeit zu einer Beschwerde als eine Beschwerde.
Dies geschieht auch bei der Aufschlüsselung nach dem Beschwerdegrund,
jedoch können hier einer Beschwerde mehrere Straftatbestände zugeordnet
werden.
Um einen Vergleich mit den anderen Sozialen Netzwerken anstellen zu
können, soll in den folgenden Analysen für diese Berichtspflicht alternativ
zum Beschwerdeaufkommen die Zahl gemeldeter Inhalte betrachtet werden.
Abbildung 13 visualisiert entsprechend die Zahl gemeldeter Inhalte für die
Jahre 2018 bis 2020 für das Soziale Netzwerk Facebook. Hierbei handelt es sich
laut allen Halbjahresberichten nur um solche beanstandeten Inhalte, die als
Beschwerde ausschließlich über das NetzDG-Meldeformular eingegangen
sind.123
Der Darstellung ist zu entnehmen, dass im zweiten Halbjahresbericht 2018 die
Zahl der gemeldeten Inhalte von zuvor 1.704 (1. HJB 2018) auf 1.048 Inhalte
gesunken ist. Dies entspricht einem Rückgang um 38,5 %. Es kann keine
Aussage hinsichtlich der Gründe für diese Abnahme getroffen werden, da sich
insbesondere die Meldemechanismen in diesem Zeitraum nicht geändert
haben und auch keine anderen Anhaltspunkte hierfür ersichtlich sind. Die
Zahl gemeldeter Inhalte bleibt im ersten Halbjahresbericht 2019 mit 1.050
Inhalten auf nahezu dem gleichen Stand wie im vorangegangenen Bericht.
Signifikant ist hingegen der Anstieg, welcher den Zahlen aus dem zweiten
Halbjahresbericht 2019 zu entnehmen ist. Mit 4.274 gemeldeten Inhalten hat
sich die Anzahl der beschwerdegegenständlichen Inhalte somit vervierfacht.
Der Anstieg an gemeldeten Inhalten setzt sich auch im ersten Halbjahr 2020
fort (6.038 gemeldete Inhalte). Ein möglicher Grund hierfür könnten Neue-
rungen im Meldeprozess sein. Facebook verweist darauf, dass seit dem
122 1. HJB 2018 Facebook, S. 3; ebenso in 2. HJB 2018 Facebook, S. 4; 1. HJB 2019 Facebook, S. 4;
2. HJB 2019 Facebook, S. 4; 1. HJB 2020 Facebook, S. 4 und 2. HJB 2020 Facebook, S. 4.
123 Vgl. 1. HJB 2018 Facebook, S. 3; ebenso in 2. HJB 2018 Facebook, S. 4; 1. HJB 2019 Facebook,
S. 4; 2. HJB 2019 Facebook, S. 4 und 1. HJB 2020 Facebook, S. 4.
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zweiten Halbjahr des Jahres 2019 neue Optionen für Nutzer*innen getestet
werden, um über einen direkten Link am Inhalt das Aufrufen des NetzDG-
Meldeformulars zu ermöglichen.124 Im zweiten Halbjahr 2020 ist seit dem
ersten Halbjahr 2019 erstmals wieder ein Rückgang an gemeldeten Inhalten zu
verzeichnen. Dabei sinkt die Anzahl um 27,11 %.
c) Berichtsangaben von YouTube
aa) Ausführungen in den Halbjahresberichten
In den Halbjahresberichten von YouTube werden die Gesamtzahlen der ein-
gegangenen Beschwerden grafisch in Diagrammen dargestellt. Im Rahmen
dieser Darstellungsform wird weiter nach Beschwerdeführer*in sowie nach
Beschwerdegrund differenziert.
In den Halbjahresberichten von YouTube werden lediglich Beschwerden in die
Darstellungen einbezogen, welche „sich explizit auf das NetzDG bezogen
haben.“125 Es wird zudem auch in diesem Fall darauf verwiesen, dass „[e]ine
Abb. 13: Anzahl gemeldeter Inhalte bei Facebook im Zeitraum von 2018–2020
124 Vgl. 2. HJB 2019 Facebook, S. 3; ebenso in 1. HJB 2020 Facebook, S. 3.
125 1. HJB 2018 YouTube, S. 3; ebenso in 2. HJB 2018 YouTube, S. 2; ähnlich in 1. HJB 2019
YouTube, S. 3: „Die hier aufgeführten Angaben betreffen nur Beschwerden über angeblich
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einzelne Beschwerde […] mehrere Inhalte (z. B. mehrere Videos oder Kom-
mentare) enthalten [kann]“.126 Diese werden im Gegensatz zu Facebook
jedoch nicht als eine Beschwerde (entsprechend dem Beschwerdeeingang)
gezählt, sondern „jeweils einzeln als Inhalt“ ausgewiesen.127
Dies zeigt sich auch bei der Betrachtung des ersten Diagramms, welches die
Zahl „[g]emeldete[r] Inhalte“128 differenziert nach Art des*der Beschwerde-
führers*in (Beschwerdestelle und Nutzer*in) visualisiert.129 Die Anzahl der
eingegangenen Beschwerden wird dabei nicht betrachtet. YouTube verweist
im Zusammenhang mit dieser Darstellung zudem darauf, dass die „Daten […]
allein auf der Auswahl des Beschwerdeführers bei Einreichung der
Beschwerde [beruhen] und […] nicht überprüf[t] [werden kann], ob ein
Beschwerdeführer, der „Beschwerdestelle“ auswählt, tatsächlich mit einer
Beschwerdestelle in Verbindung steht.“130
Das zweite Diagramm dient der Visualisierung gemeldeter Inhalte unterglie-
dert nach dem jeweiligen Beschwerdegrund. YouTube verwendet eigene
inhaltliche Kategorien als Beschwerdegrundlage. Beschwerdeführer*innen
können hiernach aus den folgenden sieben Kategorien wählen, um ihre
Beschwerde zu begründen:131
· Hassrede oder politischer Extremismus,
· Persönlichkeitsrechtsverletzung oder Beleidigung,
· Pornografische Inhalte,
· Ungeeignete oder gefährliche Inhalte,
· Gewalt,
rechtswidrige Inhalte im Sinne des NetzDG.“, siehe auch 2. HJB 2019 YouTube, S. 3; 1. HJB
2020 YouTube, S. 3 und 2. HJB 2020 YouTube, S. 3.
126 1. HJB 2018 YouTube, S. 3; ebenso in 2. HJB 2018 YouTube, S. 2; 1. HJB 2019 YouTube, S. 3; 2.
HJB 2019 YouTube, S. 3; 1. HJB 2020 YouTube, S. 3 und 2. HJB 2020 YouTube, S. 3.
127 1. HJB 2018 YouTube, S. 3; ebenso in 2. HJB 2018 YouTube, S. 2; 1. HJB 2019 YouTube, S. 3; 2.
HJB 2019 YouTube, S. 3; 1. HJB 2020 YouTube, S. 3 und 2. HJB 2020 YouTube, S. 3.
128 1. HJB 2018 YouTube, S. 3; ebenso in 2. HJB 2018 YouTube, S. 3; 1. HJB 2019 YouTube, S. 3; 2.
HJB 2019 YouTube, S. 3; 1. HJB 2020 YouTube, S. 3 und 2. HJB 2020 YouTube, S. 3.
129 Vgl. 1. HJB 2018 YouTube, S. 3; ebenso in 2. HJB 2018 YouTube, S. 3; 1. HJB 2019 YouTube,
S. 3; 2. HJB 2019 YouTube, S. 3; 1. HJB 2020 YouTube, S. 3 und 2. HJB 2020 YouTube, S. 3.
130 1. HJB 2018 YouTube, S. 3; ebenso in 2. HJB 2018 YouTube, S. 3; 1. HJB 2019 YouTube, S. 3; 2.
HJB 2019 YouTube, S. 3; 1. HJB 2020 YouTube, S. 3 und 2. HJB 2020 YouTube, S. 3.
131 1. HJB 2018 YouTube, S. 4; ebenso in 2. HJB 2018 YouTube, S. 3; 1. HJB 2019 YouTube, S. 4;
2. HJB 2019 YouTube, S. 4 und 1. HJB 2020 YouTube, S. 4 und 2. HJB 2020 YouTube, S. 4.
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· Privatsphäre,
· Terroristische oder verfassungswidrige Inhalte.
Die Straftatbestände des § 1 Abs. 3 NetzDG werden demnach in den Halb-
jahresberichten von YouTube nicht einzeln differenziert. Eine Aufschlüsse-
lung, welche dieser Straftatbestände den von YouTube verwendeten Inhalts-
kategorien zuzuordnen sind, erfolgt seit Veröffentlichung des 1. Halbjahres-
berichts 2019.132
Der Darstellung kann nicht entnommen werden, wie viele der beanstandeten
Inhalte mit entsprechendem Beschwerdegrund von Nutzer*innen oder von
Beschwerdestellen eingereicht worden sind, da jeweils nur die Gesamtzahl
aller beschwerdegegenständliche Inhalte ungeachtet der eingebenden Stelle
ausgewiesen ist.
bb) Aufkommen gemeldeter Inhalte in 2018 bis 2020
Die folgende Abbildung 14 zeigt die Anzahl gemeldeter Inhalte im Zeitraum
von 2018 bis 2020 für YouTube, welche sich aus der Summe gemeldeter Inhalte
von Nutzern*innen und Beschwerdestellen ergibt. Auch in diesem Fall handelt
es sich um Inhalte, die aufgrund einer NetzDG-Beschwerde (Beschwerde mit
Weg über das Flagging oder NetzDG-Meldeformular) eingereicht worden
sind.133
Vom ersten Halbjahresbericht 2018 bis zum ersten Bericht des Jahres 2019
zeigt sich eine kontinuierlich steigende Anzahl gemeldeter Inhalte. Im Ver-
gleich der Zahlen der Berichte aus dem Jahr 2018 zeigt sich ein Anstieg um
16,82 %. Dies entspricht einem Zuwachs um 36.130 beanstandete Inhalte im
zweiten Halbjahresbericht 2018. Mit einer Steigerung um 21,31 % im Vergleich
zum vorangegangenen Bericht hat das Beschwerdeaufkommen im ersten
Halbjahresbericht 2019 weiter zugenommen. Im zweiten Halbjahresbericht
2019 stellt sich hingegen ein Rückgang gemeldeter Inhalte ein. Der Wert fällt
im Vergleich zum ersten Halbjahresbericht 2019 um 8,85 %, d. h. es wurden
26.947 Inhalte weniger beanstandet. Anzumerken ist jedoch, dass dieser Wert
dennoch weiterhin über dem Wert des zweiten Halbjahresberichts des Jahres
132 Vgl. 1. HJB 2019 YouTube, S. 12 f.; ebenso in 2. HJB 2019 YouTube, S. 11 f.; 1. HJB 2020
YouTube, S. 15 f. und 2. HJB 2020 YouTube, S. 15 ff.
133 Vgl. 1. HJB 2018 YouTube, S. 3; ebenso in 2. HJB 2018 YouTube, S. 3; 1. HJB 2019 YouTube,
S. 3; 2. HJB 2019 YouTube, S. 3 und 1. HJB 2020 YouTube, S. 3.
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2018 liegt. Die Anzahl an gemeldeten Inhalten nimmt hingegen im 1. Halbjahr
2020 wieder deutlich zu. Eine Steigerung um 140,13 % ist hierbei zu ver-
zeichnen. Ein leichter Rückgang um 16,73 % ist im zweiten Halbjahr 2020 zu
erkennen. Die Ursache für diese Trendabweichungen bleiben unklar, da sich –
soweit ersichtlich – weder die Meldemechanismen geändert haben noch
andere Anhaltspunkte hierfür gegeben sind.134
d) Berichtsangaben von Twitter
aa) Ausführungen in den Halbjahresberichten
Die Halbjahresberichte von Twitter ermöglichen in tabellarischer Form einen
Überblick über die Anzahl eingegangener Beschwerden aufgeschlüsselt nach
Art des*der Beschwerdeführers*in sowie nach dem Beschwerdegrund.
In der ersten Tabelle wird die Gesamtzahl eingegangener Beschwerden sowie
die Anzahl der Beschwerden, bei welchen eine Maßnahme ergriffen worden
Abb. 14: Anzahl gemeldeter Inhalte bei YouTube im Zeitraum von 2018–2020
134 Siehe aber die Angaben der Sozialen Netzwerke zu Schwankungen im Rahmen der
Befragung in der diesseitigen qualitativen Studie, hierzu oben IV.2.c)bb)(3) sowie unten
VII. Anhang 2.
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ist, nach Nutzer*innen sowie Beschwerdestellen aufgeschlüsselt. Twitter gibt
in diesem Zusammenhang die folgenden Hinweise:135
„Alle Daten basieren auf den von Beschwerdeführern selbst während des Ausfüllens der
Beschwerde angegebenen Informationen. Alle Beschwerden werden mitgezählt, ohne
Rücksicht auf die von Beschwerdeführern gewählte Kategorie.
’Maßnahme’ bedeutet in diesem Zusammenhang, dass der gemeldete Inhalt entweder
(1) aufgrund eines Verstoßes gegen die Twitter Allgemeinen Geschäftsbedingungen oder
die Twitter Regeln gänzlich von der Plattform entfernt wurde oder (2) in Deutschland
zurückgezogen wurde, nachdem wir einen Verstoß gegen das NetzDG festgestellt haben.“
Damit wird deutlich, dass Twitter in den Halbjahresberichten alle
Beschwerden zählt, unabhängig davon, ob diese gegen die Community-
Standards oder gegen das NetzDG gerichtet sind.
Ungeklärt bleibt in diesem Zusammenhang jedoch, welche Kategorie-Auswahl
im ersten Absatz gemeint ist. So gibt es neben der übergeordneten Auswahl
(z. B. Spam, missbräuchlich oder verletzend, NetzDG, usw.) auch diverse
Unterkategorien, in denen der Beschwerdegrund genauer definiert werden
kann.136
Seit dem ersten Halbjahresbericht 2019 ergänzt Twitter die Betrachtung der
Gesamtzahl eingegangener Beschwerden um einige Erläuterungen zur
Trendentwicklung im Vergleich zu den vorangegangenen Halbjahresberich-
ten.137 Dies umfasst für den zweiten Halbjahresbericht 2020 die folgenden
Informationen:
„Im zweiten Halbjahr 2020 verzeichneten wir einen Anstieg der Nutzerbeschwerden um
6,9% und eine Abnahme der Beschwerden von Beschwerdestellen um 5% gegenüber der
Berichtsperiode Januar – Juni 2020. In 2019 hatte die Zahl der bei Twitter in beiden Jah-
reshälften eingegangenen NetzDG-Meldungen stark zugenommen, mit einem Anstieg um
68,9% allein im zweiten Halbjahr. Die Entwicklung des Beschwerdevolumens im Jahr 2020
deutet eine Stabilisierung der eingehenden Beschwerden an: Nutzerbeschwerden sanken
um 5,3% und Beschwerden von Beschwerdestellen stiegen um 23,7% im Vergleich zum
Vorjahr“.138
135 2. HJB 2018 Twitter, S. 13; ähnlich in 1. HJB 2019 Twitter, S. 12; 2. HJB 2019 Twitter, S. 12;
1. HJB 2020 Twitter, S. 13 und 2. HJB 2020 Twitter, S. 18. Im 1. HJB 2018 sind diese
Informationen noch nicht enthalten, vgl. 1. HJB 2018 Twitter, S. 7.
136 Siehe auch oben VI.2.d).
137 Vgl. 1. HJB 2019 Twitter, S. 12 f.; ähnlich in 2. HJB 2019 Twitter, S. 13; 1. HJB 2020 Twitter,
S. 14 und 2. HJB 2020 Twitter, S. 18.
138 2. HJB 2020 Twitter, S. 18.
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Eine weitere Tabelle gewährt einen Überblick über die Anzahl eingegangener
Beschwerden aufgeschlüsselt nach dem Beschwerdegrund.139 Hierbei wird
nach Beschwerden von Nutzer*innen sowie Beschwerdestellen differenziert.
Zudem wird auch die Anzahl der Beschwerden angegeben, die zu einer
Maßnahme geführt haben. Die Aufschlüsselung der Beschwerdegründe ori-
entiert sich hierbei an den Straftatbeständen, welche in § 1 Abs. 3 NetzDG
genannt sind.140
bb) Aufkommen gemeldeter Inhalte in 2018 bis 2020
Abbildung 15 visualisiert die Anzahl gemeldeter Inhalte für Twitter im Zeit-
raum von 2018 bis 2020. Den Halbjahresberichten des Dienstes ist nicht zu
entnehmen, ob in einer Beschwerde mehrere Inhalte gemeldet werden kön-
nen. Nach Prüfung des Meldevorganges durch die Autor*innen ist jedoch
davon auszugehen, dass eine Beschwerde einem gemeldeten Inhalt entspricht,
da im Meldeverfahren nur ein beschwerdegegenständlicher Inhalt angegeben
werden kann.
Dem Diagramm ist zu entnehmen, dass sich die Anzahl gemeldeter Inhalte
nach einem geringfügigen Rückgang im zweiten Halbjahr 2018 auf ein seit
Ende 2019 ungefähr gleichbleibendes Niveau von ca. 800.000 beschwerdege-
genständlichen Inhalten pro Halbjahr gesteigert hat.
Mit Blick auf die gemeldeten Inhalte im zweiten Halbjahresbericht 2019 lässt
sich im Vergleich zum vorangegangenen Bericht eine weitere deutliche Stei-
gerung um 68,93 % feststellen. Hierfür bringt Twitter u. a. politische Märsche,
Wahlen und gewaltsame Zwischenfälle (z. B. Halle) als mögliche Gründe für
die weitere Erhöhung an.141 Im Gegensatz zu den zwei Jahreshälften in 2019 ist
im ersten Halbjahr 2020 eine Minderung der Anzahl eingegangener
Beschwerden zu erkennen. Dies deute „eine momentane Stabilisierung der
139 Anmerkung: Ab 1. HJB 2019 hat sich freilich die inhaltliche Abfolge von Schwerpunkten
geändert. Die Betrachtung der Themen „Team, Schulung und Ressourcen“ sowie „Bran-
chenverbände“ erfolgt nun direkt nach der „Gesamtzahl der Beschwerden“. Dadurch ist
der inhaltliche Zusammenhang zur Aufschlüsselung eingegangener Beschwerden nach
dem Beschwerdegrund nicht mehr eindeutig gegeben, vgl. 1. HJB 2019 Twitter, S. 12 f.; 2.
HJB 2019 Twitter, S. 13 f. und 1 HJB 2020 Twitter. S. 14 f. Im 2. HJB 2020 hat Twitter diesen
Punkt weiter ausgebaut und beschrieben, vgl. 2. HJB 2020 Twitter, S. 19 ff.
140 Vgl. 1. HJB 2018 Twitter, S. 8 ff.; ebenso in 2. HJB 2018 Twitter, S. 15 ff.; 1. HJB 2019 Twitter,
S. 16 ff.; 2. HJB 2019 Twitter, S. 16 ff.; und 1. HJB 2020 Twitter, S. 17 ff. und 2. HJB 2020
Twitter, S. 23 ff.
141 Vgl. 2. HJB 2019 Twitter, S. 13.
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eingehenden Beschwerden an“.142 Im zweiten Halbjahr 2020 ist erneut eine
Steigerung der gesamten Beschwerdeeingänge um ca. 6 % zu erkennen. Nach
den Angaben des Sozialen Netzwerks sind dabei im Vergleich zum 1. Halb-
jahresbericht 2020 die Nutzer*innenbeschwerden um 6,9% gestiegen, die
Beschwerden über die Beschwerdestellen hingegen um 5% gesunken. Den-
noch spricht Twitter in diesem Zusammenhang weiterhin von einer Stabili-
sierung des Beschwerdevolumens.143
e) Vergleichende Analyse
Die Berichtspflicht nach § 2 Abs. 2 Nr. 3 NetzDG sieht die Darstellung der
Anzahl der im Berichtszeitraum eingegangenen Beschwerden über rechts-
widrige Inhalte vor. Sowohl Facebook als auch YouTube verweisen explizit
darauf, dass sich die dargestellten Zahlen ausschließlich auf NetzDG-Be-
schwerden beziehen. Twitter hingegen bezieht sowohl die Beschwerden gegen
die eigenen Community-Standards sowie die Beschwerden gegen das NetzDG
mit ein.
Abb. 15: Anzahl gemeldeter Inhalte bei Twitter im Zeitraum von 2018–2020
142 1. HJB 2020 Twitter, S. 14.
143 Vgl. 2. HJB 2020 Twitter, S. 18.
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Weiterhin ist festzuhalten, dass Facebook sowie Twitter in ihren Tabellen, wie
in der gesetzlichen Berichtspflicht gefordert, die Anzahl eingegangener
Beschwerden berücksichtigen und nicht einzelne Inhalte separat angeben.
YouTube hingegen verweist darauf, dass in den entsprechenden Diagrammen
jeweils die Inhalte einer Beschwerde einzeln ausgewiesen werden. Diese
Umsetzung folgt demnach nicht dem engen Gesetzeswortlaut der Berichts-
pflicht nach § 2 Abs. 2 Nr. 3 NetzDG und erschwert die Vergleichbarkeit der
vorgelegten Daten der drei Sozialen Netzwerke. Ebenfalls fehlen einheitliche
Angaben darüber, welche Beschwerden aus welchen Meldeformularen her-
vorgegangen und inwieweit Beschwerden aufgrund der eigenen Community-
Standards gelöscht und somit eventuell aus den Gesamtzahlen herausge-
rechnet oder den Zahlen hinzugerechnet worden sind. Allerdings ergibt sich
die Erforderlichkeit einer solchen Differenzierung auch nicht aus den Vorga-
ben des NetzDG.
Bei Betrachtung der Umsetzung der Differenzierung nach dem*der
Beschwerdeführer*in wird ersichtlich, dass alle drei Sozialen Netzwerke diese
Aufschlüsselung gemäß des NetzDG vornehmen. Allerdings erfolgt – soweit
ersichtlich – nur eine Übernahme der Angaben der Beschwerdeführer*innen
ohne eigene Prüfung, ob die Angabe „Beschwerdestelle“ bzw. „Nutzer“
zutreffend ist.
Im Hinblick auf die Untergliederung der Beschwerdegründe zeigt sich, dass
sich Facebook und Twitter auf die in § 1 Abs. 3 NetzDG genannten Straftat-
bestände stützen und der Berichtspflicht in diesem Punkt nachkommen.
Anzumerken ist lediglich, dass Facebook die §§ 129 bis 129b StGB als einen
Beschwerdegrund zusammenfasst, wohingegen Twitter diese Straftatbestände
einzeln ausweist.
Einen hiervon abweichenden Ansatz verfolgt hingegen YouTube. Das Soziale
Netzwerk definiert – wie ausgeführt – eigene Inhaltskategorien für die
Beschwerdegründe. Weiterführende Informationen, welche der in § 1 Abs. 3
NetzDG genannten Straftatbestände den jeweiligen Kategorien zuzuordnen
sind, stehen seit der Veröffentlichung des 1. HJB 2019 zur Verfügung.144
144 In den vorangegangenen Halbjahresberichten aus dem Jahr 2018 war eine entsprechende
Aufschlüsselung noch nicht vorhanden, sodass bis zu diesem Zeitpunkteine verglei-
chende Analyse mit den anderen Sozialen Netzwerken kaum möglich war.
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In Bezug auf die Aufschlüsselung nach dem Beschwerdegrund ist für Facebook
überdies zu bemerken, dass die dargestellten Zahlen von der Angabe der
anderen beiden Netzwerke abweichen. Dies liegt darin begründet, dass es
Facebook-Nutzer*innen möglich ist, bei Beschwerden mehrere Gründe für die
Rechtswidrigkeit eines einzelnen angezeigten Inhaltes anzugeben, welche in
die Gesamtbetrachtung der Beschwerdegründe einfließen. Infolgedessen
besteht keine einheitliche Zahlengrundlage, um eine Vergleichbarkeit zwi-
schen den drei untersuchten Sozialen Netzwerken herstellen zu können.
Weiterhin ist anzumerken, dass alle Sozialen Netzwerke darauf verweisen,
dass sich die dargestellten Zahlen der Beschwerdegründe auf die Angaben
beziehen, welche die Beschwerdeführer*innen selbst im Meldevorgang
gemacht haben.
Ferner ergibt sich mit Blick auf die Umsetzung der Berichtspflicht, dass
Facebook sowie Twitter hierfür in allen Halbjahresberichten Gesamtüber-
sichten in Form einer Tabelle nutzen, aus denen sowohl die Aufschlüsselung
nach Beschwerdeführer*in als auch nach dem Beschwerdegrund zu entneh-
men ist. Das heißt, es kann bei diesen beiden Netzwerken auch nachvollzogen
werden, wie viele der unter einem bestimmten Beschwerdegrund eingegan-
genen Beschwerden von einer Beschwerdestelle oder einem*r Nutzer*in
eingereicht worden sind. Diese Umsetzung wird im Rahmen der Berichts-
pflicht nach § 2 Abs. 2 Nr. 3 NetzDG allerdings nicht explizit gefordert. You-
Tube nutzt in diesem Zusammenhang Säulendiagramme, die gemeldete
Inhalte nach Beschwerdeführer*innen differenziert aufschlüsseln.
Für die Gesamtübersicht von Twitter ist mit Blick auf alle Halbjahresberichte
festzustellen, dass neben der Angabe eingegangener Beschwerden auch die
Anzahl der Beschwerden angeführt wird, für die eine Maßnahme ergriffen
worden ist.145 Es ist davon auszugehen, dass in dieser Übersicht die
Berichtspflichten nach § 2 Abs. 2 Nr. 3 sowie Nr. 7 NetzDG zusammengefasst
werden.
Abschließend werden die Zahlen gemeldeter Inhalte im Zeitraum von 2018 bis
2020 für alle drei Sozialen Netzwerke (siehe Abb. 16) vergleichend gegen-
übergestellt.
145 Vgl. 1. HJB 2018 Twitter, S. 7; ebenso in 2. HJB 2018 Twitter, S. 13; 1. HJB 2019 Twitter, S. 12;
2. HJB 2019 Twitter, S. 12; 1. HJB 2020 Twitter, S. 13 und 2. HJB 2020 Twitter, S. 18.
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Wesentliche Aspekte, die für das jeweilige Soziale Netzwerk mit Blick auf die
zur Verfügung gestellten Zahlen zu berücksichtigen sind, wurden bereits in
den Einzelauswertungen erläutert. Es ist indes erneut darauf hinzuweisen,
dass die Daten von Facebook und YouTube auf gemeldeten Inhalten beruhen,
die aufgrund einer NetzDG-Beschwerde eingegangen sind. Im Gegensatz dazu
werden bei Twitter sowohl die Beschwerden wegen behaupteten Verstoßes
gegen Community-Standards als auch gegen das NetzDG berücksichtigt.
Weiter ist unklar, inwieweit Beschwerden gegen das NetzDG bereits mögli-
cherweise aufgrund eines Verstoßes gegen die eigenen Community-Standards
von den Netzwerken gelöscht und somit herausgerechnet wurden. Es ist
jedoch aufgrund der Äußerungen in den Halbjahresberichten und der Ant-
worten der Sozialen Netzwerke in der Befragung (qualitative Studie) davon
auszugehen, dass auch Beschwerden, welche lediglich nach AGB verstoß
begründet waren, bei den angegebenen Zahlen – sowohl Beschwerdeeingang
als auch Inhaltsentfernung – berücksichtigt worden sind.
Im direkten Vergleich zeigt sich, dass die Anzahl gemeldeter Inhalte bei
Facebook über den gesamten Betrachtungszeitraum hinweg erheblich nied-
riger ist, als bei YouTube und Twitter. Selbst die in der Einzelbetrachtung
ersichtlichen, starken Anstiege im zweiten Halbjahresbericht 2019 und erstem
Abb. 16: Vergleichende Darstellung – Anzahl (NetzDG‐)gemeldeter Inhalte im Zeitraum von
2018–2020 für Facebook, YouTube und Twitter
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Halbjahresbericht 2020 führen in dieser Gegenüberstellung zu keiner
wesentlichen Angleichung an die Zahlen der beiden anderen Sozialen Netz-
werke.
Die Zahlen von YouTube und Twitter liegen mit Blick auf die Werte aus den
Halbjahresberichten des Jahres 2018 (blaue und rotfarbene Balken) noch
weitestgehend auf gleichem Niveau. Ab dem ersten Halbjahresbericht 2019
(grüne Balken) stellt sich hingegen bei Twitter ein signifikanter Anstieg
gemeldeter Inhalte ein, der sich auch im darauffolgenden Halbjahresbericht
(lila Balken) weiter fortsetzt. Es wird angenommen, dass diese erhebliche
Steigerung unter anderem auf eine Anpassung des Meldeweges für nicht-an-
gemeldete Nutzer*innen zurückzuführen ist.
Übergreifend betrachtet kann für alle drei Sozialen Netzwerke kein einheit-
licher Trend für die Entwicklung der Zahlen festgestellt werden.
4. Organisatorische und strukturelle Angaben
a) Gesetzliche Berichtspflicht (§ 2 Abs. 2 Nr. 4 NetzDG)
aa) Organisation, Ausstattung und Kompetenz
Die sozialen Netzwerke haben halbjährlich auch zu berichten über „Organi-
sation, personelle Ausstattung, fachliche und sprachliche Kompetenz der für
die Bearbeitung von Beschwerden zuständigen Arbeitseinheiten und Schulung
und Betreuung der für die Bearbeitung von Beschwerden zuständigen Per-
sonen“.
Die Angaben zu Organisation und Ausstattung des betrauten Prüfpersonals
bzw. der „Arbeitseinheiten“ umfassen die Zahl der insgesamt im Bereich des
Beschwerdemanagements nach § 3 NetzDG betrauten Mitarbeiter*innen
sowie die Struktur der Befassung internen (angestellten) oder externen Per-
sonals, etwa in ausgelagerten Organisationseinheiten oder (dienstvertraglich)
beauftragten eigenständigen Gesellschaften, die sich auf Content-Prüfung von
Telemedien spezialisiert haben. Zu den Arbeitseinheiten gehören hingegen
nicht Einrichtungen der freiwilligen Selbstkontrolle oder im Einzelfall mit der
Interessenvertretung oder rechtlichen Beratung beauftragte Rechtsanw-
ält*innen.146
146 Vgl. Liesching in: Spindler/Schmitz, TMG – Kommentar, 2. Aufl. 2018, § 2 NetzDG Rn. 19.
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Hinsichtlich der fachlichen Kompetenz kann auf die Ausbildung der Ange-
hörigen der Arbeitseinheiten sowie Berufsabschlüsse und Teilnahmen an
Fortbildungen und Schulungen, aber auch auf etwaige Einstellungsvoraus-
setzungen und -tests eingegangen werden.147 Die in Nr. 4 weiterhin genannte
Sprachkompetenz bezieht sich in erster Linie auf die Beherrschung der
deutschen Sprache148 durch die Angehörigen der Arbeitseinheiten. Da maß-
gebliche Beschwerdegegenstände auf deutsche Straftatbestände nach § 1
Abs. 3 NetzDG beschränkt sind, wird die überwiegende Mehrzahl der
Beschwerden durch Beschwerdestellen und Nutzer*innen auf Deutsch zu
bearbeiten sein. Auch die vertiefte Auseinandersetzung mit der diffizilen
Auslegung149 der einzelnen Straftatbestände erfordert gute Deutschkenntnisse,
welche bei den oft länderübergreifend mit Beschwerden aus zahlreichen
Staaten befassten Arbeitseinheiten in externen Gesellschaften nicht zwingend
vorhanden sind.
bb) Schulung und Betreuung
Die Berichtspflicht bezüglich der Schulung und Betreuung der für die Bear-
beitung von Beschwerden zuständigen Personen korrespondiert mit der ent-
sprechenden Compliance-Pflicht des § 3 Abs. 4 S. 3 NetzDG von regelmäßig,
mindestens aber halbjährlich angebotenen deutschsprachigen Schulungs- und
Betreuungsangeboten. Dies kann nicht nur die fachliche Qualifikation
betreffen, sondern auch den Schutz der Mitarbeiter*innen aufgrund der mit
Beschwerdeprüfungen und den zu sichtenden Inhalten verbundenen hohen
psychischen Belastung und dem hohe und ständige Flexibilität erfordernden
Arbeitsaufwand.150 Im Rahmen des Berichts kann auch dargestellt werden,
welche Angehörigen die Schulungs- und Betreuungsangebote tatsächlich
wahrgenommen haben (ggf. auch durch Beifügung von Teilnahmelisten).
147 Anders Knoke/Krüger, in: Gersdorf/Paal, BeckOK Informations- und Medienrecht, 30.
Edition 2020, § 2 NetzDG Rn. 27.
148 Krit. Guggenberger, ZRP 2017, 98, 99; Knoke/Krüger, in: Gersdorf/Paal, BeckOK Informa-
tions- und Medienrecht, 30. Edition 2020, § 2 NetzDG Rn. 28.
149 Siehe hierzu Liesching in: Spindler/Schmitz, TMG – Kommentar, 2. Aufl. 2018, § 1 NetzDG
Rn. 76 f.
150 S.a. BT-Drs. 18/12356, S. 21; Knoke/Krüger, in: Gersdorf/Paal, BeckOK Informations- und
Medienrecht, 30. Edition 2020, § 2 NetzDG Rn. 29.
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b) Berichtsangaben von Facebook
Facebook gliedert die Berichtsangaben im 2. Halbjahresbericht 2018 in drei
Bereiche auf: (1.) Organisation, (2.) Personelle Ausstattung und Kompetenzen
und (3.) Schulung und Betreuung.151
Im ersten Bereich wird die Organisation der zuständigen Teams derart spe-
zifiziert, dass diese aus „geschulten Fachkräften und Juristen“152 bestehen. Im
zweiten Bereich wird auf die Anzahl der Mitarbeiter*innen eingegangen und
wie diese sich über die einzelnen Teams verteilen. Im letzten Bereich wird das
Thema der Aus- und Weiterbildungen der Prüfer*innen behandelt.
Inhalte, die über das NetzDG-Formular gemeldet werden, gehen nach Anga-
ben des ersten und zweiten Halbjahresberichts 2020 zuerst an das „Global
Market Operations-Team“153 bestehend aus internen und externen Mitarbei-
ter*innen154. Dies entspricht den Angaben in den anderen Halbjahresberich-
ten.155
Eine erste Prüfung des gemeldeten Inhalts erfolge ausweislich der Berichts-
angaben beim „Vertragspartner[n] Majorel (zuvor „Arvato“) in Berlin und CCC
in Essen“.156 Dort werde ein Verstoß gegen die Gemeinschaftsstandards geprüft
151 Im 1. HJB 2018 wird die Aufteilung noch vorgenommen in: 1. Organisation, Personelle
Ausstattung und Kompetenzen und 2. Schulung und Betreuung. Vgl. 1. HJB 2018 Face-
book, S. 4 f.
152 2. HJB 2018 Facebook, S. 5; ebenso in 1. HJB 2019 Facebook, S. 6; 2. HJB 2019 Facebook,
S. 6; 1. HJB 2020 Facebook, S. 6 und 2. HJB 2020 Facebook, S. 6; ähnlich in 1. HJB 2018
Facebook, S. 4.
153 1. HJB 2020 Facebook, S. 6 und 2. HJB 2020 Facebook, S. 6.
154 Im 1. und 2. HJB 2018 ist es noch das „Facebook Community Operations-Team“, im 1. HJB
2019 das „Community Operations-Team“ und im 2. HJB 2019 das „Market Operations-
Team“. Vgl. 1. HJB 2018 Facebook, S. 4; ebenso in 2. HJB 2018 Facebook, S. 5; 1. HJB 2019
Facebook, S. 6; 2. HJB 2019 Facebook, S. 6; 1. HJB 2020 Facebook, S. 6 und 2. HJB 2020
Facebook, S. 6.
155 Im 1. HJB 2018 wird noch im Vergleich detailliert auf die Sprachkenntnisse der einzelnen
Prüfer*innen eingegangen. So handele es sich bei den Prüfer*innen der Firma Majorel
ehemals Arvato hauptsächlich um Muttersprachler*innen. Sollte ein Inhalt in einer
anderen Sprache verfasst sein, so bearbeitet ihn jemand, der die Sprache fließend
beherrscht, vgl. 1. HJB 2018 Facebook, S. 4.
156 1. HJB 2019 Facebook, S. 6; ebenso in 2. HJB 2019 Facebook, S. 6; 1. HJB 2020 Facebook, S. 6
und 2. HJB 2020 Facebook, S. 6; ähnlich in 1. HJB 2018 Facebook, S. 4 und 2. HJB 2018
Facebook, S. 5.
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und der beschwerdegegenständliche Inhalt gegebenenfalls entfernt.157
Beschwerden, die nicht gegen diese Standards verstoßen, würden an das
„Legal Takedown Request Operations-Team“158 weitergeleitet und dort einer
mehrstufigen rechtlichen Prüfung unterzogen.
Das entsprechende Team bestehe dabei aus Facebook-Mitarbeiter*innen der
Büros in Dublin159, sowie externen Mitarbeiter*innen „die in den Facebook-
Büros in Dublin und Austin arbeiten“.160 Die Beschwerden werden den
Angaben zufolge zuerst durch externe Angestellte geprüft, deren Aufgabe es
sei, rechtswidrige Inhalte rechtzeitig zu sperren „sowie mit dem Beschwer-
deführer zu kommunizieren“.161
Gearbeitet werde dabei auf Basis von Orientierungshilfen, die durch „unter-
nehmensinterne Juristen und durch externe Rechtsanwälte“162 entwickelt
worden sind. Sollte eine genauere Prüfung erforderlich sein, wird der Inhalt
nach den Angaben der Halbjahresberichte an eine*n interne*n Prüfer*in
weitergeleitet, der*die ihn erneut untersuche und entsprechende Maßnahmen
ergreife.
Sollte danach die Rechtswidrigkeit immer noch unklar sein, geht die Prüfung
ausweislich der Berichtsangaben in einer dritten Stufe an eine*n interne*n
157 Im 1. HJB 2018 wird noch einmal betont, dass es sich bei den Mitarbeiter*innen Majorels
(vormals Arvato) um Leute handelt die die deutsche Sprache fließend beherrschen. Dies
fehlt jedoch in den anderen Halbjahresberichten, Vgl. 1. HJB 2018 Facebook, S. 4; 2. HJB
2018 Facebook, S. 5; 1. HJB 2019 Facebook, S. 6; 2. HJB 2019 Facebook, S. 6; 1. HJB 2020
Facebook, S. 6 und 2. HJB 2020 Facebook, S. 6.
158 1. HJB 2018 Facebook, S. 5; ebenso in 2. HJB 2018 Facebook, S. 5; 1. HJB 2019 Facebook, S. 6;
2. HJB 2019 Facebook, S. 6; 1. HJB 2020 Facebook, S. 6 und 2. HJB 2020 Facebook, S. 6.
159 Im 1. HJB 2019 gehören, zusätzlich zu den internen Mitarbeiter*innen in Dublin, auch
noch weitere Facebook Angestellte aus Mountain View zum Team bzw. im 2. HJB 2019, 1.
HJB 2020 und 2. HJB 2020 wird das Team durch Prüfer*innen aus Sunnyvale ergänzt, vgl.
1. HJB 2018 Facebook, S. 4; 2. HJB 2018 Facebook, S. 5; ähnlich in 1. HJB 2019 Facebook,
S. 6; 2. HJB 2019 Facebook, S. 6; 1. HJB 2020 Facebook, S. 6 und 2. HJB 2020 Facebook, S. 6.
160 Im 2. HJB 2020 wird das externe Team durch Mitarbeiter*innen aus Texas ergänzt. 2. HJB
2018 Facebook, S. 5; ähnlich in 1. HJB 2019 Facebook, S. 6; 2. HJB 2019 Facebook, S. 6; 1.
HJB 2020 Facebook, S. 6 und 2. HJB 2020 Facebook, S. 6.
161 2. HJB 2018 Facebook, S. 5; ebenso in 1. HJB 2019 Facebook, S. 6; 2. HJB 2019 Facebook,
S. 6; 1. HJB 2020 Facebook, S. 6 und 2. HJB 2020 Facebook, S. 7; ähnlich in 1. HJB 2018
Facebook, S. 5.
162 2. HJB 2018 Facebook, S. 6; ebenso in 1. HJB 2019 Facebook, S. 6; 2. HJB 2019 Facebook, S. 6
und 1. HJB 2020 Facebook, S. 7 und 2. HJB 2020 Facebook, S. 7; ähnlich in 1. HJB 2018
Facebook, S. 5.
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Juristen*in. Bei besonders komplexen Fällen würden noch zusätzliche externe
Jurist*innen mit hinzugezogen. Sobald eine Entscheidung getroffen wurde,
ergreift das „Legal Takedown Request Operations-Team“163 entsprechende
Maßnahmen und kommuniziert diese mit dem*der Beschwerdeführer*in
sowie dem*der Ersteller*in des Inhalts.164
Ergänzend wird darauf hingewiesen, dass in jeder Stufe der Prüfung eine
intensive Kommunikation zwischen internen und externen Prüfpersonen
stattfinde. Außerdem stellten die Facebook-Mitarbeiter*innen für jedes Team
„Schulungen, zusätzliche Hilfestellungen und Fachwissen zu NetzDG-Fällen“
zur Verfügung.165 Darüber hinaus würde mehrmals pro Woche mit internen
Jurist*innen über besonders komplexe Fälle diskutiert und eine Übersicht
über Beschwerdeaufkommen etc. des „Legal Takedown Request Operations-
Team“166 an ein funktionsübergreifendes internes Team gesendet.
Im Weiteren erfolgt in allen Halbjahresberichten eine Erläuterung der per-
sonellen Ausstattung und der Kompetenzen der einzelnen Teams. Das „Global
Market Operations“ Team erhalte eine dreiwöchige Schulung in der Über-
prüfung der Inhalte auf Verstöße der Gemeinschaftsstandards, einzelne
erfahrene Mitglieder erhielten zudem Schulungen im Bereich des NetzDG, um
diese prüfen zu können.167 Das „Legal Takedown Request Operations“ Team
erhalte Schulungen zur Prüfung von Inhalten auf NetzDG-Verstöße sowie zur
Kommunikation mit den Beschwerdeführer*innen und Inhaltsersteller*innen.
In Intervallen von sechs Monaten erhalten sie eine Auffrischung und Aktua-
lisierung ihres Wissens und der Abläufe168. Die Weiterbildungen fänden intern
163 1. HJB 2018 Facebook, S. 5; ebenso in 2. HJB 2018 Facebook, S. 6; 1. HJB 2019 Facebook, S. 7;
2. HJB 2019 Facebook, S. 7; 1. HJB 2020 Facebook, S. 7 und 2. HJB 2020 Facebook, S. 7.
164 Vgl. zu dem in den Halbjahresberichten – soweit ersichtlich – nicht gegenständlichen
Möglichkeiten der Überprüfung durch ein „Oversight Board“ jüngst krit. Brosch, MMR
2021, 26 ff.
165 2. HJB 2018 Facebook, S. 6; ebenso in 1. HJB 2019 Facebook, S. 7; 2. HJB 2019 Facebook,
S. 7; 1. HJB 2020 Facebook, S. 7 und 2. HJB 2020 Facebook, S. 6; ähnlich in 1. HJB 2018, S. 5.
166 2. HJB 2018 Facebook, S. 6; ebenso in 1. HJB 2019 Facebook, S. 7; 2. HJB 2019 Facebook,
S. 7; 1. HJB 2020 Facebook. S. 7 und 2. HJB 2020 Facebook, S. 7.
167 Vgl. 1. HJB 2018 Facebook, S. 5; ebenso in 2. HJB 2018 Facebook, S. 7; 1. HJB 2019 Facebook,
S. 8; 2. HJB 2019 Facebook, S. 8; 1. HJB 2020 Facebook, S. 8 f. und 2. HJB 2020 Facebook,
S. 9.
168 Vgl. 2. HJB 2018 Facebook, S. 8; ebenso in 1. HJB 2019 Facebook, S. 9; 2. HJB 2019 Facebook,
S. 9; 1. HJB 2020 Facebook, S. 9 und 2. HJB 2020 Facebook, S. 9; Anmerkung: im 1. HJB
2018 Facebook gibt es noch keine Information über das sechsmonatige Intervall, vgl. 1.
HJB 2018 Facebook, S. 5
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durch die hauseigenen Jurist*innen und extern durch die Mitglieder des Legal
Teams statt.
Außerdem werden ausweislich aller Halbjahresberichte für alle Teams psy-
chologische Betreuung, Einzelsitzungen mit Psycholog*innen, Gruppenthe-
rapien und Beratungsgespräche für das emotionale Wohlbefinden angeboten.
c) Berichtsangaben von YouTube
Nach den unter dem Punkt „Prüfteams“169 gemachten Angaben im 2. HJB 2018
besteht das Prüfpersonal aus „YouTube- und Google-Mitarbeitern oder
externen Dienstleistern“170 sowie Jurist*innen. Die von diesem Team getrof-
fenen Entscheidungen würden regelmäßig einer Qualitätsprüfung unterzo-
gen171 und den Bearbeiter*innen werde Feedback zu ihren Entscheidungen
gegeben.
Die Prüfteams „bestehen aus Tausenden von Mitarbeitern, die eine Vielzahl
von Sprachen fließend beherrschen“172, darunter fänden sich auch deutsch-
sprachige Mitarbeiter*innen, die auf lokale Gesetze geschult sind und die
Möglichkeit hätten, sich mit der lokalen Google-Rechtsabteilung zu beraten.
Bei Bedarf könnten noch weitere interne oder lokale externe Jurist*innen
hinzugezogen werden.
Die für den deutschen Raum zuständige Gruppe bestehe aus ca. 63 externen
Prüfer*innen173 sowie einer variierenden Anzahl interner Mitarbeiter*innen,
169 1. HJB 2018 YouTube, S. 23; ebenso in 2. HJB 2018 YouTube, S. 18; 1. HJB 2019 YouTube,
S. 21; 2. HJB 2019 YouTube, S. 20; 1. HJB 2020 YouTube, S. 26 und 2. HJB 2020 YouTube,
S. 28.
170 1. HJB 2018 YouTube, S. 23; ebenso in 2. HJB 2018 YouTube, S. 18; 1. HJB 2019 YouTube,
S. 21; 2. HJB 2019 YouTube, S. 20; 1. HJB 2020 YouTube, S. 27 und 2. HJB 2020 YouTube,
S. 29.
171 Wer diese Prüfung durchgeführt hat, wird nicht näher erläutert. In den HJBen wird nur
von „Wir“ gesprochen, eine genauere Auskunft findet nicht statt, Vgl. 1. HJB 2018 You-
Tube, S. 23; ebenso 2. HJB 2018 YouTube, S. 18; 1. HJB 2019 YouTube, S. 21; 2. HJB 2019
YouTube, S. 20; 1. HJB 2020 YouTube, S. 27 und 2. HJB 2020 YouTube, S. 29.
172 1. HJB 2018 YouTube, S. 23; ebenso in 2. HJB 2018 YouTube, S. 19; 1. HJB 2019 YouTube,
S. 21; 2. HJB 2019 YouTube, S. 21; 1. HJB 2020 YouTube, S. 27 und 2. HJB 2020 YouTube,
S. 29.
173 Die Anzahl der Prüfer*innen variieren in den einzelnen Halbjahresberichten zwischen 63
im 2. HJB 2020 und 100 im 1. HJB 2018, Vgl. 1. HJB 2018 YouTube, S.23; ähnlich in 2. HJB
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die ausschließlich für NetzDG-Beschwerden über YouTube und Google+
zuständig seien. Die Mitglieder dieser Gruppe setzten sich ausweislich der
Angaben in allen Halbjahresberichten zusammen aus Personen unterschied-
lichster beruflicher Hintergründe, sie beherrschten diverse Sprachen und seien
„zwischen 20 und 60 Jahre[n] alt“.174
Das Prüfpersonal werde darüber hinaus einmal pro Halbjahr Schulungen zu
Community-Richtlinien, sowie rechtlichen Weiterbildungen durch YouTube-
bzw. Google-Mitarbeiter*innen, internen und externen Rechtsexpert*innen
unterzogen.175 Außerdem stünden ihnen „regelmäßige Beratungen durch
Psychologen“176, Ruheräume und Einzeltherapien zur Verfügung.
d) Berichtsangaben von Twitter
Gemäß dem 2. Halbjahresbericht 2020 besteht das Prüfteam bei dem Sozialen
Netzwerk Twitter aus über 125 Personen177, die neben Deutsch auch über
weitere Sprachkenntnisse verfügten z.B. Englisch, Französisch, Holländisch
und Arabisch. Diese Mitarbeiter*innen würden regelmäßig geschult im Hin-
blick auf die internen Richtlinien und dem „historischen und kulturellen
Kontext“.178
2018 YouTube, S. 19; 1. HJB 2019 YouTube, S. 21; 2. HJB 2019 YouTube S. 21 und 1. HJB 2020
YouTube, S. 27 und 2. HJB 2020 YouTube, S. 29.
174 1. HJB 2019 YouTube, S. 21; ebenso in 2. HJB 2019 YouTube, S. 21; Anmerkung: ab dem 1.
HJB 2020 wird die Altersspanne auf 20–61 Jahre gelegt, im 1. HJB 2018 und 2. HJB 2018 ist
ausschließlich von „unterschiedlichen Altersgruppen“ die Rede. Vgl. 1. HJB 2020 YouTube,
S. 27; und 2. HJB 2020 YouTube, S. 29; 1. HJB 2018 YouTube, S. 19 und 2. HJB 2018
YouTube, S. 23.
175 Die Ausführungen bezüglich der Weiterbildung der Mitarbeiter*innen werden seit dem 1.
HJB 2019 ausführlicher geschildert, Vgl. 1. HJB 2019 YouTube, S.22; ebenso in 2. HJB 2019
YouTube, S. 21; 1. HJB 2020 YouTube, S.28 und 2. HJB 2020 YouTube, S. 30; ähnlich in 1.
HJB 2018 YouTube, S. 23 und 2. HJB 2018 YouTube S. 19.
176 1. HJB 2018 YouTube, S. 23; ebenso in 2. HJB 2018 YouTube, S. 19; ähnlich in 1. HJB 2019
YouTube, S. 22 f.; 2. HJB 2019 YouTube, S. 22; 1. HJB 2020 YouTube, S. 29 und 2. HJB 2020
YouTube, S. 31.
177 Im 1. HJB 2018 sowie dem 2. HJB 2018 sind es noch 50 Mitarbeiter*innen; im 1. HJB 2019
noch 65; im 2. HJB 2019 noch 70 und im 1. HJB 2020 noch 100, vgl. 1. HJB 2018 Twitter,
S. 6; ebenso in 2. HJB 2018 Twitter, S. 12; ähnlich in 1. HJB 2019 Twitter, S. 13; 2. HJB 2019
Twitter S. 13; 1. HJB 2020 Twitter, S. 14 und 2. HJB 2020 Twitter, S. 19.
178 1. HJB 2018 Twitter, S. 6; ebenso in 2. HJB 2018 Twitter, S. 12; 1. HJB 2019 Twitter, S. 13; 2.
HJB 2019 Twitter, S. 13; 1. HJB 2020 Twitter, S. 14 und 2. HJB 2020 Twitter, S. 20.
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Neue Mitarbeiter*innen werden nach den Angaben in allen Halbjahresbe-
richten über drei Wochen hinweg individuell eingeführt und systematisch zu
bestimmten Themen eingearbeitet, z. B. AGB’s, lokales Recht und interne
Prozesse. Die Teams könnten darüber hinaus während ihrer Tätigkeit jederzeit
Hilfe von der internen Rechtsabteilung anfordern. Zusätzlich erfolgten auf
wöchentlicher Basis Qualitätskontrollen der Beschwerden und Schulungen
zum Thema NetzDG und interner Policy.
Die Mitarbeiter*innen dieser Teams erhielten überdies „Zugang zu Ressourcen
hinsichtlich ihrer Gesundheit und ihremWohlergehen“179. Sollten im Laufe der
Bearbeitung von NetzDG Beschwerden technische Probleme auftreten,
„priorisieren“ ausweislich der Halbjahresberichte „die relevanten internen
Teams deren schnellstmögliche Behebung“.180
e) Vergleichende Analyse
Bezüglich der im § 2 Abs. 2 Nr. 4 NetzDG geforderten Angabe der vorhan-
denen Kenntnisse der deutschen Sprache der Teams, geben Twitter und
YouTube an, dass in ihren Teams jeweils Menschen mit deutscher Sprach-
kenntnis bzw. Muttersprachler*innen arbeiten. Twitter führt darüber hinaus
dezidiert Sprachen auf, die von Teammitgliedern beherrscht werden. Face-
book macht lediglich im 1. HJB 2018 Angaben zum Vorhandensein von
Kenntnissen der deutschen Sprache, in den folgenden Berichten fehlt diese
Angabe.
Soweit es um die Darstellungen der Strukturen bzw. des Aufbaus der Teams
geht, machen alle drei untersuchten Sozialen Netzwerke dezidierte und
umfassende Angaben.
Auch bei der Weiterbildung und Schulung wird in allen Halbjahresberichten
der drei untersuchten Sozialen Netzwerke darauf eingegangen, welche
Anstrengungen unternommen werden, um neue Mitarbeiter*innen an das
Thema heranzuführen und Personal weiterzubilden. Hier geht im besonderen
179 1. HJB 2018 Twitter, S. 6; ebenso in 2. HJB 2018 Twitter, S. 13; 1. HJB 2019 Twitter, S. 13; 2.
HJB 2019 Twitter, S. 14; 1. HJB 2020 Twitter, S. 15 und 2. HJB 2020 Twitter, S. 21.
180 1. HJB 2018 Twitter, S. 7; ebenso in 2. HJB 2018 Twitter, S. 13; 1. HJB 2019 Twitter, S. 13; 2.
HJB 2019 Twitter, S. 14 und 1. HJB 2020 Twitter, S. 15.
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Twitter vergleichsweise detailliert auf den Weiterbildungs- aber auch den
Einstellungsvorgang ein.
Schließlich enthalten die Halbjahresberichte aller drei Netzwerke Ausfüh-
rungen zu den Betreuungsangeboten für die Mitglieder der Prüfteams. Inso-
weit machen Facebook und YouTube konkretere Angaben zu den verschie-
denen Bemühungen in diesem Bereich als das Soziale Netzwerk Twitter.
Angaben dazu, in welchem Umfang diese Angebote von dem Prüfpersonal
tatsächlich wahrgenommen werden, ergeben sich aus keinem der Halbjah-
resberichte.
5. Mitgliedschaften in Branchenverbänden
a) Gesetzliche Berichtspflicht (§ 2 Abs. 2 Nr. 5 NetzDG)
Die Berichtspflicht umfasst des Weiteren Angaben über die „Mitgliedschaft in
Branchenverbänden mit Hinweis darauf, ob in diesen Branchenverbänden
eine Beschwerdestelle existiert“. Anzugeben sind sämtliche Mitgliedschaften
in Branchenverbänden wie z.B. Bitkom – Bundesverband Informationswirt-
schaft, Telekommunikation und neue Medien e.V., eco – Verband der Inter-
netwirtschaft e.V., BIU – Bundesverband Interaktive Unterhaltungssoftware
e.V. oder VPRT – Verband Privater Rundfunk und Telemedien e.V. Hingegen
sind Einrichtungen der Freiwilligen Selbstkontrolle wie die FSM181 keine
Branchenverbände i.S.d. Vorschrift.182
Überdies ist auch darüber zu informieren, welche der Branchenverbände, in
denen der Betreiber des sozialen Netzwerkes Mitglied ist, über eine (eigene)
„Beschwerdestelle“ verfügt. Hiermit ist in erster Linie nicht eine juristisch
gegenüber dem Verband eigenständige Stelle gemeint, sondern vielmehr eine
in dem Verband vorhandene Organisationseinheit. Die Beschwerdestelle
meint hier – enger als in Abs. 2 Nr. 3 – eine Stelle für „Meldungen von
Hasskriminalität und anderen strafbaren Inhalten in sozialen Netzwerken“.183
181 Freiwillige Selbstkontrolle Multimedia-Diensteanbieter e.V.
182 Liesching in: Spindler/Schmitz, TMG – Kommentar, 2. Aufl. 2018, § 2 NetzDG Rn. 22;
ebenso Knoke/Krüger, in: Gersdorf/Paal, BeckOK Informations- und Medienrecht, 30.
Edition 2020, § 2 NetzDG Rn. 30.
183 BT-Drs. 18/12356, S. 21.
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b) Berichtsangaben von Facebook
In allen Halbjahresberichten von Facebook wird dieser Bereich im Unterpunkt
„5. Branchenverbände“184 erläutert. Dies geschieht in Form einer einfachen
Aufzählung der drei deutschen Branchenverbände, in denen das Netzwerk
Mitglied ist (Eco, Bitkom und BVsDW). Zusätzlich wird bei jedem Verband
noch einmal gesondert angemerkt, ob eine interne Beschwerdestelle existiert.
Überdies erfolgt eine Aufzählung weiterer Organisationen (FSM, DsiN und
Jugendschutz.net), die sich mit der „Bekämpfung rechtswidriger Online-In-
halte“185 im Netz befassten, wobei Facebook insoweit entweder eine Mit-
gliedschaft und/oder eine Zusammenarbeit unterhält.
c) Berichtsangaben von YouTube
In seinen Halbjahresberichten macht YouTube die geforderten Angaben, unter
dem Menüpunkt „Mitgliedschaft in Industrieverbänden“.186 Es folgt eine Auf-
zählung der verschiedenen Verbände (Eco, Deutschland sicher im Netz und
Bitkom), des Weiteren auch der FSM, deren Angabe nicht gefordert ist.
Danach geht das Netzwerk genauer auf die Beschwerde-Hotlines der FSM und
Eco ein. Vermutet der Betreiber der Hotline eine Rechtswidrigkeit, so leitet er
diese nach Angaben von YouTube an den entsprechenden Provider weiter.
Nach einer Prüfung seitens des Netzwerkes würde der Stelle eine detaillierte
Antwort über die Entscheidung bezüglich des beanstandeten Inhaltes zuge-
sendet.
Danach folgen im Bericht weitere optionale Angaben zum weiteren Bemühen
des sozialen Netzwerkes, z. B. über die Zusammenarbeit mit verschiedenen
Bürgerrechtsgruppen, der regelmäßigen Überprüfung der eigenen Richtlinien
und Auslegungskriterien. Weiterhin würden Workshops angeboten, um
184 1. HJB 2018 Facebook, S. 6; ebenso in 2. HJB 2018 Facebook, S. 8; 1. HJB 2019 Facebook, S. 9,
2. HJB 2019 Facebook, S. 9; 1. HJB 2020 Facebook, S. 9 und 2. HJB 2020 Facebook, S. 10.
185 1. HJB 2018 Facebook, S. 6; ebenso in 2. HJB 2018 Facebook, S. 8; 1. HJB 2019 Facebook, S. 9,
2. HJB 2019 Facebook, S. 10; 1. HJB 2020 Facebook, S. 10 und 2. HJB 2020 Facebook, S. 10.
186 1. HJB 2018 YouTube, S. 24; ebenso in 2. HJB 2018 YouTube, S. 19; 1. HJB 2019 YouTube,
S. 23 , 2. HJB 2019 YouTube, S. 22; 1. HJB 2020 YouTube, S. 30 und 2. HJB 2020 YouTube,
S. 32
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interne sowie externe Personen über Änderungen und Anpassungen im
Umgang mit den diversen Google-Diensten zu informieren.
d) Berichtsangaben von Twitter
In den Halbjahresberichten von Twitter sind die geforderten Angaben im
Bereich „Branchenverbände“187 ausgeführt. In einem erläuternden Text werden
die Branchenverbände (Eco, FSM, Jugendschutz.net) aufgezählt, mit denen
man zusammenarbeite. Außerdem wird darauf hingewiesen dass alle drei
über eine Beschwerdestelle verfügten.
Überdies erfolgt eine kurze Erläuterung des „Trusted Reporters Programms“.188
Dabei handele es sich um Organisationen, die vom Netzwerk bevollmächtigt
wurden, Inhalte zu melden, die gegen europäisches Recht verstoßen. Darüber
hinaus wird ausgeführt, dass Twitter Mitglied der Verbände Eco und Bitkom
ist.189
e) Vergleichende Analyse
Alle drei Sozialen Netzwerke benennen entsprechend § 2 Abs. 2 Nr. 5 NetzDG
die Verbände, in denen sie entweder Mitglied sind oder mit denen sie
zusammenarbeiten. Darüber hinausgehend wird auch dargelegt, mit wem die
Sozialen Netzwerke zusätzlich kooperieren.
Bei der Angabe, ob diese Einrichtungen über eine Beschwerdestelle verfügen,
machen Facebook und Twitter detaillierte Angaben. Allerdings ist insoweit
auch davon auszugehen, dass das Vorhandensein von Beschwerdestellen bei
dem Verband Eco190 und der Stelle jugendschutz.net191 aufgrund der von diesen
187 1. HJB 2018 Twitter, S. 7; ebenso in 2. HJB 2018 Twitter, S. 13; 1. HJB 2019 Twitter, S. 14, 2.
HJB 2019 Twitter, S. 14; 1. HJB 2020 Twitter, S. 15 und 2. HJB 2020 Twitter, S. 21.
188 1. HJB 2018 Twitter, S. 7; ebenso in 2. HJB 2018 Twitter, S. 13; 1. HJB 2019 Twitter, S. 14; 2.
HJB 2019 Twitter, S. 14; 1. HJB 2020 Twitter, S. 15 und 2. HJB 2020 Twitter, S. 21.
189 Die Aussage über die Mitgliedschaft in den Verbänden Eco sowie Bitkom sind im 1. HJB
2018 sowie dem 2. HJB 2018 noch nicht zu finden, Vgl. 2. HJB 2018 Twitter, S. 13; ähnlich in
1. HJB 2018 Twitter, S. 7. Vollständig vorliegend in 1. HJB 2019 Twitter, S. 14; 2. HJB 2019
Twitter, S. 14; 1. HJB 2020 Twitter, S. 15 und 2. HJB 2020 Twitter, S. 21.
190 Vgl. z. B. Jahresbericht 2018 der eco Beschwerdestelle, beschwerdestelle.eco.de.
5. Mitgliedschaften in Branchenverbänden
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Institutionen selbst veröffentlichten Berichte als bekannt vorausgesetzt wer-
den kann.
6. Beschwerden mit Konsultation externer Stellen
a) Gesetzliche Berichtspflicht (§ 2 Abs. 2 Nr. 6 NetzDG)
Im Bericht anzugeben ist darüber hinaus die „Anzahl der Beschwerden, bei
denen eine externe Stelle konsultiert wurde, um die Entscheidung vorzube-
reiten“.
Nach teleologischer und rechtssystematischer Auslegung könnte jedoch ver-
treten werden, dass dies nur Beschwerden betrifft, bei denen „rechtswidrige
Inhalte“ i.S.d. § 1 Abs. 3 NetzDG prüfgegenständlich gewesen sind. Denn die in
§ 2 Abs. 1 NetzDG statuierte Berichtspflicht bezieht sich nur auf den „Umgang
mit Beschwerden über rechtswidrige Inhalte“ auf den Plattformen der sozialen
Netzwerke.192 Vor diesem Hintergrund wäre eine weitergehende Darstellung
zu sämtlichen anderen beschwerdegegenständlichen Inhalten und der
Befassung externer Stellen nicht erforderlich.193
Als externe Stellen können z. B. vom Netzwerkbetreiber beauftragte, eigen-
ständige Gesellschaften angesehen werden, die sich auf Content-Prüfungen
von Telemedien spezialisiert haben, darüber hinaus nach in der Literatur
vertretener Ansicht auch Rechtsanwaltskanzleien.194 Die in der Entwurfsbe-
gründung zugrunde gelegte Konstellation, dass nur aufgrund der Beschwer-
dezahl sich „interne Ressourcen der Anbieter“ nicht als ausreichend erweisen
– etwa aufgrund des „Umfangs oder der Komplexität der Beschwerde“195 – ist
191 Vgl. die Jahresberichte von jugendschutz.net, z. B. Bericht, 2018 „Jugendschutz im Inter-
net“, https://www.jugendschutz.net/fileadmin/download/pdf/bericht2018.pdf.
192 Vgl. aber die nunmehr im BMJV-Entwurf eines „Gesetzes zur Bekämpfung des Rechts-
extremismus und der Hasskriminalität“ vom 12. 12. 2019 vorgesehene erweiternde Legal-
definition, wonach eine Beschwerde über rechtswidrige Inhalte „jede Beanstandung eines
Inhaltes“ sei „mit dem Begehren der Entfernung des Inhaltes oder der Sperrung des
Zugangs zum Inhalt, es sei denn, dass mit der Beanstandung erkennbar nicht geltend
gemacht wird, dass ein rechtswidriger Inhalt vorliegt“.
193 Liesching in: Spindler/Schmitz, TMG – Kommentar, 2. Aufl. 2018, § 2 NetzDG Rn. 24.
194 Vgl. Knoke/Krüger, in: Gersdorf/Paal, BeckOK Informations- und Medienrecht, 30. Edition
2020, § 2 NetzDG Rn. 34 mwN.
195 BT-Drs. 18/12356, S. 21.
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nicht zwingend. Insoweit ist auch denkbar und legitim, dass Netzwerkbe-
treiber generell Prüfungsabläufe an externe Stellen delegieren, ungeachtet des
Prüfaufkommens oder der Komplexität der Beschwerden.
b) Berichtsangaben von Facebook
In fast allen Halbjahresberichten von Facebook wird angegeben, dass „keine
externe Stelle konsultiert“ worden sei, „um die Entscheidung hinsichtlich
einzelner Beschwerden vorzubereiten“.196 Die Ausnahme bildet der zweite
Halbjahresbericht 2020, in welchem angegeben wird, bezüglich einer
Beschwerde die FSM konsultiert zu haben.197 Dies resultiert daraus, dass die
FSM erst 2020 nach dem NetzDG anerkannt worden ist.198
Überdies verweist Facebook etwa im 2. HJB 2020 auf 6 Fälle199, in denen
„externe Rechtsanwälte konsultiert“ worden seien, „um die Entscheidung
hinsichtlich einzelner Beschwerden vorzubereiten“.200 Diese Rechtsanw-
ält*innen betrachtet Facebook nach eigenen Angaben jedoch nicht als externe
Stellen, sondern „als Erweiterung [ihrer eigenen] Rechtsabteilung.“201 Es wird
weiterhin ausgeführt, dass in all diesen Fällen externe Rechtsanwält*innen in
Deutschland hinzugezogen worden seien.202 Die Zusammenarbeit mit eben-
196 1. HJB 2018 Facebook, S. 6; ebenso in 2. HJB 2018 Facebook, S. 9; 1. HJB 2019 Facebook,
S. 10; 2. HJB 2019 Facebook, S. 10 und 1. HJB 2020 Facebook, S. 10.
Anmerkung: Im 1. HJB 2020 wird angemerkt, dass aufgrund der Vereinbarung mit FSM
geplant würde, Fälle in der 2. Jahreshälfte an diese zu verweisen, vgl. 1. HJB 2020
Facebook, S. 10.
197 Vgl. 2. HJB 2020 Facebook, S. 10.
198 Siehe hierzu oben V.3.d)aa).
199 Anmerkung: Von insgesamt 4211 eingegangenen Beschwerden, die zwischen dem 1. Juli
2020 und 31. Dezember 2020 eingegangen sind, vgl. 2. HJB 2020 Facebook, S. 10.
200 1. HJB 2018 Facebook, S. 6; ähnlich in 2. HJB 2018 Facebook, S. 9; 1. HJB 2019 Facebook,
S. 10; 2. HJB 2019 Facebook, S. 10; 1. HJB 2020 Facebook, S. 10 und 2. HJB 2020 Facebook,
S. 10.
201 1. HJB 2018 Facebook, S. 6; ähnlich in 2. HJB 2018 Facebook, S. 9; ebenso in 1. HJB 2019
Facebook, S. 10; 2. HJB 2019 Facebook, S. 10; 1. HJB 2020 Facebook, S. 10 und 2. HJB 2020
Facebook, S. 10.
202 Vgl. 1. HJB 2018 Facebook, S. 6; ähnlich in 2. HJB 2018 Facebook, S. 9; ebenso in 1. HJB 2019
Facebook, S. 10; 2. HJB 2019 Facebook, S. 10; 1. HJB 2020 Facebook, S. 10 und 2. HJB 2020
Facebook, S. 10.
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diesen erfolge „bei Bedarf […], um die Rechtslage im Hinblick auf konkrete
Beschwerden zu klären“.203
c) Berichtsangaben von YouTube
YouTube verweist in den Halbjahresberichten darauf, dass es Fälle gebe, „die
spezifisches juristisches Fachwissen erfordern“204 und dass hierfür eine externe
Stelle hinzugezogen werden könne. In den Halbjahresberichten wird hierbei
zwischen zwei Möglichkeiten der Weiterleitung prüfungsrelevanter Inhalte an
externe Stellen unterschieden und die entsprechenden Zahlen bereitgestellt.
Zum einen die Einbeziehung einer „anerkannte[n] Einrichtung der Regulier-
ten Selbstregulierung“205 und zum anderen die Weiterleitung „an eine auf
Strafrecht spezialisierte Anwaltskanzlei“.206 Erstmals waren es im zweiten
Halbjahr 2020 8 Weiterleitungen an die Selbstkontrolleinrichtung der FSM207
und darüber hinaus 20 Weiterleitungen an Kanzleien.208
d) Berichtsangaben von Twitter
Twitter gibt die Anzahl der Beschwerden an, „bei denen eine externe Stelle
konsultiert wurde“.209 Es wird zusätzlich darauf verwiesen,210 dass es sich bei
203 1. HJB 2018 Facebook, S. 6; ähnlich in 2. HJB 2018 Facebook, S. 9; ebenso in 1. HJB 2019
Facebook, S. 10; 2. HJB 2019 Facebook, S. 10; 1. HJB 2020 Facebook, S. 10 und 2. HJB 2020
Facebook, S. 10.
204 1. HJB 2018 YouTube, S. 8; ebenso in 2. HJB 2018 YouTube, S. 6; ähnlich in 1. HJB 2019
YouTube, S. 7; 2. HJB 2019 YouTube, S. 6; 1. HJB 2020 YouTube, S. 9 und 2. HJB 2020
YouTube, S. 8
205 1. HJB 2018 YouTube, S. 8; ebenso in 2. HJB 2018 YouTube, S. 6; 1. HJB 2019 YouTube, S. 7;
2. HJB 2019 YouTube, S. 6; 1. HJB 2020 YouTube, S. 9 und 2. HJB 2020 YouTube, S. 9.
206 1. HJB 2018 YouTube, S. 8; ebenso in 2. HJB 2018 YouTube, S. 6; 1. HJB 2019 YouTube, S. 7;
2. HJB 2019 YouTube, S. 6; 1. HJB 2020 YouTube, S. 9 und 2. HJB 2020 YouTube, S. 9.
207 Siehe oben V.3.d)aa).
208 Vgl. 2. HJB 2020 YouTube, S. 9.
209 1. HJB 2018 Twitter, S. 7; ebenso in 2. HJB 2018 Twitter, S. 14; 1. HJB 2019 Twitter, S. 14; 2.
HJB 2019 Twitter, S. 14; 1. HJB 2020 Twitter, S. 15 und 2. HJB 2020 Twitter, S. 21. Seit 1. HJB
2019 hat sich die inhaltliche Abfolge geändert; die Angaben stehen jetzt nach „Bran-
chenverbände“ (vgl. 1. HJB 2019 Twitter, S. 14; 2. HJB 2019 Twitter, S. 14; 1. HJB 2020
Twitter, S. 15; 2. HJB 2020 Twitter, S. 21.) und nicht mehr nach „Aufschlüsselung der
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diesen Beschwerden um Fälle handelt, „in denen Twitter eine deutsche
Anwaltskanzlei konsultierte“.211
e) Vergleichende Analyse
Die drei betrachteten Sozialen Netzwerke kommen in ihren Halbjahresbe-
richten der Berichtspflicht nach § 2 Abs. 2 Nr. 6 NetzDG nach. Sie geben
jeweils die Beschwerdeanzahl an, zu deren Entscheidungsvorbereitung eine
externe Stelle konsultiert worden ist.
7. Anzahl der Beschwerden mit Folge der Löschung
oder Sperrung
a) Gesetzliche Berichtspflicht (§ 2 Abs. 2 Nr. 7 NetzDG)
Zentral ist die Berichtspflicht nach Nr. 7, nach der die „Anzahl der
Beschwerden“ anzugeben ist, „die im Berichtszeitraum zur Löschung oder
Sperrung des beanstandeten Inhalts führten, aufgeschlüsselt nach Beschwer-
den von Beschwerdestellen und von Nutzern, nach dem Beschwerdegrund, ob
ein Fall des § 3 Absatz 2 Nummer 3 Buchstabe a vorlag, ob in diesem Fall eine
Weiterleitung an den Nutzer erfolgte sowie ob eine Übertragung an eine
anerkannte Einrichtung der Regulierten Selbstregulierung nach § 3 Absatz 2
Nummer 3 Buchstabe b erfolgte“.
Die Berichtspflicht der Vorschrift überschneidet sich zum Teil mit der in
Abs. 2 Nr. 3 geforderten Darstellung eingegangener Beschwerden „über
rechtswidrige Inhalte“.212 Abweichungen können sich insoweit ergeben, als
nach dem Wortlaut der Nr. 7 nur die Zahl solcher Beschwerden zu benennen
Beschwerden gem. § 3 (2) Nr. 3 (a) und (b) NetzDG“ (vgl. 1. HJB 2018 Twitter, S. 7; 2. HJB
2018 Twitter, S. 14.)
210 Dieser Verweis ist im 1. HJB 2018 noch nicht enthalten, vgl. dort, S. 7.
211 1. HJB 2019 Twitter, S. 14; ebenso 2. HJB 2018 Twitter, S. 14; 2. HJB 2019 Twitter, S. 14; 1. HJB
2020 Twitter, S. 15 und ähnlich in 2. HB 2020 Twitter, S. 21.
212 Siehe aber auch die Entwurfsbegründung die zu Nr. 7 auch auf die Ausführungen zu Nr. 3
verweist; vgl. BT-Drs. 18/12356, S. 21; ebenso wie hier: Knoke/Krüger, in: Gersdorf/Paal,
BeckOK Informations- und Medienrecht, 30. Edition 2020, § 2 NetzDG Rn. 36.
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ist, welche zu einer betreiberseitigen Löschung oder Sperrung geführt haben.
Fälle, in denen der Verbreiter des beschwerdegegenständlichen rechtswidri-
gen Inhaltes (Nutzer*in) diesen freiwillig oder auf Betreiben einer Aufsichts-
stelle (z.B. jugendschutz.net213) selbst entfernt hat, sind nur nach Abs. 2 Nr. 3214
aufzuführen.
Die Berichtspflicht bezieht sich zudem nach dem Gesetzeswortlaut nur auf
Löschungen nach dem NetzDG, also nur auf solche beschwerdegegenständ-
lichen Inhalte, die aufgrund einer angenommenen Rechtswidrigkeit wegen
Verstoßes gegen §§ 86, 86a, 89a, 91, 100a, 111, 126, 129 bis 129b, 130, 131, 140, 166,
184b i.V.m. 184d, 185 bis 187, 201a, 241 und/oder 269 StGB entfernt worden sind.
Nicht erfasst werden daher nach der gesetzlichen Vorgabe streng genommen
Löschungen, welche „nur“ aufgrund Verstoßes gegen Community-Richtlinien
oder AGB gelöscht oder gesperrt worden sind. Denn die in § 2 Abs. 1 NetzDG
statuierte Berichtspflicht bezieht sich nur auf den „Umgang mit Beschwerden
über rechtswidrige Inhalte“ auf den Plattformen der sozialen Netzwerke.215
Indes wird in der Rechtsliteratur davon ausgegangen, dass hier nicht diffe-
renziert zu werden braucht und im Bericht nicht darauf einzugehen sei, „wie
viele als rechtswidrig im Sinne des NetzDG gemeldete Inhalte im Ergebnis
aufgrund von Verstößen gegen die Gemeinschaftsstandards der Netzwerke
entfernt“ worden sind.216 Hierdurch wird die Aussagekraft der Berichtszahlen
freilich weithin desavouiert.
Weiterhin werden die Berichtspflichten durch Beschlussempfehlung des
Bundestags-Rechtsausschusses dahin ergänzt, dass die erfassten Anbieter in
ihren Berichten auch aufschlüsseln müssen, in wie vielen Fällen sie sich auf
Ausnahmen zur 7-Tages-Frist i.S.d. § 3 Abs. 2 Nr. 3 a) NetzDG wegen not-
wendiger Klärung von Tatsachenbehauptungen oder anderer tatsächlicher
Umstände sowie möglicher Gelegenheit zur Stellungnahme für betroffene
213 Vgl. zu den Aufgaben der Länderstelle jugendschutz.net § 18 JMStV.
214 Siehe hierzu oben VI.3.
215 Vgl. aber die nunmehr im BMJV-Entwurf eines „Gesetzes zur Bekämpfung des Rechts-
extremismus und der Hasskriminalität“ vom 12. 12. 2019 vorgesehene erweiternde Legal-
definition, wonach eine Beschwerde über rechtswidrige Inhalte „jede Beanstandung eines
Inhaltes“ sei „mit dem Begehren der Entfernung des Inhaltes oder der Sperrung des
Zugangs zum Inhalt, es sei denn, dass mit der Beanstandung erkennbar nicht geltend
gemacht wird, dass ein rechtswidriger Inhalt vorliegt“.
216 Knoke/Krüger, in: Gersdorf/Paal, BeckOK Informations- und Medienrecht, 30. Edition
2020, § 2 NetzDG Rn. 37 unter Verweis auf BT-Drs. 19/22610, 95: „Überobligatorische
Informationen“.
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Nutzer*innen gestützt haben.217 Zudem ist anzugeben, in wie vielen Fällen
eine Weiterleitung an anerkannte Einrichtungen der Regulierten Selbstregu-
lierung nach § 3 Abs. 2 Nr. 3 b) NetzDG erfolgte. Letztere kann allerdings erst
seit April 2020 mit der Anerkennung der FSM218 durch das BfJ umgesetzt
werden.
In der Literatur sind bislang für die ersten Halbjahresberichte kursorische Aus-
und Bewertungen erfolgt, welche die Zahlen der erfolgten Löschungen und
einer hieraus ermittelte Löschquote bei den drei Sozialen Netzwerken Face-
book, YouTube und Twitter gegenüberstellen.219 Dass der Plattformanbieter
YouTube in den ersten Halbjahresberichten keine konkreten Straftatbestände
als Beschwerdegründe differenziert aufführt, sondern eigene inhaltliche
Kategorien „Hassrede oder politischer Extremismus“ schafft, wird hierbei
erwähnt, jedoch nicht kritisch hinsichtlich der Vergleichbarkeit mit den
Zahlen der anderen sozialen Netzwerke eingeordnet oder hinsichtlich der
Rechtskonformität mit Blick auf die gesetzliche Berichtspflicht bewertet.220
b) Berichtsangaben von Facebook
aa) Ausführungen des Berichts
Im Hinblick auf die Berichtspflicht nach § 2 Abs. 2 Nr. 7 NetzDG stellt Face-
book eine Gesamtübersicht in Form einer Tabelle zur Verfügung, um die
Beschwerdeanzahl auszuweisen, die zur Sperrung oder Löschung von Inhalten
geführt hat. Hierbei findet die geforderte Aufschlüsselung nach Beschwerde-
führer*innen (Beschwerdestellen und Einzelpersonen) sowie nach dem
Beschwerdegrund statt. Die Beschwerdegründe entsprechen auch bei dieser
217 BT-Drs. 18/13013, S. 21 f.
218 Freiwillige Selbstkontrolle Multimedia-Diensteanbieter e.V.
219 Vgl. Löber/Roßnagel, MMR 2019, 71, 73; ein Overblocking wird aufgrund der ausgewerteten
Berichtszahlen eher verneint: „Eine Sperrung oder Löschung von 27%, 10% und 21% der
beanstandeten Inhalte verleiten nicht zu der Annahme, die Online-Plattformen
bemühten sich, möglichst viele Inhalte zu unterdrücken, um sich nicht angreifbar zu
machen. Sie lassen eher vermuten, dass eine spezifische, an dem Schutz der Mei-
nungsfreiheit orientierte Prüfung der Beanstandungen stattfindet“; siehe hierzu aber oben
V.2.c); vgl. ferner: MA HSH-Auswertung der Transparenzberichte nach NetzDG, 1. 6. 2019,
insb. S. 7.
220 Siehe auch MA HSH-Auswertung der Transparenzberichte nach NetzDG, 1. 6. 2019, insb.
S. 7.
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Berichtsangabe den Straftatbeständen des § 1 Abs. 3 NetzDG, Inhalte nach
§§ 129 bis 129b werden indes zusammengefasst.221 Die Tabelle enthält zudem
eine zusätzliche Spalte, der die Gesamtanzahl von Sperrungen bzw. Lö-
schungen entsprechend dem jeweiligen Beschwerdegrund zu entnehmen ist.
Die geforderten Berichtspflichten nach § 3 Abs. 2 Nrn. 3a) sowie 3b) werden,
den Kontext der Berichtsvorgabe aufgreifend, direkt unter dieser Gesamt-
übersicht in Textform ausgeführt.222
Facebook verweist darauf, dass es sich bei den dargestellten Zahlen um
Beschwerden handelt, die „über das NetzDG-Meldeformular übermittelt
wurden.“223 Weiterhin wird angemerkt, dass die Tabelle zeigt, „wie häufig eine
Beschwerde gemäß den durch den Beschwerdeführer angeführten Bestim-
mungen des deutschen Strafgesetzbuchs zur Löschung224 oder Sperrung von
Inhalten geführt hat.“225
Da NetzDG-Verstöße bei Facebook lediglich zur Sperrung der Inhalte in
Deutschland führen und demgegenüber nur bei einer Verletzung von
Gemeinschaftsstandards Inhalte gelöscht werden,226 erscheint jedenfalls nicht
ausgeschlossen, dass zumindest zum Teil inhaltliche Parallelen der im NetzDG
genannten Straftatbestände zu Facebooks Gemeinschaftsstandards gegeben
sind. Allerdings ist nicht genau nachzuvollziehen, ob auch vom NetzDG
abweichende Verstöße auf Grundlage der Gemeinschaftsstandards von
221 Vgl. 1. HJB 2018 Facebook, S. 7; ebenso in 2. HJB 2018 Facebook, S. 10; 1. HJB 2019
Facebook, S. 11; 2. HJB 2019 Facebook, S. 11 f; 1. HJB 2020 Facebook, S. 11 f. und 2. HJB 2020
Facebook, S. 11 f.
222 Vgl. 1. HJB 2018 Facebook, S. 7; ebenso in 2. HJB 2018 Facebook, S. 10; 1. HJB 2019
Facebook, S. 11; 2. HJB 2019 Facebook, S. 12; 1. HJB 2020 Facebook, S.12; 2. HJB 2020
Facebook, S. 12.
223 1. HJB 2018 Facebook, S. 6; ebenso in 2. HJB 2018 Facebook, S. 9; 1. HJB 2019 Facebook,
S. 10; 2. HJB 2019 Facebook, S. 10; 1. HJB 2020 Facebook, S. 10 f. und 2. HJB 2020 Facebook,
S. 11.
224 Im ersten HJB 2018 wird die Löschung entsprechender Inhalte nicht genannt: „Diese
Tabelle zeigt, wie häufig eine Beschwerde dazu geführt hat, dass der Inhalt gemäß den
Bestimmungen des deutschen Strafgesetzbuchs gesperrt wurde, die durch den
Beschwerdeführer angeführt werden.“, 1. HJB 2018 Facebook, S. 6.
225 1. HJB 2019 Facebook, S. 10; ebenso in 2. HJB 2018 Facebook, S. 9; 2. HJB 2019 Facebook,
S. 10; 1. HJB 2020 Facebook, S.11 und 2. HJB 2020 Facebook, S. 11.
226 Vgl. 1. HJB 2019 Facebook, S. 1 f.; ähnlich in.2. HJB 2018 Facebook, S. 1 f.; 2. HJB 2019
Facebook, S. 1 f.; 1. HJB 2020 Facebook, S. 2 und 2. HJB 2020 Facebook, S. 2. Im 1. HJB 2018
wird an Stelle der Löschung vom Ergreifen entsprechender Maßnahmen gesprochen,
vgl. 1. HJB Facebook. S. 1.
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Facebook in Folge einer NetzDG-Beschwerde gelöscht worden und in die
dargestellten Zahlen eingeflossen sind. Hiervon ist aber angesichts der erst-
mals im 2. HJB 2020 erfolgenden Angaben eher auszugehen.227
Zudem ist zu berücksichtigen, dass eine einzige NetzDG-Beschwerde mehrere
beanstandete Inhalte enthalten kann.228 Facebook verweist explizit darauf,
dass sich die „dargestellten Zahlen […] auf übermittelte Beschwerden und
nicht auf einzelne in den Beschwerden erwähnte Inhalte [beziehen].“229
Weiterhin stellt Facebook in diesem Zusammenhang die folgenden zusätzli-
chen Informationen für den 2. Halbjahresbericht 2018 zur Verfügung:230
„Erwähnenswert ist, dass im Zeitraum zwischen 1. Juli 2018 und 31. Dezember 2018 159
NetzDG-Beschwerden zu einer Löschung oder Sperrung von Inhalten führten. Dies machte
insgesamt 369 gelöschte oder gesperrte Inhalte aus.“
Wichtig zu erwähnen ist, dass in einer Beschwerde einerseits mehrere zu
beanstandende Inhalte gemeldet, andererseits für einen Inhalt auch mehrere
Gründe zur Beanstandung angeführt werden können.231 Facebook führt aus,
dass im Falle einer Maßnahmendurchführung (Sperrung oder Löschung) der
entsprechende Inhalt „unter jeder in der Beschwerde genannten Bestimmung
aufgeführt [wird].“232 Aus diesem Grund übersteige die Gesamtzahl der in der
Tabelle dargestellten Löschungen sowie Sperrungen, die Summe eingegan-
227 Vgl. 2. HJB 2020 Facebook, S. 12: „Von den 1.276 gelöschten oder gesperrten Inhalten
wurden 1.122 Inhalte wegen eines Verstoßes gegen unsere Gemeinschaftsstandards
weltweit gelöscht. 154 Inhalte haben nicht gegen unsere Gemeinschaftsstandards ver-
stoßen, wurden jedoch wegen eines Verstoßes gegen eine im NetzDG aufgeführte
Bestimmung des deutschen Strafgesetzbuchs in Deutschland gesperrt“.
228 Vgl. 1. HJB 2018 Facebook, S. 7; ebenso in 2. HJB 2018 Facebook, S. 9; 1. HJB 2019 Facebook,
S. 10; 2. HJB 2019 Facebook, S. 11; 1. HJB 2020 Facebook, S.11 und 2. HJB 2020 Facebook,
S. 11.
229 1. HJB 2018 Facebook, S. 7; ebenso in 2. HJB 2018 Facebook, S. 9; ähnlich in 1. HJB 2019
Facebook, S. 10; 2. HJB 2019 Facebook, S. 11; 1. HJB 2020 Facebook, S.11 und 2. HJB 2020
Facebook, S. 11.
230 1. HJB 2018 Facebook, S. 7; ähnlich in 2. HJB 2018 Facebook, S. 9; 1. HJB 2019 Facebook,
S. 10; 2. HJB 2019 Facebook, S. 11; 1. HJB 2020 Facebook, S.11 und 2. HJB 2020 Facebook,
S. 11.
231 Vgl. 1. HJB 2018 Facebook, S. 7; ebenso in 2. HJB 2018 Facebook, S. 9; 1. HJB 2019 Facebook,
S. 10; 2. HJB 2019 Facebook, S. 11; 1. HJB 2020 Facebook, S.11 und 2. HJB 2020 Facebook,
S. 11.
232 1. HJB 2018 Facebook, S. 7; ebenso in 2. HJB 2018 Facebook, S. 9; 1. HJB 2019 Facebook,
S. 10; 2. HJB 2019 Facebook, S. 11; 1. HJB 2020 Facebook, S.11 und 2. HJB 2020 Facebook,
S. 11.
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gener Beschwerden, welche zu einer Sperrung bzw. Löschung von Inhalten
geführt haben.233
bb) Löschungen/Sperrungen in 2018 bis 2020
Im Folgenden soll die Anzahl gelöschter bzw. gesperrter Inhalte für Facebook
im Zeitraum von 2018 bis 2020 (siehe Abb. 17) betrachtet werden. Anzumer-
ken ist, dass sich die dargestellten Zahlen auf Inhalte beziehen, die aufgrund
einer NetzDG-Beschwerde eingereicht worden sind.
In den Halbjahresberichten weichen die Angaben der Löschungen/Sperrun-
gen von Inhalten zum Teil voneinander ab, insbesondere beim Vergleich
zusammenfassender Ausführungen im Text mit der Summe der in den
Tabellen angegebenen Zahlen. Im ersten HJB 2018 weist das Soziale Netzwerk
etwa auf 362 gelöschte Inhalte im Text hin, die Aufsummierung der Zahlen aus
der tabellarischen Übersicht ergeben jedoch 537 Löschungen.234 Auch in den
folgenden Berichten finden sich Diskrepanzen, z. B. im 2. HJB 2018 (369 Inhalte
laut Text, aber 377 Inhalte laut Tabelle235), im 1. HJB 2019 (349 Inhalte laut Text,
aber 441 Inhalte laut Tabelle236), im 2. HJB 2019 (1043 Inhalte laut Text, aber
1383 Inhalte laut Tabelle237), im 1. HJB 2020 (2308 Inhalte laut Text, aber 3913
Inhalte laut Tabelle238) und im 2. HJB 2020 (1276 Inhalte laut Text, aber 2607
Inhalte laut Tabelle)239. Diese Abweichungen könnten darauf zurückzuführen
sein, dass mehrere Straftatbestände auf einen einzelnen Inhalt entfallen
können.
Bei Betrachtung der Anzahl an Löschungen bzw. Sperrungen, zeigt sich aus-
gehend vom ersten Halbjahresbericht 2018 zum zweiten Bericht desselben
Jahres eine geringfügige Erhöhung gelöschter Inhalte um 1,93 %. Um eine
fundiertere Aussage zur Entwicklung dieser Zahlen treffen zu können, ist
jedoch auch die Berücksichtigung gemeldeter Inhalte erforderlich. In diesem
Zusammenhang zeigt sich, dass der prozentuale Anteil der Löschungen/
233 Vgl.1. HJB 2018 Facebook, S. 7; ähnlich in 2. HJB 2018 Facebook, S. 9; ebenso in 1. HJB 2019
Facebook, S. 10; 2. HJB 2019 Facebook, S. 11; 1. HJB 2020 Facebook, S.11 und 2. HJB 2020
Facebook, S. 11.
234 Vgl. 1. HJB 2018 Facebook, S. 7.
235 Vgl. 2. HJB 2018 Facebook, S. 9 f.
236 Vgl. 1. HJB 2019 Facebook, S. 10 f.
237 Vgl. 2. HJB 2019 Facebook, S. 11 f.
238 Vgl. 1. HJB 2020 Facebook, S. 11 f.
239 Vgl. 2. HJB 2020 Facebook, S. 11 f.
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Sperrungen mit Blick auf die gemeldeten Inhalte im 1. HJB 2018 bei 21,24 %
liegt. Dieser Wert steigt im 2. HJB 2018 auf 35,21 % an, da die Zahl der Lö-
schungen/Sperrungen trotz gesunkener Zahlen für gemeldete Inhalte wei-
testgehend gleichbleibt.
Mit Blick auf die Löschungen/Sperrungen des ersten Halbjahresberichtes 2019
(349 Inhalte) zeigt sich ein geringfügiger Rückgang um 5,42 % im direkten
Vergleich zum vorangegangenen Bericht (369 Inhalte). Hinsichtlich des pro-
zentualen Anteils der Löschungen/Sperrungen an den gemeldeten Inhalten
zeigt sich, dass der 1. HJB 2019 mit 33,24 % dennoch nahe am Wert des 2. HJB
2018 (35,21 %) bleibt.
Mit 1.043 gelöschten bzw. gesperrten Inhalten liegt der Wert des zweiten
Halbjahresberichtes 2019 deutlich vor denen der vorangegangenen Berichte.
Im Vergleich zum 1. HJB 2019 mit 349 Löschungen/Sperrungen zeigt sich
demnach eine Steigerung um 198,85 %. Dabei ist anzumerken, dass sich die
Zahl gemeldeter Inhalte in diesem Zeitraum signifikant erhöht hat und dies
auch Auswirkungen auf die Zahl der Löschungen/Sperrungen nimmt. Eine
deutliche Absenkung der Zahlen ist dem 2. HJB 2020 zu entnehmen. Mit
1.276 Löschungen/Sperrungen ist dies ein Abfall um 44,71 % im Vergleich zum
1. HJB 2020, was auf die geringere Anzahl eigegangener Beschwerden
zurückgeführt werden könnte.
Abb. 17: Gegenüberstellung gemeldeter Inhalte zu gesperrten/gelöschten Inhalten bei Face-
book im Zeitraum von 2018–2020
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Facebook gibt im zweiten Halbjahr 2020 erstmalig an, wie viele Inhalte auf-
grund von NetzDG Verstößen bzw. aufgrund von Verstößen gegen die Com-
munity-Standards gelöscht oder gesperrt worden sind:
„Von den 1.276 gelöschten oder gesperrten Inhalten wurden 1.122 Inhalte wegen eines
Verstoßes gegen unsere Gemeinschaftsstandards weltweit gelöscht. 154 Inhalte haben
nicht gegen unsere Gemeinschaftsstandards verstoßen, wurden jedoch wegen eines Ver-
stoßes gegen eine im NetzDG aufgeführte Bestimmung des deutschen Strafgesetzbuchs in
Deutschland gesperrt“.240
c) Berichtsangaben von YouTube
aa) Ausführungen des Berichts
Die notwendigen Angaben zur Berichtspflicht nach § 2 Abs. 1 Nr. 7 NetzDG
erfolgen bei dem Video-Sharing-Dienst YouTube im Bereich „Anzahl der
entfernten Inhalte“.241
Mittels Balkendiagrammen werden die erfassten Zahlen visualisiert. Die
Anzahl der entfernten Inhalte wird nach Beschwerdestellen und Nutzer*innen
kategorisiert. Für die Darstellung des Beschwerdegrundes werden von You-
Tube eigens benannte Kategorien verwendet, die nicht den Straftatbeständen
des § 1 Abs. 3 NetzDG entsprechen und mehrere Paragrafen zusammenfas-
sen.242 Eine genaue Aufschlüsselung der Zuordnung von Paragraphen findet
sich erstmals im 1. Halbjahresbericht 2019.243 Es wird darauf hingewiesen, dass
lediglich Angaben des Beschwerdeformulars ohne Überprüfung der Korrekt-
heit übernommen werden. Überdies wird angemerkt, dass der gemeldete
Beschwerdegrund und der tatsächliche Grund für eine Maßnahme nicht
übereinstimmen müssen.
Die geforderten Angaben nach § 3 Abs. 2 Nr. 3 a) und b) NetzDG werden
jeweils in Textform ausgeführt sowie konkrete Zahlen hervorgehoben. Die
Ausführungen beginnen mit einem Überblick, über die Anzahl der gemeldeten
240 2. HJB 2020 Facebook, S. 12.
241 1. HJB 2018 YouTube S. 5; ebenso in 2. HJB 2018 YouTube S. 4; 1. HJB 2019 YouTube S. 5; 2.
HJB 2019 YouTube, S. 4; 1. HJB 2020 YouTube, S. 6 und 2. HJB 2020 YouTube, S. 6.
242 Vgl. 1. HJB 2018 YouTube S. 6; ebenso in 2. HJB 2018 YouTube S. 4; 1. HJB 2019 YouTube
S. 6; 2. HJB 2019 YouTube, S. 5; 1. HJB 2020 YouTube 6 und 2. HJB 2020 YouTube, S. 6.
243 Vgl. 1. HJB 2019 YouTube S. 12; 2. HJB 2019 YouTube, S. 11; 1. HJB 2020 YouTube, S. 16 und
2. HJB 2020 YouTube, S. 15 ff.
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sowie gelöschten Inhalte, welche von einer bekannten Beschwerdestelle (FSM,
Jugendschutz.net und Eco) beanstandet worden sind. Die in den meisten
Halbjahresberichten angegebenen Zahlen bewegen sich konstant im einstel-
ligen Bereich.244 Ausnahmen bilden die 11 gemeldeten Inhalte von Jugend-
schutz.net im 1. Halbjahresbericht 2019245 sowie die 38 gemeldeten Inhalte von
Jugendschutz.net im 2. Halbjahresbericht 2020.246
Im darauffolgenden Abschnitt wird ausgeführt, dass die Mehrheit der einge-
reichten Beschwerden nicht ausreichend substantiiert gewesen sei und man
deswegen keinen hinreichenden „Grund zur Kontaktaufnahme“247 mit dem*-
der Ersteller*in des Inhalts gesehen habe. Es folgt eine Darstellung der
Gesamtzahl der Beschwerden, bei denen weitere Informationen von dem*der
Beschwerdeführer*in benötigt worden sind bzw. eine externe Stelle konsul-
tiert worden ist248. Ausweislich der Halbjahresberichte wurden erstmals im 2.
Halbjahresbericht 2019 Inhaltsersteller*innen kontaktiert.249 Die Anzahl der
Inhalte, bei denen YouTube weitere Informationen benötigte stieg von 3.062
im ersten Halbjahresbericht 2018250 auf 8.713 im zweiten Halbjahr 2019251 und
im ersten Halbjahr 2020 auf 20.308 Inhalte.252 Im zweiten Halbjahr 2020
erhöhte sich die Gesamtzahl auf 28.248 Inhalte.253
Danach folgt in den Halbjahresberichten 2018 und 2019 die Angabe, dass
bisher keine Beschwerden an eine Einrichtung der Regulierten Selbstregulie-
rung weitergeleitet worden sind254. Dies findet seine Ursache darin, dass eine
Anerkennung der Selbstkontrolleinrichtung FSM erst in 2020 seitens des
244 Vgl. 1. HJB 2018 YouTube S. 6; ebenso in 2. HJB 2018 YouTube S. 5;; 2. HJB 2019 YouTube,
S. 5 und 1. HJB YouTube 2020, S.8.
245 Vgl. 1. HJB 2019 YouTube S. 6.
246 Vgl. 2. HJB 2020 YouTube, S. 7.
247 1. HJB 2018 YouTube S. 7; ebenso in 2. HJB 2018 YouTube S. 5; 1. HJB 2019 YouTube S. 7; 2.
HJB 2019 YouTube, S. 6; 1. HJB 2020 YouTube, S. 8 und 2. HJB 2020 YouTube, S. 7 f.
248 Vgl. 1. HJB 2018 YouTube S. 7; ebenso in 2. HJB 2018 YouTube S. 6; 1. HJB 2019 YouTube
S. 7; 2. HJB 2019 YouTube, S. 6 und 1. HJB 2020 YouTube, S. 8 f. und 2. HJB 2020 YouTube,
S. 8 f.
249 Vgl. 1. HJB 2018 YouTube S. 7; ebenso in 2. HJB 2018 YouTube S. 5; 1. HJB 2019 YouTube
S. 7; 2. HJB 2019 YouTube, S. 6; 1. HJB 2020 YouTube, S. 8 und 2. HJB 2020 YouTube, S. 8.
250 Vgl. 1. HJB 2018 YouTube S. 7.
251 Vgl. 2. HJB 2019 YouTube S. 6.
252 Vgl. 1. HJB 2020 YouTube, S 8.
253 Vgl. 2. HJB 2020 YouTube, S. 8
254 Vgl. 1. HJB 2018 YouTube S. 8; ebenso in 2. HJB 2018 YouTube S. 6; 1. HJB 2019 YouTube
S. 7 und 2. HJB 2019 YouTube, S. 6.
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Bundesamts für Justiz erfolgt ist.255 Erstmals wurden daher im Jahr 2020
zunächst 5 Inhalte im ersten Halbjahr und 8 Inhalte im zweiten Halbjahr an
die FSM als Einrichtung der regulierten Selbstregulierung weitergeleitet.256
Im selben Abschnitt gibt YouTube die Auskunft, dass im ersten Halbjahres-
bericht 2018 40 Inhalte an eine auf Strafrecht spezialisierte Kanzlei weiter-
geleitet worden sind.257 Diese Zahl ist im zweiten Bericht 2018 auf 145
gestiegen,258 im ersten Bericht 2019 auf 28 gesunken259 und hat sich im zweiten
Bericht 2019 erneut verringert auf 2 Inhalte.260 Im ersten Bericht 2020 erhöhte
sich die Zahl zunächst auf 8 Inhalte261 und erreichte 20 Inhalte im zweiten
Bericht 2020.262
bb) Löschungen/Sperrungen in 2018 bis 2020
Im Folgenden wird die Anzahl der gelöschten bzw. gesperrten Inhalte von
YouTube im Zeitraum von 2018 bis 2020 (siehe Abb. 18) dargestellt. Wie
bereits erläutert, gibt das Netzwerk diese Zahlen einerseits als Summe der
Löschungen bzw. Sperrungen nach den Community-Richtlinien und NetzDG
Verstößen an, andererseits erfolgt eine differenzierte Darstellung.
Hinsichtlich der Anzahl der Löschungen bzw. Sperrungen zeigt sich, dass es
vom ersten zum zweiten Halbjahresbericht 2018 zu einer Verringerung um
3.653 gelöschter Inhalte kam. Mit Blick auf die Löschungen bzw. Sperrungen
des ersten Halbjahresberichtes 2019 (71.168 Inhalte) zeigt sich eine Steigerung
um etwa 30 % im Vergleich zum vorangegangenen Bericht (54.644 Inhalte).
Mit 71.907 gelöschten bzw. gesperrten Inhalten liegt der Wert des zweiten
Halbjahresberichtes 2019 vor denen der vorangegangenen Berichte. Im Ver-
gleich zum 1. HJB 2019 (71168 Inhalte) zeigt sich eine Verringerung um etwa
1 %. Dabei ist zu bedenken, dass sich die Anzahl der Beschwerden im Ver-
gleich zum 1. HJB 2019 um 26.947 beanstandete Inhalte verringerte. Betrachtet
man den prozentualen Anteil der Löschungen des 2. HJB 2019, ergibt sich eine
Steigerung von 23,38 % im 1. HJB 2019 auf 25,91 %.
255 Siehe hierzu oben V.3.d)aa).
256 Vgl. 1. HJB 2020 YouTube, S. 8; ebenso in 2. HJB 2020 YouTube, S. 9.
257 Vgl. 1. HJB 2018 YouTube S. 8.
258 Vgl. 2. HJB 2018 YouTube S. 6.
259 Vgl. 1. HJB 2019 YouTube S. 7.
260 Vgl. 2. HJB 2019 YouTube S. 6.
261 Vgl. 1. HJB 2020 YouTube, S. 9.
262 Vgl. 2. HJB 2020, YouTube S. 9.
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Im ersten Halbjahr 2020 steigt die Zahl der gemeldeten Inhalte zum Vorjahr
um 111.346 Inhalte auf 388.824. Die Zahl der entfernten Inhalte steigt auf 90.814
Inhalte. Der prozentuale Anteil an Sperrungen von Meldungen sinkt auf
23,36 %. Im zweiten Halbjahr 2020 sinkt die Anzahl an gemeldeten Inhalten
auf 323.792 und die Anzahl an gesperrten Inhalten auf 73.477. Der prozentuale
Anteil von Sperrungen zu den gemeldeten Inhalten liegt somit bei 22,69 %.
d) Berichtsangaben von Twitter
aa) Ausführungen des Berichts
Twitter fasst alle notwendigen Angaben zur Berichtspflicht nach § 2 Abs. 2
Nr. 7 NetzDG in der Übersicht „Aufschlüsselung der Beschwerden nach
Beschwerdegrund“263 zusammen. In der Tabelle wird die Anzahl der
Beschwerden, die zu einer „Maßnahme“ führten, nach dem Beschwerdegrund
– also den Straftatbeständen des § 1 Abs. 3 NetzDG – aufgeführt. Hierbei wird
unterschieden zwischen Beschwerden von Nutzer*innen und Beschwerden
von Beschwerdestellen. Diese Spalten teilen sich wiederum in „Anzahl der
eingegangenen Beschwerden“ und „Anzahl der Beschwerden, bei denen eine
Maßnahme ergriffen wurde.“
Abb. 18: Gegenüberstellung gemeldeter Inhalte zu gesperrten/gelöschten Inhalten bei YouTube
im Zeitraum von 2018–2020
263 1. HJB 2018 Twitter, S. 8; ebenso in 2.HJB 2018 Twitter, S.15; 1. HJB 2019 Twitter, S. 15; 2. HJB
2019 Twitter, S. 15; 1. HJB 2020 Twitter, S. 16 und 2. HJB 2020 Twitter, S. 22.
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Neben den Tabellen, in denen Twitter alle gelöschten/gesperrten Inhalte nach
Beschwerdestelle und Nutzer*innen aufführt, gibt das Soziale Netzwerk in
einer weiteren Tabelle auch die Informationen an, die nach § 3 Abs. 2 Nr. 3 a)
und b) NetzDG erforderlich sind, also die Anzahl der Fälle, bei denen Twitter
die Frist von 7 Tagen überschritten hat. In der ersten Spalte wird in
Beschwerden von Nutzer*innen und Beschwerden von Beschwerdestellen
unterschieden. In der darauffolgenden Spalte wird die Gesamtzahl der ein-
gegangenen Beschwerden aufgelistet, bei denen eine Maßnahme ergriffen
worden ist. Des Weiteren ist in Fälle unterschieden worden, bei denen die
Entscheidung über die Rechtswidrigkeit von der Unwahrheit einer Tatsa-
chenbehauptung oder anderen Umständen abhing, bei denen dem*der Nut-
zer*in die Möglichkeit eingeräumt worden ist, eine Stellungnahme zu der
Beschwerde abzugeben und bei denen eine Beschwerde an eine anerkannte
Einrichtung der Regulierten Selbstregulierung übertragen worden ist.264
Die Anzahl der Beschwerden entsprechen den gelöschten bzw. gesperrten
Inhalten, da es nach diesseitiger Recherche im Rahmen des Meldevorgangs bei
Twitter nicht möglich ist, eine Mehrfachauswahl von Strafbeständen zu tref-
fen. Lediglich in 2 Berichten unterscheiden sich diese Zahlen minimal. Es ist
nicht bekannt, ob hier nur ein Fehler seitens des Sozialen Netzwerkes vorlag
oder ob die Differenzen aus anderen Gründen herrühren.265
Einem Hinweis auf S. 18 des 2. Halbjahresberichts 2020 von Twitter ist zu
entnehmen, dass „der gemeldete Inhalt entweder (1) aufgrund eines Verstoßes
gegen die Twitter Allgemeinen Geschäftsbedingungen oder die Twitter Regeln
gänzlich von der Plattform entfernt wurde oder (2) in Deutschland zurück-
gezogen wurde, nachdem [..] [ein] Verstoß gegen das NetzDG festgestellt“266
worden ist. Da keine weitere Unterscheidung nach AGB bzw. Twitter Regeln
und NetzDG erfolgt ist, kann nicht eindeutig entnommen werden, wie viele
von den aufgeführten Beschwerden tatsächlich wegen eines Verstoßes gegen
das NetzDG gelöscht bzw. gesperrt worden sind.
264 Vgl.1. HJB 2018 Twitter, S. 7; ebenso in 2. HJB 2018 Twitter, S.14; 1. HJB 2019 Twitter, S. 15; 2.
HJB 2019 Twitter, S. 15; 1. HJB 2020 Twitter, S. 16 und 2. HJB 2020 Twitter, S. 22.
265 2. Halbjahr 2018 S. 13 u. 15: Die Anzahl der Beschwerden von Nutzer*innen unterscheidet
sich um eins. 1. Halbjahr 2019 S. 12 u. 16: Die Anzahl der Beschwerden von Nutzer*innen,
bei denen eine Maßnahme ergriffen wurde, unterscheiden sich um sechs.
266 1. HJB 2018 Twitter, S. 7; ebenso in 2. HJB 2018 Twitter, S.13; 1. HJB 2019 Twitter, S. 12; 2.
HJB 2019 Twitter, S. 12; 1. HJB 2020 Twitter, S. 13 und 2. HJB 2020 Twitter, S. 18.
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Lediglich in der Einleitung der Berichte ab 2019 wird das Verhältnis der AGB-
und NetzDG-Löschungen für die Straftatbestände §129, §129b und §184b
mitgeteilt. Demnach wurden im 1. Halbjahr 2019 98,6% nach AGB-, und nur
1,4 % nach NetzDG-Richtlinien gelöscht. Im 2. Halbjahr 2019 waren es 96,36 %
nach AGB und 3,64 % nach NetzDG. Im ersten Halbjahr 2020 wurden laut
Twitter 96,14 % nach AGB-Richtlinien und 3,86 % aufgrund von NetzDG
Verstößen gelöscht. Im zweiten Halbjahr 2020 waren es 98,1 % nach AGB und
1,9 % nach NetzDG.267
bb) Löschungen/Sperrungen in 2018 bis 2020
Im Folgenden wird die Anzahl gelöschter bzw. gesperrter Inhalte für Twitter
im Zeitraum von 2018 bis 2020 (siehe Abb. 19) dargestellt. Dabei ist anzu-
merken, dass sich die Zahlen auf Inhalte beziehen können, die aufgrund eines
Verstoßes gegen Twitter-Regeln oder Twitter AGB gelöscht oder aufgrund
eines Verstoßes gegen NetzDG gesperrt worden sind.
Auffallend ist das erhöhte Beschwerdeaufkommen der Halbjahresberichte
Ende 2019 und 2020 im Vergleich zu den Halbjahresberichten 2018 und Anfang
2019. Die Anzahl der Beschwerden, bei denen eine Maßnahme durchgeführt
worden ist (orangefarbene Balken), sank im zweiten Halbjahresbericht 2018
im Vergleich zum ersten Halbjahresbericht 2018 um 19,13 %. Im ersten
267 Vgl. 1. HJB 2019 Twitter, S. 2; ebenso in 2. HJB 2019 Twitter, S. 3; 1. HJB 2020 Twitter, S. 3
und 2. HJB 2020 Twitter, S. 4.
Abb. 19: Gegenüberstellung gemeldeter Inhalte zu gesperrten/gelöschten Inhalten bei Twitter
im Zeitraum von 2018–2020
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Halbjahresbericht 2019 verdoppelte sich die Zahl der Beschwerden, denen
eine Maßnahme folgte, wonach sie sich im zweiten Halbjahresbericht 2019 im
Vergleich zum Vorjahr fast verdreifachte. Seit dem 1. Halbjahr 2020 ist wieder
ein Rückgang der Anzahl an Beschwerden zu verzeichnen, bei denen eine
Maßnahme ergriffen worden ist.268
Twitter gibt verschiedene Gründe für den signifikanten Anstieg an: Wahlen in
Deutschland, politische Märsche und Demonstrationen, gewaltsame Zwi-
schenfälle und andere aktuelle Ereignisse.269 Möglich wäre nach Auffassung
der Autor*innen aber auch, dass das erhöhte Beschwerdeaufkommen durch
den zusätzlichen unmittelbaren Meldeweg für nicht angemeldete Nutzer*in-
nen zustande gekommen ist, der seit dem ersten Halbjahresbericht 2019 mit
aufgeführt wird. In der ersten Jahreshälfte 2020 stabilisiert sich die Zahl der
Inhalte, bei denen eine Maßnahme ergriffen worden ist, auf 122.302.
Um eine fundiertere Aussage zur Entwicklung dieser Zahlen treffen zu kön-
nen, ist jedoch auch die Berücksichtigung gemeldeter Inhalte (blaue Balken)
erforderlich. Im ersten und zweiten Halbjahr 2018 sowie im ersten Halbjahr
2019 wurden von den eingegangenen Beschwerden etwa 9– 11 % gesperrt bzw.
gelöscht.270 So zeigt sich, dass der prozentuale Anteil der Löschungen/Sper-
rungen im Hinblick auf die gemeldeten Inhalte weitestgehend gleich bleibt,
trotz der Unterschiede bei der Zahl der eingereichten Beschwerden im Zeit-
raum zwischen dem 1. Halbjahr 2018 und dem 1. Halbjahr 2019 (siehe oben).
Im zweiten Halbjahr 2019 waren es 16,26 %, im 1. Halbjahr 2020 15,97 % und
im 2. Halbjahr 2020 waren es 14,64 % von allen eingereichten Beschwerden,
bei denen eine Maßnahme ergriffen wurde. Somit wurden im zweiten Halb-
jahr 2019 mehr Löschungen bzw. Sperrungen vorgenommen als in den drei
Halbjahren zuvor. Der höhere prozentuale Anteil der Löschungen/Sperrungen
wurde im 2. Halbjahresbericht 2019 nicht erläutert.271
268 1. HJB 2020: Rückgang um 10,84 % im Vergleich zum 2. HJB 2019. Im Vergleich zum 2. HJB
2020 ist lediglich ein Rückgang um 2,87 % erfolgt.
269 Vgl. 1. HJB 2019 Twitter, S. 12 f.; ebenso in 2. HJB 2019 Twitter, S. 13.
270 1. HJB 2018: 10,82 %; 2. HJB 2018: 9,03 %; 1. HJB 2019: 9,35 %.
271 Zur methodischen Plausibilität von derart ermittelten Löschquoten für das mögliche
Vorliegen von sog. „Overblocking“ siehe oben V.2.c).
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e) Vergleichende Analyse
Nach dem Wortlaut des § 2 Abs. 2 Nr. 7 NetzDG ist die Anzahl der Be-
schwerden maßgeblich, die zur Löschung oder Sperrung von Inhalten geführt
haben. Dieser Berichtsvorgabe kommen Facebook und Twitter nach. YouTube
hingegen gibt die Anzahl der Inhalte an, die aufgrund einer NetzDG-Be-
schwerde gelöscht bzw. gesperrt worden sind. Dies beeinträchtigt zwar die
Vergleichbarkeit der Berichtszahlen, erscheint aber nach Telos der gesetzli-
chen Berichtsvorgabe noch vereinbar. Insoweit ist die Zahl der entfernten
Inhalte ohnehin signifikanter und lässt mehr Rückschlüsse zu als die Anzahl
der Beschwerden, insbesondere soweit eine Beschwerde sich auf mehrere
Inhalte beziehen kann. Vor diesem Hintergrund ist von einer redaktionellen
Unzulänglichkeit des Gesetzgebers auszugehen, der nicht hinreichend zwi-
schen Beschwerden und beschwerdegegenständlichen Inhalten differenziert
hat. Dies kann freilich nicht zulasten der Normadressaten gehen.
Alle drei Netzwerke kommen in ihren Berichten der geforderten Aufschlüs-
selung nach dem*der Beschwerdeführer*in korrekt nach. Twitter und Face-
book nutzen hierfür eine Tabelle, in der sie neben dem*der Beschwerdefüh-
rer*in auch den jeweiligen Beschwerdegrund im Sinne der in § 1 Abs. 3
NetzDG genannten Straftatbestände aufschlüsseln. Im Vergleich hierzu nutzt
YouTube für Beschwerdeführer*innen und Beschwerdegrund jeweils ein
separates Diagramm. Wie bereits ausgeführt, verwendet YouTube für die
Auflistung der Beschwerdegründe eigens definierte Inhaltskategorien, welche
die Transparenz der Zahlen beeinflussen und somit Auswirkungen auf die
Vergleichbarkeit mit den anderen Sozialen Netzwerken haben. Seit dem 1. HJB
2019 stellt YouTube jedoch eine Aufschlüsselung bereit, in welcher die
Zuordnung der StGB-Paragraphen zu den Inhaltskategorien ersichtlich wird.
Dennoch ist ein Vergleich nicht möglich, da z. B. § 140 StGB in mehreren
Kategorien vertreten ist.
Die Darstellung, ob und wie oft eine Frist von sieben Tagen nach § 3 Abs. 2
Nr. 3 NetzDG überschritten worden ist, weil die Entscheidung über die
Rechtswidrigkeit von der Unwahrheit einer Tatsachenbehauptung abhing
oder die Entscheidung an eine Einrichtung der Regulierten Selbstregulierung
übertragen wurde, ist bei allen Sozialen Netzwerken an verschiedenen Stellen
zu finden. Unterschiede lassen sich jedoch bei der Umsetzung feststellen.
Im Hinblick auf die Transparenz der Zahlen von Facebook und Twitter bleibt
weitgehend ungeklärt, welche Löschungen aufgrund eines Verstoßes gegen
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AGB bzw. netzwerkeigene Regeln oder aufgrund einer Rechtswidrigkeit in
Bezug auf das NetzDG erfolgt sind. Neuerdings wird im 2. HJB 2020 von
Facebook erstmalig angegeben, wie viele Sperrungen aufgrund des NetzDG
und Löschungen aufgrund der Community-Standards erfolgt sind.272 Dies ist
freilich nach § 2 Abs. 2 Nr. 7 NetzDG nicht erforderlich. YouTube schlüsselt
gleichwohl die Inhaltsentfernungen nach eigenen Richtlinien einerseits und
nach NetzDG andererseits in einem zusätzlichen Diagramm auf. Überdies sind
die Inhalte nach dem Beschwerdegrund gegliedert.
Die Abbildung 20 stellt die Anzahl gelöschter bzw. gesperrter Inhalte von
Facebook, YouTube und Twitter im Zeitraum von 2018–2020 vergleichend
dar.
Bei der vergleichenden Darstellung der Anzahl der Beschwerden, die zu einer
Löschung oder Sperrung des beanstandeten Inhalts führten (siehe Abb. 20),
wird zunächst deutlich, dass sich bei Twitter seit dem 2. Halbjahr 2019 die
meisten Löschungen/Sperrungen ergaben. Facebook weist im direkten Ver-
gleich die wenigsten Löschungen/Sperrungen auf, während sich YouTube in
der Mitte einordnet.
272 Vgl. 2. HJB 2020 Facebook, S. 12.
Abb. 20: Vergleichende Darstellung Anzahl gesperrter bzw. gelöschter Inhalte im Zeitraum von
2018–2020
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Bei den Einzelanalysen war bei allen Sozialen Netzwerken nicht immer ein
direkter Zusammenhang zwischen der Zahl der eingegangenen Beschwerden
und den Beschwerden, die zu einer Löschung oder Sperrung führten,
erkennbar. So ging beispielsweise bei Facebook die Zahl der eingegangenen
Beschwerden im 2. Halbjahresbericht 2018 zurück, doch der prozentuale
Anteil, bei dem eine Löschung oder Sperrung erfolgte, stieg.
Bei den Zahlen ist kein einheitlicher Trend über die sechs Halbjahre hinweg zu
erkennen. Bei Facebook stieg im zweiten Halbjahresbericht 2018 die Zahl der
Löschungen/Sperrungen geringfügig an, um dann im ersten Halbjahresbericht
2019 wieder zu sinken und bis zum im ersten Halbjahresbericht 2020 deutlich
zu steigen. Im zweiten Bericht 2020 ist wieder eine fallende Tendenz
erkennbar. Bei YouTube und bei Twitter wurden jeweils im zweiten Halb-
jahresbericht 2019 die bisher meisten Löschungen/Sperrungen vorgenommen,
bei Facebook zusammen mit dem 2. Bericht 2020 hingegen die wenigsten.
Begründungen für etwaige Änderungen im Verlauf der einzelnen Sozialen
Netzwerke sind den jeweiligen Einzelanalysen zu entnehmen.
8. Zeiten zwischen Beschwerdeeingang und
Löschung/Sperrung
a) Gesetzliche Berichtspflicht (§ 2 Abs. 2 Nr. 8 NetzDG)
Die sozialen Netzwerke haben weiterhin die „Zeit zwischen Beschwerdeein-
gang beim sozialen Netzwerk und Löschung oder Sperrung des rechtswidrigen
Inhalts” anzugeben, “aufgeschlüsselt nach Beschwerden von Beschwerdestel-
len und von Nutzern, nach dem Beschwerdegrund sowie nach den Zeiträumen
»innerhalb von 24 Stunden«/»innerhalb von 48 Stunden«/ »innerhalb einer
Woche«/»zu einem späteren Zeitpunkt«“.
Die Angabe hat einzeln für jeden der nach Abs. 2 Nr. 7 erfassten Beschwer-
defälle in den genannten Kategorien „innerhalb von 24 Stunden“ / „innerhalb
von 48 Stunden“ / „innerhalb einer Woche“ / „zu einem späteren Zeitpunkt“ zu
erfolgen.273 Nach dem Gesetzeswortlaut eher nicht ausreichend wäre eine
273 Sinnvoll, aber gesetzlich nicht verlangt, erscheint eine Verknüpfung des jeweils im ein-
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Beschwerdegrund-Aufschlüsselung nach anderen inhaltlichen Kategorien als
sie § 1 Abs. 3 NetzDG (rechtswidrige Inhalte nach StGB-Tatbeständen) vorgibt.
Denn insoweit wäre keine hinreichende Transparenz in Bezug auf den „Um-
gang mit Beschwerden über rechtswidrige Inhalte“ gegeben, wie sie die
Berichtspflicht nach § 2 Abs. 1 NetzDG ausdrücklich fordert.
b) Berichtsangaben von Facebook
aa) Ausführungen des Berichts
Auch für die Darstellung der Zeiten zwischen Eingang einer NetzDG-Be-
schwerde und Löschung bzw. Sperrung des rechtswidrigen Inhaltes wählt
Facebook eine Gesamtübersicht in Form einer Tabelle. Die geforderte Auf-
schlüsselung nach Beschwerdeführer*innen (Beschwerdestellen und Einzel-
personen) sowie nach dem Beschwerdegrund wird umgesetzt. Die
Beschwerdegründe basieren auch hierbei auf den Straftatbeständen des § 1
Abs. 3 NetzDG, wobei darauf zu verweisen ist, dass die §§ 129 bis 129b StGB
auch in dieser Berichtsangabe zusammengefasst werden.274 Auch die zeitliche
Differenzierung in 24 Stunden, 48 Stunden, 7 Tage sowie zu einem späteren
Zeitpunkt findet entsprechend der Berichtsvorgabe statt.275 Es ist in diesem
Zusammenhang anzumerken, dass der Tabellenkopf für die Löschung oder
Sperrung zu einem späteren Zeitpunkt eine verkürzte Schreibweise –
„> 7 Tage“276 – vorsieht, welche durch eine zusätzliche Erläuterung277 im vor-
angehenden Beschreibungstext als „(d) zu einem späteren Zeitpunkt“278
zelnen Beschwerdefall angegebenen Zeitraums mit der in Abs. 2 Nr. 7 geforderten
Pflichtangabe über Ausnahmen nach § 3 Abs. 2 Nr. 3 a) und b).
274 Vgl. 1. HJB 2018 Facebook, S. 8 f.; ebenso in 2. HJB 2018 Facebook, S. 11 f.; 1. HJB 2019
Facebook, S. 13; 2. HJB 2019 Facebook, S. 13 f.; 1. HJB 2020 Facebook, S. 13 f. und 2. HJB 2020
Facebook, S. 13 f.
275 Vgl. 1. HJB 2018 Facebook, S. 8; ebenso in 2. HJB 2018 Facebook, S. 11; 1. HJB 2019 Facebook,
S. 13; 2. HJB 2019 Facebook, S. 13.; 1. HJB 2020 Facebook, S. 13 und 2. HJB 2020 Facebook,
S. 13.
276 1. HJB 2018 Facebook, S. 8; ebenso in 2. HJB 2018 Facebook, S. 11; 1. HJB 2019 Facebook,
S. 13; 2. HJB 2019 Facebook, S. 13; 1. HJB 2020 Facebook, S. 13 und 2. HJB 2020 Facebook,
S. 13.
277 Anmerkung: Im ersten HJB 2018 wurde in dieser Erläuterung noch die verkürzte
Schreibweise (> 7 Tage) genutzt, vgl. 1. HJB 2018 Facebook, S. 8.
278 2. HJB 2018 Facebook, S. 11; ebenso in 1. HJB 2019 Facebook, S. 12; 2. HJB 2019 Facebook,
S. 12.; 1. HJB 2020 Facebook, S. 12 und 2. HJB 2020 Facebook, S. 13.
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beschrieben wird. Seit dem ersten Halbjahresbericht 2019 wurde diese
Beschreibung der Zeiträume zudem geringfügig angepasst, indem die Zeit-
angaben wie beispielsweise „(a) 24 Stunden“279 wie folgt ergänzt wurden:
„(a) innerhalb von 24 Stunden.“280
Unter Berücksichtigung der bereits ausgeführten Überlegungen zu den Rah-
menbedingungen der Sperrung sowie Löschung von Inhalten, kann auch für
diese Berichtspflicht nicht eindeutig beurteilt werden, welche Löschungen in
die ausgewiesenen Zahlen eingeflossen sind. Das heißt, ob in allen Halbjah-
resberichten neben NetzDG-Verstößen auch reine Verstöße gegen die
Gemeinschaftsstandards ohne inhaltliche Parallelen zu den Straftatbeständen
des NetzDG einbezogen worden sind, ist nicht eindeutig ersichtlich.
Facebook verweist darauf, dass es sich bei den dargestellten Zahlen um
Beschwerden handelt, die über das NetzDG-Meldeformular übermittelt281 und
„als rechtswidrig im Sinne des NetzDG282 oder als Verstoß gegen […] [die]
Gemeinschaftsstandards eingestuft wurde[n]“.283 Weiterhin ist im Hinblick auf
den Beschwerdegrund zu berücksichtigen, dass der Straftatbestand bzw. die
Straftatbestände des StGB, welche „durch den Beschwerdeführer in der
Beschwerde angeführt wurde(n)“,284 die Grundlage der ausgewiesenen Zahlen
bilden.285
Wie bereits ausgeführt, ist es Facebook-Nutzer*innen zudem möglich, meh-
rere Gründe für die Rechtswidrigkeit in einer einzelnen NetzDG-Beschwerde
anzugeben. Gelöschte oder gesperrte Inhalte werden laut zweitem Halbjah-
279 1. HJB 2018 Facebook, S. 8.; ebenso 2. HJB 2018 Facebook, S. 11.
280 1. HJB 2019 Facebook, S. 12; ebenso 2. HJB 2019 Facebook, S. 12.; 1. HJB 2020 Facebook, S. 12
und 2. HJB 2020 Facebook, S. 13.
281 Vgl. 1. HJB 2018 Facebook, S. 8; ebenso in 2. HJB 2018 Facebook, S. 11; 1. HJB 2019 Facebook,
S. 12; 2. HJB 2019 Facebook, S. 12; 1. HJB 2020 Facebook, S. 12 und 2. HJB 2020 Facebook,
S. 12.
282 Anmerkung: Dass sich die Rechtswidrigkeit auf das NetzDG bezieht, wird im ersten HJB
2018 nicht genannt, vgl. 1. HJB 2018 Facebook, S. 8.
283 2. HJB 2018 Facebook, S. 11; ebenso in 1. HJB 2019 Facebook, S. 12; 2. HJB 2019 Facebook,
S. 12; 1. HJB 2020 Facebook, S. 12 und 2. HJB 2020 Facebook, S. 12.
284 1. HJB 2018 Facebook, S. 8; ebenso in 2. HJB 2018 Facebook, S. 11; 1. HJB 2019 Facebook,
S. 12; 2. HJB 2019 Facebook, S. 12; 1. HJB 2020 Facebook, S. 12 und 2. HJB 2020 Facebook,
S. 13.
285 Vgl. 1. HJB 2018 Facebook, S. 8; ebenso in 2. HJB 2018 Facebook, S. 11; 1. HJB 2019 Facebook,
S. 12; 2. HJB 2019 Facebook, S. 12; 1. HJB 2020 Facebook, S. 12 und 2. HJB 2020 Facebook,
S. 13.
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resbericht 2018 demnach „unter jeder in der Beschwerde genannten Bestim-
mung [in der Tabelle] aufgeführt.“286 Daher wird auch in diesem Zusam-
menhang auf die höhere Gesamtzahl, der in der Tabelle ausgewiesenen Lö-
schungen bzw. Sperrungen im Vergleich zu den insgesamt eingegangenen
Beschwerden, die zu einer Maßnahme führten, verwiesen.287 Facebook gibt
dahingehend weiterhin folgende zusätzliche Informationen288 mit Bezug auf
den zweiten Halbjahresbericht 2018 an:289
„Erwähnenswert ist, dass bei den 159 Beschwerden, die zu einer Sperrung oder Löschung
geführt haben, unsere letzte Maßnahme zur Sperrung/Löschung 108 Mal innerhalb von
24 Stunden, 11 Mal innerhalb von 48 Stunden, 19 Mal innerhalb von 7 Tagen und 21 Mal
später als nach 7 Tagen erfolgte.“
Abschließend ist anzumerken, dass sich die dargestellten Zahlen „auf die Zeit
zwischen der Übermittlung der Beschwerde und der letzten von […] [Face-
book] als Reaktion auf die Beschwerde ergriffenen Maßnahme“290 beziehen. Es
wird weiterhin beispielhaft ausgeführt, was dies für eine Beschwerde mit zwei
beanstandeten Inhalten bedeuten kann:291
„Wenn in einer Beschwerde beispielsweise zwei Inhalte angeführt werden und wir den
einen Inhalt innerhalb von 24 Stunden und den anderen innerhalb von 7 Tagen bearbeitet
haben, dann würde diese Beschwerde in der Tabelle als innerhalb von 7 Tagen bearbeitet
aufgeführt.“
286 2. HJB 2018 Facebook, S. 11; ebenso in 1. HJB 2018 Facebook, S. 8; 1. HJB 2019 Facebook,
S. 12; 2. HJB 2019 Facebook, S. 13; 1. HJB 2020 Facebook, S. 13 und 2. HJB 2020 Facebook,
S. 13.
287 Vgl. 1. HJB 2018 Facebook, S. 8; ebenso in 2. HJB 2018 Facebook, S. 11; 1. HJB 2019 Facebook,
S. 12; 2. HJB 2019 Facebook, S. 13; 1. HJB 2020 Facebook, S. 13 und 2. HJB 2020 Facebook,
S. 13.
288 Anmerkung: Diese zusätzlichen Angaben sind im ersten HJB 2018 noch nicht enthalten,
vgl. 1. HJB 2018 Facebook, S. 8.
289 2. HJB 2018 Facebook, S. 11; ähnlich in 1. HJB 2019 Facebook, S. 12, in 2. HJB 2019 Facebook,
S. 13; in 1. HJB 2020 Facebook, S. 13 und 2. HJB 2020 Facebook, S. 13.
290 1. HJB 2018 Facebook, S. 8; ebenso in 2. HJB 2018 Facebook, S. 11; 1. HJB 2019 Facebook,
S. 12; 2. HJB 2019 Facebook, S. 12; 1. HJB 2020 Facebook, S. 13 und 2. HJB 2020 Facebook,
S. 13.
291 Vgl. 1. HJB 2018 Facebook, S. 8; ebenso in 2. HJB 2018 Facebook, S. 11; 1. HJB 2019 Facebook,
S. 12; 2. HJB 2019 Facebook, S. 12; 1. HJB 2020 Facebook, S. 13 und 2. HJB 2020 Facebook,
S. 13.
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Demzufolge bilden die in der Tabelle aufgeführten Zahlen nicht die Inhalte ab,
für die eine Maßnahme ergriffen worden ist, sondern beziehen sich auf jeweils
bearbeitete Beschwerden im Sinne einer Bearbeitungseinheit.
bb) Bearbeitungszeiten 2018 bis 2020
Abbildung 21 stellt die Bearbeitungszeiten für Beschwerden bei Facebook im
Zeitraum von 2018 bis 2020 dar. Auch in diesem Fall handelt es sich lediglich
um Beschwerden, die mittels des NetzDG-Meldeformulars eingereicht worden
sind. Unter Berücksichtigung der vorangegangenen Erläuterungen ist darauf
zu verweisen, dass nicht für alle Halbjahresberichte eindeutig geklärt ist, ob
die Zahlen auch die Bearbeitungszeit von Löschungen enthalten, die lediglich
aufgrund von Verstößen gegen die Gemeinschaftsstandards erfolgt sind. Dies
ist aber – wie ausgeführt – anzunehmen. Weiterhin ist anzumerken, dass die
Bearbeitungszeit bei Facebook die Bearbeitung aller Inhalte einer einzigen
Beschwerde umfasst.
Abb. 21: Bearbeitungszeiten für Beschwerden bei Facebook im Zeitraum von 2018–2020292
Das Diagramm veranschaulicht deutlich, dass die Mehrzahl der Beschwerden
in allen Berichtszeiträumen innerhalb von 24 Stunden bearbeitet worden ist.
Dabei ist zudem ein steigender Trend auszumachen, der sich auch in der
Betrachtung des prozentualen Anteils der jeweiligen Bearbeitungszeit
widerspiegelt. Sind es im zweiten Halbjahresbericht 2018 demnach noch
292 2. HJB 2018 Facebook, S. 11; ebenso in 1. HJB 2018 Facebook, S. 8; 1. HJB 2019 Facebook,
S. 12 und 2. HJB 2019 Facebook, S. 13., sowie 1. HJB 2020 Facebook, S. 13
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67,92 % der Beschwerden, die innerhalb von 24 Stunden bearbeitet werden,
steigt dieser Wert im 1. HJB 2019 bereits signifikant auf 85,36 % an und liegt
auch im 2. HJB 2019 mit 86,83 % in einem sehr hohen Bereich. Im ersten
Halbjahr 2020 steigt der Wert weiterhin auf 91,44 % und im zweiten Bericht
2020 auf 92,3 % an.
Für die Bearbeitung innerhalb von 48 Stunden zeigt sich für den 2. HJB 2018
sowie für den 1.HJB 2019 zunächst ein nahezu gleichbleibender Wert, der erst
im zweiten Halbjahresbericht 2019 stärker ansteigt. Auch in diesem Zusam-
menhang ist auf die deutlich höheren Zahlen gemeldeter Inhalte für diesen
Berichtszeitraum zu verweisen, die auch Auswirkungen auf die Bearbei-
tungszeiten haben können. Wichtig ist auch hier die Betrachtung des pro-
zentualen Anteils dieser Bearbeitungszeit an der Gesamtzahl bearbeiteter
Beschwerden. Es zeigt sich demnach, dass die Bearbeitung innerhalb von
48 Stunden vergleichsweise gleichbleibend gering ist. Für den 2. HJB 2018 liegt
der Wert bei 6,92 %, dieser fällt im 1. HJB 2019 auf 5,02 % und steigt im 2. HJB
2019 mit 6,96 % nahezu auf den gleichen Wert wie im zweiten Halbjahres-
bericht 2018. Im 1. Halbjahr 2020 sinkt der prozentuale Anteil weiter auf
4,46 % und im zweiten Halbjahr 2020 auf 3,13 %.
Die Bearbeitung innerhalb von 7 Tagen stellt sich im Diagramm zunächst
gleichbleibend und für den zweiten Halbjahresbericht 2019 leicht steigend dar.
Betrachtet man hingegen den prozentualen Anteil dieser Bearbeitungszeit an
allen eingegangenen Beschwerden, zeigt sich über die vier Berichte hinweg
eine absinkende Tendenz. Im 2. HJB 2018 waren es noch 11,95 % der
Beschwerden, die innerhalb von 7 Tagen bearbeitet worden sind. Dieser Wert
fällt im 1. HJB 2019 bereits auf 7,53 % sinkt auch im 2. HJB 2019 weiter auf 5 %
und befindet sich im 1. HJB 2020 nur noch bei 3,2 %. Dieser geringe Pro-
zentsatz setzt sich auch im zweiten Halbjahr 2020 mit 3,58 % weiter fort.
Für die Bearbeitungen, die zu einem späteren Zeitpunkt erfolgt sind, lässt sich
dem Diagramm ein starker Rückgang vom zweiten Halbjahresbericht 2018
(21 Beschwerden) zum ersten Halbjahresbericht 2019 (5 Beschwerden) ent-
nehmen. Auch für den 2. HJB 2019 bleibt die Zahl bearbeiteter Beschwerden
mit 5 Beschwerden weiter niedrig, steigt jedoch im 1. HJB 2020 wieder auf
12 Beschwerden an. Dass dieser rückläufige Trend stark ausgeprägt ist, zeigt
sich insbesondere bei der Betrachtung des prozentualen Anteils dieser Bear-
beitungszeit. Demzufolge ergibt sich für den zweiten Halbjahresbericht 2018,
dass 13,21 % der Beschwerden erst zu einem späteren Zeitpunkt bearbeitet
worden sind. Dieser Wert ist für diesen Berichtszeitraum (2. HJB 2018) höher
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als die Bearbeitung innerhalb von 48 Stunden (6,92 %) sowie innerhalb von 7
Tagen (11,95 %). Im ersten Halbjahresbericht 2019 sinkt der Anteil von
Beschwerden, die zu einem späteren Zeitpunkt bearbeitet wurden, erheblich
auf 2,09 % ab. Dieser Wert bildet den geringsten Anteil an den Bearbei-
tungszeiten für diesen Berichtszeitraum. Dieser Trend setzt sich auch im
zweiten Halbjahresbericht 2019 sowie im ersten Halbjahresbericht 2020 fort,
in welchem der Wert für eine spätere Bearbeitung in beiden Zeiträumen nur
noch bei 0,89 % liegt. Einen ähnlich geringen Anteil von 0,98 % weist das
zweite Halbjahr 2020 auf.
c) Berichtsangaben von YouTube
aa) Ausführungen im Bericht
Die notwendigen Angaben zur Berichtspflicht nach § 2 Abs. 1 Nr. 8 NetzDG
stellt YouTube im Bereich „Vorgegebene Bearbeitungszeit“293 in den Halbjah-
resberichten 2018, sowie unter „Bearbeitungszeit“294 in den Halbjahresberich-
ten 2019 und 2020 zur Verfügung.
Auch für die Darstellung der Zeit zwischen Eingang einer NetzDG-Beschwerde
und der Löschung bzw. Sperrung des beanstandeten Inhalts wählt das Netz-
werk eine Übersicht in Form von zwei Balkendiagrammen. Die geforderte
Aufschlüsselung nach Beschwerdeführer*innen (Beschwerdestelle und Ein-
zelperson) sowie nach dem Beschwerdegrund wird umgesetzt. Allerdings
basieren die Beschwerdegründe auch hierbei nicht auf den Straftatbeständen
des § 1 Abs. 3 NetzDG, sondern auf den von YouTube erstellten Inhaltskate-
gorien, in denen mehrere Paragrafen zusammengefasst werden.295 Eine zeit-
liche Differenzierung findet wie gefordert in den Kategorien 24 Stunden,
48 Stunden, 7 Tage sowie zu einem späteren Zeitpunkt statt.296 Exakte Zahlen
werden in der ersten Darstellung noch direkt an den entsprechenden Balken
ausgewiesen, in der zweiten Grafik auf der folgenden Seite fehlen diese jedoch
vollständig. Stattdessen bietet YouTube eine weitere Aufschlüsselung nach
293 1. HJB 2018 YouTube, S. 9 f. und 2. HJB 2018 YouTube, S. 7 f.
294 1. HJB 2019 YouTube, S. 8 f.; 2. HJB 2019 YouTube, S. 7 f.; 1. HJB 2020 YouTube, S. 10 und 2.
HJB 2020 YouTube, S. 9.
295 Vgl. 1. HJB 2018 YouTube S. 10; ebenso in 2. HJB 2018 YouTube S. 8; 1. HJB 2019 YouTube
S. 9; 2. HJB 2019 YouTube, S. 8; 1. HJB 2020 YouTube, S. 11 und 2. HJB 2020 YouTube, S. 11.
296 Vgl. 1. HJB 2018 YouTube S. 9; ebenso in 2. HJB 2018 YouTube S. 7; 1. HJB 2019 YouTube
S. 8; 2. HJB 2019 YouTube, S. 7; 1. HJB 2020 YouTube, S. 10 und 2. HJB 2020 YouTube, S. 10.
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dem Beschwerdegrund in Form einer Tabelle an. Hier finden sich genaue
Angaben zu den einzelnen Kategorien unter Berücksichtigung der geforderten
zeitlichen Differenzierung.
Erneut verweist das Netzwerk darauf, dass die dargestellten Zahlen sich aus
den Angaben der Beschwerdeführer*innen zusammensetzten. Ob eine
Beschwerde tatsächlich von einer Beschwerdestelle stammt, könne man nicht
überprüfen.297 Ebenso könne der angegebene Beschwerdegrund nicht iden-
tisch „mit dem tatsächlichen Grund der Entfernung oder Sperrung“298 sein.
bb) Bearbeitungszeiten 2018 bis 2020
Die folgende Darstellung (siehe Abb. 22) zeigt den Bearbeitungszeitraum
gemeldeter Inhalte im Zeitraum von 2018 bis 2020 bei YouTube. Anzumerken
ist, dass die in den Halbjahresberichten angegebenen Zahlen zur Bearbei-
tungszeit, welche als Grundlage dieser Darstellung dienen, keinen Unterschied
machen zwischen Löschungen bzw. Sperrungen nach Verstößen gegen das
NetzDG oder die Community-Richtlinien. Die hierfür genutzten Angaben
setzen sich also aus der Summe der beiden Bereiche zusammen und ermög-
lichen es somit nicht, differenzierte Angaben zur Bearbeitung von Netz-DG
Beschwerden zu treffen. Dies ist allerdings nach § 3 Abs. 2 Nr. 8 NetzDG auch
nicht erforderlich.
Wie die Grafik veranschaulicht, wird der Großteil der Inhalte in allen
betrachteten Berichtszeiträumen innerhalb von 24 Stunden entfernt, dabei ist
eine steigende Tendenz im zeitlichen Verlauf auszumachen. So schwankt der
prozentuale Anteil zwischen 92,97 % im 1. HJB 2018 bei 54.199 Inhalten, steigt
auf 95,21 % im 2. HJB 2018 mit 52.030 Inhalten, sinkt auf 87,81 % im 1. HJB 2019
mit 62.492 Inhalten, steigt wieder auf 92,21 % im 2. HJB 2019 mit 66.309
Inhalten und fällt im 1. HJB 2020 geringfügig auf 92,17 % mit 83.706 Inhalten.
Ein weiterer Abfall ist im zweiten Halbjahr 2020 zu erkennen. Dort liegt der
prozentuale Anteil bei 88,16 %. Trotz stetig steigender Zahlen seit dem 2. HJB
297 Vgl. 1. HJB 2018 YouTube S. 9; ebenso in 2. HJB 2018 YouTube S. 7; 1. HJB 2019 YouTube
S. 8 und 2. HJB 2019 YouTube, S. 7., sowie 1. HJB 2020 YouTube, S. 10 und 2. HJB 2020
YouTube, S. 10.
298 1. HJB 2019 YouTube, S. 9, 2. HJB 2019 YouTube, S. 8; 1. HJB 2020 YouTube, S. 11 und 2. HJB
2020 YouTube, S. 11 f.; im 1. HJB 2018 YouTube S. 10 sowie dem 2. HJB 2018 YouTube S. 8
fehlt hier der Hinweis darauf, dass der angegebene Beschwerdegrund und der Grund der
tatsächlichen Löschung nicht identisch sein können.
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2018 werden durchschnittlich 92,07 % aller Inhalte binnen 24 Stunden bear-
beitet.
Für die Bearbeitung innerhalb von 48 Stunden zeigt sich für den 1. HJB 2018
sowie den 2. HJB 2018 zunächst eine vergleichsweise geringfügige Verringe-
rung um 334 Inhalte. Dieser Wert erhöht sich jedoch im 1. HJB 2019 wieder um
806 Inhalte, um dann im 2. HJB 2019 wieder geringfügig um 136 Inhalte zu
sinken, die binnen 48 Stunden bearbeitet worden sind. Im 1. HJB 2020 steigt
der Wert wiederum um 910 Inhalte. Eine beachtliche Steigerung der Inhalte
mit Löschung innerhalb von 48 Stunden liegt im zweiten Bericht 2020 mit
einer Steigerung um 1.685 auf 4.334 Inhalte vor. Der prozentuale Anteil an der
Bearbeitungszeit zeigt die nur geringe prozentuale Beteiligung sowie erneut
einen abwechselnd sinkenden und steigenden Trend. Für den 1. HJB 2018 liegt
der Wert bei 2,41 %, dieser fällt im 2. HJB 2018 auf 1,96 %, steigt im 1. HJB 2019
auf 2,63 % und sinkt geringfügig im 2. HJB 2019 auf 2,42 %. Für das erste
Halbjahr 2020 liegt der Wert bei 2,92 %, und ist somit wieder etwas gestiegen.
Die Steigerung der gelöschten Inhalte innerhalb von 48 Stunden zeitigt auch
Auswirkungen auf den prozentualen Anteil. Somit steigt dieser auf 5,9 % und
liegt höher als in den bisherigen Halbjahren.
Die Bearbeitung innerhalb von sieben Tagen zeigt vom 1. HJB 2018 zum 2. HJB
2018 zunächst einen Abwärtstrend von 1.836 Inhalten auf 768. Mit dem 1. HJB
2019 steigt er jedoch deutlich an auf 5.569 Inhalte, die binnen sieben Tagen
Abb. 22: Bearbeitungszeiten für Beschwerden bei YouTube im Zeitraum von 2018–2020
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gelöscht/gesperrt worden sind. Im 2. HJB 2019 halbiert er sich jedoch auf 2.735
Entfernungen, sinkt im 1. HJB 2020 weiter auf 2.650 Inhalte und steigt im
2. HJB 2020 wieder auf 2.923 Inhalte. Betrachtet man den prozentualen Anteil
an allen bearbeiteten Inhalten, zeigt sich erneut eine im Wechsel stattfin-
dende Steigerung und Verringerung des Anteils. Im 1.HJB 2018 sind es noch
3,14 % der Inhalte, die innerhalb von sieben Tagen entfernt worden sind.
Dieser Wert fällt im 2. HJB 2018 auf 1,41 %, steigt im 1. HJB 2019 auf einen
Höchstwert von 7,83 %. Anschließend sinkt der Wert im 2. HJB 2019 auf
3,80 % und fällt im 1. HJB 2020 weiter auf 2,92 %. Im zweiten Bericht 2020 ist
ein erneuter Anstieg auf 3,98 % zu erkennen.
Für die Bearbeitung zu einem späteren Zeitpunkt zeichnet sich, sowohl beim
prozentualen als auch realen Anteil an der Bearbeitungszeit, erneut ein
Wechsel aus sinkenden und steigenden Zahlen sowie gleichbleibend niedrigen
Werten ab. Betrug der Anteil im 1. HJB 2018 noch 1,47 % (859 Inhalte), sank
dieser im 2. HJB 2018 auf 1,42 % (777 Inhalte), erreichte im 1. HJB 2019 den bis
dahin höchsten Wert von 1,73 % (1232 Inhalte) und sank im 2. HJB 2019 wieder
auf 1,56 % (1124 Inhalte). Mit 1,99 % (1809 Inhalte) löste der 1. HJB 2020 den
1. HJB 2019 mit dem Höchstwert ab. Mit 1,97 % bleibt der Wert auf einem
annähernd gleichen Niveau im zweiten Halbjahr 2020.
d) Berichtsangaben von Twitter
aa) Ausführungen im Bericht
Twitter nimmt eine Aufschlüsselung der Beschwerden nach Beschwerdestel-
len und Nutzer*innen, nach dem Beschwerdegrund und nach den im NetzDG
vorgeschriebenen Zeiträumen nach § 2 Abs. 2 Nr. 8 NetzDG vor. Hierzu erfolgt
jeweils zu den Beschwerden nach Beschwerdestellen und Nutzer*innen je
eine Übersicht, in der dargestellt wird, bei wie vielen Beschwerden „innerhalb
von 24 Stunden“, „zwischen 24 und 48 Stunden“, „zwischen 48 Stunden und
einer Woche“ und „zu einem späteren Zeitpunkt“ eine Maßnahme ergriffen
worden ist.299
Es werden nicht die Zeit zwischen Beschwerdeeingang und der Löschung bzw.
Sperrung des rechtswidrigen Inhalts dargestellt, sondern die Zeit zwischen
299 1. HJB 2018 Twitter, S. 9 f.; ebenso in 2. HJB 2018 Twitter, S. 16 f.; 1. HJB 2019 Twitter, S. 17 f.;
2. HJB 2019 Twitter, S. 17 f.; 1. HJB 2020 Twitter, S. 18 f. und 2. HJB 2020 Twitter, S. 24 f.
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Eingang und Löschung bzw. Sperrung der Beschwerde. Grund hierfür ist, dass
bei Twitter im Meldevorgang keine Mehrfachauswahl möglich ist. Die Anzahl
der Beschwerden entspricht also der Anzahl der gemeldeten Inhalte.
bb) Bearbeitungszeiten
In der Abbildung 23 werden die Bearbeitungszeiten bei Twitter im Zeitraum
von 2018 bis 2020 dargestellt. Es ist nicht eindeutig geklärt, ob lediglich
gemeldete Inhalte aufgrund NetzDG-Beschwerden die Grundlage für die
dargestellten Zahlen bilden. Außerdem ist anzumerken, dass die Zahlen
Inhalte umfassen, die entweder aufgrund eines Verstoßes gegen Twitter
Regeln gelöscht oder gesperrt worden sind oder weil sie gegen einen Straf-
tatbestand des NetzDG verstoßen haben.
In den Tabellen von Twitter zu den Bearbeitungszeiten sind unvollständige
Angaben zu den Beschwerden gemacht worden. So stimmt an einigen Stellen
das von Twitter aufgeführte Ergebnis der Beschwerden, bei denen eine
Maßnahme ergriffen wurde (ganz linke Spalte) nicht mit der selbstständig
errechneten Summe aus den einzelnen Zeitintervallen der restlichen vier
Spalten überein. Zum einen fehlt im zweiten Halbjahresbericht 2018 eine
Beschwerde von einem*einer Nutzer*in zu dem Straftatbestand § 111: Öf-
fentliche Aufforderung zu Straftaten.300 Im ersten Halbjahresbericht 2019
unterscheiden sich zum Straftatbestand § 186: Üble Nachrede zwei Tabellen in
der Anzahl von Nutzer*innenbeschwerden um 6 Inhalte.301 Des Weiteren ist
die Summe der Beschwerden von Beschwerdestellen zu § 86: Verbreiten von
Propagandamitteln verfassungswidriger Organisationen um 2 Inhalte fehler-
haft und es fehlt eine Beschwerde von Beschwerdestellen zu § 86a: Verwen-
den von Kennzeichen verfassungswidriger Organisationen sowie eine
Beschwerde von Nutzer*innen zu § 130: Volksverhetzung.302 Im zweiten
Halbjahresbericht 2019 wird eine Beschwerde von Nutzer*innen unter § 187:
Verleumdung nicht mit aufgelistet.303 Ebenso fehlt im 1. Halbjahresbericht
2020 eine Beschwerde von Nutzer*innen unter dem Straftatbestand § 86:
Verbreiten von Propagandamitteln verfassungswidriger Organisationen.304
Zum Straftatbestand § 111: Öffentliche Aufforderung zu Straftaten gibt es in der
300 Vgl. 2. HJB 2018 Twitter, S. 16.
301 Vgl. 1. HJB 2019 Twitter, S. 16 f.
302 Vgl. 1. HJB 2019 Twitter, S. 16, 18.
303 Vgl. 2. HJB 2019 Twitter, S. 17.
304 Vgl. 1. HJB 2020 Twitter, S. 18.
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Summe der Beschwerden von Nutzer*innen zu deren Aufschlüsselung nach
dem genauen Zeitpunkt eine Differenz von 91 Inhalten.305 Weiterhin weisen
die Paragraphen 126, 166 und 185 jeweils eine fehlende Beschwerde von
Nutzer*innen auf, wohingegen für § 186 die Aufsummierung der Nutzer*in-
nenbeschwerden 21 Inhalte zu viel ergibt, als es Twitter in der Tabelle vor-
gibt.306 Auch die Beschwerden von Beschwerdestellen weisen im 1. HJB 2020
unter § 129a: Bildung terroristischer Vereinigungen einen Inhalt zu viel auf, für
§ 129b ergibt die Summe wiederum vier Inhalte weniger und für § 184b einen
Inhalt weniger, als es Twitter angibt.307 Die Aufsummierung bei Beschwerden
von Beschwerdestellen im 1. HJB 2020 ergibt für § 185 zwei Inhalte und für
§ 269 einen Inhalt zu viel.308 Im Bericht des 2. Halbjahres 2020 sind ebenfalls
Unstimmigkeiten zu erkennen. So weisen §§ 89a, 186 und 201a jeweils eine
fehlende Beschwerde, § 241 zwei fehlende Beschwerden, § 130 drei fehlende
Beschwerden und § 185 fünf fehlende Beschwerden von Nutzer*innen auf.309
Hinsichtlich der Aufschlüsselung nach Beschwerdestellen kann bei § 166 eine
fehlende Beschwerde festgestellt werden.310
Die fehlenden Beschwerden wirken sich aufgrund der Menge der Beschwer-
den nur minimal auf die errechneten Werte der Analyse aus. Die Zahlen sind
also trotz fehlender oder überschüssiger Werte repräsentativ. Vor diesem
Hintergrund wird die gesetzliche Berichtspflicht eingehalten.
Aus dem Diagramm wird deutlich, dass die meisten Beschwerden innerhalb
von 24 Stunden bearbeitet worden sind. Im ersten Halbjahr 2018 werden von
allen Beschwerden, bei denen eine Maßnahme durchgeführt worden ist,
97,90 % innerhalb von 24 Stunden gelöscht. Im darauffolgenden Jahr steigt
das prozentuale Verhältnis auf 98,52 %. Im 1. Halbjahr 2019 werden dann nur
noch 66,12 % von Beschwerden, die zu einer Löschung/Sperrung führten,
innerhalb von 24 Stunden bearbeitet. Twitter gibt im 1. Halbjahresbericht 2019
an, dass die Verringerung des Prozentsatzes durch die Zunahme der Anzahl
der Meldungen zustande gekommen ist.311 Im 2. Halbjahr 2019 steigt dieser
Wert auf 85,61 % an und liegt somit wieder in einem vergleichsweise hohen
305 Vgl. 1. HJB 2020 Twitter, S. 18.
306 Vgl. 1. HJB 2020 Twitter, S. 18.
307 Vgl. 1. HJB 2020 Twitter, S. 19.
308 Vgl. 1. HJB 2020 Twitter, S. 19.
309 Vgl. 2. HJB 2020 Twitter, S. 24.
310 Vgl. 2. HJB 2020 Twitter, S. 25.
311 Vgl. 1. HJB 2019 Twitter, S. 12 f.
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Bereich, obwohl im 2. Halbjahr 2019 mehr Beschwerden eingereicht worden
sind als im 1. Halbjahr 2019. Im 1. HJB 2020 steigt der Prozentsatz trotz ins-
gesamt weniger eingereichten Beschwerden im Vergleich zum 2. Halbjahr 2019
weiterhin auf 89,16 %. Im 2. HJB 2020 hingegen sinkt der Anteil an Inhalten,
welche innerhalb von 24 Stunden gelöscht worden sind, erheblich auf 61,79%,
was nach Angaben von Twitter – wie bereits in der obigen Zusammenfassung
erläutert – auf einen Sicherheitsvorfall vom 15. 7. 2020 zurückzuführen sei.
Für die Bearbeitung innerhalb von 48 Stunden zeigt sich für den 1. HJB 2018
sowie für den 2. HJB 2018 zunächst ein nahezu gleichbleibender Wert, der erst
im zweiten Halbjahresbericht 2019 stärker ansteigt. Auch hier soll der pro-
zentuale Anteil der Bearbeitungszeit von 48 Stunden an der Gesamtzahl aller
eingegangenen Beschwerden gemessen werden: Für den 1. Halbjahresbericht
2018 liegt der Wert bei 1,27 %; dieser fällt im 2. Halbjahresbericht 2018
geringfügig auf 1,18 % und steigt im ersten Halbjahresbericht 2019 signifikant
auf 23,70 %; während dieser Wert im 2. Halbjahresbericht 2019 auf 12,93 %
sinkt. Auch in diesem Zusammenhang ist auf die deutlich höheren Zahlen
gemeldeter Inhalte für diesen Berichtszeitraum zu verweisen, die auch Aus-
wirkungen auf die Bearbeitungszeiten haben können. Die sinkende Tendenz
ist auch im ersten und zweiten Halbjahr 2020 weiter zu verzeichnen. So sank
der prozentuale Anteil im ersten Halbjahr auf 8,80 %, im zweiten Halbjahr auf
4,24 %.
Ein ähnlicher Trend lässt sich für die Bearbeitungen innerhalb von 7 Tagen
erkennen. Im ersten Halbjahresbericht 2018 beträgt der Anteil der
Abb. 23: Bearbeitungszeiten für Beschwerden bei Twitter im Zeitraum von 2018–2020
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Beschwerden, der innerhalb von 7 Tagen bearbeitet wird, 0,68 %; im zweiten
Halbjahresbericht 2018 sind es 0,29 % und somit weniger als die Hälfte im
Vergleich zum Vorjahr. Im ersten Halbjahresbericht 2019 steigt dieser Anteil
auf 6,82 %, sinkt im zweiten Halbjahresbericht 2019 auf 1,29 %, und wächst im
1. Halbjahresbericht 2020 wieder geringfügig auf 1,98 % an. Ein deutlicher
Anstieg ist im zweiten Halbjahr 2020 zu erkennen. Dort steigt der prozentuale
Anteil auf 8,82 %.
Der Verlaufstrend setzt sich in den Bearbeitungen, die zu einem späteren
Zeitpunkt erfolgt sind, fort. Der Anteil der Beschwerden, der zu einem spä-
teren Zeitpunkt bearbeitet wird, beträgt im ersten Halbjahresbericht 2018
0,14 %. Im zweiten Halbjahresbericht 2018 sinkt der Anteil auf 0,01 %, steigt
im zweiten Halbjahresbericht 2019 auf 3,35 % und fällt im zweiten Halbjah-
resbericht 2019 auf 0,17 %. Zur Hälfte des Jahres 2020 beträgt der Anteil dieser
Beschwerden noch 0,06 %. Das Verhältnis der Anzahl der Beschwerden, die
zu einem späteren Zeitpunkt erfolgt sind, zu der Gesamtzahl der Beschwer-
den, bei denen eine Maßnahme erfolgte, ist im ersten Halbjahresbericht 2018
und zweiten Halbjahresbericht 2019 annähernd gleich, obwohl im zweiten
Halbjahresbericht 2019 wesentlich mehr Beschwerden eingegangen sind. Eine
deutliche Abweichung der Zahlen bringt der zweite Halbjahresbericht 2020.
Dort ist ein signifikanter Anstieg auf 25,13 % zu verzeichnen.
Aufgrund eines Sicherheitsvorfalls am 15. 7. 2020 kann im 2. Halbjahresbericht
2020 „ein Anstieg der Meldungen beobachtet werden, die erst nach 24 Stun-
den bearbeitet worden sind, mit einer besonders ausgeprägten Zunahme der
Meldungsbearbeitungen nach einer Woche“.312 Dabei sorgte dieser Vorfall zu
Verzögerungen bei den Prüfungen. Twitter selbst erklärt in dem Bericht: „Von
allen Meldungen, die nach einer Woche bearbeitet wurden, waren 99,8%
eindeutig mit dem durch den Sicherheitsvorfall verursachten Rückstand ver-
bunden.“313 Verschiedene Maßnahmen, wie die Erweiterung des Teams,
ermöglichten es, den Rückstand am 27. 9. 2020 zu beheben.314 Aus diesem
Grund muss der Bericht hinsichtlich dieser Zahlen gesondert betrachtet
werden und kann nicht mit den Angaben der anderen Halbjahresberichten
verglichen werden.
312 2. HJB 2020 Twitter, S. 26.
313 Ebd.
314 Ebd.
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Bei der einzelnen Betrachtung der anderen fünf Halbjahre ist festzustellen,
dass ein Großteil der Beschwerden innerhalb von 24 Stunden bearbeitet
worden ist. Die zweitgrößte Gruppe bilden die Beschwerden, die innerhalb
von 48 Stunden bearbeitet worden sind, gefolgt von Beschwerden, bei denen
man sich innerhalb von 7 Tagen für eine Maßnahme entschieden hat. Die
wenigsten Bearbeitungen erfolgten zu einem späteren Zeitpunkt.
Wie bereits ausgeführt worden ist, hat Twitter in den letzten Halbjahren das
Team vergrößert, das die Beschwerden bearbeitet. Die Autor*innen nehmen
an, dass die schnellere Bearbeitung im zweiten Halbjahr 2019 durch die
Erweiterung des Teams auf „[m]ehr als 70 Personen“315 möglich geworden ist.
Grund für diese Annahme ist, dass im ersten und zweiten Halbjahresbericht,
als die Zahl der eingegangenen Beschwerden noch am geringsten war, mehr
als 50 Personen für die Bearbeitung zuständig waren.316 Im ersten Halbjah-
resbericht 2019 sind es dann bereits „mehr als 65 Leute“.317 Im zweiten Halb-
jahresbericht 2019 sind es schon mehr als 70 Personen und im 1. Halbjah-
resbericht 2020 bereits mehr als 100 Personen.318 Gleichzeitig steigt im
2. Halbjahresbericht 2019 der prozentuale Anteil von Bearbeitungen, die
innerhalb von 24 Stunden erfolgen, im Vergleich zum 1. HJB 2019 wieder.
Entgegen dieser Tendenz sinkt der prozentuale Anteil an Bearbeitungen
innerhalb von 24 Stunden im zweiten Halbjahresbericht 2020, was jedoch auf
den im HJB angegebenen Sicherheitsvorfall zurückzuführen ist.319 Weitere
Erklärungen zu den Veränderungen in den Bearbeitungszeiten sind aus den
Halbjahresberichten von Twitter nicht ersichtlich.
e) Vergleichende Analyse
Alle drei sozialen Netzwerke stellen in ihren Berichten den Beschwerdezeit-
raum in den jeweils vorgegebenen Zeitkategorien (innerhalb 24 h, innerhalb
48 h, innerhalb einer Woche und länger als eine Woche) korrekt dar. Wie
bereits ausgeführt, verwendet YouTube für die Auflistung der Beschwerde-
gründe eigens definierte Kategorien. Daher besteht auch im Hinblick auf diese
315 2. HJB 2019 Twitter, S. 13.
316 Vgl. 1. HJB 2018 Twitter, S. 6; ebenso in 2. HJB 2018 Twitter, S. 12.
317 1. HJB 2019 Twitter, S. 13.
318 Vgl. 1. HJB 2020 Twitter, S. 14.
319 Vgl. 2. HJB 2020 Twitter, S. 26.
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Berichtsvorgabe die Problematik, dass Transparenz und Vergleichbarkeit der
von YouTube ausgewiesenen Zahlen in den Berichten aus dem Jahr 2018 nicht
gegeben waren. Mit dem 1. Halbjahresbericht 2019 wurde jedoch eine Auf-
schlüsselung dieser Kategorien implementiert320, ob diese jedoch auch auf die
vorherigen Berichte anwendbar ist, kann dem Bericht nicht entnommen
werden.
Der Unterscheidung nach dem*der Beschwerdeführer*in (Beschwerdestellen
und Nutzer*innen) kommen die drei Sozialen Netzwerke wie gefordert nach.
Im direkten Vergleich zeigt sich, dass die Halbjahresberichte der Sozialen
Netzwerke auch im Hinblick auf die Berichtspflichten nach § 2 Abs. 2 Nr. 8
NetzDG inhaltliche sowie formale Abweichungen aufweisen.
Abschließend werden die Bearbeitungszeiten im Zeitraum von 2018 bis 2020
für alle drei Netzwerke (siehe Abb. 24) vergleichend gegenübergestellt.
Wesentliche Aspekte bezüglich der zur Verfügung gestellten Zahlen wurden
bereits in den jeweiligen Einzelauswertungen erläutert. Relevant für die
nachfolgende Betrachtung ist jedoch der erneute Hinweis darauf, dass die
Daten von YouTube auf der Bearbeitungszeit der entfernten Inhalte beruhen.
Im Gegensatz dazu beruhen die Zahlen von Facebook auf der Bearbeitungszeit
einer Beschwerde, wobei eine Beschwerde mehrere Inhalte beinhalten kann.
320 Vgl. 1. HJB 2019 YouTube, S. 12; ebenso in2. HJB 2019 YouTube, S. 11; 1. HJB 2020 YouTube,
S. 15 f. und 2. HJB 2020 Facebook, S. 15 ff.
Abb. 24: Vergleichende Darstellung der Bearbeitungszeit im Zeitraum von 2018–2020
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Angegeben wird hierbei lediglich die Bearbeitungszeit des Inhaltes, welcher
die längste Zeitspanne in Anspruch genommen hat. Die Daten des dritten
betrachteten Netzwerkes Twitter beruhen auf der Zeit, die zur Bearbeitung
einer Beschwerde benötigt worden ist. Wie bereits erläutert, ist davon aus-
zugehen, dass eine Beschwerde einem Inhalt entspricht, da eine Mehrfach-
nennung im Beschwerdeformular nicht möglich ist. Eine differenzierte Dar-
stellung der Daten nach Verstößen gegen das NetzDG oder gegen
Gemeinschaftsrichtlinien findet bei keinem der betrachteten Netzwerke statt.
Daher ist eine Vergleichbarkeit der Zahlen nicht uneingeschränkt gegeben.
Im direkten Vergleich zeigt sich, dass über den gesamten Betrachtungszeit-
raum der Großteil der Inhalte bzw. Beschwerden innerhalb von 24 Stunden
(blaue Balken) entfernt werden. Auch aus der Einzelbetrachtung erschließt
sich, dass die niedrigste prozentuale Beteiligung im 1. HJB 2019 von Twitter
immer noch bei über 60 % liegt. Trotz des unterschiedlichen Beschwerde-
aufkommens der drei Netzwerke ist ersichtlich, dass im Durchschnitt über
80 % aller Inhalte/Beschwerden binnen 24 Stunden entfernt worden sind.321
Bei Betrachtung der nächsten beiden Zeiträume (innerhalb von 48 Stunden,
innerhalb von sieben Tagen) über alle Netzwerke hinweg, wird deutlich, dass
außerhalb von einzelnen Ausschlägen wie im 1. HJB 2019 und 2. HJB 2019 von
Twitter nur ein vergleichsweise geringer Teil der Inhalte bzw. Beschwerden
innerhalb von 48 Stunden entfernt worden ist. Im Vergleich dazu, wird vor
allem bei Facebook ein Großteil der Daten, die nicht innerhalb der ersten
24 Stunden bearbeitet werden konnten, im Zeitraum von einer Woche ent-
fernt.
Der letzte vorgegebene Zeitraum zu einem späteren Zeitpunkt weist, bis auf
einen Ausreißer im 2. HJB 2018 von Facebook, über den gesamten Betrach-
tungszeitraum und bei allen drei Netzwerken durchschnittlich den niedrigsten
prozentualen Anteil an den bearbeiteten Inhalten bzw. Beschwerden auf.322
321 Anmerkung: Mit Ausnahme des 2. HJB 2020 Twitter, dort liegt der prozentuale Anteil der
Löschungen innerhalb von 24 Stunden bei 61,79 %. Dies ist allerdings auf den erläuterten
Sicherheitsvorfall im Berichtszeitraum zurückzuführen und kann daher aus der
Betrachtung ausgeschlossen werden. Vgl. 2. HJB 2020 Twitter, S. 26.
322 Anmerkung: Einen Löschanteil in diesem Zeitraum von 25,13 % liefert der 2. HJB 2020
Twitter, wobei dies auf den Hackerangriff zurückzuführen ist und daher aus der
Gesamtbetrachtung ausgeschlossen werden kann. Vgl. 2. HJB Twitter, S. 26.
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Übergreifend betrachtet kann für die drei Sozialen Netzwerke die Tendenz
beobachtet werden, dass der Großteil aller Inhalte bzw. Beschwerden inner-
halb von 24 Stunden bearbeitet wird – trotz eines teilweise stark ansteigenden
Beschwerdeaufkommens.323
9. Maßnahmen zur Unterrichtung Beteiligter
a) Gesetzliche Berichtspflicht (§ 2 Abs. 2 Nr. 9 NetzDG)
Die Berichtspflicht umfasst schließlich auch Angaben zu „Maßnahmen zur
Unterrichtung des Beschwerdeführers sowie des Nutzers, für den der bean-
standete Inhalt gespeichert wurde, über die Entscheidung über die
Beschwerde“.
Die Vorschrift korrespondiert mit der Compliance-Verpflichtung des § 3 Abs. 2
Nr. 5 NetzDG. Im „Interesse der Transparenz, der Nachvollziehbarkeit und der
Güte der Argumente“324 für die Löschung oder Sperrung eines rechtswidrigen
Inhalts, seien die Maßnahmen zur Unterrichtung des*der Beschwerdefüh-
rers*in sowie des*der Nutzers*in über die Entscheidung der Beschwerde
darzulegen. Allerdings bezieht sich die Berichtspflicht nach dem Wortlaut nur
auf die „Maßnahmen zur Unterrichtung“ hingegen nicht die Offenlegung der
Unterrichtungsinhalte selbst, sodass es dem Netzwerkbetreiber frei steht, auch
weitergehend inhaltliche Argumentationen für seine Entscheidungen darzu-
legen oder nicht.325 Die Darstellung der „Unterrichtungsmaßnahmen“ kann die
Information beinhalten, auf welchem Kommunikationsweg (z. B. per E‐Mail
oder postalisch) und ggf. in welchem Zeitraum nach der Beschwerdebear-
beitung eine Unterrichtung erfolgt ist.
323 Zur Bearbeitungszeit als Indikator für sog. „Overblocking“ siehe oben V.2.e).
324 So die Entwurfsbegründung, vgl. BT-Drs. 18/12356, S. 21.
325 Vgl. Knoke/Krüger, in: Gersdorf/Paal, BeckOK Informations- und Medienrecht, 30. Edition
2020, § 2 NetzDG Rn. 43; Liesching in: Spindler/Schmitz, TMG – Kommentar, 2. Aufl. 2018,
§ 2 NetzDG Rn. 27.
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b) Berichtsangaben von Facebook
Facebook verweist darauf, dass ihrerseits „eine Reihe an Maßnahmen [er-
griffen werden], um mit Nutzer*innen die Inhalte über das NetzDG-Melde-
formular melden und registrierten Nutzer*innen, deren Inhalte gemäß Netz-
DG gelöscht oder gesperrt werden, zu kommunizieren.“326 Im zweiten
Halbjahresbericht 2018 werden die Berichtsangaben zu § 2 Abs. 2 Nr. 9
NetzDG mittels Teilüberschriften in zwei Abschnitte untergliedert.327 Diese
Umsetzung findet sich auch in den darauffolgenden Halbjahresberichten.
Im ersten Abschnitt wird die „Kommunikation mit dem Beschwerdeführer“328
dargestellt. Den Ausführungen ist zu entnehmen, dass die Kommunikation
sowohl per E-Mail als auch mittels des nutzereigenen „Facebook-Support-
Postfach[s]“329 erfolgen kann. Letzteres ist jedoch nur möglich, sofern der*die
Beschwerdeführer*in zum Zeitpunkt der Beschwerdeübermittlung bei Face-
book angemeldet ist.330 Ab dem zweiten Halbjahresbericht 2019 wird zudem
ergänzt, dass hierfür neben der Anmeldung auch „eine diesem Konto zuge-
ordnete E-Mail-Adresse“ bereitgestellt sein müsse. 331
Wird eine Beschwerde eingereicht, setzt Facebook den*die Beschwerdefüh-
rer*in „[u]nmittelbar nach dem Erhalt“332 mittels einer „automatische[n]
326 2. HJB 2018 Facebook, S. 12; ebenso in 1. HJB 2019 Facebook, S. 14; ähnlich in 1. HJB 2018
Facebook, S. 9; 2. HJB 2019 Facebook, S. 14; 1. HJB 2020 Facebook, S. 14 und 2. HJB 2020
Facebook, S. 14
327 Anmerkung: Diese offensichtliche Untergliederung mittels Teilüberschriften war im ers-
ten HJB 2018 noch nicht gegeben, vgl. 1. HJB 2018 Facebook, S. 9.
328 2. HJB 2018 Facebook, S. 12; ebenso in 1. HJB 2019 Facebook, S. 14; 2. HJB 2019 Facebook,
S. 14; 1. HJB 2020 Facebook, S. 14 und 2. HJB 2020, S. 14.
329 2. HJB 2018 Facebook, S. 12; ebenso in 1. HJB 2019 Facebook, S. 14; 2. HJB 2019 Facebook,
S. 14; 1. HJB 2020 Facebook, S. 14 und 2. HJB 2020 Facebook, S. 14; Anmerkung: Im 1. HJB
2018 findet sich noch kein Hinweis auf die Kommunikation über das Facebook-Support-
Postfach, vgl. 1. HJB 2018 Facebook, S. 9.
330 Vgl. 2. HJB 2018 Facebook, S. 12; ebenso in 1. HJB 2019 Facebook, S. 14; 2. HJB 2019
Facebook, S. 14; 1. HJB 2020 Facebook, S. 14 und 2. HJB 2020 Facebook, S 14 f.
331 2. HJB 2019 Facebook, S. 14.; ebenso in 1. HJB 2020 Facebook, S. 14 und 2. HJB 2020
Facebook, S. 14 f.
332 2. HJB 2018 Facebook, S. 12; 1. HJB 2019 Facebook, S. 14; 2. HJB 2019 Facebook, S. 14; 1. HJB
2020 Facebook, S. 14 und 2. HJB 2020 Facebook, S. 15; Anmerkung: Dass die Benach-
richtigung unmittelbar nach Erhalt erfolgt, ist dem 1. HJB 2018 nicht zu entnehmen, vgl. 1.
HJB 2018 Facebook, S. 9.
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Antwort“333 in Kenntnis, dass die Prüfung der Beschwerde erfolge. Diese
Benachrichtigung enthält zudem „eine Referenznummer sowie einen Link
zu[m] […] NetzDG-Hilfebereich“334 von Facebook. Ist es Facebook nicht
möglich, innerhalb von 24 Stunden nach Beschwerdeeingang eine abschlie-
ßende Entscheidung über eine Beschwerde zu treffen, wird der*die
Beschwerdeführer*in informiert, dass die entsprechende Prüfung weiter
andauert.335 Facebook verweist zudem darauf, dass auch weitere Informatio-
nen von dem*der Beschwerdeführer*in angefordert werden, sollten diese zur
Prüfung einer Beschwerde erforderlich sein.336 Im zweiten HJB 2018 wird
weiterhin ausgeführt, dass „[s]obald […] [Facebook] entscheide[t], ob eine
bzw. welche Maßnahme bezüglich des gemeldeten Inhalts ergriffen wird, […]
dem Beschwerdeführer eine individuell zugeschnittene Benachrichtigung
[zugesandt wird].“337 Diese Benachrichtigung enthält Informationen zu den
Gründen, weshalb eine bzw. keine Maßnahme im Hinblick auf den oder die
gemeldeten Inhalte ergriffen worden ist.338
Facebook geht im Speziellen auch auf die Gestaltung dieser Benachrichti-
gungen ein,339 welche – dem jeweiligen Prüfungsergebnis entsprechend –
333 1. HJB 2018 Facebook, S. 9; ebenso in 1. HJB 2019 Facebook, S. 14; 2. HJB 2019 Facebook,
S. 14; 1. HJB 2020 Facebook, S. 14 und 2. HJB 2020 Facebook, S. 15; ähnlich in 2. HJB 2020
Facebook, S. 12: „automatisch generierte Antwort“.
334 2. HJB 2018 Facebook, S. 12; ebenso in 1. HJB 2019 Facebook, S. 14; 2. HJB 2019 Facebook,
S. 14; 1. HJB 2020 Facebook, S. 14 und 2. HJB 2020 Facebook, S. 15; Anmerkung: Diese
Informationen sind im 1. HJB 2018 noch nicht enthalten, vgl. 1. HJB 2018 Facebook, S. 9.
335 Vgl. 1. HJB 2018 Facebook, S. 9; ebenso in 2. HJB 2018 Facebook, S. 12; 1. HJB 2019
Facebook, S. 14; 2. HJB 2019 Facebook, S. 14; 1. HJB 2020 Facebook, S. 14 und 2. HJB 2020
Facebook, S. 15.
336 Vgl. 2. HJB 2018 Facebook, S. 12; ebenso in 1. HJB 2019 Facebook, S. 14; 2. HJB 2019
Facebook, S. 14; 1. HJB 2020 Facebook, S. 14 f. und 2. HJB 2020 Facebook, S. 15; Anmerkung:
Dieser Hinweis wird im 1. HJB 2018 nicht gegeben, vgl. 1. HJB 2018 Facebook, S. 9.
337 2. HJB 2018 Facebook, S. 13; ebenso in 1. HJB 2019 Facebook, S. 14; 2. HJB 2019 Facebook,
S. 14; 1. HJB 2020 Facebook, S. 15 und 2. HJB 2020 Facebook, S. 15; Anmerkung: Eine
ähnliche Formulierung findet sich im 1. HJB 2018 Facebook, S. 9: „senden wir dem
Beschwerdeführer eine E-Mail […]. Diese E-Mail ist speziell auf die Beschwerde des
Beschwerdeführers zugeschnitten […].“
338 Vgl. 1. HJB 2018 Facebook, S. 9; ebenso in 2. HJB 2018 Facebook, S. 13; 1. HJB 2019
Facebook, S. 14; 2. HJB 2019 Facebook, S. 14; 1. HJB 2020 Facebook, S. 15 und 2. HJB 2020
Facebook, S. 15.
339 Anmerkung: Die Erläuterungen bzgl. der vier Kategorien zur Gestaltung der Benach-
richtigungen sind im 1. HJB 2018 noch nicht inbegriffen, vgl. 1. HJB 2018 Facebook, S. 9.
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unterschiedlich umgesetzt wird.340 Ausweislich des zweiten Halbjahresbe-
richts 2018 sind hierfür grundlegend vier Kategorien zu unterscheiden, deren
Benachrichtigungsinhalt im Folgenden kurz erläutert werden soll:
„Der beanstandete Inhalt wird wegen eines Verstoßes gegen unsere Gemeinschafts-
standards gelöscht.“341
Der Beschwerdeführer wird über die Entfernung des von ihm beanstandeten Inhaltes
informiert. Begründet wird dies mit einem Verstoß gegen die Gemeinschaftsstandards von
Facebook. Weiterhin enthält die Benachrichtigung diverse Links (NetzDG-Hilfebereich
sowie Gemeinschaftsstandards von Facebook), die dem Beschwerdeführer weitere Infor-
mationen zum Thema zur Verfügung stellen.342
„Der beanstandete Inhalt wird wegen eines Verstoßes gegen eine im NetzDG aufge-
führte Bestimmung des deutschen Strafgesetzbuchs gesperrt.“343
Der Beschwerdeführer wird unter Nennung des festgestellten Straftatbestandes gemäß
deutschem Strafgesetzbuch darüber informiert, dass der von ihm beanstandete Inhalt in
Deutschland nicht mehr verfügbar ist. Zudem wird ein Link zum NetzDG-Hilfebereich von
Facebook zur Verfügung gestellt, um weitere Informationen diesbezüglich abrufen zu
können.344
„Der beanstandete Inhalt verstößt weder gegen unsere Gemeinschaftsstandards noch
gegen eine im NetzDG aufgeführte Bestimmung des deutschen Strafgesetzbuchs.“345
Der Beschwerdeführer erhält die Information, dass die Beschwerde geprüft wurde, auf-
grund nicht vorhandener Rechtswidrigkeit i.S.d. NetzDG jedoch keine Maßnahme (Ent-
fernung des Inhaltes) ergriffen wurde.346
340 Vgl. 2. HJB 2018 Facebook, S. 13; ebenso in 1. HJB 2019 Facebook, S. 14; 2. HJB 2019
Facebook, S. 14 f.; 1. HJB 2020 Facebook, S. 15 und 2. HJB 2020 Facebook, S. 15.
341 2. HJB 2018 Facebook, S. 13; ebenso in 1. HJB 2019 Facebook, S. 14; 2. HJB 2019 Facebook,
S. 15; 1. HJB 2020 Facebook, S. 15 und 2. HJB 2020 Facebook, S. 15.
342 Vgl. 2. HJB 2018 Facebook, S. 13; ebenso in 1. HJB 2019 Facebook, S. 14; 2. HJB 2019
Facebook, S. 15; 1. HJB 2020 Facebook, S. 15 und 2. HJB 2020 Facebook, S. 15.
343 2. HJB 2018 Facebook, S. 13; ebenso in 1. HJB 2019 Facebook, S. 14; 2. HJB 2019 Facebook,
S. 15; 1. HJB 2020 Facebook, S. 15 und 2. HJB 2020 Facebook, S. 15.
344 Vgl. 2. HJB 2018 Facebook, S. 13; ebenso in 1. HJB 2019 Facebook, S. 14; 2. HJB 2019
Facebook, S. 15; 1. HJB 2020 Facebook, S. 15 und 2. HJB 2020 Facebook, S. 15.
345 2. HJB 2018 Facebook, S. 13; ebenso in 1. HJB 2019 Facebook, S. 14; 2. HJB 2019 Facebook,
S. 15; 1. HJB 2020 Facebook, S. 15 und 2. HJB 2020 Facebook, S. 15.
346 Vgl. 2. HJB 2018 Facebook, S. 13; ebenso in 1. HJB 2019 Facebook, S. 14; 2. HJB 2019
Facebook, S. 15; 1. HJB 2020 Facebook, S. 15 und 2. HJB 2020 Facebook, S. 15.
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„Mehrere Maßnahmen wurden bezüglich der beanstandeten Inhalte ergriffen.“347
In Fällen, in denen Beschwerdeführer mehrere Inhalte in einer Beschwerde beanstandet
haben, werden diese Inhalte grundlegend individuell geprüft und dem Ergebnis entspre-
chend gehandelt. Dabei ist hervorzuheben, dass erst nachdem jeder Inhalt geprüft und ggf.
entsprechend gehandelt wurde, der Beschwerdeführer eine Benachrichtigung erhält, in
welcher er über die getroffenen Maßnahmen bzw. Entscheidungen informiert wird.348 Dies
soll laut zweitem HJB 2018 dazu beitragen, „die Menge der von […] [Facebook] an den
Beschwerdeführer gesendeten Benachrichtigungen gering zu halten.“349
Werden im Rahmen einer Beschwerde verschiedene Maßnahmen für die beanstandeten
Inhalte ergriffen, wird der Beschwerdeführer in einer Benachrichtigung mittels einer
Kombination aus den bereits vorgestellten Kategorien über ebendiese informiert.350
Abschließend wird in diesem Abschnitt noch einmal auf den NetzDG-Hilfe-
bereich hingewiesen, welcher allen Nutzer*innen zur Verfügung steht:351
„Der NetzDG-Hilfebereich enthält Informationen zu Folgendem: (1) zur Art der Inhalte, die
Nutzer gemäß NetzDG melden können, (2) dazu, was geschieht, nachdem ein Nutzer eine
NetzDG-Beschwerde übermittelt, (3) wie Nutzer Inhalte melden können, die nach ihrer
Ansicht unter das NetzDG fallen, (4) welche Informationen in einer NetzDG-Beschwerde
enthalten sein müssen, (5) für welche Art von Verfahren der Zustellungsbevollmächtigte
gemäß § 5 Abs. 1 NetzDG benannt worden ist (6) was die Unterschiede zwischen dem
NetzDG und den Facebook-Gemeinschaftsstandards sind und (7) wo man unsere NetzDG-
Transparenzberichte finden kann.“352
347 2. HJB 2018 Facebook, S. 13; ebenso in 1. HJB 2019 Facebook, S. 14; 2. HJB 2019 Facebook,
S. 15; 1. HJB 2020 Facebook, S. 15 und 2. HJB 2020 Facebook, S. 15.
348 Vgl. 2. HJB 2018 Facebook, S. 13; ebenso in 1. HJB 2019 Facebook, S. 14 f.; 2. HJB 2019
Facebook, S. 15; 1. HJB 2020 Facebook, S. 15 und 2. HJB 2020 Facebook, S. 15.
349 2. HJB 2018 Facebook, S. 13; ebenso in 1. HJB 2019 Facebook, S. 15; 2. HJB 2019 Facebook,
S. 15; 1. HJB 2020 Facebook, S. 15 und 2. HJB 2020 Facebook, S. 15.
350 Vgl. 2. HJB 2018 Facebook, S. 13; ebenso in 1. HJB 2019 Facebook, S. 15; 2. HJB 2019
Facebook, S. 15; 1. HJB 2020 Facebook, S. 15 und 2. HJB 2020 Facebook, S. 15.
351 2. HJB 2018 Facebook, S. 13; ähnlich in 1. HJB 2018 Facebook, S. 9; 1. HJB 2019 Facebook,
S. 15; 2. HJB 2019 Facebook, S. 15; 1. HJB 2020 Facebook, S. 15 f. und 2. HJB 2020 Facebook,
S. 16.
352 2. HJB 2020 Facebook, S. 13; In allen Halbjahresberichten ergeben sich teils andere
Formulierungen. So u. a. im 1. HJB 2018, S. 9: „(5) welche Inhalte ein Nutzer dem
Zustellungsbevollmächtigten gemäß § 5 Abs. 1 NetzDG melden kann und (6) zum
Unterschied zwischen dem NetzDG und den Facebook-Gemeinschaftsstandards“; Punkt
(5) wird dabei ähnlich auch in den HJBen für 2019 und 2020 verwendet, siehe 1. HJB 2019,
S. 15; 2. HJB 2019, S. 15; 1. HJB 2020 Facebook, S. 16 und 2. HJB 2020 Facebook, S. 16.
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Der zweite Abschnitt thematisiert die „Kommunikation mit dem Nutzer, der
den Inhalt gepostet hat“.353 Kommt es in Folge einer solchen Beschwerde
aufgrund eines Verstoßes gegen die Gemeinschaftsstandards von Facebook
zur Löschung des entsprechenden Inhaltes354, wird der*die Nutzer*in „über
sein Facebook-Support-Postfach von […] [der] Maßnahme in Kenntnis [ge-
setzt]“.355 Diese Benachrichtigung enthält neben der Information über die
ergriffene Maßnahme auch die Begründung für diese Entscheidung, welche
auf einem Verstoß gegen die Gemeinschaftsstandards von Facebook beruhe.356
Sperrt Facebook einen Inhalt aufgrund eines Verstoßes gegen einen der
Straftatbestände, welche nach § 1 Abs. 3 NetzDG als rechtswidrig gelten,357
wird der*die Nutzer*in „per E-Mail über […] [die] Maßnahme sowie darüber,
gegen welche konkrete Bestimmung des deutschen Strafgesetzbuchs der
Inhalt verstoßen hat“ informiert.358
Im zweiten Halbjahresbericht 2018 wird weiterhin ausgeführt, dass in Fällen,
in denen eine Beschwerde zu keiner Maßnahme (Entfernung oder Sperrung
des Inhaltes) führt, der*die Nutzer*in, welche*r den beanstandeten Inhalt
gepostet hat, keine Benachrichtigung erhält.359
353 2. HJB 2018 Facebook, S. 13; ebenso in 1. HJB 2019 Facebook, S. 15; 2. HJB 2019 Facebook,
S. 16; 1. HJB 2020 Facebook, S. 16 und 2. HJB 2020 Facebook, S. 16.
354 Vgl. 2. HJB 2018 Facebook, S. 13 f.; ebenso in 1. HJB 2019 Facebook, S. 15; 2. HJB 2019
Facebook, S. 16; 1. HJB 2020 Facebook, S. 16 und 2. HJB 2020 Facebook, S. 16.
355 2. HJB 2018 Facebook, S. 13 f.; ebenso in 1. HJB 2019 Facebook, S. 15; 2. HJB 2019 Facebook,
S. 16; 1. HJB 2020 Facebook, S. 16 und 2. HJB 2020 Facebook, S. 16.
356 Vgl. 2. HJB 2018 Facebook, S. 14; ebenso in 1. HJB 2019 Facebook, S. 15; 2. HJB 2019
Facebook, S. 16; 1. HJB 2020 Facebook, S. 16 und 2. HJB 2020 Facebook, S. 16.
357 Vgl. 2. HJB 2018 Facebook, S. 14; ebenso in 1. HJB 2019 Facebook, S. 15; 2. HJB 2019
Facebook, S. 16; 1. HJB 2020 Facebook, S. 16 und 2. HJB 2020 Facebook, S. 16.
358 2. HJB 2018 Facebook, S. 14; ebenso in 2. HJB 2019 Facebook, S. 16; 1. HJB 2020 Facebook,
S. 16 und 2. HJB 2020 Facebook, S. 16; ähnlich in 1. HJB 2019 Facebook, S. 15: „[…] über das
Facebook Support-Postfach […]“. Im ersten HJB 2018 findet noch keine Untergliederung
der Berichtswege nach Verstößen gegen die Gemeinschaftsstandards bzw. dem NetzDG
statt. Der Meldeprozess wird demzufolge für beide Fälle gleich beschrieben, d. h. die
Benachrichtigung erfolgt sowohl bei Löschung als auch Sperrung des beanstandeten
Inhaltes per E-Mail und mittels Benachrichtigungen auf Facebook, vgl. 1. HJB 2018
Facebook, S. 9.
359 2. HJB 2018 Facebook, S. 14; ebenso in 1. HJB 2018 Facebook, S. 9; 1. HJB 2019 Facebook,
S. 15; 2. HJB 2019 Facebook, S. 16; 1. HJB 2020 Facebook, S. 16 und 2. HJB 2020 Facebook,
S. 16.
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Facebook verweist im Rahmen dieser Berichtsangaben zudem darauf, dass bei
Meldung verleumderischer Inhalte eines*einer Nutzers*in auch „zusätzliche
Fakten oder Nachweise […] [von diesem Nutzer eingeholt werden], wenn dies
für die Beurteilung der Rechtswidrigkeit des Inhalts erforderlich ist“.360
c) Berichtsangaben von YouTube
Geht eine NetzDG-Beschwerde bei YouTube ein, „erhält der Beschwerdeführer
eine Bestätigungs-E-Mail mit einer Referenznummer“,361 aus der hervorgeht,
dass die Beschwerde übermittelt worden sei und geprüft werde. Nach
abschließender Prüfung wird der*die Beschwerdeführer*in per E-Mail über die
Entscheidung bezüglich seiner Beschwerde informiert.362 Diese Benachrichti-
gung könne „Informationen über eine Entfernung“ enthalten, „wenn sich der
gerügte Inhalt für […] [YouTube] als rechtswidrig darstellt oder er gegen […]
[die] Community-Richtlinien verstößt, oder aber auch Informationen über
nicht getroffene Maßnahmen mangels Rechtswidrigkeit oder eines Commu-
nity-Richtlinienverstoßes“.363
Auch der*die Nutzer*in, dessen*deren Inhalt entfernt364 wird, erhält eine
Benachrichtigung, in welcher er*sie über die ergriffene Maßnahme informiert
wird.365 Diese enthält „im Falle einer Entfernung nach den Community-
360 2. HJB 2018 Facebook, S. 14; ebenso in 1. HJB 2019 Facebook, S. 15; 2. HJB 2019 Facebook,
S. 16; 1. HJB 2020 Facebook, S. 16 und 2. HJB 2020 Facebook, S. 16; ähnlich in 1. HJB 2018
Facebook, S. 9: „[…] Fakten oder Nachweise […] anhand derer wir die Rechtswidrigkeit
bzw. Rechtmäßigkeit des Inhalts beurteilen können.“
361 1. HJB 2018 YouTube, S. 14; ebenso in 2. HJB 2018 YouTube, S. 11; 1. HJB 2019 YouTube, S. 13;
2. HJB 2019 YouTube, S. 12; 1. HJB 2020 YouTube, S. 17 und 2. HJB 2020 YouTube, S. 18.
362 Vgl. 1. HJB 2018 YouTube, S. 14; ebenso in 2. HJB 2018 YouTube, S. 11; ähnlich in den HJBen
für 2019 und 2020, hier wird zusätzlich auf die Begründung der Entscheidung verwiesen,
siehe 1. HJB 2019 YouTube, S. 13, 2. HJB 2019 YouTube, S. 12; 1. HJB 2020 YouTube, S. 17
und 2. HJB 2020 YouTube, S. 18.
363 1. HJB 2018 YouTube, S. 14; ebenso in 2. HJB 2018 YouTube, S. 11; 1. HJB 2019 YouTube, S. 13;
2. HJB 2019 YouTube, S. 12; 1. HJB 2020 YouTube, S. 17 und 2. HJB 2020 YouTube, S. 18.
364 Die HJBe für das Jahr 2019 und 2020 benennen hier auch explizit die Sperrung, vgl. 1. HJB
2019 YouTube, S. 13; 2. HJB 2019 YouTube, S. 12; 1. HJB 2020 YouTube, S. 17 und 2. HJB
2020 YouTube, S. 18.
365 Vgl. 1. HJB 2018 YouTube, S. 14; ebenso in 2. HJB 2018 YouTube, S. 11; 1. HJB 2019 YouTube,
S. 13; 2. HJB 2019 YouTube, S. 12; 1. HJB 2020 YouTube, S. 17 und 2. HJB 2020 YouTube,
S. 18.
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Richtlinien366 […] Anweisungen, wie er einen Antrag für eine erneute Über-
prüfung seines Inhalts stellen kann“.367 Weiterhin beinhaltet diese Mitteilung
„zusätzliche Informationen über […] [die] Nutzungsbedingungen [von You-
Tube] oder lokales Recht, so dass in Zukunft keine derartigen Inhalte mehr
hochgeladen werden“.368
Abschließend verweist YouTube auf die praktische Umsetzung bei Entfernung
oder Sperrung eines beanstandeten Inhaltes. Anstelle des entsprechenden
Inhaltes werden Nutzer*innen demnach mittels eines „öffentlich zugänglichen
Hinweis[es darüber in Kenntnis gesetzt], dass der Inhalt nicht mehr verfügbar
ist“.369
d) Berichtsangaben von Twitter
Im zweiten Halbjahresbericht 2018 von Twitter wird bzgl. der Maßnahmen zur
Unterrichtung der Beschwerdeführer*innen sowie Nutzer*innen ausgeführt,
dass „[n]achdem eine NetzDG-Beschwerde überprüft und eine Entscheidung
über den gemeldeten Inhalt gefällt wurde, […] diese sowohl dem Beschwer-
deführer als auch dem betroffenen Nutzer innerhalb der gesetzlich festge-
legten Fristen370 […] mitgeteilt [wird]“.371
366 Im ersten HJB 2018 ist der Hinweis auf zusätzliche Informationen für eine erneute
Prüfung noch nicht an eine Entfernung aufgrund der Community-Richtlinien gebunden,
Vgl. 1. HJB 2018 YouTube, S. 14.
367 2. HJB 2018 YouTube, S. 11; ähnlich in 1. HJB 2019 YouTube, S. 13; 2. HJB 2019 YouTube,
S. 12; 1. HJB 2020 YouTube, S. 17 und 2. HJB 2020 YouTube, S. 18: „[…] im Falle der
Entfernung oder Sperrung […] mit Anweisungen, wie er einen Antrag für eine erneute
Überprüfung über ein spezielles Webformular stellen kann.“
368 1. HJB 2018 YouTube, S. 14; ebenso in 2. HJB 2018 YouTube, S. 11; 1. HJB 2019 YouTube, S. 13;
2. HJB 2019 YouTube, S. 12; 1. HJB 2020 YouTube, S. 17 und 2. HJB 2020 YouTube, S. 18.
369 1. HJB 2018 YouTube, S. 14; ebenso in 2. HJB 2018 YouTube, S. 11; ähnlich in 1. HJB 2019
YouTube, S. 1; 2. HJB 2019 YouTube, S. 12; 1. HJB 2020 YouTube, S. 17 und 2. HJB 2020
YouTube, S. 18: „dass das Video nicht mehr verfügbar ist.“
370 Anmerkung: Dass die Benachrichtigung innerhalb gesetzlich vorgegebener Fristen erfolgt,
ist im 1. HJB 2018 sowie in den HJBen des Jahres 2019 und im 1. HJB 2020 nicht vermerkt,
vgl. 1. HJB 2018 Twitter, S. 6; ebenso in 1. HJB 2019, S. 19; 2. HJB 2019, S. 19,1. HJB 2020
Twitter, S. 20 und 2. HJB 2020 Twitter, S. 27.
371 2. HJB 2018 Twitter, S. 12.
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Die Kommunikation mit dem*der Beschwerdeführer*in bzw. dem*der Nut-
zer*in erfolgt dabei über die Twitter App oder per E-Mail.372 Ab dem ersten
Halbjahresbericht 2019 wird zudem vergleichsweise ausführlich erläutert,
wann die Twitter App bzw. E-Mails genutzt werden:373
„In-App-Benachrichtigungen werden gesendet, wenn Tweets aufgrund von Verstößen
gegen die Nutzungsbedingungen (AGB) von Twitter entfernt werden. E-Mail-Nachrichten
werden verwendet, um den gemeldeten Nutzer über Accountsperrungen bei Verstößen
gegen die Twitter AGB sowie über Maßnahmen zu informieren, die auf der Grundlage des
NetzDG ergriffen wurden.“
Diese umfangreichen Erläuterungen werden ab dem zweiten Halbjahresbe-
richt 2019 wesentlich gekürzt und es wird auf beide Meldewege (App und
E‐Mail) verwiesen, die genutzt werden, „um über ergriffene Maßnahmen zu
informieren, die auf der Grundlage von Verstößen gegen die Twitter AGB oder
das NetzDG ergriffen“ worden sind.374
In der entsprechenden Benachrichtigung werde dem*der Nutzer*in mitgeteilt,
ob die Entscheidung auf einem Verstoß in Bezug auf das NetzDG oder die
Twitter Allgemeinen Geschäftsbedingungen beruht.375
Seit dem ersten Halbjahresbericht 2019 stellt Twitter zudem Beispiele zur
Verfügung, die verdeutlichen, wie die Benachrichtigungen an Nutzer*innen
bzw. Beschwerdeführer*innen aufgebaut sind.376 Exemplarisch sollen im Fol-
genden zwei Nachrichten mit Bezug auf das NetzDG dargestellt werden:377
372 Vgl. 2. HJB 2018 Twitter, S. 12; ebenso in 1. HJB 2018 Twitter, S. 6; 1. HJB 2019 Twitter, S. 19;
2. HJB 2019 Twitter, S. 19; 1. HJB 2020 Twitter, S. 20 und 2. HJB 2020 Twitter, S. 27.
373 1. HJB 2019 Twitter, S. 19, ähnlich in 2. HJB 2019 Twitter, S. 19; 1. HJB 2020 Twitter, S. 20
und 2. HJB 2020 Twitter, S. 27.
374 2. HJB 2019 Twitter, S. 19; ebenso in1. HJB 2020 Twitter, S. 20; ähnlich in 2. HJB 2020
Twitter, S. 27.
375 Vgl. 2. HJB 2018 Twitter, S. 12; ähnlich in 1. HJB 2019 Twitter, S. 19; 2. HJB 2019 Twitter,
S. 19; 1. HJB 2020 Twitter, S. 20 (z.B. vormals „NetzDG“ wird zu „lokales Recht“) und 2 HJB
2020 Twitter, S. 27. Der erste HJB 2018 beinhaltet noch keinen Vermerk, der die
Begründung der Entscheidung (Verstoß gegen das NetzDG oder die Twitter Allgemeinen
Geschäftsbedingungen) als Teil der Benachrichtigung darstellt, vgl. 1. HJB 2018 Twitter,
S. 6.
376 Vgl. 1. HJB 2019 Twitter, S. 19 ff.; 2. HJB 2019 Twitter, S. 19 ff.; 1. HJB 2020 Twitter, S. 20 ff.
und 2. HJB 2020 Twitter, S. 27 ff.
377 1. HJB 2019 Twitter, S. 19 f.; ähnlich in 2. HJB 2019 Twitter, S. 19 f; 1. HJB 2020 Twitter,
S. 20 f. und 2. HJB Twitter 2020, S. 27 f.
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Mitteilung an den Berichterstatter: Keine Verstöße gefunden
„Hallo,
wir haben deine Beschwerde über den Account @Account erhalten.
Wir haben die gemeldeten Inhalte untersucht, jedoch keine Verstöße gegen die Twitter
Regeln (https://twitter.com/rules) oder geltende Gesetze gefunden. Wir haben daher
diesmal keine Maßnahmen ergriffen.
[…]“
Mitteilung an den gemeldeten Nutzer: Gemeldete Inhalte wurden zurückgezogen
„Hallo,
wir haben eine Beschwerde über die folgenden Inhalte auf deinem Account erhalten:
[zurückgezogene Tweets]
Gemäß den geltenden Gesetzen und unseren Richtlinien hat Twitter nun diese Inhalte in
Deutschland zurückgezogen.
Weitere Informationen über unsere Richtlinie zu in bestimmten Ländern zurückgezogenen
Inhalten findest du auf dieser Seite: https://support.twitter.com/articles/20169222.
[…]“
e) Vergleichende Analyse
Facebook stellt im Zusammenhang mit der Berichtspflicht des § 2 Abs. 2 Nr. 9
NetzDG insbesondere ab dem zweiten Halbjahresbericht 2018 vergleichsweise
ausführliche und auch zusätzliche Informationen zur Verfügung. Der Umfang
bereitgestellter Informationen hat sich bei Twitter seit der Veröffentlichung
des 1. Halbjahresberichts für das Jahr 2019 aufgrund der Bereitstellung
umfassender Beispiele deutlich erweitert. Auch YouTube hält neben den
gesetzlich geforderten Berichtsangaben weiterführende Informationen in den
Halbjahresberichten bereit.
Twitter unterrichtet ausweislich seiner Halbjahresberichte Beschwerdefüh-
rer*innen als auch Inhaltersteller*innen in jedem Fall über die Entscheidung
der Beschwerde. Facebook und YouTube informieren den*die Nutzer*in,
welche*r den beanstandeten Inhalt erstellt hat, lediglich dann über die Ent-
scheidung, wenn auch eine Maßnahme (Löschung oder Sperrung) getroffen
worden ist. Der*die Beschwerdeführer*in wird in jedem Fall, d. h. sowohl bei
einer ergriffenen als auch bei einer unterlassenen Maßnahme, benachrichtigt.
9. Maßnahmen zur Unterrichtung Beteiligter
237
Die Sozialen Netzwerke geben in ihren Benachrichtigungen an die Beteiligten
jeweils auch die Begründung für ihre Entscheidung, z. B. die Sperrung auf-
grund Rechtswidrigkeit in Bezug auf das NetzDG, an. Facebook stellt in die-
sem Zusammenhang zudem ausführlich die Gestaltung der entsprechenden
Benachrichtigungs-Varianten dar. Auch Twitter liefert seit dem ersten Halb-
jahresbericht 2019 zahlreiche Beispiele, die die Benachrichtigungen an Nut-
zer*innen und Beschwerdeführer*innen verdeutlichen.
Alle drei Sozialen Netzwerke machen über die Berichtspflicht hinausgehende
Angaben zu den genutzten Kommunikationswegen. Facebook führt zudem
weitere Informationen zum NetzDG-Hilfebereich an.
Facebook und YouTube stellen überdies den Bearbeitungsablauf bei
Beschwerdeeingang ausführlicher dar. Hierzu gehören beispielsweise die
Vergabe einer Referenznummer sowie eine Bestätigungsmail über die Bear-
beitung der Beschwerde. Diese Angaben werden im Rahmen des § 2 Abs. 2
Nr. 9 NetzDG jedoch nicht gefordert.
VI. Anhang 1: Analyse der Halbjahresberichte im Einzelnen
238































































































VIII. Anhang 3: Übersicht
Community-Standards
In der folgenden Übersicht werden ausschließlich Community-Richtlinien
berücksichtigt, die die Entfernung von Inhalten erwirken können. Inhalte die
zu einer Beschränkung, beispielsweise in Verbindung mit dem Jugendschutz,
nicht aber zur Löschung führen, werden nicht abgebildet. Das gleiche gilt für
Community-Standards, die innerhalb des NetzDG und der Strafvorschriften
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X. Zusammenfassung
1. Bedeutung des NetzDG in der Anwendungspraxis
Bezogen auf die drei untersuchten Netzwerke Facebook, YouTube und Twitter
deuten die Studienbefunde darauf hin, dass dem Netzwerkdurchsetzungsge-
setz im Bereich der Löschungen und Sperrungen von Nutzer*inneninhalten
eine geringe praktische Bedeutung zukommt. Die allermeisten Inhalte auf-
grund von Beschwerden werden nach den eigenen Community-Standards
(AGB) entfernt. Der Anteil der nach dem NetzDG entfernten Inhalte ist
demgegenüber marginal. Aufgrund der erheblichen Zunahme automatisiert
erfolgender AGB-Inhaltsentfernungen vor allem bei Facebook und YouTube
spielen NetzDG-Sperrungen im Vergleich nahezu keine Rolle mehr. Auch die
Analyse der NetzDG-Bußgeldahndungspraxis sowie der Monitoring-Berichte
nach § 3 Abs. 5 NetzDG deutet eher darauf hin, dass das Netzwerkdurchset-
zungsgesetz keinen unmittelbaren, signifikanten Regulierungseffekt hat. Diese
Bewertung ergibt sich insbesondere aus den folgenden Gesichtspunkten:
· Alle untersuchten Sozialen Netzwerke praktizieren eine vorrangige Prüfung
beschwerdegegenständlicher Inhalte nach den eigenen Community Richt-
linien bzw. AGB. Dies gilt selbst für Beschwerden, die über ein NetzDG-
Formular eingehen oder von dem*der Beschwerdeführer*in mit Bezug auf
das NetzDG eingereicht werden. Daher erfolgen die allermeisten Inhalts-
entfernungen bei NetzDG-Beschwerden (ca. 80%-90%) wegen eines
angenommenen Verstoßes gegen die eigenen Richtlinien bzw. AGB, hin-
gegen nicht wegen bejahter Tatbestandsmäßigkeit des Deliktes nach § 1
Abs. 3 NetzDG.1 Dies ergibt sich insbesondere daraus, dass die vorrangig
geprüften eigenen Community-Standards hinsichtlich der untersagten
Inhalte häufig weiter gefasst sind als die Straftatbestände des § 1 Abs. 3
NetzDG. Lediglich in einzelnen Ausnahmebereichen wie etwa bei § 86a
StGB kommt es zum Teil zu einer subsidiären Sperrung des Inhaltes nach
NetzDG.
· Hinzu kommt, dass der überwiegende Anteil der Inhaltsentfernungen bei
den beiden großen Sozialen Netzwerken YouTube und Facebook mittler-
weile aufgrund automatisierter Erkennung und nicht aufgrund von Nut-
1 Siehe hierzu II.5.b) und c), IV.2.c)cc)(1) sowie V.2.d) und 3.a).
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zer*innenbeschwerden erfolgt.2 Solche anlassunabhängigen Löschungen
sind von vornherein nicht Gegenstand des NetzDG. Diese millionenfach
erfolgenden Inhaltsentfernungen werden im Rahmen der NetzDG-Halb-
jahresberichte schon nicht berücksichtigt. Von den bei YouTube in 2020
insgesamt gelöschten 34.711.336 Videos wurden 94,36% aufgrund automa-
tischer Erkennung, d. h. ohne Nutzer*innenbeschwerde entfernt. Auch bei
den Inhaltsentfernungen des Sozialen Netzwerks Facebook nimmt der
Anteil anlassunabhängig ohne Nutzer*innenbeschwerde ergriffener Maß-
nahmen kontinuierlich zu, für den Bereich „Hassrede“ etwa im 4. Quartal
2020 auf 97,1%; dies entspricht 26,1 Millionen entfernten Inhalten wegen
angenommenen AGB-Verstoßes (Hassrede) im Zeitraum Oktober bis
Dezember 2020. Dem stehen insgesamt 397 Inhaltsentfernungen wegen
Volksverhetzung nach NetzDG-Meldungen im doppelten Zeitraum Juli bis
Dezember 2020 gegenüber.
· Im Jahr 2017 ist der NetzDG-Gesetzgeber davon ausgegangen, dass es im
Bereich des Beschwerdemanagements jährlich zu 500 begründeten Buß-
geldverfahren gegen Soziale Netzwerke kommen werde, die einen Perso-
nalaufwand von 39,5 Stellen mit einem Personalkostenaufwand und
zusätzlichen Kosten von insgesamt ca. 4 Millionen Euro pro Jahr rechtfer-
tigten.3 Tatsächlich ist im Zeitraum 2018 bis 2020 in keinem Fall ein Buß-
geldbescheid im Bereich des Beschwerdemanagements seitens der zustän-
digen Behörde des Bundesamts für Justiz ergangen.4 Auch dies deutet auf
eine eher marginale praktische Bedeutung des hinsichtlich der Rechtsfolgen
ausschließlich auf Bußgeldahndungen ausgerichteten Netzwerkdurchset-
zungsgesetzes hin.
· Das im Auftrag des Bundesamts für Justiz beauftragte Monitoring gemäß § 3
Abs. 5 NetzDG gelangt in den Berichten der Halbjahre 1/2019, 2/2019 und
1/2020 zu Befunden, die eine Effektivität bzw. eine praktische Auswirkung
des NetzDG bei gemeldeten „eindeutig“ rechtswidrigen Inhalten nicht
belegen können. Die in den Monitorings – freilich ohne Offenlegung der
Methodik5 – ermittelten Anteile fristgerechter Inhaltsentfernungen nach
erfolgter Meldung liegen im Durchschnitt unter der Löschquote, welche in
2 Siehe hierzu II.5.b).
3 Vgl. BT-Drs. 18/12356, S. 3 f. sowie II.5.e).
4 Siehe hierzu II.5.e)bb).




dem Monitoring-Prozess vor Inkrafttreten des NetzDG von der Stelle
jugendschutz.net ermittelt worden und welche vom Gesetzgeber zur
Begründung der Erforderlichkeit des NetzDG herangezogen worden ist.6
Da die dargelegten Befunde auf einen geringfügigen praktischen Regulie-
rungseffekt des Netzwerkdurchsetzungsgesetzes hindeuten, könnte als erfor-
derlich angesehen werden, die seitens des Gesetzgebers 2017 nur kursorisch
vorgenommene und auch in der 2020 im Auftrag des BMJV beauftragten
Juristischen Evaluation nicht erfolgte Prüfung der Geeignetheit, Erforderlich-
keit und Angemessenheit des Gesetzes im Hinblick auf seine Verfassungs-
konformität nachzuholen [siehe auch unten 4.e)aa)].
Im Kontext der praktischen Bedeutung des NetzDG ist auch zu berücksich-
tigen, dass die generelle Geltung des NetzDG für nahezu alle marktrelevanten
Anbieter mit Sitz in einem anderen EU-Mitgliedstaat (insb. Facebook, You-
Tube, Twitter, TikTok, Instagram) aufgrund des Herkunftslandprinzips nach
Art. 3 der E-Commerce-Richtlinie (ECRL) von der herrschenden Meinung7
abgelehnt wird. Entsprechend hat die Befragung der Sozialen Netzwerke im
Rahmen der qualitativen Studie ergeben, dass der Video-Sharing-Dienst
YouTube eine Rechtsverbindlichkeit des NetzDG verneint und eine Umset-
zung derzeit lediglich freiwillig praktiziert.8 Eine praktische Anwendung des
NetzDG auf Anbieter mit ausschließlichem Sitz außerhalb des EU-Raums ist
zudem – abgesehen von einzelnen, bislang ergebnislosen Rechtshilfe-Ersu-
chen des Bundesamtes für Justiz9 – nicht existent.
2. Analyse der Halbjahresberichte 2018–2020
Aus der Analyse der sechs Halbjahresberichte im Zeitraum 2018 bis 2020
ergibt sich, dass die untersuchten drei Sozialen Netzwerke Facebook, YouTube
und Twitter im Wesentlichen die Berichtsvorgaben des § 2 Abs. 2 NetzDG
6 Siehe hierzu II.5.d) sowie III.2.b) und c).
7 Vgl. Eifert, in: Eifert/Gostomzyk, Netzwerkrecht, 2018, S. 24; Hoven/Gersdorf, in: Gersdorf/
Paal, BeckOK Informations- und Medienrecht, 30. Edition, 2019, § 1 NetzDG Rn. 9; Lie-
sching, in: Spindler/Schmitz, TMG – Kommentar, 2. Aufl. 2018, § 1 NetzDG Rn. 13 ff.,
jeweils mit weiteren Nachweisen.
8 Siehe hierzu IV.2.c)aa)(2).
9 Vgl. hierzu die Ausführungen i.R.d. Stellungnahme des BfJ zum NetzDGÄndG v. 15. 6.
2020, insb. S. 11 sowie II.5.f)bb).
2. Analyse der Halbjahresberichte 2018 – 2020
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hinreichend umsetzen. Dabei wählen die Diensteanbieter zum Teil unter-
schiedliche Datengrundlagen, insbesondere zur Darstellung eingegangener
Beschwerden bzw. beschwerdegegenständlicher Inhalte sowie zu dem Anteil
erfolgter Inhaltsentfernungen und deren Ausdifferenzierung nach Beschwer-
degrund. Da alle drei untersuchten Netzwerke zudem die NetzDG-Compliance
in das bereits zuvor etablierte Beschwerdemanagement nach eigenen AGB-
Standards integriert bzw. additiv hinzugesetzt haben, ergibt sich bei der
Berichtsdarstellung die Herausforderung einer hinreichend transparenten
Differenzierung der Auswirkungen der unterschiedlichen Compliance-Syste-
me.
Die jeweiligen Unterschiede der Berichtsumsetzungen durch die drei unter-
suchten Netzwerke erschweren zudem die Vergleichsanalyse. Überdies erge-
ben sich zum Teil Unterschiede bei ermittelten Berichtszahlen etwa zu ein-
gegangenen Beschwerden. Diese sind vor allem durch jeweils anders von den
Sozialen Netzwerken implementierte Meldewege bedingt, die für NetzDG-
Beschwerden ebenfalls überwiegend parallel zu der schon vor Inkrafttreten
des Netzwerkdurchsetzungsgesetzes etablierten Meldestruktur geschaffen
worden sind.
Die Unterschiede in der Berichtsumsetzung und im Beschwerdemanagement
sind – neben der individuellen Organisationsfreiheit der Unternehmen – vor
allem durch eine sehr unbestimmte und an der Anwendungsrealität Sozialer
Netzwerke zum Teil vorbeigehenden Fassung der gesetzlichen Vorgaben des
NetzDG bedingt. Dies betrifft auch die in § 2 Abs. 2 NetzDG formulierten
Berichtsvorgaben. So erscheint von vorneherein mit Blick auf die Regelungs-
intention der Transparenz unzulänglich, dass der Gesetzgeber die bereits
bestehenden Beschwerde- und Löschstrukturen, welche auf die eigenen
Community-Standards ausgerichtet waren, nicht berücksichtigt hat. Die
weitgehenden Überschneidungen von AGB-Compliance und NetzDG-Um-
setzung desavouieren indes die Aussagekraft der Berichtsinhalte erheblich,
zumal die drei Sozialen Netzwerke eine vorrangige Prüfung der eigenen
Standards – in rechtskonformer Weise – selbst bei solchen Beschwerden
etabliert haben, die sich explizit auf einen Verstoß nach den in § 1 Abs. 3
NetzDG genannten Straftatbeständen beziehen.
Soweit in den Halbjahresberichten der drei Sozialen Netzwerke hierzu
Angaben gemacht werden, deuten diese darauf hin, dass der ganz überwie-
gende Teil der nach dem NetzDG eingehenden Beschwerden nicht aufgrund
eines Verstoßes gegen Straftatbestände nach § 1 Abs. 3 NetzDG, sondern
X. Zusammenfassung
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aufgrund Verstoßes gegen die eigenen Community-Standards erfolgt sind
(ca. 80% – 90%). Ob diese entfernungsgegenständlichen Inhalte auch bei
einer (nachrangigen) Prüfung allein nach dem NetzDG zu einer Sperrung
geführt hätten, ergibt sich aus den Berichtsangaben naturgemäß nicht. Vor
diesem Hintergrund lässt sich aber aus den Berichtsangaben zu erfolgten
Löschungen nahezu kein Aussagewert bzgl. der NetzDG-Regulierungseffekti-
vität ermitteln. Ebenso wenig ergibt sich in Bezug auf die AGB-Entfernungen
ein signifikanter Aussagewert, da diese weder die proaktiv anlassunabhängig
erfolgten Maßnahmen der Sozialen Netzwerke (siehe oben) noch die über
andere Meldewege beschwerdegegenständlichen Fälle mitberücksichtigen.
3. Anhaltspunkte für Overblocking
Die Subsumtion der in der vorliegenden Studie als Anhaltspunkte für
Overblocking eruierten Kriterien deutet insgesamt eher darauf hin, dass das
Netzwerkdurchsetzungsgesetz in dem von den Wissenschaftlichen Diensten
des Bundestags10 und der herrschenden Rechtsliteratur11 befürchteten Sinne
Anreize für eine schnelle Löschung von beschwerdegegenständlichen Inhalten
auch in Zweifelsfällen setzt, die sich in der Anwendungspraxis realisiert haben
könnten. Insgesamt sind für ein Overblocking im geschilderten Sinne mehr
Anhaltspunkte ersichtlich als dafür, dass sich kein Overblocking im geschil-
derten Sinne zumindest teilweise etabliert hat.
Dabei wird eine zielgenaue Untersuchung allerdings dadurch erschwert, dass
in der von der Bundesregierung beauftragten Evaluation des NetzDG keine
empirische Untersuchung mit Blick auf das Vorliegen von Overblocking vor-
genommen worden ist12 und die insgesamt drei seitens des Bundesamts für
10 WD 10–3000–037/17, S. 17.
11 h.M., vgl. z. B. Feldmann, K&R 2017, 292, 295 f.; Hain/Ferreau/Brings-Wiesen, K&R 2017,
433, 435; Heidrich/Scheuch, DSRITB 2017, 305, 315 f.; Kalscheuer/Hornung, NVwZ 2017, 1721,
1723; Koreng, GRUR-Prax 2017, 203, 204; Ladeur/Gostomzyk, K&R 2017, 390 ff.; Liesching in:
Spindler/Schmitz, 2018, § 1 NetzDG Rn. 22 ff.; Lüdemann, in Eifert/Gostomzyk, Netz-
werkrecht, 2018, 153, 156 ff.; Müller-Franken, AfP 2018, 1, 9; Nolte, ZUM 2017, 552, 555 ff.;
Papier, NJW 2017, 3025, 3030; Wimmers/Heymann, AfP 2017, 93, 98; s.a. Frenzel, JuS 2017,
414, 415; Guggenberger, ZRP 2017, 98, 100; Hoven/Gersdorf in: Gersdorf/Paal, BeckOK
Informations- und Medienrecht, 2019, § 1 NetzDG Rn. 9 mwN.; a.A. Eifert, in Eifert/
Gostomzyk, Netzwerkrecht, 2018, 9, 35; Schwartmann, GRUR-Prax 2017, 317.
12 Vgl. Eifert, Evaluation des NetzDG im Auftrag des BMJV, 2020, S. 51: „im Rahmen dieser
Evaluation mangels überprüfbaren Entscheidungsmaterials nicht leistbar“.
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Justiz beauftragten Monitoring-Berichte i.S.d. § 3 Abs. 5 NetzDG auf einer
unzureichend dargelegten Methodik und zu geringen Fallzahlen basieren.13
Daher fehlt es weiterhin an einer hinreichend validen Datenlage, welche im
Rahmen dieser unabhängigen Teilevaluation nicht nachgeholt werden konnte.
Überdies wird die methodische Analyse der Anwendungspraxis des
Beschwerdemanagements und der Lösch-Compliance großer Sozialer Netz-
werke dadurch erschwert, dass ein „Overblocking“ im Sinne eines „Zu-viel-
Entfernens“ strafrechtskonformer Inhalte durch die bei allen Netzwerken
dominierenden und ebenfalls als grundsätzlich rechtskonform14 angesehenen
Löschungen bei Verstößen gegen die eigenen (teils sehr weiten) Community
Richtlinien konterkariert wird. Vor diesem Hintergrund ist die These der
bußgeldgetriebenen „Flucht vor dem NetzDG in die AGB“ zwar plausibel15 und
angesichts der dargestellten Vorrangprüfung eigener Standards vor den
Straftatbeständen des § 1 Abs. 3 NetzDG auch wahrscheinlich.16 Sie lässt sich
allerdings aufgrund der geschilderten Ambivalenz gegenläufiger Prüf- und
Löschregime nach AGB und NetzDG nur schwer empirisch nachweisen.
Die vor diesem Hintergrund kaum mögliche exakte Nachweisbarkeit mit
wissenschaftlichen Methoden erlaubt jedoch noch nicht den Schluss, dass
aufgrund fehlender empirischer Untersuchung die These des Overblockings
13 Siehe hierzu II.5.d) und III.2.c).
14 Vgl. z. B. OLG Nürnberg, Urt. v. 4. 8. 2020–3 U 3641/19, GRUR-RR 2020, 543, 546 Abs. 62 ff.;
OLG Dresden NJW 2018, 3111 ff. = MMR 2018, 756, 758 Rz. 18; OLG Dresden, Urt. v. 12. 5.
2020–4 U 1523/19, MMR 2021, 64, 65 f; OLG Karlsruhe, Beschl. v. 25. 6. 2018– 15 W 86/18,
NJW 2018, 3110 f. = MMR 2018, 678 (m. Anm. Mafi-Gudarzi); OLG München NJW 2018, 3115,
3117 = MMR 2018, 753 in Bezug auf AGB-Regeln mit „objektivierbaren Kriterien“ (Hass-
rede), ebenso OLG München, Urt. v. 18. 2. 2020– 18 U 3465/19, MMR 2021, 71, 73; siehe aber
auch OLG München, Urt. v. 7. 1. 2020– 18 U 1491/19; OLG Oldenburg, Urt. v. 1. 7. 2019– 13 W
16/19, MMR 2020, 41, 42; OLG Stuttgart, Beschl. v. 6. 9. 2018–4 W 63/18, NJW-RR 2019, 35,
37 = MMR 2019, 110; OLG Schleswig, Urt. v. 26. 2. 2020–9 U 125/19; LG Frankfurt/M. v. 10. 9.
2018–2–03 O 310/18, MMR 2018, 770; siehe auch LG Frankenthal, Urt. v. 8. 9. 2020–6 O
23/20 – Verdachtslöschung, MMR 2021, 85 f. m. Anm. Zipfel; Beurskens, NJW 2018, 3418,
3420; Friehe, NJW 2020, 1697, insb. 1699 f.; Spindler, CR 2019, 238 ff.; s.a. Elsaß/Labusga/
Tichy, CR 2017, 234; a.A. LG Karlsruhe v. 12. 6. 2018– 11 O 54/18, BeckRS 2018, 20324; LG
Frankfurt/M. v. 14. 5. 2018–2–03 O 182/18, MMR 2018, 545 Rz. 14 m. Anm. Müller-Rie-
menschneider/Specht; Schwartmann/Mühlenbeck, ZRP 2020, 170.
15 Eine Plausibilität in diesem Sinne wohl auch befürwortend: Eifert, Evaluation des NetzDG
im Auftrag des BMJV, 2020, S. 53.
16 Siehe hierzu sowie zu den stark überwiegenden AGB-Löschungen im Vergleich zu
NetzDG-Sperrungen V.2.d). und V.3.a).
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„bloße Spekulation“ sei.17 Vielmehr verlangt eine seriöse rechtswissenschaft-
liche Befassung umso mehr die hilfsweise Entwicklung anderer Instrumen-
tarien und Parameter, welche als Indizien für oder gegen das Vorliegen eines
Overblockings bewertet werden können. Als solche wurden die nachfolgenden
Kriterien systematisch eruiert und wie folgt subsumiert:
· Verhältnis AGB- zu NetzDG-Löschungen18: Die drei untersuchten Sozialen
Netzwerke Facebook, YouTube und Twitter nehmen Inhaltsentfernungen
ganz überwiegend nach den vorrangig geprüften, eigenen Community-
Standards vor. Demgegenüber sind Sperrungen beschwerdegegenständli-
cher Inhalte nach dem nur subsidiär geprüften NetzDG vergleichsweise
marginal und haben kaum eine praktische Bedeutung. Die Befunde stützen
die auch im Rahmen der Juristischen Evaluation im Auftrag des BMJV für
„plausibel“ erachtete19 These eines durch das NetzDG angereizten bzw.
beförderten Ausweichens in ein vermehrtes Löschen nach – im Vergleich zu
den StGB-Tatbeständen überwiegend weiter gefassten – Community-
Richtlinien.
Für eine solche durch das NetzDG mitverursachte „Flucht“ in AGB-Lö-
schungen20 spricht zunächst, dass alle untersuchten Sozialen Netzwerke
einen klaren Prüfvorrang nach ihren eigenen Gemeinschaftsstandards selbst
für solche Inhalte implementieren, welche von Nutzer*innen über das
NetzDG-Meldeformular, also unter Bezugnahme auf die in § 1 Abs. 3
NetzDG genannten Straftatbestände eingereicht werden. Durch ein solches
Vorgehen ist wahrscheinlich, dass eine Vielzahl von AGB-entfernten
Inhalten gleichsam „abgeschöpft“ wird, welche bei einer Prüfung nach
NetzDG/StGB zumindest Zweifelsfälle begründen könnten und tiefgreifen-
dere Prüfungs- und Abwägungsvorgänge nach sich zögen.
Vor diesem Hintergrund kann davon ausgegangen werden, dass die Buß-
gelddrohungen und engen Löschfristen des NetzDG gerade dazu beigetra-
gen haben, dass Soziale Netzwerke eine gegenüber dem NetzDG vorrangige
Prüfung und Löschung nach weit gefassten AGB-Standards mit dynami-
17 So Eifert, Evaluation des NetzDG im Auftrag des BMJV, 2020, S. 54.
18 Siehe hierzu V.2.d). und V.3.a).
19 Vgl. Eifert, Evaluation des NetzDG im Auftrag des BMJV, 2020, S. 53.
20 Siehe auch Eifert, Evaluation des NetzDG im Auftrag des BMJV, 2020, S. 29: „Je höher die
Anforderungen nach dem NetzDG sind, desto größer ist der Anreiz für die Netzwerk-
anbieter, die Beschwerden in das weniger stark regulierte System der Beschwer-den nach
Gemeinschaftsstandards zu lenken“.
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schen Extensionstendenzen des Anwendungsbereichs etabliert haben.
Denn durch diese Compliance-Strategie werden Risiken der Bußgeldahn-
dung nach § 4 NetzDG aufgrund Nicht-Löschungen von Inhalten, welche
das Bundesamt für Justiz nachträglich als (straf‐)rechtswidrig einstufen
könnte, weitgehend minimiert.
· Zeitraum zwischen Beschwerdeeingang und Löschung21: Der mit ca. 80%-
95% hohe Anteil von erfolgten Löschungen/Sperrungen innerhalb von
24 Stunden kann auf der Grundlage der rechtlichen und rechtstatsächlichen
Analyse insofern als Anhaltspunkt für ein mögliches Vorliegen von Over-
blocking gedeutet werden, als hiernach die nach Einschätzung des
Gesetzgebers regelmäßig für die sorgfältige Prüfung der Rechtswidrigkeit
von Inhalten nach dem NetzDG erforderliche Zeit von 7 Tagen22 fast nicht in
Anspruch genommen wird.
· Absenz von Bußgeldverfahren nach § 4 Abs. 1 Nr. 2 NetzDG23: Es kann
davon ausgegangen werden, dass mit einem tatsächlich gegebenen Over-
blocking einhergeht, dass – entgegen der Prognose des Gesetzgebers 2017
(500 begründete Bußgeldverfahren pro Jahr)24 – nahezu keine Bußgeld-
sanktionen nach § 4 Abs. 1 Nr. 2 NetzDG wegen feststellbaren Underblo-
ckings (Nichtlöschung rechtswidriger Inhalte nach § 3 Abs. 2 Nr. 2 und 3
NetzDG) gegen Soziale Netzwerke erfolgen.25 Seitens des Bundesamts für
Justiz ist seit Inkrafttreten des NetzDG 2017 bis zum Abschluss dieses
Evaluationsberichts gegen kein Soziales Netzwerk ein Bußgeldbescheid
aufgrund § 4 Abs. 1 Nr. 2 NetzDG wegen systemischen Nicht-Löschens
rechtswidriger Inhalte erlassen worden.26
· Wirkung und Plausibilität gesetzlicher Gegenmechanismen zur Verhin-
derung von Overblocking27: Die seitens der Bundesregierung und von
21 Siehe hierzu V.2.e). und V.3.b).
22 BT-Drucks. 18/12356, S. 23; ebenso Eifert, Evaluation des NetzDG im Auftrag des BMJV,
2020, S. 52.
23 Siehe hierzu V.2.f). und V.3.c).
24 Vgl. BT-Drs. 18/12356, S. 3 f.
25 Wie dargelegt worden ist, lässt die Absenz solcher Bußgeldverfahren über einen längeren
Zeitraum hinweg die Möglichkeit des Vorliegens von Overblocking zu, sie indiziert ein
solches Overblocking aber nicht zwingend im Sinne einer erhöhten Wahrscheinlichkeit
ihres Vorliegens.
26 Vgl. Stellungnahme des BfJ zum NetzDGÄndG v. 15. 6. 2020, S. 14.
27 Siehe hierzu V.2.g). und V.3.d).
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einem Teil der Rechtsliteratur28 als regulatorische Mechanismen gegen
Overblocking angeführten Flexibilisierungen der Löschfristen nach § 3
Abs. 2 Nr. 3 a) und b) NetzDG einschließlich der Möglichkeit der Konsul-
tation einer anerkannten Einrichtung der freiwilligen Selbstkontrolle haben
in der Anwendung des NetzDG bislang keine praktische Bedeutung. Sie
können mithin keine Auswirkungen im Sinne der Verhinderung oder
Minimierung von Tendenzen des Overblockings haben.29
Die Einschränkung der Bußgelddrohung des § 4 Abs. 1 Nr. 2 NetzDG auf
„systemisches Versagen“ bei Fehlentscheidungen der Nicht-Löschung
rechtswidriger Inhalte ist nicht geeignet, Anreize bei den Normadressaten
(Soziale Netzwerke) für eine breite und schnelle Zweifelsfall-Löschung
beschwerdegegenständlicher Inhalte mit Blick auf die Vermeidung von
Bußgeldahndungen zu begrenzen.30
· Selbsteinschätzung Sozialer Netzwerke31: Alle drei befragten Sozialen
Netzwerke äußern sich in Bezug auf die engen zeitlichen Vorgaben des
NetzDG mit Blick auf eine hinreichende Strafrechtsprüfung vor allem
bezüglich der diffizilen und auslegungsbedürftigen Äußerungsdelikte kri-
tisch. Hierbei wird zum Teil deutlich eingeräumt, dass eine rechtliche
Inhaltsprüfung in kurzer Zeit nicht möglich sei, indes die nach dem NetzDG
vorgegebenen 24 Stunden zu schnellen Prüf- und Entscheidungsabläufen
zwängen. Der Video-Sharing-Dienst YouTube räumt sogar explizit ein, dass
die erheblichen Geldbußen und die engen Fristen des NetzDG einen
„starken Anreiz“ setzten, Inhalte in fast allen Fällen im Zweifel zu löschen
und der Dienst auch in der Anwendungspraxis eine umgehende Bearbei-
tung (auch in Zweifelsfällen) zur Vermeidung möglicher hoher Geldbußen
vorgezogen hat.
28 Vgl. Bericht der Bundesregierung zur NetzDG-Evaluierung, 2020, S. 22; Schwartmann,
GRUR-Prax 2017, 317, 318.
29 Siehe hierzu V.3,d)aa) und bb).
30 Siehe hierzu V.3,d)cc).
31 Siehe hierzu oben V.2.h). und V.3.e).
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4. Kursorische Gesamtbewertung des NetzDG
a) NetzDG-bedingter Ausweichdruck hin zu AGB-
Löschstrukturen
Die vorstehend skizzierten Befunde einer nur marginalen Bedeutung des
Netzwerkdurchsetzungsgesetzes in der Anwendungspraxis (hierzu oben 1.)
sowie der überwiegenden Anhaltspunkte für ein mögliches Overblocking
(hierzu oben 3.) stehen nicht zueinander in Widerspruch. Vielmehr stützen
beide Teilergebnisse die These eines durch die Restriktionen des NetzDG
(enge Löschfristen und hohe Bußgelddrohungen) verursachten verstärkten
Ausweichens der Sozialen Netzwerke in eine weit gefasste, interne AGB-
Compliance, welche den externen NetzDG-Normbefehlen vorgeschaltet wird
und diese gleichsam ins Leere laufen lässt.
Auch die von Eifert durchgeführte Evaluation im Auftrag des BMJV erkennt
dies im Ansatz, soweit dort ausgeführt wird: „Je höher die Anforderungen nach
dem NetzDG sind, desto größer ist der Anreiz für die Netzwerkanbieter, die
Beschwerden in das weniger stark regulierte System der Beschwerden nach
Gemeinschaftsstandards zu lenken“.32
Werden indes NetzDG-Beschwerden von den Sozialen Netzwerken nicht nach
den NetzDG-Straftatbeständen,33 sondern nach den eigenen, tendenziell
weiter gefassten Gemeinschaftsstandards vorrangig geprüft und entfernt, so
führt dies zum Ausschluss auch solcher nutzer*innengenerierten Inhalte von
der Zugänglichkeit, welche nach den Maßstäben des Strafrechts – auch im
Spannungsfeld der Meinungsäußerungsfreiheit – und mithin nach dem
NetzDG nicht hätten entfernt werden müssen. Dies entspricht aber weitge-
hend dem von den Wissenschaftlichen Diensten des Bundestages34 und der
herrschen Rechtsliteratur35 angenommenen „Overblocking“, zudem der durch
32 Eifert, Evaluation des NetzDG im Auftrag des BMJV, 2020, S. 29.
33 § 1 Abs. 3 NetzDG i.V.m. §§ 86, 86a, 89a, 91, 100a, 111, 126, 129 bis 129b, 130, 131, 140, 166,
184b i.V.m. 184d, 185 bis 187, 201a, 241 oder 269 StGB.
34 WD 10–3000–037/17, S. 17.
35 h.M., vgl. z. B. Feldmann, K&R 2017, 292, 295 f.; Hain/Ferreau/Brings-Wiesen, K&R 2017,
433, 435; Heidrich/Scheuch, DSRITB 2017, 305, 315 f.; Kalscheuer/Hornung, NVwZ 2017, 1721,
1723; Koreng, GRUR-Prax 2017, 203, 204; Ladeur/Gostomzyk, K&R 2017, 390 ff.; Liesching in:
Spindler/Schmitz, 2018, § 1 NetzDG Rn. 22 ff.; Lüdemann, in Eifert/Gostomzyk, Netz-
werkrecht, 2018, 153, 156 ff.; Müller-Franken, AfP 2018, 1, 9; Nolte, ZUM 2017, 552, 555 ff.;
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die NetzDG-Restriktionen verursachte Ausweichdruck faktisch anzureizen
scheint.
Hiervon zu trennen ist die Frage der Rechtskonformität von Löschungen nach
Gemeinschaftsstandards, welche über gesetzliche Verbote und Beschränkun-
gen hinausgehen. Diese wird von einem Großteil der Rechtsprechung und der
Rechtsliteratur im Grundsatz anerkannt, wenngleich auch hier zum Teil über
die Drittwirkung von Grundrechten Abwägungsgebote postuliert werden.36 Im
vorliegenden Kontext steht indes nicht die Legalität und/oder rechtspolitische
Legitimität solcher AGB-Löschungen im Vordergrund.
Vielmehr geht es vorrangig um die Fragestellung, ob das NetzDG mit buß-
geldbewehrten strengen Löschpflichten unter engen Zeitvorgaben eine Aus-
weichbewegung derart befördert, dass global agierende Soziale Netzwerke den
Prüfungen nach nationalem (Straf‐)Recht eine globale AGB-Compliance mit
tendenziell extensiven Untersagungstatbeständen im Rahmen ihrer Gemein-
schaftsstandards vorschalten und hierdurch Inhalte entfernen, welche nach
den nationalen Rechtsnormen nicht als rechtswidrig oder zumindest als
prüfintensive „Zweifelsfälle“ hätten qualifiziert werden müssen.
Diese durch die vorliegende Studie gestützte Phänomenologie entspricht
indes der bereits 2017 geäußerten Besorgnis des Präsidenten des BVerfG a.D.
Prof. Dr. Dr. h.c. Hans-Jürgen Papier, dass „es nicht verwunderlich“ sei, „wenn
sich die privaten Anbieter vorsorglich und im Zweifel für eine Löschung
entscheiden“.37 Dies ist nach den Befunden der vorliegenden Untersuchung
nicht nur für den Einzelfall, sondern in systemischer Vorsorge durch die
generelle Vorschaltung einer weiten AGB-Compliance erfolgt. Hieraus ergibt
sich freilich für Papier die Frage, „ob der Gesetzgeber des Netzwerkdurch-
setzungsgesetzes die objektive verfassungsrechtliche Wertentscheidung
zugunsten der Meinungsfreiheit im Art. 5 Abs. 1 GG hinreichend berücksich-
tigt“ habe.38
Papier, NJW 2017, 3025, 3030; Wimmers/Heymann, AfP 2017, 93, 98; s.a. Frenzel, JuS 2017,
414, 415; Guggenberger, ZRP 2017, 98, 100; Hoven/Gersdorf in: Gersdorf/Paal, BeckOK
Informations- und Medienrecht, 2019, § 1 NetzDG Rn. 9 mwN.; a. A. Eifert, in Eifert/
Gostomzyk, Netzwerkrecht, 2018, 9, 35; Schwartmann, GRUR-Prax 2017, 317.
36 Siehe Fußnote 14.
37 Vgl. Papier, NJW 2017, 3025, 3030.
38 Papier, NJW 2017, 3025, 3030.
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b) Eignung und Bestimmtheit der NetzDG-
Berichtsvorgaben
Die nach § 2 Abs. 2 NetzDG von den Sozialen Netzwerken zu veröffentli-
chenden Angaben in Halbjahresberichten sind in erster Linie auf die Prüf- und
Lösch-Compliance nach dem NetzDG ausgerichtet. Da diese aber nicht der
breiten Anwendungsrealität entspricht, nach der vielmehr Inhaltsentfernun-
gen durch zunehmend anlassunabhängige Löschungen sowie ein Beschwer-
demanagement über vom NetzDG unabhängige Meldewege umgesetzt wer-
den, kommt den Berichtsangaben nahezu keine Aussagekraft hinsichtlich
Repräsentativität und Signifikanz zu.
Dies zeigen etwa die NetzDG-Berichtsangaben von Facebook zu „eingegan-
genen Beschwerden über rechtswidrige Inhalte“ (§ 2 Abs. 2 Nr. 3 NetzDG) und
die „Anzahl der Beschwerden, die im Berichtszeitraum zur Löschung oder
Sperrung des beanstandeten Inhalts führten“ (§ 2 Abs. 2 Nr. 7 NetzDG). Nach
dem im Januar 2021 veröffentlichten Halbjahresbericht sind bei Facebook im
Zeitraum zwischen 1. Juli 2020 und 31. Dezember 2020 insgesamt „4.211
NetzDG-Beschwerden eingegangen“, in denen „insgesamt 4.401 Inhalte
genannt“ worden sind.39 Hiervon hätten 1.117 NetzDG-Beschwerden zu einer
Löschung oder Sperrung von insgesamt 1.276 Inhalten geführt.
Hingegen wird in dem NetzDG-Bericht nicht ausgeführt, dass im gleichen
Zeitraum des 2. Halbjahres 2020 allein im Bereich „Hassrede“ 49 Millionen
Inhalte von Facebook aufgrund ihrer Gemeinschaftsstandards entfernt wor-
den sind. Von den im NetzDG-Bericht angegebenen 1.276 gelöschten Inhalten
wurden überdies 87,9% schon nicht aufgrund des NetzDG,40 sondern wegen
eines angenommenen Verstoßes gegen die vorrangig geprüften, eigenen
Gemeinschaftsstandards entfernt.41 Insgesamt lediglich 154 Inhalte im
2. Halbjahr 2020 wurden „wegen eines Verstoßes gegen eine im NetzDG
aufgeführte Bestimmung des deutschen Strafgesetzbuchs in Deutschland
gesperrt“.42
Andere Berichtsangaben nach § 2 Abs. 2 NetzDG basieren überdies nicht auf
nachprüfbaren Grundlagen, sondern allein auf den Angaben der Beschwer-
39 Vgl. 2. HJB 2020, S. 4.
40 Löschungen aufgrund § 1 Abs. 3 NetzDG i.V.m. den dort genannten Straftatbeständen.
41 Vgl. 2. HJB 2020, S. 12.
42 2. HJB 2020, S. 12.
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deführer*innen. Dies betrifft etwa die Aufschlüsselung „nach Beschwerden
von Beschwerdestellen und Beschwerden von Nutzern“ (§ 2 Abs. 2 Nr. 3
NetzDG). Die Sozialen Netzwerke verweisen darauf, dass sie nicht überprüfen
können, ob die in der Meldung gemachten Angaben zur Herkunft des*der
Beschwerdeführers*in korrekt sind. Insoweit ergeben sich aus den Halbjah-
resberichten indes Hinweise, dass die Angaben in den Beschwerden in
erheblichem Umfang falsch sind. So führt etwa Twitter in ihrem im Januar
2021 veröffentlichten NetzDG-Bericht aus: „Durch eine genauere Analyse der
Beschwerden bei denen »Für eine Beschwerdestelle« ausgewählt wurde,
stellen wir fest, dass nur 0,7% dieser Meldungen von tatsächlichen
Beschwerdestellen stammen“.43
Die fehlende Signifikanz, Umfassung aller Inhaltsentfernungen, Differen-
ziertheit und Korrektheit der Berichtsangaben sowie die fehlende Vergleich-
barkeit der Angaben der jeweiligen Anbieter rührt dabei nicht in erster Linie
von einer unzulänglichen Handhabung durch die untersuchten Sozialen
Netzwerke her. Wie bereits ausgeführt worden ist (siehe oben 2.), sind die
benannten Unzulänglichkeiten eher durch eine unbestimmte und an der
Anwendungsrealität Sozialer Netzwerke zum Teil vorbeigehenden Fassung
der gesetzlichen Berichtsvorgaben nach § 2 Abs. 2 NetzDG bedingt. Abgese-
hen von den unkritischen Angaben zu „allgemeinen Anstrengungen“ (Nr. 1),
zur Beschwerdeübermittlung (Nr. 2), zu Organisation, Ausstattung und
Kompetenz (Nr. 4) sowie zu Verbandsmitgliedschaften (Nr. 5) sind vor allem
die für Prüf- und Lösch-Compliance zentralen Berichtsvorgaben (insb. Nrn. 3
und 7) nur sehr eingeschränkt geeignet, einen transparenten und umfassen-
den Überblick über die Auswirkungen des Netzwerkdurchsetzungsgesetzes
auf beschwerdebedingte Inhaltsentfernungen zu gewähren.
c) Voraussichtliche Auswirkungen der NetzDG-Novellen
Die aktuell durch ein „Gesetz zur Bekämpfung des Rechtsextremismus und der
Hasskriminalität“ (hier: GBRH)44 sowie durch ein „Gesetz zur Änderung des
Netzwerkdurchsetzungsgesetzes“ (NetzDGÄndG)45 vorgesehenen Änderungen
43 Vgl. 2. HJB 2020 Twitter, S. 18 Fn. 10.
44 Vgl. BT-Drs. 19/17741; BT-Drs. 19/20163; BT-Drs. 19/23867; BT-Drs. 19/25294; Plenarprotokoll
19/206, 2599; BR-Drs. 84/21 v. 12. 2. 2021; hierzu auch oben II.3.a).
45 BT-Drs. 19/18792; hierzu auch oben II.3.b).
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und Erweiterungen lassen die vorstehend skizzierten Befunde einer kaum
vorhandenen praktischen Bedeutung und fehlenden Regulierungseffektivität
des NetzDG voraussichtlich unberührt. Auch die ausgemachten Anhalts-
punkte für ein Overblocking im Sinne des geschilderten Ausweichens in eine
weite, vorgeschaltete AGB-Compliance werden durch die Novellierungsan-
sätze eher nicht beeinflusst.
Denn weder die nach dem GBRH in erster Linie vorgesehene Einführung einer
Meldepflicht (§ 3a NetzDG-E) i.S.d. Übermittlung bestimmter strafbarer
Inhalte und Nutzer*innenbestandsdaten an das Bundeskriminalamt noch die
nach dem NetzDGÄndG vorgesehenen Erweiterungen der Berichtspflichten,
Partikularregeln für anerkannte Selbstkontrolleinrichtungen sowie die Eta-
blierung eines Gegenvorstellungsverfahrens mit Schlichtungsstelle (§§ 3b, 3c
NetzDG-E) sind auf die Revidierung und Umkehrung des weithin vollzogenen
Ausweichens der Sozialen Netzwerke in vorgeschaltete AGB-Compliance-Lö-
sungen gerichtet.
Die Neuregelungen greifen damit überwiegend in die Leere eines bereits für
das NetzDG 2017 fehlenden praktischen Anwendungsbereichs. Dies betrifft
etwa das vorgesehene Gegenvorstellungsverfahren, das ausweislich des Ent-
wurfstextes nur für nach § 3 Abs. 2 S. 1 Nrn. 1 bis 3 NetzDG getroffene Ent-
scheidungen gelten soll, hingegen gerade nicht für die millionenfach erfol-
genden Löschungen aufgrund von Gemeinschaftsrichtlinien/AGB.46
d) Kompatibilität NetzDG – Europäischer
Regulierungsansatz
Im Kontext der vorliegenden Untersuchung lediglich kursorisch berücksichtigt
werden kann die Einbettung des regulatorischen Ansatzes des Netzwerk-
durchsetzungsgesetzes in den unionsrechtlichen Rahmen sowie die auf
Kommissionsebene intendierten Ansätze einer Neuregulierung digitaler
Dienste.
46 Vgl. ausführlicher Liesching, Stellungnahme für den Deutschen Bundestag, Ausschuss für
Recht und Verbraucherschutz, zum Entwurf eines Gesetzes zur Änderung des Netz-




Wie im Rahmen der vorliegenden Untersuchung bereits ausgeführt worden
ist,47 gilt das NetzDG nach der herrschenden Rechtsliteratur aufgrund des
Herkunftslandprinzips (Art. 3 ECRL) nicht für die marktrelevanten Sozialen
Netzwerke mit Sitz in einem anderen EU- Mitgliedstaat.48 Hierfür spricht, dass
im Gegensatz zu den Ausnahmen des Art. 3 Abs. 3 ECRL die in Abs. 4 und 5
geregelten Einschränkungen nicht generell vorgesehen sind, sondern lediglich
für behördliche Schutzmaßnahmen nach Abwägung im Einzelfall.49 Insoweit
richtet sich das NetzDG auch nicht auf einen bestimmten Dienst, wie es Art. 3
Abs. 4 ECRL indes erfordert, sondern vielmehr an alle Dienste, die Soziale
Netzwerke i.S.d. § 1 Abs. 1 NetzDG sind.50
Vor diesem Hintergrund gehen die Sozialen Netzwerke zum Teil bereits vor
einer – bislang nicht erfolgten – Entscheidung des EuGH von einer fehlenden
Rechtsverbindlichkeit für sie aus und betonen, dass sie das NetzDG derzeit
lediglich „freiwillig“ aufgrund gleichgerichteter Ziele umsetzen.51
Der von der EU-Kommission vorgeschlagene Digital Services Act (DSA) behält
in der aktuell vorgelegten Fassung indes das Herkunftslandprinzip der
E‐Commerce-Richtlinie grundsätzlich bei.52 Hintergrund des Vorhabens der
EU-Kommission ist in diesem Zusammenhang auch, die derzeitige Frag-
mentierung in nationale Regelungen durch harmonisierende, unmittelbar
geltende EU-Normen zu beenden.53 Vor diesem Hintergrund überlagert und
konterkariert der Regulierungsansatz des DSA in mehrfacher Hinsicht das
nationale Konstrukt des Netzwerkdurchsetzungsgesetzes.
47 Siehe hierzu oben II.5.f).
48 Vgl. Eifert, in: Eifert/Gostomzyk, Netzwerkrecht, 2018, S. 24; Feldmann, K&R 2017, 292, 296;
Hain/Ferreau/Brings-Wiesen, K&R 2017, 433 f.; Heidrich/Scheuch, DSRITB 2017, 305, 317;
Hoeren, Beck-Expertenblog v. 30. 3. 2017; Hoven/Gersdorf, in: Gersdorf/Paal, BeckOK
Informations- und Medienrecht, 30. Edition 2019, § 1 NetzDG Rn. 9; Liesching, MMR 2018,
26, 29; Spindler, ZUM 2017, 473, 474 ff.; ders., K&R 2017, 533, 535 f.; Wimmers/Heymann, AfP
2017, 93, 96 f.; a.A. Schwartmann/Mühlenbeck, ZRP 2020, 170, 172.
49 Eifert, in: Eifert/Gostomzyk, Netzwerkrecht, 2018, S. 24; Spindler, ZUM 2017, 474, 476 f.
50 Ausführl. Liesching, Das Herkunftslandprinzip der E-Commerce-Richtlinie und seine
Auswirkung auf die aktuelle Mediengesetzgebung in Deutschland, 2020, S. 7 ff.
51 Qualitative Befragung YouTube, S. 5 f. (Frage 4).
52 Vgl. Art. 1 Abs. 5 a) des Vorschlags für eine Verordnung des Europäischen Parlamentes
und des Rates über einen Binnenmarkt für digitale Dienste (Gesetz über digitale Dienste)
und zur Änderung der Richtlinie 2000/31/EG v. 15. 12. 2020 – COM (2020) 825 final,
nachfolgend DSA-Vorschlag; siehe aber auch Erläuterung 33 des Vorschlags.
53 Vgl. auch Papier der Wissenschaftlichen Dienste des Deutschen Bundestages, Nr. 10/20
(15. September 2020), S. 1: „derzeitige Fragmentierung der Regelungen“.
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Zum einen wird die bei den Sozialen Netzwerken immer stärker dominierende
proaktive, von Beschwerden unabhängige Entfernung nutzer*innengenerier-
ter Inhalte (z. B. durch automatische Erkennung)54 nach dem DSA-Vorschlag
etabliert.55 Hierdurch wird die schon heute vergleichsweise geringe praktische
Bedeutung beschwerdeinitiierter Inhaltsentfernungen – auch nach dem
NetzDG – voraussichtlich weiter marginalisiert.
Zum anderen sieht der DSA-Vorschlag ein gegenüber dem NetzDG anderes
System der Berücksichtigung nationaler Durchsetzungsbemühungen bei
angenommenen Rechtsverstößen vor. Dies betrifft insbesondere die in Arti-
kel 8 des DSA-Vorschlags vorgesehenen „Anordnungen zum Vorgehen gegen
einen bestimmten illegalen Inhalt“, die von den zuständigen nationalen Justiz-
oder Verwaltungsbehörden auf der Grundlage auch des geltenden nationalen
Rechts im Einklang mit dem Unionsrecht erlassen worden sind.56
e) Schlussfolgerungen
aa) Die dargestellten Untersuchungsbefunde eines weitgehend fehlenden
praktischen Anwendungsbereichs des Netzwerkdurchsetzungsgesetzes im
Bereich der Prüf- und Lösch-Compliance Sozialer Netzwerke bei der Entfer-
nung nutzer*innengenerierter Inhalte (hierzu 1.) und auch die Anhaltspunkte
für das Vorliegen von „Overblocking“ im Sinne eines Ausweichens der Netz-
werke in eine der NetzDG-Prüfung vorgeschaltete, weit gefasste AGB-Comp-
liance (hierzu 3.) indizieren die Notwendigkeit einer umfassenden Überprü-
fung des NetzDG im Hinblick auf seine Verfassungskonformität. Dies betrifft
im Wesentlichen zwei Aspekte:
· Kommt den bußgeldbewehrten gesetzlichen Pflichten des NetzDG eine nur
geringe praktische Bedeutung im Sinne der intendierten Regelungsziele zu
54 Siehe hierzu oben II.5.b).
55 Vgl. Art. 6 DSA-Vorschlag: „Anbieter von Vermittlungsdiensten kommen für die in den
Artikeln 3, 4 und 5 genannten Haftungsausschlüsse auch dann in Betracht, wenn sie auf
Eigeninitiative freiwillige Untersuchungen oder andere Tätigkeiten zur Erkennung,
Feststellung und Entfernung illegaler Inhalte oder zur Sperrung des Zugangs zu illegalen
Inhalten durchführen oder die erforderlichen Maßnahmen ergreifen, um den Anforde-
rungen des Unionsrechts und insbesondere dieser Verordnung nachzukommen“.
56 In diesem Zusammenhang sind auch die unter Erläuterung 33 des DSA-Vorschlags aus-
geführten Auswirkungen auf die Anwendung des Herkunftslandprinzips von Bedeutung.
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und gehen mit ihr gleichwohl erhebliche Umsetzungslasten für die betrof-
fenen Normadressaten einher, ergeben sich Fragestellungen im Hinblick auf
eine hinreichende Geeignetheit, Erforderlichkeit und Angemessenheit des
Gesetzes.
· Weisen die in der vorliegenden Untersuchung eruierten Kriterien eher auf
das Vorliegen eines Overblockings im Sinne eines NetzDG-forcierten Aus-
weichens der Sozialen Netzwerke in vorgeschaltete, weite AGB-Prüf- und
Löschsysteme hin, bedarf es einer Überprüfung, ob der Gesetzgeber des
Netzwerkdurchsetzungsgesetzes die objektive verfassungsrechtliche Wert-
entscheidung zugunsten der Meinungsfreiheit in Art. 5 Abs. 1 GG hinrei-
chend berücksichtigt hat.
bb) Die Raison d’Être des Netzwerkdurchsetzungsgesetzes könnte darüber
hinaus aufgrund der nur marginalen praktischen Bedeutung im Rahmen der
Compliance der marktrelevanten Sozialen Netzwerke sowie angesichts der
weithin fehlenden Kompatibilität mit dem von der EU-Kommission im
Dezember 2020 vorgestellten Regulierungsansatz des Digital Services Act auch
rechtspolitisch auf den Prüfstand gehoben werden. Hierbei wäre auch zu
berücksichtigen, dass mit einer Aufhebung des NetzDG voraussichtlich kaum
Auswirkungen – etwa im Sinne von erheblichen Defiziten bei der Rechts-
durchsetzung – auf die aktuelle Rechtsanwendungspraxis einhergingen.
Dies ist insbesondere dann anzunehmen, wenn der bereits in mehreren
Bundesländern zu beobachtende Ausbau der Kapazitäten im Bereich der
Strafverfolgung für eine zielgenauere Rechtsdurchsetzung der durch das
NetzDG einzig in den Blick genommenen Straftatbestände der §§ 86, 86a, 89a,
91, 100a, 111, 126, 129 bis 129b, 130, 131, 140, 166, 184b i.V.m. 184d, 185 bis 187, 201a,
241 oder 269 StGB fortgesetzt wird. Im Hinblick hierauf wäre ein Wegfall des
NetzDG-bedingten Ausweichdrucks hin zu einer weiten und vorgeschalteten
AGB-Compliance mit millionenfachen Inhaltsentfernungen bereits innerhalb
von 24 Stunden förderlich. Denn solche Inhalte sind nach einer sehr früh-
zeitigen Löschung aufgrund AGB-Verstoßes i. d. R. gerade keiner Strafverfol-
gung mehr zugänglich und hindern mithin eher eine effektive Durchsetzung
des Strafrechts im Sinne der Aufklärung und Verfolgung, als dass sie ihr
zuträglich sind.
Durch den Wegfall eines in der Anwendungspraxis nahezu bedeutungslosen
Netzwerkdurchsetzungsgesetzes würde auch eine frühzeitige Neuregulierung
durch den nationalen Gesetzgeber befördert, welche mit den künftig EU-weit
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verbindlichen Vorgaben des Digital Services Act besser korrespondiert und
damit eine effektive Rechtsdurchsetzung im Bereich der in Deutschland
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