The present paper describes the numerical estimation of maximum wave run-up and higher-harmonic forces on an Arctic and offshore structures using a Numerical Wave Tank (NWT) simulation technique.
Introduction
A lot of conical-shaped structures has been founded in the Arctic environment primarily because of giving rise to reduced ice loads. The Shore Protection Manual (SPM) prediction 1) or the linear wave diffraction theory 2) has been generally used to predict maximum wave run-up because the suitable deck elevation should be determined when such structures are designed. However, it is well known that both predictions overestimate the maximum wave run-up because of the assumption of structure's axisymmetry, the noconsideration of wave nonlinearities and the difficulties in handling 3D complex geometry etc.
The major difficulties associated with the nonlinear freesurface simulations around offshore structures consist in (I) the complicated nonlinear free-surface boundary conditions that have to be satisfied on the instantaneous free-surface not known a priori, (II) the various types of numerical instabilities, (III) the appropriate open-boundary conditions which implement open-sea conditions, and (IV) the large CPU time unless some approximations are used.
In this paper, a numerical wave tank (NWT) simulation technique has been developed and the numerical estimation of maximum wave run-up and higher-harmonic forces on both an Arctic and offshore structures is performed.
A finite-difference method and a modified marker-and-cell (MAC) algorithm are adopted to calculate highly nonlinear wave forces and wave run-up on an Arctic and offshore structures of arbitrary shape, and to investigate the characteristics of nonlinear wave motions and their complexity of interactions with structures. The Navier-Stokes (NS) and continuity equation are governed in the computational domain and the boundary values updated at each time step by a finite-difference time-marching scheme in the framework of rectangular coordinate system. The fullynonlinear kinematic free-surface condition is satisfied by the marker-density function technique. The incident waves are generated from the inflow boundary by prescribing a velocity profile resembling flexible flap-wavemaker motions, and the outgoing waves are numerically dissipated inside an artificial damping zone located at the end of the tank.
The results by NS-MAC NWT simulation for an Arctic structure are compared to the predictions of linear diffraction analysis, based on an integral equation method for vertical axisymmetric structures. For an offshore structure the simulated results are also compared with those of other numerical methods and measured data. 
where,
In the above equations, u=(u,v,w) is the velocity vector, p the pressure, t the time, V the gradient operator, v the kinematic viscosity for laminar flow, vs the eddy viscosity coefficient of the subgrid-scale (SGS) turbulence model, and f is the external force including the gravitational acceleration g(=9.8m/s2). The density p is assumed constant over the fluid region. The SGS turbulence model is introduced in the same manner in Ref. (2) . According to the Smagorinsky et al.'s assumption (1965) the SGS eddy viscosity vs and the turbulent kinetic energy k are derived as, respectively (5) (6) where, C1=0.1 and Co=0.094 for the present study, and A is the length scale set at A=(AxAyAz)1/3. The configuration of the interface is determined by applying the fully-nonlinear free-surface condition. At the free surface, the following fully nonlinear kinematic and dynamic conditions can be applied neglecting the viscous stress and surface tension:
Here, D is the total derivative, 77 denotes the free-surface profile, so-called the wave-height function, and z represents the vertical coordinate. Eq.(7) means that the particle on the free-surface moves with the free-surface. After determining the free-surface location, the governing Eq. (1) is integrated in the computational domain. The condition cannot be used for strongly interacting free-surface motions, such as overturning or broken waves. To overcome this limitation, the following marker-density function equation is used in the present method instead of (7): (9) (10) The interface location K." " is the same as the wave height function 77 in Eq. (7) unless overturning and breaking waves are considered. Thus, Eq. (9) is more general and solved for the movement of fluid interface. After determining the freesurface location, the governing Eq. (1) is integrated in the computational domain.
Algorithm and Differencing Scheme
The solution algorithms are similar to the NS-MAC NWT 3) and the TUMMAC method 4.5) in which the velocity and pressure points are defined in a staggered manner in the framework of a rectangular coordinate system. In the timemarching process, the distribution of marker-density function is calculated from Eq.(9) and the new pressure field is determined by iteratively solving the following Poisson equation: (11) (12) where, Pp/p, and coo is the relaxation factor set at a value smaller than unity. The superscript n denotes the time level and m the iteration level. The b term includes both diffusion and convection terms and is called the source term. The velocity field is updated through the NS Eq. (1) and the boundary values of the velocities are then set at the new location of the interface. The NS Eq. (1) is hyperbolic equations to be solved as an initial-value problem, while the Poisson Eq. (11) is an elliptic equation to be solved as a boundary-value problem. Eq. (1) is solved by time-marching and at every time step Eq. (12) is solved by an iterative procedure. The computation is repeated until the number of time steps reaches the predetermined final value.
The finite-difference scheme for the convective terms must be carefully chosen, since it often renders decisive influences on the results. In the present simulation, for the convective term a flux-split method such like a third-order TVD scheme with variable mesh size is employed in space so that variable mesh system can be used for all three directions. The secondorder Adams-Bashforth method is used for the timedifferencing. On the other hand, a second-order central differencing scheme is employed for the diffusive terms. For the finite-difference approximation of the markerdensity function Eq.(9), the second-order Adams-Bashforth method is used for the time-differencing. For the space differencing of Eq.(9), the flux-split method, which is like the 3rd-order TVD scheme, is used. The dynamic free-surface condition of Eq. (8) is implemented by the so-called "irregular star" technique 6) in the solution process of the Poisson equation for the pressure. The pressure at the free-surface is determined by extrapolating with zero gradient in a direction approximately normal to the free surface and taking into consideration the static pressure difference in the vertical direction due to gravity. Similarly, velocities are extrapolated at the interface with approximately no normal gradient. This treatment is in gross accord with the viscous tangential condition at the free surface.
Other Boundary Conditions
No-slip body boundary condition is imposed on the body surface. Since the Cartesian grid system is used for the flow around a 3D body of complex geometry, a special treatment of a porosity function is employed on the body surface, as detailed in Ref. (7) . The local surface of the body is represented by the porosity that indicates the rigid portion of the boundary cell and by the unit vector normal to the body surface.
At the inflow boundary of 3D rectangular computational domain, a numerical wavemaker is established by prescribing the inflow velocities based on the water particle velocities of the linear wave (or Stokes second-order wave), which is like a flexible flap wavemaker. The pressure and the values of marker-density function are extrapolated with zero-normalgradient condition in the horizontal direction.
The side-wall boundary is assumed to be a free-slip rigid wall as: (13) where, E represents the velocity components, the pressure, or the values of marker-density function and n means normal direction.
At the top and bottom boundaries of the computational domain, zero-normal-gradient boundary conditions are given for the velocity and the hydrostatic pressure is given assuming that the vertical distances from the interface are sufficiently large in comparison with the wave height of interest i.e.
where Psi, is the static pressure at the bottom surface. Fig.1 shows the schematic view of an Arctic structure with octagonal shape in horizontal plane. It is designed for an Arctic Offshore oil drilling island and installed on a square base of 100x100(m2) at seabed. To minimize the wave energy the caisson has been designed with edged-projection under the water surface. The caisson diameter, D(=2r), is 100(m), the caisson height, h, 20(m), the neck diameter, Dn(=21".), 60(m), the cone angle 37 degrees, and draft, d, 35(m). As the design wave condition the height, 110(=2a), and period, T, of maximum wave are given in 15(m) and 12.5(sec), respectively. For calculation, the equal spacing cell sizes, dx=iy=D125(m), in the horizontal are used, and in the vertical 4z=H/24 is used. The sufficiently small time increment T/2200(sec) is used for this computation. tested. Fig.2 shows the time history of weather-side wave run-up (top) and hydrodynamic forces and overturning moment with respect to the center of bottom (middle), and reference wave elevation near inflow boundary (bottom). Here, the nondimensionalized values of wave run-up, forces and moment are made by using a, pgr2a, and pgr3a, respectively. In the simulations it can be seen that the highly-nonlinear hydrodynamic forces and overturning moment are obtained, in which the negative vertical force is due to the slope of structure in the region where the wave motion is active.
Computational Results and Discussions

Nonlinear Hydrodynamics on an Arctic Structure
To quantitatively observe the nonlinear contributions, a series of higher-harmonics of horizontal and vertical forces, and overturning moment are generated by a FFT algorithm, and the results are illustrated in Fig.3 . The second-and higher-harmonic components are indicated considerably relative to the first-harmonics, and it means that the wave hydrodynamic motions around the octagonal-shaped structure include highly nonlinear features.
The predicted result for weather side wave run-up by the NS-MAC NWT simulation is plotted in Fig.4 , in which the relative run-up, R/H0, is plotted against the wave steepness coefficient, HolgT2. In the figure, the SPM method is predicted to the wave overtopping on a conical structure and the linear diffraction analysis is based on an integral equation method for vertical axisymmetric structures. The details for model test and the SPM run-up predictions are given in Ref. (9) . From the Fig.4 , it seems that the NS-MAC NWT prediction agrees well with the model test data under the given wave condition, while the linear diffraction analysis estimate slightly high and closer to the conventional SPM curves with impermeable slope. (The graph originally is a quotation from Ref. (9)). 
Nonlinear Waves around an Offshore Structure
In Figures 6-8 , the NS-MAC NWT simulations with a stationary vertical truncated cylinder (radius r=23cm, draft d=1.34m) are compared with the Mercier and Niedzwecki's experiments conducted in the OTRC 3D wave basin (50m-33m-6m) located at Texas A&M University. The wave basin is equipped with a 48-segment hydraulically driven flap-type wavemaker. The computations with five wave periods T=0.87, 1.00, 1.20, 1.40 & 2.00(sec) are performed while keeping the wave steepness E=Ho/gT2=0.0075 (or Ho/L=1/21) constant for each case. The range of Reynolds number is about The first-harmonic results show that the simulations by NS-MAC NWT agree well with DBIEM simulations, and the fully-nonlinear NWT results correlate better with experiments than the second-order diffraction results. As for the secondharmonic components, the agreement between NS-MAC NWT simulations and measurements is still reasonable, while the results of the second-order diffraction computation tend to deviate significantly from the measured values especially in short waves. We also see reasonable agreement for the thirdharmonic components between the experimental values and the prediction by NWT simulations except for the location (c) and the case of shortest wave. The discrepancy between the measured, NS-MAC NWT, and DBIEM NWT results can be attributed to different wave generating mechanism and viscous effects. It is also mentioned in Mercier and Niedzwecki 11) that the wave amplitude for the shortest wave was too small and the resulting experimental data may not be reliable. At any rate, the overall agreement of the second-and third-order components between the measurements and NWT simulations is reasonably good despite the fact that the magnitudes of those higher-harmonic components are very small. From these comparisons, it is seen that the fullynonlinear simulations by the potential or viscous NWTs give more reliable results for the diffracted wave field around a three-dimensional body than the second-order diffraction theory.
We next compare the horizontal forces and the pitch moments with respect to the center of waterplane obtained by three different computational methods. The results are for T=l s.
where the forces and moments given in Table  2 
Concluding Remarks
The numerical estimation of maximum wave run-up and higher-harmonic forces on an Arctic and offshore structures are performed using a finite-difference method. The results by NS-MAC NWT simulation for an Arctic structure are compared to the predictions of linear diffraction analysis, based on an integral equation method for vertical axisymmetric structures. For an offshore structure the simulated results are also compared with those of other numerical methods and measured data. It is noted that the present method can reliably predict the nonlinear free-surface elevation, and wave forces including the higher-harmonic components.
