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ABSTRACT 
Let A be a fully indecomposable n X n matrix with nonnegative integer entries. 
Then the permanent of A is bounded above by 1 + min{ ll( ci - l), n( r, - 1))) where ci 
and r, are the column and row sums of A. The inequality results from a bound on the 
number of disjoint cycle unions in an associated multigraph. This bound can improve 
via contractions. 
0. INTRODUCTION AND BACKGROUND 
The permanent per(A) of a square (0,l) matrix A counts the number of 
nonzero transversals of A. Our interest in this number is originally computa- 
tional: if A is the zero-nonzero pattern of a large sparse matrix M, then a 
choice of nonzero transversal influences the complexity of the solution of a 
system of linear equations with matrix M [6,9,11]. In particular, it can 
dramatically change the size of a minimal feedback vertex set for that system 
[5,14]. Accordingly our focus is on (0,l) matrices, although our methods and 
results apply naturally to nonnegative integer matrices as well, and we 
present our proofs for the general case. 
We can associate with A a family of (directed) graphs, namely all the 
graphs whose adjacency matrices are given by A or by some image PAQ of A 
after permuting rows and columns. We require self-loops in our graphs 
wherever there are ones on the diagonal of the corresponding matrix. Any 
nonzero transversal (NZT) in A corresponds to a spanning disjoint cycle union 
or DCU (possibly containing self-loops) in each graph of our family. 
It is well known (see [lo] for references) that the reduction of A to block 
triangular form can be achieved by (1) choosing an NZT, (2) permuting (say) 
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columns of A to AQ to put this NZT on the diagonal, and (3) topologically 
sorting the vertices of G(AQ) ( rows and columns of AQ) to get PAQPt in 
block triangular form. Since after step (2) the matrix has a nonzero diagonal, 
the corresponding graph is self-loop complete. The classical result of [7] 
assures us that the same blocks of A [strong components of G(AQ)] result, 
regardless of the permutation Q which we use, provided only that AQ has a 
nonzero diagonal, or at the graph level, that G(AQ) is self-loop complete. 
Below we will see another good reason for restricting our attention to the 
graphs G(AQ) h h w ic are self-loop complete. Singling out a transversal in A 
and moving it to the diagonal is similar to choosing a coordinate system. 
Moving NZTs to the diagonal gives “nice” coordinate systems, and working 
with these enables us to get the crucial counting fact, Lemma 1.6. 
Henceforward, we assume that A is fully indecomposable. We associate 
with A the family of strongly connected self-loop complete multigraphs 
G(AQ) such that AQ has nonzero diagonal, These graphs are in correspon- 
dence with the NZTs of A. We call the family of such multigraphs the 
fundamental graphs of A. 
Given a fundamental graph G in our family, the number of spanning 
DCUs equals per(A). Similarly the number of (not necessarily spanning) 
DCUs in the associated self-loop reduced graph G, equals per(A) - 1. In 
order to count such DCUs we are led to consider spanning concentrating 
networks (SCNs), roughly those spanning subgraphs of G, in which every 
vertex has outdegree equal to one. 
Bounding the number of these SCNs is easy and leads to the main 
theorem of the paper: 
per(A)<l+min{n(ri-l),n(ci-l)}, 
where ri and ci are the row and column sums of A. 
For (0,l) matrices our result is typically, though not always, weaker than 
the Mine-Bregman bound [1,13], nri!(‘/“l). Our bound applies, however, to 
general nonnegative integer entries, some of which result in a natural way 
from (0,l) matrices by a contraction operation. Because our bound only 
improves when these operations are properly chosen, our bound can improve 
on the Mint-Bregman bound even for (0,l) matrices. Our bound is never 
weaker, and usually stronger, than the bound of Foregger [B] in the nonnega- 
tive integer case. 
1. BASICS: NZT’S, DCU’S, AND FUNDAMENTAL MULTIGRAPHS 
Throughout the paper A denotes a fully indecomposable n X n matrix 
with nonnegative integer entries. 
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All of our results hinge on a full use of the matrix-graph correspondence. 
We begin by establishing the graph theoretical setting, along with the 
intuitive matrix interpretations. Precise definitions in matrix terms will follow. 
By a graph we mean a finite directed graph without multiple edges, but 
possibly with single self-loops. Thus our graphs correspond naturally to (0,l) 
matrices. A self-loop free graph is then a directed graph in the usual sense. 
More generally, by a multigraph we mean a graph in which two vertices may 
be joined by any number of directed edges and in which there may be any 
number of self-loops at any vertex. Multigraphs correspond to nonnegative 
integer matrices. A self--loop complete multigraph is a multigraph with 
self-loops at every vertex, corresponding to a matrix with nonzero diagonal. If 
G is a multigraph, then the associated self-loop reduced multigraph G, is the 
multigraph obtained from G by removing exactly one self-loop from any 
vertex having self-loops. In matrix terms one would have A, = max{ A - Z,O}. 
The underlying graph Gg results from G by reducing all multiplicities to 1. 
The corresponding A, is the sparsity matrix of A. In the graph or multigraph 
setting, the indegree id(v) is the number of edges (counting multiplicity) WV 
with w distinct from 0; the outdegree ad(u) is the number of edges VW with 
w distinct from v; the self-degree sd(v) is the number of self-loops at v. 
We now make precise the correspondence to matrices. 
Given a multigraph G and an ordering vi,. . . ,v, of its vertices, the 
adjacency matrix A(G) = A = ( ai j) is defined according to the convention 
aij = the number of edges from vi to vi. Thus for example a,, = sd(vi). 
Conversely, given A, G = G(A) denotes the multigraph on vi,. . . ,v, for 
which A = A(G). Note that A(G,) is the (0,l) sparsity matrix associated with 
A. FuIly indecomposable matrices A are characterized by having strongly 
connected multigraphs G(AQ) for all permutation matrices Q. 
The column sum ci of A = Cjaji is then odC(A)(vi)+sdC(A)(vi). Similarly 
the row sum ri = Cjaij is ido(A)(vi)+sdC(A)(vi). 
A subgraph H of a graph G or a submultigraph H of a multigraph G 
denotes a subset of the vertices of G together with a subset of the edges on 
those vertices. A spanning submultigraph is one containing all the vertices. 
Note that G’ is isomorphic to a spanning submultigraph of G if and only if 
A(G’) < A(G). 
A cycle C in a multigraph G is a simple directed path connecting 
uc>v i,“.,Vk, k>l, in which v,,..., vk_ i are distinct and v. = vk. Self-loops 
are cycles. A disjoint cycle union or DCU is a graph whose topologically 
connected components are cycles. A DCU in a graph or multigraph G is a 
subgraph of G which is a DCU. Denote by DCU(G) the set of DCUs in G 
and by SDCU(G) the set of spanning DCUs in G. 
A DCU of G corresponds naturally to a DCU of G,. Given DCUs Z and 
Z’ of the multigraph G, we say Z and Z’ are equivalent if they correspond to 
the same DCU of G,. Thus Z and Z’ differ only in making alternate choices 
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among multiple edges, and their simple cycles yield the same subsets of the 
vertices of G traversed in the same circular order. In particular, at the matrix 
level, 2 and Z’ make the same choices of entries in the sparsity matrix A(G), 
of A(G). Note that if G is a gruph, then equivalent cycles are equal. 
A rwnzero transuersal or NZT of A is a collection of n nonzero entries of A 
which meets each row and column. 
We begin by establishing a connection between NZTs of A and spanning 
DCUs of G(A). Let T be an NZT of A. We identify T with the n X n 
matrix obtained from A by replacing all elements not in T with zero. G(T) 
then specifies naturally a submultigraph of G(A). Associate with T the (0,l) 
matrix M(T) with l’s along T and O’s everywhere else; i.e., M(T) is the 
sparsity matrix of T. 
LEMMA 1.1. M(T) is the matrix of a permutation. G(M(T)) is a DCU 
and is isomorphic to the graph G(T), underlying the multigraph G(T). 
LEMMA 1.2. In the above setting, let the elements of T be aPti), i, whe-re p 
is a permutation of { 1,. . ,, n}. Then the subgraph G(T) of G(A) contains 
aactly na,(ij,i Sp anning DC& of G(A), and these are all equivalent and 
isomorphic to G( M( T)). 
LEMMA 1.3. Let Z be any spanning DCU of G(A). Then Z is naturally 
isomorphic to G(M(T)) for some transversal T of A. Thus Z corresponds to a 
permutation matrix M(T) < A. 
Lemmas 1.2 and 1.3 lead immediately to the following. 
LEMMA 1.4. There is a bijection between NZTs of A and equivalence 
classes of spanning DCUs in G(A). 
By lemmas 1.4 and 1.2 we then have immediately the underlying reason 
for using the matrix-graph correspondence to study permanents. 
LEMMA 1.5. per(A) = ISDCU(G(A))(. 
We now consider the family of multigraphs corresponding to the matrices 
AQ, for permutation matrices Q. Call the multigraph G = G(AQ) a funda- 
mental multigraph of A if AQ has nonzero diagonal. A fundamental multi- 
graph is self-loop complete. The corresponding self-loop reduced multigraph 
G, we call a fundamental reduced multigraph of A. In much of this paper we 
will be frequently moving back and forth between G and G,. 
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By Lemma 1.5 we can bound per(A) by bounding ISDCU(G)I for any 
fundamental multigraph G of A. It turns out that we get some leverage by 
counting and bounding IDCU(G,)I instead, a strategy we can get away with 
because of the following lemma. 
LEMMA 1.6. Let G be a fundamental multigraph of A. Then ISDCU(G)I 
= 1+ IDCU(G,)I. 
Proof. Call the self-loops deleted from G to make G, the deleted 
self-loops. Any DCU Z of G, may be completed to a spanning DCU of G by 
adding deleted self-loops at vertices not in Z. In fact all spanning DCUs of G 
except the one consisting entirely of the deleted self-loops are obtained by 
extending some (not necessarily spanning) DCU of G,. W 
Finally, combining Lemmas 1.6 and 1.5, we obtain the main result of this 
section. 
THEOREM 1.7. Let A be a filly indecomposable matrix with nonnegative 
integer entries, let G be a fundamental multigraph of A, and let G, be the 
associated self-loop reduced multigraph. Then per(A) = IDCU(G,)J + 1. 
2. A BOUND ON THE PERMANENT 
In this section we employ a simple counting argument to bound (DCU( H)I 
for any strongly connected multigraph H. In conjunction with Theorem 1.7, 
this yields our bound on the permanent of A. 
A brunch point v in a multigraph H is a vertex with od,(v)+sd,(v) > 1. 
DCUs have no branch points. In fact we exploit this feature by counting 
subgraphs without branch points to bound IDCU( H )I. Accordingly we define 
a concentrating network or CN to be a graph H in which od,( v)+sd,(v) = 1 
for every vertex v of H. 
LEMMA 2.1. Let H be a CN. Then each vertex v in H has a unique 
successor w = succ(v) such that VW is an edge in H. 
Note that v = succ(v) is possible. 
LEMMA 2.2. Let H be a concentrating network, and let C,, C, be distinct 
cycles in H. Then C, and C, are disjoint. 
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Proof. If C, and C, share a vertex 0, then since they are cycles, they 
must each contain an edge leaving o. Since there is only one such edge, they 
must both contain succ( u) and the unique edge joining o to succ(v) in H. 
Repeating these successions, one finds C, = C,. n 
The unique successor property also yields the following. 
LEMMA 2.3. Each vertex in a CAJ can reach exactly one cycle. 
Proof. Starting at v, we compute succ(v). repeatedly until we reach a 
previously visited vertex. This last vertex and its successors constitute a cycle. 
n 
The above lemmas give the following characterization of CNs in a 
multigraph. 
LEMMA 2.4. The multigraph H is a CN if and only if (1) every topologi- 
tally connected compo.nent T of H contains exactly one cycle C(T) pnd (2) 
the quotient, T/C(T) obtained by identifying C(T) with a point v(T) (the 
“condensation graph” of T) is a directed tree in which every point has a 
unique directed path to v(T). 
The spanning concentrating networks or SCNs of a multigraph H are 
those subgratihs of H which are CNs containing every point of H. Our 
counting arguments depend on the association between SCNs and DCUs of 
H. The basic.lemmas follow. 
LEMMA 2.5. (SCN(H)( = lI[sd&v)+od,(v)]. 
Proof. SCNs result from choosing an outward bound edge or self-loop at 
each vertex. The choices are independent, and the number of choices at v is 
sd,(u)+od,(v). n 
Let H be a CN, and let Z be the disjoint union of all cycles of H. We call 
Z the core of H. 
LEMMA 2.6. Given any DCU Z in the multigraph H, there is an SCN 
having Z as its core. 
Proof. Let Hi, i >/ 0, denote all points in H a distance i from Z. H, = Z. 
To extend Z to an SCN we must choose for each v not in Z exactly one edge 
vf(v). Let xi‘: Hi --, Hi_l, i >, 1, be any function such that v is connected to 
A(v) for all v in Hi. Then the spanning subgraph of H containing the edges of 
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2 and some edge from u to x(u) for all u in Hi, i > 1, is an SCN. It contains 
no cycles other than those of Z, since for 0 < i < j none of its edges connect 
points of Hi to points of Hi. n 
LEMMA 2.7. Let H be a strongly connected multigraph. Then ]DCU(H)] 
< ]SCN(H)I. 
Proof. The function associating to each SCN its core is onto the set of 
DCUs of H by Lemma 2.4. n 
For any multigraph H the transposed multigraph H* results from H by 
reversing all the edges of H. The following lemma is obvious, but it allows us 
to get results for rows and columns of our underlying matrix simultaneously. 
LEMMA 2.8. Let H be a strongly connected multigraph. Then DCU( H) = 
DCU( H*). 
THEOREM 2.9. Let H be a strongly connected graph. Then ]DCU( H)I G 
min{lJ[sd(u)+od(u)],lJ[sd(u)+id(u)]}. 
Proof. Combine Lemmas 2.5,2.7, and 2.8. W 
Our main result now follows by an application of Theorems 1.7 and 2.9. 
COROLLARY 2.10. Let A be a fully indecomposable matrix with rwnnega- 
tive integer entries. Then 
per(A)<l+min{ll(ci-l),ll(7;-l)}, 
where ri and ci are the i th row and column sums of A. 
Proof Apply Theorem 2.9 to the self-loop reduced graph G, of any 
fundamental graph G of A. n 
3. REDUCTIONS, IMPROVEMENTS, AND COMPARISONS 
In this section we first investigate some reduction techniques that can lead 
to a rapid calculation of a tighter bound for per(A) than 1 + min{ll( c, - l), 
lJ.( ri - l)}. 
Let H be strongly connected and let ad,(u) = 1. Then u contributes 
nothing essential to cycles other than self-loops at u, so we should be able to 
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remove u without disturbing ]SDCU(H)] too much. Denoting the unique 
successor of v by w, the removal process would simply replace subpaths xvw 
by XW. Similar observations apply when idH(v) = 1. To formalize this re- 
moval, we must require that ]SDCU(H)] not change at all, bearing in mind 
the possibility of multiple self-loops at v. Accordingly we simply mirror the 
Laplace expansion along an appropriate row or column of A. 
Thus let A be an n X n nonnegative integer matrix, and suppose row i has 
exactly two nonzero entries, ai, r and a,, S. The contraction on row i replaces A 
with the (n - 1) X (n - 1) matrix obtained by replacing columns T and s with 
the linear combination a i, s X (column r ) + ai, I X (column s) and then deleting 
row i. Similarly we define the contraction on column j. If the two nonzero 
entries are both l’s, we call the contraction a (0,l) contraction. There is a 
natural graphical interpretation when one of the nonzero entries is on the 
diagonal, with a row contraction corresponding to removing a point with a 
unique predecessor in the associated multigraph. One must be careful when 
there are multiple self-loops, however. 
Contractions are a standard tool, since they preserve important properties 
of matrices and associated graphs, are easy to carry out, and provide an 
operationally useful induction step in various settings [2,8,12]. In particular a 
fully indecomposable matrix A remains fully indecomposable after contraction 
because the fundamental graphs of A remain strongly connected. 
Clearly contractions preserve the permanent. Of course one could define 
such contractions regardless of the number of nonzero row entries. Then since 
a contraction would always be possible, repeated application of them would 
eventually lead to a 1 x 1 matrix containing per(A). Such a technique confers 
no advantage in general, however; it is an exponential process similar in 
complexity to computing per(A) from its definition. 
We introduce contractions because of their beneficial interaction with our 
row or column bounds. Note that the graph setting has been swept away here 
-we do not have to concern ourselves about which associated multigraph, 
fundamental or not, is appropriate to the computation. 
PROPOSITION 3.1. Let A be an n X n matrix with nonnegative integer 
entries. Let row i contain exactly two nonzero elements, a,,, and ai,S. Then 
contracting on row i does not worsen the column bound 1 + TI(c, - 1). It 
improves it unless one of a,,, and ai,S is 1, and also one of ~,.--a~,, and 
c, - ai,S is 1. 
Proof. Denote c, - a,,7 by R, c, - ai,S by S, a,,, by p, and ai,S by u. We 
have 
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Our bound after contracting is [II, + I, s (ck - l)](pS + oR - 1). Thus we must 
show (S + u - l)( R + p - 1) B (pS + oR - l), or equivalently, (R - l)( S - 1) 
+( p - l)(o - 1) 3 0. The latter holds because p, u, R, and S are integers > 0. 
The statement about equality is now also clear. n 
A row contraction can increase the row sum bound 1 +n(r, - 1) (see 
Example 3.5). It follows that it may not help much to mix row and column 
contractions. (0,l) contractions can, however, be freely mixed. 
PROPOSITION 3.2. Let column j have exactly two nonzero entries, a,,i 
and as3 i, which are both 1. Then contracting on column j does not change the 
column bound. 
Proof. cj - 1= 1, so n(c, - 1) = IIk _+ j( cj - 1). After contraction ck be- 
comesC~+(a,j-l)a,,~+(a,,j-l)a,,,=ck. n 
We now proceed to a comparison of the Mint-Bregman, the Foregger, and 
our bounds, which we call the row and column bounds. 
Our bounds restricted to (0,l) matrices overlap the Mint-Bregman bound 
[l, 131 nri!(‘/rl), but ~!i/~ > r - 1 only for r = 2. In particular, if all row and 
column sums are > 2, our bound is worse, whereas if many such sums are 2, 
then our bound is better. Even when there are few such columns, for 
example, (0,l) contractions can remove them, leading out of the realm of 
(0,l) matrices (where the Mine-Bregman bound no longer works), and 
simultaneously improving our row bound to what may be below the original 
Mint-Bregman bound. (See Example 3.6.) Our bound is of course easier to 
compute, even including a few contractions. 
We now show that our bound is never worse than the bound 1+ 2sCA)P2n 
of [2,8]. 
PROPOSITION 3.3. Let A be a fully indecomposable nonnegative n x n 
integer matrix. Then 
n ( ri - 1) < 2s(A)-2”, 
where s(A) is the sum of the entries of A. Equality occurs if and only if all 
ri < 3. A similar statement holds for the column sums. 
proof* ,y(*)-2n = n2(~2). 1 n any fully indecomposable matrix, 1; > 2 for 
all i. Thus it suffices to observe that T - 1~ 2’-2 for all r > 2, and T - 1 < 2’-2 
for ah T > 4. The last statement in the proposition holds because the Foregger 
inequality is symmetric in rows and columns. n 
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The cases where our column [row] bound equals 1 +2s(A)-2n correspond 
to those matrices A having a fundamental reduced strongly connected muhi- 
graph with sd(v)+od(u)< 2 [sd(v)+id(v)< 21 for all V. 
Foregger’s bound is unaffected by (0,l) contractions, but unlike ours, it 
can never improve under more general contractions. 
PROPOSITION 3.4. Let A be an n x n matrix with nonnegative integer 
entries. Let row i contain exactly two nonzero elements, a,,, and a,,$. Then 
contracting on row i does not improve the Foregger bound 1 + 2s(A)-n. Zt 
worsens it unless one of a,,, and c, - a,,$ is 1 and one of ai,S and c, - a,,, 
is 1. 
Proof. Using notation as in the proof of Proposition 3.1, after contraction 
s(A) becomes s(A) - (p + a)+(p - 1)s +(u - 1)R - 2(n - 1). To show this 
is greater or equal to s(A) - 2n is equivalent to showing (p - l)( S - 1) + (u - 
l)(R - 1) > 0. Again this follows because p, u, R, and S are integers > 1. The 
equality statement is clear. n 
We now illustrate the relationships among the various bounds and their 
behavior under contraction. 
EXAMPLE 3.5. Column contractions can increase the column bound. 
Thus let 
[ 
1 1 2 
A= 11  1 0, 1 2 
and contract on the third column. We get 
B= l 1 
[ 1 4 4’ 
The column bound has increased from 13 to 17. The row bound has improved 
from 10 to 8 [ = per(A)]. 
EXAMPLE 3.6. Our bounds can overtake the Ryser bound after contrac- 
tion. For example let 
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Then per(A) = 4, the Mine-Bregman bound is - 4.7, the Foregger bound is 
5, and the row and column bounds are 5. Now contract on the third column. 
We get 
BE 2 2 
[ 1 1 1’ 
with the Mine-Bregman bound inapplicable, and the row bound now 4. 
EIXAMPLE 3.7. The Foregger bound can get worse while ours improves. 
Let 
and contract on the third column. We get 
B= ’ l 
[ 1 2 4’ 
The Foregger bound has gone from 9 to 17, while our row bound has 
improved from 7 to 6 [ = per(A)]. 
EXAMPLE 3.8. Row and column bounds can differ exponentially. For 
example, given the matrix 
A= 
1 1 
a2 1 
(Ys 1 1 
a4 1 1 
@-II 1’ 1 
per(A) = 1 + Ci + rai = 1 + n(cj - l), while 1 + II( ri - 1) = 1 + asni + r,s( ai + 
1). 
Matrices for which our bound is achieved with equality correspond to a 
class of multigraphs with a rich and interesting structure. We discuss this 
structure and the corresponding matrix forms in the sequel to this paper [4]. 
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