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CLASSIFICATION OF SIMPLE STRONG
HARISH-CHANDRA W (m,n)-MODULES
YULY BILLIG, VYACHESLAV FUTORNY, KENJI IOHARA,
AND IRYNA KASHUBA
Abstract. We classify all simple cuspidal strong Harish-Chandra
modules for the Lie superalgebra W (m,n). We show that every
such module is either strongly cuspidal or a module of the highest
weight type. We construct tensor modules for W (m,n), which are
parametrized by simple finite-dimensional gl(m,n)-modules and
show that every simple strongly cuspidalW (m,n)-module is a quo-
tient of a tensor module. Finally, we realize modules of the highest
weight type as simple quotients of the generalized Verma modules
induced from tensor modules for W (m− 1, n).
1. Introduction
Consider a commutative algebra of Laurent polynomials Rm =
C[t±11 , . . . , t
±1
m ] and a supercommutative Grassmann (exterior) algebra
Λ = Λ(ξ1, . . . , ξn) with odd generators ξ1, . . . , ξn. We set A to be the
commutative superalgebra Rm ⊗ Λ. Our main object of study in this
paper is the Lie superalgebra V = W (m,n) of derivations of A. We
consider a category of Harish-Chandra modules over W (m,n), which
are weight modules with finite weight multiplicities and its subcategory
of strong Harish-Chandra modules with finite multiplicities of weight
subspaces with respect to the part of the Cartan subalgebra corre-
sponding to even variables. The strong Harish-Chandra modules are
exactly the Harish-Chandra modules in the sense of [12], where the
case of the superconformal Lie superalgebra W (1, n) was studied for
n ≥ 2. Previously, the case of the Lie algebra of vector fields on the
torus W (m) was settled in [6].
Crucial information about supports of simple strong Harish-Chandra
modules for W (m,n) may be obtained from the work of Volodymyr
Mazorchuk and Kaiming Zhao [12]. Even though [12] only treats Lie
algebra W (m), the results of that paper apply in super setting as well.
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We focus on important class of cuspidal strong Harish-Chandra mod-
ules, whose weight multiplicities are uniformly bounded. The key ob-
jects in this class are tensor modules which generalize tensor density
modules, also known as the intermediate series modules, for the Lie
algebra of vector fields on a torus [14], [11], [6].
Tensor modules belong to the subcategory of AV-modules, they are
parametrized by finite-dimensional simple gl(m,n)-modules and their
supports λ + Zm, λ ∈ Cm. For any gl(m,n)-module V , the tensor
module T (V, λ) = A ⊗ V comes with the following action of V =
W (m,n):
(tsfdj)t
r ⊗ gv =(rj + λj)t
r+sfg ⊗ v
+
m∑
i=1
sit
r+sf ⊗ eijgv +
n∑
α=1
tr+s(f)∗∂α ⊗ eαjgv,
(tsf∂β)t
r ⊗ gv =tr+sf
∂g
∂ξβ
⊗ v
+
m∑
i=1
sit
r+sf ⊗ eiβgv +
n∑
α=1
tr+s(f)∗∂α ⊗ eαβgv.
Tensor modules T (V, λ) exhaust all simple weight modules of finite
rank in the category of AV-modules and provide a classification of
simple cuspidal strong Harish-Chandra modules over W (m,n).
We also consider a subalgebraW (m,n)⋉Ad0 ⊂W (m+1, n) and de-
fine a tensor module for this subalgebra as a tensor module forW (m,n)
on which fd0 acts as multiplication by λ0f , f ∈ A.
We formulate our main result
Theorem 1. Let m,n be non-negative integers. Every simple strong
Harish-Chandra W (m+ 1, n)-module is either
(1) a quotient of a tensor module T (V, λ), corresponding to a simple
finite-dimensional gl(m+ 1, n)-module V and λ ∈ Cm+1, or
(2) a module of a highest weight type L(T )θ, twisted by an automor-
phism θ ∈ GLm+1(Z), where T is a simple quotient of a tensor
module for W (m,n)⋉Ad0.
The paper has the following structure: we discuss Harish-Chandra
modules in Section 2 and their supports in Section 3. In Section 4
we consider the category of weight AV-modules of a finite rank and
exhibit the structure of tensor modules - simple objects in this category.
We study simple strongly cuspidal W (m,n)-modules in Section 5 and
simple modules of the highest weight type in Section 6.
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2. Definitions and Notations
Lie superalgebra W (m,n) may be written as a free A-module in the
following way:
m⊕
i=1
Adi ⊕
n⊕
α=1
A∂α,
where di = ti
∂
∂ti
and ∂α =
∂
∂ξα
. We will use roman letters to index
variables t1, . . . , tm and greek letters to index ξ1, . . . , ξn. We will be
using multi-index notation, tr = tr11 × . . . t
rm
m , for r ∈ Z
m. We also set
|r| = |r1|+ . . .+ |rm|.
In addition to the usual derivation ∂α of Λ, satisfying ∂α(ξαξ
p) =
ξp when pα = 0, we will also use a right derivation
∗∂α, satisfying
(ξpξα)
∗∂α = ξ
p when pα = 0. We will write the symbol
∗∂α on the
right, in order to satisfy the usual sign conventions of superalgebras.
This right derivation has the following properties:
(fg)∗∂α = f(g)
∗∂α + (−1)
g(f)∗∂αg,
(f)∗∂α = (−1)
f+1∂α(f).
Throughout the paper we will denote by f the parity of f .
We will consider a chain of Lie superalgebras W (m,n) ⊂ W (m,n)⋉
Ad0 ⊂ W (m + 1, n) = Der(C[t
±1
0 ] ⊗ A) where d0 = t0
∂
∂t0
. We will
be using symbol V to denote one of these three algebras. It will be
convenient to state some of our results in the context of W (m,n),
while others in the setting of W (m + 1, n). Lie superalgebra V has
a Cartan subalgebra h = h′ ⊕ h′′, where h′ = Span{d1, . . . , dm} for
V = W (m,n) and h′ = Span{d0, d1, . . . , dm} for V = W (m,n) ⋉ Ad0
or V = W (m+ 1, n), h′′ = Span{ξ1∂1, . . . , ξn∂n}.
Definition 2. A V-module M is called a Harish-Chandra module if
it has a weight decomposition with respect to h with finite-dimensional
weight spaces.
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Definition 3. A Harish-Chandra module M is called strong if it has
finite-dimensional weight spaces with respect to h′.
For example, the adjoint module for V is a strong Harish-Chandra
module. Note that strong Harish-Chandra modules coincide with Harish-
Chandra modules in the sense of [12].
One immediately gets the following result.
Lemma 4. Suppose M is a simple strong Harish-Chandra V-module.
Then the action of h′′ on M is diagonalizable and M is a Harish-
Chandra module.
Proof. Since M has a weight space decomposition with respect to h′
with finite-dimensional weight spaces, the statement follows from the
simplicity of M . 
3. Supports of strong Harish-Chandra modules
Cuspidal modules form an important subcategory of the Harish-
Chandra modules.
Definition 5. A V-module M is called cuspidal (resp. strongly cuspi-
dal) if M is a Harish-Chandra (resp. strong Harish-Chandra) module
whose dimensions of weight spaces relative to h (resp. h′) are uniformly
bounded.
We define support suppM of a strong Harish-Chandra V-module M
as a set of weights λ ∈ h′∗ such that Mλ 6= 0.
Let us choose a basis {ǫi} in h
′∗, dual to the basis {di} of h
′, with
weights ǫi defined by ǫi(dj) = δij. We embed in h
′∗ integral lattice
Z
dim h′ spanned by {ǫi}.
If a V-module M is indecomposable then its support lies in a single
coset λ+ Zdim h
′
, λ ∈ h′.
Let us discuss twisting of a module by an automorphism of a Lie
algebra. If M is a V-module and θ is an automorphism of V then we
can construct another V-module Mθ with a new action of V on the
same space x.m = θ(x)m, for x ∈ V, m ∈M .
The algebra of Laurent polynomials Rm+1 = C[t
±1
0 , t
±1
1 , . . . , t
±1
m ] is
isomorphic to the group algebra C[Zm+1]. The action of GLm+1(Z) on
Z
m+1 extends to the action on Rm+1 by θ(t
s) = tθ(s), θ ∈ GLm+1(Z),
s ∈ Zm+1.
This action also induces the action of GLm+1(Z) on Der(Rm+1) =
W (m+1, n) by θ(η)(f) = θ(η(θ−1(f))) for η ∈ W (m+1, n), f ∈ Rm+1.
The action of θ on h′ induces action on h′∗, which is given by the
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transpose of the inverse matrix θ−1
T
in basis {ǫi}. IfM is aW (m+1, n)-
module and θ ∈ GLm+1(Z) then suppM
θ = θ−1
T
(supp(M)).
Mazorchuk-Zhao [12] described supports of simple Harish-Chandra
W (m, 0)-modules. Their proofs literally apply to strong Harish-Chandra
W (m,n)-modules yielding the following result:
Theorem 6. ([12], Theorem 1) Let M be a simple strong Harish-
Chandra W (m+ 1, n)-module. Then either
(1) M is a strongly cuspidal module, or
(2) there exists θ ∈ GLm+1(Z) and λ ∈ suppM
θ such that
supp(Mθ) ⊂ λ+ Z+ǫ0 + Zǫ1 + . . .+ Zǫm
and the subspace
⊕
µ∈λ+Zǫ1+...+Zǫm
(Mθ)µ
is a simple cuspidal W (m,n)⋉Rmd0-module.
We will call a W (m+ 1, n)-module M a module of a highest weight
type if it satisfies condition (2) of the above theorem.
In the subsequent sections we will first study simple strongly cuspidal
modules and then use their structure to get a description of simple
modules of the highest weight type.
4. AV-modules of a finite type
We begin in a general setting. Let A be an arbitrary commutative
unital superalgebra and V be a Lie superalgebra. We assume that V is
an A-module and V acts on A by derivations, and the following relation
holds:
[fη, gτ ] = fη(g)τ − (−1)(f+η)(g+τ)gτ(f)η + (−1)ηgfg[η, τ ].
A prototypical example of this setting is when V is the algebra of
derivations of A. The foundations of the theory we discuss in this
section were laid by Rinehart [15].
Definition 7. An AV-module M is a vector space with actions of a
unital commutative superalgebra A and a Lie superalgebra V, which are
compatible via the Leibniz rule:
η(fm) = η(f)m+ (−1)ηff(ηm), f ∈ A, η ∈ V, m ∈M.
Equivalently, AV-module structure may be expressed via the smash
product A#U(V). View U(V) as a Hopf algebra with a coproduct ∆,
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∆(u) =
∑
u(1) ⊗ u(2). The smash product A#U(V) is the associative
algebra structure on vector space A⊗ U(V) with the product
(f ⊗ u)(g ⊗ v) =
∑
(−1)u(2)gfu(1)(g)⊗ u(2)v.
Then AV-module structure is equivalent to the action of the asso-
ciative algebra A#U(V).
Definition 8. The algebra of differential operators D(A,V) is the quo-
tient of A#U(V) by the ideal generated by the elements f#η − 1#fη,
f ∈ A, η ∈ V.
The following Lemma follows immediately from the definition:
Lemma 9. The subspace A#V = A ⊗ V ⊂ A#U(V) is a Lie subsu-
peralgebra with the Lie bracket
[f ⊗ η, g⊗ τ ] = fη(g)⊗ τ − (−1)(f+η)(g+τ)gτ(f)⊗ η+(−1)ηgfg⊗ [η, τ ].
Lemma 10. Let A = Rm ⊗ Λ and V = W (m,n). Let M be an AV-
module with a weight decomposition relative to h′. Then M is finitely
generated over A if and only if it is a strong Harish-Chandra module.
Proof. Without loss of generality we may assume that M is indecom-
posable. Since A is finitely generated over Rm, being finitely generated
over A is equivalent to being finitely generated over Rm. Consider
weight decomposition of M relative to h′:
M = ⊕
µ∈h′∗
Mµ.
Note that tsξrMµ ⊂ Mµ+s, t
sξrdiMµ ⊂ Mµ+s, t
sξr∂αMµ ⊂ Mµ+s.
We view elements of Zm as linear functionals on h′ via s(di) = si for
1 ≤ i ≤ m. Since M is indecomposable, its support consists of a
single coset λ + Zm. Suppose that M is finitely generated as an Rm-
module. We may assume that all generators are weight vectors. Since
monomials ts ∈ Rm act bijectively and transitively on the set of weight
spaces, we may further assume that all generators belong to the same
weight space U = Mλ. Then M = A ⊗Λ U ∼= Rm ⊗ U and we see
that being finitely generated over Rm is equivalent to being a strong
Harish-Chandra module. 
For the rest of this section we will assume that V = W (m,n) or
V = W (m,n) ⋉Ad0. we will be proving many results simultaneously
for both of these algebras. When considering the case V = W (m,n), all
statements containing expressions with a subscript 0, e.g., d0, should
be ignored. Throughout the section index i will be assumed to run
from 1 to m, and index α from 1 to n.
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Let us assume thatM is a simple strong Harish-ChandraAV-module.
From the proof of the previous Lemma we see thatM ∼= A⊗ΛU , where
U = Mλ with λ ∈ h
′∗, dimU <∞. Without loss of generality we may
assume that λ 6= 0. Note that U is a module over Λ with a weight
decomposition with respect to h′′.
Lie superalgebra A#V has a Cartan subalgebra 1 ⊗ h. The action
of 1⊗ h′ induces a Zm-grading on A#V, let us denote by (A#V)0 the
homogeneous component of degree zero, which is a Lie subsuperalgebra.
Lie superalgebra (A#V)0 is spanned by the following elements:
fDi(g, r) = t
−rf ⊗ trgdi, f∆α(g, r) = t
−rf ⊗ trg∂α, and fD0(g, r) =
t−rf ⊗ trgd0, where f, g ∈ Λ, r ∈ Z
m.
In the following Proposition, we record Lie brackets for the genera-
tors of (A#V)0 as Λ-module. The proof is a straightforward calcula-
tion, and we omit it.
Proposition 11. Elements Di(f, r), ∆α(f, r), D0(f, r) ∈ (A#V)0,
satisfy the following commutator relations:
[Di(f, r), Dj(g, s)] =siDj(fg, r + s)− sifDj(g, s)
− rjDi(fg, r + s) + (−1)
fgrjgDi(f, r),
(1)
[Di(f, r),∆α(g, s)] =si∆α(fg, r + s)− sif∆α(g, s)
− (−1)f+gDi(∂α(f)g, r + s),
(2)
[∆α(f, r),∆β(g, s)] = ∆β(f∂α(g), r + s)− (−1)
f+1∆α(∂β(f)g, r + s),
(3)
(4) [Di(f, r), D0(g, s)] = siD0(fg, r + s)− sifD0(g, s),
(5) [∆α(f, r), D0(g, s)] = D0(f∂α(g), r + s),
(6) [D0(f, r), D0(g, s)] = 0.
We have actions of a commutative superalgebra Λ and a Lie super-
algebra (A#V)0 on a finite-dimensional space U = Mλ, which satisfy
the following compatibility properties:
η(fu) =η(f)u+ (−1)ηff(ηu),(7)
f(ηu) =(fη)u,(8)
for η ∈ (A#V)0, f ∈ Λ, u ∈ U . This means that U admits the action
of the algebra of differential operators D(Λ, (A#V)0).
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Proposition 12. The action of A#U(V) on M may be recovered from
the joint actions of Λ, (A#V)0 on U :
trfdi(t
s ⊗ u) =trdi(t
s)⊗ fu+ tr+s ⊗Di(f, r)u
trf∂α(t
s ⊗ u) =tr+s ⊗∆α(f, r)u,
trfd0(t
s ⊗ u) =tr+s ⊗D0(f, r)u
Proof. This follows immediately from the definition of (A#V)0 and
from AV-module structure on M . 
We get an obvious corollary:
Corollary 13. M = A⊗Λ U is an irreducible AV-module if and only
if U is an irreducible D(Λ, (A#V)0)-module.
Remark 14. It is not difficult to show that we have in fact an isomor-
phism of associative algebras:
(9) A#U(V) ∼= A⊗
Λ
D(Λ, (A#V)0).
Here the algebra on the right is the quotient of A#U((A#V)0) by the
ideal generated by af#x − a#fx, with a ∈ A, x ∈ (A#V)0, f ∈ Λ.
Isomorphism (9) allows us to interpret M = A⊗Λ U as an A#U(V)-
module induced from D(Λ, (A#V)0)-module U .
Since U is a weight space for V, we also have
Di(1, 0)|U = λiIdU , D0(1, 0)|U = λ0IdU .
Theorem 15. Let U be a finite-dimensional (A#V)0-module. Then
the action of (A#V)0 is polynomial, i.e.,
Di(f, r) =
∑
k∈Zm+
rk
k!
di(f, k − ǫi),(10)
∆α(f, r) =
∑
k∈Zm+
rk
k!
∂α(f, k),(11)
D0(f, r) =
∑
k∈Zm+
rk
k!
d0(f, k),(12)
where di(f, k), ∂α(f, k), d0(f, k) ∈ EndU with di(f, k) = 0, ∂α(f, k) = 0,
d0(f, k) = 0 for k ≫ 0.
We use a shift by ǫi in the definition of di(f, k) in order to exhibit
a natural Zm-grading on a new Lie superalgebra that will be defined
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Proof. By Theorem 3.1 in [4], for i = 1, . . . , m, the action of {Di(1, s)}
on U is polynomial in s. Using Proposition 17, we compute:
[Di(1, s), Di(f, 0)] = −siDi(f, s) + sifDi(1, s).
Since the left hand side and the last summand of the right hand side
are polynomial in s, we conclude that siDi(f, s) is polynomial in s.
Next,
[Di(1, s− ǫi), Di(f, ǫi)] =2Di(f, s)−Di(f, ǫi)
− siDi(f, s) + (si − 1)fDi(1, s− ǫi).
In the above equality, all terms except Di(f, s) are known to be poly-
nomial, hence Di(f, s) is a polynomial in s.
From
[Di(1, s− ǫi),∆α(f, ǫi)] = ∆α(f, s)−∆α(f, ǫi),
we conclude that ∆α(f, s) is also a polynomial in s.
In case when V = W (m,n)⋉Ad0, we also need to establish polyno-
miality of D0(f, s). This follows from the equality
[∆α(f, s), D0(ξa, 0)] = D0(f, s).

Theorem 16. Operators di(f, k), ∂α(f, k), and d0(f, k) acting on U
satisfy the following commutator relations:
(13) [di(f,−ǫi), dj(g,−ǫj)] = 0,
[di(f,−ǫi), dj(g, k)] =(ki + δij)dj(fg, k − ǫi)(14)
− (ki + δij)fdj(g, k − ǫi), for k 6= −ǫj ,
[di(f, ℓ), dj(g, k)] =kidj(fg, ℓ+ k)(15)
− ℓjdi(fg, ℓ+ k), for ℓ 6= −ǫi, k 6= −ǫj ,
[di(f,−ǫi), ∂α(g, k)] =ki∂α(fg, k − ǫi)− kif∂α(g, k − ǫi)(16)
− (−1)f+gdi(∂α(f)g, k − ǫi),
[di(f, ℓ), ∂α(g, k)] =ki∂α(fg, ℓ+ k)(17)
− (−1)f+gdi(∂α(f)g, ℓ+ k), for ℓ 6= −ǫi,
[∂α(f, ℓ), ∂β(g, k)] =∂β(f∂α(g), ℓ+ k)(18)
− (−1)f+1∂α(∂β(f)g, ℓ+ k),
[di(f,−ǫi), d0(g, k)] = kid0(fg, k − ǫi)− kifd0(g, k − ǫi)(19)
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[di(f, ℓ), d0(g, k)] = kid0(fg, ℓ+ k), for ℓ 6= −ǫi(20)
[∂α(f, ℓ), d0(g, k)] = d0(f∂α(g), ℓ+ k),(21)
[d0(f, ℓ), d0(g, k)] = 0,(22)
(23) [∂α(f, 0), g] = f∂α(g),
(24) [∂α(f, k), g] = 0, for k 6= 0,
(25) [di(f, k), g] = 0, [d0(f, k), g] = 0.
Proof. Let us derive relations (13)-(15). We take polynomial expan-
sions of (1):
∑
p∈Zm+
sp
p!
di(f, p− ǫi),
∑
q∈Zm+
rq
q!
dj(g, q − ǫj)


= ri
∑
l∈Zm+
(r + s)l
l!
dj(fg, l− ǫj)− ri
∑
l∈Zm+
rl
l!
fdj(g, l− ǫj)
− sj
∑
l∈Zm+
(r + s)l
l!
di(fg, l− ǫj) + (−1)
fgsj
∑
l∈Zm+
sl
l!
gdi(f, l − ǫi).
Two polynomials in 2m variables that have equal values on Z2m+ must
be equal as polynomials, which allows us to equate their coefficients.
Equating the terms with s0r0 we immediately get (13). Extracting
terms with s0rq with q 6= 0 we get
1
q!
[di(f,−ǫi),dj(g, q − ǫj)]
=
1
(q − ǫi)!
dj(fg, q − ǫi − ǫj)−
1
(q − ǫi)!
fdj(g, q − ǫi − ǫj).
Multiplying both sides by q! and setting k = q− ǫj , we obtain (14). In
the same way, equating the terms with sprq where p, q 6= 0, we establish
(15). Derivation of the remaining relations of Theorem 16 is analogous,
and we omit these calculations. 
Denote by L Lie superalgebra with basis
{ξrdi(ξ
s, k − ǫi), ξ
rd0(ξ
s, k), ξr∂α(ξ
s, k)}
where r, s ∈ {0, 1}n, k ∈ Zm+ , 1 ≤ i ≤ m, 1 ≤ α ≤ n} and Lie brackets
defined by (13)-(25). In fact, L may be defined as a jet Lie superalgebra
corresponding to (A#V)0 (see [5] for the general construction of the
jet Lie algebra).
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Note that elements {di(1,−ǫi), d0(1, 0), } are central in L.
Lie algebra L has a Cartan subalgebra
H = Span{di(1, 0), ∂α(ξα, 0), d0(1, 0)}
which is diagonalizable in the adjoint representation:
[di(1, 0), ξ
rdj(1,−ǫj)] =0,
[∂α(ξα, 0), ξ
rdj(1,−ǫj)] =rαξ
rdj(1,−ǫj),
[di(1, 0), ξ
sdj(ξ
r,−ǫj)− ξ
sξrdj(1,−ǫj)] =− δij (ξ
sdj(ξ
r,−ǫj)− ξ
sξrdj(1,−ǫj)) ,
[∂α(ξα, 0), ξ
sdj(ξ
r,−ǫj)− ξ
sξrdj(1,−ǫj)] =(sα + rα) (ξ
sdj(ξ
r,−ǫj)− ξ
sξrdj(1,−ǫj)) ,
[di(1, 0), ξ
rdj(ξ
s, k)] =kiξ
rdj(ξ
s, k) for k 6= −ǫj ,
[∂α(ξα, 0), ξ
rdj(ξ
s, k)] =(rα + sα)ξ
rdj(ξ
s, k), for k 6= −ǫj ,
[di(1, 0), ξ
r∂β(ξ
s, k)] =kiξ
r∂β(ξ
s, k),
[∂α(ξα, 0), ξ
r∂β(ξ
s, k)] =(rα + sα − δαβ)ξ
r∂β(ξ
s, k),
[di(1, 0), ξ
rd0(ξ
s, k)] =kiξ
rd0(ξ
s, k),
[∂α(ξα, 0), ξ
rd0(ξ
s, k)] =(rα + sα)ξ
rd0(ξ
s, k),
and d0(1, 0) is central.
Example. Consider AV-module M = W (m,n) with the adjoint
action of W (m,n), natural left multiplication action of A, and in case
when V = W (m,n)⋉Ad0, we define the action of ad0 as left multipli-
cation by λ0a, a ∈ A, where λ0 is some fixed scalar, λ0 ∈ C. Let us fix
r ∈ Zm and take as U the corresponding root space:
U =
m∑
i=1
trΛdi ⊕
n∑
α=1
trΛ∂α.
We see that U is a free Λ-module of rank m + n. Let us compute the
action of (A#V)0 on U :
Di(f, s)t
rgdj =t
−s[tsfdi, t
rgdj] = rit
rfgdj − sjt
tfgdi,
Di(f, s)t
rg∂β =rit
rfg∂β − (−1)
f+gtr∂β(f)gdi,
∆α(f, s)t
rgdj =t
rf∂α(g)dj − (−1)
gsjt
rfg∂α,
∆α(f, s)t
rg∂β =t
rf∂α(g)∂β + (−1)
f tr∂β(f)g∂α,
D0(f, s)t
rgdj =λ0t
rfgdj,
D0(f, s)t
rg∂β =λ0t
rfg∂β.
Taking formal expansions (10)-(12) ofDi(f, s), ∆α(f, s), andD0(f, s)
in powers of s and comparing them with the right hand sides of the
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above equalities, we derive the action on U of Lie superalgebra L:
di(f,−ǫi)t
rgdj =rit
rfgdj,
di(f,−ǫi)t
rg∂α =rit
rfg∂α − (−1)
f+gtr∂β(f)gdi,
di(f, ǫa − ǫi)t
rgdj =− δajt
rfgdi,
di(f, ǫa − ǫi)t
rg∂α =0,
di(f, k − ǫi) =0 for |k| > 1,
∂α(f, 0)t
rgdj =t
rf∂α(g)dj,
∂α(f, 0)t
rg∂β =t
rf∂α(g)∂β + (−1)
f tr∂(f)g∂α,
∂α(f, ǫa)t
rgdj =− δaj(−1)
gtrfg∂α,
∂α(f, ǫa)t
rg∂β =0,
∂α(f, k) =0 for |k| > 1,
d0(f, 0)t
rgdj =λ0t
rfgdj,
d0(f, 0)t
rg∂α =λ0t
rfg∂α,
d0(f, k) =0 for |k| > 0.
Denote by Jr,λ0 the kernel in L of this representation. To make
this ideal independent of r and λ0, we set J = ∩
r∈Zm,λ0∈C
Jr,λ0. Next
Proposition is an immediate consequence of the above formulas:
Proposition 17. (i) The quotient Lie superalgebra L/J is a free Λ-
module with generators
{di(1,−ǫi), di(ξβ,−ǫi), di(1, ǫj−ǫi), ∂α(1, 0), ∂α(ξβ, 0), ∂α(1, ǫj), d0(1, 0)}
with i, j = 1, . . . , m, α, β = 1, . . . , n.
(ii) The following relations determine L/J as a Λ-module:
di(f, k − ǫi) = 0, ∂α(f, k) = 0 for |k| > 1,
di(f, ǫj − ǫi) = fdi(1, ǫj − ǫi),
∂α(f, ǫj) = f∂α(1, ǫj),
di(f,−ǫi) = fdi(1,−ǫi) +
n∑
β=1
(f)∗∂β (di(ξβ,−ǫi)− ξβdi(1,−ǫi)) ,
∂α(f, 0) = f∂α(1, 0) +
n∑
β=1
(f)∗∂β (∂α(ξβ, 0)− ξβ∂α(1, 0)) ,
d0(f, k) = 0 for |k| > 0,
d0(f, 0) = fd0(1, 0).
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Theorem 18. Ideal J is in the kernel of any finite-dimensional simple
L-module.
Proof. Let U be a finite-dimensional simple L-module. Consider the
following elements of the Cartan subalgebra of L:
I ′ =
m∑
i=1
di(1, 0), I
′′ =
m∑
α=1
∂α(ξα, 0), I = I
′ + I ′′.
Each of these elements defines a Z-grading on L, and each of these
gradings starts at −1.
Applying Lemma 3.4 from [4], to Z-grading induced by I ′, we see
that for some N a proper ideal containing
{fdi(g, k), f∂α(g, k), fd0(g, k) | |k| > N}
vanishes in U . The quotient by this ideal is a finite-dimensional Lie
algebra, which acts on U , and we can now apply the following result:
Lemma 19. ([8], Lemma 1). Let g be a finite-dimensional Lie super-
algebra and let n be a solvable ideal of g. Let a be an even subalgebra
of g such that n is a completely reducible ad(a)-module with no trivial
summand. Then n acts trivially in any irreducible finite-dimensional
g-module U .
From Proposition 17 we can see that ad(I) acts on J in a diagonal
way with positive integer eigenvalues. This implies that the image of
J in the finite-dimensional quotient of L is nilpotent and by previous
Lemma, J vanishes in every simple finite-dimensional L-module module
U . 
The following Proposition may be shown by a direct computation
using Proposition 17 and Theorem 16.
Proposition 20. As a Λ-module, L/J is generated by three supercom-
muting subalgebras:
(1) Central ideal spanned by {di(1,−ǫi), d0(1, 0)},
(2) Abelian subalgebra spanned by {∂α(1, 0)},
(3) A subalgebra isomorphic to gl(m,n) and spanned by the following
elements:
eij = dj(1, ǫi − ǫj),
eαβ = ∂β(ξα, 0)− ξα∂β(1, 0),
eiβ = ∂β(1, ǫi),
eαj = dj(ξα,−ǫj)− ξαdj(1,−ǫj).
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Theorem 21. Let U be a simple finite-dimensional module for D(Λ,L).
Assume that operators {di(1,−ǫi)} act on U as scalars λiIdU with
λ 6= 0, and d0(1, 0) acts on U as λ0IdU .
Then there exists a finite-dimensional irreducible gl(m,n)-module
(V, ρ) such that U ∼= Λ ⊗ V . The action of L integrates to the ac-
tion of (A#V)0 on Λ⊗ V in the following way:
Dj(f, s) = λjf ⊗ IdV +
m∑
i=1
sif ⊗ ρ(eij) +
n∑
α=1
(f)∗∂α ⊗ ρ(eαj),
∆β(f, s) = f
∂
∂ξβ
⊗ IdV +
m∑
i=1
sif ⊗ ρ(eiβ) +
n∑
α=1
(f)∗∂α ⊗ ρ(eαβ),
D0(f, s) = λ0f ⊗ IdV .
Proof. Since elements fdi(1,−ǫi) ∈ L act on U as multiplication by
λif and λi 6= 0 for some i, we see that Λ-action is encoded in the
action of L. Hence U is an irreducible finite-dimensional L-module.
By Theorem 18 it is a simple L/J-module.
We are going to show that subalgebras spanned by {fdi(1,−ǫi)} and
{∂α(1, 0)} define a structure of a free Λ-module on U , with fdi(1,−ǫi)
acting as multiplications by λif and ∂α(1, 0) acting as
∂
∂ξα
.
Let V be the joint kernel of {∂α(1, 0)}. It is easy to see that this
subspace is non-zero. Indeed, we can start with any non-zero vector
in U and act repeatedly by elements {∂α(1, 0)}. Since these operators
anticommute and ∂α(1, 0)
2 = 0, we will end up with a non-zero vector
in V . Since {∂α(1, 0)} commute with the gl(m,n) subalgebra in L, V
admits a structure of a gl(m,n)-module.
Set Vp = ξ
pV . By (23) we have
[∂α(1, 0), ξ
p] = ∂α(ξ
p).
The standard differentiation argument shows that such subspaces form
a direct sum:
⊕
p∈{0,1}n
Vp ∼= Λ⊗ V.
This direct sum is invariant under L/J , hence it coincides with U .
If V ′ is a gl(m,n)-submodule in V then Λ⊗V ′ is an L/J-submodule
in U . Hence V must be irreducible as a gl(m,n)-module. It is also easy
to see that the converse holds as well: if V is irreducible as a gl(m,n)-
module then U = Λ ⊗ V is irreducible as an L/J-module. Indeed,
starting with an arbitrary non-zero vector in U we can apply a sequence
of operators {∂α(1, 0)} to get a non-zero vector in V . Then using
gl(m,n) action we can get all of V , and finally acting with elements
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{fdi(1,−ǫi)} we can generate U . This shows that any non-zero vector
in U generates U , hence U is an irreducible L/J-module.
Using expansions (10), (11) and combining our results about the
action of L on U we obtain the last claim of the Theorem. 
Now we can obtain a description of simple weight AV-modules of a
finite rank, recovering the action of V from the action of (A#V)0 by
applying Proposition 12.
Theorem 22. Let V = W (m,n), A = Rm ⊗ Λ. Every simple weight
AV-module of a finite rank is a tensor module. Such modules are
parametrized by finite-dimensional simple gl(m,n)-modules V and their
supports λ+ Zm. A tensor module is a tensor product
A⊗ V
with the following action of V = W (m,n):
(tsfdj)t
rgv =(rj + λj)t
r+sfgv
+
m∑
i=1
sit
r+sfρ(eij)gv +
n∑
α=1
tr+s(f)∗∂αρ(eαj)gv,
(tsf∂β)t
rgv =tr+sf
∂g
∂ξβ
v
+
m∑
i=1
sit
r+sfρ(eiβ)gv +
n∑
α=1
tr+s(f)∗∂αρ(eαβ)gv.
We also get an analogous statement for W (m,n)⋉Ad0.
Theorem 23. Let V = W (m,n) ⋉ Ad0, A = Rm ⊗ Λ. Every simple
weight AV-moduleM of a finite rank is a tensor module forW (m,n) as
described in Theorem 22, M = A⊗V , with Ad0 acting by multiplication
on the left tensor factor:
(tsfd0)t
rgv = λ0t
r+sfgv
for some scalar λ0 ∈ C.
We will refer to modules described in Theorem 23 as tensor AV-
modules for V = W (m,n)⋉Ad0.
Theorem 24. Let V = W (m,n) or V = W (m,n) ⋉ Ad0 and A =
Rm ⊗ Λ. A category of weight AV-modules of a finite rank supported
on λ+Zm and d0 acting as multiplication by λ0 is equivalent to the cat-
egory of finite-dimensional D(Λ,L)-modules with the central elements
{di(1,−ǫi)} acting as multiplications by λi and {d0(1, 0)} acting as
multiplications by λ0.
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Given such a D(Λ,L)-module U , the corresponding AV-module is
M = Rm ⊗ U with the action of V = W (m,n) given as follows:
(tsfdj)t
ru =rjt
r+sfu+
∑
k∈Zm+
sk
k!
tr+sρ(dj(f, k − ǫj))u,
(tsf∂β)t
ru =
∑
k∈Zm+
sk
k!
tr+sρ(∂β(f, k))u,
(tsfd0)t
ru =λ0t
r+sfu.
For every finite-dimensional L-module U the sums in the right hand
sides of the above formulas are finite.
5. Cuspidal W (m,n)-modules
The goal of this section is to prove the following:
Theorem 25. Every non-trivial simple cuspidal strong Harish-Chandra
module for V = W (m,n) or V = W (m,n)⋉Ad0 is a quotient of a ten-
sor AV-module.
In order to prove this result, we construct a functor from the category
of V-modules to the category of AV-modules, preserving the property
of being (strongly) cuspidal. We will be following the ideas developed
in [6].
We begin with the coinduction functor. For a V-moduleM , the coin-
duced AV-module is the space Hom(A,M) with the AV-action defined
in Lemma 26 below. Note that Hom(A,M) is a Z2-graded space with
Hom0(A,M) consisting of parity-preserving maps, and Hom1(A,M)
consisting of parity-reversing maps.
Lemma 26. Let M be a V-module. Then
(a) Hom(A,M) is an AV-module with the action defined as follows:
(fϕ)(g) =(−1)fϕϕ(fg),
(ηϕ)(g) =ηϕ(g)− (−1)ηϕϕ(η(g)),
where ϕ ∈ Hom(A,M), η ∈ V, f, g ∈ A.
(b) There exists a V-module homomorphism π : Hom(A,M)→ M ,
defined by π(ϕ) = ϕ(1).
The proof given in Proposition 4.3 in [6], generalizes to super setting
in a straightforward way.
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The coinduced module is too big for our purposes, it is not even a
weight module. It does have a maximal weight submodule⊕
β∈h∗
Hom(A,M)β,
where
Hom(A,M)β = {ϕ ∈ Hom(A,M) | ∀α ∈ h
∗ ϕ(Aα) ⊂Mα+β} .
Still, this weight submodule is also too big – it is not cuspidal when
M is. To remedy this situation we define the AV-cover M̂ of a V-
module as a subspace in Hom(A,M):
M̂ = Span{ψ(τ,m) | τ ∈ V, m ∈M},
where ψ(τ,m) is defined as
ψ(τ,m)g = (−1)(τ+m)g(gτ)m.
Again, a generalization of the argument of Proposition 4.5 in [6] to
super setting, shows that M̂ is a weight AV-module.
The map M̂ →M , ψ(τ,m) 7→ τm, is a homomorphism of V-modules
with the image VM .
Theorem 27. If M is a cuspidal (resp. strongly cuspidal) V-module
then M̂ is a cuspidal (resp. strongly cuspidal) AV-module.
The proof of this theorem is based on the following
Proposition 28. For any cuspidal V-module M there exists N ∈ N
such that for all p, q ∈ Zm, r ∈ {0, 1}n, i, j = 1, . . . , m, α = 1, . . . , n,
the following elements of U(V) annihilate M :
N∑
a=0
(−1)a
(
N
a
)
(tptai ξ
rdj)(t
q−a
i di),(26)
N∑
a=0
(−1)a
(
N
a
)
(tptai ξ
r∂α)(t
q−a
i di),(27)
N∑
a=0
(−1)a
(
N
a
)
(tptai ξ
rd0)(t
q−a
i di).(28)
Proof. We begin by establishing (26) with i = j. Consider a subalgebra
in V spanned by elements tki di, k ∈ Z. This subalgebra is isomorphic
to Witt algebra W (1). With respect to the action of this subalgebra,
M decomposes into a direct sum of cuspidal W (1)-modules whose di-
mensions of weight spaces (with respect to di) have the same bound
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over all direct summands. By Corollary 3.4 in [6], there exists ℓ ∈ N
such that for all p, q ∈ Z the following elements of U(W (1)) annihilate
M :
Ω(ℓ)p,q =
ℓ∑
a=0
(−1)a
(
ℓ
a
)
(tp+ai di)(t
q−a
i di).
Let s ∈ Zm and r ∈ {0, 1}n. Then Γ(s, p, q) = [tsξrdi,Ω
(ℓ)
p,q] also annihi-
lates M . We have
Γ(s, p, q) =
ℓ∑
a=0
(−1)a
(
ℓ
a
)
(p+ a− si)(t
stp+ai ξ
rdi)(t
q−a
i di)
+
ℓ∑
a=0
(−1)a
(
ℓ
a
)
(q − a− si)(t
p+a
i di)(t
stq−ai ξ
rdi).
Consider expression
Φ(s, p, q) = Γ(s+ 2ǫi, p, q − 2)− 2Γ(s+ ǫi, p, q − 1) + Γ(s, p, q),
which also annihilates M . In this expression the second parts of Γ’s
will cancel, yielding
Φ(s, p, q) =
ℓ+2∑
a=2
(−1)a
(
ℓ
a− 2
)
(p+ a− si − 4)(t
stp+ai ξ
rdi)(t
q−a
i di)
−2
ℓ+1∑
a=1
(−1)a−1
(
ℓ
a− 1
)
(p+ a− si − 2)(t
stp+ai ξ
rdi)(t
q−a
i di)
+
ℓ∑
a=0
(−1)a
(
ℓ
a
)
(p+ a− si)(t
stp+ai ξ
rdi)(t
q−a
i di).
Finally, consider Φ(s− ǫi, p + 1, q)− Φ(s, p, q), which gives us the fol-
lowing expression annihilating M :
2
ℓ+2∑
a=0
(−1)a
((
ℓ
a− 2
)
+ 2
(
ℓ
a− 1
)
+
(
ℓ
a
))
(tstp+ai ξ
rdi)(t
q−a
i di)
=2
ℓ+2∑
a=0
(−1)a
(
ℓ+ 2
a
)
(tstp+ai ξ
rdi)(t
q−a
i di).
This establishes (26) with i = j and N = ℓ+2. The cases of (26) with
i 6= j, (27) and (28) are actually slightly easier and follow exactly the
same lines, where we consider commutators [tsξrdj,Ω
(ℓ)
p,q], [tsξr∂α,Ω
(ℓ)
p,q],
and [tsξrd0,Ω
(ℓ)
p,q] as the starting points. 
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Proof. Now we can use Proposition 28 to give a proof of Theorem 27.
The proofs for the cuspidal and strongly cuspidal cases are virtually
identical, so we will only consider the strongly cuspidal case. Without
loss of generality we may assume thatM is an indecomposable module.
Then its support belongs to a single coset λ + Zm ⊂ h′∗. We choose
the coset representative λ in such a way that for each i = 1, . . . , m
either λ(di) = 0 or λ(di) 6∈ Z. Clearly, the support of AV-cover M̂ is
the coset λ + Zm and for k ∈ Zm the weight space M̂λ+k is spanned
by ψ(tk−sξrdj,Mλ+s), ψ(t
k−sξr∂α,Mλ+s) and ψ(t
k−sξrd0,Mλ+s) with
s ∈ Zm, r ∈ {0, 1}n, j = 1, . . . , m, α = 1, . . . n. We need to show that
weight spaces of M̂ are in fact finite-dimensional and their dimensions
are uniformly bounded.
Consider a norm on Zm, ‖s‖ = max
i
|si|. We claim that M̂λ+k is
spanned by
(29){
ψ(tk−sξrdj,Mλ+s), ψ(t
k−sξr∂α,Mλ+s), ψ(t
k−sξrd0,Mλ+s) | ‖s‖ ≤
N
2
}
,
where N is the constant from Proposition 28.
Let us show by induction on |s1| + . . . + |sm| that elements
ψ(tk−sξrdj ,Mλ+s), ψ(t
k−sξr∂α,Mλ+s), and ψ(t
k−sξrd0,Mλ+s) belong to
the span of (29).
If ‖s‖ ≤ N/2 then there is nothing to prove. Otherwise there exists
i such that |si| > N/2. Let us assume si > N/2, the case si < −N/2
is analogous. Let u be an arbitrary vector from Mλ+s. It follows from
our assumptions that λ(di)+ si 6= 0. Hence there exists v ∈Mλ+s such
that div = u.
Let us show that
ψ(tk−sξrdj, u) = −
N∑
a=1
(−1)a
(
N
a
)
ψ(tk−stai ξ
rdj, (t
−a
i di)v),
ψ(tk−sξr∂α, u) = −
N∑
a=1
(−1)a
(
N
a
)
ψ(tk−stai ξ
r∂α, (t
−a
i di)v),
ψ(tk−sξrd0, u) = −
N∑
a=1
(−1)a
(
N
a
)
ψ(tk−stai ξ
rd0, (t
−a
i di)v).
Indeed, this follows immediately from the fact that operators from
Proposition 28 annihilate vector v. Since vectors (t−ai di)v have weights
λ+ s− aǫi with a = 1, . . . , N , by induction assumption the right hand
sides in the above equalities belong to the span of (29). This proves our
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claim, which now easily provides a uniform bound on the dimensions
of weight spaces of M̂ . 
To prove Theorem 25 we consider the projection π : M̂ → M given
by Lemma 26(b), π(ψ(τ, u)) = τ(u). Since M is a simple module with
a non-trivial action of V, this map is surjective. By Theorem 27, the
AV-cover M̂ is strongly cuspidal, hence it has a Jordan-Ho¨lder series
(0) = M̂0 ⊂ M̂1 ⊂ M̂2 ⊂ . . . ⊂ M̂s = M̂
with the quotients that are strongly cuspidal simpleAV-modules. Choos-
ing the largest k with M̂k−1 ⊂ Kerπ, M̂k 6⊂ Ker π, we obtain a sur-
jective V-module homomorphism from a simple strongly cuspidal AV-
module M̂k/M̂k−1 onto M . By Theorem 22, a simple strongly cuspidal
AV-module is a tensor module, which completes the proof of Theorem
25.
Remark 29. We point out that a simple tensor AV-module for V =
W (m,n) ⋉ Ad0 with λ0 6= 0 remains simple as a V-module, since in
this case the action of A is encoded by Ad0, hence any V-submodule is
invariant under the action of A.
6. W (m+ 1, n)-modules of the highest weight type
Consider a Z-grading on V = W (m + 1, n) by the eigenvalues of
ad(d0). The zero component of this grading is V0 = W (m,n) ⋉ Ad0.
This grading induces a triangular decomposition
V = V− ⊕ V0 ⊕ V+.
Let T be a strongly cuspidal V0-module. We let V+ act on T trivially
and define a generalized Verma module M(T ) as the induced module
M(T ) = IndVV0⊕V+T
∼= U(V−)⊗ T.
The adjoint action of {d0, d1, . . . , dm} induces a Z
m+1-grading onM(T )
and every V-submodule in M(T ) is homogeneous with respect to this
grading. It is clear that form > 0 the generalized Verma moduleM(T )
is not Harish-Chandra.
We define the radical M rad of M(T ) as a (unique) maximal V-
submodule intersecting with T trivially, and we set L(T ) to be the
quotient
L(T ) = M(T )/M rad.
Theorem 30. Let V = W (m + 1, n) and let T be a strongly cuspidal
module for V0 = W (m,n)⋉ Ad0 such that V0T = T . Then L(T ) is a
strongly cuspidal V-module.
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Proof. Consider an A′V ′-cover T̂ of T with A′ = Rm, V
′ = W (m,n)⋉
Ad0. By Theorem 27, T̂ is a strongly cuspidal module for W (m,n)⋉
Ad0. It follows from Theorem 24 that T̂ is a polynomial Z
m-graded
module (see [2] or [7] for the definition of a polynomial module). By
Theorem 1.12 in [2], L(T̂ ) is a strong Harish-Chandra module (although
the results of [2] are proved in non-super setting, all statements and
their proofs extend to the super case). Since T is a quotient of T̂ , it
follows that L(T ) is a quotient of L(T̂ ), and hence L(T ) is a strong
Harish-Chandra module. 
Now we combine all of the results of this paper to establish our main
Theorem 1. Let M be a simple strong Harish-Chandra W (m + 1, n)-
module. By Theorem 6, M is either strongly cuspidal or of the highest
weight type. If M is strongly cuspidal, by Theorem 25 it is a quotient
of a tensor W (m+ 1, n)-module, whose structure is given by Theorem
22.
If M is a simple module of the highest weight type, it is isomorphic
to module L(T ), twisted by an automorphism θ ∈ GLm+1(Z). Here T
is a simple strongly cuspidal module for W (m,n) ⋉ Ad0 described in
Theorem 23.
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