Abstract. In this article, we show some uniqueness theorems for meromorphic mappings of C n into the complex projective space P n (C) sharing different families of moving hyperplanes regardless of multiplicites, where all intersecting points between these mappings and moving hyperplanes with multiplicities more than a certain number do not need to be counted.
Introduction
In 1926, Nevanlinna [5] showed that for two nonconstant meromorphic functions f and g on the complex plane C, if they have the same inverse images for five distinct values, then f ≡ g. After that, many mathematicians have generalized the Nevanlinna's result to the case of meromorphic mappings of C m into P n (C). Specially, in 1975, Fujimoto [3] proved that for two linearly nondegenerate meromorphic mappings f and g of C m into P n (C), if they have the same inverse images counted with multiplicities for 3n + 2 hyperplanes in general position in P n (C), then f ≡ g. In 1983, L.Smiley [9] considered meromorphic mappings with share 3n + 2 hyperplanes of P n (C) without counting multiplicities and he proved the following.
Theorem A (see [9] ). Let f, g : C m → P n (C) be linearly nondegenerate meromorphic mappings of C m into P n (C) . Let {H i } q i=1 (q ≥ 3n + 2) be hyperlanes in P n (C) in general position. Assume that
In 2010, Gerd Dethloff , Si Duc Quang and Tran Van Tan [2] considered the case where the mappings sharing different families of hyperplanes. They showed that Theorem B (see [2] ). Let f, g : C m → P n (C) be a meromorphic mapping. Let
and
, (q ≥ 3n+2) be families of hyperplanes in P n (C) in general position. Assume
, f or all 1 ≤ i < j ≤ q.
Then the following assertions hold:
dim Imf = dim Img := p where for a subset X ⊂ P n (C), we denote by X the smallest projective subspace of P n (C) containing X.
If q > 2n + 3 − p + (2n + 3 − p) 2 + 8(p − 1)(2n − p + 1) 2 (≥ 2n + 2)
Furthermore, there exists a linear projective transformation L of P n (C) into itself such that L(f ) ≡ g and L(H i ∩ Imf ) = L i ∩ L( Imf ) for all i ∈ {1, ..., q}.
In 2011, Ting-Bin Cao and Hong-Xun Yi [1] showed the following result Theorem C (see [1] ). Let f and g be two linearly non-degenerate meromorphic mappings of C m into P n (C), and let H 1 , H 2 , ..., H q be q (q ≥ 2n) hyperplanes in general position such that dimf −1 (H i ∩ H j ) ≤ m − 2 for i = j. Take m j (j = 1, 2, ..., q) be positive integers or ∞ such that m 1 ≥ m 2 ≥ ... ≥ m n ≥ n, ν 1 (f,H j ),≤m j = ν 1 (g,H j ),≤m j (j = 1, 2, ..., q) and f (z) = g(z) on q j=1 {z ∈ C m : 0 < ν (f,H j ) ≤ m j }. If
Recently, Zhonghua Wang and Zhenhan Tu proved a uniqueness theorem for meromorphic mappings in several complex variables into the complex projective space P n (C) with two families of moving targets as follows.
Theorem D (see [11] ). Let f, g, a i , b i : C m → P n (C) be meromorphic mappings (i = 1, 2, ..., q). Suppose that {a i } q i=1 are "small" (with respect to f ) and located in the general position, and that {b i } q i=1 are "small" (with respect to g) and located in the general position such that f and g are linearly nondegenerate over R(
). For any reduced representations a i = (a i0 , ..., a in ) and b i = (b i0 , ..., b in ) (i = 1, 2, ..., q), we may assume a i0 ≡ 0 and b i0 ≡ 0 (i = 1, 2, ..., q) by changing the homogeneous coodinate system of
which immediately means that there exists a matrix L with its elements
We note that, in the above theorem the mappings are assumed to be linearly nondegenerate. Our purpose in this paper is to study the case where the mappings may be degenerate. We will show some uniqueness theorems for mappings sharing different families of moving hyperplanes regardless of multiplicities, which are improvements and extensions of some recent results in this direction when reduced to the case of mappings sharing the same family of moving hyperplanes. Our main results of this work are stated as follows. Let f t : C m → P n (C) be meromorphic mapping. Let {a
be family of moving hyperplanes in P n (C) in general position such that a t i be "slowly" with respect to f t . By changing the homogeneous coodinate system of P n (C) if necessary, we may assume that
We will prove the following.
If q > 3n 2 + n + 2 and
, then there exist n + 1 indices 
If q > 9n 2 + 7n + 6 4 and
) .
Basic notions and auxiliary results from Nevanlinna theory
(a) Counting function of divisor.
and define
Thoughout this paper, we denote by M the set of all meromorphic functions on C m . A divisor E on C m is given by a formal sum E = µ ν X ν , where {X ν } is a locally family of distinct irreducible analytic hypersurfaces in C m and µ ν ∈ Z. We define the support of the divisor E by setting Supp (E) = ∪ ν =0 X ν . Sometimes, we identify the divisor E with a function E(z) from C m into Z defined by E(z) := Xν ∋z µ ν .
Let M, k be a positive integer or +∞. We define the truncated divisor
and the truncated counting function to level M of E by
Similarly, we define N(r, E ≤k (r, E) respectively. where
Similarly, we define n
≤k (t, E). We omit the character [M ] if M = +∞. For an analytic hypersurface E of C m , we may consider it as a reduced divisor and denote by N(r, E) its counting function.
Let ϕ be a nonzero meromorphic function on C m . We denote by ν 0 ϕ (resp. ν ∞ ϕ ) the divisor of zeros (resp. divisor of poles) of ϕ. The divisor of ϕ is defined by
We have the following Jensen's formula:
log|ϕ|η.
For convenience, we will write N ϕ (r) and
Let f be a meromorphic mapping of C m into P n (C). For arbitrary fixed homogeneous coordinates (w 0 : · · · : w n ) of P n (C), we take a reduced representation
Denote by Ω the Fubini Study form of P n (C). The characteristic function of f (with respect to Ω) is defined by
By Jensen's formula we have
where f = max{|f 0 |, . . . , |f n |}. Let a be a meromorphic mapping of C m into P n (C) * with reduced representation a = (a 0 : · · · : a n ). We define
where a = |a 0 | 2 + · · · + |a n | 2 1/2 and (f, a) = n i=0 f i · a i . Let f and a be as above. If (f, a) ≡ 0, then the first main theorem for moving hyperplaness in value distribution theory states
For a meromorphic function ϕ on C m , the proximity function m(r, ϕ) is defined by
where log + x = max log x, 0 for x 0. The Nevanlinna's characteristic function is defined by T (r, ϕ) = N(r, ν ∞ ϕ ) + m(r, ϕ). We regard ϕ as a meromorphic mapping of C m into P 1 (C) * , there is a fact that
(c) Lemma on logarithmic derivative. As usual, by the notation "|| P " we mean the assertion P holds for all r ∈ [0, ∞) excluding a Borel subset E of the interval [0, ∞) with E dr < ∞. Denote by Z + the set of all nonnegative integers. The lemma on logarithmic derivative in Nevanlinna theory is stated as follows.
(d) Family of moving hyperplanes. We assume that thoughout this paper, the homogeneous coordinates of P n (C) is chosen so that for each given meromorphic mapping a = (a 0 :
Let f : C m → P n (C) be a meromorphic mapping with the reduced representation f = (f 0 : · · · : f n ). We put (f, a) := n i=0 f i a i and (f,ã) :
We denote by R({a i }) (for brevity we will write R if there is no confusion) the smallest subfield of M which contains C and all a i j /a i k with
T a i (r)).
Proof of Theorem 1.1
Assume that
. Suppose that the conclussion 1.2 does not hold. By changing indices if necessary, we may assume that
By supposition, the number of elements of each group is at most n.
belong to distinct groups. This means that
Fix an index i with 1 ≤ i ≤ q. It is easy to see that
outside a finite union of analytic sets of dimension ≤ m − 2. Since min{a, b} + n ≥ min{a, n} + min{b, n} for all positive integers a and b, the above inequality implies that
On the other hand, by the Jensen formula, we have
This implies that
Summing-up both sides of the above inequality over i = 1, . . . , q, we have
By theorem 2.3, we have
From the above inequalities, we have 2q 3(n + 1)
Letting r → ∞, we get 2q 3n(n + 1)
This is a contradiction. Then the supposition is impossible. Hence the theorem is proved.
Proof of Theorem 1.3
In order to prove Theorem 1.3, we need the following.
(t = 1, 2, 3) be 3 families of moving hyperplanes in P n (C) in general position such that a t i be "slowly" with respect to f t and dim {z ∈ C m :
Assume that a t i has a reduced representation a . By changing the homogeneous coordinate system of P n (C), we may assume that a
We denote by β the union of all irreducible components with dimension m − 1 of the analytic set
. Then β is either an analytic set of pure dimension m − 1 or empty set. With c ∈ C q , we denote by S 
Then K is a union of at most a countable number of (q − 1)-dimensional complex vector subspaces in C q . It is easy to see that C ⊃ C q \ K. Therefore C is dense in C q . The lemma is proved.
Lemma 4.2. For every c ∈ C, we put
) is a reduced representation of a meromorphic mapping into P 1 (C). It is easy to see that
This implies that
By the definition of the characteristic function and by Jensen formula, we have
The lemma is proved. 
By simple computation, we have 
Lemma 4.6 (see [10, Lemma 4.7]). Suppose that there exists
c ) ≡ 0 for some c ∈ C, |α| = 1. Then, for each 1 ≤ t ≤ 3, the following holds:
Proof. (a)Firstly, we will prove the first inequality. We set
Then V is an analytic set of codimension at least 2. We also set
Let z 0 be a regular point of the analytic set D such that z 0 ∈ V ∪ S. There are three cases: Case 1. z 0 ∈ A. Let ν be the irreducible component of D which contains z 0 . Then, there exist a neighborhood U of z 0 and a holomorphic function h on U such that dh has nonzero point and U ∩ Zeroh = ν. Moreover, we may assume that U ∩ (V ∪ S ∪ A) = ∅.
Then, we rewrite the function Φ α on U as follows
),≤k j 0 > 0}. Without loss of generality, we may assume
Because of the assumption, we see that
Then, from the above three cases it follows that
for every z outside the analytic set of codimension 2. Integrating both sides of this inequality, we get
for each 1 ≤ t ≤ 3. Hence, the first inequality of lemma is proved.
(b) We now prove the second inequality. By the definition of the Nevanlinna characteristic function, we have
We see that a pole of Φ α must be zero or pole of F j 0 t c
(1 ≤ t ≤ 3). Let z 0 ∈ V ∪ S. There are three cases:
),≤k j 0 (z 0 ) > 0}, then by (4.4) we easily see that
),>k j 0 (z 0 ) > 0}, we rewrite the function Φ α as follows
It is easy to see that ν
Thus, every z ∈ V ∪ S, we have ν
, 1}. Therefore, we have
By the logarithmic derivative lemma (Lemma 2.1), we have
This implies that
Denote by Q be the set of all indices j ∈ {1, .., q} satisfying the following: there exist c ∈ C and α = (α 1 , . . . , α m ) ∈ Z m + with |α| = 1 such that
Suppose that p ≥ q − 3n + 2. Without loss of generality, we may assume that 1, ..., q − 3n + 2 ∈ Q. Then by Lemma 4.6, for j ∈ Q, 1 ≤ t ≤ 3, we have
By summing up both side of above inequality over 1 ≤ j ≤ q − 3n + 2 and 1 ≤ t ≤ 3, we have
On the other hand, by theorem 2.3, we have . This is a contradiction. Thus λ = 1 (1 ≤ i < j ≤ q).
Define I 1 = {j ∈ {2, . . . , 3n − 1} : F The theorem is proved.
