Multidimensional digital searching (M-d tries) is analyzed from the view point of partial match retrieval. Our rst result extends the analysis of Flajolet and Puech of the average cost of retrieval under the Bernoulli model to biased probabilities of symbols occurrences in a key. The second main nding concerns the variance of the cost of the retrieval in the unbiased case. This variance is of order O(N 1?s=M ) where N is the number of records stored in a M-d trie, and s is the number of speci ed components in a query of size M. For M = 2 and s = 1 we present a detailed analysis of the variance, which identi es the constant at p N. This analysis, which is the central part of our paper, requires certain series transformation identities which go back to Ramanujan. In the Appendix we provide a Mellin transform approach to these results.
INTRODUCTION
Multidimensional searching is an important algorithmic concept in modern computer science. In particular, retrieval of multidimensional data found applications in the design of data base systems and graphics. Bentley 6] and Rivest 22] are founding fathers of multidimensional searching, namely digital M-d trees and M-d search trees. An early description of these structures can be found in volume three of Knuth's book 19] , and a more detailed discussion is in the book of Mahmoud 20] . Several applications of multidimensional searching are discussed in the paper of Flajolet and Puech 11] , which also presents a thorough analysis of partial match retrieval for multidimensional data.
In this paper we concentrate on M-d digital trees (i.e., M-dimensional tries) and partial match retrieval in such a data structure. In general, a trie stores a set of, say, N items, which are represented by keys from 1 , the set of all in nite sequences over a nite alphabet . A trie is composed of branching nodes, also called internal nodes, and external nodes that store the keys. In addition, we assume that every external node is able to store only one key. The branching policy at any level, say k, is based on the k-th symbol of a key.
For example, for a binary alphabet = f0; 1g, if the k-th symbol in a key is \0", then we branch-out left in the trie, otherwise we go to the right. This process terminates when for the rst time we encounter a di erent symbol between a key that is currently inserted into the trie and all other keys already in the trie. Then, this new key is stored in a newly generated external node. In other words, the access path from the root to an external node (a leaf of a trie) is the minimal unique pre x of the information contained in this external node. The M-d tries are built in a similar manner, however, this time a key is an Mdimensional tuple. Let the ith key be K i = (K i1 ; : : : ; K iM ), where K ij 2 1 , and 1 i N. Now we produce for each 1 i N one sequence f K i 2 1 by regular shu ing of the components K i1 ; : : : ; K iM , and use these new composite keys f K 1 ; : : : ; f K N to construct a regular trie. More precisely, let K i = (K i1 ; : : : ; K iM ) and K i`= (k 1 i`; k 2 i`; : : :) where k m i`2 for 1 ` M and m 1. Then, the new ith key is f
. In passing, we note that the statistics of the composite keys are the same as the original keys provided the keys are statistically independent.
A partial match query q = (q 1 ; : : : ; q M ), q j 2 1 f g, asks for all records (r 1 ; : : : ; r M ) with r j = q j for all speci ed components q j of the query. For example, q = (S 1 ; ; S 2 ) asks for all records with (speci ed) rst component S 1 , unspeci ed second component and (speci ed) third component S 2 . Because of the construction of the M-d tries it is convenient to transform a given query q into a one-dimensional search sequence = (q) 2 ( f g) 1 by regular shu ing, too. That is, the rst symbol of comes from the rst symbol of the rst component of q (if the rst component is unspeci ed , then we put in too), the second symbol of originates from the rst symbol of the second component of q, and so on modulo M. The search sequence is used to search for external nodes in an M-d trie that satisfy the pattern, where \ " means to proceed in all directions. The cost of a query is de ned as the number of internal nodes visited during such a search.
The cost of a query depends on the search sequence . In fact, this sequence speci es a subtree in a trie, and can be considered as a new parameter that characterizes the trie. For example, if a query consists only of speci ed patterns, then the query de nes a speci c path (depth) in the trie. This path may be of various shapes depending on the search sequence.
Indeed, if = f0; 1g and = (1111 ), then the query nds the right-most internal nodes, and the cost of the query is the length of such a path; the length of a \zig-zag" path can be computed by evaluating the cost of the following search sequence = (0101 ), etc. On the other hand, if the query consists of only unspeci ed components , then the cost of the query is equivalent to the size of the underlying trie. Finally, with a mixture of speci ed and unspeci ed components, the cost of a query represents the size of a subtree of the trie.
In the following, for simplicity of presentation, we restrict ourselves to the binary alphabet = f0; 1g. We adopt the following probabilistic model: Symbols from the alphabet are generated independently, and 0 and 1 occur with probabilities p 0 and p 1 = 1 ? p 0 respectively (Bernoulli model). In 11] Flajolet and Puech { using ingenious techniques from complex analysis and di erential equations { presented a very detailed evaluation of the expected cost of a query, assuming equal probabilities for symbol occurrences. Observe that in this unbiased instance the expected cost of a xed query q does not depend on the distribution of the zeroes and ones in the search sequence = (q), but only on its search pattern ! 2 fS; g M : If we substitute each speci ed element of by S, we obtain a sequence in fS; g 1 which has period M (since was constructed by regular shu ing from q), and we denote its pre x of length M by !.
In this paper we extend Flajolet and Puech's result into two directions. First, we consider the expected cost in the biased case, that is, when probabilities of symbol occurrences are not identical. We investigate two aspects of this problem, namely the deterministic instance of xed search sequences as well as the average cost for random queries with a xed search pattern !, where we assume that the speci ed components of the query satisfy the same Bernoulli statistics as the keys of the trie (nondeterministic instance). Our motivation for studying the biased case is mainly to see the impact of (e.g. slightly) di erent probabilities on the order of the cost. It turns out that this order varies only mildly if p 0 is not too close to either 0 or 1 (compare the table in Section 2). This result matches well with some other analyses for biased trie-like structures by Fayolle, Flajolet and Hofri 10], and Jacquet 14] .
More importantly, we also analyze the variance of the cost in the unbiased case for M = 2, which already requires rather sophisticated mathematical techniques. We shall show that this variance is of order O( p N), which implies the convergence in probability of the cost to its average value. We also conjecture that for general M the variance is of order O(N 1?s=M ) where s is the number of speci ed components in a query. We point out that this can be di cult to prove, especially if one needs to identify the constant at N 1?s=M . This paper is organized as follows. In the next section we present our main results, and discuss some consequences of them. All proofs are delayed till Section 3. The asymptotic analysis is based on solving some recurrences equation through generating function approach, and obtaining asymptotics of some alternating sums through the usage of Rice's formula (cf. 12]) or the Mellin transform approach (cf. 23]). The main di culty in this analysis lies in proving that some coe cients in the asymptotics of the variance are equal to zero. These kind of problems were already tackled by us in 17] and 18]. However, this time the di culty is one step higher. More precisely, during the course of our 
MAIN RESULTS
In this section we present our main results concerning the expected cost of a query.
We start with the nondeterministic case of random queries, with xed search pattern ! 2 fS; g M , where we assume that the speci ed components S of the query are generated in the same manner as the keys stored in the trie, namely 0's and 1's chosen independently with probabilities p 0 resp. p 1 = 1 ? p 0 .
Let ! (k) denote the cyclic shift to the left by k positions of !. Then ! = ! (M) . We also write ! 0 = ! (1) . Let We note that the exponent 0 varies substantially with s=M, while the variation of 0 with respect to p is rather small.
In the deterministic case we ask for the expected cost of a xed query q with associated query sequence = (x 1 ; x 2 ; : : :) 2 f0; 1; g 1 . This time we have the following equations for the probability generating functions
and for the expected cost 
In general, (8) can be solved by iteration, but the asymptotic behavior of the solution will depend heavily on the structure of the 0,1{pattern of (observe that the {pattern has period M). In the case where is periodic with period k similar analytic techniques as in the nondeterministic case can be applied. Since the structure of the result is quite similar to Theorem 1.1., we only give the exponent of N in case (ii). Theorem 1.2. Let 2 f0; 1; g 1 be a xed search sequence of period k with n a symbols a 2 f0; 1; g per period. Then, for large N, 
The next result is our main nding and it concerns the variance of the cost in the case where at least one component of the query is unspeci ed. This analysis is much more intricate, as demonstrated in our papers 17], 18] that are devoted to the variance of the external path length in a trie and PATRICIA respectively. Therefore, hereafter we assume only the symmetric alphabet, that is, \0" and \1" occur with equal probability 0:5. Observe that under this assumption the nondeterministic cost model coincides with the deterministic one. Now (1) 
The evaluation of the second factorial moment of C ! N leads to very tedious algebraic manipulations, although the main idea behind it is not too complicated. In the following we restrict our investigations to the case of M = 2. As shown in Section 3, the analysis of the centralized moments in this case is a rather sophisticated one. 
where 2 (x) is again of period 1, mean 0 and j 2 (x)j < 5 10 ?3 .
(ii) The cost of the query ! converges in probability to EC ! N =`! N , that is, the following holds lim
for any " > 0.
Remarks.
(i) Periodic Fluctuations. The Fourier coe cients of 1 and 2 can be computed too, but we omit them here since the expressions are rather complicated. Estimating these coe cients we obtain the upper bounds for the amplitudes.
(ii) Proof of Theorem 2(ii). We just note that part (ii) of Theorem 2 follows directly from part (i) and Chebyshev's inequality.
(iii) Extensions. Our results can be extended in many directions. For example, it is easy to see that they hold for V -ary symmetric tries, that is, when = f1; 2; ; V g. It may be interesting to extend our Theorem 2 to an asymmetric alphabet, and it is even more challenging to assume some dependency among symbols in the alphabet . Finally, one may replace the regular tries by other digital structures such as Patricia tries and digital search trees. Some preliminary results in this direction are reported in 16]. Also, a rigorous analysis of su x trees with partial match retrieval might be of some interest.
ANALYSIS
In this section we prove Theorems 1.1, 1.2 and 2.
The Expected Cost in the Asymmetric Case
Let us consider the nondeterministic case at rst.
We start our analysis from the recurrence equation (2) is meromorphic and we obtain Theorem 1.2 by the same method as Theorem 1.1.
The Analysis of the Variance in the Symmetric Case
We rst consider ! = ( ; S), S 2 f0; 1g. Before attacking the second factorial moment of the cost C ! N we perform a more precise evaluation of the average cost l ! N . >From (21) 
The alternating sum can be treated by the following lemma.
Lemma. 
Then, (34) in terms of F(x) and G(x) becomes
In order to prove B = 0, we use a series transformation for F(x) and G(x). We start with 
Applying the above to (36) we nally obtain
Using ( We nally mention, that it is not at all obvious how to extend this result to the case M 3. The reader should note that the key arguments in our proof of Theorem 2(i) are the transformations result (38) and (39). For M 3 there is no comparable result in Ramanujan's Notebooks, and the alternative proof presented in the Appendix relies heavily on the duplication formula for the gamma function, which is not suitable for M 3.
APPENDIX: Mellin Transform Approach to Ramanujan-Like Series Identities
Most proofs of results like Ramanujan's formula (37) resp. (35) use the theory of modular functions (cf. 7] ). In this appendix we outline the alternative approach using Mellin integrals, a line of attack, suggested to us by P. Flajolet, that belongs to the toolkit of analytic number theory (cf. 4]).
To prove (38) we proceed as follows. Let 
Now we take the two residues s = 1 and s = 0 out from the above integral (observe that (0) = 1=2 and (1) 
