Abstract. Automatic change detection methods for identifying the changes of serial MR images taken at different times are of great interest to radiologists. The majority of existing change detection methods in medical imaging, and those of brain images in particular, include many preprocessing steps and rely mostly on statistical analysis of magnetic resonance imaging (MRI) scans. Although most methods utilize registration software, tissue classification remains a difficult and overwhelming task. Recently, dictionary learning techniques are being used in many areas of image processing, such as image surveillance, face recognition, remote sensing, and medical imaging. We present an improved version of the EigenBlockCD algorithm, named the EigenBlockCD-2. The EigenBlockCD-2 algorithm performs an initial global registration and identifies the changes between serial MR images of the brain. Blocks of pixels from a baseline scan are used to train local dictionaries to detect changes in the follow-up scan. We use PCA to reduce the dimensionality of the local dictionaries and the redundancy of data. Choosing the appropriate distance measure significantly affects the performance of our algorithm. We examine the differences between L 1 and L 2 norms as two possible similarity measures in the improved EigenBlockCD-2 algorithm. We show the advantages of the L 2 norm over the L 1 norm both theoretically and numerically. We also demonstrate the performance of the new EigenBlockCD-2 algorithm for detecting changes of MR images and compare our results with those provided in the recent literature. Experimental results with both simulated and real MRI scans show that our improved EigenBlockCD-2 algorithm outperforms the previous methods. It detects clinical changes while ignoring the changes due to the patient's position and other acquisition artifacts.
Introduction
Serial magnetic resonance imaging (MRI) examinations are often performed on patients with chronic diseases, such as cancer and multiple sclerosis. Radiologists routinely look for subtle changes in images of the same anatomical location that may be clinically significant. Trying to find such changes in extent or character by using side-by-side presentation mode of films can be very difficult. 1, 2 Automatic change detection methods for identifying the changes of serial MR images are of great interest to radiologists. Such methods can reduce human error and minimize the enormous amount of data that radiologists have to process to reach a conclusion. There have been many methods proposed to automatically detect changes in MR images. For the purposes of this work, we briefly review a few of these methods and point out the advantages and/or limitations. Bosc et al 3 used an automatic change detection system for serial MRI with applications in multiple sclerosis follow-ups. Their method, based on integrating generalized likelihood ratio test and nonlinear joint histogram normalization, often fails when noise is nonstationary. Patriarche and Erickson 1,2 implemented an integrated system for detecting changes in serial multispectral MRI examinations. Their algorithm is based on postclassification of image pixels in multispectral MR intensity feature space, with the assumptions that an abnormal tissue may look like a tissue transitioning from one normal tissue to another in the feature space and that change tends to occur along lines connecting pairs of cluster centroids in the feature space. Preliminary clinical studies show that their system can identify visually subtle changes related to disease. However, the tissue classification task [1] [2] [3] still remains very difficult and the whole process is inherently time consuming. Seo and Milanfar 4 introduced a general nonparametric statistical framework and a cosine similarity measure to detect changes in two MR images from a single MRI modality. However, their work does not address the effect of misalignment. Also, the existing systems involve a great deal of preprocessing and rely mostly on the statistical analysis of MRI scans. [1] [2] [3] Dictionary learning is a more recent approach that has been strongly influenced by the latest advances in sparse representation theory and algorithms. The main advantage of trained dictionaries is that they lead to state-of-the-art results in many practical signal processing applications. Sparsity-based methods assume that the foreground image (i.e., changes) is sparse and the background can be learned from a dictionary. The main framework used in such methods is given by Wright et al. 5, 6 and applied by Nguyen and Tran. 7 These methods cannot be directly adapted to our work because they utilize a database of images to find the perfect match, 5 or are applied to very sparse images in spatial domain.
We explored the possibility of utilizing image sparsity and compressive sensing to automatically detect changes between reference and test images by designing the adaptive EigenBlock dictionary learning (AEDL) algorithm. 8 However, because of the long processing time of l 1 minimization, we adapted the rational behind AEDL and established a simpler but effective new algorithm, namely, EigenBlock change detection (EigenBlockCD). 9 Both the AEDL aknd the EigenBlockCD methods extend previous work 5, 7 on dictionary learning techniques in face recognition problems and SAR images. The AEDL and the EigenBlockCD algorithms use local dictionaries learned from one of the images to detect the changes in the consecutive MRI follow-up scans. The key idea for both the AEDL and the EigenBlockCD algorithms is to perform a local image registration for identifying important structural changes, such as appearance, disappearance, growth, or shrinkage of a lesion, while automatically rejecting unimportant changes due to the spatial position of patients and measurement noise. The main difference between these two algorithms is that in the AEDL algorithm, the block of interest is expressed by a sparse linear combination of training blocks from the inquiry block and the best matching block to the block of interest is determined by using l 1 -minimization. The EigenBlockCD aims to find the best matching block from the local dictionary to the inquiry block using l 2 -minimization as the similarity measure. The core of the EigenBlockCD method is minimizing a cost function, which expresses the dissimilarity map between the images. The minimization of the cost function finds the significant changes while ignoring the insignificant ones.
The earlier version of the EigenBlockCD algorithm performs well if the size of the inquiry block is large enough, Ref. 9 . As the size of the inquiry block increases, the run-time increases significantly. Also, as the size of the inquiry block decreases, the errors increase leading to the increase of false positives. To overcome these limitations, we added the co-registration step as the key solution to solve this problem and proposed a new and improved version of the EigenBlockCD algorithm for detecting changes between consecutive MR images of the brain, based on dictionary learning techniques, which employ the L 2 norm as the most effective similarity measure and with no-preprocessing steps. By including the co-registration step, the new EigenBlockCD algorithm can automatically correct large shifts and rotations and its performance is significantly improved.
Experiments with synthetic and real MR images show that the improved EigenBlockCD algorithm performs better in cases with large shifts and rotations. The rest of this paper is organized as follows. Section 2 describes the methods used. Section 3 examines the selection of similarity measures and shows that the L 2 norm is more effective than the L 1 norm in our application. Section 4 compares the performance of the new algorithm with the existing methods, Sec. 5 describes simulations and experiments and Sec. 6 discusses the results. The last section provides the conclusions.
Methods
In general, a change detection algorithm maps two input images to a third image, namely, the change image, consisting of only the significant changes between the two input images. In this section, we explain the improved version of the initial EigenBlockCD algorithm, named the EigenBlockCD-2. The EigenBlockCD-2 algorithm is different from the initial version, EigenBlockCD, in the following aspects:
1. We introduce the co-registration step as a very important step for any change detection algorithm.
2. It accounts for large rotations and translations.
3. Reduces the computations significantly.
4. Reduces the error, hence improving the detection accuracy significantly.
First, we describe the EigenBlockCD algorithm for detecting differences between the two consecutive MR images. Then, we describe the EigenBlockCD-2 algorithm and provide a comprehensive comparison of the two algorithms. In both cases, we assume that the differences between the two images may come from disease-related changes that occurred from time t 1 to time t 2 , and/or from misalignment due to subject position shifts and rotations, and other common imaging acquisition artifacts. During this time interval, each block from the reference image has undergone few disease-related changes. Most pixels of the reference image will appear again in the test image either at the same location or nearby. Hence, the insignificant changes in the follow-ups are within a neighborhood.
EigenBlockCD
In this section, we discuss briefly the initial version EigenBlockCD algorithm used for determining the significant changes between two or more MR images of the same scene taken at different times. The detailed explanation can be found in Nika et al. 9 The EigenBlockCD extends previous work 5, 7 on dictionary learning techniques in face recognition problems. Although those methods utilize a database of images to find the perfect match. in our method, we use local dictionaries learned from one of the images-the reference image, to detect the changes in the consecutive MRI follow-up scan-the test image. The algorithm divides the test image into many overlapping blocks. We assume that pixels from the reference image will appear again in the test image either at the same location or within a close neighborhood.
This means that for a block b of size ð2δ þ 1Þð2δ þ 1Þ from the test image, centered at ði; jÞ, its closest block in the reference image will be in some neighborhood of a block centered at the same position ði; jÞ, referred to here as the inquiry block B of size ð2Δ þ 1Þð2Δ þ 1Þ. Therefore, a block b from the test image can be sparsely represented as a linear combination of a few blocks a k from the reference image, over a dictionary Φ of size n × p, which is created by stacking training blocks a k into column vectors, where n ¼ ð2δ þ 1Þ 2 and p ¼ ð2Δ þ 1Þ 2 . Also column vectors y and x k , k ¼ 1; : : : ; p are formed by stacking columns of b and a k , respectively. Figure 1 illustrates how a block from the reference image and its inquiry block from the test image are obtained and how the dictionary is learned. Our algorithm seeks to automatically find the best matching block by solving Eq. (1):
where γ is a sparse vector with only a few nonzero elements. We find the sparsest vector γ that satisfies Eq. (1), by solving the following minimization problem:
where e are the residual errors in the approximation algorithm.
The selection of metric p will be discussed in the next paragraph. The best approximation to the column vector y is a vector x k , from dictionary Φ, which is computed by minimizing the residual error e given as
We use principal component analysis (PCA) to reduce the dimensionality of local dictionary Φ and to eliminate the redundancy caused by the highly overlapped blocks. We obtainŷ,x k , andΦ by projecting vector y and all the corresponding vectors x k onto the eigensubspace of the covariance matrix of the dictionary Φ. Equation (3) in the eigensubspace is written as
The change block d, which has the same size and location (center) as block of interest b, is computed as in Eq. (5):
We obtain all blocks d and the change image, by repeating the process for all overlapping blocks b. A pixel ði; jÞ from the test image belongs to n overlapping b blocks; therefore, pixel ði; jÞ in the change image belongs to n overlapping d blocks. To account for overlapping, change image pixels intensities are divided by n.
EigenBlockCD-2 Algorithm
The improved version of EigenBlockCD algorithm, EigenBlockCD-2, consists of the following main steps:
1. It performs the initial global alignment of images by determining three parameters, two shifts and one rotation, and performing a linear transformation which aligns one of the images with the other one. In this step, the radii of the blocks of interest and the inquiry block are selected to be significantly large to account for large shifts and rotations.
2. It determines significant changes between the two images by running the EigenBlockCD algorithm with fixed small blocks of interest.
Initial global alignment of images
We introduce the co-registration step as a very important step for any change detection algorithm. The co-registration helps in detecting only relevant and significant changes, by decreasing false positives and increasing true positives. The initial global image registration step is a major improvement, which enables the algorithm to identify important structural changes, such as appearance, disappearance, growth, or shrinkage of a lesion, while automatically rejecting unimportant changes due to spatial position of patients and common imaging acquisition artifacts. In general, the registration problem is to find a transformation that best aligns the two images and it involves the determining and handling of a transformation space and a cost function that quantifies the quality of registration. In our registration problem, the transformation space includes six rigid transformations in three-dimensions with six degrees of freedom; three translations and three rotations, or three transformations with three degrees of freedom in two-dimensions (2D); two for translations and one for rotation. The cost function expresses the dissimilarity map between the images. The minimization of the cost function finds the significant changes while ignoring the insignificant ones.
To align the reference and test images, the EigenBlockCD-2 algorithm automatically selects a few blocks in the test image and their corresponding inquiry blocks from the reference image as shown in Fig. 2 of these computations is composed of two translations and one rotation needed to globally co-register images.
More specifically, at the co-registration step, the EigenBlockCD algorithm:
• Determines the shifts and rotations needed to initially align 2-D images with: -Input: reference and test images, radius of the block of interest, radius of the inquiry block in the reference image, and a range of rotation angles about x-axis.
Output: two translations and one rotation angle needed to globally co-register images, i.e., vertical shift, horizontal shift, and rotation about x-axis.
• Align 2-D images by performing a linear transformation to one MR image to be aligned with its follow-up image.
The linear transformation consists of two translations and one rotation.
The EigenBlockCD-2 algorithm identifies the inquiry blocks in the reference image for each given block of interest in the test image. The dictionary learning is created with training blocks from the inquiry block. The dictionary is rotated about the xaxis with an angle selected from a given range of angles, [−10, 10 deg] as shown in Figs. 5 and 6. Then, the best matching block for a selected block of interest is computed by minimizing the l 2 differences between the block of interest and all the training blocks projected into the eigensubspace with only 85% of the total variance. The process is repeated for all the other angles in that given range, and the block with the minimum l 2 value is selected as the best matching block to the block of interest. The position of this block in the inquiry block, relative to the center of the inquiry block, determines the vertical and horizontal translations, as Figs. 7 and 8 show. The angle for which this minimum is reached determines the rotation angle. The algorithm repeats similar steps for all other selected blocks of interest. The three parameters used to align the images are those that correspond to the median of the parameters determined as described above for all nine blocks of interest as Figs. 2-4 show. Finally, rigid transformations with these three parameters are applied to one of the images to align it with the other image.
The robustness of the registration guarantees our assumption that pixels in the follow-up scan will be either at the same location or nearby. To demonstrate registration accuracy and to show that this assumption holds we run two tests with real MR scans of size 384 × 384 and with synthetic MR images. More specifically:
a. In the first test, we run the co-registration step experiment 30 times using a pair of real MR images. Three parameters are computed for each experiment, as described above. The mean and standard deviation for each parameter is determined, and the results are displayed in b. We also tested the co-registration accuracy with synthetic images created from real MR images. To validate the performance of our co-registration step, the test image is created by applying linear transformations on the reference image. in this way forms the ground truth, meaning the true transformations that need to be applied to reference image to align with the test image. For each pair of synthetic images created in this way, we run the co-registration step which then computes three parameters, vertical and horizontal shifts and a rotation. To compare the computed and the true parameters, the differences between them are calculated; the mean and standard deviation of the differences are also computed, and the results are displayed in Fig It can be easily seen that the absolute values of the differences for all three parameters ≤2. This guarantees that after the co-registration step, pixels in the follow up will be either at the same location or close enough for any inquiry block of size ≥5 to contain the best matching block for a selected block of interest. A visual comparison of images in Fig. 11 clearly shows that the images obtained after the co-registration step, Fig. 11 third column, are aligned with their follow-ups.
Comparison of EigenBlockCD and Its Improved Version EigenBlockCD-2
In order for the initial EigenBlockCD algorithm to account for large shifts and rotations due to patient position, blocks of interest and their corresponding inquiry blocks need to be large. A small block of interest might not have enough structure that allows the l 2 norm to identify the best matching block from the reference image. Furthermore, if the inquiry block is not large enough, it might not contain the best matching block when the patient's position has significantly changed in the follow-up scan, that is, when shifts and rotations are large. Lesions that initially appear in the follow-up scan might be missed. Similarly, lesions that disappear in the next scan might also be missed. As the size of the inquiry block increases, the run-time of the initial algorithm significantly increases. To make it computationally efficient, the size of the blocks of interest and their corresponding inquiry blocks should be small. The best matching block for a selected block of interest is found by computing the l 2 minimization of the differences between the block of interest and all the training blocks in the projected local dictionary. These differences contain clinical-related changes (true positives), and insignificant changes due to the patient's position in the follow-up scans (false positives). The error of the algorithm consists of these insignificant changes and depends on the size of the inquiry block. As the radius of the inquiry block decreases, the l 2 norm of the differences between the block of interest and all the training blocks increases; hence, the error increases leading to the increase of false positives.
To overcome these limitations, we added the co-registration step to EigenBlockCD-2 as the key solution to solve this problem. By including the co-registration step, the performance of the algorithm is significantly improved in the following aspects: a. Automatically correcting large rotations and translations. b. Reducing the sizes of blocks of interest and their corresponding inquiry blocks, and hence reducing the computations and significantly improving the detection accuracy.
To compare the two versions of the algorithms, we run three tests with real MR scans of size 384 × 384.
a. In the first test, we run the experiment 10 times comparing their computational efficiency. Figure 12 (a) shows the averages of the 10 run-times versus the radius of the inquiry blocks. As is shown in Fig. 12(a) , the EigenBlockCD-2 algorithm detects change images close to the ground truth as confirmed by the radiologist in about 60 s. The two MR images are of size 384 × 384. In such a time, the EigenBlockCD algorithm detects both significant and insignificant changes due to shifts, rotations, and other acquisition-related artifacts, hence it produces more false positives, as shown in Figs. 13-15. It takes 2.49 h to obtain change images with δ ¼ 7 and Δ ¼ 17. And yet the change images have many false positives. b. In the second test, we show how the l 1 norm of the change image identified by both algorithms changes with the size of inquiry blocks as shown in Fig. 12(b) , and hence how the error for each algorithm changes. For this pair of MR images used, it is clinically confirmed by the radiologist that the disease-related changes are very small. Therefore, we expect the l 2 norm of the desired change images to be small, hence the l 2 norm of the error to be small. c. This is also consistent with the results in the third test.
We run the algorithms for three different pairs of real MR images, baselines and follow ups, with various sizes of inquiry blocks for EigenBlockCD, and with a fixed small size of inquiry blocks for EigenBlockCD-2, in the detection step. The radius of blocks of interest and inquiry blocks for the EigenBlockCD varies as δ ¼ 2, 4, 5, 7, and Δ ¼ 5, 10, 13, 17. For the EigenBlockCD-2, we use two fixed pairs of δ and Δ. In the co-registration step, δ is 12 and Δ is 20, and then in the detection step both radii are considered small as δ ¼ 2 and Δ ¼ 5.
By visually comparing the images given in Figs. 13-15, one can observe that the performance of EigenBlockCD converges to that of EigenBlockCD-2 as the size of the inquiry block increases.
The error between the block of interest from the test image and its best matching block from the reference image depends on the size of the inquiry block. As the radius of the inquiry block decreases, the error increases and vice versa. The co-registration step solves this problem. Figure 12(b) shows that the l 2 minimum value of this error for the EigenBlockCD algorithm is reached when the radius of the inquiry block is greater than the size of the shifts and rotations, Δ ≥ 30. The same minimum is reached by the EigenBlockCD-2 for Δ ≥ 5.
3 Selecting the Similarity Measure:
The choice of metric is critical in determining which block from the dictionary Φ is the "closest" to the block of interest b. Furthermore, the use of PCA requires that the projection of dictionary atoms onto eigensubspace preserves distances. We exploit the fact that the l 2 norm is invariant under an orthonormal change of basis in the function space of image functions. This result does not hold for the l 1 norm, that is, the l 1 norm does not preserve the distance and order.
A 2-D MR image can be viewed as a matrix of pixels, where the value of each entry is the grayscale value of the corresponding pixel. An image can be represented as an N-dimensional vector, where N represents the total number of pixels in the image. This representation is the spatial domain and it is one of the infinitely many spaces in which the image can be examined. The eigenspace is one of the most interesting subspaces, which is created by the eigenvectors of the covariance matrix of the training data. Projection of the images into the eigensubspace has been widely used in image recognition or face recognition. First, a subspace is selected to project the images. Then, all the training images and the test images are projected into this subspace. Finally, the projected test image is compared to each projected training image using a distance measure. The training image which is the "closest" to the test image in terms of the selected distance measure is labeled as found. PCA is a linear transformation that can be used for reducing the dimensionality in a dataset. Unlike the other linear transforms, its basis vectors depend on the dataset; therefore, PCA does not have a fixed set of basis vectors. The first principal component is the direction in the feature space along which the projections have the largest variance. The second is the direction which maximizes the variance of all directions orthogonal to the first components. Similarly, each k-th principal component is the direction which maximizes the variance among all directions orthogonal to the previous k − 1 components. We extend this idea to find the changes between two MR images. Selecting the appropriate distance measure greatly affects the performance of the algorithm. It is useful to examine the performance of two metrics in the algorithms from both theoretical and practical point of views. In the change detection problem for MR images, we are interested in identifying blocks from the reference image that are similar to the block of interest. In this case, similarity means that they have similar structural features with no or limited distortions in these features. Projecting data into the eigensubspace is similar to rotating the original system around the origin. When selecting the distance measure, or the similarity measure, we need to keep in mind whether or not that measure preserves distances under an orthonormal change of basis. It can be easily proven that the l 2 norm is invariant under an orthonormal change of basis. The concept of vector space can be generalized to a function space spanned by a set of basis functions. Let us consider the function space of image functions. The inner product in this space is defined as
The following theorem proves the well-known fact that the l 2 norm, as a distance measure, is invariant with respect to orthonormal projections. This means that if a vector is projected into an orthnormal subspace, then its magnitude computed via l 2 would not change. It is also true that the covarience between a set of vectors is invariant with respect to an orthonormal projection. In other words, the angles between vectors in one domain are equal to angles between their corresponding projections into an orthnormal subspace.
A 2-D image can be viewed as a function: f: R 2 → C for gray images and f: R 2 → C 3 for color images. Theorem 1. Let P ¼ fPðxÞjx ∈ R 2 g be an orthonormal basis, i.e., PðxÞ × PðyÞ ¼ 0, for x ≠ y and, PðxÞ × PðxÞ ¼ 1, for x ¼ y. Denote the space spanned by this orthonormal basis as spanðPÞ, i ∈ Z. If gðxÞ ¼ PðxÞ × fðxÞ is the projected image of fðxÞ into the orthnormal basis P then
Proof. From the definition of the l 2 norm of fðxÞ and gðxÞ we have 
where X ∈ R 2 . Then 
The result does not hold for the l 1 norm. We will illustrate this with both theoretical and numerical counter-examples in a 2-D space.
Counter Examples

Counter example 1a: preserving distances in two-dimension
Rotation is an isometric transform, preserving the Euclidean distances between two points or two segments, and it also preserves the angle between two segments. As shown in Fig. 16 , when vector AB is rotated around origin O obtaining vector A 0 B 0 , the l 2 norm is the same, but the l 1 norm is different. The only case when the l 1 norm is preserved is when the angle of rotation is a multiple of 90 deg, i.e., θ ¼ k × ðπ∕2Þ, for k ∈ Z.
Counter example 1b: preserving distances in twodimension
Let x 1 , x 2 , and y be three vectors in the 2-D space spanned by the tradional orthonormal basis e 1 and e 2 .
; e 1 ¼ 1 0
; and e 2 ¼ 0 1
:
The distance between pairs ðx 1 ; yÞ and ðx 2 ; yÞ using l 1 and l 2 norms, respectively, are
Similarly, we calculate the l 2 norm of the differences y − x 1 and y − x 2 .
Let P be a matrix as shown below.
It is easy to see that the columns, p 1 and p 2 , of P form an orthonormal basis.
Project all three vectors, x 1 , x 2 , and y onto this orthonormal basis P to obtain vectors x p 1 , x p 1 , and y p 
This example shows that for this specific case, the distance between two vectors, calculated using the l 2 norm, is invariant from the change of basis. In other words, it means that the l 2 norm preserves the distances between two vectors projected into any subspace spanned by an orthonormal basis
A similar claim for the l 1 norm does not hold.
similarly,
Moreover,
This counter example not only shows that the l 1 norm does not preserve distances, but also shows that the l 1 norm is not order invariant from the change of basis, or in other words, it does not preserve the order. In our algorithm, we seek to find the block which is the "closest" to the block of interest.
Counter example 2: real MR data
In this example, we consider data from real MR images. We select the "block of interest" b of size 2 × 2 from the test image:
The inquiry block, B, in the reference image, is a block of pixels containing the block similar to the "block of interest." For this counter example, we consider the inquiry blocks of size 4 × 4. As similarity measures we use both l 1 and l 2 norms. We create a dictionary Φ by extracting a k blocks from the inquiry block with the same size as the "block of interest," k ¼ 1;2; : : : 16. Block a k serve as the training blocks. As shown in Fig. 17 , both b and a k blocks are stacked into column vectors, denoted as x k and y, respectively, and will be projected into the eigensubspace spanned by the eigenvectors of the dictionary atoms (the training blocks). The inquiry block B is B ¼ Extract training block a k from the "inquiry block" B. Stack b as a column vector y and stack a k 's as column vectors to form a dictionary of size 4 × 6. We calculate distances, using the l 1 and l 2 norms, between pairs y and each column x k of the dictionary Φ. Similarly, we calculate distances between the corresponded projected pairs into the eigenspace,ỹ and each column vectorx k of the dictionaryΦ. We are seeking to find
for k ¼ 1;2; · · · ; 16. Figure 18 shows the result of these distances. The minimum for each row is shown in red. In Fig. 18 , the last two columns are identical, showing that the l 2 distances between the "block of interest" and each training block from the "inquiry block" in the reference image are equal both in image and in the eigenspace domain. We further observe that in both image domain and the eigenspace, the l 2 minimum is achieved at the ninth original dictionary atom and its projection. That is, the l 2 minimization in either image domain or the eigenspace selects the same training block as the closest to the block of interest. Figure 18 also shows that this does not hold for the l 1 norm. The first two rows of the table show that the l 1 norm does not produce the same values for pairs of vectors in the image domain and pairs of their projections into the eigenspace. Moreover, the l 1 norm does not preserve the order as well. To see this, consider the pairs in blue.
Similarly, consider pairs in green.
In summary, the choice of metric is vital to reserve consistent solutions from the image space to the eigenspace. The l 1 norm fails to preserve the distance ordering and may produce different solutions in the image space and the eigenspace. Meanwhile, the l 2 norm is certainly invariant from the change of orthogonal basis and preserves the distance ordering. Hence, the solution given by the l 2 minimization is consistent in both the image space and the eigenspace.
Counter example 3: preserving structure real MR data
The next logical question to ask is: does the inconsistency of the l 1 minimization in different spaces matter visually? What is the visual similarity between the solutions given by the l 1 -and l 2 -minimization and the block of interest? To answer these questions, we experimented with blocks of bigger sizes, see Fig. 19 , to observe whether the structure, between the "inquiry block" and the block chosen from Φ via l 1 and l 2 norms in both spatial and eigensapce domain, is preserved. In this example, the size of the "block of interest" and of all the training blocks 19 × 19, and the "inquiry block" is of size 37 × 37. Figure 19 shows that the block determined via l 2 minimization in spatial and eigenspace domain has a similar structure to the block of interest. We obtain the same block in the image space and in eigensubspace when the l 2 norm is used, but two different blocks if the l 1 norm is used. The block outlined in magenta, as shown in Fig. 19(e) , is obtained by l 1 minimization in eigenspace and has significantly different structure from the block of interest [see Fig. 19 (c) ] and to the other three solutions given by the l 1 minimization in the image space [see Fig. 19(d) ], the l 2 minimization in the image space (see Fig. 19(f) ) and in the eigenspace [see Fig. 19(g) ]. 
Performance Analysis 4.1 Performance Analysis Overview
Performance analysis of the change detection methods is essential to the design of automatic change detection systems for MR images. Such an analysis should take all possible nonsignificant changes into account. Here, we provide a complete mathematical characterization of the EigenBlockCD-2 performance in the presence of such changes. We also thoroughly discuss the results of several performance measures as applied to the EigenBlockCD-2 and the AEDL 8 algorithms. To validate the performance, the obtained performance prediction, or the ground truth, is compared to the results obtained by the algorithms with synthetic MR Images for which the ground truth is known. For the purposes of this study, we have used both quantitative and qualitative performance measures utilized in previous works. 1, 2, 10 We calculated the following performance measures: GT/IP (ratio of number of ground truth pixels and the total number of image pixels), percentage correct classification (PCC), Jaccard, Yule, Sensitivity, Specificity, and SSIM (structure similarity). We briefly describe these performance measures in this section and the simulation results are included in Sec. 5.
Performance Measures
Performance measures tell us how well an algorithm performs when its output is compared with an output from a well-established algorithm, which is called the gold standard or the ground truth, which sometimes is the exact truth. We have designed the ground-truth image for validating the results. These measures are based on the unions, intersections, and complements of the ground-truth images and the computed change images obtained by the algorithms. The first six measures, PCC, Jaccard, Yule, sensitivity, specifity, are, in fact, binary measures with 1 if change or no-change is correctly detected and 0 otherwise. The last measure, SSIM, takes the structure similarity between two images into account. Binary measures which depict change or no change, are computed based on four sets of data.
We denote with IP the total number of image pixels, i.e., M × N where M and N are the dimensions of an image, e.g., 256 × 256. GT stands for the ground-truth image, which contains only significant changes. Ground truth represents the total number of true changed pixels. The computed change (CC) image represents the change image obtained by an algorithm, or the total number of changed pixels detected by an algorithm.
Let FP be the difference between CC and GT, FN be the difference between GT and CC, TP be the intersection of GT with CC, and TN be the complement of the union of GT with CC.
We describe six quantitative measures and we will apply five of them to validate our algorithms. The PCC measure is the most commonly used performance measure with values in the range ½0;1. It represents the ability of the algorithm to correctly detect changes (TP) and nonchanges TN. PCC values close to 1 indicate a higher performance of an algorithm. The PCC ratio approaches 1 if the ground truth change image contains very few changes, or if the ratio ðGT∕IPÞ ≤ 0.043.
11 Therefore, it is not a sufficient measure for images that have undergone little change.
Some authors have used only the detection of changed pixels to measure the performance of a change detection algorithm. If TN is excluded from Eq. (8) of the PCC definition, the Jaccard measure is obtained:
The Jaccard measure gives values in [0, 1]. It is easy to see from Eq. (9) that higher values of this measure indicate a higher performance of an algorithm. Yule is another quantitative performance measure in ½−1;1.
Sensitivity measures the probability that an algorithm correctly detects true changes. Equation (11) is used to calculate the sensitivity value:
Specificity measures the probability that an algorithm correctly detects nonchanges and it is given by Eq. (12): 
The similarity index (SI) or kappa index with values in [0,1] is defined as the ratio of twice the common area to the sum of individual areas:
The structural similarity index SSIM 12 measures the similarity between two images by introducing structural information, where one of the images is being compared, provided the other image is regarded as of perfect quality:
where μ 1 , μ 2 , σ 1 , and σ 1 , are the mean and the standard deviation of the baseline and its follow-up images, respectively, and σ 12 is the covariance between them as shown below:
I s ði; jÞ; for s ∈ f1;2g;
for s ∈ f1;2g;
where I 1 ði; jÞ and I 2 ði; jÞ represent the pixel intensity of the baseline image and its follow-up at ði; jÞ location.
03, and L ¼ 2 ð#of bits per pixelÞ − 1, (i.e., L ¼ 255 for gray-scale images).
Simulations
Here, we describe the experiments and results. First, we design the reference image. The test image is created by applying two types of changes to the reference image, significant and insignificant. We are able to control both types of changes as shown in Fig. 20 . Significant changes regarded as the ground truth include enlargement, shrinkage, disappearance, intensity changes of an existing lesion, and appearance of new shapes or lesions as shown in Fig. 20 Column (c).
Simulations with Synthetic Images
The reference image as shown in Fig. 20 Column (a) is created by stacking three image strips of size ðL∕3Þ × L, where L ¼ 129. Therefore, the reference image is of size L × L. For each strip:
-We place three polygons with vertices that are created at random within a given range.
-Each polygon is filled with intensities whose distribution is Gaussian, using a maximum intensity chosen at random in ½0.45; 0.55, ½0.35; 0.45, and ½0.25; 0.35, respectively, from left to right.
-Four test images, as shown in Fig. 20 Column (b), are obtained from each reference image by applying two kinds of changes:
• Insignificant changes: shift, rotation, and noise. These changes will mimic the changes due to patient position, contrast changes, and other acquisitionrelated artifacts.
-Horizontal and vertical shift sizes are chosen at random in [−5,5].
-Rotation angles are chosen at random in [−5, 5] .
-White Gaussian noise, with signal-to-noise ratio (SNR) chosen at random in [25, 55] .
-Changes in intensity due to changes in field inhomogeneity.
• Significant changes forming the ground truth, as shown in Fig. 20 Column (c), include clinical changes to an existing lesion and the appearance of new lesions.
a. We considered the following changes for an existing lesion:
Enlargement which mimics whether a lesion has grown between time t 1 and its follow up t 2 .
Shrinkage of a lesion showing whether a lesion has shrunk between the two examination times. Disappearance of a lesion present in the previous scan, but it has disappeared in the follow up.
Intensity changes of an existing shape which has clinical significance for a patient.
b. Appearance of a new shape which mimics the appearance of a new lesion.
The change image, as shown Fig. 20 Columns (d) and (e), is computed via the EigenBlockCD-2 and simple differencing algorithms for each pair of reference and test images. Performance measures are calculated by comparing the ground truth with the change image obtained from each algorithm. We calculate the following performance measures: GT/IP (ratio of number of ground-truth pixels and the total number of image pixels), PCC, Jaccard, Yule, sensitivity, specificity, and SSIM (structure similarity). The experiment runs 100 times and the mean is determined for each measure as shown in Fig. 21 . The reference and test image pairs, created as described above, are different for each experiment, because of the randomness of the vertices of the polygons, the randomness of their intensities, noise level, rotation angles, translation sizes, and level of intensity changes.
Simulations with Serial MR Images
We also created a series of images from real MR images. In order to validate the proposed change detection methods quantitatively and qualitatively, we simulated lesions and applied them to real MR images. Because the exact sizes and locations of each lesion are known, we regard them as the ground truths. Figure 22 shows an example of a serial MR images created from T2 transversal real MR scan, called the reference image.
Taking into consideration what a radiologist might be looking in a follow-up MR scan, we simulated seven lesions by applying two kinds of changes: insignificant and significant changes. Significant changes, which make up the ground truth, include enlargement, shrinkage, disappearance, intensity changes of an existing lesion, and also the appearance of a new lesion. Four ground-truth images corresponding to pairs (reference, first follow up), (first follow up, second follow up), (second follow up, third follow up), and (third follow up, fourth follow up) are designed as shown in Six lesions were inserted into the reference image, Fig. 22 , labeled with numbers from 1 to 6. Lesion 7 will appear in the first follow up. Some of these shapes act as inactive lesions and the other remaining shapes mimic active lesions. Lesion 1 is inactive in the first follow up, disappears in the second and it remains gone. Lesion 2 stays inactive in the first and second follow ups, then it grows for the next two follow ups. Lesion 3 is inactive and stays inactive during all five scans. Lesion 4 shrinks in the next three scans until it disappears in the last scan. Lesion 5 grows in the first follow up and then it shrinks Fig. 21 Mean of the performance measures of the first 100 experiments.The significant changes include enlargment, shrinkage, noise, intensity changes, appearance, and disappearance of shapes. The insignificant changes are due to shifts, rotations, shifts and noise, and shifts and intensity changes. until it disappears in the last scan. Lesion 6 is present in the reference image, it disappears in the next follow up and it remains gone in the rest of scans. Lesion 7 appears as a new lesion in the first follow up, it grows in the next two scans, and then it shrinks in the last scan. The change image, Fig. 23 rows (3) and (4), is computed via simple differencing and EigenBlockCD-2 algorithms. The computed change image is compared to the ground truth based on the performance measures discussed earlier. We performed 48 experiments, with random significant and insignificant changes applied to test images, consisting of horizontal and vertical shifts, rotations, intensity changes of a lesions, enlargements of lesions, shrinkage, appearance, and disappearance of lesions. The mean of the results is shown in Fig. 24 . We compared our results with the results of several algorithms as presented by their authors, 1, 2, 8, 10 which are shown in Table 1 .
Simulations with Real Images
We also ran experiments with real MR data. Hence, the reference image is rotated 1 deg clock-wise, shifted 20 pixels down and one to the left to be aligned with test image as shown in Fig. 2 column (c) . Figures 7 and 8 show that the l 2 minimum for one block of interest is reached for a rotation angle with x-axis of −3 deg. A block of interest of size 25 × 25 and centered at pixels (198, 120) and at (198, 250) and their corresponding inquiry blocks B in cyan color of sizes 65 × 65 from the reference image are selected. Column (e) in the second rows of Figs. 7 and 8 show that the best eight matching blocks from the inquiry block (in red) are positioned at the top middle location of the inquiry block, that is 22 pixels above the center of the inquiry block and one pixel to the right from it. In other words, this means that the reference image needs to be shifted 22 pixels down, and one pixel to the left to be aligned with the test image.
Change image via EigenBlockCD-2 results with real MR data is shown in 
Discussions
In this section, we discuss the results of performance analysis for our algorithms and compare the results with several published works. We validate our algorithms based on the performance measures discussed in Sec. 4.
Performance Analysis for Synthetic Images
It is difficult to provide a fair comparison among automatic change detection algorithms because there is no gold standard and codes of state-of-the-art methods are not publicly available. 4 Rousseau et al. 13 evaluated the performance of their methods on simulated lesion images and reported their SI (kapa index) value of around 0.75. Shen et al.
14 tested their lesion detection method based on segmentation to lesions generated from simulated brain database and reported their SI values on the simulated target slices with 20%, 40%, and 60% intensity reduction as 0.867, 0.879, and 0.724, respectively. The Seo and Milanfar method 4 obtained an average value of 0.879 for SI. As an overall measure of performance, they were able to achieve sensitivity ¼ 0.877, specificity ¼ 0.998, and similarity index ðSIÞ ¼ 0.879. They claim that it performs comparably with the method used by Shen et al, and outperforms the method used by Rousseau. Fig. 20 shows. In other words, this means that both algorithms detect significant clinical changes from one scan to another while ignoring the insignificant changes due to patient position and other acquisition-related artifacts.
Performance Analysis for Simulated Serial MR Images
We performed 48 experiments, with random significant and insignificant changes applied to test images, consisting of horizontal and vertical shifts, rotations, intensity changes of a lesions, enlargements of lesions, shrinkage, appearance, and disappearance of lesions. The reference image and its four follow ups of one of the experiments are shown in Fig. 23 . Lesion 1 is inactive at first and then disappears, lesion 2 has grown on the third and fourth follow ups, lesion 3 is always inactive, lesion 4 shrinks until it disappears, lesion 5 grows at first then shrinks until it disappears, lesion 6 disappears, and lesion 7 appears at the second follow up then grows. Our improved algorithm computes change images very close, in terms of their structure, to the ground truth image as confirmed by the radiologist and are shown in Fig. 23 . The mean of the results, as shown in Table 1 , are compared with the results of several algorithms as presented by their authors.
1,2,8,10
Performance of EigenBlockCD-2 for Real MR Images
The initial global co-registration step of two MR images taken in 2010 and 2012 of sizes 384 × 384 are shown in Figs. 2-4, 7 , and 8. The best matching block is selected by minimizing the l 2 norm of the difference between the block of interest and the columns of the learning dictionary projected into the eigensubspace.
Figures 7(e) and 8(e) show that the best eight matching blocks from the inquiry block (in red) are positioned at the top middle location of the inquiry block, that is 22 pixels above the center of the inquiry block and one pixel to the right. The reference image needs to be rotated 3 deg counterclock wise, shifted 22 pixels down, and one pixel to the left to be aligned with test image.
In Fig. 25 , columns (a) to (c) of the second row, follow-up images demonstrate multiple periventricular foci of the increased signal. A few of these foci show interval enlargement with the largest on the follow-up images, which are shown on the corresponding overlay image highlighting these regions in the third row as significant changes between the two scans as is confirmed by the radiologist. Images shown in column (c) are at the level of the lateral ventricles and demonstrate a large and several smaller hyperintense foci in the periventricular region on both the initial (first row) and follow-up (second row) images without an interval change in size or intensity evident. The corresponding overlay image, third row, shows no interval change.
Conclusions
In this paper, we proposed an improved version of change detection algorithm, the EigenBlockCD-2, for MR images. It is based on the l 2 minimization and dictionary learning techniques. We tested the performance of our algorithm by using both quantitative and qualitative performance measures. To the best of our knowledge, our algorithm is one of the few that detects the changes of MR images without preprocessing steps. The improved EigenBlockCD-2 algorithm accounts for large translations and rotations by updating its parameters from the data at the local block level. We provide a complete performance analysis and discuss the benefits of using the l 2 norm over l 1 norm. The results show that our method performs better than existing change detection methods. 
