Recently, many methods to reduce neural networks uncertainty have been proposed. However, most of the techniques used in these solutions usually present severe drawbacks. In this paper, we argue that neural networks low out-ofdistribution detection performance is mainly due to the SoftMax loss anisotropy. Therefore, we built an isotropic loss to reduce neural networks uncertainty in a fast, scalable, turnkey, and native approach. Our experiments showed that our proposal overcomes ODIN typically by a large margin while producing usually competitive results against state-of-the-art Mahalanobis method while avoiding their limitations.
Introduction
Neural networks have been used as classifiers in a wide range of applications. The design of such systems usually considers that an instance of a trained class is presented to the model at inference time. If this holds, the neural network tends to present satisfactory performance.
However, in real-world applications, the mentioned assumption is usually challenging to be fulfilled. For example, a system designed to classify images of foods can be submitted to infer the image of a type of food not available for training. It may not be a food image at all. In such cases, the network necessarily makes a wrong prediction, commonly with high confidence.
In general, neural networks are known to usually present overconfident predictions even for objects they were not trained to recognize (Guo et al., 2017) . In such situations, it is better to have a system which acknowledges that it is unable to decide. For instance, suppose a model was trained to predict if an image presents any of a set of known skin cancer types or none of them. If there were a rare type of cancer on which the application was not trained, the neural network would probably predict with high probability that the patient has either no skin cancer or one of the types the system was trained to recognize.
To mitigate these drawbacks, Hendrycks & Gimpel (2017) established baseline datasets and metrics for what is called out-of-distribution detection (ODD) . The probability distribution of the training examples is called in-distribution. Inference samples which belong to the in-distribution are called in-distribution samples. Otherwise, they are called out-distribution samples. The ODD task consists in evaluating if a particular sample belongs to the in-distribution on which the network was trained. Hendrycks & Gimpel (2017) also proposed an inferencebased ODD approach by simply using the maximum predicted probability as a score to detect if a particular inference example belongs to the in-distribution. This solution established the baseline performance for this task in a set of recognition scenarios. It is said to be inference-based because it can be applied to pretrained models.
Another inference-based strategy called ODIN was proposed in Liang et al. (2018) by combining SoftMax temperature calibration and input preprocessing techniques. Despite significantly outperforming the original inference-based baseline method presented in Hendrycks & Gimpel (2017) , ODIN considerably increases the inference time by requiring a backpropagation operation and a second inference to perform the final prediction of a simple sample. Considering that backpropagation procedures are typically slower than inference ones, this input-prepossessing makes ODIN inference time at least three times slower than the baseline approach. Moreover, in embedded devices, the considerable increase in energy consumption may make the use of this approach prohibitive. Furthermore, to validate the parameters, the original ODIN proposal required access to out-distribution samples, which may be unrealistic from a practical point-of-view. Even if some out-distribution samples are indeed available during design, using those examples to validation may make the solution overfitted to detect this particular type of outdistribution. If in the field the system is presented samples from other out-distribution, the previously estimated ODD performance may degrade significantly. Therefore, validate parameters using ODD samples may be difficult in practice and generate unrealistic ODD performance expectations.
The Mahalanobis method introduced by Lee et al. (2018) overcomes the necessity of access to out-distribution samples by validating the required hyperparameters in adversarial examples. It is certainly more practical and produces more realistic performance estimates. For this reason, in this work, we only consider validation on adversarial samples. However, validation using adversarial examples has the disadvantage of adding a cumbersome procedure to the process. Even worse is the fact that the generation of the adversarial samples itself requires the definition of parameters such as the maximum perturbation to be used. For the typically used research datasets, we may know those, but for real-world data, it may be a challenge to find them.
Moreover, the Mahalanobis approach, despite presenting state-of-the-art performance, still requires the inputpreprocessing technique introduced in Liang et al. (2018) , which brings to this solution all the previously mentioned drawbacks associated with this technique. The introduction of the mechanism of feature ensembles also presents limitations. From a practical point of view, since the ODD deci-sion requires training/inference of classification/regression models on features of the activation maps produced by many neural network layers besides the last one, this approach may not scale well to applications using real size images as this would implicate in using those shallow models in spaces with many thousands of dimensions.
Finally, besides input preprocessing and feature ensemble, the Mahalanobis solution also consists of the addition of adhoc classification/regression models to the pretrained neural network. Moreover, this additional post-processing phase requires access to the original training data and the generation of adversarial samples to train/validate the additional models which compose the final ODD enabled solution. Please see Table 1 for a summary of the mentioned techniques and its associated shortcomings.
Contribution. In this paper, we are interested in significantly improve the ODD performance of the baseline method without relying on the previously mentioned techniques in order to avoid the associated drawbacks. Indeed, despite its low ODD performance, the baseline approach does not suffer from previously mentioned drawbacks.
With this objective in mind, the fundamental question we need to answer is: In the first place, why do neural networks present high uncertainty? The first insight to answer this question is to observe that the use of Mahalanobis distance was shown to present high performance in Lee et al. (2018) .
We argue that this fact, from a deeper perspective, suggests current SoftMax trained neural networks are learning anisotropic high-level representations distributions. Wherever region the embedding of a class is concentrate, they appear to lie on an anisotropic manifold. It may explain why Mahalanobis distance worked better than the conventional Euclidean distance in the mentioned study.
Many metric-learning approaches have been proposed recently to tackle the out-of-distribution detection problem. We speculate that this is a direct consequence of the fact that the SoftMax loss does not impose a predefined metric to the high-level feature space. For this work, we follow the 'SoftMax loss' expression as defined in Liu et al. (2016) and illustrated in Figure 1 . If not otherwise mentioned, the expression SoftMax means 'SoftMax loss'.
Moreover, we believe this anisotropy implicates in disproportional high confidence of SoftMax loss trained networks. As a consequence, the entropy of the output of the model, becomes too correlated to the maximum probability, making its usage as ODD score almost ineffective for improving ODD performance in such situations.
Therefore, we built a new loss that we call Distinction Maximization (DisMax) loss. The DisMax aim is to enforce the neural network to learning isotropic representations on the feature space while being transparent to all other components of the learning system. To achieve this, we keep a predefined distance and impose the logits, probabilities, and loss to be aware of it.
Hence, the embeddings are learned by the network in such a way that the predefined distance makes sense in the feature space, avoiding the necessity of metric-learning postprocessing. Moreover, the isotropy as only the distance from prototypes to representations (not its components) is relevant to logits, probabilities, and loss. Same distances to the prototypes implicate in same logits, probabilities and loss values.
DisMax was designed to work as a drop-in replacement to the SoftMax. Neither model, data, nor training procedure changes are required by the replacement of SoftMax with DisMax. From a practical point of view, this replacement could be performed by replacing one line of code.
In this paper, the terms 'DisMax loss' and DisMax are used as synonymous. The main build blocks of DisMax are presented in the Figure 1 . Training a neural network using DisMax avoids all the previously mentioned drawbacks. Hence, we call our proposal to be fast (no input preprocessing), scalable (no feature ensemble), turnkey (neither post-processing is required for validation or when performing inference, nor access to out-of-distribution or adversarial samples is necessary) and native (no additional ad-hoc classification/regression models required to be trained or when performing inference or ODD detection).
Our experiments showed that DisMax presented no classification performance degradation compared to SoftMax. Moreover, using the same data, models, metrics and training procedures of Lee et al. (2018) , they showed that neural networks trained with DisMax loss and using simple entropy score to perform ODD typically overcomes both baseline and ODIN by a large margin and it is even competitive to Mahalanobis in most cases. In fact, in some scenarios, DisMax even outperforms state-of-the-art Mahalanobis despite being a fast, scalable, turnkey, and native approach to out-of-distribution detection. Figure 2 . Determination of the DisMax α global parameter. CIFAR100 datased used to define α is never reused again as out-distribution to ODD performance evaluation. Values of α higher the one appears to increase ODD performance also in unseen out-distributions. Final classification accuracy in very insensitive to the α global hyperparameter.
Distinction Maximization Loss
Let x represent the input applied to a neural network and f (x) represent the high-level feature vector produced by it. For this work, the underlying structure of the neural network does not matter. Despite the fact we used convolutional neural networks in our experiments, we believe the conclusions of this paper should apply to other architectures such as recurrent neural networks, etc.
After applying the usual fully connected last linear classifier with the number of output equal to the number of classes and the usual SoftMax function, we can write the probability of the class i given the input x by the equation below:
In the above equation, w j and b j represent, respectively, the weights and biases associated with the class j. Considering k to be the correct class for a particular training example x, by taken the negative logarithmic of the above expression relative to the correct label, we can write the SoftMax loss associated to this specific training sample:
In the previous equation, the term R S (f (x), w, b) represents a possible regularization. The baseline approach defined in Hendrycks & Gimpel (2017) is constructed by using as ODD score the maximum probability presented by the output of the network trained with a SoftMax loss:
To construct an isotropic loss, we need avoid the affine transformation w k f (x)+b k presented in the Equation (2). Those transformations represents hyperplanes in the highdimension feature space. Consequently, we have directions which are established and treat differently by the loss.
Indeed, if we think the weights in this situation as prototypes for classes and not consider the biases for a moment, the logits (affine transformations in the case of SoftMax loss) behave much as internal products. Considering that during the learning process the network tries to increase the value of the logits associated to the correct classes, in such situation, the model will try to align the high-level features in the same direction of the prototypes and consequently produce anisotropic distributions around the prototype.
However, if we define the logits (inputs to the SoftMax function) as distances to the weights of the last layer (from now on called prototypes) and remove the biases, we forbid the network to learn preferential direction around the classes prototypes. In this scenario, the particular spatial direction of the prototype associated with a given class does not produce preferential direction around them from the probabilities and loss point of view.
The only dependence allowed from the probabilities or loss mathematical expressions concerning the high-level embeddings f (x) is through its distances to the prototypes. In DisMax, high-level features which are the same distance apart from a prototype should necessarily produce the same probabilities and loss. No spatial direction is preferable in any way. Therefore, for the DisMax loss, we define the isotropic probability as bellow:
In the above equation, d(f (x), p j ) represents the distance between the representation of a given input and the prototype associated with the class j and h() represents a scalar function. We speculate that this function should also be monotonically crescent to enforce that higher distances implicate in smaller probabilities, but indeed this second requirement is not necessary to construct isotropic losses which are instances of DisMax framework. The negative signal is necessary because of the inverse relationship between distances and probabilities. Following this line, we define a generic DisMax loss as follows:
In the above equation, g() represents a scalar function. Again, we expect g() to be typically monotonically crescent, but this is not a essential requirement. There is no reason the make h() and g() equals a prior since the former affects how we affects the probabilities and the latter controls the learning process. In fact, from an experimental perspective, to achieve high ODD performance, it was indeed required to make g() = h(). The term R D (d(f (x), p)) represents a possible isotropic regularization.
Regarding the definition of h(), we do not observe during our experiments the necessity to define it more complicated than a trivial identity function, which avoids the need for any hyperparameter. Moreover, considering the essential effect of using Mahalanobis distances is to 'remove' the anisotropy of the features learning by SoftMax loss trained networks and the fact that we are enforcing isotropy a priori, we decided to adopt the regular (non-squared) Euclidean distance and avoid regularization in this paper. We adopted the (non-squared) Euclidean distance for simplicity, but others real metrics which obeys Cauchy-Schwarz inequality could be used. Therefore, the probability of this particular type of DisMax loss is defined by the following equation:
Regarding g(), after some trials with other options, we observed the most simple monotonically crescent scalar function other than the identity, the linear function, appear to be a satisfactory choice. Therefore, we defined g(x) = αx.
We experimentally observed an influence of the α hyperparameter on the DisMax ODD performance so the simplest alternative, the identity function, does not provide the best option in this case.
However, as mentioned early, h() = x always performed better than h() = αx and therefore the identity function was used to h() while the linear function was chosen for g (x) . We emphasize that this fact by no means represents an isotropy breaking. As mentioned before, from a theoretical point of view, we see no a priori reason to enforce h() = g().
Therefore, we defined this particular instantiation of the general framework of DisMax losses by the equation:
We call this particular instantiation of the framework of possible DisMax losses where h(x) = x (Equation (6)) and g(x) = αx (Equation (7)) simply as DisMax loss. Therefore, in the remaining of this work, if not otherwise mentioned, the term DisMax or DisMax loss represents this particular initial instantiation of the DisMax loss framework. Once we have the expression for the loss, the usual neural networks optimization and backpropagation procedures are used to calculate the high-level representations and the prototypes associated with each class. From this perspective, we emphasize that what we are now calling prototypes are produced in the same way as the last layer weights of usually trained neural networks. Hence, no external ad-hoc procedures are used in this case.
Experimentally, we observed that using usual Xavier (Glorot & Bengio, 2010) or Kaiming (He et al., 2015) initialization with DisMax loss made its ODD performance changes each time a new random choice of initial weighs was used. Some- times we observed improved performance, and in other situations reduced performance. To avoid this instability, we decided always to initialize all prototypes components to zero. Different from regular SoftMax trained neural networks, an initialization with all zero values for the prototypes of the last layer worked smoothly. Shannon (1948) demonstrated that the entropy presents the optimum measure of the uncertainty of a source of symbols. By using entropy, the most efficient coding scheme for an information source can be designed. More broadly, currently, we understand entropy as a measure of the uncertainty we have about a random variable.
Therefore, there are strong theoretical reasons to believe that, if the probabilities of neural networks are supposed to make any sense, no ad-hoc regression model should be required to evaluate how unsure they are in making predictions. In such situations, the entropy calculated from the probabilities attributed by the neural network to a given sample belongs to each class should provide an optimal measure of the uncertainty regarding a particular classification.
By using the entropy, the information provided by all the network outputs is considered to make a decision instead of using only the one which represents the maximum probability prediction. Therefore, all information provided by the softmax layer is taken into consideration. Hence, the ODD score used for DisMax trained network is the negative of the entropy calculated over network output probabilities, which is given by the following equation:
Our experiments indeed demonstrated that using the isotropic probabilities produced by DisMax trained networks, the entropy presented much stronger performance as an ODD score than when used with SoftMax trained neural networks. From a theoretical perspective, this fact strongly suggests the probabilities of DisMax trained neural networks are more 'realistic' than the ones generated by overconfident SoftMax trained neural networks.
From a practical point of view, it means that it is possible to avoid to train an ad-hoc additional regression model to detect out-of-distributions samples in a post-processing phase as required in the Mahalanobis approach. Maybe even more important, since no regression model needs to be trained, there is neither necessary to unrealistic access to out-ofdistribution samples nor to generate adversarial examples.
Experimental Results
The experiments were designed to compare the method proposed in this paper with the approaches reported in Hendrycks & Gimpel (2017) , Liang et al. (2018) , and Lee et al. (2018) . The deterministic source code to reproduce all the results of this work will be available online soon. Experiment details can be seen in Appendix A.
The first aspect to be observed in the design of a SoftMax loss drop-in replacement is how well the proposed loss compares to it regarding the usual classification metrics. Our experiments showed that DisMax presents accuracy performance extremely similar to SoftMax. For details, please refer to Appendix B.
Secondly, we need to define the α global hyperparameter to be used in all subsequent DisMax loss experiments. For this purpose, we trained DenseNets on SVHN using α equals to 1, 3, and 10. Moreover, we validated these possible values using the TNR metric (see Appendix A) using CI-FAR100 as out-distribution. It is important to emphasize that CIFAR100 was never used as out-distribution in the subsequent experiments of this paper.
The classification results, as well as the correspondent TNR, are presented in the Figure 2 . The value of α = 10 presented the best performance. Therefore, if not otherwise mentioned, this value was used for all other experiments in this paper. It is worth mention that this value appears to generalize well to other unseen out-distributions. Of particular interest is the fact that values to α around ten appear to represent the optimal range. However, we can not assure that this particular value necessarily presents the best ODD performance in all cases. In the mentioned figure, it can also be observed that the classification accuracy of networks trained with DisMax is very insensitive to changes in the α hyperparameter.
In the Table 2 , the compared approaches neither require input-preprocessing, temperature calibration, feature ensemble, ODD or adversarial validation nor additional ad-hoc classification/regression models. From the mentioned table, we notice that entropy, by itself, when applied to SoftMax trained networks appears to produce a minimal effect.
However, the combination of DisMax with the same entropy score significantly improves ODD accuracy across all metrics for all pairs of in-distribution and out-distribution. We believe this is robust evidence to argue that DisMax trained neural networks present more 'realistic' output probabilities, at least from the perspective of information theory. The accuracy gains are usually of several percentage points and observable in all combinations of in-distributions, outdistributions, and metrics.
The Table 3 shows the results of a set of approaches which presents different requirements. Input prepossessing (and subsequently slower inferences) and validations on adversarial samples are used in both ODIN and Mahalanobis, while temperature calibration is required only in ODIN. Feature ensemble and ad-hoc classification/regression models are mandatory in Mahalanobis solution. The DisMax+Entropy approach does not rely on any of these ad-hoc procedures.
Despite the previous considerations, the mentioned table shows that DisMax+Entropy considerably outperforms ODIN in all evaluated scenarios. Moreover, in more than half of cases, Mahalanobis surpasses DisMax+Entropy by less than 2%. In some scenarios, the latter even overcomes the former despite never have being presented to adversarial samples, being native, more scalable, straightforward to implement, and presenting at least there times faster inference.
If we allowed the α parameter to be selected using adversarial validation, DisMax+Entropy would be even more competitive against Mahalanobis. In such a case, it would be possible to overcome Mahalanobis performance in more scenarios. However, we speculate this could also be achieved using isotropic regularization or data augmentation.
The Figure 3 presents the logits histograms produced by SoftMax and DisMax losses. Regarding SoftMax, it can be observed that both intra-logits and inter-logits outdistribution histograms generally overlaps the inter-logits in-distribution histograms. This fact clearly explains why the entropy score, which takes into account many outputs rather than only the maximum probability, does not significantly increase the performance against the maximum probability score for SoftMax trained networks.
On the other hand, in the DisMax scenario, neither intralogits nor inter-logits out-distribution histograms completely overlap the inter-logits in-distribution histograms, which allows the entropy score to improve the out-of-distribution detection performance in such situations significantly. In these cases, even the probabilities other than the maximum one contributes to increasing ODD performance. The ODD score does not rely on a single network output, but rather on all of them. This fact produces a considerable performance gain.
The above phenomenon can also be observed in Figure 4 . For SoftMax trained neural networks, both in-distribution and out-distribution produce very high maximum probability while DisMax trained networks produce higher maximum probabilities for in-distribution rather than to outdistribution ones. For similar analyses using entropies rather than maximum probabilities, please see Appendix C.
Conclusion
In this paper, the experiments performed demonstrated that neural networks uncertainty can be significantly reduced without relying on commonly used ad-hoc techniques, which allows avoiding its associated drawbacks. Moreover, it can be achieved simply by replacing the usual SoftMax loss with DisMax loss before training the neural network. In this case, the network output probabilities entropy provides a high-performance ODD score.
Naturally, if the mentioned techniques do not represent a real-world concern for the application under consideration and considering DisMax is entirely orthogonal to these mechanisms, they may be applied in conjunction to DisMax trained models to achieve even higher ODD performance possibly eventually.
For future work, we plan to develop isotropic regularization methods and to use data argumentation techniques. We believe that these techniques may integrate well with the isotropic DisMax loss. We are particularly interested in these mechanisms because they would improve the ODD performance keeping the overall solution fast, scalable, turnkey, and native.
B. Neural Network Performance Comparison
The figure 5 shows the test accuracy for SoftMax and DisMax for all in-distributions and models used in this paper. It can be seen that DisMax provides similar training performance in comparison to SoftMax. The Table 4 provides final training metrics for both SoftMax and DisMax. It can be observed that they produced very similar overall results. Figure 5 . SoftMax and DisMax test accuracy during training for a combination of datasets and models. 
C. Entropy Analyses
The figure 6 shows that SoftMax loss produces extremely high confidence (low entropy) even to out-distributions, which makes predicting ODD samples a problematic task. On the other hand, DisMax presents very high entropy to out-distribution examples, which means that, as expected, the network presents low confidence in those case.
(a) (b) Figure 6 . SoftMax and DisMax entropies distribution histograms for DenseNet trained on CIFAR10 for a set of unseen out-distributions. SoftMax provides extremely low entropy (high confidence score) even to out-of-distributions samples. On the other hand, DisMax produces high entropy (low confidence score) to unseen out-of-distributions.
