A method is proposed for predicting the distribution of temperatures in geothermal areas using the neuronet approach and, in particular, downhole temperature logs. The method was tested against the results of an analytical model, showing that the errors in neuronet temperature estimates based on well log data derive from: (a) the neuronet "education level" (which depends on the amount and structure of information used for teaching) and (b) the distance of the point at which the estimate is made from the area for which data are available. These conclusions were confirmed when estimating temperatures in eight actual wells, using 50 downhole temperature logs from other wells in the geothermal area. It was found that, for this particular case, neuronet teaching utilizing 30 well logs results in an average forecast error of 20%. As the number of training logs increases (up to 50), the error slightly decreases (down to 16.9%). The effects of the teaching data pattern (conductive-type versus convective-type of temperature profiles) were also studied, and an optimal strategy was developed for the neuronet training, based on the information available.
Introduction
Estimating the three-dimensional temperature distribution in geothermal areas is a major task in geothermal exploration, and is generally done using spline approximation (Kiryukhin et al., 1991) , kriging-interpolation of downhole temperature logs (Sugrobov, 1991) , or by selecting a distribution model, and matching given boundary conditions (e.g., Podgornykh et al., 2001) .
All these approaches, however, have their limitations. It is known, for example, that spline or kriging methods produce artificially smooth contour maps that conceal the characteristic features of a given structure. This drawback is most apparent when reconstructing temperature distributions in complicated anisotropic media or in the presence of sharp changes in properties. In other words, it is implicitly assumed that the domain studied is geologically homogeneous.
Selection of simplified temperature models is generally based on the assumption that heat flow is stationary at the lateral boundaries of the simulated domain and that its boundary conditions are known. Since the stationary condition is seldom realistic, and the boundary values (especially at the lower boundary) are, as a rule, very approximate estimates, results from simple thermal models can be in error.
An alternative approach is to base the temperature distribution estimates on artificial neural networks (ANN), also known as neuronet methods. These methods were, for example, applied by Corchado and Fyfe (1999) to determine the thermal structure of ocean water masses, and proved successful in solving similar problems in other scientific fields. In particular, ANN have been applied in geophysics to medium-parameter reconstruction (e.g., Raiche, 1991; Spichak and Popova, 2000 , and references therein).
The characteristic feature of ANN, which is particularly useful for estimating temperature distributions, is their capability to display the internal structure on the basis of available data, and to reproduce it in the course of an intelligent interpolation/extrapolation scheme. Furthermore, neural networks permit us to make estimates on the basis of incomplete, noisy, interrelated and irregularly distributed data, which is often the situation in the real world. Finally, contrary to other methods, no assumptions with regard to medium homogeneity are required. In comparative studies, the ANN have been found to produce at least as good, and often better, predictive models than standard statistical techniques. Koike et al. (2001) used neural kriging, a modification of ANN that can be considered a form of kriging, to analyze the temperature distribution in the Hohi geothermal area of southwestern Japan. They were particularly interested in studying the accuracy of the temperature interpolation. Using an analytical 2-D reference model, these authors showed that the method gave smaller interpolation errors than ordinary kriging.
The aim of the studies described here was to assess the feasibility of applying the neuronet approach to predict temperature distribution in wells using available downhole temperature logs of different types and from different locations.
Back-propagation scheme of the ANN application
In estimating the temperature distribution in a generic geothermal area we used one of the 'learning-with-a-teacher methods', i.e., the error back-propagation (BP) technique (Rumelhart and McClelland, 1988; Schmidhuber, 1989; Silva and Almeida, 1990) . In such an approach there are two stages in the inversion procedure: training of the network, and its testing, or recognition (the inversion itself). In the learning stage, the 'teacher' specifies the correspondence between chosen input and output data, which is a mechanism similar to that used when training a human. The analogy with the human brain also includes the similarity of some functional elements of the biological neural system to the non-linear system 'data-parameters of the target' modeled by ANN (its elements are also called 'neurons'). In both cases, the system could be considered as an n-layer network in which every neuron of a given layer is somehow connected with the neurons of other layers. A signal comes to the input layer of neurons from outside the system, but its magnitude at the neurons of the other layers depends on the signal magnitudes and connection weights of all associated neurons of the previous layer. Moreover, similar to the biological systems, the net response of an artificial neuron is described by a non-linear function. Although the BP technique has become a routine procedure it is worth specifying here the main elements of the scheme. Fig. 1 shows a three-layered ANN consisting of layers of input neurons (data), hidden neurons (their number, generally speaking, is arbitrary and can be adjusted in order to reflect the complexity of the system), and output neurons (unknown parameters).
Propagation of the input signal via a network occurs in the following way. The input signal x i comes to each ith neuron of the input layer. It is equal to the correspondent element of the input vector, composed of the available temperature data. Every kth neuron of the hidden layer receives a summary input signal y inp k from all neurons of the input layer:
where w ik are the connection coefficients (weights) between the input and hidden layers and the summation is carried out over all input neurons. The signals y inp k are transformed by each kth neuron of the hidden layer into the output signals y out k :
where G(z) = 1/(1 + e −z ) is the so-called "logistic" neuron activation function. The signals then propagate from the hidden layer to the output layer, and for each jth neuron of the output layer we obtain:
where u j is the output signal generated by the neurons at the output layer, w kj the connection weights between the hidden and output layers and G u j is the activation functions for the output layer neurons. The activation functions are usually considered to be the same for each neuron of a given layer. It is worth mentioning that choosing individual activation function types for different output neurons may improve the recognition of unknown parameters (Spichak and Popova, 2000) .
At the training stage the actual output signals u j are compared with known 'correct answers' u t j , which correspond to given input signals. A standard error:
is calculated for each pth learning sample; here, the summation is carried out over all neurons of the output layer. In this paper, the term 'learning sample' means a pair of 'point coordinates and the corresponding temperature value'. Such input-output pairs are defined by the 'teacher' and comprise the ANN training sequence. The total error to be minimized is:
where the summation is performed over all P learning samples. The connection weights w ik and w kj are the parameters that determine the signal propagation through the network and therefore the final error. BP is actually a gradient-descent technique, minimizing the error Er by adjusting the connection weights:
where w (n) ij is the increment of the weight matrix at the nth step of the iteration process, and α is a non-negative convergence parameter called learning rate. To accelerate the process, an inertial term proportional to the weight change at the previous step (n − 1) is often added to the right-hand side of Eq. (6):
where β(0 ≤ β ≤ 1) is the inertial coefficient called the 'learning momentum'. The momentum can speed up training in very flat regions of the error surface and suppresses the weight oscillations in steep "valleys" or "ravines" (Schiffman et al., 1992) . Learning starts using small random weight values. The input signal comes through the network to the output. The signal from the output layer is compared with the desired value and the difference is calculated. If it exceeds a pre-determined small number, the signal propagates back through the network to the input layer, and so on. This procedure is repeated for the whole learning data set and ends when a user-specified threshold value Eps (Er < Eps), known as a 'teaching precision', is reached.
The testing process uses the ANN interpolation and extrapolation properties. Unlike the training procedure, which requires many transits back and forth through the network, the recognition procedure requires only one passage of the recognizable signal from the input to the output layer and utilizes the connection weights specified at the learning stage. The final result can be interpreted as an estimate of the temperature values in the specified points of the spatial mesh (in particular, at different depths in the wells).
In order to assess the quality of the ANN temperature predictions (when the true result is known in advance), the relative error (Err) averaged over all testing samples is given by:
where the summation is performed over all temperature measurements (p = 1, N test ), N test is the total number of measurements in the wells and T obs,p and T ANN,p are the observed and estimated temperature values at the pth location.
The ANN architecture in all experiments was as follows: an input layer that had three neurons (coordinates of nodes); two hidden layers with 20 and 15 neurons, and an output layer that had 1 neuron, corresponding to the temperature to be estimated. The learning rate (α) was equal to 0.01 and the momentum (β) equal to 0.9. The neural network was taught until it reached a threshold accuracy of 1%, which, according to experience with the neural network in geothermal electromagnetic exploration (Spichak and Popova, 2000) , was sufficient to achieve 5-10% accuracy in the recognition of the target parameters.
The program package NEUROTEMP (Spichak and Goidina, 2005 ) that performs the above back-propagation algorithm runs very efficiently on personal computers, requires modest core memory and gives accurate results.
Testing ANN using an analytical model

Analytical model to compute temperatures in the geothermal reservoir
An analytical model of the spatial temperature distribution gives the best fit for checking the ANN method. A simplified analytical model was used to compute the three-dimensional temperature distribution in a 1000-m sided cubic geothermal reservoir. It was assumed that the system had a linear geothermal gradient of 0.1 • C/m, and a temperature of 100 • C at the top and 300 • C at the bottom. At the center of the reservoir there is a permeable zone Ω f [x ∈ (400, 600) m, y ∈ (400, 600) m] that channels the upward flow of hot fluids (Sugrobov, 1991) :
where
is a fluid heat capacity coefficient, γ the fluid density, λ the thermal conductivity coefficient of water-saturated rocks and v the fluid flow rate. The following parameter values were used in the computations: Kiryukhin, personal communication, 2003) .
Effect of the amount of training data available
In order to estimate the influence of the number of samples utilized for neural network training on the accuracy of the determinations of unknown temperatures in all points of the regular mesh (x i , i = 1, . . . , 11; y j , j = 1, . . . , 11; z k , k = 1, . . . , 51) extending over the volume of the geothermal zone, the artificial neural network was consecutively taught using sets of 10, 20, 30, 40, 50, 60, 70, 80, 90 , 100 and 110 temperature profiles randomly sampled (by means of a random-number generator) from 121 logs, corresponding to all the grid points on the ground surface (z = 0 m). Each set consisted of temperatures computed using Eqs. (9a) and (9b). Fig. 2 . Distribution of estimated temperatures at the ground surface as a function of the number of random data points (i.e., wells) used in the teaching of the neural network. The number of wells (shown as solid dots) considered was 10, 20, 30, 40, 50, 60, 70, 80, 90, 100, 110 and 121 . The latter correspond to the case in which data from all the wells (i.e., 121) were used in training the network. Fig. 3 . Plot of the dependence of a root-mean-square estimate error (expressed as % of the average temperature in the area under study) on the number of temperature well logs (NW) used for neural network teaching. Fig. 2 shows the ground surface isotherms obtained by the neural network when taught using different quantities of data. It is quite clear that, when utilizing sets with more than 60 well logs (i.e., about half of all the available data) for teaching, the isotherms delineate rather well the area of increased temperatures in the central part of the "geothermal zone".
These results are confirmed by assessing the accuracy of temperature estimates over the entire area, which indicates that it depends on the size of the data set used for teaching the neural network (Fig. 3) . The diagram in Fig. 3 shows the dependence of the root-mean-square error of the estimates (given in percentage of the average temperature in the area under study) on the number of well logs (NW) in the teaching set. It follows from the diagram that, for NW = < 60, the average error can be up to 25%, but for N > 60 it does not exceed 10-12%, decreasing to 1% for NW = 121. Fig. 4 illustrates the vertical distribution of the temperatures at y = 500 m, obtained using routine kriging-interpolation (a) and neural network reconstruction (b). It can be seen that the vertical boundaries of the hot fluid upflow zone [x ∈ (400, 600) m] are more clearly defined by the results given by the neural network approach (i.e., Fig. 4b ).
Using the data from the analytical model when testing the neural network method, we can reach an assessment of its predicting capabilities (and especially how it compares with standard smoothing interpolations). In the case presented here, to achieve a 10% level of temperature prediction accuracy it is sufficient to teach the neural network using a data set that includes about half of the total number of well logs (i.e., 60 out of 121) for which the estimate is performed.
Effect of the "geographic" factor
Application of the neural network method to geophysical image recognition has shown that reconstruction accuracy is affected not only by the size of the teaching data set, but also by its structure (Spichak and Popova, 2000) . When the estimate is based on data measured in adjacent points, the neural network functions in the interpolation mode. Sometimes it is, however, necessary to estimate temperatures in one part of the system on the basis of well log data obtained in another. In that case, the neural network functions in the extrapolation mode and the recognition results depend both on the character of the temperature distribution and the "geographic" factor (i.e., the distance between the areas from which the data used for teaching and recognition originate).
To determine the effect of the geographic factor on the accuracy of temperature estimates based on well log data, we used the temperatures obtained by the analytical model considered in Section 3.1. The neural network was consecutively taught on model data from the areas confined to Squares I, II and III shown in Fig. 5 . Estimate accuracy was assessed on the basis of the model data computed for Squares I, II, III, IV and V, and also for the entire area. Table 1 presents the results obtained using the neural network approach and the same parameters as in Section 3.1.
Logically, the smallest error in the temperature predictions (1%) is achieved when the neural network is taught on data from the area for which the estimates are made (see Cells I/I, II/II and III/III in Table 1 ). At the same time, the estimate error in Square V for a neural network taught on the model database from Square I amounts to 20%, although the temperature change with depth is similar in both areas. This is caused by the above-mentioned "geographic" factor since the measurement point coordinates are input parameters of the neural network. The more the coordinates of the measurement point differ from those of the point for which the estimate is carried out, the greater the error. Table 1 Relative estimate errors (%) for temperatures in Squares I-V and for the entire 1 km 2 model (see Fig. 5 The smallest error (leaving aside the trivial example mentioned above) is achieved when estimating the temperature in the hot fluid upflow zone (Square III), using a neural network taught on data from Square II, where the temperature change with depth is of a mixed character defined by Eqs. (9a) and (9b); that is because half of Square II is in the upflow zone, the other half is outside. This can be explained by the fact that (1) one-quarter of the data in the teaching and testing samples coincide, and (2) Squares II and III are geographically close; indeed, they intersect (Fig. 5) .
It is worth mentioning at this point that, when the teaching and testing data are inverted (see Cell III/II in Table 1 ), the estimate error increases considerably to 46.2%, compared to the 1.8% for Cell II/III. This can be explained by the fact that the teaching data in this case are homogeneous (one type of temperature distribution) whereas the testing data are from two types of distribution, and because a neural network taught on the basis of one type of temperature distribution extrapolates poorly onto the other. For the same reason, the error in Case II/I is smaller than in Case I/II (12% versus 28%; Table 1 ).
Thus, on the basis of the experiments carried out on the analytical model data, one can conclude that the errors in neuronet temperature estimates using well log data are influenced by (1) the "education level" of the neural network (i.e., the proximity of the temperature distributions used for teaching to those used for recognition); and (2) the distance between the points where estimates are made and the area providing the data used in neural network teaching.
Estimating temperatures in a geothermal area
Data
Let us consider the application of the neuronet approach to estimating well log temperatures in an actual situation. Fig. 6 is a map showing the location of 58 wells in one of the geother- Fig. 6 . Map showing the location of 58 wells (dots) in an unnamed geothermal area. Temperature distributions were estimated using the logs from the eight wells indicated by the concentric circles. The neural network was taught using data from wells located in the direct vicinity of each well selected for testing; these wells are restricted to the oval areas shown.
mal areas in Italy that extends 13.8 km in an east-west direction and 10.7 km in a north-south direction.
The temperatures in the wells were measured from the wellhead down to a maximum depth of 3775 m. The number of measurements per well was rather small (an average of 5-6 per well). Fig. 7 presents a bar chart of the distribution of the number of measurements in the wells; in almost a third of the wells only one or two temperature data points are available.
To assess the accuracy of the neuronet estimate, the 58 well logs were divided into two groups: the data used for neural network teaching (50 logs) and the data used for comparison of predicted temperatures (8 logs from Wells 2, 7, 8, 23, 25, 26, 36 and 57 ; the wells are indicated by the concentric circles in Fig. 6 ). These eight wells were chosen because they are geographically representative of the points/areas for which temperature predictions were performed and also because their logs provide sufficient temperature data for comparisons. The choice was obviously subjective, but since the test outcome was not known beforehand, one can disregard the influence of this factor on the results.
Effect of the number of training data
As when the method was tested against the analytical model (Section 3), a series of experiments was carried out to determine the effect of the number of well logs used for teaching on the errors in estimated temperature for the eight wells mentioned above. The neural network was taught at first using randomly sampled logs from the teaching database.
To assess the influence of the amount of prior information on the results of the estimates, the neural network was taught consecutively, using data from 10, 20, 30, 40 and 50 randomly sampled well logs; this corresponded to 50, 140, 151, 185 and 250 measured temperatures, respectively. Finally, and to determine the effect of the geographic factor, the neural network was taught on data from wells located in the direct vicinity of each of the wells selected for testing (in Fig. 6 these wells are grouped within ovals).
The results of the experiments are presented in Table 2 and Fig. 8 . As shown in Table 2 , when reducing the number of well logs used for neural network teaching, the estimate error averaged over all eight wells (last column) gradually increases from 16.9% (for N = 50) to 33.8% (for Table 2 Estimate errors for temperatures in eight wells in the geothermal area as a function of the number of well logs used for neural network teaching
Number of well logs
Well number (see Fig. 6 S corresponds to the case in which teaching was restricted to logs from neighboring wells only (see text). The total number of downhole temperature data is given in parentheses. Fig. 8 . Estimated temperature well logs for the 8 wells shown by the concentric circles in Fig. 6 , as a function of the number of logs used in training the network (i.e., from 10 to 50). The curve labeled "S" corresponds to the case in which only logs from neighboring wells were used. N = 10). The lowest errors are within the range of 3.4% (Well 36; 30 well logs in the teaching sample) to 23.4% (Well 8; 30 logs). The worst average results for this set of experiments were achieved for remote Wells 2 (38.4%; 4.3 km from the nearest well), 8 (28.0%; 1.5 km) and 7 (25.6%; 3.4 km). If these wells are excluded from consideration, then the smallest average error (last column) will decrease from 16.9 to 9.9% (not shown in Table 2 ). It is worth noting that estimates performed by a neural network taught with the sole use of log data from adjacent wells (see the ovals in Fig. 6 , data on row S of Table 2 , and respective plots in Fig. 8 ) gave an error minimum for Well 23 of only (6.6%). Moreover, despite the fact that the temperatures for Well 36 were estimated using data from Well 37, which is only 2 m away, the error (18.2%) was higher than when using a greater number of data (see corresponding column in Table 2 ). This is because the estimate error depends mainly on the similarity between the temperature distributions used in teaching the network and those to be estimated, and only subordinately on the geographic factor (compare with the results obtained in the analytical model of Section 2). In other words, geographic proximity cannot compensate for a lack of similar temperature distributions in the teaching data.
The more the data in the teaching sample, the higher the probability that the sample will include temperature distributions similar to those expected in real data. An increase in the number of well logs used in the estimates will therefore result in a decrease in the average error over the entire ensemble of points at which the estimates are carried out monotonically (see the last column in Table 2 ). At the same time, estimate error minima and maxima for individual wells are not directly correlated with the total amount of data used in the ANN. As follows from Fig. 8 , the best estimate curves for most wells (except the above-mentioned remote wells) are close to the measured temperature logs (bold lines). In a number of cases, only 30 logs were necessary to achieve minimal errors (Wells 25 and 36), whereas Wells 23 and 26 required 50 logs. As expected, the worst results were obtained when using only 10 and 20 logs, or only logs from adjacent wells.
One might therefore conclude that, although the average estimate error over all the test points decreases with an increase in the total amount of teaching data, the error for individual points depends to a considerable extent on the similarity of the corresponding temperature distribution to one or more in the teaching data set. This will not necessarily be found between nearby wells, even when they are very close together. In this case, a 20% average level in the estimate error is achieved when using 30 logs, decreasing negligibly to 16.9% as their number further increases in the teaching sample (up to 50 logs). So, in the example discussed here, this amount of training data seems to characterize the system fairly well, and this kind of knowledge is important from a practical point of view.
Effect of the training data pattern
It was logical to expect better temperature estimates from increases in the volume of the training database (prior information), but the influence of the structure of the database is much less obvious. It was particularly interesting to determine the accuracy of the estimates as a function of the type (conductive or convective) of temperature profile used for ANN teaching. It should be remembered that, at a conductive site, the temperature tends to increase linearly with depth, whereas at a convective site the temperature profile has an inflection point, showing, near the surface, a higher rate of temperature increase with depth. In order to study the effect of the type of teaching sample, ANN training was performed in three different ways, using (1) only conductive profiles, (2) only convective profiles and (3) both types of profile (mixed sample structure). A total of 33 well logs were used in these experiments: 25 of the conductive-type (4 used for testing; the other 21 for teaching the neural network) and 8 of the convective-type (2 for testing, and 6 for teaching). During each experiment the test samples were randomly selected from the database. This was done five times, with the number of conductive and convective test logs remaining the same (i.e., 4 and 2, respectively).
The average values of the temperature estimates and standard deviations are summarized in Table 3 , and indicate that the smallest estimate errors correspond to situations in which the well logs used for teaching and testing are of the same type (i.e., 8.5% in the conductive case and 12.3% in the convective case). In the latter case, the errors are negatively affected by the lack of teaching samples, compared to the situation in the former case (6 versus 21), as mentioned above.
Conversely, the largest average estimate errors occur when the logs used for teaching and testing are of different types (14.1% in the convective/conductive-type case and 19.0% in the opposite case). The smaller error for the convective/conductive case is a result of teaching the ANN using non-linear functions and testing against linear ones, which turns out to be a better approach than the other way round (Spichak and Goidina, 2005) .
Note that teaching the ANN by using both types of log (i.e., utilizing a mixed teaching data set) reduces the average error to 9.1 and 15.4% for the convective/conductive and conductive/convective-type cases, respectively. These results indicate that use of a mixed teaching data set practically guarantees minimal estimate errors in the case of conductive-type temperature logs, but not in the case of convective-type logs, as illustrated by the curves in Fig. 9 . Fig. 9 shows the results of temperature estimates for six different types of well (i.e., Wells 18, 26, 29 and 48 are predominantly conductive, while Wells 43 and 77 show convective profiles). In all the graphs, the smallest errors are a consequence of using well logs of the same type for teaching and testing, while the largest errors correspond to cases in which different types of temperature log were used. When logs of mixed type are used, the resulting errors are, in all cases, larger than when the same type of log is used, but smaller than when different types of log are used.
Thus, when there is uncertainty with regard to which type of temperature the estimated logs correspond, the best strategy in ANN teaching is to use all available downhole temperature log data. Where temperature type is known beforehand, only well logs of similar type should be used for teaching purposes. 
Conclusions
It has been demonstrated that downhole temperature estimates can be made using neural networks taught by available well log data. The method was calibrated against the temperature distribution provided by an analytical model. It was shown that, in neuronet temperature estimates based on well log data, the errors are influenced by: (1) the "education level" of the ANN, and (2) the distance between the estimate points, and the area for which information was available for neural network teaching. These conclusions were confirmed by estimating well log temperatures using available log data from a geothermal area. This approach revealed that the average estimate error for all the cases studied decreases to 16.9% when the total number of data used for neural network teaching was increased (if the remote wells are excluded, this average decreases to 9.9%). Individual estimate errors depend to a considerable degree on the existence of similar temperature profiles in the teaching data set. It should be mentioned in this connection that a further increase in the amount of training data (up to a volume corresponding to the system under study) could result in a further decrease in average estimate errors.
To determine the effect of the structure of the teaching data, a study was made of the relationship between estimate accuracy and the type of temperature profiles used in ANN teaching (conductive or convective). The best results were achieved, as expected, by using similar types of temperature well log for teaching and testing. It was less evident that a mixed teaching data set has practically no effect on the mean estimate error when inferring conductive-type temperature logs, whereas the same data set leads to a conspicuous increase in the mean error when estimating wells logs of the convective-type. Accordingly, the optimal strategy in ANN teaching is to obtain information beforehand on the type of temperature well logs that are to be determined. It is better to use logs of a similar type as the one being estimated, and, in the absence of such knowledge, to use all the data available.
The accuracy of the estimates can be improved by as much as 5-10% if neural network teaching is aimed at achieving the lowest possible error (i.e., less than 1%, as in the experiments discussed here); this will entail a considerable increase in computation time, and may be justified when the temperature distribution has an important impact on the exploration effort in a geothermal area, such as in the location of drilling sites.
Finally, it should be noted that the ANN method proposed here could also be useful when estimating temperatures for regions where no prior geological and geophysical information is available, and without resorting to heat flow models. However, wherever these data are available, the program package NEUROTEMP can incorporate them at the neural network teaching stage.
