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Abstract
Turbulent combustion has a profound effect on the way we live our lives; homes and businesses pre-
dominantly rely on power generated by burning some form of fuel, and the vast majority of transport
of passengers and cargo are driven by combustion. Fossil fuels remain readily available and relatively
cheap, and so will continue to power the modern world for the foreseeable future. Combustion of fossil
fuels produces emissions that detrimentally affect air quality, particularly in highly-populated cities, and
are also widely believed to be contributing to global climate change. Consequently, increasing atten-
tion is being focused on alternative fuels, increased efficiency and reduced emissions. One alternative
fuel is hydrogen, which introduces challenges in end-usage, storage and safety that are not encountered
with more conventional fuels. Advances in computational power and software technology means that
numerical simulation has a growing role in the development of combustors and safety evaluation. De-
spite these advances, many challenges remain; the broad range of time and length scales involved are
coupled with complex thermodynamics and chemistry on top of turbulent fluid mechanics, which means
that detailed simulations of even relatively-simple burners are still prohibitively expensive. Engineering
turbulent flame models are required to reduce computational expense, and the challenge is to retain as
much of the flow physics as possible. Furthermore, the choice of numerical approach has a significant
effect on the quality of simulation, and different target applications place different demands on the nu-
merical scheme. In the case of hydrogen explosion, the approach needs to be able to capture a range
of physical behaviours including turbulence, low-speed deflagration, high-speed shock waves and poten-
tially detonations. One such numerical approach that has enjoyed widespread success is finite volumes
schemes based on the Godunov method. These methods perform well at all speeds, and have positive
shock-capturing capability, but recent studies have demonstrated difficulties with numerical stability for
more complex thermodynamics, specifically in the case of fully-conservative methods for multi-component
fluids with varying thermodynamic properties. A recent development is the so-called double-flux method,
which retains many of the positive properties of the fully-conservative approaches and does not suffer
from the same numerical instabilities, but is quasi-conservative and involves additional computational
expense. The present work consolidates the state-of-the-art in the literature, and considers two equation
sets, based on mass fraction and volume fraction, respectively, along with fully-conservative and quasi-
conservative schemes. Comprehensive validation and evaluation of the different approaches is presented.
It was found that both quasi-conservative approaches performed well, with a better conservative be-
haviour for the quasi-conservative volume fraction, but a better stability for the quasi-conservative mass
fraction. Finally, the numerical tool developed is applied to turbulent combustion of premixed hydrogen
in the context of the semi-confined experiments from the University of Sydney. The LES results showed
an good overall agreement with the experimental data, and the critical parameters such as overpressure
and flame speed where globally well captured, highlighting the large potential of LES for safety analysis.
keywords : Turbulent Premixed Combustion, Large Eddy Simulation, Deflagration, Hydrogen, Vol-
ume Fraction, Fully-Compressible Shock-Capturing
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xxvi
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φres Resolved on the computational grid
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Introduction
1.1 Problem statement
1.1.1 Introduction to accidental explosions
For hundreds of thousands of years dating back to the dawn of mankind, controlling fire has represented
a constant challenge. In the early stages of humanity, men were unable to produce it, they had to wait
for natural causes to provide it. Evidences of a widespread control of fire by humans were found to date
back approximately 125 000 years, but the first hints of a mastered use are much older, originating some
400 000 years ago.
Control of fire led to the development of today’s society as we know it, by allowing humans to cook
food and secure warmth and protection. It also helped the expansion of human activity during the coldest
hours of the night and the winter allowing populations to move to cooler climates. Furthermore, for more
than 5 000 years, it has been one of the main methods of processing raw materials (pottery, iron, steel,
etc.) available to humans. Until recently, the available mechanical power produced by humans, animals,
wind and water was greater than the mechanical power produced by combustion (steam, spark-ignition)
engines, gas turbines, etc. [91].
The combustion process essentially refers to a transformation of energy between the internal energy of
the burned materials and a secondary energy being either heat, processed materials electrical or mechan-
ical power. This process initiates when a mixture of a combustible material and oxygen-rich compound
is exposed to an energy source (heat, spark, ...) of higher intensity than the auto-ignition energy of the
mixture (Fig. 1.1).
There are numerous applications to combustion or fire in its broadest sense. It is widely present in
every day life for most of mankind, starting with its domestic usage (electricity, food, heating), to internal
combustion (IC) engines of cars and the several manufacturing processes of steel, plastic, etc. For most of
known human history, the primary energy source was composed by so-called “fossil fuels” starting with
wood, then charcoal and since the 1850’s, oil and even more recently, since the 1950’s natural gas. Ac-
cording to the International Energy Agency (IEA), oil and natural gas account nowadays for respectively
41% and 16% of the total energy consumed, and 96% for the oil in transportation.
Current estimations predict that the world population at the middle of the xxist century will reach
approximately 137% of the 2014 one, thereby indicating that the energy demand will continue increasing
for the next 50 to 100 years [282]. On a shorter term, the IEA estimates that the oil demand will increase
by 50% over the next 15 years.
However, accumulating evidences pointing in the direction of a human responsibility in the currently
observed global warning due to the ever increasing amounts of CO2 released in the atmosphere by the
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combustion of fossils fuels, as well as the finite nature of fossil fuels supplies have recently led both the
public and governments to think about replacing the combustion of fossil fuels by alternative ways of
producing energy. Solar and wind energies are the obvious replacement solutions having both the ad-
vantages of being in unlimited supply, despite a great difficulty in storing them. The possibility of using
hydrogen as a energy carrier has also received an increased interest as it represent a storable energy
source coupled with an unlimited supply. Fusion facilities being build in France (ITER project1) and
Germany (Wendelstein 7-X2) use hydrogen isotopes as their primary energy source, but fuel-cells could
also be used to use hydrogen as a fuel.
Apart from its use as an energy carrier, hydrogen is a widely used chemical compound in numerous
applications ranging from the fertilizer industry (ammonia production uses an estimated 28 million tons
of hydrogen per year on an estimated production of 50 million tons according to the IEA), oil refinement
industry for upgrading fuel, food industry to increase the saturation levels of unsaturated fat in margarine
for example, but also in the production of ethanol, spatial propulsion in so-called “cryogenic” engines, etc.
It is also widely used in welding and metal refinement industry. At the moment, most of the hydrogen
production occurs in oil extraction plants where it is removed from hydrocarbon by a process referred to
as “steam reforming” (Fig. 1.1).
(a) Combustion tetrahedron (b) Air Liquide hydrogen production plant -
Chempark Dormagen, Germany
Figure 1.1: Combustion and hydrogen
This increasing use and production of hydrogen rises two challenges,
◦ Producing, transporting and consuming it with a minimal environmental impact
◦ Enforcing the safety and security of the different infrastructures involved in the hydrogen life-cycle
(extraction, storage, transportation and consumption)
The safety and security of the infrastructures involved in the hydrogen-life cycle remains a major issue
concerning all the users of this compound. Hydrogen indeed features a wider flammability range than
conventional fuels (4% of lower limit to 75% of upper limit), it would have to accumulate first to reach
the proper concentration and only then could the mixture be ignited. However, the overall level of risk
associated with hydrogen is often similar to gasoline and arguably safer as hydrogen is not inherently
explosive, nor does it easily self-ignite. Oil products tend to auto-ignite around 230 − 500◦C while hy-
drogen auto-inflammability temperature is 550◦C [1].
In regards to safety properties, hydrogen diffusivity is both an asset and a risk. In unconfined areas,
it is an asset, as it will be extremely difficult to obtain a mixture within the flammability range, however,
in confined or semi-confined areas, it becomes a risk as inflammable clouds are more likely to form. Sim-
ilarly to gasoline, methane and other petroleum products, hydrogen is a tasteless, colourless, odourless
1www.iter.org
2http://www.ipp.mpg.de/16900/w7x
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and non-toxic gas. It also features a very low ignition energy, meaning that a small spark would be
enough to ignite a cloud that would be neither too rich nor too lean, but also a very high laminar flame
speed which indicates an high explosive potential associated with the difficulty of confining hydrogen
flames. Both of these factors imply that in a confined area, hydrogen storage poses the hazards of both
combustion and explosions [1].
However rare, due to the stringent regulations put in place at a national and international levels (e.g.
NFPA683), incidents leading to explosions feature a high risk on both the people and infrastructures
within the explosion radius, and the damages induced by the large over-pressures resulting from such
events can be extremely extended. Numerous occurrences of accidents that occurred during the past
decades pushed forward the development of safety and security measures to mitigate the impact of
such events. Below is presented a non-exhaustive list of accidents involving either hydrogen or more
conventional fuels,
◦ May 6th 1937 - Lakehurst, New Jersey - Fire started near the tail in an hydrogen filled airship (LZ
129 Hindenburg) and propagated at 50 [m/s] with a complete destruction after 32 [s] - 36 fatalities
◦ January 4th, 1966 - Feyzin, France - A LPG spill occurred during the draining of a tank, and the
inflammable cloud generated was ignited by a car passing on the adjoining motorway - 18 fatalities,
81 injured and extensive damages to the site
◦ April 19th 1984 - Sarnia, Canada - Hydrogen explosion in the benzene unit of the Polysar petro-
chemical complex from 30 [kg] of hydrogen released and ignited 20-30 seconds later leading to a
small detonation in near field - 3 fatalities and extensive damages to the side plus minor structural
damages up to 1 [km] away
◦ March 2000 - Blainville, Quebec - Hydrogen tank mounted in a car test model exploded during
pressure adjustment - 3 casualties and extensive damages to the car and building
◦ December 11th 2005 - Buncefield, UK - Explosions in the Hertfordshire Oil Storage Terminal (one of
the largest in Europe) with subsequent detonation due to the flame acceleration by the turbulence
generated by the surroundings hedgerows and trees leading the remaining vapours to detonate - 43
injuries and large structural damages
◦ April 20th 2010 - Mexico Gulf - Deepwater Horizon off-shore oil drilling rig exploded and took fire
following the rise of a methane bubble from the well - 11 fatalities, extensive damages to the rig,
world largest marine oil spill and largest environmental disaster in US history
◦ March 11th 2011 - Fukushima Daiichi, Japan - Following the loss-of-coolant accidents and the
nuclear meltdown, the Fukushima powerplant was shut, but while struggling to restore power to
the plant, accumulated 1000[kg] of hydrogen resulting from the reaction between hot zirconium and
water exploded destroying the upper part of multiple units - No fatalities but additional damages
to the already badly severed plant
In order to establish the regulations and apply them, but also to mitigate the risks of unacceptable
accidents, it is necessary to be able to predict these risks. Research on gas explosions started in the
1970’s [28] with the first objective of building a knowledge database and tools allowing the prediction of
the effects of such accidents. The first results were obtained based on experimental measurements, while
the use of computational resources for such studies is much more recent, and features the advantage of
being both safer and cheaper in addition to providing a larger amount of usable data. The Safety CFD
(or SCFD) is a field that has now been active for approximately 30 to 35 years.
An explosion can be defined as a rapid transformation of the chemical energy in kinetic energy in-
ducing a fast expansion of gas. During such an event, the critical factor is the overpressure generated
which will determine the extent of the damages to the surrounding structures and environment. It is
then of prime importance to predict it accurately. In this research work, we will only be interested in the
3National Fire Protection Association, http://www.nfpa.org/about-nfpa
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simulation of explosions driven by a reactive propagating front.
In this type of explosion, an external energy source ignites a inflammable mixture. Once started, the
process converts the chemical energy in heat, and the lighter dense products of the combustion expand
pushing the fresh mixture in front of the flame. The presence of obstacles in front of the flame would
generate turbulence in the inflammable mixture, which upon interaction with the flame will wrinkle it
thus increasing strongly its reaction rate and total surface. This will further increase the amount of
hot expanding products pushing the reactants faster, who will in turn generate more turbulence, thus
increasing the flame speed even more, and so on. This powerful feedback loop is what makes this type of
semi-confined explosions so dangerous and so strong.
Two main parameters have been found to strongly influence the pressure increase during the flame
propagation, which are the flame laminar properties (flame speed) and its subsequent acceleration under
the influence of turbulence, and the level of confinement. In the most critical accidents, both of these
mechanisms are responsible for the large damages inflicted to the structures, but also to the potential
fatalities. Two main propagation regimes of flame during these events can be defined,
◦ Deflagration : The flame propagates at a subsonic speed with respect to the inflammable mixture
speed of sound. The propagation is driven by diffusion effects of reactants and heat. It is mainly
characterised by a decrease of the density and an increase in velocity as the reactants pass through
the flame front.
◦ Detonation : Propagation of a reaction zone coupled with a shock-system preceding it and moving
at a supersonic speed with respect to the inflammable mixture speed of sound. Both the pressure
and the density are increasing dramatically through the shock and reaction zone. The velocity is
decreasing continuously in the tail of the detonation after the very large acceleration induced by
the shock. The propagation is driven by an auto-inflammation of the mixture heated by the shock
passing through the fresh mixture.
Although the detonation mode is by far the most devastating in terms of structural damages due to
the very large overpressure generated, only the deflagration mode which represent the first stage of the
flame acceleration will be studied in details in this work. More details on detonations can be found in
the numerical simulations of Deiterding [73] or Oran and Gamezo [101–104], but also in the experimental
work of Dorofeev [82–85] and references therein.
Deflagrations which are at the centre of this research are very complex multi-scale multi-physics
phenomena, with a strong coupling between chemical reactions, heat and species diffusion, turbulence,
flame-obstacles interactions, compressibility effects, etc. Each of these phenomena must be reproduced
correctly in numerical simulations of explosions, such that the critical parameter (over-pressure) can be
accurately predicted. This is done either by solving it directly, or by modelling it.
1.1.2 Explosion experimental studies
Several organisms and research centres devote their time to the analysis of methodologies, but also the
definition of guidelines and safety measures in the case of explosions. One of the largest is the non-
lucrative NFPA who published more than 300 guidelines to date for limiting risks associated with fire
and explosions in different configurations. Collaborations between research centres and laboratories on
the development of methods for predicting the effects of explosion exist. The Hysafe project4 regroups
26 organisations across 12 countries to improve the knowledge about risks associated with the use of
hydrogen as a energy source. The MERGE project financed by the European Commission allows a col-
laboration between companies and organisations developing explosion codes. These are then compared
on common explosion configurations [16], such that guidelines can be defined.
4http://www.hysafe.org
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Before developing the numerical techniques and models predicting these phenomena, it is necessary
to obtain experimental measurements of these events such that empirical correlations can be extracted or
such that they can be used as reference points for the validation of numerical tools. Due to the complex-
ity, cost and levels of risk involved, no experimental data can be obtained on real configurations. Indirect
measurements can still be obtained by using the on-site probes and sensors, such as pressure taps in oil
tanks, gathering witnesses testimony, evaluation of the damages, etc.
To gain insight into these explosions, carefully instrumented experiments have been designed, follow-
ing a similar modus operandi. A semi-confined geometry is filled with a stagnant inflammable mixture,
and ignited. The flame then propagates in the geometry with a laminar behaviour at first, but under the
influence of the obstacle positioned in the chamber, it accelerates and generates large overpressure. The
main driving parameters of an explosion highlighted above are both well reproduced in such set-up, i.e.
the flame confinement and large speed reached due to the turbulence generated by the obstacles.
Experimental studies for semi-confined explosions can be grouped in two categories, with the medium
to large-scale ones where the chamber volume is of the order of the cubic meter or larger, and the small-
scale where the volume is measured in litres. In the first case [28, 114, 130, 131, 225, 292], overpressures
are measured in different positions, but experimental visualisations or velocity measurements can not
be obtained because of the rigs large size. In the second case, however, the experimental apparatus
is smaller and allows for more precise measurements and the study of numerous different configura-
tions [44, 94, 123, 138, 151,185, 199, 200].
The Sydney combustion chamber experimented since 2005 [151] and illustrated in Fig. 1.2 is one of
the small-scale experiments with a length of 25 [cm]. This is the configuration chosen as the test case
for the simulations presented at the end of this work. It is one of the very few small-scale experiments
using hydrogen as fuel, when most of the others use either methane or propane. The large number of
publications on this chamber [3, 115–118, 123, 136, 137, 156, 200, 249] and the wide variety of geometrical
configurations experimentally measured (number, position and obstacle shape) make this test case a very
good test for the current work.
Figure 1.2: Schematic illustrating the small-scale combustion chamber of Sydney University
1.1.3 Modelling of explosions
The method chosen for modelling such phenomena must be able to reproduce correctly the flow physics,
as well as be able to predict the resulting overpressure accurately. Moreover, it has to account correctly
for the influence of the different parameters (fuel, obstacle shape, confinement, etc.). The number of
modelling constants should be kept to a minimum, its use must be relatively easy and that the compu-
tational time associated it with must remain manageable.
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Of course, most of these requests are contradictory, it is not possible to simultaneously reproduce the
entirety of the physics in a short time, and the methods featuring short restitution times will only yield
approximate results. The methods are thus classified in three categories [176] of increasing complexity,
precision and computational time
◦ Empirical methods : Extracted from experimental results and used mainly in the design of vents in
buildings to reduce the overpressure generated in such confined spaces
◦ Phenomenological models : Simplified physical models representing only the “relevant” physics but
unable to account for the geometry other than by adjusting model constants and the turbulence is
usually modelled using empirical correlations
◦ Computational Fluid Dynamics (CFD) : The governing equations of the flow and the combustion
physics are solved numerically
Historically, (U)RANS methods have been considered for the CFD simulation of both large and small-
scale configurations. Although mostly overlooked in safety analysis a decade ago, CFD is now more and
more accepted as the solution and is widely used in the safety analysis of real configurations. The physics
of the flow is reproduced accurately, and the prediction are of good quality. Its downside resides in its
restitution time which is much larger than the empirical and phenomenological approaches. Despite some
drawbacks and an increased cost compared to previous techniques, (U)RANS methods still remain today
the industry workhorse thanks to its low computational cost compared to the more accurate LES and DNS
approaches. However it suffers from the inaccuracy of the turbulence models used that are based on an
assumption of statistical mean of the turbulence and are not adapted to all flows. They are not capable of
predicting the transition of the flame from a laminar to a turbulent propagation mode for example, while
this constitutes one of the critical point of semi-confined explosions where the flame starts in a fluid at rest
and accelerates in the turbulence generated by its propagation. With the increase of computational power,
LES is slowly becoming a promising tool for safety analysis, and has already shown promising results on
medium-scale geometries [193, 209]. Additionally, it has been successfully applied to small-scale simula-
tions of methane and propane explosions on the Sydney chamber [115–118, 123, 136, 137, 156, 200, 249].
For these reasons, LES is employed in this work for the simulation of hydrogen explosions on the Sydney
University combustion chamber.
1.1.4 Compressible methods
As already pointed out, hydrogen is a very reactive compound with a large flame speed, whose explosions
usually result in very large overpressure. Both of these characteristics make hydrogen a fuel very prone to
detonate under the right conditions due to its very low detonation energy limit [1]. In order to simulate
hydrogen explosions it is therefore necessary to use numerical methods able to tackle compressible prob-
lems, where large overpressure are encountered and potentially shock-waves. The widely used Godunov
method [109, 278] allows the simulation of both slow and fully compressible flows, i.e. it can accurately
capture shock-waves. Numerous pieces of work have contributed to make it a very efficient and accurate
numerical technique [273, 275, 276, 278].
The main driver behind the use of compressible methods is the accurate capture of the potential shock
waves in the flow, but also of the strong pressure waves. One of the key parameter of shock waves is
their speed which determines for example whether a shock would be powerful enough to ignite a certain
mixture (initiation of detonation). Predicting the shock speed incorrectly leads to different results in
most compressible flow simulations where depending on the precise nature of the flow, the discrepancies
could be quite large [269]. An inaccurate prediction of the shock properties would also lead to errors in
the prediction of the speed at which the pressure wave are travelling, which corresponds to the speed
of sound. As the overpressure constitutes the most critical parameter of semi-confined explosions, its
accurate prediction is also highly critical.
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The shock speed is determined solely by the thermodynamic properties of the flow it is travelling into,
such as the specific heat ratio and molar mass. These two parameters therefore need to be accounted
for precisely in the computations. The molar mass variations can be relatively easily taken into account
by introducing additional equations for the transport of the different species in the flow. This first step
increases the cost and complexity of the computation but helps increasing its accuracy by simulating the
variation of one of the parameters. This is the approach used in the detonation simulations of Gamezo et
al. [101–104] where the adiabatic index was held constant in the whole flow and adjusted prior to the
computations to the fuel-oxidizer mixture under consideration, and leaves the shock speed as a parameter
partially controlled by the user and not exclusively by the flow physic.
In order to have a shock structure fully determined by the flow physics, an additional step has to be
taken, and the variation of the adiabatic index taken into account. This can be done by fixing its value
for each chemical compound present in the flow, such that the mixture value can be recovered using
some mixing rule. This allows for a more precise determination of the sound speed, or shock speed, but
remains inaccurate when dealing with a large range of temperature in the flow as the adiabatic index is
a direct function of the temperature. The second solution consists in using polynomial functions of the
temperature whose coefficients are tabulated [59]. This constitutes a comprehensive way of accounting
for the variations of the shock speed as a function of both the temperature and composition of the flow.
The former solution consists in using the so-called calorically perfect equation of state (where the ther-
modynamic coefficients are independent of the temperature), while the second consists in using a more
complex equation of state, usually referred to as thermally perfect.
However, one of the known drawbacks of fully conservative methods such as the Godunov method is
that they can not be directly applied to the simulation of flows where the adiabatic index is allowed to
be a function of the composition and/or temperature [4, 5, 147, 170]. Direct application of these meth-
ods results in large temperature spikes at the species interface (mixing zone), but also in pressure and
velocity oscillations (Fig. 1.3) and was shown to be related to the inability of the pressure equilibrium
to be maintained when numerical diffusion is present. These can eventually crash the computations, but
even if this extreme case is not reached, they are very problematic in flows where temperature plays an
important role (such as combustion), but also where small-scale structures are important (mixing of the
species in combustion).
This issue forms part of the motivation of the present work, and addressing it has sparkled a whole new
area of research in numerical methods for multi-component flows, resulting in numerous new techniques
[6, 7, 139, 143, 146, 183, 219, 222, 250, 260] using either shock-capturing or shock-tracking methods. The
vast majority of these methods relies at some stage or another on the abandon of strict conservation
near material interface, following the analysis of Abgrall and Karni [6] showing that abandoning strict
conservation allows to circumvent this issue. An additional issue is that the extension of most of these
methods to viscous reacting flows is far from being straightforward, such that one of the only method
available in the literature to compute compressible reacting multi-component flows is the Double-Flux
model of Abgrall and Karni [6] and Billet and Abgrall [25], while the compact-central differencing of
Kawai and Terashima [149] could probably be extended to mixture of non-calorically perfect gas as well.
1.2 Aims and objectives
The present work aims at proposing a new method for addressing the pressure oscillations issue arising in
fully-compressible multi-component flows and some of the drawbacks of the double-flux model. Indeed,
the double-flux model requires the evaluation of the Riemann problem twice at each cell interface, which
in three-dimensional simulations would convert to evaluating it 12 times per cell, compared with the 6
times of a normal Godunov approach. Furthermore, relatively large energy conservation errors have been
reported for this model, which could potentially become problematic in some applications.














































































tional equation is solved for each species. The computational cost is thus expected to be lower than the
double-flux at the cost of an increased memory usage. This new approach will be integrated within a
fully-compressible flow solver able to deal with slow to fast compressible reacting flows as well as precisely
accounting for shock-waves.
Thus the objectives of this research work can be separated in two steps, the first one concerned with
the derivation and development of a new numerical technique,
◦ Derivation of a new fully compressible multi-component approach based on the 5-equation model
of Allaire et al. [7] to address the issue of pressure oscillations in such flows. The proposed method
will use the thermally perfect equation of state and be high-order accurate, low dissipation and
shock-capturing, able to deal with slow and fast reacting flows
◦ Validation of the proposed method on a wide range of problems ranging from simple advection-like
tests to fully compressible detonations in one and multiple space dimensions. Its performance will
be compared with the double-flux model of Abgrall and Karni [6] and Billet and Abgrall [25] in
terms of accuracy, conservation properties and computational cost
and the second with the application of these techniques to hydrogen explosions simulation,
◦ Implementation of the proposed numerical technique within a block-structured compressible LES
solver for turbulent premixed combustion able to deal with a wide range of flame speed and com-
pressible features in complex geometries based on the Flame Surface Density combustion model
◦ Simulation of the Sydney University hydrogen explosion test case to confirm that LES is well
adapted to the prediction of compressible strongly turbulent and reacting transient flows such as
hydrogen explosions in semi-confined geometries
1.3 Thesis layout
This work is split in three parts, where the first part describes the theoretical and numerical approaches
employed in this work. General knowledge about premixed laminar and turbulent flames, as well as a
detailed description of the failure of the Godunov method in compressible multi-component flow simu-
lations and the published techniques to circumvent the problem are given in Chapter 2. The governing
equations for all the methods considered in this work, from the newly developed volume fraction approach
to the classical Navier-Stokes equations are presented in details in Chapter 3. In depth review of the
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thermodynamic relations and closures considered in this work are introduced. The filtered equations for
the LES framework are also presented and the modelling of the different sub-grid terms is discussed.
Finally, a detailed description of the numerical methods developed and implemented within the course of
the current research work is given in Chapter 4. A special attention is given to the numerical treatment
of both quasi-conservative methods used here as their use forms the main motivation of the research.
A special emphasis is also made on the implementation of the newly derived characteristic boundary
conditions for the quasi-conservative volume fraction approach.
The second part is concerned solely with the validation of the algorithm detailed in the first part.
Chapter 5 uses a one-dimensional code written by the author to verify and validate the different algorithms
considered in problems of increasing complexity, from simple advection problem to fully compressible vis-
cous reacting detonations. The strengths and weaknesses of the different models are highlighted and
an in-depth review of their capabilities is given. Chapter 6 presents the extension of the validation and
verification process to multi-dimensional problems, and in particular the well-known inert and reacting
shock-bubble interactions.
Finally, the last part concentrates on the application of the validated methods to the problem of
hydrogen explosions in the Sydney University small-scale combustion chamber. Chapter 7 introduces
the relevant concepts of flame phenomenology in semi-confined explosions as well as a description of the
numerous experimental studies published to date on the problem of hydrogen explosions. The choice
of the test case is thus presented and justified in view of the existing available database. The experi-
mental Sydney University explosion chamber is then detailed and the governing equations and numerical
methods used in the present research for the modelling of compressible turbulent combustion within the
implemented LES framework are presented. Finally, Chapter 8 presents a short theoretical and one-
dimensional analysis of the turbulent models considered before their application to the full geometry
of the Sydney experiment. The LES results are then validated and the quality of the computations is
assessed. A short study of the impact of different parameters on the flame behaviour is then presented.
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Literature Review
2.1 Premixed combustion phenomenology
2.1.1 Characterisation of the combustion
Combustion can be defined as a series of sequential and simultaneous exothermic or endothermic chemical
reactions between a fuel and an oxidant, a release of heat. A transformation of chemical species occurs
during this process, where the heat can potentially be converted into light. The mass and energy are
conserved, only the chemical bond energy is transformed to thermal energy.
In order to understand reacting flows, the combustion community identified several canonical com-
bustion situations as a mean to classify the different types of flames [21] :
◦ Non-Premixed Combustion, or diffusion flames : The combustion is non-premixed when the fuel
and the oxidizer are initially separated and then brought together by means of mixing. It usually
only involves two streams, one of fuel and the other of an oxidant. The flame is then present at the
mixing between the two streams, usually along the line of stoichiometric mixture (Fig. 2.1). The
non-premixed combustion has been widely studied by the industry as it is intrinsically a simpler
problem, and thus it has been far more investigated than the premixed one. It is of particular
importance in diesel engines, liquid fuelled gas turbines, fires, furnaces.
◦ Premixed Combustion : Premixed combustion on the other hand does not need any streams to
burn. Fuel and oxidant are already mixed together forming a flammable mixture, and combustion
occurs by the propagation of a flame front separating the burnt and unburnt mixtures (Fig. 2.1).
Although more complex than non-premixed combustion, the interest in its modelling is rapidly
growing due to its relevance in applications such as modern gas-fuelled turbine engines, spark-
ignition engines, jet afterburners and explosion or accident scenarios.
More recently, evidences of a third behaviour were observed [23]. In some practical combustion sys-
tems, the most basic assumption of either asymptotic theories can not be assumed to suffice any more, for
example, when the gas entering in localised reaction zones is not fully premixed into a uniform mixture,
or when the gas can no longer be considered as pure fuel or oxidiser. The combustion is then described as
partially premixed. It is important to distinguish between the different partial premixing cases existing.
Amongst these, an essential distinction must be made between the non-uniform burnable mixtures which
may or may not include a stoichiometric mixture within their range of compositions. For those that do,
the flame is expected to behave as a premixed flame and will be referred to as stratified premixed flame,
whereas for those that do not (more challenging case), the flame will most probably display the behaviour
of both a premixed and a non-premixed flame, it is therefore called a premixed/non-premixed combustion.
A second distinction can be made based on the turbulence level of the flow. A laminar or turbulent
behaviour of the flame can be observed, and this distinction will have a significant impact on the modelling
of the problem. Either of the propagation modes (laminar or turbulent) might need to be simulated, or
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in several cases, both simultaneously which could lead to several problems as most combustion models











Figure 2.1: Flame classification
Theoretical properties of premixed laminar flames are presented in §. 2.1.2, while turbulent premixed
flames are described in §. 2.1.4.
2.1.2 Premixed laminar flames
The study, both theoretical and numerical of simple laminar flames is of particular relevance towards
the investigation of combustion modelling. Indeed, in the case of fairly simple flames, where the proper
assumptions have been made, some analytical results can be derived for the flame’s speed, reaction rate,
structure, etc. For more complex cases, computed results can be obtained and provide insight into the
sensitivity of the flame to different parameters, such as the species’ diffusivities, chemical schemes, etc.
Furthermore, many turbulent combustion models consider laminar flames as the basis upon which the
closure of the unclosed terms can be derived. Therefore it is important to have the most comprehensive
knowledge possible on these flames.
Mixture composition
One of the key parameter driving the premixed laminar combustion is the equivalence ratio of the flame
describing the content of the burnable mixture. Even though numerous (up to thousands) chemical
species are involved in the combustion process, it is primarily a reaction between an oxidant and a fuel.
For a single-step chemical mechanism, where ν′O and ν
′
F are the stoichiometric coefficients of the oxidant
and fuel respectively, we have,
ν′OO + ν
′
FF → Products (2.1)
















The equivalence ratio is used to characterise the regime of laminar combustion, i.e. either rich (fuel in
excess, φ > 1) or lean (oxidant in excess, φ < 1).
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Flame structure
The laminar flame properties have been widely studied for more than 150 years [295, 301], using the
simplified Navier-Stokes set of equations [238] in 1D, neglecting the transient effects.
The structure of a laminar premixed flame is presented on Fig. 2.2, showing that the flame front can
be viewed as a wave propagating from the burnt to the fresh gases with a constant speed of displacement
usually referred to as the laminar flame speed, and noted s0l . The fresh mixture of reactants is at the left
of the picture, while the hot products are on the right, separated by a thin reaction zone characterised
by large temperature gradients. Several zones can be identified,
◦ Cold reactants zone where the fuel and oxidant are perfectly mixed at the molecular level and
where the mixture is chemically inert.
◦ Preheat zone where by diffusion of temperature, the reactant mixture is heated but still chemically
inert.
◦ Reaction zone characterised by large temperature and species concentration gradients, where the
fuel reacts with the radicals (H , O atoms) to form intermediate species (CO, H2, etc.). It has a
thickness δr.
◦ Post-Flame zone (also called oxidation zone), where slow chemical reactions occurs, and the
secondary fuels are converted in final products (CO2, H2O, etc.). As the fuel consumption is
several order of magnitude faster than the recombination reactions, the reaction zone thickness is






Fresh mixture zone Oxidation zone
Pre-heat zone
Reaction zone
Figure 2.2: Premixed laminar flame structure
General behaviour
As stated previously, a simplified set of equations is used to model the unstrained laminar flame. The
transient effects are neglected by studying the flame in a reference frame moving at speed s0l and making
the following additional hypothesis [295],
◦ All species have the same molecular weight, constant heat capacity and molecular diffusion. This
amounts to an equal Lewis number (Le) for all species. Adding the simplification of equal mass
and heat diffusivities, this finally leads to a unity Lewis number for all species.
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◦ The chemical reaction scheme is composed by a single irreversible reaction and the reaction rate
constant follows an Arrhenius law.
◦ The reaction rate is assumed to be limited by the fuel mass fraction, such that the flame is very
lean and the oxidizer mass fraction is assumed constant.
These assumptions, although quite stringent, still represent the basic phenomena encountered in com-
bustion such as highly non-linear heat release, gas expansion and temperature increase. Based on these
simplifications and by solving the resulting system of equations, general trends for premixed combustion
can be obtained and summarised as follows [295],
◦ The maximum temperature and reaction speed are completely decoupled even for complex chem-
ical schemes and turbulent combustion. This implies that the maximum temperature obtained
in a premixed flame can be entirely determined by the thermo-chemistry of the mixture, i.e. its
composition, species formation enthalpies and heat capacities. Furthermore, the reaction speed is
only function of the chemical parameters such as the Arrhenius pre-exponential factor, activation
energy and temperature exponent.
◦ The adiabatic flame temperature obtained via the use of these assumptions provides satisfactory
orders of magnitude, although in the case of complex chemical schemes, endothermic dissociation
reactions of some products take place at high temperature, thus reducing the maximum achievable
temperature of the flame (Fig. 2.3). It has been shown that using variable heat capacities contributes
in reducing this error in rich mixtures where the temperature is high enough to trigger dissociation
reactions.
◦ The reacting zone in a premixed flame is rather thin, of the order of 2/β, where β represents the
activation temperature of a reaction (β = αTa/Tad with α = (Tad − Tu)/Tad a measure of the heat
release, where Tu is the fresh gas temperature, Ta the activation temperature and Tad the adiabatic
temperature), and usually displays value around 20. This implies that if a mesh is designed to solve
a non-reacting flow at a given Reynolds number, its cell size has to be divided by about β/2 ≈ 10
in each direction to accurately solve for the structure of the premixed flame.
Figure 2.3: Adiabatic flame temperature of a propane-air mixture under different assumptions [238]
Laminar flame speed
An asymptotic analysis derived by Zeldovich, Frank-Kamenetski and Von Karman (ZFK) in the 1940s
[301] and based on the previously mentioned assumptions allows the derivation of explicit equations
solving for the flame speed. It was shown to be controlled by the heat diffusivity and chemical parameters.
Different expressions (ZFK [301], Williams [295], van Kalmthout [283], Poinsot and Veynante [238]) have
been derived, and although featuring different formulations, they all exhibit the same dependency [238],
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where Dth is the heat diffusivity in the fresh gas, Rr =
2B
β exp (−β/α) and B is the rate constant from
the Arrhenius’ law.
Further work (Mitani (1980) [208]) unveiled more general expressions, enabling the pressure and tem-
perature effects to be taken into account. It was found that flame speed would rapidly increase with the
temperature of fresh gas, while it was shown to decrease with pressure.
The laminar flame speed is an essential parameter of laminar flames and is widely used for validating
the numerical results obtained by comparison with experimentally measured values, and as a parameter
in turbulent combustion models.
The definition of the flame speed has been based until now on the intuitive image of an interface
moving at a speed s0l in the local flow. Poinsot et al. [236, 281] showed that two alternative definitions
could be introduced using either a global or a local definition of the speed. By supposing that the flame
front can be tracked using a progress variable c given by,
c =
T − Tu
Tb − Tu or c =
YF − Yu,F
Yb,F − Yu,F (2.5)
which takes the value c = 0 in reactants and c = 1 in products, we can define a local normal to the flame
surface directed towards the reactants as,
n = − ∇c|∇c| (2.6)
The speed at which a point on the flame front moves in a fixed reference frame to remain on the flame
front is denoted w while the local flow velocity is referred to as u, thus leading to several definitions
based on either the flame kinematic or chemical properties and summarised in Table 2.1.
Name Symbol Definition Formula
Laminar s0l Speed at which a 1D unstrained laminar flame
propagates in a fixed reference frame. Reference
speed in combustion
−
Absolute sa Projection of w along the flame normal sa = w · n
Displacement sd Speed at which a flame front moves in the local flow
field, i.e. the difference between w and u
sd = sa − u · n





Table 2.1: Several flame speed definitions for a premixed laminar flame
Flame thickness
In LES and a fortiori in all turbulent combustion modelling techniques, another key parameter is the
flame thickness. Indeed, knowing an estimate of the flame thickness prior to any computation is essential
to discretise properly the computational domain. It is also a useful quantity for modelling transport,
chemistry, etc. Similarly to the flame speed, several definitions of the flame thickness can be found as
shown in Fig. 2.4 and summarised in Table 2.2.
Amongst the different definitions presented in Table 2.2, the diffusive one is very easy to estimate
but appears quite approximative (usually gives a fivefold estimation of the thermal thickness), while the
thermal thickness is usually the reference length of the flame but requires a temperature profile to be
estimated. The total thermal thickness is found to be always larger than the thermal thickness, and often
leads to an overestimation due to the slow recombination reactions taking place in the oxidation zone,
while the reaction thickness is always the smallest of all.
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Name Symbol Definition Formula
Diffusive δ Similar scaling laws as Eq. 2.4 δ =
Dth
s0l




|max (∇T ) |
Thermal total δthl Distance over which the temperature varies between
1.01Tu and 0.99Tb
−
Reaction δr Reaction zone thickness −







|max (∇T ) |
Reaction Rate
Figure 2.4: Definition of the different laminar flame thickness
Flame stretch
A flame propagating in a flow is under the influence of its curvature and the strain, which could both
have an impact on the flame speed. This can be related to the stretch of the flame κ defined as the rate







Kinematic considerations on a thin flame front led Candel and Poinsot [45] to give the following
general expression,
κ = −nn : ∇w +∇ ·w (2.8)
where the operator (nn : ∇) represents the gradient normal to the flame surface. This formulation can
be recast using the definition of the displacement speed (Table 2.1),
κ = −nn : ∇u+∇ · u+ sd∇ · n (2.9)
Chung and Law [63] further defined ∇t · u = −nn : ∇u+∇ ·u as being the tangential component of the
∇ operator referring to the strain in the plane locally parallel to the flame front, leading to,
κ = ∇t · u+ sd∇t · n (2.10)
Stretch is thus defined as the sum of two components, the first being due to the local flow non-
uniformity (strain), and the second due to the flame curvature (∇ · n).
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Stretch can influence the flame speed in several ways, but as it is very challenging both numerically
and experimentally to precisely estimate the different speeds of the flame, only asymptotic analysis can
give information on the stretch-flame speed coupling. Under several hypothesis, but most notably small
stretch values [40], it can be shown that both displacement and consumption speeds are linearly related
to stretch by a new length referred to as Markstein length (La). Additionally, stretch also has an impact
on the burnt gas temperature as shown by Law [172].
2.1.3 Turbulence properties
The first question typically asked when considering a fluid flow and its simulation is typically about its





A laminar flow is characterised by a smooth aspect with large coherent structures. As the flow Reynolds
number increases, large scale motions become unstable and eventually transition to a highly chaotic tur-
bulent state. This occurs when inertial forces (UL) overcome viscous dampening (ν). A fully turbulent
flow is then characterised by a highly complex flow field across a very large range of scales.
Another remarkable feature of fully turbulent flows is the energy distribution across scales, with a
continuous spectra of small eddies convected by the mean flow. Eddies of all sizes are interacting through
an energy cascade, enhancing mass, momentum and species diffusion as well as heat transfer compared
to a laminar flow. This energy cascade is famously described by the short poem of Richardson,
Big whirls have little whirls,
which feed on their velocity.
Little whirls have lesser whirls,
and so on to viscosity
Fig. 2.5 shows the typical distribution of turbulent kinetic energy E(k) over the different scales in
wavenumber space (k = 1/r, where r is the eddy size). For high Reynolds, this energy distribution can
be split in three regimes [244],
◦ Integral zone, characterised by the largest eddies (low wavenumbers) containing the most energetic
structures associated with the integral length scale lt. Large scales are typically problem dependant
and usually formed by an external mechanism. The flow is inhomogeneous and anisotropic. The
velocity (u′(lt) = u
′) and length scales in this range are not affected by viscosity and are usually





◦ Sub-inertial zone, characterised by a behaviour independent of both viscous effects and the
mechanism injecting energy at large scales. In this zone, large unstable eddies break up into smaller
eddies through an energy cascade. The energy flux from one scale to the other is constant through
the different scales, and the energy at each scale is given by the famous Kolmogorov law [164],
E(k) ∝ K0ε2/3k−5/3 (2.13)
The turbulent kinetic energy dissipation rate (ε) of an eddy of size r is estimated by the ratio






◦ Dissipative zone, characterised by a Reynolds number close to unity and large wavenumbers. In
this zone, the turbulent kinetic energy passed from the large scales is dissipated by viscosity and
converted into heat. The balance between inertial and viscous forces determines the smallest scales












and the Reynolds number becomes,






























Figure 2.5: Typical turbulent kinetic energy spectrum for homogeneous turbulence
2.1.4 Turbulent premixed flames
Turbulence influence
When considering flames in a turbulent flow, which occurs in most practical combustion systems (com-
bustion chambers, rockets, internal combustion engines, etc.), the laminar relations previously presented
no longer hold true due to a non-negligible interaction with the turbulence. This interaction works both
ways, as combustion can either increase the turbulence (acceleration of the flow due to the heat release)
or decrease it (expansion of hot gases), and turbulence enhance (through enhanced mixing and diffusion
of species and heat diffusion) or stop (flame quenching) the combustion process [238].
Turbulence also increases widely the range of length scales and speed values obtained for the flame.
A laminar flame features a typical thickness of the order of δ0l ≈ 0.3 [mm], while a turbulent one usually
starts at a few millimetres and can grow up to several meters. The laminar flame speed for a stoichiometric
hydrocarbon flame is approximately s0l ≈ 0.40 [m/s], while a turbulent flame speed of several hundreds
of meters per second can easily be achieved in semi-confined explosions, up to supersonic speeds in
detonations.
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Regime diagrams
The need to account for the wide range of time and length scales encountered in turbulent premixed
flames led to a classification of the turbulence/combustion interaction into different categories delimited
by several dimensionless numbers, summarised in the so-called “turbulent combustion diagrams” [238].
In these, combustion is described in terms of ratios of lengths and velocity scales, while turbulence is
characterised by its integral length, turbulent kinetic energy, dissipation rate, etc. This enables to de-
termine whether the flow contains flamelets (thin reaction zones), pockets or distributed reactions zones.
This provides very useful information for the development and selection of combustion models as a con-
tinuous front cannot be modelled in a similar way as one broken in many small pockets, or even burning
in a more distributed fashion. Amongst numerous diagrams presented in the literature, one can mention
Peters with the first version of his diagram [229] and its revision [230], Williams [295] and Pitsch [234]
whose diagram is an extension of Peters’ one designed to take the computational mesh effects into account.
Three time scales can be identified within a turbulent premixed flame, a chemical one associated with
the flame characteristics, and two kinematic associated with the largest and smallest eddies of the flow.




l . The flame interacts
with eddies whose size ranges from the integral length scale to the Kolmogorov scale, and whose charac-
teristic speed ranges from the integral RMS speed to the Kolmogorov speed, thus defining the integral
(τt = lt/u
′) and the Kolmogorov (τk = ηk/u
′
k) time scales.
Their respective magnitudes (i.e. the strength of each phenomena) can be compared using three
dimensionless numbers,
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Two diagrams are presented in Fig. 2.6 showing different classifications based on turbulent character-
istics for Peters [230] and on computational parameters for Pitsch [234] where the integral length scale is
replaced by the filter (or cell) size (∆) and the RMS speed is replaced by the subgrid velocity fluctuations
(u′∆).
Following Peters [230], the following combustion regimes can be defined,































































Figure 2.6: Turbulent combustion diagrams for premixed combustion
◦ Ret > 1 - Turbulent flame regime
⋄ Ka < 1 - Flamelet regime : The flame thickness is smaller than any turbulent scales and the
chemical time scale is shorter than any turbulent time scale. The flame front is therefore thin
and features an inner structure close to a laminar flame. It is wrinkled by turbulent motion,
and depending on the turbulence level, this regime can be separated in two sub-regimes,
− u′ < s0
l
- Wrinkled flamelet regime : Turbulent eddies are too weak to disturb the
flame front and interact with its structure. The flame curvature is small and its inner
structure is very similar to a laminar flame.
− u′ > s0
l
- Corrugated flamelet regime : The flamelet regime is still valid, but the
strongest eddies are able to interact with the flame and could lead to the formation of
pockets of products or reactants
⋄ 1 < Ka < 100 - Thin reaction zone regime (or thickened-wrinkled regime) : The smallest
eddies (ηk) are smaller than the flame thickness (δ
0
l ) and are able to interact with the preheat
zone thus increasing heat transfer and mass diffusion. The preheat zone thickness increases
but the reaction thickness remains smaller than the Kolmogorov length and retains its laminar
structure.
⋄ Ka > 100 - Broken reaction zone regime (or well-stirred reactor) : The Kolmogorov
length becomes smaller than the reaction zone thickness. The small eddies are thus able to
interact strongly with both the preheat and reaction zones of the flame. No laminar structure
can be identified any more. It corresponds to an extreme case that is rarely met in combustion
devices.
It shall be noted that this classification remains qualitative as it has been conducted using dimensional
analysis, order of magnitude estimations and various limiting hypothesis such as,
◦ Turbulence is not influenced by the flame heat release (homogeneous, isotropic frozen turbulence)
◦ Stretch, curvature and unsteady effects are neglected
◦ The order of magnitude analysis could be different, i.e. the flamelet regime limit could be Ka > 0.1
or Ka > 10
◦ One-step irreversible chemistry is assumed
◦ Kolmogorov length and velocity may be too small or too weak (compared to the laminar flame
properties) to affect the flame significantly
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Several other diagrams can be derived, especially based on a spectral analysis of flame-vortex inter-
actions DNS studies. Additional physical effects can then be taken into account (quenching, heat losses,
etc.) to adjust regimes limits [61, 239].
Turbulent flame speed
Similarly to the definition of the consumption speed in a laminar flow, it is interesting to describe and
determine flame speeds in a turbulent flow. However, it is much more complex as turbulence charac-
teristics and their potential interactions with the inner flame structure have to be taken into account in
addition to the diffusive and chemical properties of the laminar flame.








showing that flame speed is enhanced by turbulent motions.
In the more specific case of the flamelet regime, where the flame inner structure remains laminar, it
is possible to estimate this speed in a more precise way. Indeed, the main effect of turbulence in this
regime is the wrinkling or stretching of the flame front by the large eddies of the flow, therefore increasing
the total flame surface. The volumetric consumption rate therefore increases, increasing the flame front
speed. In the flamelet regime, it can be assumed that the local speed of the flame front is close to the
laminar flame speed. The mean flame front therefore moves at a turbulent speed corresponding to the
laminar flame speed weighted by the ratio of the total wrinkled flame surface (AT ) by its mean area (A)












Figure 2.7: Turbulent flame speed definition in the flamelet regime - The total wrinkled flame surface AT and
mean area A are shown along with the flamelet consumption (s0l ) and turbulent (sT ) speeds
Many expressions have been proposed for turbulent flame speeds over the years, usually as a function
of several turbulent (lt, u
′, etc.) and flame (s0l , δ
0
l , Le, etc.) parameters. The problem remains open
nowadays and is a field of active research as it constitutes one of the major block of turbulent reacting
flows modelling where several models exist to represent the turbulence influence on the flame.
2.2 Numerical approaches for the simulation of turbulent react-
ing flows
Analytical solutions to the Navier-Stokes equations do not exist in the general case, and even less so in the
case of turbulent reacting flows in complex geometries. It is thus necessary to use numerical simulations
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to obtain approximate solutions. This helps us in understanding and predicting the phenomena involved.
Furthermore, they also provide a viable alternative to the costly and sometimes dangerous experiments,
especially in semi-confined explosions.
Several techniques have been developed over the years to model turbulence and turbulent combustion,
of which a brief overview is given below.
2.2.1 Numerical methods for turbulent flows : DNS/LES/RANS approaches
The different methods used to simulate turbulent flows mainly differ by the ratio between resolved and
modelled turbulent scales. There are mainly three different methods used in the computation of turbulent
flows, whose approximation’ range of the turbulent scales of the spectrum goes from empty (DNS) to
full (RANS) through partial (LES). This is illustrated in Fig. 2.8 and described in more details below by
























Figure 2.8: Comparison of resolved (filled) and modelled (pattern) scales for the different numerical methods
modelling turbulent flows : DNS, LES, RANS - kc is the cut-off wavenumber used in LES (Poinsot and
Veynante (2005) [238])
DNS - Direct Numerical Simulation
Direct Numerical Simulation is the most comprehensive way of simulating turbulent flows. The full in-
stantaneous Navier-Stokes equations are solved on every point of the computational domain, such that
all turbulent scales are resolved, and no turbulence model used. The full frequency content of the flow
is thus obtained and can be directly compared with experimental data (Fig. 2.9). DNS grids need to
be extremely fine to capture all turbulent scales, from the integral to the Kolmogorov one, and even if
super-computer capabilities are increasing at a fast pace, it still remains a challenge to compute a DNS
case at moderate Reynolds number.
Using the different relations presented in §. 2.1.3, it can be shown that lt/ηk = Re3/4, which cor-
respond to the scaling of DNS grids with Reynolds number, as all scales have to be resolved. On a
three-dimensional grid, this lead to a cost proportional to Re9/4, and by taking the time-stepping pro-
cedure into account, this yields a total cost scaling with Re3. This converts in turn in months or years
of computation for any practical Reynolds number (≈ 106). In combustion in particular, every chemical
species have to be simulated, giving N additional transport equations to solve (N > 10 for any meaningful
chemical mechanism, and N >> 50 for comprehensive large hydrocarbons mechanisms).
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However, DNS is nowadays extensively used in the combustion community on academic test cases
[11, 126, 256] as it brings valuable data to validate and develop combustion models for LES. It is still
too expensive to be used on industrial test cases, although some results begin to appear, such as a very
finely resolved LES presented by Quillatre [249] on the small explosion chamber experiment of Masri et
al. [200].
LES - Large Eddy Simulation
LES is in a sense the best compromise between RANS that is fast but lacks precision in the resolution
of instantaneous fields and the very expensive DNS providing the best solution possible. It allows the
computation of an accurate solution while featuring an affordable cost. Its principle lies in the turbulence
description given by Kolmogorov and presented in §. 2.1.3, showing that small scales statistics can be
directly extracted from the large scales.
Large, geometry dependant turbulent scales are solved directly on the computational grid. Only the
small diffusive scales, featuring an isotropic and homogeneous behaviour are modelled through the known
energy of the large resolved scales. The main operation of the LES is thus a low-pass filtering, essentially
removing the explicit integration of the small scales in the governing equations. This reduces significantly
the modelling error compared to RANS, as only scales presenting an universal behaviour are modelled.
This is done through a subgrid-scale (SGS) model, which is essentially a model for sub-filter turbulence.
Higher frequencies than RANS are explicitly resolved, as shown in Fig. 2.9.
The governing equations are obtained through a physical or spectral filtering of the instantaneous
Navier-Stokes equations [238] instead of an averaging. The variable decomposition proposed for RANS
modelling (Eqs. 2.25-2.26) can be adapted to LES with a mean, an unsteady term, a resolved random
fluctuation and finally an unresolved filtered random fluctuation, yielding,
Φ(x, t) = Φ¯(x) + Φuns(x, t) + Φ
′′
res(x, t) + Φ
′′
filt(x, t) = Φ¯(x, t) + Φ
′′
filt(x, t) (2.24)
LES is by definition unsteady and requires a computational grid much finer than RANS due to the
direct link between the filtering operation and grid size. To obtain an accurate LES solution, it is
necessary to solve the widest range possible of turbulent scales, such that only the smallest are modelled.
It is usually advised that the cell size lies in the inertial range of the Kolmogorov spectrum. Numerical
methods used to solve the equations are usually high-order (3rd and more) to reduce the non-physical
dissipation added to the solution. These two facts combined increase quite significantly the cost of
LES compared to RANS. More details are given about the methodology in §. 3.7 and its application to
combustion in §. 2.2.2.
(U)RANS - (Unsteady) Reynolds-Averaged Navier-Stokes
RANS has been developed to compute the mean field of each variable. It is the cheapest of the methods
aforementioned, and as such is the most popular for solving turbulent flows. The governing equations
for the Reynolds (Φ¯, or Favre in compressible flows Φ˜ = ρΦ/ρ¯) averages are obtained by taking a time-
average of the instantaneous Navier-Stokes equations [238]. Each time (t) and space (x) dependant
variables Φ(x, t) can be decomposed in a time-average Φ¯ and a random fluctuation Φ′ giving,
Φ(x, t) = Φ¯(x) + Φ′(x, t) (2.25)
Φ′(x, t) = 0 (2.26)
Turbulent models must then account for all turbulent scales lost in the averaging process. Computa-
tion results are time-averaged fields featuring no transient or unsteady behaviour as one could observe
experimentally. Using them for studying semi-confined explosions or turbulent combustion in general is
then highly debatable by nature, as results will not be representative of a single explosion but the average
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of a great number of realisations.
A time-dependant version of RANS have been developed and is referred to as Unsteady RANS or
URANS. The average of the Navier-Stokes equations is here not a time-average any more but an ensemble
average (or statistical mean). This approach is based on the hypothesis that the turbulence characteristic
time (τturb) is very small compared to the mean flow characteristic time (τflow). It is then supposed
that the ensemble average characteristic time (τRANS) is larger than τturb but very small compared to
τflow. The previous decomposition of Φ can then be rewritten by adding an unsteady term, or coherent
fluctuation as follows,
Φ(x, t) = Φ¯(x) + Φuns(x, t) + Φ
′(x, t) = Φ¯(x, t) + Φ′(x, t) (2.27)
Φ′(x, t) = 0 (2.28)
Resolved variables Φ¯ are now time and space dependant, thus allowing the capture of low-frequency
unsteady phenomena, as illustrated in Fig. 2.9. When using (U)RANS, coarse grids and low-order meth-
ods are usually used, making its use very cheap and robust, and thus very appreciated by industrials
(COBRA by Mantis Numerics ltd, FLACS by CMR/GexCon, REAGAS by TNO, EXSIM by Tel-Tek,
ANSYS Fluent, etc.).
Turbulence is modelled in (U)RANS through the computation of a turbulent viscosity (or eddy vis-
cosity) added to the fluid viscosity to model unclosed terms effects (Reynold stress terms), using the
Boussinesq assumption. Eddy viscosity is estimated either by the determination of the flow speed and
length scales (algebraic models, Cebeci-Smith [50], Baldwin-Lomax [14]), or by computing the transport
of turbulent quantities such as turbulent kinetic energy (k), its dissipation rate (ε) or its specific dissipa-
tion rate (ω) (one- and two-equation models, Spalart-Allmaras [264], k−ε of Launder and Spalding [171],









Figure 2.9: Φ profiles obtained with RANS, LES or DNS in a given point of a turbulent flow
2.2.2 LES of turbulent premixed combustion
It has been shown that LES provides numerous advantages over RANS, by reducing modelling errors
thanks to the resolution of a higher-wave number than RANS. It also increases greatly the resolution of
scalars mixing which is of paramount importance in combustion modelling. The Kolmogorov analysis
of turbulence is used to compute the small-scales (modelled) statistics using the large (resolved) energy
containing ones. However, it has been shown that in LES, similarly to RANS, in high Reynolds flows,
there is no resolved part of the filtered chemical source term. This implies that in LES (and in RANS),
the source term has to be modelled entirely. Consequently combustion models proposed and applied in
LES have great similarities with their RANS counterparts.
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Additionally, it has been shown in Poinsot and Veynante [238] that a simple mathematical closure
could not be obtained for the mean reaction rate in a turbulent flame as there is still a random non-
resolved fluctuation part in the LES solution. This means that a simple extension of the chemical source
term as a Taylor series of the temperature fluctuations will still lead to large truncation errors, in addition
to several additional unclosed terms.
The main challenge of modelling turbulent combustion in LES is to deal with the fact that on a
substantial part of the regime diagram, the flame is entirely sub-filter. Although the filter width and
the Damko¨lher number might be locally small enough to resolve a part of the preheat zone, there will
always be large flow regions where the flame is under-resolved. According to Pitsch [234], this is not a
problem in itself if explicit filtering is used, as the flame can be filtered and discretised on a mesh with a
typical cell size smaller by an order of magnitude compared to the filter width. However, this now poses
the problem of the computational cost. If implicit filtering (the most common approach) is used, then
temperature and progress variable change from their burnt to their unburnt value within roughly a single
cell, which is clearly unacceptable from a numerical point of view. Under-resolving some of these fields
will generate numerical diffusion which will in turn enhance the flame speed.
According to Veynante and Vervisch [286], three approaches can be used to derive combustion models,
as illustrated in Fig. 2.10 and described below. It has also been highlighted by Veynante and Vervisch [286]
that although based on different physical concepts, these approaches are closely related, and none of them
feature decisive advantages over the others. The results they provide will mainly depend on their ability









Figure 2.10: Modelling approaches for turbulent premixed combustion - Geometrical analysis : G-equation,
Flame Surface Density (FSD), Thickened Flame (TF) - Turbulent Mixing : Scalar Dissipation Rate,
Bray-Moss-Libby (BML), Eddy Break-Up (LES-EBU) - One-point Statistics : Probability Density Function
(PDF), Conditional Moment Closure (CMC) - Reproduced after Veynante and Vervisch [286]
◦ Geometrical Analysis : The flame is here considered as a geometrical surface propagating in a
turbulent flow. Its internal structure is usually considered to be very similar to a laminar flame,
or flamelet. From this, several treatments of the flame surface have been proposed to study its
front propagation : it can be tracked (G-equation), filtered (Flame Surface Density (FSD)),
or thickened (Thickened Flame Model (ATF)).
◦ Turbulent Mixing : In the limit of large Damko¨hler (chemical time is very small compared to
the turbulent one) and infinitely thin flame fronts, the mean or filtered reaction rates are only
controlled by turbulent mixing. Hence, the scalar dissipation rate (species mixing rate at small
scales, Eq. 2.29) is the controlling quantity, but it is quite difficult to model. Eddy Break-Up









◦ One-point Statistics : Based on the joint Probability Density Function (j-PDF) of the
flow, this approach does not require any assumption on the flame structure, and is therefore regime
independent, unlike the two previous ones. It closes the reaction rate by combining individual
Arrhenius rates with the j-PDF of the thermodynamic variables. Scalar fields statistics are collected
in each point of the domain upon which means and correlations are extracted using PDFs.
A brief description of the main approaches is given below, based on the previously discussed classifica-
tion. Further details on subgrid modelling for premixed turbulent combustion can be found in the review
papers of Bilger et al. [23], Candel et al. [46], Pitsch [234], Cant [49], Veynante and Vervisch [286] amongst
others. In this work, only the FSD approach has been used to model turbulent premixed combustion but
other approaches are presented for comparison and illustration purposes.
2.2.3 Turbulent mixing approaches for the LES of premixed combustion
LES-EBU model
Simple algebraic closure are worth considering given their low computational cost. The EBU class of
models have been first introduced by Spalding (1971) [265] and used extensively in RANS [100,211] and
in LES [100,211, 245]. It relies on the separation of scales using an infinitely fast chemistry assumption,
as does the EDM (Eddy Dissipation Model) of Magnussen and Hjertager [192].
The underlying concept of the EBU is that chemistry is infinitely fast, and thus the reaction rate is
limited by the rate at which turbulent mixing can bring together products and reactants, which depends
on the turbulent time scale. As such, the reaction zone is considered as a series of pockets of gas (reactants
or products) convected by turbulent motions. The reaction rate is then assumed to be proportional to
the intermittency between fresh and burnt mixtures, and inversely proportional to the turbulent time




c˜ (1− c˜) (2.30)
where CEBU is a model constant close to unity, and τSGS ≈ k/ε ≈ ∆/u′∆ is the SGS turbulent time scale.
Several drawbacks of the LES-EBU model are known, especially that as it does not address the
aforementioned problem of flame thickness. It is used in addition to a gradient model for the SGS
transport of c˜ to ensure a resolved flow field. It is also completely independent of chemistry effects,
although some modifications have been implemented to limit its reaction rate with an Arrhenius law.
Additionally, in LES simulations, a strong dependency of the EBU constant was observed with the filter
size and flow conditions, thus highlighting the need for length scale ratios to be accounted for (flame
wrinkling, flame thickness, etc.). Finally, it is intrinsically based on an hypothesis of a turbulence driven
combustion, making it ill suited to simulate accurately a laminar flame front propagation and its transition
towards a turbulent propagation mode.
Bray-Moss-Libby (BML) approach
Similarly to the EBU approach, the large Damko¨hler number and infinitely thin flame fronts hypothesis
are made for the derivation of this model, along with a large Reynolds number, unity Lewis number and
constant heat capacities (Cp and Cv) for all species. This allows the chemical and thermodynamic state
of the mixture description by a scalar referred to as progress variable (Bray et al. [35, 37–39], Libby et
al. [179,180]). The model combines a statistical approach (use of a PDF) and a physical analysis. It was
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mainly used in RANS, where it helped uncovering several behaviours of turbulent premixed combustion
such as counter-gradient diffusion turbulent transport (CGDT) and flame generation of turbulence.
In this approach, three reaction rate closures can be obtained, based on scalar dissipation (presented
here), flame crossing frequencies and flame surface density (covered in §. 2.2.4 and §. 7.3.3). The closure
is thus as follows,
¯˙ωc =
ρχ˜
2cm − 1 (2.31)
where the scalar dissipation rate can be modelled using a transport equation (Mantel and Borghi [196]), or
by postulating a linear relaxation of the fluctuations as, ρ¯χ˜ = ρ¯c˜′′2/τSGS and introducing a turbulent time
scale. Under the assumption of infinitely thin flame fronts and an intermittency between products and




2cm − 1 ρ¯
1
τSGS
c˜ (1− c˜) (2.32)
The careful reader would have recognised in Eq. 2.32 an LES-EBU type closure (Eq. 2.30), thus estab-
lishing that the BML approach can be seen as an extension of the EBU model, but explicitly taking
chemistry effects into account through cm = cω˙c/ ¯˙ωc. However, it suffers from a similar problem as the
LES-EBU model, in the sense that the flame thickness is not accounted for, and gradient subgrid scalar
transport models need to be used to obtain a resolved field of progress variable. Additionally, it is also
unable to simulate a laminar flame propagation and its transition towards turbulent burning.
2.2.4 Geometrical analysis approaches for the LES of premixed combustion
Flame tracking : G-equation
The G-equation approach is a level-set method, i.e. the flame front is explicitly tracked. This formalism
adopts a point of view opposite to the thickened flame approach, the flame thickness is here zero and
the propagating flame front is described by the scalar field G. Chemistry is also supposed infinitely fast,
such that chemical reactions occur in a very small thickness compared to the flow length scales. As such,
it is a kinematic approach. A progress variable is not transported here, but a function G = G(x, t) is
considered, such that G = G0 represents the flame surface separating reactants and products. Away from
the flame, the function values are commonly taken as a signed distance to the flame front, where G > G0
corresponds to the products and G < G0 to the reactants.
The transport equation for G has first been proposed by Williams [296] and later extended by Peters
to RANS [230]. Its extension to LES was provided by Pitsch [233] and Pitsch and Duchamp de Lageneste








Two remarks can be made on this equation, the first one being that as no diffusion term appears,
the solution at G0 does not depend on the flow field, but only on local flow conditions. Secondly, the G˜
field does not need to follow progress variable gradients, and can thus be filtered to be resolved on the
computational grid.
The main closure challenge associated with the G-equation formalism is the subgrid scale turbulent
flame speed estimation. As it has already been pointed out, the turbulent flame speed is not a well











where α and n are constant to be specified, and u′ is the subgrid turbulence level. In general, u′ − sT
correlations extracted in experiments (Abdel-Gayed [2], Gu¨lder [121]) or used in RANS are directly
applied to LES without further justification, by replacing the RMS velocity by the subgrid turbulent
velocity. It can be noted that theoretical analysis have led to some relations for α and n as presented by
Yakhot et al. [298] with the Renormalisation Group Theory. Finally, applying this method in variable
density codes leads to stability issues, which are resolved in practice by either thickening the flame front
to smooth gradients or by using “ghost-fluid” type methods [74, 212, 213]. It is worth mentioning that
the G-equation formalism has already been applied with success to deflagration-to-detonation transition
simulations in confined geometries [262].
Flame thickening : Artificial Thickened Flame
In the Artificially Thickened Flame (ATF) or TFLES (Thickened Flame for LES) [8, 9, 41, 66, 257] ap-
proach, the solution retained to propagate a premixed flame on a coarse grid was first proposed by Butler
and O’Rourke [41], and consists in thickening the flame front until it is sufficiently thick to be resolved
on the LES mesh while maintaining its speed constant. With this method, species mass fractions can be
explicitly resolved, thus allowing to account for differential diffusion and finite-rate chemistry effects.
Recalling the dimensional analysis proposed by Williams [295] and presented in §. 2.1.2, flame speed












The ATF model consists in multiplying all diffusion coefficients by the thickening factor F while

















Previous relations show that by applying these modifications, the thickened laminar flame thickness
becomes δ1l = Fδ0l while its laminar speed remains constant s1l = s0l , and where F is chosen such that
the flame front can be resolved on a LES grid of size ∆.
In turbulent flows, however, due to an increased flame thickness, the flame/turbulent interaction is
altered. Eddies smaller than Fδ0l are now unable to interact with the flame front, which can be related









As already pointed out, when the Damko¨hler number decreases, flame fronts become less and less
sensitive to turbulent motions, more and more sensitive to strain effects (as investigated by Angelberger et
al. [9] and Colin et al. [66]) and less and less sensitive to Lewis number effects and thus to species diffusion.
The loss of wrinkling due to the thickening process is partially recovered by an efficiency function E
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Wrinkling factor formulations have been given by numerous authors such as Angelberger [8, 9],
Colin [65, 66] and Charlette [56, 57] amongst others. These formulations mostly consists in fitting func-
tions and coefficients being either statically or dynamically defined, and historically extracted from DNS
of flame-vortex interactions.
This method features several strong points, such as a correct degeneration towards the DNS limit,
i.e. when the grid size decreases, the thickening also decreases, as well as the efficiency function. As
already stated, finite-rate chemistry effects can be accounted for which allows a correct simulation of
stretch effects on the flame speed. The laminar to turbulent transition of the flame propagation mode is
also well reproduced. Finally, its numerical stability arising from the thickening process is an appreciable
feature.
However, it also suffers from weaknesses, such as its cost, and its dependency to the efficiency function.
This methods requires the computation of N additional transport equations, where N is the number of
species needed by the chemical mechanism, which is more costly than progress variable approaches. In
practice, reduced mechanisms are considered in the TFLES approach. Mechanisms involving short-life
radicals are also difficult to use as they would result in very large thickening factors, whose adverse effects
on the chemistry/turbulence interaction could not necessarily be recovered by an efficiency function.
Additionally, this function is built upon an equilibrium hypothesis between the flame surface and the
turbulence which is not always found in practice. Finally, away from the flame, the thickening factor
changes both heat and species transport, where it should be unity. To partially alleviate the last two
points, it has been shown by Charlette et al. [56, 57] that the Dynamic Thickened Flame (DTF) model
could be used, in addition to a flame sensor.
Flame filtering : Flame Surface Density
Approaches based on the concept of Flame Surface Density (FSD) have also been proposed. They are















Similarly to G-equation models, combustion is described using a kinematic point of view, instead of
a diffusion/reaction balance. This approach relies on the estimation of the filtered FSD (which is the
limit of the flame surface to local volume ratio, when the volume tends to zero) for an infinitely thin
interface separating products and reactants. It has been originally derived for RANS (Cant et al. [48],
Bray et al. [36], Pope [241], Candel et al. [47]) based on the Coherent Flame Model (CFM) developed for
non-premixed combustion by Marble and Broadwell [197].
The infinitely thin flame front hypothesis allows a decoupling between turbulence and chemistry, as
the flame internal structure is mostly ignored. The filtered reaction rate can then be closed as a product
between a flame displacement speed and its mean surface area (FSD), yielding,




where Σsgs represents the filtered FSD which is essentially the flame surface area per unit volume con-
tained within a LES filtering volume, 〈ρsd〉s is the surface Favre-averaged displacement speed of the
propagating flame in the reactants defined as 〈ρsd〉s = ρsd |∇c|/|∇c| [31, 286] and c = c∗ denotes the
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flame surface.
It has been shown by Hawkes and Cant [125] that for very thin flames, 〈ρsd〉s and Σsgs are both
independent of the progress variable choice, allowing the previous relation to be recast without the
integral, ∫ 1
0
〈ρsd〉sΣsgs dc∗ ≈ 〈ρsd〉sΣ (2.43)
where Σ is the generalised Flame Surface Density (FSD independent of the choice of the iso-contour
c∗) defined by Σ = |∇c|. By further assuming laminar flame elements, the displacement speed can be
modelled as 〈ρsd〉s ≈ ρ0s0l , where ρ0 denotes the reactants density. Boger et al. [31] presented a validation
of this approximation based on the filtering of DNS results and obtained a good agreement. The use of
the un-stretched laminar flame speed suggests that this approximation mainly applies to the corrugated
flamelets and thin reaction zone regimes where curvature effects are not expected to significantly affect
the displacement speed.
The main term to model is then the generalised FSD (hereafter referred to as FSD for brevity). Several
closures have been derived based on heuristic approaches [197], algebraic closures close in spirit to the
BML and LES-EBU approaches [30,31], similarity analysis [161] or transport equations [30,124,125,251]
adapted from RANS models [89,246] to LES by adding terms accounting for the resolved FSD production
and destruction. Further details on the FSD closures considered in this work are given in §. 7.3.3.
Similarly to the TFLES model, this approach degenerates correctly towards a laminar propagation
mode when turbulence is weak, or when the flame wrinkling is fully resolved. This allows for a correct
representation of both turbulent and laminar flames. However, a major limitation of this type of models
is to be accounted for, the mixture description by a progress variable c does not allow the simulation
of species diffusion. Algebraic closures also make it difficult to account for curvature and stretch effects
on the flame propagation speed. It shall finally be noted that most models are using similar wrinkling
relations to the TFLES based on a local flame surface/turbulence equilibrium.
2.2.5 One-point statistics for the LES of premixed combustion
PDF method
The different approaches described up to this point have all been widely used both in industry and within
the research community, featuring accurate and reliable predictions. However, they all rely to some ex-
tent on fundamental assumptions, such as a certain validity range within regime diagrams (infinitely thin
flame front, infinitely fast chemistry, etc.). The PDF approach, on the other hand takes a completely
different point of view by modelling the turbulence impact on a quantity ϕ by a Probability Density Func-
tion (PDF) and aims to provide a method that is both general and robust to model turbulent combustion.
The PDF of any scalar is defined as,
P(ϕ∗) dϕ∗ = Probability (ϕ∗ 6 ϕ < ϕ∗ + dϕ∗) (2.44)
and is normalised, such that ∫
P(ϕ∗) dϕ∗ = 1 (2.45)
Information contained within PDFs are essential for combustion modelling, as moments of any orders
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ϕ∗P˜ (ϕ∗) dϕ∗ (2.46)







P˜ (ϕ∗) dϕ∗ (2.47)
For a single-step adiabatic reaction and unity Lewis number, mean reaction rates can be obtained from






The previous expressions are easily extended to any number of scalar, such as the temperature,
composition (in case of non-unity Lewis number), etc. by considering the joint-PDF of the relevant





∗)Pω˙ (ϕ∗) dϕ∗ (2.49)
where the source term appears in closed form (ω˙k (ϕ
∗)) as a function of the different thermochemical
variables ϕ∗k and the chemical mechanism.
The main challenge associated with this method is the PDF determination which changes are every
point and at every time instant in the flow. Two main paths have been identified to tackle this problem
[242,243],
◦ An exact transport equation for the relevant scalar’s PDF can be derived [242,285,286], where the
PDF is transported both in physical space by the flow field and in composition space by diffusion
and combustion. The source term appears in closed form and does not need any modelling, which
is the key strength of this method. However, molecular diffusion is unclosed and difficult to model
due to the one-point (local) knowledge provided by PDFs. Spatial gradients information are not
contained within PDFs. The resolution of such equations is usually very costly and carried out
using Monte-Carlo type methods.
◦ PDF’s shape can be presumed. In general, PDFs can take any shape and even feature multiple
extrema, but in the particular case of combustion, they often present common features suggesting
that their shape can be described using a limited number of parameters. Williams [295] proposed
to assume a fixed shape parametrised with only one or two parameters (e.g. mean and variance).
This has been done in the BML model where the PDF is assumed to be bimodal with only two
states (reactants or products). Multiple examples of PDF shapes can be found in the literature
[22, 32, 36, 97] but the most common within the combustion community is the β PDF first applied
to LES by Cook and Riley [69].
Conditional Moment Closure
This last method is briefly presented here as some recent work by Thornber et al. [274] extended it to
the LES of turbulent premixed combustion, from its original derivation for diffusion flames. The main
idea behind the CMC approach derived independently by both Bilger [20] and Klimenko [158] is to take
advantage of the strong correlation observed between reactive scalars (temperature, mass fractions, etc.)
and progress variable (or mixture fraction) [160]. This allows the linking of reactive scalar fluctuations
with progress variable (or mixture fraction) fluctuations in conditional space, via a transport equation
for the conditional species mass fractions. A first order closure is used to close the reaction rate using
the mass fractions conditional values,
ω˙k|η ≈ ω˙k (Q, η) (2.50)
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where Q = Y|η, η denotes the conditional variable and Y the vector of reacting variables.
Two challenges are present in the method, the first one being the PDF determination, which is gen-
erally done using a presumed β shape [12, 217, 218, 279, 280], and the second is the conditional scalar
dissipation rate closure representing the subgrid scales mixing. CMC’s cost also represents a significant
challenge given that the method dimensionality is quite large. Indeed, a normal simulation would feature
Nx×Ny×Nz×Nη cells with N species transport equations to solve. Fortunately, Klimenko [159] showed
that conditional gradient were much smoother than physical ones, allowing the use of a somewhat coarser
CMC grid, and thereby reducing the method’s cost, which remains high nonetheless.
Several simulations of bluff-body stabilised flames both non-premixed [12,217,280,297] and premixed
[274] flames have been performed successfully, showing the soundness and accuracy of the approach.
Higher-order extensions [154,155,166,167,202] and the addition of a second conditioning variable [52,166]
have also been used in hydrocarbon flame calculations to improve the predictions.
2.3 Compressible multi-component flow modelling
2.3.1 Introduction
Understanding the dynamics of flows consisting of several fluid components is of great interest in a large
range of applications, including the dynamics and stability of bubbles, interfaces, mixing processes, com-
bustion, etc. Compressibility is also an important flow feature, as it accounts for any acoustic phenom-
ena, shock wave propagation, combustion acoustic instabilities, detonation, deflagration-to-detonation
transition (DDT), etc. However, such flows give rise to challenging problems, both theoretically and
computationally [6].
The complete approach for multi-component flows would be to have a different set of equations for
each component (momentum, energy and continuity), however this work is concerned solely with the
simulation of miscible, single phase gaseous flows. With these restrictions in mind, several simplifications
can be made to the system of governing equations,
◦ All components within a computational cell share a common velocity, thus allowing the computation
of a single set of momentum equations, which is a valid assumption as long as the density difference
between components is not too large, which is verified is most gaseous mixtures [250]
◦ An instantaneous thermodynamic equilibrium is reached between the different gases, so that a single
continuity and energy equations are required [206]
Thus, for inviscid flows, the system of equation is now the compressible Euler, to which one or more
equations are added to transport a quantity (ϕ) describing the mixture composition, and to compute the





























ρw, ρϕw, ρuw, ρvw, ρw2 + P, (ρE + P )w
]T
(2.55)
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and the total non-chemical energy is given by ρE = ρε+
1
2
ρu2. The EoS for perfect gases reads,
ρε =
P
γ − 1 (2.56)
It was suggested by Roe [252–254] to take ϕ to be the specific heat ratio of the fluid γ or 1/γ − 1 [5],
Abgrall [4, 5, 55], Larrouturou [170] and others suggested to use species mass fractions instead amongst
others choices. The resulting equations sets written in one space dimension and for two species without
loss of generality are thus,
















































As γ is an homographic function of species mass fractions, the three previous formulations lead to similar
weak solutions.
Several choices for the general computational framework can be considered for solving these systems,
(i) a front-tracking method can be used, with the upside of preserving interfaces as sharp discontinu-
ities, but the downside of being very complex to use for multidimensional problems, (ii) front-capturing
methods are obtained from the governing equations integral form and are simple enough to implement
in multiple space dimensions, but with the drawback of smearing discontinuities over multiple cells.
Two major computational difficulties are associated with front-capturing methods applied to the
previous multi-component models (Eqs. 2.57-2.59), thus preventing the naive extension of state-of-the-
art schemes developed for single component flows,
◦ Species mass fractions (Yk) obtained numerically from Yk = (ρYk) /ρ are not guaranteed to remain
positive and bounded by Yk ∈ [0 ; 1] as observed by Larrouturou [170], who attributed this deficiency
to the fact that ρ and ρYk were not varying “in phase” across material discontinuities. The author
has also shown that using a Godunov scheme [109] would preserve mass fractions positivity.
◦ Velocity and pressure profiles feature a persistent and non-physical oscillation across material fronts,
which was identified by Abgrall [4,5] and others [54,147,170] as a pure numerical artefact, present
even in first-order schemes. This problem is presented in more details in §. 2.3.2 and the solutions
published to address it in §. 2.3.3.
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2.3.2 Problem description
The naive implementation of high-order shock-capturing schemes (e.g. Godunov scheme) to compressible
multi-component flow problems gives rise to pressure oscillations at material interfaces. These small
(or large) artefacts are particularly problematic in flows where small scales are important features (e.g.
acoustic, combustion, turbulence), or when an accurate temperature estimation is critical (e.g. reacting
flows). Additionally, diffusive effects tend to initially accentuate such oscillations, thus contaminating a
large portion of the solution domain. Hence, the difficulty resides in maintaining the pressure equilibrium
across material interfaces in spite of the numerical diffusion. Indeed, even if all conserved variables
remain monotone, there is no guarantee that a derived quantity will also be monotone, and so pressures






Figure 2.11: Pressure fluctuations generated at interfaces due to numerical diffusion (reproduced after Quirk
and Karni [250])
A brief analysis of the pressure field evolution is presented below, first for a single fluid (where no
pressure oscillations are observed), and secondly for a mixture, where oscillations develop at material
discontinuities as presented by Abgrall [6]. For the sake of brevity, the analysis is restricted to the case
of an inviscid flow in a one dimensional domain. It shall be noted that the results obtained are general
and apply to any Godunov-type scheme which is fully conservative [4].
Constitutive relations and notations
The mass fraction model is considered here with two calorically perfect species in thermal equilibrium
with specific heat constants Cpk and Cvk . The species internal energies are given by,
ρYkεk = ρYkCvkT (2.60)
ρYkεk =
Pk
γk − 1 (2.61)
where Dalton’s law of pressure gives P = P1+P2, yielding ρε = ρY1ε1+ ρY2ε2 = ρCvT , where Cv(Yk) =
Y1Cv1 + Y2Cv2 and,
ρε =
P
γ − 1 (2.62)










(γ − 1) (2.64)
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where F is the inter-cell numerical flux. More details on the Godunov scheme are given in §. 4.2.
For any quantity ϕ, we note,
◦ δϕ = ϕn+1 − ϕn the time changes
◦ ∆ϕ = ϕi+1/2 − ϕi−1/2 the spatial variations

















 ∆(ρu)∆ (ρu2 + P )







In this case, we have γn = γ in the whole domain, pressure and velocity are initially uniform (Pni =
Pi±1/2 = P and u
n
i = ui±1/2 = u), and the solution at time-step n + 1 is obtained from Eq. 2.67 (the
subscript and superscripts are dropped for convenience),
δρ = −νu∆ρ
δ (ρu) = −ν∆ (ρu2)− ν∆P = −νu2∆ρ = uδρ
δ (ρE) = −ν∆((ρE + P )u) = −ν (∆ (ρEu) + ∆ (Pu)) = −νu∆(ρE)
(2.68)
The spatial variation of the total energy is calculated as,





























From Eq. 2.68 and the chain rule, δ (ρu) = uδρ+ ρδu, it easily follows that,
δu = 0 (2.71)
Now concentrating on pressure, we have Pn+1 = Pn + δP , and the time variation of the internal










+ δ (ρE)− 1
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The obvious conclusion is thus δP = 0, and so the computed pressure (Pn+1) and velocity (un+1)
fields remain uniform at all times as they should.
Mixture or multi-component case
In this case, a moving discontinuity with velocity u > 0 separating two ideal gases is considered in a
constant pressure field. The situation is similar to Fig. 2.11, where the left (l) and right (r) initial states
are described by,
Ul = [ρ, ρu, (ρE)l , ρYl]
T (2.74)
Ur = [ρ, ρu, (ρE)r , ρYr]
T
(2.75)
with Yl = 0 and Yr = 1.









)− F (U0l )) (2.76)
with the following time variations,
δρ = −ν∆(ρu) = 0
δ (ρu) = −ν (ρu2 + P ) = −ν∆ (ρu2)− ν∆P = −ν (u2∆ρ+ ρ∆u2) = 0





δ (ρY ) = −ν∆(ρuY ) = −νρu∆Y
(2.77)
Values of momentum, density and species mass fractions at the next time step are thus,
ρ1r = ρ
0





r − ν × 0 = (ρu)0r (2.79)
(ρY )
1








r − νρuY 0r (2.80)











(ρY )0r − νρuY 0r
ρ0r
= Y 0r − νuY 0r = 1− νu (2.81)
which is the correct solution behaviour (velocity is uniform and mass fraction is advected). However,
when using the EoS, the new value of pressure can be expressed as,
P + δP = (γ + δγ − 1)
(
(ρE + δ (ρE))− 1
2




which using Eq. 2.77 can be re-written as,
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(1− νu)Cp1 + (1− 1 + νu)Cp2
(1− νu)Cv1 + (1− 1 + νu)Cv2
=
Cp1 − νu (Cp1 − Cp2)
Cv1 − νu (Cv1 − Cv2 )
(2.85)
where the k−species mass fraction in cell r at time step 1 is denoted (Y 1r )k.
For obvious reasons, one has 0 < νu < 1, leading to γl < γ
1
r < γr and thus P
1
r 6= P . The pressure
equilibrium is thus perturbed, and although velocity remains uniform at time-step 1, it will not be so
at time step 2 as the pressure perturbation will trigger a velocity perturbation and so on and so forth,
thereby contaminating the solution.
As this demonstration holds for any Godunov-type schemes in conservative form, this suggest that
fully-conservative methods are not suited for the simulation of compressible multi-component flows and
that one may need to move towards non-conservative formulations, as described in the next paragraph.
2.3.3 Numerical methods for compressible multi-component flows
A brief review of both front-tracking and front-capturing methods successfully applied to the compressible
multi-component flow problem detailed above is presented below, showing the diversity of approaches
available in the literature to tackle this problem.
Front-tracking methods
Front-tracking methods, as already pointed out, avoid pressure oscillations by explicitly tracking discon-
tinuities, thus keeping them sharp and removing numerical diffusion. A level set function is usually used
to track the position and topology of the front [72, 215, 223]. However, modifications of the governing
equations are often required. Two major types of front tracking methods are,
◦ The Volume of Fluid Model (VOF) was first described by Noh and Woodward [219], formalised by
Collela, Glaz and Ferguson (CGF) [67] and is further discussed in [206]. It is essentially equivalent to
a multiphase model where the individual species mass and energies are tracked and the momentum
is solved for the mixture. The algorithm reconstructs material interfaces within the computational
cell using the different components volume fractions, such that the appropriate local thermodynamic
properties of the mixture can be recovered. The fluid mixture is thus evolved as a single fluid, and
the pressure equilibrium is maintained. However, its implementation is very complex due to the
logistics of having to deal with arbitrary shaped interfaces.
◦ The Ghost Fluid Method (GFM) is a level-set based approach which treats interfaces as internally
moving boundaries [95, 183, 222]. It keeps track of two sets of variables, both real and “ghost”.
Real variables correspond to cell variables in the region where they belong, while “ghost” variables
correspond to data across interfaces extrapolated from the real ones. The equations are then
solved as usual, with the notable exception that ghost variables are now used within the near-
interfaces stencils. This effectively transforms the multi-component model into a single fluid type
model. Extrapolation in the ghost cells affects conservation, but refinement tests have shown that
convergence is obtained [95].
Front-capturing methods
Following on the apparent failure of fully-conservative schemes, numerous non- or quasi-conservative
methods have been proposed in the literature for shock-capturing models.
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Karni [146] proposed to use a primitive formulation of hyperbolic laws (Euler equations) modified to
account for leading order term conservation errors, and further enforcing the convergence on consistent
weak solutions. This was further extended by Quirk and Karni [250] by correcting the formulation at
shock waves. Jenny et al. [139] altered the energy equation to modify the conservative variables calcu-
lation and make it single-fluid like, thus reducing oscillations amplitude. Karni [148] also proposed to
solve the Euler equations separately on each side of the interface using a method designed for single-fluid
flows, while the interface was being dealt with by a pressure evolution equation derived from the energy
conservation.
Abgrall [5] proposed a “quasi-conservative” method, so called due to the extremely small conservation
errors generated. The Euler equations augmented by an advection equation are written in a “quasi-
conservative” form and solved using a predictor-corrector approach. An advection equation transports a
thermodynamic quantity which does not allow pressure oscillations at interfaces, such as 1/γ − 1.
Most of the above presented models were not, or could not be extended to high-resolution state-of-
the-art shock-capturing schemes. Shyue [260] used a similar approach as Abgrall [5] albeit transporting
species mass fractions instead of 1/γ − 1, and using high-resolution wave propagation methods showing
that the pressure equilibrium could be conserved with high-order methods.
Allaire et al. [7] presented a new set of equations re-writing the species mass transport in terms of the
species volume fraction, and adding an advection equation for the volume fraction. The system represents
an extension of the work of Abgrall [5] and Karni [147] and is closed by computing γ from the species
volume fractions.
More recently, building upon Shyue [260] and Abgrall [5] work, Johnsen and Colonius [143] extended
the quasi-conservative method to the WENO [184] (Weighted Essentially Non Oscillatory) framework in
which the average primitive variables must be reconstructed to prevent spurious oscillations. They also
modified the HLLC Riemann solver [278] to treat advection equations. This work is further generalised
to all material discontinuities by Johnsen [142] and Johnsen and Ham [144]. However, this methodology
has been shown to fail in the case of strong shock waves by Thornber [273].
Another approach has been proposed by Abgrall and Karni [6] for calorically perfect gas, extended to
thermally perfect gas by Billet and Abgrall [25], to high-order WENO methods by Houim and Kuo [133]
and to the Discontinuous Galerkin framework by Billet and Ryan [27]. It relies on the computation of
two fluxes at interfaces while maintaining a constant specific heat ratio across the stencil. This allows the
computation of the Riemann fluxes in a single-fluid like fashion therefore removing pressure oscillations,
at the cost of quasi-conserving total energy, as energy fluxes will not be equal any more from the interface
left and right sides. This method is usually referred to as the “double-flux” method.
Kawai and Terashima [149] suggested the use of the fully compressible system (Navier-Stokes equa-
tions) using compact central differencing schemes and the Localised Artificial Diffusivity (LAD) method
[68], thus adding dissipation where needed to remove pressure oscillations. This method has proved its
accuracy in shock-bubble type test cases, as well as in Richtmyer-Meshkov instability simulations.
Numerous valuable pieces of work published on this problem are also worth mentioning, such as the
work of Wang et al. [289] with the Total Enthalpy Conservation of the mixture (ThCM) model and
its extension by Cael et al. [43] and Bates et al. [17] into the Thermodynamically Consistent and Fully
Conservative (TCFC) model, Housman et al. [134,135] and his use of the Split Coefficient Matrix method
(SCM) of Chakravarthy et al. [53], Marquina and co-authors [81, 198], amongst others.
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Application to multi-component compressible reacting flows
Simulating multi-component compressible turbulent combustion is a challenging endeavour, and as such,
robust and accurate numerical methods are needed. If momentum and energy conservations are im-
portant, the most important requirement would be total mass conservation. An even more restrictive
condition in the case of reacting flows is the mass conservation of each species, as even trace amounts of
radical species (HO2, H2O2, OH , O, H , etc.) do have large effects on the overall combustion process,
and need to be accounted for precisely.
Amongst the front-tracking methods presented above, it can be noted that both have already been
applied successfully to combustion of premixed slow deflagrations and detonation discontinuities. One
could cite the work of Ton et al. [277] for the VOF, and Fedkiw et al. [96] and Desjardins et al. [74] for
the GFM. One could also cite Smiljanovski’s work on detonations using level-set methods [262]. How-
ever, it can be noted, that although the governing equations are solved in strong conservation form in
the GFMmethod, it is discretely non-conservative due to variables extrapolations across interfaces [6,183].
At the exception of Kawai and Terashima’s method [149] which is fully conservative, all the above
front-capturing methods suffer from the non-conservation of at least one conserved variable. The non-
conservative integration scheme of Karni [148], and the quasi-conservative method of Abgrall [5] (non-
conservative form of the advection equation) suffer from poor mass conservation as shown by Johnsen
[141]. Additionally, non-conservative methods do not always predict accurately shock positions, and
potentially fail at large Mach numbers, while the quasi-conservative ones revert to a non-conservative
formulation in a small number of cells and thus potentially feature similar deficiencies. Hence, it seems
complex to apply these methods to viscous reacting flows. To the author knowledge, no such problem has
been identified in the literature for the models of Allaire et al. [7] (where each species mass is conserved
but each species energy is not necessarily) and Abgrall and Karni [6] (where total energy is not conserved).
If the combustion needs to be solved accurately, the calorically perfect gas EoS might need to be
replaced by the more precise thermally perfect gas EoS. Amongst the previously mentioned models, the
methods of Shyue [260], Allaire et al. [7], Abgrall and Karni [6] have been demonstrated with mixtures
of non-calorically perfect gases, and only the double-flux has been applied to combustion by Billet and
co-authors [24–27], Houim and co-authors [133, 269] and Lv and Ihme [188–190].
2.4 Conclusion
In this chapter, different fundamental concepts related to premixed laminar flames were introduced
(§. 2.1.1). The flame structure was discussed as well as the different characteristics of laminar pre-
mixed combustion such as flame speed and flame thickness that are essential parameters in the mod-
elling of turbulent combustion. Different properties of turbulence were also discussed (§. 2.1.3), and the
combustion-turbulence interaction was characterised using the so-called regime diagrams (§. 2.1.4).
The three different computational approximation levels of turbulence modelling (RANS, LES and
DNS) have been detailed (§. 2.2.1), before presenting in some details the different techniques developed
to simulate turbulent combustion within the LES framework (§. 2.2.3 - 2.2.5). These are the methods
relying on the estimation of the flow mixing properties, on the approximation of the flame front as a ge-
ometrical surface propagating in a turbulent flow or on the evaluation of flow statistics. Their strengths
and weaknesses have been reviewed to highlight the choice made in this work §. 7.3.1.
Finally, the modelling of compressible multi-component flows has been reviewed (§. 2.3). The failure
of the classical numerical methods (Godunov-type methods) derived for compressible flows when applied
to multi-component flows and resulting in spurious pressure and velocity oscillations at interfaces between
species was explained and demonstrated on a simple test case (§. 2.3.2). The need for moving towards
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quasi- or non-conservative methods for the simulations of such flows was also presented. The two families
of techniques derived to overcome this particular issue, shock-tracking and shock-capturing methods,
have then been presented. Their application to the case of compressible reacting flows is further discussed
(§. 2.3.3), and the selection of some of the models considered in this work was also highlighted.
C H A P T E R 3
Governing equations and models formulation
As described in the literature review (§. 2.3), the simulation of compressible turbulent combustion with
complex thermodynamic requires either a specific treatment of the governing equations or a specific set
of equations. The models retained for the current analysis have been selected amongst the one presented
in §. 2.3.3. This chapter presents the model choice, as well as their respective mathematical descriptions,
along with the considered EoS. Firstly, the equation are presented in the case of an inviscid flow for
simplicity, before the introduction of the terms used to model both the diffusive and reactive processes.
Finally, the filtered equation sets will be presented and the closure of the different unclosed terms will be
discussed.
3.1 Introduction
3.1.1 Choice of governing equations
A viscous reacting Newtonian flow behaviour follows the compressible Navier-Stokes equations augmented
with source terms accounting for chemical reactions. As described in the literature review and in the
introduction, combustion is a multi-species process, and as such, multi-component models presented in
§. 2.3.3 have to be employed.
As already pointed out (§. 2.3.3), only the methods of Shyue [260], Allaire et al. [7] and Abgrall and
Karni [6] have been demonstrated with thermally perfect EoS. Due to its formulation, Shyue’s model
seems difficult to extend to reacting viscous flows, and will not be considered in this work. The work
of Abgrall and Karni [6] having already been applied to combustion seems a good candidate as a base-
line model used to assess the performance of other approaches. Its main known deficiency resides in
its quite poor conservation of total energy as reported by the different authors that have been using
it [24–27,133, 188–190]. A second concern could also be raised about its computational cost, as the Rie-
mann solver is solved twice at each interface, which converts to twelve times per cell in three-dimensional
computations. It seems therefore interesting to extend the approach of Allaire et al. [7] to viscous re-
acting flows, as it has been reported to be almost perfectly conservative for the total mass, energy and
momentum, and more importantly each species mass, only the species energy could be potentially non-
conserved. Furthermore, it has already been used in the computation of turbulent mixing in compressible
inviscid flows by Probyn et al. [247].
Following these observations, it has been decided to put to the test four different formulations or
models in this work. They are as follows,
◦ Fully-conservative mass fraction (FCMF) method, which is the classical set of equations re-
ferred to as the compressible viscous reacting Navier-Stokes equations [238] solved using the classical
Godunov method and is used to highlight its deficiencies in multi-species flows, but also as a baseline
in some cases
◦ Quasi-conservative mass fraction (QCMF) method, which is the double-flux method of Abgrall
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and Karni [6] and uses the same governing equations as the FCMF albeit featuring a different
numerical method to solve them
◦ Quasi-conservative volume fraction (QCVF) method, which is the author’s novel extension of
Allaire’s model [7] to the case of viscous and reacting flows
◦ Fully-conservative volume fraction (FCVF) method, which is an reformulation of the QCVF
method into a fully-conservative equation set
3.1.2 Variable definitions and thermodynamic coefficients
In the multi-species formulations employed in this work, each species k is characterised by,
◦ Either its mass fraction Yk = mk/m defined as the ratio between its mass and the total mass
contained in the volume V , or by its volume fraction defined by zk = Vk/V = ρYk/ρk defined as
the amount of volume it occupies in the volume V , or by the ratio between its mass and density,
and ρ is the mixture density. It shall be noted that in this work ρk does not refer to the usual
partial density ρk = ρYk as defined in Poinsot and Veynante [238], but to the density of species k
occupying the volume Vk at its own pressure and temperature,
◦ Its molar mass Wk,




where Ru is the universal perfect gas constant with Ru = 8.31445 [J/mol.K],
◦ Its heat capacity coefficients at constant pressure (Cpk ) and constant volume (Cvk ), which are either
considered constant (calorically perfect gases) or temperature dependant (thermally perfect gases).
In the first case, they are just constant functions of the species k, while in the latter they are














where brik are coefficients provided in tables. They are usually split in two ranges of temperature,
r ≡ 1 corresponds to T ∈ [300 ; 1000] [K], while r ≡ 2 corresponds to T ∈ [1000 ; 5000] [K]. Both
heat capacity coefficients are related by the usual relation,
Rk = Cpk − Cvk (3.4)




and arik = Rkbrik for i ∈ [2 ; 5].
◦ Its formation enthalpy at reference temperature ∆h0fk . In general T0 = 298.15 [K], but in some
situations, T0 = 0 [K] is used. In this work, T0 = 298.15 [K] is used for the FCMF, QCVF and
FCVF models, while T0 = 0 [K] is used for the QCMF following the available literature for this
model.
By definition, in a mixture, we have,
N∑
k=1
Yk = 1 (3.5)
N∑
k=1
ρYk = ρ (3.6)




zk = 1 (3.7)
N∑
k=1
ρkzk = ρ (3.8)






















3.2 Inviscid Mass fraction formulation
As already pointed out, both the QCMF and FCMF approach feature the same set of governing equations,
which in this case is based on the well-known compressible inviscid Navier-Stokes equations, or Euler
equations [278]. This is a fully conservative system where total momentum, mass and energy are perfectly































ρYkw, ρuw, ρvw, ρw
2 + P, (ρE + P )w
]T
(3.16)
where the total non-chemical energy is given by ρE = ρε+
1
2
ρu2, u, v, w denote the velocity components,
ρ and P are the mixture density and pressure respectively. The internal energy is discussed in depth in
§. 3.4.4.
3.3 Inviscid Volume fraction formulations
3.3.1 Quasi-conservative volume fraction (QCVF)
This model proposed by Allaire et al. [7] features the usual energy and momentum conservation equations
supplemented with two transport equations per species, one for the mass conservation and the second for















+ u · ∇zk = 0
(3.17)
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where,

















ρkzkw, ρuw, ρvw, ρw
2 + P, (ρE + P )w
]T
(3.21)
where the total non-chemical energy is similarly defined as ρE = ρε +
1
2
ρu2 while the internal energy
definition is discussed in §. 3.4.3. The transport of volume fraction is not written in conservative form,
thus justifying the method being referred to as “quasi-conservative”.
It is worth noting that as ρkzk = ρYk, the species mass conservation equation is merely the usual
species conservation equation rewritten with a new set of variables. Additionally, it can be noted that by














which using the volume fraction advection equation gives,
∂ρk
∂t
+∇ · (ρku) = Dρk
Dt
= 0 (3.23)
This means that when using the QCVF formulation, Eq. 3.23 is always implicitly valid and species
densities are materially advected.
3.3.2 Fully-conservative volume fraction (FCVF)
A fully-conservative derivation of the model of Allaire et al. [7] is proposed here for the purpose of trying
to overcome the quasi-conservative behaviour of the original model. Although Karni [147], Abgrall [5]
and Abgrall and Karni [6] showed that fully-conservative methods would produce spurious oscillations in
multi-species flows, it is interesting to observe the behaviour of this new formulation. The momentum
and energy equations are left untouched as they are already written in fully-conservative form, while
species transport is modified as presented below.
The starting point of the derivation is thus the system,
∂ρkzk
∂t
+∇ · (ρkzku) = 0
∂zk
∂t
+ u · ∇zk = 0
(3.24)







+ (ρku) · ∇zk + zk∇ · (ρku) = 0
∂zk
∂t


















+ u · ∇zk = 0
(3.26)
3.4 Thermodynamic closures and equation of state 47
As this system needs to be valid for any value of the species volume fraction, it leads to,
∂ρk
∂t
+∇ · (ρku) = 0 (3.27)
which needs to be always valid. Therefore, the original quasi-conservative system of Allaire et al. [7] can
be rewritten with two fully conservative equations per species, one for the transport of its mass and the
second for its density.

























ρkv, ρkzkv, ρuv, ρv





ρkw, ρkzkw, ρuw, ρvw, ρw
2 + P, (ρE + P )w
]T
(3.32)
3.4 Thermodynamic closures and equation of state
3.4.1 Equation of state for perfect gases
The systems of equations presented in the previous section are not closed, and one needs to add an extra
relation to do so. Given that in this work, we are interested in the simulation of reacting flows composed
of a mixture of perfect gases, two main relations can be used,
◦ The calorically perfect EoS, whose main feature is the constant value of the species heat capacity
coefficients who are not pressure nor temperature dependent. As such, the mixture heat capacity
coefficients is only a function of the mixture composition Cp = Cp (Yk) as is the mixture heat
capacity ratio γ.
◦ The thermally perfect EoS (or thermal EoS) features an extra degree of freedom compared to
the calorically perfect EoS. In this case, both the species heat capacity coefficients and heat capacity
ratio are function of temperature. The mixture properties (Cp, Cv and γ) are thus composition and
temperature dependent, yielding Cp = Cp (Yk, T ), Cv = Cv (Yk, T ) and γ = γ (Yk, T ).








Both previous relations are valid for calorically and thermally perfect gas assumptions. The relation
linking the different thermodynamic variables (P , T , ρ) is the same in both cases and reads,
Pk = Pk (ρk, Tk) = ρkRkTk (3.34)
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The EoS choice depends on the type of application considered. In combustion, where both low
(∼ 300 [K]) and high (∼ 2500 [K]) temperatures are encountered, and in many other situations (det-
onations, shock-driven flows, fast deflagrations, etc.) one cannot any more assume that heat capacities
coefficients are not temperature dependent. In these cases (and numerous others), it becomes of prime
importance to take this temperature dependence into account as coefficients values at high temperatures
can deviate quite significantly from their low temperature values as shown in Fig. 3.1 (Cp values can vary
by more than 250% in the temperature range, while γ could vary by 10− 15%).
Furthermore, as the speed of sound is directly linked with the value of γ, is appears quite clearly
that the temperature (in)dependence of Cp and Cv coefficients is a significant issue for the pressure wave
speed, and by referring to Fig. 2.3 on the flame temperature as well. Both these effects combined can







































(b) Heat capacity coefficient at constant pressure
Figure 3.1: Heat capacity ratio and heat capacity at constant pressure normalised by their values at
T0 = 298.15 [K] for several species as a function of temperature - C3H8, O2, H2, H2O, N2, He
3.4.2 Thermodynamic closure
The last piece of information needed to fully close the different systems of equations presented earlier is
the link between pure species and mixture properties. To this end, a thermodynamic closure need to be
chosen.
In most codes, the classical isothermal hypothesis is made, where all the species are supposed to be
in thermal equilibrium, such that Tk = T , and each species features its own partial pressure Pk. The
mixture pressure is then recovered using Dalton’s law as the sum of all partial pressures. Each species
energy can also be computed, and the mixture energy is taken as the sum of each species energy weighted
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where h is the mixture enthalpy. This is the closure that will be used for both mass fraction models, i.e.
FCMF and QCMF models.
However, it has been shown by Allaire et al. [7] that this closure was not suitable for the volume
fraction model as it would lead to pressure oscillations at material interfaces. Therefore, a second closure
is used, namely, the isobaric closure. As its name implies, in this case, the pressure is shared by all species
















This closure features a “multiphase flavour” in the sense that it seems to imply that species present in a
given cell are separated and occupy respectively a fraction zk of the overall cell volume with a density ρk.
Therefore, they can have their own temperature and density while sharing a common pressure (similarly
to a gas and a fluid sharing an interface, different temperature and density, but similar pressure). This
closure will be considered in the present work for both volume fraction models, i.e. FCVF and QCVF
formulations.
3.4.3 Volume fraction models - Isobaric closure
As shown by Allaire et al. [7], when the volume fraction formulation is used with the isobaric closure, so-
lutions free of pressure oscillations can be obtained for multi-species computations. In the present section,
thermodynamic relations used for the computation of the mixture temperature, mixture heat capacity
ratio or mixture pressure when the gas is considered either calorically or thermally perfect are presented
in details. It is assumed that the vector of conserved variables is known, U = [ρkzk, ρu, ρv, ρw, ρE]
T
as well as the volume fraction zk.
Computing internal energy and pressure
The pressure can be computed using the EoS. The mixture density is first extracted from the species
mass using Eq. 3.8, and the internal energy of the mixture can be extracted from the total energy as,





Depending on the formulation chosen for the heat capacities, pressure is recovered as follows,
◦ Calorically perfect gas : Species internal energy can be computed as,
ρkεk = ρkCvkTk = Cvk
P
Rk (3.39)
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◦ Thermally perfect gas : In this case, the computation is slightly demanding, as an iterative procedure
is needed to find the solution. The following details the derivation of the equation for pressure and




Cvk (ξk) dξk −
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Cvk (ξk) dξk −RkT0
)
(3.42)







Cvk (ξk) dξk −RkT0
)
(3.43)
where T0 = 298.15 [K]. Using the definitions of Cpk and Cvk given in Eq. 3.2 and Eq. 3.3, species














k − T ε0k if Tk > 1000 [K]
(3.44)
where Kεk represents the difference between the Cvk computed using both set of coefficients at










































+Kεk − T ε0k if Tk > 1000 [K]
(3.47)
By combining the last expression with Eq. 3.43, we obtain a polynomial equation where the pressure




i = 0 (3.48)





−ρkzkT ε0k if Tk < 1000 [K]
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where r ∈ [1, 2] depending on the value of Tk. As it is well known that no analytical solution exists
for 5th order polynomials, an iterative Newton-Raphson procedure is applied to find an approximate
solution. This procedure is detailed in Appendix A.1.
Computing enthalpy





where, depending on the EoS chosen, species enthalpy are computed differently following,
◦ Calorically perfect gas
hk = CpkTk (3.52)












Cpk (ξk) dξk (3.53)































Computing temperature and specific heat ratio
In the paper by Allaire et al. [7], two different methodologies are proposed to compute both temperature
and specific heat ratio. The first one is based on the analysis carried out by Allaire et al. [7] and uses
mixture quantities, while the second consists in a simple volume averaging of species properties weighted
by their volume fraction. This last approach assumes a linear relationship between the amount of a given
species in the mixture and its influence on it. This latter will not be presented in further details as it has
not been retained for this work. It is more suited in the case of tabulated EoS, where no simple relation
can be established between the different quantities. This is not the case here, as only the simple perfect
gas EoS is considered.
In a similar fashion as the computations of pressure, enthalpy and energy, the heat capacity ratio is
dependent on the choice of the EoS, yielding different relations described below. On the other hand,
temperature is obtained in a similar way for both EoS,
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◦ Calorically perfect gas : Pressure and density of the mixture are both known at this point, leading
to,
1




γk − 1 (3.57)
where γk = 1 +Rk/Cvk , and the mixture specific heat ratio becomes,








◦ Thermally perfect gas : In this case, Eq. 3.57 still holds true, but γk is now given by,










where r ≡ [1 ; 2] depending on the value of P
ρkRk = Tk.











3.4.4 FCMF - Isothermal closure
In the case of the FCMF model, the classical isothermal (temperature equilibrium) thermodynamic
closure is used. The mixture temperature is then shared by all species, while each has its own pressure,
and the relations presented by Poinsot and Veynante [238] are applicable. It is worth noticing that
these partial pressures do not appear explicitly in the current algorithm, and as such do not need to be
computed, only the mixture pressure is relevant. The present section presents the relations needed to
compute the mixture pressure, temperature and specific heat ratio for both EoS considered, while having
the knowledge of the conserved variables vector U = [ρYk, ρu, ρv, ρw, ρE]
T
.
Computing temperature and specific heat ratio
When using the thermally perfect EoS, temperature calculation is slightly involved as it requires the
solution of a 5th order polynomial equation. In the case of a calorically perfect gas, it can simply be
extracted from internal energy computed following Eq. 3.38.
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◦ Thermally perfect gas : In this case, the temperature cannot be directly obtained from internal
energy, as Cp is not a constant any more for each species. The iterative procedure used to compute
it relies on a Newton-Raphson algorithm, highlighted in Appendix A.2. The specific heat ratio is




















Computing pressure and internal energy
As temperature is known, pressure can be directly computed from the EoS for both calorically and







Using a form of internal energy similar to the volume fraction approach, internal energy is computed
by,














Cpk (ξ) dξ −
∫ T0
0
Cpk (ξ) dξ −RkT =
∫ T
T0
Cpk (ξ) dξ −RkT (3.67)












T i +Kεk − T ε0k if T > 1000 [K]
(3.68)
where Kεk represents the difference between the Cpk at T = 1000 [K] computed with both sets of
coefficients, while T ε0k stands for
∫ T0
0




















As pointed out in §. 3.4.2, mixture enthalpy is simply expressed as the sum of species enthalpy weighted





where species enthalpy is evaluated as follows, depending on the EoS,
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◦ Calorically perfect gas
hk = CpkT (3.72)




Cpk (ξ) dξ −
∫ T0
0
Cpk (ξ) dξ =
∫ T
T0
Cpk (ξ) dξ (3.73)












RkT i +Khk − T h0k if T > 1000 [K]
(3.74)
where Khk and T
h
0k
are given by Eq. 3.56 and Eq. 3.55 respectively.
3.4.5 QCMF - Isothermal closure
As explained in §. 4.3.4, the double-flux model consists in two main steps, an energy projection and a
thermal quantity correction step. In the energy projection step, species heat capacities are approximated
as piecewise linear functions of temperature, such that total energy for thermally perfect gas can be recast
in a form similar to the calorically perfect EoS.
This tabulation of heat capacities calculations in linear functions of temperature leads to a simplifica-
tion of the temperature computation (no iterative procedure needed), and thus in a decrease of the overall
computational time, which is quite welcome to balance the increase of computational cost resulting from
the governing equations special numerical treatment.
The temperature range is split in intervals of size ∆T and denoted Il where Il =
[
T l ; T l+1
]
=
[(l − 1)∆T ; l∆T ] (Fig. 3.2). The interval size can be adjusted to reduce interpolation errors. Species






where alk and b
l
k are constants on the interval Il.
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(Tm + T ) (T − Tm) + bmk (T − Tm) (3.78)
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In the last interval Im, the linear evolution of Cpk is replaced by a constant evolution, Cpk = b
m
k . To keep









(Tm + T ) (T − Tm) + bmk (T − Tm) (3.79)




(Tm + T ) + bmk
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(3.80)




(Tm + T ) + bmk (3.81)
Further noting hm0k = h
m′





0k , the total non-chemical energy of the mixture
becomes,





















which is a form equivalent to that of calorically perfect gas.
It shall be noted that hm0k can be precomputed and tabulated over the intervals spanning T0 6 T 6 T
m,
and we have thus,
hk = h0k + b
m
k (T − Tm) (3.83)














Figure 3.2: Approximation of species Cpk and enthalpy hk
Further details on the QCMF approach are given in §. 4.3.4.
3.5 Diffusion and reactions terms
All systems presented up to now (QCMF and FCMF (§. 3.2), QCVF (§. 3.3.1), FCVF (§. 3.3.2)) were pre-
sented for inviscid flows. In combustion, diffusion phenomena and source terms are of prime importance
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and need to be accounted for in the equation sets. The different diffusion fluxes and source terms are
presented in this section for all models, along with the calculation of the different transport coefficients.
3.5.1 Diffusion fluxes for gaseous species
Species diffusion occurs at a molecular level and is one of the main driving mechanisms of premixed
combustion. Reactants are already mixed at the macroscopic level, but it is only when species are mixed
at a molecular level that combustion occurs. The mass diffusive fluxes estimation for the different equation
sets considered is presented here.
Mass fraction formulations (FCMF and QCMF)
Species diffusion is modelled using species diffusion velocities given by,
−∇ · Jk = −∇ · (ρYkVk) (3.85)
where Vk is the diffusion velocity of species k, and Jk represents the diffusive mass flux. This term is




YkVk = 0 (3.86)
To obtain the diffusion velocities values, an exact system of N ×N equations has to solved which proves
overly expensive in practical applications. Species diffusion velocities are therefore approximated by the





where Dk is the species diffusion coefficient. Pressure and temperature gradients effects (Soret effect) on
the species diffusion velocities are neglected [107].
An outstanding issue of the Hirschfelder and Curtis approximation is that it does not satisfy global
mass conservation when species Schmidt numbers are not equal. Two solutions can be used to overcome
this issue,
◦ The solution of the N − 1 first species transport equations is computed and the last species mass
fraction is recovered by using the fact that the species mass fractions sum is always unity. This
means that all diffusion errors are absorbed by one species, which is usually N2, as it is the flame
diluent in air. However, this is dangerous and should only be used for very diluted flames
◦ A correction term is added to the species diffusion velocity to enforce the conservation of global

















The second solution is retained in the present work, and as such the diffusive mass fluxes are given by,















and the estimation of the diffusion coefficient Dk is discussed in §. 3.5.3.
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QCVF formulation
In the QCVF formulation, two equations are considered for each species, the first one being the species
mass conservation which is similar to the mass fraction model, therefore the diffusive term presented
above is also used. The main difference arises in the treatment of the species volume fraction advection
equations where the diffusion fluxes formulation has to be modified. The addition of diffusion terms to
this equation set represents one of the novelty of this work as, to the author knowledge, the 5-equation
model of Allaire et al. [7] was only used for inviscid non-reacting simulations so far. A similar comment
can be made regarding the source term addition as discussed in §. 3.5.4.
By expanding the species mass conservation equation, as presented in Eq. 3.22, but accounting for













= −∇ · Jk (3.91)
which can be rearranged as,
∂zk
∂t
+ u · ∇zk = − 1
ρk







By remembering that species density are materially advected (Eq. 3.23), we end up with,
∂zk
∂t
+ u · ∇zk = − 1
ρk
∇ · Jk (3.93)




+ u · ∇zk = − (∇ · Jk)z (3.94)
we have,
(∇ · Jk)z = 1
ρk
∇ · Jk (3.95)
The volume fraction diffusive fluxes in the QCVF model are thus the mass diffusive fluxes scaled by
the species density.
FCVF formulation
Similarly to the QCVF model, the FCVF formulation features two transport equations per species, one
similar to the mass fraction models transporting species mass, and the second transporting species den-
sity. The treatment of the partial density transport is discussed here.
By adding a diffusive term to the partial density transport, Eq. 3.24 becomes,
∂ρkzk
∂t
+∇ · (ρkzku) = −∇ · Jk
∂zk
∂t
+ u · ∇zk = − (∇ · Jk)ρ
(3.96)
where by expanding the first relation and using Eq. 3.95, we end up with,
(∇ · Jk)ρ = 0 (3.97)
The species density are not diffusing, but are materially advected.
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3.5.2 Diffusion fluxes for the momentum and energy equations
Both momentum and energy equations are common to all approaches highlighted earlier. Several diffusive
processes have to be taken into account in these equations, such as momentum dissipation by viscous
stresses, energy diffusion due to viscous stresses work, temperature diffusion (heat fluxes) or even species
diffusion (enthalpy fluxes).
Momentum diffusion
Momentum is dissipated by viscous stresses (∇ · τ ) estimated by the viscous stress tensor τ calculated
as follows when considering a Newtonian fluid,
τ = β (∇ · u) I+ 2µS (3.98)
where β denotes the second coefficient of viscosity, µ is the dynamic viscosity, I represents the identity





























(∇ · u) I+ 2µS− 2
3
µ (∇ · u) I (3.101)
The second coefficient of viscosity is evaluated using Stoke’s hypothesis, where the bulk viscosity
estimated by β +
2
3
µ = 0. This assumption is valid a priori only for dilute mono-atomic gas and at
low Mach number. In other situations, this can lead to incorrect results [26], as it was shown to have a
significant impact on the shock induced vortex generation as well as on the smoothing of situations with
complex shock interactions. On the other hand, it is a complex parameter to calculate accurately as it
requires the use of the kinetic theory of gases [93]. Nonetheless, this assumption will be used throughout
this work.
The viscous stress tensor is finally defined as,
τ = −2
3






Energy is dissipated through viscous stresses work, temperature diffusion and energy transport by molec-
ular diffusion. These processes are as follows,
◦ Viscous fluxes work given by τ · u
◦ Heat conduction modelled by Fourier’s law
qc = −λ∇T (3.103)
where λ is the heat conductivity of the mixture
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This last term is often neglected but Cook [68] highlights its importance in ensuring the consistency
between mass and energy transport equations. It is therefore used in this work.
3.5.3 Transport properties for gaseous species
Transport properties have to be estimated for individual species. Mixture rules are then applied to obtain
mixture properties. It can be noted that numerous mixing rules exist, and there is no clear choice about
which one is best in a given situation. In this work, Wilke’s mixing rule is considered [294].









where T0k is the reference temperature (different for each species), µkref is the dynamic viscosity at the
reference temperature and Sk is the Sutherland constant.



























Similarly to species viscosities, species thermal conductivities could be estimated using kinetic theory
[93], but this is much more complex and this level of accuracy is not needed for the considered applications.
In this work, the mixture thermal conductivity is computed from the mixture dynamic viscosity using





This assumption has been found to be valid in most air-flames due to the large amount of diluent (N2)
present.
The diffusion coefficient used in the Hirschfelder and Curtis [128] law, is an effective diffusion coefficient
of species k in the mixture. The simplest way of evaluating it consists in deriving it from assumed species
Lewis (Lek) or Schmidt (Sck) numbers [106]. Smooke and Giovangigli [263] were the first to propose






= LekPr, the effective








where Sck is an a priori specified constant Schmidt number.
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3.5.4 Gaseous chemical kinetics
Chemical reactions are taken into account in the equations by adding a source term in both the mass and
energy conservation equations. This last term depends on the form of the energy retained. Some authors
use total chemical energy (sum of chemical, sensible and kinetic energy), and as such do not need an
energy source term in the energy conservation equation. However, in this work, the total non-chemical
energy has been used (sum of sensible and kinetic energy), and a source term accounting for the net heat
release of chemical reactions is needed.
Mass fraction formulation
The chemical source term described in this section applies to the simulation of detailed chemistry effects






ν′′kjMk for j = 1, · · · ,M (3.110)
where Mk denotes the name of species k, ν′kj and ν′′kj are the stoichiometric coefficients of species k in



















where Qj is the rate of progress of reaction j.










where Kfj and Krj are the forward and backward reactions rate constants of reaction j. The modelling
of these two terms represents a central problem in combustion.
Some reactions require a third-body to proceed, an example of such reaction is,
H +OH +M ⇒ H2O +M (3.114)





where the coefficients αkj are referred to as third-body efficiencies of species k in reaction j. Unless
otherwise specified, a third-body efficiency is assumed to be unity.

























j refer to the enthalpy (sum of sensible and chemical) and entropy


















sk (T ) (3.119)
where sk is the entropy of species k computed using JANAF tables [59].









where Afj is the pre-exponential factor, βj the temperature exponent and Eaj the activation energy.
Appendix B presents the chemical mechanisms used throughout this work.
The net heat release due to chemical reactions is simply computed as the sum of the production rate






Similarly to the analysis conducted in §. 3.5.1, the energy source term does not change from the FCMF
formulation when using the QCVF or FCVF models. For the same reason, the volume fraction source







and, for the FCVF model we have,
(ω˙k)
ρ = 0 (3.123)
3.6 Full equation sets
The full equation sets for the four different approaches are now written in full, more details can be found
in the previous sections.
The momentum and energy conservation equations are similar in all models and read,
∂ρu
∂t
+∇ · (ρuu) = −P I+∇ · τ (3.124)
∂ρE
∂t
+∇ · [(ρE + P )u] = ∇ · (τ · u)−∇ · qc −∇ · qd + ω˙T (3.125)
Species transport differs between models,
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◦ Quasi- and Fully-Conservative Mass Fraction (QCMF and FCMF)
∂ρYk
∂t
+∇ · (ρYku) = −∇ · Jk + ω˙k (3.126)
◦ Quasi-Conservative Volume Fraction (QCVF)
∂ρkzk
∂t
+∇ · (ρkzku) = −∇ · Jk + ω˙k
∂zk
∂t
+ u · ∇zk = − 1
ρk




◦ Fully-Conservative Volume Fraction (FCVF)
∂ρkzk
∂t
+∇ · (ρkzku) = −∇ · Jk + ω˙k
∂ρk
∂t
+∇ · (ρku) = 0
(3.128)
3.7 Filtered equations for LES
This section aims at introducing the filtered equations solved by the code FlAMEnCo3D for reacting tur-
bulent flows. Closures associated with the unclosed turbulent terms are also discussed.
The LES approach, as already pointed out, is based on the filtering of the governing equations sepa-
rating the large (resolved) scales from the small (unresolved) ones which are smaller than the filter size
∆¯ and whose effects have to be modelled. A brief introduction to the filtering procedure is given before
a presentation of the filtered equations and associated closures of the Subgrid Scale (SGS) terms.
3.7.1 Low-pass filtering procedure




ϕ (x)F (x− x∗) dx∗ (3.129)
where F is the LES filter. With this operator, one can define the Reynolds decomposition of ϕ into a
sum of filtered and sub-filtered parts as follows,
ϕ = ϕ¯+ ϕ′ (3.130)
where ϕ′ is the sub-filter part. To manipulate the Navier-Stokes equations, three properties are required
for this procedure :




F (x− x∗) dx∗ = 1 (3.131)
◦ Linearity : ϕ+ ψ = ϕ¯+ ψ¯
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The most commonly used filters are the sharp cut-off filter in wavenumber space, and the Gaussian
and top-hat filters in physical space. The Gaussian filter is defined by,










where xi and x
∗
i are the coordinates of points x and x
∗. The top-hat filter is defined as,




|xi − x∗i | 6
∆¯
2




The most widely employed filtering in LES is the implicit filtering, in which the grid and discretisation
operators are considered to be the filter, meaning that the filter width is taken as some multiple of the grid
size and the effective subgrid model damps out solution content smaller than the filter size. In the explicit
filtering approach, the filtering operation is separated from the grid and disretisation operators, in which
case the filter size is completely determined by the user and independent of the mesh considered. As in
most LES reported so far, an implicit filtering approach is considered in this work, with a filter size taken
as ∆¯ = 2 (∆x∆y∆z)
1/3
, where ∆x, ∆y and ∆z are the cell dimensions in x, y and z directions respectively.
In the case of compressible equations, to avoid modelling the mass conservation equation SGS terms,





ρϕ (x)F (x− x∗) dx∗ (3.135)





This allows the filtered continuity equation to be closed exactly. The Favre decomposition into filtered
and sub-filtered parts is given by,
ϕ = ϕ˜+ ϕ′′ (3.137)







The Favre-filtered equations are structurally similar to the unfiltered equations, with the notable excep-
tion of the SGS terms presence.
For compressible flows, the SGS terms are usually written as,








The relevant quantities are thus filtered, Favre-filtered or evaluated in terms of filtered quantities to
give, ϕ, ϕ˜ and ϕˆ respectively.
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3.7.2 Filtered momentum equation
The unfiltered momentum equation is given in Eq. 3.124 and when filtered, yields,
∂ρ¯u˜
∂t
+∇ · (ρ¯u˜u˜) = −∇ · P¯ +∇ · τˆ −∇ · [ρ¯ (u˜u− u˜u˜)]︸ ︷︷ ︸
(I)
+∇ · (τ¯ − τˆ )︸ ︷︷ ︸
(II)
(3.141)
where ρ¯ (u˜u− u˜u˜) = τ t is the SGS stress tensor (also referred to as the Reynolds stresses).
3.7.3 Filtered mass fraction transport equation


















3.7.4 Filtered volume fraction transport equation
The filtering of the volume fraction transport equation, but also the species mass transport written with
the new set of variable is not straightforward, and remains an open question. Furthermore, to the au-
thor’s knowledge, such filtering of the volume fraction equations has not been presented in the literature
before. The approach taken here represents a first approximation that still requires validation.
By following the idea behind the definition of the source and diffusion terms for the volume fraction
(§. 3.5.1 and §. 3.5.4), where ω˙z = 1
ρk
ω˙k, the filtered volume fraction transport could be written as,
∂z˜k
∂t
+ u˜ · ∇z˜k = − 1
ρk




















and where it is assumed that it can be re-written as,
ρY˜k = ρkz˜k (3.145)
which is not entirely satisfactory, but is used as a first approximation nonetheless in the present work.
A different filtering approach might be needed to derive a filtered version of these equations in a more
consistent way, and could be based on a volume weighted filter instead of the density-based Favre filtering
technique. Additionally, it is worth highlighting that the closure proposed here for the volume fraction
unclosed terms could only be validated correctly through a DNS simulation employing a similar equation
set. This would allow an accurate measurement of the SGS terms and the derivation of a more consistent
SGS model, if needed.
3.7.5 Filtered energy equation
The total non-chemical energy is defined in §. 3.2 and its transport equation is given in Eq. 3.125. The
Favre averaging of the momentum and mass transport equations was relatively straightforward, but such
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is not the case for the energy equation. Indeed, the application of the filtering operator to the energy





which cannot be directly computed. Several techniques have been used to circumvent this problem by
using a modified form of the energy taking into account the SGS kinetic energy, which implies that pres-
sure and temperature calculations from the total energy have to be adapted to the new formulation. On
the other hand, by keeping the EoS untouched, a change of variable could be applied to the pressure, but
recovering the actual pressure would be made difficult [287].
Another solution have been proposed by Vreman et al. [287] and adopted in this work, where an
equation is derived for a computable total non-chemical energy (Eq. 3.147) by adding the filtered kinetic-














=∇ · (τˆ u˜)−∇ · qˆc +∇ · qˆd
− B1 − B2 − B3 + B4 + B5 + B6 − B7 + ¯˙ωT (3.148)
where the Bi terms are defined as follows,





(VI) B1 = ∇ · [ρ¯ (ε˜u− ε˜u˜)] (3.150)
(VII) B2 = P∇ · u− P¯∇ · u˜ (3.151)
(VIII) B3 = ∇ · (τ t · u˜) (3.152)
(IX) B4 = τ t · ∇ · u˜ (3.153)
(X) B5 = τ · ∇ · u− τ¯ · ∇ · u˜ (3.154)
(XI) B6 = ∇ · (τ¯ · u˜− τˆ · u˜) (3.155)
(XII) B7 = ∇ · (q¯c − qˆc) (3.156)
3.7.6 Unclosed terms
A summary of the SGS terms, denoted in the previous paragraphs by I − XII, is given here. They
represent the interaction between the resolved and unresolved scales, but also between unresolved scales.
As such, they cannot be directly computed using the filtered flow variables and need to be modelled.
It is worth mentioning that fluctuations of the transport coefficients have been neglected in the fil-
tered equations derivation, and it follows that these coefficients can directly be computed from filtered
quantities (temperature, mass fractions, etc.).
The unclosed terms are as follows,
◦ (I) : Non-linearity of the convective terms, SGS viscous stresses (Modelled)
◦ (II) : Term due to the non-linearity of the viscous stresses and the non-commutation property of
the Favre filtering procedure. Usually neglected under the assumption τ¯ − τˆ = 0. A priori tests
by Vreman et al. [287] show that it is a least an order of magnitude lower than (I) (Neglected)
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◦ (III) : SGS flux of species mass fractions (Modelled)
◦ (IV) : Filtered reaction rate of the species (Modelled)
◦ (V) : Filtered energy source term, essentially depends on the model chosen for ¯˙ωk (Modelled)
◦ (VI) : SGS flux of internal energy (Modelled)
◦ (VII) : SGS pressure dilatation (pure compressible term) (Modelled)
◦ (VIII) : SGS viscous fluxes (transfer of kinetic energy from the resolved scales to the SGS)
(Modelled)
◦ (IX) : SGS viscous fluxes (transfer of kinetic energy from the resolved scales to the SGS) (Modelled)
◦ (X) : SGS viscous dissipation (conversion of the SGS kinetic energy into internal energy) (Neglected
[287])
◦ (XI) : Non-linearity of the viscous stresses, similar to (II) (Neglected [287])
◦ (XII) : Non-linearity of the heat fluxes, neglected under the assumption that the second order
spatial derivative of temperature are much larger than the second order derivative of its fluctuations
(Neglected [287])
3.7.7 Closure for SGS terms
Reynolds stresses terms
In this work, the novel reconstruction method proposed by Thornber et al. [275, 276] is employed to
model I, VIII and IX. The numerical method employed does not conserve kinetic energy, rather the
reconstruction is designed to give a leading order dissipation of the TKE proportional to the velocity




as defined in Kolmogorov analysis. This new method also improves
the behaviour of the Godunov method at high wave-numbers, and acts as an implicit subgrid model
[86, 113], while retaining monotonicity. By further making the assumption that the implicit dissipation
introduced by the numerical method is sufficient to model the dissipation of TKE, all the terms related
to the Reynolds stresses can be neglected.
SGS scalar transport
These terms represent the transport of scalar quantities (internal energy and species mass fractions) by
subgrid-scale turbulent motions. They are usually modelled using a gradient hypothesis coupled with a
priori specified turbulent Schmidt (Sct) and Prandtl (Prt) numbers.











By regrouping the internal energy and pressure SGS dilatation, we find that the subgrid scalar quantity
transported is the sensible enthalpy, and thus, the modelling of VI and VII is expressed as,


















where Cs is the Smagorinsky constant is usually found between 0.1 and 0.25. In general this model
assumes that production and destruction of TKE are in equilibrium. Its main limitation resides in the
a priori specification of the constant that varies under different flow conditions. Additionally, it does
not have the correct limiting behaviour near walls, but it is a widely used model that gives reasonable
results. Otherwise stated, Cs = 0.16 in this work.
3.7.8 Source term modelling
The heat release term is given by Eq. 3.121. Hence, it only depends on the modelling of the individual
species reaction rates. The modelling of the turbulent reaction rate is discussed in §. 2.2.2 for the different
modelling approaches and in §. 7.3.3 for an emphasis on the FSD in particular.
3.8 Conclusion
In this chapter, the different equations considered in this work to simulate compressible reacting multi-
component flows have been presented in details.
Amongst the numerous modern models published to tackle the problem of spurious pressure oscilla-
tions appearance at species interfaces when using a shock-capturing model, a few have been extended to
deal with thermal perfect gas effects and two only applied in reacting flows [6, 147, 270]. The selection
of the models retained for this work is presented in §. 3.1.1, while numerous definitions of flow variables
and thermodynamic coefficients for multi-component flows are given (§. 3.1.2).
The next sections present the hyperbolic operator of each equation sets retained for this work, namely
the Euler equations (§. 3.2) and volume fraction based model of Allaire et al. [7] (§. 3.3.1 and §. 3.3.2).
An in-depth description of the different equations of state and thermodynamic closures considered for
this problem (§. 3.4) follows, namely the calorically perfect and thermally perfect gas models, the clas-
sical isothermal closure and the isobaric closure introduced by Allaire et al. [7] for the volume fraction
formulation.
The definitions of viscous and reacting terms to augment the Euler equations to form the Navier-Stokes
equations have been discussed in §. 3.5. At the same time, the new terms introduced by the author in
the volume fraction transport equation sets to account for diffusion and reactions mechanisms are also
derived and discussed. The computation of the different transport coefficients (viscosity, species diffusion,
etc.) is then highlighted in addition to the different assumptions considered in this work (constant Pr
number, constant but non-unity species Le number, etc.).
A brief summary of all equations sets is provided in §. 3.6 where it is highlighted that all models
considered rely on similar momentum and energy conservation equations, but differ by the way species
transport is accounted for (mass fraction, volume fraction, etc.).
Finally, the LES filtering operation is introduced and the different filtered governing equations are
presented along with the new unclosed terms arising from the filtering (§. 3.7). A review of the different
subgrid terms follows where it is explained whether they are neglected or modelled, in which case the
corresponding model is discussed.
68 Governing equations and models formulation
C H A P T E R 4
Numerical methods
This chapters presents in details the numerical methods considered in this work to solve the governing
equations presented in the previous chapter (Chapter 3). The main method used is the so-called finite-
volume Godunov method presented by Godunov [109]. It constitutes one of the most widely considered
approach for the solution calculation of numerous systems of hyperbolic equations. It is massively used
thanks to its robustness and its low computational requirements.
One of the main advantage of such approach is its behaviour in the vicinity of discontinuities such as
shock waves as it allows their capture without special treatments such as local diffusivity, etc. In fact,
only methods based on the conservative variables are able to accurately predict a shock speed and its
strength [278], which is further emphasized by the well known conclusions of Lax and Wendroff [174]
stating that if a conservative method is convergent it does converge on the weak solution of the conser-
vation laws. As this work is concerned with the simulation of compressible combustion, shock waves are
one of the main features that need to be captured and accurately simulated, thus explaining the use of
the Godunov method.
The first part of the chapter presents the coordinate transformation from the Cartesian based system
to a curvilinear body-fitted system. A second part discusses the integration of the hyperbolic operator,
while a third part details the integration of both the viscous and source terms. The time-stepping
algorithms considered in this work will then be presented as well as the boundary conditions.
4.1 Generalised Curvilinear Coordinates
4.1.1 Definitions
The general approach used in this work to deal with non-Cartesian geometries consists in the application
of a transformation from the physical Cartesian coordinates (x, y, z) to a body-fitted curvilinear frame of
reference (also referred to as computational frame of reference, denoted by (ξ, η, ζ)).
The general transformation of coordinates can be expressed considering the invertible mapping Ξ
transforming the physical X (x, y, z, t) to the computational x (ξ, η, ζ, τ) space,
Ξ : X 7→ x (4.1)
The transformation can thus be written as,
ξ = ξ (x, y, z, t)
η = η (x, y, z, t)
ζ = ζ (x, y, z, t)
τ = τ (t)
(4.2)
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and the mapping between the computational and physical time is the identity, t = τ .






































 ξx ξy ξzηx ηy ηz
ζx ζy ζz
 (4.9)
Using matrix algebra, the inverse of a matrix is calculated as A−1 = adjA/|A|. Applying this rule




 yηzζ − yζzη − (xηzζ − xζzη) xηyζ − xζyη− (yξzζ − yζzξ) xξzζ − xζzξ − (xξyζ − xζyξ)
yξzη − yηzξ − (xξzη − xηzξ) xξyη − xηyξ
 (4.10)
where J is the jacobian of the transformation, calculated as the determinant of the matrix, given by,
J = xξ (yηzζ − yζzη) + xη (yζzξ − yξzζ) + xζ (yξzη − yηzξ) (4.11)
The derivatives of the curvilinear coordinates (ξ, η, η) according to the Cartesian coordinates (x, y, z)
can be approximated numerically in the cell centres and cell faces.
4.1.2 Governing equations in the Generalised Curvilinear Coordinates sys-
tem
It is worth reminding the reader that the governing equations for all approaches can be written in a
compact form, at the exception of the volume fraction transport for the QCVF model (Eq. 3.127).
Without loss of generality, it is reminded below for the Navier-Stokes equations (also referred to as the






















4.1 Generalised Curvilinear Coordinates 71
where the conservative variables are given by,
U = [ρYk, ρu, ρv, ρw, ρE]
T
(4.13)















ρYkw, ρuw, ρvw, ρw
2 + P, (ρE + P )w
]T
(4.16)
the viscous fluxes as,
Fv = [Jkx , τxx, τxy, τxz, uτxx + vτxy + wτxz − qcx − qdx ]T (4.17)
Gv =
[
Jky , τxy, τyy, τyz , uτxy + vτyy + wτyz − qcy − qdy
]T
(4.18)
Hv = [Jkz , τxz, τyz, τzz, uτxz + vτyz + wτzz − qcz − qdz ]T (4.19)
and finally the source term as,
S = [ω˙k, 0, 0, 0, ω˙T ]
T
(4.20)
where the vectors Jk, qc and qd, the matrix τ are all defined in §. 3.5.
























































































































































−JS = 0 (4.23)
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(JζxFi + JζyGi + JζzHi) =
∂
∂ξ








(JζxFv + JζyGv + JζzHv)
+ JS (4.27)





























where the curvilinear hyperbolic fluxes are,
Fξ
i
= ξxFi + ξyGi + ξzHi
Gη
i
= ηxFi + ηyGi + ηzHi
Gζ
i
= ζxFi + ζyGi + ζzHi
(4.29)
the curvilinear viscous fluxes become,
Fξv = ξxFv + ξyGv + ξzHv
Gη
v
= ηxFv + ηyGv + ηzHv
Gζv = ζxFv + ζyGv + ζzHv
(4.30)
The system of governing equations is thus similar in the computational reference frame, the only
difference residing in the expression of the fluxes and vector of conserved variables, now corresponding
to a combination of the different physical fluxes. The fully developed system of equations is given below.
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ρYk (uξx + vξy + wξz)
ρu (uξx + vξy + wξz) + Pξx
ρv (uξx + vξy + wξz) + Pξy
ρw (uξx + vξy + wξz) + Pξz






ρYk (uηx + vηy + wηz)
ρu (uηx + vηy + wηz) + Pηx
ρv (uηx + vηy + wηz) + Pηy
ρw (uηx + vηy + wηz) + Pηz






ρYk (uζx + vζy + wζz)
ρu (uζx + vζy + wζz) + Pζx
ρv (uζx + vζy + wζz) + Pζy
ρw (uζx + vζy + wζz) + Pζz
(ρE + P ) (uζx + vζy + wζz)
 (4.34)









Jkxξx + Jkyξy + Jkzξz
τxxξx + τxyξy + τxzξz
τxyξx + τyyξy + τyzξz
τzxξx + τzyξy + τzzξz






Jkxηx + Jkyηy + Jkzηz
τxxηx + τxyηy + τxzηz
τxyηx + τyyηy + τyzηz
τzxηx + τzyηy + τzzηz






Jkxζx + Jkyζy + Jkzζz
τxxζx + τxyζy + τxzζz
τxyζx + τyyζy + τyzζz
τzxζx + τzyζy + τzzζz
βxζx + βyζy + βzζz
 (4.37)
where the energy equation right-hand side is given by βi = τijuj−qci−qdi where Einstein summation
is used.










4.2 The Godunov-type method
The finite-volume Godunov method is employed in this work to compute the governing equations solu-
tions. This method was developed by Godunov [109] as an answer to the problem of conservation of
the CIR method of Courant, Isaacson and Rees [173] applied to non-linear systems of hyperbolic laws.
The general framework of the method is described here with the presentation of the Initial Boundary-
Value Problem (IBVP) before a slight variation of it named the method of lines employed in this work is
discussed. The interested reader should refer to Toro [278] for more information.
4.2.1 Initial Boundary-Value Problem
The IBVP represents the most general formulation of the Godunov method, and is briefly presented here
in a one dimensional formulation as an introduction to the methodology. It can readily be extended to
further space dimensions. The general IBVP for a system of hyperbolic conservation laws in a domain







where the initial value is given by U (x, 0) = U0 (x), and the boundary values by U (0, t) = UL (t) and
U (l, t) = UR (t).
To account for the presence of discontinuities in the solution, such as shocks, the integral form of the
equations is retained in a control volume defined by [x1 ; x2]× [t1 ; t2],∫ x2
x1
U (x, t2) dx =
∫ x2
x1
U (x, t1) dx +
∫ t2
t1
F (x1, t) dt−
∫ t2
t1
F (x2, t) dt (4.40)
The Godunov method is usually a two-step method, where the first step is referred to as the recon-
struction step, whilst the second one is the resolution of the Riemann problem.
In the first step, an appropriate distribution of initial data is assumed at a given time tn and denoted
U (x, tn). The flow variables are initialised in the discretised domain assuming a cell average value in






U (x, tn) dx (4.41)
The next step is to solve the IBVP described by Eq. 4.39 assuming the piecewise distribution of
Eq. 4.41. This approach leads to the definition of local Riemann problems at each inter-cell boundaries
with the left and right boundary values given respectively by Uni and U
n














U (x, tn) =
{
Uni x < xi+1/2
Uni+1 x > xi+1/2
(4.43)
The general solution of the Riemann problem is a similarity solution depending only on the ratio x/t,
and the boundaries given by UL and UR. A typical situation of two Riemann problems at the left and
right of a given volume is presented in Fig. 4.1.
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Assuming that the time-step is chosen to avoid interactions between the wave emerging from both
sides of the cell, the global solution U (x, t), with x ∈ [0 ; l] and t ∈ [tn ; tn+1] as a function of the
Riemann solution gives,
U (x, t) = Uni+1/2 (x, t) , x ∈ [xi ; xi+1] (4.44)






. The solution can then be advanced in time, which











Figure 4.1: Riemann problem wave pattern emerging at the boundaries of a given volume and averaging of the





The integration being a complex numerical operation since the exact expression of the local Riemann




























where the left-hand side term and the first term on the right-hand side represent respectively the average









represent the solutions of the Riemann problems on both sides of the
control volume, along the respective inter-cell positions xi−1/2 and xi+1/2. By recalling the assumption
that the time-step is small enough to avoid interactions between the different waves, these solutions
correspond to the similarity solutions of the Riemann problems along their characteristic lines defined by























where Uni−1/2 and U
n













spectively along the intercell positions xi−1/2 and xi+1/2.

















and the whole process is depicted in Fig. 4.2. The standard form of the method presented here is linear
and according to Godunov’s theorem is first-order accurate.
4.2.2 The method of lines
The Godunov formulation presented in the previous section corresponds to the explicit, fully-discrete
form of the method, where both spatial and temporal integrations are carried out simultaneously. The
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Figure 4.2: Geometric interpretation of the first-order Godunov method [132]
formulation used in the present work is slightly different and is known as the method of lines in which
both integrations are decoupled.
We can rewrite the IBVP problem described by Eq. 4.39 by assuming a spatial discretisation and










where the inter-cell fluxes are approximations of the true fluxes given by F (U (x, t)) at the corresponding
interfaces and time instants. A direct choice for the estimation of the fluxes resides in the Godunov
method discussed previously.
To advance the solution in time, the ODE given in Eq. 4.50 needs to be solved. There are numerous
methodologies available to solve ODEs numerically, the simplest of all being the first-order explicit Euler
time integration leading to the Godunov formulation presented in Eq. 4.49. Other approaches consist in
using multi-step algorithms to increase both the stability range and order of accuracy. Several of these
methods are regrouped in the class of so-called explicit multi-step Runge-Kutta methods.
Considering the system of governing equation in curvilinear coordinates derived in §. 4.1.2 and pre-






















where the notation ∆Fξ denotes the difference between hyperbolic and viscous fluxes as follows,
∆Fξi−1/2,j,k = F
ξ
i i−1/2,j,k − Fξvi−1/2,j,k (4.52)
Finally, it is common practice when using generalised curvilinear coordinates to normalise the com-
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+∆Hζi,j,k−1/2 −∆Hζi,j,k+1/2 + JSi,j,k (4.53)
§. 4.3.1 details the computation of the Godunov fluxes through the use of an approximate Riemann
solver, while §. 4.4 presents the computation of the viscous fluxes and source terms. The time integration
schemes used in this work are discussed in §. 4.5.
4.3 Computation of the hyperbolic fluxes
4.3.1 HLLC approximate Riemann solver
Choice of the HLLC
The fluxes needed by either the Godunov method or the method of lines are obtained through the solution
of the inter-cell Riemann problem. Two types of Riemann solver could be used to this end, either exact
or approximate solvers. The former are computing the exact solution of the Riemann problem at the
expense of a large computational cost. On the other end, the class of approximate solvers relies on the
approximation of the solution.
Within the class of approximate solvers, the Harten, Lax and Van Leer (HLL) solver [175] is one
of the most popular accounting for its simplicity that relies on the assumption that the wave pattern
emerging from the Riemann problem is constituted by two waves only (shock or rarefaction). An other
popular choice is the so-called Roe solver [252] relying on the approximation of the Jacobian matrix of
the problem defined as A = ∂F/∂U.
The HLLC (Harten, Lax and Van Leer Contact) was introduced by Toro [278] as an extension of the
HLL approximate solver. The approximation of the inter-cell fluxes relies on the assumption that the
solution of the Riemann problem consists in three different waves generating four different states. The
HLLC thus accounts for the missing contact wave (middle wave) neglected by the HLL solver. Because
of this, it is slightly more expensive to use, but features an increased accuracy.
The present work is concerned with the simulation of compressible multi-component flows where
contact surfaces are of particular relevance (e.g. mixing layers). As already pointed out in §. 2.3.2, the
naive use of Godunov type methods leads to pressure and/or velocity oscillations at interfaces between
different species. A great care in the choice of the Riemann solver is thus needed to ensure that these
pressure oscillations will not occur. Abgrall [5], Abgrall and Karni [6] and Billet and Abgrall [25] showed
that the double-flux method could alleviate these pressure oscillations with any schemes fulfilling the
condition of perfectly preserving a stationary contact discontinuity. The HLL scheme does not fulfil this
condition and neither does flux splitting schemes such as the Van Leer and Advection Upstream Splitting
Method (AUSM) in general, at the exception of the class AUSM+ thanks to the concept of common
speed of sound [181, 182]. The HLLC approximate solver also perfectly conserves contact discontinuities
thanks to the contact wave being explicitly accounted for in its formulation. The HLLC will thus be used
throughout this work.
HLLC
The HLLC Riemann solver provides an approximate solution to the Riemann problem defined in Eqs. 4.42-
4.43. The wave structure corresponding to the approximate solution given by the HLLC is pictured in
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Fig. 4.3 and features three waves separating four different and constant states. The middle wave is al-
ways a contact discontinuity, while the left and right waves can be any combination of shock waves and
rarefaction fans. The middle wave moves at a speed S∗, while the left and right wave at the respective
speeds SL and SR.
Figure 4.3: Wave structure of the HLLC approximate Riemann solver [278]
The solution of the Riemann solver given by the HLLC is thus [278],
U (x, t) =

UL x/t 6 SL
U∗L SL 6 x/t 6 S∗
U∗R S∗ 6 x/t 6 SR
UR x/t > SR
(4.54)
where U∗L and U∗R are the so-called intermediate states obtained through the accounting of the middle
wave presence. The inter-cell fluxes defined by FHLLC = F (U (x, 0)) are thus given by,
FHLLC =

FL 0 6 SL
F∗L SL 6 0 6 S∗
F∗R S∗ 6 0 6 SR
FR 0 > SR
(4.55)
The intermediate states fluxes are computed through the use of Rankine-Hugoniot jump-conditions
across characteristics waves of respective speeds SL and SR (more details are provided in [278]),
F∗L = FL + SL (U∗L −UL) (4.56)
F∗R = FR + SR (U∗R −UR) (4.57)



















where the subscript s refers to either the left or right interpolated state. Once the intermediate states
are determined, their fluxes can be estimated using either Eq. 4.14, Eq. 4.59 or Eq. 4.57. Inter-cell fluxes
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The only remaining quantities to evaluate are the wave speeds SL, SR and S∗. Several approaches
exist for this purpose, and the Approximative Noniterative Riemann Solver (ANRS) considered in this
work is discussed below.
Approximative Noniterative Riemann Solver (ANRS)
The wave speeds estimation is carried out using the ANRS which is an approximate state Riemann solver.
The aim of such an approach is to provide an estimate of the values in the intermediate regions by ap-
proximating them using information on the surrounding states and the waves separating them. Three
solvers are considered within the ANRS algorithm, the first one providing a simple linearised estimation of
intermediate values (PVRS), while the others are more specific, assuming either two shock waves (TSRS)
or two rarefaction fans (TRRS).
The switching between the three solvers is depicted in Fig. 4.4 where Pmax = max (PL, PR), and
Pmin = min (PL, PR). The switching parameter value Q measuring the flow smoothness has been set to
2 (Q = 2) according to Toro [278].
Figure 4.4: Flow chart for the ANRS approximate Riemann solver [278]
According to the ANRS algorithm, the left and right characteristic waves are estimated as follows,
SL =





























where the intermediate pressure and wave speed are obtained as,
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(PL + PR) +
1
8




(uL + uR) +
2 (PL − PR)
(cL + cR) (ρL + ρR)
(4.63)











































◦ TSRS solver (min (PL, PR) < P∗)
P∗ =














(P∗ − PR) AR
PR




with As = Ps
√
2
ρs ((γ + 1)P0 + (γ − 1)Ps) and P0 = max (0, P∗,PV RS)
HLLC in curvilinear coordinates
In this work, the curvilinear coordinate system is adopted for multi-dimensional simulations. The HLLC
solver therefore needs to be adapted to this new reference frame. The current implementation follows
the derivation proposed by Bagadir and Drikakis [13]. The main steps of the HLLC remain similar to
the procedure outlined above, but small variations need to be accounted for, in addition to the new
formulation of the conservative variables and fluxes vectors.
Without loss of generality, the one-dimensional ξ direction is considered here. HLLC fluxes are still
















(ρYk)s (Ss − λs)
ρsus (Ss − λs) + (P∗s − Ps) ξˆx
ρsvs (Ss − λs) + (P∗s − Ps) ξˆy
ρsws (Ss − λs) + (P∗s − Ps) ξˆz
(ρE)s (Ss − λs) + P∗sS∗ − Psλs
 (4.68)
where λs is the cell face normal velocity and is given by λs = usξˆx + vsξˆy + wsξˆz , while P∗s is given by










z = |∇ξ| (4.70)
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where M is the magnitude of the face normal vector.
Wave speeds are then computing using the ANRS solver presented above, but effectively replacing uL
and uR by λL and λR respectively.





∗s S∗ + P∗sξˆx
(ρv)
∗s S∗ + P∗sξˆy
(ρw)









∗s S∗ + P∗sξˆx
(ρv)
∗s S∗ + P∗sξˆy
(ρw)




Furthermore, it can be seen that the intermediate wave speed (S∗) represents the flux speed normal
to the inter-cell boundary, such that,
S∗ = u∗ξˆx + v∗ξˆy + w∗ξˆz =
1
M (u∗ξx + v∗ξy + w∗ξz) (4.73)
and thus,
u∗ =MS∗ (4.74)
Finally, the normal vector magnitude can be rewritten as a function of the local Jacobian as follows,









where βij = J
∂ξi
∂xj
with ξi = ξ, η, ζ and xj = x, y, z are the components of the adjoint matrix defined
in Eq. 4.10.








∗s S∗β + P∗sβ11
(ρv)
∗s S∗β + P∗sβ12
(ρw)










(ρu)s λsβ + Psβ11
(ρv)s λsβ + Psβ12




4.3.2 Variable reconstruction and high-order schemes
Introduction
As already pointed out, the Godunov method presented earlier (§. 4.2) corresponds to a simple piecewise
constant distribution of the data employed during the reconstruction step (Eq. 4.41, Fig. 4.2) which
formally achieves a first order spatial accuracy.
However, Godunov versatile formulation allows the extension of the method to higher-order recon-
structions, and thus greater spatial accuracy through the use of reconstruction methods. The underlying
principle of these methods is the approximation of the initial data at the cell edges by using fitting
functions. Two main class of methods are available in the literature, the Monotone Upstream-centred
Scheme for Conservation Laws (MUSCL) [153,178,278,284] and the Essentially Non-Oscillatory (ENO)
and Weighted Non-Oscillatory (WENO) [15]. Only the MUSCL class of schemes is considered in this
work.
Achieving high-order spatial accuracy for hyperbolic conservation laws remains a challenge as discon-
tinuities are allowed. As pointed out earlier, data need to be interpolated in both upwind and downwind
directions. First order methods would not cause oscillations or create new extrema, but any sharp fea-
tures of the solution would be smeared by numerical dissipation. Modern reconstruction methods use
high-order interpolation in smooth regions of the flow and revert to low-order interpolation when sharp
gradients are encountered.
Choice of the reconstructed variables
It is well known that the variables set (primitive, conservative, characteristics, etc.) to interpolate has a
significant impact on the solution.
Interpolating conservative variables is sometimes noisy and can lead to pressure and temperature
oscillations near material or contact surfaces, which is exactly what this work aims to avoid in multi-
component flows. For this reason, this approach will not be considered here, even though it is the solution
associated with the smallest computational cost.
Interpolating primitive variables is efficient computationally (although less so that reconstructing the
conservative ones), but is prone to produce small oscillations near shock waves, especially in the case of
interacting shock waves such as the colliding shocks problem presented in §. 5.1.2. In this case, primitive
variables are extracted from conservative variables, then limited. Eventually, the limited conserved vari-
ables used in the Riemann solver are recovered using the limited primitive variables.
The last solution, interpolating characteristics variables, is interesting in the vicinity of shocks as
it reduces the oscillations amplitude observed with the primitive variable interpolation. However, the
computational cost associated with this approach is a lot larger than limiting primitives variables. An
additional issue arising when using this limiting technique is the appearance of small temperature spikes
near contact waves, which is not acceptable when reacting problems are considered. This could be avoided
by using a hybrid scheme switching between primitive variables reconstruction everywhere in the flow,
and characteristics near shock waves, thus taking advantage of both methods.
Despite the advantages of the hybrid method, primitive variables will be limited in this work as it was
found that this interpolation worked well in most encountered situations. The primitive variables used
for the different schemes are as follows,
◦ QCVF : V = [u, v, w, P, zk, ρk]T
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◦ FCVF : V = [u, v, w, P, zk, ρk]T
◦ QCMF : V = [u, v, w, P, T, Yk]T
◦ FCMF : V = [u, v, w, P, ρ, Yk]T
1st order Upwind
The first order Upwind scheme corresponds simply to a piecewise constant reconstruction used in the













. This scheme will be referred to as Upwind1 in the remainder of this report.
Second-order MUSCL reconstruction
To increase the order of accuracy obtained through the Upwind1 scheme, a piecewise linear distribution
is considered within the cell, which results in a second-order accurate scheme. An example of such
distribution is pictured in Fig. 4.5 and the data distribution within cell i follows,








where Vi represents the cell averaged value of V. From this distribution, values at the left and right
inter-cell boundaries are expressed as,







where ∆i is a suitably chosen slope. It can also be remarked that the mean integral value of Eq. 4.80 is
still Vi independently of the slope choice ∆i.




















∆i+1 x > xi+1/2
(4.84)
The determination of ∆i is at the heart of the MUSCL reconstruction technique and there exists
numerous approaches for its estimation, all sharing the common goal of enforcing a monotone character
to avoid spurious oscillations near discontinuities. According to Godunov’s theorem [109], there are no
linear monotone reconstruction schemes of order of accuracy higher than one. The slope calculation
therefore relies on non-linear monotone reconstruction to circumvent this culprit.
The slope calculation retained in the present work is the MinMod slope featuring a second-order




i − V ji−1 (4.85)
∆ji+1/2 =V
j
i+1 − V ji (4.86)
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Figure 4.5: Piecewise linear MUSCL reconstruction of the cell averaged data in a single cell




i−1/2 provided that they have
















i−1/2 ×∆ji+1/2 > 0
0 ∆ji−1/2 ×∆ji+1/2 < 0
(4.87)
The computed slope is obviously different for each component of the vector and the reconstructed bound-























which has the advantage of accounting for the three different situations in a single expression. Recon-













This reconstruction scheme will be referred to as MinMod2 in the remainder of this work.
Fifth-order MUSCL reconstruction
A formulation similar to the MinMod2 is used for a fifth-order accurate MUSCL scheme. The piecewise
linear reconstruction presented above is also used, but the slopes computation and their limiting is more
complex. It has been presented by Kim and Kim [153], and successfully applied to numerous compressible
flows by Thornber et al. [275, 276] where its increased resolution compared to the MinMod2 has been
highlighted.
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Φlim,Rrlim,R (Vi+2 −Vi+1) (4.94)
The monotonicity is enforced by limiting the linear extrapolation through the left and right limiters



















+ 11 + 24rlim,Ri+1 − 3rlim,Ri+1 rlim,Ri
30
(4.97)







4.3.3 Low-Mach number adjustment
One of the main issues of the finite volume Godunov method is its large numerical dissipation at low
Mach number making them hardly suitable for LES or DNS calculations. Thornber et al. [276] showed
that the inviscid fluxes computation using a standard Godunov method produced a leading order ki-
netic energy dissipation rate proportional to the speed of sound, which smears all features at low-Mach
numbers. A simple and very effective technique for reducing this induced dissipation was derived by
Thornber et al. [276] by modifying the velocity jump at the inter-cell boundaries. The velocity is altered
by a blending function behaving like an upwind scheme for large Mach numbers and like a fully centred
scheme towards low-Mach numbers. The modified dissipation is not a function of the speed of sound
any more, but follows the four-fifth law of Kolmogorov [165]. This simple modification has been shown
to work very well in compressible mixing problems, and produces the proper decay of turbulent kinetic
energy in homogeneous decaying turbulence [86, 276].















where the blending function z is defined by,
















where us are the original limited left and right velocity vectors, and u
c
s are the low-Mach adjusted limited
velocities. This adjustment is only applied to the velocity component as it was shown in [276] that apply-
ing it to pressure and density would result in increased diffusion in contact surfaces which is not desirable.
Its effect can be observed in Fig. 4.6 where a single mode rolling vortex development is shown computed
with the MUSCL5 with and without Low-Mach adjustment. The large dissipation of the Godunov method
at low Mach number is here clearly identified.
(a) Without LMC (left)
M = 0.02 and (right)
M = 0.002
(b) With LMC (left) M = 0.2, (center left) M = 0.02, (center right)
M = 0.002 and (right) M = 0.0002
Figure 4.6: Effect of the low-Mach correction on a single rolling vortex development computed (a) without and
(b) with LMC at different Mach number [273]
4.3.4 Double-Flux model
The QCMF was developed initially by Abgrall and Karni [6] for calorically perfect gases and extended
to thermally perfect gases by Billet and Abgrall [25] and solves the Navier-Stokes equations in a different
way than the usual Godunov method. The main idea behind the special treatment of the governing
equations is to locally reduce the problem to behave similarly as a single-fluid flow which has been shown
to be solved without pressure oscillations by Godunov-like methods in §. 2.3.2. The classical Godunov







As pointed out in §. 3.4.5, Billet and Abgrall [25] showed that when using the calorically-like formu-
lation of energy derived in Eq. 3.82, if both γ and ρhm0 were frozen in each cell for the entire time-step,
pressure and velocity are conserved across a material interface. The gas mixture in each cell is thus
treated as its own constant thermal properties single-component gas. To achieve this, two interface fluxes









assumes that fluids in both i and i+ 1 cells are γi+1/2,R fluids.
This definition is equivalent to freeze γ and ρhm0 on each finite hyper-volume defined by [i− 1/2, i+ 1/2]×[
tn, tn+1
]
, and we have γi+1/2,L = γi−1/2,R = γi. By applying the method of lines in the cartesian refer-










)− FR (Ui−1/2,L, Ui−1/2,R, γi)) (4.104)
It shall be remarked that since ρhm0 is frozen in time, its associated flux ρh
m
0 u is not added to the energy
fluxes.
The first step of the procedure is thus referred as the energy projection step and consists in obtaining
the thermal properties approximation as piecewise linear functions of temperature to obtain the energy
in a single-fluid like form (value of ρhm0 and γ are obtained in each cell of the domain). It further consists
in integrating the governing equations in time to obtain the new values of momentum and mass fractions,
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as well as the quasi-conservative energy. The second step, the thermal properties correction step involves
the update of the different thermodynamic quantities using a temperature extracted from the double-flux
pressure calculated from the quasi-conservative energy. The relaxed total energy is finally obtained.
The algorithm for integrating the governing equations from tn to tn+1 using a multi-stage explicit
integration scheme is illustrated as follows for the RK2-SSP scheme,
1. Compute ρhm0 and γ in all cells of the domain
2. Interpolate primitive variables V = [u, P, Yk, T ]
T
to the cell edges


























































5. Repeat 2− 4 for each stage of the time marching algorithm selected
6. At the final stage, corrected values are obtained from the predicted ones. In the case of the RK2-






































































8. The relaxed total energy is finally updated to give,
(ρE)n+1 =
Pn+1df










4.3.5 Transport of volume fraction for the QCVF model
Volume fraction transport is governed by an advection equation which is not conservative. Therefore,
the Riemann solver can not be directly applied to compute the fluxes and update the solution in time. It
is not clear on how the approximate HLLC Riemann solver can be adapted consistently with the Euler
equations augmented with an advection equation. The HLL and Roe solvers have been previously adapted
to an advection equation [5, 260]. Following the modification proposed by Johnsen and Colonius [143],
















where zk denotes a cell averaged value.
It can be verified that it satisfies the oscillation-free behaviour for an isolated contact surface, and
that it also propagates shocks properly. However, if the pressure varies strongly in a field of non-constant
volume fraction, the wave speed ui of the advection equation is not consistent any more with the middle
wave speed of the HLLC solver S∗.










where the second term is written as a conservative flux, and the third term is treated as a source term
allowing the adjustment of the velocity. By further integrating Eq. 4.117 over a computational cell, we



















which is an exact equation. By approximating the cell integral value of zk by zk as done in the finite


















and where uHLLC corresponds to the speed given by the HLLC solver for the conservative form of the
equation, i.e. either uL, uR or S∗, thus ensuring the consistency between the different terms. This equa-
tion is exact far from interfaces, and is evaluated using a central difference scheme thus formally achieving
a second-order accuracy. This does not deteriorate the solution accuracy as shock-capturing schemes are
at most first-order at discontinuities [178]. However, when using the MUSCL5 scheme, 5th order limited
variables are used, thus making differences between a formally fifth-order scheme and a second-order one
using fifth-order reconstructed data very small.






uL,i+1/2 0 6 SL,i+1/2(
zk,L,i+1/2 − zk,i
)
S∗,i+1/2 SL,i+1/2 6 0 ; 0 6 SR,i+1/2, S∗,i+1/2(
zk,R,i+1/2 − zk,i
)
S∗,i+1/2 SL,i+1/2, S∗,i+1/2 6 0 ; 0 6 SR,i+1/2(
zk,R,i+1/2 − zk,i
)
uR,i+1/2 SR,i 6 0
(4.120)






uL,i−1/2 0 6 SL,i−1/2(
zk,L,i−1/2 − zk,i
)
S∗,i−1/2 SL,i−1/2 6 0 ; 0 6 SR,i−1/2, S∗,i−1/2(
zk,R,i−1/2 − zk,i
)
S∗,i−1/2 SL,i−1/2, S∗,i−1/2 6 0 ; 0 6 SR,i−1/2(
zk,R,i−1/2 − zk,i
)
uR,i−1/2 SR,i−1/2 6 0
(4.121)






























4.4 Computation of the viscous fluxes and source terms
4.4.1 Viscous fluxes and source terms
The governing equations in curvilinear coordinates have been presented at the beginning of the chapter
in §. 4.1.2. They now need to be discretised within the finite volume framework where data are stored at
cell centres and grid points at nodes. It can be reminded, that the chain rule of differentiation is used to
compute spatial derivatives in physical space such as the following example for temperature,
Tx = ξxTξ + ηxTη + ζxTζ (4.123)
where variables derivatives in curvilinear space are estimated using central differencing at cell faces. A
similar discretisation is used for metric derivatives. It can be further noted that the Jacobian appears




(β11Tξ + β21Tη + β31Tζ) (4.124)











β11 (β11Tξ + β21Tη + β31Tζ) (4.126)
Transport coefficients are centrally averaged at cell faces as well to obtain µi+1/2, λi+1/2, hki+1/2 ,
etc. These centrally averaged values are then used to obtain the inter-cell boundary diffusion coefficients
Dki+1/2 .
Source terms are directly computed at cell centres using the cell-centred values available. It shall be
noted that derivatives at cell centres (e.g. u′∆, νt, |S|) are computed using the previous relations but
using cell-centred metrics, Jacobian values and central differencing.
4.4.2 Remarks on the QCVF
Recalling the species diffusion and source terms as derived for the QCVF in §. 3.5, one could remark
that they are non-conservative for volume fractions. They have been derived to enforce mass conserva-
tion such that by summing diffusion fluxes or source terms across all species the results would be zero.
However, they are not enforcing volume conservation, indicating that volume fractions are not conserved
but merely transported. The novel extension of the QCVF to reacting and viscous flows presented in
this work thus creates new challenges highlighted in this paragraph, as well as the solutions retained to
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address them.
This can be illustrated by considering two species diffusing into each other at thermodynamic equi-
librium (similar pressure and temperature). By assuming that one species is two times heavier than the
other, mass conservation tells that the lighter fluid will diffuse twice as fast as the heavy fluid such that
mass is conserved. This implies in turn that for every mole of dense fluid diffusing, two moles of the light
must do as well. Under a pressure-temperature equilibrium each mole of gas takes up a similar volume,
this then means that twice as much volume of the light gas will diffuse to ensure mass conservation, and
the volume is not conserved.
This now poses a problem in the sense that the thermodynamic closure relies on volume fractions
summing to unity. The novel solution derived, applied and validated in this work (§. 5.4.1) is to apply
a correction to volume fractions when the departure from unity of their sum becomes too large (taken
to be 10−13 in the code). The relaxation procedure works by modifying all species volume fractions in
a cell to recover the pressure equilibrium with the additional constraints that each species mass and the
total mass must be conserved as well as total energy. To do so an iterative isentropic compression or
expansion is applied to all species following PV γ = cst. This correction is applied in all cells where the



































The iterative process thus unfolds as follows,
1. Estimate the two first values of pressure P 0 and P 1 using for P 0 the procedure outlined in Ap-
pendix A.1, while P 1 is computed with the assumption that γk = γmix























4.5 Time integration 91
4. A new value of Pm can then be estimated using Appendix A.1, as well as γmk using ρε and z
m
k
5. This is iterated until a certain tolerance is obtained for
Pm − Pm−1
Pm
which is set to 10−10 in the
present work.
A second question arising when using the QCVF is the definition of the species density when a species
is not initially present in the cell. In reacting flows, at the first time-step when a species will be produced
in a cell, its density is undefined given that its volume fraction is zero, according to Allaire et al. [7].
The choice taken in this work is to use the mixture temperature and pressure, and compute the species
density at those given conditions, which means that both diffusion and species creation happen at the
mixture conditions.
Finally, the question of the enthalpy fluxes is posed. The QCVF models allows each species to have its




Once all the fluxes (viscous and inviscid) and source terms have been computed, time integration of
Eq. 4.53 can be carried out. Several solutions exist to this end, the most direct of them being the explicit
Euler scheme which is first-order accurate.
Higher-order accuracy in time can be achieved with multi-step methods, the so-called Runge-Kutta
methods. Time integration is performed in multiple explicit stages. For each stage, fluxes and source
terms are computed separately using the solution obtained at the previous stage as the new initial con-
dition.
By considering again the curvilinear ODE obtained by the application of the method of lines to the
governing equations and written in Eq. 4.53, one can see that all right-hand side terms have now been
computed, leaving only a differential form on the left hand side. The different time integration schemes
presented below are used to advance this ODE in time.
First-order explicit Euler





= RHS (Un, tn) (4.133)
where the operator RHS indicates the explicit computation of the right-hand side of Eq. 4.53 using Un
at time tn. As already pointed out, computations presented in this work have all been obtained on
stationary grids, which implies Jni,j,k = J
0
i,j,k. By regrouping all terms corresponding to the current time






(RHS (Un, tn)) (4.134)
where the time-step size ∆t discussed in §. 4.5.2 satisfies the stability constraints of explicit schemes.
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Two-stage second-order Runge-Kutta method
This scheme has been derived by Ruuth and Spiteri [255] and is described as being an optimal two-stage,
second-order explicit strong stability preserving Runge-Kutta scheme. The integration is performed in a
predictor and a corrector stage,






(RHS (Un, tn)) (4.135)














The estimation of a stable time-step size is discussed in §. 4.5.2.
Two-stage second-order strong stability preserving Runge-Kutta method
Similarly to the two-stage scheme, the four-stage second-order strong stability preserving Runge-Kutta
scheme (RK2-SSP) of Ruuth and Spiteri [255] is considered in this work. This scheme feature three
predictor stages allowing the computation of three intermediate solutions, and a fourth stage behaving as
a corrector step. However, the scheme is second-order as only a single intermediate solution is required
in the corrector step.






(RHS (Un, tn)) (4.137)








































The estimation of a stable time-step size is presented below.
4.5.2 Stability constraints and definition of the time-step size
The choice of a time-step size for the different explicit integration schemes presented above is critical and
must satisfy stability constraints. For the compressible Navier-Stokes equations, but also for the others
models (QCMF, QCVF and FCVF), these stability constraints are given by two conditions, the first one
on the inviscid fluxes, and the second one on the viscous fluxes. One could also add a constraint on the
source terms.
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The inviscid constraint results from the fact that waves emanating from both sides of the cells at the
local Riemann solver must not interact with each other during the time-step. Indeed, their interactions
are highly non-linear phenomena that cannot be accounted for during the averaging process. Therefore,





where ξi = ξ, η, ζ and the λi are the system eigenvalues, which for a three-dimensional domain are
λ0 = u
∗, λ1 = λ0 − c and λ2 = λ0 − c where u∗ is the cell face normal velocity.
The CFL parameter is the well known Courant-Friedrichs-Lewy number and provides some control
on the time-step size. The largest this coefficient is, the largest the time-step size is, and therefore the
more efficient the time integration becomes. However, one must take care to keep its value within some
limits such that time integration remains stable. Stability limits for the three implemented schemes are
given below,
◦ Explicit Euler : 0 < CFL < 1
◦ RK2 : 0 < CFL < 1
◦ RK2-SSP : 0 < CFL < 3
The second limitation on the time-step size stems from viscous phenomena present in the flow, and
especially on the limitation of the cell Reynolds number or Peclet number. The viscous time-step size is
thus limited by either viscous diffusion (viscosity), thermal diffusion (heat conductivity and mixture heat
















During the computation, each of these restrictions is computed in every cells, and the smallest value













Although boundary conditions are often seen as a small and non-critical part of simulations, it has been
shown that deriving adequate boundary conditions for multi-species compressible reacting flows is a crit-
ical issue in many codes. This is particularly relevant in codes using high-order methods (low dissipation
methods), such as LES and DNS. The periodic boundary conditions often seen in DNS simulations, rep-
resents the only case where an exact closure of the problem can be given at the boundary. It works by
folding the domain onto itself thus alleviating the need for boundary conditions. However, this limits
considerably the methods range of applications, as inlets and outlets are essential in a number of relevant
combustion applications such as combustors, etc. [238].
Additionally, unsteady simulations of the compressible Navier-Stokes equations require an accurate
control of waves reflections at the computational domain boundaries, where they have to be eliminated
to avoid interacting with the solution. Within the RANS framework, the numerical dissipation is usually
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high enough to eliminate acoustic waves, but as LES strives to reduce numerical viscosity, it is often
found that waves amplitudes are not attenuated within the computational domain, therefore requiring
non-reflecting or absorbing boundary conditions.
This section presents the implementation of the different types of boundary conditions considered
in this work, where both Navier-Stokes Characteristic (NSCBC) and simple boundary conditions are
considered. The NSCBC implementation is presented first, with an highlight on the novel derivation for
the QCVF model, while simpler formulations of the boundary conditions are considered next. Details
about the derivation of the NSCBC can be found in Appendix D.
4.6.1 Navier-Stokes Characteristic Boundary Conditions (NSCBC)
To achieve such a non-reflecting or absorbing behaviour, a new technique for the boundaries treatment
based on the inviscid characteristic theory was introduced for the Euler equations [271, 272], which was
further extended to the Navier-Stokes equations by Poinsot and Lele [237]. However the formulation pro-
posed by Poinsot and Lele was derived for perfect gases with constant and homogeneous thermodynamic
properties. An extension of their method to tackle multi-species reacting flows with complex thermo-
dynamic properties has been presented by Baum et al. [18]. This is a field of constant improvement,
and work is still carried out to improve the different formulations considered. The reader is directed
towards [224, 268, 299] for a more comprehensive presentation.
The technique shared by these methods is based on the idea that any hyperbolic system of conserva-
tion laws can be decomposed into a corresponding system of propagating waves, where at the boundaries
some are leaving the domain, while others are penetrating it. Outgoing waves are completely determined
by the solution inside the computational domain, while incoming wave can not be fully determined with-
out some additional informations provided by the user, given under the form of boundary conditions. To
determine the waves corresponding to the problem at hand, a transformation between the current con-
servative system and a primitive system where propagation directions and amplitudes can be calculated
is needed. This transformation can take numerous forms depending on the set of equations, primitive
and conservative variables used to derive it.
The principle of the method is thus to infer incoming waves amplitudes from the outgoing waves and
some appropriate LODI (Local One Dimensional Inviscid) relations. The derivation of the LODI relations
is presented in Appendix D.
More details about the transformation applied to the governing equations are given in Appendix D
where the choice of the set of primitive variables used (V = [u, P, ρYk]
T
for mass fraction models and
V = [u, P, ρkzk, zk]
T
for volume fraction models) is discussed and where derivations of the wave structures
for the different models are presented.
4.6.2 Implementation of the NSCBC
Derivations presented in Appendix D have allowed to replace convective derivatives (flux terms) in the
primitive system by equal values expressed in terms of characteristic waves of the system (Eq. D.44 and
Eq. D.89 for the mass and volume fraction models respectively). The conservative system was also re-
placed by a system where fluxes have been replaced by characteristic waves of the system (Eq. D.53 and
Eq. D.98 for the mass and volume fraction models respectively).
The next step is to determine the waves whose values will change at boundaries depending on the
chosen boundary conditions. This is achieved by assuming that in the case of the full Navier-Stokes
equations, the waves amplitudes are similar to the case of a local inviscid one-dimensional problem,
defined by the so-called LODI relations. These are used to provide the “compatibility” relations between
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incoming and outgoing waves in conjunction with the physical boundary conditions selected. The LODI








































RkL2+k = 0 (4.151)
where the wave strengths are given by Eqs. D.39-D.40 for the mass fraction models and Eqs. D.83-D.84
for the volume fraction models. These relations are used to infer the Li’s correct values at boundaries,
so that they are compatible with the chosen conditions.
The whole procedure followed for the boundary treatment can be summarised as,
1. Time integration is done as described in the previous sections inside the computational domain.
2. At each boundary, eigenvalues signs are computed (λ+ = u + c, λ− = u − c, λk = u), and the
Li’s associated with waves leaving the domain are determined from the inside solution by using
one-sided derivatives.
3. Using the LODI relations, the Li’s associated with incoming waves are estimated by taking into
account the user inputs as presented in the next section.
4. When all the Li’s are known, their values are used to compute the normal term vector d (Eq. D.45
for mass fraction and Eq. D.90 for volume fraction models) which is fed back into the system
(Eq. D.53 for mass fraction and Eq. D.98 for volume fraction models) to advance the solution in
time. The viscous, diffusive and reacting terms are also computed using one-sided derivatives and
the interior points and added to the inviscid systems.
4.6.3 Subsonic inlet
Once the LODI relations are known, it is straightforward using the technique presented by Poinsot and
Lele [237]. Many different inlet conditions can be chosen, where different quantities, gradients, etc. are
imposed. In the present work however, a soft inlet has been implemented (perfectly non-reflecting inlet)
and another case where the velocity, mixture composition, temperature and pressure are imposed as time
varying quantities.
It shall be noted that a supersonic inflow features no leaving wave, and thus characteristic boundary
conditions are not justified in this case.
Perfectly non-reflecting inlet
For non-reflecting inlets, all waves enter the domain except the one associated with the eigenvalue u− c.
In theory, to obtain a perfectly non-reflecting inlet, all waves amplitudes entering the domain need to
be zero, while L− is computed using the domain information. In practice doing so often leads to an
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ill-posed problem, and a possible drift of inlet values leading to an erroneous mass flow. To circumvent
this, incoming waves are often relaxed towards the imposed inlet state such that,
L+ = −B+ (u− uin) (4.152)
Lk = −Bk (Yk − Ykin) (4.153)
where B+ and Bk are relaxation coefficients and uin and Ykin are the imposed inlet quantities.
Controlled inflow
In the case of a controlled inflow, some quantities are specified at the inlet and can vary in time. This
type of inflow is one of the most used at is allows to control the amount of turbulence provided by the
inlet, or to control the mixture composition, temperature, velocity as functions of what happens inside
the domain. It is used in this work for the control of a laminar flame position in the domain by adapting
the inlet velocity to the flame movements.
In this inflow, the wave L− (L2) associated with the eigenvalue λ− = u− c is the only one leaving the
domain, and as such is fully determined by the domain data. From Eq. 4.146, we have,






where quantities denoted ()
t
are target quantities to impose at the boundary. Similarly, using Eq. 4.150,
the wave L2+k becomes,






The problem is now to express the entropy wave as a function of the other known waves amplitudes.





















(L2+k − YkLS) = 0 (4.157)
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4.6.4 Subsonic outlet
Similarly to the inlet boundary condition, there are many different possible choices for the outlet of the
domain. Forced responses can be chosen to simulate specific flows, but the most widely used outlet
conditions are either the perfectly non-reflecting or partially non-reflecting outflows. The first one does
not necessarily lead to a well-posed problem as if the pressure is not specified by the inlet, the flow has no
mean to know what would the mean pressure be. Physically the mean pressure is conveyed by pressure
waves reflecting on regions far from the computational domain where the static pressure is fixed back to
the inside of the boundaries. Additionally, if perfectly non-reflecting outlet is used, a drift in the mean
value of pressure is usually observed. For these reasons, only the partially non-reflecting outflow is used
in this work.
At the outflow, the only wave entering the domain is the wave with the eigenvalue u−c, which is L− or
L2. Only the pressure need to be fixed at the outlet, the other quantities will fluctuate to accommodate
pressure changes. Therefore, only Eq. 4.147 is needed and for an outlet with a constant static pressure,
this yields,
L2 = −L1 (4.161)
However, this generates reflecting waves as one inviscid condition is enforced [237]. Only “soft” boundary
conditions are able to lead to both a well-posed problem and control the outlet pressure without imposing
it. This leads to,
L2 = B2 (P − P∞) (4.162)
where B2 = σ
(
1−M2) c/L where σ is an adjustable constant, L is the dimension of the domain and M
denotes the maximum Mach number in the flow.
4.6.5 Slip wall / Symmetry
Adiabatic slip walls or symmetry boundary conditions are very useful in numerous computations. They
are characterised by a single inviscid condition, the normal velocity is zero. As the normal velocity is
zero, it immediately yields that L2+k is zero. The wave associated with the eigenvalue u − c is leaving
the domain while the one associated with u+ c is entering the domain. Eq. 4.146 suggests that,
L1 = L2 (4.163)
4.6.6 Non characteristic boundary conditions
In two and three-dimensional situations, NSCBC can become quite difficult to use, especially in presence
of walls, corners, and common boundary cells shared by outflow and wall for example. Such corners
cells present a challenge for the method, as an outflow would have its pressure value imposed, while it is
supposed to be left completely free for the wall and the question of what would be the best treatment of
such cells still remains an open question. Additionally, edges have to be treated by considering a second
set of NSCBC conditions related to the second direction of the surface to be treated. As pointed out
previously, supersonic inflow and outflow boundary conditions to not require special treatments and as
no complex subsonic inflow is used in this work, NSCBC are not used in multi-dimensional simulations.
Instead, simple boundary conditions are considered usually involving a zero gradient condition.
Symmetry
Symmetry conditions or slip walls are quite easy to treat, as they only require to enforce a zero normal
velocity, while mixture composition, pressure and temperature are left floating. As no flux must cross the
inter-cell boundaries, symmetry condition is enforced by copying cell values across the boundary, while
taking care of recalculating the velocity components such that the velocity vector in the boundary cells
has the same magnitude but an opposite direction as the one in the domain. This generates a symmetric
Riemann solver with no flux across the inter-cell boundary.
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Viscous wall
On a viscous wall, the same procedure as the symmetry condition is applied, but this time, all velocity
components are reversed in boundary cells, such that both tangential and normal velocities are zero.
Temperature, pressure and mixture composition are left floating.
Supersonic inflow/outflow
In supersonic inflow/outflow, the boundary treatment is very simple. In the case of an inflow, boundary
cells are initialised with the correct values and left untouched during the whole simulation. As no
information can propagate upstream, they will not be modified by the flow. For outflows, boundary cells
are filled by copying value emanating from the last cell of the domain. As no information can travel
upstream, these boundary conditions simply correspond to a zero gradient condition.
Subsonic outflow
This case is slightly more involved, as it would require a proper wave control to obtain the correct
solution. In our case, the pressure is held fixed at the value decided by the user, velocities are just copied
in boundary cells with the hypothesis of a Von Neumann boundary (zero gradient). The energy is thus
recalculated, as well as the density. Two additional measures are taken to minimize pressure reflections in
the domain. The first one consists in using as much as possible a damping domain where pressure waves
and discontinuities are getting smoother such that the zero gradient hypothesis remains valid. Secondly,
the hyperbolic operator is solved with a reduced order of accuracy (Upwind1) to smooth even more any
discontinuities in the flow, thereby reducing even more the possible reflections.
4.7 Conclusion
The two numerical techniques (double-flux and classical Godunov scheme) used in this work with the
two formulations (mass and volume fractions) have been presented in this section. The Godunov method
(§. 4.2) was introduced in a curvilinear coordinate system (§. 4.1), while the approximate HLLC Rie-
mann solver used throughout this work was also presented (§. 4.3.1). The different variable reconstruction
schemes (§. 4.3.2), time-stepping algorithms (§. 4.5) and stable time-step size estimation (§. 4.5.2) are
also detailed.
The evaluation of the hyperbolic fluxes for the double-flux (QCMF) method was shown (§. 4.3.4)
following the original derivation presented in [6, 25]. The computation of the advective fluxes for the
novel quasi-conservative volume fraction (QCVF) was also introduced (§. 4.3.5) using both the HLLC
solver for the equations written in conservation form, and an extension of the HLLC to tackle the out-
standing issue of the remaining non-conservative equations for the transport of volume fraction. Thus a
unified framework build around the HLLC solver and high-order MUSCL reconstruction methods is able
to accurately solve the QCMF, FCMF, FCVF and QCVF equation sets.
The implementation of viscous and source terms was also briefly highlighted (§. 4.4), but remains much
simpler than the hyperbolic fluxes calculation. To counteract the non-conservation of volume fraction
during diffusive and reactive processes, a pressure equilibrium technique has been introduced (§. 4.4.2)
to enforce the pressure equilibrium in cells where the sum of the volume fractions would depart too much
from unity.
Finally, the implementation of characteristic boundary conditions (NSCBC) for the mass fractions
equation is presented (§. 4.6) based on the previous published work, and a novel implementation of char-
acteristic boundary conditions for the volume fraction (Volume Fraction Characteristic Boundary Con-
ditions) system of equations is discussed. The mathematical details and validation of this new derivation
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on classical acoustic and entropy waves propagation are discussed in Appendix D.
In the next chapters, the following models and techniques will be used,
◦ Quasi-Conservative Volume Fraction (5-equation model of Allaire et al. [7] augmented by the author
to solve viscous and reacting flows)
◦ Fully-Conservative Volume Fraction (author’s reformulation of the 5-equation model)
◦ Quasi-Conservative Mass Fraction (double-flux model of Abgrall and Karni [6] and Billet [25])
◦ Fully-Conservative Mass Fraction (Navier-Stokes equations)
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P A R T II
Validation and verification of the
proposed algorithms

C H A P T E R 5
One-dimensional validation and verification tests
The numerical methods presented in Chapter 4 used to solve the governing equations presented in Chap-
ter 3 have been implemented in a new code referred to as FlAMEnCo1D written from scratch by the author.
The code solves the presented equations using the discussed numerical methods in a one-dimensional do-
main discretised by a mesh composed of Nx equidistant cells on a single CPU.
This chapter provides detailed information on many of the verification problems that were used to en-
sure that the implemented methods worked properly, gain confidence on their use and knowledge about
their respective limits, strengths and weaknesses. Results were compared against analytical solutions
(when available), literature values (when available) or the internationally accepted Cantera [110] code
for combustion problems.
The first section details the validation of the implementation of the Riemann solver, time marching
algorithms and variable reconstruction at cell interfaces on a simple problem (§. 5.1). A second section
details the behaviour of the hyperbolic operators of the different equation sets presented above that are
compared on problems of increasing complexity (§. 5.2). Next, diffusion effects are added and tested
(§. 5.3). Finally, chemical reactions are accounted for, and the different approaches are tested on complex
viscous reacting compressible problems (§. 5.4). All validation tests and the governing equations opera-
tors tested are summarised in Table 5.1.
Test cases Advection Diffusion Reaction
Sub. Sup.
Inviscid test cases (§. 5.2)
Stationary contact surface X
Moving material surface X X
Moving contact surface X X
Multi-species shock-tube X X
Shock-bubble interaction X X
Diffusive test cases (§. 5.3)
Pure diffusion X
Advection diffusion X X X
Reactive test cases (§. 5.4)
0D Constant Volume Reactor X
1D laminar flame X X X
1D detonations X X X X
Table 5.1: Summary of one-dimensional validation test problems - Sub. stands for “Subsonic” and Sup. for
“Supersonic”, X means that this part of the governing equations was tested
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As one of the key characteristic of methods addressing the pressure oscillations issue is their quasi-
conservative behaviour, it is important to measure these errors such that the performance of each model
can be assessed. It shall be noted that these are quite difficult to compare between different authors
as they are quite sensitive to the implementation of the different schemes, but similar trends can be










where Wn is the vector of conserved variables [ρYk, ρu, ρE]
T
at time n, and x ∈ [0 ; L] is the computa-
tional domain.
Throughout the whole chapter, the four different approaches implemented to simulate reacting com-
pressible mixtures of perfect gases are referred to as QCVF for the 5-equation model of Allaire et al. [7]
extended to viscous and reacting flows, FCVF for the 5-equation model of Allaire et al. [7] written in
strong conservation form, FCMF for the Navier-Stokes equations solved with classical Godunov scheme,
and QCMF for the double-flux model of Abgrall and Karni [6] and Billet and Abgrall [25].
5.1 Time-stepping, reconstruction schemes and Riemann solver
validation
5.1.1 Time-stepping and reconstruction validation
The different time-stepping schemes, as well as the different reconstruction methods are validated on the
simple gaseous bubble advection test.
Test case
Initial conditions for this problem are defined with a bubble of high temperature helium (He) being
carried by a nitrogen (N2) coflow. The helium temperature is THe = 2000 [K], while the nitrogen tem-
perature is TN2 = 1000 [K], pressure is constant everywhere in the flow field with P = 101325 [Pa]. The
bubble is D = 0.2 [m] wide and initially sits at x0 = 0.5 [m]. The flow speed is set at U = 100 [m/s]
towards the positive x. The computation is carried out for a full displacement cycle, until the bubble
comes back to its original position, or tf = 10
−2 [s].
The domain is discretised by Nx = 200 cells while the interface values are computed using the
MUSCL5 scheme. The calorically perfect EoS is considered, while the QCVF model is used. Periodic
boundary conditions are applied on both sides of the domain, while the time marching algorithm is
RK2-SSP with CFL = 0.3.
Results for the time-marching algorithms
A comparison between the different time marching algorithm is presented in Fig. 5.1 where almost no
difference can be seen between the different algorithms implemented. The slight differences observed
between the RK2(-SSP) schemes and the Euler are mostly due to the fact that at CFL = 0.3, the Euler
scheme is closer to its stability limit than the two others.
This is further visible in Fig. 5.2 where solutions obtained for different time-marching schemes are
presented for several CFL values. For smooth problems the theoretical limits are CFL < 1 for Euler and














Figure 5.1: Comparison between implemented time-stepping schemes with CFL = 0.3 - Ref, Euler,
RK2, RK2-SSP
RK2 and CFL < 3 for RK2-SSP, while here, Euler becomes unstable for CFL > 0.3, and RK2-SSP for














(a) Euler scheme - Ref, CFL = 0.1,














(b) RK2 scheme - Ref, CFL = 0.3,














(c) RK2-SSP scheme - Ref, CFL = 0.3,
CFL = 0.9, CFL = 1.5, CFL = 2.0
Figure 5.2: Comparison of the sensitivity to the CFL for the implemented time-marching algorithms
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Results for the reconstruction order of accuracy
Results obtained with the different reconstruction methods are presented in Fig. 5.3 where grids of
Nx = 100 and Nx = 500 cells have been considered. The results are as expected with a significantly
smeared contact surface obtained with the Upwind1 reconstruction, less so for the MinMod2 and sharply
resolved for the MUSCL5. It can be noted that the MUSCL5 used on Nx = 100 cells still gives better
results than the Upwind1 with Nx = 500 cells. Additionally, a grid convergence is observed with all




























(b) Nx = 500
Figure 5.3: Comparison between the different reconstruction methods and effect of grid refinement - Ref,
Upwind1, MinMod2, MUSCL5
5.1.2 Riemann solver validation
Due to its unique properties, shock tube benchmark problems have been widely used for numerical al-
gorithms validations resulting in a large amount of data in the literature. Exact solutions can also be
computed when considering calorically perfect gases, and iterative procedures can be derived to obtain
approximate solutions in the thermally perfect case [140].
In a typical shock tube experiment, three waves develop, namely a contact wave, a shock wave and
a rarefaction wave. The currently employed Riemann approximate solver (HLLC) features the capa-
bility of capturing accurately the three type of waves. This test case tests the correct implementation
of the Riemann solver in a single case. It shall be noted that in this case, only a single species is con-
sidered, which makes this problem different than the multi-species shock tube experiment presented later.
As presented in §. 4.3.2 primitive variables are limited at cell interfaces, and the two test cases discussed
here will help shed some light on the relevance of this choice.
Test cases
The test cases considered for the Riemann solver validation are defined by setting Q = [P, T, U ]
T
to the
left and right of a diaphragm positioned initially at x0 = 0.5 [m].
◦ Shock tube problem initially defined by,
QL = [10 [atm], 300 [K], 0 [m/s]]
T
QR = [1 [atm], 300 [K], 0 [m/s]]
T
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◦ Colliding shock problem initialised as,
QL = [1 [atm], 262.5 [K], 500 [m/s]]
T
QR = [1 [atm], 262.5 [K], −500 [m/s]]T
The gas considered for this study is nitrogen (N2) using the calorically perfect EoS. Both problems are
computed on a meter long domain using walls on both sides as boundary conditions. The computational
domain is discretised with Nx = 500 cells, while the solution is marched in time using the RK2-SSP
scheme and a CFL number of CFL = 0.5. The variables are limited at the cell interface using the
MUSCL5 reconstruction method. The FCMF formulation is used for this problem.
Results
The analytical solution of the Riemann problem is used as the reference solution for the shock tube prob-
lem, while for the colliding shocks, a computation using the Upwind1 limiting method and Nx = 5000
cells is being used.
Shock tube results are depicted in Fig. 5.4 and Fig. 5.5 for t = 8× 10−4 [s], while the colliding shocks






























Figure 5.4: Comparison of the reconstruction methods on the single species shock tube problem at






























Figure 5.5: Grid convergence on the single species shock tube problem at t = 8× 10−4 [s] with MUSCL5
reconstruction - Ref, Nx = 125, Nx = 250, Nx = 500, Nx = 1000



































(b) Zoom on collision
Figure 5.6: Comparison of the reconstruction methods on the single species colliding shocks problem at
t = 4× 10−4 [s] with Nx = 500 cells - Ref, Upwind1, MinMod2, MUSCL5
The first remark is that calculations agree very well with reference solutions, thereby indicating a
correct implementation of the Riemann solver. On the shock tube problem, all reconstruction methods
seem to capture the shock front quite accurately, but the contact surface is significantly smeared by the
Upwind1 limiting. Grid convergence shows that using the MUSCL5 limiting technique allows an accurate
capture of all types of waves even on coarse grids.
The colliding shocks problem highlights clearly the short wavelength oscillations generated at a shock
front by limiting primitive variables when using high-order methods. As already pointed out, character-
istic variables could be limited at the shock thus reducing the oscillations amplitude, but these usually
only occurs in extreme situations. Moreover, it can be seen that the MinMod2 limiter features a solution
which is oscillation free without a noticeable decrease in the accuracy.
It shall also be noted that all reconstruction schemes exhibit a small temperature spike (and density
dip) at the location where the two shocks collide. This effect does not seem to disappear with grid
refinement, as even the reference solution depicts it.
5.1.3 Conclusion
This section has presented the HLLC Riemann solver implementation validation, as well as the different
reconstruction schemes and time-marching algorithms. The results presented are pointing towards a cor-
rect implementation of all these components as results compare very well with analytical (or reference)
solutions available.
Given that the time-marching algorithm does have a negligible impact on the results, and given that
the RK2-SSP method features the largest stability range of the three methods implemented, unless oth-
erwise mentioned, it will be use throughout this work.
Taking into account the accurate results provided by the MUSCL5 scheme over a range of problems,
unless otherwise mentioned, this scheme will be used throughout the rest of the work. However, the
reader shall keep in mind, that in some cases, this limiter definition coupled with primitive variable
reconstruction might lead to short wavelength oscillations near shocks.
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5.2 Inviscid test cases
In this section, the hyperbolic operator of the different equation sets presented in Chapter 3 will be tested
in a variety of configurations of increasing complexity, from a stationary contact surface to a multi-species
shock tube experiment using thermally perfect gases.
A particular emphasis will be put in this section on conservation errors generated by the different
schemes, such that more information on their respective behaviour can be gathered.
5.2.1 Stationary contact interface
This simple test case is used to check whether the implemented methods are stable in presence of station-
ary discontinuities. It shall be reminded that the double-flux method works only with Riemann solvers
perfectly preserving stationary contact waves, and this problem helps highlighting this feature of the
HLLC Riemann solver. The capability of the HLLC approximate solver to account correctly for the
presence of the contact discontinuity is also tested.
Test case
The initial set-up is similar to the one presented in §. 5.1.1 at the exception, that this time the velocity is
set to zero everywhere in the domain. The domain is discretised with Nx = 500 cells, and CFL = 0.5 is
considered for the time marching. Both EoS are considered in this case. The final time of the computation
has been chosen as tf = 10
−1 [s], thus leaving the time to any (if any) instability to develop. The expected
behaviour of such a test case is for the solution at any time to be strictly similar to the initial conditions.
Results
Results obtained with the thermally perfect EoS are depicted in Fig. 5.7 for the different primitive vari-
ables. Similar results are obtained with the calorically perfect EoS. The observed behaviour is as expected,
where the different quantities remain constant over time without generating spurious oscillations despite
the almost 5×105 iterations it took to reach the final time. The HLLC capability of capturing stationary
contact interfaces, and keeping them stationary without generating spurious oscillations has thus been
demonstrated.
Conservation errors are depicted in Fig. 5.8. It can be remarked that both FCVF and QCVF do
conserve mass and energy perfectly (to machine precision), while an extremely small imbalance can be
observed for the FCMF and QCMF approaches. Interestingly, the imbalance observed here seems to
plateau for the FCMF, but keep growing very slowly for the QCMF (5× 105 iterations lead to a change
in errors of 103).
5.2.2 Moving material interface
Test case
A material interface as defined by Johnsen et al. [144] is a discontinuity in mixture composition (i.e.
between two fluids) in an otherwise uniform flow field. A bubble of helium (He) is carried by a nitrogen
(N2) coflow in a uniform temperature (T = 750 [K]) and pressure (P = 101325 [Pa]) flow. The speed of
both the coflow and bubble is initially set at U = 100 [m/s] in the increasing x-direction. The bubble
size is set to D = 0.2 [m]. The computation is also carried out for a full cycle, i.e. tf = 10
−2 [s].
The meter long domain is discretised with Nx = 500 cells, CFL = 0.5 is used for the time-marching
and the thermally perfect EoS is considered. Periodic boundary conditions are applied on both sides of








































































Figure 5.7: Primitive variables for the stationary contact surface computed with the thermally perfect EoS at
t = 10−1 [s] - Ref, QCVF, FCVF, QCMF, FCMF


























Figure 5.8: Conservation errors for the stationary contact surface computed with the thermally perfect EoS -
QCVF, FCVF, QCMF, FCMF
the domain.
Results
The reference solution used here is analytical and simply corresponds to the initial condition.
Fig. 5.9 depicts results obtained with the thermally perfect EoS, although it shall be noted that similar
results are obtained with the calorically perfect EoS. No FCVF results are visible here, as temperature
spikes at the interface prevented the simulation from running after t = 1 × 10−4 [s]. The failure of the
classical Godunov method (FCMF) applied to the resolution of multi-species flows with different heat
capacity ratios is here clearly illustrated. High wave-number pressure oscillations are observed with a
rather large magnitude (∆P ≈ 300[Pa]), while the velocity field is also contaminated through the pressure
gradient term in the momentum equations. Finally, large temperature spikes (∆T ≈ 1200 [K]) are visible
on both sides of the He bubble. It can also be pointed out that pressure oscillations in a one dimensional
domain would trigger Kelvin-Helmoltz instabilities in two- and three-dimensional simulations, thereby
increasing artificially any mixing rate. Both of these effects (temperature spikes and pressure oscillations)
are clearly unacceptable in any type of simulation.
Both quasi-conservative methods (QCVF and QCMF) are performing well, and the pressure field is
maintained perfectly uniform throughout the simulation, as are the velocity and temperature fields. The
He mass fraction plot (Fig. 5.9) indicates that the QCMF seems to be the most diffusive method while
the QCVF seems to be the least. Regarding the QCMF, this could be due to the fact that the Riemann
problem is solved twice at the interface, and as such the amount of numerical diffusion would be increased
compared to the FCMF. A possible explanation for the QCVF sharp resolution of the contact wave could
be its second-order formulation (i.e. without numerical diffusion) for the volume fraction transport equa-
tion, thus reducing the overall diffusion added to the solution.
The test case has also been repeated using supersonic speed (i.e. U = 1000 [m/s]) to test whether
this would make a difference, but the results remain remarkably similar albeit featuring larger pressure
and temperature departures from the analytical solution.
Conservation plots for the momentum, energy and mass are presented in Fig. 5.10. Both QCVF
and FCMF model seem to conserve perfectly all conserved quantities, as conservation errors do stabilise
around E ≈ 10−14 after an initial growth, which correspond roughly to machine precision. On the other
hand, QCMF conservation errors although extremely small as well (E < 10−12) do not seem to be bounded











































































Figure 5.9: Primitive variables for the moving material discontinuity computed with the thermally perfect EoS
at t = 10−2 [s] - Ref, QCVF, FCVF, QCMF, FCMF
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and are continuously increasing. Results presented by Houim and Kuo [133] and Billet and Abgrall [25]
seems to agree with this, despite featuring more oscillating error profiles.
It is worth highlighting here that the comparison of conservation errors between authors is a challeng-
ing problem as this type of error is extremely dependent on the implementation, compiler options and
hardware used for the simulations. Nonetheless, orders of magnitude comparisons are feasible, and so far






































Figure 5.10: Conservation errors for the moving material discontinuity computed with the thermally perfect
EoS - QCVF, FCVF, QCMF, FCMF
5.2.3 Moving contact interface
Test case
This test case is similar to the one used for the time-marching algorithms and reconstruction schemes
validations (§. 5.1.1) and is dubbed as a moving contact surface, using here the definition of Johnsen et
al. [144], i.e. a discontinuity across which both composition and temperature are different, but the pres-
sure and velocity remain uniform.
The domain is discretised with Nx = 500 cells, while CFL = 0.5 is used for advancing the solution
in time until tf = 10
−2 [s]. Periodic boundary conditions are used on both sides.
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Results
Plots of relevant variables are displayed on Fig. 5.11, while conservation errors are pictured on Fig. 5.12.
Similarly to the material wave test case, the most striking feature is the failure of the conservative schemes
to advect a contact surface without pressure oscillations. The oscillations magnitude is even larger in the
present case compared to the material interface, they are nearly twice as large (∆P ≈ 800 [Pa]), while
the velocity high wavenumber oscillations are also larger (∆U ≈ 6 [m/s]). This is believed to be due to
the temperature discontinuity. A slight density undershoot can also be observed for the FCMF at the
left interface, which could potentially cause negative mass fractions.
Interestingly, the FCVF method features a rather clean temperature field (∆T ≈ 5 [K]) even if both
the pressure and velocity fields are contaminated with oscillations. On the other hand, both quasi-
conservative methods conserve perfectly pressure and velocity. The temperature field is also correctly
reproduced, and once again it can be seen that the QCMF seems slightly more diffusive than the QCVF
model.
Although leading to vastly erroneous results, both fully-conservative schemes do conserve all conserved
quantities very well almost to machine precision. The QCVF also does a very good job at featuring both
an oscillation free solution and very low conservation errors which are comparable to the fully-conservative
schemes. On the contrary, the main weakness of the QCMF is highlighted with this test case. Although
conserving both mass and momentum very well (less so than the other schemes), it does not do so for
total energy with a final error of EρE ≈ 0.4%, comparable to the results presented by Houim [133] for a
similar test case. However such errors have to be tolerated since classical fully-conservative methods are
unable to compute such a problem.
5.2.4 Multi-species shock tube
Test cases
The capability of the HLLC solver and the different approaches to deal with multi-species variable γ
shock problems is tested in this section by using three test cases of increasing complexity. Similarly
to the single species shock tube presented in §. 5.1.2, the left and right states are defined in terms of
Q = [P, T, U, Yk]
T
and the initial position of the interface is given by x0. The test cases are as follows,
◦ N2/He shock tube with x0 = 0.4 [m] and,
QL = [10 [atm], 300 [K], 0 [m/s], YHe = 1, YN2 = 0]
T
QR = [1 [atm], 300 [K], 0 [m/s], YHe = 0, YN2 = 1]
T
◦ H2/O2 shock tube with x0 = 0.5 [m] and,
QL = [10 [atm], 750 [K], 0 [m/s], YH2 = 1, YO2 = 0]
T
QR = [1 [atm], 750 [K], 0 [m/s], YH2 = 0, YO2 = 1]
T
◦ H2/O2 shock tube with x0 = 0.5 [m] and,
QL = [50 [atm], 750 [K], 0 [m/s], YH2 = 1, YO2 = 0]
T
QR = [1 [atm], 750 [K], 0 [m/s], YH2 = 0, YO2 = 1]
T
The first problem is rather simple as γHe is constant across the whole temperature range and the
shock is sufficiently weak such that γN2 changes occurring at the shock are rather small. The second
problem increases the level of complexity with two species featuring a variable γ with larger changes than
N2. Finally, the last problem increases even further the pressure jump between the left and right states













































































Figure 5.11: Primitive variables for the moving contact wave computed with the thermally perfect EoS at
t = 10−2 [s] - Ref, QCVF, FCVF, QCMF, FCMF














































Figure 5.12: Conservation errors for the moving contact wave computed with the thermally perfect EoS -
QCVF, FCVF, QCMF, FCMF
to test the shock capturing capabilities of the quasi-conservative methods at large Mach number. This
is indeed a known deficiency that can potentially occur with quasi-conservative methods where shock
position and speed are not well predicted.
The meter long computational domain is discretised with Nx = 1000 cells, while CFL = 0.3 is used
for the time marching. Both boundary conditions are walls, but the solution is stopped before either the
rarefaction or shock waves reach them. The first problem is thus computed up to tf = 3× 10−4 [s], while
the two O2/H2 problems are simulated up tf = 2× 10−4 [s].
Results
Analytical solutions in the shocked region for the first problem have been calculated using the iterative
procedure highlighted in John [140] and are compared in Table 5.2 with the results obtained with the
different models. Results for the He/N2 shock problem are presented in Fig. 5.13 for the variables of
interest and Fig. 5.14 for the conservation errors.
The first observation regards the complete failure of the FCVF system of equations to tackle shock
wave problems. Not a single variable is predicted correctly showing that this method can not be applied
in the simulation of multi-species flows. This complete failure does remind of the results presented by
Lv and Ihme [188] for the FCMF scheme. From this point, the FCVF scheme will not be considered any
more for simulations.
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All remaining schemes (FCMF, QCVF, QCMF) behave correctly and capture accurately the three
waves of the problem. The slight undershoot of pressure (resp. overshoot of velocity) at the tail of the
expansion wave for the QCVF model is a remnant of the initial discontinuity and is not considered to
be indicative of any particular weakness of the model. The QCMF also features such an undershoot
(resp. overshoot), albeit of a significantly smaller magnitude. The FCMF suffers from a non-physical
jump of velocity across the contact surface which is analogous to the results obtained by Karni [147] who
showed that the rate of convergence of this error as mesh resolution increases is extremely slow. It can
also be noted that errors between analytical and computed results are quite small for all schemes except
the FCVF, and just slightly above 1% on the temperature and density values, and as such can be tolerated.
Variables Computed Exact Difference (%)





709.5 - 710 710 712 0.351 - 0.281 0.281





3.062 - 3.063 3.063 3.03 1.056 - 1.089 1.089





445.6 - 446 445.6 444.7 0.202 - 0.292 0.202
Table 5.2: Comparison between analytical and computed shocked values for the multi-species He/N2
shock-tube problem computed with the thermally perfect EoS
Energy and mass are both perfectly conserved by both fully-conservative schemes and the QCVF
model. Once more, the QCMF suffers from a poor conservation of energy with a final error of roughly
0.2 % which is lower than the reported value in Houim and Kuo [133]. The mass conservation of the
QCMF appears to be better in our case (EρYk ≈ 10−14), while Houim and Kuo reported about 7× 10−4.
However, despite these conservation errors, the multi-species Riemann problem is calculated with a high
degree of accuracy by the QCMF approach.
Regarding the two other test cases, upwind solutions have also been obtained with Nx = 5000 cells
and the QCMF model and will be used as reference data. The increased complexity of the problems is
that γ now varies in both the shock and rarefaction regions, while on the previous test case, it did not
vary in the rarefaction. Results for both pressure ratios (PL/PR = 10 and PL/PR = 50) are presented
in Fig. 5.15 and Fig. 5.16 respectively. Variations of γ in the domain for both test cases are visible in
Fig. 5.17, while conservation errors are depicted in Fig. 5.18.
The agreement between reference and computed solutions is once again very good for all models. The
FCMF model features large spikes in pressure, velocity and temperature at the contact surface, while
temperature was not impacted in the previous test case. These temperature spikes are also visible on
the values of γ in Fig. 5.17. The relative magnitude of these spikes seems relatively independent of the
pressure ratio initially applied.
The most significant difference between the results obtained for both O2/H2 shock problems and the
He/N2 is visible in Fig. 5.18 for the QCMF model. The mass conservation error is not negligible any
more, reaching EρYk ≈ 10−4 %, but is independent of the shock strength. The energy error is smaller
than in the He/N2 shock and is found to decrease with the shock strength. Both the FCMF and QCVF
feature similar conservation errors in all cases.






















































































Figure 5.13: Primitive variables for the He/N2 multi-species shock-tube computed with the thermally perfect
EoS at t = 3× 10−4 [s] - Ref, QCVF, FCVF, QCMF, FCMF






























Figure 5.14: Conservation errors for the He/N2 multi-species shock-tube computed with the thermally perfect
EoS - QCVF, FCVF, QCMF, FCMF
5.2.5 Shock-bubble interaction
Test case
This problem is a right-facing shock wave travelling in air and passing through an helium slab thus pro-
ducing a complex series of transmitted and reflected shock waves inside the slab. This problem is more
complex albeit more representative of numerous scenarios of practical interest such as shock-bubble inter-
actions and Richtmyer-Meshkov instabilities. The problem is the one-dimensional version of the classical
helium shock-bubble interaction problem presented experimentally by Haas and Sturtevant [122] and
numerically by [13,143,198,250,259,270]. The two-dimensional version problem is discussed at length in
§. 6.2.
The domain has a length of L = 0.325 [m] which corresponds to 6.5D, where D = 5 [cm] is the bubble
diameter and spans −2.5 6 x/D 6 4. The upstream edge of the bubble is situated at x/D = 0, and the
shock is initially positioned at x/D = −1 and is initialised as a perfect discontinuity over a single cell.
It travels for one diameter before impacting the bubble thus leaving some time for the numerical start-
up errors (pair of low-frequency/low-amplitude waves moving upstream with the contact discontinuity
speed) to disappear [129]. The shock is travelling at Ms = 1.22 in air. The helium slab and surrounding
air are initially in thermal and mechanical equilibriums. According to the literature, the helium is not
pure in the slab, but contaminated with 28% of air by mass. The different states can be defined by their
different vectors Q = [P/Pair , ρ/ρair, U/cair, γ/γair, Yair, YHe]
T
,
◦ Post-shock air (x/D ∈ [−2.5,−1.0]) and is characterised by,
Qshock = [1.5698, 1.3764, 0.3336, 1.0, 1.0, 0.0]
T
◦ Bubble (x/D ∈ [0, 1]) defined as,
Qb = [1.0, 0.1829, 0.0, 1.18, 0.28, 0.72]
T
◦ Pre-shock air (x/D ∈ [−1.0, 0]⋃[1, 4]) and is defined by,
Qair = [1.0, 1.0, 0.0, 1.0, 1.0, 0.0]
T
where D = 50 [mm], ρair = 1.29 [kg/m
3], Pair = 101325 [Pa], γair = 1.4 and cair = 331.6 [m/s]. Details
on the shock wave properties estimation for both calorically and thermally perfect EoS are given in Ap-
pendix C.
























































































Figure 5.15: Primitive variables for the O2/H2 - PL/PR = 10 multi-species shock-tube computed with the
thermally perfect EoS at t = 2× 10−4 [s] - Ref, QCVF, QCMF, FCMF























































































Figure 5.16: Primitive variables for the O2/H2 - PL/PR = 50 multi-species shock-tube computed with the
thermally perfect EoS at t = 2× 10−4 [s] - Ref, QCVF, QCMF, FCMF




























(b) PL/PR = 50
Figure 5.17: γ variations for the O2/H2 - PL/PR = 50 multi-species shock-tube computed with the thermally


































Figure 5.18: Conservation errors for the O2/H2 multi-species shock-tube computed with the thermally perfect
EoS - filled symbol for PL/PR = 50 and empty symbols for PL/PR = 10 - QCVF, QCMF, FCMF
Computations are run on a grid composed of Nx = 1300 cells, with a cell size corresponding to
∆x/D = 0.005, or ∆x = 2.5 × 10−4 [m]. Similarly to published results, the calorically perfect EoS is
considered for the study, and CFL = 0.5 for the time marching. The final time has been chosen as
tf = 5× 10−4 [s] to let some time to the different shocks to propagate.
Results
The results are presented in Fig. 5.19, where the complex system of shocks and expansion waves can
be seen. The main shock is at the right of the domain after having been transmitted through the he-
lium slab. A rarefaction wave at the left is propagating towards the left and results from the initial
interaction between the shock and the slab. Numerous other shocks can be seen, resulting from several
reflections/transmissions within the moving slab.
The three different methods employed here (QCMF, QCVF and FCMF) seem to converge towards
a single solution, which is a good indication of the correctness of the different approaches considered.
The most noticeable feature indicating the failure of the FCMF in this type of problem are the two
large spikes of temperature forming on both sides of the slab. Temperature is roughly bounded by
270 [K] 6 T 6 330 [K] without the spikes, and roughly between 250 [K] 6 T 6 500 [K] in the case of the
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FCMF. This clearly cannot be tolerated if any temperature dependent processes have to be accounted for.
Fig. 5.20 depicts the pressure oscillations and temperature spikes obtained for different grid resolutions.
According to Karni [147], the rate of convergence of these pressure oscillations is extremely slow. This
can be observed here, where a ratio of 16 exists between the coarsest and finest grids, and oscillations
can still be observed at the finest level. A more worrisome observation is the increase of the temperature






























































































Figure 5.19: Primitive variables for the shock-bubble interaction computed with the calorically perfect EoS at
t = 4× 10−4 [s] - Ref, QCVF, QCMF, FCMF


































Figure 5.20: Grid convergence for the shock-bubble interaction computed with the calorically perfect EoS and
FCMF model at t = 4× 10−4 [s] - Nx = 325, Nx = 650, Nx = 1300, Nx = 2600, Nx = 5200
5.2.6 Discussion
Several observations can be made about the multi-component models tested. The FCMF generates sig-
nificant oscillations of pressure and velocity at material interfaces as well as temperature spikes, due
essentially to the numerical method employed. The FCVF is both unstable and unreliable in the simu-
lation of multi-components flows. Furthermore, it does not capture shock-waves correctly. This model is
thus discarded for the rest of the work. Both the QCMF and QCVF model eliminate pressure oscillations.
The QCMF is generally more dissipative than the QCVF, which can be potentially explained by the
numerical methods used to solve both sets of equations. On the other hand, the QCVF does conserve
mass, momentum and energy a lot better than the QCMF which features the largest energy errors. Based
on the test cases of this section, both the QCMF and QCVF models will be used for the validation of
the diffusive fluxes presented below.
Finally, a remark on the rather poor energy conservation featured by the QCMF model can be made.
It can be shown that most of the energy conservation errors occurring are due to the freezing of both γ
and hm0 when the hyperbolic integration step artificially mixes species at sharp contact surfaces [6, 133].
Abgrall and Karni [6] further estimated that energy conservation errors could be related to the maximum
variation of γ between two consecutive cells. This implies that an initially smeared profile would feature
smaller conservation errors. This is illustrated in Fig. 5.21, where the moving contact wave has been












− |xi − x0|
))
(5.2)
where ϕin is the value inside the bubble, conversely ϕout is the value outside, D is the bubble diameter and
x0 the position of its centre. It can be seen that as Cs decreases and the smearing increases, conservation
errors reduce up to EρE ≈ 10−5 for Cs = 50. A slight smearing will therefore be initially applied in the
simulations presented in the next sections to reduce conservation errors.














Figure 5.21: QCMF energy conservation error as a function of the initial smearing of the interface for the
moving contact wave problem computed with the thermally perfect EoS - Sharp profile, Cs = 50,
Cs = 500, Cs = 5000, Cs = 50000
126 One-dimensional validation and verification tests
5.3 Viscous test cases
In this section, the integration of the parabolic terms in the different equation sets is discussed. Two
different test cases are presented, a pure diffusion problem where parabolic terms are the only ones
relevant, and a second where diffusion and advection are coupled. For both these problems, analytical
solutions are available to evaluate the computed results and the software implementation.
5.3.1 Constant property diffusion
Test case
This problem tests the diffusion of a front of two different gases with identical thermo-physical properties.
If the initial pressure, temperature and velocity are initially uniform in the domain, they should remain
so during the diffusion process.
The gases considered are both H2. The domain is initially at atmospheric pressure and T = 300 [K]
within a zero velocity flow. The mass fraction is initially set at Y1 = 0 everywhere for the first species
and Y2 = 1 for the second species. The viscosity value is fixed at µ = 10
−5 [Pa.s], while the Schmidt
number is being varied to obtain the selected values of the diffusion coefficient. The values considered
are Sc = 1.22116, 1.22116× 10−1, 1.22116× 10−2 corresponding respectively to D = 10−4, 10−3, 10−2.
The parabolic part of the equations is integrated using a classical second-order central difference
scheme. The domain is L = 9 [mm] long and discretised with cells of size ∆x = 15 [µm] or Nx = 600
cells. The solution is advanced in time with CFL = 0.5, and an outflow boundary conditions is used
on the right of the domain. The left boundary condition is modified such that mass fractions are kept
constant at Y1 = 1 and Y2 = 0, so that Y1 diffuses inside the domain and Y2 outside, and the thermally
perfect EoS is considered.
Analytical solution
Under the assumptions above mentioned (uniform pressure, temperature), no velocity, similar thermo-
physical properties for both species and transmissive boundary conditions, the Navier-Stokes equations
















and the boundary conditions are given by,
Y1 (x, 0) = Yi
Y1 (0, t) = Y0
∂Yk
∂x
(∞, t) = 0
Y2 (x, t) = 1− Y1 (x, t)
(5.4)
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It can be shown that the analytical solution for the mass fractions distributions is given by,
Y1 (x, t) = Yi + (Y0 − Yi)A (x, t) (5.5)


















Mass fractions and pressure profiles during diffusion are plotted in Fig. 5.22 at different times. It is
clear that calculated results agree very well with the analytical solution for all values of the diffusion
coefficient. The pressure remains uniform during diffusion showing the stability of the implementation.
It can be noted that the results obtained for all schemes (QCMF, FCMF, QCVF) do match almost
perfectly between each others which is a strong indication of their respective accuracy.
5.3.2 Constant property advection and diffusion
Test case
This problem tests the advection of a diffusive front thereby coupling the hyperbolic and parabolic oper-
ators. The gases considered have similar thermo-physical properties, and similarly to the pure diffusion
problem, if the pressure, temperature and velocity are initially uniform, they should remain so during
coupled diffusion and advection.
The gases considered are both H2. The domain is initially at atmospheric pressure and T = 300 [K]
with a varying velocity as indicated in Table 5.3. The diffusive front is initially positioned at x0 = 1.5[mm]
in a L = 9 [mm] long domain. The viscosity value is fixed at µ = 2 × 10−5 [Pa.s], while the Schmidt
number varies to match selected values of the diffusion coefficient. The species Lewis number was taken
similar to the H2 Lewis in a stoichiometric mixture with air at atmospheric temperature, i.e. Le = 0.33,
yielding Sc = 0.2244 if Pr = 0.68.
The parabolic part of the equations is integrated using a classical second-order central difference
scheme, while the hyperbolic is integrated with the MUSCL5. The domain is discretised with cells of size
∆x = 15 [µm] or Nx = 600 cells. The solution is advanced in time with CFL = 0.5. An inflow boundary
condition has been applied to the left of the domain while an outflow boundary condition is used on the
right. The thermally perfect EoS is considered.
Different velocities have been considered to cover a large range of cell Peclet number (Pe = u∆x/D)
as shown in Table 5.3. Mach number values have been computed using γ values at the flow temperature.
Variables Pe = 0.1 Pe = 1 Pe = 10 Pe = 100
Sc 0.2244 0.2244 0.2244 0.2244
∆x [µm] 15 15 15 15
U [m/s] 7.25587 72.5587 725.587 7255.87
M 0.00494 0.0494 0.494 4.94
Table 5.3: Test cases for the advection-diffusion problem




















































































(c) D = 10−2 − t = 3, 11, 25, 44× 10−5 [s]
Figure 5.22: Comparison between analytical and computed solutions for the mass fraction (left) and pressure
(right) distributions for the pure diffusion problem - Ref, QCVF, QCMF, FCMF
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Analytical solution


















If the initial conditions are given by,
Y1 (x, 0) =
{
1 x 6 xi
0 x > xi
(5.9)
Y2 (x, t) = 1− Y1 (x, t) (5.10)
it can be shown that the analytical solution for the mass fractions distributions is given by,













Figs. 5.23 to 5.24 depicts both mass fractions and pressure distributions for the different Peclet numbers
investigated, at several front positions. The overall agreement between analytical and computed solutions
is excellent, and this is observed for all models. The different models feature nearly indistinguishable
results, showing once more the consistency between them. Pressure remains perfectly uniform as well,
which indicates a good stability of the different algorithms.
At low Peclet number, the agreement is excellent everywhere along the front, but when it increases,
some numerical rounding of the sharp fronts is observed and is due to the numerical diffusion added to
the solution by the hyperbolic operator. However this addition remains small for high-order schemes, but
becomes quite severe and decreases the solution quality for third-order schemes or lower (Fig. 5.25).
5.3.3 Discussion
The validation of the parabolic (diffusion fluxes) and hyperbolic operators has been tested on two bench-
mark problems and compared with analytical solutions. Excellent agreements were obtained for all models
considered and all test cases considered. This does not allow any choice between the QCMF and QCVF
as for now. The next section introduces source terms and presents the validation of the three operators
in strongly coupled test problems.




















































































(c) Pe = 101
Figure 5.23: Comparison between analytical and computed solution for the mass fraction (left) and pressure
(right) distributions for the advection-diffusion problem after the front has moved by a distance
δ = 0.5, 1, 1.5, 2 [mm] - Ref, QCVF, QCMF, FCMF




























(a) Pe = 102
Figure 5.24: (cont) Comparison between analytical and computed solutions for the mass fraction (left) and
pressure (right) distributions for the advection-diffusion problem after the front has moved by a distance














Figure 5.25: Effect of the reconstruction order of accuracy on the advection of a diffusive front at Pe = 102
after the front has moved by a distance δ = 0.5, 1, 1.5, 2 [mm] - Ref, Upwind1, MinMod2, MUSCL5
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5.4 Reacting test cases
In this last section, the implementation of the chemical source terms and thermodynamic relations is
reviewed through the adiabatic constant reactor volume problem (§. 5.4.1). All the modules presented
above (advection, viscous fluxes and source terms) are then brought together in two complex test cases,
the first one being a slow freely propagating laminar flame (§. 5.4.2), while the second is a detonation
(§. 5.4.3). Both of these test cases are extremely challenging for the current methods, the first one due
to the very low-Mach number and the very delicate interplay between diffusion, advection and reaction,
and the second for the large discontinuities present in the flow.
5.4.1 Adiabatic constant volume reactor
Test case
This problem aims at testing the source term integrator and the thermodynamic properties evaluation.
The reaction mechanisms considered in this study are presented in Appendix B, and are of increasing
size both in terms of number of species, but also in terms of number of reactions.
The problem is a constant volume adiabatic combustion (CVR or Constant Volume Reactor). A
domain composed of two cells is uniformly initialised with a burnable mixture at a temperature higher
than the auto-ignition temperature of the considered mixture (T0 = 1200 [K] has been selected in this
work) and at atmospheric pressure. The mixture compositions considered are summarised in Table 5.4,
while the EoS considered is thermally perfect.
Species CERFACS 2s CM2 ONERA Westbrook
Fuel 0.04734 0.02643 0.02643
O2 0.18886 0.20977 0.20977
N2 0.76380 0.76380 0.76380
Table 5.4: Initial conditions for the adiabatic constant volume reactor problem
The uniformity of the initial distribution (or the computation of the solution on a single cell) ensures
that there is no inter-cell fluxes. This also implies that the source term is the only part of the equations
being significant in this test case, along with the thermodynamic properties evaluation. The solution
is advanced in time using the RK2-SSP algorithm and a constant time-step size of ∆t = 5 × 10−9 [s]
to capture fast reactions and short lived radicals. Temperature, pressure and species mass fractions are
recorded during the simulations.
Results
Computed solutions are compared with results obtained with the internationally accepted code Cantera
[110] which solves an ODE system to provide very accurate solutions.
Results for the 2s CM2 methane mechanism are shown in Fig. 5.26, those for the ONERA H2/air
are depicted on Fig. 5.27 and data obtained from the Westbrook H2/air mechanism are presented in
Fig. 5.29. The overall agreement for these three mechanisms of increasing complexity is very good with
errors smaller than 0.5 % for the final values of pressure, temperature and mass fractions (Fig. 5.28).
Peaks observed at t ≈ 5 × 10−5 [s] are explained by the very small delay between values computed with
FlAMEnCo1D and Cantera. These errors are well within the acceptability limit and could be further
reduced by decreasing the time-step size (Fig. 5.30). It can also be noted, that when the time-step in-
creases above a certain limit, reaction rates become too large, and oscillations in the mass fractions start
to appear which could eventually lead to negative values for intermediate species.
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RMS errors values are presented in Table 5.5 for the ONERA mechanism further illustrating the very
small errors featured by the different approaches considered here.
RMS Errors
Variables Cantera QCVF FCMF QCMF
T [K] 2.9117× 103 1.63× 100 7.15× 10−1 4.61× 100
P [Pa] 2.2154× 105 1.40× 102 5.23× 10−1 4.00× 102
YO2 [-] 2.0742× 10−2 1.26× 10−4 1.20× 10−4 2.68× 10−4
YH2 [-] 3.7396× 10−3 1.71× 10−5 1.58× 10−5 3.60× 10−5
YH2O [-] 1.8521× 10−1 1.49× 10−4 1.08× 10−4 3.56× 10−4
YH [-] 7.1226× 10−4 4.84× 10−5 4.07× 10−6 1.07× 10−5
YO [-] 4.6450× 10−3 2.31× 10−5 1.53× 10−5 6.07× 10−5
YOH [-] 2.1152× 10−2 4.88× 10−5 1.36× 10−5 1.39× 10−4
Table 5.5: RMS errors for the QCVF, QCMF and FCMF schemes compared to Cantera for the constant



























































Figure 5.26: Time evolution of different quantities for the constant volume reactor problem computed with the
CERFACS 2s CM2 methane chemical mechanism - / Cantera, QCVF, QCMF, FCMF
Remarks on the QCVF model
As pointed out in §. 4.4.2, the QCVF model does not ensure volume conservation through diffusion and
reactions. This is illustrated in Fig. 5.31, where the temperature evolution computed is compared with







































































Figure 5.27: Time evolution of different quantities for the constant volume reactor problem computed with the
ONERA H2 chemical mechanism - / Cantera, QCVF, QCMF, FCMF



























Figure 5.28: Time evolution of the error between Cantera and FlAMEnCo1D results for the constant volume
reactor problem computed with the ONERA H2 mechanism - QCVF, QCMF, FCMF
Cantera reference solution when enabling or disabling the pressure relaxation presented in §. 4.4.2.
It can be seen that if at early times, the sum of species volume fractions is unity, it does not remains so
when reactions start. The pressure correction is thus applied every time the departure is too large, while
conserving each species mass and total energy (each species individual energy is not necessarily conserved).
The absence of pressure relaxation does lead to erroneous results of all variables (only temperature is
displayed here). Simultaneously, errors are consistently larger than 2%, which while remaining relatively
small still represents an increase of an order of magnitude compared to the results where pressure relax-
ation is enabled.
Total mass conservation is also improved when enabling the pressure relaxation step, thus showing
that it constitutes an acceptable solution for the QCVF model.
Remarks on the thermodynamic properties
As mentioned earlier, results obtained in this section have all been obtained using the thermally perfect
EoS thereby matching Cantera results. In the case where the QCMF or QCVF approaches are not
available, which is the main part of the literature available, a compromise has to be found. It has been
shown in §. 5.2 that the classical FCMF approach does not allow multiple γ values in the same domain.
The solution usually retained consists in selecting a priori a value of γ that is shared by all species, at
the cost of introducing errors in the computation of temperature.
This is illustrated in Fig. 5.32 where results using three different values of γ are displayed and com-
pared to the reference solution obtained with the thermally perfect EoS.
Species γ are imposed by specifying Cpk for each species as follows,
Cpk =
γtRk
γt − 1 (5.12)
where γt is the target specific heat ratio specified by the user.
In this particular instance, three values have been selected, the one corresponding to the non-reacted
mixture (γu = 1.3342), the one corresponding to the final mixture (γb = 1.2509, 6 % less than γu) and





















































































Figure 5.29: Time evolution of different quantities for the constant volume reactor problem computed with the
Westbrook H2 chemical mechanism - / Cantera, QCVF, QCMF, FCMF


























Figure 5.30: Effect of the time-step size on the constant volume reactor problem computed with the
Westbrook H2 chemical mechanism - Cantera, ∆t = 5× 10
−8 [s], ∆t = 1× 10−8 [s],





















































0.0E+00 5.0E-05 1.0E-04 1.5E-04 2.0E-04




∣ ∣ ∣ ∣ ∣[−]
t [s]
(d) Departure from unity of the volume fraction sum
Figure 5.31: Effect of the pressure relaxation step on the constant volume reactor test case using the
CERFACS 2s CM2 chemical mechanism and the QCVF approach - / Cantera, With pressure
correction, Without pressure correction
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the average of both previous values (γmid =
1
2
(γu + γb) = 1.2925). Both burnt and unburnt values of γ
are provided by the reference solution of Cantera.
Results displayed here are encouraging (Fig. 5.32), as they show that by selecting γ based on the
burnt mixture value, it is possible to solve this test case with a good accuracy, albeit with a slight delay
in time. However, using the value from the unburnt mixture results in large temperature differences
∆T ≈ 200 [K], which are also visible in other variables, and especially the production of a lot more OH
and consequently significantly less H2O. Differences in temperature between the two extreme cases is
about 6 % of the reference value, which corresponds to the difference in γ between the two cases.
5.4.2 Laminar freely propagating premixed flame
The implementation and time integration of the source term have been verified in the previous paragraph.
Previous sections have demonstrated the correct implementation of both hyperbolic and parabolic op-
erators. The present test case brings all of these modules together in a very challenging test case for
an unsteady compressible reacting code due to both the very low Mach number of the flow (at most
M = 0.05), and the very delicate interplay between highly non-linear diffusion, advection and reactions
that need to be accounted for precisely.
Test case
The problem consists in the calculation of the speed at which a planar laminar flame propagates in a
burnable fuel/air mixture, and in the species distributions over the flame front.
The approach taken in this work to simulate a freely propagating laminar flame was to hold the flame
stationary in a small domain by controlling the inlet velocity and using non-reflecting boundary condi-
tions on both sides of the domain. More details on the non-reflecting boundary conditions derivation
and implementation are given in §. 4.6 and Appendix D. The left half of the domain is initialised with
the specified conditions of mixture composition, inlet temperature and pressure, while the right half is
initialised with flame equilibrium conditions. The flame thus propagates towards the left of the domain,
but is held in a specified position by varying the inlet velocity, until both the flame position and speed do
not change any more, thus indicating a steady-state solution. The flame speed corresponds then simply
to the inlet velocity.
The flame position in the domain is measured as the distance between the left boundary and the flame







where ρ0 is the fresh gas density and Y
in
F denotes the inlet fuel mass fraction.
The position of the flame is controlled by specifying the inlet velocity using the simple control strategy
devised by Bell et al. [19], where the next time-step velocity is obtained using,




and the velocity increment is estimated as,
∆u = 2
δ0 − δ − τ (un − sest)
τ
(5.15)















































































Figure 5.32: Time evolution of different quantities for the constant volume reactor problem computed with the
Westbrook H2 chemical mechanism, the calorically perfect EoS and the QCMF approach for several values of γ
- / Cantera (thermally perfect EoS), γ = γu, γ =
1
2
(γu + γb), γ = γb
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To ensure a robust control strategy, the velocity change over a single time-step is limited by,
∆u = min (∆u, βmax (un, 0)) (5.17)
where β is a relaxation factor of the order of 0.2 in general and τ is taken as τ = 10∆t.
Two mechanisms have been used for the present study, both the simple CERFACS 2s CM2 methane
and the more complex Westbrook H2. The inlet temperature was taken as Tin = 300 [K] and the stoi-
chiometric ratio as unity. The diffusion coefficients are estimated using a constant flow Prandtl number
of Pr = 0.68, while the individual Schmidt numbers are presented in Table 5.6 with values taken in [258]
for the methane and [106] for the hydrogen. The inlet mixture compositions are also given in the same
table.
Westbrook H2 O2 O OH H2O H HO2 H2O2 N2
Sc 0.82 0.22 0.53 0.54 0.60 0.14 0.82 0.82 0.92
Le 0.33 1.20 0.78 0.79 0.88 0.20 1.20 1.21 1.35
Yin 0.029 0.226 0.000 0.000 0.000 0.000 0.000 0.000 0.745
2s CM2 CH4 CO2 CO O2 H2O N2
Sc 0.68 0.98 0.76 0.76 0.60 0.75
Le 1.00 1.44 1.12 1.12 0.88 1.10
Yin 0.055 0.000 0.000 0.220 0.000 0.725
Table 5.6: Schmidt and Lewis number considered for the one-dimensional freely propagating laminar premixed
flame computation
The domain length is L = 5 [mm] for the methane mechanism and L = 1 [cm] for the hydrogen
case due to the higher hydrogen flame speed. The cell size is taken as ∆x = 20 [µm] for the methane
(Nx = 250) and ∆x = 25 [µm] for the hydrogen (Nx = 400). The computations are carried with the
MUSCL5 reconstruction, RK2-SSP time-marching algorithm and CFL = 1. The thermally perfect EoS
is considered here to compute accurately the different thermodynamic quantities.
Results
Exact solutions cannot be obtained for this problem due to its non-linearity. In place of the exact solu-
tion, results obtained in this work are compared with those of Cantera [110]. It shall be noted that in
Cantera, two ways of computing diffusion coefficients are used, both of them relying on the kinetic theory,
but one uses a mixture-averaged formulation of diffusion coefficients and is dubbed Mixture-Averaged,
while the second is more expensive and solves the full N × N system of equations and is thus dubbed
Full-Diffusion in the following.
For the methane flame, whose results are presented in Fig. 5.33, the agreement is very good be-
tween Cantera and both the QCVF and QCMF approaches. The flame speed also agree quite well,
as s0l (QCVF) = 0.383 [m/s], while s
0
l (QCMF) = 0.384 [m/s], and the reference solution lies between
s0l (Cantera Mixture) = 0.3672 [m/s] and s
0
l (Cantera Full) = 0.3848 [m/s]. Species profiles are also well
captured, even the short life species such as CO. It can be noted that this agreement is partially due
to the use of adjusted Schmidt numbers presented in the literature [258], and thus allows a quite precise
calculation.
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The hydrogen flame on the other hand is a more complex flame which is more sensitive to diffusion,
especially the short life species such as HO2 and H2O2, and the mono-atomic extremely diffusive hydro-
gen (H). Computed results are compared with Cantera in Fig. 5.34. The agreement is reasonable but
not overly good. The QCVF predicts well the flame structure, while the QCMF tends to over-predict
most of the intermediate species mass fractions. The temperature obtained with the QCVF and QCMF
also over predict Cantera solution by respectively ∆T = 23 [K] and ∆T = 84 [K]. Similarly, computed
flame speed differ between the two models with s0l (QCVF) = 1.67 [m/s] and s
0
l (QCMF) = 1.785 [m/s]
compared to s0l (Cantera Mixture) = 1.81 [m/s] and s
0
l (Cantera Full) = 1.78 [m/s]. Discrepancies be-
tween Cantera and computed results is at most 7% for the laminar flame speed, which is still reasonable
given the simplified diffusion approach considered here. Furthermore, diffusion coefficients considered
in this work have been extracted directly from the literature and not adjusted to the current chemical
mechanism and thus results are error prone.
The main point highlighted here is the difference between the QCMF and QCVF for complex chemical
mechanisms. One possible explanation for this behaviour could be found in the increased numerical
diffusion observed for the QCMF in the inviscid test cases. This would have the effect of slightly enhancing
diffusion through the flame front and increasing both the flame speed and flame temperature. The
thermodynamic properties have been tested in Fig. 5.29 and can therefore be ruled out as a potential
source of error. However, a grid convergence test has been conducted, and the QCVF features results
closer to Cantera reference in terms of both speed and temperature (s0l = 1.69[m/s] and ∆T = 15[K]), but
the QCMF does not show any improvement in the temperature distribution and a marginal improvement







































Figure 5.33: Premixed laminar flame structure computed with the CERFACS 2s CM2 mechanism with
Tin = 300 [K], φ = 1.0 - / Cantera, QCVF, QCMF





































































Figure 5.34: Premixed laminar flame structure computed with the Westbrook H2/Air mechanism with
Tin = 300 [K], φ = 1.0 - / Cantera, QCVF, QCMF
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Effect of the equivalence ratio
The influence of the equivalence ratio on the flame structure, speed and burnt temperature is displayed
in Fig. 5.35 and Fig. 5.36 for the methane and hydrogen mechanisms respectively. The inlet temperature
is kept at Tin = 300 [K], but the mixture composition is changed. Due to the very close results obtained
between the QCMF and QCVF for the methane mechanism, only the results obtained with the QCMF
are shown in Fig. 5.35. The agreement with the reference solution is very good, with both temperature
and speed trends correctly predicted. The temperature distribution is also correctly predicted for the
different stoichiometric ratios considered.
The same hybrid conclusion as previously mentioned can be drawn for the hydrogen flame. The flame
structure is correctly predicted by the QCVF while the flame speed estimation given by the QCMF is
better. However, both models follow closely the trends of temperature and flame speed given by Cantera.
The increasing difference between the QCVF flame speed and Cantera’s estimation as the stoichiometric
ratio increases is attributed to the fact that diffusion coefficients considered in this study have been given
by Giacomazzi [106] for stoichiometric mixtures, and any deviation from this ratio should result in a










































Figure 5.35: Influence of the equivalence ratio on the flame structure, speed and burnt temperature using the
CERFACS 2s CM2 mechanism with Tin = 300 [K] - Cantera Mixture Averaged, Cantera Full Diffusion,
QCMF
Effect of the inlet temperature
Contrary to the previous paragraph, the inlet temperature is here varied while the mixture composition
remains constant with φ = 1.0. Results for both the methane and hydrogen mechanisms are presented






































Figure 5.36: Influence of the equivalence ratio on the flame structure, speed and burnt temperature using the
Westbrook H2/Air mechanism with Tin = 300 [K] - Cantera Mixture Averaged, Cantera Full Diffusion,
QCVF, QCMF
in Fig. 5.37 and Fig. 5.38 respectively. Once again, results obtained for both QCMF and QCVF on the
methane flame are extremely close to Cantera’s predictions. The burnt temperature and flame speed are
correctly captured, but a slight divergence of the flame speed at high inlet temperature can be observed.
This is most probably due to an unaccounted change in the diffusion coefficients. Nonetheless, the overall
agreement is very good.
The hydrogen flame results feature the same dual conclusion has previously outlined, with a very
good estimation of the flame speed by the QCMF and of the flame structure by the QCVF. At large inlet
temperature (Tin = 800 [K]), the flame structure computed with the QCVF is extremely close to the
reference results with errors in temperature smaller than ∆T = 10 [K], while the error featured by the
QCMF remains roughly constant at ∆T ≈ 80 [K], which in relative error is quite small (at most 3.33%)
but remains noticeable nonetheless. The velocity estimation seems closer this time between QCMF and
QCVF, and the error becomes noticeable only at large speed values (and high inlet temperature).
Remarks on the thermodynamic properties
Results for the freely propagating laminar flames have been presented up to now using the thermally
perfect EoS, and thus cannot be obtained with the FCMF approach. Similarly to the constant volume
reactor, the capability of a single value of γ to represent the flow field is discussed. In this case, three
values of γ have been considered, the reactant’s (γu = 1.4003), the product’s (γb = 1.248) and the average







































Figure 5.37: Influence of the reacting mixture temperature on the flame structure, speed and burnt
temperature using the CERFACS 2s CM2 mechanism with φ = 1.0 - Cantera Mixture Averaged,
Cantera Full Diffusion, QCMF
between both values (γmid =
1
2
(γu + γb) = 1.3242).
Computed results are presented in Fig. 5.39, where contrary to the constant volume reactor, it can
be seen, that no single value of γ would lead to an accurate solution. This could be explained by the
highly non-linear behaviour of such a problem with both large and small length and time scales. The
flame characteristics obtained with these values of γ are presented in Table 5.7. It clearly shows that both
products temperature and flame speed are not well predicted by a constant γ simulation without a careful
adjustment of the specific heat ratio. A closer look at these results tells us that it would be impossible to
find a value of γ satisfying both the flame temperature and propagating speed, as in this case, a correct
speed would be achieved for γmid 6 γ 6 γu, and a correct burnt temperature for γb 6 γ 6 γmid which is
incompatible.
Cantera γu γmid γb
Tb [K] 2350 2657 2515 2250
s0l [m/s] 1.81 1.99 1.57 1.06
Table 5.7: Stoichiometric freely propagating laminar premixed hydrogen flame characteristics when computed
using the QCVF and calorically perfect EoS for different values of γ








































Figure 5.38: Influence of the reacting mixture temperature on the flame structure, speed and burnt
temperature using the Westbrook H2/Air mechanism with φ = 1.0 - Cantera Mixture Averaged,
Cantera Full Diffusion, QCVF, QCMF
5.4.3 Detonations
The last reacting test case is even more challenging, as to the laminar flame complexity of calculating
accurately source terms and diffusion coefficients, as well as the hyperbolic fluxes at a very low Mach
number, a shock travelling into a flammable mixture is added. The reactions start in the overheated
mixture resulting from the shock compression. The delay between the shock deposition of energy and the
initial temperature increase due to chemical reactions causes the pressure and temperature to be constant
in a small zone, called the Von Neumann zone which is less than 2 [mm] long, but where most chemical
reactions occur. The Von Neumann zone is a direct consequence of the chemical mechanism ignition
delay at the post-shock temperature and is a complex flow feature to capture properly. The flame thus
follows the shock with a small buffer zone and features a supersonic speed with respect to the reactants
speed of sound.
This problem has been studied extensively by Oran et al. [101–104, 221] and Deiterding [73] using
both reduced and complex chemical mechanisms as well as simplified thermodynamic (single constant γ
in the whole domain). As exact solutions cannot be computed, Deiterding’s results presented in [73] will
be used as the reference for comparing values obtained in the Von Neumann zone as well as the leading
discontinuity velocity with the computed data.





































































Figure 5.39: Stoichiometric freely propagating laminar premixed hydrogen flame computed with the
Westbrook H2/Air mechanism and the QCVF using the calorically perfect EoS for different values of γ -
/ Cantera, γu, γmid =
1
2
(γu + γb), γb
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Test case
The detonation in this problem is initiated by propagating a shock wave at the speed of Ss = 1650 [m/s]
initially placed at x0 = 3 [cm] into the reactants. The chemical mechanism considered here is the West-
brook mechanism [290] detailed in Appendix B. The diluent gas considered is Argon (Ar) as it has been
shown experimentally to lead to clean detonation waves. The initial molar ratios of O2/H2/Ar is 1/2/7
with an initial pressure of P = 6.67 [kPa] and an initial temperature of T = 298 [K]. The initial shock
wave is strong enough to trigger the formation of a detonation, but not too strong so that the resulting
detonation is not over-driven. The post-shock properties were calculated using the iterative procedure of
John [140] needed when the thermally perfect EoS is considered and are presented in Table 5.8.
Ratio Pre-Shock Post-Shock
ρ [kg/m3] 4.135 0.08497 0.3514
P [kPa] 27.3 6.67 182.1
U [m/s] − 0.0 1251
T [K] 6.60 298 1967
Table 5.8: H2/O2/Ar Chapman-Jouget detonation shock properties with Ss = 1650 [m/s]
The domain is L = 1.5 [m] long and discretised with Nx = 12000, Nx = 24000, Nx = 48000 and
Nx = 96000 cells, leading to cell sizes of respectively ∆x = 125 [µm], ∆x = 62.5 [µm], ∆x = 31.25 [µm]
and ∆x = 15.625 [µm]. The boundary conditions considered are reflecting at the left (wall or symmetry),
while the right boundary conditions is an outflow. In theory, the right boundary conditions does not
really matter, as the simulation is stopped before the leading shock wave reaches it. The MUSCL5 and
RK2-SSP are used respectively for the reconstruction and time-marching and the CFL value has been
adjusted to ensure that the time-step was kept sufficiently small for the chemical reactions to be precisely
integrated, i.e. ∆tmax = 5× 10−9 [s]. The solution was advanced in time until the leading shock velocity
relative to the upstream gas velocity reached a steady value, which usually took around 700 [µs].
Results
Exact solutions for this problem cannot be obtained, and although reference values are available for the
Von Neumann region, there is no reference solution for the flow field around the shock. The reference
solution used in this work has thus been obtained using the QCMF model on a very fine grid with
∆x = 15.625 [µm]. For the sake of clarity, all results presented for the detonation problem have been
shifted such that the leading shock position coincides with x0 ≈ 0.
The detonation propagation with time is shown in Fig. 5.40, where early transients are visible as
well as the progressive convergence of the lead shock towards a pseudo steady-state solution. The shock
position with time is also depicted, and a convergence can also be observed.
A comparison between detonation structures computed with the different models on the coarse grid
(∆x = 125 [µm]) is presented in Fig. 5.41. The first observation is that the QCVF does not seem to
give the correct solution. It seems that the shock speed is not accurately predicted, which is a known
deficiency of quasi-conservative schemes, but did not seem to be relevant for the QCVF, as was demon-
strated in the test cases of §. 5.2.4. By refining the grid, to investigate this error, it has been found that
the QCVF computations were not able to run more than 100 [µs] as they were stopped by a divergence
of the pressure computation. The QCVF thus appears to be less stable for strong shock waves (pressure
ratio of 25 here) than the QCMF model. This could also be related to the way the pressure is computed
using a polynomial function of P that requires the computation of P 5 (which is very large) and multiply
it by m5 which is extremely small (10
−14 at most) thus leading to a potential numerical instability (cf.
Appendix A.1).
It has been argued by Deiterding [73] that in detonation problems, the multiple γ problem was not










































Figure 5.40: H2/O2/Ar Chapman-Jouget detonation convergence on the Nx = 24000 grid (pressure profile and
leading shock position) computed with the thermally perfect EoS - / Ref, QCVF, QCMF, FCMF
relevant as no contact wave existed within the flow. This is verified here, showing that computations
with the FCMF led to a fair agreement with the reference solution, partly due to the coarseness of the
grid employed. The QCMF on the other hand features a very good agreement with the flame structure
used as a reference. The Von Neumann zone is correctly captured by both of these approaches as are
species distributions in the post-shock region. Overall the qualitative agreement with data presented by
Deiterding [73] is good, except for the QCVF model.
Table 5.9 shows a quantitative comparison between the current results and reference values. The
correct results obtained with the QCMF can be mentioned with an error in pressure of 3.7 [kPa] and
2.8 [m/s] and 11 [m/s] for the detonation and Von Neumann speeds respectively. The temperature pre-
diction is slightly less precise with an error of roughly 40 [K]. The error is a bit larger for the FCMF
which could indicate that although no pressure oscillations have been observed, there is still an error
being produced due to the conservative behaviour of the algorithm. Finally, errors are very large for the
QCVF confirming that it is apparently unable to capture this type of flow features.
Deiterding [73] Houim [133] QCMF QCVF FCMF
Pvn [kPa] 177.3 173.9 173.6 185.0 169.1
Tvn [K] 1921.7 1915.2 1881.5 1995.0 1852.5
Uvn [m/s] 1231.4 − 1220.0 1261.1 1201.0
Sdet [m/s] 1626.9 1619.8 1624.1 1673.1 1605.2
Table 5.9: H2/O2/Ar Chapman-Jouget detonation characteristics computed with the different approaches
using ∆x = 125 [µm]
Grid Convergence
A grid convergence has been performed using the QCMF model, and the results are presented in Fig. 5.42
for the flow structure and in Table 5.10 for the different variables in the Von Neumann spike. The mesh
size does not seem to have an significant effect on the solution obtained. The Von Neumann spike is
better resolved, but no notable improvement can be otherwise noted. The very reactive intermediate
H2O2 species is already quite well resolved using the coarsest mesh, and the finest one does not seem to
bring significant improvements.
The quantitative prediction of Von Neumann properties gets closer to reference values with mesh





















































































Figure 5.41: H2/O2/Ar Chapman-Jouget detonation wave structure computed with the Westbrook H2/Air
mechanism on the Nx = 12000 cells grid with the thermally perfect EoS - / Ref, QCVF, QCMF,
FCMF
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refinement. The error in temperature drops to about 30 [K], while the error in pressure remains the
same. Both velocity estimations are also better, with respective errors of 0.6 [m/s] and 10 [m/s] for the
detonation and Von Neumann speeds. The method therefore performs quite well for all grids considered,



























Figure 5.42: Grid convergence of the H2/O2/Ar Chapman-Jouget detonation wave computed with the QCMF
approach and the thermally perfect EoS - / Ref, Nx = 12000, Nx = 24000, Nx = 48000,
Nx = 96000
Deiterding [73] Houim [133] 125 [µm] 62.5 [µm] 31.25 [µm] 15.625 [µm]
Pvn [kPa] 177.3 173.9 173.6 173.5 173.6 173.6
Tvn [K] 1921.7 1915.2 1881.5 1884.0 1887.2 1889.3
Uvn [m/s] 1231.4 − 1220.0 1220.5 1220.5 1221.2
Sdet [m/s] 1626.9 1619.8 1624.1 1624.4 1625.1 1627.5
Table 5.10: H2/O2/Ar Chapman-Jouget detonation characteristics using cell size ranging from ∆x = 125 [µm]
to ∆x = 15.625 [µm] computed with the QCMF
Influence of diffusion
All computations presented thus far for the detonation case have been computed using only the hyper-
bolic part of the equations. No species diffusion or heat conduction was accounted for. It has been shown
in [73] that diffusion did not have a significant impact on the solution, and this is the case here as shown
in Fig. 5.43 and Table 5.11.
Unfortunately, the additional diffusion added by the parabolic operator to the solution did not im-
prove the QCVF approach stability which was still unable to obtain a converged solution.
The QCMF method on the other hand confirms that diffusion has a negligible impact on the results
obtained, except maybe on the detonation speed. The difference observed in the other quantities is not
large enough to see the influence of diffusion on the solution.
Remarks on the thermodynamic properties
Similarly to what has been presented for the constant volume reactor and laminar flame speed, the specific
heat ratio influence on the simulation of a detonation is investigated here. γ values considered here have
been taken in the unburnt (γu = 1.556) and burnt mixtures (γb = 1.432), and in the Von Neumann spike
(γvn = 1.49), which corresponds almost exactly to the average between the reactants and products values.
























































































Figure 5.43: Influence of diffusion on the H2/O2/Ar Chapman-Jouget detonation wave structure computed
with the QCMF and the thermally perfect EoS on the Nx = 24000 grid - / Ref, Diffusion OFF,
Diffusion ON
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Deiterding [73] Houim [133] Diffusion OFF Diffusion ON
Pvn [kPa] 177.3 173.9 173.6 173.7
Tvn [K] 1921.7 1915.2 1887.0 1887.5
Uvn [m/s] 1231.4 − 1220.5 1221.0
Sdet [m/s] 1626.9 1619.8 1625.1 1630.5
Table 5.11: H2/O2/Ar Chapman-Jouget detonation characteristics with and without diffusion fluxes using
∆x = 31.25 [µm] and computed using the QCMF
The detonation structures obtained for these different γ values are visible in Fig. 5.44, while the esti-
mation of the different quantities in the Von Neumann spike are presented in Table 5.12.
The main flow features seems to be predicted by all γ values, given that a Von Neumann spike can be
observed for all γ considered with values of pressure relatively close to the reference solution. The main
difference between the three cases lies in the prediction of the Von Neumann and burnt temperatures, the
larger (resp. the lower) the γ value is, the larger (resp. the lower) the Von Neumann temperature, and
consequently the faster (resp. the slower) the leading shock front moves. Additionally, the spike size also
depends strongly on the temperature, as it is basically directly linked with the mixture ignition delay at
the given temperature and pressure. This implies that low values of γ leading to smaller Von Neumann
temperature values also lead to longer Von Neumann spikes.
It appears that a detonation can be accurately determined with a single γ value corresponding to
the value found in the Von Neumann zone (γ = γvn). The detonation structure is correctly reproduced
in terms of species distribution, but also of pressure and temperature. The leading shock speed is also
accurately captured. However, as shown in the laminar flame calculation, the acceleration phase of the
flame can not be properly captured by a single γ value, which explains why a compromise has to be found
on the γ value when simulating deflagration-to-detonation transition [101–104,221].
Deiterding [73] Houim [133] γ = γ (Yk, T ) γu = 1.556 γvn = 1.49 γb = 1.432
Pvn [kPa] 177.3 173.9 173.5 169.5 176.6 174.6
Tvn [K] 1921.7 1915.2 1884.0 1631.1 1835.1 1997.1
Uvn [m/s] 1231.4 − 1220.5 1225.5 1221.9 1229.5
Sdet [m/s] 1626.9 1619.8 1624.4 1580.9 1622.3 1648.2
Table 5.12: H2/O2/Ar Chapman-Jouget detonation characteristics computed with the QCMF for different
values of γ using the calorically perfect EoS and ∆x = 62.5 [µm]
5.4.4 Discussion
Three type of problems of increasing complexity (constant volume reactor, laminar flame and detonation)
have been computed using the two quasi-conservative methods presented in the previous chapters.
All models featured a very good agreement with the reference solution for the constant volume reactor
problem using either simple or complex chemical mechanisms. Errors of at most 0.2 % for the tempera-
ture, pressure and species mass fractions were measured.
The next problem, a laminar freely propagating premixed flame, was a very challenging test for fully
compressible unsteady algorithms as a very delicate balance had to be computed between the non-linear
diffusion, advection and source terms, and this at a very low Mach number, of the order of 0.05. Both
methods (QCMF and QCVF) performed very well for the simple 2s CM2 chemical mechanism in a large






















































































Figure 5.44: H2/O2/Ar Chapman-Jouget detonation wave computed with the QCMF on the Nx = 24000 grid
with the calorically perfect EoS using different values of γ - / Ref, γu, γvn, γb
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range of stoichiometric ratios and inlet temperatures. The flame speed and internal structure were both
well predicted. On the more complex mechanism, the conclusion is a bit more ambiguous as the QCVF
predicted a correct flame structure but a slower flame than the reference calculation (Cantera), while the
QCMF featured a good estimation of the flame speed, but an overestimation of the products temperature.
The main reason behind these discrepancies has been identified as the diffusion coefficient calculation.
Indeed, a simple approximation has been employed here with constant (but non-unity) Lewis numbers,
which is known to be less precise, especially in hydrogen flames. Additionally, the larger numerical dif-
fusion observed in inviscid test cases for the QCMF compared with the QCVF could explain the slightly
more energetic combustion observed with this model (larger flame speed and products temperature).
Nonetheless, the overall performance of both algorithms remains good.
On the last test case, the hydrogen detonation, it was found that the QCVF was not able to obtain
a solution on another grid than the coarsest due to instabilities in the pressure calculation. This was
partially attributed (but not limited) to a numerical instability resulting from the multiplication of very
small numbers by very large ones. This could also be due to the hypothesis made in the model, such as
the creation of species at the mixture conditions, which could maybe be replaced by Ton’s [277] way of
doing. Ton considers that combustion and/or diffusion is occurring at the temperature of the dominant
species in the cell if its mass fraction is larger than 0.5 and the mixture temperature otherwise. On the
other hand, the QCMF behaves properly and good qualitative and quantitative agreements were found
with reference data [73, 133].
5.5 Conclusion
This chapter presented the validation and verification of four different methods used to compute com-
pressible multi-component flows. Two fully conservative, and two quasi-conservative methods were tested
on inviscid, viscous and reacting test cases.
The implementation was first checked in terms of time-stepping, variable reconstruction and Riemann
solver in three simple test cases. The first one consisted in the advection of a slab of helium in a nitrogen
coflow, the second was the classical single species shock-tube problem and the third was a shock colliding
test. The time-stepping was validated and found to have almost no effect on the solution, except of
course outside of its stability bounds. The Riemann solver performed as excepted, capturing properly
contact, expansion and shock waves, and the variable reconstruction showed a reduction of the numerical
dissipation added to the solution with the increase of the order of accuracy.
The different approaches were then tested on inviscid problems such as the advection of an helium slab
in a nitrogen coflow (with and without initially uniform temperature field), and multi-species shock-tube
problems with several pressure ratios and species. It was found that both fully-conservative schemes fea-
tured pressure and velocity oscillations at the contact surface due to their inability to conserve a pressure
equilibrium between two species. These were so dramatic for the FCVF that it was not used for the
viscous and reacting test cases. Both quasi-conservative methods displayed the expected results which
consisted in a uniform pressure field after the advection of the slab. The conservation errors of the QCMF
were found to be larger than the QCVF especially in shock-tube problems where the energy conservation
error was 0.2 % for the QCMF and 10−12 % for the QCVF. The mass conservation error was 10−4 for
the QCMF and 10−14 for the QCVF in shock-tube problems. Additionally, the QCMF was found to be
more diffusive than the QCVF.
Diffusive tests were also presented showing a perfect agreement with the analytical solution, and this
for both the QCMF and QCVF models. Further tests coupling both the advection and diffusion featured
a near perfect agreement with the analytical solution at the exception of a slight rounding off of initially
sharp diffusive moving fronts at high Peclet numbers. However, this rounding-off is a normal effect and
was similar for all models.
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Finally, the different models were tested in reacting test cases, first by checking only the source term
integration on simple methane and complex hydrogen mechanisms, then by coupling the inviscid and
viscous operators with the source term in the simulation of premixed laminar flames and detonations.
The source term integration showed that both quasi-conservative methods correctly predicted the evolu-
tion of temperature, pressure and mixture composition in an adiabatic constant volume reactor. It was
also shown that a constant γ value (corresponding to the products value) could lead to accurate results.
Methane laminar flame structures and speeds computed with the QCMF and QCVF models were in
good agreement with the reference results from Cantera. The hydrogen flame structure was correctly
predicted by the QCVF, but the QCMF over-predicted the products temperature. The laminar flame
speed was, on the other hand, correctly estimated by the QCMF and under-estimated by the QCVF. This
was attributed to the simple diffusion approach retained in this work and to the larger numerical diffusion
of the QCMF. It was also shown that no single γ value could be used to predict both the flame speed
and temperature of a laminar flame. Eventually, it was shown that detonation waves were correctly pre-
dicted by the QCMF model, but that the QCVF was not able to properly capture the strong shock wave
which eventually led to a divergence of the method. A single γ value (corresponding to the value found
in the Von Neumann spike) was shown to be able to resolve properly most of the detonation wave features.
A summary of results obtained for each models on the different test cases is presented in Table 5.13.
Test cases QCVF FCVF QCMF FCMF
Inviscid test cases (§. 5.2)
Stationary contact surface X X X X
Moving material surface X × X ×
Moving contact surface X × X ×
Multi-species shock-tube X × X ×
Shock-bubble interaction X × X ×
Diffusive test cases (§. 5.3)
Pure diffusion X NA X X
Advection diffusion X NA X X
Reactive test cases (§. 5.4)
0D Constant Volume Reactor X NA X X
1D laminar flame X NA X X
1D detonation × NA X ×
Table 5.13: Summary of one-dimensional validation results of the QCVF, FCVF, QCMF, FCMF schemes - X
means test successful (computed and reference/analytical solutions agree, no crash of the computation, etc.) ×
means test failed (crash of the computation, pressure oscillations, temperature spikes, etc.) and NA means Non
Applicable (has not been tested)
No strong argument in favour of the QCMF or QCVF emerges from these validation tests. Lower
conservation errors are obtained with the QCVF at the expense of an increased sensitivity to strong
shock problems. Both schemes are further compared on multiple dimensions problems such as reacting
and non-reacting shock-bubble interactions.
C H A P T E R 6
Multi-dimensional validation and verification tests
One dimensional validation and verification problems have been presented in the previous chapter. The
different methods developed have been thoroughly tested against test cases of increasing complexity,
including an increasing number of physical phenomena such as diffusion and chemical reactions. The
three selected algorithms, QCVF, QCMF and FCMF have been implemented in a new parallel curvilin-
ear block-structured code referred to as FlAMEnCo3D written by the author based on the data structure
provided by Shapiro and presented in [105].
This chapter presents the application of these algorithms on multi-dimensional problems, mostly in
two space dimensions. Benchmark cases similar to those presented in the previous chapter are computed
here for the validation of the hyperbolic and parabolic parts of the equations, and to assess the be-
haviour of the QCVF approach in multidimensional flows. Moving contact surfaces (§. 6.1.1), cylindrical
and spherical shock tube experiments (§. 6.1.2) are presented in a first part along with a diffusion case
(§. 6.1.3). These problems also aims at ensuring the absence of directional bias in the resolution of the
equations.
Once the quality of the solution has been established and the absence of directional bias assessed,
the three previously mentioned algorithms are used to compute more complex flow fields such as an
inert (§. 6.2) and a reacting (§. 6.3) shock-bubble interaction problems. The first one corresponds to the
well-known experiment of Haas and Sturtevant [122], while the reacting test is taken from the numerical
experiment of Billet et al. [26]. Given the failure of the QCVF model to simulate strong detonations
waves (§. 5.4.3), but given its good performance in the simulation of laminar premixed flames (even fast
ones), the reacting shock-bubble is used to asses the possibility of using the QCVF model in reacting
flows in the absence of strong shock waves. The influence of the algorithm employed to compute the
solution and of the thermodynamic considered are also investigated.
6.1 Inviscid and viscous validation test cases
Simple inviscid and viscous test cases are discussed in this section, as a mean to establish the correct
behaviour of the different algorithms in several space dimensions, and to validate the multi-dimensional
implementation.
It shall be noted, that although the code is implemented in a curvilinear framework, all the results
presented here have been obtained on Cartesian grids. However, the curvilinear implementation has also
been validated on similar cases with skewed grids but this is out of the scope of this work.
6.1.1 Moving contact surface
A two-dimensional bubble of hot helium in a colder nitrogen coflow is initialised in a square periodic
domain with a side length of L = 1 [m]. The bubble diameter is set to D = 0.2 [m]. The helium
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temperature is THe = 2000 [K], while the coflow temperature is TN2 = 1000 [K]. The whole domain
is at atmospheric pressure and a uniform flow field of magnitude U = 100 [m/s] is imposed. To avoid
a too particular study (advection along grid lines), the velocity vectors are oriented with an angle of
α = 25 [deg] with the horizontal axis, yielding velocity components u = 90.63 [m/s] and v = 42.26 [m/s].
The initial interface is not smeared thus representing the hardest case possible to all algorithms (sharp
discontinuity). The domain is discretised by a 100 × 100 cells grid, thus having ∆x = ∆y = 0.01 [m].
Both MUSCL5 and RK2-SSP schemes have been used for the spatial discretisation and time-marching
respectively, with CFL = 0.5. The bubble centre is initially placed at (x0, y0) = (0.5, 0.25) [m], and the
simulation is run until the bubble comes back to its original horizontal position, i.e. after being advected
l = 1.103 [m].
Fig. 6.1 presents a one-dimensional cut through the bubble parallel to the velocity vector at the final
time of the simulation. The behaviour of the different algorithms is similar to what has already been
pointed out in the previous chapter, with the fully conservative model creating pressure and velocity
oscillations leading to a significant deformation of the bubble shape as visible in Fig. 6.2. Both quasi-
conservative schemes preserve perfectly both pressure and velocity as expected, and the bubble shape is
well conserved after the advection on this coarse grid. A slightly greater numerical diffusion is featured
by the QCMF model at the tail of the bubble as visible on both Fig. 6.1 and Fig. 6.2 compared to the


































































Figure 6.1: Moving contact surface profiles obtained on a slice parallel to the velocity vector passing through
the bubble centre at the final bubble position, t = 1.103 × 10−2 [s] on a 100× 100 grid with the different models
and the thermally perfect EoS - Ref, QCVF, QCMF, FCMF
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(a) QCVF (b) QCMF (c) FCMF
Figure 6.2: Temperature isopleths for the two dimensional moving contact surface computed with the QCVF,
QCMF and FCMF using the thermally perfect EoS on a 100 × 100 grid at
t = 0, 0.25tfinal, 0.5tfinal, 0.75tfinal, tfinal - Isopleths at 1100, 1500, 1900 [K]
6.1.2 Multi-species shock-tube
In this section, a similar shock-tube experiment as presented in §. 5.2.4 is presented in multi-dimensions, as
the so-called cylindrical and spherical sod-shock problems. The exact same set-up is used at the exception
that instead of initialising the left and right states, a cylindrical (resp. spherical) bubble of pressurised
helium has been initialised with a diameter of D = 0.8[m] at the centre of a L = 2[m] square (resp. cubic)
domain. The domain is discretised by 4002 (resp. 4003) cells, yielding, ∆x = ∆y = ∆z = 5 × 10−3 [m].
The MUSCL5 and RK2-SSP have been used respectively for the variable reconstruction and time inte-
gration with CFL = 0.5, while the thermally perfect EoS was considered.
Contrary to the one-dimensional test case, there is no exact solution for this test case in multiple
dimensions. However, Toro [278] shows that the addition of a geometric source term to the Euler equations












(ρE + P )u
 (6.2)
where α = 1 for cylindrical problems and α = 2 for spherical ones. These terms have been implemented
in FlAMEnCo1D in order to give a reference solution for the computations. Reference solutions have been
obtained on Nx = 1000 cells, but also on Nx = 200 cells to compare directly the results with those
obtained with the multi-dimensional code in several radial directions.
Fig. 6.3 and Fig. 6.4 respectively feature results obtained in two dimensions for the cylindrical shock
tube and in three dimensions for the spherical one. The multi-dimensional profiles compare very well
with reference solutions obtained using the geometric source term presented above. The three algorithms
performs very similarly at the exception of the temperature spike obtained with the FCMF at the species
interface, which was expected.
Fig. 6.5 presents some samples of temperature taken at different angles in cylindrical and spherical
Riemann problems thus evaluating the directional biases influence on the solution. In both problems
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Figure 6.3: Pressure, temperature, density and mass fraction profiles for the cylindrical Riemann problem
computed with the thermally perfect EoS on a 400× 400 grid (half the domain is shown here) - / Ref,
QCVF, QCMF, FCMF
6.1.3 Viscous test cases
The hyperbolic operator in multiple space dimensions has been presented above, where it was shown that
a very weak rotational bias was introduced by numerical methods, which is expected when computing
solutions at different angles compared to the grid lines. The viscous fluxes implementation is now verified
in a simple test case similar to the pure diffusion problem presented in §. 5.3.1. The case is similar here
but in two dimensions to check the presence of directional bias in the computation of the viscous fluxes.
The constant property diffusion case is here computed on a square mesh of side length L = 18 [mm]
and discretised with a grid of 600 × 600 cells, yielding ∆x = ∆y = 30 [µm]. A patch of diameter
D = 9 [mm] is initialised at the centre of the domain and let to diffuse with a diffusion coefficient set to
D = 5×10−3 [m2/s]. The computation is run with the MUSCL5 and RK2-SSP schemes with CFL = 0.5
and is stopped after t = 1[ms]. As previously considered, hydrogen is used as the gas for these simulations.
Fig. 6.6 shows the excellent agreement gained between the analytical and computed solutions. No
difference can be observed between the different models, similarly to what was observed in one-dimensional
test cases. Additionally, it can be seen on Fig. 6.7 that the rotational bias is once again very weak thus
validating the current implementation.





























































Figure 6.4: Pressure, temperature, density and mass fraction profiles for the spherical Riemann problem
computed with the thermally perfect EoS on a 400 × 400 × 400 grid (quarter of the domain shown here) -















(a) Cylindrical problem - / Ref, θ = 0,















(b) Spherical problem - / Ref, θ = 30, φ = 30,
θ = 30, φ = 60, θ = 60, φ = 60, θ = 60, φ = 60,
θ = 90, φ = 30, θ = 90, φ = 60
Figure 6.5: Rotational invariance for the cylindrical and spherical Riemann problems computed with the
thermally perfect EoS






























Figure 6.6: Pressure and mass fraction profiles for the two-dimensional diffusion problem computed with the















Figure 6.7: Rotational invariance for the diffusion problem computed with the thermally perfect EoS at
t = 2× 10−4 [s] and t = 1× 10−3 [s] - / Ref, θ = 0, θ = 30, θ = 60, θ = 90, θ = 120, θ = 150
6.1.4 Discussion
The previous section has verified on three different problems the implementation of the three algorithms
QCVF, QCMF and FCMF on the block-structured curvilinear code FlAMEnCo3D. The advection of a
gaseous bubble showed that the initial circular shape was adequately preserved using quasi-conservative
schemes, thus avoiding pressure oscillations, while using a fully-conservative model resulted in a dramatic
change of the initial shape. Furthermore, cylindrical and spherical shock tube tests validated the Riemann
solver in all directions for the three types of waves encountered in compressible flows. As expected, the
FCMF featured temperature spikes at interfaces between species while quasi-conservative schemes did
not. The rotational bias introduced by the considered numerical methods when solving flows whose
velocity vectors are not aligned with grid lines was found very weak and therefore negligible. Finally, the
diffusion test case compared extremely well for all models against the analytical solution available, while
the rotational bias was also found extremely weak and thus neglected.
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6.2 Inert Shock-bubble interaction
6.2.1 Introduction
The investigation of the shock-bubble interaction dynamics relies on the numerical reproduction of the
experiments performed by Haas & Sturtevant [122]. Namely, the interaction of a planar shock wave prop-
agating through air and impacting a cylindrical bubble filled with helium. Helium being lighter than air,
the interface acts as a divergent acoustic lens, spreading the shock, while in the experiment involving R22
refrigerant, the interface behaves as a convergent acoustic lens, leading to a very different flow behaviour.
In the experiment, the bubble was produced by inflating a cylindrical former whose walls were made
from a thin layer of nitrocellulose, thus, a very good control over the shape of the bubble was exercised,
yielding an almost two-dimensional flow. Therefore, two-dimensional calculations are expected to give
very similar results compared to experimental data gathered for both bubble compositions. This test case
is one of several well known problems used to test compressible multi-component flow solvers capabilities
and thus a significant amount of data is available in the literature [13, 143, 198, 250, 259, 270] allowing a
direct comparison with the results obtained with the current algorithms.
6.2.2 Test case
Domain
The computational set-up is presented in Fig. 6.8. In the current analysis, we have assumed that the flow
was symmetrical about the shock axis, and therefore, only the domain upper half has been computed.
The boundary conditions applied were as follows,
◦ Symmetry on the top wall and axis
◦ Supersonic Inflow/Outflow on the sides (i.e. extrapolation with zero gradient on all conserved
variables)
The computational domain is 6.5D long, and spans −2.5 6 x/D 6 4.0, and 0 6 y/D 6 0.89, where D
is the helium/R22 bubble diameter. The position x/D = 0 corresponds to the left side of the cylinder.
Figure 6.8: Initial density profile for the computation of the shock-bubble interaction
Initial Conditions
Initially, a Mach 1.22 normal shock wave is imposed at x/D = −1, which leaves the time for the shock to
smear to its numerically stable profile from the exact discontinuity initially specified, thus avoiding the so-
called “start-up errors” [129]. Start-up errors, taking the form of a pair of low-frequency/low-amplitude
waves moving with the contact characteristic speed, are thus prevented from interfering with the inter-
action process. Shock properties are estimated following the methodology presented in Appendix C.
The bubble and the surrounding air are assumed to be initially in thermal and mechanical equilibri-
ums, similarly to what has been done in all previous computations presented in the literature. According
to the experimental data available, the bubble is not filled with pure helium, but rather with helium
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contaminated with about 28 [%] of air, thus changing the thermodynamic properties of the bubble. In
the case of the refrigerant R22, it has been estimated that the contamination was about 3.4 [%], and thus
neglected in the computational studies.
Table 6.1 presents the initial flow conditions in all zones of the domain, in both dimensional and
non-dimensional forms.
Helium bubble R22 bubble
[SI] [−] [SI] [−]
I - Shocked Air
P [Pa] 159059 1.5698 159059 1.5698
ρ [kg/m3] 1.7755 1.3764 1.7755 1.3764
u [m/s] 110.63 0.3336 110.63 0.3336
γ [−] 1.4000 1.0000 1.4000 1.0000
II - Unshocked Air
P [Pa] 101325 1.0000 101325 1.0000
ρ [kg/m3] 1.2900 1.0000 1.2900 1.0000
u [m/s] 0.0000 0.0000 0.0000 0.0000
γ [−] 1.4000 1.0000 1.4000 1.0000
III - Bubble (Helium + 28% Air / R22)
P [Pa] 101325 1.0000 101325 1.0000
ρ [kg/m3] 0.2359 0.1829 3.6069 2.7960
u [m/s] 0.0000 0.0000 0.0000 0.0000
γ [−] 1.6480 1.1800 1.2490 0.8921
Table 6.1: Dimensional ([SI]) and non-dimensional ([-]) initial flow conditions for both bubble compositions
considering a calorically perfect gas - Dimensionless quantities computed with D = 50 [mm],
ρair = 1.29 [kg/m
3], Pair = 101325 [Pa], γair = 1.4 and aair = 331.6 [m/s]
A smooth initial interface has been used for the simulations to avoid the growth of artificial instabilities












where r0 is the bubble radius and ∆x is the cell size. This allows the interface to be spread initially on
a similar number of cells for each case independently of the grid resolution.
Five different resolution levels have been used and are presented in Table 6.2.
∆x/D ∆y/D ∆x [m] ∆y [m] Ncells
2i 0.02 0.02 1.00× 10−3 1.00× 10−3 325× 45 = 14, 625
2ii 0.01 0.01 5.00× 10−4 5.00× 10−4 650× 89 = 57, 850
2iii 0.005 0.005 2.50× 10−4 2.50× 10−4 1, 300× 178 = 231, 400
2iv 0.0025 0.0025 1.25× 10−4 1.25× 10−4 2, 600× 356 = 925, 600
2v 0.00125 0.00125 6.25× 10−5 6.25× 10−5 5, 200× 712 = 3, 702, 400
Table 6.2: Grid resolution and number of cells for two-dimensional computations
Considering the weakness of the shock and the low initial temperature (T < 300 [K]), the gas thermal
imperfection does not significantly impacts the initial flow field. It only results in a very small difference
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in shocked pressure (∼ 20 [Pa]), temperature (∼ 1 [K]) and shocked γ.
Calculations are carried out using the MUSCL5 reconstruction, along with the RK2-SSP time inte-
gration scheme with CFL = 0.75. The EoS considered is the calorically perfect following the results
available in the literature [13, 143, 198, 250, 259,270].
6.2.3 Grid convergence results
The five grids presented in Table 6.2 are used to compute the time evolution of the shock-bubble inter-
action. Results are presented at two different time instants in Fig. 6.9 and Fig. 6.10 where the bubble
shape obtained on all grids is pictured.
The effect of the grid resolution of the bubble dynamics is presented in Fig. 6.10, where the QCVF
model has been used for all computations. It clearly shows that refined solutions are converging towards
a solution comparable to published results, which is a good indication of the present results quality.
The main and transmitted shocks positions are clearly grid independent even for a very coarse grid
with ∆x = 1 [mm], which is similar to the downstream interface behaviour (where the Kelvin-Helmoltz
influence is less critical as it appears at later times). On the other hand, the upstream and air-jet positions
are more sensitive to grid resolution due to the mixing occurring along them.
6.2.4 Results for the Helium cylinder
Qualitative description of the flow - flow visualisations
In this section, the time evolution of the shock-cylinder interaction is presented using the QCVF model
and 2iv grid. During the interaction evolution, it can clearly be seen that no spurious pressure oscilla-
tions are generated, and this is also valid for the other flow quantities such as temperature and velocity.
Fig. 6.11 depicts the time evolution using a non-linear function of the density gradient magnitude to
highlight the complex flow structure.
The key stages of the interaction are clearly visible in Fig. 6.11, and unfold as follows,
◦ t = 0 [µs] : The incident shock hits the bubble from the left.
◦ t = 37 [µs] : The incident shock divergence due to its faster speed in the bubble is clearly visible,
while the reflected wave is a rarefaction due to the higher acoustic impedance (ρcair) of the sur-
rounding air. The quadruple shock configuration moving upward at the top of the bubble is also
clearly visible. It is forming between the incident, reflected and transmitted shocks. The transmit-
ted shock internal reflection is barely visible, but forms a small cusp at the bubble interface.
◦ t = 77 [µs] : The transmitted shock has reached the right interface and has been transmitted to
the surrounding air, while the shock within the bubble hit the centreline and is redirected towards
the inside of the bubble forming a small oval (the upper half is visible here), while parts of it are
also transmitted through the right interface forming a complex pattern of shocks. The reflected
shock has almost reached the top of the experimental section, as well as the quadruple shock. The
upstream interface of the bubble is flattening.
◦ t = 117 [µs] : The bubble starts to appear slightly perturbed by the successive accelerations due
to the numerous waves and its left side is now almost flat. Seeds of a Kelvin-Helmoltz instability
developing on the left side are also visible. The quadruple shock configuration has been reflected
at the top wall and is now accelerating in the shocked-air. Its reflection also created a strong wave
that will impact the cylinder top.
◦ t = 277 [µs] : The numerous shocks resulting from different reflections on the top wall, on the
interface, and the different transmissions are observable, as well as the large vorticity generation at
the upstream interface, where a jet is forming leading the cylinder to adopt a kidney-like shape.
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(a) ∆x/D = ∆y/D = 0.02
(b) ∆x/D = ∆y/D = 0.01
(c) ∆x/D = ∆y/D = 0.005
(d) ∆x/D = ∆y/D = 0.0025
(e) ∆x/D = ∆y/D = 0.00125
Figure 6.9: Snapshots of helium shock-cylinder interaction on different grids using the QCVF model and
γ = γ (Yk) at t = 117 µs (left) and t = 477 µs (right) - Non-linear function of the density gradient magnitude
(Φ = log10 (|∇ρ|+ 1.0)), with contours from Φ = 1.0 to Φ = 3.0












Figure 6.10: Time evolution of the interaction with the refinement of the grid using the QCVF model and
γ = γ (Yk) - Quirk and Karni [250], Range of published data, ∆x/D = 0.02, ∆x/D = 0.01,
∆x/D = 0.005, ∆x/D = 0.0025, ∆x/D = 0.00125
(a) t = 0 µs (b) t = 37 µs (c) t = 77 µs (d) t = 117 µs
(e) t = 277 µs (f) t = 477 µs (g) t = 677 µs (h) t = 877 µs
Figure 6.11: Time-series snapshots of helium shock-cylinder interaction on grid 2iv using the QCVF model
and γ = γ (Yk) - Non-linear function of the density gradient magnitude (Φ = log10 (|∇ρ|+ 1.0)), with contours
from Φ = 1.0 to Φ = 3.0
◦ t = 477[µs] : The jet becomes clearly visible, and vorticity generation has also increased significantly
along the whole interface.
◦ t = 677 [µs] : The cylinder is now spreading following the impact of the jet-air head on the
downstream interface, while turbulent mixing is now widespread along the whole interface. The
large vortical structure resulting from the air acceleration at the centreline is also clearly visible.
◦ t = 877 [µs] : One can observe that the top and bottom (not shown) vortical structures are now
almost fully separated, and are only linked by a thin string of helium. A clear vortex structure
induced by the numerous Kelvin-Helmoltz instabilities is also visible.
These results are in good qualitative agreement with computations presented by Marquina and Mulet
[198], Terashima and Tryggvason [270], Quirk and Karni [250] amongst others.
Quantitative description of the flow - Space-Time diagrams
Up to now, results clearly indicate a good qualitative agreement with experimental and numerical results
presented in the literature. However, to obtain a serious validation, quantitative results are also needed.
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This section presents measurements of the position and velocity of several prominent features of the flow,
amongst which, the following are tracked,
◦ Most upstream position of the cylinder
◦ Position of the air-jet (most upstream position of the cylinder along the centreline), which coincides
with the upstream position until the formation of the air-jet
◦ Position of the downstream interface of the bubble (along the centreline)
◦ Position of the incoming shock (tracked along the top wall)
◦ Position of the reflected and then transmitted shock along the centreline (coincides with the up-
stream shock position until the interaction with the cylinder)
Interfaces positions are found by using an interpolation to find the position at which the helium mass
fraction is (YHe)bubble /2 = 0.36, which implies that the position error is a most one cell size. Shocks are
found by looking for a large pressure difference, and by looking on both sides find the maximum and
minimum pressure values, which are then used to estimate the pressure value at the shock centre. It is
then used to find the position at which this pressure is obtained. The shock position error is then roughly
one cell size as well, the reader is invited to refer to Table 6.2 to find the different cell sizes considered in
this work.
Fig. 6.12 presents a selection of numerical results obtained by aforementioned authors while Fig. 6.13
features a comparison with a computed solution obtained with the QCVF model on grid 2iii. It shows the
spread obtained on the data immediately after being hit by the shock for the downstream interface, and
at the end of the flattening/beginning of the roll-up for the upstream interface. The reference data used












Figure 6.12: Numerical results available in the literature for the helium shock-cylinder interaction - Quirk
and Karni [250], Terashima and Tryggvason [270], Bagadir and Drikakis [13], Marquina and Mulet [198]
and Shankar et al. [259]
Some authors have also ran the simulation for a longer time, up to t = 800[µs] in the case of Terashima
and Tryggvason [270]. A comparison with these results is presented in Fig. 6.14, where data from Quirk
and Karni are used for the early times behaviour comparison, and data of Terashima and Tryggvason
for later times. The agreement is once again deemed good, only a small difference is observed in the
prediction of the upstream interface position, which has been shown to disappear when using finer grids.












Figure 6.13: Space-Time diagram of the bubble motion computed in grid 2iii with the caloric EoS - Quirk















Figure 6.14: Space-Time diagram of the bubble motion computed on grid 2iii with γ = γ (Yk) - Quirk and
Karni [250], Terashima and Tryggvason [270], QCVF
Velocities measurements
The previous paragraph showed the good agreement obtained between published and current data. Both
early and late stages of the interaction are properly captured both qualitatively and quantitatively. The
current section aims at comparing the different features (interfaces, shocks, etc.) velocities. Table 6.3
presents a comparison of the current results with experimental data [122], and the numerical results of
Quirk and Karni [250] and Marquina and Mulet [198]. Velocities measurements have been done using
a simple linear fit to the x − t diagrams in intervals specified in the table. Experimental measurements
have an estimated error or 11% [122], while computed results feature a much smaller error.
The good agreement between the results of both Quirk and Karni [250] and Marquina and Mulet [198]
can be noted, as well as with the experimental data of Haas and Sturtevant [122], where all the results
are within the error bounds. The main difference lies in the incident shock velocity where discrepancies
are mostly due to a slightly different temperature used, a non-negligible error can also be noted on the
downstream interface. This last discrepancy can be partly explained by looking closely at Fig. 6.16 on
which the downstream interface trajectory appears positively curved after being hit by the refracted
shock. This suggests an acceleration of the interface, with an initial velocity being about VDo ≈ 90 [m/s]
at t = 55 [µs], before a constant velocity is reached with VDo ≈ 148 [m/s]. Therefore, we could have
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Haas / Sturtevant Quirk / Karni Marquina / Mulet
Vel [m/s] Vel Error [%] Vel Error [%] Vel Error [%]
Incident shock 405 410 −1 .2 422 −4 .0 414 −2 .2
Refracted shock 920 900 2 .2 943 −2 .4 943 −2 .4
Transmitted shock 366 393 −6 .9 377 −2 .9 373 −1 .9
Upstream (early) 177 170 4 .1 178 −0 .06 176 0 .06
Upstream (late) 111 113 −1 .8 − − 111 0 .00
Downstream 141 145 −2 .8 146 −3 .4 153 −7 .8
Air Jet 225 230 −2 .2 227 −0 .08 229 −1 .7
Table 6.3: Main features velocity - Intervals used for the measurements are VIS = [0 ; 60], VRS =
[0 ; 52], VTS = [52 ; 240], VU1 = [10 ; 52], VU2 = [140 ; 240], VDo = [140 ; 240], VAJ = [140 ; 240][µs]
obtained any mean value in this interval for the downstream velocity depending on the fitting interval,
but by fitting data over the whole range, we obtain the intermediate value of VDo = 141 [m/s].
The fact that the incident shock speed measured in this set of computation appears to be slightly
smaller than other numerical data, would explain the underestimation of most of the other velocities, as
the impulse on the interface will be slightly weaker, and thus vorticity generation, which finally impacts
the accelerations of both the air jet and downstream interface.
Additionally, the rather large differences observed for the refracted and transmitted shock speeds with
Haas and Sturtevant’s measurements [122], is also visible in the data of Quirk and Karni and Marquina
and Mulet. These discrepancies might be explained by the assumption made in all numerical simulations
of a uniform bubble contamination by air, which is most certainly not the case. By looking at the data,
it would seem that the air concentration should be higher close to the membrane and rapidly decreasing
towards the centre of the cylinder. By running different contamination profiles on a coarse grid, it might
be possible to test many configurations and chose the one that would lead to the best agreement with
experimental results. Such approach has not been considered in this work.
6.2.5 Effect of the model used on the solution
Results obtained with the different models are presented in Fig. 6.15 for the flow field and Fig. 6.16 for the
space-time diagram, where it can be seen that they all provide nearly identical results. This can partly
be explained by the short time scale on which the interaction actually happens, therefore diminishing
the pressure oscillations influence at early times for the FCMF model. These oscillations do not have the
time to impact significantly the bubble shock governed dynamics, captured properly by the FCMF model.
However, temperature spikes are present in the flow as visible on Fig. 6.17, thus rendering the method
unusable for the computation of any temperature dependant phenomena (mass, energy and momentum
diffusion, combustion, etc.). The temperature obtained with both quasi-conservative method is bounded
by roughly Tmin = 270 [K] and Tmax = 340 [K] (Fig. 6.18), while the FCMF features temperatures
between Tmin = 210 [K] and Tmax = 570 [K]. However, both quasi-conservative models (QCMF, QCVF)
give a very good agreement with published data.
6.2.6 Effect of the Low-Mach correction on the results
The Low Mach number correction (LMC) has been applied to evaluate its effect on the solution. It has
been designed to significantly reduce Godunov schemes numerical dissipation at low Mach number. This
is the case of the bubble turbulent mixing, which is moving relatively slowly relative to the local flow
velocity. Therefore, it is expected that the Low-Mach adjustment will have a non-negligible effect on the




Figure 6.15: Snapshots of helium shock-cylinder interaction obtained with different models on grid 2iii and
using γ = γ (Yk) at t = 117 µs (left), t = 477 µs (center) and t = 877 µs (right) - Non-linear function of the












Figure 6.16: Space-Time diagram of the bubble motion computed with the different models (QCMF, QCVF,
FCMF) using γ = γ (Yk) on grid 2iii - Quirk and Karni [250], Range of published data, QCVF,
QCMF, FCMF
mixing of the interface (enhancing it), if not on its propagation.
Fig. 6.19 presents the flow visualisation obtained with and without LMC on grid 2iii with the QCVF
model, while Fig. 6.20 presents the space-diagram comparing the dynamics of the interaction in both cases.
As expected, LMC effects seem to be rather small on the global shock-cylinder interaction, the different
velocities being only very slightly affected by the decreased numerical dissipation, it is the most notable
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(a) t = 0 µs (b) t = 37 µs (c) t = 77 µs (d) t = 117 µs
(e) t = 277 µs (f) t = 477 µs (g) t = 677 µs (h) t = 877 µs
Figure 6.17: Snapshots of helium shock-cylinder interaction computed with the FCMF on grid 2iii and using
γ = γ (Yk) - Temperature field with contours clipped between T = 270K (white) and T = 340K (black)
(a) t = 0 µs (b) t = 37 µs (c) t = 77 µs (d) t = 117 µs
(e) t = 277 µs (f) t = 477 µs (g) t = 677 µs (h) t = 877 µs
Figure 6.18: Snapshots of helium shock-cylinder interaction computed with the QCVF on grid 2iii and using
γ = γ (Yk) - Temperature field with contours clipped between T = 270K (white) and T = 340K (black)
(a) t = 0 µs (b) t = 37 µs (c) t = 77 µs (d) t = 117 µs
(e) t = 277 µs (f) t = 477 µs (g) t = 677 µs (h) t = 877 µs
Figure 6.19: Snapshots of helium shock-cylinder interaction computed with the QCVF on grid 2iii with
Low-Mach adjustment and γ = γ (Yk) - Non-linear function of the density gradient magnitude
(Φ = log10 (|∇ρ|+ 1.0)), with contours from Φ = 1.0 to Φ = 3.0
on the upstream interface. However, turbulent mixing along the interface is a lot stronger when using
the LMC which acts as an anti-diffusive term. It is particularly visible at late times (t > 117 [µs]), when
the upstream interface already started to mix with the surrounding air which is also visible in Fig. 6.20,
while it only happens later when the LMC is off. The shock pattern is not affected, but one can remark
small density oscillations behind the shock due to the anti-diffusive behaviour of the LMC. The shock












Figure 6.20: Space-Time diagram of the bubble motion computed on grid 2iii with γ = γ (Yk) and the QCVF
model with and without Low-Mach adjustment - Quirk and Karni [250], Terashima and Tryggvason [270],
QCVF without LMC, QCVF with LMC
pattern remains quite similar, up until the increased mixing affects it, as it can be seen at t = 877 [µs].
6.2.7 Remarks on the thermodynamic properties
For a single species code, only the case of constant γ through the entire domain is possible, unless using
some artificial viscosity, diffusion, or special formulations removes pressure and/or temperature oscilla-
tions generated (Fig. 6.17). In this rather simplified inviscid computation (i.e. no temperature/species
diffusion, and no viscosity), it is interesting to know what would be the simulated behaviour of the bubble
should the user be unable to use stable multi-component methods. In this case, the value of γ is held
constant throughout the domain at the selected value of γ = γair = 1.4, such that the shock speed
remains similar to the variable γ case upon impacting the bubble. This also ensures that the momentum
transferred by the shock to the bubble remains identical to the baseline case and thus allows a direct
comparison.
Fig. 6.21 presents flow snapshots, in a similar manner as previous sections, while Fig. 6.22 presents
the space-time diagram of the interaction when using different or similar γ for each species.
(a) t = 0 µs (b) t = 37 µs (c) t = 77 µs (d) t = 117 µs
(e) t = 277 µs (f) t = 477 µs (g) t = 677 µs (h) t = 877 µs
Figure 6.21: Snapshots of helium shock-cylinder interaction computed with the QCVF on grid 2iii and
γ = γair = 1.4 - Non-linear function of the density gradient magnitude (Φ = log10 (|∇ρ|+ 1.0)), with contours
from Φ = 1.0 to Φ = 3.0
Flow visualisations show that heat capacity ratio changes do not have a significant impact on the in-












Figure 6.22: Space-Time diagram of the bubble motion computed on grid 2iii with γ = γ (Yk) and the QCVF
model with and without Low-Mach adjustment - Quirk and Karni [250], Terashima and Tryggvason [270],
QCVF with γ = γ (Yk), QCVF with γ = γair = 1.4
teraction, however a slight delay estimated at roughly ∆t ≈ 10[µs] can be observed between the reference
solution and the constant γ solution. This can be mainly attributed to the change of the speed of sound in
the bubble, which by having RHe = 2077.27 [J/kg.K] and Tbubble = 273.63 [K], gives cbubble ≈ 968 [m/s]
for γbubble = 1.648, and cbubble ≈ 892 [m/s] with γbubble = 1.4, which represent roughly a change of 10%.
Mixing profiles also remain quite similar for both computations as both impulses on the bubble
are similar, only the shock/reschock pattern within the bubble is affected. The conclusion would be
that changes in γ values in this particular case are not too significant during the early stages of the
interaction, but more so at late times when the small difference in the impulse has had the time to
cause larger departures from the experiment. Changes would be more significant for a temperature
dependant simulation, as the bubble is being heated by the shocks in the case of γbubble = 1.648, with a
temperature of Tbubble ≈ 325 [K], or Tbubble/Tbubble,init ≈ 1.2, while in the case of γbubble = 1.4, we have
Tbubble ≈ 310 [K], or Tbubble/Tbubble,init ≈ 1.13, meaning a difference of roughly 6%. This could prove
critical for combustion simulations due to the exponential dependency of reaction rates on temperature.
6.2.8 Results for the R22 (CHClF2) cylinder
Qualitative description of the flow - flow visualisations
In this section, the time evolution of the R22 shock-cylinder interaction is presented. Results have been
obtained using the QCMF model on grid 2iii using the calorically perfect EoS. As presented earlier, the
helium bubble due to its lower density acts as a divergent acoustic lens for the incident shock, while the
R22 cylinder, due to its higher density behaves as a convergent lens, thus focusing the shock within the
bubble. This leads to a dramatically different flow configuration.
Fig. 6.23 presents the time evolution of the R22 shock-cylinder interaction using a logarithmic function
of the density gradient, thus highlighting weak features, that would be otherwise hidden by the strength
of the incident shock.
The first interesting remark on these results is on their agreement with reference data (both experi-
mental from Haas and Sturtevant [122] and numerical by Quirk and Karni [250]). Salient shock-bubble
interaction features are all clearly accounted for. The results shall now be described in more details.
The first picture shows the bubble 57 [µs] after it has been first hit by the incident shock, and a
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(a) t = 57 µs (b) t = 117 µs (c) t = 137 µs (d) t = 197 µs
(e) t = 257 µs (f) t = 317 µs (g) t = 357 µs (h) t = 417 µs
(i) t = 577 µs (j) t = 737 µs (k) t = 877 µs
Figure 6.23: Snapshots of R22 shock-cylinder interaction computed with the QCMF on grid 2iii and
γ = γ (Yk) - Non-linear function of the density gradient magnitude (Φ = log10 (|∇ρ|+ 1.0)), with contours from
Φ = 1.0 to Φ = 3.0
slight deformation is already visible. The incident shock is visible between the top of the domain and
the bubble, and is linked to a slower curved refracted shock due to the bubble lower speed of sound
(cbubble ≈ 182 [m/s]). A slight thickening of the shock can be observed close to the interface, as observed
on experimental visualisations, and is explained by Quirk and Karni as the result of a compression system
matching the pressure jumps between the weak and strong parts of the refracted shock.
As time advances, the difference between the shock speeds inside and outside the bubble becomes more
pronounced, and by t = 117 [µs], the refracted shock has folded into two parts, running almost normal to
each other. The compression ramp system turning the shock 90 [deg] is also quite visible. The shock has
begun to fold after travelling roughly a bubble radius, and a perturbation is almost visible on the bubble
interface due to the vorticity generated. By t = 137 [µs], the compression ramp has clearly steepened and
the central part of the shock is still running horizontally (as does the incident shock), while the second
side of the refracted shock is moving almost vertically. The shock system is thus converging towards the
most downstream point of the bubble. At t = 197 [µs], both parts of the shock have been focused to
almost a point. The shock is then partially transmitted to the ambient air through the interface and
partially reflected inside the bubble. The interface is now quite perturbed and a roll-up at the top can
already be observed.
As time reaches t = 257 [µs], a complex system of shocks and contact surfaces is visible both inside
and outside the bubble resulting from the shocks refractions/transmissions and reflections. A strong
transmitted shock can be seen lagging behind the incident shock, but running faster until they eventually
merge. A thin feature is visible downstream of the bubble, and is also visible in the experimental
shadowgraph, and has been unduly exaggerated in Quirk and Karni simulations for an unknown reason.
This thin jet of fluid has been shot forward by the focusing of the refracted shock on the interface. By
357 [µs], the bubble has moved substantially from its original position and has began to elongate. A
backward moving shock is also visible within the bubble leading to yet other reflections/transmissions of
shocks. The surface of the bubble is now quite corrugated due to the numerous roll ups taking place.
The backward moving shock eventually emerges from the bubble as a backscattered wave (t = 417 [µs]),
promoting the production of vorticity in the process. The bubble continues to elongate until it evolves
in a large vortex pair (only the top part is shown here) at much later times. The agreement is still quite
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good at these late times, even though we have conducted an inviscid computation here.
Quantitative description of the flow - Space-Time diagrams
The R22 cylinder dynamics after its interaction with the incident shock is described in Fig. 6.24 for the
early stages and Fig. 6.25 for the overall motion. As it can be seen, the agreement is very good with
the experimental data of Haas and Sturtevant [122], but also with previous numerical simulations of
Quirk and Karni [250]. Early times agreement is very good for the main features tracked (main shock
and its transmission, the second shock emanating from the convergence of the transmitted shock at the
downstream interface, the upstream and downstream interface), but a small deviation can be observed at
late times for the downstream interface position compared to the experimental value gathered by Haas
and Sturtevant [122]. It also appears that the bubble is moving slightly faster in these results than in the
experiment, and no reason has been found to explain this fact, other than potential experimental errors
or imprecise measurements leading to a small difference in the initial conditions (R22 contamination with












Figure 6.24: Space-Time diagram of the bubble motion computed in grid 2iii with the QCMF model and the
















Figure 6.25: Space-Time diagram of the bubble motion computed on grid 2iii with γ = γ (Yk) and the QCMF
model - Quirk and Karni [250], Haas and Sturtevant [122], QCMF
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6.3 Reacting shock-bubble interaction
6.3.1 Test case
The reacting shock-bubble interaction problem computed by Billet et al. [26] was reproduced here, to
assess the different algorithms capabilities to capture complex flow features involving shocks, contact
surfaces, etc. It shall be mentioned that no experimental data exist for this test case, and as such results
obtained in the present work will be qualitatively compared with results presented by Billet et al. [26].
However, this quantitative comparison will only shed light on the differences between computations, not
on which one would agree best with a potential experiment, and as such not on which algorithm perform
best.
The two-dimensional flow consists in a hydrogen cylinder surrounded by an air coflow and interacting
with a Mach two shock wave. The hydrogen bubble diameter is set to D = 5.6 [mm], and initially placed
at x0 = 4 [mm]. To shorten the computational domain, a stationary shock is initialised at xs = 7 [mm]
and the H2 bubble travels through the shock. The bubble is initialised using Eq. 5.2 where Cs = 33000
yielding an initial interface thickness of approximately δ ≈ 0.25 [mm] thus stabilising it by suppressing
the seeds of various instabilities such as Richtmyer-Meshkov or Rayleigh-Taylor. The schematic of the
initial conditions is provided in Fig. 6.26, while Table 6.4 presents the initial values in the three regions
of the domain. The shock conditions presented in this table have been computed using the method de-
scribed in Appendix C to account for the change of γ through the shock. The chemical mechanism used
is the Westbrook H2/air mechanism (Appendix B), while diffusion coefficients are computed using the
Schmidt number presented in Table 5.6. The EoS considered for the problem is the thermally perfect one.
Figure 6.26: Schematic of initial flow-field and computational domain for the H2 shock-bubble interaction
I - Shocked Air II - Unshocked Air III - H2 bubble
P [Pa] 452520 101325 101325
ρ [kg/m3] 1.0019 0.3515 0.0246
T [K] 1567.0 1000.0 1000.0
u [m/s] 435.27 1240.6 1240.6
v [m/s] 0.0000 0.0000 0.0000
γ [−] 1.3077 1.3349 1.3801
M [−] 0.5664 2.0000 0.5203
YO2 [−] 0.2320 0.2320 0.0000
YH2 [−] 0.0000 0.0000 1.0000
YN2 [−] 0.7680 0.7680 0.0000
Table 6.4: Initial flow conditions for the H2 shock-bubble interaction considering thermally perfect gases
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Similarly to the inert shock-bubble interaction case, only the upper part of the domain is simulated
here, with a height of the computation domain taken as h = 7.5 [mm] with a length of L = 22.5 [mm].
The domain is discretised using regular Cartesian grids defined in Table 6.5.
∆x [m] ∆y [m] Ncells
2i 50.0× 10−6 50.0× 10−6 450× 150 = 67500
2ii 25.0× 10−6 25.0× 10−6 900× 300 = 270000
2iii 12.5× 10−6 12.5× 10−6 1800× 600 = 1080000
Table 6.5: Grids used for the two-dimensional computations of the H2 shock-bubble interaction
Computations are carried out using the MUSCL5 reconstruction coupled with the RK2-SSP time
integration scheme. It shall also be noted that given the operator un-split time integration considered
in the current implementation, the global time-step size is limited by chemistry, and as such has been
limited to about ∆t ≈ 10−9 [s] for all computations, which corresponds to CFL ≈ 0.1 on grid 2iii. The
Low-Mach adjustment has also been applied for all computations. The boundary conditions applied are
symmetry on the top and bottom of the domain, while a supersonic inflow is applied on the left and a
supersonic outflow on the right.
Before presenting results, it is worth highlighting the differences between the reference computations
of Billet et al. [26] and the current results and remind the reader that these computations are used
to assess whether the considered algorithms are able to cope with such complex flow fields involving a
wide range of time and length scales. First of all, the chemical mechanism considered is different, the
Westbrook H2/air consisting of 9 species and 34 irreversible reactions is used, while Billet et al. [26] uses
the Miller et al. [207], consisting of 9 species and 19 reversible reactions. Secondly, the estimation of
the diffusion coefficients in the current work relies on the constant Schmidt number (constant but non-
unity Lewis number) assumption and the Hirschfelder and Curtis [128] approximation, while Billet et
al. [26] solve the full diffusion matrix using the EGLIB library [92]. In our computations, viscosity is
estimated using the Sutherland’s law for individual species, Wilke’s mixing law for the mixture, and a
constant Prandtl approach is considered for the heat diffusivity, while the EGLIB is used to obtain all
these coefficients in Billet et al. [26] computations. Last but not least, the current code assumes that
the volume viscosity is zero, despite it not being verified for non mono-atomic species and compressible
flows, while Billet et al. do consider it. Finally, considering that hydrogen flames are highly sensitive to
diffusion, especially in the presence of high curvature fronts (thermo-diffusive instability), it is expected
that the present results will differ from the reference data to a certain point. What will be compared is
the general flow behaviour and bubble motion.
6.3.2 Grid convergence results
Results obtained on the three grids retained for the study are presented in Fig. 6.27 where the H2
mass fraction is pictured at different times. Grid resolution effects are clearly visible in the increased
resolution of the secondary vortices. The main vortex is properly captured at all grid levels, but the
turbulent mixing level in the bubble increases with grid resolution showing that more and more vortical
structures are resolved. However, since the problem involves fluid instabilities, no grid converged solution
can be achieved unless the grid size is further reduced to be significantly smaller than the Kolmogorov
scale (estimated to be ηk ≈ 2.5 [µm] in this case) which is clearly impractical.
6.3.3 Flow behaviour
The temporal evolution of the bubble shape and position is presented in Fig. 6.28 where pressure iso-
pleths and H2 mass fraction are displayed in a similar fashion as Billet et al. [26] for direct comparison.
Computed results obtained in this work agree well with Billet et al. results, showing similar development
of the H2 bubble and pressure fields. However, differences in the vortical structures and temperature
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(a) ∆x = ∆y = 50 µm
(b) ∆x = ∆y = 25 µm
(c) ∆x = ∆y = 12.5 µm
Figure 6.27: Snapshots of reacting shock-cylinder interaction on different grids using the QCMF model and
the thermally perfect EoS at t = 6 µs (left), t = 9 µs (center) and t = 14 µs (right) - H2 mass fraction
levels are observed.
At t = 1 [µs], the bubble has already collided with the denser hot air, and both a refracted wave prop-
agating towards the right, and a reflected wave towards the left are visible. An expansion wave following
the reflected shock can also be noticed. A transmitted wave connected tangentially to the refracted wave
through the bubble interface also propagates towards the left of the domain. The propagation of these
various waves can be followed between t = 1 [µs] to t = 3 [µs]. The formation of a focusing wave is
observed at the right of the left interface of the bubble propagating towards the axis of symmetry at
t = 2 [µs], while its strengthening is visible at later times. The refracted wave leaves the bubble at
about t ≈ 2 [µs] and becomes the second transmitted wave, while a internal reflected wave propagates to
the right. Baroclinic vorticity accumulates at the compressed interface thanks to the large pressure and
density gradients, and to the small hydrogen density. At t = 4[µs], a vortex begins to form at the shocked
interface due to the negative vorticity accumulated, and is observed slightly earlier in our results than in
Billet et al. [26] due to the absence of volume viscosity smoothing the interface. A secondary vortex can
also be seen forming under the primary vortex, rotating in the same direction following the large negative
values of vorticity. Simultaneously, the main reflected shock travels upward and is followed by a rather
strong circular shock emerging from the bubble. By a similar mechanism as the right interface, positive
vorticity is being stored in the left interface of the bubble. Up to t ≈ 7 [µs], H2 mass fraction variations
can be attributed to turbulent mixing, and not yet to combustion.
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(a) t = 1µs, x0 = 2mm (b) t = 2µs, x0 = 2mm (c) t = 3µs, x0 = 3mm
(d) t = 4µs, x0 = 3mm (e) t = 6µs, x0 = 3mm (f) t = 9µs, x0 = 4mm
(g) t = 14µs, x0 = 7mm (h) t = 17µs, x0 = 8mm (i) t = 25µs, x0 = 11mm
Figure 6.28: Snapshots of reacting shock-cylinder interaction obtained on grid 2iii and using the thermally
perfect EoS at different times - Contours of YH2 clipped below YH2 = 0.05 and isopleths of pressure with 100
lines between P = 1 bar and P = 8 bar, x0 indicates the position of the left of the picture, each image
representing a domain of size 8× 6 mm
At t ≈ 8 [µs], the main vortex has started to pull the remaining of the bubble towards the centreline.
The hydrogen filament at the left of the bubble get thinner and thinner due to the large negative vorticity
at its right, and the positive vorticity at its left. Additionally, the flow decelerates at the right due to
the numerous shocks, while the left is still relatively fast, thus accelerating further the thinning of the
filament. At t ≈ 9 [µs], the filament has been burned away by diffusion flames originating from both
sides. A jet of denser fluid is being shot at the centre of the resulting pocket of hydrogen. The positive
vorticity stored earlier at the left interface has been converted into a positive vortex at the left, while the
negative vorticity at the right initiated a negative vortex at the right. The fuel is then gradually burned
as the pure hydrogen region is being rolled around the main vortex.
The main differences observed between current results and Billet et al. [26] can be explained by the
absence of volume viscosity in the present simulation, as well as the use of the Low-Mach adjustment,
both contributing to increase turbulent mixing. This triggers chemical reactions earlier than in reference
results, which can be observed in the early burning of the hydrogen filament. Additionally, slightly higher
temperatures are observed in the mixing regions due to the enhanced mixing and possibly the different
chemical mechanism considered. It could also be noticed that the higher temperatures obtained in these
simulations could be linked to the same problem already highlighted in the one-dimensional laminar flame
calculations (§. 5.4.2). Following this, diffusion of the light species such as the atomic H and O could be
responsible, but this cannot be evaluated at the time.
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Several variables are plotted in Fig. 6.29 at t = 14 [µs] allowing a direct comparison with the data
obtained by Billet et al. [26]. The first observation is that a good overall agreement is obtained, where
the main features are captured with the correct order of magnitude. However, several differences are
worth pointing out. Mixing profiles in both left and right vortices are different. On the bubble left hand
side, reference data depict Kelvin-Helmoltz instabilities growing along the inner interface while there
are none here. The separation of both vortices by a jet of dense air is less pronounced in the current
results than in the reference and does not feature the same structure. Additionally, it can be seen that
temperatures obtained here are somewhat higher than in the reference data when at t = 14 [µs], the
maximum temperature is Tmax ≈ 2300 [K] while in the current results we obtained values upward of
Tmax ≈ 2900 [K]. This is explained by an earlier start of the combustion process, where Tmax ≈ 2000 [K]
in the filament at t ≈ 9 [µs] in the reference data and Tmax ≈ 2700 [K] at the same time in the computed
results presented here. These higher temperatures thus lead to a different flame structure due to the
impact of heat release on the flow field. However, numerical Schlieren visualisations feature a very good
agreement with the reference solution, but also with Houim and Kuo data [133].
(a) ρ (b) T (c) |∇ρ|
(d) O2 (e) H2O (f) OH
Figure 6.29: Computed results for the shocked H2-cylinder interaction obtained on grid 2iii, using the
thermally perfect EoS and QCMF model at t = 14 µs - x0 = 7 [mm] and the size of each frame is 8× 6mm
6.3.4 Influence of the model
Computations have been run with both the QCVF and FCMF models. Computations using the FCMF
were found to be crashing relatively shortly after the shock impact on the bubble due to the very large
temperature spikes at the interfaces. Thus, its inability to compute multi-dimensional flow fields is ver-
ified. On the other hand, calculations with the QCVF did not encounter any troubles during the early
stages of the calculations, however, at later times t ≈ 30 [µs], simulations were found to be repeatedly
stopping due to a divergence of the pressure calculation using the Newton-Raphson procedure highlighted
in Appendix A.1. This instability of the algorithm has already been encountered in one-dimensional det-
onations calculations and seems to be purely numerical.
Nevertheless, results obtained with both quasi-conservative algorithms are compared in Fig. 6.30 where
an early time agreement is visible, while late time behaviours appear different. This can be related to
the combustion process starting earlier for the QCVF model, which apparently seems related to higher
temperature values as can be seen in Fig. 6.31 where at t = 9 [µs], the H2 filament temperature is higher
182 Multi-dimensional validation and verification tests
by about ∆T = 100 [K] for the QCVF. The combustion then propagates towards the main vortex and
reaches it earlier than the QCMF. As a results, the denser jet between the two vortices rotates negatively
for the QCVF which is similar to the reference solution, whereas it rotates positively for the QCMF. By
looking closely at the pressure fields, this can also be related to a stronger vortex in the case of the QCVF
model.
In the absence of experimental data, considering the different hypothesis between the reference solu-
tion and current approaches and finally considering that the reference solution also employs the QCMF
approach [26, 133], it is difficult to assess whether one model performs better than the other. The main
conclusion is that current results are not completely identical which, similarly to the one-dimensional
laminar flames and detonations calculations could be explained by the different responses of the models
to diffusion. This behaviour difference appears related to the different numerical dissipation amounts
that each model introduces into the solution. Finally, the instability of the QCVF model appearing when
computing such cases must be kept in mind and further investigated.
(a) QCMF
(b) QCVF
Figure 6.30: Snapshots of reacting H2 shock-cylinder interaction obtained on grid 2iii with the thermally
perfect EoS and different models at t = 6 µs (left), t = 9 µs (center) and t = 14 µs (right) - Contours of YH2
clipped below YH2 = 0.05 and isopleths of pressure with 100 lines between P = 1 bar and P = 8 bar
6.3.5 Remarks on the thermodynamic properties
A final computation has been run using the QCMF model but altering thermodynamic quantities. Each
species heat capacity ratio was fixed to a defined value and the impact of such a change on the flow
field was studied. In order to keep the similarity between the variable and constant γ simulations, it was
decided to set γ = γair , where γair corresponds to the un-shocked state with γair = 1.3349. By using this
value, shock properties remain roughly constant (small changes in the shocked state with ∆T ≈ 17 [K]
and ∆P ≈ −4000 [Pa]), thus maintaining constant the momentum exchange from the shock to the bub-
ble. The results obtained are visible in Fig. 6.32, where some differences between the computations can
be observed.
The most striking difference resides in the bubble temperature, which is approximately 100 [K] higher
for the constant γ case. This has an effect on the ignition delay of the current chemical mechanism,
and as expected, combustion starts earlier for this case and propagates faster along the mixing line.




Figure 6.31: Snapshots of reacting H2 shock-cylinder interaction obtained on grid 2iii with the thermally
perfect EoS and different models at t = 9 µs (left), t = 14 µs (centre) and t = 18 µs (right) - Contours of
temperature
ing consumed slightly faster. However, it seems that species diffusion is limiting the burning speed, as
at late times both burning speed appear similar even though the constant γ features higher temperatures.
A conclusion similar to the different test cases presented in Chapter 5 appears in this problem, where
the constant γ simulation yields very similar flow structures but different magnitudes of temperature,
pressure and velocity.
6.4 Conclusion
This chapter presented the validation of the different algorithms (QCVF, QCMF and FCMF) imple-
mentation in a multi-dimensional framework. The implementation has been tested on multi-dimensional
inviscid and viscous problems (§. 6.1) from which an analytical solution was known, such as a moving
contact wave and multi-dimensional shock-tube problem. A pure diffusion test problem was also com-
puted successfully to validate the viscous fluxes implementation. The absence of directional bias was
also verified for all test cases. The curvilinear implementation of the different operators (hyperbolic and
parabolic operators) within the curvilinear framework was then considered validated.
In a second section, the well-known shock-bubble interaction experiment of Haas and Sturtevant [122]
was replicated numerically and results compared with other similar computational studies. The agree-
ment between the present results and both experimental and other numerical data was found very good
both qualitatively and quantitatively (measurements of the different flow features speeds) for both bubble
compositions (helium or R22). The numerical technique impact on this problem was also investigated,
and it was found that both QCMF and QCVF models yielded almost perfectly identical results, which
were virtually indistinguishable. Results obtained with the FCMF albeit featuring very similar flow fea-
tures were found to present large temperature spikes along the whole bubble/ambient air interface. As
the simulation was purely inviscid, this did not impact results, but this would be problematic in the case
of temperature dependent problems. The low-Mach correction influence was also discussed, and although
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(a) γ = γ (Yk, T )
(b) γ = 1.3349
Figure 6.32: Snapshots of reacting shock-cylinder interaction obtained on grid 2iii with the different EoS and
the QCMF model at t = 9 µs (left), t = 14 µs (centre) and t = 18 µs (right) - Contours of temperature
the flow field was visually different when applying the correction due to the enhanced mixing occurring
along the material interface, the bubble position and overall shape were not affected. The adiabatic index
impact was finally investigated, and it was found that while keeping the shock impulse on the bubble
constant, changing the adiabatic index of the bubble had an immediate effect on shocks within the bub-
ble. Early times results were found to agree well with reference solutions, but a late time divergence can
be speculated as the different features positions obtained with the single γ value start to increasingly
deviate from the reference solution (γbubble 6= γair). Finally, similar conclusions were drawn on the R22
shock-bubble test, which presented a very good agreement with both experimental and computational
data.
The last section is concerned with the computation of a similar problem but accounting for both
diffusive and reactive effects. As no experimental results are available for this case, our results are
qualitatively compared with the reference computations presented by Billet et al. [26]. An hydrogen
bubble is impacted by a shock-wave and following the temperature increase due to the compression of
the bubble, chemical reactions are initiated and propagate along the interface between the cold hydrogen
and hot air similarly to a diffusion flame. A strong mixing, not unlike the one observed for the helium
bubble then takes place and mixes the hydrogen with air, thus triggering chemical reactions within the
bubble. Accounting for the simplifying assumptions applied in this work and not in the reference solution
(constant but non-unity Lewis number, no volume viscosity, etc.), a correct qualitative agreement was
found with the reference data both in terms of temperature values, salient flow features and species
mass fractions when using either the QCMF or QCVF model. The bubble deformation and subsequent
chemical reactions were properly reproduced. Additionally QCVF results (model found to fail in one-
dimensional detonations) featured some differences with the QCMF results but a close agreement with
reference data nonetheless. It also displayed a small numerical instability causing some simulations to
stop at late times due to a divergence in the pressure calculation. The FCMF model was found to be
crashing at very early times due to large temperature spikes along the reacting interface. In the absence
of experimental data, there is no possibility of assessing which model (QCMF or QCVF) behave better,
but both have been shown to work properly in such a challenging test case.
P A R T III
Application to the semi-confined
hydrogen explosion case

C H A P T E R 7
Semi-confined explosions theory and modelling
This chapter presents the relevant theoretical and numerical tools needed to provide a good understand-
ing of explosions and their modelling. The key mechanisms driving flame acceleration are reviewed in a
first section (§. 7.1.1). The different phases of the flame structure development in classical semi-confined
explosions and their impact on the overall process are then highlighted (§. 7.1.2).
A extensive review of experimental results obtained during the last decades on large, medium and
small-scale semi-confined explosions is presented in §. 7.2. The relevance of the different tests on explosion
safety analysis is outlined and a survey of the corresponding numerical studies is provided. The choice of
the test case used in this research work, namely the Sydney University combustion chamber is explained
and a brief review of the experimental set-up, results and bias is given in §. 7.2.4.
Finally, the issue of compressible combustion modelling is addressed by presenting the model retained
in this work. The Flame Surface Density approach is discussed, before the introduction of the filtered
progress variable equation. A quick review of the main concepts is presented (§. 7.3.3). Finally, a detailed
discussion on the flame wrinkling factors modelling considered in this research is provided (§. 7.3.4).
7.1 Semi-confined explosions phenomenology
During the flame propagation in a semi-confined or confined geometry, common key mechanisms can be
identified as having significant impacts on flame propagation characteristics, but also on the pressure
generated, and as such the damage to the surrounding structures in the case of industrial accidents. The
present section briefly highlights different mechanisms responsible for flame acceleration in semi-confined
geometries, but also the different propagation modes observed in such cases.
7.1.1 Flame acceleration mechanisms
Semi-confined explosions occurring during combustion of an inflammable cloud in an initially quiescent
flow usually feature flames travelling at moderate speeds of roughly 2 − 6 [m/s] which is slightly higher
than the laminar flame speed as they are pushed outwards by expanding hot gases. In the particular
case of completely unobstructed or unconfined combustion, flame speeds remain moderate as does the
generated overpressure, except in the particular case where the cloud detonates due to a strong ignition,
in which case a massive overpressure is generated potentially reaching pressures upwards of P = 20 [bar].
However, in practice such configurations are not encountered and local areas can be partly confined and
thus change the flame behaviour by accelerating it [28].
Two main mechanisms for flame acceleration are the thermo-diffusive instability most often encoun-
tered in hydrogen (or hydrogen-enriched) flames, and turbulence either self-generated during propagation
or already present in the flow due to an external mechanism (stirring, pistons, etc.). Self-generated turbu-
lence is most often found in confined and semi-confined explosions and often leads to the most devastating
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results (Buncefield plant explosions in December 2005 where turbulence generated by surrounding bushes
accelerated the flame and led to a transition to detonation [186,187]). The relevance of this acceleration
mechanism is the reason why semi-confined explosions are always studied as combustion starting in an
initially stagnant flow, such that turbulence generation mechanisms can be fully integrated within sim-
ulations. Flame acceleration in such configurations is therefore very dependant on the obstacle nature
(shape, size, number, position).
Fig. 7.1 depicts different mechanisms of turbulence generation in a semi-confined explosion problem,
where turbulence is concentrated in the obstacle wakes. During the flame propagation due to both re-
actants consumption and hot gas expansion (dilatation by a factor 5 − 10 similarly to the density ratio
between products and reactants) pushing the fresh mixture towards the vent. The reactants velocity
increases and generates turbulence near obstacles upstream of the flame. Instead of propagating in a





Figure 7.1: Turbulence generation mechanisms in a semi-confined explosion
When the flame interacts with turbulent wakes, it get wrinkled and stretched thus increasing its
surface and increasing significantly the volumetric reaction rate. By a feedback mechanism, its speed
increases noticeably as well, which increases further the wakes turbulence intensity, thus enhancing even
more its speed due to a more pronounced wrinkling, and so on and so forth. This positive feedback loop is
the main mechanism behind flame acceleration is semi-confined explosions and is responsible for the large
overpressures observed in such flows. When the blockage ratio due to obstacles traps a non-negligible
amount of gas (either reactants or products), the pressure builds up even more, similarly to what happens
in a piston engine.
7.1.2 Propagation modes and flame development
Experimental and computational studies of semi-confined explosions led to the definition of five character-
istic flame development phases. These have been described for explosions happening in initially stagnant
flows. It shall be noted that phases described below are not always found in semi-confined explosions,
and depending on the obstacles configuration, fuel and mixture stoichiometric ratio, pressure, etc. can
vary widely in magnitude and duration. Fig. 7.2 depicts a schematic of the different phases.
◦ Ignition : The combustion process is started by an energy deposition coming from a spark, another
explosion, laser focusing, etc. Energy is transferred from the source to the inflammable mixture
through creation of plasma, etc. until an autonomous kernel starts to propagate without external
feeding.
◦ Laminar spherical propagation : The flame kernel expands outwardly as it grows spherically or
hemi-spherically if the ignition happens close to a wall. The flame propagates at its laminar speed
multiplied by the expansion factor estimated as the density ratio between reactants and products,





. The flame speed during this phase is very sensitive to the thermo-diffusive
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(a) (b) (c) (d) (e)
Figure 7.2: View of the different propagation phases of a flame in a semi-confined explosion problem with (a)
Ignition, (b) Spherical laminar propagation, (c) Finger-shaped laminar propagation, (d) Flame/obstacle
interaction, (e) Turbulent flame - Results obtained with the QCMF model and FurebyM wrinkling factor
instability (e.g. cellular burning for low Lewis number) and curvature effects as curvature is initially
very large and decreases with time when the kernel radius increases.
◦ Finger shape laminar structure : The flame elongates following the main chamber direction, and
eventually gets close to the walls. This geometrical change of the flame front has been described
analytically by Bychkov et al. [42] and first described by Clanet and Searby [64]. Far from the
walls during the early stages of the spherical growth, reactants are pushed normally to and away
from the flame front by hot expanding gases. However, when the flame gets closer to the walls, the
flow induced by the spherical kernel interacts with them. The streamlines initially purely radial
slowly get skewed along the main chamber direction. Later on, reactants get trapped between
the walls and the flame front therefore decreasing the flame speed down to its laminar value, as
expansion effects become negligible. The flame thus propagates faster along the chamber direction
than towards walls, creating a very distinctive finger-shape. Additionally, it was shown analytically
by Bychkov et al. [42] that this configuration led to an exponential increase of the flame tip speed
as long as the flame is not in contact with walls. Given the large surge in flame speed, it is critical
to capture this propagation phase accurately.
◦ Flame/obstacle interaction : When the flame speed remains moderate, interactions with obstacles
has for main effect to distort the flame front with a weak wrinkling. The flame structure remains
laminar. Large curvatures effects are expected in these zones similarly to the early spherical growth
of the kernel.
◦ Turbulent flame : Once a certain flame speed is reached, the interaction between the obstacle wakes
and the flame front becomes significant and the flame starts to transition towards a turbulent
burning regime as it gets more and more wrinkled. Once a turbulent regime is established, the
flame accelerates even more rapidly until very large speeds are obtained, up to several hundreds of
meter per second.
One could add two additional phases representing respectively the ultimate stage of the turbulent propa-
gation when the flame front couples with a shock wave which leads to a detonation with flame speeds of
several thousands meters per second, or on the other hand when the flame reaches low turbulence zones,
a re-laminarisation of the front can be observed where flame speed decreases down to its laminar value.
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To obtain an accurate simulation of semi-confined explosions, each of these phases (at the notable
exception of the ignition) have to be properly captured as an error on one of these could potentially
have a very large impact on the followings. For example, if the initial flame acceleration is not properly
reproduced, the flame could remain in a fast laminar propagation mode instead of transitioning towards
a fully turbulent one.
7.2 Experimental and numerical studies
7.2.1 Introduction
In order to validate and assess the different combustion modelling approaches performance, and in partic-
ular those presented in this work, it is necessary to find a suitable experimentally investigated test case.
These have been long used for the main purpose of establishing flame speed correlations or other empirical
laws to estimate explosions consequences on surrounding structures. However, they have also been used
to validate numerical techniques. It appears obvious that real scale tests can not be conducted given the
danger and cost associated. The only experimental data available on real configurations have been ob-
tained during accidents using witnesses recollections, investigation of structural damages, potential data
recorded by on-site instrumentations (tanks pressure sensors during the Buncefield accident [186, 187]).
Precise and detailed experimental data for such cases can only be gathered on precisely designed and
instrumented experimental rigs using high-speed cameras, pressure sensors. They are usually composed
of a closed box with several obstacles. The usual experimental set-up [123] requires the chamber filling
with an inflammable homogeneous mixture left to rest for a long enough time to suppress all turbulence
and approximate the flow field as being initially stagnant. The explosion is then triggered using either
a spark plug or focusing laser beams in a small region of space. The flame propagates following the
phases highlighted earlier and data are recorded. In the case of an initially turbulent flow field, laminar
propagation phases would not be observed, and the flame speed would reach much higher values. This
type of configuration reproduces a real accident where ignition occurs a long time after the accidental leak
that produced the burnable mixture, assuming that the mixture is homogeneous. The flame wrinkling
due to the numerous obstacles of a real case, as well as the confinement are well accounted for in these
experiments yielding valuable data for safety analysis.
Experiments can be grouped into two categories, the very large ones with chambers volumes being
several cubic meters, and the small ones where the total volume can be measured in litres, i.e. small scale
and large scale experiments.
7.2.2 Medium and large scale experiments and numerical studies
Due to the apparatus size, large scale experiments are usually limited to overpressure measurements at
several different locations. Flame visualisations are indeed extremely difficult to obtain for these con-
figurations that do not always have the necessary optical accesses, or are even too large for the camera
field of view thus requiring the camera to be some 30 [m] away from the rig. The parametrisation of
these experiments involves mixture composition, ignition position, number of obstacles, etc. Rigs di-
mensions vary from V = 0.14 [m3] up to V = 550 [m3] for [130, 131] with intermediate sizes of roughly
V = 10− 35 [m3] [28,225,292]. Most of these experiments have been run with either ethylene of propane
which are amongst the most used fuels. Large scale experiments involving hydrogen are less common
due to the very large pressures and flame speeds reached with such fuel. Nevertheless, one can note the
experiment of Groethe in a 72.5 [m] long tunnel [114], or the Texas A&M University chamber [226] as
well as the Whiteshell Laboratories explosions in Canada [292].
Numerical studies of these large scale geometries have usually been conducted using URANS [10, 16,
28, 195, 228], while a few employed a phenomenological approach [248] which will not be discussed here.
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The large scale test cases simulated using URANS usually feature a large range of geometric details, the
smallest being no more than a centimetre long. These fine structures are not explicitly represented on the
computational grid but are usually accounted for using porosity models or PDR (Porosity Distributed Re-
sistance) modelling their blockage ratio and turbulence generation. Several codes using such approaches
exist and one can cite COBRA (Mantis Numerics Ltd), EXSIM (Tel-Tek), FLACS (CMR/GexCon), etc.
in which numerous parameters are used to adjust the flame behaviour given the configuration. The tur-
bulent flame speed is a modelled parameter for which models varies widely in their complexity, ranging
from the constant value imposed by the user, time delay controlling the transition between laminar and
turbulent propagations, to the more advanced correlations used by FLACS depending on the turbulent
fluctuations. All of these models leave the heavy responsibility of defining the numerous constants to
the user, knowing that each of these can potentially have a large effect on the solution. A benchmark
comparison between different codes have been presented by the HySafe network on several explosions
cases [16, 195] showing reasonable a posteriori agreement with experimental data.
The inherent limitations of URANS regarding turbulence modelling clearly indicate that these models
are not adapted to the transition between laminar and turbulent propagation modes computation, which
limits its accuracy in the case of deflagrations starting in stagnant flows. Accounting for the regular
increase in computational power, the LES is becoming an attractive tool for the simulation of such ex-
plosions on massively parallel computers [249]. The combustion community in its majority recognises
it as the future solution for the simulation of reacting turbulent flows, be it in industrial or academic
applications. The flow unsteady features are finely captured, allowing an accurate prediction of the flame
transient behaviour. However, this comes at the cost of very fine grids, limiting its use for very large scale
explosions. Results obtained by Molkov and Makarov [193,209] on a 6.5m3 configuration using a dynamic
grid around the flame front with cells of 35 [mm] showed promises for the overpressure prediction, but
calculations carried out on a 550 [m3] geometry (SOLVEX) using cells of 0.8 [m] clearly illustrated the
LES limitations.
Promising results have been obtained very recently using the TFLES approach on 6.1 [m] and 1.5 [m]
long chambers by Quillatre [249]. Both flame position and overpressure were correctly reproduced using
meshes of 20× 106 cells of respective size 12 [mm] and 3 [mm]. This represents one of the first successful
example of LES upscaling for semi-confined explosions.
7.2.3 Small scale experiments and numerical studies
Smaller experimental tests allow for simpler use and more comprehensive parametric studies (fuel, ob-
stacles shapes, sizes, positions, etc.), although it shall be kept in mind that these are less representative
of the real cases in terms of scales (both spatial and temporal) involved. Indeed, conclusions found for
small scale problems do not necessarily apply to large scale ones. The flow parameters are not modified
in a similar way during the scale up. Gas quantity and large scale structures increase with the chamber
dimensions, while the Kolmogorov scale tends to decrease as the Reynolds number increases, and the
laminar flame speed remains constant.
However, thanks to their limited sizes, flow visualisations can be captured in addition to the usual
pressure measurements. This enables a fine study of the flame speed, position but also of its structure
and geometry during the different propagation phases.
Three research centres are publishing the bulk of small scale experimental studies. These are Lough-
borough University, Sydney University and Istituto di Ricerche sulla Combustione (IRC, Combustion
Research Institute) in Italy. Loughborough University explosions are using propane and methane as
fuels and feature three different chambers of respective volumes 0.056 [m3] [94], 0.011 [m3] [138] and
0.0033 [m3] [185]. Parametric studies involve the number and shape of obstacles. The Italian Com-
bustion Institute studies explosions in a chamber 0.005 [m3] with either methane or hydrogen-enriched
methane [44]. The experiment focuses on the initial turbulence level impact on the flame propagation
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and overpressure. Finally, the University of Sydney mainly employed two different chambers. The first
one features a volume of 0.02 [m3] filled with propane and investigated the obstacle shape influence on
flame characteristics [199], while the second chamber occupies 0.0006 [m3] and presents the widest range
of parameters studied amongst the aforementioned studies [123, 151, 200]. Three fuels were considered,
namely the methane, propane and hydrogen allowing a direct comparison of their effects on the over-
pressure and flame propagation. Additionally, the obstacles shapes, number and position effects were
investigated, leading to 17 different geometrical configurations, each tested with the three different fuels
thus providing 51 different sets of experimental data. In all of them the flame speed and position were
recorded, as well as the overpressure in two different locations.
These experiments have been mostly designed to be reproduced in computational studies and to allow
a good understanding of the underlying mechanisms of pressure generation and flame acceleration. His-
torically, URANS methods have been used to simulate such geometries, improving the comprehension of
such phenomena over the experimental and phenomenological studies available at the time. It has been
shown that URANS could predict rather correctly the overpressure generated by semi-confined explosions,
but the same authors also highlighted the difficulties associated with the determination of the numerous
constants of RANS combustion models [227,240]. Since about 2005, several LES studies have shown that
LES could prove an invaluable tool for the prediction of explosions, as this method allows an accurate
simulation of all fine features driving both the flame speed and overpressure (acceleration/deceleration
near obstacles, transition from laminar to turbulent propagation, wrinkling of the flame, pockets forma-
tion of products or reactants, etc.) [77, 115].
The recent numerous experimental measurements of Loughborough University, Sydney University
and IRC although primarily designed for safety analysis have proven themselves extremely useful in
the validation of several combustion sub-models, thanks to their very well defined experimental set-up
(initially stagnant flow, boundary conditions, geometry, etc.). Building upon the experimental data
published, numerous publications from the same organisations (Loughborough [76–80], Sydney [115–118,
123,136,137,156,200] and IRC [75]) have compared LES and experimental results using a large range of
computations methods. The majority of these works have been focused on turbulent combustion models
while also reproducing the parametric studies based on the geometry changes. Di Sarli et al. [79, 80]
highlighted that the Flame Surface Density framework was well suited for these simulations and provided
accurate results, but pointed out that the predictions quality was highly dependent on the combustion
model considered. Most of these results have been obtained for methane and propane, but to date almost
no LES simulations have reproduced the Sydney hydrogen deflagrations at the exception of Quillatre et
al. [249] using TFLES modelling and Abdel-Raheem et al. [3] using DFSD (Dynamic FSD).
7.2.4 Selected test case, Masri deflagration chamber
Experimental Set-Up
As pointed out in the previous paragraphs, the Sydney experiment features the largest database of exper-
imental results obtained for numerous combinations of geometries and fuels. It is also a typical example
of the small scale explosion rigs used to study phenomena driving semi-confined explosions. Numerous
similar configurations exist, but this particular geometry presents four advantages, the first being its
small size which makes it an ideal candidate for LES simulations that are inherently costly. Secondly,
the amount of experimental data and configurations is very large and allows the testing of combustion
models in a wide range of operating conditions. Third, several computational studies considering the
Liquefied Petroleum Gas (LPG, usually approximated with propane) and the Compressed Natural Gas
(CNG usually approximated with methane) [115–118] have been published but none regarding the hydro-
gen except Abdel-Raheem et al. [3] who studied the influence of the ignition radius on the solution and
simulated three different geometries. Finally, a collaboration with Prof. Masri from Sydney University
allowed us to have a direct access to the pressure measurements and flame visualisations recorded during
experimental campaigns such that we could post-process and use them in any way deemed necessary for
this work.
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Fig. 7.3 pictures the chamber geometry. It features a square cross section of side length l = 50 [mm]
and a height of L = 250 [mm], thus leading to a total volume of 0.625 [L] and an aspect ratio of L/l = 5.
The chamber is built with transparent Perspex allowing a optical access from one side. Three removable
baﬄe plates (interchangeably called grids or obstacles) may be placed in the chamber at respective height
of 19 [mm] (Grid 1), 42 [mm] (Grid 2) and 79 [mm] (Grid 3) from the chamber closed end. These consists
in five strips that are 4 [mm] wide and evenly separated by six gaps of 5 [mm] yielding an overall blockage
ratio of 0.4, with a thickness of 3[mm]. Downstream of the baﬄe plates an obstacle of square cross-section
may be positioned such that its base is placed 96 [mm] above the bottom of the chamber. Two different
sizes have been studied experimentally, the first being 12 [mm] for a blockage ratio of 0.24 and a second
measuring 25[mm] for a blockage ratio of 0.5. In the current study, only the smallest obstacle is simulated
and Fig. 7.4 depicts all geometries considered. Given the large number of geometries, Masri’s notation is
kept here, where 0 means that there is nothing at the position, B stands for baﬄes and S for the small
obstacle, e.g. 0B0S means only the second grid and small obstacle.
Figure 7.3: Configuration of the Masri combustion chamber oriented vertically during the experiment - (Left)
Base is on the left and the open vent on the right, blue dots denotes pressure probes and the red dot indicates
the ignition point, (Right) Detailed geometry
Three fuel mixtures have been experimentally considered, while only the hydrogen one is simulated
here,
◦ LPG (95%C3H8, 4%C4H10 and 1% of other hydrocarbons) with φ = 1.0
◦ CNG (88.8%CH4, 7.8%C2H4, 1.9%CO2 and 1.2%N2 while the 0.3% remaining are a mixture of
propane, propene, butane and pentane) with φ = 1.0
◦ H2 with φ = 0.7
Experiment were conducted using the following sequence that was repeated over fifty times for each
configurations to estimate the results sensitivity to random external perturbations (external temperature,
humidity, mixture stoichiometric ratio, etc.),
1. Seven times the chamber volume is injected into the cavity between each runs to purge it through
a valve located in its base
2. A lid is positioned at the top to keep the mixture inside
3. The mixture is let to rest for 15 [s] (CNG), 10 [s] (LPG) and 5 [s] (H2) which is deemed long enough
to damp any velocity fluctuations
4. The lid is removed 1[s] before ignition which is produced by focusing Nd:YAG infra-red laser beams
2 [mm] above the chamber base
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Figure 7.4: Families of configurations for the Masri combustion chamber
Experimental results
Explosion analysis relies on the study of critical criteria that need to be investigated experimentally, such
that the ability of the different numerical approaches to reproduce them can be evaluated.
The first parameters needed to validate the selected LES modelling approach upon comparison with
experimental results are the flame position and its front structure as it propagates into the chamber.
Experimental pictures using the LIF-OH method have been obtained for all fuels with a frequency of
5 [kHz] as pictured in Fig. 7.5 for the BB0S hydrogen deflagration. The amount of OH is measured
and used as a tracker for the flame position. The structure of the flame is clearly visible and this helps
to understand the driving mechanisms behind explosions. It shall be noted however that small scale
structures can not be viewed on these images as they represent an averaging of the flame over the width
of the chamber thus blurring all fine details.
(a) (b) (c) (d) (e)
Figure 7.5: LIF-OH experimental visualisation of an hydrogen flame in the BB0S configuration, (a) and (b)
show the first (bottom) and second (center) baﬄes, while (c), (d) and (e) show the obstacle
The second set of parameters are the flame speed and position, the former being extracted from the
latter. The flame position, defined as the height above the chamber bottom is measured on the experi-
mental images at the highest flame front position. The flame speed is then obtained by computing the
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position time derivative. These are some of the main parameters that need to be reproduced correctly
by the LES approach, as well as their variations when the geometry changes.
Finally, the most important parameter is the maximal overpressure reached in the domain during
the flame propagation. In safety studies and accident scenario, it is the only parameter that allows the
dimensioning of the facilities structures such that they can withstand an explosion. Two piezo-electric
sensors have been positioned in the chamber, one at the base and the other in the axis of the main
obstacle further downstream. Measurements have been gathered during two different campaigns, the
first one took place in May 2010 and consisted of 30 runs, while the second took place in June 2011 and
witnessed 20 more runs for a total of 50 experimental measurements. A set of measurements is provided




























































(c) Mean and std. dev. - Std. dev., Mean
Figure 7.6: Experimental overpressure profiles in the Masri BBBS configurations
An important factor in the experimental data is the variability of pressure measurements. Table 7.1
presents the spread in maximum overpressure values and the time to peak. It is interesting to note
that the pressure variability within a single experimental campaign is quite large with up to 5% of
standard deviation for the second campaign, thus highlighting the chaotic aspects of this experiment.
Contrary to CNG and LPG flames, hydrogen flames time to peak features very small standard deviations.
However, differences in pressure peaks between campaigns appears quite large with about 12% of standard
deviation. This indicates the high sensitivity of these semi-confined explosions, and can potentially be
explained by a slight difference in the initial energy deposition, different atmospheric conditions (humidity,
temperature, etc.). Following the approach of Prof. Masri, the different pressure measurements are time-
shifted such that they all peak at the same time, and then a mean and standard deviation can be defined
as shown in Fig. 7.6. Following Prof. Masri, the hydrogen peak time is not considered as a reliable
parameter for assessing the numerical results quality.
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May 2010 June 2011 Global Statistics
Wall Overpressure [kPa]
Mean 72.5 90.7 79.5
Std. dev. / Mean [%] 2.8 5.2 12.2
Time to peak [ms]
Mean 4.22 4.57 4.36
Std. dev. / Mean [%] 0.9 1.2 4.1
Table 7.1: Experimental variability in wall overpressure and time to peak for the BBBS configuration
7.3 Compressible turbulent combustion modelling
7.3.1 Introduction
Large Eddy Simulation is now a widely acknowledged method for the simulation of turbulent reacting
flows. The turbulent combustion model considered in this work needs to be able to simulate both lam-
inar and turbulent propagation modes of the flame in a semi-confined environment but also to be of
relative ease of implementation and to feature a reasonable cost. The Thickened Flame model (ATF,
TFLES) and the FSD approaches have both been considered in the literature for the simulation of such
cases [80, 117, 249]. Despite its limitations in accounting for curvature and preferential diffusion effects,
the FSD approach is used in this work using an algebraic closure of the source term.
Due to the very high flame speeds reached at the open end of the chamber with the hydrogen in
combination with the large overpressure recorded, a compressible code is deemed necessary to fully ac-
count for these phenomena. Additionally, the aim of this work is to investigate the possibilities of the
developed algorithms (QCMF, QCVF) to accurately capture the early stages of the flame acceleration
which could potentially lead to a detonation for larger geometries or blockage ratios. To this end, a fully
compressible shock-capturing scheme is required. However, it has now been established that classical
fully compressible shock-capturing methods would not be able to cope with a moving interface without
generating pressure oscillations and temperature spikes, therefore, algorithms presented and validated in
the previous chapters are coupled with the FSD approach to simulate these slow and fast deflagrations.
Within the FSD framework, species transport and combustion are accounted for by the progress
variable (c) transport equation which is similar in nature to the species transport equations §. 7.3.2. Two
formulations could be used when considering the progress variable transport, the first being to transport c
using an unsymmetrical formulation (Eq. 2.58) where the density would be explicitly computed using the
continuity equation, or a second symmetrical formulation (Eq. 2.57) where c and 1−c would be transported
as two progress variables with different thermodynamic properties. This is the choice retained here as the
symmetric formulation has been employed in the previous chapters for the validation of the algorithms.
7.3.2 Progress variable definition and transport equation for the progress
variable
In premixed combustion, flames are very thin with δl0 = 0.1−1[mm] which is significantly smaller than the
filter size ∆¯. In the LES context, one approach is to ignore for the most part the internal flame structure
by using a progress variable varying between c = 0 in reactants and c = 1 in products. The chemical
status of the mixture is then addressed by assuming a single step irreversible reaction between reactants
and products. Several definitions of the progress variable could be used based on the temperature, fuel
mass fraction, products mass fraction, etc. In this work, the dimensionless H2 mass fraction is used
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following,
c = 1− YH2
Y uH2
(7.1)
where YH2 is the hydrogen mass fraction and Y
u
H2
its value in the reactants.





































[ρ¯ (u˜ic− u˜ic˜)] (7.3)
The energy and momentum equations remain as presented in §. 3.7.5 and §. 3.7.2 respectively, where it
should be noted that buoyancy terms are not added due to the short residence time of the flame within
the combustion chamber (at most 9 [ms]). The source term and sub-grid scalar transport still need to be
closed as presented below for the turbulent transport and in §. 7.3.3 for the source term.
The modelling of the unresolved scalar transport is quite challenging owing to the highly non-linear
nature of this term. It also features an anisotropic behaviour which further increases the complexity of its
modelling. In turbulent premixed combustion in particular, this could be made even more complex due
to the large pressure gradients (and associated density variation) which could potentially cause counter-
gradient diffusion. However, it has been shown by Boger and Veynante [30] that in LES a large portion
of the gradient fluxes was resolved, and that a simple gradient approach for the subgrid term would be
able to recover the counter-gradient diffusion. The subgrid scalar transport thus reads,
∂
∂xi












the turbulent Schmidt number.
7.3.3 Flame Surface Density modelling
The concepts of FSD proposed in the LES framework are very similar to their RANS counterparts and
can also be derived from flamelets equations. The flame front is viewed as a collection of thin wrinkled
propagating interfaces between the products and reactants. Within the limit of high Damko¨hler number,
they can be assumed to propagate at the local laminar flame speed, and thus are considered as laminar
flamelets.
The flame front wrinkling can thus be described by the mean flame surface area per unit volume,
or flame surface density. Assuming that individual flamelets are propagating with their laminar flame




where s0l is the laminar flame speed and ρ0 is the fresh gases density.
The FSD Σ can be modelled using either a transport equations such as the one presented by Hawkes
and Cant [124], or alternatively using an algebraic model considering the balance between the production
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and destruction of FSD, as done by Boger et al. [29] based on an extensive DNS database. His model is
very similar to the BML approach in the context of RANS, and has been used with success by several





where c˜ is the filtered reaction progress variable, and LΣ is the flame wrinkling scale also calculated as
∆¯/β. The model coefficient β being either a constant or modelled based on a SGS wrinkling factor.
Several models for the SGS wrinkling factor have been proposed following either the BML or EBU ap-
proaches by Charlette et al. [58], the SGS RMS fluctuations by Angelberger et al. [9], or more complex
dynamics formulations as presented by Knikker et al. [161].
In the present work, algebraic formulations only are considered following the analysis of Boger et









Ξ∆ for infinitely thin flame front, or large enough values of
∆¯/δ0l , where Ξ∆ is the flame wrinkling factor (directly linked to the subgrid flame surface lost in the




where recalling the generalised FSD definition presented in §. 2.2.4, it can be re-written as,
Σ = |∇c| = Ξ∆|∇c| (7.9)









The model coefficient β is not universal, and is known to depend on the grid resolution, fuel, turbulence
levels, etc. From the literature, values between β = 1 and β = 2.6 has been used. However, using a
constant value for this coefficient is similar to the EBU approach which is inappropriate and known to
lead to β dependant results. To avoid such issue, several methods can be used,
◦ Choosing a constant value of β based on parametric studies on the filter width, wrinkling factor,
etc. or iterating/tuning to match experimental results.
◦ Use a dynamic of self-scalable model for the coefficient Ξ∆ using local flame and flow characteristics
to recover some of the unresolved FSD contributions
7.3.4 Modelling Ξ∆ and the fractal dimension
Fractal flame model
The flame wrinkling factor is defined by Knikker et al. [162] as the ratio of FSD and its projection in the
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where ∆¯ is the filter width usually considered as the outer cut-off scale in LES, δc is the inner cut-
off (smallest scale for the interaction of the turbulent eddies with the flame front), and D the fractal
dimension of the flame. The main assumption behind such a model for the flame wrinkling factor is that
vortices of all sizes between the inner and outer cut-off scales are contributing to the overall wrinkling of
the flame surface.
Cut-off scales
In general the outer cut-off is represented by the integral length scale which is also the size of the largest
eddies in the flow, but in LES, the filter size ∆¯ is generally used [161,162]. The selection of the inner cut-
off scale is much more debatable, as many different scales can be thought of. There are several possibilities
based on either physical or intuitive arguments. Amongst the available length scales, the predominantly
used are the Gibson scale (Gouldin [112]), the Kolmogorov scale (Peters [229]) and the laminar flame
thickness (Knikker et al. [161, 162], Wang et al. [288]). Other computations have been presented using
the inverse of surface averaged curvature of the flame (Fureby [98]). However, from experimental data,
Knikker et al. [161, 162] have identified that δc = 3δ
0
l gave good results, and as such, this length scale is
used in this work.
Fractal dimension
The last item to discuss here is the choice of the fractal dimension. In a true fractal model, this parameter
would be held constant at the flame fractal dimension, however, in the current application, it may vary
both in time and location in the flow depending on local conditions. Since the introduction of the fractal
theory by Mandelbrot, it has been widely used for various applications, and the analysis of turbulence
and combustion in particular. The underlying principle of fractal models is to identify the flame sur-
face as a fractal surface, which can not be described by any other means. Kobayashi et al. [163] have
shown that there exists a wide range of self-similar shapes and forms between the inner and outer cut-off
scales in lean premixed flames. The range of fractal dimensions found by experimental means (D = 2.37,
Gouldin [112], D = 2.35− 2.41 Sreenevasan and Meneveau [266]), mathematical analysis (Hentschel and
Procaccia [127]), and dynamic similarity approach (D = 2.37, Kerstein [152]) shows the non-uniqueness
of such dimension.
Examination of experimental flames in the late 1980’s (rod stabilised V-flame [71], rim stabilised
conical flames [216], edge stabilised oblique flames [119], wall stabilised oblique flames [62] and pulsed-
flames flow reactor [220]) by North and Santavicca [220] led to the conclusion that the fractal dimension
was increasing with turbulence intensity and inversely to the laminar flame speed (the flame is more
wrinkled). This was explained by the distortions of the flame front occurring at a rate proportional
to the turbulent velocity fluctuations u′, and the competing smoothing of the flame front at a rate
proportional to the laminar flame speed s0l . Through these combined effects, they derived an algebraic












This model has also been successfully applied within the LES framework by Fureby [98] modelling












It shall be noted that laminar and turbulent values are not uniquely defined, and are dependent on the
fuel and flow configuration. A rather wide range of values for the fractal dimension of hydrogen premixed
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flames on one hand, and of freely propagating premixed flames on the other can be found in the literature.
Chatakonda et al. [60] extracted the fractal dimension from two DNS databases of high Reynolds
number, low Damko¨hler hydrogen flames, where a lower value is found at D ≈ 2.1 and an upper value at
D ≈ 2.7 for the highest Reynolds case. Similarity arguments showed that at high Reynolds number, the
low Damko¨hler limit of the fractal dimension is 8/3 and not 7/3 as previously considered.
Kwon et al. [169] measured and simulated spherically growing hydrogen flames in turbulent flows,
where fractal dimensions were found between D = 2.0 (laminar value) and D ≈ 2.15, which is lower than
the theoretical value. This has been attributed to the limited size of the experimental apparatus thus
limiting the flame growth time. Similar experiments of outwardly propagating C3H8/air and H2/O2/N2
spherical flames have been conducted by Kwon et al. [168] that were found to be accelerating with fractal
dimensions measured between D = 2.20 and D = 2.25.
Very interesting results have been obtained by Bradley et al. [34] who found that freely propagating
premixed turbulent flames had a fractal dimension of D ≈ 2.33 which is in good agreement with the
theoretical value of 7/3. Similar values have also been found by Gostintsev et al. [111] on self turbulising
freely-propagating flames where fractal dimension were found in the range D ≈ 2.2 − 2.33. Numerical
investigations by Molkov et al. [194, 210] led to the conclusion that D = 2.33 might be an overestima-
tion of the fractal dimension of the resolved field, and a lower value should be considered and suggested
D ≈ 2.22 was suggested which is still the range proposed by Gostintsev et al. [111] for large-scale uncon-
fined explosions.
Following these results, it has been decided for the present work to use D = 2.33 for the case where
the fractal dimension is supposed constant (Boger model in Table 7.2), and Dl = 2.1, Dt = 2.33 for
both the BogerM and FurebyM models (Table 7.2), since D = 2.1 corresponds to the lowest value of the
DNS simulations at high Reynolds number, and D = 2.33 corresponds to the theoretical limit of freely
propagating premixed turbulent flames.
7.3.5 Other algebraic models of Ξ∆
Numerous algebraic models have been proposed in the literature, some of them being listed in Table 7.2,









The main drawback of this formulation of the SGS fluctuations is its sensitivity to thermal expansion
across the flame front. To remedy this, Colin et al. [66] proposed a model for u′∆ as a function of vorticity,
arguing that the obtained fluctuations will be unaffected by heat release. However, Ma et al. [191] also
argue that heat release affects vorticity transport through dilatation and baroclinic torque, thus modify-
ing the resolved vorticity. Additionally, one could obtain the fluctuations by solving a transport equation
for ksgs, the SGS turbulent kinetic energy, but this would require extra modelling, which would further
complicate the combustion modelling. Therefore, the simplest solution is retained here in the form of the
Smagorinsky model.
Some models also require an efficiency function, usually referred to as Γ, which accounts for the limited
ability of small vortices (of size smaller than ∆¯) to wrinkle the flame front. The most common are,
◦ Angelberger et al. [9]
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, b1 = 1.4 (7.20)
Adjustable constants are also used in several models, and these values are difficult to determine
a priori. User-defined constants are considered in several models, notably in the model of Boger et
al. [29, 30], Colin et al. [66], Angelberger et al. [9]. These last two authors as well as Charlette et
al. [56] derived their model based on flame stretch study from DNS simulations of a flame vortex pair
interaction [204], and express Ξ∆ as,




where for Angelberger et al. [9], a = 1, which may lead to excessively high reaction rates. Thus, it needs
to be adjusted on a simulation basis. Colin et al. [66] model a as a function of the turbulent Reynolds








which helps recovering Ξ∆ ≈ 1 + u′∆/s0l when all vortices (from
L to ηk) wrinkle the flame front as follows from Damko¨hler theory [70]. In practice, the estimation of
a global Ret in a LES simulation remains problematic as local values of integral length scale and RMS





l ) by formulating their efficiency function, referred to as Γ∆ in terms of the
energy spectrum in homogeneous turbulence using the same dataset as Colin et al. [66], and improving
at the same time the limiting behaviour.
Other authors use different correlations, but remain in spirit close to the aforementioned models
(Fureby [98], Zimont [303] where sT is approximated as a function of u
′
∆ and Da∆, Gu¨lder [120] derived
from a simplified transport equation for Ξ∆ and an equilibrium assumption, etc.).
Finally, Hawkes’ model is the most recent considered in this work. It has been presented in [126] and
aims at addressing the main shortcomings associated with other FSD models, namely their dependency to
the filter size even in the absence of changes in the resolved to unresolved scale physics (regime change).
Hawkes argues that the inner cut-off scale and fractal dimension should not depend on the filter size
but as much as possible on the physics. This models is designed with the assumption of large turbulent
intensity (large Ka number) and high-Reynolds number in mind, but also aims at asymptotically satisfy
the laminar regime and Ξ∆ = 1 in the limit of small filter size (DNS limit). The inner cut-off and fractal
dimension are both expressed as function of the Obukhov-Corrsin and Gibson length scales, while the
fractal dimension ranges D = 2.33−2.66 or D = 7/3−8/3 [60]. It has been validated a posteriori against
DNS results of a hydrogen shear-flames.
To summarise, the simplest closure considered in this work is a constant inner cut-off scale, as well
as a constant fractal dimension model. It is known to be too coarse to represent properly the range of
flame speeds and turbulence levels encountered in real flame accelerations [288], but constitutes a correct
first order approximation. The effect of a finer modelling of the combustion source term will then be
investigated in §. 8.5.5.
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Model name Reference Wrinkling factor Ξ∆
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Table 7.2: List of selected algebraic flame wrinkling factor Ξ∆ for the Flame Surface Density approach
C H A P T E R 8
Semi-confined explosions results
Since the 2000’s, the use of LES solvers on massively parallel computers considerably increased the pre-
diction capabilities of CFD, allowing the reproduction of transient reacting flows such as semi-confined
explosions [76–80, 115–118, 123, 136, 137, 156, 200, 249]. Computational studies highlighted the increased
accuracy of the LES approach over the URANS modelling by capturing the flow fine structures govern-
ing the explosions dynamics (acceleration and deceleration when the flame is interacting with obstacles,
laminar to turbulent propagation mode transition, flame wrinkling, formation of pockets, etc.) which are
necessary for an accurate prediction of the flame speed and generated overpressure.
The results presented in this chapter are building upon these previous studies. The Sydney combustion
chamber [151] is here studied using a fully-compressible low-dissipation shock-capturing LES solver relying
on the Flame Surface Density formalism for modelling the flame/turbulence interaction.
◦ In a first section, a short theoretical and one-dimensional analysis of the different wrinkling factor
models considered in this work is presented. This helps extracting trends that are used later to
explain the flame behaviour (§. 8.2.1).
◦ The application of these models to the simulation of the full three-dimensional geometry of the
combustion chamber is then presented, with an emphasis on the LES validation with direct com-
parison with available experimental data, and on the understanding of the processes governing such
flows. The quality of the presented simulations is also evaluated (§. 8.3).
◦ A study of the influence of several parameters on the flame behaviour and results reliability is
discussed (§. 8.5), while the geometry effects on the flame characteristics are also presented (§. 8.6).
8.1 Numerical set-up
This section outlines the different numerical parameters, grids, sub-models employed for the LES com-
putations of the Sydney test case in three dimensions.
8.1.1 Computational domain and grids
The computational domain is constituted by the combustion chamber of dimension 50 × 50 × 250 [mm]
and was extended in all directions by 250 [mm] to create a plenum chamber designed to avoid pressure
reflections at the boundaries. The mesh is coarsened in this region to increase the damping effect on the
pressure as visible in Fig. 8.1.
The calculations presented in the next sections have been mainly carried out on a fine grid of roughly
7× 106 cells with a characteristic size of ∆x = ∆y = ∆z = 0.5 [mm] in the chamber and then expanded
with a ratio of approximately 1.1 in all directions in the plenum. A longitudinal cut of the mesh for the
configuration BBB0 is presented in Fig. 8.1. In order to investigate the effect of grid resolution, two other
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(a) Mesh with damping plenum
(b) Zoom on the obstacles of the combustion chamber
Figure 8.1: Longitudinal cut through the fine computational grid used for the simulation of the Masri BBB0
configuration
grids have been build, with cell sizes of respectively ∆x = ∆y = ∆z = 1 [mm] and ∆x = ∆y = ∆z ≈
1.5 [mm] and with a total number of cells of respectively 1.2× 106 and 6× 105 cells.
8.1.2 Numerical and physical parameters
The LES solver employed in this study is the in-house code referred to as FlAMEnCo3D and validated in
the previous chapters, resolving the compressible Navier-Stokes equations in a fully-compressible manner
on block-structured curvilinear grids presented in Fig. 8.1. The governing equations are integrated on the
computational grid using the MUSCL5 variable reconstruction scheme and the RK2-SSP time integra-
tion scheme. The Low-Mach number correction is also applied in order to finely resolve the small scale
turbulent structures and helps in maintaining the stability of the computations when large cells are used.
Diffusion coefficients for these calculations have been taken as Sc = 0.7 and Pr = 0.7 yielding a unity
Lewis number. Turbulent parameters have also been selected at Sct = 0.7 and Prt = 0.7 following the
8.1 Numerical set-up 205
settings of Di Sarli et al. [77, 78]. The Smagorinsky constant has been set to Cs = 0.16.
The laminar flame properties for an hydrogen flame, i.e. its laminar flame speed and thermal thickness
also have to be specified as they represent the most critical parameters for the wrinkling factor modelling.
The choice of these values presents a certain complexity given the wide range of values available in the
literature. This is highlighted in §. 8.5.3. The baseline values used in this work have been extracted using
the Westbrook H2/air mechanism presented in previous chapters with a stoichiometric ratio of φ = 0.7
and Tin = 300 [K], yielding s
0
l = 1.02 [m/s] and δ
0
l = 0.35 [mm].
In this work, hydrogen flames are considered, and the following one-step irreversible equation using 4
species (H2, O2, N2, H2O) is assumed to represent the overall reaction,
2H2 +O2 + 3.76N2 → 2H2O + 3.76N2 (8.1)
As the considered mixture is lean (φ = 0.7), there is some oxygen left in the products mixture, and
the nitrogen is considered inert. In the FSD framework, species mass fractions are not given by solving
a species transport equation, but are derived based on the above reaction equation and the progress
variable definition, and yields,







YN2 = 1− Y uO2 − Y uH2 = Y uN2 (8.4)




Using the species mass fractions given by these relations, the mixture viscosity, molar mass and other
thermodynamic properties can be determined.
8.1.3 Initial and boundary conditions
Boundary conditions
As pointed during the computational grid presentation, the explosion chamber surrounding air is ac-
counted for using a plenum in the LES calculations. At the boundaries of the plenum, outflow boundary
conditions are applied. It shall be noted that given the complexity of NSCBC boundary conditions in
multi-dimensional domains, and especially in corner regions, coupling of different boundary types (wall
and outflow, etc.), etc. they have not been implemented FlAMEnCo3D. Therefore, only simple zero gradi-
ent boundary conditions are considered for the multi-dimensional simulations presented in this chapter,
hence, the outflow conditions considered here are the ones presented in §. 4.6.6.
The walls of the chamber, as well as the obstacles have been simulated using adiabatic non-slip wall
conditions which constitutes a similar settings as the other semi-confined LES analysis presented in the
literature [79,117] using similar mesh sizes. Note that this does not allow the resolution of the boundary
layers (y+ ≈ 20−80). It shall also be noted that no wall functions have been used to account for boundary
layers effects. The momentum equation turbulence modelling is purely implicit as highlighted in §. 3.7,
and the Reynolds stress tensor terms are modelled solely by the numerical diffusion of the algorithm
(ILES approach). This implies that the flow modelling close to the walls might not be optimal. Indeed, it
has been shown that ILES could successfully simulate wall-bounded flows when the boundary layer was
fully resolved (y+ ≈ 1 − 5) [86, 99, 302], but little is known on its capability of simulating wall-bounded
flows with non-resolved boundary layers and this question still leads to unresolvable controversies amongst
LES practitioners [33]. It can be estimated that an increased dissipation near walls will result from such
a modelling, which could increase pressure losses in the chamber.
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To improve the wall modelling, several options are available. The most natural would be to use a model
that takes into account local flow conditions, such as a dynamic Smagorinsky formulation, or the WALE
turbulent viscosity [90]. However, this option do have the negative effect of adding a viscous dissipation
of turbulent kinetic energy in the whole flow field. It would thus render the ILES computations too
dissipative as the current algorithms numerical dissipation has been designed to represent the natural
turbulent kinetic energy decay. However, it would improve the progress variable turbulent diffusion that
is modelled with a constant Smagorinsky model. A second option would be to resolve boundary layers
with a mesh refinement, but this would prove to be overly expensive. A third option would be to consider
that momentum dissipation is modelled with the correct order of magnitude by the ILES approach, but
that progress variable turbulent diffusion is too strong close to the walls due to the static Smagorinsky
modelling. To counteract that, one could set Cs = 0 in the cells directly in contact with walls to account
for flame quenching due to heat losses.
Initial conditions
The initial mixture initialised in the domain is similar to the experiment, and is a hydrogen/air mixture















Y uN2 = 1− Y uH2 − Y uO2 (8.8)
and Y uH2 = 0.02014, Y
u
O2
= 0.2283 and YN2 = 0.75156.
During the experiments, the mixture is put to rest for a given time such that most turbulent structures
are damped by viscosity. A quiescent velocity field is thus used in the majority of the LES simulations
of the Sydney explosion chamber presented in the literature. However, in this research work, a turbulent
background velocity has been used with velocity fluctuations u′ ≈ 0.1s0l and lt ≈ 5 [mm] or 10% of
the combustion chamber width as experimentally determined by Masri et al. [201]. Kempf et al. [150]
methodology has been used for the turbulent generation and is highlighted in Appendix C. This value
of turbulent velocity has been shown to have no effect on the flame propagation (§. 8.5.2) but is strong
enough to let the problem inherent symmetry be broken by a physical mechanism (non-symmetric flow
field) rather than by accumulated numerical errors.
Finally, the ignition process is not simulated as it involves numerous highly complex physical phenom-
ena (plasma formation, energy transfer between a plasma and a gas, shock waves generation, transfer of
energy between the laser beams and a gas, etc.). In order to avoid this complex modelling, and following
a similar procedure as Di Sarli et al. [79], Gubba et al. [117], and Quillatre [249], a small sphere of radius
5 [mm] is initialised with a unity progress variable. It has been found that this hemisphere held enough
energy to initiate the flame propagation in the chamber. This coarse modelling is not problematic for
the current simulations as it only impacts the combustion timing (§. 8.5.2) but as the experimental time
to peak is not reliable (§. 7.2.4), it is of little relevance.
8.2 One-dimensional preliminary results
The one-dimensional analysis of the different wrinkling factor models considered in this work consists
of two parts. The first one (§. 8.2.1) evaluates the theoretical behaviour of the different models when
subjected to several turbulence intensity levels. The second part (§. 8.2.2) focuses on the flame speed
obtained with these models. It shall be noted however that this one-dimensional analysis only gives an
illustration of the different models behaviours and can only be used to assess some trends. As the current
analysis is simplified, the presented results may not apply to the general case.
8.2 One-dimensional preliminary results 207
8.2.1 Theoretical behaviour of the different models for Ξ∆
This section is interested in looking at the different models responses to turbulent fluctuations changes
in the flow field. The different wrinkling factors are plotted as functions of the normalised turbulent
intensity (u′∆/s
0
l ). The laminar flame quantities are taken to be similar to the values used in the main
LES study and presented in §. 8.1 while the cell size is ∆x = 0.5 [mm]. When needed, the kinematic
viscosity has been approximated by the kinematic viscosity of air at T = 300 [K], a Kolmogorov scale of
ηk = 10
−5 [m] has been assumed, and following the experimentally measured value, lt = 5 [mm] [201].





, where it is assumed
that u′ ≈ u′∆.




l , this could also be plotted as a function of the Karlovitz
number. Indeed, by making the assumption that the laminar flame speed and thickness are independent
of the temperature and pressure (which is what has been used in the this work), the Karlovitz number is
solely a function of the turbulent intensity. Thus, it represents the main parameter of such a simulation,
and flame wrinkling factor is expected to increase from Ξ∆ = 1 at Ka = 0 (u
′
∆ = 0 [m/s]) to values that






























different SGS models - Charlette, Hawkes, Angelberger, Colin, Zimont, FurebyM,
Boger, BogerM, Gulder




l based on experimental data of Abdel-Gayed
and Bradley [2]. As turbulence intensity increases, what is referred to as a “bending effect” by Ma et




l . From models pre-
sented earlier, most of them follow the proposed trend, at the exception of Angelberger [9], Charlette [56],
Fureby [98] and Gu¨lder [121]. As presented in Ma et al. [191], it was found in a priori studies that many
of these models tend to over-predict FSD in the thin reaction zone regime, as they share a common
assumption of equilibrium between the generation and destruction of FSD, and the estimation of sd = s
0
l .
This latter assumption can prove inaccurate for the higher flame curvature encountered in the TRZ. For
this reason, the Angelberger model features an ever-increasing wrinkling factor for increasing turbulence
intensities, and no bending effect is observed. The limiting behaviour of the Charlette model at high
u′∆/s
0
l is clearly visible, as the wrinkling factor get clipped such that the inner cut-off scale is limited
to the laminar flame thickness. For the Fureby model, the limiting behaviour is build into the fractal
dimension so that the curve looks somewhat similar to the expected one. It can be seen that three
models (Angelberger, Zimont and Gulder) feature a sharp increase of the wrinkling factor at low turbu-
lence intensity, which could pose problems in the simulation of accelerating flames, as almost no laminar
propagation would be allowed with these models.
Fig. 8.3 presents a glimpse at some models behaviours when changing parameters values, namely the
Hawkes, Angelberger and Charlette models. Charlette and Hawkes models have wrinkling factor that
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depends on the kinematic viscosity. Hawkes model appears quite sensitive to the viscosity value, and
as temperature increases (and the viscosity with it, following Sutherland’s law), the wrinkling factor
value decreases noticeably (wrinkling factor decreases by 50% when the temperature increases by 500%,
i.e. a change of viscosity of 2200%). This would cause the flame computed with Hawkes model to have
shallower progress variable gradient at the tail, as for a given turbulence intensity, the reaction rate
will decrease in the higher temperature regions. Similarly, for Charlette’s model, the saturation limit is
reached faster at lower temperatures and lower wrinkling factors are found at high temperatures. Fi-
nally, following the suggestion of Ma et al. [191], the constant of the Angelberger model in front of the
efficiency function is reduced from unity to a = 0.2 such that comparable magnitudes in Ξ∆ values with





























Figure 8.3: Variation of the flame wrinkling factor Ξ∆ as a function of the normalised turbulent intensity
u′∆/s
0
l for the different SGS models - Hawkes ν = ν (300 [K]), Hawkes ν = ν (1500 [K]), Charlette
ν = ν (300 [K]), Charlette ν = ν (1500 [K]), Angelberger a = 1, Angelbeger a = 0.2
Considering the Masri test case which features long laminar growths and laminar interactions with
obstacles, the need to have a SGS model that predicts moderate wrinkling values (Ξ∆ < 4) at moderate
Karlovitz number (Ka∆ ≈ 10) encountered during the early flame/obstacles interactions is clear. From
the theoretical analysis, it can be inferred that both Zimont and Gu¨lder models would predict too large
wrinkling factors values and would be unable to capture the different laminar propagation phases. On
a similar test case but computed with the TFLES approach [249], Charlette’s model was found to yield
flame speeds that were too large compared to Colin model predictions and experimental measurements.
Even though the fuel and thus the laminar flame quantities were different, this would mean that all models
predicting larger wrinkling factors than the Charlette’s model at moderate Karlovitz number would be
over-predicting the wrinkling factor needed in the Masri test case. It was thus decided to discard both the
Zimont and Gu¨lder models in the remaining of the analysis, however the modified Angelberger (a = 0.2)
model is kept.
8.2.2 Turbulent flame speeds
Numerical set-up
In order to measure the flame speed obtained with these different models, one-dimensional flames are
computed. The set-up of this case is similar to the one considered for the one-dimensional laminar flame
calculations presented in §. 5.4.2 and uses the same code, i.e. FlAMEnCo1D. The flame propagates into
a burnable mixture of hydrogen/air with φ = 0.7, and is held in a constant position by means of a
varying inlet velocity controlled by the algorithm outlined in §. 5.4.2 using the newly developed NSCBC
conditions for the QCVF model (more details in Appendix D and §. 4.6). The numerical parameters and
models are the one presented in §. 8.1 for the different transport coefficients, laminar flame quantities, etc.
The study assumes u′ ≈ u′∆ in the whole domain, and using Eq. 7.14, the turbulent viscosity value
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is νt = Cs∆¯u
′
∆ is imposed throughout the domain. This means that the flame propagates into a frozen
turbulent field, where the turbulence intensity is independent of both space and time. As pointed out
earlier this constitutes and oversimplification of the actual three-dimensional results where the turbulent
diffusivity varies in the flame front and is far from constant in the domain.
The domain is L = 12[cm] long and discretised with Nx = 240 cells, yielding ∆x = 0.5[mm], while the
solution is computed with the QCVF method coupled with the MUSCL5 variable reconstruction scheme
and the time is integrated with the RK2-SSP technique with CFL = 0.5.
Findings
The computed flame speeds for the different models at the different turbulent intensities are presented
in Fig. 8.4. The results presented concur with the findings discussed in the previous section. At low
turbulence intensity, all models except the Boger’s model lead to sT ≈ s0l . Charlette’s model yields
consistently larger wrinkling factor than any other models up to u′∆/s
0
l ≈ 10 and thus the largest flame
speed, while Hawkes’ model yields the maximum flame speeds at very high turbulence levels, which can
be explained in part by the larger fractal dimension considered (D ≈ 8/3). The flame speed computed
with the Hawkes’ model also becomes the largest for intensity larger than u′∆/s
0
l ≈ 10, which is in good
agreement with the theoretical predictions. Except at low turbulence intensity (u′∆/s
0
l < 5), both the
Boger and BogerM models yield very similar results, which indicates that not much difference should be



































Figure 8.4: Turbulent flame speed (sT /s
0




l ) for different Ξ∆
models computed with the QCVF model and the thermally perfect EoS - Boger, BogerM, Hawkes,
Charlette, Angelberger, FurebyM
An example of progress variable profile is depicted in Fig. 8.5, where Hawkes’ model has been used.
Flame profiles get thicker as the turbulence intensity increases, which is expected behaviour. Indeed, the
progress variable turbulent diffusivity increases linearly with the turbulent intensity, while the increase
is slower for the reaction rate, leading to a thickening of the flame. It can also be remarked that as
predicted in the previous section the progress variable gradients are shallower on the products side when
using the Hawkes’ model due to the reduced value of the wrinkling factor at high temperatures.
8.3 LES validation and quality
The results presented in this section aim at validating qualitatively and as much as possible quantitatively
the current LES approach applied to explosion studies through three main criteria,
◦ Estimating characteristic explosions phenomena (overpressure, flame speed, flame shape)
◦ Reproducing geometry modifications effects on the flame propagation












Figure 8.5: Turbulent flame progress variable profile as a function of the turbulence intensity (u′∆/s
0
l ) for the
Hawkes model computed using the QCVF approach and the thermally perfect EoS - u′∆/s
0
















◦ Quantifying the LES quality
8.3.1 Characteristics of semi-confined explosions
The objective of this section is to extract and analyse the characteristic parameters and behaviour of the
simulated flames and compare it with available experimental data. To this end, results obtained on the
BBB0 configuration with the QCMF model will be analysed qualitatively in terms of flame shape and
quantitatively in terms of the flame speed and overpressure generated. The combustion model considered
in this section is the Boger model with a constant fractal dimension of D = 2.33 which, as already
pointed out, would give a coarse approximation of the different quantities. Thus the results presented in
this section are mainly indicative of the capabilities of the current LES framework and aims at validating
its behaviour. The accuracy of the results will be discussed when evaluating the performance of the
different combustion models in §. 8.5.5.
Flame shape
Fig. 8.6 (left) shows the flame propagation for the BBB0 configuration as obtained experimentally using
the LIF-OH imaging technique [123]. The obstacles have been added in post-processing by the author
to help the understanding. The corresponding LES results are shown in Fig. 8.6 (right) for similar flame
positions, where a good agreement is observed between the two sets.
During the first propagation steps, the laminar flame propagates with an hemispheric shape (not
shown here). This long initial growth controls the flame strength and shape upon interaction with the
first baﬄe. It can be noted that due to the small distance between the first baﬄe and the ignition point,
the flame still features an hemispherical shape when hitting the grid, as it did not have the time to
elongate in a finger shape.
When interacting with the first grid (noted g1 ), fingers are created through the two central obstacles,
followed quickly by two other fingers through the lateral intervals. The four fingers thus created merge
while propagating downstream towards the second baﬄe. The flame structure is still laminar at this
point, but starts to get slightly wrinkled due to the low turbulence levels encountered. Small pockets
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(a) Experimental data (b) (c) (d) (e) (f)
Figure 8.6: Flame propagation in the BBB0 configuration - (a) Experimental LIF-OH images, (b)-(f) LES
reaction rate computed with the QCMF approach, Boger model (D = 2.33) and the thermally perfect EoS -
Time intervals are similar between the LES and experimental visualisations, t0, t0 + 0.4ms, t0 + 0.8ms,
t0 + 1ms and t0 + 1.2ms
of fresh reactants can potentially form behind the obstacles, but unlike the LPG and CNG fuels where
these pockets take a long time to consume, the faster hydrogen flame consumes them relatively quickly.
The qualitative agreement between the experimental and computational results up to this point is quite
good as the different fingers and their merging are quite well reproduced by the LES.
When interacting with the second grid (noted g2 ), four fingers are created almost simultaneously
through the central strips of the grid, and due to the higher turbulence levels get quickly wrinkled. Due
to fastest flame speeds, the fingers do not have the time to completely merge before their interaction with
the third baﬄe plate (noted g3 ) in the LES, but seems to do so in the experimental results. It seems
that the LES is predicting larger flame speeds at this time, as the flame shooting through g2 expands to
occupy the full width of the channel while experimental results show that it remains relatively far from
the side walls.
The flame, which has now transitioned to a turbulent propagation mode, accelerates even more and
impacts strongly the top grid generating a large amount of turbulence in the process. The fingers gener-
ated through the six intervals do not have the time to develop and merge due to the intense turbulence.
The resulting flame front then propagates at high speed towards the exhaust of the chamber, where the
pocket of reactants pushed outside the chamber by the expanding products will be consumed.
From these visualisations, it can be seen that the different propagation phases of a flame in a semi-
confined explosion are qualitatively well reproduced, even if some differences can be observed with ex-
perimental measurements.
Speed and position of the flame
The position and speed of the flame for the BBB0 configuration predicted by the LES simulations are
compared with the experimental values in Fig. 8.7. The position of the flame is measured in the sim-
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ulations following a process similar to the experiment, i.e. the point defined by c˜ = 0.5 positioned the
furthest from the ignition point is taken as the flame front position. The speed is then simply determined












































Figure 8.7: Comparison between the experimental and computed flame speed and position for the BBB0
configuration with Boger model (D = 2.33) and the thermally perfect EoS - Experimental values, QCMF -
Greyed areas depict obstacles
Before the first obstacle, the flame propagates at an average speed of 7.5 [m/s] which is slightly higher




which in our case would give sa ≈ 6.3 [m/s]. This higher value is easily explained by the fact that even
though the flame is in a laminar propagation mode, the combustion model employed here (Boger) does
not degenerate correctly to a unity wrinkling factor at low turbulence intensity due to the constant frac-
tal dimension assumption. This means that even though the flame should be laminar, the reaction rate
given by Boger’s model corresponds to a weakly turbulent flame, and is approximately 23% higher which
corresponds almost exactly to the flame speed over-prediction. This flame would be, and actually is found
slower for the other models that degenerate correctly to the wrinkling factor laminar value, e.g. when
using Hawkes’ model, a speed of 6.5 [m/s] is found.
At the first grid, the flame acceleration is primarily due to the flow restriction caused by the strips,
but also to the weak wrinkling that increases its surface. The burning rate remains laminar in the whole
front but is applied on a larger reacting surface, thus leading to an increased overall reaction rate, and to
a increase of the propagation velocity. The flame then slows down noticeably when expanding between
grids g1 and g2 due to expansion hydrodynamics effects.
A second acceleration is observed when the flame interacts with the second grid, but as the flame is
faster when impacting the obstacle (st ≈ 30 [m/s] instead of st ≈ 10 [m/s]), the flame speed increase
resulting from the restriction is larger (∆st ≈ 20 [m/s] compared to ∆st ≈ 10 [m/s]). It shall also
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be noted that the flame speed roughly doubles every time it passes through a grid. The wakes turbu-
lence intensity keeps increasing and the total flame surface area also keeps increasing thus leading to a
flame speed increase and strong wrinkling. Using a model sensitive to turbulence (Angelberger, Hawkes,
BogerM, etc.) would also result in an increase of the wrinkling factor, as some of the flame wrinkling is
not resolved any more and needs to be modelled. The speed obtained after the second obstacle already
reaches st = 70 [m/s] compared to the st ≈ 25 [m/s] found after the first obstacle (almost multiplied by
3), and st ≈ 25 [m/s] found by Quillatre [249] for the C3H8 stoichiometric mixture.
The interaction between the flame and g3 is even stronger than with g2 as the speed of the flame
now reaches almost st ≈ 150 [m/s] after the obstacle. A very strong turbulence is also created, which
without a static combustion model (constant fractal dimension) could create an even larger acceleration
due to an increase of the local reaction rate. The deceleration after the grid is also noticeable as the flame
reaches the final volume of the chamber where it can expand without any obstruction. After this, the
flame occupies the whole chamber width and pushes the fresh gases ahead at an ever increasing speed up
to the exhaust plane, where the speed reaches st ≈ 250 [m/s].
The departure from the experimental curves are explained by the large flame speeds reached after grid
g2. Indeed, considering that the acquisition frequency of the imaging system is f = 5 [kHz], meaning
that an image is obtained every 2 × 10−4 [s], a flame propagating at st ≈ 70 [m/s] (which is a low
estimate reached after 2.3 [ms]) would have travelled d = 1.4 [cm] between two acquisitions which is
too much for a precise estimation of its speed. This is clearly visible in the last section of the domain,
where the experimental measurements do not capture the flame deceleration after the third baﬄe, while
a stabilisation of the flame speed has been captured after both g1 and g2.
Overpressure
As already pointed out, a semi-confined explosion generates a strong overpressure, which is the critical
parameter in the case of safety analysis. Fig. 8.8 presents the comparison between the measured and
computed overpressure values at the two sensor positions. The numerical results are compared with the
experimental results and the standard mean deviation after 50 experimental runs as explained in §. 7.2.4.
For both sensors, the overpressure is under predicted by the LES computation, although the timing is
correctly reproduced. The wall sensor positioned after the grids features an under-prediction of the over-
pressure by almost 50% compared to the experimental value, while the base value is under-estimated by
25%. The difference between the two values indicates that the current calculation predicted significantly
more pressure losses due to the obstacles than the experiment (−10 [kPa] for the LES and 0 [kPa] ex-

































Figure 8.8: Comparison between the experimental and computed overpressure for the BBB0 configuration -
Experimental values, QCMF LES results with Boger model (D = 2.33) and thermally perfect EoS
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This increased losses can be related in part to what has been pointed out regarding the turbulence
modelling choices of this work, especially in the near-wall regions. It was inferred that under-resolved
walls computed with ILES would lead to two effects, the first one being an over-prediction of the dissipa-
tion of turbulent kinetic energy near walls due to a boundary layer being too thick. This in turns leads to
increased pressure losses as the flame propagates towards the exhaust. A second effect, would be that as
boundary layers thickness are over-predicted, the actual blockage ratio experienced by the flame is higher
than what it should be, and this would lead to both an increase of the flame speed at the flame shoots
through grids g1 to g3 (which is observed and leads to a large expansion of the flame between g2 and
g3 ) and to an further increase of pressure losses. However, it can be noted that this only constitutes an
educated guess, and only precise measurements of the current ILES technique behaviour in non-reacting
wall-bounded flows could answer accurately to this question.
The acoustic reflections (pressure oscillations) observed experimentally after the initial peak of pres-
sure are not very well reproduced in the current calculation, both in amplitude and frequency. This does
not represent a major parameter of the simulation, but still constitutes an interesting phenomena to
capture. Several reasons could explain this, the first one being the different geometry, where in the CFD
domain a plenum has been attached to the top of the chamber, while in the experiment, the pressure
waves can also expands downward at the exhaust around the experimental rig. In our case, this is not
possible. A second reason could be linked to the plenum size too small to properly damp pressure waves,
or even to the computation which does not deal correctly with the reactants combustion outside of the
chamber, where it has been pushed by the hot expanding products. The final reason could be associated
with the domain boundaries where a zero-gradient is applied, which is known to cause pressure reflections
when the actual gradients are non negligible.
As explained in both Di Sarli et al. [78] and investigated by Quillatre [249] using a 0D code, the
pressure increase inside the chamber is due to two competing mechanisms, the combustion rate (Vcomb)
and the venting rate (Vvent). The combustion leads to an increase in pressure due to the conversion of
the dense reactants into light hot expanding products and their subsequent accumulation. On the other
hand, the fresh mixture escaping the chamber through the exhaust contributes to a decrease in pressure
by through a venting mechanism.
Following Quillatre [249], a precise volumetric analysis can be done to investigate the overpressure






where v is the velocity component normal to the exhaust section, corresponding to the y-direction in
our computations. By considering that reactants with a density ρu have been replaced by products with
a density ρb and were occupying a volume Vu =
ρb
ρu
Vb, the volumetric combustion rate can be written
as the temporal variation of the volume of gas created by the combustion within the chamber. This is
expressed as the temporal variation of the difference between the products and reactants volumes, or,
Vcomb = ∂
∂t
















where V is the chamber volume.
Based on these relations, it can be inferred that when Vcomb > Vvent, the pressure increases in the
chamber, and vice versa. Fig. 8.9 depicts for the BBB0 geometry both flow rates and the overpressure
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at the base of the chamber. The first three vertical lines indicate the times at which the flame reaches
the different grids. It is very interesting to note the coincidence between the overpressure peak and the
change of sign of Vcomb − Vvent (first dashed vertical line). After the initial pressure peak, the acoustic
oscillations are well predicted by the competition between venting and combustion rates, indicating that
the boundary conditions, or the computational domain might not be responsible for the discrepancies
observed with the experimental measurements, but the combustion model might be. These oscillations
are basically the mechanism by which the pressure in the chamber comes back to its equilibrium value
which is the far-field or atmospheric pressure. When the combustion is stronger than the venting, pressure
increases which is followed by a time during which venting rates are higher and the pressure decreases.


































Figure 8.9: Comparison between (top) flow rates Vcomb and Vvent and (bottom) overpressure at the base of the
chamber BBB0 configuration - Grids g1, g2, g3, Vcomb−Vvent = 0, Vcomb, Vvent, Base overpressure
The overpressure in the chamber can thus be explained as follows,
◦ Initially, with a relatively slow flame and a laminar structure, the generated volumes of gas are
evacuated properly through the exhaust and almost no pressure accumulation is observed
◦ The reaction rate increases dramatically when the flame reaches the obstacles (increase of flame
surface, and in general of wrinkling factor as well), while they also block the increased generated
volumes from being evacuated at the exhaust thus increasing the overpressure
◦ The time elapsed between these two phenomena explains the large overpressure generated mostly
when after the flame has reached the final obstruction and that a large amount of gas was trapped
◦ Acoustic reflections then bring the system back to an equilibrium state (Pchamber = P0) alternating
the dominated combustion and venting instances
8.3.2 Geometry modification effects
In the experimental rig designed by Prof. Masri [151], the different grids and obstacles can be removed
and added at will, such that numerous different geometrical configurations could be studied, e.g. the
impact of removing and adding grids, their position with respect to the ignition point, etc. In this case,
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only the addition of the additional obstacle on top of the three grids is considered, as a more detailed
investigation of geometrical effects is presented in §. 8.6.
Fig. 8.10 depicts the flow behaviour of both flames at similar times, while their respective positions
and speeds are presented in Fig. 8.11, as well as the overpressure at both sensors locations in Fig. 8.12.
One can remark almost identical flame developments up until the interaction with the third baﬄe. A
difference occurs at this point due to the presence of the obstacle. Contrary to the BBB0 case where the
four fingers emerging from the last grid (g3 ) almost instantaneously merged under the intense turbulence
influence, the obstacle splits the emerging fingers in two larger fingers on each sides leaving in the process
a rather large pocket of reactants trapped under it. The turbulence intensity in the wake of the main ob-
struction generates two contra-rotating vortices bringing the two larger fingers together into a single fully
turbulent flame front which resumes its propagation towards the exhaust at a very high-speed. These
vortices also help in mixing hot products with the reactants positioned at the top of the obstacle, thus
accelerating a burning that would otherwise take longer as the flame can not directly reach this region.
The burning under the obstacle and in its wake lasts after the flame has left the chamber for about
0.5 [ms] thus influencing the acoustic reflections observed later. However, the flame speed and position
seem rather similar between the two geometries despite the presence of the additional large obstruction.
This is further observed in the comparison of the computed flame velocity and position for both
geometries (Fig. 8.11 and Fig. 8.12). The two propagations are very similar as predicted by the exper-
iment, although the reasons behind the large delay between the two experimental datasets for a flame
behaviour that should be very similar are not clear and appear larger than what random chaotic per-
turbations would give. The two computed results feature similar accelerations at the obstacles, at the
exception of the sharp peak of velocity due to the presence of the main obstruction observed for the
BBBS, where a velocity of st ≈ 170 [m/s] is attained. The flame then slows down dramatically when
reaching the unobstructed part of the chamber and the BBB0 and BBBS resume a similar propagation.
It shall be noted, and this is verified here, that the obstacle main impact is not an increase in turbulence
intensity (although it also contributes to the overall turbulence), but rather to delay the venting of the
fresh gas mixture by trapping some of it thus increasing dramatically the overpressure measured exper-
imentally in the chamber from Pmax = 57[kPa] for BBB0 to Pmax = 75[kPa] for the BBBS configuration.
However, this increased overpressure due to the main obstruction is not captured by the current
combustion model, as the pressure predicted for both BBB0 and BBBS configurations by the LES com-
putations are almost similar. This can be explained by the fact that the total flame surface (Eq. 8.12)
is growing similarly in both cases as shown in Fig. 8.13 and that the reaction rate per unit surface is
similar and equal to ρ0s
0
l therefore leading to very similar volumetric production rates (Fig. 8.14). The
BBBS still features a slightly larger total flame surface corresponding to the slight increase in overpres-
sure observed in the LES results. It shall be noted, that when using a combustion model able to adapt
to the local turbulence intensity, a larger difference between the two computations would be observed as
the combustion volumetric production rate would then be different as it would be driven both by the
flame propagation increasing its surface, but also the increase in the wrinkling factor accounting for the















Pope quality criterion definition
As pointed out earlier, all simulations presented in this chapter and in the previous section in particu-
lar have been carried out using using similar grids with ∆x = ∆y = ∆z = 0.5 [mm] and cubical cells.
8.3 LES validation and quality 217
t = 0.5ms 1.0ms 1.5ms 2.0ms 2.5ms 3.0ms 3.5ms 4.0ms
Figure 8.10: Comparison between the flame structures for the (top) BBB0 and (bottom) BBBS configurations
showing the reaction rate computed with the QCMF approach, Boger model (D = 2.33) and the thermally
perfect EoS
Before drawing conclusions based on the results presented in the next section, it is of prime importance
to evaluate the results quality, and especially to estimate if the current grids are fine enough to resolve
most flow features. This can be done using different criteria, such as the Pope criterion which requires
that the resolved turbulent kinetic energy (TKE) represents between 70% and 80% of the total TKE
content of the flow. Other quality criteria applied to LES have been presented by Celik et al. [51] based
on the ratio of total diffusivity over turbulent one, or on the relation between the mesh resolution and
the Kolmogorov scale.
As pointed out, the most widely used criterion for estimating an LES calculation quality consists in
measuring the amount of resolved TKE compared to the total TKE content of the flow. In an LES
calculation, reminding the velocity decomposition presented in Eq. 2.24, the instantaneous velocity field





































Figure 8.11: Comparison between the experimental and computed (QCMF LES results with Boger model
(D = 2.33) and thermally perfect EoS) overpressure for the BBBS configuration - Experimental BBB0,












































Figure 8.12: Comparison between the experimental and computed (QCMF LES results with Boger model
(D = 2.33) and thermally perfect EoS) flame speed and position for the BBBS configuration - Experimental
BBB0, Experimental BBBS, Computed BBB0, Computed BBBS
U can be decomposed following,
U = U˜+ u′′ (t) = 〈U˜〉+ U˜′ + u′′ (t) (8.13)
where U˜ is the resolved instantaneous velocity that can be decomposed into a statistical mean 〈U˜〉 and
large scale resolved fluctuations U˜′, while u′′ (t) denotes the unresolved velocity fluctuations. The resolved












Figure 8.13: Comparison between the total flame surface computed in the BBB0 and BBBS configurations



































Figure 8.14: Comparison between (top) flow rates Vcomb and Vvent and (bottom) overpressure at the base of
the chamber BBBS configuration - Grids g1, g2, g3 and obstacle, Vcomb − Vvent = 0, Vcomb, Vvent,
Base overpressure
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Estimation of the resolved turbulent kinetic energy
In a statistically stationary flow, the estimation of the resolved TKE is a rather simple task as, in this case,
a statistical mean corresponds simply to a temporal mean (〈.〉t), which is easily obtained by averaging
the solution at numerous time instants. The resolved turbulent fluctuations U˜′ are then easily extracted
using their RMS value, extracting the mean from the resolved flow field such as,√
〈U˜′2〉t =
√
〈U˜2〉t − 〈U˜〉2t (8.17)
The challenging issue occurring in problems such as the one investigated here, is that no statistical
mean (or temporal mean) can be defined, as it varies with time. To remedy this, Di Sarli et al. [80] applied
a different procedure consisting in calculating a statistical average on a small time interval noted tˆ defined
such that it is small enough compared to the flame propagation time, but such that it is also large enough
compared to the turbulent fluctuations characteristic time. The RMS of the resolved velocity turbulent
fluctuations is thus, √
〈U˜′2〉tˆ =
√
〈U˜2〉tˆ − 〈U˜〉2tˆ (8.18)
Hence, it appears that in transient flows, defining a statistical mean is both more involved and less
soundly based than in a statistically stationary flow. However, it allows to obtain an estimation of kres
order of magnitude. When applying this technique to a methane-air propagating premixed turbulent
flame, a bin size of tˆ = 0.1 [ms] has been used such that enough samples could be used for the averaging.
In this work, a similar interval has been employed over which 100 equidistant solutions have been averaged.
It would seem that such an interval fulfil the conditions stated previously, although it has to be pointed
out that as the hydrogen flame is much faster, this averaging window might still be too large. Hall et al.
considered the window of tˆ ≈ 0.25 [ms] to post-process hydrogen experimental measurements [123].
Estimation of the SGS turbulent kinetic energy




)2 ν2sgs = C2s ∆¯2|S˜|2 (8.19)
Results
Fig. 8.15 presents the different TKEs (both resolved and unresolved), as well as the Pope criterion at the
time where the flame is fully turbulent and propagating upwards. The large TKE regions, be it resolved
or unresolved are mostly similar which is as expected, especially near the top of the chamber where most
of the turbulence is located. It can be noted that in the strongly turbulent zones, the unresolved TKE is
five times smaller than the resolved one. The high level of unresolved TKE close to the walls and grids
can be noted and is due to the absence of wall functions close to the walls. The ILES approach then
applies a non-negligible quantity of subgrid viscosity.
However, it can be observed that the simulation quality in critical zones (around the flame and in
the obstacles wakes) is globally correct with a quality criterion greater than 0.95. Close to the walls, the
quality criteria is quite low, but it does not constitute a problem as the resolved levels of TKE are very
low anyway. At the bottom of the chamber, the flow is still laminar, and as such its TKE content is
extremely low.
A last remark can be made on the plot of the resolved TKE which appears relatively blurred. This
could be explained by a averaging window (tˆ) which is too large considering the high speed of the flame
at this time. Reducing the window could lead to lower values of resolved kinetic energy as the overall
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motion of the flame (which happens at st ≈ 250 [m/s]) would not be taken into account. Despite this
potential small reduction, the quality of the LES is overall correct, even if small zones do locally feature






Figure 8.15: Resolved, Unresolved turbulent kinetic energy and Pope quality criteria for the BBB0
configuration computed with the QCMF approach, Boger model (D = 2.33) and the thermally perfect EoS -
The flame front is indicated by red isopleths
8.3.4 Conclusion
In this section, the current LES framework capabilities were investigated in the case of a small-scale
explosion chamber experimentally studied at Sydney University. This study has confirmed that the LES
is a promising tool for predicting small-scale explosions, and could be used in safety studies.
The flame speed propagation, as well as the flame position have been correctly estimated. Although
the present approach using Boger’s model (D = 2.33) which is the simplest of the available models does
not allow the flame to propagate at its laminar speed in a laminar flow due to the constant fractal di-
mension applied, the laminar propagation, as well as the transition towards a turbulent burning mode
have been qualitatively well reproduced but less so quantitatively. The flame speed at early time was
found to be slightly too large owing to the coarse approximation employed with the Boger’s model, but
the overall agreement is encouraging.
However, computed overpressures were not quantitatively well predicted, although the timing of the
flame and the overall overpressure profiles are in fair agreement with the experimental values. Under-
predictions of about 25% and 40% have been found for the base and wall sensors respectively in the
BBB0 configurations and about 40% and 55% for the base and pressure sensors respectively in the BBBS
configuration. These large differences have been attributed to the inability of the current combustion
model (Boger with constant fractal dimension) to account for a local increases of the turbulent intensity,
and therefore of the unresolved flame surface and subsequent increase in reaction rate. It shall also be
noted that pressure losses due to an inaccurate wall modelling approach are also responsible for these
underestimations.
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Finally, it is worth highlighting the importance of accurately capturing the early laminar flame prop-
agation such that turbulence generated by the reactants being pushed out of the chamber has the correct
intensity. It also has a significant effect when the flame front interacts with the first grid, as this first
velocity increase drives the transition from a laminar to a turbulent propagation mode. Hence, the rel-
evance of the long initial laminar flame can not be under-estimated as it plays a very important role in
controlling the flame behaviour and generated overpressure. This is why a SGS wrinkling factor model
accounting for the laminar flame propagation is of paramount importance for the simulation of such flows.
8.4 Influence of the equation set and thermodynamic properties
In this section, the results obtained with the different flow models developed and validated in the previous
chapters (QCVF and QCMF) will be briefly presented, before a discussion of the effects of the specific
heat ratio on the explosion behaviour is presented. It shall be noted that computations presented in this
section have all been run on the fine grid and using the Boger’s wrinkling model with D = 2.33. The
numerical parameters are similar to those presented in §. 8.1, only the flow model (§. 8.4.1) or the EoS
(§. 8.4.2) considered changes.
8.4.1 Effect of the model (QCMF, QCVF)
The baseline case (BBB0 with Boger model, D = 2.33 and the thermally perfect EoS) has been computed
using both the QCVF and QCMF approaches in order to assess the modelling approach influence. Results
obtained with the two models in terms of flame structure, speed, position and overpressure are depicted
in Figs. 8.16 to 8.18.
Differences obtained between the two models are extremely subtle and seem to result from the long-
time accumulation of small differences. Indeed, it is not before the flame has almost reached the third
baﬄe that slight differences between the QCVF and QCMF predictions become visible. The QCVF
appears marginally faster by about 2% which does not represent a significant difference. This agrees well
with one-dimensional FSD results where the QCVF was found very marginally faster than the QCMF
(st (QCV F ) = 1.54 [m/s] and st (QCMF ) = 1.53 [m/s]). Similarly, peak overpressures observed are
extremely similar both in magnitude and timing, the only difference residing in the late time acoustic
reflections where the QCVF predicts a larger amplitude which is in agreement with the slightly faster
flame observed leading to a larger venting rate, and thus a larger pressure drop when the combustion
venting rate decreases.
Both models have been shown to provide a good agreement with experimental results, but more
importantly between themselves thus showing the consistency of the new approach derived in this research.
This also indicates that the assumptions made in §. 3.7.4 do not seem to have a negative impact on the
solution and constitute an acceptable first-order solution. This would of course require further validation
in different flame configurations (jet flames, etc.).
8.4.2 Influence of the specific heat ratio
Similarly to the previous chapters, the impact of using a value of γ constant in both space and time such
that a FCMF-type approach could be used is discussed in this section. It has previously been shown
that in the case of laminar flames, a constant γ value could not accurately predict both the flame speed
and temperature, but in the case of FSD models, the laminar flame speed is controlled by the user, so it
appears a priori, that finding the value of γ matching the correct flame temperature would be sufficient
to correctly capture the flame dynamics.
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(a) t = 1.0ms (b) t = 2.0ms (c) t = 3.0ms (d) t = 4.0ms
Figure 8.16: Comparison between the flame structures for the (left) QCMF and (right) QCVF models for the






































Figure 8.17: Comparison between the experimental, QCMF and QCVF (LES results with Boger model
(D = 2.33) and thermally perfect EoS) overpressure for the BBB0 configuration - Experimental BBB0,
QCVF, QCMF
The products temperature can be simply estimated by considering that combustion is a constant
total-enthalpy process, and thus,
hb +∆h
0
b = hu +∆h
0
u (8.20)
where hu = CpuTu and hb = CpbTb. By remembering that to enforce a specified γ value for each species,
the heat capacities at constant pressure are computed as,
Cpk =
γtRk
γt − 1 (8.21)
where γt is the target value defined by the user. From this, and having γu = γb = γ, the products












































Figure 8.18: Comparison between the experimental, QCMF and QCVF (LES results with Boger model
(D = 2.33) and thermally perfect EoS) flame position and speed for the BBB0 configuration - Experimental
BBB0, QCVF, QCMF






) γ − 1
γRb (8.22)
which, using the properties of both reactant and product mixtures for an hydrogen flame at φ = 0.7 leads















Figure 8.19: Product temperature as a function of the specific heat ratio for an hydrogen mixture with φ = 0.7
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For thermally perfect simulations, we have respectively γu = 1.40 and γb = 1.26 and Tb = 2036 [K]
corresponding to the adiabatic flame temperature of an hydrogen flame under this stoichiometric ratio. To




= 1.33, γ3 = 1.35 and γ4 = 1.4.
Fig. 8.20 depicts the results obtained using different values of γ at similar times compared to the
base sensor time-to-peak. The first observation is that all flame structures look very similar especially
at t = tpeak − 1 [ms] which is still within the laminar propagation. At later times, the different flame
structures start to diverge due to the turbulent background, but also the different speeds reached. The
second observation matches the expected behaviour, which is that flames at low value of γ have a low
temperature, while higher γ leads to higher temperatures. By looking at the flame behaviour in Fig. 8.21,
it can be seen that higher flame temperatures lead to higher flame speeds. This could appear surprising
as temperature does not directly affect the reaction rate within the FSD framework, and the reaction
source term remains constant for all computations. However, by recalling the propagation speed of an
spherical flame definition, it can be seen that when the products temperature increases, and their density
decreases, the expansion ratio (ρu/ρb) increases leading to higher flame propagation speed at early stages.
This over-estimation during the early stages of the propagation as already been highlighted as one of the
key parameter controlling the overall flame dynamics. It can also be observed the pressure time-to-peak
time is monotonically decreasing with the increase of γ.
(a) γ =
1.3 (tpeak = 4.3ms)
(b) γ =
1.33 (tpeak = 4.0ms)
(c) γ =
1.35 (tpeak = 3.9ms)
(d) γ =
1.4 (tpeak = 3.7ms)
Figure 8.20: Comparison between the flame structures for different γ values with (left) t = tPeak − 1ms and
(right) tPeak = t (P = Pmax) ms showing the temperature contours for configurations BBB0 computed with the
Boger model (D = 2.33) - Time in brackets refer to the peak time
Further looking at the volumetric reaction rate definition (which governs the flame overpressure), it
can be seen that it appears inversely proportional to the hot products density. Thus, a temperature
increase implies a larger volumetric reaction rate and a larger expansion of the hot gases, thereby in-
creasing the flame speed. This is illustrated in Fig. 8.22, where a decrease of the γ value by 8% leads to
a reduction of the maximum combustion rate of roughly 0.4 [m3/s], or approximately 35 % of its value.
A decrease in the value of γ by 8% leads to a delay in peak pressure of ∆t = 0.8 [ms] (or 20 % of
its value) which is rather large and indicates a lower flame velocity, but also induces a 40% reduction
of the maximum overpressure. This is far larger than the experimental uncertainty of 12% measured
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for the full dataset and indicates that accurately predicting the flame kinematic (laminar flame speed s0l
and turbulent flame speed) is not enough and that a good prediction of the products thermodynamic
properties is also extremely important. In this perfectly premixed case, the error is already quite large,
but it could become even larger in partial premixing (e.g. explosion occurring during a gas leak), where
reactants and products properties would also change depending on the level of premixing.
It can eventually be noted that when employing a value of γ corresponding approximately to the
arithmetic mean between the reactants and products values, a reasonable agreement with the thermally
perfect case can be obtained with an over-prediction of the peak pressure of approximately 4 [kPa] (less
than 10 %) which is within the experimental variability limit. This is rather reassuring as it shows that
by careful adjusting the value of γ, accurate results would still be obtained when using FCMF-type




















































(c) Position and speed
Figure 8.21: Flame properties as a function of the heat capacity ratio computed with the QCMF (LES results
with Boger model (D = 2.33) and calorically perfect EoS) for the BBB0 configuration - Experimental BBB0,
γ = γ (c, T ), γ = 1.3, γ = 1.33, γ = 1.35, γ = 1.4
8.5 LES uncertainty sources
The overpressure prediction for safety applications without knowledge about the results accuracy and
reliability would be rather useless and quite dangerous. It is therefore important to investigate the
different source of uncertainty in the input parameters and to evaluate their impact on the numerical
results. The influence of several parameters on the flame propagation characteristics computed on the
BBB0 geometry are presented in this section. The numerical parameters are presented first (reconstruc-
tion scheme), followed by the initial conditions (initial kernel radius and turbulent background), input


















Figure 8.22: Volume created by the combustion process as a function of the specific heat ratio for the BBB0
configuration computed with the LES QCMF with Boger model (D = 2.33) and the calorically perfect EoS -
γ = γ (c, T ), γ = 1.3, γ = 1.33, γ = 1.35, γ = 1.4
parameters (laminar flame speed and Smagorinsky constant), and finally the wrinkling factor models.
8.5.1 Influence of the numerical schemes
Three reconstruction schemes are implemented in FlAMEnCo3D, with the MUSCL5 featuring a 5th or-
der accurate reconstruction of the variables at cell edges which is the one that has been used up to
now, a second-order scheme, MinMod2 with degraded diffusive properties and finally a first-order scheme
which strongly smears any discontinuities. The numerical scheme influence on the solution is depicted in
Fig. 8.23 where both the MUSCL5 and MinMod have been considered, the Upwind1 being too diffusive
to lead to any meaningful results.
Reducing the scheme order of accuracy is known to increase the amount of numerical diffusion which
directly impacts the results. If the flame speed estimation does not vary significantly, especially during
the final phase of the propagation, the velocity increase during the interaction with the obstacle g2 is
greater with MinMod2 by about 20 [m/s]. This is compatible with observations made during the one-
dimensional FSD analysis, where lowering the scheme order of accuracy resulted in a higher flame speeds.
This is mainly explained Eq. 2.4 where it is clear that flame speed is proportional to the actual diffusion
(physical plus numerical) coefficient, and thus increases when numerical diffusion increases. The time to
peak thus reduces when employing lower-order schemes by about 0.5 [ms] (or 12.5 % which is about ten
times greater than the experimental variability). Besides, the added dissipation of the MinMod2 scheme
clearly reduces the peak overpressure magnitude by about 16% which is larger than the experimental
error, and thus not acceptable. The overall pressure losses are greater for low-order schemes, but pres-
sure losses occurring between g1 and g3 do not seems to increase compared to results obtained with
the MUSCL5. Indeed, both MinMod2 peaks (base and wall) underestimate the MUSCL5 predictions by
about 16 , showing that additional losses are due mainly to pressure waves being smeared during their
propagation, and not to additional dissipation stemming from walls. This highlights the relevance of
using low-dissipation high-order schemes.
Finally, it can be noted that results dependency to the numerical scheme considered depends strongly
on the grid considered. A finer grid would results in smaller differences between the different schemes as
the overall numerical dissipation would be reduced.




















































(c) Position and speed
Figure 8.23: Influence of the numerical schemes employed (QCMF LES results with Boger model (D = 2.33)
and thermally perfect EoS) on the flame characteristics for the BBB0 configuration - Experimental BBB0,
MUSCL5, MinMod2
8.5.2 Influence of the initial conditions
One potential source of errors when reproducing numerically experimental results is the slight differences
existing between the computational and experimental initial conditions. Two key parameters have been
identified here that are the initial turbulent intensity and initial kernel radius. Indeed, even though a
delay is experimentally applied between the filling of the chamber and the ignition, non-quantified tur-
bulence could still remain and influence the flame propagation. Secondly, the actual ignition process is
a highly multi-scale multi-physics phenomenon including energy transfer between laser beams and gases,
plasma formation and subsequent transfer of its energy to the surrounding flow, etc. As the modelling of
such phenomena is beyond the current analysis, an initial patch of hot products was initialised and let
to develop. The way ignition is modelled here could have a large impact of the solution.
Several turbulent intensities have been considered using an initial turbulent velocity field generated
using the method presented in Appendix C with an integral length scale of lt = 5 [mm] according to the
experimental values of Hall [123] and u′/s0l ranging from 0 to 0.16. Flame propagations resulting from
these perturbed flow fields are visible in Fig. 8.24. The clear conclusion coming from these results is
the absence of effect of the initial turbulence on the solution (overpressure changes by 0.05%), at least
within the range of fluctuating velocities investigated. This also confirms that the flame transition to a
turbulent burning regime actually comes from a self-generated turbulence and not due to a pre-existing
one. One reason behind the negligible effect of the initial turbulence could be explained by both the
damping effect of travelling pressure waves into a perturbed velocity field, and the time required for the
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(c) Position and speed
Figure 8.24: Influence of the initial turbulence intensity (QCMF LES results with Boger model (D = 2.33)
and thermally perfect EoS) on the flame characteristics for the BBB0 configuration - Experimental BBB0,
u′ = 0m/s, u′ = 0.02s0l , u
′ = 0.04s0l , u
′ = 0.08s0l , u
′ = 0.16s0l
Three initial radius have been simulated, with R = 4, 5, 6 [mm] and the results are depicted in
Fig. 8.25. The impact of the initial kernel size is clearly visible here, but only affects the timing of the
propagation, as the delay between two consecutive peaks is about ∆t ≈ 0.16 [m/s] corresponding to the
time taken by a spherical flame propagating at st ≈ 7.5 [m/s] to burn over a distance of 1 [mm]. As the
flame is initially laminar, the initial size of the kernel is not relevant, and the overpressure peak remains
constant. Other authors studied the influence of initialising the patch with different shapes [3] and arrived
to similar conclusions. The initial size thus only affects the timing of the explosion, highlighting even
further how weakly relevant the time-to-peak parameter is in this type of calculations, where changing
the initial size could be enough to match experimental results.
8.5.3 Influence of the laminar flame speed
The laminar flame speed, even for well referenced fuels is only known with a non-negligible error margin,
as shown in Glassman and Yetter [108] where the hydrogen flame speed for a stoichiometric ratio of
φ = 0.7 is given between 1.02 [m/s] and 1.22 [m/s] thus featuring a 20% spread, while hydrogen is a very
well documented compound.
In this case, it has been decided to use an additional wrinkling model in addition to the Boger one
where an increase of the laminar flame speed simply results in an increase of the source term by a sim-




















































(c) Position and speed
Figure 8.25: Influence of the initial kernel radius (QCMF LES results with Boger model (D = 2.33) and
thermally perfect EoS) on the flame characteristics for the BBB0 configuration - Experimental BBB0,
R = 4mm, R = 5mm, R = 6mm
ilar amount. Instead, a model where the laminar flame speed is explicitly needed in the evaluation of
the wrinkling coefficients presents a more interesting test as it varies non-linearly with laminar speed
changes. For this reason, Hawkes’ model has also been considered as the laminar flame speed is needed
in the estimation of both the inner cut-off and reduced fractal dimension.
The extrema of the laminar flame speed range presented by Glassman and Yetter [108] are considered
here. The results obtained for both laminar flame speed values are visible in Fig. 8.26, and feature the
expected trend. When the laminar flame speed increases, the overall flame propagation speed increases,
the flame residence time decreases and the overpressure peak magnitude also becomes larger. If the
time-shift is neglected, both Hawkes and Boger’s models using s0l = 1.22 [m/s] give errors compared to
experimental measurements that are smaller than the experimental variability. The base pressure increase
is 6 [kPa] with Hawkes model (≈ 10%) and 8 [kPa] with Boger model (≈ 15%) compared to results ob-
tained with s0l = 1.02 [m/s]. Flame speeds feature similar increases with ∆st = 10[m/s] when interacting
with grid g1 and ∆st = 15[m/s] with grid g2 between the smallest and largest laminar flame speed cases.
This sensitivity to the laminar flame speed value is worrying as contrary to model uncertainties (which
can be addressed with better models, etc.), numerical scheme uncertainties (e.g. variables reconstruc-
tion), and initial conditions differences (appeared negligible in this case), this uncertainty seems difficult
to reduce or even estimate. This is further emphasised by the fact that it still remains a challenge
nowadays to obtain accurate and consistent measurements of laminar flame speed values even for well
defined mixtures. Additionally, characterising the exact mixture that is going to explode in an accident
8.5 LES uncertainty sources 231
scenario is impossible, and as such a correct estimation of its laminar flame speed is also impossible. A
sensitivity analysis is therefore required on this parameter whenever evaluating the actual safety bounds




















































(c) Position and speed
Figure 8.26: Influence of the laminar flame speed value (QCMF LES results with Hawkes model and thermally
perfect EoS) on the flame characteristics for the BBB0 configuration - Experimental BBB0, Boger
s0l = 1.02m/s, Boger s
0
l = 1.22m/s, Hawkes s
0
l = 1.02m/s, Hawkes s
0
l = 1.22m/s
8.5.4 Influence of the turbulence modelling
Three parameters have been used in this work to account for turbulence effects on the flow field, with
respectively the turbulent Schmidt number, the turbulent Prandtl number and the Smagorinsky constant
considered uniform in both space and time. The influence of the two first parameters is not discussed here
as they are similar to what was used in numerous other publications of semi-confined explosions [3,79,116]
for both methane and hydrogen flames. On the other hand, the Smagorinsky constant is far from being
uniquely defined, and its value depends on the grid size, distance to the walls, type of flow, etc. which are
usually accounted for by using a Germano-like methodology to estimate it locally (dynamic approach),
which has not been considered in this work.
However, results obtained in this section should not be over-interpreted. The Smagorinsky model
describes the sub-grid scalar diffusion and features a linear dependence to Cs values, while Ξ∆ will usu-
ally feature a non-linear dependency on Cs through the definition of u
′
∆ (Eq. 7.14). Changing the value
of Cs can thus significantly alter results, and the use of a dynamic model further complicates things as
Cs becomes a local value. Other models for u
′
∆ also lead to different predictions, and it is known that
using a transport equation for ksgs usually results in lower values of u
′
∆ [98]. Additionally, the constant
Cs is responsible for the determination of both the turbulent diffusion and reaction term (except in the
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case of Boger’s model, where the source term value is independent of the local turbulence intensity).
By doubling the constant, the sub-grid fluctuations magnitude also doubles while the turbulent viscosity
(and diffusivity) quadruples which is very large, meaning that the simulation will be highly sensitive to
the value of this parameter.
For reasons similar to what as pointed out in the laminar flame speed influence study, the Hawkes’
model is considered here in addition to the Boger’s one. Apart from the baseline value of Cs = 0.16, both
bounds of the range usually encountered for this constant are considered here, i.e. Cs = 0.1 and Cs = 0.2,
although values as low as Cs = 0.05 have been used [191]. The results obtained for Boger’s model are
presented in Fig. 8.27 and in Fig. 8.28 for the Hawkes’ model. The large impact of Cs values on the re-




















































(c) Position and speed
Figure 8.27: Influence of the Smagorinsky constant value (QCMF LES results with Boger model (D = 2.33)
and thermally perfect EoS) on the flame characteristics for the BBB0 configuration - Experimental BBB0,
Cs = 0.10, Cs = 0.16
In the case of Boger’s model, the diffusion only is impacted by a change in turbulence intensity, and
its level is (very) low at early times. The laminar phase is quite properly captured for both values of the
coefficient, with a longer laminar zone in the case of the smaller value (about 1 [ms] longer or 25 % of
time-to-peak). When the flame transitions to a turbulent propagation mode, turbulence intensity levels
increase and the turbulent diffusivity with it, but at this point, the main driver to the flame speed is the
action of the hot expanding products pushing the flame downstream, in addition to the flame surface
increase due to its wrinkling around obstacles. Changes in turbulent diffusivity are thus less significant
leading to a relatively limited difference of 5 [kPa] (about 15%) between the two overpressure peaks. The
smaller turbulent diffusion coefficient obtained with the small Cs value also leads to a slower flame, as
diffusion remains the main mechanism driving premixed flame propagation.




















































(c) Position and speed
Figure 8.28: Influence of the Smagorinsky constant value (QCMF LES results with Hawkes model and
thermally perfect EoS) on the flame characteristics for the BBB0 configuration - Experimental BBB0,
Cs = 0.10, Cs = 0.16, Cs = 0.2
Hawkes’ model on the other hand features much larger solution changes when the value of the con-
stant evolves. Apart from the diffusivity changes, by referring to Fig. 8.2 it can be seen that either
an overestimation or an underestimation of the turbulence intensity by a fourfold factor have dramatic
consequences on the value of Ξ∆ and consequently on the flame speed predicted. This is especially true in




l ≈ 10, thus featuring the largest laminar
propagation region of all models considered. The peak time increases by roughly 2 [ms] (50% of the time-
to-peak) between the lowest and highest values of the constant, indicating a prolonged laminar burning
mode when the constant is small, similarly to what was observed with Boger’s model, and much more
intense burning when the constant increases. Consequently, overpressures predicted nearly double when
the Smagorinsky constant doubles as well. This sensitivity of the model to the Smagorinsky constant
needs to be accounted for when defining the constant to be used. A potential solution to this problem
resides in its dynamic calculation. This also raises additional issues such as the averaging volume, test
filtering size, etc.
8.5.5 Influence of the wrinkling factor modelling
The different wrinkling models presented in Table 7.2 are used for the computation of the BBB0 case in
order to test their influence on the solution. According to the theoretical analysis presented at the be-
ginning of the chapter (§. 8.2.1), some differences should be visible. It can be speculated that Charlette’s
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model will lead to the fastest flame as it features the steepest slope of sT /s
0
l as a function of Ξ∆. On the
other hand, Hawkes’ model should initially be the slowest but once a certain turbulence level is reached,
it should accelerate faster than the others.
The flame characteristics computed with the different models are presented in Fig. 8.29, while reaction
rates contours are presented at four different time instants for each model, during the interaction with
the first baﬄe (Fig. 8.30), during the interaction with the second baﬄe (Fig. 8.31), during the interaction
with the third one (Fig. 8.32) and finally when the flame has reached halfway the distance between the
last baﬄe and the chamber exhaust (Fig. 8.33).
The first observation from the evolution curves, is that even though a large spread is found between
the different models predictions, the delay between the peak overpressures obtained for the fastest model
(Charlette) and the slowest (Hawkes) is rather large, of the order of ∆t = 1.2 [ms] (or approximately
30 % of the time-to-peak), but comparable with the effect of doubling the Smagorinsky constant from
Cs = 0.1 to Cs = 0.2 (Fig. 8.27). The overpressure peaks magnitude as well as the first pressure acoustic
reflection are well captured by the Angelberger, Charlette, FurebyM and Hawkes’ model, i.e. all the
models featuring a large range of turbulent flame speed. A rapid look at the reaction rate distributions
for the different models highlights the striking similarity between the different flame structures (Figs. 8.30
to 8.33). It seems that no matter what the reaction rate is, the flame will feature the same structure,
albeit at different times. Late times behaviours are not completely similar, as the formation of reactants
pockets trapped by obstacles differ slightly from one model to the other. Angelberger and Hawkes’ solu-
tions both feature a “three-head” flame front at late times, with two small structures close to the walls
and one large at the center, while the other model appear to have a more usual structure with a main
flame front at the centre of the channel. This could be explained by a larger flame speed when interacting
with g2 leading to a larger expansion and folding of the flame front between g2 and g3, and the formation
of fingers close to the wall that do not have the time to merge with the main front.
The observations are thus as follows,
◦ Charlette’s model predicts the fastest flame with a base time-to-peak of about 3.2[ms] while the ex-
periment predicts about 4 [ms]. However, the overpressure is well predicted with an over-prediction
of the pressure by only 8 [kPa], which is smaller than the experimental variability. The reasons
behind this are visible on Fig. 8.30 where it can be seen that the reaction rate predicted by this
model is already behaving similarly to a turbulent flow with high wrinkling factor values in the
fingertips, while other models still predict wrinkled laminar flame elements. At the second baﬄe
plate, most of the flame front is not laminar any more. This indicates that the transition to the
turbulent propagation regime is not well predicted by this model, but thanks to the clipping of the
wrinkling factor at high turbulent intensities, the flame propagation speed does not increases too
much.
◦ The two Boger’s models (Boger and BogerM) do predict very similar overpressures and base time-
to-peak as well as overpressure peaks with respectively 43[kPa] at 4[ms] and 42[kPa] at 4.2[ms]. It
seems normal for the BogerM to yield a delayed peak that is also slightly weaker, as contrary to the
Boger’s model, a laminar phase is accounted for. Nevertheless, the under-prediction of the pressure
is about 15 [kPa] which put these models predictions outside of the experimental variability range.
◦ Angelberger, Hawkes and FurebyM lead to very similar peak pressures with respectively 57 [kPa],
56 [kPa] and 57 [kPa] which is well within the experimental variability. The reasons behind these
correct predictions are made clear when looking at the reaction rate fields. The flame structure
remains laminar with small reaction rate (comparable to laminar value) up until the flame reaches
g2. It is only when the flame reaches the second baﬄe that reaction rates are increasing under
turbulence influence. At the third baﬄe, fully turbulent fingers are observed for the three models
while the flame structure at the bottom remains laminar at it get closer to the walls. When the
flame finally reaches the unobstructed end of the chamber, its flame front is fully turbulent and
regions of high activity can be observed.
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From these observations, it is clear that all the models are able to capture to some extent all phases
of the flame propagation, from the short spherical growth to the elongation in fingers through grids. The
merging of the different fingers also seems to happen in a similar fashion for all models given the very
similar flame structure observed during the final flame acceleration. It shall also be stressed that the
observed performance of the different models results from a combined interaction of several sub-models
(FSD, SGS scalar fluxes, ILES estimated SGS stresses, etc.) and it may not be possible to identify the
sole performance of the FSD model. For these reasons, great care should be taken when generalising the
current results.
8.6 Influence of the geometry on the explosions characteristics
Following the classification established by Gubba et al. [117], the different investigated geometries can be
sorted in four families,
◦ Family 1 (00BS, 0BBS, BBBS) : The number of baﬄes increases progressively from the main obstacle
◦ Family 2 (BBBS, BB0S, B00S) : The number of baﬄes increases closer from the ignition end
◦ Family 3 (0BBS, B0BS, BB0S) : Two baﬄes positioned at different positions in the chamber
◦ Family 4 (00BS, 0B0S, B00S) : Only one baﬄe is positioned in the chamber at different positions
All of these configurations have been computed with the Hawkes’ model, and some with the FurebyM
model, which have been found to lead to the best results in the previous section.
The overall agreement is generally good, with a tendency of the Hawkes’ model to always under-
predict the overpressure. The largest under-prediction occurs for configuration with long laminar flame
indicating that the Hawkes’ model might not transition fast enough to turbulent burning regimes. Indeed,
in the cases with numerous obstacles (BBBS, BB0S, B00S) especially placed close to the ignition, the
model gives good predictions.
This behaviour is clearly illustrated in the Family 1 (Fig. 8.34) where obstacles are progressively
approaching the ignition zone leading to prediction that get better and better. Similarly, Family 2 with
always an obstacle close to ignition performs very well.




















































(c) Position and speed
Figure 8.29: Influence of the subgrid model (QCMF LES results with thermally perfect EoS) on the flame
characteristics for the BBB0 configuration - Experimental BBB0, Boger, Angelberger, BogerM,
Charlette, FurebyM, Hawkes
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(t = 1.5ms) (1.6) (1.6) (1.4) (1.6) (1.8)
Figure 8.30: Comparison between the flame structures for the different wrinkling models on the BBB0
configurations showing the reaction rate computed with the QCMF approach and the thermally perfect EoS at
the time of the interaction with the first baﬄe - Real time in ms indicated in brackets - (left) to (right) Boger,
Angelberger, BogerM, Charlette, FurebyM and Hawkes
(2.8) (3.1) (3.0) (2.5) (3.0) (3.4)
Figure 8.31: Comparison between the flame structures for the different wrinkling models on the BBB0
configurations showing the reaction rate computed with the QCMF approach and the thermally perfect EoS at
the time of the interaction with the second baﬄe - Real time in ms indicated in brackets - (left) to (right) Boger,
Angelberger, BogerM, Charlette, FurebyM and Hawkes
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(3.3) (3.6) (3.5) (2.8) (3.4) (3.8)
Figure 8.32: Comparison between the flame structures for the different wrinkling models on the BBB0
configurations showing the reaction rate computed with the QCMF approach and the thermally perfect EoS at
the time of the interaction with the third baﬄe - Real time in ms indicated in brackets - (left) to (right) Boger,
Angelberger, BogerM, Charlette, FurebyM and Hawkes
(3.9) (4.2) (4.1) (3.4) (4.0) (4.5)
Figure 8.33: Comparison between the flame structures for the different wrinkling models on the BBB0
configurations showing the reaction rate computed with the QCMF approach and the thermally perfect EoS
after interaction with all grids - Real time in ms indicated in brackets - (left) to (right) Boger, Angelberger,
BogerM, Charlette, FurebyM and Hawkes
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(c) Position and speed
Figure 8.34: Influence of the geometry (QCMF LES results with thermally perfect EoS) on the flame
characteristics for the Family 1 - Experimental, Hawkes, FurebyM
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Figure 8.35: Influence of the geometry (QCMF LES results with thermally perfect EoS) on the flame
characteristics for the Family 2 - Experimental, Hawkes, FurebyM
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(c) Position and speed
Figure 8.36: Influence of the geometry (QCMF LES results with thermally perfect EoS) on the flame
characteristics for the Family 3 - Experimental, Hawkes, FurebyM
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Figure 8.37: Influence of the geometry (QCMF LES results with thermally perfect EoS) on the flame
characteristics for the Family 4 - Experimental, Hawkes, FurebyM
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8.7 Conclusion
A theoretical review of the different flame wrinkling models considered in this work has been presented,
highlighting their responses under the influence of turbulence. It was found that all models except the
constant fractal dimension one (Boger) were correctly recovering a unity wrinkling factor for negligi-
ble turbulence intensity levels. As it increases, it was found that Charlette’s model would predict the
fastest transition towards a fully turbulent burning mode, albeit limited by a clipping of the wrinkling
factor value at high turbulent intensities, while the constant fractal dimension model would not present
any response to the changes in turbulence intensities. On the other hand, Hawkes’ model was found
to have the shallowest increase of wrinkling factor at low turbulence intensity, but the largest values
at high intensities due to the upper fractal dimension value of 8/3 compared to the usually considered
7/3. The other models were found between these two extremes. These considerations were validated
using one-dimensional simulations where the flame speed were measured for flames propagating in frozen
turbulence. The model response to a change of the physical coefficient (laminar viscosity value) was also
presented, as some of them rely on the value of viscosity which changes sixfold between the reactants
and products. It was found that at high temperatures, the transition from laminar to turbulent propa-
gation mode of the flame would occur at larger intensities that in cold flows, but also that the value of
the wrinkling factor would be dramatically reduced in the Hawkes’ model, by a factor or approximately 4.
The constant fractal dimension model (Boger) was then used to assess the quality and validity of
the LES simulations. The agreement between the experimental visualisations and LES results for the
propagating flame in the obstacle filled chamber was found to be very good, with a qualitatively correct
prediction of all the characteristic propagation modes, such as an initial spherical laminar propagation,
elongation of the laminar flame front as it passes through the obstacles, merging of the fingers thus cre-
ated, and subsequent wrinkling of the flame front under the influence of turbulence, before a transition
to a fully turbulent flame front. The speed and position of the flame were also measured numerically
and compared with experimentally obtained data where a correct agreement was found. The flame
accelerations as it passes through the obstacles were well reproduced and the final speed of the flame
was found to match fairly well with experimental measurements. However, due to the very fast flames
(final speeds close to 300 [m/s], experimental measurements of flame speed and positions suffer from
quite large inaccuracies. The pressure was also measured in similar locations as the two experimental
pressure sensors, and the results compared. The timing of the explosion was correctly reproduced, while
an under-prediction of the computed overpressure peaks of respectively 25% and 50% at the base and
wall sensors locations was found. Additionally, the late time acoustic reflections were not well predicted,
albeit the equilibrium pressure value was correctly recovered. The quality of the LES was then assessed
using Pope criterion to measure the amount of resolved TKE. It was found that more than 70% of it was
being resolved highlighting that the resolution of the grid was enough.
Both QCMF and QCVF results were compared and found almost similar, while the effect of the
specific heat ratio on the solution was evaluated. It was found that changing the value of the adiabatic
index led to changes in the products temperature. As in the FSD framework, the reaction rate does not
explicitly account for temperature effects, it could be guessed that changing the value of γ would not
necessarily affect significantly the flame propagation. However, a very large effect was found, highlighting
the need for a careful computation of this term, thus justifying the use of quasi-conservative methods.
Increasing the value of γ was found to also accelerate the flame due solely to expansion effects. Indeed,
the early stage propagation velocity (spherical growth) is directly function of the density ratio between
the products and reactants, and thus the product temperature.
An analysis of the response of the LES computations to parameters changes was then presented by
changing the numerical scheme, initial kernel radius, initial turbulent intensity, laminar flame speed,
Smagorinsky constant and finally the wrinkling factor. The initial turbulent intensity was found to have
no effect on the solution, while the radius only changes the peak time but not the flame propagation struc-
ture. The numerical scheme was found to accelerate the flame and reduce the overpressure magnitude
which was as expected due to the numerical diffusion increase, while the laminar flame speed increase was
244 Semi-confined explosions results
found to increase the overpressure magnitude and the flame speed leading to a earlier peak of pressure.
This was also as expected, although when using complicated expressions for the reaction rate (estimation
of the wrinkling factor Ξ∆), there are no simple relations linking changes in laminar flame speed with
overpressures magnitude and overall flame speed changes. The Smagorinsky constant was found to have
a very large impact on the solution as both turbulent diffusivity and wrinkling factor depend on it. An
increase of the Smagorinsky constant was found to lead to a major increase in both flame speed and
overpressure. Finally, the influence of the wrinkling factor was found moderate, as most models predict
an overpressure between −25% and +10% of the experimental value. The major difference resides in the
peak time, with more or less prolonged laminar propagation predicted by the different models. The flame
structures were also found very similar between all models.
Finally, Hawkes’ model was employed across a wide range of geometries and demonstrated the ap-
proach capabilities in the simulation of fast hydrogen explosions. Overpressure and flame speed and
position were most of the time in agreement with the experimental measurements, thereby highlighting
the potential of LES to accurately simulate small-scale explosions. Further tests would be needed to
assess the capabilities and limitations of Hawkes’ wrinkling factor model.
C H A P T E R 9
Conclusion and recommendations
9.1 Conclusion
The recent attention focused on alternative fuels and reduction of pollutant emissions led to an increased
interest in hydrogen as a fuel carrier, or as an energy source (nuclear fusion in facilities such as ITER
and Wendelstein 7-X). The challenges associated with a widespread use of such a compound are well
known and are twofold, being able to produce, transport and consume it with minimal environmental
impact, but also enforce the safety and security of the different infrastructures involved in its life-cycle
(production, extraction, consumption, etc.). The low-ignition energy, low detonation initiation energy
combined with a high laminar flame speed and a wide flammability range make hydrogen a fuel that is
particularly prone to produce large explosions and potentially detonations, which would in turn induce
very large overpressures and extensive damages to the surrounding buildings and people [1]. This is
further shown by the fact that hydrogen is often stored in pressurised tanks (700 [bar]), which, if leaking,
could create very easily large inflammable clouds.
Explosions studies is now an established field of research and numerous lives have been saved by our
increased knowledge of explosions and how to mitigate their impacts. Early risk preventions decisions
were based on empirical correlations allowing a rough estimation of the potential damages caused by an
explosion to a building or surrounding infrastructures. However, such approaches have inherent limita-
tions such as a narrow range of applicability limited to configurations similar to the ones from which
correlations have been extracted. Phenomenological approaches were then developed to improve the pre-
dictions accuracy by solving a set of differential equations for critical parameters such as the overpressure
generated by explosions. Despite some noticeable improvements, these were unable to fully account for
the geometry, and the turbulence modelling is usually based on empirical correlations.
Computational Fluid Dynamics (and more precisely Safety CFD or SCFD) has had a very positive
role in the past 30 to 35 years in further improving both our understanding and prediction capabilities of
such accidental events. Early studies realised with URANS methods in which the small structures of the
studied configurations are accounted for using porosity models have shown encouraging results, especially
on the simulation of very large explosions. However, these methods still rely on numerous model coeffi-
cients that need to be adjusted in each case, and the modelling of turbulence suffers from the statistical
mean hypothesis (fully developed turbulence). These models have been shown to be unable to represent
correctly the laminar flame speed but also the transition between the two flame propagation modes,
laminar and turbulent, which have been both identified as key parameters in the prediction of explosions
generated overpressures. Despite these limitations, URANS remains the workhorse of industrial studies,
of explosions in particular thanks to its relatively affordable cost, and can still be used successfully in a
risk reduction approach.
More recently, numerous LES studies carried out on massively parallel computers considerably in-
creased our capabilities of simulating turbulent combustion in complex geometries. Building upon com-
putational studies of small-scale experiments [76–80,115–118,123,136,137,156,200,249] studying hydrocar-
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bon explosions, this research work focused on the simulation of hydrogen explosions on similar geometries.
In the particular case of hydrogen studies, and accounting for its high laminar flame speed added
to its detonation properties, it is necessary to employ compressible LES solvers to accurately capture
both low and high-speed deflagrations, but also shock waves. One such popular method is the finite-
volume based Godunov method which has been shown to work well at all speeds and have positive
shock-capturing capability [278]. Furthermore, in the presence of shocks or large temperature differences
in the computational domain (the latter being always verified in combustion, and the former potentially
in hydrogen studies), it is also of primary importance to finely account for the thermodynamic properties
of the chemical mixture considered. One such key parameter is the heat capacity ratio variation as a
function of temperature and mixture composition such that both shock speeds and temperatures can be
accurately estimated. However, it has been shown that Godunov methods fail in the simulation of such
multi-component/multi-species flows with complex thermodynamics and generates large pressure oscilla-
tions and temperature spikes at material interfaces. This has been attributed to the failure of conserving
pressure equilibrium in presence of numerical diffusion [4, 5, 147, 170].
Recent literature developments have brought forward the double-flux method [6, 26] allowing the use
of Godunov type methods in such flows while accounting for complex thermodynamics at the cost of a loss
of energy conservation and an increased computational expense. The present work proposes a novel nu-
merical approach designed to address the failure of Godunov scheme, while featuring better conservation
properties and reduced computational cost (but increased memory usage) compared to the double-flux
approach.
After a comprehensive review of the existing techniques (§. 2.3), the choice was made to extend
the quasi-conservative 5-equation model of Allaire et al. [7] to reactive and viscous flows and to use the
double-flux method as a benchmark model for comparison. The details of this extension of the 5-equation
model to the case of viscous and reacting flows is presented in details in Chapter 3, where a second model
consisting in the transformation of the quasi-conservative set of equations of the 5-equation model to a
conservative set of equations is also considered. The governing equations, equation of states (calorically
and thermally perfect gases approximations) and thermodynamic closures (isothermal and isobaric) of
all methods considered in this work are discussed in details. A combination of two equation sets based
respectively on volume and mass fraction along with quasi- and fully-conservative formulations are thus
used for comparison,
◦ Quasi-Conservative Volume Fraction (QCVF) : 5-equation model of Allaire et al. [7] extended to
viscous and reacting flows
◦ Fully-Conservative Volume Fraction (FCVF) : 5-equation model of Allaire et al. [7] extended to
viscous and reacting flows and rewritten in conservation form
◦ Quasi-Conservative Mass Fraction (QCMF) : Fully-compressible viscous reacting Navier-Stokes
equations solved with a quasi-conservative numerical scheme based on the Godunov method
◦ Fully-Conservative Mass Fraction (FCMF) : Fully-compressible viscous reacting Navier-Stokes equa-
tions solved with the classical Godunov scheme, and used here to highlight the different strengths
and weaknesses of Godunov schemes in different test cases
The filtered forms of selected equation sets are presented for application to the LES framework, and a
review of the closure of the sub-grid terms is provided (§. 3.7).
A detailed presentation of the numerical methods used to solve the different equation sets in the gener-
alised curvilinear coordinate system is provided in Chapter 4 with notably the discussion of the Godunov
method and approximate HLLC Riemann solver, variable reconstruction, time-integration schemes and
viscous term discretisation. A particular attention has been given to the quasi-conservative treatment
of the Navier-Stokes equations in the case of the QCMF model, and to the extension of the widely used
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HLLC solver to the treatment of an advection equation in the case of the QCVF equation set based on
an original idea of Johnsen and Colonius [143]. Finally, a novel formulation of the Navier-Stokes Charac-
teristic Boundary Conditions have been derived for the QCVF equation set (§. 4.6, Appendix D), as well
as a procedure for enforcing the pressure equilibrium in the case of diffusive and reactive flows.
Using a one-dimensional code written by the author, an extensive and comprehensive validation of the
presented algorithms is then provided in Chapter 5, where the performance of the different algorithms are
compared and evaluated in numerous test cases of increasing complexity. The findings are summarised
in Table 9.1 and are as follows,
◦ Fully conservative methods feature large pressure (and consequently velocity) oscillations (≈ 400[Pa])
and temperature spikes (≈ 1000[K]) at material interfaces in moving contact and material waves as
expected. In shock-tube experiments, pressure oscillations are also observed as species interfaces, as
well as temperature spikes of large magnitudes (≈ 1000 [K]) for the FCMF while correctly predict-
ing the post-shock quantities, and a complete failure (wrong shock speed and post-shock pressure)
for the FCVF model. Shock-bubble interaction test cases led to similar conclusions for the FCMF,
and grid refinement analysis showed that pressure oscillations amplitudes were reduced with cell
size (albeit at a very slow rate) but temperature spikes were increasing. Following its failure in
shock-tube experiments, the FCVF was not considered for further testing, while the FCMF was
kept as benchmark solution. It performed very well in viscous and constant volume reacting test
cases due to the absence of moving contact surfaces, leading to accurate results. In one-dimensional
flame simulations, it led to rapid halt of the computations due to out-of-bound temperature values.
Surprisingly, it has been found to perform very well in detonation test problems which is attributed
to the absence of contact waves in the simulation. As the shock travels through the mixture, no
interface is created except the leading discontinuity.
◦ Both quasi-conservative schemes performed as expected for all inviscid test cases with an accurate
prediction of the advection of a bubble while the conservation of the pressure equilibrium appeared
excellent. The conservation qualities of the QCVF were found to be consistently better than the
QCMF especially regarding the energy with respective errors of 10−13 and 10−3. Shock-bubble
interaction problems were also computed accurately, and it was found that the QCMF method was
slightly more diffusive at contact and material interfaces than the QCVF, which was attributed
to the interface-tracking flavour the QCVF model (advection equation for the volume fraction).
Viscous test cases showed perfect agreement of both methods with analytical solution, at both
low and high value of diffusion coefficients, and low and high Peclet number advection-diffusion
problems. Constant reactor volume test cases also showed a very good agreement with the reference
data of Cantera. One-dimensional flame speed calculations showed a good agreement with reference
solutions as well, with an over-prediction of the temperature by the QCMF and an under-prediction
of the flame speed by the QCVF. Detonation results with the QCMF were also in good agreement
with the solution of Deiterding [73] in the Von-Neumann region, while the QCVF was unable to
capture the strong leading discontinuity speed properly which was subsequently attributed to both
its quasi-conservative character and a small instability of the scheme due to the procedure used to
compute the pressure value.
The influence of the specific heat ratio index was also evaluated by running simulations using the
FCMF with a single value of γ constant in both space and time to determine in which case the more
complex QCMF/QCVF approaches could be replaced by a classical FMCF one. It was found that in con-
stant volume reactors, a value of γ corresponding to the burnt value would give a reasonable agreement
at the cost of slight delay in the ignition, but for laminar flame simulations, no single value of γ was found
to predict both the correct temperature and flame speed (highlighting the relevance of estimating the
complex thermodynamics in combustion). In detonation, a value of γ corresponding to the Von-Neumann
value was found to predict approximately all the wave features.
Multi-dimensional validation cases presented at the beginning of Chapter 6 showed the correct im-
plementation of the different algorithms in a multi-dimensional curvilinear framework. Two-dimensional
inert and reacting shock-bubble test cases where also computed and their results compared with available
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Test case Advection Diffusion Reaction QCVF FCVF QCMF FCMF
Sub. Sup.
Inviscid test cases (§. 5.2)
Stationary contact surface X X X X X
Moving material surface X X X × X ×
Moving contact surface X X X × X ×
Multi-species shock-tube X X X × X ×
Shock-Bubble interaction X X X × X ×
Diffusive test cases (§. 5.3)
Pure diffusion X X NA X X
Advection diffusion X X X X NA X X
Reactive test cases (§. 5.4)
0D Constant Volume Reactor X X NA X X
1D laminar flame X X X X NA X ×
1D detonations X X X X × NA X X
Table 9.1: Summary of one-dimensional validation of QCVF, FCVF, QCMF, FCMF schemes - Sub. stands for
“Subsonic” and Sup. for “Supersonic”, X means (left) Governing equations terms tested (right) Solution agrees
with analytical or reference solution, and no crash of the computation, × means test failed (crash of the
computation, pressure oscillations, temperature spikes, etc.) and NA means Non Applicable (has not been
tested)
experimental and/or computational results published. In the inert case, it was found that both QCMF
and QCVF captured accurately the bubble deformation and dynamics as well as the interface mixing,
while the FCMF captured with similar accuracy the different flow features, but also presented large
temperature spikes along the whole interface, which in the case of accounting for temperature-dependant
phenomena would not be acceptable. The reacting shock-bubble results with both QCMF and QCVF
algorithms showed a correct qualitative agreement with the published results, while a quantitative com-
parison could not be made due to the lack of published data. It shall be noted that the QCVF was
able to compute this test case as accurately as the QCMF, even though it failed in the one-dimensional
detonation problem. However, the small instability observed on the one-dimensional detonations problem
was observed here as well with late time halts of computations highlighting the weaker stability of the
QCVF algorithm over the QCMF.
The QCVF has thus been shown to feature better conservation of all conservative variables than the
QCMF, with conservation errors comparable to the FCMF. In terms of computational cost, the difference
between the two methods depends on a number of parameters such as the number of species simulated,
if reaction and diffusion are accounted for (then the pressure equilibrium technique becomes necessary
for the QCVF and it is relatively costly) and on what portion of the domain, etc. For inert cases, the
cost of solving one additional equation per species (which includes the cost of reconstructing additional
variables at the cell edges) is lower than the cost of solving the Riemann solver twice at each interface in
the case of the QCMF approach when the number of species is limited. In the case of reaction/diffusion
problems, the pressure equilibrium procedure of the QCVF is quite costly, and so the balance between the
two approaches will depend on the amount of diffusing/reacting cells in the flow. Detailed investigations
of the different algorithms execution times and memory usage are required to better understand they
respective costs.
The present algorithms were then applied to the simulation of hydrogen explosion problems in the
small-scale chamber of Sydney University [151]. The turbulent combustion model used in this work
uses the Flame Surface Density formalism where an algebraic closure of the source term was consid-
ered. Several closures for the sub-grid flame wrinkling factor have been considered from the constant
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fractal dimension approach of Boger [30] to the more involved efficiency functions of Angelberger [8, 9],
Charlette [56, 57] or Hawkes [126]. The response of the different models to the turbulence intensity was
theoretically investigated, where it was found that all models except the constant fractal dimension one
were correctly recovering a unity wrinkling factor when the turbulence intensity was negligible, and a
wrinkling factor increasing with turbulent intensity.
The constant fractal dimension model was then used to assess the quality and validity of the LES
simulations carried on the Sydney explosion chamber. The agreement between the experimental visual-
isations and LES results for the propagating flame in the obstacle filled chamber was found to be very
good, with a qualitatively correct prediction of all the characteristic propagation modes of a flame in a
semi-confined explosion. The speed and position of the flame were also measured numerically and com-
pared with the experimental data where a correct agreement was found. The pressure was also measured
in similar locations as the two experimental pressure sensors, and the results compared. The timing of the
explosion was correctly reproduced, while an under-prediction of the computed pressure of respectively
25% and 50% at the base and wall sensors locations was found and attributed to the coarse modelling
of the combustion used in these tests. Finally, the model was found to account moderately well for the
changes in geometry. The quality of the LES was then assessed and found correct with more than 70%
of the turbulent kinetic energy resolved.
Both QCMF and QCVF results were compared and found almost similar, while the effect of the
specific heat ratio on the solution was evaluated. It was found that even if this parameter is not taken
into account explicitly by the reaction rate, as it influences the products temperature, it does have a
large effect on the flame propagation characteristics through the expansion ratio that governs the early
spherical growth of the flame kernel. This highlighted the need for a proper modelling of γ and through
this, reinforced the choice of using the approaches presented in this work to simulate such a case.
The evaluation of the LES simulations responses to different models can be highlighted, where a large
sensitivity to the sub-grid diffusion was found, but moderate for the sub-grid reaction rate models. The
laminar flame speed being a not well defined parameters even for well-defined fuels, it has been shown
that its influence on the overpressure estimation was moderate, and that its impact was more pronounced
on the estimation of the peak time.
Finally, it has been found that LES was a powerful and accurate tool for the prediction of small-scale
explosions. The fine structures of the flow were accurately predicted, such as the laminar propagation
of the flame, interaction with the obstacles, wrinkling under turbulence influence, laminar to turbulent
propagation mode transition, formation of hot products pockets, etc. allowing a precise estimation of the
both the flame speed and overpressure. This highlights the increased predictive capabilities of LES over
RANS, albeit at the cost of an increased computational cost, which can be tackled by using massively
parallel computers. Fast deflagrations with high-order methods for hydrogen explosions have thus been
presented and investigated.
9.2 Future work
Future work would involve investigating several points in terms of numerical modelling,
◦ Further validation of QCVF/QCMF approaches on multi-dimensional test cases
◦ Precise evaluations of the computational cost of each method (CPU time and memory)
◦ Investigation of the pressure instability of the QCVF approach
and on the combustion modelling,
◦ Dynamic modelling for FSD, and especially looking at the dynamic formulation of Hawkes model
[126]
250 Conclusion and recommendations
◦ Simulation of deflagration to detonation transition with Flame Surface Density following the idea
of Vaagsaether and Bjerketvedt
◦ As hydrogen features a pronounced thermo-diffusive instability, taking the Lewis effects into account
in the FSD simulations could improve the prediction of the overpressure, but also of the flame speed
◦ Large curvature of the flame front are usually encountered in flame/obstacles interactions and
accounting for stretch effects could also improve the accuracy of the computations
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A P P E N D I X A
Computing mixture pressure or temperature using a
Newton-Raphson procedure
A.1 Finding the pressure value for thermally perfect gases with
the QCVF and FCVF models
The implicit equation for pressure derived in §. 3.4.3 does not accept analytical solutions. Therefore an
iterative method has to be used to find a suitable approximation of the solution. Theoretically, a 5th
order polynomial equations accepts 5 roots, however, they can be complex or real. In our case, only the
real positive roots are relevant to us, which means that the simple iterative Newton-Raphson procedure
can be applied.
This choice is also strongly supported by the fact that the derivative of the implicit equation is known
exactly, hence rendering the already fast convergence rate of the method even faster and speeding up the
overall process. It is to be noted that the use of variable γ gas will add an important overhead to the
computations, as even if the solution is found in less than 10 iterations, it has to be repeated in each cell
at each time-step.
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where r ≡ (1, 2) depending on Tk.
An initial guess of pressure has to be made in order to compute the temperature of each species, and
then chose the proper set of polynomial coefficients for each species. This assumption might introduce a
small error for the species whose temperature was less than 1000K at the previous time-step and would
become greater than 1000K at the next time-step. However, the changes in species temperature are
expected to be small from one time-step to the next, meaning that the error will be tolerable.




A-2 Computing mixture pressure or temperature using a Newton-Raphson procedure
Once the temperature is known, all the coefficients can be computed, and the iterative procedure is
advanced from the iteration (n) to the next iteration (n+ 1) by,












The new value of pressure will allow the computation of the new species temperature, and the proce-
dure is repeated until Pn+1 satisfies Eq. A.1 within the set tolerance, usually set at 10
−9.
A.2 Finding the temperature value for thermally perfect gases
with the FCMF model
In compressible reacting flows, temperature and pressure are not explicitly calculated in the governing
equations, they are extracted from the knowledge of the different conserved quantities. However, pres-
sure and temperature are explicitly needed in numerous calculations, such as the transport coefficients,
reactions rates, etc. By using the definition of internal energy, enthalpy and the EoS, it is possible to
write,
P = ρh+ ρε =
N∑
k=1
ρYkhk (T )− ρE + 1
2
ρu2 (A.6)
By further subtracting the perfect gas equation of state, it yields an implicit relation for the mixture
temperature,
Θ (ρ, E, Yk, T ) = ρh+ ρε =
N∑
k=1








The derivative of this term while holding density, composition, temperature, velocity and total non-
chemical energy constant is then used in a Newton-Raphson procedure defined as,
T n+1 = T n − Θ(ρ, E, Yk, T )
Θ′ (ρ, E, Yk, T )
(A.8)
where the temperature in the cell at the beginning of the time-step is used as the initial solution for the
iterative process. The tolerance is usually taken as 10−9, and thanks to the exponential convergence rate
of the Newton-Rahpson method, usually less than 10 iterations are required until convergence.
A P P E N D I X B
Chemical mechanisms
B.1 C3H8/air - One-step mechanism
Simplest mechanism considered, with 5 species and a single-step irreversible chemistry. Presented by
Westbrook and Dryer (1984) [291] using a modification of the reaction order to match the laminar flame
speed and ignition times with the more complex mechanisms.
A (cgs) β (cgs) Ea (cal/mol)
C3H8 + 5O2 ⇒ 3CO2 + 4H2O 8.6× 1011 0.0 30.0× 103
a = 0.1, b = 1.65
k = AT β exp (−Ea/RuT ) [Fuel]
a [Oxidiser]b
Table B.1: Westbrook and Dryer propane one-step mechanism
B.2 CH4/air - 2-step mechanism
The 2-step methane mechanism from CERFACS has been developed to be used in the Thickened Flame
Model framework [258], to provide an simplified and affordable chemical mechanism for the methane
combustion matching both the flame temperature and speed. It has been originally written under the
form of a irreversible step consuming CH4 to produce both CO2 and H2O, while the second step is a
reversible reaction producing and consuming radicals. It has been also written under an entirely irre-
versible mechanism where the radical production and consumption have been separated in two reactions.
Additionally, this mechanism relies on the modification of the reaction orders to match the laminar flame
speed.
A (cgs) β (cgs) Ea (cal/mol)
CH4 + 1.5O2 ⇒ CO + 2H2O 2.0000× 1015 0.0 35.000× 103
a = 0.9, b = 1.1
CO2 ⇒ CO + 0.5O2 8.1104× 1010 0.0 77.194× 103
CO + 0.5O2 ⇒ CO2 2.0000× 109 0.0 12.000× 103
k = AT β exp (−Ea/RuT ) [Fuel]
a [Oxidiser]b
Table B.2: 2s CM2 CERFACS CH4 chemical mechanism
B-2 Chemical mechanisms
B.3 H2/air - 7-step mechanism
A more detailed mechanism previously used in supersonic hydrogen combustion and reported to give
reasonable results. It is composed of 7 reversible reactions, or 14 irreversible steps. It has been developed
by the French lab ONERA [145].
A (cgs) β (cgs) Ea (kJ/mol)
1. H2 +O2 ⇒ OH +OH 1.700× 1013 +0.0000 199.9122
2. OH +OH ⇒ H2 +O2 4.032× 1010 +0.3168 121.0074
3. H +O2 ⇒ OH +O 1.987× 1014 +0.0000 70.3043
4. OH +O ⇒ H +O2 8.930× 1011 +0.3383 −0.9778
5. H2 +OH ⇒ H2O +H 1.024× 108 +1.6000 13.8008
6. H2O +H ⇒ H2 +OH 7.964× 108 +1.5280 77.3248
7. H2 +O ⇒ OH +H 5.119× 104 +2.6700 26.3016
8. H +OH ⇒ H2 +O 2.701× 104 +2.6490 18.6212
9. OH +OH ⇒ H2O +O 1.506× 109 +1.1400 0.4142
10. H2O +O ⇒ OH +OH 2.220× 1010 +1.0890 71.6144
11. H +OH +M ⇒ H2O +M 2.212× 1022 −2.0000 0.0000
12. H2O +M ⇒ H +OH +M 8.936× 1022 −1.8350 496.7304
13. H +H +M ⇒ H2 +M 9.791× 1016 −0.6000 0.0000
14. H2 +M ⇒ H +H +M 5.086× 1016 −0.3624 433.2265
k = AT β exp (−Ea/RuT )
Third body efficiencies : H2O = 12.0, H2 = 2.5
Table B.3: ONERA H2 chemical mechanism
B.4 H2/air - 34-step mechanism
This mechanism is an H2/O2 mechanism also used for H2/Air simulations and mainly used in the sim-
ulation of detonations. It has been extracted by Deiterding [73] from the hydrocarbon mechanism of
Westbrook [290] used mainly for hydrocarbon detonations in gaseous mixtures.
B.4 H2/air - 34-step mechanism B-3
A (cgs) β (cgs) Ea (cal/mol)
1. H +O2 ⇒ O +OH 1.860× 1014 0.00 1.6790× 104
2. O +OH ⇒ H +O2 1.480× 1013 0.00 6.8000× 102
3. H2 +O ⇒ H +OH 1.820× 1010 1.00 8.9000× 103
4. H +OH ⇒ H2 +O 8.320× 109 1.00 6.9500× 103
5. H2O +O ⇒ OH +OH 3.390× 1013 0.00 1.8350× 104
6. OH +OH ⇒ H2O +O 3.160× 1012 0.00 1.1000× 103
7. H2O +H ⇒ H2 +OH 9.550× 1013 0.00 2.0300× 104
8. H2 +OH ⇒ H2O +H 2.190× 1013 0.00 5.1500× 103
9. H2O2 +OH ⇒ H2O +HO2 1.000× 1013 0.00 1.8000× 103
10. H2O +HO2 ⇒ H2O2 +OH 2.820× 1013 0.00 3.2790× 104
11. HO2 +O ⇒ OH +O2 5.010× 1013 0.00 1.0000× 103
12. OH +O2 ⇒ HO2 +O 6.460× 1013 0.00 5.6160× 104
13. HO2 +H ⇒ OH +OH 2.510× 1014 0.00 1.9000× 103
14. OH +OH ⇒ HO2 +H 1.200× 1013 0.00 4.0100× 104
15. HO2 +H ⇒ H2 +O2 2.510× 1013 0.00 7.0000× 102
16. H2 +O2 ⇒ HO2 +H 5.500× 1013 0.00 5.7800× 104
17. HO2 +OH ⇒ H2O +O2 5.010× 1013 0.00 1.0000× 103
18. H2O +O2 ⇒ HO2 +OH 6.310× 1014 0.00 7.3860× 104
19. H2O2 +O2 ⇒ HO2 +HO2 3.980× 1013 0.00 4.2640× 104
20. HO2 +HO2 ⇒ H2O2 +O2 1.000× 1013 0.00 1.0000× 103
21. H2O2 +H ⇒ HO2 +H2 1.700× 1012 0.00 3.7500× 103
22. HO2 +H2 ⇒ H2O2 +H 7.240× 1011 0.00 1.8700× 104
23. H2O +M ⇒ H +OH +M 2.190× 1016 0.00 1.0500× 105
24. H +OH +M ⇒ H2O +M 1.410× 1023 −2.00 0.0000× 100
25. H +O2 +M ⇒ HO2 +M 1.660× 1015 0.00 −1.0000× 103
26. HO2 +M ⇒ H +O2 +M 2.290× 1015 0.00 4.5900× 104
27. H2O2 +M ⇒ OH +OH +M 1.200× 1017 0.00 4.5500× 104
28. OH +OH +M ⇒ H2O2 +M 9.120× 1014 0.00 −5.0700× 103
29. O +H +M ⇒ OH +M 1.000× 1016 0.00 0.0000× 100
30. OH +M ⇒ O +H +M 7.940× 1019 −1.00 1.0372× 105
31. O2 +M ⇒ O +O +M 5.130× 1015 0.00 1.1500× 105
32. O +O +M ⇒ O2 +M 4.680× 1015 −0.28 0.0000× 100
33. H2 +M ⇒ H +H +M 2.190× 1014 0.00 9.6000× 104
34. H +H +M ⇒ H2 +M 3.020× 1015 0.00 0.0000× 100
k = AT β exp (−Ea/RuT )
f(O2) = 0.40, f(H2O) = 6.50
Table B.4: 9-species / 34 reactions Hydrogen-Oxygen mechanism extracted from the hydrocarbon mechanism
of Westbrook [290]
B-4 Chemical mechanisms
A P P E N D I X C
Initial Conditions
C.1 Thermally perfect shock calculation
The initialisation of shock containing simulations requires the computations of shocked quantities, know-
ing the medium in which the shock travels and its Mach number (or its speed). This is relatively
straightforward for a calorically perfect gas, but less so for a thermally perfect where the adiabatic index
varies through the shock in a non-linear way.
In the case of calorically perfect, the relations are well established and taken from the jump conditions
(conservation of energy, mass and momentum) across a shock, and using the EoS with a constant gamma
index, leads to the well known Rankine-Hugoniot relationships, which can in turn be used to express
the ratio of pressure, velocity and density across the discontinuity [278]. For a thermally perfect gas, an
iterative procedure has to be considered to converge towards the correct solution.
Considering a right moving shock at speed Ss, the shocked quantities are noted (ρ∗, P∗, u∗), while the
undisturbed quantities are noted (ρ, P, u). To simplify the analysis, it is easier to consider a stationary
shock, where the shocked quantities are (ρ∗, P∗, uˆ∗), and the undisturbed variables are (ρ, P, uˆ), with
uˆ∗ = u∗ − Ss and uˆ = u− Ss. We can also define the relative Mach number as,





where c is the sound speed in the undisturbed medium.
C.1.1 Calorically perfect gas
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C.1.2 Thermally perfect gas
The case of a thermally perfect gas is more complex as the Rankine-Hugoniot relationship do not hold true
any more. Contrary to the calorically perfect gas case where the ratios of quantities across the shock are
C-2 Initial Conditions
function of the shock Mach number only, in this case, two upstream conditions are needed, both the ve-
locity and temperature. The Mach number only plays an important role in the calorically perfect gas case.
It is worth reminding the jump conditions first, as they are the only relations true for any type of gas
across the shock,
ρuˆ = ρ∗û∗ (C.6)
ρuˆ2 + P = ρ∗û∗
2
+ P∗ (C.7)
h+ uˆ2/2 = h∗ + û∗
2/2 (C.8)
If all the upstream conditions are known, this leaves 3 equations and 4 unknowns. The system is then
closed with a relation of the type h = h (P, ρ), so that h∗ = h (P∗, ρ∗). The iterative procedure is then,
1. Specify u and T , and compute h = h (T )
2. Guess ν = ρ/ρ∗
3. Using the jump conditions (Eq. C.6 and Eq. C.8), we have,







4. Using the jump conditions (Eq. C.7) and the equation of state,
P∗
P












h˜∗ = h (T∗) (C.13)
5. Does h∗ = h˜∗ ? If not, use a root-finding method to modify the value of ν and continue from step
3.
C.2 Initial turbulent velocity background
C.2.1 Background
The generation of an initial turbulent flow-field is an important step in a LES calculation, especially in
the case of a transient phenomena. It is indeed clear that no matter the care with which the correspond-
ing experiment has been conducted, there is always a residual level of turbulence. Furthermore, in the
current case, an initial turbulent flow field can also be considered to break the symmetry of the problem.
Without any turbulent background, the numerical results feature a strong symmetry, not necessarily
reflecting the actual results obtained experimentally (off-center ignition, etc.).
Several strategies exist to generate either a turbulent inflow or a turbulent background, Klein et
al. [157] provide an overview of the different techniques, that is summarised below. It must first be men-
tioned that in general a turbulent inflow/initial-condition can be obtained by superimposing fluctuations
onto a specified mean, which in the most simple case, is a simple random noise scaled to match the trace
of the Reynolds Stress Tensor (RST).
The different techniques presented in the literature review, can thus be summarised as,
C.2 Initial turbulent velocity background C-3
◦ Random noise : The simplest technique to generate a fluctuating field Ui is to apply random
noise, where the value in each cell is just a random number. The energy spectrum thus created
is close to E(k) = cst, and thus lack energy in the low wave-number range compared to the high
range. Consequently, the turbulence is dampened to 0 very quickly and makes this technique quite
ineffective [157].
◦ Fourier transform : To overcome the problem of energy distribution in the wave-number space, Lee
et al. [177] proposed the use of an inverse Fourier transformation of a real (or imposed) turbulence.
The main drawbacks for this method are its complexity and its difficulty of implementation. Addi-
tionally, it requires equidistant cartesian grids, and the spectrum must be applied globally. Finally,
the accurate measurement of a full 3D energy spectrum is quite complex forcing the user to rely on
a determined spectrum which might be less realistic.
◦ Digital filters : The method was developed by Klein et al. [157] to eliminate the problems encoun-
tered with the inverse Fourier transformation. This method allows the prescription of a pseudo-
turbulent velocity field with a specified RST. This works by creating arrays of random data convo-
luted with digital, linear, non-recursive filters. The three-dimensional flow field is obtained by the
convolution of three one-dimensional filters.
The methods presented above show a continuous stream of improvement towards an increased accuracy
and control on the turbulent fluctuations, however, even the digital filter approach requires equidistant
cells to work properly. Thus a technique is needed to create such a turbulence in the general case of
complex geometries and unstructured/irregular meshes.
C.2.2 Methodology
The new technique presented by Kempf et al. [150] relies on the use of diffusion to generate the turbu-
lent fluctuations, and is applied in physical space. It can therefore be extended to any geometries/meshes.
The main idea behind this approach is to rely on physical diffusion to convert white noise into a signal
featuring a required length-scale (and/or RST).
It can be shown that the convolution of a white noise signal u with u¯ = 0 (zero mean) and uˆ = 1











leads to an autocorrelation function featuring the following shape,







Additionally, it can also be proven that the solution of the homogeneous diffusion equation,
∂u
∂t
= D∇2u ; u (x, 0) = u0(x) ; x ∈ R (C.16)











The corollary of this, is that if u0i is a discrete random signal with zero mean and unity variance, and


























If follows that the length scale L ≈ √2picn∆x.
The flow-chart for generating a turbulent initial conditions is thus,
1. Choose a diffusion coefficient D, a time-step size ∆t and calculate the number of time-step needed
to achieve the required length scale
2. Generate three random fields Uα, α = x, y, z with the dimensions of the mesh
3. Normalise the fields so that Uα = 0 and Ûα = 1, where (̂ ) denotes the standard deviation.
4. To compensate for the effect of cell size, rescale the fields by
1√
Vi
where Vi is the cell volume
5. Apply the diffusion for the number of time-steps computed in step 1.
6. Re-normalise the fields Uα so that Uα = 0 and Ûα = 1
It shall be noted that inhomogeneous length-scales can be generated by this technique, by putting
D = 0 in the areas where the length-scale has reached the desired value, while it continues growing in
others.
C.2.3 Application
The case under consideration in this study is the Masri experiment conducted in Sydney. During the
experiment, the experimental chamber was purged with the correct fuel-air mixtures for 10 [s] allowing
roughly 7 times the volume of the chamber of fresh gases to ensure that no combustion products from
the previous cycle were left in the chamber. It was then allowed to settle for about 5 [s] in the case of
hydrogen mixture, before being ignited.
In the previous numerical studies simulating similar problems [79, 117, 249], the authors decided to
initialise the velocity field with u = 0 [m/s] everywhere. In this work, the above presented technique was
then considered for the initialisation of a turbulent background.
The integral length scale of this flow has been estimated experimentally to about 10% of the cham-
ber width, or Lt ≈ 5 [mm] [201]. The diffusion coefficient has been set to µ = 1 × 10−3 [Pa.s], while
the time-step was chosen as ∆t = 2.5 × 10−5 [s]. With these values, the total time was found to be
t0 = n∆t = 3.98 [ms].
Fig. C.1 presents the initial random flow field and the final result after smoothing and reinitialisation
in terms of velocity and vorticity for the BBB0 configuration. Fig. C.2 also present the initial flow field
for several other configurations.
C.2 Initial turbulent velocity background C-5
(a) (b) (c) (d)
Figure C.1: Longitudinal cut of the BBB0 configurations displaying (a) Initial random velocity field, (b)
Smoothed and re-normalised turbulent velocity field, (c) Iso-surface of velocity magnitude (green - U = 2 [m/s],
yellow - U = 3 [m/s]), (d) Vorticity magnitude
(a) 0000 (b) B00S (c) 0B0S (d) 00BS (e) 0BBS (f) BB0S (g) BBBS
Figure C.2: Vorticity magnitude contours for different baﬄe/small obstacle configurations on the fine grid
C-6 Initial Conditions
A P P E N D I X D
Derivation of the Navier-Stokes Characteristic
Boundary Conditions (NSCBC)
As pointed out in §. 4.6, the main idea of the NSCBC boundary conditions is that hyperbolic system
of conservation law can be rewritten using a different set of variable such that waves moving in and out
of the domain are explicitly accounted for and can be controlled to obtain the desired behaviour at the
boundaries.
The derivations presented here are based on the work of Poinsot and Lele [237] and Baum and
Poinsot [18] who presented the extension of the NSCBC to the mixture of thermally perfect gases.
However, this extension is ill-posed, a similar problem is visible in the publication of Pakdee and Ma-
halingam [224]. There are three equations for the momentum (u, v, w), N equations for the species, one
for the energy and a last one for the mixture density. The problem is thus over-constrained. Moureau et
al. [214] proposes to either remove the density equation, or one species equation such that the problem
becomes correctly posed. As the different models considered in this work (QCMF, QCVF, FCMF, FCVF)
feature a symmetric system of equations as far as the species are concerned, the choice has been made
to keep all the species equations and leave the mixture density one to keep the symmetry of the different
systems.
The second difference of the derivation presented in this work compared to [18] resides in the choice
of the primitive and conservative variables considered. The primitive variable associated to energy is the
pressure and not the temperature, while the one related to the species is actually similar to the conserved
variable, leading to V = [u, P, ρYk]
T
.
Regarding the volume fraction model, the misnamed NSCBC (the system of equation is not the
Navier-Stokes any more) have been derived only for the QCVF as the FCVF model was not used with
the special boundary conditions as it was discarded due to its oscillating behaviour as explained in §. 5.2.
The basis of the derivation can be found in the work of Allaire et al. [7] up to the calculation of the
jacobian matrix. Everything else is the work of the author. The set of primitive variables considered is
slightly different than for the mass fraction models, but is chosen to yield a very similar form of the wave
equations. The primitive variables are thus V = [u, P, ρk, zk]
T
.
For both mass and volume fractions models, the governing equations are presented in conservative,
quasi-linear conservative, quasi-linear primitive and characteristic forms. The wave relations are then pre-
sented with the characteristic primitive and conservative forms of the equations, as well as the extraction
of the LODI relation used to enforce the different boundary conditions. As the fundamental procedure is
based on the Euler equations, the viscous and source terms are neglected here and the problem reduced
to a single space dimension for simplicity.
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D.1 Mass fraction models
The derivation presented in this section is based on the derivation of Moureau [214] and Staffelbach [267].
D.1.1 Definitions
The definition of the main variables considered in the derivation as well as their relations are reminded
here. It shall be noted that in this section (and this section only), ρk corresponds to the species partial
densities defined by ρk = ρYk by Poinsot [238].
◦ Mass density : ρk = ρYk
◦ Momentum : mi = ρui




◦ Sensible enthalpy : hsk =
∫ T0
0
Cpk dT = εsk +
Pk
ρk




















◦ Total energy : ρE = ρec + ρεs
◦ Total enthalpy : ρH = ρec + ρhs = ρE + P
To simplify the notation, two new parameters can be added,
β =γ − 1 (D.1)




χkYk = RT − βεs (D.3)
1







R − 1 (D.4)
D.1 Mass fraction models D-3
D.1.2 Differential relations
In order to be able to calculate the Jacobian of the system without omitting any terms, is it often useful




























d (ρE) =ρu du+
N∑
k=1






















































withU = [ρu, ρE, ρk]
T
and F (U) =
[
ρu2 + P, (ρE + P )u, ρku
]T
, whereU is the vector or conservative
variables.
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Quasi-linear conservative form





















































2u− βu β −u2 + βec + χ1 · · · −u2 + βec + χN
H − βu2 (1 + β) u −uH + βuec + uχ1 · · · −uH + βuec + uχN






YN 0 −uYN · · · u− uYN
 (D.16)
Quasi-linear primitive form
It is clear from the previous expression that this matrix is difficult to diagonalise easily. It appears there-
fore more convenient to introduce the primitive variable vector defined by V = [u, P, ρk]
T
.
























































M2,2+1 · · · M2,2+N






0 0 0 · · · 1

(D.18)



































= ec + εsk + Cv
RkT
ρ












= ec − χk
β
(D.19)







· · · −u
ρ
−βu β M−12,2+1 · · · M−12,2+N






0 0 0 · · · 1

(D.20)
where the inverse elements M−12,2+k are given by,
M−12,2+k = (γ − 1)
(







= βec + χk (D.21)





























0 · · · 0
ρc2 u 0 · · · 0






ρN 0 0 · · · u

(D.25)
where ρc2 = γP .
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Characteristic form
The matrix Ex can be easily diagonalised, and by using,
L ExR = Λ (D.26)




u+ c 0 0 · · · 0
0 u− c 0 · · · 0






0 0 0 · · · u
 (D.27)
It can be noted that N eigenvectors will be associated with the same eigenvalue, which means that any
linear combination of these eigenvectors will also be an eigenvector of the system. The matrix R of right


































0 · · · 0
−1 1
ρc
0 · · · 0
0 −Y1
c2








0 · · · 1

(D.28)
The transformation from primitive to characteristic variables (denoted by W) is defined by,
∂W =L ∂V (D.29)
∂V =R ∂W = L−1∂W (D.30)
Replacing the primitive variables in Eq. D.24 by the characteristic variables using Eq. D.30, the
























Now that the conservative system has been transformed into a characteristic wave and the eigenvalues
associated with each waves, it becomes possible to identify the different waves and their propagation
characteristics.
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Characteristic-Primitive system
Using Eq. D.30, it becomes possible to write the characteristic variables variations as functions of the
primitive variables variations, yielding,




∂W 2 = −∂u+ 1
ρc
∂P
∂W 2+k = −Yk
c2
∂P + ∂ (ρYk)
with

λ1 = u+ c
λ2 = u− c
λ2+k = u
(D.34)





∂W 2+k = ∂ρ− 1
c2
∂P with λS = u (D.35)





















, and its elements
are defined by Li = λiLi ∂V
i
∂x
with Li being the i-th row of L (the i-th left eigenvector). By further
simplifying the original quasi-linear primitive equations can now be written as,
∂V
∂t
+ L−1L = 0 (D.38)
The wave amplitude variations can then be expressed as a function of the primitive variables derivatives























































The quasi-linear primitive system (Eq. D.24) can also be rewritten as a function of the characteristic
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(u− c)YN 0 · · · u

(D.42)
Local One Dimensional Inviscid (LODI) relations
The previous system can then be expanded to express the primitive variable temporal variation as func-










































By reminding that Li = λi ∂W
i
∂x

















(L1 + L2) + L2+k
 = 0 (D.44)
where the convective wave L+ and L− are convected at respectively u+ c and u− c. All the other waves
are advected at the flow velocity u. This system represents the first three LODI relations for velocity,
pressure and ρYk respectively.

















(L1 + L2) + L2+k
 (D.45)
Additional LODI relations can be added for some other primitive or conservative variables, such as

























(L1 + L2) + LS =0 (D.46)
D.1 Mass fraction models D-9


















































(L2+k − YkLS) =0 (D.47)


























































RkL2+k = 0 (D.48)
Using Eq. D.44 the time evolution of the primitive variables has been expressed as a direct function
of the wave amplitude crossing the boundary. Additional relations have also been derived for other
variables of interest such as the mixture density (Eq. D.46), the mixture composition (Eq. D.47) and the
temperature (Eq. D.48). Using a similar approach, LODI relations could also be derived for gradients
normal to the boundary, but as they are not used in this work, the derivation is not presented here.
Characteristic-Conservative system
The boundary conditions are used during the simulation to evolve the conservative variables in time in the
ghost cells from time tn to time tn+1. The LODI relations presented in the previous paragraph allows the
update of the primitive variables using the wave amplitude variations. The conservative variables could
then be computed using the knowledge of the primitive variables. However, a simpler solution would
be to rewrite the previous relations (Eqs. D.44-D.48) but featuring the conservative variables vector U
instead of the primitive one V.
The LODI relations can simply be expressed as,
∂V
∂t
+ d = 0 (D.49)
where the vector of normal terms is defined in Eq. D.45. A similar approach can be used using the







However, due to the complexity of the three matrices involved, it seems unlikely that the resulting
expression will be easy to simplify to give relatively simple relation between the conservative variables
and the wave amplitude variations. A side approach consists in using the characteristic primitive system
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+Md = 0 (D.52)
which is obviously much simpler. This gives the final form of the characteristic-conservative system linking
directly the time evolution of the conservative variables and the different wave amplitude variations as,
∂ρu
∂t



















+ d2+k = 0
(D.53)
D.2 Volume Fraction Models
D.2.1 Definitions
The definition of the main variables considered in the derivation as well as their relations are reminded
here.
◦ Equation of State : Pk = ρkRkTk




◦ Momentum : mi = ρui
◦ Sensible energy : εsk =
∫ Tk
0
Cvk (ξ) dξ =
Pk
ρk (γk − 1)
◦ Sensible enthalpy : hsk =
∫ Tk
0
Cpk (ξ) dξ = εsk +
Pk
ρk













Ykhsk = ρε+ P






◦ Total energy density : ρE = ρε+ ρec
◦ Total enthalpy density : ρH = ρh+ ρec = ρE + P
D.2.2 Derivatives and differentials
Additional variables are being defined in Allaire et al. [7] work and are used in the following derivations.
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which yields δk = 0 for calorically perfect gases and its expression for thermally perfect gases is presented


















γk − 1 =
1
γ − 1 (D.55)







Its exact expression is obtained by considering the differential of the species internal energies given





















































The pressure differential then reads,






(δkρk − ρkεk) dzk (D.58)






(δkρk − ρkεk) (D.59)
and for perfect gas, it yields,




The internal energy differential being known, this leads easily to the differential of the total energy,






dρkzk + ξ dP +
N∑
k=1
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D.2.3 Governing equations
Quasi-conservative form
The QCVF model equations have been presented in details in Chapter 3. The hyperbolic system is
composed of 2 + N conservative equations and N equations for the volume fraction advection. Its one-



























Using the vector of conserved variable U = [ρu , ρE , ρkzk , zk]
T , the quasi-linear quasi-conservative






































u (β1 −H)u · · · (βN −H)u uM1 · · · uMN









YN 0 −uYN · · · uY1 0 · · · 0













Using the primitive variables vector defined by V = [u, P, ρkzk, zk]
T
similar to its mass fraction coun-
terpart at the different that the volume fraction is also a primitive variable here (note that the choice of
using ρk and zk independently as the primitive variables could also have been made, but at the cost of
leading to a system widely different than the mass fraction one). Using this vector, it can be expected
that the characteristic forms of the QCVF model will be close to their FCMF/QCMF counterparts.
The quasi-linear quasi-conservative jacobian matrix would be complex to diagonalise while leading to a
relatively simple system. Similarly to the mass fraction models, the matrixM allowing the transformation
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between the conservative and primitive variables is defined by Eq. D.17 and yields,
M =





+ δ1 · · · u
2
2
+ δN −ξM1 · · · −ξMN









0 0 0 · · · 1 0 · · · 0









0 0 0 · · · 0 0 · · · 1

(D.67)







· · · −u
ρ



















M1 · · · MN









0 0 0 · · · 1 0 · · · 0









0 0 0 · · · 0 0 · · · 1

(D.68)
Note that this derivation is valid for any value of δk and by definition ofMk as well, thus indicating that
this expression is valid for both the calorically and thermally perfect EoS.














0 · · · 0 0 · · · 0
ρc2 u 0 · · · 0 0 · · · 0









ρNzN 0 0 · · · u 0 · · · 0









0 0 0 · · · 0 0 · · · u

(D.70)
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Characteristic form
The matrix Ex is thus diagonalised using,
L ExR = Λ (D.72)
where L and R are the left and right eigenvector matrices respectively and Λ is the eigenvalue matrix
(Λi,i = λi), where the λi are the eigenvalues of E
x and is given by,
Λ =

u+ c 0 0 · · · 0 0 · · · 0
0 u− c 0 · · · 0 0 · · · 0









0 0 0 · · · u 0 · · · 0









0 0 0 · · · 0 0 · · · u

(D.73)
It can be noted that 2 × N eigenvectors are associated with the same eigenvalue (u) meaning that any
linear combination of them will also be an eigenvalue of the system. The left and right eigenvector






























0 . . . 1 0 . . . 0
















0 · · · 0 0 · · · 0
−1 1
ρc
0 · · · 0 0 · · · 0
0 −ρ1z1
ρc2











0 · · · 1 0 · · · 0









0 0 0 · · · 0 0 · · · 1

(D.74)
Using similar transformation as used for the mass fraction models and defined by,
∂W =L ∂V (D.75)
∂V =R ∂W (D.76)








The different transformations of the original quasi-conservative system of equations has been presented
in the previous section. This section now discusses the derivation of the wave relations, LODI expressions
needed for the NSCBC application on the QCVF model.
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Characteristic-Primitive system
The characteristic relations can then be written in function of the primitive variables as,




∂W 2 = −∂u+ 1
ρc
∂P
∂W 2+k = −ρkzk
ρc2
∂P + ∂ρkzk
∂W 2+N+k = ∂zk
with

λ1 = u+ c








∂W 2+k = ∂ρ− 1
c2
∂P (D.79)
and propagates at the eigenvalue u.
















where the vector of wave amplitude variations can be defined in a similar fashion as the mass fraction





and whose elements are Li = λiLi ∂V
i
∂x




+ L−1L = 0 (D.82)
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(u− c) 0 · · · u 0 · · · 0









0 0 0 · · · 0 0 · · · u

(D.87)
Local One-Dimensional Inviscid (LODI) relations
The previous characteristic-primitive system can be expanded to express the primitive variable time

















































by reminding that Li = λi ∂W
i
∂x
, the previous system can be simplified to give the first four LODI relations
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Using the previous LODI relations and similarly to the mass fraction models, additional LODIs can






(L1 + L2) + LS = 0 (D.91)







(L2+k − YkLS) = 0 (D.92)














































ρR L2+k = 0 (D.96)
Characteristic-Conservative system
Similarly to the mass fraction, the characteristic-conservative system is given by,
∂U
∂t
+Md = 0 (D.97)
































which is very similar to the mass fraction models.
D.2.5 Remarks on the QCVF derivation of the NSCBC
Several remarks can be made on the characteristic forms of the QCVF governing equations,
◦ The mass and volume fraction derivations are very close, and similar in the case of the species and
momentum transport. There is a difference in the expression of the total energy, and in the case of
the QCVF, the volume fraction equation is added.
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+ εk − RkTR Cv
)
d2+k (D.99)
such that the energy fluxes are similar for all models. It can be remarked that the normal terms
d2+k are similar for both models, and therefore their contribution to the energy transport need to
be equal, yielding,
δk = εk − RkTkR Cv (D.100)
Using the definition of Mk (Eq. D.59) and the value of δk, the species contributions to the energy















































The first part of the energy contribution now look similar, but the overall energy contribution is
different due to the influence of the volume fraction wave. However, one can note that when using


















The energy characteristic-conservative form of the equations are thus similar between the volume
and mass fraction models.
◦ A last check to verify the correctness of the derivation is to compute the mixture speed of sound























































which corresponds to the correct value.
D.3 Validation of the NSCBC for the different models
The derivations presented above allowed to extract the informations carried by each wave entering and
leaving the domain. The use of the LODI relations to adjust the behaviour of the boundary conditions
is presented in §. 4.6. In this section, several tests are presented to validate the implementation of the
NSCBC to the different models. The two test cases considered are the propagation of an acoustic wave
(Appendix D.3.1) and of an entropy wave (Appendix D.3.2).
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D.3.1 Acoustic wave propagation
Test case
A one-dimensional problem consisting of an acoustic wave propagating towards characteristic boundaries
is simulated. In order to validate the different EoS, several test cases based on the same initial conditions
are considered, namely, the propagation of an acoustic wave in a single species with either a calorically
or thermally perfect EoS, and the propagation of the same acoustic wave in a mixture of several species,
where γ is either a function of the composition only (calorically perfect gas), or a function of both the
composition and temperature (thermally perfect gas).
An acoustic wave initially at the centre of the domain is given by,







P (x) = P0 + ρ0c0 (u (x)− u0) (D.104)
ρ (x) = ρ0 +
ρ0 (u (x) − u0)
c0
where the subscript 0 represent the reference quantities, based on the initial values at the left bound-
ary. For all the acoustic wave tests, the reference parameters will be the following, u0 = 10 [m/s],
P0 = 101325 [Pa], T0 = 301 [K], with A = 8[m/s] and B = 10 being the strength and stiffness of the wave
respectively. The domain length is L = 5 × 10−3 [m] and it is discretised with 200 cells. The MUSCL5
and RK2-SSP schemes are used for the spatial and time discretisation respectively. The single species
simulations are carried with a domain filled with pure oxygen, while the mixture considered is composed
of oxygen and nitrogen. The CFL value has been chosen as CFL = 0.5.
As the γ and the density are different in the simulations, so is the speed of sound, which is the speed at
which the acoustic wave are moving in the domain. For consistency, the results are presented at different





where τ = 1.0 is the time needed for the wave to reach the boundary.
The test cases considered are summarised in Table D.1.
Direction EoS Composition Inlet Outlet
aw1 + γ = γ0 O2 PR PNR
aw2 + γ = γ (T ) O2 PR PNR
aw3 + γ = γ (Yk) O2/N2 PR PNR
aw4 + γ = γ (T, Yk) O2/N2 PR PNR
aw5 - γ = γ (T, Yk) O2/N2 PR PNR
aw6 - γ = γ (T, Yk) O2/N2 NR PNR
Table D.1: Acoustic wave propagation test cases (PNR : Partially Non-Reflecting, PR : Perfectly Reflecting,
NR : Perfectly Non-Reflecting)
Results
The results obtained for the case aw1 and aw2 for a single species and both EoS are visible on Fig. D.1,
and show that the waves are leaving the domain with very minor perturbations as no reflection and a
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minimal deformation of the leaving wave are observed. Additionally, long after it left the domain, no
oscillations are visible. This means that the implementation is stable. One can remark the similarity


























































(b) τ = 5.0, 10.0
Figure D.1: Pressure and velocity profiles for the acoustic wave propagation test cases aw1 (lines) and aw2
(points) - / QCVF, / QCMF, / FCMF
When using a mixture of gas, all the properties are changing across the domain, i.e. there now exists
a gradient of all conserved quantities between the left and right boundaries, thus allowing one to test all
the waves computations. As depicted on Fig. D.2, waves exit the domain without perturbations. Addi-
tionally, the species are also exiting the domain, without any visible perturbation on the mass fractions
profiles. The long time results are also perfectly oscillations free, showing the stability of the implementa-
tion, but also the proper definition of the boundaries. Once again, it can be remarked that the boundary
conditions behave similarly (and correctly) for all models and all EoS considered.
Finally, the last tests consist on an acoustic wave propagating towards the inlet (towards the left) to
simulate the response of the different inlet types to an incoming wave. Two types of inlet are being tested
here, a perfectly reflecting inlet, where different properties are imposed (temperature, composition and
velocity) and where the pressure is free to float to adapt to the flow changes, and a second inlet where all
the waves are allowed to exit the domain. Such an inlet although interesting by its non-reflecting behaviour
is of somewhat limited use as no value can be imposed and by the fact that it can lead to ill-posed problems.
The results are presented in Fig. D.3. It is clearly visible that the non-reflecting boundary conditions fulfil
its purpose by letting the incoming wave exiting the domain without perturbation, while the perfectly
reflecting inlet also behaves properly by reflecting almost perfectly the incoming wave propagate back
into the domain to be evacuated by the outflow. Only a small deformation of the incoming wave is visible
here, showing the correctness of the implementation. The agreement between the different models is very




























































































(d) Yk - τ = 0.0, 0.25, 0.5, 0.75, 1.0, 5.0, 10.0 - Zoom
on the boundaries
Figure D.2: Pressure, velocity and mass fractions profiles for the acoustic wave propagation test cases aw3
(lines) and aw4 (points) - / QCVF, / QCMF, / FCMF
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(b) τ = 5.0, 10.0
Figure D.3: Pressure and velocity profiles for the acoustic wave propagation test cases aw5 (dash-dotted lines)
and aw6 (full lines) - / QCVF, / QCMF, / FCMF
D.3.2 Entropy wave propagation
This test is analogous to the previous one, but uses an entropy wave instead of an acoustic one. It
correspond to a defined bulge in temperature and the corresponding bulge in density in a uniform pressure
and velocity field. The speed of this type of wave is the convection velocity of the flow, and not the speed
of sound as for the acoustic wave. Similar set-up to the acoustic wave have been simulated (Table D.1),
although for the sake of simplicity, only the most complex case is presented here, namely the mixture of
thermally perfect gases.
The temperature field is initialised by,








and the density is computed using the EoS with the given pressure and composition. The reference values
are as follows, u0 = 100 [m/s], P0 = 101325 [Pa], T0 = 301 [K], with A = 8 [m/s] and B = [10] being the
strength and stiffness of the wave respectively. The domain length is L = 5× 10−3 [m], and is discretised
with 200 cells. The MUSCL5 and RK2-SSP schemes are used for the spatial and time discretisation
respectively. The mixture considered is composed of oxygen and nitrogen. The dimensionless time is
here computed such that the wave initially at the centre reaches the boundary at τ = 1.0.
The results are presented in Fig. D.4, where it can be seen that the wave exit the domain without
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(b) τ = 5.0, 10.0
Figure D.4: Temperature and density profiles for the entropy wave propagation test case - QCVF,
QCMF, FCMF
