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This paper is concerned with the existence and stability analysis of the 
generalized Burgers equation. For the cylindrical case, the bounded solutions are 
found to be asymptotically stable to the similarity solution. For the super 
cylindrical case, the asymptotic limit of the generalized Burgers equation is an error 
function solution of the linearized Burgers equation. It is shown that this result 
generalizes the result of Scott [S]. f? 1990 Academic Press, Inc. 
1. INTRODUCTION 
This paper deals with the long time behavior of the bounded solutions 
of the generalized Burgers equation of the form 
u, -dt)u,, =f(u)% (1.1) 
where f is a differentiable function in (- co, cc) with f(0) = 0 and g(r) > 0 
for t > 0. A special case of (1.1) with f(u) = u has been studied by Scott 
[S]. In Scott’s analysis with f(u) = u the Burgers equation has a Galilean 
invariance, u -+ u + 2, x -+ .X + Lt, which plays a crucial role in the proof of 
the stability of similarity solutions. This invariance does not occur in the 
generalized Burgers equation (1.1). For a wide variety of functions J 
in Section 4 the bounded monotonic similarity solutions are shown to 
exist. The stability of similarity solutions is also discussed in Section 4. 
A sufficient condition for stability is given to replace the absence of 
the Galilian invariance. Section 3 deals with the super cylindrical case 
(g(t)/t -+ co as t + co). It is shown that the bounded solutions are 
asymptotically stable to the linearized solution of the generalized Burgers 
equation. 
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2. THE CAUCHY PROBLEM FOR THE GENERALIZED BURGERS EQUATION 
Consider the Cauchy problem for the generalized Burgers equation 
ut -g(tb,, =f(u)ux (2.1) 
4x9 0) = $0(x), (2.2) 
where f is differentiable in ( - co, KI), g(t) > 0 for t > 0, and g is a Holder 
continuous function of exponent CI in any finite subinterval S, 0 <a < 1; 
that is, for some A > 0 we have 
Idt,)-g(f2)l GA It, -t,l” 
for any t,, t,eS, and 
Il/,Jx) E H2+‘(Q) for any bounded interval 52, 
and max I$,,(x)l < co. 
R 
(2.3) 
(2.4) 
Here H’+“(Q) denotes the Holder space of order 2 + a (see [2,3]). 
Note that the above Cauchy problem is a special case of the quasi- 
linear parabolic equations. Under conditions (2.3)-(2.4), the solution of 
(2.1)-(2.2) exists and is unique in H2+‘,’ +a”2(RT) for any T> 0, where 
R,= R x [O, T] (see Theorem 8.1, Chap. 5, in [3]). A careful examination 
of the proof of Theorem 8.1 reveals that if rjO(x) + C+ D as 1x1 -+ co, then 
the solution u(x, t) of (2.1)-(2.2) is uniformly bounded and u(x, t) --, C+ D 
as x + &- cc for any t. We assume this result in the proof of the stability in 
Sections 3 and 4. 
3. THE SUPER CYLINDRICAL CASE (g(t)/t+ co AS t-+ 00) 
Let E(x, t) be the solution of the linearized equation of (2.1); that is, 
ur -g(tbxx = 0 (3.1) 
so that 
where 
E(x, t)=C+Derf (3.2) 
5 
I 
2= g(s) ds and erf(x) = 2 1.’ e e-r12 dq. 
J;;o 
(3.3ab) 
0 
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THEOREM 3.1. Let u(x, t) be the solution of the Cauchy problem 
(2.1)-(2.2) with I/Q~ satisfying (2.4). Then 
lu(x, t) - E(x, t)l -+ 0 uniformly in x as t-+cO. 
Proof. We give a proof which is similar to that by Scott [IS] for the 
special case f(u) = U. The solution of (2.1)-(2.2) can be written in terms of 
E(x, t) as 
z a 
-.I s 
F(u(T, 5))(x - T) ewC- (x - r)2/4(z - 5)l dT d4: f (3.4) 
0 --SC 4G(5) J;E (2 - 5)3’2 
where 
G(z) = G (ji g(s) &) =g(t) and F’(u) =f(u). (3Sab) 
Since u(x, t) is uniformly bounded in R x [0, co), it follows from (3.4) 
that 
3; K. Ix--z1 expC-(x-~)2/4(z-5)1 dzdt 
d 
+ K 1; ($’ g(s) ds) 1’2 d5. (3.6) 
For any E > 0, we can find T> 0 such that 
and X > 0 such that 
IILo(r)-E(?O)I GE for 151 ax. 
(3.7) 
(3.8) 
182 SOEWONO AND DEBNATH 
Then it follows from (3.6)-(3.8) that 
1 T T <2~+(2.s)‘/~K (r,-T~)I,Z+~-arcsin; I for large t. 
This completes the proof. 
This shows that the asymptotic limit of the solution of (2.1)-(2.5) is an 
error function solution of the linearized equation (2.1) provided g(t)/t -+ cc 
as t-+co. 
4. THE CYLINDRICAL CASE (g(t)/t -+ 1-3 # 0 AS t + co) 
Consider the similarity solution of (2.1) for g(t) = j?t of the form 
Substituting (4.1) into (2.1) gives 
p2” = -l2’(f(Q)) + 5). (4.2) 
For the special case when f(Q) = 52, Eq. (4.2) has implicit solutions of 
the form 
(4.3) 
where 
H(u)= +C?-?oexp{-2(1-rlo)}11’2 (4.4) 
and y and ylo are constants with vO> -4. Also Q is monotonic in 
(-00,~) and 
Q+lJfJB&o) as {-*co. (4.5 1 
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Details about this solution can be found in [4, 51. However, the solution 
of (4.2) for any f is not yet known. In the following we discuss solutions 
of (4.2). 
LEMMA 4.1. Any non-trivial solution of (4.2) is monotone in its maximal 
interval. 
ProoJ: Let Q be a solution of (4.2). If Q’(cO) = 0 at some point to, then 
Q”(tO) = 0 and therefore Q is a constant solution. Hence if Q is a non- 
trivial solution of (4.2) then Sz is either increasing or decreasing. 
COROLLARY 4.1. Any bounded solution Q of (4.2) which is defined in 
(-CO, GO) has an injlexion point to which satisfies the equation 
f(Q(Ll)) + to = 0. (4.6) 
Consider next the initial value problem (4.2) with the initial conditions 
f(Q(Ll)) = -to, Q’(b) = a, (4.7ab) 
where to and a( #O) are arbitrary constants. We integrate (4.2) for Q 
satisfying (4.7ab) over [to, 51 and [t, to] to obtain 
W’(t) = Ba - F(Q(5)) + F(Q(M) - 6 Q’bb ds (4.8a) 
or 
+ j”’ Q(s) ds, for 4bt0, (4.8b) 
50 
and 
W’(t) = Ba - f’(Q(t)) + F(Q(L)) + it” Q’bb ds, 
5 
(4.9a) 
or 
i‘ 
50 - Q(s) ds, for 5Gto, (4.9b) 
5 
respectively, where F satisfies (3.6). 
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We next prove the following Lemma: 
LEMMA 4.2. If a > 0 and f (u) + f 00 as u + f co, then the solution of 
(4.2)-(4.7) is bounded in (- 03, co) for any lo. 
ProoJ Since a > 0, it follows from Lemma 4.1 that Q’(t) > 0 for any 4 
in the interval of existence of 52. It follows from (4.8b) and (4.9b) that if 52 
is bounded in any finite subinterval of its interval of existense, 0’ is also 
bounded. It also follows from the sign of Q”(t) in (4.2) and the conditions 
imposed on f that Q is bounded in any finite subinterval of its interval of 
existence. Therefore Q is defined in (-co, co). Suppose C?(t) -+ cc as 
g -+ co. Then the right-hand side of (4.8a) approaches -co as [ --) cc, 
which contradicts the fact that Q’(t) > 0 for any 5. Similarly, we can 
conclude from (4.9a) that R is bounded as 5 --, -co. 
Remarks. (i) The condition in Lemma 4.2 is satisfied if f is an increas- 
ing odd function with f(u) -+ CC as u + co. In this case, the solution 52 of 
(4.2)-(4.4) is odd when tO=O. 
(ii) If f is an even function which is increasing in (0, co), f (0) = 0, 
and f(u) + co as u + co, the solution Q for any a # 0 is bounded in 
(lo, co). This follows from the proof of Lemma 4.2. 
(iii) If f is as in (i) and a < (d/do f -‘( -to), then solution Q is 
unbounded. This follows from the concavity of Q included in (4.2). 
(iv) Iff is as in (ii) and la/ > I(d/d<)f -‘( --&,)I, then the solution 52 
is unbounded where (d/dt’)[f p’(t,,)] d enotes the slope of the tangent line 
to the graph off(Q) + 5 = 0 at to. 
The following lemma deals with the existence of bounded solutions of 
(4.2) which are bounded by upper and lower solutions. 
LEMMA 4.3a. Equation (4.2) has infinitely many bounded decreasing 
solutions Q satisfying p( 5) < Q( 5) d q( <), - CC < r < co, where p( <) = c + d, 
c < 0, 
5G5, 
r, < 5 6 50, b<O 
ctanht+d, 5>& 
c sech’ to 
b=2&-i;l)’ 
e = c tanh &, + d- i (to - tl) sech* lo 
and to and 5, are chosen such that 
28 tanh 5 <f (c tanh 5 + d) + 5 for tat0 
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Proof. It can easily be shown that q satisfies the inequality 
lim sup 4’(5 + h) - 4’(5 -A) 
h+O 2h d -$9’(5mld4)) + 51 
for - Go<[<cQ. 
Therefore q is an upper solution of (4.2), where the upper and lower 
solutions are in the sense of Bernfeld and Lakshmikantam [l]. The func- 
tion 
F(LQ,Q’)= -$wm+i”1 
satisfies Nagumo’s conditions in any finite interval with respect o p and q. 
Then, by Theorem 1.7.2 on page 45 in [ 11, Eq. (4.2) has infinitely many 
bounded decreasing solutions Q with p(r) < Q( 5) < q( 0. 
LEMMA 4.3b. Equation (4.2) has infinitely many bounded increasing 
solutions Q satisfying p(r) < Q(5) < q(c), - cc < 4 < co, where q(t) = c + d, 
c > 0, 
i 
e 5<5, 
p(t)= b(t-51)2+e, i”l<5<50, b>O 
ctanh[+d, 5>to 
b = 5 se&* to 
2 (to-41)’ 
e=ctanh~o+d-~(~o-~,)sech2~o 
and to, <I are chosen such that 
and 
28 tanh 5 <f(c tanh 5 + d) + 5 
-(5-rl)[If{b(5-r1)*+e}+rl~B for t,GtGt,. 
Proof. The proof is similar to that of Lemma 4.3a. 
LEMMA 4.4. Let u(x, t) be the solution of (2.1) with the initial condition 
u(x, 0) = $o(x) = Q(x), where Q(t) = Q(x/t) is a similarity solution of (4.2) 
with Q(<)+C+D as t-+ fa. Then 
lu(x, t) - Q(x/t)( + 0 uniformly in x as t + 03. 
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Proof. The proof follows the same lines as in [IS]. 
Let v=Q(x/(t+ 1)) and w = u - u. Then w(x, 0) = 0 and 
F(u) -F(u) 
w;-- w (U-uv)G 1= Yx.r+K, 1 
where 
G-B(t+ 1) 
H(x, z)= G u,, 
(4.10) 
(4.11) 
and z and G are defined as in (3.3a) and (3.5). The second term on the left- 
hand side in (4.10) is defined because f is differentiable. 
Let T(x, t; 5, r) be the fundamental solution for 
F(u)- F(u) “-[ (u-u)G 1 4, = @,,, z > 0. 
Then the solution $ of 
+;-[ (u-u)G 
F(“)-F(u) II/,=II/,,+H(x,z), 1 
(4.12) 
(4.13) 
with Ii/(x, 0) = 0, can be represented in the integral form 
It/(x, z) = j; f_“, G, z; 4, r)H(t, ~1 d5 dz. (4.14) 
Furthermore, w = $, is a solution of (4.10). By the uniqueness of the 
linear parabolic problem (4.10) with w(x, 0) = 0, we conclude that w = $X 
is the unique solution of (4.10). 
Next we find an estimate of w. We have the inequality 
(4.15) 
where K1 and K2 are constants independent of z, x, t, and z (see the 
derivation of (6.13), p. 24, in [2]). It follows from the definition of H in 
(4.11) that 
H(x,z)=o f 
0 
= o(z-‘/~) uniformly in x as z+ co. (4.16) 
Let 
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Define @(x, z) = Z(z) f $(x, z). We have @(x, 0) = 0 and L@ < 0, where 
Lz a* I w+fw a a --- 
ax2 +-)G ax aZ' 
Using Theorem 9, p. 43 of Friedman [2], we find 
Z(z) Ik WG z) 2 0 for any x and z. 
This implies that 
1$(x, z)l d Z(z) = o(z”‘) uniformly in x as z+co. (4.17) 
Write $(x, z) as 
VT z; 4, r)Wl, ~1 d5 dt. (4.18) 
We thus have 
In view of (4.15), (4.16), and (4.17), the last inequality can be reduced 
in the form /WI = o( 1) uniformly in x as z + 00. Obviously lQ[x/(t+ l)] - 
Q(x/t)l + 0 as t + co. Therefore the proof of Lemma 4.4 is complete. 
THEOREM 4.1. Let Q(x/t) be a similarity solution of (4.2) where 
Q(<)-+Ck D as 151 + 00. Let u be the solution of (2.1)(2.2) with 
I)~(x) z Q(x) or $Jx) 6 Q(x) for any x and 
i 
cI) I$o(x) - Q(x)1 dx < co. (4.19) 
-SC 
Then 
lu(x, t) - Q(x/t)l + 0 uniformly in x as t+cO. 
Proof. In general, the Galilean transformation which is needed in the 
proof of Scott [S] for the case f(u)= u does not satisfy (2.1t(2.2). The 
conditions on 11/0 as stated above are sufftcient for the stability of Q. Let 
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U(x, t) be the solution of (2.1) with U(x, 0) = Q(x). Let w = u - U. Then 
u’(x, 0) is either non-negative or non-positive for any x, and u’ satisfies the 
equation 
L( 
F(u)-J-(U) w,- w 11 u-u x =g(f)J?x.x. (4.20) 
By Theorem 9 Friedman [2, p. 431, we have w(x, t) is either non-negative 
or non-positive for any x and any t > 0. Let f(x, z; 5, r) be the fundamental 
solution of (4.20). Then w(x, z) can be written in the integral form 
w(x, 2) = I m r( 4 z; 4, $)w(5, z/2)& SC 
Using (4.15) and the boundedness of w, we have 
for any x and any t. 
Iw,(x, f)l d K/t (4.21) 
Integrating (4.20) with respect to x over (-co, co), and using the fact 
that w, and F(u) - F(U) + 0 as 1x1 -+ cc for any t, we obtain 
d cc 
z -3c I 
w(x, t) dx = 0. (4.22) 
We then integrate this equation with respect to t over [0, t] to obtain 
5 
SC 
s 
aa 
w(x, t) dx = w(x, 0) dx = A. 
-cc -m 
(4.23) 
Because of the assumption imposed on tj,,, A is finite and independent 
of t. We integrate (4.21) over [x,, x] to find 
Iw(x, t)l 2 Iwb,, ?)I - K(x -xc,) . t 
For a fixed t, we choose x0 as the maximum point of jw(x, t)l, integrate 
the last inequality over [x,, x0 + (t/K) /w(xO, t)j 1, and deduce 
I 
~o+(~l~H~wl,~)I t 
Iw(x, t)l dx a- Iw(xo)l’. 
x0 2K 
Combining this result with (4.23), we obtain 
Iw(x,)l qy’. (4.24) 
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Since A and K are independent of t, we conclude from (4.24) that 
Iw(x, t)l + 0 uniformly in x as t -+ co. So the application of Lemma 4.4 
gives 124(x, t) - Q(x/t)l + 0 uniformly in x as 2 + co. 
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