Abstract-The formal verification of safety properties for hybrid systems is an important but challenging problem. Recently, barrier functions have been introduced to prove safety without requiring the computation of the reachable set of continuous or hybrid dynamical systems.
I. INTRODUCTION
Formal verification aims at proving that a certain behavior or property is fulfilled by a system. Verifying, e.g., safety properties consists in ensuring that the system will never reach a dangerous or an unwanted configuration. Safety verification is usually translated into a reachability problem [1] . Starting from an initial region, a system must not reach some unsafe region. Different methods have been considered to address with this problem [2] , [3] . One way is to explicitly compute the reachable region and to determine whether it contains the unsafe region [4] . Alternatively, one may compute an invariant for the system, i.e., a region where the system will always evolve [5] . This paper considers a class of invariants delimited by barrier functions.
A barrier function [6] defines an uncrossable frontier between the initial region and the unsafe region. When the system initial state is in the initial region, the barrier function guarantees that the system will never reach the unsafe region, providing a barrier certificate for the safety of the system. The main challenge lies in the computation of barrier functions. In [6] polynomial barrier functions are efficiently designed for polynomial systems. Here, the aim is to extend the class of problems addressed by [6] to nonpolynomial systems, and non-polynomial barrier functions. In [6] , hybrid systems are considered. This paper focuses michel.kieffer@lss.supelec.fr on continuous-time systems; the extension to hybrid systems will be consider in future works.
The barrier function has to satisfy some constraints which are formulated as quantified constraints to be solved using interval analysis. The proposed approach involves validation and invalidation of constraints based on a technique introduced in [7] . It is improved by the use of constraint propagation techniques as introduced in [8] , [9] .
The paper is organized as follows. Section II briefly recalls some related work. Section III introduces barrier functions and formulates the constraints they should satisfy to provide a barrier certificate. Section IV presents the framework developed to solve the constraints. Experimental results are given in Section V before drawing some conclusions in Section VI.
Small italic letters x represent real variables while real vectors x are in bold. Intervals [x] and interval vectors (boxes) [x] are represented between brackets. Data structure or sets S are in upper-case calligraphic. The derivative of a function x with respect to time t is denotedẋ.
II. RELATED WORK
To prove the safety of a system, different approaches have been proposed [10] . One way is to explicitly compute an approximation of the reachable region from the initial region. The system is safe when the reachable region does not intersect the unsafe region. In [3] , [4] , [11] the reachable region is computed for linear hybrid systems for a finite time horizon using geometric representations such as polyhedra. The reachable region for non-linear systems is computed in [2] using an abstraction of the non-linear systems by a linear system expressed in a new system of coordinates. The problem of reachability of non-linear systems is formulated as an optimization problem in [12] . In [13] , a Picard iterator is combined with Taylor models to find the reachable region for non-linear hybrid systems.
An other way to address the safety problem is by exhibiting an invariant region in which the system remains. If the invariant does not intersect the unsafe region then the safety of the system is proved. One way to find such an invariant is by using stability properties of a dynamical system [14] and searching for a Lyapunov function. In [15] , a sum-of-square decomposition and semi-definite programming are employed to find a Lyapunov function for a system with polynomial dynamics. A template approach is considered in [16] to find Lyapunov functions using a branch-and-relax scheme and linear programming to solve the constraints induced. In [6] , instead of looking for a function that fulfills some stability conditions, a function is searched that separates the initial region from the unsafe region. Then, [17] extends the idea to search for invariants in conjunctive normal form for hybrid systems.
III. FORMULATION A. Safety for continuous-time system
Consider the autonomous and time-invariant continuoustime dynamical system described bẏ
where x ∈ X ⊆ R n . We assume that classical hypotheses on f are satisfied so that (1) has a unique solution x(t, x 0 ) ∈ X for a given initial value x 0 ∈ X at time t = 0.
Definition 1: Consider an initial region X 0 ⊆ X , an unsafe region X u ⊆ X . The system (1) is safe if ∀x ∈ X 0 and ∀t ≥ 0, x(t, x 0 ) / ∈ X u , i.e., the system never reaches X u from X 0 .
B. Barrier certificates
One way to prove that (1) is safe is by the barrier certificate approach introduced in [6] . A barrier is a differentiable function B : X → R that partitions the state-space X into X − where B(x) ≤ 0 and X + where B(x) > 0 such that X 0 ⊆ X − and X u ⊆ X + . Moreover, B has to be such that ∀x 0 ∈ X 0 , ∀t ≥ 0 B(x(t, x 0 )) ≤ 0. Proving that B(x(t, x 0 )) ≤ 0 requires an evaluation of the solution of (1) for all x 0 ∈ X 0 . Alternatively, [6] proposes the following theorem providing some constraints a barrier function has to satisfy to prove the safety of a dynamical system. Theorem 1: Consider f defined in (1) , and the sets X , X 0 and X u . If there exists a function B : X → R such that:
then the dynamical system defined by f is safe. Note that ., . stands for the scalar product in R n . In Theorem 1, (2a) and (2b) ensure that X 0 ⊆ X − , and X u ⊆ X + , while (2c) states that when x is on the border between X − and X + (i.e., B(x) = 0), then the dynamics f pushes the state back in X − .
C. Parametric barrier functions
The search for a barrier B is challenging since it is over a functional space. One of the idea to address this problem is to consider barriers belonging to a family of parametric functions (or templates) B(x, p) depending on a fixed number of parameters p ∈ P ⊆ R n . Then one may search for the parameter values such that B(x, p) satisfies (2a)-(2c). Theorem 1 may then be reformulated by replacing B(x) by B(x, p).
If there is no p ∈ P such that B(x, p) satisfies (2a)-(2c), this does not mean that the system is not safe: Other structures of functions B(x, p) could provide a barrier certificate.
IV. CHARACTERIZATION USING INTERVAL ANALYSIS
In this section we present an approach to find a parametric barrier B(x, p) that satisfies the constraints in Theorem 1.
For that purpose, we use tools from interval analysis [9] , [18] and reformulate the constraints of Theorem 1 so that they can be efficiently handled by constraint propagation techniques.
A. Interval analysis
An interval [x, x] = {x ∈ R|x ≤ x ≤ x} is defined by its lower and upper bounds x and x. An interval vector (or box)
IR denotes the set of bounded intervals over R. All classical arithmetic operations are extended to intervals. An inclusion
A natural inclusion function [f ] is obtained by substituting all variables and operations involved in f by their interval counterpart. The evaluation of the range of functions over intervals using inclusion function may introduce some over approximation, see [9] , [18] for more details.
B. Interval formulation
Interval analysis is employed to find a parametric barrier function which satisfies the constraints introduced by Theorem 1. In what follows we assume that X 0 , X u , X , and 
C. Solving the constraints Different approaches exist to handle the quantified constraints (4a)-(4c). A branch-and-prune approach is presented in [19] . It performs branching over constraints and eliminates all irrelevant points. A method to solve quantified semialgebraic constraints is described in [16] . In addition of branching over the constraints, the existential constraint (∃) are solved using linear programming methods. Both methods are implemented in RSolver [20] .
To address problems with non-polynomial dynamics and design non-polynomial barrier functions, we use the CSC-FPS algorithm introduced in [7] . Here, CSC-FPS is supplemented by constraint propagation techniques to improve its efficiency.
The 
This formulation is more suitable for the use of constraint propagation techniques. The constraint (4c) requires a specific treatment. 1) CSC: CSC, see Algorithm 1, first verifies if (5) cannot be satisfied by determining if there exists
If (6) is satisfied, CSC returns false. Then, CSC evaluates whether there exists p ∈ [p 0 ] such that
If such p exists, (5) To verify (6) and (7), one may use an inclusion function
then, thanks to (3), (7) is satisfied. Conversely, if
then, using again (3), (7) cannot be satisfied. A similar reasoning can be made to verify (6) . Due to the over-approximation of the range of a function over an interval provided by inclusion functions, one may sometimes not be able to conclude. Branching over [x] is then performed by CSC as long as the width of the box [x] is larger than a given parameter ε 1 . Otherwise, to ensure the termination of CSC, one considers that no conclusion can be made for [p] 0 .
2) FPS: FPS, see Algorithm 2, searches for parameters that satisfy (5) by calling iteratively CSC. If CSC returns true, a valid parameter value and thus a barrier function has been found. When false is returned the current box of parameters is deleted. Finally, unknown means that bisections in the parameter space are required and CSC has to be called on the resulting boxes.
As for CSC, to ensure the termination of FPS, boxes in the parameter space are bisected as long as their width is larger than ε 2 .
D. Implementation
Theorem 1 is defined on the conjunction of three Constraints (4a)-(4c). Three versions of CSC are thus jointly considered: CSCInit, CSCunsafe, and CSCborder dedicated respectively to Constraints (4a), (4b), and (4c false as soon as one of the CSC functions returns false. Two strategies may then be considered. In Strategy 1, all CSC functions are called, except when one of the two first CSC functions returns false. In Strategy 2, CSC returns unknown as soon as a CSC function returns unknown. Strategy 1 may be more efficient at eliminating boxes, while Strategy 2 does not spend unnecessary time in testing CSC functions when the global result is likely to be unknown.
E. Using contractors
Due to bisections, the proposed approach can be computationally demanding. This motivates the use of contractors, see [21] or [9, Chap. 4] .
Definition 2: A contractor C c associated to the generic constraint c :
is a function taking a box [x] as input and returning a box satisfying
and
For a given box [x], (11) translates the fact that C c eliminates parts of [x] that are not consistent with (10), but without loosing any consistent solution, as indicated by (12) .
Various types of contractors have been proposed in the literature, for example, the contractors by interval constraint propagation, by parallel linearization, the Newton contractor, the Krawczyk contractor, see [9, Chap. 4 ] for more details.
Contractors can be used by CSC to prove that (5) cannot be satisfied using the following proposition.
Proposition 1: Consider the constraint
and a contractor C c for this constraint. For the pair of boxes (13) cannot be satisfied and CSC can directly return false.
Contractors can also be used by CSC to prove that (5) is satisfied for some p ∈ [p]. For that purpose, consider the negationc of the constraint (10) defined as
A contractor Cc forc may then be useful to characterize some
, which is not necessarily a box. Consider now the constraint
for some
. CSC may then use this contractor as an alternative way to determine whether
Contractor can also be used in FPS to prune some part of [p] using the following proposition Proposition 3: Consider some x ∈ [x], the constraint
and an associated contractor C c . For the box [p], one may evaluate
The consequence of Proposition 3 is all the parameters in the set [p] \ [p ] cannot satisfy Constraint (5). They can be safely discarded from the parameter search space.
From an algorithmic point of view, using Propsition 3 can reduce the size of the parameter space in order to reduce the amount of bisections necessary to get a valid result. Propsition 3 may be applied considering many different x to further reduce the size of the parameter search space.
V. EXAMPLES

A. Experimental conditions
This section presents some results provided by CSC-FPS presented in Section IV. CSC-FPS is implemented in C++ using the IBEX library, see [21] , [22] . The computing time and the number of bisections made by FPS are provided for each example. Table I shows the results obtained without contractor, while Table II shows the benefits of contractors.
Experiments are conducted using an Intel core i7 at 1.70GHz. One chooses ε 1 = 10 −1 for CSC and ε 2 = 10 Example 1: (P0) Consider the unstable system:
Example 2: (sixdim) Here a 6-dimension system is considered. It is taken from [16] . To the best of our knowledge no barrier certificate has been computed for this system. 
Example 4: (P3) [6] For the disturbed system 
is considered. The disturbance here is taken over a box [d] and it is considered as time independent.
In this case, Constraint (4c) has to be valid ∀d ∈ [d]. It is rewritten as follows
Inclusion functions can be used to evaluate the range of the perturbed f .
Example 5: (E5) [24] Consider the unstable system: 
Example 6: (Lorenz) [25] We consider the Lorenz system with a limit cycle. The initial region is taken inside the limit cycle and the unsafe outside of it. 20, 20] . We consider the template
Example 7: (Saturation) [26] 
is considered. Figure 1 illustrates the barrier function computed with the proposed approach. Tables I and II show that CSC-FPS supplemented with contractors is much more efficient in term of computing time and number of necessary bisections. The reason for this difference is that the contractor found in FPS reduces the size of the parameter space by eliminating invalid parameters, without calling CSC. Moreover, the contractor found in CSC speeds up the validation and invalidation process. For some examples (E5 or Parillo), the version without contractor fails in finding a valid solution. This is mainly due to the nonlinearities of the system or of the barrier function.
Comparing the two strategies for managing the results of the CSC functions, Strategy 1, which evaluates all CSC functions, except if one of them returns false takes more time due to the cost of every CSC check. As expected, it reduces the number of bisections compared to Strategy 2.
C. RSolver
As mentioned in Section IV-C, other tools exist to solve quantified constraints. We report in this section the results produced by RSolver [20] on our particular problem. As RSolver uses linear programming to compute solutions of quantified constraint problem, we are limited on the form of parametric barrier functions which must be linear in the parameters. Moreover, RSolver relies on a language to describe quantified constraints which does not handle the division operation so, we are unable to compute barrier functions for problems E5 and Saturation. For the remaining examples, RSolver usually terminates without producing satisfying answers even when the polynomial parametric barrier functions are considered. If we use linear parametric barrier functions, RSolver is able to compute very efficiently a result only on two examples: Parillo and Lorenz: no bisections are required and the solution is obtained in few milliseconds. This paper presents a new method to find parametric barriers and provide barrier certificates for nonlinear dynamical systems. It is based on the search for the parameters of a barrier function with a given template using interval analysis. The main benefit of the barrier certificate technique is that there is no need for an explicit computation of the reachable state space which is difficult for nonlinear dynamic. The proposed technique has no restriction regarding the dynamics nor the template of the barrier function. It is able to find barrier certificates for a large class of dynamical systems.
Future work, will focus on better strategies to choose the vector parameter tested in CSCs procedure for the validation.
Extensions to hybrid systems will also be investigated using an approach similar to that considered in [6] . A set of quantified constraints may be defined for each location of the hybrid automaton and one may search for templates satisfying the constraints associated to the transitions.
