The algorithm selection problem is to choose the most suitable algorithm for solving a given problem instance and thus, it leverages the complementarity between different approaches that is present in many areas of AI. We report on the state of the art in algorithm selection, as defined by the Algorithm Selection Competition series 2015 to 2017. The results of these competitions show how the state of the art improved over the years. Although performance in some cases is very promising, there is still room for improvement in other cases. Finally, we provide insights into why some scenarios are hard, and pose challenges to the community on how to advance the current state of the art.
Introduction
In many areas of AI, there are different algorithms to solve the same type of problem. Often, these algorithms are complementary in the sense that one algorithm works well when others fail and vice versa. For example in propositional satisfiability solving (SAT), there are complete tree-based solvers aimed at structured, industrial-like problems, and local search solvers aimed at randomly generated problems. In many practical cases, the performance difference between algorithms can be very large, for example as shown by Xu et al. (2012) for SAT. Unfortunately, the correct selection of an algorithm is not always as easy as described above and even easy decisions require substantial expert knowledge about algorithms and the problem instances at hand.
Per-instance algorithm selection (Rice, 1976 ) is a way to leverage this complementarity between different algorithms. Instead of running a single algorithm, a portfolio (Huberman et al., 1997; Gomes and Selman, 2001) consisting of several complementary algorithms is employed together with a learned selector. The selector automatically chooses the best algorithm from the portfolio for each instance to be solved.
Formally, the task is to select the best algorithm A from a portfolio of algorithms P for a given instance i from a set of instances I with respect to a performance metric m : P × I → R (e.g., runtime, error, solution quality or accuracy). To this end, an algorithm selection system learns a mapping from an instance to a selected algorithm s : I → P such that the performance, measured as cost, across all instances I is minimized (w.l.o.g.):
arg min s i∈I m(s(i), i)
Algorithm selection has gained prominence in many areas and made tremendous progress in recent years. Such systems established new stateof-the-art performance in AI areas, such as, propositional satisfiability solving (Xu et al., 2008) 1 , machine learning (Brazdil et al., 2008; van Rijn et al., 2018) , maximum satisfiability solving (Ansótegui et al., 2016) , answer set programming (Silverthorn et al., 2012; Maratea et al., 2014) or constraint programming (Hurley et al., 2014; Amadini et al., 2014) . However, the multitude of different approaches and application domains makes it difficult to compare different algorithm selection systems, which presented users with a very practical meta-algorithm selection problem -which algorithm selection system should I use?
The first step towards being able to perform such comparisons was the introduction of the Algorithm Selection Benchmark Library (ASlib, Bischl et al., 2016) . This development enabled the competitions we report on here.
In this competition report, we summarize the results and insights gained by running a series of two algorithm selection competitions based on ASlib. rithm Selection -and in 2017 -the Open Algorithm Selection Challenge.
2 We start by giving a brief background on algorithm selection (Section 2) and an overview on how we designed both competitions (Section 3). Afterwards we present the results of both competitions (Section 4) and discuss the insights obtained and open challenges in the field of algorithm selection, identified through the competitions (Section 5).
Background on Algorithm Selection
In this section, we discuss several classes of algorithm selection methods and ways to evaluate algorithm selection problems. Figure 1 shows a basic per-instance algorithm selection framework that is used in practice. A basic approach involves (i) representing a given instance i with a vector of numerical features F(i) (e.g., number of variables and constraints of a CSP instance), (ii) inducing a selection machine learning model s that selects an algorithm for the given instance i based on its features F(i). Generally, these machine learning models are induced based on a dataset D = {(x j , y j ) | j = 1, . . . , n} to map an input x to output f (x), which closely represents y. In this setting, x i is typically the vector of numerical features F(i) from some instance i that has been observed before. There are various variations for representing the y values and ways for algorithm selection system s to leverage the predictions f (x). We briefly review several classes of solutions.
Algorithm Selection Approaches
Regression that models the performance of individual algorithms in the portfolio. A regression model f A can be trained for each A ∈ P on D with x j = F(i) and y j = m(A, i) for each previously observed instance i that A was ran on. The machine learning algorithm can then predict how well algorithm A performs on a given instance from I. The algorithm with the best predicted performance is selected for solving the instance (e.g., Horvitz et al., 2001; Xu et al., 2008) . Alternatively, one regression model can be trained to predict results for all classifiers.
Combinations of unsupervised clustering and classification that partitions instances into clusters H based on the instance features F(i), and determines the best algorithm A i for each cluster h i ∈ H. Given a new instance i , the instance features F(i ) determine the nearest cluster h wrt some distance metric; the algorithm A assigned to h is applied (e.g., Ansótegui et al., 2009) .
Classification that considers pairs of algorithms (A k , A j ). For a new instance, the machine-learning-induced model predicts for each pair of algorithms which one will perform better (m(A k , i) < m(A j , i)), and the algorithm with most "is better" predictions is selected (e.g., Xu et al., 2011; van Rijn et al., 2015) .
Stacking of several approaches that combine multiple models to predict the algorithm to choose, for example by predicting the performance of each portfolio algorithm through regression models and combining these predictions through a classification model (e.g., Kotthoff, 2012; Samulowitz et al., 2013; Malone et al., 2018) .
Why is algorithm selection more than traditional machine learning?
In contrast to typical machine learning tasks, each instance has implicitly a weight attached to it. For example, it might not be important to select the best algorithm on instances on which all algorithms perform nearly equally. However, it is crucial to select the best algorithm on an instance on which all but one algorithm perform poorly (e.g., all but one time out).
Instead of predicting a single algorithm, schedules of algorithms can also be used. One variant of algorithm schedules (Kadioglu et al., 2011; Hoos et al., 2015) are static (instance-independent) pre-solving schedules which are applied before any instance features are computed (Xu et al., 2008) . This typically implies that an NP-hard problem has to be solved to obtain the best performing schedule. Alternatively, a sequence of algorithms can be predicted to compute schedules (Amadini et al., 2014; Lindauer et al., 2016) .
Last but not least, because of the overhead generated through feature computation (as mentioned above), feature selection is a required component to achieve good performance on most scenarios. For example, on industriallike SAT instances, computing some instance features can take more than half of the time to runtime cutoff and are therefore often not affordable.
For more details on algorithm selection systems and the different approaches used in the literature, we refer the interested reader to the surveys by Smith-Miles (2008) and Kotthoff (2014) .
Evaluation of Algorithm Selection Systems
The purpose of performing algorithm selection is to achieve performance better than any individual algorithm could. Most algorithm selection systems incur overhead through the computation of the instance features used as input for the machine learning models. This diminishes performance gains achieved through selecting good algorithms and has to be taken into account for evaluating algorithm selection systems.
To be able to assess the performance gain of algorithm selection systems, two baselines are commonly compared against (Xu et al., 2012; Lindauer et al., 2015; Ansótegui et al., 2016) : (i) the performance of the algorithm performing best on all training instances (called single best solver (SBS) or average best solver ), which denotes what can be achieved without algorithm selection; (ii) the performance of the virtual best solver (VBS) (also called oracle performance), which makes perfect decisions and chooses the bestperforming algorithm on each instance without any overhead. The VBS corresponds to the overhead-free parallel portfolio that runs all algorithms in parallel and terminates as soon as the first algorithm finishes.
The performance of the baselines and of any algorithm selection system varies for different scenarios. We normalize the performance of an algorithm selection system s by the performance, measured as cost and to be minimized, of the SBS and VBS and measure how much of the gap between the two it closed as follows:m
where 0 corresponds to perfect performance, equivalent to the VBS, and 1 corresponds to the performance of the SBS. 3 The performance of an algorithm selection system will usually be between 0 and 1; if it is larger than 1 it means that simply always selecting the SBS is a better strategy.
A common way of measuring runtime performance is penalized average runtime (PAR10) (Hutter et al., 2014; Lindauer et al., 2015; Ansótegui et al., 2016) : the average runtime across all instances, where algorithms are run with a timeout and penalized with a runtime ten times the timeout if they do not complete within the time limit.
Competition Setups
In this section, we discuss the setups of both competitions. Both competitions were based on ASlib, with submissions required to read the ASlib format as input.
General Setup: ASlib
An ASlib scenario (Bischl et al., 2016) contains pre-computed performance values m(A, i) for all algorithms in a portfolio A ∈ P on a set of instances i ∈ I (e.g., runtime for SAT instances or accuracy for Machine Learning datasets). In addition, a set of pre-computed instance features F(i) are available for each instance, as well as the time required to compute the feature values (the overhead). The corresponding task description provides further information, e.g., runtime cutoff, grouping of features, performance metric (runtime or solution quality) and indicates whether the performance metric is to be maximized or minimized.
Competition 2015
In 2015, the competition asked for complete systems to be submitted which would be trained and evaluated by the organizers. This way, the general applicability of submissions was emphasized -rather than doing well only with specific models and after manual tweaks, submissions had to demonstrate that they can be used off-the-shelf to produce algorithm selection models with good performance. For this reason, submissions were required to be open source or free for academic use.
The scenarios used in 2015 are shown in Table 1 . The competition used existing ASlib scenarios that were known to the participants beforehand. There was no secret test data in 2015; however, the splits into training and testing data were not known to participants. We note that these are all runtime scenarios, reflecting what was available in ASlib at the time.
Submissions were allowed to specify the feature groups and a single presolver for each ASlib scenario (a statically-defined algorithm to be run before any feature computation to avoid overheads on easy instances), and required to produce a list of the algorithms to run for each instance (each with an associated timeout). The training time of a submission was limited to 12 CPU hours on each scenario; each submission had the same computational resources available. The submissions were evaluated on 10 different traintest splits considering the three metrics in ASlib: mean PAR10 score, mean misclassification penalty (the additional time that was required to solve an instance compared to the best algorithm on that instance), and number of instances solved within the timeout. The final score was the average remaining gapm (Equation 2) across these three metrics, the 10 train-test splits, and the scenarios.
Competition 2017
Compared to 2015, we changed the setup of the competition in 2017 with the following goals in mind:
1. fewer restrictions on the submissions regarding computational resources and licensing;
2. better scaling of the organizational overhead to more submissions, in particular not having to run each submission manually;
3. more flexible schedules for computing features and running algorithms; and 4. a more diverse set of algorithm selection scenarios, including new scenarios.
To achieve the first and second goal, the participants did not submit their systems directly, but only the predictions made by their system for new test instances (using a single train-test split). Thus, also submissions from closed-source systems were possible, although all participants made their submissions open-source in the end. We provided full information, including algorithms' performances, for a set of training instances, but only the feature values for the test instances to submitters. Participants could invest as many computational resources as they wanted to compute their predictions. While this may give an advantage to participants who have access to large amounts of computational resources, such a competition is typically won by better ideas and not by more computational resources. Furthermore, this setup is quite common in other machine learning competitions, e.g., the Kaggle competitions.
To support more complex algorithm selection approaches, the submitted predictions were allowed to be an arbitrary sequence of algorithms with timeouts and feature computations. Thus, any combination of these two components were possible (e.g., complex pre-solving schedules with interleaved feature computation). In particular, complex pre-solving schedules were used by most submissions for scenarios with runtime as performance metric.
We collected several new algorithm selection benchmarks from different Table 2 : Overview of algorithm selection scenarios used in 2017, showing the alias in the competition, the number of algorithms |A|, the number of instances |I|, the number of instance features |F|, the performance objective, and the improvement factor of the virtual best solver (VBS) over the single best solver (m SBS /m VBS ) without considering instances on which all algorithms timed out. Scenarios marked with an asterisk were available in ASlib before the competition.
domains; 8 out of the 11 used scenarios were completely new and not disclosed to participants before the competition (see Table 2 ). 4 To show the impact of algorithm selection on the state of the art in different domains, we focused the search for new scenarios on recent competitions for CSP, MAXSAT, MIP, QBF, and SAT. Additionally, we developed an open-source Python tool that connects to OpenML (Vanschoren et al., 2014) and converts a Machine Learning study into an ASLIB scenario. 5 We ensured that each domain is represented not more than twice in our set of used scenarios to avoid any bias towards a single domain. In the 2015 competition, most of the scenarios came from SAT, which skewed the evaluation in favor of that. Finally, we also considered scenarios with solution quality as performance metric (instead of runtime) for the first time. The new scenarios were added to ASlib after the competition; thus the competition was not only enabled by ASlib, but furthers its expansion. For a detailed description of the competition setup in 2017, we refer the interested reader to Lindauer et al. (2017) .
Results
We now discuss the results of both competitions.
Competition 2015
The competition received a total of 8 submissions from 4 different groups of researchers comprising 15 people. Participants were based in 4 different countries on 2 continents. Appendix A provides an overview of all submissions. Table 3 shows the final ranking. The zilla system is the overall winner, although the first-and second-placed entries are very close. All systems perform well on average, closing more than half of the gap between virtual and single best solver. Additionally, we show the normalized PAR10 score for comparison against the 2017 results, where only the PAR10 metric was used. Detailed results of all metrics (PAR10, misclassification penalty, and solved) are presented in Appendix D. For comparison, we show three additional systems. Autofolio-48 is identical to Autofolio (a submitted algorithm selector that searches over different selection approaches and their hyperparameter settings ), but was allowed 48 hours training time (four times the default) to assess the impact of additional tuning of hyperparameters. LLAMA-regrPairs and LLAMA-regr are simple approaches based on the LLAMA algorithm selection toolkit (Kotthoff, 2013) .
6 These systems are not ranked. The relatively small difference between AutoFolio and AutoFolio-48 shows that allowing more training time does not increase performance significantly. The good ranking of the two simple LLAMA models shows that reasonable performance can be achieved even with off-the-shelf approaches without customization or tuning. Figure 2 (combined scores) and Figure 3 (PAR10 scores) show critical distance plots on the average ranks of the submissions. According to the Friedman test with post-hoc Nemenyi test there is no statistically significant difference between any of the submissions.
More detailed results can be found in Kotthoff (2015) .
Competition 2017
In 2017, there were 8 submissions from 4 authors. Similar to 2015, participants were based in 4 different countries on 2 continents. While most of the submissions came from participants of the 2015 competition, there were also submissions by researchers who did not participate in 2015. Table 4 shows the results in terms of the gap metric (see Equation 2) based on PAR10, as well as the ranks; detailed results are in Table E .9 (Appendix E). The competition was won by ASAP.v2. It obtained the highest scores on the gap metric both in terms of the average over all datasets, and the average rank across all scenarios. Both ASAP systems clearly outperformed all other participants on the quality scenarios. However, Sunny-fkvar did best on the runtime scenarios, followed by ASAP.v2. Figure 4 shows critical distance plots on the average ranks of the submissions. There is no statistically significant difference between the best six submissions, but the difference to the worst submissions is statistically significant. 
Open Challenges and Insights
In this section, we discuss insights and open challenges indicated by the results of the competitions.
Progress from 2015 to 2017
The progress of algorithm selection as a field from 2015 to 2017 seems to be rather small. In terms of the remaining gap between virtual best and single best solver, the results were nearly the same (best system in 2015 achieved about 33% in terms of PAR10, while the best system in 2017 left about 38%). On the only scenario used in both competitions (SAT12-ALL), the performance also stayed nearly constant. Nevertheless, the competition in 2017 was more challenging because of the new and more diverse scenarios. While the community succeeded in coming up with more challenging problems, there appears to be room for more innovative solutions.
Robustness of Algorithm Selection Systems
As the results of both competitions show, choosing one of the state-ofthe-art algorithm selection systems is still a much better choice than simply always using the overall best single algorithm. However, as different algorithm selection systems have different strengths, we are now confronted with a meta-algorithm selection problem -selecting the best algorithm selection approach for the task at hand. For example, while the best submission in 2017 achieved 38% gap between SBS and VBS remaining, the virtual best selector over the portfolio of all submissions would have achieved 29%. An open challenge is to develop such a meta-algorithm selection system, or a single algorithm selection system that performs well across a wide range of scenarios.
One step in this direction is the per-scenario adaption of the systems, e.g., by using hyperparameter optimization methods (Gonard et al., 2017; Liu et al., 2017; Cameron et al., 2017) , per-scenario model selection (Malone et al., 2017) , or even per-scenario selection of the general approach combined with hyperparameter optimization . However, as the results show, more fine-tuning of the algorithm selection systems does not always result in a better-performing system. In 2015, giving much more time to Autofolio resulted in only a very minor performance improvement, and in 2017 ASAP.v2 performed better than its refined successor ASAP.v3.
In addition to the general observations above, we note the following points regarding robustness of the submissions:
• zilla performed very well on SAT scenarios (average rank: 1.4) but only mediocre on other domains (average rank: 6.5 out of 8 submissions) in 2015;
• ASAP won in 2017, but sunny-fkvar performed better on runtime scenarios;
• both CSP scenarios in 2017 were very similar (same algorithm portfolio, same instances, same instance features) but the performance metric was changed (one scenario with runtime and one scenario with solution quality). On the runtime scenario, Sunny-fkvar performed very well, but on the quality scenario ASAP.v3/2 performed much better.
Impact of Randomness
One of the main differences between the 2015 and 2017 challenges was that in 2015, the submissions were evaluated on 10 cross-validation splits to determine the final ranking, whereas in 2017, only a single training-test split was used. While this greatly reduced the effort for the competition organizers, it increased the risk of a particular submission with randomized components getting lucky.
In general, our expectation for the performance of a submission is that it does not depend on randomness much, i.e., its performance does not vary significantly across different test sets or random seeds. On the other hand, as we observed in Section 5.2, achieving good performance across multiple scenarios is an issue. To determine the effect of randomness on performance, we ran the competition winner, ASAP.v2, with different random seeds on the CSP-MinizincObj-2016 (Camilla) scenario, where it performed particularly well. Figure 5 shows the cumulative distribution function of the performance across different random seeds. The probability of ASAP.v2 performing as good or better than it did is very low, suggesting that it did choose a lucky random seed.
This result demonstrates the importance of evaluating algorithm selection systems across multiple random seeds, or multiple test sets. If we replace ASAP's obtained score with the median score of the CDF shown in Figure 5 , ASAP.v3 would have dropped to the third place.
Hyperparameter Optimization
All systems submitted to either of the competitions leverage a machine learning model that predicts the performance of algorithms. It is well known that hyperparameter optimization is important for getting good performance out of these algorithms (see, e.g., Snoek et al. (2012) ; Thornton et al. (2013) ). Nevertheless, not all submissions optimized hyperparameters, e.g., the winner in 2017 ASAP.v2 Gonard et al. (2017) used the default hyperparameter of its random forest. Given previous results by Lindauer et al. (2015) , we would expect that adding hyperparameter optimization to recent algorithm selection systems will further boost their performances.
Handling of Quality Scenarios
ASlib distinguishes between two types of scenarios: runtime scenarios and quality scenarios. In runtime scenarios, the goal is to minimize the time to select an algorithm that solves all instances (e.g., SAT, ASP), whereas in quality scenarios the goal is to find the algorithm that obtains the highest score or lowest error according to some metric (e.g., plan quality in AI planning or prediction error in Machine Learning). In the current version of ASlib, the most important difference between the two scenario types is that for runtime scenario a schedule of different algorithms can be provided, whereas for quality scenarios only a single algorithm. The reason for this limitation is that ASlib does not contain information on intermediate solution qualities of any-time algorithms (e.g., the solution quality after half the timeout). For the same reason, the cost of feature computation cannot be considered for quality scenarios. This setup is common in algorithm selection methods for Machine Learning (meta-learning). In other cases, a time limit in combination with intermediate solutions and the time at which they were obtained, could enable schedules for quality scenarios and trade offs between obtaining a better solution quality by expending more resources or switching to another algorithm. Future versions of ASlib should consider addressing this limitation.
Challenging Scenarios
On average, algorithm selection systems perform already fairly well and the best systems had a remaining gap between the single best and virtual best solver of only 38% in 2017. However, some of the scenarios are still inherently hard for algorithm selection. Table 5 shows the median and best performance of all submissions on all scenarios. To identify challenging scenarios, we studied the best-performing submission on each scenario and compared the remaining gap with the average remaining gap over all scenarios. In 2015, SAT12-RAND and SAT11-INDU were particularly challenging, and in 2017 OPENML-WEKA-2017 and SAT03-16 INDU.
SAT12-RAND was a challenging scenario in 2015 and most of the participating systems performed not better than the single best solver on it, although the VBS has a 12-fold speedup over the single best solver. Table 5 : Average remaining gap and the best remaining gap across all submissions for all scenarios. The bold scenarios are particularly challenging.
The main reason is probably that not only the SAT instances considered in this scenario are randomly generated but also most of the bestperforming solvers are stochastic local search solvers which are highly randomized. The data in this scenario was obtained from single runs of each algorithm, which introduces strong noise. After the competition in 2015, Cameron et al. (2016) showed that in such noisy scenarios, the performance of the virtual best solver is often overestimated. Thus, we do not recommend to study algorithm selection on SAT12-RAND at this moment and plan to remove SAT12-RAND in the next ASlib release.
SAT11-INDU was a hard scenario in 2015; in particular it was hard for systems that selected schedules per instance (such as Sunny). Applying schedules on these industrial-like instances is quite hard because even the single best solver needs on average 8030 seconds (PAR10 with a cutoff timeout of 5000 seconds) to solve an instance; thus, sharing the total available resources between algorithms on this scenario is often not a good idea (also shown by Hoos et al. (2015) ). OPENML-WEKA-2017 was a new scenario in the 2017 competition and appeared to be very challenging, as six out of eight submissions performed almost equal or worse than the single best solver (≥ 95% remaining gap). This scenario featured algorithm selection for Machine Learning problems (cf. meta-learning (Brazdil et al., 2008) ). The objective was to select the best machine learning algorithm from a selection of WEKA algorithms (Hall et al., 2009) , based on simple characteristics of the dataset (i.e., meta-features). The scenario was introduced by van Rijn (2016)[Chapter 6]. We verified empirically that (i) there is a learnable concept in this scenario, and (ii) the chosen holdout set was sufficiently similar to the training data by evaluating a simple baseline algorithm selector (a regression approach using a Random Forest as model). The experimental setup and results are presented in Figure 6 . It is indeed a challenging scenario; on half of the sampled holdout sets, our baseline was unable to close the gap by more than 10%. In 18% of of the holdout sets, the baseline performed worse than the SBS. However, our simple baseline achieved 67.5% remaining gap on the holdout set used in the competition (compared to the best submission Sunny-fkvar with 78%).
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Conclusions
In this paper, we discussed the setup and results of a series of algorithm selection competitions. These competitions allow the community to objectively compare different systems and assess their benefits. They confirmed that per-instance algorithm selection can substantially improve the state of the art in many areas of AI. For example, the virtual best solver obtains on average a 31.8 fold speedup over the single best solver on the runtime scenarios from 2017. While the submissions fell short of this perfect performance, they did achieve significant improvements.
Perhaps more importantly, the competition series highlighted challenges for the community in a field that has been well-established for more than a decade. We identified several challenging scenarios on which the recent algorithm selection systems do not perform well. Furthermore, there is no system that performs well on all types of scenarios -a meta-algorithm selection problem is very much relevant in practice and warrants further research. The competitions also highlighted restrictions in the current version of ASlib, which enabled the competitions, that need to be addressed in future work.
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Thornton, C., Hutter, F., Hoos, H., Leyton-Brown, K., 2013. Auto-WEKA: combined selection and hyperparameter optimization of classification algorithms. In: Dhillon, I., Koren, Y., Ghani, R., Senator, T., Bradley, P., Parekh, R., He, J., Grossman, R., Uthurusamy, R. Each system was trained on each train scenario and predicted on each test scenario. In total, 130 evaluations (10 for each of the 13 scenarios) per submitted system were performed. The total CPU time spent was 4685.11 CPU hours.
Each system was evaluated in terms of mean PAR10 score, mean misclassification penalty (the additional time that was required to solve an instance because an algorithm that was not the best was chosen; the difference to the VBS), and mean number of instances solved for each of the 130 evaluations on each scenario and split. These are the same performance measures used in ASlib, and enable a direct comparison.
The final score of a submission group (i.e. a system submitted for different ASlib scenarios) was computed as the average score over all ASlib scenarios. For scenarios for which no system belonging to the group was submitted, the performance of the single best algorithm was assumed.
Appendix C. Submitted Systems in 2017
• Gonard et al. (2017) submitted ASAP.v2 and ASAP.v3 (Gonard et al., 2016) . ASAP combines pre-solving schedules and per-instance algorithm selection by training both jointly. The main difference between ASAP.v2 and ASAP.v3 is that ASAP.v2 used a pre-solving schedule with a fixed length of 3, whereas ASAP.v3 optimized the schedule length between 1 and 4 on a per-scenario base.
• Malone et al. (2017) submitted AS-RF and AS-ASL (Malone et al., 2018) . It also combines pre-solving schedules and per-instance algorithm selection, whereas the selection model is a two-level stacking model with the first level being regression models to predict the performance of each algorithm and the second level combines these performance predictions in a multi-class model to obtain a selected algorithm. AS-RF uses random forest and AS-ASL used auto-sklearn (Feurer et al., 2015) to obtain a machine learning model.
• Liu et al. (2017) submitted Sunny (autok and fkvar) (Amadini et al., 2014) . Sunny selects per-instance algorithm schedules with the goal of minimizing the number of possible timeouts. Sunny-autok optimized the neighborhood size on a per-scenario base and Sunny.fkvar additionally also applied greedy forward selection for instance feature subset selection.
• Cameron et al. (2017) submitted *Zilla (vanilla and dynamic), the successor of SATzilla (Xu et al., 2008 (Xu et al., , 2011 . *Zilla also combines per-solving schedules and pre-instance algorithm selection but based on pair-wise weighted random forest models. The dynamic version of *Zilla additionally uses the trained random forest to extract a perinstance algorithm schedule. Table E .9: Original results of the 2017 competition -score of 0 refers to the virtual best solver and 1 to the single best solver.
