This study empirically examines the impact and direction of causality between financial development and economic growth in 10sub-Saharan African countries for the period 2002 to 2013. The empirical investigation was carried out using the static panel data where three possible procedures were considered; the pooled (OLS); fixed effects (FE) and random effects (RE) methods, each with its underlying assumptions necessary to obtain unbiased and efficient estimates. Our results showed that the fixed model is preferred. This presupposes that the individual specific effects in each country"s development finance can no longer be ignored, in examining their impacts on the country"s economic growth. Also, the results of the co integration test, provides evidence of the existence of a long-run relationship between financial development and economic growth in all the countries studied. The fixed effect model results also indicate that financial development plays a causal role on economic growth, again in all the countries studied. These findings imply that Sub-Sahara African countries can accelerate their economic growth by improving their financial systems.
INTRODUCTION
Does financial development promote economic growth, or does economic growth Propel financial development? This has been a controversial debate amongst researchers and policy makers in recent time and thus calls for a critical analysis into the existence and direction of causality between the two variables.
Ever since the pioneering works of (Goldsmith, 1969) and (Schumpeter, 1911 )and more recently of (McKinnon, 1973) and (Shaw, 1973) , the relationship between financial development and economic growth has developed a large volume of both theoretical and empirical literature showing varying evidence of the different aspects of this relationship. The main idea of Mckinnon/shaw is that government restriction on the banking system such as high reserve requirements and interest rate ceiling, obstructs the process of financial development and consequently reduces economic growth. This is in tune with the endogenous growth theory which argues that economic growth is generated from within a system as a direct result of internal processes. More specifically, the endogenous theory notes that the development of new forms of technology and efficient and effective means of production restriction will lead to economic growth of a nation. This view contrasts with neoclassical economics, which contends that technological progression and other external factors are the main sources of economic growth. However, in the neo-classical growth models, the long-run rate of growth is exogenously determined by either the savings rate (the Harrod-Domar model) or the rate of technical progress (Solow model).
Supporters of endogenous growth theory argue that policies that embrace openness, competition, change and innovation will promote growth. Conversely, policies that have the effect of restricting or slowing change by protecting or favouring particular existing industries or firms are likely, over time, to slow growth. Other growing literature that modelled the endogenous growth model includes the works of (Greenwood & Jovanovic, 1990 ) and (Bencivenga & Smith, 1991) . They suggests that financial intermediation has a positive effect on steady-state growth. However, these researchers accounted for this relationship by emphasizing on collecting and analysing information, risk sharing, and liquidity provision in their models.
A large number of other literature indicates that economists hold varying views on the impact and direction of causality between financial development and economic growth. To this effect, three main views exist.
The ""supply-leading"" view, posits a causal relationship from financial development to economic growth, this implies that, a deliberate effort to create financial institutions and financial markets, increases the supply of financial services and this leads to real economic growth. According to this view, financial intermediation contributes to economic growth through two main channels: first, by raising the efficiency of capital accumulation and ultimately the marginal productivity of capital (Goldsmith, 1969) and secondly, by raising the savings rate, allocates resources, diversifies risks, and ultimately increasing investment rate. This means that, an increase in the size of savings will lead to an improved efficiency in investment, which ultimately drive financial development leading to a higher economic output. Authors in support of the supply-leading phenomenon includes: (McKinnon, 1973) , (Shaw, 1973) , , (Neusse & Kugler, 1998) (Bencivenga & Smith, 1991) , and (Greenwood & Jovanovic, 1990) The second view of the relationship between financial development and economic growth is the demand-following hypothesis which posits a causal relationship from economic growth to financial development. This implies that while the economy is growing, there is an increasing demand for financial services that induces an expansion in the financial sector. This was early advanced by (Robinson, 1952) and has been supported by (Goldsmith, 1969) , (Gurley & Shaw, 1967) , (Jung, 1986 ) and more recently (Demetrides & Hussein, 1996) .
A third view of the relationship between financial development and economic growth posits the stage of development hypothesis. That is, the two variables are mutually causal, they have bidirectional causality. This was early postulated by (Patrick, 1966) and supported by (Demetrides & Hussein, 1996) and more recently (Khan, 2001) .They argued that the causal direction is twoway that is, at the early stage, causality runs from finance to growth, but at later stages causality runs from growth to finance. This was observed in the early stage of economic development, where finance causes economic growth by inducing real per capita formation. This ultimately boost the economy and leads it into the growth stage. Thus when the economy is fast growing, there is an increase in the demand for financial services over time, which leads to an expansion in the financial sector as a result of increased Demand. Ultimately the real sector of the economy grows. This indicates causality from growth to finance. (Khan, 2001 )Established a positive twoway causality between finance and growth. He postulated that when borrowing is limited, producers/Investors with access to financial loans, obtains higher returns, which creates an incentive for others to undertake the technology necessary to access investment loans, which in turn reduces financing costs and increases economic growth.
Nevertheless, there is an alternative view which was originally put forward by (Lucas, 1988) . He argued that financial development and economic growth are not causally related. Put in his words, ""economists badly overstress the role of financial factors in economic growth.""also (Chandavarkar, 1992) noted that none of the pioneers of development economics even listed finance as a factor of development. (Luintel & Khan, 1999 ) Also supported these view.
A number of studies on this relationship, have tried to deal with the problems associated with causality and correlation. Studies such as (WorldBank, 1989), ) and most recently (Fry, 1997) , have tried to deal with the problems associated with causality and correlation. They also emphasised on both the merits and demerits associated with the crosscountry regressions approach. Various statistical method have been employed to examine the relationship between Financial Development and Economic Growth across countries. Thus, the apparent statistical results are products of the macroeconomic variables used, the various composition of these variables as computed by various countries, and statistical method adopted.
Most author on this topic adopts the Cross-country regressions and panel data, These approaches involves averaging out variables over long-time periods (typically two to three decades) and using them in cross-section regressions, with the aim to explain cross-country variations. But the question is, does these method resolve the issue of causality and correlation. Coincidentally, most of these studies, find positive effects of financial development on output growth, even after accounting for other determinants of growth. For instance, found out that higher levels of financial development are significantly and robustly correlated with current and future rates of economic growth of countries studied.
On the other hand, for other researchers, who adopted the time series analysis, came up with a contradictory results. For instance, (Demetrides & Hussein, 1996) found little systematic evidence in favor of the view that finance is a leading factor in the process of economic growth. For majority of the countries they examined, their study revelled that causality is bi-directional, while in other countries, financial development follows economic growth. Also (Luintel & Khan, 1999) supported this view in their study of a sample of ten less developed countries, they concluded that the causality between financial development and output growth is bi-directional for all countries.
A great deal of scepticism in relation to cross-country regressions, time series analysis using various statistical methods have been expressed by many researchers. However, the sensitivity of the variables used, as well as the statistical tools employed, has been recognized as critical to the outcome or results.
Therefore, this study empirically examines the impact and direction of causality between the level of financial development and economic growth in 10 Sub-Sahara African countries for the period 2002 to 2013. The empirical investigation was carried out using the static panel data where three possible procedures were considered; the pooled (OLS); fixed effects (FE) and random effects (RE) methods, each with its underlying assumptions necessary to obtain unbiased and efficient estimates. The rest of the paper is organized as follows. Section 2Review of related Literature, Section 3, describes the dates used and methodology, Section 4 Presents the results, Section 5 discusses the result and makes some recommendation for future research in this area.
LITERATURE REVIEW
There is no general agreement among economists that financial development is Beneficial for economic growth. However, a growing contemporary theoretical and empirical body of literature shows how financial intermediation mobilizes savings, allocates resources, diversifies risks, and contributes to economic growth. For instance, (Greenwood & Jovanovic, 1990) , highlight the capacity of financial institutions to acquire and analyse information about the state of technology and to channel investible funds into investment activities that yield the highest return. Thereby, stimulating economic growth. Similarly, (Bencivenga & Smith, 1991) The new growth theory argues that financial intermediaries and markets appear endogenously in response to market incompleteness and, hence, contribute to long-term growth. This implies that financial institutions and markets, arises endogenously to mitigate the effects of information and transaction cost frictions which influences decisions to invest in productivity sector of the economy. For instance, In a simple endogenous growth model, (Pagano, 1993 )used the AK model to conclude that the steady state growth rate depends positively on the percentage of savings diverted to investment, similarly, (Greenwood & Jovanovic, 1990 ) consider a model that allows examining the relation between growth and income distribution, as well as between financial structure and economic development. For them, the fundamental reason for a positive effect of financial development on economic growth is as a result of, undertaking of productive investments, and more efficient capital allocation. This is because agents have better information about the nature of shocks that can hit a particular projects and thus channel investible funds to productive sectors. In addition, (Berthelemy & Varoudakis, 1996 )use a theoretical model with banks acting as Oligopolists. They discovered that, in the stable equilibrium, the growth rate depends positively on the number of banks, or the degree of competitiveness of the financial system. And thereby affirming a positive effect of financial development on economic growth. On the other hand, while some authors affirms this relationship, others disaffirms it, while a few others finds a bi directional relationship. For some authors who affirms this relationship, they also found a bi directional relationships in part of their study. For instance, Using a neo-classical growth model, (Hassan, Sanchezb, & Yuc, 2011) found strong long-run linkages between financial development and economic growth for developing countries. Specifically, as predicted in neoclassical growth models, they discovered that, domestic gross savings is positively related to growth. That is, other proxies for financial development, such as domestic credit provided by the banking sector and domestic credit provided to the private sector, are positively related to economic growth. Furthermore, in their research, they found that a low initial GDP per capita level is associated with a higher-rate of economic growth for most regions, after controlling for financial variables and real sector variables. Also, using the Granger causality test, they found a two-way causality between Financial development and economic growth in all regions but SubSaharan Africa and East Asia & Pacific. More so, they found out that the causality runs from growth to finance in South Asia and in Sub-Saharan Africa, the two poorest regions studied. This finding supports the views of (Gurley & Shaw, 1967) , (Goldsmith, 1969) and (Jung, 1986) , who hypothesized that in developing countries, growth leads finance because of the increasing demand for financial services.
In support of this view, (Calderon & Liu, 2003) , using a time series analysis for a sample of 109 developing and developed countries, found evidence that financial development generally leads to economic growth for developed countries, but that the Granger causality is two-way for developing countries. Furthermore, (Luintel & Khan, 1999) , using a sample of 10 developing countries, concluded that the causality between financial development and Economic growth is bidirectional for the 10 countries they studied. (Demetrides & Hussein, 1996) and (Shan, Morris, & Sun, 2001), using time-series techniques, found that the causality is bi-directional for the majority of countries in their sample. Contrarily to these studies, (Singh, 1997) However, other great sceptic has expressed their opinion in relation to cross-country regressions and time series analysis. They argued that most studies that used cross-country regressions and time series analysis, finds positive effects of financial development on output growth even after accounting for other determinants of growth. Thus, undermining the possibility of a threshold effects. This is a possible co-integrating relationship between Economic growth and financial development. Indeed, it could be that below a level of financial development there is no effect on economic growth or even a small effect. Or possibly, as financial development crosses the threshold, there is a large effect on economic growth. Recent studies have tried to overcome these possible biased. For instance, . From a sample of 74 developed and less developed countries over the period 1960-1995, they took into consideration, the potential biases induced by simultaneity, omitted variables and unobserved country-specific effect on the finance growth nexus. They used estimators appropriate for dynamic panels like GMM and across-sectional instrumental variable estimators where the soundness of contract enforcement and the level of corporate accounting standards aroused as instruments to extract the exogenous component of financial development. This was a concise effort to deal with the problems associated with causality. Their study found out that the strong positive relationship between financial development and Economic growth can be partly explained by the impact of the exogenous components and also the direction of causality between financial development and economic growth runs in both directions. However, by employing the GMM and IV estimators, they corrected the possible simultaneity biases in their study. They investigate not only the relationship between financial development and economic growth but also the relationship between financial development and the sources of growth in terms of private saving rates, physical capital accumulation, and total factor productivity. However, they concluded that higher levels of financial development lead to higher rates of economic growth, and total factor productivity.
Furthermore, (Levine, 1998 ) used a sample of 44 developed and less developed countries during the period 1975-1993, he examines the links between banking development and long-run economic growth using the GMM estimation, to account for simultaneity bias. For them, the degree towhich legal codes emphasize the rights of creditor and the efficiency of the legal system in enforcing laws and contracts are considered very important in determining the effect of financial development on Economic growth. The empirical evidence finds a strong positive relation between the exogenous component of banking development with output growth, physical accumulation and productivity growth. More so, he surveyed a large amount of empirical research that deals with the relationship between the financial sector and long-run growth. He argued that financial systems can accomplish five functions to ameliorate information and transactions frictions and contribute to long-run growth. These functions are: facilitating risk amelioration, acquiring information about investments and allocating resources, monitoring managers and exerting corporate control, mobilizing savings, and facilitating exchange. These functions facilitate investment and, hence, higher economic growth. In conclusion, the aim of this study is to contribute to the literature on the nexus of the impact and direction of causality between financial development and economic growth. Data were collected in 10 sub-Saharan African countries for the period 2002 to 2013. The empirical investigation was carried out using the static panel data where three possible procedures were considered; the pooled (OLS); fixed effects (FE) and random effects (RE) methods, each with its underlying assumptions necessary to obtain unbiased and efficient estimates.
DATA AND METHODOLOGY

Description of Data
Financial development has been defined as the policies, factors, and the institutions that lead to the efficient intermediation and effective financial markets. A strong financial system offers risk diversification and effective capital allocation. The greater the financial development, the higher would be the mobilization of savings and its allocation to high return projects.
Financial development can be measured by a number of factors, this includes: the depth, size, access, and soundness of financial system. This can be measured by examining the performance and activities of the financial markets, banks, bond markets and financial institutions. Given that financial development cannot be captured by a single measure, we employ two commonly used measures of financial development.
The first proxy is the Domestic credit provided by the banking sector. This includes all credit to various sectors on a gross basis, with the exception of credit to the central government. The banking sector includes monetary authorities and deposit money banks, as well as other banking institutions where data are available (including institutions that do not accept transferable deposits but do incur such liabilities as time and savings deposits). Examples of other banking institutions are savings and mortgage loan institutions.
The second proxy of financial development is the inverse of the broad-money velocity, that is, the ratio of broad money stock (M2)/nominal GDP. This measure was put forward by (McKinnon, 1973) and (Shaw, 1973) and this measure, is often called the monetization variable. An increase in this variable implies an expansion in the financial intermediary sector relative to the rest of the economy.
Broad money as defined by International Financial Statistics (IFS) is the sum of currency outside banks; demand deposits other than those of the central government; the time, savings, and foreign currency deposits of resident sectors other than the central government; bank and traveller"s checks; and other securities such as certificates of deposit and commercial paper. Economic growth was measured by the growth rate of per capita real GDP.
Data Source
Quantitative data were used for this study. The empirical data used are from different issues of the IMF International Financial Statistics (IFS). Also, it is worthy of note that, the choice of subSahara countries for this study, is in view of their seemingly low level of financial development. Moreover, a good number of sub-Sahara countries were excluded from our study, this is due to thelack of available data.
Methodology
The study employed a panel data analysis procedure. This is because (Hausman, 1978) observed that time series cross section analysis have become increasingly important in econometrics analysis and research. However, in recent times, most survey data exceeded just the single cross section but followed a panel of individuals" overtime, hence, requiring paneling. Besides the above, paneling time series cross section data allows for simultaneous estimation of variation across the phenomenal units over a given period of time. For instance, it disentangles income from substitution effects in demand measurement which is often difficult with the use of aggregated data. Furthermore, (Hsiao, 2003) as documented in (Baitagi, 2008) posited that panel data provide sufficient observations and consequently, more sample variability, less collinearity, more degrees of freedom, and more accurate inference of model parameter. Similarly, it better captures the heterogeneity inherent in each individual unit. Finally, panel regression, particularly on microdata tends to give more accurate prediction than those from aggregated data used in times series (Hsiao, 2003) . However, having examined the relevance of the methodology adopted in this study, it becomes imperative to briefly discuss the component of panel model in order to aid understanding. Panel models are broadly divided into static and dynamic models; hence, the most notable difference between the two is the inclusion of the lagged dependent variable as an independent variable in the estimable model (Baitagi, 2008) . On this note, we were therefore constraint to adopt the static type of the model. In this type of model, the composite error term is decomposed into specific effects and the remainder disturbance term. Furthermore, the specific effects are further decomposed into individual specific effects (in the case of this study) the selected Sub-Sahara African countries and time specific effects (year 2002-2013). However, our study included a one-way error component regression model as only one of the specific effectsindividual specific effects (the selected Sub-Sahara African countries). In estimating this static panel data, three possible procedures were considered as follows: pooled (OLS); fixed effects (FE) and random effects (RE) methods, each with its underlying assumptions necessary to obtain unbiased and efficient estimates as explained below:
Pooled regression:
Pooled regression is done based on the assumption that the Xit are able to capture all the relevant characteristics of the individual units(the selected Sub-Sahara African countries) as such the inclusion of the unobserved specific effect in the model becomes unnecessary (Zeller, 1962) . Put differently, it assumes to treat all the observations for all the time periods as a single sample. The implication of the above is that ignoring theses effects when in fact they are significant yields inefficient estimates and biased asymptotic standard error, hence, the introduction for either fixed and/or random effect approach.
Fixed effect method:
Depending on the specific effect be considered, fixed effect (FE) approach assumes that the effects are fixed in parameters which can as well be estimated. In other words, these effects are peculiar to the respective individual cross section units; in this study, the selected Sub-Sahara African countries. Consequently, ignoring these effects may generate econometric problems such as: seemingly perfect linear correlation between the unobserved specific effect and its regressors; some of the regressors may be found correlating with the remainder disturbance term; there is the possibility of simultaneity biases resulting from the endogeneity of some regressorsetc see (Matyas & Sevestre, 1996) and (Hsiao & Tahmiscioglu, 1997) . From the foregoing, fixed effect (FE) method is used to overcome this shortcomings discussed above.
Random effect method:
In spite of the perceived merits of fixed effect (FE) approach, it is often bedeviled with the problem of high loss of degree of freedom in the estimation because of the peculiar incidence of large parameters to be estimated using the fixed effect (FE) approach, hence the development of random effect (RE) method by (Anderson & Hsiao, 1981) ; (Bhargava & Sargan, 1983) ; (Blundell & Bond, 1998) . The Random effect method assumes the cross section units (countries) to be random, as such; the loss of degree of freedom is reduced considerably. More so, it ensures that the specific effects are independent of its errors and that the regressors are also independent of the specific effects together with its errors. Put differently, random effects (RE) approach assumes exogeneity of all regressors. Therefore, where the unobserved specific effects are not distributed independently of the regressors, fixed effects method is instead used to avoid the problem of unobserved heterogeneity bias. The Hausman test is used to decide what levels of methodology to be adopted; hence, the non-rejection of the null hypothesis implies the adoption of random effect method and vice-versa.
More so, test of hypothesis on the stationarity on the variables used will be done alongside cointegration test. The primary purpose of testing for the hypothesis of no cointegration of a series residual is premised on the fact that the series becomes stationary if and only if, the explained and explanatory variables are cointegrated at level otherwise it has a unit root. The immediate implication of the above is that, if cointegrated, there seems to mean that a long run relationship exist between the regressors and the regressand, put differently, short run equilibrium or disequilibrium is seen to be sustainable in the long run. The notion of the "equilibrium" or "disequilibrium" used here are that of state to which a dynamic system tends to converge over time after any of the variables in the system is disconcerted by a shock. Similarly, (Granger, 1986) and (Engle & Granger, 1987) were the first to make official the idea of integrated variables sharing an equilibrium relation which turned out to be either stationary or have a lower degree of integration than the original series. They designated this property by cointegration, signifying comovements among trending variables which could be exploited to test for the existence of equilibrium relationships within a fully dynamic specification framework.
Static Panel Model Procedure
where it y represents the regressand for individual i over period t ; it X denotes the exogenous regressors and it u is the composite error term. This model is a one-way error components model with country or firm specific effects ( i  ) and the remainder disturbance term ( it v ). This model can be estimated with OLS without the effects (usually regarded as pooled regression or common constant method as earlier stated). In this case, the assumption is that the specific effects are not important in the model. By implication, the constant term is the same across the different crosssectional units.
Model Specification
The panel data analysis procedure would take the form of: = log of per capita GDP, a percentage change in GDP or living standard of the people, = log of domestic credit as a share of GDP = log of broad money supply as a share of GDP = is specific effect = is the error term i stands for the cross (country) sectional units which in this cases are ten countries (the countries are Nigeria, Kenya, Ghana, Gambia, Sierra Leone, South Africa, Sao-Tome and Principe, Cameroon, Mozambique, Namibia) and t stands for the time periods from 2002 to 2013. The above is to capture the heterogeneity inherent in development finance-led growth (DFLG) in each of these individual (cross country units) (Hsiao, 2003) and (Baitagi, 2008) . More so, sample variability, less collinearity, and adequate degree of freedom are equally achieved. Most econometric studies have shown that usage of non-stationary macroeconomic variables often leads to spurious regression (Granger C. W., 1969). As a result, prior to the estimation, all variable used in the study were subjected to stationarity (unit root) test and cross-sectional dependence level on the macro panels. Virtually all the variables used were found stationary at level.
This study therefore assumed only cross sectional specific effects and not time specific effects, in other words, it is to confirm that the specific effect is significant or otherwise amongst those cross-country units, as such our analysis would have become a one-way error components model. In-order to ensure that the parameters in our model actually capture cross sectional fixed effects but not random effects and that the parameters are nor redundant, three plausible models (pooled, fixed effects and random effects) were estimated with diagnostic tests of
Hausman test to ensure that the model is devoid of any correlated random cross sectional effects
(ii) Redundancy test to ensure that the effects of fixed parameters are not redundant using the Fixed Redundant F-statistic test
RESULT ANALYSIS
Summary of results processed with STATA 11.0 version; . xi: reg lpercapita ldomcredit lm2 i.codeid
Result of Pooled Regression
Random Effect Estimation
Hausman Fixed Random Therefore, the null hypothesis is rejected; meaning that fixed model is preferred to the random model accordingly. 
CONCLUSION AND RECOMMENDATION
The result, firstly, showed that the fixed model is preferred to the random model since rejection of null hypothesis. It presupposes that the individual specific effects in each of the country development finance can no longer be ignored in examining their impacts on the growth and development of the country in question (see Arellano and Bond 1991). put differently, pooled regression analysis otherwise called ordinary least squares (OLS) can no longer able to explain the impact of financial development on growth of the selected countries without necessarily omitting an otherwise significant growth effect inherent in each country. For instance, between Nigeria and Kenya, the effect of financial development and growth in Kenya to Nigeria is significantly less by .5889; Ghana to Nigeria is less by .5043, Gambia to Nigeria is less by .8174, .8409 Sierra Leone to Nigeria; .0618Satometo Nigeria etc however, effect of development finance on South Africa and Namibia against Nigeria were more by .5502 and .2943. respectively. This can however be interpreted to mean that these two countries have stronger Financial system and economic growth than Nigeria.
Also, on the result of the fixed effect model (using within estimator), a percent change in domestic credit would lead to .08 percent increase on per capita growth; holding broad money supply (lM2) constant. On the other hand, a percent change in broad money supply (lM2) would lead to 0.14 percent rise on per capita growth; holding domestic credit constant. Its also important to note that the effect of financial development in Sao-Tome and Principe wouldn"t have been different from that of Nigeria as shown in the results. That is, for South Africa and Namibia, a percent change in domestic credit would lead to1.63 and 1.37 percent increase on per capita growth respectively, while holding broad money supply (lM2) constant. On the other hand, a percent change in broad money supply (lM2) would lead to 1.69 and 1.43 percent rise on per capita growth respectively, while holding domestic credit constant.
More so, it can equally be seen that OLS, which ignores the specific effects, yields the highest short-run elasticities for all the two variables considered. The coefficient of the domestic credit suggests evidence of serial correlation. This is also an indication of potential correlations between its lagged term and the regression error thus rendering its use invalid for estimation. In addition, although the coefficients of the two estimators are significant; however, the use of FD-LSDV makes the potential correlation between even the predetermined explanatory variable and the regression error easier to handle even though, the use of instruments is still necessary to generate consistent but not necessarily efficient results. Unlike the FD, the coefficients of domestic credit and broad money supply are correctly signed and also statistically significant. Hence, the use of GMM estimators however included only the level equations and is able to generate more efficient instruments for estimation.
In summary, .Our results showed that the static panel fixed model is preferred. This presupposes that the individual specific effects in each country"s development finance can no longer be ignored, in examining their impacts on the country"s economic growth. Also, the results of the cointegration test using the fixed effect model, provides evidence of the existence of a long-run relationship between financial development and economic growth in all the countries studied. With respect to the direction of long-term causality, the results shows that financial development plays a causal role on economic growth, again in all countries studied. The findings imply that Sub-Sahara African countries can accelerate their economic growth by improving their financial systems. However, further and extensive research could be carried out using other relevant variables as proxy for financial development, and more importantly, other statistical tools should be explored. This research could also be extended to other sub-Sahara countries omitted in this study.
