The nonlinear oscillatory fully developed rarefied gas flow between parallel plates due to an external harmonic force is investigated by the Direct Simulation Monte Carlo (DSMC) method in terms of the parameters characterizing the flow, namely, the gas rarefaction and oscillation parameters, and the force amplitude. The results are in dimensionless form and include the axial velocity, temperature, pressure, wall shear stress, and heat flow vector, as well as the flow rate, cycle-averaged wall shear stress, space-averaged axial heat flow, and pumping power. Even with large force amplitudes, all macroscopic distributions have a sinusoidal pattern with their fundamental frequency being the same with the driving frequency of the external force without the appearance of other harmonics, except of the axial heat flow where the nonlinearities are responsible for generating oscillatory motion containing several harmonics. Nonlinear effects are becoming more significant in highly rarefied flows and low oscillation frequencies. The temperature profile, including the bimodal shape encountered in steady-state flows in the continuum limit, strongly depends on the gas rarefaction and oscillation parameters. The DSMC results have been compared with the corresponding linear oscillatory results, available in the literature, to find out that at small and moderate external forces, the agreement between DSMC and linear flow rates is very good and always remain less than 10%, while at large external forces, the deviation in the flow rate amplitude reaches about 25%. The cycle-averaged oscillatory pumping power is not zero and smaller than the corresponding linear one, following the trend of the flow rates.
I. INTRODUCTION
Oscillatory pressure/force driven internal gas flows, commonly classified as either reciprocating or pulsating flows, are encountered in numerous classical and innovative technological applications. In reciprocating flows, the amplitude of the oscillating velocity is larger than the mean-time velocity and the flow direction reverses periodically. Reciprocating flows may occur in reciprocating-piston machines, 1 electronic cooling, 2 pneumatic actuators and sensors, 3 oscillating heat pipe technology, 4 enhanced heat and mass transfer devices, [5] [6] [7] gas separation and mixing technologies, 8, 9 and vacuum pumping systems. [10] [11] [12] In pulsating flows, the amplitude of the oscillating velocity is smaller than the mean-time velocity and the flow direction never reverses. Pulsating flows mainly occur in bioengineering in lungs and blood vessels of animals and humans, 1, 13 as well as in engineering applications in pump discharging, pneumatic lines, and control systems. 5, 14 In both cases, the interesting observed phenomena are triggered by the oscillatory fluid motion.
Depending on the time and space characteristic scales, oscillatory gas flows may be in all flow regimes. More specifically, when both the mean free path and the intermolecular collision frequency are less than the characteristic channel size and the oscillation frequency, respectively, the oscillatory flow is in the hydrodynamic regime. When, either of these restrictions is relaxed, the flow is in the transition or the free molecular regimes. Oscillatory flows in the hydrodynamic regime have been extensively investigated based on the Navier-Stokes-Fourier (NSF) approach. 15, 16 Due to their high technological impact, the scientific interest of oscillatory flows in the hydrodynamic regime still remains strong. 17 The corresponding work in the transition and free molecular regimes, where as it is well-known that the typical NSF approach is not valid, has been very limited, although the potential applicability of pressure-driven oscillatory rarefied gas flows in emerging technological fields (e.g., microfluidics) is rapidly growing. As far as the authors are aware of, there are only two available studies, investigating fully developed oscillatory and pulsatile flow through
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scitation.org/journal/phf a tube 18 and a rectangular duct, 19 respectively. In both works, the amplitude of the imposed oscillatory pressure gradient is considered to be small and the flows are modeled by the linearized BhatnagarGross-Krook (BGK) equation, 20 providing the macroscopic distributions and overall quantities in terms of the gas rarefaction and the oscillation frequency.
It is noted that although pressure/force driven oscillatory rarefied gas flows have received very little attention, the corresponding shear-driven flows have attracted considerable attention. [21] [22] [23] [24] [25] [26] [27] [28] [29] [30] [31] [32] [33] [34] [35] Rarefied oscillatory flows due to moving boundaries are present in resonating filters, sensors, actuators, and signal processing, 36, 37 where the computation of the damping forces is crucial in order to control and optimize the resolution and sensitivity of the signal. Simulations have been based on linearized 24, 25 and nonlinear 26, [30] [31] [32] 34, 35, 37 kinetic models, as well as on the Direct Simulation Monte Carlo (DSMC) method. [21] [22] [23] [27] [28] [29] 33, 36 It is also noted that steady-state force driven Poiseuille type flows have been investigated [38] [39] [40] [41] [42] [43] based on kinetic theory and modeling, clarifying certain phenomena and paradox appearing near the continuum regime that cannot be described by the typical hydrodynamic approach. Such phenomena include the nonconstant pressure profile across the channel, the bimodal shape of the temperature profile with a slight shallow at the channel center and the presence of axial heat flow. The analysis has been based on asymptotic methods, [38] [39] [40] kinetic model equations 40, 42 and the DSMC method 38, 41, 43 and is extended in a wide range of the Knudsen number. [39] [40] [41] [42] [43] Considering all above and taking into consideration that in Refs. 18 and 19, the results are formally limited to small amplitudes of the oscillating pressure gradient, in the present work, the nonlinear time-dependent fully developed rarefied gas flow between parallel plates, driven by an oscillating external force with arbitrary magnitude, is considered. Modeling is based on the DSMC method 44 focusing on the effect of the external force on the coupled flow and heat transfer phenomena in a wide range of the gas rarefaction and oscillation frequency. The time behavior of the macroscopic quantities, including the flow rate, the friction factor, the heat flow vector and the pumping power in terms of the flow conditions is analyzed. The accuracy of the results is benchmarked in various ways including the comparison with the corresponding oscillatory linearized results as the amplitude of the external oscillating force is reduced and steady-state results as the oscillation frequency tends to zero.
The remaining of the paper is structured as follows: In Sec. II, the flow configuration is presented, all involved quantities are described in detail and the dimensionless parameters defining the flow are prescribed. In Sec. III, the details of the DSMC modeling, including the implemented numerical parameters, are presented. The numerical results and the discussion are presented in Sec. IV, which is divided for clarity purposes into Subsections IV A-IV D. The concluding remarks are outlined in Sec. V.
II. FLOW CONFIGURATION
Consider the oscillatory nonlinear fully developed flow of a monatomic rarefied gas, confined between two parallel infinite plates located at y ′ = ±H/2, due to an external harmonic force acting on the gas per unit mass in the x-direction parallel to the plates. The plates are kept at temperature T 0 . The external force is defined asF
where ω is the oscillation frequency, t ′ is the time, and F ′ is the force amplitude. The convenient complex factor exp(−iωt ′ ) 18, 19 cannot be employed since the force amplitude F ′ may be arbitrarily large and in nonlinear oscillatory flows the real and imaginary parts are not separable. The induced flow is in the x-direction and the gas moves back and forth producing zero net flow over one cycle.
The flow is assumed to be fully developed and the oscillatory macroscopic distributions of practical interest, characterizing the flow, include the x-component U x ′ y ′ , t ′ of the velocity vector, the number density N(y ′ , t ′ ), the temperature T(y ′ , t ′ ), the shear stress Π x ′ y ′ y ′ , t ′ , and the axial and normal heat flow components Q x ′ y ′ , t ′ and Q y ′ y ′ , t ′ , respectively, with −H/2 ≤ y ′ ≤ H/2 and 0 ≤ t ′ ≤ 2π/ω. The local pressure between the plates is given by the equation of state P = NkBT, where kB is the Boltzmann constant.
Furthermore, the overall quantities of main importance for technological purposes are the mass flow rate
where m is the molecular mass, the space-average number density, velocity, and axial heat flow
and
respectively, (the space-average of the normal heat flow is zero) and the pumping power defined as the product of the acting force times the mean velocity, written for the fluid element (H × dx ′ ) as
It is also noted that the corresponding steady-state nonlinear Poiseuille-type flow has been considered in Refs. 38-42. The parameters defining the above dimensional flow setup include the external force amplitude, the oscillation frequency, and the distance between the plates, as well as the operating pressure and temperature and the gas properties. They can be all grouped into three dimensionless parameters, fully characterizing the flow:
• The first one is the gas rarefaction parameter δ given by
where P 0 is a reference pressure, µ 0 is the gas viscosity at reference wall temperature T 0 , and υ 0 = 2RgT 0 is the most probable molecular speed (Rg = kB/m is the gas constant). The rarefaction parameter is proportional to the inverse Knudsen number. As δ → 0, the flow tends to the free molecular limit.
• The second one is the frequency parameter θ 18, 19 given by
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Small and large values of θ correspond to high and low force oscillation frequencies, respectively. As θ → ∞ (ω → 0), the steady-state flow configuration is reached. [38] [39] [40] [41] • The third one is the force amplitude parameter
and it is the inverse of the square of the Froude number (Fr). The effect of the external force on the flow is increased with F and nonlinear effects are becoming dominant. On the contrary, as F is decreased, the corresponding linear oscillatory flow, which is linearly proportional to the force magnitude, is gradually recovered.
The flow is in the slip and hydrodynamic regimes when both δ ≫ 0 and θ ≫ 0. At this point, it is convenient to introduce the following dimensionless variables:
The equation of state becomes p = nτ/2. Then, introducing the dimensionless parameters (5)- (7) and variables (8) and (9) into Eqs. (1)-(4), the corresponding quantities are readily deduced. The dimensionless external force acting on the gas per unit mass becomes
The dimensionless flow rate, space-average number density, velocity and axial heat flow and the pumping power are given by
respectively. Although the cycle-average net flow is zero, the corresponding average pumping power is not, in order to maintain the oscillatory flow. The cycle-average pumping power over one oscillation is computed as
Similarly the cycle-average wall shear stress at the channel wall may be defined as
where pW = pxy(1/2, t) denotes the dimensionless wall shear stress. The balance of all forces per unit length acting on a fluid volume Hdx ′ may be written asF
′ are the external, inertia (or acceleration), and viscous forces, respectively, given bỹ
andF
with
′ denoting the dimensional wall shear stress. Then, introducing the dimensionless variables, the force balance equation reads as
Equation (19) is applied to ensure the accuracy of the computational results for all values of δ, θ, and F.
III. DSMC FORMULATION
The typical DSMC approach, with the No Time Counter (NTC) scheme proposed by Bird, 44 is implemented. The time evolution of the particle system within a small time interval ∆t ′ is split into two consecutive steps: free motion of all particles and binary collisions of particles. The molecular velocity vector ξ = (ξx, ξy, ξz) and the time step ∆t ′ are nondimensionalized as ζ = (ζx, ζy, ζz) = ξ/υ 0 and ∆t = ∆t ′ /(H/υ 0 ), respectively. Purely diffuse boundary conditions are considered at the walls (y = ±1/2), while periodic boundary conditions are applied in the x-and z-directions. Hard sphere (HS) molecules are assumed.
The external force is introduced by accordingly altering the particle velocities at each time step, during the free motion of the DSMC algorithm. The particle velocities in the x-direction are altered according toζ
where ζx andζx denote the x-component of the molecular velocity of some particle before and after the external acceleration is applied and ∆t is the dimensionless time step size. The maximum number of collisions in each cell is given by
where N is the number of model particles in the cell, V ′ C is the volume of the cell, FN is the number of real particles per model particle, σ T is the total collision cross section, and g ′ r,max is the maximum
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where NP is the total number of model particles,
is the dimensionless cell volume, and gr,max = g ′ r,max υ 0 is the dimensionless relative velocity.
The distance between the parallel plates is divided into NC = 200 uniform cells with 2 collision subcells in each cell and the average number of particles per cell is 100 resulting in a total of NP = 2 × 10 4 particles. The time step is chosen such that it is about 1/3 of the cell transversal time H/(NCυ 0 ) and also less than 10 −3 times the period of oscillation. The macroscopic quantities are sampled for specific time steps and ensemble averaged over a large number of process trajectories. The number of trajectories ranges from 10 3 to 5 × 10 5 , depending on the case. This gives a sample size ranging from 10 5 to over 10 7 for each cell, which is sufficiently large to reduce the statistical scatter of the macroscopic quantities. It is noted that, as δ/θ is decreased, the oscillation period is increased and therefore the required computational load for a single trajectory is also increased. On the other hand, as δ/θ is increased, the required computational effort is decreased. Thus, the largest number of trajectories (5 × 10 5 ) is seen for θ = 0.1 and δ = 50. At the other limit for θ = 10 2 and δ = 0.1, although the number of trajectories is much smaller (about 10
3 ), the statistical scatter is also small.
The macroscopic quantities are volume based calculated and are given by the following expressions:
In Eqs. (23)- (28), t k denotes the different time step in which the sampling is performed and N(t k ) is the number of particles in the cell at time t k . It is noted that the averaging is performed across all ensemble average trajectories.
IV. RESULTS AND DISCUSSION
Numerical results of the main macroscopic quantities are provided in terms of the force amplitude F = [0.05, 0.1, 0.5], corresponding to small, moderate, and large force amplitudes and in a wide range of the gas rarefaction and oscillation parameters δ = [0.1, 1, 10, 20, 50] and θ = [0.1, 1, 10, 20, 10 2 ], respectively. The presented results have reached the "periodic steady-state," implying that as time is further increased, the solution remains the same between cycles. The time t of an oscillation period is always multiplied with δ/θ in order to compare the results for different values of δ and θ on the same basis. All results are in dimensionless form.
Subsections IV A-IV D are provided which describe the effect of F, δ, and θ on all macroscopic quantities of theoretical and technological interest. In Sec. IV A, the flow rate behavior, including a comparison with corresponding oscillatory linear and steady-state nonlinear results, is presented. Section IV B deals with the behavior of the space-dependent and the space-average macroscopic quantities (axial velocity, temperature, pressure, and wall shear stress) between the plates. The behavior of the axial and normal heat flow distributions between the plates, as well as of the space-average axial heat flow are discussed in Sec. IV C. Finally, Sec. IV D describes the oscillatory and cycle-average pumping powers.
A. Flow rates
In Fig. 1 , the flow rate M(t), given by Eq. (11) . It is observed that for all values of δ, θ, and more importantly for both values of F, corresponding to weak and strong driving external forces, the flow rate always has sinusoidal pattern with its fundamental frequency being the same with the driving frequency of the external harmonic force without the appearance of other harmonics. There is a phase lag between the flow rate and the external force, which has been also observed in Refs. 18 and 19 and it is clearly contributed to the variation of δ and θ. It is noted that the external force varies as a cosine function. Roughly speaking, the flow rate and the external force are almost in phase when δ is much smaller than θ and out of phase when δ is about the same or larger than θ. This behavior, however, remains identical for both values of F, and therefore, the external force has no effect on the phase lag. Furthermore, it is seen that the amplitude of the flow rate is significantly reduced when the oscillation parameter is decreased (i.e., when the oscillation frequency ω is increased) due to inertia effects and this becomes more evident as the gas rarefaction parameter is increased and the flow becomes more viscous. Again, this description remains the same for both values of F, and therefore, it may be stated that the external force magnitude does not have an effect on the qualitative behavior of the flow rate in terms of δ and θ. Of course as F is increased the flow rate amplitude is also increased. The ratio of the strong over the weak implemented force amplitudes is equal to 10. It may be observed however that the corresponding ratio of the flow rate amplitudes in some cases (e.g., when δ < θ) is not necessarily the same. This is due to the presence of nonlinear effects and it is more clearly demonstrated in the following discussion concerning Table I , where tabulated results of the flow rate amplitudes are presented.
In Table I specifically, in order to directly compare with the corresponding linear results and since the linear solution is directly proportional to F, the present DSMC flow rate amplitudes are divided by the external force F and are provided as MA/F in the 3rd, 4th, and 5th column of Table I , the relative difference on a percentage basis between linear and DSMC flow rate amplitudes, defined as |MA/F − GA|/GA, are tabulated. It is seen that for F = 0.05 and F = 0.1, the deviation between the corresponding DSMC and linear solutions is less than 3% for δ ≥ 1 and for all values of θ, while for δ = 0.1 and θ = 10, 20, 10 2 , the deviation is increased up to about 10%. It is evident that nonlinear effects are becoming more pronounced in highly rarefied atmospheres (small δ) and low frequencies (large θ). For F = 0.5, all deviations between DSMC and linear results are further increased due to nonlinear effects. Again however, the largest deviations reaching up to about 25% are occurring at δ = 0.1 and θ = 10, 20, 10 2 (δ ≪ θ). Furthermore, for F = 0.5, it is seen that the deviations remain small in the transition regime (δ = 1), and then, as δ is further increased, the deviations are also increased at low frequencies reaching up to about 10%, 13%, and 16% at δ = 10, 20, and 50, respectively, when θ = 10 2 . It must be noted that the qualitative behavior of the nonlinear flow rate amplitude in terms of δ and θ remains the same as of the linear results. More specifically with regard to δ for θ = [0.1, 1], the amplitude is decreased monotonically as δ is increased, while for θ = [10, 20, 10 2 ], it is initially decreased, then it is increased up to some local maximum, and finally, it is again decreased. With regard to θ, it is monotonically increased with θ (or as the oscillation frequency ω is decreased).
Overall, it may be stated that the presence of strong external harmonic forces does not significantly affect the mass flow rate of the oscillatory flow, i.e., there is no distortion of the amplitudefrequency response curve. In a very wide range of gas rarefaction and oscillation frequencies, at small and moderate external forces the agreement between DSMC and linear flow rates is very good and always remains less than 10%, while at large external forces, the deviation in the flow rate amplitude reaches about 25% indicating that nonlinear effects are becoming more significant. In addition, the accuracy of the DSMC solution in the linear limit is benchmarked. The present work is based on HS molecules. It is expected however that similar remarks be withdrawn for other intermolecular collision models since, as it is well-known, the effect of the collision model is not significant in nonlinear pressure driven flows. 45, 46 In Table II Physics of Fluids ARTICLE scitation.org/journal/phf increase with δ, which is also expected, since steady conditions are recovered provided that the oscillation parameter is large (which it is since θ = 10 2 ) and also δ ≪ θ (which is the case only when δ < 10). Also, as expected, the deviations are increased as θ is decreased. The results in Table II indicate the range of applicability of the slip solution, as well as the validity of the DSMC solution in the range of parameters where the slip solution is valid and in the limit of very small oscillation frequencies.
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B. Macroscopic variables of velocity, temperature, pressure, and wall shear stress
The time evolution of the axial velocity ux(y, t), the normalized pressure distribution p(y, t)/p(0, t), and the temperature τ(y, t) are considered, in terms of the distance y ∈ [−1/2, 1/2] between the parallel plates at certain time steps t = [0, π/2, π, 3π/2] over one cycle t ∈ [0, 2π] for F = 0.5. The objective is to investigate, in parallel, the oscillatory behavior of the macroscopic distributions between the plates in dense and rarefied atmospheres. The presented results are for selected pairs of (δ, θ), which are considered from the physical point of view as the most representative and interesting.
The velocity distributions ux(y, t), shown in Fig. 2 19 , while quantitatively there are deviations, which are analogous to the deviations discussed in the flow rates in Sec. IV A. Over one cycle, the velocity distributions, as expected, take both positive and negative values and the cycle-average velocity is zero. As θ is decreased (higher frequency), the velocity amplitude is reduced and this behavior becomes stronger as δ is increased (less rarefied). Actually, in the cases of θ < δ, the velocity amplitude is almost diminished, even for F = 0.5. Also, as θ is decreased, the phase lag between the velocity and the external force is increased, and therefore, they are almost in phase when δ < θ and out of phase for δ ≥ θ (the phase lag is about π/2). In all cases presented in Fig. 2 , except for (δ, θ) = (10, 10), the velocity profiles have the typical shape with their amplitudes appearing a maximum at the channel center and reducing monotonically toward the walls. For (δ, θ) = (10, 10) however, at t = [0, π], the velocity profiles have two maximum amplitudes appearing between the channel center and the walls. This phenomenon, called "the Richardson effect" or "velocity overshooting," is well-known in oscillatory internal flows in the continuum regime 15 and has been recently analyzed in the transition regime. 18, 19 In general, as δ is increased and θ is decreased, the velocity amplitude remains constant from the center of the channel until close to the walls and the velocity overshooting occurs in a thin viscous layer adjacent to the wall. This description is not discussed here, in detail, since it has been shown before and only a typical case is shown in Fig. 3 . Thus, the Richardson effect is also present in nonlinear oscillatory flow and of course the bimodal velocity profile encountered at high frequencies and adequately dense atmospheres is not physically related by any means with the bimodal temperature profiles [38] [39] [40] [41] In Fig. 4 , the temperature distributions τ(y, t) are plotted in terms of y at t = [0, π/2, π, 3π/2] for the same flow parameters F, δ and θ with the ones in Fig. 2 for the velocity distributions plus the intermediate case of δ = 1, with θ = [1, 10, 10 2 ]. The temperature has been nondimensionalized with the wall temperature [Eq. (9)] and over one cycle it takes positive values above one (no cooling is observed). Similarly to the velocity, as θ is decreased the temperature amplitude is reduced and the phase lag with respect to the external force is increased. It is seen that the plotted temperature profiles coincide at t = [0, π], as well as at t = [π/2, 3π/2], which is justified since the temperature and velocity distributions are in phase with the former ones taking only positive values. Comparing the temperature profiles between δ = 0.1, δ = 1, and δ = 10 it seen that they are qualitatively different. For δ = 0.1, the temperature always has its minimum value at the channel center and then, is monotonically increased toward the walls. At the other end, for δ = 10, the temperature profile possesses the bimodal shape observed in steady-state flow setups. At certain times, the temperature has a shallow at the channel center, then moving toward the walls it is symmetrically increased, with respect to y, up to some maximum and finally, it is decreased again. At other times however, the temperature has its maximum at y = 0 and it is monotonically decreased toward the walls. In the intermediate value of δ = 1, the temperature profiles combine the characteristics of the temperature profiles from both cases of δ = 0.1 and δ = 10. Overall, as θ is decreased, although the temperature amplitude attenuates, on a relative basis the temperature well at y = 0 is about the same, while the maximum values are pushed closer to the walls. This bimodal behavior is due to the nonequilibrium effects predicted in Refs. 38-41. However, the oscillatory DSMC results may be affected, at some extend, by the oscillatory velocity overshooting. At this stage the contribution of the Richardson effect in the bimodal temperature numerics remains subtle and indistinguishable due to statistical noise fluctuations, which do not allow a detailed investigation for flow setups for θ < δ, where the velocity overshooting becomes more dominant. Conclusively, it may be stated that the temperature profiles may be at δ = 10 (dense atmospheres) either convex or convex/concave and at δ = 0.1 (rarefied atmospheres) only concave. This transition, as seen in Fig. 4 (δ = 1) , occurs gradually as the gas rarefaction is decreased.
A complete view of the temperature oscillation over one cycle, is shown in Fig. 5 , where the time evolution of the temperature at the channel center, denoted by τ(0, t), over one cycle is plotted for δ = [0.1, 1, 10], θ = [0.1, 1, 10, 20, 10 2 ], and F = 0.5. It is seen that the temperature has two maxima (and two minima) per cycle. As it has been noted before, clearly the amplitude of the oscillation is reduced with θ and for δ = 1 and θ = 0.1, as well as for δ = 10 and θ = [0.1, 1], it almost diminishes. This is expected since the velocity amplitude at these values of δ and θ is also diminished, the heat dissipation is significantly reduced and the gas temperature remains almost isothermal. Also, for δ < θ, the temperature profiles are in phase with the external force, while for δ ≥ θ they are out of phase, with the maximum phase lag occurring at the highest frequency (θ = 0.1). Although the presented results are only for F = 0.5, it is noted that as F is decreased, the temperature variation is gradually reduced and linear isothermal oscillatory flow is recovered. In Fig. 6 , the time evolution of the normalized pressure distribution p(y, t)/p(0, t) is plotted in terms of y at t = [0, π/2, π, 3π/2] for the same flow parameters F, δ, and θ with the ones in Fig. 2 for the velocity distributions. The pressure p(0, t) refers to the pressure at the center of the channel (y = 0) and the ratio p(y, t)/p(0, t), over one cycle is positive with values larger than or equal to one. It is clearly seen that the pressure distribution between the plates is not constant, which has been also observed in the corresponding steady-state. The deviation of the normalized pressure from one, appears in all examined values of δ, θ and its behavior has a very close qualitative resemblance with the corresponding deviation of temperature.
In Fig. 7 , the instantaneous wall shear stress pW = pxy(1/2) is plotted over one cycle for δ = [0. shear stress behaves as a sinusoidal function having the same frequency with the one of the external force. Also, the wall shear stress is in phase with the flow rate plotted in Fig. 1 and therefore, as it was observed for the flow rate, the shear stress phase lag remains the same for both force amplitudes. Furthermore, the amplitude of the wall shear stress oscillation is monotonically decreased with θ and this becomes more evident as δ is increased. As F is increased the amplitude of the wall shear stress is increased in a similar manner with the flow rate amplitude. Overall, it is clear that the wall shear stress qualitatively closely resembles the behavior of the flow rate in terms of all flow parameters. An overall quantity of practical interest in oscillatory flows is the cycle-average wall shear stress p W , 1 given by Eq. (15). In Fig. 8 , the normalized cycle-average wall shear stress p W 2F is provided in terms of δ for θ = [0.1, 1, 10, 20, 10 2 ] and F = 0.5. As δ is increased, in general, the cycle-average wall shear stress is decreased. For θ = [0.1, 1], p W is reduced rapidly in the transition regime and then very slowly in the slip regime, while for θ = [10, 20, 10 2 ], this behavior is reversed, i.e., it is reduced very slowly in the transition regime and then rapidly in the slip regime. In all cases, p W is increased with θ. The present description is representative for all force amplitudes. Closing this section, it is noted that the accuracy of the computed macroscopic variables has been successfully tested based on the balance equation (19) . More specifically, for all values of F, δ and θ considered here, the corresponding computed space-average velocity, density, and wall shear stress satisfy very accurately Eq. (19) with a residual less than 10 −2 .
C. Axial and normal heat flow components
The behavior of the axial qx(y, t) and normal qy(y, t) components of the heat flow vector, parallel and vertical to the plates, respectively, as well as of the space-average axial flow q x (t) are discussed in terms of the flow parameters δ, θ, and F. The space-average normal flow is zero. The space-average axial flow q x (t), given by Eq. (12), is plotted over one cycle in Fig. 9 . It is readily seen that there are significant qualitative differences between the corresponding cycle-average heat flow for F = 0.05 and F = 0.5. For the small external force amplitude F = 0.05, q x (t) for all values of δ and θ has a sinusoidal behavior over time. It is also observed that with respect to the corresponding flow rates, presented in Fig. 1 , it has a phase lag of about π/2, and therefore, as expected from the corresponding steady-state results, [38] [39] [40] [41] the space-average axial flow is in most cases opposite to the flow rate. For the large external force amplitude F = 0.5, q x (t) shows over one cycle various patterns. Observing carefully the results, it is seen that for δ = 0.1 with θ = 0.1, δ = 1 with θ = [0.1, 1], and for δ = 10 and θ = [0.1, 1, 10], i.e., in all cases where δ ≥ θ, q x (t) exhibits a sinusoidal pattern having about the same phase lag of π/2 with respect to the corresponding flow rates. On the contrary, in all cases where δ < θ, q x (t) exhibits a rather complex nonsinusoidal pattern indicating that the introduced nonlinearities are responsible for the generation of oscillatory motion containing several harmonics. In addition, the phase lag between the corresponding cycle-average axial flow and the flow rate is not π/2, and depending on the specific parameters, it varies from zero to π/2. These results are in agreement with the discussion in Table I , where the DSMC results for F = [0.05, 0.1, 0.5] have been compared with corresponding linear results to find out that nonlinear effects are becoming more significant in highly rarefied flow (small δ) and low oscillation frequencies (large θ). Thus, at F = 0.5, the space-average axial flow for δ ≥ θ should be in most cases opposite to the flow rate, while for δ < θ, depending on the phase lag, it may flow either in the same or in the opposite direction. Furthermore, it is noted that when the external force amplitude is increased from F = 0.05 to F = 0.5, i.e., 10 times, the amplitude of q x (t) is increased for all δ and θ about five times. Also, for both values of F, the amplitude of q x (t), as with all other macroscopic quantities, is reduced with θ and almost diminishes at very high frequencies as the gas becomes less rarefied and this is the reason that in Fig. 9 , the plots for δ = 10 and θ = [0.1, 1] are omitted as indistinguishable. The behavior of the nonlinear q x (t) patterns for δ = [1, 10] and θ = [10, 20, 10 2 ] is further investigated with the assistance of Fourier transform analysis to find out that the space-average axial heat flow may be well-fitted by a sinusoidal function as
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where q
x,P and q
x,P are the amplitude and the phase of the 1st and 3rd harmonics. The amplitude of the 2nd, as well as of higher than the 3rd order harmonics is at least one order of magnitude smaller than the 1st and 3rd order harmonics and are not included in Eq. (29) . Tabulated results of the amplitudes and phases of Eq. (29) are presented in Table III . It is seen that space-average axial heat flow for δ = θ evolves with a single oscillation frequency, which is the same with the one of the external harmonic force, while for δ < θ, a third harmonic emerges with an amplitude, which may be of the same or even larger order of the first one. This distortion of the sinusoidal pattern is clearly contributed to nonlinear interaction and has been already pointed out in Refs. 32 and 33.
In Fig. 10 , the axial qx(y, t) and normal qy(y, t) heat flow distributions are plotted in terms of y at certain times t = [0, π/2, π, 3π/2] over a cycle for F = 0.5 and the following selected pairs of (δ, θ) = [(0.1, 1), (1, 10) , (10, 10 2 )]. The specific values of the gas rarefaction and oscillations parameters fulfill the condition δ < θ and are the ones where nonlinear effects are mostly pronounced (see discussions for Table I and Fig. 9 ). The corresponding steady-state heat flow is also included for comparison purposes. Starting with the axial heat flow distributions qx(y, t) it is seen that the profiles for specific times may take both positive and negative values (e.g., δ = 1, θ = 10, t = 0, or t = π). This is expected and also happens at the corresponding steady state profiles. It is found however, that this specific behavior is present only when F = 0.5 and δ < θ, while in all other cases examined here, the qx(y, t) profiles along y will be either only larger or only smaller than zero. Therefore, the complex behavior of the space-average heat flow q x (t) observed at F = 0.5 and δ < θ may be due to the fact that qx(y, t) at fixed times t ∈ [0, 2π] may be both positive and negative.
Continuing with the normal heat flow distributions qy(y, t), it is seen that the profiles over one cycle are oscillating about a mean value curve. In most cases, they are taking negative and positive values at the lower (−0.5 ≤ y < 0) and upper (0 < y ≤ 0.5) half of the channel, which is justified by the fact that heat flows from the gas toward the channel walls. For some values of δ and θ however, e.g., for θ = 1 and δ = 0.1, at certain times over a cycle, the normal heat flow distributions in the lower and upper half may not follow this behavior and take far from the boundaries positive and negative values, respectively. Of course, the profiles are always antisymmetric about y = 0, where qy(0, t) = 0, resulting to q y (t) = 0.
D. Pumping power
The pumping power E(t) and the cycle-average pumping power E are discussed in terms of the flow parameters δ, θ, and F. Even though the net flow is zero, the cycle average pumping power is not, in order to maintain the oscillatory flow and it is important to compute it mainly for technological purposes.
In Fig. 11 , the pumping power E(t), given by Eq. (13), is plotted over one cycle for δ = [0.1, 1, 10], θ = [0.1, 1, 10, 20, 10 2 ], and F = [0.05, 0, 5]. The pumping power is proportional to the product of the external force F ′ (t) times the space-average axial velocity ux(t). The behavior of ux(t) is similar to the flow rate M(t) since in most cases the mean number density is close to one [n(t) ∼ 1]. Thus, since E(t) is proportional to cos 2 (t), it has two maxima (and two minima) within each cycle, as seen in Fig. 11 . By increasing the external force amplitude by one order of magnitude the pumping power amplitude is increased approximately by two orders. However, the qualitative behavior of E(t) remains the same for both values of F, as it should, since it is related with macroscopic quantities which are not affected qualitatively by the amplitude of the external force. As the oscillation frequency is increased, its amplitude is decreased and its phase lag is increased. The negative values of E(t), shown in Fig. 11 at some times t ∈ [0, 2π], are due to the large phase lag between the mean velocity and the external force and this issue has already been analyzed in Ref. 19 .
The cycle-average pumping power E dx, given by Eq. (14) , is provided in Fig. 12 in terms of δ for θ = [0.1, 1, 10, 20, 10 2 ] with F = [0.05, 0.5]. The steady-state pumping power E (st ) /dx is also plotted for comparison purposes. Roughly speaking, E is increased proportionally to the square of F. Qualitatively, there is very good agreement between linear and nonlinear pumping powers. The average pumping power remains about constant for δ < θ and it is decreased for δ ≥ θ, except for θ = 10 2 where a local maximum is observed at some δ ∼ 25, which is due to the corresponding behavior of the flow rate amplitude MA shown in Table I . Comparing the oscillatory and steady state results, it is seen that the former one is about one-half of the latter one when δ < θ. However, the detailed nonlinear results indicate that the nonlinear normalized average pumping power solution E F is smaller than the corresponding linear one, following the same trend of the flow rates. 
V. CONCLUDING REMARKS
The oscillatory nonlinear fully developed flow of a monatomic HS gas between parallel plates due to an external harmonic force acting on the gas per unit mass is numerically investigated in a wide range of the gas rarefaction parameter δ (inversely proportional to the Knudsen number) and of the oscillation parameter θ (inversely proportional to the oscillation frequency) for force amplitudes F = [0.05, 0.1, 0.5] (inversely proportional to the square of the Froude number) corresponding to small, moderate and large amplitudes. Modeling and simulations are based on the DSMC method. The results are in dimensionless form and include the macroscopic distributions of axial velocity, temperature, pressure, wall shear stress, and heat flow vector, as well as space-and/or cycle-averaged macroscopic variables to deduce overall quantities such as the flow rate, the average wall shear stress, the average axial heat flow and pumping power.
The DSMC results have been systematically compared with corresponding linear BGK results. Of course, the comparison has been limited to the axial velocity and the flow rate since linear theory cannot capture coupled momentum and heat transfer effects. At small and moderate external forces, the agreement between DSMC and linear flow rates is very good and always remains less than 10%, while at large external forces, the deviation in the flow rate amplitude reaches about 25%. Nonlinear effects are becoming more significant in highly rarefied flow and low oscillation frequencies, i.e., when δ < θ. For all values of F, δ, and θ however, the flow rate has a sinusoidal pattern with its fundamental frequency being the same with the driving frequency of the external harmonic force without the appearance of other harmonics. Thus, the behavior of the present DSMC flow rates has a close qualitative resemblance with the corresponding linear ones in terms of δ and θ. It may also be stated that the applicability range of linear theory is well beyond its mathematical restriction of infinitesimal small force amplitudes.
Concerning the temperature and pressure profiles across the channel, it has been seen that they strongly depend on δ and θ. The bimodal shape of the temperature profile and the not constant pressure profile, appearing in steady-state setups have been also observed here. The temperature profiles at certain times over a cycle are at small δ only concave having a minimum at the channel center and monotonically increasing toward the walls, while as δ is increased the profiles become either convex/concave or only convex. The deviation of the pressure from the reference one appears in all values of examined values of δ, θ and has a very close qualitative resemblance with the corresponding temperature deviation. Both quantities as well as the wall shear stress behave as sinusoidal functions having the same frequency with the one of the external force and they are about in phase with the flow rate. In all cases, as the oscillation frequency is increased (θ is decreased), the amplitude of the oscillation is decreased and the phase lag with the external force is increased.
The axial heat flow is the macroscopic quantity which is most affected by the external force F. For F = 0.05 and all values of δ, θ, as well as for F = 0.5 and δ ≥ θ, it has a sinusoidal pattern, while for F = 0.5 and δ < θ, it exhibits a rather complex nonsinusoidal pattern indicating that the introduced nonlinearities are responsible for the generation of oscillatory motion containing several harmonics. This has been confirmed by a Fourier transform analysis showing that a third harmonic emerges with the same or even larger amplitude from the first one. Therefore, the space-average axial heat flow, depending on the phase lag with the flow rate, may be in the opposite or the same direction with the flow rate. The normal heat flow is affected by the external force in a manner similar to the other macroscopic distributions (except the axial heat flow) and exhibits a sinusoidal behavior. The normal heat flow profiles oscillate about a nonzero mean curve taking negative and positive values at the lower and upper half of the channel and this remains valid for all flow parameters.
The cycle-averaged oscillatory pumping power is not zero, although there is no net flow, in order to maintain the oscillatory flow. Approximately, it is increased proportionally to the square of F. The detailed results indicate that the nonlinear average pumping power is smaller than the corresponding linear one, following the same trend of the flow rates. In general, there is very good qualitative agreement between the corresponding linear and nonlinear pumping powers.
