Abstract. An important observation in compressed sensing is that the 0 minimizer of an underdetermined linear system is equal to the 1 minimizer when there exists a sparse solution vector. Here, we develop a continuous analogue of this observation and show that the best L 0 and L 1 polynomial approximants of a polynomial that is corrupted on a set of small measure are nearly equal.
1. Introduction. In compressed sensing the 0 minimizer of an underdetermined linear system Ax = b can be exactly recovered by the 1 minimizer when the 0 minimizer is sufficiently sparse and A satisfies some regularity conditions [6, 9, 12] . Similarly, when an acquired signal is sparsely corrupted, one can exactly recover the original signal by minimizing the 1 error, under suitable assumptions [8] . In this paper, we investigate a continuous analogue of this phenomenon and show that the best L 0 and L 1 polynomial approximants of corrupted polynomials (see Definition 1.1) are equal, under suitable assumptions (see section 2). We also make precise a related observation that the best L 1 error can be concentrated to intervals of small measure, showing that they can be advantageous compared to minimax approximants for certain applications (see [22] ).
Let f : [−1, 1] → R be a continuous function and n ≥ 0 an integer. The best L 1 polynomial approximant, p L1 n , of degree ≤ n to f exists, is unique [20, Thm. 14.3] , and satisfies
where P n is the space of polynomials of degree ≤ n. While the minimax approximant, p L∞ n , is the best approximant in the sense that f − p L∞ n ∞ = min p∈Pn f − p ∞ , where · ∞ is the maximum norm, we know by the equioscillation theorem that the maximum deviation is attained ≥ n + 2 times [20, Thm. 7.2] . On the other hand, it can frequently be observed that |f (x) − p For any x ∈ [−1, 1] \ Ω n we know that p L1 n (x) is a better approximation to f (x) than p L∞ n (x). By the definition of p L∞ n , Ω n is not the empty set, but we often observe that |Ω n | → 0 as n → ∞ (see section 4). For example, in section 4 we prove that |Ω n | = O(n −2 log n) for f (x) = √ 1 − x 2 and |Ω n | = O(n −1 ) for f (x) = |x|. In such cases we say that the error f − p L1 n is "highly localized". This property of best L 1 approximation seems to be underappreciated and is related to observations from compressed sensing.
The highly localized nature of f − p L1 n means that best L 1 polynomial approximation is ideal for recovering functions that have been arbitrarily corrupted on a set of small measure. If g = p m is a polynomial of degree ≤ m in Definition 1.1, then we say that f is a corrupted polynomial. If, in addition, s < min(1, 1/(4n 2 )) for some integer n ≥ m, then one finds that the best L 1 polynomial approximant of degree ≤ n to f is unique and p L1 n = p m (see Corollary 2.4) . This means that best L 1 approximation exactly recovers a corrupted polynomial with arbitrary corruption, provided that the corruption has small enough support. Figure 1 .2 illustrates the four regimes that one typically observes with best L 1 approximants of degree
n is a near-best approximant to p m (see section 3), (b) If n is small and n ≥ m, then one gets exact recovery as p L1 n = p m (see Corollary 2.4), (c) If n is a little larger, then p L1 n 1 The constant of 1/2 in the definition of Ωn (see (1.2) ) is an arbitrary choice as any constant in (0, 1) would do, with very minor changes to the results that we derive. tries to fit corruptions near ±1 but not the corruptions away from ±1, and (d) When n is large, p L1 n tries to fit all the corruption, resulting in an overfit. We go on to derive an efficient algorithm for the recovery of p m from f by showing that the continuous optimization problem in (1.1) for p L1 n can be reduced to a linear programming problem, provided that a sampling condition is satisfied (see Theorem 2.1). This observation results in a computationally efficient algorithm for the exact recovery of corrupted polynomials [1] .
It is worth emphasizing that the Lebesgue measure of the support of the corruption must be extremely small. For example, our theory only guarantees that a corrupted polynomial of degree 100 can be exactly recovered if it is corrupted on a set of measure ≤ 2.5 × 10 −5 . Nevertheless, in practice, we observe that exact recovery is usually still possible when the corruption occurs on sets that have a much larger measure. Moreover, the distribution of the corruption in [−1, 1] does matter. In particular, larger regions of corruption are allowed away from ±1 and we present an initial result in this direction (see Theorem A.1). For example, when n = 100 exact recovery is still guaranteed with any corruption interval of the form [−s/2, s/2] with s ≤ 4 × 10 −4 . The error localization properties of best L 1 approximants lead to an iterative algorithm for computing p L1 n given a continuous function f : [−1, 1] → R, based on a combination of linear programming and Newton's method (see section 5). This can be seen as an improvement on Watson's algorithm [14, 25] . Our algorithm allows for the zero set of f − p L1 n to have positive measure and heavily employs algorithmic advances over the last decade in polynomial rootfinding and adaptive Chebyshev interpolants [2, 18] . In particular, our implementation greatly benefits from the adaptive and robust algorithms for computing with functions in Chebfun.
2 It is able to accurately compute best L 1 approximants of degrees in the thousands (see section 5).
In addition to the L 1 -norm (see (1.1)), we also use other norms for continuous functions f : [−1, 1] → R:
where w j ≥ 0 are weights so that
|f (x)|dx as N → ∞. We always take x 0 , . . . , x N in the discrete norms f 1 and f 0 to be the roots of the degree N + 1 Chebyshev polynomial of the second kind U N +1 [17, Tab. 18.3.1] . That is,
Accordingly, we take
3) so that the corresponding quadrature rule is related to the Gauss-Chebyshev rule. The Chebyshev polynomials of the second kind and their roots in (1.4) play a special role in best L 1 approximation [20, Ch. 14] . In particular, when N = n, the polynomial interpolant of f at the points in (1.4), i.e.,
For an integer n ≥ 0, we denote by p
, and 0 polynomial of degree ≤ n to f , respectively. These polynomials are solutions to the following optimization problems:
The paper is structured as follows. In section 2, we show that the exact recovery of an arbitrarily corrupted polynomial is possible provided that the support of the corruption has small enough measure. This leads to an efficient algorithm to achieve recovery. In section 3, we extend these ideas to the near-recovery of corrupted smooth functions. In section 4, we show that |Ω n | is small precisely when f − p L1 n 1 → 0 faster than f − p L∞ n ∞ → 0 as n → ∞ and carefully consider two worked examples with error localization. Finally, in section 5, we present our iterative algorithm for computing best L 1 polynomial approximants of continuous functions.
2. Exact recovery of corrupted polynomials. In this section we suppose that f : [−1, 1] → R is formed by an arbitrarily corrupted polynomial, i.e., f = p m +ω, where p m is a polynomial of degree ≤ m and ω is a function with small support. We investigate the question: When is it possible to exactly recover p m from knowledge of f ?
We show that for corrupted polynomials, we have p Theorem 2.1. Let f = p m + ω be a s-corrupted polynomial of degree ≤ m. Then, the following statements hold when n ≥ m:
We prove the four statements in the theorem, in turn, in the next four subsections. To see this, suppose that f = p m + ω and there is a polynomial q of degree ≤ n such that
where n ≥ m and k is the number of samples 2.3. Exact recovery with best 1 approximation. The polynomial p 0 n is computationally prohibitive to compute if m is large unless the support of ω is known. Fortunately, by using the restricted isometry property (RIP) from compressed sensing, one finds that p 0 n = p 1 n when an oversampling condition is satisfied, along with some regularity assumptions.. This means that p 1 n , which can be computed efficiently, can often be used for exact recovery [1] .
First, we know that f − q n 0 = k for q n ∈ P n is equivalent to a vector y having precisely k nonzero entries, where
. . .
The problem of minimizing y 0 over P n in (2.2) is solved by p 0 n and can be written as
which is equivalent to the following diagonally-scaled problem:
By a technique described in [8, p. 4204] , if V is a matrix whose columns form a basis for the left null space of DΦ so that V (DΦ) = 0, then (2.3) is also a constrained 0 minimization problem:
where z = DΦc − Df . This problem is precisely the task of interest in the compressed sensing literature with a short-fat matrix V and an unknown sparse vector z. An important concept in compressed sensing is the RIP. We say that a matrix A ∈ C m×r satisfies the RIP if there exists a constant 0 < δ k < 1 such that
for every vector x ∈ C r that has at most k nonzero entries [8] . It is known that if V satisfies the RIP with δ 2k < 1 3 , then the solution to (2.5) is exactly recovered (under the assumption that the 0 -minimizer ≤ k nonzero entries) by solving the 1 minimization problem (2.7) min
Note that unlike f 1 in (1.3) for functions, the 1 norm for vectors is simply the sum of the absolute values of the vector entries. The problem in (2.7) is equivalent to
which in turn can be written as (recalling (1.3)) the best 1 approximation problem:
Using a standard technique (see [20, Ch. 15] ), (2.9) can be turned into the following linear programming (LP) problem:
which can be efficiently solved [1] . We conclude that if the matrix V satisfies the RIP with δ 2k < 1 3 we have p
and the vector c * is the solution to (2.8), or equivalently, (2.10). We are left with the task of studying when the matrix V in (2.5) satisfies the RIP with δ 2k < 1 3 . For the samples x 0 , . . . , x N that are given in (1.4), we have the discrete orthogonality condition 
It turns out that due to the choice of the diagonal matrix D in (2.4), the matrix V in (2.11) is formed from a subset of columns of an orthogonal matrix. Furthermore, the size of (2.11) need not be extremely short-fat, as often required in compressed sensing. It is therefore possible to show that V satisfies the RIP under a mild oversampling condition.
By the discrete orthogonality properties of Chebyshev polynomials of the second kind [16, Sec. 4.6.1], DA is an orthogonal matrix with
where Φ and V are given in (2.2) and (2.11), respectively. Since A D has orthonormal columns, we find that
, each entry of A D has absolute value ≤ 2/(N + 2) so we have
where k is the number of nonzero entries in z. Therefore, from (2.12) and the trivial bound of V z
for any vector z ∈ C N +1 with at most k nonzero entries. The statement immediately follows from the definition of the RIP (see (2.6)). Proposition 2.2 tells us that V in (2.11) satisfies the RIP with δ 2k < 1/3 if N +1 > 12(n+1)k−1. Since k is the number of samples x 0 , . . . , x N that lie in supp(ω), it means that p 0 n = p 1 n provided that the discrete problem is sufficiently oversampled. Since k < (N + 2)/(12(n + 1)) implies that k ≤ N − n when k ≥ 1 and when k = 0 we need N ≥ n, we conclude from subsection 2.2 that if N + 1 > 12(n + 1)k − 1 and N ≥ n, then p 1 n = p 0 n = p m when n ≥ m. This proves the third statement of Theorem 2.1.
The polynomial p 1 n can be computed by solving the linear programming problem in (2.10). This means that Proposition 2.2 gives us a practical and efficient algorithm for the exact recovery of corrupted polynomials with degrees in the thousands. Often it is the case that one does not know the degree of the corrupted polynomial or k. Since the oversampling condition N +1 > 12(n+1)k−1 penalizes taking unnecessarily large n, we recommend slowly increasing n, computing the error f − p 1 n , and stopping at the smallest n for which supp(f − p 1 n ) < 2. We do not believe that the constant of "12" is sharp here and expect that the most fruitful attempt at reducing the constant is to improve the "1/3" in the condition that δ 2k < 1/3 [12, Thm. 6.9] for the particular matrix V in (2.11). We believe it is also possible to derive RIP results related to Proposition 2.2 for other samples x 0 , . . . , x N such as the Chebyshev points of the first kind or random uniformly distributed points.
2.4.
Exact recovery with best L 1 approximation. To begin to highlight the importance of error localization of best L 1 polynomial approximants, we now show that p L1 n can also be used for exact recovery of corrupted polynomials when the corruption has sufficiently small support. We achieve this by demonstrating that a polynomial of degree ≤ n is not too concentrated in any small subset of [−1, 1].
for any polynomial p of degree ≤ n.
Proof. Let p ∈ P n and let
* of width at least 1/n 2 for which p(x) is of the same sign as p(x * ). By taking the area of the triangle of width 1/n 2 and height |p(x * )|, we find that I |p(x)|dx ≥ |p(x * )|/(2n 2 ). The result follows as we also have Ωs |p(x)|dx ≤ s|p(x * )|.
Lemma 2.3 tells us that polynomials of degree ≤ n cannot be too localized in a set of small measure. In particular, if 0 ≤ |Ω s | < min(1, 1/(4n 2 )), then (2.15)
with equality if and only if p is the zero polynomial. A consequence of (2.15) is that a corrupted polynomial can be exactly recovered by best L 1 polynomial approximation.
Then, the best L 1 polynomial approximant of degree ≤ n to f is p m if m ≥ n and s < min(1, 1/(4n 2 )). The constant of "4" in the bound s < min(1, 1/(4n 2 )) in Corollary 2.4 is probably not sharp, though we believe that the algebraic scaling with respect to n is definitive. Numerical experiments suggest that a tighter bound of s < min(1, 4/n 2 ) might be possible, though the technical details required to prove this appear to be cumbersome. Instead, in Appendix A we extend Corollary 2.4 by demonstrating that the location of the support of the corruption in [−1, 1] is important, and more is allowed provided that the corruption occurs away from ±1.
For concreteness, we have assumed that the sample points are the Chebyshev points given in (1.4). This choice is recommended when the samples can be taken at arbitrary points in [−1, 1]. However, in some cases, the sample points may be given a priori and cannot be chosen. Most of our results carry over to such cases with minor modifications and assumptions on the distribution of sample points.
3. Near-recovery of corrupted smooth functions. When recovering a corrupted polynomial f = p m + ω, the degree of p m is usually unknown so we compute best L 1 polynomial approximants to f of degree ≤ n for a slowly increasing sequence of n, stopping when supp(f − p L1 n ) < 2. For the majority of this process n < m and one may wonder what p L1 n is achieving in this regime (see Figure 1.2 (a) ). Similarly, if f is a corrupted smooth function f = f 0 + ω, where f 0 is a continuous function (not necessarily a polynomial) on [−1, 1], then one cannot hope for exact recovery using best L 1 polynomial approximation. Instead, we find that p L1 n delivers a near-recovery of f 0 in the sense that p L1 n is a near-best L 1 approximation to f 0 , provided that the support of the corruption is small and f 0 can be well-approximated by a degree ≤ n polynomial. We first show that the best L 1 approximations for f and f 0 are relatively close to each other. 
L1
n be a best L 1 polynomial approximant of degree ≤ n to f . If n ≥ 1 and 4n 2 s < 1, then
, and by the triangle inequality, we have
where the last inequality holds since [−1, 1] = Ω s ∪ ([−1, 1] \ Ω s ) and f (x) = f 0 (x) for x ∈ Ω s . From (2.14), we find that
Hence, for any δp ∈ P n we have the inequality
Finally, by setting δp = p L1 n − p * n and noting that f − p
The result follows by rearranging this inequality.
Theorem 3.1 shows that best L 1 polynomial approximation is useful for nearrecovery of a corrupted smooth function. More precisely, when n ≥ 1 and s < 1/(4n 2 ) we have
and we conclude that a best L 1 approximant of f recovers f 0 as best it can, up to a factor that depends on n and s. When n = 0, a simple argument shows that the constant in the parenthesis in (3.1) is replaced by 1 + n as noise, we observe that 1 minimization gives a stable signal recovery in the presence of noise, a phenomenon that is appreciated in the classical compressed sensing context [7] . Making this observation precise in our setting is left as an open problem. Since by Theorem 3.1 we also have p 
Therefore, the measure of Ω n is bounded above by the disparity between the magnitude of f − p This allows us to derive an explicit expression for f − p L1 n 1 by using an explicit formula for f − p cheb n 1 [5] . By applying the formula in [5] to
Here, the values of b j are derived as the expansion coefficients of √ 1 − x 2 in a Chebyshev series of the second kind. That is,
where the last inequality uses the crude bounds of ∞ ν=0 (2ν + 1) −1 (ν + 1) −3 ≤ 2 and n + 2 ≥ n + 1.
We now seek a lower bound on f − p
be the Chebyshev expansion of the first kind for √ 1 − x 2 that is truncated after n + 1 terms. The values of a j are simple to calculate: a 2j−1 = 0 for all integers j, and
Assuming n is an even integer, we find that
.
Thus, f − p proj n ∞ ≥ 2/(π(n + 1)) for an even integer n. By [15, Cor. 4 .1], we know that
We conclude from (4.1) that for f (x) = √ 1 − x 2 we have
where the final equality holds since it is known that σ n ∼ 4π −2 log n [15, (20) ]. Figure 4 .1 (left) shows the error |f (x) − p L1 n (x)| for x ∈ [0, 1) demonstrating that it is localized near x = ±1. The measure of |Ω n | is shown in Figure 4 .1 (right) where it is numerically observed that |Ω n | = O(n −2 ). When n = 1000, we find that n (x)| is highly localized. In particular, we find that
for all x ∈ [−1, 1] except for a set of measure < 10 −5 near x = ±1 when n = 1000. n (x)| for f (x) = |x| with n = 10, 100, 1000, and 10000 shown on the interval [0, 1). Right: It is observed that |Ωn| = O(n −1 ). In this example, we find that the error |f (x) − p L 1 n (x)| is highly localized near x = 0 and x = ±1.
4.2.
Error localization of best L 1 approximants to |x|. As a second example of error localization, consider f (x) = |x| on [−1, 1], which is continuously differentiable except at x = 0. The error formula for f − p L1 n 1 with f (x) = |x| is calculated in [5] and simplifies to
Moreover, it is known that f − p L∞ n ∞ ∼ β 2n for some 0.28016 < β < 0.28018 [24] . We conclude from (4.1) that |Ω n | 
5.
A globally convergent algorithm for computing best L 1 polynomial approximants. We now turn to the algorithmic aspects of computing p L1 n . We integrate our findings on exact recovery of corrupted polynomials and error localization into Watson's algorithm based on Newton's method [25] . An algorithm to compute best L 1 approximants with degrees in the thousands is developed based on recent advances in approximation theory such as stable polynomial interpolation, fast domain subdivision, and robust rootfinding implemented in Chebfun [10] . Figure 5 .1 gives an overview of our algorithm.
Initial attempt:
The Chebyshev interpolant. The polynomial interpolant p cheb n in (1.5) with N = n can be computed in O(n log n) operations [13] and the roots of f − p cheb n on [−1, 1] can be computed efficiently when f is a smooth function [4] . Since p (for example, see [11, Lem. 4] ). This can happen also when f is a corrupted polynomial. Specifically, we solve the LP in (2.10) with a large number of samples N + 1, taking x 0 , . . . , x N and w j = π 1 − x 2 j /(N + 2) as in (1.4) . In our implementation we select N + 1 = max(1000 + 50n, 5000). (Recall from Theorem 2.1 that we want N + 1 > 12(n + 1)k − 1.) The maximum value 5000 is set to keep the LP size 2(N + 1) + n + 1 manageable. Due to the sparsity structure of (2.10), we find that the MOSEK optimization toolbox [1] (using its MATLAB interface) offers an efficient LP solver for solving (2.10).
Once p 1 n is computed, we check whether f is a corrupted polynomial. This can be done by testing if f (x j ) = p 1 n (x j ) holds at most of the sample points to within working precision. If not, then we improve the estimate p n − p 1 n 1 for f (x) = exp(x) sin(10x) and n = 10 with and without refinement compared against the number of LP variables, which is roughly 2N . Here, m is the number of sample points used to discretize the continuous L 1 optimization problem. Right: Sample points (red dots) used in the refined LP with n = 5. The mesh is much finer near the roots of f −pn, so that the discretization error is significantly reduced. Here,pn is the solution of the first (unrefined) LP.
Since |f (x) − p n (x)| is expected to be continuous, but non-differentiable at ≥ n + 2 points, one expects the integration error in (5.1) to be large and there is little benefit from using a high-order quadrature rules. Indeed using N + 1 sample points, we find that the LP solution has accuracy p
, whether a high-order method (e.g. Clenshaw-Curtis) or a low-order method (such as the midpoint rule) is used. In more detail, the quadrature error in (5.1) is O(N −2 ), so the objective function
, which is a common phenomenon in optimization: at a global (or local) minimum, an -perturbation in the solution results in O(
2 ) perturbation in the objective value. This low accuracy of p 1 n can cause convergence issues for Newton's method, when it is used as an initial guess.
To improve the discretization error in (5.1), we follow a three-step procedure: (1) We use the initial LP solution with N points to obtain an O(N −1 ) approximation to p n . Finally, (3) we solve another LP to obtain p 1 n , which is a better approximant to p L1 n thanp n , with a discretization scheme that forms a finer mesh near the roots: We take ≈ N/2 points on ∪ K i=1 [r i − δ, r i + δ], where δ = 4/N , taking equispaced points on each subinterval. We then take ≈ N/2 more points on [−1, 1], outside the subintervals, again uniformly, i.e., the grid is much coarser (see Figure 5 .2 (right)). We take the weights w j according to the midpoint rule. By taking a finer mesh in a small region where non-smoothness is present, this refinement of the quadrature rule is observed to improve the accuracy to
. Note that to simplify the implementation we do not reuse the Chebyshev points from the LP in (2.10).
In Figure 5 .2 (left) we show the error p 
for all q ∈ P n . We propose to apply Newton's method to (5.2) . By using the Chebyshev polynomials of the second kind as a basis for P n , we define a vector-valued operator L :
We Newton's method tells us to perform the following iteration:
Moreover, it can be shown that J k can be expressed as [25] (5.4)
where r 1 , . . . , r K are the roots of e(x) and V k is the Chebyshev-Vandermonde matrix at r 1 , . . . , r K , i.e., (V k ) i,j = U j (r i ). At the kth Newton iteration, we must calculate the roots of
, evaluate e k (x) at r 1 , . . . , r K , form J k using (5.4), and then solve an (n + 1) × (n + 1) dense linear system where the righthand side is L[c]. All these operations can be performed conveniently and robustly in Chebfun to an accuracy of essentially machine precision [10] .
As Watson notes [25] , a small modification for the formula for J k in (5.4) is required when e k (r j ) = 0 for some r j , e.g., set J = I, or when V is rank-deficient, e.g., set J := J + δI for some small δ > 0. Under mild restrictions, this modified Newton's method generically converges to p L1 n at a quadratic rate [25] . where U j is the degree j Chebyshev polynomial of the second kind.
Proof. Let p n ∈ P and define s p (x) = ±sign(f (x) − p n (x)) so that f − p n 1 = 
where the inequality holds since n i=0 (i + 1) = (i + 1)(i + 2)/2 ≤ (i + 2) 2 /2. By using (5.7) to bound the righthand side of (5.6), the result follows by rearranging. The function g(x) = x/(2n 2 ) + 1 − ζ 2 /(2nx) on x ≥ 0 is minimized at x * = √ n(1 − ζ 2 ) 1/4 . The bound in (A.1) holds since g(x) ≥ g(x * ) = (1 − ζ 2 ) 1/4 n −3/2 for any x ≥ 0.
Arguing as in Corollary 2.4, Theorem A.1 means that a corrupted polynomial of degree n ≥ 1 can be exactly recovered by p L1 n when s < (1 − ζ 2 ) 1/4 n −3/2 /2 and 1 − ζ ≥ 1/n. For sufficiently large n, this is a relaxation of the requirements for exact recovery in section 2 when the corruption is away from ±1 (see Figure 1 .2 (c) and the localized error near x = ±1 in Figure 4 .2). Other results in section 3 can be relaxed by using Theorem A.1 under the restriction that the corruption occurs away from ±1. where p * n is the best L 1 polynomial approximation of f 0 on [−1, 1]. Theorem A.1 also encourages us to wildly speculate that the error localization of f − p L1 n is usually more concentrated for functions with endpoint singularities, i.e., |Ω n | = O(n −2 ), and less concentrated for functions with singularities away from ±1, i.e., |Ω n | = O(n −1.5 ) or even O(n −1 ).
