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Estimating 3D Hand Pose Using Hierarchical Multi-Label
Classification
Bjo¨rn Stenger ∗, Arasanathan Thayananthan †, Philip H. S. Torr ‡,
and Roberto Cipolla §†
Abstract
This paper presents an analysis of the design of classifiers
for use in a hierarchical object recognition approach. In
this approach, a cascade of classifiers is arranged in a tree
in order to recognize multiple object classes. We are in-
terested in the problem of recognizing multiple patterns
as it is closely related to the problem of locating an ar-
ticulated object. Each different pattern class corresponds
to the hand in a different pose, or set of poses. For this
problem obtaining labelled training data of the hand in a
given pose can be problematic. Given a parametric 3D
model, generating training data in the form of example
images is cheap, and we demonstrate that it can be used
to design classifiers almost as good as those trained us-
ing non-synthetic data. We compare a variety of different
template-based classifiers and discuss their merits.
1 Introduction
This paper considers the problem of locating and tracking
an articulated object using a single camera. The method
is illustrated by the problem of hand detection and track-
ing. There is a lot of ambiguity in the problem of track-
ing a complex articulated object, and a successful method
should be able to maintain multi-modal distributions over
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time. A number of different techniques have been sug-
gested to deal with multi-modality, e.g. particle filter-
ing [9, 13] or grid based methods [24, 25]. When track
is lost, a robust tracker should devise a recovery strategy,
as for example in region based tracking [28]. This task,
however, can be seen as a detection problem, and thus
in [24, 25] it is argued that the tracking of complex objects
should involve the close synthesis of object detection and
tracking.
Object recognition is typically considered as the task
of detecting a single class of objects O (e.g. faces) in a
scene I; locating the object in the scene and determin-
ing its pose. But suppose we are interested in recognizing
m categories of objects O1, . . . , Om simultaneously, i.e.
are any of a set of objects in the scene, and if so where?
How can it efficiently be decided whether the scene con-
tains one of these objects? One option that is commonly
followed is to independently train a classifier for each ob-
ject [20]. The drawback of such an approach is that com-
putation time scales roughly linearly in the number of ob-
jects to be identified. Baker and Nayar used low-cost clas-
sifiers with high detection rate and moderate false positive
rate, which they called rejectors, in an object recognition
application [2]. A hierarchy of such classifiers was built,
reducing the computational cost to be logarithmic in the
number of classes. Recently advances have been made
in face detection based on the idea of a cascade of clas-
sifiers [19, 27], where successively more complex classi-
fiers are combined in a cascade structure, which increases
the speed of the detector by focusing attention on promis-
ing regions of the image, see figure 1(a). First the image
is divided into a set of subregions. The initial classifier
eliminates a large portion of these subwindows with little
computation; those remaining are processed further down
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the cascade. At each level the number of subwindows
remaining decreases, allowing for more computationally
expensive classifiers to be used at the bottom level for ac-
curate discrimination of the remaining subwindows. As
the motivation for such a cascade is the minimization of
computation time, this paper examines some of the issues
involved in classifier design for efficient template-based
classification for hand pose estimation.
The next section reviews related work on hierarchical
detection and describes the links to 3D pose estimation.
Section 3 introduces the shape and colour features that
are used, as well as the templates for classification. An
evaluation of these classifiers in terms of performance and
efficiency is presented in section 4, and their application
to detection and pose estimation is demonstrated in sec-
tion 5.
2 Pose estimation using shape tem-
plates
One question is whether a cascaded approach can be used
for recognizing multiple objects, i.e. how to design a com-
putationally efficient cascade of classifiers for a given set
of objects, O1, . . . ,Om. The problem is closely linked
to the recognition of articulated objects which can be
thought of as an infinite collection of objects indexed by
the joint articulation parameters. In particular, Gavrila [8]
examines the problem of detecting pedestrians. Chamfer
matching [3] is used to detect humans in different poses,
and detecting people is formulated as a template match-
ing problem. When matching many similar templates
to an image, a significant speed-up can be achieved by
forming a template hierarchy and using a coarse to fine
search [8, 18]. An approach to embed exemplar-based
matching in a probabilistic tracking framework was pro-
posed for complete image frames by Jojic and Frey [15]
and for exemplar templates by Toyama and Blake [26].
The main idea is to use a discrete state model together
with continuous transformation parameters. In [26] ex-
emplar templates are used to evaluate likelihoods within
a probabilistic tracking framework. Shape templates of a
walking person are clustered and only the chamfer cost
of the prototypes needs to be computed. However, with
increasing object complexity the number of exemplars re-
quired for tracking rises as well. If a parametric 3D object
model is available, the generation of training examples is
cheap. Additionally, each generated 2D template is anno-
tated with the 3D model parameters, thus pose recovery
can be formulated as object detection: create a database
of model-generated images and use a nearest-neighbour
search to find the best match. This approach is followed,
for example, by Athitsos and Sclaroff for hand pose esti-
mation [1] and Shakhnarovich et al. [21] for upper body
pose estimation.
In [24] it is suggested to partition the parameter space
of a 3D hand model using a multi-resolution grid. A dis-
tribution is defined on the finest grid and is propagated
over time. This has the advantage that temporal informa-
tion can be used to resolve ambiguous situations and to
smooth the motion. Shape templates, generated by the 3D
model, are used to evaluate the likelihoods in regions of
the state space. The templates are arranged in a hierarchy
and are used to rapidly discard regions with low proba-
bility mass. For the first frame, the tree corresponds to a
detection tree, thus the idea of cascaded classifiers can be
applied, which eliminate large regions of the parameter
space at early stages and focus computation on ambigu-
ous regions. In terms of classifiers, the aim is to maintain
a high detection rate while rejecting as many false posi-
tives as possible at each node in the tree. Within this paper
we will analyze the design of cascaded classifiers for such
a hierarchy, which can be used within the tree-based fil-
tering framework of [24].
Given a tree which at each level partitions the set
of models into mutually exclusive regions Sli for l =
1, . . . , L where L is the number of levels in the tree and
i = 1 . . .NL where NL is the number of sets at that level.
So that S = ∪iSli and Slj ∩ Slk = 0; ∀j, k. The goal
is to design a classifier Clj which achieves high detec-
tion rates with modest false positive rates or the region
Slj . The search then proceeds as shown in algorithm 1. A
schematic of this algorithm is shown in figure 1b. The
next section examines a number of different classifiers
based on edge and colour features.
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Figure 1: Cascade of Classifiers. (a) A cascade of classifiers for a single object class where each classifier has a high detection
and moderate false positive rate. (b) Classifiers in a tree structure; in a tree-based object recognition scheme each leaf corresponds
to a single object class. When objects in the subtrees have similar appearance, classifiers can be used to quickly prune the search.
A binary tree is shown here, but the branching factor can be larger than two.
Algorithm 1 : Cascade of classifiers for multiple cate-
gories
for each subwindow I
start at root node (l, k) = (1, 1).
if Clk(I) > 0 then repeat for child nodes of (l, k).
else assign zero probability to all child nodes of (l, k).
endif
endfor
3 Explanation of features and clas-
sifiers
Edges (occluding contours) and colour (silhouette inte-
rior) have proved useful features for recognizing hands
and discriminating between different poses, e.g. [1, 17].
Each feature is treated independently, assuming that in
different settings one of the features may be sufficient for
recognition. Edge features are considered in the following
section.
3.1 Edge features
When using edges as features, robust similarity functions
need to be used when comparing a template with the im-
age, i.e. ones that are tolerant to small shape changes.
One way to achieve this is to blur the edge image or tem-
plate before correlating them. Other methods, which are
tolerant to small shape deformations and some occlusion
are the (truncated) chamfer and Hausdorff distance func-
tions [3, 12]. Both methods are made efficient by the use
of fast operations like the distance transform or dilation
of the edge image. Olson and Huttenlocher [18] include
edge orientation in Hausdorff matching. This is done by
decomposing both template and edge image into a number
of separate channels according to edge orientation. The
distance is computed separately for each channel, and the
sum of these is the total cost.
Both chamfer and Hausdorff matching can be viewed
as special cases of linear classifiers [7]. Let B be the fea-
ture map of an image region, for example a binary edge
image. The template A is of the same size and can be
thought of as a prototype shape. The problem of recog-
nition is to decide whether or not B is an instance of
A. By writing the entries of matrices A and B into vec-
tors a and b, respectively, this problem can be written as
(a) (b)
(c) (d)
Figure 2: Examples of training and test images. The following are example image regions used for training and testing a linear
classifier: (a) positive training examples, (b) test images, (c) negative training examples containing a hand in different poses, (d)
negative examples containing office scenes as background.
a linear classification problem with a discriminant func-
tion 〈a,b〉 = c, with constant c ∈ IR. This generaliza-
tion also permits negative coefficients of a, potentially
increasing the cost of cluttered image areas, and differ-
ent weights may be given to different parts of the shape.
Felzenszwalb [7] has shown that a single template A and
a dilated edge map B is sufficient to detect a variety of
shapes of a walking person. A classifier is thus defined by
the entries in the matrix A and in this paper the following
classifiers are evaluated (illustrated in figure 3). For each
type two sets of templates are generated, one with and
one without orientation information. For oriented edges
the angle space is subdivided into six discrete intervals,
resulting in a template for each orientation channel.
1. Centre template: This classifier uses a single shape
template A, generated using the centre of a region
in parameter space. Two possibilities for the feature
matrix B are compared. One is the distance trans-
formed edge image in order to compute the truncated
chamfer distance [8]. For comparison, the Haus-
dorff fraction is computed using the dilated edge im-
age [11]. The parameters for both methods are set
by testing the classification performance on a test set
of 5000 images. Values for the chamfer threshold
τ from 2 to 120 were tested, and τ = 50 was cho-
sen, but little variation was observed for values larger
than 20. For the dilation parameter δ values from 1
to 11 were compared, and δ = 3 showed the best
performance.
2. Marginalized template: In order to construct a classi-
fier which is sensitive to a particular region in param-
eter space, the template A is constructed by densely
sampling the values in this region, and simultane-
ously setting the model parameters to these values.
The resulting model projections are then pixel-wise
added and smoothed. Different versions of matrices
A are compared: (a) the pixel-wise average of model
projections, (b) the pixel-wise average, additionally
setting the background weights uniformly to a neg-
ative value such that the sum of coefficients is zero,
and (c) the union of all projections, resulting in a bi-
nary template.
3. Linear classifier learnt from image data: The tem-
plate A is obtained by learning a classifier as de-
scribed by Felzenszwalb [7]. A labelled training set
containing 1000 positive examples and 4000 nega-
tive examples of which 1000 contain the hand in a
different pose and 3000 images contain background
regions (see figure 2) is used to train a linear classi-
fier by minimizing the perceptron cost function [6].
3.2 Colour features
Given an input image region, define the feature matrix Bs
as the log-likelihood map of skin colour and Bbg as the
log-likelihood map of background colour. Skin colour is
represented as a Gaussian in (r, g)-space, and the back-
ground distribution is modelled as a uniform distribution.
A silhouette template A is defined as containing +1 at
locations within the hand silhouette and zero otherwise.
(a) (b) (c)
(d) (e)
Figure 3: Templates and feature maps used for classification. This figure shows the different choices of classifiers A (left)
and the corresponding feature maps B (right) used in the experiments. (a) Centre template with DT of edge image (chamfer) (b)
Centre template with dilated edge image (Hausdorff) (c) Averaged template with edge image (d) Union template with edge image
(e) Template learnt from data with edge image.
Writing these matrices as vectors, a cost function, which
corresponds to the log-likelihood [22] can be written as:
a
T(bs − bbg) + 1Tbbg , (1)
where the entries in bbg are constant when using a uni-
form background model. Thus, correlating the matrix
B = Bs −Bbg with a silhouette template A corresponds
to evaluating the log-likelihood of an input region up to
an additive constant. Note that when the distributions are
fixed, the log-likelihood values for each colour vector can
be pre-computed and stored in a look-up table beforehand.
The corresponding templates A are shown in figure 3 (b).
4 Classifier comparison
In order to compare the performance of different classi-
fiers, a labelled set of hand images was collected. Positive
examples are defined as the hand being within a region in
parameter space. For the following experiments this re-
gion is chosen to be a rotation of 30 degrees parallel to the
image plane. Negative examples are background images
as well as images of hands in configurations outside of
this parameter region. The evaluation of classifiers is done
in three independent experiments for different hand poses,
an open hand, a pointing hand and a closed hand. The test
data sets each contain 5000 images, of which 1000 are
true positive examples. The classifiers are defined by the
entries in the matrix A, described in the previous section,
and illustrated in figure 3 (a) and (b).
4.1 Edge templates
The following observations were made consistently in the
experiments:
• In all cases the use of edge orientation resulted in
better classification performance. Including the gra-
dient direction is particularly useful when discrim-
inating between positive examples and negative ex-
amples of hand images. This is illustrated in figure 4
(a) and (b), which show the class distributions for
non-oriented edges and oriented edges in the case of
marginalized templates with non-negative weights.
The corresponding ROC curves are shown in 4 (c),
demonstrating the benefit of using oriented edges.
This shift in the ROC curve is observed in differ-
ent amounts for all classifiers and is shown in fig-
ure 5 (a) and (b).
• In all experiments the best classification results were
obtained by the classifier trained on real data. The
ROC curves for a particular hand pose (open hand
parallel to image plane) are shown in figure 5. At
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Figure 4: Including edge orientation improves classification performance. This example shows the classification results on
a test set using a marginalized template. (a) histogram of classifier output using edges without orientation information: hand
in correct pose (red/light), hand in incorrect pose (blue) and background regions (black,dashed line). (b) histogram of classifier
output using edges with orientation information. The classes are clearly better separated, (c) the corresponding ROC curve.
a detection rate of 0.99 the false positive rate was
below 0.05 in all experiments.
• Marginalized templates showed good results, also
yielding low false positive rates at high detection
rates. Templates using pixel-wise averaging and neg-
ative weights for background edges were found to
perform best when comparing the three versions of
marginalized templates. For this template the false
positive rates were below 0.11 at a detection rate of
0.99.
• Using the centre template with chamfer or Hausdorff
matching showed slightly lower classification per-
formance than the other methods, but in all cases
the false positive rate was still below 0.21 for de-
tection rates of 0.99. Chamfer matching gave better
results than Hausdorff matching, as can be seen in
the ROC curve in figure 5 (b). It should be noted that
this result is in contrast to the observations made by
Huttenlocher in [10], where Hausdorff matching is
shown to outperform chamfer matching in a Monte-
Carlo simulation study. However, this may be ex-
plained by differences in the implementation details.
Whereas the L1 norm and a threshold value of τ = 2
is used in [10], here the L2 norm and a threshold
value of τ = 50 is used. Values of τ in the range
of 2–10 were tested in initial experiments and were
found to yield worse results.
The execution times for different choices of templates
A were compared in order to assess the computational
efficiency. Computing the scalar product of two vectors
of size 128 × 128 is relatively expensive. However, the
computational time can be reduced by avoiding the mul-
tiplication of zero valued entries in the matrix A. For
chamfer and Hausdorff matching, the template only con-
tains the points of a single model projection. The num-
ber of points in the marginalized template depends on the
size of the parameter space region it represents. In the
experiments it contained approximately 14 times as many
non-zero points as a single model template. When using
a binary template the dot product computation simplifies
to additions of coefficients. If both vectors are in binary
form, a further speed-up can be achieved by using binary
AND operations. The execution times for correlating 10
000 templates are shown in table 1. The time for com-
puting a distance transform or dilation, which needs to
be only computed once for each frame when chamfer or
Hausdorff matching is used, is less than 2 ms and is there-
fore negligible when matching a large number of tem-
plates (2.4 GHz Pentium IV). There is a trade-off between
computation time and classification performance for the
classifiers. When used in a cascaded structure, the de-
tection rate of a classifier needs to be very high, so as
not to miss any true positives. In this experiment cham-
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Figure 5: ROC curves for classifiers. This figure shows the ROC curve for each of the classifiers. (a) edge features alone, and (b)
oriented edges. Note the difference in scale of the axes. The classifier trained on real image data performs best, the marginalized
templates all show similar results, and chamfer matching is slightly better than Hausdorff matching in this experiment. When used
within a cascade structure, the performance at high detection rates is important.
fer and Hausdorff matching, while having a larger false
positive rate, are about 10-14 times faster to evaluate than
marginalized templates and about 40 times faster than the
trained classifier.
4.2 Silhouette templates
The same test data set as for edges was used, and the fol-
lowing observations were made:
• For the test set colour information helps to discrim-
inate between positive examples of hands and back-
ground regions. However, there is significant over-
lap between the positive and negative class examples
which contain a hand. Oriented edges are better fea-
tures to discriminate between the hand in different
poses, whereas colour features are slightly better at
discriminating between the positive class and back-
ground regions.
• Both, centre template and marginalized template
show better classification performance than the
trained classifier, in particular in the high detection
range. At detection rates of 0.99 the false positive
rate for the centre template is 0.24, wheras it is 0.64
for the trained classifier. However, the trained classi-
fier shows better performance at separating positive
examples from negative example images containing
hands. At a detection rate of 0.99, the false positive
rate is 0.41 compared to 0.56 for the other two clas-
sifiers.
The evaluation can be performed efficiently by pre-
computing a sum table, Bsum, which contains the cumu-
lative sums of costs along the x-direction:
B
sum(x, y) =
x∑
i=1
(
log ps(I(i, y))− log pbg(I(i, y))
)
,
(2)
where in this equation the image I is indexed by its x
and y-coordinates. ps and pbg are the skin colour and
background colour distributions, respectively. This ar-
ray only needs to be computed once, and is then used
to compute sums over areas by adding and subtracting
values at points on the silhouette contour, see figure 6.
Classification Method Number of points Execution time fp at tp = 0.99
Chamfer 400 13 ms 0.10
Hausdorff 400 13 ms 0.12
Marginalized Template 5 800 186 ms 0.02
Binary Marginalized Template 5 800 136 ms 0.02
Trained Classifier Template 16 384 524 ms 0.01
Table 1: Computation times for correlating templates. The execution times for computing the dot product of 10 000
image patches of size 128× 128, where only the non-zero coefficients are correlated for efficiency, measured on a 2.4
GHz Pentium IV machine. The last column shows the false positive rates for each classifier at a fixed detection rate of
0.99.
(a) (b)
Figure 6: Efficient evaluation of colour likelihoods. (a) The
skin colour log-likelihood image encoded as a greyscale im-
age. Higher intensity corresponds to higher likelihood of skin
vs. non-skin colour. (b) The sum table contains the cumulative
sum of values in image (a) along the x-direction. The sum of
values in within an area can be efficiently computed by adding
and subtracting values at silhouette points only. The greyscale
intensities are scaled to the range [0,255] in both images.
It is a convenient way to convert area integrals into con-
tour integrals, and is related to the summed area tables of
Crow [5], the integral image of Viola and Jones [27] or the
integration method based on Green’s theorem of Jermyn
and Ishikawa [14]. Compared to integral images the sum
over non-rectangular regions can be computed more ef-
ficiently, and in contrast to the technique of Jermyn and
Ishikawa the contour normals are not needed. In contrast
to these methods, however, the model points need to be
connected pixels, e.g. obtained by line-scanning a silhou-
ette image. The computation time for evaluating 10 000
templates is reduced from 524 ms to 13 ms for a silhouette
template of 400 points. As the computation of the sum ta-
ble Bsum is only computed once, this is negligible when
matching a large number of templates.
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Figure 7: Determining the weighting factor in the cost
function. The distribution of edge and colour cost values
for a number of positive (lower left) and negative training
examples (upper right) is shown, and the linear classi-
fier found using a maximum margin linear classifier. The
weighting factor is set to the negative inverse of the slope
of this line.
4.3 Combining edge and colour informa-
tion
In the previous sections similarity measures based on edge
and colour information have been derived. When combin-
ing the two features, they can be stacked into a single 2D
observation vector z = (zedge, zcol)T. In a first approach,
the edge and colour cost terms are computed for a number
of test images. Figure 7 shows a graph of the distributions
of the cost vectors for 1000 positive and 1000 negative ex-
ample image subregions. Positive examples correspond
to a hand being in a pose corresponding to the parame-
ter range represented by the classifier. Negative examples
correspond to the hand in different poses and background
regions. The plot shows that for the test images that the
class overlap is not large and a linear discriminant is used
to separate the two classes, yielding a total misclassifi-
cation rate of 4.8% on this data set. Using a linear dis-
criminant corresponds to simply using a weighted sum of
the edge and colour cost terms [4], where the weighting
factor is derived from the data directly in order to yield
optimal classification performance on a test set. Experi-
ments for three different classifiers, corresponding to the
hand in different poses, but at the same scale, show that
this weighting factor varies little for different templates.
5 Experimental results
This section demonstrates the use of the template based
classifiers in detection and pose estimation tasks. In these
experiments the chamfer distance cost function is used to
compute the edge cost.
5.1 Detection of a single hand pose
In order to test the integration of shape and colour infor-
mation a set of 500 templates was generated, correspond-
ing to 100 discrete orientations and five different scales.
The templates are matched to an image by translating it
over the image at a 6-pixel resolution in x and y-direction.
The weighted cost function was used to detect a hand in
the following scenarios:
• A hand in front of cluttered background, which con-
tains little skin colour: In this case the hand is dif-
ficult to detect using edge information alone. The
colour likelihood, however allows for correct detec-
tion (See top row of figure 8).
• A hand in front of a face: In this example there is not
enough skin colour information to detect the hand,
however the hand edges are still visible and are used
as features to correctly locate the hand (See bottom
row of figure 8).
This illustrative example shows that using a robust cost
function can improve the performance of hand detection
or tracking algorithms that use intensity or skin colour
edges alone.
In the second experiment, an input sequence of 640
frames was recorded. The pose is an open hand, paral-
lel to the image plane, and it moved with 4 DOF; trans-
lation in x, y, and z-direction, as well as rotation around
the z-axis. The task is made challenging by introducing
a cluttered background with skin-coloured objects. The
hand motion is fast, and during the sequence the hand is
partially and fully occluded, as well as out of the camera
view. The same set of 500 templates is used to search for
the best match over the image.
Figure 9 shows typical results for a number of frames
of this sequence and figure 10 shows the position error
measured against manually labelled ground truth. The
RMS error over the complete sequence for the frames in
which the hand was detected, was 3.7 pixels. The main
reason for the magnitude of this error is the coarse search
at 6-pixel resolution in translation space. Assuming a uni-
form distribution on the hand location in the image, the
expected RMS error is larger than 1.5 pixels. For com-
parison, a tracker based using the unscented Kalman fil-
ter [16, 23] was also run on this input sequence, but it was
not able to track the hand for more than 20 frames. One
of the reasons for the loss of track is that the motion in
this sequence is fast and abrupt, so that neither a constant
velocity nore a constant acceleration model was accurate
enough.
5.2 Hierarchical detection
The tree-based detection method was tested on real image
data. This corresponds to the initialization stage in the
hierarchical filter [22, 24]. Figure 11 illustrates the op-
eration of the classifiers at different levels of the tree. In
this case the classifiers are based on oriented edges using
the chamfer distance and skin colour silhouette. The clas-
sifiers at the upper levels correspond to larger regions of
parameter space, and are thus less discriminative. The fig-
ure shows examples of accepted and rejected templates at
different tree levels for a different input image. It can be
seen that as the search proceeds, the difference between
accepted and rejected templates decreases, and the qual-
ity of the best matches increases. The tree contains 8748
different templates, corresponding to a pointing hand, re-
stricted to rigid motion in a hemisphere. The tree consists
of four levels, corresponding to a search over 972 discrete
angles and nine scales, and a search over translation space
Input Image Edges Colour Likelihood Detection Result
Figure 8: Detection with integrated edge and colour features. This illustrative example shows how a cost function
that uses edge and colour features improves detection. For each input image the best match is shown in the last
column. (Top row) Hand in front of cluttered background, and (bottom row) hand in front of face.
at single pixel resolution.
6 Conclusion
In this paper the concept of a hierarchical cascade of clas-
sifiers for locating articulated objects was introduced and
a number of different similarity measures for template
matching with shape variation were considered. If a train-
ing set of shapes is available, a linear classifier can be
trained which has high discriminative power. It can give
different weights to different parts of the shape and is able
to penalize background edges. However, it is also expen-
sive to evaluate. Marginalized templates have been intro-
duced as a method to use an object model to construct a
classifier, which is specifically “tuned” to a specific re-
gion of parameter space. They can be efficiently evalu-
ated, for example by approximating them with a binary
valued template. Finally, templates generated from a sin-
gle contour (“centre templates” in the experiments), can
be used to classify shapes. However it is necessary to pre-
process the edge image first, e.g. by a dilation operation
or a distance transform, in order to be tolerant to shape
variation. The main advantage of this approach is that it
is very efficient because the pre-processing step is only
required once per image and matching a single template
is fast.
The motivation of this research has been work on hand
tracking, in which we seek to combine the merits of effi-
cient detection and tracking. Motivated by the success of
tree-based detection, the parameter space is discretized to
generate a tree of templates which can be used as classi-
fiers. Even though their performance has been shown to
be not as good as classifiers learnt from image data, they
have the advantage of being easy to generate and being
labelled with a known 3D pose, permitting their use in a
model-based tracking framework.
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Frame # Input Image Edges Colour Likelihood Detection Result
0
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250
257
390
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598
Figure 9: Detection results using edge and colour information. This figure shows successful detection of an open
hand moving with 4 DOF. The first two columns show the frame number and the input frame, the next two columns
show the Canny edge map and the skin colour likelihood. The last column shows the best match superimposed, if
the likelihood function is above a constant threshold. The sequence is challenging because the background contains
skin-coloured objects (frame 0) and motion is fast, leading to motion blur and missed edges. The detection handles
some partial occlusion (frame 100), recovers from loss of track (frames 257, 390), can deal with lighting changes
(frame 516) and unsteady camera motion (frame 598).
Accepted Rejected
Level 1
9.84 11.08 12.21 12.29 22.90 22.90 22.90 22.90
Level 2
7.36 8.41 9.63 9.69 17.00 17.01 17.02 17.07
Level 3
6.68 6.69 6.85 6.90 12.21 12.24 12.25 13.21
Figure 11: Search results at different levels of the tree. This figure shows typical examples of accepted and rejected
templates at levels 1 to 3 of the tree, ranked according to matching cost shown below. As the search is refined at each
level, the difference between accepted and rejected templates decreases.
