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Chapter 1: Introduction
In this thesis I present the measurement of the cosmic-ray proton spectrum
from 54 GeV to 9.5 TeV with the Fermi Large Area Telescope (LAT). Chapter 2
presents a review of cosmic ray history, observations, acceleration methods and the-
ory, possible cosmic-ray origins, and cosmic-ray propagation and transport. Chap-
ter 3 describes the Fermi Large Area Telescope design, the Pass 8 reconstruction
and simulation software, and the GEANT4 Monte-Carlo simulations used in this
measurement. Chapter 4 presents the charge measurement for the proton spectrum
analysis used for reduction of contamination sources from cosmic-ray ions and elec-
trons and the associated residual contamination measurement. Chapter 5 presents
the physics behind electromagnetic and hadronic showers and the energy measure-
ment methods of Pass 8 and measuring the energy of cosmic-ray protons via the
LAT’s Calorimeter (CAL). Chapter 6 presents the spectral reconstruction methods,
instrument response functions for the LAT from protons, and the measured cosmic-
ray proton flux and discussion of results. Chapter 7 discusses possible astrophysical
and cosmic-ray physics interpretations of the measured cosmic-ray proton spectrum.
Chapter 8 presents how the cosmic-ray proton spectral analysis with the Fermi -LAT
opens the door for possible additional cosmic-ray measurements.
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Chapter 2: Cosmic Rays
Cosmic rays have a rich history spanning over 100 years of study. Despite
a long history many mysteries still remain, but recent measurements paired with
advancements in theory and modeling have resolved some important questions. The
current paradigm for Galactic cosmic-ray physics is that Galactic cosmic-rays are
accelerated through diffusive shock acceleration, or first order Fermi acceleration,
occurring at the shock-waves of supernova remnants (SNRs). The origin of cosmic-
rays is still not completely settled and open questions remain for sources: Are SNRs
the only important site of acceleration? What are the maximum particle energies
attained in SNRs? What is the impact of the local environment on cosmic-ray
acceleration and escape?
Understanding cosmic-ray propagation is crucial to understanding the ob-
served cosmic-ray populations at Earth. The freshly accelerated cosmic-rays are
propagated through the Galaxy for several million years and their initial spectrum
is modified predominantly by diffusive processes. The strength of every term in
the cosmic-ray propagation equation is not known and terms like re-acceleration
could prove to be stronger than currently thought. Standard ideas about cosmic-
ray origins are built on several assumptions of homogeneity, isotropy, and temporal
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stability of both cosmic-ray accelerators and propagation. This paradigm has been
challenged by an unmodeled spectral break at 100s of GeV in energy observed by
AMS-02 and by Fermi -LAT in the measurements presented in this thesis. We must
first establish the current knowledge of cosmic-ray properties with the resulting ideas
that explain them. In this chapter I will give a brief overview of the history, a review
of acceleration physics, and some highlights of models for the origin and propagation
of cosmic rays.
2.1 A Very Brief History
After the discovery of radiation and the invention of the electrometer in the
late 19th century, it was widely believed that ionization present in the atmosphere
was due to radioactive material in the atmosphere of the Earth. This idea was
disproved by measurements of the increase of the ionization rate with increasing
altitude via electrometer observations made by Domenico Pacini, Victor Hess, and
Werner Kolhörster using the Eiffel Tower and hydrogen balloons respectively [12–14].
Hess was awarded the Nobel Prize in Physics in 1936 for his discovery of what would
come to be known as cosmic rays. The only reasonable explanation for the altitude
dependence of atmospheric ionization was a source of extraterrestrial radiation ion-
izing the atmosphere. The term ‘cosmic ray’ was coined by Millikan in 1928 to
describe this extraterrestrial radiation [15]. Cosmic rays were first thought be due
to gamma radiation, but measurements of the geomagnetic latitudinal dependence
of the ionization showed that it was due to charged particles [16].
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Using newly developed Geiger counters, extensive air showers were discovered
using a large array of Geiger counters positioned in the Alps [17]. This lead to
the conclusion that cosmic rays could be extremely high energy compared to ter-
restrial accelerators which were only just being developed. Later more dedicated
experiments were developed to measure extensive air showers and discovered the
first ultra-high-energy cosmic rays [18].
With the development of new detectors to study cosmic rays, such as cloud
and emulsion chambers, cosmic rays drove several key discoveries in the early years
of particle physics. The positron [19], the muon [20], the first mesons [21], and
strangeness [22] were all discovered via cosmic-ray experiments. When multiple
GeV energy cyclotrons and synchrotrons began operating in the 1950s, particle
physicists were able to develop larger dedicated detectors and have greater control
over particle beams and energy, after which cosmic ray use in particle physics died
down.
At around the same time balloon-borne cosmic experiments began taking
flight. The first such experiment was aptly named Balloon. Balloon discovered
early composition of cosmic rays by distinguishing the light elements: H, He, Be,
and B, at 100s of MeV per nucleon and measuring the inclusive electron positron
spectrum above 15 GeV [23–25]. The earliest satellites also had cosmic-ray detectors
but mostly to study solar cosmic rays [26,27].
In the early 1970s fluorescence techniques were developed and first imple-
mented in 1980 as Fly’s Eye. Results from Fly’s Eye in combination with those
from several extensive air shower arrays revealed the ultra-high energy, above 108
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GeV, cosmic-ray spectrum.
Despite over 100 years of cosmic-ray studies, mysteries still abound. Recent un-
expected features were found in the proton and helium spectra from AMS-02 [5,28].
Cosmic rays, which are expected to arrive isotropically due to interactions with
Galactic magnetic fields, have been discovered to arrive anisotropically by Milagro
with confirmation from IceCube and HAWC [29–31]. Supernova remnants (SRNs)
have long been suspected to be the sources of Galactic cosmic rays. Observations
from Fermi -LAT have now confirmed the presence of accelerated protons in several
SNRs [32,33]. Questions remain about the total contribution of SNRs to the Galac-
tic cosmic rays and the ability of SNRs to provide the highest observed energy of
Galactic cosmic rays. In contrast, there is more uncertainty about the source of ex-
tragalactic cosmic rays. Along with the development of γ-ray astronomy, cosmic-ray
physics plays a crucial role in understanding diffuse gamma-ray emission. Recent
efforts in the field have produced a wealth of cosmic-ray observations with precise
measurements of spectra for cosmic ray species, abundances, and anisotropies.
2.2 Observations
Cosmic rays are a near-isotropic continuous flux of energetic particles from
extraterrestrial origin. They are further broken down according to their charge,
particle type, and origin. Observed hadronic cosmic rays are composed of 79%
protons, 14.7% helium, and 6.3% heavy cosmic rays [34]. In this analysis, we define
heavy ions as cosmic rays with atomic charge, Z, greater than 3. Cosmic rays
5
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Figure 2.1: The proton and all-particle cosmic-ray energy flux spectrum in kinetic energy from 0.5
– 1012 GeV from various detectors: ATIC [1], BESS-TeV [2], CREAM-1 [3], PAMELA [4], AMS-
02 [5], IceTop-73 [6], KASCADE-Grande [7], CasaMia [8], HiRes 2 [9], and Pierre Auger [10]
and the time range of the datasets. Circles represent balloon-borne experiments, squares represent
space-based experiments, upward point triangles represent air shower detectors, downward pointing
triangles represent air fluorescence detectors, and diamonds represent hybrid air shower and air
fluorescence detectors. The spectral inflections known as the knee and the ankle and the fixed
target energy of terrestrial particle accelerators are indicated.
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are highly relativistic, and their energies span from 1 GeV to 1011 GeV. Figure
2.1 shows the proton and all-particle energy flux spectrum multiplied by E2 from
several different types of experiments. There are several different types of detectors
for cosmic rays, each examining different energy ranges.
Space-based observatories, AMS-02, PAMELA, and Fermi, are limited by their
small effective area, on the order of 100 cm2. Their typical energy range is from
1 GeV to 1 TeV and benefit from being able to directly measure the properties
of the cosmic rays without atmospheric contamination. Additionally, space-based
observatories have long times of flight on the order of years. Balloon-borne mea-
surements, ATIC, BESS, and CREAM-1, range from a few TeV to 100 TeV and can
have larger effective areas, on the order of 1 m2, and more complex detector systems
but are limited by statistics at the highest energies due to short time-of-flights usu-
ally on the order of a few weeks. Balloon-borne measurements also directly measure
properties of the cosmic rays but have to account for atmospheric contamination
from charge changing events of cosmic rays interacting higher in the atmosphere.
This introduces a difficult to resolve contamination. Both space-based and balloon-
borne measurements directly measure cosmic rays and are able to provide fluxes
for individual species and even cosmic-ray isotopes and anti-particles if containing
a powerful enough magnet.
Ground-based detectors measure the cosmic-ray shower in the atmosphere in
order to measure the direction and energy of the incident cosmic ray. Two methods
are: air shower detectors such as IceTop, KASCADE-Grande, and CasaMia, which












































Figure 2.2: Relative elemental abundances for cosmic rays (red) and the solar system (blue) from
helium to iron normalized such that Si = 100 [35,36].
count of daughter particles from the air shower, and fluorescence detectors,HiRes
2 and Telescope Array, which measure fluorescence photons from nitrogen atoms
excited by high energy cosmic rays in the atmosphere. These two methods can be
combined into a hybrid detector like Pierre Auger. Ground-based detectors typically
measure the highest energy cosmic rays, 100 TeV and above, and therefore need a
very large effective area usually on the order of km2, but because of the indirect
method the energy resolution can be limited. Ground-based detectors typically have
no associated charge measurement and therefore measure the all-particle spectrum.
Cosmic rays possess a nearly featureless spectrum over 10 decades of energy.
8
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Figure 2.3: The cosmic-ray proton spectrum in kinetic energy from 10 GeV to 100 TeV multiplied
by E2.7 from CREAM-1 [3], AMS-02 [5], PAMELA [4], BESS-TeV [2], and ATIC [1].
From 10 GeV to 106 GeV the spectrum remains unchanged, with dN/dE ∝ E−2.7.
At 106 GeV, the point known as the knee, the spectrum begins to steepen to
dN/dE ∝ E−3.0 [37]. There is an additional slight steepening of the spectrum
above 108.3 GeV to 1011 GeV with dN/dE ∝ E3.07. This feature is known as the
ankle [38]. The changes in the spectrum are believed to be caused by different
cosmic-ray origins: Galactic versus extragalactic or different acceleration methods.
Cosmic rays below a few GeV are solar in origin. Cosmic rays with energies above
a few GeV and below the knee are considered Galactic in origin; energies above the
knee and below the ankle are considered extragalactic; and the origin of cosmic rays
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above the ankle is not well understood.
Measurements of the chemical composition of Galactic cosmic rays, as seen in
Figure 2.2, have a composition of similar form to solar and therefore stellar com-
position. This suggests that cosmic rays come from stellar objects. Elements that
form as the end product of stellar nucleosynthesis, such as carbon or oxygen, have
higher relative abundance and are known as ‘primary’ cosmic rays. The remaining
elements have lower abundance and are called ‘secondary’ cosmic rays because they
are the result of spallation of primary cosmic rays and not predominately stellar
nucleosynthesis.
We can zoom in on Figure 2.1 to an energy range closer to the energy range
of the analysis presented in this thesis in Figure 2.3. This energy range is covered
by both space-based and balloon-borne cosmic-ray detectors. While there is decent
agreement between space-based measurements, there are few measurements from
1 TeV to 100 TeV which is only covered by balloon-borne experiments. There is
significant disagreement between fluxes found by balloon-borne experiments and ex-
tended spectral models from space-based observatories. Measurements from AMS-02
at TeV energies suggest new, previously unmodeled spectral features [5]. Breaks and
other spectral features can reveal possible new ideas about the cosmic-ray paradigm
associated with cosmic-ray source populations, cosmic-ray propagation, and cosmic-
ray acceleration.
AMS-02 and PAMELA have permanent magnets for matter anti-matter sepa-
ration, charge measurement, and energy measurement, therefore they natively mea-
sure the particle rigidity, in units of voltage, instead of its kinetic energy. The
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relationship between kinetic energy and rigidity is:
EK =
√
R2 +M2 −M (2.1)
where M is the rest mass of the particle, EK is the kinetic energy of the particle,
and R is the rigidity of the particle.
Next we determine the mechanism which can accelerate Galactic cosmic rays
to such high energies.
2.3 Acceleration
What is evident from the near featureless spectrum of Galactic cosmic rays in
Figure 2.1 is that cosmic rays below the knee are accelerated by the same mechanism
over six decades of energy. Terrestrial particle accelerators use powerful electric and
magnetic fields to accelerate protons to their desired energies. As seen in Figure 2.1,
the LHC and Tevatron are able to reach the energy of the knee in the target frame for
protons. In 1949, Enrico Fermi suggested an acceleration method whereby particles
are accelerated by interactions with large Galactic magnetic fields in Galactic clouds
[39]. This so-called second order Fermi acceleration, produces the wrong spectral
index and therefore cannot account for the cosmic ray measurements. As discussed
later in § 2.5.2, spectral index depends on the square of velocity of Galactic clouds.
These velocities are very small, typically V/c . 10−4, and produces a very large
spectral index and does not reproduce the observed cosmic-ray spectra. In 1955,
Davis proposed a modified version of second order Fermi acceleration whereby cosmic
rays are accelerated by supersonic shocks instead of Galactic magnetic fields [40].
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Known as first order Fermi acceleration, the theory suggests particles can gain energy
by crossing a supersonic shock front and scattering on turbulent magnetic fields
associated with the shock front. We now explore first order Fermi acceleration and
its ramifications on cosmic-ray origins and propagation.
The following derivation is adapted from Cosmic Rays and Particle Physics
by Gaisser [37]. Suppose a test particle increases its energy every time it crosses a
shock front. If ∆E = ξE per crossing, then after n crossings:
En = E0(1 + ξ)
n (2.2)
where E0 is the injection energy into the accelerators and n is the number of cross-
ings. If the probability of escape from the acceleration region is Pesc the probability
of remaining in the acceleration region after n crossings is (1− Pesc)n.
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Figure 2.4: First order Fermi acceleration by a moving shock front. U1 is the upstream gas velocity
and U2 is the downstream gas velocity [37].
of the shock front. Tesc is the time for the test particle to escape the acceleration
region. The first important result of first order Fermi acceleration is its ability to
recreate a power-law spectrum of similar form to that seen in nature.
Figure 2.4 shows a diagram of a test particle encountering a shock front. The
test particle crosses the shock front and collisionlessly scatters off of turbulent mag-
netic fields and again crosses the shock front. In this process the test particle enters
with energy E1 and leaves with greater energy E2. In the rest frame of the moving
upstream gas, the cosmic ray has an energy:
E ′1 = ΓE1(1− β cos θ1) (2.7)
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where β and Γ are the relative velocity of the shock and the Lorentz factor where




2(1 + β cos θ
′
2). (2.8)
We also use the fact that just before leaving the shock, E ′2 = E
′
1 in the frame of the




1− β cos θ1 + β cos θ′2 − β2 cos θ1 cos θ′2
1− β2
− 1 (2.9)
The fractional energy gain from the encounter is ξ = E2−E1
E1
. To find the average
fractional gain, ξ, we determine angular average of ∆E
E1
.




















where u1− u2 is the relative velocity of the shocked gas and is not moving relativis-
tically. Here is where first order Fermi acceleration gets its name, ξ is first order in
the relative velocity of the shock. Using ξ and the kinetic theory of gases we arrive
at:
γ ≈ 1 + 4
M2
(2.11)
whereM = u1/c1 is the Mach number in the downstream region and c1 is the speed
of sound in the downstream region. Supersonic shocks are expected in first order
Fermi acceleration which meansM > 1 and typically on the order of ∼ 6−10. This
gives us a γ ∼ 1.1. Galactic cosmic rays have an all-particle differential spectrum
of dN/dE ∝ E−2.7 and first order Fermi acceleration produces a differential energy
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spectrum of dN/dE ∝ E−(γ+1) ∝ E−2.1. We can see that in the test particle case
first order Fermi acceleration is able produce a power-law spectrum and a spectral
index on the same order of the observed cosmic-ray spectral index. The discrepancy
between the observed spectral index of 2.7 and first order Fermi acceleration spectral
index of 2.1 should be noted.
We have a theory of cosmic-ray acceleration that can reproduce a power-law
spectrum and approximately the observed power-law index, but is first order Fermi
acceleration able to produce cosmic-ray energies up to or above the knee? To calcu-
late the maximum energy of a test particle accelerated via first order Fermi accel-
eration, consider the upstream region with no net cosmic ray flow. The equilibrium





where D1 is the diffusion constant of the upstream region and N is the cosmic-
ray density. D1 describes the strength of cosmic-ray interactions with turbulent
magnetic fields associated with a shock front. Solving for N in the upstream region
by solving the differential Equation 2.12:
N(z) = ρCR exp[−zu1/D1] (2.13)
where ρCR is the number density of cosmic rays at the shock. The mean time the
test particle spends in the upstream region is:
(ρCR D1/u1)(c ρCR/4)
−1 = 4 D1/(u1 c) (2.14)














To find Tcycle we need an estimate of the diffusion coefficients for the downstream and
upstream regions. The diffusion length should not be smaller than the gyroradius,
rL = pc/(ZeB), where pc is the momentum of the test particle, Ze is the charge of
the test particle, and B is the magnetic field of the environment. The gyroradius
is a good approximation because particles cannot respond to irregularities in the
magnetic field smaller than the gyroradius. Assuming the diffusion length is of









For strong shocks u2 = u1/4, and using Dmin = D1 = D2, we find the time of the













Ze B TA (2.18)
where TA is the lifetime of the accelerator [37]. Using values from a favored object,
SNRs, we find the maximum energy predicted is about 1015 eV. First order Fermi
acceleration is theoretically able to produce cosmic rays up to the energy of the
knee. Non-linear magnetic field amplification through generation of Alfven waves of
accelerated particles can increase the maximum energy to beyond the 1015 eV limit.
16
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Figure 2.5: A fit of cosmic-ray species, proton, helium, carbon, oxygen, and iron, and all-particle
spectra from different sources to data from CREAM-1 and PAMELA. The figure shows one possible
model how the charge of the cosmic-ray species affects the the all-particle spectrum to produce
the cosmic-ray knee [41–43].
This requires a turbulent magnetic field in order to start the non-linear process,
therefore turbulent magnetic fields are once again important for first order Fermi
acceleration to occur.
It is important to know the role the charge of the test particle plays in Equa-
tion 2.18. As charge increases so does the maximum energy of first order Fermi
acceleration. This change of maximum energy contributes to the cosmic-ray knee,
where higher charged cosmic-rays will change the spectral index at their maximum
acceleration energy. This effect can be seen in Figure 2.5, where different models
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of cosmic-ray species fit from lower energy data are extended out to higher energies
and their cumulative contribution is fit to the all-particle cosmic-ray spectrum at
PeV energies. Figure 2.5 also demonstrates the necessity of lower energy spectral
measurements for individual species and how they are used to study the higher
energy all-particle cosmic-ray spectrum.
First order Fermi acceleration is able to recreate a power-law spectrum and
able to approximately recreate the observed power-law index. For these reasons
first order Fermi acceleration is the preferred method of accelerating cosmic rays to
the extreme energies of the cosmic-ray knee. Next we establish the best possible
acceleration sites where Galactic cosmic rays originate.
2.4 Origins
First order Fermi acceleration is able to produce the necessary spectrum up
to the maximum energy seen in Galactic cosmic rays, but the class of object with
the necessary conditions and observations to provide a site for that acceleration is
uncertain. Cosmic rays require a powerful Galactic source having stellar composition
and frequent enough injections to meet the observed intensity.
Such a source should also satisfy the ‘Hillas criterion’, wherein the charged
particle must be magnetically confined within the acceleration region [44]. We can
use Equation 2.19, which defines the gyroradius, and find the required minimum
magnetic field and size of acceleration region of several different sources.
Emax = qBrg (2.19)
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We can see this relation for 106 GeV protons, near the maximum energy for Galactic
protons which remain confined within the Galaxy, for various potential sources in
Figure 2.6. Only a few sources satisfy the requirements: neutron stars (NS), white






































Figure 2.6: The Hillas plot showing magnetic field strength versus gyroradius for proton of mo-
menta 106, 107, 108, and 109 GeV/c. Allowed regions for proton momenta are above the dashed
lines. The range of sizes and magnetic field strengths for neutron stars (NS), white dwarfs
(WD), sun spots (SS), AGN (active galactic nuclei), ISM (interstellar medium), SNR (super-
nova remnants), GRL (extra-galactic radio lobes), GC (galactic clusters), and IGM (intergalactic
medium) [44,45].
An additional constraint is the power requirement necessary to create the









≈ 5× 1040 ergs
s
(2.20)
where VD is the volume of the Galactic disc, ρCR is the average energy density
for Galactic cosmic rays, and τCR is the average lifetime of Galactic cosmic rays.
WD fall under the power requirement necessary to recreate the observed cosmic-ray
density but SN provide a possible explanation. The power output from a 10 M








We can see that supernovae are powerful enough to accelerate Galactic cosmic rays
with only a few percent efficiency [37]. Additionally, the aftermath of a supernova
provides the necessary shock front and turbulent magnetic fields for first order Fermi
acceleration. It should be noted that NS can have shock fronts but their magnetic
fields are too ordered for first order Fermi acceleration. Therefore, NS can be ruled
out as possible source for cosmic-ray acceleration. This leaves SNR as a possible
source.
Ginzburg and Syrovatskii put forth the idea that SNRs could accelerate cosmic
rays [46]. SNRs are hot plasma from a supernova expanding into the cold interstellar
medium (ISM). Their temperature and pressure discontinuity provides the neces-
sary supersonic shock front for first order Fermi acceleration. Additionally, X-ray
observations of the shock front have shown the magnetic field associated with the
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Figure 2.7: γ-ray spectrum for IC 443 measured with the Fermi -LAT, VERITAS, and MAGIC fit
with a smoothly broken power-law. Solid lines show hadronic models of π0 → γγ decay spectra
fits, and dotted and dashed lines show leptonic models using bremsstrahlung with and without a
low energy break at 300 MeV. The best fit is produced by π0 decay showing hadronic cosmic-ray
acceleration [32].
γ-rays can be produced from cosmic-ray interactions and thus be used as a
tracer for particle acceleration. SNRs will accelerate both leptons and hadrons
but lepton production of γ-rays is much more efficient than hadronic production.
Leptonic emission primarily comes from inverse Compton (IC) scattering, where
high energy electrons up-scatter synchrotron produced X-rays to γ-ray energies.
Hadronic emission comes from accelerated protons inelastically scattering with low
energy ISM protons and dust and producing high energy π0 daughter particles which
21
Energy [GeV]




Best-fit broken power law
Fermi-LAT

















Figure 2.8: γ-ray spectrum for W44 measured with the Fermi -LAT, VERITAS, and MAGIC fit
with a smoothly broken power-law. Solid lines show hadronic models of π0 → γγ decay spectra
fits, and dotted and dashed lines show leptonic models using bremsstrahlung with and without a
low energy break at 300 MeV. The best fit is produced by π0 decay showing hadronic cosmic-ray
acceleration [32].
then decay into two γ-rays. Hadronic-produced γ-rays show low energy spectral
excesses of a minimum energy of half the mass of the π0 or 70 MeV. The ratio of
hadronic to leptonic emission is intrinsically dependent on SNR environment, age,
mass, and observationally dependent on distance and brightness. It’s difficult to
link γ-ray observations of the few SNRs to the total population of SNRs in the
Galaxy. Additionally, γ-ray observations do not give all of the information for











Figure 2.9: A cartoon of the basic structure of the Galaxy with an inset of the disc. The blue lines
represent the interstellar medium (ISM) and the red lines are SNRs’ hot plasma expanding into
the ISM. From left to right show the expansion of the SNRs’ shock-front into the ISM. The arrows
represent areas of possible cosmic-ray acceleration
23
time, the maximum accelerated energy, and relative power of hadronic acceleration
in different age SNRs.
Despite these difficulties, recent observations of IC 443, W44 and W51 fall
within the observational constraints and have shown the characteristic π0 spectrum
indicating cosmic-ray proton acceleration as seen in Figures 2.7 and 2.8 [32, 33].
Clearly SNRs provide the necessary environment for first order Fermi acceleration
and accelerate cosmic-ray protons.
Figure 2.9 shows a cartoon of cosmic-ray origins. A supernova explodes, pro-
ducing a large cloud of hot plasma with stellar composition which slowly expands
into the ISM, creating a supersonic shock front. Cosmic rays are accelerated in
the supersonic shock front. This process repeats when another supernova explodes,
injecting more cosmic rays into the Galaxy. This is not the end of the story for
cosmic rays. Cosmic rays travel through our Galaxy full of magnetic fields, dust,
gas, and winds before being observed. The journey noticeably changes the energy
distribution, spectral index, and composition of cosmic rays. From measurements
of different cosmic-ray elements we can learn about the physical processes that cos-
mic rays undergo during propagation and learn about the nature of the Galactic
environment.
2.5 Propagation
Once these freshly accelerated cosmic rays leave their source, they travel
through the Galaxy before finally being detected. We observe cosmic rays through
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the lens of propagation. The Galaxy is filled with magnetic fields, dust, and Galactic
winds, which affect the composition and energy distribution of these freshly accel-
























where, Ni(E, ~x, t) is the density of particles of species i at position ~x with energy
between E and E + dE. The source term is Qi(E, t) for particles of species i per
interval dE. The second term represents diffusion. Energy loss or re-acceleration is
described by the third term. The fourth and fifth terms represent particle loss from
collisions and spallation. The spallation term includes both down fed cosmic rays
from high energy cascades and nuclear fragmentation. The sixth term describes
convection of cosmic rays due to Galactic winds. Loss of nuclei of type i from
radioactive decay is represented by the final term [37].
2.5.1 Diffusion
The second term of Equation 2.22, ∇ · (Di∇Ni), describes diffusive processes.
Understanding diffusion is an important factor to our understanding of cosmic-ray
propagation. Using daughter to primary cosmic-ray ratios, like the Boron to Carbon
ratio, and detection of radioactive cosmic-rays such as 60Fe, we can determine that
cosmic rays have an average lifetime of 2.6 MYr and travel through 5-10 g/cm2 of






Figure 2.10: A cross-section of the Galactic disc that roughly shows how diffusion can affect
cosmic-ray propagation. The black lines represent the boundary of the Galactic disc. The blue
lines represent the magnetic field lines roughly parallel to the Galactic disc. The mean Galactic
magnetic field is ∼ 3µG. The red line represents the trajectory of a confined low energy cosmic
ray as it interacts with the Galactic magnetic field. The green line represents the trajectory of an
unconfined high energy cosmic ray as it interacts with the Galactic magnetic field.
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Galactic disc is about 10−3 g/cm2. This implies cosmic rays travel distances several
thousand times greater than the thickness of the disc. Diffusion via collision-less
interactions with interstellar magnetic fields show this implication is possible.
Figure 2.10 shows the process of diffusion due to the Galactic magnetic field.
The Galaxy is full of magnetic fields associated with astrophysical objects like molec-
ular clouds, nebulae, and large gas clouds. Since cosmic rays have charge, they spiral
around Galactic magnetic field lines. If a magnetic field line has a kink, the cosmic
ray can be diverted from the field line by the kink and travels until reaching a new
magnetic field line as shown in Figure 2.10. Over their lifetime cosmic rays be-
come completely disassociated with their source through diffusion. This produces a
near-isotropic distribution of cosmic rays. We measure the mean Galactic magnetic
field to be roughly 3 µG. We also measure the Galaxy to be roughly 300 parsecs
thick [50]. Using the relativistic gyroradius from Equation 2.19, we can calculate the
maximum energy of a particle confined to the Galaxy. We find a maximum proton
energy of ∼ 1015 eV. Protons with energy less than this maximum energy will be
confined to the Galaxy. Protons with energy greater than this will leave the Galaxy.
Remember that combined with the different species of cosmic rays, this is a possi-
ble explanation of the knee; cosmic rays are no longer confined to the Galaxy with
energies above the knee and therefore could undergo different acceleration process
and have different spectral indices.
The proton spectral index is significantly affected by diffusion. The mean
amount of matter traversed is dependent on the energy of the cosmic ray. Diffusion
will effect the observed cosmic-ray spectral index. First order Fermi acceleration
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gave a source spectrum of Q(E) ∝ E−2.1. Including diffusion from the measured
quantities of Galactic magnetic fields will reduce the spectral index by 0.6. Com-
bining first order Fermi acceleration with diffusive processes will produce a cosmic
ray spectral index of 2.7, which is much closer to the observed spectral index for
Galactic cosmic-ray protons seen in Figure 2.3.
2.5.2 Energy Losses and Re-acceleration
The third term of Equation 2.22 is − ∂
∂E
[bi(E)Ni(E)], where bi(E) ≡ dE/dt
describes energy losses and re-acceleration. Energy losses are dominated by the same
physical idea: a relativistic charged particle travels through a medium and interacts
with lower energy electrons which are either unbound or bound to an atom. In the
case of an unbound electron, the process is called Coulomb collision. The cosmic
ray interacts with the electron via the Coulomb force and imparts a small amount
of kinetic energy to the electron. As the interaction time is small, the cosmic ray’s
trajectory is unperturbed and the energy transfer is small. The accelerated electron










where re is the classical electron radius, me is the electron mass, Z is the cosmic-ray







where Te is the electron temperature, neistheelectronnumberandis ∼ 10−1−10−3cm−3,
and the Coulomb logarithm, ln Λ, ranges from 40 - 50. Equation 2.23 shows Coulomb
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collisions depend on the thermal properties of the plasma [51]. The Coulomb cross-
section for a 1 GeV proton as seen in Figure 5.10 is ∼ 2−26 cm2. Interstellar particle
density is ∼ 1 cm−3 and traveling a the speed of light
nσv ∼ (1 cm−3)× (2× 10−26 cm−2)× (3× 1010 cm/s) ∼ 6× 10−16 s−1. (2.25)
On average, every 53 MYr a 1 GeV cosmic-ray proton will Coulomb scatter in the
ISM but as we established earlier the lifetime of Galactic cosmic-ray is 2.3 MYr.
Therefore, energy losses to Coulomb scattering are negligible and the predominate
term in energy losses is ionization.
Ionization losses occur when a cosmic ray interacts with an electron bound
to an atom. The electron can only gain energy in discrete values according to the
atom’s ionization function. Ionization can be approximated by
dE
dt I









where ns is the number density of the element s in the ISM, β0 = 1.4e
2/~c = 0.01












where M is the mass of the cosmic ray, and γ is the Lorentz factor, 〈Is〉 is the
geometric mean of all ionization and excitation potentials of the atom. For hydrogen
〈IH〉 = 19 eV and for helium 〈IHe〉 = 44 eV [51].
Due to the large amount of material cosmic rays interact with during their
lifetime, energy loss should occur via the methods described in this section. The
amount of energy lost depends greatly on the Galactic environment. Note that
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both energy loss mechanisms depend on charge, and therefore ionization cannot be
ignored when dealing with differently charged cosmic rays.
The term − ∂
∂E
[bi(E)Ni(E)], where bi(E) ≡ dE/dt can also describe energy
gains through re-acceleration. The most widely accepted form of re-acceleration
is second order Fermi acceleration. Second order Fermi acceleration occurs when
turbulent magnetic fields in large moving gas clouds impart a momentum kick to
the cosmic ray along the gas cloud’s motion shown in Figure 2.11. Each momentum






Figure 2.11: Second order Fermi acceleration of a moving gas cloud. V is the velocity of the gas
cloud. θ1 is the angle between the incoming and outgoing trajectories of the cosmic ray. θ2 is the
angle between the outgoing trajectory and the velocity of the gas cloud [37].
We can take the angular average of ∆E
E1
as we did for first order Fermi accel-
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− 1 ≈ 4
3
β2 (2.28)
when the cloud’s velocity is not relativistic. The fractional energy gain per encounter
is second order in the velocity of the gas cloud. Secondary to primary measurements
can put a limit on the strength of re-acceleration. If second order Fermi acceleration
is the acceleration process, secondary cosmic rays will be accelerated at the same
time as primary cosmic rays. A secondary to primary cosmic ray measurement allows
us to put a limit on the strength of second order Fermi acceleration and therefore re-
acceleration. Second order Fermi acceleration predicts that higher energy particles
would spend a longer time being accelerated thus increasing the relative abundance
of secondaries as energy increases. We can also learn about the ISM from secondary
to primary measurements since re-acceleration is driven by magnetic fields in the
ISM [52].
2.5.3 Interactions








are interactions and spallation of cosmic rays off of cold interstellar gas. These are
purely nuclear interactions of cosmic rays with low energy protons and other cos-
mic rays. The two terms use the same physics but differ in their end products.
The −vρσi
m
Ni term produces hadronic showers through inelastic scattering of two
protons. This has an effect on the proton spectrum since it leads to the depletion
of cosmic-ray protons in particularly dense regions such as molecular clouds. This
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can also lead to an indirect measure of cosmic-ray protons through observations
of diffuse γ-rays from molecular clouds near accelerators like SNRs which are then
able to probe the strength of hadronic production of said accelerators [53, 54]. The








N‖(E ′)dE ′ describes spallation or nuclear frag-
mentation of heavier cosmic rays into lighter cosmic rays [37]. Primary cosmic rays
are the result of stellar nucleosynthesis. As primary cosmic rays propagate through
the Galaxy they spallate off of low energy protons. The result is a secondary cos-
mic ray that has most of the primary cosmic ray’s energy. An example of this is
carbon interacting with a proton and spallating into boron and two protons. Boron
is not a final product of stellar nucleosynthesis; any boron cosmic rays are predom-
inantly the result of spallation. Spallation explains the over abundance of cosmic
ray secondaries like boron [55].
Spallation depends on the environment of the Galaxy. The longer a cosmic
ray travels through the ISM, the larger the probability of interaction with the ISM.
Spallation also depends on the cross-section of the nuclear interaction between the
primary cosmic ray and the low energy proton. Cross-sections for these interactions
are sources of error in understanding propagation. These interactions cannot be
recreated on Earth; the energy required is far too high for current heavy ion accel-
erators. Cross-sections are measured at lower energies and extrapolated to higher
energies using knowledge of nuclear interactions [56]. The energy dependence of
these cross-sections is not completely understood and provides a source of error in
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our understanding of cosmic-ray propagation.
2.5.4 Convection
The sixth term of Equation 2.22, ∇ · ~u Ni(E) , describes adiabatic momentum
gains or losses in the Galactic wind, also known as convection [37]. Convection is
an oft-forgotten term when models of cosmic-ray propagation are formulated [52].
Cosmic rays trapped in the magnetic field lines of Galactic winds adiabatically lose
energy as the wind speed increases from the plane of the disc. The Galactic winds
are driven by a pressure gradient from cosmic rays. These Galactic winds can create
open field lines and can inflate field lines, both of which allow cosmic rays to escape
into the Galactic halo [57]. This provides both a method of energy loss and cosmic
ray escape from the Galactic disc.
The two most popular models for convection are one zone and two zone [52].
The one zone model assumes that convection and diffusion occur everywhere in the
disc. The two zone model assumes that cosmic-ray propagation is diffusive in a zone
where |z| ≤ 1 kpc from the disc and diffusive and convective above 1 kpc where z
is the distance above or below the disc.
The energy dependence of secondary to primary ratios is a good diagnostic for
the strength of convection for cosmic-ray propagation. For convection dominated
cosmic-ray transport with a constant Galactic wind velocity, there is no energy
dependence for secondary to primary ratios [52]. Thus, convection alone cannot
reproduce the observed energy dependence of secondary to primary ratios. Isotopes
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are used to constrain the Galactic wind speed to ≤ 10 km s−1 kpc−1 [52]. Most
cosmic-ray propagation models include convection in their transport equations but
support for convection requires direct observations of Galactic winds. Galactic winds
are considered a small effect on the proton cosmic-ray spectrum mostly because of
their small velocities but recent measurements of the Fermi Bubbles have shown
that Galactic winds could have a larger contribution to cosmic-ray propagation than
previously thought [58]. The Fermi Bubbles present an interesting situation where
a potentially more active past state of the Galaxy could have effects on the current
state of cosmic-ray propagation and therefore temporally dependent effects might
need to be taken into account. This would have a much larger effect on cosmic-
ray electrons than protons but the effect on cosmic-ray protons could change with
further measurements [58]. Measurements of the local Galactic winds are poorly
constrained outside of secondary to primary ratio measurements.
2.5.5 Radioactive Decay
The last term of Equation 2.22, 1
Γτ1/2
Ni, represents radioactive decay of un-
stable cosmic rays. Γτ1/2 is the time dilated lifetime of the cosmic ray [37]. While
protons are stable well beyond the lifetime of the Universe, other radioactive cosmic
rays can decay into daughter particles which include protons [59]. Fortunately these
unstable cosmic-ray isotopes are in such low abundance that they do not have a
significant effect on the cosmic-ray proton spectrum.
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2.6 Propagation Models
Because of the complexity of the differential Equation 2.22 and the many terms
which involve energy, spatial, and temporal dependence, an analytical solution is
often nearly impossible. Numerical solutions can be approximated but it is often
easier to only model the dominant terms which affect the cosmic-ray spectra in
simpler terms. The purpose of this section is not to describe in exacting details each
cosmic-ray transport and propagation model, but to give a sense of the necessity
cosmic-ray transport models in estimating astrophysical quantities from the cosmic-
ray proton spectrum. One of the first and most prevalent models is the Leaky Box
Model of cosmic-ray diffusion [60].
2.6.1 The Leaky Box Model
The Leaky Box Model assumes that cosmic rays propagate freely with a spa-
tially constant time of escape, therefore the diffusion can be substituted withNi/τesc.
The diffusion coefficient, Di, becomes a function of the distance away from the Galac-
tic disc and the mean amount of material traversed becomes λesc = ρβcτesc where















ignoring radioactive decay, re-acceleration processes, convection, and interactions.







We know for protons the interaction length is ∼ 55 g/cm3, therefore λesc  λp and
Equation 2.30 reduces to:
Np(E) = Qp(E)τesc(E). (2.31)
Therefore to model the cosmic-ray proton spectrum one has to measure τesc as a
function of energy [37]. This can be done by examining primary to secondary ratios
and detection of radioactively unstable isotopes as was seen in § 2.5.1 with [48]
and [49].
The Leaky Box Model is a very simple way to describe cosmic-ray propagation.
It has many limitations in not including more complicated interactions such as
convection, energy losses, and re-acceleration. Additionally, assuming a spatially
constant τesc is unfounded since we know that the density of the Galaxy is highly
spatially dependent and does not include the Galactic halo which can affect cosmic-
ray diffusion.
2.6.2 Numerical Diffusive Propagation Models
More complex and robust numerical codes of cosmic-ray transport and propa-
gation exist using different measurements with proper accounting of Equation 2.22.
We will discuss two codes: GALPROP and DRAGON2.
GALPROP is a software package which numerically solves Equation 2.22 by
including data sources and constraints from various sources [52]. Cosmic-ray iso-
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topes and secondaries are used for bounding of diffusion coefficients, lifetime of
cosmic rays, and average Galactic properties like magnetic fields and interstellar
medium densities. Direct measurements of isotopes and secondary cosmic rays from
space-based instruments such as ACE-CRIS are used to bound these model param-
eters [61]. Direct observations of H1, from 21 cm surveys, and H2, from CO surveys,
gas column densities gives accurate representations for cosmic-ray interactions and
are critical to the understanding of the diffuse γ-ray emission observed by the Fermi -
LAT and the development the LAT diffuse model [62]. Stellar populations and dust
emission are taken from direct far infrared measured from COBE [61]. This is
used for propagation of electrons and diffuse measurements from inverse-Compton
scattering. Nuclear spallation cross-sections and isotope half-lives are measured via
terrestrial accelerators simulated using CME2k and LAQGSM nuclear code [61].
This is critical for the understanding of the production of secondary cosmic rays.
The last contribution is from the source distribution of cosmic ray primary from
γ-ray observations of local SNRs. The energy injection spectrum from SNRs is as-
sumed to be a power-law spectrum. The robustness of GALPROP is that all of
these parameters are mutable, therefore you can set different diffusion properties
and test source distributions of SNRs to recreate an observed cosmic-ray spectrum.
While GALPROP is the fundamental choice for many experiments to model
cosmic-ray propagation and transport, alternatives do exist. One of the alternative
cosmic-ray propagation and transport softwares is DRAGON2 [63]. DRAGON2 is
fundamentally similar to GALPROP but has a few notable differences and incorpo-
rates updated data with more recent observations and measurements. DRAGON2
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uses several different gas density models including models based on WMAP data,
new parameterizations and models of Galactic magnetic fields, additional impacts
of spiral arm geometry, and new source density models [64, 65]. In addition to
new astrophysical inputs, diffusion is modeled using a spatial dependence with a
parallel and perpendicular diffusion coefficient, advective transport of cosmic-rays
is included, and spallation is calculated using FLUKA particle simulation soft-
ware [65, 66]. DRAGON2 provides an alternative to GALPROP with updated
astrophysical data and models and improved modeling of Galactic structure and
transport physics.
The general difference between GALPROP and DRAGON2 are the handling
of local and distant cosmic-ray effects. GALPROP assumes uniform density and
magnetic field distributions while DRAGON2 allows for more degrees of freedom in
local and non-local environments. Inclusion of additional physics, such as advective
transport, produces small perturbations in cosmic-ray propagation. There is growing
evidence of the effect of local and non-local environments on cosmic-ray physics from
closer examination of the γ-ray diffuse models and cosmic-ray spectral modeling of
AMS-02 results [67, 68]. These local versus non-local effects could be evident in
the cosmic-ray proton spectrum as a break energy where different populations begin
to dominate. The Fermi -LAT energy range falls within the potential range for
observing a spectral break and through interpretations discussed in § 6.9 can help
reveal potential additional multi-component source distributions or the necessity
for additional propagation physics. An additional possibility is different classes of
accelerators such as SNRs or groups of SNRs called super-bubbles. We also note that
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since there are very few single species measurements above 100 TeV and in general
few measurements around the cosmic-ray knee, that models and spectral fits at
lower energies are extended to higher energies, as seen in Figure 2.5, necessitating
a precise measurement of cosmic-ray spectra at lower energies.
It becomes evident that diffusion models and cosmic-ray transport software are
necessary if one is to properly interpret any cosmic-ray spectral measurement. We
can disentangle source population distributions and physical requirements for parti-
cle acceleration using GALPROP or DRAGON2. We can also search for changes in
the cosmic-ray paradigm such as new cosmic-ray sources, changes in propagation, or
local source distributions of cosmic-ray accelerators. This is performed by comparing
cosmic-ray spectral measurements to models and interpretations of source distribu-
tions and modified cosmic-ray propagation. These interpretations can improve our
understanding of the Galaxy.
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Chapter 3: Fermi Large Area Telescope
Launched on June 11, 2008, the Fermi Gamma-ray Space Telescope operates
in a low Earth orbit observing the entire sky every three hours and was designed to
study γ-rays from 8 keV to 300 GeV. There are two instruments on Fermi to study
γ-rays and cosmic rays called the Large Area Telescope (LAT) and Gamma-Ray
Burst Monitor (GBM). The cosmic-ray proton spectral measurement is performed
by the LAT and will be the focus of this chapter. We describe the subsystems of
the LAT and their contribution to making the cosmic-ray proton spectral measure-
ment. Additionally we describe the recent upgrade of the event reconstruction and
simulation software called Pass 8 and describe the simulations used in this analysis.
3.1 Design
The LAT is a pair-conversion γ-ray telescope designed to measure the energy
and incident direction of γ-rays from 20 MeV to > 300 GeV for events. The standard
field of view for photons is very wide and ranges from normal incidence to the top
of the LAT to 70◦ off axis. When a γ-ray enters the LAT it pair-converts into
an electron-positron pair-converting in layers of tungsten foil in the tracker (TKR)







Figure 3.1: LAT cutaway showing a γ-ray converting into an electron-positron pair in reference to
the ACD, TKR, and CAL.
ionization in the silicon strip detectors (SSD) of the TKR leaving a track pointing
toward the original direction of the γ-ray. More information about ionization can
be found later in § 4.1. The energy loss via ionization in the TKR is small and the
resulting electron and positron pair travel to the CAL carrying almost all of their
original energy. Entering the much denser CAL, the electron-positron pair undergoes
an electromagnetic shower. More information about electromagnetic showers can be
found later in § 5.1. The CAL measures energy deposition of the said electromagnetic








Figure 3.2: Definition of the LAT coordinate system in X,Y,Z and θ and φ directions overlaid on
schematic of the LAT showing the 16 TKR-CAL modules [69].
Parameter Value or Range
Energy Range 20 MeV - > 300 GeV
Geometric area at normal incidence 0.95 m2
γ-ray Energy Resolution 8% - 20%
γ-ray Angular Resolution 0.15◦ - 3.5◦
Field of View 2.4 sr
Table 3.1: Summary of the LAT performance for γ-rays [69].
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outside of the ± X, ± Y, and +Z sides, defined in Figure 3.2, of the LAT is the anti-
coincidence detector (ACD). The ACD is used to detect the charge of an incoming
particle. Because gamma rays are neutrally charged they deposit no signal in the
ACD unlike charged cosmic-rays like protons, ions, and electrons. The ACD can
then be used as a veto for charged cosmic rays which have much higher fluxes
than many astrophysical γ-ray sources. The performance of the LAT for γ-rays is
summarized in Table 3.1.
The LAT, as stated above, is composed of three subsystems: an anti-coincidence
detector (ACD), a silicon strip tracker (TKR), and electromagnetic calorimeter
(CAL). One CAL module and TKR module make a tower. The LAT consists of 16
towers in a 4 × 4 array for a total size 1.8 m × 1.8 meters × 0.72 m. We describe
each subsystem in detail with a particular focus on cosmic-ray studies.
3.1.1 Anti-coincidence Detector
The ACD’s primary mission is to veto charged cosmic rays with a high effi-
ciency. Since the flux of cosmic rays, primarily protons, is significantly higher than
any astrophysical γ-ray source, it is crucial to remove this background from the
signal. To achieve this, the ACD consists of 89 plastic scintillator tiles and 8 plastic
scintillator ribbons each with two photomultiplier tubes (PMT) to detect ioniza-
tion photons produced when charged particles deposit energy in each ACD element.
Since γ-rays are neutrally charged they will not deposit energy in the ACD. The
arrangement of the tiles and ribbons can be seen in Figure 3.3. On the top of the
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Property Value
Number of tiles 89
Segmentation into tiles < 0.1 m2 each
Efficiency for MIP detection > 0.9997
Top tile thickness 12.0 mm
Side tile thickness 10.0 mm
ACD tile material Polyvinyltoluene
Table 3.2: Summary of the ACD detector properties [69].
LAT, ACD tiles have a thickness of 12 mm arranged in a 5 × 5 array. On each side,
16 tiles are arranged in 5 × 3 array with an additional large tile covering the entire
bottom row. Ribbons are arranged to cover gaps between tiles on the top and sides
of the LAT. The ACD has a 99.97% efficiency for charged particle detection. The
performance and properties of the ACD are summarized in Table 3.2.
Segmentation of the ACD is designed to reduce false vetoes of > 20GeV γ-ray
events due to back-splash off of the CAL [70,71]. Back-splash occurs when the elec-
tron or positron interact with the CAL and emits low energy electrons and positrons
back and up into the TKR. These low energy electrons deposit energy in the ACD
creating what would be a veto if the ACD were not segmented. Segmentation en-
ables the LAT to ignore an ACD signal not adjacent to the best reconstructed track
determined from the TKR.
When a charged particle passes through an ACD element it will deposit energy
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ACD Base Electronics Assembly
Figure 3.3: The LAT ACD design with 89 plastic scintillator tiles with a 5 × 5 array on the top
and 3 × 5 array on the sides and one additional large tile on the bottom of each side for help with
back-splash. Each tile has two PMTs for redundancy [69].
via ionization. The deposited energy is absorbed by the plastic scintillator and re-
emitted as photons through florescence and phosphorescence transitions shown in
Figure 3.6. These photons are then guided to PMTs through wavelength shifting
fibers embedded in the ACD element where it is converted to photoelectrons and
an analog signal. Each tile and ribbon have two PMTs. Each PTM has a low and
high range readout. The dual readout is required because ionization deposits energy
proportional to Z2 of the charged particle therefore signal can quickly grow. The low
range is set to detect minimum ionizing protons, defined in § 4.1, and the high range
is set to detect higher charged particles like minimum ionizing carbon, nitrogen,
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and oxygen. Each PMT is attached to a fast shaping amplifier for triggering [72].
The dual readout allows for high efficiency for detecting protons through a linear
low range response and higher charged Z particles through a non-linear high range
response.
In the context of cosmic-ray measurements, the ACD is a powerful instrument
for separation of cosmic-ray species. As stated previously, the ACD was not designed
for high-precision measurements of the charge of cosmic-rays, but we can use the
physics behind ionization to measure charge. Because of the charge dependence
of ionization, higher charged cosmic rays will deposit more energy than protons
or electrons. This allows for the removal of helium and other ions from the desired
cosmic-ray sample. The ACD can also help in the removal of bottom entering events.
Further details about the charge measurement for this analysis will be explained in
Chapter 4.
3.1.2 Calorimeter
The CAL’s main purpose is to measure the energy of incident γ-rays and to
image showers for particle separation. Each CAL module is positioned under a TKR
module and consists of 96 CsI(Tl) crystals which are arranged in 8 layers with 12
crystals in each layer [69, 73]. Figure 3.4 shows the diagram for an individual CAL
module. Every CAL layer is arranged in an alternating X-Y direction creating a
hodoscopic array of crystals, which allows for the ability to measure the particle’s
shower shape as well as deposited energy. Each CAL crystal has dimensions 326 mm
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Property Value
Depth including TKR in X0 10.1
Longitudinal segmentation 8 segments
Lateral segmentation ∼ Moliere radius (3.5 cm)
CAL crystal material CsI(Tl)
Crystal size 326 mm × 26.7 mm × 19.9 mm
Number of crystals per module 96
Table 3.3: Summary of the CAL detector properties [34,69].
× 26.7 mm × 19.9 mm with photo-diodes on each end with two ranges; a low range
covering 2 MeV to 1.6 GeV, and a high range, 100 MeV to 70 GeV. A comparison
between the energy deposition on each end of the crystal allows for a position mea-
surement along the longitudinal direction of the crystal [69, 73]. Measuring shower
shapes allows for the discrimination between electromagnetic and hadronic showers,
which is a powerful tool for distinguishing γ-ray events from background protons.
The CAL at normal incidence is 8.6 X0 (radiation lengths) deep, but for off
axis events the maximum path-length is ∼17.2 X0. The CAL is therefore capable
of measuring electromagnetic showers to TeV energies [69]. Using the longitudinal
and transverse profile of electromagnetic showers measured by the CAL, the true
energy of the incident γ-ray can be estimated as described more fully in § 5.2. CAL
detector properties are summarized in Table 3.3.
In the context of cosmic-ray measurements, the CAL’s imaging power can
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CDE: CsI Detectors + 
PIN diodes (both ends) Carbon Cell Array Al Cell Closeout
Al EMI Shield
Readout Electronics
Figure 3.4: The design of a LAT CAL module. Each module has 96 CsI(Tl) crystals, where each
crystal has high and low signal readouts on each end, in 8 layers with each layer rotated by 90◦ to
create a hodoscopic array [69].
be used to separate purely electromagnetic showers induced by electrons from the
hadronic showers induced by protons. By reconstructing the shower profile, the
energy for electrons and the electromagnetic fraction of hadronic showers can be
estimated. The CAL’s shallow depth for hadronic showers becomes a major issue
for energy estimation. The CAL’s size and design result in an inability to constrain
the hadronic component of a proton-induced shower. Despite these limitations,
through careful event selection we can measure the incident energy of cosmic-ray
protons with a reasonable accuracy. More details about energy reconstruction for




Active area at normal incidence 1.96 m2
γ-ray conversion probability 63%
Number of channels per tower 1536
SSD strip spacing 228 µm
SSD efficiency for MIPs > 99%
Aspect ratio (height/width) 0.4
Front convert foil thickness in X0 12 × 0.03 = 0.36
Back convert foil thickness in X0 4 × 0.18 = 0.72
Table 3.4: Summary of the TKR detector properties [69,74].
The TKR consists of 16 layers of tungsten foil, used as conversion material
for incident γ-rays, interleaved with 18 planes of X-Y oriented SSDs to detect the
position of the photon conversion into an electron-positron pair. There are a total of
18 TKR planes where each plane consists of two layers of single sided SSD oriented
in the X and Y direction [69]. Each SSD has a depth of 400µm. To reduce multiple
scattering of the electron-positron pair which would reduce the point spread function
(PSF) of the LAT, the X-Y SSDs are placed directly underneath the thin tungsten
foil. Photon pair production and multiple scattering of an electron-positron pair are
















Figure 3.5: Simple representation of the TKR layer design with tungsten foil on top of the each X-
Y SSD. Also shown is an ideal photon conversion event into an electron-positron pair and detected
by the SSD. [74].
The TKR is further designated into front and back sections. The front refers
to the first 12 layers of tungsten which are 0.095 mm or a total of 0.36 X0 thick [74].
The back refers to the bottom 4 layers of of tungsten which are 0.72 mm or a total
of 0.72 X0 thick [74]. The purpose of this design is to ensure both good direction
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reconstruction and high γ-ray conversion efficiency. Additionally the back tungsten
layers help limit the amount of back-splash electrons and positrons propagating back
into the TKR and therefore ruining the direction reconstruction. The bottom two
TKR planes do not contain tungsten foil because the TKR trigger requires three
successive hits. Therefore any event converting in the last two layers would not
trigger [72]. Table 3.4 shows the properties of the TKR.
The total depth of the TKR at normal incidence is ∼ 1.0 X0, meaning that
about 63% of γ-ray events pair produce in the TKR. Using the X-Y position and
Z position of each plane, the TKR is able to measure propagation of the electron-
positron pair and reconstruct the incident γ-ray direction by finding the best track.
The best track is longest, straightest, and that which carries the most momentum.
Further description of the TKR design can be found in [74].
In the context of cosmic-ray experiments, the TKR has two important pur-
poses. The first is an independent charge measurement of the incident cosmic-ray.
This can be done by measuring the signal in the TKR which will be related to the
energy deposition in the silicon via ionization. As with the ACD, ionization is charge
dependent therefore the signal in the TKR can be used to discriminate between dif-
ferent cosmic-ray species. The reconstructed direction is used in the construction of
other variables which depend on the incident direction of the cosmic ray. Direction
reconstruction is important because the path-length of the cosmic ray through the
LAT to correct the energy deposition in the ACD and reconstruct the energy in the
CAL. Since cosmic rays do not pair produce, they leave long straight tracks through
the entire TKR which can be easily reconstructed. However, low energy electrons
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induced from ionization can create false tracks. Therefore it is important to have a
proper understanding of direction reconstruction.
3.1.4 Triggers and Filters
Because of the high rate of cosmic-ray triggers and wide variety of energies the
LAT detects, it is necessary to have several different trigger schemes and different
on-board event filters to reduce the amount of data volume to down-link to the
ground [72].
Each subsystem provides separate triggers shown below:
• TKR: Three consecutive hits in the X-Y silicon layers have signal above thresh-
old, calibrated to 0.25 MIPs, in a tower.
• CAL_LO: When any signal in any CAL crystal is above 100 MeV.
• CAL_HI: When any signal in any CAL crystal is above 1 GeV.
• VETO: When signal in an ACD tile associated with TKR towers is above the
veto threshold of 0.45 MIPs.
• CNO: When the signal in any ACD tile is above 25 MIPs, which indicates the
traversal of a cosmic-ray ion in the ACD.
Three additional triggers, for a total of 8 triggers, are defined and not used in
flight. The last trigger is called PERIODIC, which runs at 2 Hz. These events are
used for the diagnosis and calibration of LAT subsystems.
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Eng. PER CAL_HI CAL_LO TKR VETO CNO Prescale Rate[Hz]
3 1 × × × × × 0 2
4 0 × 1 1 1 1 0 200
5 0 × × × × 1 250 5
6 0 1 × × × 0 0 100
7 0 0 × 1 0 0 0 1500
8 0 0 1 0 0 0 0 400
9 0 0 1 1 1 0 0 700
10 0 0 0 1 1 0 50 100
Table 3.5: Definition of standard trigger engines where: 1 - required, 0 - excluded, and × -
either [72].
These 8 triggers are mapped to all 256 possible combinations on to trigger
engines. Triggers are allowed to open a request which opens a trigger window. If the
trigger conditions are satisfied then a global trigger is issued and event acquisition
is started [72]. The trigger engines are scalable such that a prescale value can be
required for the number of valid trigger requests necessary to send a global trigger.
Table 3.5 shows the different trigger engines.
Standard engines 4 and 6 are the most important for cosmic-ray measurements.
Engine 4 requires at least CAL_LO, three hits in a row in the TKR, and signal in the
ACD above 25 MIPs. Engine 6 requires high energy signal in CAL and signal below
25 MIPs in the ACD.
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Additionally filters are implemented on-board due to the high rate of events
and the limited bandwidth for down-link to the ground [72]. There are three on-
board event filters for the LAT:
• GAMMA filter: designed to accept γ-rays.
• HI_PASS filter: any event with deposited energy > 20 GeV in the CAL is
down-linked.
• DIAGNOSTIC filter: uses 2 Hz of PERIODIC triggers and unbiased sample of all
triggers with no filters.
Because of the GAMMA filter, the event rate for cosmic rays is heavily reduced.
Therefore it becomes necessary to use HI_PASS and DIAGNOSTIC filters for cosmic-
ray studies. The HI_PASS filter is used predominantly for high energy cosmic-ray
analyses and sets the minimum energy for the proton analysis to 54 GeV as seen in
§ 6.6. The DIAGNOSTIC filter is used for low energy cosmic-ray analyses since fluxes
for low energy cosmic rays are significantly higher and therefore the 2 Hz trigger
is not an overt issue. DIAGNOSTIC electrons were used in the determination of the
absolute energy scale and associated uncertainty described in § 5.2.4 and § 6.8.3. A
triggering event causes an amount of dead-time in order read the information from
each subsystem. Dead-time can also come from time the LAT is not taking data
during passage through the South Atlantic Anomaly (SAA), a region of higher than
normal charge particle flux due to changes in Earth’s magnetic field lines, and during
calibration runs. This means the LAT has two time scales for triggered events, an
elapsed-time and a live-time. Elapsed-time is defined as the start of the mission to
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the current time. Live-time is the amount of dead-time subtracted from the elapsed-
time in the LAT. One such measure of live-time is GltGemLiveTime which measures
the amount of time when the LAT is accepting triggers and is used in calculating
event rates as described later in § 6.2.
3.2 Pass 8
Pass 8 encompasses ground-up redevelopment of the LAT event simulation
and reconstruction software. Previous event simulation and reconstruction soft-
ware, Pass 6 and Pass 7, were designed and calibrated prior to launch and several
limitations in the reconstruction software were discovered. Using lessons learned in
first few years of flight, limitations of the reconstruction and simulations as well as
moving almost all calibrations to in-flight measurements, Pass 8 has significantly
increased the quantity and quality of the γ-ray data collected by the LAT. Spe-
cial attention was made to eliminating simultaneous events which fall within trigger
windows known as ‘ghosts’. Event collection and readout takes ∼ 25µs and in that
time a simultaneous low energy cosmic ray can readout with recorded data for a
primary event [69]. ‘Ghosts’ inadvertently veto γ-ray events during reconstruction
and thereby lower acceptance. To simulate these ‘ghost’ events, DIAGNOSTIC events
are overlaid on top of simulated data and the sum of simulated data and over-
lay data is reconstructed. Therefore the the effect of ‘ghosts’ can be appropriately
modeled to calculate an accurate acceptance and to recover some events previously
excluded from analysis. The switchover from Pass 7 to Pass 8 software was June
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24, 2015. Pass 8 improves the γ-ray acceptance, energy resolution, PSF of the LAT
and increases the possible energy range down to 10 MeV and up to 1 TeV.
During Pass 8 development, GEANT4 was updated from v8.0p01 to v9.4p01.
GEANT4 is a toolkit for the simulation of particles through matter, predominantly
used in the area of particle physics [75]. Detailed models of detectors can be built and
interactions from various particles can be simulated using the Monte-Carlo method
via GEANT4. GEANT4 is used to produce the all-particle background simulation
and the dedicated particle simulations, used in this analysis and described in § 3.3.
GEANT4 v9.4p01 has wider range of hadronic physics lists, improvements due to
LHC results, and better handling of multiple scattering events. These improvements
from GEANT4 directly benefit a proton spectral measurement in the form of better
estimations of the response of the LAT to protons. In this section we will discuss
the improvements via Pass 8 in the ACD, CAL, and TKR reconstruction software.
3.2.1 ACD Reconstruction
When a charged particle interacts with an ACD tile, it deposits energy via
ionization. The energy deposition is then converted to light through absorption,
florescence, and phosphorescence transitions shown in Figure 3.6. The scintillation
light is proportional to the amount of energy deposited. This minuscule amount of
light is then converted to photo-electrons in the dual PMT readout for each ACD tile
and then converted to pulse height amplitude (PHA) via the FREE board electronics

































Figure 3.6: The absorption, florescence, and phosphorescence energy transitions for light emission
in polyvinyltoluene (PVT). Radiative (solid lines) and non-radiative transitions (dashed line) are
shown [76].
deposition from protons or electrons and ions respectively. While the low range is
highly linear in response to signal, the high range saturates near 2000 PHA thereby
degrading the signal deposited from cosmic-ray ions with Z ≥ 8.
PHA is an uncalibrated signal from each PMT and is converted to physical
units of minimum ionizing particles (MIP) via a lookup table of PMT pedestals and
gains. Pedestals and gains are measured via DIAGNOSTIC flight data. For the low
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GAINHI × (SAT (PHA)− S(PHA) + PEDHI)
(3.2)
S(PHA) is the signal in PHA and SAT(PHA) is the high range saturation typical
near 2000 PHA. Through extensive testing of polyvinyltoluene (PVT), one MIP is
equivalent to 1.9 MeV [71]. The signal in each PMT is averaged to measure the
total energy deposited in each tile.
Once the energy in each tile is calculated, the energy deposition across the ACD
can be associated with a direction from the TKR or CAL. The distance of closest
approach (DOCA) is found for each tile from either the TKR or CAL direction
and the tile with the smallest DOCA is determined to be the tile associated with
the reconstructed direction. Previous versions of the LAT reconstruction code only
used TKR directions but Pass 8 included CAL directions with ACD tile direction
associations. These direction and ACD tile associations are incredibly powerful in
particle discrimination since γ-rays do not deposit energy in the ACD while charged
particles will deposit energy. If the deposited energy in the ACD tile is above 1 MeV,
then the tile triggers a veto. Both TKR and CAL direction ACD tile associations
are used in § 4.4 to measure the charge of incident cosmic rays and can reduce
contamination associated with non-proton cosmic rays.
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3.2.2 CAL Reconstruction
The CAL’s reconstruction starts with the conversion of analog-to-digital con-
version (ADC) values from each of the crystals’ diodes to physical energy in units of
MeV. Using dedicated calibrations for each crystal, generated from cosmic-ray ion
flight data and beam-test data, energy is measured from each diode on both ends of
the crystal. The energy deposited in each crystal is determined from the average of
the energy measured by each diode pair on the end of said crystal. Additionally the
position of the energy deposited is found by taking the ratio of the energy by each
end of the crystal as seen in Figure 3.7. This produces a set of energy depositions
with a three dimensional position for each energy deposition. It should be noted that
if the energy deposition is too heavily one sided the longitudinal position measure-
ment degrades. CAL crystals also saturate at 70 GeV and handling the saturation
effect is one the improvements of Pass 8 over previous data reconstructions.
A large improvement to the CAL reconstruction in Pass 8 is the new clustering
algorithms. In previous LAT reconstruction software, for a single event all crystals
were included in direction and energy reconstruction. The general idea is to use the
minimum spanning tree (MST) of the energy-weighted three dimension phase-space
distribution of crystals and find any clusters associated, with either lower energy
incident cosmic rays or low energy delta-rays far from the main cluster of crystals.
MSTs are well studied and easily solvable and often implemented in other high
energy physics experiments. The threshold to split the MST is energy dependent,
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Figure 3.7: The light asymmetry calibration used for determining the longitudinal position along
a CAL crystal of an energy deposition. If the energy deposition is too heavily one sided the
longitudinal position measurement degrades [69].
higher energies when a γ-ray shower is more narrow. Clustering can directly improve
reconstruction of proton showers by separating the narrow electromagnetic core and
wide hadronic halo of the proton-induced shower. This can improve CAL direction
reconstruction and energy estimation of the electromagnetic core as discussed in
§ 5.4.
After clustering, the directions can be found for each cluster. CAL directions
are found by performing an energy weighted moment analysis. This is the same
moment analysis as the previous version but with improvements described later.
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Figure 3.8: The improvement of the CAL direction from the MST clustering algorithm for Monte-
Carlo γ-rays [77].














where ~ri is the position of each crystal and Ei is the energy of each crystal. Then
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and diagonalizing the associated inertia tensor to determine the CAL direction. We
can also see the improvement to CAL direction using the clustering algorithm in
Figure 3.8.
Distant crystals from the main cluster can bias the direction and centroid po-
sition as well as the transverse and longitudinal width of the showers. Therefore, the
entire moment analysis process is iterated upon by removing crystals far from the
primary axis until the difference between the directions for each iteration reaches a
threshold. This iterative method is new to Pass 8 and vastly improves the data/MC
agreement for CalTransRms and Cal1LongRms, improving CAL direction reconstruc-
tion for all types of particles. Once completed, the direction is found from the final
inertia tensor and the eigenvalues of the inertia tensors are related to the width of
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√√√√(λ0 + λ2) /2 n∑
i=1
Ei (3.11)
where λ0, λ1, λ2 are the eigenvalues of the inertia tensor assuming the primary axis
of the shower is the eigenvalue with the smallest value.
Once the clusters and momentum analyses are finalized, the energy recon-
struction is performed as described in § 5.2, which accounts for energy leakage and
instrumental effects.
3.2.3 TKR Reconstruction
TKR data is digital with no analog to digital conversion such as in the ACD
or CAL. Therefore a time over threshold (ToT) method is used to detect signal
from the SSDs in the TKR. Figure 3.9 shows the basic idea, the amount of voltage
over a defined threshold, 0.25 MIPs for each SSD, is found as a function of time.
The width of the distribution is found from threshold crossings determining how
much energy was deposited in each SSD. This value is normalized using in-flight
DIAGNOSTIC events into values of MIPs. Since ionization is the method of energy
deposition, ToT should scale with charge of the incident cosmic ray. This allows
us to use ToT as an additional and independent measure of charge in the LAT as
discussed in § 4.2. This method has some drawbacks since ToT response is less linear















Figure 3.9: The time over threshold (ToT) measurement of digital signal from the TKR SSDs
where the threshold is set to 0.25 MIPs. Two different ToT measurements are shown to illustrate
the limitations of ToT as a proxy for pulse height and shape.
ToT is unable to distinguish between individual cosmic-ray ion species. Hits are
determined by the X-Y position on each TKR plane in each tower which creates a
three dimensional distribution of locations in the TKR.
A new method of track finding was developed around tree based algorithms.
Vector links are formed by associated hits with adjacent layers i the TKR, these
vector links are then linked themselves, requiring at least two adjacent vector links
below the first element, across the TKR to form a track candidate. Track candidates
are added to a list of all tracks and sorted by longest, straightest, and using a Kalman
filter fit which uses all information about the vector links to predict the best track.
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Figure 3.10: Improvement to the track reconstruction comparing Pass 7 to Pass 8. Plot is gener-
ated from Monte-Carlo 50 GeV γ-rays showing the clear reduction the tails of mis-reconstructed
directions distribution [78].
The first entry of the list is considered the best track.
The improvement to track finding is most evident at energies above 1 GeV
as can be seen in Figure 3.10. There is a general reduction of mis-reconstructed
events which reduces the tails of the distribution of the difference between TKR
directions and MC directions. In the context of cosmic-ray studies, improving the
direction reconstruction at high energies allows for better charge separation and for
the acceptance since we require a well reconstructed direction in our event selection
discussed in § 6.1.
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3.3 GEANT4 Monte-Carlo Simulations
Three sets of simulations are used in this analysis: the all-particle background
simulation, dedicated proton simulations, and dedicated electron simulations. Each
simulation is used for different purposes and are vitally important in the under-
standing of the LAT’s interaction for cosmic rays. Additionally, each simulation
is generated using GEANT4 9.4.p04 in combination with a detailed model of the
entire Fermi spacecraft [75].
Figure 3.11 shows the basic schema for MC particle event generation. An event
is set on a sphere from the center of the LAT, with the directions defined in Figure
3.2, with a 30 m radius. A disk of 6 m2 area is produced tangential to said point
on the sphere and the particle is fired at the LAT with the generated directions,
energy, and particle type. The angular range of the sphere is dictated by the specific
simulations summarized in Table 3.6 but is typically either 4π sr or 2π sr.
There are two types of simulations, a ‘standard’ simulation and a ‘flux’ simu-
lation. In the ‘standard’ simulation, a specific number of events are generated per
run, which sets the stop condition. In the ‘flux’ simulation a particle flux and gen-
eration time is specified, and average number of events generated is dependent on
the particle flux, generation time, and angular distribution, where the stop condi-
tion is set by the simulation time. The ‘standard’ simulation is ideal for generation
of instrument response and the ‘flux’ simulation is typically used for background
studies but each can be used interchangeably if one is careful about the generation
conditions.
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Disk 6m 2 area
MC Particle Trajectory
30 m
Figure 3.11: A simple demonstration of how Monte-Carlo particles are simulated with FGST using
GEANT4. Particles are generated with a particle type, energy, and direction, and then generated
on a disk of 6m2 tangent to a sphere of 30 m radius from the center of the LAT.
Table 3.6 shows the parameters for each Monte-Carlo simulation used in this
analysis. We will now give a brief description of each type of simulation.
3.3.1 All-Particle Background Simulation
The all-particle background simulation (BKG) uses realistic fluxes of different
cosmic-ray spectra and Earth albedo γ-rays with data taken from AMS-01, BESS,
and TS93 [79–82]. The species of primary cosmic-rays simulated include electrons,
positrons, protons, helium, and ions ranging from lithium to iron. Additionally,
the all particle background simulations uses real spacecraft pointing information
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Figure 3.12: The space environment from the Fermi all-particle background simulation including
sources from primary cosmic-ray, albedo γ-rays from the Earth’s limb, and secondary particles [72].
and International Geomagnetic Reference Field (IGRF) parameterization of Earth’s
magnetic field in order to account for the geomagnetic environment which the BKG
simulation will sample. All primary cosmic-ray species are simulated with a 4π
sr angular distribution with a minimum energy of 40% of the geomagnetic cutoff
rigidity calculated at a specific point in orbit using flight spacecraft pointing in-
formation. The maximum energy is dependent on the particle species: electrons
and positrons extend to 1 TeV, protons extended to 10 TeV, helium extends to 10
TeV/nucleon, and ions with a charge above 2 extend to 50 GeV/nucleon. Secondary
electrons, positrons, γ-rays, protons, and neutrons from interactions with Earth’s
atmosphere are also simulated with the same characteristics as primary particles
but their generated energies typically do not extend above a few GeV. The total
simulated live-time for this BKG simulation is 8.15 days. Live-time is defined as
the amount of time in each orbit the LAT is actively taking data. It should be
noted that while realistic fluxes are used for the generating distributions of BKG
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simulations, helium and ions (Z > 2) simulated with GEANT4 under-represent the
number of interacting particles when compared to flight data. These discrepancies
can be corrected by scaling the event rate for helium and ions from the simulation
to that of flight data.
3.3.2 Proton Simulation
The dedicated proton simulation generates protons from 4 GeV to 20 TeV over
a 4π sr angular distribution with γ = −1.5 spectral index. Each proton simulation
is run with a particle flux of 1 × 10−5 particles/(m2 s sr) over 5 × 106 seconds
which corresponds to a simulated 57 days of proton data which represents a full
orbital period of the LAT. A full orbital period is defined as the amount of time
it takes the LAT to fully sample the entirety of Earth’s Geomagnetic environment.
Actual LAT orbital pointing files are used in the generation of simulated protons.
This translates to, on average, 3769.91 generated events per run. A run is a single
instance of GEANT4 simulation and total simulations have on the order of 106 runs.
Overlay events are included to simulate ‘ghost’ events.
Dedicated proton simulations use QGSP_BERT_EPAX as the standard physics list
for hadronic simulations. QGSP refers to Quark Gluon string model of initial proton
interaction with precompound spallation framework, BERT is the Bertini cascade
model, and EPAX is a custom simulation package to the LAT to improve simulations
of heavier ions [83–85]. Over 6.6 × 109 protons were generated for the dedicated
proton simulation. The dedicated proton simulation is used to estimate the LAT’s
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response to protons in the form of acceptances, energy resolutions, and response
matrices. Several different physics lists for GEANT4 hadronic simulations were
simulated to test systematic uncertainties associated with the energy measurement
and GEANT4 which are described in full in § 6.8.2. We can also use the dedicated
proton simulation for data/Monte-Carlo comparisons by reweighing the true energy
to that of the primary cosmic-ray proton spectrum and computing a fake live-time
by making comparisons to the BKG simulation.
3.3.3 Electron Simulation
The dedicated electron simulation generates electrons from 10 GeV to 10 TeV
over 2π sr angular distribution with γ = −1 spectral index. In contrast to the
proton simulation, the electron simulation generates exactly 200 events with no
associated flux or generation time. Electron simulations are generated with the
standard GEANT4 electromagnetic package with inclusion of multiple scattering
and the Landau-Pomeranchuk-Migdal effect for very high energy electromagnetic
showers. Over 1.5×107 events were generated for the dedicated electron simulation.
The dedicated electron simulation is used to estimate the residual electron contam-
ination and in the background subtraction when reweighted to a realistic spectrum
with a fake live-time and for use in data/MC comparisons. More information on the
use of the electron simulations can be found in § 6.4.
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Simulation Name Particle Energy Range cos θ Range Spectral Index Comment
allHEE10G10T-v20r09p09-OVL6p2 e− 10 GeV - 20 TeV 0.0 - 1.0 -1.0 Used to estimate residual con-
tamination
allPro-20r09p09-OVL6p2-4G20T p+ 4 GeV - 20 TeV -1.0 - 1.0 -1.5 Used for production of instru-
ment response objects
allPro-200909-OVL6p2-QBBC p+ 4 GeV - 20 TeV 0.0 - 1.0 -1.5 Produced with QBBC physics
list and used to estimate sys-
tematic errors
allPro-200909-OVL6p2-FTFP˙BERT p+ 4 GeV - 20 TeV 0.0 - 1.0 -1.5 Produced with FTFP˙BERT
physics list and used to esti-
mate systematic errors
allPro-200909-OVL6p2-QGS˙BIC p+ 4 GeV - 20 TeV 0.0 - 1.0 -1.5 Produced with QGS˙BIC
physics list and used to
estimate systematic errors
Table 3.6: The summary of Monte-Carlo simulations used in the cosmic-ray proton spectral analysis.
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Chapter 4: Charge Measurement
To measure the cosmic-ray proton spectrum, one needs to be able to distin-
guish between different cosmic-ray species. While charge resolution is highly depen-
dent on the desired cosmic-ray measurement, the LAT has to be able to distinguish
protons from helium and nuclei, where nuclei in the context of this thesis are de-
fined as Z > 2. For this measurement the main source of contamination is associated
with other cosmic-ray species. Despite the natural abundances of cosmic-ray species
shown in Chapter 2, the LAT has a very different response to individual species. As
can be seen in Figure 3.12 and § 3.3, cosmic-ray helium and nuclei interact at a rate
equivalent to or greater than that of protons. This produces the dominate contam-
ination source for protons and these events need to be removed, since cosmic-ray
helium and nuclei will have different response in the LAT than protons. With the
fact that cosmic-ray nuclei are poorly simulated with GEANT4, the response in the
LAT is not well known and therefore difficult to include in the spectral reconstruc-
tion. Therefore we need to remove as many as possible cosmic-ray helium and nuclei
before moving onto any stage of spectral reconstitution. Two LAT subsystems, the
ACD and the TKR, distinguish between different cosmic-ray species. Both are able
to independently measure charge via ionization.
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4.1 Ionization
Ionization is the primary energy loss mechanism for heavy charged particles,
Z ≥ 2, of moderate energy, GeV energy range, in material. The process occurs
when a heavy charged particle scatters off of the electron shell of an atom. The
scattering transfers energy to the electron, exciting said electron, and the primary
particle loses energy in the interaction. Typically the energy loss is small compared
to the total kinetic energy of the primary particle.
When the primary particle with a charge z and mass M interacts with the











where v is the velocity of the primary particle and µ is the center of mass of the
system [86]. Figure 4.1 shows the basic example of classical Rutherford scattering.
In the case of ionization, where the primary particle is much more massive and
has much more energy than the electron shell, the deflection angle θ will be small.
In this derivation, we have to consider relativistic effects since the energy of the
primary particle and energy transfered to electrons within the electron shell are well
above their respective rest masses. We find the quantum mechanical version of 4.1
by accounting for effects from the spin state of the electron and in terms of the











Where Tmax is the maximum energy that can be deposited to the electron in the
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Figure 4.1: A simple illustration of Rutherford scattering of a charged particle off another charged
particle at rest. θ is the scattering angle and b is the impact parameter.
electron shell. When a particle passes through material, it passes through NA/A
and interacts with Z electrons per unit density. Integrating Equation 4.2 to find the




























The I term is the minimum energy passed onto the electron. Since electrons are part
of the electron shell, their energies are discretized, therefore the minimum energy
is a function of the orbital electrons and the atom from which the primary particle
is scattering. This derivation is a good approximation but a few other terms are
required to properly calculate the average energy loss due to ionization [88].
The complete average energy loss over a distance dx is described by the Bethe
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Tmax, as stated earlier, is the maximum energy transferred in a single collision with




1 + 2γme/M + (me/M)2
. (4.6)
The units of Equation 4.5 are MeV cm2/g. There are a number of important features
to note about Equation 4.5. First, it scales with the charge of the primary particle,
z2, which means that the higher the charge of the particle the more energy it will
transfer into the electron shell. Second if the mass of the primary particle is M 
2γme then Tmax ≈ 2mec2γ2β2, which means Equation 4.6 and therefore Equation
4.5 have a small dependence on the mass of the primary particle. In the case of the
LAT and a helium cosmic ray, the mass of the helium nucleus would only start to
impact this estimation at energies above 5 TeV. The final feature of note can be
easily seen in Figure 4.2.
At low energies, ionization is dominated by the 1/β2 term until it reaches a
minimum after the relativistic effects start to increase. As energy increases there is
a slow rise in the energy loss above the point of minimum ionization. If a particle
traverses enough material without inelastic scattering, the particle will eventually
lose enough energy and fall into this minimum ionization dip. Particles with energy
or momentum near this minimum are called minimum ionizing particles or MIPs.
MIPs are good for normalization of signal, for instance a proton will have energy loss
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Figure 4.2: Energy loss due to ionization of protons (blue), helium (orange), carbon (green), and
oxygen (green) in polyvinyltoluene (PVT). The solid lines show the ionization curves with density
corrections and the dashed lines without density corrections [89,90].
of an ACD tile composed of PVT, the minimum ionization is 2.0 MeV/cm [90]. This
idea is demonstrated in § 3.2.1 where before conversion to MeV, signal in the ACD
is in units of MIPs. The I term in Equation 4.5 refers to the mean excitation energy
of the electron shell. The mean excitation energies are experimentally measured
quantities and highly dependent on the atom and the electron shell orbits. The
δ(βγ) term is a density correction term due to polarization of the medium at large
primary particle energies [34,89].
While Equation 4.5 describes the mean energy deposited due to ionization, the
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Figure 4.3: The straggling energy loss due to ionization of 100 GeV protons in PVT for various
widths in units for MeV cm2/g . The straggling energy loss is estimated with a Landau distribution
and normalized set to 1.0. The black line represents the mean energy loss due to ionization as












e−t log t−λt sin(πt)dt (4.8)
The distribution of energy loss can be described by a Landau distribution [91]: where
Equation 4.8 is a complex integral and the evaluated contour integral. The Landau
distribution is applicable when 〈EIon〉 /Tmax < 0.01, which means physically that
the energy deposited via ionization is less than 1% the maximum energy that can
be deposited to the electron shell. In terms of the straggling energy, using Equation
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is the average average of the
atomic number divided by the atomic mass of the detector material. Finally, we













− 1− CE (4.11)
where ∆ is the energy deposited, 〈∆〉 is the average energy deposited determined
from Equation 4.5, and CE is the Euler Constant [91]. We can see the straggling
energy loss distribution in figure 4.3 for 100 GeV protons in PVT and various widths
and the mean energy shown the black dotted line. Clearly the most probable energy
deposition is shifted from the mean of the distribution with a long tail comprised
of high energy delta-rays [34]. We also see the width of material traversed changes
the most probable value of the straggling function, therefore with detectors with
a non-negligible width, like the ACD, it is necessary to correct for the different
path-lengths of the deposited energy.
This gives a picture where energy loss due to ionization is dominated by the
energy and charge of the primary particle. The total energy loss due to ionization
is clearly also dependent on the total amount of material traversed. With the basic
idea of ionization established, we can now explain how the TKR and ACD measure
charge.
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4.2 Measuring Charge with the TKR
When a charged particle interacts with the silicon strips in the TKR it will
deposit energy via ionization. We can use this ionization energy to determine the
incident charge of the primary cosmic ray since the amount of energy deposited
scales as a function of z as seen in Equation 4.5 and Figure 4.2. As described in
§ 3.1.3, the TKR is composed of interwoven layers of silicon strip charge detectors
with tungsten converting foils. Each strip silicon strip is 400 µm deep, meaning the
amount of energy deposited is very small [69]. The physical quantity used in the
proton analysis is the ToT of the signal in the TKR described in § 3.2.3. ToT is
the temporal width of the signal in the TKR over a predetermined threshold from
atmospheric muon and beam-line calibrations. ToT is calibrated into units of MIPs
using in flight cosmic-ray calibrations [72].
Tkr1ToTTrAve was determined to have the best energy resolution and therefore
the best variable to measure charge of the primary cosmic ray. Tkr1ToTTrAve is the
path length-corrected average ToT for the hits on the best track, excluding largest
and smallest ToT measured. The charge resolution for Tkr1ToTTrAve can be seen
in Figure 4.4 where the peaks and widths are fit using a normal distribution. Figure
4.4 shows separation between protons and helium, although long tails exist, but the
TKR has limited charge resolution for ion, with Z > 2 since the TKR is optimized
for sensitive particle tracking and not charge measurement. Saturation due to the
nature of ToT measurement causes poor charge resolution for higher charge ions.
The long tails of each cosmic-ray species also complicates charge separation and
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σ=0.22 MIPsµ=1.54 MIPs, Proton Fit: 
σ=0.61 MIPsµ=6.49 MIPs, Helium Fit: 
Figure 4.4: The different cosmic-ray population as seen with Tkr1ToTTrAve, in units of MIPs, from
LAT flight data. Each peak is fit using a Normal distribution where blue is the proton peak and
orange is the helium peak. Additionally, the values of the most probable value and width of the
fit Normal distributions are show for each species. The offset of the proton and helium peaks from
expected value, 1 MIP and 4 MIP respectively, is is due to the limitations of the ToT method of
measuring TKR signal and associated calibrations described in § 3.2.3.
could lead to either ion contamination or signal reduction of protons.
Clearly, using the TKR alone is not enough to precisely measure the charge of
primary cosmic-rays. In order to increase the charge resolution of the LAT overall,
we can use an independent charge measurement via the ACD. Combined, the TKR
and ACD can provide a precise charge measurement and efficiently reduce the proton
contamination to negligible amounts.
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4.3 Measuring Charge with the ACD
We can use the energy deposited in the ACD as a tracer for the charge of
the cosmic ray. Since energy is deposited in the ACD via ionization, as described
above, the amount of deposited energy will trace the charge of the cosmic ray. There
are several energy variables produced from the Pass 8 ACD reconstruction and we
use Acd2Tkr1TileActDistEnergy [92]. Acd2Tkr1TileActDistEnergy is the energy
deposited in the tile which corresponds to the intersection of the best track from
the TKR divided by the width of the tile to correct for the difference of widths
between top and side tiles. We use the single tile because lower energy cosmic-
rays, which have a higher flux, can interact with the LAT nearly simultaneously.
These lower energy cosmic-rays are called ghosts described in § 3.2. Ghosts can
deposit energy in the ACD but the TKR reconstruction filters out the ghost tracks
ensuring the best track is associated with the higher energy event [92]. If the
entire energy of the ACD was used, the ghost events would add energy to the
measurement of the primary event, essentially skewing the result away from the
expected ionization energy deposition. Figure 4.5 shows the energy distribution for
Acd2Tkr1TileActDistEnergy from flight data where the different peaks refer to
the different cosmic-ray populations. We can clearly see several cosmic ray species
in Acd2Tkr1TileActDistEnergy, specifically protons, helium, carbon, and oxygen,
although there is still overlap between protons and helium, the largest source of
contamination in our analysis.














σ=0.54 MeVµ=2.74 MeV, Proton Fit: 
σ=3.06 MeVµ=12.36 MeV, Helium Fit: 
σ=19.49 MeVµ=89.18 MeV, Carbon Fit: 
σ=15.73 MeVµ=123.74 MeV, Oxygen Fit: 
Figure 4.5: The different cosmic-ray population as seen with Acd2Tkr1TileActDistEnergy, in
units of MeV, in LAT flight data. Each peak is fit using a Landau distribution described in
Equation 4.8 where blue is the proton peak, orange is the helium peak, and green are the carbon
and oxygen peak. Additionally the values of the most probable value and width of the fit Landau
distribution are shown for each species.
energy variable, we have to account for the different path lengths of primary par-
ticle through the ACD tiles [69]. Remember that Acd2Tkr1TileActDistEnergy
only accounts for the width of the tile, not necessarily the total distance trav-
eled in the tile. As stated in § 3.1.1, the ACD tiles have non-negligible width,
and the path length through the ACD tiles will change how much energy is de-
posited from the primary particle via ionization into each tile. To path length














σ=0.29 MeVµ =1.95 MeV, Proton Fit: 
σ=1.44 MeVµ=8.89 MeV, Helium Fit: 
σ=8.53 MeVµ=68.66 MeV, Carbon Fit: 
σ=7.66 MeVµ=102.29 MeV, Oxygen Fit: 
Figure 4.6: The different cosmic-ray population as seen with Acd2PLCTkr1TileActDistEnergy,
in units of MeV, in LAT flight data. Each peak is fit using a Landau distribution described in
Equation 4.8 where blue is the proton peak, orange is the helium peak, and green are the carbon
and oxygen peak. Additionally the values of the most probable value and width of the fit Landau
distribution are shown for each species.
and determine which face of the LAT the primary cosmic ray enters and then
multiply Acd2Tkr1TileActDistEnergy by the cosine direction from the respective
face direction in local coordinates. We define a new variable for the path length
corrected deposited energy in the ACD called Acd2PLCTkr1TileActDistEnergy.
Figure 4.6 shows the improvement to the charge resolution for different cosmic-
ray populations using Acd2PLCTkr1TileActDistEnergy. Path length correcting
Acd2Tkr1TileActDistEnergy reduces the width of each cosmic-ray species by a
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factor of 2.0. This allows for better charge separation and reduction of contamina-
tion from nuclei in the proton signal. We also see the most probable value for each
cosmic-ray population in Figure 4.6 follow the z2 dependence described in Equation
4.5 and shown in Figure 4.2. The z2 dependence begins to break down for oxygen
due to high range saturation of the ACD’s PMTs described in § 3.1.1. This sat-
uration effect limits the quality of individual cosmic-ray measurements for nuclei
with charges greater than oxygen. Further changes can be made to improve the
charge resolution for higher z nuclei by better accounting for the ACD saturation
effects [72]. These improvements are described in Chapter 8 and allow for further
separation of cosmic-ray secondaries like boron from carbon.
As we can clearly see, the ACD can provide charge measurement with enough
charge resolution to separate and reduce the nuclei contamination of the proton
signal. Without nuclei filtering, cosmic-ray helium and nuclei give a residual con-
tamination of nearly 50% of the data sample as can be seen in Figure 3.12. We
can use the TKR charge measurement, described in § 4.2, with the ACD charge
measurement to create a cut to reduce nuclei contamination of the proton signal to
below 1%.
4.4 Ion Filtering
To remove nuclei from our proton signal we developed two cuts: CUT_NUCLEI_LOOSE
and CUT_NUCLEI_TIGHT. CUT_NUCLEI_LOOSE is used to remove the bulk of helium
and other nuclei from the proton signal. CUT_NUCLEI_TIGHT is more specialized in
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removing residual nuclei and nuclei that enter from the bottom of the LAT and/or
do not deposit energy via ionization in the TKR. We should note before diving into
the specific cuts, note that these cuts are to remove helium and nuclei from the
flight data which are the largest source of contamination for this proton analysis.
Because of the nature of energy deposition via ionization, namely that ionization is
proportional to z2, the cuts will have little effect on the residual electron contamina-
tion. Fortunately, as established in Chapter 2, the cosmic-ray electron flux is much
smaller than the cosmic-ray proton flux so we expect to have a low residual electron
contamination.
4.4.1 Loose Nuclei Cut
The intention of the loose nuclei cut is to coarsely remove helium and nu-
clei from the data sample while leaving the proton population, and incidentally
the electron and positron populations, as untouched as possible. We developed
this cut by using the BKG simulations discussed in § 3.3 and two variables,
Acd2PLCTkr1TileActDistEnergy and Tkr1ToTTrAve, discussed above and vali-
date the cut using flight data. Looking at the residual contamination contours
for Tkr1ToTTrAve versus Acd2PLCTkr1TileActDistEnergy in Figure 4.7 we can
see the clear delineation between the different cosmic-ray populations. We es-
tablish a two dimensional polygon, noted with the black dotted line, that de-
fines CUT_NUCLEI_LOOSE. All events that fall within the polygon are kept and
all events that fall outside the polygon are removed. In terms of actual values,
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CUT_NUCLEI_LOOSE is:
CUT_NUCLEI_LOOSE = Tkr1ToTTrAve > 0.75 && Tkr1ToTTrAve < 7.0




We can estimate the signal efficiency and rejection power to be 92.1% and 95.2%
using BKG simulations. Clearly this cut is good at removing helium and nuclei
while leaving the proton population and we can see in Figure 4.8 similar behaviors
when applied to flight data.
Since we know the BKG simulation is not perfect, we need to check the cut
against flight data to ensure we see similar behavior. In Figure 4.7 we see similar
behavior in the positions of the peaks for the different populations while the event
rates are clearly different; for instance, flight data helium has a higher event rate than
in the simulations. This is mostly due to the fact that ionization is a fairly simple
physical process to simulate but particle showers from nuclei are difficult involving
nuclear, particle, and quantum chromodynamic (QCD) processes therefore the event
rate is very difficult to reproduce via simulations. Since the positions of the peaks
are the same, CUT_NUCLEI_LOOSE is still an effective method of removing helium
and nuclei from our data set. There is still contamination from helium and nuclei
that had less Acd2PLCTkr1TileActDistEnergy and develop CUT_NUCLEI_TIGHT to



















Figure 4.7: The containment contours for normalized event rate of different cosmic-ray populations
for Acd2PLCTkr1TileActDistEnergy [MeV] versus Tkr1ToTTrAve [MIPs] from BKG simulation.
The contours show 95%, 75%, 50%, and 25% percentile for the different cosmic-ray populations:
electrons (red), protons (blue), helium (green), and nuclei (gray). The z-axis is normalized to event
rate. Additionally, the polygon which defines CUT_NUCLEI_LOOSE is shown with the dotted black










































P301 - Flight Data
BKG - MC Data
Figure 4.8: The density plot for normalized event rate of all cosmic-ray populations for
Acd2PLCTkr1TileActDistEnergy [MeV] versus Tkr1ToTTrAve [MIPs] from the flight data and
BKG simulation. The Z-axis is normalized to event rate. We can see the BKG simulation under-
estimates the event rate for for helium and nuclei but is able to reproduce the positions of the
different cosmic-ray populations in the Acd2PLCTkr1TileActDistEnergy versus Tkr1ToTTrAve
phase-space. Additionally, the polygon which defines CUT_NUCLEI_LOOSE is shown with the dotted
green line.
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4.4.2 Tight Nuclei Cut
A population of helium and nuclei events remain after using CUT_NUCLEI_LOOSE.
The majority of these events have large incidence angles or enter through the bottom
of the LAT. These events also have a poor direction reconstruction from the TKR due
to not actually leaving an ionization track within the TKR. We can use the CAL re-
constructed direction in place of the TKR direction. The CAL is able to reconstruct
the direction of particles by calculating the moment of inertia tensor of the particle
shower and using the longest axis of the moment of inertia tensor as the direction of
the cosmic-ray. Several ACD variables are produced using the CAL direction instead
of the TKR direction. One such variable is Acd2Cal1TriggerEnergy15 which is the
energy deposited in the ACD in a 15◦ cone using the CAL direction as reconstructed
direction for tiles with a veto.
An issue arises due to the the top-down reconstruction preference of Pass
8. All events reconstructed in Pass 8 are assumed to enter from the top and exit
through the bottom. The direction of bottom entering helium and nuclei can be mis-
reconstructed by 180◦. Despite this fact we can still use Acd2Cal1TriggerEnergy15
because instead of measuring the ionization due incident cosmic-ray in the ACD,
Acd2Cal1TriggerEnergy15 will measure ionization and energy deposits in the ACD
from daughter particles of the hadronic shower as it escapes the CAL and propa-
gates through the TKR and ACD. Acd2Cal1TriggerEnergy15 cannot be used for
charge measurements or particle identification but can be used a simple veto for de-













Figure 4.9: The containment contours for normalized event rate of different cosmic-ray populations
for Acd2Cal1TriggerEnergy15 [MeV] versus McZDir from BKG simulation. The contours show
95%, 75%, 50%, and 25% percentile for the different cosmic-ray populations: electrons (red), pro-
tons (blue), helium (green), and nuclei (gray). The Z-axis is normalized to event rate. Additionally,
the polygon which defines CUT_NUCLEI_TIGHT is shown with the dotted black line.
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of the helium and nuclei after CUT_NUCLEI_LOOSE are bottom entering events and
Acd2Cal1TriggerEnergy15 can be used to remove these bottom entering events
from the data. McZDir is the Z component of the simulated direction and McZDir
< 0 are top entering events and McZDir > 0 are bottom entering events. We define
CUT_NUCLEI_TIGHT as:
CUT_NUCLEI_TIGHT = Acd2Cal1TriggerEnergy15 < 10
We can estimate the signal efficiency and rejection power to be 96.8% and 63.2% us-
ing BKG simulations. CUT_NUCLEI_TIGHT has lower rejection power than CUT_NUCLEI_LOOSE
but since CUT_NUCLEI_LOOSE removes the bulk of helium and nuclei, the combination
of the two cuts leaves a pure sample of protons with little residual contamination.
4.5 Residual Cosmic-Ray Contamination
Using the BKG simulations as a starting point we can combine CUT_NUCLEI_LOOSE
and CUT_NUCLEI_TIGHT to estimate the signal efficiency and rejection power as
85.2% and 98.8%. It should be noted that the proton event rate is high enough
that an 85.2% signal efficiency is sufficient for this analysis. To estimate the residual
helium and nuclei contamination we need to correct the BKG simulation using flight
data to adjust the rate for helium and nuclei. Unfortunately, there are few variables
of merit that have not been cut on that can effectively trace the charge of incident
cosmic-rays. We can measure that the BKG number of helium and nuclei events left
in the BKG simulation is around 20,000 events. This means that we cannot correct
the BKG event rate after applying CUT_NUCLEI_LOOSE and CUT_NUCLEI_TIGHT but
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Figure 4.10: Data/MC agreement for Tkr1ToTTrAve from BKG simulations. Electrons and
positrons (red), protons (blue), helium (orange), and nuclei (green), fit to flight data (black)
without either CUT_NUCLEI_LOOSE or CUT_NUCLEI_TIGHT cut applied. The χ2 is poor but this is
an known issue with the BKG simulations.
we can estimate the correction factors for helium and nuclei event rates before ap-
plying CUT_NUCLEI_LOOSE and CUT_NUCLEI_TIGHT and then apply corrections after
the cuts and estimate the residual contamination.
From Figure 4.10 we can estimate the correction factors for helium and nu-
clei event rates as 9.0 and 2.0 respectively. We use these correction factors in the
estimation of the residual proton contaminations for helium and nuclei in Figure
4.11.




























Figure 4.11: Residual contamination of protons due to electrons (red), helium (orange), nuclei
(green) and the sum (black) using the BKG simulations. The event rate for helium and nuclei are
corrected using comparisons to flight data. The blue dashed line shows 1% residual contamination.
helium contamination and nuclei contamination. Electron contamination is largest
at lower energies then tends to decrease as energy increases, but never exceeds more
than 4% while the helium and nuclei contamination is well below 1%. The reduc-
tion of residual contamination as proton energy increases is beneficial since probing
higher energies of the cosmic-ray proton spectrum is more interesting. Clearly the
combination of CUT_NUCLEI_LOOSE and CUT_NUCLEI_TIGHT reduce the most signif-
icant amount of helium and nuclei contamination but the electron contamination
remains. This is not unexpected since we know ionization deposits energy propor-
tional to z2 and as established in Chapter 2, cosmic-ray electrons have a much lower
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flux than cosmic-ray protons so the residual electron contamination is low enough
to proceed with the analysis. Further analysis of the residual electron and positron
contamination in reference to spectral reconstruction is shown in § 6.4. In the pro-
ceeding chapters, the helium and nuclei contamination is considered negligible and
only the electron contamination will be the only considered source of contamination.
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Chapter 5: Energy Measurements in the Fermi -LAT
Without a proper understanding of energy deposition and hadronic shower
evolution in the LAT, a spectral measurement would be impossible. Therefore, the
energy measurement for proton interactions within the LAT is critical to measur-
ing the cosmic-ray proton spectrum. We must first establish how different particles
interact and deposit energy within the LAT and the fundamental physics of elec-
tromagnetic and hadronic showers. Secondly, we describe how the LAT’s Pass 8
software estimates energy for electrons and γ-rays from deposited energy in the
calorimeter via a parameterization and profile fit method. Finally, we explain how
we estimate the energy for protons using knowledge of hadronic showers and elec-
tromagnetic showers with the Pass 8 reconstruction and simulation software.
5.1 Electromagnetic Showers
Electromagnetic showers are considerably less complicated than hadronic show-
ers. Only two well understood interactions are required to describe the entirety
of electromagnetic showers–specifically bremsstrahlung for electrons and positrons,
and pair production for photons. Consequently, electromagnetic showers are easily
parameterized, modeled, and simulated even to TeV energies.
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Figure 5.1: Photon cross-section as a function of energy in Cesium Iodide (CsI). Cross-section
are in units of barns (10−24 cm2) per atom and photon energy in units of MeV. The black line
shows the total cross-section, the blue line shows the cross-section from Compton scattering, the
green line show the cross-section from the photoelectric effect, the red solid line shows cross-section
from nuclear pair production, and the red dashed line shows cross-section from electron shell pair
production. Nuclear pair production dominates other processes above energies of 10 MeV [93].
The total cross-section and contributions from different physical processes of
photons in carbon can be seen in Figure 5.1. At lower energies–typically below ∼10
MeV–the photoelectric effect, Rayleigh scattering and Compton scattering domi-
nate. Above ∼10 MeV, pair production begins to dominate [34].
When a high energy photon undergoes pair-production, an electron-positron
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(Eγ − 2mec2) (5.1)
The daughter electron and positron then lose energy via bremsstrahlung creating




















It should be noted that because of the inverse mass squared of Equation 5.2 that
lower mass particles, such as electrons and positrons, proportionally lose much more
energy via bremsstrahlung than heavier particles such as protons and nuclei.
If these daughter photons have more than 10 MeV energy then they will un-
dergo pair production, therefore creating more electron-positron pairs. This process
continues until electrons drop below the critical energy to undergo bremsstrahlung
or the daughter photons’ interaction is no longer dominated by pair production.
The critical energy is defined as when energy loss for electrons and positrons by
bremsstrahlung and ionization are equal and is dependent on the material being
traversed. Figure 5.2 shows the crossover point, the critical energy, for ionization
and bremsstrahlung for an electron in CsI. The critical energy for CsI is measured
to be 11.17 MeV. This is the basic process of an electromagnetic shower. A toy
model is shown in Figure 5.3. It should be noted this toy model works well for
the beginning of the shower to the maximum, but breaks down after the maximum
number of particles created known as the shower maximum. If the incident particle
is an electron or positron, it will undergo the same process, omitting the first step.
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Figure 5.2: The fractional energy lost per X0 of electrons and positrons in cesium iodide. Ionization
(blue) dominates below 11 MeV while bremsstrahlung (red) dominates above 11 MeV. The Critical
energy EC is defined when energy loss due to ionization is equal to that of bremsstrahlung. For
cesium iodide, EC is measured to be 11.17 MeV. [94]
Electromagnetic showers are easily parameterized since a entirety of the in-
cident particle’s energy is converted into the shower. Therefore there is almost no
missing energy and low stochasticity. The characteristic length traveled by electrons
and positrons is defined as the radiation length (X0). X0 is dependent on the ma-
terial and can be estimated by Equation 5.3 where Z and A are the atomic number
of weight of the material [34].
X0(g/cm
2) ≈ 716 g/cm
2 A
























Figure 5.3: Toy visualization of an electromagnetic shower demonstrating pair production, e± →
γγ, and bremsstrahlung, e± + γ → e± + γ.
For instance the CAL, composed of CsI(Tl) crystals, has a X0 of 1.85 cm (§ 3.1.2).
Continuing the toy model gives more insight into properties of electromagnetic show-
ers. Since electromagnetic showers are an exponential process, the energy after
crossing a length x of material can be estimated as:
E(x) = E0 e
−x/X0 (5.4)
where E0 is the incident energy of the particle. The electron loses half of its energy
after X0 ln(2) amount of material is traversed and particle creation ceases when
E < Ec. Therefore, the depth at which the maximum number of particles is created
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is:






where Cj = -0.5 of electron induced shower and Cj = 0.5 for γ induced showers.
A more accurate form of the energy as a function of depth can be parameterized







Where t = x/X0 and Γ is the Gamma Function. The maximum of the shower is
found to be tmax = (a− 1)/b and combining with Equation 5.5 results in Equation
5.7 [34,95].
tmax = (a− 1)/b = ln(E0/Ec) + Cj (5.7)
This demonstrates the logarithmic energy dependence on the length of the shower
and higher energy showers require more material. The longitudinal profile for elec-
trons and γ-rays for several different energies can be seen in Figures 5.4 and 5.5. For
instance, the CAL is 8.6 X0 at normal incidence (§ 3.1.2), therefore there is enough
material to capture the beginning and the maximum of an electromagnetic shower
to TeV energies.
The transverse shower size is dominated by multiple coulomb scatterings of
the electrons and positrons as they travel away from the primary axis of the shower.















where r is the distance from the shower axis normalized to RM , the Moliere radius,
which is also the characterized length scale of the transverse shower. RC and RT are
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Figure 5.4: Longitudinal profile for 50 GeV(red), 100 GeV(blue), 500 GeV(green), and 1
TeV(magenta) electrons. The b parameters in Equation 5.6 are assumed to be b = 0.5, and











Figure 5.5: Longitudinal profile for 50 GeV(red), 100 GeV(blue), 500 GeV(green), and 1
TeV(magenta) γ-rays. The b parameters are equation 5.6 is assumed to be b = 0.5, and EC
= 1 MeV purely for illustrative purposes.
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length scales to determine the core and tail of the transverse shower and p is a weight
term. A Moliere radius can be estimated as RM ≈ X0Es/Ec where Es ≈MeV and
EC is the critical energy [34]. A characteristic of the transverse profile is that as
the shower evolves beyond the longitudinal maximum, the transverse size increases.
90% of the shower is contained within a single Moliere radius.
In summary, electromagnetic showers are characterized by their near complete
conversion of incident particle energy into the shower, low stochasticity, simple pa-
rameterization by a few free parameters, short longitudinal and narrow transverse
profile. This allows us the lay the groundwork for understanding how the LAT
measures the energy of incoming γ-rays and any direct cosmic-ray measurements.
5.2 LAT Energy Measurement
After the reconstruction of measured quantities in each subsystem described
in § 3.2, one has to interpret the data in order to reconstruct the physical properties
of the original γ-ray. Since the CAL has a limited size, 8.6 X0 deep at normal
incidence and ∼17.2 X0 deep at 60◦ off axis, the entire shower will not be contained–
especially at energies above a few GeV and increasingly so as energy increases.
Additionally, the box geometry of the LAT and CAL modules creates gaps and
causes leakage if the shower passes by the edge of the CAL. One can find a simple
estimate of this effect in Figure 5.5. Therefore, one cannot sum up the total energy
deposited in the CAL and expect that sum to accurately reflect the true energy
of the incident γ-ray. Additionally, because the LAT covers wide angular phase
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space, the energy reconstructed depends on both energy deposition in the CAL and
the incident direction, measured either by the TKR or CAL, in order to properly
account for gaps and geometric effects within the LAT.
There are two methods that estimate the incident energy of γ-rays, the para-
metric method described in § 5.2.1 and a longitudinal profile fit method described
in § 5.2.2. These methods are performed independently and later the best energy is
chosen to produce an event by event energy estimate of the incident γ-ray.
5.2.1 Parametric Method
The parametric method is used to estimate the energy of the incident γ-ray
below energies of a few GeV of the LAT. At energies below 1 GeV, the photon
interacts with enough material in the TKR such that the shower begins well before
the interaction with the CAL. In many cases, the CAL catches the tail end of the
shower, making an energy measurement difficult since the energy deposited in the
CAL is only a fraction of the total shower and misses the maximum of the shower
which is crucial to fit the shower profile since information in the shower tail is
indistinguishable from low energy or high energy showers. The parametric method
takes in several key types of information and returns an energy estimate. These
key types of information include leakage corrections, position corrections, and total
energy recorded in the TKR and CAL. A longitudinal profile fit is then performed
using Equation 5.6 once the maximum of the shower is located either in the TKR or
CAL. This works–despite the shower not being completely contained in the CAL–
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because as described in § 3.1.3 the TKR is basically a thin sampling calorimeter.
The result is then tuned using the GEANT4 low energy Monte-Carlo γ-rays [92].
While this method works to a certain degree at lower energies, at higher ener-
gies another method is implemented when the shower has much more containment
in the CAL.
5.2.2 Profile Fit Method
The profile fit method is used to estimate the energy of the incident γ-ray
above a few GeV and therefore is critical to the understanding of the proton spectral
measurement which begins at 50 GeV. Electromagnetic showers in this energy range
tend to be well developed and energy deposition in individual crystals allows for
detailed modeling of shower development in both the longitudinal and transverse
direction from the shower axis. Complications to this method arise due to gaps
between the towers and layers of the calorimeter and saturation of individual CAL
crystals. If a shower falls heavily in the gap between towers or layers, there is
significantly less information available to measure the profile of the electromagnetic
shower, therefore a detailed understanding of the location of the gaps is required.
Crystal saturation occurs when more than 70 GeV is deposited in a crystal. This
typically occurs in the core of the electromagnetic shower because, as was discussed
in § 5.1, electromagnetic showers tend to be narrow. Because the CAL crystal no
longer accurately reflects the energy deposition, the core of the shower and therefore
the amplitude of the longitudinal profile will underestimate the incident energy
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of the γ-ray. To solve this, modeling of the transverse shower allows for a more
accurate estimated amplitude of the longitudinal profile at that point in the shower
development.
Using Equation 5.6 as the model for longitudinal development of electromag-
netic showers, one can decompose the a and b parameters via principle component
analysis into two new variables which are uncorrelated:
S0 = ln a cosψ + b sinψ (5.9)
S1 = − ln a sinψ + b cosψ (5.10)
This is done due to the fact that a and b are heavily correlated and a is approx-
imately a log normal distribution [92]. a and b distributions are determined with
GEANT4 Monte-Carlo simulations of CsI(Tl) and psi is determined to be 0.5 using
the same simulations. This produces S0 and S1 which are uncorrelated and both
normal distributions. To normalize S0 and S1 to be used in Equation 5.12, subtract





Using Equation 5.8 as the model for transverse development of electromagnetic
showers, one measures RC and RT for CsI(Tl) using GEANT4 Monte-Carlo simu-
lations and stored in a look-up table for LAT energies.
Using the models of shower development described above, the predicted energy
in each layer ep,i is calculated to find S0 and S1 which are transformed back to a
and b and then integrated across the entire longitudinal profile to find the incident
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Figure 5.6: The Profile Fit method at one step in calculating predicted deposited energy in the
CAL. Shown is the XZ projection where the red lines represent the extent of the shower in longi-
tudinal and radial directions the black arrow represents the longitudinal axis of the shower. [92]
γ-ray energy. A direction is required to estimate ep,i; an energy is calculated for
both TKR direction § 3.2.3 and CAL direction § 3.2.2. More specifically, once an
axis has been established it is divided into X0/10 steps, along each step the depth is
calculated in terms of X0 and disk of radius 3 RM is defined perpendicular the axis.
An example of this disk and shower can be seen in Figure 5.6. The energy deposited
in each layer from this disk is calculated according to Equations 5.6 and 5.8. This
process continues until no more active CAL material is within this computed disk.
Then finally, deposited energy is summed up for each layer and ep,i is computed.
The difference between the predicted energies in each layer and measured energies in
each layer, em,i is minimized. Additionally, saturated crystals have been be treated
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separately and removed from em,i. The χ
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where δe(E) is the error of the longitudinal profile fit estimated from GEANT4
Monte-Carlo simulations [92].






The profile method is the backbone for estimating the energy of γ-rays above
a few GeV. The handling of off-axis events, saturated crystals, inactive material
in the CAL, and energy leakage provides an accurate estimation energy for γ-ray
events.
5.2.3 Combining Energy Estimates
From the two methods described in § 5.2.1 and § 5.2.2 the best energy estimator
is chosen to produce a single energy which compasses the entire energy range of the
LAT for γ-rays. The sum of deposited energy from all crystals in the CAL, called
CalEnergyRaw, at 1 GeV, the layer which the γ-ray converted into an electron-
positron pair, and the event incidence angle are used to determine the crossover
energy between the parameterized energy and profile fit energy on an event by
event basis. Below the crossover energy the parameterized energy is used and above
the crossover energy the profile fit energy is used.
The resultant energy resolution is shown in Figure 5.7. The profile fit method
provides a good energy resolution of σE/E < 10% from 1 GeV to 1 TeV. Above 1
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Figure 5.7: The Pass 8 68% confidence energy resolution for γ-rays in the LAT. The energy
resolution is determined using dedicated γ-ray simulations using GEANT4 [97].
TeV the energy resolution begins to climb due to effects of greater shower leakage,
CAL crystal saturation, and deterioration of direction reconstruction.
5.2.4 Absolute Energy Scale
We need to determine the absolute energy scale that should be applied to the
reconstructed energy in order to ensure the accuracy of the reconstructed energy.
The typical way to estimate the absolute energy scale is through beam-line studies.
Using mono-energetic electrons at different energies and incident angle, the abso-
lute energy scale is merely the difference between the mean of the reconstructed
energy and the beam energy. The absolute energy scale involves both response of
CAL crystals and accuracy of energy reconstruction. The absolute energy scale and





















Figure 5.8: Illustration of electrons and positrons traced through Earth’s magnetic field. The
different energy electrons and positrons show the different interactions with Earth’s magnetosphere,
wherein the vertical geomagnetic rigidity cutoff is the trajectory for which electrons and positrons
are determined to be primary or secondary. [98].
calibration unit (CU), described in § 6.8.2, but was not a representation of the whole
LAT and it is therefore desirable to measure it in-flight. Additionally, it is important
to understand the LAT’s response for spectral studies of various γ-ray sources.
One can use the geomagnetic rigidity cutoff as a well known spectral cutoff with
low energy electrons to estimate the absolute energy scale. One issue with using the
geomagnetic rigidity cutoff are secondary electrons and positrons from cosmic-ray
interactions with the Earth Limb. To estimate the fraction of the primary elec-
trons and positrons to secondary electrons and positrons, tracer code implemented
with models of the Earth’s geomagnetic environment is needed to determine the al-
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lowed and forbidden regions for primary electrons and positrons [98] [99, 100]. The
tracer code is run in reverse, given a particle of certain energy and trajectory, it
is determined whether the particle could have originated from inside or outside the
magnetosphere. Figure 5.8 shows the how the tracer code uses Earth’s magnetic field
to determine the minimum energy required for an electron or positron to originate
as a primary cosmic-ray or from interactions in the Earth’s limb. Once the fraction
of primary electrons and positrons is found, flight data using the DIAGNOSTIC filter,
an unbiased sample of events described in § 3.1.4, and a counts spectrum is mea-
sured in bins of McIlwain L. McIlwain L is a measure of the geomagnetic field lines
which cross the geomagnetic equator at an altitude measured in Earth radii. The
spectrum is then fit using Equation 5.14 and the energy cutoff, EC , is found for the







The fit to the counts spectrum and measurement of EC for a single bin of
McIlwain L is shown in Figure 5.9. Once EC has been measured by the LAT, it
is then compared to the measurements given by the IGRF [100]. The mean offset
across McIlwain L gives the absolute energy scale. For Pass 8, when using cosmic-
ray electrons and positrons, this absolute energy scale has been at -3.7% [101].
The absolute energy scale should be applied to any energy measurement made by
the LAT, including the cosmic-ray proton spectral measurement, as it is merely a
measure of the offset of the reconstructed energy to the true energy.





EC = 13.27 ± 0.10 GeV

























Figure 5.9: The geomagnetic cutoff for a single bin of McIlwain L of 1.0 < L < 1.14 for electrons
and positrons comparing flight data and tracer data [98].
trons, hadrons have a different response in the LAT due to fundamental differences
in particle and shower physics.
5.3 Hadronic Showers
Hadronic showers are far more complicated than electromagnetic showers. Sev-
eral different physical processes govern hadronic showers including: ionization, elas-
tic hadronic scattering, inelastic hadronic scattering, nuclear de-excitation, produc-
tion of unstable particles such as pions, and intrinsic energy loss from low cross-
section particles like neutrons and neutrinos. Elastic and inelastic hadronic scat-
111
tering are strong interactions which are difficult to calculate especially at energies
above 100 GeV. Inelastic scatter dominates the proton-proton cross-section above
a few GeV as seen in Figure 5.10. Finally, hadronic showers are more stochastic
than electromagnetic showers because of the different interaction channels listed
above. Despite these complications, toy models of hadronic showers can help in
understanding these complex systems.
When an hadron first interacts with a material, it will undergo ionization
energy loss as described in § 4.1 and Equation 4.5. Bremsstrahlung is not a major
source of energy for protons since they are 1837 more massive than electrons and
bremsstrahlung inversely depends on mass as seen in 5.2. The hadron will continue
on its original trajectory, losing energy via ionization until the hadron interacts with
a nuclei in the detector. If the hadronic scatters inelastically, a shower of daughter
particles are produced through nuclear processes such as excitation, evaporations,
and spallation. Figure 5.12 shows a toy example of an hadronic shower. Particles
created through the primary interaction include charged and neutral pions, protons,
neutrons, and also spallation nuclei from the original nucleus. Neutral pions decay
with a lifetime of 8.4 × 10−17 seconds into two γ-rays each carrying half of the
energy of the original neutral pion. These γ-rays then undergo the same processes as
with electromagnetic showers creating an electromagnetic shower component of the
larger hadronic shower. This creates a ’one way street’ where energy is transferred
from hadronic processes into electromagnetic processes through π0 production and
decay. On average, about 1/3 of the incident proton energy is converted into the
electromagnetic component. Charged pions decay with a lifetime of 2.6 × 10−8
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Figure 5.10: Total and elastic scattering cross-section for proton-proton interactions. This shows
that inelastic scattering dominates above a momentum of 1 GeV. [34]
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Figure 5.11: Total and elastic scattering cross-section for π±-proton interactions. This shows that

































Figure 5.12: Toy visualization of an hadronic shower demonstrating the two components. The
electromagnetic component with the same physics as described in § 5.1 and the non-EM component
from π±s, µs, protons, neutrons and nucleons.
seconds into muon and neutrino pairs. Muons will loose energy mostly via ionization
due to their larger mass and neutrinos cross-section is so low they will likely not
interact at all. Muons create a ‘visible’ channel through ionization energy losses
but ionization is mostly energy independent and therefore is difficult to correlate
back the original energy of the incident hadron. On average, about 1/3 of the
incident proton energy is lost due to ionization of daughter particles such as muons
and protons. Neutrinos creates an ‘invisible’ channel where particles carry their
fraction of energy away from the shower and is almost impossible to measure. Only
about 1% energy of the hadronic shower is transfered to neutrinos. The final 1/3 of
114
incident proton energy is converted into invisible non-EM energy through binding
energy and nuclear breakup. Daughter protons and neutrons will start the process
over further propagating the hadronic shower till their energy falls below 1 GeV and
their interactions are no longer dominated by inelastic scattering.
The distribution of the types of particles created in an hadronic shower can be
seen in Figure 5.13 for simulated 100 GeV protons interacting the with the LAT. This
gives us a view into deeper shower physics of hadronic showers in the LAT. We see a
distribution of protons, neutrons, γ-rays, e±s, π±s, and π0s as was discussed in the
toy model. The majority of protons and neutrons created have low kinetic energies
of only a few GeV and therefore are unlikely to interact via inelastic scattering. The
majority γ-rays are too low energy to pair produce but γ-ray with energy above
around 10 MeV will pair-produce to contribute to the electromagnetic fraction of the
hadronic shower. Electron and positron interaction is dominated by ionization and
the photoelectric effect below 10 MeV. Electrons and positrons with energy above 10
MeV will interact via bremsstrahlung and contribute to the electromagnetic fraction
of the hadronic shower. Higher energy π±s will be dominated by inelastic scattering
and potentially further the shower as seen in Figure 5.11.
These processes describe a multicomponent particle shower with an electro-
magnetic and hadronic fraction. The electromagnetic (EM) fraction, composed of
γ-rays decayed from π0s, will create a core of the shower in the transverse shower
axis and dominates the early longitudinal component of the shower. The hadronic
fraction composed of π±s will create a halo in the transverse shower axis and will
dominate the later longitudinal component of the shower. The final component is
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Figure 5.13: The kinetic energy and particle distribution of daughters produced with a simulated
100 GeV proton showering in the LAT, using 103 events and normalizing by event count. The full
shower tree is simulated using GEANT4 with a minimum cut off kinetic energy of 0.5 MeV.
comprised of ‘invisible’ energy due to neutrinos, which do not interact with active
detector material, and other low cross-section particles.
The fraction of the EM, hadronic, and invisible energies are highly depen-
dent on the calorimeter’s material, design, and size. The length scale that governs
hadronic interactions, the nuclear interaction length λi, is longer than the X0 for




≈ 35A1/3 (g/cm2) (5.15)
where λi is determined by Equation 5.15. NA is Avogadro’s Number, ρ is the density
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Material X0 (cm) X0 (g/cm
2) λi (cm) λi (g/cm
2)
CsI(Tl) 1.860 8.39 38.04 171.5
Copper 1.436 12.86 15.32 137.3
Iron 1.757 13.84 16.77 132.1
Table 5.1: Radiation lengths (X0) and nuclear interaction lengths (λi) for different materials.
of the material, and σinel is the inelastic cross-section for the material. Hadronic
showers are typically much longer than electromagnetic showers of equivalent energy.
Therefore it is necessary to have much more material and depth to capture an entire
hadronic shower.
In a similar fashion to § 5.1, one can parameterize the average longitudinal






















The first term refers to the EM component and the second term refers to the non-EM
component. The w is a weighting factor between the EM and non-EM component;
a, b, and d are free parameters depending on the shower and calorimeter with the












Γ[a](w da X0 + (1− w) ba λi)
. (5.18)
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Figure 5.14: Average longitudinal profiles for hadronic showers in CsI. Red lines are 100 GeV
protons and blue lines are 1 TeV protons. The dashed lines are the EM component and the dotted
lines are the non-EM component. [103]
Figure 5.14 shows the average longitudinal development of hadronic showers in
a CsI calorimeter. The EM component dominates the early portion of the shower and
increases with energy. In late shower, the non-EM component begins to dominate
after a few nuclear interaction lengths. It should be noted that Equation 5.18
describes the average longitudinal shower profile large variations in energy deposition
and traverse size can occur from event to event.
Due to the myriad of particle production channels in a proton inelastic scat-
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Figure 5.15: The EM fraction of a 200 GeV proton induced shower showing the natural stochasticity
of hadronic showers. These events are taken from GEANT4 simulations described in § 3.3.
tering event, the number of π0 and π±s will vary greatly from event to event which
creates a large stochasticity from hadronic shower to hadronic shower. Therefore,
the EM and hadronic fractions also vary greatly between different hadronic showers–
even at the same energy. The effect can be seen in Figure 5.15 where the EM fraction
of 200 GeV protons on the LAT’s CAL vary from 0.7 to 1.0. This stochasticity sug-




































Figure 5.16: The average transverse profiles for hadronic showers in CsI. Red lines are 100 GeV
protons and blue lines are 1 TeV protons. The dashed lines are the EM component, the dotted
lines are the non-EM component, and the solid lines are the sum of the two components. Each
component has been scaled by Energy E0. [104]
Additionally, the average transverse development of hadronic showers can be
parameterized. In a similar vein to the average longitudinal development, the trans-
verse development is characterized by a two component mode of an EM core and
an hadronic halo [104].
Using values from D. Acosta [104], Figure 5.16 shows the two components
and how the EM component dominates near the shower axis while the non-EM
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component produces an extension beyond 0.5λi. 95% of the transverse shower is
contained within 1 λi. Hadronic showers are much wider than an electromagnetic
shower whose width is determined by the Moliere radius as shown in Equation 5.8.
This is useful for particle identification as shown previously in Chapter 4, but can
lead to leakage of the non-EM component if the calorimeter is not wide enough.
In summary, hadronic showers are far more complicated than electromag-
netic showers. Hadronic showers involve processes of electromagnetic showers and
strong/nuclear processes producing a different spectrum of daughter particles in-
cluding electrons, positrons, γ-rays, π0s, π±s, protons, neutrons, and other mesons
and baryons. Generally, they have an EM core with an hadronic component which
extends in both the longitudinal and transverse directions. The EM core is gen-
erated from π0s for which the main decay channel is two γ-rays. This creates a
‘one way street’ that removes energy from the shower. The fraction of energy de-
posited from the EM component increases with energy and is highly dependent on
the design, material, and size of the calorimeter. Hadronic showers are longer and
wider than electromagnetic showers with increased stochasticity from event to event
due to fluctuations in particle production from strong processes. These differences
necessitate that hadronic calorimeters are much larger than electromagnetic show-
ers to capture the entire shower development, especially the hadronic tails. With
this knowledge we can develop a strategy to estimate the response of the CAL to
proton-induced showers to make an accurate energy estimate for hadronic showers
in order to measure the proton spectrum.
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5.4 Measuring the Energy of Hadronic Showers in the LAT
Figure 5.17: An hadronic shower in the LAT induced by a single 100 GeV proton from GEANT4
simulations [75]. Each black dot represents a daughter particle’s starting position; the yellow and
red contours show the energy density of the shower; the blue line is the incident direction of the
proton; and the gray outline show the detector locations of the LAT’s TKR and CAL; and finally
the red star represents the beginning of the hadronic shower. The full shower tree is simulated
using GEANT4 with a minimum cut off kinetic energy of 0.5 MeV.
We can start thinking about how the LAT measures the energy of hadronic
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showers by looking at the topology of an hadronic shower in the LAT. Figure 5.17
shows all of the daughter particles created from a 100 GeV proton showering in
the LAT taken from the GEANT4 simulations described in § 3.3. Many of the
expected behaviors described in § 5.3 are present including many particles created
at the first point of inelastic scattering, a halo of low energy particles away from
the shower core, and a dense core of mostly electrons and γ-rays along the shower
axis containing most of the shower energy. The distribution of daughter particles is
in line with Figure 5.13, dominated by low energy γ-rays and electrons but with a
substantial fraction of heavier mesons and baryons. How this translates to deposited
energy is very dependent on the calorimeter. In the case of the CAL, the particle
distribution for daughters that deposit energy in the CAL’s crystals is demonstrated
in Figure 5.18. This is very different distribution than what is seen in Figure 5.13.
Protons deposit a large amount of energy, but since the number count of protons in
the particle distribution is low, the total fraction of deposited energy is low. Despite
a larger fraction of neutrons compared to protons, they deposit very little energy
in the CAL. Conversely, electrons deposit the majority of energy for these showers.
This indicates that the majority of deposited energy is attributed to the EM fraction
of the hadronic shower described in § 5.3. The strategy for measuring the energy of
the incident proton is highly dependent on the calorimeter that is used to measure
the hadronic shower.
As was established in § 3.1.2, the CAL is only ∼ 0.5λi at normal incidence and
at horizontal incidence is closer to ∼ 3λi–well under a typical hadronic calorimeter
depth of 20λi. Additionally, because the CAL is a homogeneous electromagnetic
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Figure 5.18: The particle distribution of particles which deposit energy in the CAL for 100 GeV
proton induced hadronic showers, using 103 events and normalizing by event count. The full shower
tree is simulated using GEANT4 with a minimum cutoff kinetic energy of 0.5 MeV.
calorimeter designed to accurately measure the energy of γ-rays, there is little hope
of either capturing the entire development of an hadronic shower or being able to ac-
curately measure the energy deposited by the non-EM component. Figure 5.15 and
5.19 shows the energy deposited in the CAL that comes from the EM component
of the proton induced hadronic showers across several energies. Over 90% of the
energy is from this EM component and the fraction increases as energy increases.
This is due to two reasons: CsI(Tl) has a poor response to protons/neutrons which
are typically used to measure the non-EM fraction and, as stated previously, the
CAL under the best circumstances is too shallow to induce further hadronic cas-
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Figure 5.19: The EM fraction of the energy deposited from a proton-induced shower in the LAT
versus proton incident energy from GEANT4 simulations.
cades. This is in agreement with § 5.3 where we learned that the EM fraction of
hadronic showers increases as incident particle energy increases.
Additionally, shower leakage becomes problematic as incident proton energy
increases. Because of the LAT’s geometry, shower containment of not only the
non-EM component but the important EM fraction decreases as energy increases,
putting a fundamental limit on the highest energy measurable by the CAL. Shower
leakage corrections can be estimated using profile fitting of Equation 5.16 and a
version of the method described in § 5.2.2, although these methods are limited the
maximum of the EM component is not contained within the CAL.
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Despite all of these limitations, an energy measurements can still be made by
the CAL. As was stated in § 5.3, an average 1/3 of the incident proton energy is
converted into the EM fraction of the hadronic shower. Since the CAL is predomi-
nantly measuring the EM fraction of the hadronic shower, the energy measurement
is limited by the natural stochasticity of π0 production during proton inelastic scat-
tering. While Figure 5.7 shows an energy resolution ∼ 10-15%, for the reason stated
above, that the proton energy resolution is larger than that of electrons or γ-rays
of the same energy. To counteract this effect, we actively select a class of proton
events which begin showering early in the LAT, either in the bottom of the TKR or
the top of the CAL and with a large energy deposit in the CAL. These two cuts on
the data are: CalEnergyRaw > 20000 and TkrTree1ThickRLnNodes < 10 respec-
tively called CUT_MINIMAL_RAW_ENERGY and QUAL_CUT_THICKNODES. CalEnergyRaw
refers to the raw energy deposited in the CAL reconstructed on a crystal level as
explained in § 3.2.2. We want this amount to be greater than 20 GeV which ensures
the proton has inelastically scattered is above the HI_PASS filter threshold described
in Chapter 3. Tkr1Tree1ThickRLnNodes refers to the number of nodes found by
the tree based track finder algorithm per X0 in the bottom and thicker layers of
the tungsten foil in the TKR, which is analogous to the number of electrons and
positrons or hits in the TKR in the bottom half. QUAL_CUT_THICKNODES has two
tasks, minimizing ‘back-splash’ of electrons and positrons back into the TKR and
away from the CAL, reducing energy leakage and selecting on protons that do not
begin showering too high in the TKR, thereby reducing the measurement of the EM





























Figure 5.20: CalEnergyRaw versus McEnergy for protons from GEANT4 Monte-Carlo simulations.
The simulations are run from 4 GeV to 20 TeV and cover a 4π sr solid angle. The red dashed line
represents when CalEnergyRaw = McEnergy.
It is not enough to just use CalEnergyRaw as the energy measurement, we
need to correct for geometry effects, inactive material, and energy leakage out of the
CAL. Figure 5.20 shows how CalEnergyRaw traces the incident proton energy from
GEANT4 simulations. We see a wide distribution of CalEnergyRaw with a mean of
roughly 1/3 the incident proton energy. There is an obvious non-linearity at high
energies where geometry effects due to gaps between CAL modules and leakage is
an important issue.
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Once we have an hadronic shower with a large EM fraction that begins close
to the top of the CAL, we use the established profile fitter for γ-rays and electrons,
described in § 5.2.2, to estimate the energy of the EM fraction. The energy estimator
used is called CalNewCfpCalEnergy which uses the CAL direction, determined from
a 3D moment analysis of the shower, as the measured shower axis. The reason for
using the CAL direction instead of the TKR direction is because above an incident
energy of 1 TeV, ‘back-splash’ of low energy electrons from the CAL into the TKR
becomes an irreducible problem, thereby degrading the direction reconstruction from
the TKR. Using the CAL direction solves this issue and ensures the quality of the
energy reconstruction above 1 TeV. The profile fitter counteracts issues of shower
leakage out of the CAL and shower propagation through non-detector material in
the CAL and is essentially using Equation 5.16 with a w ≈ 1. This gives a better
estimate for the EM component of the hadronic shower. We apply cuts to the data
based on the quality of the energy reconstruction, specifically to variables defined in
Equation 5.10. When fitting the profile, S0 and S1 are given an acceptable range from
-5 to 5. Events with S0 and S1 at ±5.0 have poor energy reconstruction. We remove
these events with (CalNewCfpPar0 < 4.999 && CalNewCfpPar1 > -4.999) called
CUT_SATURATED_PARAMS and (CalNewCfpCalPar0 < 4.999 && CalNewCfpCalPar1
> -4.999) called CUT_SATURATED_CAL_PARAMS.
We developed two additional data cuts to deal with the pernicious effect of
leakage of the hadronic shower out of the CAL. The first cut requires the pro-
ton event must have a long path length through active material in the CAL of
at least 20 cm using the cut Tkr1LengthInCal > 200.0 called QUAL_CUT_Len200.
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Figure 5.21: CalNewCfpCalEnergy versus McEnergy for protons from GEANT4 Monte-Carlo sim-
ulations. The simulations are run from 4 GeV to 20 TeV and cover a 4π sr angular distribution.
The red dashed line represents when CalNewCfpCalEnergy = McEnergy.
best track determined from the TKR reconstitution algorithms, subtracting the
amount the track that passes through gaps and non-detector material in the CAL.
This cut translates to a minimum path length of 0.5 λi and has the effect of remov-
ing normal incidence events limiting the angular distribution to 0.9 > cos(θ) > 0.3,
where the minimum is determined by the maximum incidence angle where the TKR
can determine a direction. We are also ensuring better shower development and
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reducing leakage of the hadronic shower out of the CAL. The final cut we use is
CalLeakCorr > 0.25 called QUAL_CUT_LEAKCORR25 where CalLeakCorr is an at-
tempt to characterize the fraction of the shower that leaks out of the CAL but using
the profile fitter. We require that proton events have less than 25% leakage in the
CAL. CalLeakCorr is only an estimate and tends to underestimate the fraction of
shower leakage for hadronic showers because of the difference in physics between
electromagnetic showers. It also accounts for shower the fraction of shower that
falls in the gaps between CAL modules.
We can see the results of these cuts and the profile fitter in Figure 5.21, which
shows the comparison between McEnergy and CalNewCfpCalEnergy. When com-
pared to Figure 5.20, we see a more linear response. Additionally, leakage effects
at energies above 1 TeV have been reduced. We can cover the large range of en-
ergies from ∼ 50 GeV to ∼ 5 TeV. Eventually, above ∼ 5 TeV the compensation
for leakage begins to break down as there is not enough information on the shower
contained in the CAL to effectively use the profile fitter. This systematic limitation,
in contrast to statistical limitations, sets the maximum energy we can measure. Us-
ing CalNewCfpCalEnergy over CalEnergyRaw is a clear improvement, but we still
have to deal with a large energy resolution due to the stochastic nature of hadronic
showers and the fact that we are only measuring the EM fraction of the total shower.
Figure 5.21 is essentially the response matrix that will be used to unfold the true
particle spectrum in Chapter 6.
Estimating the energy resolution for protons in the LAT is a bit different than
the usual method implemented by similar detectors. CalNewCfpCapEnergy will not
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259.4 GeV < ETrue < 277.3, 0.3 < cos(θ) < 0.9
Figure 5.22: The distribution of CalNewCfpCalEnergy/McEnergy for a single bin in McEnergy.
The red and blues lines represent 68% and 95% confidence interval respectively. This distribution
is used to estimate the energy resolution of the LAT for protons, and is generated using GEANT4
Monte-Carlo simulations.
reconstruct the total incident energy of the cosmic ray proton and significant bias is
introduced. This bias can be seen in Figure 5.22 where the peak of the energy disper-
sion distribution is located at ∼ 0.4; typically this peak should be located near 1.0 in
other detectors. Additionally, the energy dispersion distribution is asymmetric with
a long tail towards high energy reconstruction. To estimate the energy resolution,
one finds the energy dispersion distribution for each bin in McEnergy and calculates
the cumulative distribution function (CDF). With the CDF, we find the mode and




















Figure 5.23: The LAT 68% (red) and 95% (blue) proton energy resolution, using all of the energy
measurement cuts and using CalNewCfpCalEnergy as the energy estimator from GEANT4 Monte-
Carlo simulations.
the mode–thereby re-centering the confidence interval around 1.0. These re-centered
68% and 95% confidence intervals is the estimated energy resolution for protons in
the LAT seen in Figure 5.23. It should be noted that the energy range in Figure
5.23 is determined by the energy range of the proton simulations described in § 3.3
and does not represent the final energy range of this analysis. The 68% confidence
interval is around 20% for a large range of incident proton energies and increases
sharply above a few TeV to 70%. For the 95% confidence interval, the asymmetry
in the Figure 5.22 becomes apparent with energy resolution of around 40% from
40 GeV to 2 TeV and then again rising sharply to 100% energy resolution at 10
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TeV. Therefore, the largest energy of incident cosmic-ray protons that the LAT can
confidently measure is 10 TeV. Above 10 TeV, there is not enough information on
the hadronic shower contained within the LAT’s CAL and natural stochasticity of
hadronic showers does not allow for the estimate of the incident proton’s energy.
As stated in § 3.1.4 the HI_PASS limits the minimum energy is around 50 GeV.
Together this sets the energy range of this cosmic-ray proton analysis from 50 GeV
to 10 TeV. Additionally, the estimated energy resolution shown in Figure 5.23 is
important because it is used to determine true energy binning when unfolding the
true spectrum in Chapter 6.
In summary, despite significant challenges of using the CAL, an electromag-
netic homogeneous calorimeter not designed for such a purpose, we can still estimate
the energy of cosmic-ray protons. Using the Pass 8 profile fitting method described
in § 5.2.2, we estimate the EM fraction of the proton induced hadronic shower cor-
rection for effects from energy leakage and shower development through inactive
material. We developed a set of cuts on the data which further reduces events with
large shower leakage, poor energy reconstruction, and the start of shower too high
in the TKR. With all of these efforts we estimate the cosmic-ray protons’ incident
energy from 50 GeV to 10 TeV with a 68% confidence energy resolution ranging
from 20% to 40%. Using this energy measurement of cosmic-ray protons we can
begin to develop the spectral analysis and measure the cosmic-ray proton spectrum.
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Chapter 6: Spectral Analysis
The goal of the spectral analysis is to produce a differential energy spectrum
from flight data across the LAT energy range and to estimate largest systematic un-
certainties associated with this analysis. The first step in our spectral analysis is to
establish our event selection using the cuts developed in Chapter 4 and Chapter 5
to produce a data set of well reconstructed cosmic-ray protons with low residual
contamination and large EM fraction of the resultant hadronic shower from both
GEANT4 Monte-Carlo simulations and flight data. Using GEANT4 Monte-Carlo
simulations described in § 3.3 we produce instrument response functions (IRFs) such
as the acceptance, contamination, and response matrix. The next step is to extract
the differential energy spectrum via unfolding the true counts spectrum from the
flight data using the response matrix and then using the acceptance and contam-
ination to correct for instrumental effects. Because of the limitations of the LAT
when measuring hadronic showers and the fact that our IRFs are estimated using
simulations, we need to understand the associated systematic uncertainties with re-
gards to the acceptance, energy estimation, and GEANT4 Monte-Carlo simulations.
These systematic uncertainties are then integrated into the measured spectrum with
the statistical uncertainties for the final results of the LAT cosmic-ray proton spec-
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tral measurement. We then fit the measured spectrum including both statistical
and systematic uncertainties using a broken power-law and pose three astrophysical
interpretations for the spectral fit.
6.1 Event Selection
Using the knowledge developed in Chapter 4 and Chapter 5 we develop an
event selection to build data sets from GEANT4 Monte-Carlo simulations and flight
data to use in our spectral reconstruction. These data sets will contain protons
with a well reconstructed direction from both the TKR and CAL, low residual con-
tamination from other cosmic-ray populations, and an accurate energy estimation
with a large EM fraction of the hadronic shower. The majority of events passing
the HI_PASS filter are cosmic rays and, combined with the large flux for cosmic-ray
protons over 7 years of flight, produce a large data set with very low statistical
uncertainties across the entire LAT energy range. Figure 6.1 shows the number
of integrated counts over the LAT energy for cosmic-ray protons. The proton flux
used is fit from AMS-02 using a broken power-law model extended to 10 TeV. The
counts are calculated using 7 years of elapsed time with an average 75% live-time
fraction and acceptance values ranging from 2.0 m2 sr to 0.1 m2 sr. The acceptance
is a measure of the instrument’s efficiency in detecting particles over an area (m2)
and solid angle (sr). An event selection with an acceptance of 0.1 m2 sr produces
over 10,000 events at the highest energies and therefore statistical uncertainties are
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Figure 6.1: The integral counts for different values of acceptance, ranging from 2.0 m2 sr to 0.1
m2 sr, from 50 GeV to 10 TeV. The cosmic-ray proton flux is measured from a fit from AMS-02
data, shown in Figure 7.1, and extended to 10 TeV. We also assume 7 years of elapsed time with
75% live-time fraction [5].
a small subset of protons with desirable event topologies that improve the energy
resolution and still reconstruct the cosmic-ray proton spectrum. All variables and
cuts are described in Appendix I and Appendix II.
The first set of cuts require the event has triggered and passes the HI_PASS
filter. This cut is defined as:
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CUT_TRIGGER_FILTER =
(GltGemSummary&0x20) == 0 && (GltGemSummary&0x40) == 0
&& FswGamState == 0
where the first and second term require no periodic or solicited triggers and the last
term requires the GAMMA filter not activated. Together these cuts ensure the event
has passed the HI_PASS filter.
The second set of cuts require a track to be found and at least 20 GeV energy
deposited in the CAL. This cut is defined by
CUT_TRACK_ENERGY = TkrNumTracks > 0 && CalEnergyRaw > 20000.
The third set of cuts requires that the track is well reconstructed and is defined
by
CUT_TRACK_RECON = WP8CTPSFTail > 0.5 && CalTrackAngle < 0.3.
WP8CTPSFTail is a multivariate classifier variable which is trained on simulations
where signal is defined as a well reconstructed track such that the difference between
TKR and MC directions is under 1 degree. CalTrackAngle is the difference between
the CAL direction and the TKR direction and we require the CAL direction and
TKR direction to have good agreement; with a difference under 20◦ degrees.
We then apply the final set of cuts defined in Chapter 4 and Chapter 5 which
are designed to remove nuclei and improve energy resolution. We can see the results
of successive cuts on the proton acceptance in Figure 6.2, using the same acceptance






























Figure 6.2: The change in the acceptance from successive cuts from the event selection including
trigger, track and energy, minimum distance, direction reconstruction, and energy resolution cuts.
energy resolution cuts have the largest effect on the acceptance. Despite the large
reduction in the acceptance, the cosmic-ray proton flux is high enough to have more
than enough events to measure the proton spectrum. We find 183,769,600 events
after the proton event selection. This is a large enough sample such that statistical
uncertainties fall below 3% across all energy bins and the measurement is dominated
by systematic uncertainty. We also developed this event selection to maintain a flat

























Figure 6.3: The proton event rate in 50 bins of reconstructed energy from 30 GeV to 35 TeV with
an underflow bin from 10 GeV - 30 GeV using 7 years of flight data with a measured live-time of
5.22 years.
To build the event rate, we use 7 years of flight data from August 4, 2008 to
July 30, 2015. The reconstructed energy binning covers from 30 GeV to 35 TeV
to encompass the entire energy range with an additional underflow bin from 10
GeV to 30 GeV, which is not used in the spectral reconstruction. It is beneficial to
reconstruct an event rate because the background subtraction can be calculated in
event rate and therefore there is no dependence of the live-time. To convert from a
counts spectrum to an event rate, we need to calculate the live-time of this dataset.
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To calculate the live-time, we use a variable called GltGemLiveTime which is
measured using the Fermi on-board clock in units of ‘ticks’ from the start of the
mission. The live-time of the LAT is described in § 3.1.4. Each tick is 50 ns long.
We measure the difference between the maximum and minimum GltGemLiveTime
for each run, multiply that value by 50 ns and add up the sum to find the total
live-time of the dataset. We find a total live-time of 5.22 years for the entire 7 years
of flight data. Figure 6.3 shows an example event rate used for this analysis.
6.3 Instrument Acceptance
The acceptance is a measure of the instrument’s efficiency in detecting parti-
cles over an area (m2) and solid angle (sr). We use dedicated proton simulations
calibrated with beam-line and flight data to estimate the acceptance. As stated in
§ 3.3, each proton simulation runs from 4 GeV to 20 TeV over 4π sr, with a spectral
index of -1.5, a counts flux of 1×10−5 particles/(m2 s sr) over 5×106 seconds. This
translates to, on average, 3769.91 generated events per run, as shown in Equation
6.1.
(1× 10−5/(m2 s sr)) × (4π sr) × (6 m2) × (5× 106 s) = 3769.91 (6.1)
We calculate the acceptance by finding the ratio of the number of events that pass
our cuts and the number of events generated for each bin in true energy (essentially
the efficiency of the event selection) multiplied by the generation area and solid
angle.
























Figure 6.4: The proton acceptance, in units of m2 sr, for the LAT. The acceptance is used to
correct for instrumental effects and is important in reconstructing differential energy flux. The
acceptance is estimated over the true energy.
where Ai is the acceptance for bin i, AGen is the generated area of 6 m
2, ΩGen
is generated solid angle in sr, NPass,i is the number of events that pass the event
selection in bin i, and NGen,i is the number of events generated in bin i. To find the
number of generated events per bin in terms of the dedicated proton simulation, we
integrate the counts spectrum from the minimum energy, Ei,min, to the maximum














QGen,i is the particle flux for bin i in units of counts per m
2 s sr. Relating QGen,i to
NGen,i can be done with Equation 6.4.
NGen,i = QGen,i × Agen × Ωgen × Fgen × tgen (6.4)
From this we can simplify Equation 6.2 to:
Ai =







where Fgen is the generation particle flux in counts per m
2 s sr, tgen is the generation
time, γ is the generation spectral index, Ei,min is the minimum energy for bin i,
Ei,max is the maximum energy for bin i, and NPass,i is the number of events that
pass the event selection.
Using Equation 6.5, we can find the acceptance for each bin in true energy.
Figure 6.4 shows the result of the acceptance calculation using the true energy
binning from 5.23. We see an acceptance of 0.08 m2 sr in the lowest energy bin, due
to event rate loss from the HI_PASS filter. The HI_PASS operates on CalEnergyRaw
and not the true energy of the proton effectively shifting minimum energy from 20
GeV to 54 GeV. The acceptance rises to a maximum acceptance of 0.28 m2 sr at
1 TeV and then falling to 0.16 m2 sr at 9.5 TeV, which is caused by loss of events
passing containment cuts described in § 5.4. This acceptance will be used in the
calculation of differential energy flux JE in § 6.5.
6.4 Residual Contamination
The residual contamination is dominated by cosmic-ray electrons as shown



































Figure 6.5: The residual contamination of the proton data due to electrons. Estimated using proton
and electron simulations weighted to realistic cosmic-ray spectra. The residual contamination is
estimated over the reconstructed energy.
electrons are only simulated to 1 TeV. To find the contamination beyond 1 TeV,
we used the dedicated electron simulation for which electrons are simulated to 10
TeV. Using the electron + positron spectrum measured by AMS-02, a power-law
with a spectral index of γ = −3.170, we weight the dedicated electron simulation
in order to create a realistic spectrum [105]. We compute an electron estimated
live-time estimate for the electrons and, by comparing the weighted event rate to
the BKG simulation, we can create an electron event rate in reconstructed energy
space from 30 GeV to 20 TeV. The same procedure is applied to protons. Using the
proton spectrum measured by AMS-02, a broken power-law with a primary spectral
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index γ = -2.849, a break at EB = 336 GeV, and break index of ∆γ = 0.133, we
weigh the dedicated proton simulation in order to create a realistic spectrum [5]. We
compute a proton estimated live-time estimate for the electrons and by comparing
the weighted event rate to the BKG simulation, we can create a proton event rate in
reconstructed energy space from 30 GeV to 20 TeV. Both of the simulated cosmic-
ray spectra assume a temporally static spectrum because we are above energies
which would be effected by solar modulation.
To find the residual electron contamination shown in Figure 6.5, we apply the
event selection to both proton and electron Monte-Carlo simulations and simply
take the ratio between the simulated proton and electron event rates. The residual
contamination is largest at lower energies, reaching almost 4% but falls to 2% at
1 TeV in reconstructed energy, due to the difference in spectral indices between
the cosmic-ray proton and electron spectra. Systematic uncertainty associated with
the electron contamination could be computed, but since contamination is much
lower than any other uncertainty discussed in § 6.8, it can be effectively ignored.
The contamination is low enough, below systematic uncertainties associated with
acceptance and energy estimation discussed in § 6.8, and therefore not a dominant
contribution to the total uncertainty measurement.
6.5 Spectral Reconstruction
Because the LAT’s CAL energy deposition from cosmic-ray protons is domi-
nated by the EM component of the hadronic shower, the reconstructed energy will
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have a significant bias from the true energy as seen in Figure 5.22. Because of this
and the wide energy resolution seen in Figure 5.23, we are unable to measure a
spectrum on an event-by-event basis as is typically done in other cosmic-ray exper-
iments [1–4]. We reconstruct the cosmic-ray proton spectrum on a statistical basis
by unfolding the true energy counts spectrum from a reconstructed energy counts
spectrum via a response matrix and the unfolding software TUnfold.
6.5.1 The Inverse Problem
The inverse problem is a well studied class of statistical problems. Let us
assume one wants to find an underlying physical quantity by convolving a model
through a detector’s response matrix, resulting in a measurement. To find the
physical quantities, the naive assumption would be to invert the response matrix,
and apply to measurements to find the physical quantities, but this assumption is
flawed as will be discussed. Given an observable quantity νi for bin i with N bins
correlated with a true quantity µj for bin j with M bins, we can use a response
matrix Rij, which translates the observable quantity to the true quantity, shown
in Equation 6.6 [106]. It is assumed that the observed quantity and the response
matrix are known to a degree where statistical uncertainties are negligible but the






where the response matrix element Rij is
Rij =
P (observed in bin i and true in bin j)
P (true value in bin j)
= P (observed in bin i | true in bin j) (6.7)
The response matrix with element Rij is the probability that an event will be found
with the observed quantity in bin i given the true value was in bin j [106,107]. The
response matrix includes true events which are not observed by a detector. This
generalized form has the benefit that there are no assumptions on the true quantity
distribution. It should also be noted that N and M do not have to be equal; the
response matrix does not have be a square matrix. Summing over the observable
index i, one can have a measure of the average efficiency in true energy:
N∑
i=1
Rij ≡ εj (6.8)
The efficiency is essentially the acceptance described in § 6.3 without angular in-
formation included. Additionally, this form can be extended to multiple observed
quantities but for this generalization we are assuming one observed quantity pri-
marily because for the cosmic-ray proton spectral measurement we only use one
observed quantity, the reconstructed energy.
To include a background for the observed quantity, one simply amends Equa-




Rij µj + βi (6.9)
where βi uses the binning of the observed quantity [106, 107]. One background
is included in this generalization, but in principle multiple backgrounds can be
included.
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(a) True Distribution µ











(b) Data Distribution n























(d) Unfolded Distribution µ′ = R−1ν
Figure 6.6: A toy model of unfolding by finding the true distribution µ′ by inverting the response
matrix R and taking the dot product with the observed distribution ν. Using a double Gaus-
sian function as the true distribution and adding noise into the response matrix with a Gaussian
distribution with µ = 0 and σ = 0.2.
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Typically Rij and βi are determined from either calibration of the detector or
Monte-Carlo simulations. In the case of the LAT, the response matrix is found using
dedicated proton and electron Monte-Carlo simulations which have been calibrated
using beam-test data prior to launch, described in § 6.8. The background estimation
is described above in § 6.4. We can generalize even further by using vector forms
for νi, µj, Rij, and βi where:
~ν = R~µ+ ~β (6.10)
A seemingly obvious solution to finding ~µ is to invert R such that:
~µ′ = R−1(~ν − ~β) (6.11)
making the assumption that M = N . It is important to propagate the statistical
uncertainty associated with the observed quantity, even if it is small. Defining Vij







We can develop a simple example to examine whether inverting the response
matrix is sound. Creating a true distribution, Figure 6.6(a), a data distribution,
Figure 6.6(b), and response matrix linking the true and measured distributions,
6.6(c), we can use Equation 6.11 to find the ‘unfolded’ distribution µ′. The data
distribution n is generated through a different set of random variables than the
response matrix and the true distribution. The unfolded data distribution, Figure
6.6(d) clearly shows that using Equation 6.11 does not recover the true distribution.
This happens because the inverted response matrix exacerbates small structures
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present in the data distributions. Since the data distribution is generated from a
different set of random numbers, small statistical fluctuations exist and the inverted
response matrix artificially blows up these fluctuations as is evident in 6.6(d). Ad-
ditionally, inverting the response matrix is unfavorable because it requires N = M
and the response matrix to be not singular. These requirements are atypical in most
detectors, further disfavoring inverting the response matrix to find the true distri-
bution [106, 108, 109]. Therefore a more careful treatment needs to be considered.
Two such methods are forward folding and unfolding–each with their own benefits
and drawbacks.
6.5.2 Forward Folding
One solution to the inverse problem is forward folding. Using the same nota-
tion as the previous section, we can define a χ2 as a function of the measured data,
n, the response matrix, Rij, and the true distribution, µi, and the inverse of the
covariance matrix of the data,cov[ni, nj]




((Rijµi + βi)− ni) cov[ni, nj]−1 ((Rijµj + βj)− nj) . (6.13)
Equation 6.13 essentially minimizes the differences between the measured data and
the true distribution folded through the response matrix. The minimization can be
done with the least-squared methods, for example MINUIT [110, 111]. In order to
find the true spectrum, we have to account for instrument effects from the acceptance
of the detector. Assuming that µ takes the form of
µi = Ai × Φi(q)×∆(xi) (6.14)
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Table 6.1: Table of example spectral models commonly used in high-energy astrophysics. The







Ai is the acceptance, Φi(q) is the intrinsic distribution before instrumental effects,
and xi is the true quantity, for instance the energy of the cosmic-ray [112, 113].
Φ(x, q) takes an assumed functional form with parameters q and 6.1 shows a few
examples of different functional forms typically used in high-energy astrophysics.
Forward folding is a robust method for determining the true distribution from
an observed distribution. With no regularization, forward folding does not introduce
any uncertainty into the reconstruction [113]. The formulation is simple enough for
one to build their own forward folding algorithm and to check errors and performance
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of the algorithm.
Unfortunately, forward folding has a number of drawbacks. Forward folding
does not ‘unfold’ the spectrum but merely finds the best parameters of the model
which recreate the measured distribution. Of course using the fitted parameters with
the model can give the true distribution. Forward folding is dependent on whether
the true distribution can be easily modeled. If the true distribution is complicated,
unknown, or requires many free parameters, fitting can be difficult [112, 113]. In
the case of the cosmic-ray proton spectrum, the behavior of the spectrum above
a few TeV is not well constrained by other cosmic-ray measurements [1–5]. We
do not want to lose sensitivity to any unknown spectral features by using a model
that would not include said spectral features. To include any unknown features
would require many free parameters with far more complicated models of Galactic
propagation, re-acceleration, diffusion, or interactions. Therefore we would like a
method that is as model independent as possible. The most common method is
unfolding.
6.5.3 Unfolding
As seen previously, inverting the response matrix leads to large variations in
the ‘unfolded’ distribution. One method to correct this is to impose a measure of
smoothness on the estimation of the true distribution called regularization. Using
the χ2 from Equation 6.13 developed in the forward folding section, there exists a
phase-space of possible true distributions with agreement between observed distri-
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butions and measured data [106, 108]. This acceptable phase space is defined by
χ2(~µ) ≤ χ2min + ∆χ2. (6.16)
We also need to define a regularization function, S(µ), which is a measure of the
smoothness of the unfolded distribution. Using a Lagrange multiplier, we can com-
bine Equation 6.16 and the regularization function and find








where α is known as the regularization parameter, λ is a Lagrange multiplier and
the final term is used to ensure the unfolded distribution has the same number of
entries as the data distribution [107,114].
There are several choices for the regularization function S(µ) including Tikhonov,
maximum entropy, or cross-entropy [115–117]. For this analysis we use Tikhonov
regularization because it is common in unfolding steeply falling spectra and is the
method used in our preferred software tool for performing unfolding. [114]. This
analysis uses the software package TUnfold included in CERN’s ROOT particle
physics software to perform unfolding. TUnfold is ideal for our needs for several
reasons. It is already included in ROOT, it has a robust choice of settings account-
ing for complex binning configurations, choice of regularization terms, propagation
of statistical and systematic uncertainties, and simple integration with ROOT’s na-
tive data products [110].








Essentially, it forces the unfolded distribution to be smoothed in terms of the deriva-















(−µi + 3µi+1 − 3µi+2 + µi+3)2, k = 3
(6.19)
where k=1 refers to the derivative, k=2 refers to the curvature, and k=3 refers
to the change of curvature [115]. TUnfold uses Tikhonov regularization with the
least squared minimization and two methods for choice of regularization strength:
L-curve scan and minimizing global correlation coefficients [108, 114].
The L-curve scan method finds the maximum between Lx = log10 χ
2 from
Equation 6.13 and Ly = log10 S(~µ)/α. Lx test the agreement between the observed
distribution with the data and Ly test the agreement of the regularization. Unfolding
is repeated over different values of log10 α, thus creating a curve of Lx versus Ly.
The point of maximum curvature is found and determined to be the optimal choice
of α [114,118].
The minimizing global correlation coefficients method uses the data covariance






Either the maximum or average correlation is minimized with the entire covariance
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matrix with and without systematic uncertainties. Unfolding is repeated over dif-
ferent values of log10 α, thus a creating curve of global coefficients; the point of
minimum curvature is found and determined to be the optimal choice of α [114].
Many more details on unfolding can be found in [106].
6.6 Response Matrix
The response matrix is used to translate between measured signal and true
signal. We produce the response matrix using dedicated proton simulations by
creating a two dimensional histogram of the reconstructed energy versus the true
energy. In order to account for statistical effects of different samples, we normalize
the number of events in each bin which pass our event selection by the acceptance
normalization described in Equation 6.5.
The binning of the response matrix for reconstructed energy is 50 logarithmic
bins from 30 GeV to 35 TeV with an additional bin from 10 GeV to 30 GeV–
an underflow bin. The reconstructed energy binning is engineered to encompass
the entire range of reconstructed energy for protons. The binning of the response
matrix for true energy is determined from the energy resolution. The minimum
energy is determined by the HI_PASS filter and the CalEnergyRaw > 20000 cut and
the mean true energy for protons with CalEnergyRaw of 20 GeV. The average true
energy for events with a CalEnergyRaw of 20 GeV is 54 GeV, therefore we should
avoid reconstructing events with true energy below 54 GeV. The maximum energy
















Figure 6.7: The response of the LAT to protons. The response matrix is used in to unfold flight
data from reconstructed energy to true energy. The reconstructed energy binning is set to 50 bins
from 30 GeV to 35 TeV and the true energy binning is determined from the energy resolution
shown in Figure 5.23 ranging from 54 GeV to 9.5 TeV.
The response matrix for protons with the binning described above is shown
in Figure 6.7. The response matrix contains information about energy resolution
and acceptance. It is used in the following sections to convert the event rate from
reconstructed energy to true energy. With the choice of unfolding established and the
response matrix estimated, we can combine all of the instrument response functions
and build the cosmic-ray proton spectrum.
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 = (15.02 + 44.29)/35 = 1.6952χTotal 
Figure 6.8: The LCurve scan of log10 χ
2 versus log10 S(~µ)/α for unfolding the cosmic-ray proton
spectrum. The optimal choice should be at the point of maximum curvature in the LCurve and is
shown by the red marker. The total χ2 is the sum of the χ2 from Equation 6.13 and χ2 associated
with the regularization divided by the degrees of freedom ND.O.F. = M - N - 1 = 50 - 14 - 1 = 35.
To build the cosmic-ray proton spectrum, we use all of the data and instrument
response products established in the previous sections. First we unfold the event
rate using TUnfold and the Tikhonov regularization with k=1. We use k=1 because
we expect a smooth spectrum with little curvature and, therefore k=2 will not be
able to properly regularize the unfolded distribution. This is shown because when




















Figure 6.9: The unfolded event rate in true energy using TUnfold and Tikhonov regularization of
k=1 from 54 GeV to 9.5 TeV using 7 years of flight data.
This corresponds to kRegModeDerivative in TUnfold [114].
We find our strength of regularization using the LCurve scan method and find
the resultant LCurve seen in Figure 6.8. The LCurve scan method successfully finds
the point of maximum curvature and produces a total reduced χ2 = 1.695 which
is the sum of the χ2 from Equation 6.13 equaling 15.02, and χ2 associated with
the regularization equaling 44.29, divided by the degrees of freedom ND.O.F. = M
- N - 1 = 50 - 14 - 1 = 35. We also use kDensityModeBinWidth to account for
the non-standard true energy binning derived from the proton energy resolution We
set axisSteeringMode = ‘None’ in order to not introduce biases associated with
designating a specific underflow bin in reconstructed energy.
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where Ni is the event rate, Ai is the acceptance, ∆Ei is the width of the energy
bin all for bin number i. Because of the steeply falling spectrum of JE, it is useful
to multiply the spectrum by E2.7 to visually enhance spectral features which might
otherwise be difficult to observe. Ei for bin i is found for each bin by taking the
geometric mean, Ei =
√
Ei,min × Ei,max. This is to ensure agreement of the energy
scaling for other measurements from CREAM-1, AMS-02, PAMELA, BESS-TeV,
and ATIC taken from the supremely useful cosmic-ray database [1–5, 119].
Once we have established how to build the cosmic-ray proton spectrum we
need to estimate the systematic uncertainties associated with the spectrum.
6.8 Systematic Uncertainties
The estimate of systematic uncertainties is crucial since this analysis is sys-
tematics dominated due to the limitations of the LAT for measuring the incident
energy of cosmic ray protons. We study two sources of systematic uncertainties
believed to be dominant: systematic uncertainties in the acceptance and systematic
uncertainties from the energy estimation. Since the energy estimation, character-
ized by the response matrix, and the acceptance are both generated from GEANT4
Monte-Carlo simulations, both systematic uncertainties can be related to general
uncertainty associated with GEANT4 hadronic models.
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We use three methods to probe the systematic uncertainties associated with
the acceptance and energy estimation: constant signal scanning efficiency, uncer-
tainties associated with the GEANT4 hadronic interaction and shower models, and
the absolute energy scale uncertainties. The constant signal efficiency method used
as the main probe for uncertainties associated with the acceptance, is performed
by selecting different subsets which probe the stability of the spectral measurement
as a function of the path length in the CAL. Using the path length in the CAL,
this method can also be used to probe energy estimation uncertainties through sta-
bility of the evolution of the EM and hadronic components of a cosmic-ray proton
induced shower. We use alternative physics lists of hadron simulations in GEANT4
to probe the energy estimation. These alternative physics lists have different models
for shower development, primary interactions, cascade, and spallation, and there-
fore will produce alternative response matrices and effective area. Each alternative
physics list will produce different deposited energy and therefore alternate response
matrices and acceptances which are used to unfold flight data. The final significant
systematic we include is the uncertainty from the absolute energy scaling derived
from the Fermi -LAT cosmic-ray electron analysis which also tests the uncertainty
associated with the energy estimation. The combination of these systematic un-
certainties is used to constrain any spectral features and interpretations with the
measured cosmic-ray proton spectrum as discussed in Chapter 7.
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6.8.1 Constant Signal Efficiency Uncertainty
The acceptance is estimated from the GEANT4 simulations. We need a
method to test the stability of the measured cosmic-ray proton spectrum, checking
the reproducibility of the measured spectrum for subsets with different acceptances,
event rates, and contaminations. To do so, we use a method called constant signal
efficiency. We produce energy dependent quantiles of the path length of the proton
shower in the CAL using Tkr1LengthInCal. Tkr1LengthInCal is used since it is
a smooth variable across different energies that provides changes in the acceptance
and improvement in the energy resolution as Tkr1LengthInCal increases. This is
the same variable used in § 5.4 to improve the energy resolution ensuring that events
have at least 0.5 λi in the CAL. Tkr1LengthInCal is calculated from the geometric
path determined by the best track from the TKR and subtracting any distance that
falls within the gaps of the CAL.
Tkr1LengthInCal is used for a number of reasons. Firstly, Tkr1LengthInCal
probes the shower development through interactions with different amounts of ac-
tive material. This probe has the beneficial secondary effect of testing the energy
resolution. As more material is traversed, the energy resolution of the LAT for pro-
tons should increase, because more of the EM component of the hadronic shower
is contained within the CAL. Secondly, Tkr1LengthInCal probes GEANT4’s sim-
ulation of hadronic shower development in the CAL and how it varies through
different amounts of material. Thirdly, Tkr1LengthInCal probes the LAT model







































Figure 6.10: The energy dependent 80%, 60%, 40%, and 20% quantiles for Tkr1LengthInCal of
events in the CAL. Each successive energy dependent quantile cut remove shorter and shorter path
length events.
cross-sections of paths through the LAT.
We scan over seven energy dependent quantiles ranging from 90% to 30%,
removing lower path length events with each cut. For each quantile, we produce an
event rate from flight data, acceptance, contamination, and a response matrix using
the same methods as described in § 6.3, § 6.4, § 6.5 respectively. To produce the
cut for each signal efficiency, using one year of flight data we find the corresponding
quantile value for each reconstructed energy. Using the values of Tkr1LengthInCal




















Figure 6.11: The acceptance, with units of m2 sr, for each constant signal efficiency cut from 90%
efficiency to 10% efficiency shown by the solid gray lines. The dotted gray line corresponds to
100% signal efficiency or no cut on the data.
space. Figure 6.10 shows constant signal efficiency cuts used in this method. Figure
6.11 and 6.12 show acceptances and residual electron contamination produced from
each scanning efficiency cut used in the spectral reconstruction for each quantile.
We see the expected behavior in Figures 6.11 and 6.12, where the acceptance is re-
duced 10% by each successive cut while the residual electron contamination remains
constant around 2-3%. We produce a spectrum for each constant signal efficiency
using the same spectral reconstruction and unfolding method described in § 6.5 with





























Figure 6.12: The residual electron contamination for each constant signal efficiency cut from 90%
efficiency to 10% efficiency shown by the solid gray lines. The dotted gray line corresponds to 100%
signal efficiency or no cut on the data. The change in the trend is most likely due to the spectral
break observed in Figure 6.18 and the increased counts of protons but unchanging cosmic-ray
electron spectrum.
spectrum without the constant signal efficiency method.
Once the spectra for each constant signal efficiency is unfolded, the maximum
variation for each energy bin is found and set as the error from the constant signal
efficiency. Statistical and other systematic errors are not considered in this measure-
ment and are added in quadrature later to find the total systematic uncertainty of
the cosmic-ray proton spectrum. We can see in figure 6.16 the uncertainty from the
constant signal efficiency is only a few percent until 1 TeV and rises to 5%. This is
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a small contribution of the overall systematic uncertainty compared to uncertainties
from GEANT4 and the absolute energy scale. The spectrum is very stable when cut-
ting on Tkr1LengthInCal for events through the instrument. This tells us that we
have a good understanding of our acceptance, how our standard physics simulation
in GEANT4 models hadronic shower development, and the model of our instrument
in GEANT4. We do not have a trend in our spectral results that correlates with the
fraction of shower containment or relative EM hadronic shower component ratios.
6.8.2 GEANT4 Uncertainty
The energy resolution response matrix, used in unfolding the true energy spec-
trum, and effective area are all determined from the GEANT4 proton simulations.
We need to understand the uncertainties in the quality of these simulations. Particle
accelerators and detectors have observed, through data/Monte-Carlo comparisons,
limitations of the GEANT4 hadronic simulations. These studies show that the cur-
rent GEANT4 precision for response is within a few percent, and event-by-event
fluctuations are well reproduced, but longitudinal shower shape is overestimated
around 5%, and transverse shape is overestimated around 10% [120–122]. In order
to test the quality of the GEANT4 simulations we can use alternative physics lists
for the generation of protons. These alternative physics lists have different models
for shower development, primary interactions, cascade, and spallation, and therefore
will produce alternative response matrices and effective area. We can use these dif-
ferent response matrices and effective areas in the unfolding of the flight data. When
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Figure 6.13: The different configurations that build GEANT4 physics lists for hadron simulations.
A physics list needs to cover the entire energy range of the simulation [75].
compared to the unfolded result of the standard physics lists described in § 3.3, this
gives an estimate of the uncertainties for the different physics lists in GEANT4. The
alternative physics lists alter the energy deposition, and therefore are able to probe
the systematic uncertainties associated with the energy estimation.
The available number of physics lists used in testing is limited due to the ver-
sion of GEANT4 used in the Pass 8 Event simulation and reconstruction package
and degeneracy of physics lists. Pass 8 uses GEANT4 9.4.p04 and, of the available
physics lists, only QBBC and QGS_BIC demonstrate enough differences from the stan-
dard list of QGSP_BERT_EPAX to be considered. Figure 6.13 shows the energy range
for the different models used to build a physics list for hadronic simulations.
QBBC uses the Quark-Gluon-String model for the primary interaction above 20
GeV, a combination of the Bertini cascade and Binary Cascade models below 20
GeV, and the Chiral Invariant Phase Space (CHIPS) model to model nuclear de-
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excitation from 10 MeV to 100 GeV. CHIPS is an alternative to the Precompound
model used in the standard physics list for Pass 8 and is an important test of
particle production from the primary interaction of the simulated proton with LAT
[83,84,123,124].
QGS_BIC uses the Quark-Gluon-String model for the primary interaction above
20 GeV, the Binary cascade model below 20 GeV, and does not include an additional
model for nuclear de-excitation such as CHIPS or Precompound. This physics list
tests the dependence of the GEANT4 simulations on nuclear de-excitation and the
differences between the Bertini cascade and Binary Cascade models [83, 123].
We additionally tested the FTFP_BERT physics list. The only difference be-
tween FTFP_BERT and QGSP_BERT_EPAX is the use of the Fritiof (FTF) as the model
of the primary interaction, instead of the Quark-Gluon-String model [84, 85, 125].
FTF models have undergone rapid development in recent years but since we are us-
ing GEATN4 9.4.p04, which was released in 2011, the viability of the FTF models
was questionable. At the time of release, QGS models were considered the best
reproduction of collider physics experiments and were the preferred models for AT-
LAS, CMS, and LHCb [126–128]. These experiments use the Large Hadron Collider
(LHC) which is a proton-proton particle collider with a center of mass energy of 7
TeV at the time of evaluation for the GEANT4 physics lists. To answer the ques-
tion of the viability the alternative physics lists, including FTF models, we looked at
data/MC agreement between beam-test data reprocessed with Pass 8.
Prior to launch, a calibration unit (CU) of the LAT underwent extensive beam-








2237 p+ 20 0◦ 100211
2363 p+ 100 0◦ 37183
2364 p+ 100 45◦ 28128
2365 p+ 100 90◦ 24784
1775 p+ 150 0◦ 8958
Table 6.2: The summary of Beam-Test runs for protons including information of energy, incidence
angles, and number of events triggered [129].
the triggers, estimate the response of the LAT to electrons, protons and nuclei, and
decide and calibrate the best choice of physics lists to be used in GEANT4 [129].
The CU is composed of 3 CAL modules, 2 TKR modules and 5 ACD tiles and,
because of these differences between the LAT, not all of the cuts can or should be
applied to the beam-test data or simulations. Mono-energetic protons at specific
interaction points give a unique probe to test the viability of the alternate physics
to be used in the greater analysis of understanding these systematic errors. While
many configurations were tested for electrons, as a proxy for γ-rays, only a few con-
figurations were tested for protons as seen in Table 6.2. Additionally, the beam-test
data has not been validated with Pass 8 and therefore we are limited to looking
at fundamental variables not using reconstructed variables that are heavily depen-
dent on Pass 8 reconstruction. Such variables include the total energy deposition
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in the CAL, CalEnergyRaw, and the energy deposition in each layer, CalELayerN
where N refers to the layer number. We establish a set of similar cuts applied to
beam-test and simulation data to ensure an interacting proton event within the
CU. We require a track to be found, TkrNumTracks > 0, a minimal length in CAL,
EvtCalCsIRLn > 4, agreement between the CAL and TKR reconstructed direc-
tions, CalTrackAngle < 0.3, and at least 1 GeV energy deposited in the CAL,
CalEnergyRaw > 1000.
Using 100 GeV protons at normal incidence with the CU of the LAT, we can see
the data/MC agreement between the standard physics lists in Figures 6.14 and 6.15.
QGSP_BERT_EPAX, QGS_BIC, and QBBC all reproduce the data well, while FTFP_BERT
underestimates the energy deposition as seen in Figure 6.14(d) and 6.15(d) across
the different layers of the CAL and in the CAL as a whole. Because of this poor
data/MC agreement for FTF based models and large underestimation of deposited
energy, we have decided to not include any FTF based models in the estimation of
the GEANT4 uncertainties.
For the production of the alternative physics list proton simulations, we use
a similar configuration to that of the standard proton simulation described in § 3.3
and Table 3.6. Each alternative physics list covers from 4 GeV to 20 TeV with
a spectral index of -1.5 and covers the top hemisphere of the LAT for angular
distribution of 2π sr. The total number of generated events for each alternative
physics list is 185 × 106. We produce alternate acceptances and response matrices
for each alternate physics list. Using these alternate response objects, we unfold the
flight data with the same settings and procedures as with the standard physics list,
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0.006 /ndof = 122.3/82 = 1.492χ
MC p (x 0.62)
Beam-Test data
(a) Physics List - QGSP_BERT_EPAX
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0.006 /ndof = 101.6/82 = 1.242χ
MC p QBBC (x 0.63)
Beam-Test data
(b) Physics List - QBBC
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/ndof = 187.6/81 = 2.322χ
MC p QGS (x 0.62)
Beam-Test data
(c) Physics List - QGS_BIC
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0.006 /ndof = 690.3/82 = 8.422χ
MC p FTF (x 0.52)
Beam-Test data
(d) Physics List - FTFP_BERT
Figure 6.14: Data/MC agreement for 100 GeV protons at normal incidence from the Beam-Test CU and simulated 100 GeV protons using various physics






















0.01 /ndof = 104.3/38 = 2.742χ
MC p (x 0.62)
Beam-Test data





















0.01 /ndof = 104.1/38 = 2.742χ
MC p QBBC (x 0.62)
Beam-Test data





















0.01 /ndof = 198.7/37 = 5.37
2χ
MC p QGS (x 0.62)
Beam-Test data





















0.01 /ndof = 799.0/37 = 21.592χ
MC p FTF (x 0.51)
Beam-Test data
(d) Physics List - FTFP_BERT
Figure 6.15: Data/MC agreement for 100 GeV protons at normal incidence from the Beam-Test CU and simulated 100 GeV protons using various physics
list for the energy deposited in the whole CAL.
170
as described in § 6.5. We use the maximum variation of each alternate spectra to
set limits on systematic uncertainty for GEANT4. We then add the error set from
each alternate spectrum in quadrature, ignoring statistical uncertainty, to find the
total systematic uncertainty for GEANT4 and associated energy estimation. The
combined systematic uncertainty for QBBC and QGS_BIC is shown in Figure 6.16. The
estimated uncertainty is under 15% across the entire energy range with a minimum
of 5% at 400 GeV. The uncertainty rises as energy rises, to 11% at a few TeV. We
see this is the dominant source of systematic uncertainty across most of the energy
of this analysis.
This estimation agrees well with other studies from collider experiments such
as CALICE and other LHC experiments. These studies show that the current
GEANT4 precision for response is within a few percent, event-by-event fluctuations
are well reproduced, but longitudinal shower shape is overestimated around 5% and
transverse shape is overestimated around 10% [120–122]. These combined effects will
alter the energy reconstruction since the full profile method, described in § 5.2.2,
depends on the shower geometry as well as energy deposition. The final systematic
uncertainty is associated with the uncertainty of absolute energy scale described in
§ 5.2.4.
6.8.3 Absolute Energy Scale Uncertainty
As discussed in § 5.2.4, the absolute energy scale is a measure of accuracy of
the reconstructed energy. The absolute energy scale has an associated systematic
uncertainty which is related to how well the energy estimation is known. At energies
around 10 GeV, the systematic uncertainty is related to uncertainties associated with
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using electrons and positrons in measuring EC via the geomagnetic cutoff energy.
Due to contamination from protons and nuclei as well as uncertainties in the electron
acceptance, the uncertainty is estimated by the Fermi LAT Pass 8 electron spectrum
group to be 2% at 10 GeV [101]. The absolute energy scale uncertainty is more
difficult at TeV energies since one cannot rely on the geomagnetic rigidity cutoff.
Once again using the result from the Fermi LAT Pass 8 electron spectrum group, one
can probe the full profile fit method described in § 5.2.2. The data/MC agreement
for the χ2 from Equation 5.12 show a systematic shift of 0.13 corresponding to a layer
energy bias of 2.2δE. Using Equation 5.13, 2.2 × 0.17 × exp(− log10(103)/1.38) =
4.2%. This results in a 4.2% bias in the reconstructed energy [101].
In summary, the absolute energy scale uncertainty is 2% at 10 GeV and 4% at
1 TeV. We estimate the uncertainty in the intermediate energies linearly in log10(E).
This uncertainty is associated with energy reconstruction and was determined from
electrons. As stated in § 5.3, the LAT is predominantly measuring the EM com-
ponent of proton induced hadronic showers and the EM fraction increases with
incident proton energy, therefore this systematic uncertainty will effect the proton
energy reconstruction on the same order as the electron energy reconstruction. Since
the absolute energy scale uncertainty is associated with the reconstructed energy, it
cannot be directly applied as an uncertainty to the final measurement and needs to
be to included prior to unfolding. Using the same procedures established in § 6.5, we
apply the error to the response matrix according to the reconstructed energy. This
propagates the absolute energy scale uncertainty through the unfolding statistical
uncertainty, which is then removed to find the absolute energy scale uncertainty in
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true energy space for the proton spectrum. As seen in Figure 6.16, the absolute
energy scale uncertainty is 5% below 500 GeV and rises to 12% at a few TeV.
Including the absolute energy scale uncertainty can be considered a conserva-
tive addition to the total systematic uncertainty. Essentially the absolute energy
scale uncertainty is an estimate of the systematic uncertainties associated with the
energy estimation. The GEANT4 systematic uncertainty already encompasses this
to a degree, since each alternate physics list changes the energy deposition and
shower profile, altering the reconstructed energy. Because of this fact we are in-
cluding the absolute energy scale uncertainty separately from the other systematic
uncertainties as seen in Figure 6.18.
6.9 Results
Combining the spectral results from § 6.7 and the systematic uncertainties
from § 6.8 we find the differential energy flux shown in Table 6.3 and Figure 6.18.
Table 6.3 shows the energy range, unfolded background subtracted counts, and dif-
ferential energy flux with statistical, separated, and total systematic uncertainties.
Figure 6.18 shows the differential energy spectrum multiplied by E2.7 in order to
better see subtle spectral features. The red markers show the statistical uncer-
tainties, the red shaded region shows the statistical and systematic uncertainties
without absolute energy scale uncertainty, and the red dashed lines show the sta-
tistical and systematic uncertainties with absolute energy scale uncertainty. We





























Figure 6.16: The ratio of each systematic uncertainty versus energy associated with the measured
proton spectrum. Blue lines show the uncertainty from the scanning efficiency described in § 6.8.1.
Green lines show the uncertainty from GEANT4 described in § 6.8.2. Magenta lines show the
uncertainty from the absolute energy scaling described in § 6.8.3. The black dotted line is sum in
quadrature of all systematic uncertainty and statistical uncertainty.
tainties in Figures 6.16 and 6.17. The constant signal efficiency uncertainty, which
traces the systematic uncertainty associated with the acceptance, is low across most
energies, reaching 5% at several TeV. The GEANT4 uncertainty, which traces the
systematic uncertainty associated with the energy estimation, is the largest source
of systematic uncertainty at around 10% across most energies. The absolute en-
ergy scale uncertainty, which also traces the uncertainty associated with the energy
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Figure 6.17: The measured proton spectrum from the Fermi LAT in units of GeV−1 s−1 m−2
sr−1 multiplied by E2.7 using 7 years of flight data. Red markers show the statistical uncertainty.
Blue show the uncertainty from the scanning efficiency described in § 6.8.1. Green shows the
uncertainty from GEANT4 described in § 6.8.2, magenta shows the uncertainty from the absolute
energy scaling described in § 6.8.3. The red shaded region shows the quadrature sum of statistical
and all systematic uncertainties.
It should be noted that we have two measures of the energy estimation uncer-
tainty from GEANT4 and absolute energy scale systematics. The overlap of these
two systematics is not known and we maybe over accounting for the energy estima-
tion uncertainty. Additionally, the absolute energy scale uncertainty was measured
via electrons. While uncertainty should applicable to cosmic-ray protons, the abso-
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Figure 6.18: The measured proton spectrum from the Fermi LAT in units of GeV−1 s−1 m−2 sr−1
multiplied by E2.7 using 7 years of flight data. The red markers show the statistical uncertainty.
The red shaded region shows the sum of the statistical uncertainty, the constant scanning efficiency
uncertainty (§ 6.8.1), and the GEANT4 uncertainty (§ 6.8.2). The red dashed lines includes
absolute energy scale uncertainty (§ 6.8.3). Other measurements from ATIC [1], BESS-TeV [2],
CREAM-1 [3], PAMELA [4], and AMS-02 [5] are shown for comparison.
one of the future tasks described in Chapter 8.
Therefore we conservatively present two different estimates of the total sys-
tematic uncertainties as seen in Figure 6.18: without the absolute energy scale
uncertainty (red shaded region) and with the absolute energy scale uncertainty (red
dashed lines). This measurement represents the first time a space-based measure-
ment of the cosmic-ray proton spectrum has been able to extend to nearly 10 TeV
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and observe an energy range covered by both space-based and balloon-borne cosmic-
ray experiments. The measured cosmic-ray proton spectrum overlaps with other
AMS-02 and PAMELA [4] and extends past the maximum energy measurement of
AMS-02 [5] and additionally overlaps with ATIC [1] and CREAM-1 [3] measure-
ments. The measurement is systematics dominated and is limited by the size of the
CAL and its ability to contain and measure hadronic showers, and by the system-
atic uncertainties associated with GEANT4. Without major improvements to event
reconstruction for protons and improvements in proton interactions models, future
improvements to the systematic uncertainties associated with the energy estimation
are limited.
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Energy [GeV] Unfolded Counts JE [GeV
−1 s−1 m−2 sr−1] (σstat ± σscan ± σG4 ± σAbsEne ± σSysTot )
54.0 - 65.1 26,265,077 1.89 × (1 ± 0.004 ± 0.050 ± 0.117 ± 0.056 ± 0.139) ×10−1
65.1 - 81.2 34,658,545 1.08 × (1 ± 0.002 ± 0.019 ± 0.019 ± 0.022 ± 0.035) ×10−1
81.2 - 105.1 38,022,096 5.67 × (1 ± 0.013 ± 0.146 ± 0.306 ± 0.189 ± 0.388) ×10−2
105.1 - 140.8 31,250,118 2.50 × (1 ± 0.007 ± 0.027 ± 0.179 ± 0.096 ± 0.205) ×10−2
140.8 - 196.4 22,388,392 1.04 × (1 ± 0.003 ± 0.010 ± 0.062 ± 0.037 ± 0.072) ×10−2
196.4 - 282.3 14,128,481 3.98 × (1 ± 0.011 ± 0.025 ± 0.190 ± 0.126 ± 0.229) ×10−3
282.3 - 417.6 8,096,446 1.40 × (1 ± 0.004 ± 0.024 ± 0.048 ± 0.043 ± 0.068) ×10−3
417.6 - 617.2 4,215,046 4.75 × (1 ± 0.020 ± 0.086 ± 0.151 ± 0.165 ± 0.239) ×10−4
617.2 - 905.6 2,262,067 1.71 × (1 ± 0.010 ± 0.032 ± 0.109 ± 0.069 ± 0.133) ×10−4
905.6 - 1360.9 1,245,342 5.92 × (1 ± 0.049 ± 0.201 ± 0.414 ± 0.269 ± 0.533) ×10−5
1360.9 - 2097.6 686,724 2.06 × (1 ± 0.023 ± 0.126 ± 0.153 ± 0.103 ± 0.223) ×10−5
2097.6 - 3332.9 344,252 6.55 × (1 ± 0.114 ± 0.398 ± 0.541 ± 0.396 ± 0.780) ×10−6
3332.9 - 5330.7 145,217 1.93 × (1 ± 0.057 ± 0.164 ± 0.149 ± 0.152 ± 0.269) ×10−6
5330.7 - 9463.9 61,828 5.03 × (1 ± 0.187 ± 0.295 ± 0.441 ± 0.359 ± 0.641) ×10−7
Table 6.3: Number of unfolded counts after background subtraction and flux JE in units of GeV
−1 s−1 m−2 sr−1, with its statistical and systematic errors
(the constant signal efficiency, GEANT4, and absolute energy scale uncertainty) and summed systematic uncertainties.
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Chapter 7: Interpretation
The basic predictions from § 2.3, § 2.4, and § 2.5 are that the source of Galactic
cosmic-rays are evenly distributed over the entire Galactic disk, cosmic-ray acceler-
ation produces a power-law spectrum with a single index, and the diffusive compo-
nent in cosmic-ray propagation is also described by a power-law spectrum with a
single index. These predictions use the assumptions of homogeneity of acceleration,
propagation, and sources; isotropy of propagation and sources in the Galactic disk;
and linearity of acceleration and propagation. The break in the cosmic-ray proton
spectrum and observed breaks in other cosmic-ray species at ∼100 GeV cannot be
explained with these models of acceleration, propagation, and sources of cosmic rays.
We first fit the cosmic-ray spectrum measured with the Fermi -LAT with a power-law
and broken power-law spectral form. Then we also fit the measurements from LAT
in combination with the higher energy cosmic-ray measurements from CREAM-1.
We examine each of the model components in detail and show how a new measure-
ment of the cosmic-ray proton spectrum could be interpreted. The majority of these
interpretations came out in response to AMS-02 observations of a spectral break
at ∼300 GeV [5]. I present a literature review of a set of interpretations which
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Figure 7.1: AMS-02 proton spectrum fit with a broken power-law (blue sold line) defined in 6.1,
and a power law (blue dashed line) defined in 6.1. CREAM-1 data is shown for reference for higher
energy measurements and not included in the fit. Broken power-law fit results and reduced χ2 are
shown on the figure. EB is in units of 100 GeV.
The Fermi -LAT provides a single measurement from 54 GeV to 9.5 TeV which
crosses the observed spectral break from AMS-02. This provides a probe for con-
firming the spectral break and measuring a possible second spectral index to energy
ranges typically measured by balloon-borne experiments. The combined systematic
uncertainties are too large to discern between CREAM-1 and ATIC measurements






























 =  3.2868/10 = 0.3287
R
2χ
 0.0009±N = 0.0442 
 0.0324± = -2.8067 
1
γ
 1.4474± = 4.6774 BE
 0.0413± = -2.5984 
2
γ
Figure 7.2: Fermi -LAT proton spectrum fit with a broken power-law (red sold line) defined in
6.1, and a power law (red dashed line) defined in 6.1. CREAM-1 and AMS-02 data is shown for
reference and not included in the fit. Broken power-law fit results and reduced χ2 are shown on
the figure. EB is in units of 100 GeV.
fits were performed using a χ2 fit based in ROOT using the TMinuit minimizer
over kinetic energy [110, 111]. All data is fit including statistical and systematics
uncertainties. We fit the Fermi -LAT proton spectrum measurement and included
systematic uncertainties with a power-law and broken power-law as seen in Figure
7.2. The dashed lines in Figures 7.1 and 7.2 represent fits with a power-law and
does not fit the data in either data-set.
The original AMS-02 cosmic-ray proton measurement was performed in rigid-
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Figure 7.3: Fermi -LAT and CREAM-1 proton spectrum fit with a broken power-law (red sold line)
defined in 6.1, and a power law (red dashed line) defined in 6.1.AMS-02 is shown for reference and
not included in the fit. CREAM-1 data is included in the fit to help constrain high end of the
spectrum. Broken power-law fit results and reduced χ2 are shown on the figure. EB is in units of
100 GeV.
energy using Equation 2.1 and fit the data using the same method as was used
for the Fermi -LAT spectral fit for consistency. It should be noted that extending
the secondary index from AMS-02 to 10 TeV does not agree with higher energy
measurements from either ATIC or CREAM-1 therefore, demonstrating the need
for a single measurement to bridge the gap between space-based and balloon-borne
measurements. We find a break at 467 ± 144 GeV, which falls within the uncer-
tainties when performing the same fit with AMS-02 data in Figure 7.1 with a break
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Data γ1 EB [GeV] γ2
AMS-02 −2.794± 0.006 415± 117 −2.702± 0.047
Fermi -LAT −2.807± 0.032 467± 144 −2.598± 0.041
CREAM-1 and
Fermi -LAT
−2.807± 0.032 418± 161 −2.650± 0.021
Table 7.1: Fit results using Fermi -LAT, AMS-02, and CREAM-1 data with a broken power-law
described in Table 6.1. The primary index, γ1, energy break in GeV, EB , and secondary index, γ2,
are shown with associated fitting errors. All data includes statistical and systematic uncertainties.
at 415± 117 GeV. Fermi -LAT results find a much larger secondary index than the
AMS-02 measurement, γ2 = −2.60 ± 0.04 for the LAT and γ2 = −2.70 ± 0.05 for
AMS-02. This could be due to the fact that AMS-02 extends to 1.8 TeV and there-
fore does not have enough high energy data to fully characterize the index of the
spectral break.
We can also combine Fermi -LAT and CREAM-1 measurements into a single
spectral fit shown in Figure 7.3. We find a similar spectrum to with a secondary
index of γ2 = −2.65 ± 0.02. Compared to AMS-02, with a secondary index of
γ2 = −2.70 ± 0.05, the two measurements become consistent within uncertainties.
This is to demonstrate consistencies between the AMS-02 and Fermi -LAT measure-
ments when considering balloon-borne measurements. The summary of the different
combinations of fits is shown in Table 7.1.
183
7.2 Source Injection
The first assumption is that the source injection of cosmic rays is described by
a power-law spectrum with a single spectral index across the entire range of energies
for Galactic cosmic rays. We know from observations that the emission from SNRs
evolves in time and that they can be broken into two rough categories, young and
old SNRs. The acceleration of cosmic rays at those sites must also evolve with time.
It is interesting to consider what impact that should have on the Galactic cosmic
rays. In the case of a single SNR, the highest energy cosmic rays are believed to
be accelerated and escape from a SNR earlier because of the faster shock velocity
and more turbulent magnetic field in the shock-front. This would imply that low
energy cosmic rays escape later and have a lower energy due to adiabatic expansion
of the shock front [68]. Therefore, including a temporal component in the spectrum




where the maximum energy accelerated is
Emax ∝ t−α (7.2)
and α and β can be related to the injection spectrum of cosmic rays by




γ can also have a direct rigidity dependence since it can be related to the Mach
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Figure 7.4: The instantaneous cosmic-ray spectrum generated via first order Fermi acceleration
from 300, 600, 2400, 10400, and 30900 year old SNR. For the shock environment η ≈ 2.5 × 10−3
where η represents the fraction of the particles crossing the shock-injected in the acceleration
process [130]





For a young SNR, when M is large, γ = 1, but for an old SNR , when M is
smaller, γ > 1. This produces a spectrum where low energy cosmic rays have a
steeper spectrum than high energy cosmic rays producing a break in the observed
spectrum. Figure 7.4 shows the temporal evolution of the instantaneous cosmic-ray
spectrum for different age SNRs. As the age of a SNR increases, the cosmic-ray
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injection spectrum steepens, the flux of low energy particles in the in 100s of GeV
and TeV energy increase, and the maximum energy decreases.
Additionally, the time dependence of the shock front makes observations of
the hadronic component difficult. Shock fronts have two phases: ejecta-dominated
and Sedov-Taylor phase. Maximum energy can only increase during the ejecta
dominated phase. During the Sedov-Taylor phase, the maximum energy decreases
because the shock slows and particles with higher energy than the maximum energy
escape. The cross over between the ejecta dominated and Sedov-Taylor phase is
typically ∼ 103 years. This creates a situation where the highest energy cosmic rays
are accelerated in young shocks during a very narrow time window and escape in
the Sedov-Taylor phase. To observe the maximally accelerated cosmic-rays, γ-ray
observations need to observe a SNR near the cross over between the two phases or
observe locally dense regions called Molecular Clouds near SNRs for γ-ray excesses
from cosmic-ray interactions.
The temporal acceleration dependent interpretation attempts to include a tem-
poral dependence of cosmic-ray acceleration under the simple assumptions described
above. γ-ray observations do not offer a complete view into cosmic-ray acceleration.
A catalog of SNRs observed by the Fermi -LAT can be found in the Fermi-LAT Su-
pernova Remnant Catalog [67]. Three recent observations of SNRs have measured
hadronic contributions from π0 production in IC 443, W44, and W51. The tempo-
ral acceleration dependent interpretation is difficult to test with γ-ray observations
since they probe a subset of cosmic-ray acceleration in Galactic SNRs but do not
































Figure 7.5: Proton spectrum fit with model including cosmic-ray re-acceleration from weak and
old SNR shocks using CREAM-1, ATIC,PAMELA, and AMS-01 data. The model shows a break
at ∼100 GeV [131].
test with young SNRs where the EM component dominates over the hadronic com-
ponent and therefore the models including both EM and hadronic components tend
to not be able to definitively separate contributions from either model. Interpreting
the cosmic-ray observations requires a more complete and integrated picture than
γ-ray observations alone. One consequence of the temporal acceleration dependent
interpretation that can be measured by direct cosmic-ray measurements is that the
break should appear in every cosmic-ray species at the same rigidity since there is
no explicit dependence on charge or mass of the accelerated cosmic ray [68].
Another possible interpretation associated with cosmic-ray acceleration is the
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re-acceleration of cosmic rays from old SNRs shock fronts [131]. Old SNRs shock
fronts are much larger than their young counterparts, and therefore it is possible that
an additional component of re-acceleration is needed as described in § 2.5.2. Normal
re-acceleration of cosmic rays via second order Fermi accelerations from interactions
with the ISM produces a small change in the observed proton spectrum and would
be constant over the entire observed spectrum. Re-acceleration from older weaker
shocks would have a larger effect on low energy cosmic rays, as discussed earlier,
since old and weak shocks would produce a steeper spectrum for low energy cosmic
rays. Results can be seen in Figure 7.5 where a spectral break can be recreated in
the proton spectrum at ∼100 GeV. One consequence of both of these interpretations
is that these spectral breaks would be generated in all cosmic-ray species at the same
rigidity since there is no dependence on the charge or mass of the cosmic-ray. This
gives some predictive power and additional theoretical constraints from looking at
different cosmic-ray species. Recent measurements of cosmic-ray helium from AMS-
02 show a break in the helium spectrum at the same rigidity which is promising for
this interpretation [28]. The Fermi -LAT proton cosmic-ray spectrum measurement
could put constraints on the population of old weak SNRs. This can be used to
enhance our understanding of cosmic-ray acceleration from older SNRs in a way
that would be difficult for γ-ray observations.
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7.3 Propagation
The second assumption is that diffusion of cosmic rays is described by a power-
law spectrum with a single spectral index and is homogeneous across the entire
Galactic disk and halo. This would produce a single offset across the entire energy
range as described in § 2.5.1. One possible change to diffusion is through inclusion
of self-generating magnetic field turbulence in the ISM [132]. ‘Normal’ diffusion
occurs from cosmic rays interacting with the turbulent magnetic field present in
the Galactic spiral arms, but self-generating turbulence can occur at lower energies
and dominates over Galactic magnetic turbulence. This is done by adding a self-
generating term to the diffusion term of Equation 2.22 as
∇ · (Di∇Ni)→ ∇ · (Di∇Ni) + ΓCRNi (7.5)
















where i is the individual cosmic-ray species, j is summed over all cosmic ray species,
B0 is the Galactic magnetic field strength, z is the height from the center of the
disk, vA the Alfven velocity of the ISM, k is the wave number of the cosmic ray, p is
the momentum of the cosmic ray, and W is the wave power spectrum of all cosmic
ray species. This will generate a steeper diffusive component at low energies thereby
producing a break at a ∼100 GeV [132].
A second possible interpretation considers using a two halo model and height-
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Figure 7.6: Proton cosmic-ray spectrum fit using a two halo model for cosmic-ray diffusion showing
evidence for a break in the spectrum at ∼100 GeV. The standard model shown with the dashed
line and two halo model shown with sold line using data from CREAM-1, PAMELA, ATIC, and
AMS-02 [133].
dependent spectral index of cosmic-ray diffusion [133]. This model has two halos
with different diffusion properties where the first halo is dominated by contributions
from the turbulent disk and the second halo is dominated by contributions from
the self-generated cosmic-ray turbulence described above. Additionally the spectral
index of the diffusion coefficient is allowed to be a function of height from the
disk as a simple piecewise function of δi = 0.15 and δo = 0.75. For standard
diffusion models, a halo single diffusion coefficient typically has a value of δ = 0.55.
Propagating a standard injection spectrum of cosmic rays through this model can
create a spectral break at ∼100 GeV as seen in Figure 7.6. A standard single halo
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model cannot reproduce the break. Evidence for spatial dependence of cosmic-ray
diffusion can be seen through diffuse γ-ray observations near and off the Galactic disk
[134, 135]. These alternative propagation models can easily recreate the observed
spectral breaks seen in several cosmic-ray species but fail to address the difference
between the proton-helium ratio seen by AMS-02 and massively under-produce the
cosmic-ray positron flux observed by several experiments [28,133]. The Fermi -LAT
cosmic-ray proton spectrum measurement does limit the effects of self-generating
cosmic rays in both the Galactic disk and the two component halo model. This
has the effect of an increase of the energy range in which self-generating cosmic-ray
turbulence has a dominant effect.
7.4 Source Distribution
The last assumption is based on an isotropic distribution of cosmic-ray accel-
erators throughout the Galactic disk. An interpretation can be made by examining
large scale anisotropy of cosmic rays to find a constraint on the distance and age
of a local SNR [136]. Assuming a local SNR with magnetic field strength typically
seen in old SNRs, ∼ 0.3µG, dipole measurements of cosmic-ray anisotropy from 100
GeV to 10 PeV can be fit with a 2 Myr old SNR within 200 pc with a maximum
acceleration energy greater than 1 PeV. This local SNR is able to produce not only
a spectral break at few 100 GeV but also account for the TeV anisotropy obser-
vations [136]. This interpretation also accounts for the positron and anti-proton
excess observed by AMS-02 and other cosmic-ray detectors [137]. Additionally, a
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Figure 7.7: All particle cosmic-ray anisotropy measured by HAWC above ∼ 2 TeV in units of
relative intensity [31].
local source does not require any changes to cosmic-ray propagation. Such a SNR
would be large, over 100 degrees across the entire sky, and difficult to observe in
either radio or γ-ray energy bands and difficult to disentangle from Galactic diffuse
measurements. A number of candidates exist, such as SNRs associated with Vela
and Geminga, which both have an estimated distance of around 250 pc. A single 2
Myr old SNR would be impossible to observe via current γ-ray observations. γ-ray
emission would be extremely faint and low energy, near 70 MeV, which is on the
lower end of the Fermi -LAT energy range. Additional local features exist like Loop
1 and the Local Bubble which are probable features from an old SNR. The spec-
tral break could also result from a distribution of local old SNRs which the γ-ray
diffusive measurements could help explain.
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Figure 7.8: The cosmic-ray proton and helium spectra measured in rigidity by AMS-02 modeled
with a two component flux distribution. The first component refers to local old SNR and the second
component refers to a Galactic ensemble of SNRs. Proton and helium spectra are fit with the same
distribution parameters. The ratio between proton and helium cosmic rays is also shown [138].
accelerators. Recent observations shown in Figure 7.7 at TeV energies from ground
based all-particle measurements have shown that cosmic rays do not arrive in an
isotropic distribution but have large scale features on the order of 10−3 of relative
intensity [29–31]. Since these cosmic rays fall within the energy range of Galactic
cosmic-rays, one interpretation is an ensemble of local sources of cosmic rays within
193
a few 100 pc and, therefore, have not traversed enough through the Galaxy to have
their directions randomized through interactions with Galactic magnetic fields.
Using two distributions of cosmic-ray accelerators, the first being an ensem-
ble of local and old SNRs with weak shocks and the second being an ensemble of
Galactic SNRs, one can generate and propagate cosmic rays through the standard
propagation equation [138]. The accelerator distributions are defined in terms of
rigidity, R, with
Qi = Yi × (R/R0)−νe−R/Rmax (7.7)
where i determines the cosmic-ray species, Q is the source term, Y is the normal-
ization term ,R0 = 4GV , ν is the spectral index of the source distribution, and
Rmax is the maximum possible accelerator rigidity set to 5 PV. As stated previously
in § 7.2, old SNRs will have a lower Mach number and therefore a larger spectral
index for low energy cosmic rays, therefore the spectral index for a local SNR is
ν = −2.6 and for the Galactic SNR ensemble ν = −2.1. The results of this model
are shown in Figure 7.8. For higher rigidities the observed proton spectra has a
predicted spectral index of γG = νG− δ = −2.6 [138]. This value is within the error
from the broken power-law fits to the Fermi -LAT cosmic-ray spectrum measure-
ment seen in Figures 7.2 and 7.3. Such a distribution of SNRs or objects would be
ideal candidates for a new class of wide field low energy γ-ray observatories such as
the proposed ComPair [139] and e-ASTROGAM [140]. The Fermi -LAT provides a
single measurement from 54 GeV to 9.5 TeV which crosses the energy range of the
multi-component distribution of local SNRs and Galactic ensemble of SNR.
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All alternative interpretations discussed in § 7.2, § 7.3, and § 7.4 can re-
produce the break in the proton spectrum observed by the Fermi -LAT but these
interpretations do not exist in a vacuum. Any changes that are made to the pro-
ton spectrum need to be calculated and propagated through all cosmic-ray species
and potential γ-ray observations. Among all alternative interpretations, I prefer the
source distribution interpretation. It not only provides the observed spectral break
in cosmic-ray protons, it can reproduce spectral breaks seen in other species and
the observed cosmic-ray ratios, which is difficult for other models changing cosmic-
ray acceleration. Cosmic-ray electron and positron ratios are also well reproduced,
which is difficult for scenarios such as re-acceleration and propagation. Additionally,
it provides a possible explanation for the large scale cosmic-ray anisotropy observed
in TeV energies by ground based cosmic-ray observatories. Finally, a local distribu-
tion of cosmic-ray accelerators can potentially be confirmed through diffusive γ-ray
observations in diffusive γ-ray observations.
7.5 Future of Interpretations
The cosmic-ray proton spectrum provides a rich opportunity for the explo-
ration of the cosmic-ray paradigm in acceleration, propagation, and origins. Alterna-
tive interpretations need to be taken in context with other cosmic-ray measurements
such as primary-primary ratios, secondary-primary ratios, and anti-matter measure-
ments. Source injection interpretations can be constrained through additional γ-ray
SNR observations. SNR populations could studied with sub-degree point spread
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function with, MeV γ-ray observatories to determine the hadronic fraction of total
observed γ-ray flux. Propagation interpretations can be constrained through fur-
ther primary to secondary cosmic-ray ratio and observations of cosmic-ray electrons.
Further AMS-02 measurements and future cosmic-ray observatories: DAMPE [141],
CALET [142], and ISS-CREAM [143], can extend primary to secondary ratios to
higher energies and confirm or exclude predicted behavior. Source distribution inter-
pretations can be explored through diffuse γ-ray observations. A local ensemble of
accelerators would emit large scale low energy γ-rays with possibly distinguishable
signals for diffuse γ-ray produced through cosmic-ray interactions. This ensemble
could be resolved through future γ-ray studies.
The Fermi -LAT and its ability to measure the cosmic-ray proton spectrum to
beyond 1 TeV allows for the detection of spectral break independently from other
observations. This provides a conformation of an overall consistency among cur-
rent measurements with different observational techniques. The Fermi -LAT also
provides an opportunity to observe physical features of the Galaxy which are diffi-
cult or impossible to detect with other methods. The Fermi -LAT proton spectrum
measurement establishes a foundation for other cosmic-ray measurements to be per-
formed with the LAT, such as a dedicated proton anisotropy measurement or studies
with other cosmic-ray species, as discussed in Chapter 8.
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Chapter 8: Future of LAT Cosmic-ray Studies
The spectral analysis and associated event selection creates opportunities to
perform new cosmic-ray observations with Fermi. Two such possibilities are cosmic-
ray proton anisotropy and cosmic-ray ion measurements.
8.1 Proton Anisotropy Studies
One such observation is an all-sky proton cosmic-ray anisotropy measurement.
Recent measurements from HAWC [31], IceCube [30], and TIBET III [144] of TeV
energy all particle cosmic-rays have shown a significant spatial anisotropy in the
cosmic-ray flux, as seen in Figure 7.7. Such a measurement requires a very large
set of data but fortunately does not require a good energy resolution. Therefore,
we could relax the event selection cuts to increase event rate. As shown in Figure
6.2, removing the energy resolution cuts and relaxing the track reconstruction cuts
could potentially increase the proton acceptance to over 2 m2 sr. The Fermi -LAT
is currently the only detector able to perform an all-sky space-based proton only
anisotropy measurement. With the larger proton acceptance over seven years of
flight data, the Fermi -LAT could measure an estimated 1× 109 events.
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8.2 Cosmic-ray Ion Studies
The spectral analysis also enables the spectral measurement of cosmic-ray
ions such as boron and carbon. The boron-carbon ratio is a standard secondary
to primary ratio measurement since boron is predominantly secondary cosmic rays.
Boron is not the end product of stellar nucleosynthesis or a significant result of Big
Bang nucleosynthesis, therefore understanding boron in relation to carbon provides
a powerful probe for cosmic-ray propagation. The energy dependence of the boron-
carbon ratio goes as NB/NC ∝ Eδ where δ ∼ −0.6. This is a direct result
of diffusion in cosmic ray propagation. At higher energies, the data decreases in
quality, thus the power-law index begins to vary from -0.3 to -0.8 due to imprecise
measurements.
Figure 8.1 shows several previous experiments’ measurements, both balloon-
borne and satellite, of the boron-carbon ratio. The LAT has several advantages
over previous satellite and balloon-borne experiments. It is above the atmosphere
thus, unlike balloon-borne experiments, the LAT has little residual atmospheric con-
tamination. Atmospheric contamination becomes very important at high energies;
carbon cosmic rays begin to spallate in the atmosphere creating atmospheric boron.
Atmospheric boron is indistinguishable from stellar boron. The magnitude of the
effect on B:C is still relativity unknown since the magnitude of atmospheric boron
contamination is unknown at high energies. The LAT also has the advantage of
having a large geometric factor, mostly due to its long lifetime, thus, statistical
uncertainty in the LAT measurement should be low.
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Figure 8.1: The boron to carbon vs kinetic energy per nucleon [GeV/nuc] from 0.5 GeV/nuc to 2
TeV/nuc for many different cosmic-ray measurements [48].
To measure the boron-carbon ratio, we need to measure charge and energy of
heavy cosmic rays. We want to use the ACD’s high range as independently as pos-
sible to measure charge of heavy cosmic rays. While the ACD is an excellent charge
detector with a 99.97% particle detection efficiency, under current calibrations it
has very poor charge resolution [71]. Improving calibrations should improve charge
resolution. We call the method to improve the charge resolution the Flattening
method.
The basic idea is to use a series of cuts to skim cosmic-ray ions from the
data. We can alter the charge cuts shown in Chapter 4 to select on cosmic-ray ions
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Figure 8.2: Path length corrected energy deposition in the 0th layer of the CAL. Red areas indicate
selection used for calibration sample.
instead of removal. We then measure the charge of the cosmic ray ions using the
CAL and split the data up according to their element. Individual CAL crystals
have very good energy resolution, as seen in Figure 8.2. This data subset is called
the calibration subset. The calibration needs to be as uniform as possible: single
element, mono-energetic, and well reconstructed. Each element is binned according
to the position of the track intersection in the ACD. We fit the ACD signal in
each bin for all elements with a Gaussian distribution. ACD signal is recorded in
pulse height amplitude, PHA, which has been pedestal subtracted and path length
corrected. The fitted peaks are used to create a response map for each element and
each PMT. Once we have a response map of the ACD for each element, we take the
average of the peaks over the ‘pixels’ for each element. We then find the flattening
corrections necessary to align each ‘pixel’ of each element to the average peak for
that element. Once we have the flattening corrections, we apply those corrections
to the ACD signal in the entire heavy cosmic ray data set.
To build the calibration set of data we use the CAL to find the charge of cosmic-
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ray ions. We want each element to deposit energy consistent with its minimum
ionizing value in the zeroth layer of the CAL. This ensures that the events selected
for each element are at the same energy. We use the CAL to select on charge initially
since the CAL has a much better charge resolution than the ACD. This creates a
uniform mono-energetic sample of heavy cosmic rays for that specific element. We
select on the energy deposition for each element in the zeroth layer of the CAL. We
can see in Figure 8.2 eight distinguishable elements in the heavy cosmic ray data:
boron, carbon, nitrogen, oxygen, neon, magnesium, silicon, and iron. Once we have
our calibration sample for each element, we can begin to calculate the flattening
corrections.
The next step is to bin the calibration data based on the intersection of the
best track with the ACD. Each bin, or ‘pixel’, has a number of events and we fit the
distribution of events with a Gaussian distribution. Figure 8.3 shows a single ‘pixel’
fitted with a Gaussian distribution. We record the peak, width, and associated errors
of the Gaussian fit for each ‘pixel’. Each PMT is treated separately to account for
potential unknown electronic factors. The process is repeated for all ‘pixels’ and
each calibration element. The minimum ‘pixel’ size is based on error in the track
reconstruction. We determine the ‘pixel’ size by the number of events in each ‘pixel’.
Each ‘pixel’ needs enough events to be well fit with a Gaussian distribution.
Once we have fitted all bins for all elements, we have a response map for the
whole ACD for each heavy cosmic-ray element. Pixelization reveals in Figure 8.5(a)
the non- uniformity within and between tiles. The ACD measures a different signal
for a carbon cosmic ray depending on the location of cosmic ray ion entering the
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Gaussian Fit
Signal in ACD (PHA)
Carbon Events in Pixel 1 of tile 22
Tile 22
Figure 8.3: Events and a Gaussian fit for the carbon event distribution in a single pixel of tile 22
of the ACD.
LAT. The Flattening method intends to make the signal in the ACD uniform with
respect to individual elements. A uniform signal across the ACD should improve
the ACD’s charge resolution.
Next, we flatten the ACD’s response and improve uniformity. Once the re-
sponse map for each calibration element and each PMT is created, we can flatten
the response of the ACD. First, we find the average signal over all ‘pixels’ for each
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Figure 8.4: The top plot shows the fit to find the flattening correction for a single pixel in the
ACD. The bottom plot shows the relative residuals for the fit
from a ‘pixel’ vs the average signal for each element for all ‘pixels’. We fit the plot
with the second order polynomial:
Sflat(PHA) = ai + biS(PHA) + ciS(PHA)
2 (8.1)
This function aligns the signal in each ‘pixel’ to the average signal over all ‘pixels’.
Each ‘pixel’ has three unique coefficients. We can see the fit for a single ‘pixel’ and
the associated flattening corrections in Figure 8.4. Applying these corrections to the
ACD signal will produce a uniform signal in the ACD for each cosmic-ray species.
Applying these flattening corrections to the entire cosmic ray ion data set gives us
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(a) Carbon peak in PHA not flattened (b) Carbon peak in PHA flattened
Figure 8.5: Carbon peaks in PHA before and after applying the flattening algorithm.
the cosmic ray ion data set with flattened ACD signal.
Taking the set of carbon calibration events from the new flattened data and
making the response maps with the same method done with Figure 8.5(a) gives
Figure 8.5(b). There are certain irregular ‘pixels’; these are mostly likely due to
poor fitting of the flattening corrections or poor peak fitting.
Figure 8.6 shows improvement to the charge resolution in the ACD across all
detected cosmic-ray species. Clearly, flattening the response has improved ACD’s
charge resolution. Carbon, oxygen, and iron peaks become more refined after flat-
tening. Additional peaks of neon, magnesium, and silicon appear where there was
no evidence of such before flattening. We also see boron and nitrogen shoulders from
their more dominant primaries. The apparent boron peak in the unflattened data is
not actually boron but is due to the large range of carbon signal in the ACD. There
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Figure 8.6: Shows the signal in the ACD with various methods of flattening. Black represents the
unflattened signal. Red represents the flattened signal with pixelized data.
is a similar affect with iron. There appear to be several sources in the unflattened
data, but in reality, this just demonstrates the range in PHA that iron spans in the
unflattened data. We can now use the ACD as a charge selector for cosmic-ray ions.
One of the next major steps in cosmic-ray ion studies is estimating the response
matrix and energy measurement for cosmic-ray ions. The proton analysis estimates
the response and produces acceptance and response matrices using GEANT4 simu-
lations discussed in Chapter 6. This cannot currently be done with cosmic-ray ions
and GEANT4. As shown in Figure 4.10, GEANT4 has limited success in recreating
the response for ions and because of this we cannot use current simulations to recon-
struct the boron-carbon ratio. Alternative Monte-Carlo software can be used, such
as FLUKA, which have been shown to better simulate hadrons at higher energies
but this would require a major effort to implement FLUKA with the current Fermi
software [145]. Limited beam-test studies were performed using low energy ions but
there were not enough configurations at high enough energies to properly calibrate
new Monte-Carlo simulations with the beam-test data.
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Several new space-based cosmic-ray experiments have recently launched or will
launch in the near future which will measure energies well beyond what is currently
possible. They will also provide high precision measurements for multiple cosmic-ray
species further elucidating the state of cosmic-ray physics.
8.3 Future Cosmic-ray Missions
Three new dedicated space based cosmic-ray missions have been launched or
will launch in the near future, DAMPE [141], CALET [142], and ISS-CREAM [143].
DAMPE and CALET have very similar designs to the Fermi -LAT: large acceptance
and field of view with a basic tracker and electromagnetic calorimeter, but have
several key improvements over Fermi -LAT. Their calorimeters are much larger, both
are over twice the depth of the CAL, and each features dedicated CCD charge
detectors on the top of the respective instruments. DAMPE is a free flying satellite
while CALET is on the International Space Station like AMS-02. ISS-CREAM
is also attached to the International Space Station and has the benefits of several
independent charge detectors and a hadronic calorimeter. Additionally, DAMPE,
CALET, and ISS-CREAM each underwent extensive beam testing to measure the
response of the instrument to leptons and hadrons therefore reducing the dependence
on Monte-Carlo simulations for energy measurements and spectral reconstruction.
These new detectors have an estimated energy range from several GeV to >10
TeV and in the case of ISS-CREAM to 100 TeV, but in order to build enough
statistics for beyond 10 TeV measurements, years of data collection is required.
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Direct measurements of the cosmic-ray proton spectrum are leading to improved
understanding of our Galaxy, the physics of particle acceleration and, in combination
with recent gamma-ray measurements, possible origins for cosmic rays.
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Appendix I: Variables of Merit
Location for description of LAT variables of merit used in this analysis.
Acd2Cal1TriggerEnergy15: The energy deposited in the ACD tiles in a 15◦ cone
with vetoes around the reconstructed direction from the CAL in units of MeV.
Acd2Tkr1TileActDistEnergy: The energy deposited in the ACD tile intersecting
with the best track from the TKR and corrected for the different tile widths
between the top and side LAT tiles in units of MeV.
Cal1XDir: The reconstructed direction of the moment of inertia tensor of the par-
ticle shower in the CAL cosine in the X direction of the particle.
Cal1YDir: The reconstructed direction of the moment of inertia tensor of the par-
ticle shower in the CAL cosine in the Y direction of the particle.
Cal1ZDir: The reconstructed direction of the moment of inertia tensor of the parti-
cle shower in the CAL cosine in the Z direction of the particle. Top is defined
as Cal1ZDir > 0 and bottom as Cal1ZDir < 0.
CalEnergyRaw: The sum of the deposited energy in the CAL from all crystals in
units of MeV.
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CalLeakCorr: An estimation of the fraction of leakage of the shower out of the CAL
assuming an electromagnetic shower.
CalNewCfpCalPar0: The first fit parameter from the profile fit method described in
§ 5.2.2 used in determining CalNewCfpCalEnergy.
CalNewCfpCalPar1: The second fit parameter from the profile fit method described
in § 5.2.2 used in determining CalNewCfpCalEnergy.
CalNewCfpCalEnergy: The reconstructed energy using the profile fit method de-
scribed in § 5.2.2 using the reconstructed direction from the CAL as the pri-
mary axis of the shower in units of MeV.
CalNewCfpPar0: The first fit parameter from the profile fit method described in
§ 5.2.2 used in determining CalNewCfpEnergy.
CalNewCfpPar1: The second fit parameter from the profile fit method described in
§ 5.2.2 used in determining CalNewCfpEnergy.
CalNewCfpEnergy: The reconstructed energy using the profile fit method described
in § 5.2.2 using the best track from the TKR as the primary axis of the shower
in units of MeV.
CalTrackAngle: The difference between the reconstructed TKR and CAL directions
measured in radians.
GltGemLiveTime: The number of 50 ns ticks of the Fermi on-board clock from start
of the mission.
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Tkr1LengthInCal: The geometric path of the particle in the CAL, minus the dis-
tance traveled in gaps and non-active material, taken from the best track
determined by the TKR in units of mm.
Tkr1ToTTrAve: The average time over threshold measurement for all hits in the
tracker from a single event removing the largest and smallest time over thresh-
old measurements in units of MIPs.
Tkr1XDir: The reconstructed direction cosine of the best track from the TKR in
the X direction of the particle.
Tkr1YDir: The reconstructed direction cosine of the best track from the TKR in
the Y direction of the particle.
Tkr1ZDir: The reconstructed direction cosine of the best track from the TKR in
the Z direction of the particle. Top is defined as Tkr1ZDir < 0 and bottom as
Tkr1ZDir > 0.
TkrNumTracks: The number of tracks found in TKR reconstruction.
TkrTree1ThickRLnNodes: The number of nodes in the thick layers of the TKR
normalized the path-length in radiation lengths of material traversed.
McEnergy: The generated kinetic energy of the simulated particle in units of MeV.
McXDir: The generated direction cosine in the X direction of the simulated particle.
McYDir: The generated direction cosine in the Y direction of the simulated particle.
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McZDir: The generated direction cosine in the Z direction of the simulated particle.
Top is defined as McZDir < 0 and bottom as McZDir > 0.
WP8CTPSFTail: A multivariate classifier variable which trained on simulations where
signal is defined as a well reconstructed track such that the difference between
TKR directions and MC directions is under 1 degree.
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Appendix II: List of Cuts
The specific cuts used in this analysis on variables of merit.
Trigger and Filter cuts.
CUT_TRIGGER_FILTER =
(GltGemSummary&0x20) == 0 && (GltGemSummary&0x40) == 0
&& FswGamState == 0
Track energy cuts.
CUT_TRACK_ENERGY = TkrNumTracks > 0 && CalEnergyRaw > 20000
TKR recon cuts.
CUT_TRACK_RECON = WP8CTPSFTail > 0.5 && CalTrackAngle < 0.3
Loose ion cut.







CUT_NUCLEI_TIGHT = Acd2Cal1TriggerEnergy15 < 10
CAL Saturation Parameters cut.
CUT_SATURATED_CAL_PARAMS =
(CalNewCfpPar0 < 4.999 && CalNewCfpPar1 > -4.999) &&
(CalNewCfpCalPar0 < 4.999 && CalNewCfpCalPar1 > -4.999)
Path length in CAL cut.
QUAL_CUT_Len200 = Tkr1LengthInCal > 200.0
CAL Leakage cut.
QUAL_CUT_LEAKCORR25 = CalLeakCorr > 0.25
CAL shower and back-splash cut.
QUAL_CUT_THICKNODES = TkrTree1ThickRLnNodes < 10
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