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Preferential attachment is widely used to model the power-law behavior of de-
gree distributions in social networks. In this thesis, we study three aspects of a
directed preferential attachment model. First, we consider fitting this network
model under different data scenarios. We propose both parametric and semi-
parametric estimation procedures and compare the corresponding estimating
results. Second, we see from empirical studies that statistical estimates of the
marginal tail exponent of the power-law degree distribution often use the Hill
estimator, even though no theoretical justification has been given. Hence, we
study the convergence of the joint empirical measure for in- and out-degrees
and prove the consistency of the Hill estimator for the preferential attachment
model. Finally, we consider a widely adopted threshold selection procedure
when estimating the power-law index in practice and examine the asymptotic
behavior of the selected threshold as well as the corresponding power-law index
given.
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CHAPTER 1
INTRODUCTION
1.1 Background
The preferential attachment (PA) mechanism, in which edges and nodes are
added to the network based on probabilistic rules, provides an appealing de-
scription for the evolution of a network. The rule for how edges connect nodes
depends on node degree; large degree nodes attract more edges. The idea is ap-
plicable to both directed and undirected graphs and is often the basis for study-
ing social networks, collaborator and citation networks, and recommender net-
works. Elementary descriptions of the preferential attachment model can be
found in [20] while more mathematical treatments are available in [5, 19, 59].
Also see [35] for a statistical survey of methods for network data, [53] for con-
sideration of statistics of an undirected network and [71] for asymptotics of a
directed exponential random graph models. Limit theory for estimates of an
undirected preferential attachment model was considered in [23].
For many networks, empirical evidence supports the hypothesis that in- and
out-degree distributions follow a power law. This property was shown to hold
in linear preferential attachment models, which made preferential attachment
an attractive choice for network modeling [7, 19, 39, 40, 59]. While the marginal
degree power laws in a simple linear preferential attachment model were stud-
ied in [7, 39, 40], the joint regular variation (see [50, 51]) which was akin to a
joint power law, was only recently established [52, 55].
1
1.1.1 Model Specification
The directed edge preferential attachment model [7, 40] constructs a growing
directed random graphG(n) = (V(n), E(n)) whose dynamics depend on five non-
negative real numbers α, β, γ, δin and δout, where α+ β+ γ = 1 and δin, δout > 0. To
avoid degenerate situations, assume that each of the numbers α, β, γ is strictly
smaller than 1. We obtain a new graph G(n) by adding one edge to the existing
graph G(n − 1) and index the constructed graphs by the number n of edges in
E(n). We start with an arbitrary initial finite directed graph G(n0) with at least
one node and n0 edges. For n > n0, G(n) = (V(n), E(n)) is a graph with |E(n)| = n
edges and a random number |V(n)| = N(n) of nodes. If u ∈ V(n), D(n)in (u) and
D(n)out(u) denote the in- and out-degree of u respectively in G(n). There are three
scenarios that we call the α, β and γ-schemes, which are activated by flipping a
3-sided coin whose outcomes are 1, 2, 3 with probabilities α, β, γ. More formally,
we have an iid sequence of multinomial random variables {Jn, n > n0} with cells
labelled 1, 2, 3 and cell probabilities α, β, γ. Then the graph G(n) is obtained from
G(n − 1) as follows.
v
w v
w
w
v
α-scheme β-scheme γ-scheme
• If Jn = 1 (with probability α), append toG(n−1) a new node v ∈ V(n)\V(n−1)
and an edge (v,w) leading from v to an existing node w ∈ V(n − 1). Choose
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the existing node w ∈ V(n − 1) with probability depending on its in-degree
in G(n − 1):
P[choose w ∈ V(n − 1)] = D
(n−1)
in (w) + δin
n − 1 + δinN(n − 1) . (1.1.1)
• If Jn = 2 (with probability β), add a directed edge (v,w) to E(n − 1) with
v ∈ V(n − 1) = V(n) and w ∈ V(n − 1) = V(n) and the existing nodes v,w are
chosen independently from the nodes of G(n − 1) with probabilities
P[choose (v,w)] =
( D(n−1)out (v) + δout
n − 1 + δoutN(n − 1)
)( D(n−1)in (w) + δin
n − 1 + δinN(n − 1)
)
.
• If Jn = 3 (with probability γ), append to G(n − 1) a new node w ∈ V(n) \
V(n − 1) and an edge (v,w) leading from the existing node v ∈ V(n − 1) to
the new node w. Choose the existing node v ∈ V(n − 1) with probability
P[choose v ∈ V(n − 1)] = D
(n−1)
out (v) + δout
n − 1 + δoutN(n − 1) . (1.1.2)
Note that this construction allows the possibility of having self loops in the case
where Jn = 2, but the proportion of edges that are self loops goes to 0 as n→ ∞.
Also, multiple edges are allowed between two nodes.
1.1.2 Power law of degree distributions
Given an observed network with n edges, let Ni j(n) denote the number of nodes
with in-degree i and out-degree j. If the network is generated from the lin-
ear preferential attachment model described above, then from [7], there exists a
proper probability distribution { fi j} such that almost surely
Ni j(n)
N(n)
→ fi j =: pi j1 − β, n→ ∞. (1.1.3)
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Consider the limiting marginal in-degree distribution pini :=
∑
j pi j. The authors
show in [7, Equation (3.10)] that
pin0 =
α
1 + a1(δin)δin
,
and for i ≥ 1,
pini =
Γ(i + δin)Γ(1 + δin + a1(δin)−1)
Γ(i + 1 + δin + a1(δin)−1)Γ(1 + δin)
(
αδin
1 + a1(δin)δin
+
γ
a1(δin)
)
,
where
a1(λ) :=
α + β
1 + λ(1 − β) , λ > 0.
Moreover, pini satisfies
pini :=
∞∑
j=0
pi j ∼ Cini−(1+ιin) as i→ ∞, as long as αδin + γ > 0, (1.1.4)
for some finite positive constant Cin, where the power index
ιin =
1 + δin(α + γ)
α + β
(1.1.5)
Similarly, the limiting marginal out-degree distribution has the same property:
poutj :=
∞∑
i=0
pi j ∼ Couti−(1+ιout) as j→ ∞, as long as γδout + α > 0,
for Cout positive and
ιout =
1 + δout(α + γ)
β + γ
. (1.1.6)
Let (I,O) be a fictitious random vector with joint pmf pi j, then
P(I ≥ i) ∼ Cin(1 + ιin)−1 · i−ιin as i→ ∞, (1.1.7)
P(O ≥ j) ∼ Cout(1 + ιout)−1 · j−ιout as j→ ∞. (1.1.8)
In the linear PA model, the joint distribution of (I,O) satisfies non-standard
regular variation. LetM(R2+ \ {0}) be the set of Borel measures on R2+ \ {0} that are
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finite on sets bounded away from the origin. Then (I,O) is non-standard regularly
varying on R2+ \ {0}means that as t → ∞,
tP
[( I
t1/ιin
,
O
t1/ιout
)
∈ ·
]
→ ν(·), in M(R2+ \ {0}), (1.1.9)
where ν(·) ∈ M(R2+ \ {0}) is called the limit or tail measure [14, 29, 44]. Using
the power transformation I 7→ Ia with a = ιin/ιout, the vector (Ia,O) becomes
standard regularly varying, i.e.,
tP
[(
Ia
t1/ιout
,
O
t1/ιout
)
∈ ·
]
→ ν˜(·), in M(R2+ \ {0}),
where ν˜ = ν◦T−1 with T (x, y) = (xa, y). With this standardization, the transformed
measure ν˜ is directly estimable from data [50].
1.2 Contribution
For many social network data sets, degree distributions have power-law tails
and one important issue is to estimate the tail exponents of these power laws
so that one can predict the occurrence of nodes with large degrees. From a
statistical point of view, it is useful to formulate estimation procedures using
the information contained in the tails, with the hope that such an approach will
be more robust against modeling errors.
In practice, power-law exponents are often estimated using an extreme value
theory method relying on the Hill estimator. Such Hill estimates are provided
as one of the key summary statistics on websites that collect large data sets from
different networks, e.g. KONECT (http://konect.cc/). Even though stan-
dard extreme value techniques are widely adopted, no rigorous justification has
been given. This suggests research questions.
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In this thesis, we analyze the linear preferential attachment model from three
different aspects, which leads to contribution in both statistical and probabilistic
directions.
Fitting a Linear Preferential Attachment Model
This project contains two consecutive studies [63, 64] that provide useful in-
sights on the parameter estimation problem for network data and illustrate how
extreme value theory could provide robust statistical methodologies.
We develop estimation procedures for network models that exhibit power-
law tail degree distributions. In [64], we propose two parametric approaches.
When the full history of the network evolution is available, we derive maximum
likelihood estimates (MLE) for the model parameters. If, however, only a snap-
shot of the nodes and edges is available at a single point in time, we give an esti-
mation procedure for the parameters of the network using an approximation to
the likelihood and method of moments. The MLE method gives strongly consis-
tent and efficient parameter estimates for simulated data. The snapshot method
leads to estimates that are consistent but with larger variances. When applied to
real data, both methods display discrepancies; the MLE method does, however,
suggest ways to reduce modeling error perhaps using change point methods.
Such pitfalls when calibrating the parametric model to real network data
makes us look for a more robust procedure. From a practitioner’s point of view,
real data are never as clean as the simulated ones, so we come up with a semi-
parametric estimation approach in [63], based on the estimated tail exponents
and extreme value methodologies, and argue for its robustness. We find that
6
the semi-parametric extreme value estimation method is robust in the presence
of various types of data corruption.
Degree growth rates and index estimation for network data
This part is based on two papers [65, 68] and contributes to filling the gap be-
tween what is widely adopted in practice and what has shown to be true in
theory. Here we only focus on the results related to the directed network model
( [65]).
When analyzing network growth models, we are interested in the asymp-
totic behavior of the degree growth for both a fixed node and the node with
maximal degree. Methodologies adopted in the literature are largely dependent
on complex difference equations and martingale analyses, which are vulnerable
to changes in the assumption on the particular preferential attachment rule and
without a clear structural analysis, the explicit form of the asymptotic limit is not
available directly from the martingale method. To remedy these drawbacks, we
embed the in- and out-degree growth of a fixed node into a sequence of paired
switched birth processes with immigration, using Bernoulli switching between
pairs of independent birth processes with immigration. Once embedding re-
sults are available, the limiting joint distribution of the in- and out-degree of
a fixed node follows by borrowing results from the asymptotics of continuous
time branching processes.
In addition to the interest in the asymptotic behavior, one pragmatic issue
for network data is the estimation of the power-law index. The most com-
monly used estimator in practice is the Hill estimator, despite the fact that its
7
consistency is established only for data generated from repeated sampling in
the extreme value literature. For the node-based network data, we view the Hill
estimator as a functional of the marginal tail empirical measure. Then with the
emedding technique, we prove in [65] the convergence of the tail empirical joint
measure, thus giving the consistency of the two marginal Hill estimators. This
allows us to reformulate known results (cf. [55, 67]) in a more structural way
and close logical loops within the whole series of analyses.
Threshold Selection
When estimating the power-law index, an important step is to determine the
cutoff value so that the distribution of observations larger than this threshold
follows a power law. The third part of this thesis is based on [17], and studies
the asymptotic behavior of the power-law tail estimates arising from a popular
threshold selection method given in [10].
The minimum distance selection procedure (MDSP) given in [10] chooses
the threshold as the one minimizing the Kolmogorov-Smirnov distance from the
empirical tail to the estimated tail. In spite of its frequent use, no theoretical jus-
tifications for this method have been given. For instance, the consistency of the
Hill estimator with the chosen threshold is not proved, even though simulation
results are confirmatory. Besides, the asymptotic distribution of the chosen pro-
portion also appears complicated but not normal. When applied to Pareto dis-
tributed data generated from simple repeated sampling, this threshold selection
method tends to choose a higher threshold than the true one with non-negligible
probability, thus raising questions on the trustworthiness of this widely adopted
methodology. Also, the limiting distribution of the tail estimates associated with
8
this “optimal” threshold becomes very complicated, which leads to difficulties
on making inferences.
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CHAPTER 2
FITTING A LINEAR PREFERENTIAL ATTACHMENT MODEL
2.1 Overview
In this chapter, we discuss methods of fitting a simple linear preferential at-
tachment model, which is parametrized by θ = (α, β, γ, δin, δout). The first three
parameters, α, β, γ, correspond to probabilities of the 3 scenarios for adding an
edge and hence sum to 1, i.e., α+β+γ = 1. The other two, δin and δout, are tuning
parameters related to growth rates. The tail indices of the marginal power laws
for the in- and out-degrees can be expressed as explicit functions of θ. The graph
G(n) = (V(n), E(n)), where V(n) is the set of nodes and E(n) is the set of edges at
the nth iteration, evolves based on postulates that describe how new edges and
nodes are formed. This construction of the network is Markov in the sense that
the probabilistic rules for obtaining G(n + 1) once G(n) is known do not require
prior knowledge of earlier stages of the construction.
The Markov structure of the model allows us to construct a likelihood func-
tion based on observing G(n0),G(n0 + 1), . . . ,G(n0 + n). After deriving the like-
lihood function, we show that it has a unique maximum at θˆ = (αˆ, βˆ, γˆ, δˆin, δˆout)
and that the resulting maximum likelihood estimator is strongly consistent and
asymptotically normal. The normality is proved using a martingale central limit
theorem applied to the score function. The limiting distribution also reveals that
(αˆ, βˆ, γˆ), δˆin, and δˆout are asymptotically independent. From these results, asymp-
totic properties of the MLE for the power law indices can be derived.
For some network data, only a snapshot of the nodes and edges is avail-
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able at a single point in time, that is, only G(n) is available for some n. In such
cases, we propose an estimation procedure for the parameters of the network
using an approximation to the likelihood and method of moments. This also
produces strongly consistent estimators. These estimators perform reasonably
well compared to the MLE where the entire evolution of the network is known
but predictably there is some loss of efficiency.
We illustrate the estimation procedure for both scenarios using simulated
data. Simulation plays an important role in the process of modeling networks
since it provides a way to assess the performance of model fitting procedures
in the idealized setting of knowing the true model. Also, after fitting a model
to real data, simulation provides a check on the quality of fit. Departures from
model assumptions can often be detected via simulation of multiple realizations
from the fitted network. Hence it is important to have efficient simulation al-
gorithms for producing realizations of the preferential attachment network for
a given set of parameter values. We adopt a simulation method, learned from
Joyjit Roy, that was inspired by [3] and is similar to that of [58]. Details on the
simulation algorithm are included in Chapter A.1.
Our fitting methods are implemented in a real data setting using the Dutch
Wiki talk network [42]. While one should not expect the simple 5-parameter
(later extended to 7-parameter) linear preferential attachment model to fully
explain a network with millions of edges, it does provide a reasonable fit to the
tail behavior of the degree distributions.
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2.2 Parameter estimation: MLE based on the full network his-
tory
In this chapter, we estimate the preferential attachment parameter vector θ =
(α, β, δin, δout) under two assumptions about what data is available. In the first
assumption, the full evolution of the network is observed, from which the like-
lihood function can be computed. The resulting MLE is strongly consistent and
asymptotically normal. For the second assumption, the data only consist of one
snapshot of the network with n edges, without the knowledge of the network
history that produced these edges. For this case we give an estimation approach
through approximating the score function and moment matching, which pro-
duces parameter estimators that are also strongly consistent but less efficient
than those based on the full evolution of the network. In both cases, the estima-
tors are uniquely determined.
2.2.1 Likelihood calculation
Assume the network begins with the graph G(n0) (consisting of n0 edges) and
then evolves according to the description in Chapter 1.1.1 with parameters
(α, β, δin, δout), where δin, δout > 0 and α, β are non-negative probabilities. The γ is
implicitly defined by γ = 1 − α − β. To avoid trivial cases, we will also assume
α, β, γ < 1 for the rest of the chapter. For MLE estimation we restrict the pa-
rameter space for δin, δout to be [,K], for some sufficiently small  > 0 and large
K. In particular, the true value of δin, δout is assumed to be contained in (,K).
Let et = (vt,wt) be the newly created edge when the random graph evolves from
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G(t − 1) to G(t). We sometimes refer to t as the time rather than the number of
edges.
Assume we observe the initial graphG(n0) and the edges {et}nt=n0+1 in the order
of their formation. For t = n0 + 1, . . . , n, the values of the following variables are
known:
• N(t), the number of nodes in graph G(t);
• Dinv (t − 1), Doutv (t − 1), the in- and out-degree of node v in G(t − 1), for all
v ∈ V(t − 1);
• Jt, the scenario under which et is created.
Then the likelihood function is
L(α, β, δin, δout| G(n0), (et)nt=n0+1)
=
n∏
t=n0+1
α Dinwt(t − 1) + δint − 1 + δinN(t − 1)
1{Jt=1}
×
n∏
t=n0+1
β( Dinwt(t − 1) + δint − 1 + δinN(t − 1))(D
outvt(t − 1) + δout
t − 1 + δoutN(t − 1)
)1{Jt=2}
×
n∏
t=n0+1
(
(1 − α − β) D
out
vt (t − 1) + δout
t − 1 + δoutN(t − 1)
)1{Jt=3}
(2.2.1)
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and the log likelihood function is
log L(α, β, δin, δout| G(n0), (et)nt=n0+1) (2.2.2)
= logα
n∑
t=n0+1
1{Jt=1} + log β
n∑
t=n0+1
1{Jt=2} + log(1 − α − β)
n∑
t=n0+1
1{Jt=3}
+
n∑
t=n0+1
log
(
Dinwt(t − 1) + δin
)
1{Jt∈{1,2}}
+
n∑
t=n0+1
log
(
Doutvt (t − 1) + δout
)
1{Jt∈{2,3}}
−
n∑
t=n0+1
log(t − 1 + δinN(t − 1))1{Jt∈{1,2}}
−
n∑
t=n0+1
log(t − 1 + δoutN(t − 1))1{Jt∈{2,3}}.
The score functions for α, β, δin, δout are calculated as follows:
∂
∂α
log L(α, β, δin, δout| G(n0), (et)nt=n0+1)
=
1
α
n∑
t=n0+1
1{Jt=1} −
1
1 − α − β
n∑
t=n0+1
1{Jt=3}, (2.2.3)
∂
∂β
log L(α, β, δin, δout| G(n0), (et)nt=n0+1)
=
1
β
n∑
t=n0+1
1{Jt=2} −
1
1 − α − β
n∑
t=n0+1
1{Jt=3}, (2.2.4)
∂
∂δin
log L(α, β, δin, δout| G(n0), (et)nt=n0+1)
=
n∑
t=n0+1
1
Dinwt(t − 1) + δin
1{Jt∈{1,2}}
−
n∑
t=n0+1
N(t − 1)
t − 1 + δinN(t − 1)1{Jt∈{1,2}}, (2.2.5)
∂
∂δout
log L(α, β, δin, δout| G(n0), (et)nt=n0+1)
=
n∑
t=n0+1
1
Doutvt (t − 1) + δout
1{Jt∈{2,3}}
−
n∑
t=n0+1
N(t − 1)
t − 1 + δoutN(t − 1)1{Jt∈{2,3}}.
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Note that the score functions (2.2.3), (2.2.4) for α and β do not depend on
δin and δout. One can show that the Hessian matrix of the log-likelihood for
(α, β) is positive definite. Setting (2.2.3) and (2.2.4) to zero gives the unique MLE
estimates for α and β,
αˆMLE =
1
n − n0
n∑
t=n0+1
1{Jt=1}, (2.2.6)
βˆMLE =
1
n − n0
n∑
t=n0+1
1{Jt=2}. (2.2.7)
These estimates are strongly consistent by applying the strong law of large num-
bers for the {Jt} sequence.
Next, consider the first term of the score function for δin in (2.2.5), and we
have
n∑
t=n0+1
1
Dinwt(t − 1) + δin
1{Jt∈{1,2}} =
∞∑
i=0
1
i + δin
n∑
t=n0+1
1{Dinwt (t−1)=i,Jt∈{1,2}}.
Observe that
{
Dinwt(t − 1) = i, Jt ∈ {1, 2}
}
describes the event that the in-degree of
node wt∈ V(t − 1) is i at time t − 1 and is augmented to i + 1 at time t. For each
i ≥ 1, such an event happens at some stage t ∈ {n0 + 1, n0 + 2, . . . , n} only for those
nodes with in-degree ≤ i at time n0 and in-degree > i at time n. Let Ni j(n) denote
the number of nodes with in-degree i and out-degree j at time n, and N ini (n) and
N in>i(n) to be the number of nodes with in-degree equal to i and greater than i,
respectively, i.e.,
N ini (n) =
∞∑
j=0
Ni j(n), N in>i(n) =
∑
k>i
N ink (n).
Then
n∑
t=n0+1
1{Dinwt (t−1)=i,Jt∈{1,2}} = N in>i(n) − N in>i(n0), i ≥ 1.
On the other hand, when i = 0,
{
Dinwt(t − 1) = 0, Jt ∈ {1, 2}
}
occurs for some t if and
only if all of the following three events happen:
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(i) wt has in-degree > 0 at time n;
(ii) wt does not have in-degree > 0 at time n0;
(iii) wt was not created under the γ-scheme (otherwise it would have been born
with in-degree 1).
This implies:
n∑
t=n0+1
1{Dinwt (t−1) = 0,Jt∈{1,2}} = N in>0(n) − N in>0(n0) −
n∑
t=n0+1
1{Jt=3},
since there are, in total,
∑n
t=n0+1 1{Jt=3} nodes created under the γ-scheme. There-
fore,
n∑
t=n0+1
1
Dinwt(t − 1) + δin
1{Jt∈{1,2}}
=
∞∑
i=0
1
i + δin
n∑
t=n0+1
1{Dinwt (t−1)=i,Jt∈{1,2}}
=
∞∑
i=0
N in>i(n) − N in>i(n0)
i + δin
−
∑n
t=n0+1 1{Jt=3}
δin
. (2.2.8)
Setting the score function (2.2.5) for δin to 0 and dividing both sides by n − n0
leads to
1
n − n0
∞∑
i=0
N in>i(n) − N in>i(n0)
i + δin
− 1
δin(n − n0)
n∑
t=n0+1
1{Jt=3}
− 1
n − n0
n∑
t=n0+1
N(t − 1)
t − 1 + δinN(t − 1)1{Jt∈{1,2}} = 0, (2.2.9)
where the only unknown parameter is δin. In Chapter 2.2.2, we show that the
solution to (2.2.9) actually maximizes the likelihood function in δin. Similarly,
the MLE for δout can be solved from
1
n − n0
∞∑
j=0
Nout> j (n) − Nout> j (n0)
j + δout
−
1
n−n0
∑n
t=n0+1 1{Jt=1}
δout
− 1
n − n0
n∑
t=n0+1
N(t − 1)
t − 1 + δoutN(t − 1)1{Jt∈{2,3}} = 0,
where Nout> j (n) is defined in the same fashion as N
in
>i(n).
16
Remark 2.2.1. The arguments leading to (2.2.8) allow us to rewrite the likelihood func-
tion (2.2.1):
L(α, β, δin, δout| G(n0), (et)nt=n0+1)
= α
∑n
t=n0+1
1{Jt=1} β
∑n
t=n0+1
1{Jt=2} (1 − α − β)
∑n
t=n0+1
1{Jt=3}
×
n∏
t=n0+1
(t − 1 + δinN(t − 1))−1{Jt∈{1,2}} (t − 1 + δoutN(t − 1))−1{Jt∈{2,3}}
×
n∏
t=n0+1
 ∞∏
i=0
(i + δin)
1{Dinwt (t−1)=i,Jt∈{1,2}}
∞∏
j=0
( j + δout)
1{Doutvt (t−1)= j,Jt∈{2,3}}

= α
∑n
t=n0+1
1{Jt=1} β
∑n
t=n0+1
1{Jt=2} (1 − α − β)
∑n
t=n0+1
1{Jt=3}
×
n∏
t=n0+1
[
(t − 1 + δinN(t − 1))−1{Jt∈{1,2}} (t − 1 + δoutN(t − 1))−1{Jt∈{2,3}}δ−1{Jt=3}in δ
−1{Jt=1}
out
]
×
∞∏
i=0
(i + δin)N
in
>i(n)−Nin>i(n0)
∞∏
j=0
( j + δout)N
out
> j (n)−Nout> j (n0).
Hence by the factorization theorem, N(n0), (Jt)nt=n0+1, (N
in
>i(n) − N in>i(n0))i≥0, (Nout> j (n) −
Nout> j (n0)) j≥0 are sufficient statistics for (α, β, δin, δout).
2.2.2 Consistency of MLE
We remarked after (2.2.6) and (2.2.7) that αˆMLE and βˆMLE converge almost surely
to α and β. We now prove that the MLE of (δin, δout) is also strongly consistent.
Note that if we initiate the network with G(n0) (for both n0 and N(n0) finite), then
almost surely for all i, j ≥ 0,
N in>i(n0)
n
≤ N(n0)
n
→ 0, N
out
> j (n0)
n
≤ N(n0)
n
→ 0, as n→ ∞,
and (n − n0)/n → 1. In other words, n0, N in>i(n0), Nout> j (n0) are all o(n). So for
simplicity, we assume that the graph is initiated with finitely many nodes and
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no edges, that is, n0 = 0 and N(0) ≥ 1. In particular, these assumptions imply the
sum of the in-degrees at time n is equal to n.
Let Ψn(·),Φn(·) be the functional forms of the terms in the log-likelihood func-
tion (2.2.2) involving δin and δout respectively, normalized by 1/n, i.e.,
Ψn(λ) :=
∞∑
i=0
N in>i(n)
n
log(i + λ) − log λ
n
n∑
t=1
1{Jt=3}
− 1
n
n∑
t=1
log (t − 1 + λN(t − 1)) 1{Jt∈{1,2}},
Φn(µ) :=
∞∑
j=0
Nout> j (n)
n
log( j + µ) − log µ
n
n∑
t=1
1{Jt=1}
− 1
n
n∑
t=1
log (t − 1 + µN(t − 1)) 1{Jt∈{2,3}}.
The following theorem gives the consistency of the MLE of δin and δout.
Theorem 2.2.2. Suppose δin, δout ∈ (,K) ⊂ (0,∞). Define
δˆMLEin = δˆ
MLE
in (n) := argmax
≤λ≤K
Ψn(λ), δˆMLEout = δˆ
MLE
out (n) := argmax
≤µ≤K
Φn(µ).
Then these are the MLE estimators of δin, δout and they are strongly consistent; that is,
δˆMLEin
a.s.−→ δin, δˆMLEout
a.s.−→ δout, n→ ∞.
Proof of Theorem 2.2.2. We only verify the consistency of δˆMLEin since similar argu-
ments apply to δˆMLEout . Define
ψn(λ) := Ψ′n(λ) =
∞∑
i=0
N in>i(n)/n
i + λ
−
1
n
∑n
t=1 1{Jt=3}
λ
− 1
n
n∑
t=1
N(t − 1)
t − 1 + λN(t − 1)1{Jt∈{1,2}}.
Let us consider a limit version of ψn:
ψ(λ) :=
∞∑
i=0
pin>i(δin)
i + λ
− γ
λ
− (1 − β)a1(λ), (2.2.10)
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where pin>i(δin) :=
∑
k>i pink (δin) with p
in
k (δin) := p
in
k as defined in (1.1.4), and
a1(λ) :=
α + β
1 + λ(1 − β) , λ > 0.
Here we write pini (δin) to emphasize the dependence on δin. In Lemmas A.2.1
and A.2.2, provided in the appendix, it is shown that ψ(·) has a unique zero at
δin, where ψ(λ) > 0 when λ < δin and ψ(λ) < 0 when λ > δin, and
sup
λ≥
|ψn(λ) − ψ(λ)| → 0. (2.2.11)
Since ψ is continuous, for any κ > 0 arbitrarily small, there exists εκ > 0 such that
ψ(λ) > εκ for λ ∈ [, δin − κ] and ψ(λ) < −εκ for λ ∈ [δin + κ,K]. From (2.2.11),
P
(
∃Nκ s.t. sup
n>Nκ
sup
λ∈[,K]
|ψn(λ) − ψ(λ)| < εκ/2
)
= 1. (2.2.12)
Note supλ∈[,K] |ψn(λ) − ψ(λ)| < εκ/2 implies
ψn(λ) ≥ ψ(λ) − sup
λ∈[,K]
|ψn(λ) − ψ(λ)| ≥ εκ − εκ/2 > 0, λ ∈ [, δin − κ),
and
ψn(λ) ≤ ψ(λ) + sup
λ∈[,K]
|ψn(λ) − ψ(λ)| ≤ −εκ + εκ/2 < 0, λ ∈ (δin + κ,K].
These jointly indicate that δin − κ ≤ δˆMLEin ≤ δin + κ. Hence (2.2.12) implies
P
(
lim
n→∞ |δˆ
MLE
in − δin| ≤ κ
)
= 1,
for arbitrary κ > 0. That is, δˆMLEin
a.s.−→ δin. 
2.2.3 Asymptotic normality of MLE
In the following theorem, we establish the asymptotic normality for the MLE
estimator
θˆ
MLE
n = (αˆ
MLE, βˆMLE, δˆMLEin , δˆ
MLE
out ).
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Theorem 2.2.3. Let θˆ
MLE
n be the MLE estimator for θ, the parameter vector of the pref-
erential attachment model. Then
√
n(θˆ
MLE
n − θ)
d→ N (0,Σ(θ)) ,
where
Σ−1(θ) = I(θ) :=

1−β
α(1−α−β)
1
1−α−β 0 0
1
1−α−β
1−α
β(1−α−β) 0 0
0 0 Iin 0
0 0 0 Iout

, (2.2.13)
with
Iin :=
∞∑
i=0
pin>i
(i + δin)2
− γ
δ2in
− (α + β)(1 − β)
2
(1 + δin(1 − β))2
, (2.2.14)
Iout :=
∞∑
j=0
pout> j
( j + δout)2
− α
δ2out
− (γ + β)(1 − β)
2
(1 + δout(1 − β))2
.
In particular, I(θ) is the asymptotic Fisher information matrix for the parameters, and
hence the MLE estimator is efficient.
Remark 2.2.4. From Theorem 2.2.3, the estimators (αˆMLE, βˆMLE), δˆMLEin , and δˆ
MLE
out are
asymptotically independent.
Proof of Theorem 2.2.3. We first show the limiting distributions for the MLE’s, i.e.
(αˆMLE, βˆMLE), δˆMLEin and δˆ
MLE
out . From (2.2.6) and (2.2.7),
(αˆMLE, βˆMLE) =
1
n
n∑
t=1
(
1{Jt=1}, 1{Jt=2}
)
,
where {Jt} is a sequence of iid random variables. Hence the limiting distribution
of the pair
(
αˆMLE, βˆMLE
)
follows directly from standard central limit theorem for
sums of independent random variables.
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Next we show the asymptotic normality for δˆMLEin ; the argument for δˆ
MLE
out is
similar. Recall from (2.2.5) that the score function for δin can be written as
∂
∂δin
log L(α, β, δin, δout)
∣∣∣∣∣
δ
=:
n∑
t=1
ut(δ),
where ut is defined by
ut(δ) :=
1
Din(t−1)(wt) + δ
1{Jt∈{1,2}} −
N(t − 1)
t − 1 + δN(t − 1)1{Jt∈{1,2}}. (2.2.15)
The MLE estimator δˆMLEin can be obtained by solving
∑n
t=1 ut(δ) = 0. By a Taylor
expansion of
∑n
t=1 ut(δ),
0 =
n∑
t=1
ut(δˆMLEin ) =
n∑
t=1
ut(δin) + (δˆMLEin − δin)
n∑
t=1
u˙t(δˆ∗in), (2.2.16)
where u˙t denotes the derivative of ut and δˆ∗in = δin+ξ(δˆ
MLE
in −δin) for some ξ ∈ [0, 1].
An elementary transformation of (2.2.16) gives
n1/2(δˆMLEin − δin) =
− 1
n−1
∑n
t=1 u˙t(δˆ∗in)
 n−1/2 n∑
t=1
ut(δin)
 .
To establish
n1/2(δˆMLEin − δin)
d→ N(0, I−1in ),
where Iin is as defined in (2.2.13), it suffices to show the following two results:
(i) n−1/2
∑n
t=1 ut(δin)
d→ N(0, Iin),
(ii) n−1
∑n
t=1 u˙t(δˆ
∗
in)
p→ −Iin.
These are proved in Lemmas A.3.1 and A.3.2 in the appendix, respectively.
To establish the joint asymptotic normality of the MLE estimator θˆ
MLE
n , de-
note the joint score function vector for θ by
∂
∂θ
log L(θ) =: Sn(θ) = (S n(α), S n(β), S n(δin), S n(δout))T ,
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where S n(α), S n(β), S n(δin), S n(δout) are the score functions for α, β, δin, δout, respec-
tively. A multivariate Taylor expansion gives
0 = Sn
(
θˆ
MLE
n
)
= Sn(θ) + S˙n
(
θˆ
∗
n
) (
θˆ
MLE
n − θ
)
, (2.2.17)
where S˙n denotes the Hessian matrix of the log-likelihood function log L(θ), and
θˆ
∗
n = θ+ξ◦
(
θˆ
MLE
n − θ
)
for some vector ξ ∈ [0, 1]4, where “◦” denotes the Hadamard
product. From Remark 2.2.1, the likelihood function L(θ) can be factored into
L(θ) = f1(α, β) f2(δin) f3(δout).
Hence
1
n
S˙n(θˆ
∗
n) =

∂2 log Ln(θˆ
∗
n)
∂α2
∂2 log Ln(θˆ
∗
n)
∂α∂β
0 0
∂2 log Ln(θˆ
∗
n)
∂β∂α
∂2 log Ln(θˆ
∗
n)
∂β2
0 0
0 0 ∂
2 log Ln(θˆ
∗
n)
∂δ2in
0
0 0 0 ∂
2 log Ln(θˆ
∗
n)
∂δ2out

p→ I(θ) (2.2.18)
as implied in the previous part of the proof, where I(θ) (defined in (2.2.13)) is
positive semi-definite.
Note that (S n(α), S n(β)), S n(δin), S n(δout) are pairwise uncorrelated. As an ex-
ample, observe that
E[S n(α)S n(δin)] =
∫
∂ log L(θ)
∂α
∂ log L(θ)
∂δin
L(θ)dx
=
∫
∂ log f1(α, β)
∂α
∂ log f2(δin)
∂δin
f1(α, β) f2(δin) f3(δout)dx
=
∫
∂ f1(α, β)
∂α
∂ f2(δin)
∂δin
f3(δout) dx
=
∂2
∂α∂δin
∫
L(θ)dx
= 0 = E[S n(α)]E[S n(δin)].
Using the Crame´r-Wold device, the joint convergence of Sn(θ) follows easily, i.e.,
n−1/2Sn(θ)
d→ N(0, I(θ)).
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From here, the result of the theorem follows from (2.2.17) and (2.2.18). 
2.3 Parameter estimation based on one snapshot
Based only on the single snapshotG(n), we propose a parameter estimation pro-
cedure. We assume that the choice of the snapshot does not depend on any en-
dogenous information related to the network. The snapshot merely represents
a point in time where the data is available. Since no information on the initial
graph G(n0) is available, we merely assume n0 and N(n0) are fixed and n→ ∞.
Among the sufficient statistics for (α, β, δin, δout) derived in Remark 2.2.1,(
N in>i(n)
)
i≥0,
(
Nout> j (n)
)
j≥0 are computable from G(n), but the (Jt)
n
t=1 are not. How-
ever, when n is large, we can use the following approximations according to the
proof of Lemma A.2.2:
1
n
n∑
t=n0+1
1{Jt=3} ≈ 1 − α − β,
and
1
n
n∑
t=n0+1
N(t)
t + δinN(t)
1{Jt∈{1,2}} ≈ (α + β)
1 − β
1 + δin(1 − β) .
Substituting in (2.2.9), we estimate δin in terms of α and β by solving
∞∑
i=0
N in>i(n)/n
i + δin
− 1 − α − β
δin
− (α + β)(1 − β)
1 + (1 − β)δin = 0. (2.3.1)
Note that a strongly consistent estimator of β can be obtained directly fromG(n):
β˜ = 1 − N(n)
n
a.s.−→ β.
To obtain an estimate for α, we make use of the recursive formula for {pini } in
(A.2.1a): (
1 +
(α + β)δin
1 + (1 − β)δin
)
pin0 = α, (2.3.2)
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and replace pin0 by N
in
0 (n)/n for large n,(
1 +
(α + β)δin
1 + (1 − β)δin
)
N in0 (n)
n
= α. (2.3.3)
Plug the strongly consistent estimator β˜ into (2.3.1) and (2.3.3), and we claim
that solving the system of equations:
∞∑
i=0
N in>i(n)/n
i + δin
− 1 − α − β˜
δin
− (α + β˜)(1 − β˜)
1 + (1 − β˜)δin
= 0, (2.3.4a)(
1 +
(α + β˜)δin
1 + (1 − β˜)δin
)
N in0 (n)
n
= α, (2.3.4b)
gives the unique solution (α˜, δ˜in) which is strongly consistent for (α, δin).
Theorem 2.3.1. The solution (α˜, δ˜in) to the system of equations in (2.3.4) is unique and
strongly consistent for (α, δin), i.e.
α˜
a.s.−→ α, δ˜in a.s.−→ δin.
The proof of Theorem 2.3.1 is given in Chapter A.4.
The parameters δ˜out and γ˜ can be estimated by a mirror argument. We sum-
marize the estimation procedure for (α, β, γ, δin, δout) from the snapshot G(n) as
follows:
1. Estimate β by β˜ = 1 − N(n)/n.
2. Obtain δ˜0in by solving (i.e., matching (2.3.4a) and (2.3.4b))
∞∑
i=1
N in>i(n)
n
i
i + δin
(1 + δin(1 − β˜)) =
Nin0 (n)
n + β˜
1 − Nin0 (n)n δin1+(1−β˜)δin
.
3. Estimate α by
α˜0 =
Nin0 (n)
n + β˜
1 − Nin0 (n)n
δ˜0in
1+(1−β˜)δ˜0in
− β˜.
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4. Obtain δ˜0out by solving
∞∑
j=1
Nout> j (n)
n
j
j + δout
(1 + δout(1 − β˜)) =
Nout0 (n)
n + β˜
1 − Nout0 (n)n δout1+(1−β˜)δout
.
5. Estimate γ by
γ˜0 =
Nout0 (n)
n + β˜
1 − Nout0 (n)n
δ˜0out
1+(1−β˜)δ˜0out
− β˜.
Note that even though all three estimators α˜0, β˜, γ˜0 are strongly consistent and
hence α˜0 + β˜ + γ˜0
a.s.−→ 1, Step 1–5 do not necessarily imply the equality
α˜0 + β˜ + γ˜0 = 1.
We recommend adding the following two steps for a re-normalization to over-
come this defect.
6. Re-normalize the probabilities
(α˜, β˜, γ˜) ←
(
α˜0(1 − β˜)
α˜0 + γ˜0
, β˜,
γ˜0(1 − β˜)
α˜0 + γ˜0
)
.
7. Plug α˜ into (2.3.4a) to update the estimate of δin, i.e., solve for δ˜in from
∞∑
i=0
N in>i(n)/n
i + δ˜in
− 1 − α˜ − β˜
δ˜in
− (α˜ + β˜)(1 − β˜)
1 + (1 − β˜)δ˜in
= 0.
Similarly, solve for δ˜out from
∞∑
j=0
Nout> j (n)/n
j + δ˜out
− 1 − γ˜ − β˜
δ˜out
− (γ˜ + β˜)(1 − β˜)
1 + (1 − β˜)δ˜out
= 0.
2.4 Simulation study
We now apply the estimation procedures described in Chapter 2.2 and 2.3 to
simulated data, which allows us to compare the estimation results using the full
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history of the network with that using just one snapshot. Algorithm 1 is used to
simulate realizations of the preferential attachment network.
2.4.1 MLE
For the case of observing the full history of the network, we simulated 5000
independent replications of the preferential attachment network with 105 edges
under the true parameter values
θ = (α, β, δin, δout) = (0.3, 0.5, 2, 1). (2.4.1)
For each realization, the MLE estimate of the parameters was computed and
standardized as √
n
(
(θˆ
MLE
n )i − (θ)i
)
σˆii
, (2.4.2)
where (θˆn)i and (θ)i denote the i-th components of θˆ
MLE
n and θ respectively, and σˆ2ii
is the i-th diagonal component of the matrix Σˆ := Σ(θˆ
MLE
n ). The explicit formula
for the entries of Σˆ is
Σˆ =

αˆMLE
(
1 − αˆMLE
)
−αˆMLEβˆMLE 0 0
−αˆMLEβˆMLE βˆMLE
(
1 − βˆMLE
)
0 0
0 0 Iˆ−1in 0
0 0 0 Iˆ−1out

,
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Figure 2.4.1: Normal QQ-plots in black for normalized estimates in (2.4.2)
under 5000 replications of a preferential attachment network
with 105 edges and θ = (0.3, 0.5, 2, 1). The fitted lines in blue
are the traditional qq-lines (given by R) used to check nor-
mality of the estimates. The red dashed line represents the
y = x line in all plots.
where, see (2.2.13) and (2.2.14),
Iˆin =
∞∑
i=0
N in>i(n)/n(
i + δˆMLEin
)2 − 1 − αˆMLE − βˆMLE(
δˆMLEin
)2
−
(
αˆMLE + βˆMLE
) (
1 − βˆMLE
)2(
1 + δˆMLEin (1 − βˆMLE)
)2 ,
Iˆout =
∞∑
j=0
Nout> j (n)/n(
j + δˆMLEout
)2 − αˆMLE(
δˆMLEout
)2 −
(
1 − αˆMLE
) (
1 − βˆMLE
)2(
1 + δˆMLEout (1 − βˆMLE)
)2 .
By the strong consistency of the MLEs combined with Lemma A.2.2, we have
that Σˆ
a.s.−→ Σ.
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The QQ-plots of the normalized MLEs are shown in Figure 2.4.1, all of which
line up quite well with the y = x line (the red dashed line). This is consistent with
the asymptotic theory described in Theorem 2.2.3. Confidence intervals for θ
can be obtained using this theorem. Given a single realization, an approximate
(1 − ε)-confidence interval for (θ)i is
(θˆ
MLE
n )i ± zε/2
√
σˆ2ii
n
for i = 1, . . . , 4,
where zε/2 is the upper ε/2 quantile of N(0, 1).
2.4.2 One snapshot
We used the same simulated data as in Chapter 2.4.1 to obtain parameter es-
timates θ˜n := (α˜, β˜, δ˜in, δ˜out) through only the final snapshot, i.e., the set of di-
rected edges without timestamps, following the procedure described at the end
of Chapter 2.3. For the purpose of comparison with MLE, Figure 2.4.2 gives
the QQ-plots for the normalized estimates from the snapshots using the same
standardizations for the MLEs, i.e.,
√
n
(
(θ˜n)i − (θ)i
)
σˆii
, i = 1, . . . , 4, (2.4.3)
where (θ˜n)i denotes the i-th components of θ˜n. Again, the fitted lines in blue are
the traditional QQ-lines and the red dashed lines are the y = x line. The QQ-plot
for β˜ exhibits the same shape as for βˆMLE, since the two estimates are identical.
From Figure 2.4.2, we see that the snapshot estimates of all four parameters
are consistent and approximately normal, i.e., the QQ-plots are linear. However,
the slopes of the QQ-lines for α˜, δ˜in, δ˜out are much steeper than the diagonal line,
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Figure 2.4.2: Normal QQ-plots for the normalized estimates in (2.4.3) un-
der 5000 replications of a preferential attachment network
with 105 edges and θ = (0.3, 0.5, 2, 1). The fitted lines in blue
are the traditional qq-lines used to check normality of the es-
timates. The red dashed line represents the y = x line in all
plots.
indicating a loss of efficiency for θ˜n compared with θˆn. Indeed the estimator
variance is inflated for all parameters except for β, where β˜ coincides with the
true MLE. This is as expected since knowing only the final snapshot provides
far less information than the whole network history.
Recall that for a consistent estimator Tn of a one-dimensional parameter θ
constructed from a random sample of size n, the asymptotic relative efficiency
(ARE) of Tn is defined by
ARE(Tn) := lim
n→∞
Var(
√
nT ∗n)
Var(
√
nTn)
,
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where T ∗n denotes the asymptotically efficient estimator. We may compute the
ARE’s for the snapshot parameter estimates
ARE(α˜) = lim
n→∞
nVar(αˆMLE)
nVar(α˜)
≈ V̂ar(αˆ
MLE)
V̂ar(α˜)
≈ 0.398,
ARE(δ˜in) = lim
n→∞
nVar(δˆMLEin )
nVar(δ˜in)
≈ V̂ar(δˆ
MLE
in )
V̂ar(δ˜in)
≈ 0.392,
ARE(δ˜out) = lim
n→∞
nVar(δˆMLEout )
nVar(δ˜out)
≈ V̂ar(δˆ
MLE
out )
V̂ar(δ˜out)
≈ 0.226,
where V̂ar denotes the sample variance of the parameter estimate based on the
5000 replications. Note that ARE(β˜) = 1 since β˜ = βˆMLE.
Given a single realization, the variances of the snapshot estimates can be esti-
mated through resampling as follows. Using the estimated parameter θ˜n, simu-
late 104 independent bootstrap replicates of the network with n = 105 edges. For
each simulated network, the snapshot estimate, θ˜∗n :=
(
α˜∗, β˜∗, δ˜∗in, δ˜
∗
out
)
, is com-
puted. The sample variance of these 104 snapshot estimates can then be used as
an approximation for the variance of θ˜n so that assuming asymptotic normality,
a (1 − ε)-confidence interval for θ can be approximated by
(θ˜n)i ± zε/2
√
V̂ar
(
(θ˜∗n)i
)
for i = 1, . . . , 4,
where zε/2 is the upper ε/2 quantile of N(0, 1).
2.4.3 Sensitivity test
Now we investigate the sensitivity of our estimates while values of the parame-
ters (n, α, β, δin, δout) are allowed to vary. First consider the impact of n, the num-
ber of edges in the network. To do so we held the parameters fixed with values
given by (2.4.1): (α, β, δin, δout) = (0.3, 0.5, 2, 1) and varied the value of n. The
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Table 2.4.1: Mean of θˆ
MLE
n and θ˜n with ARE’s of θ˜n relative to θˆ
MLE
n for θ =
(0.3, 0.5, 2, 1) under different choices of n.
n Mean(θˆ
MLE
n ) Mean(θ˜n) ARE(θ˜n)
1000 (0.300, 0.500, 2.076, 1.054) (0.301, 0.500, 2.128, 1.066) (0.408, 1.000, 0.397, 0.228)
5000 (0.300, 0.500, 2.022, 1.013) (0.301, 0.500, 2.036, 1.010) (0.414, 1.000, 0.386, 0.236)
10000 (0.300, 0.500, 2.011, 1.006) (0.301, 0.500, 2.019, 1.006) (0.408, 1.000, 0.388, 0.232)
50000 (0.300, 0.500, 2.003, 1.002) (0.300, 0.500, 2.005, 1.002) (0.399, 1.000, 0.393, 0.230)
100000 (0.300, 0.500, 2.001, 1.001) (0.300, 0.500, 2.003, 1.000) (0.392, 1.000, 0.382, 0.223)
QQ-plots (not presented) for standardized estimates using both full MLE and
one-snapshot methods were produced to check the asymptotic normality. When
n = 500, 1000, diagnostics revealed departures from normality for both the MLE
and the snapshot estimates. However, after increasing n to 10000, estimates ob-
tained from both approaches appeared normally distributed as expected.
For each value of n in Table 2.4.1, 5000 replicates of the network with n
edges and parameters θ = (0.3, 0.5, 2, 1) were generated. For each realization,
the MLE’s θˆ
MLE
n were computed using the full history of the network and the
one-snapshot estimates θ˜n were obtained using the 7-step snapshot method pro-
posed in Chapter 2.3, pretending that only the last snapshot G(n) was available.
The mean for these two estimators were recorded in Table 2.4.1. There is little
bias for both estimates of α and β, even for small values of n. On the other hand,
there is some bias for estimated δin and δout for n ≤ 5000. The magnitude of the
biases for both types of estimates decrease as n increases. Also the ARE’s of the
snapshot estimator stay within a narrow band as n increases.
Next we held (n, δin, δout) = (105, 2, 1) fixed and experimented with various
values of (α, β) in Table 2.4.2. For each choice of (α, β), 5000 independent re-
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alizations of the network were generated and the means of the MLE θˆ
MLE
n and
the one-snapshot estimates θ˜n were recorded. Overall, the biases for θˆ
MLE
n are
remarkably small for virtually all combinations of parameter values, except for
those parameter choices where one of (α, β) is extremely small. The biases for
the snapshot estimates θ˜n exhibit a similar property, but the magnitudes of the
biases are consistently larger than those in the MLE case.
In general, the snapshot estimators are able to achieve 20%–50% efficiency
over the range of parameters considered. The loss of efficiency might be less
than one would expect given the substantial reduction in the data available to
produce the snapshot estimates. It is worth noting that in the case where (α, β) =
(0.7, 0.2), the efficiencies of the snapshot estimators for α and δin are much larger
(0.73 and 0.79, respectively). A heuristic explanation for this increase is that the
parameter γ = 1−α− β = 0.1 is relatively small. By the implicit constraints used
for the snapshot estimates, we have
α˜ + γ˜ = 1 − β˜ = 1 − βˆMLE = αˆMLE + γˆMLE,
that is, the snapshot estimate of the sum α + γ is the same as the MLE for the
sum. Now if γ is small, one would expect the resulting estimates to also be small
so that α˜ would be nearly the same as αˆMLE. Hence the ARE would be close to 1.
On the other hand, in the case of a larger γ, see the bottom row of Table 2.4.2 in
which γ = 0.6, the ARE for α is not as large (0.42), but the ARE for δ˜out is (0.63).
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Table 2.4.2: Mean of θˆ
MLE
n and θ˜n with ARE’s of θ˜n relative to θˆ
MLE
n for
(n, δin, δout) = (105, 2, 1) under different choices of (α, β).
(α, β) Mean(θˆ
MLE
n ) Mean(θ˜n) ARE(θ˜n)
(0.001, 0.99) (0.001, 0.990, 2.034, 1.016) (0.001, 0.990, 2.071, 1.049) (0.291, 1.000, 0.147, 0.316)
(0.01, 0.9) (0.010, 0.900, 2.004, 1.001) (0.010, 0.900, 2.008, 1.004) (0.331, 1.000, 0.207, 0.381)
(0.1, 0.8) (0.100, 0.800, 2.003, 1.001) (0.100, 0.800, 2.004, 1.002) (0.353, 1.000. 0.264, 0.216)
(0.2, 0.6) (0.200, 0.600, 2.002, 1.001) (0.200, 0.600, 2.003, 1.001) (0.364, 1.000, 0.309, 0.236)
(0.5, 0.3) (0.500, 0.300, 2.001, 1.001) (0.500, 0.300, 2.002, 1.000) (0.472, 1.000, 0.529, 0.202)
(0.7, 0.2) (0.700, 0.200, 2.002, 1.000) (0.700, 0.200, 2.002, 1.000) (0.726, 1.000, 0.793, 0.217)
(0.1, 0.3) (0.100, 0.300, 2.001, 1.001) (0.100, 0.300, 2.002, 1.000) (0.420, 1.000, 0.313, 0.629)
2.5 Real network example
In this section, we explore fitting a preferential attachment model to a social net-
work. As illustration, we chose the Dutch Wiki talk network dataset, available
on KONECT [42] (http://konect.uni-koblenz.de/networks/wiki_
talk_nl). The nodes represent users of Dutch Wikipedia, and an edge from
node A to node B refers to user A writing a message on the talk page of user
B at a certain time point. The network consists of 225,749 nodes (users) and
1,554,699 edges (messages). All edges are recorded with timestamps.
In order to accommodate all the edge formulation scenarios appeared in
the dataset, we extend our model by appending the following two interaction
schemes (Jn = 4, 5) in addition to the existing three (Jn = 1, 2, 3) described in
Chapter 1.1.1.
• If Jn = 4 (with probability ξ), append to G(n − 1) two new nodes v,w ∈
V(n) \ V(n − 1) and an edge connecting them (v,w).
• If Jn = 5 (with probability ρ), append toG(n−1) a new node v ∈ V(n)\V(n−1)
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with self loop (v, v).
These scenarios have been observed in other social network data, such as the
network that models Facebook wall posts (http://konect.uni-koblenz.
de/networks/facebook-wosn-wall). They occur in small proportions and
can be easily accommodated by a slight modification in the model fitting proce-
dure. The new model has parameter vector (α, β, γ, ξ, δin, δout), and ρ is implicitly
defined through ρ = 1 − (α + β + γ + ξ). Similar to the derivations in Chapter 2.2,
the MLE estimators for α, β, γ, ξ are
αˆMLE =
1
n
n∑
t=1
1{Jt=1}, βˆ
MLE =
1
n
n∑
t=1
1{Jt=2},
γˆMLE =
1
n
n∑
t=1
1{Jt=3}, ξˆ
MLE =
1
n
n∑
t=1
1{Jt=4},
and δin, δout can be obtained through solving
∞∑
i=0
N in>i(n)/n
i + δin
−
1
n
∑n
t=1 1{Jt∈{3,4,5}}
δin
− 1
n
n∑
t=1
N(t)
t + δinN(t)
1{Jt∈{1,2}} = 0,
∞∑
j=0
Nout> j (n)/n
j + δout
−
1
n
∑n
t=1 1{Jt∈{1,4,5}}
δout
− 1
n
n∑
t=1
N(t)
t + δoutN(t)
1{Jt∈{2,3}} = 0.
We first naively fit the linear preferential attachment model to the full net-
work using MLE. The MLE estimators are
(αˆ, βˆ, γˆ, ξˆ, ρˆ, δˆin, δˆout) =
(3.08 × 10−3, 8.55 × 10−1, 1.39 × 10−1, 4.76 × 10−5, 3.06 × 10−3, 0.547, 0.134). (2.5.1)
To evaluate the goodness-of-fit, 20 network realizations were simulated from
the fitted model. We overlaid the empirical in- and out-degree frequencies of
the original network with that of the simulations. If the model fits the data well,
the degree frequencies of the data should lie within the range formed by that
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Figure 2.5.1: Empirical in- and out-degree frequencies of the full Wiki
talk network (red) and that from 20 realizations of the linear
preferential attachment network with fitted parameter val-
ues (2.5.1) from MLE (blue). The scatter plots for the degree
frequencies from the 20 simulations are overlaid together to
form an informal confidence region for the degree distribu-
tion of the fitted model
of the simulations, which gives an informal confidence region for the degree
distributions. From Figure 2.5.1, we see that while the data roughly agrees with
the simulations in the out-degree frequencies, the deviation in the in-degree
frequencies is noticeable.
To better understand the discrepancy in the in-degree frequencies, we exam-
ined the link data and their timestamps and discovered bursts of messages orig-
inating from certain nodes over small time intervals. According to Wikipedia
policy [70], certain administrating accounts are allowed to send group messages
to multiple users simultaneously. These bursts presumably represent broadcast
announcements generated from these accounts. These administrative broad-
casts can also be detected if we apply the linear preferential attachment model
to the network in local time intervals. We divided the total time frame down to
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sub-intervals of varying length each containing the formation of 104 edges. The
number 104 is chosen to ensure good asymptotics as shown in Table 2.4.1. This
process generated 155 networks,
G(nk−1), . . . ,G(nk − 1), k = 1, . . . , 155.
For each of the 155 datasets, we fit a preferential attachment model using MLE.
The resulting estimates (δˆin, δˆout) are plotted against the corresponding timeline
on the upper left panel of Figure 2.5.2. Notice that δˆin exhibits large spikes at
various times. Recall from (1.1.1), a large value of δin indicates that the prob-
ability of an existing node v receiving a new message becomes less dependent
on its in-degree, i.e., previous popularity. These spikes appear to be directly re-
lated to the occurrences of group messages. This plot is truncated after the day
2016/3/16, on which a massive group message of size 48,957 was sent and the
model can no longer be fit.
We identified 37 users who have sent, at least once, 40 or more consecutive
messages in the message history. This is evidence that group messages were
sent by this user. We presume these nodes are administrative accounts; they
are responsible for about 30% of the total messages sent. Since their behavior
cannot be regarded as normal social interaction, we excluded messages from
these accounts from the dataset in our analysis. We then also removed nodes
with zero in- and out-degrees.
The re-estimated parameters after the data cleaning are displayed in the
other three panels of Figure 2.5.2. Here all parameter estimates are quite stable
through time. The reduced network now contains 112,919 nodes and 1,086,982
edges, to which we fit the linear preferential attachment model. The fitted pa-
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Figure 2.5.2: Local parameter estimates of the linear preferential attach-
ment model for the full and reduced Wiki talk network. Up-
per left: (δˆin, δˆout) for the full network. Upper right, lower left,
lower right: (δˆin, δˆout), (βˆ, γˆ), (αˆ, ξˆ, ρˆ) for the reduced network,
respectively.
rameters based on MLE for our reduced dataset are
(αˆ, βˆ, γˆ, ξˆ, ρˆ, δˆin, δˆout) =
(6.95 × 10−3, 8.96 × 10−1, 9.10 × 10−2, 1.44 × 10−4, 5.61 × 10−3, 0.174, 0.257). (2.5.2)
Again the degree distributions of the data and 20 simulations from the fitted
model are displayed in Figure 2.5.3. The out-degree distribution of the data
agrees reasonably well with the simulations. For the in-degree distribution, the
fit is better than that for the entire dataset (Figure 2.5.1). However, for smaller in-
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Figure 2.5.3: Empirical in- and out-degree frequencies of the reduced Wiki
talk network (red) and that from 20 realizations of the linear
preferential attachment network with fitted parameter values
(2.5.2) from MLE (blue).
degrees, the fitted model over-estimates the in-degree frequencies. We speculate
that in many social networks, the out-degree is in line with that predicted by
the preferential attachment model. An individual node would be more likely to
reach out to others if having done so many times previously. For in-degrees, the
situation is complicated and may depend on a multitude of factors. For instance,
the choice of recipient may depend on the community that the sender is in, the
topic being discussed in the message, etc. As an example a group leader might
send messages to his/her team on a regular basis. Such examples violate the
base assumptions of the preferential attachment model and could result in the
deviation between the data and the simulations.
Next we consider the estimation method of Chapter 2.3 applied to a single
snapshot of the data. In order to implement this procedure, we donned blinders
and assumed that our dataset consists only of the information of the wiki data
at the last timestamp. That is, information about administrative broadcasts, and
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Figure 2.5.4: Empirical in- and out-degree frequencies of the full Wiki
talk network (red) and that from 20 realizations of the linear
preferential attachment network with fitted parameter values
(2.5.3) from the snapshot estimator (blue).
other aspects of the data learned by looking at the previous history of the data
are unavailable. In particular, we would have no knowledge of the existence
of the two additional scenarios corresponding to Jn = 4, 5. With this in mind,
we fit the three scenario model using the methods in Chapter 2.3. The fitted
parameters are
(α˜, β˜, γ˜, δ˜in, δ˜out) = (5.80 × 10−4, 8.55 × 10−1, 1.45 × 10−1, 0.199, 0.165). (2.5.3)
The comparison of the degree distributions between the data and simulations
from the fitted model is displayed in Figure 2.5.4 and is not too dissimilar to
the plots in Figure 2.5.1 that are based on maximum likelihood estimation us-
ing the full network data. In particular, the out-degree distribution is matched
reasonably well, but the fitted model does a poor job of capturing the in-degree
distribution.
We see from this example that while the linear preferential attachment model
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is perhaps too simplistic for the Wiki talk network dataset, it has the ability to
illuminate some gross features, such as the out-degrees, as well as to capture im-
portant structural changes such as the group message behavior. Consequently,
despite its limitation, this model may be used as a building block for more flex-
ible models. Modification to the existing model formulation and more careful
analysis of change points in parameters is a direction for future research.
2.6 Estimation Using Extreme Value Theory
Often it is difficult to believe in the existence of a true model, especially one
whose parameters remain constant over time. Allowing, as we do, a preferen-
tial attachment model with only a few parameters and no possibility for node
removal may seem simplistic and unrealistic for social network data. Of course,
preferential attachment is only one mechanism for network formation and evi-
dence for its use in fields outside data networks is mixed [31, 32] and we restrict
attention to linear preferential attachment. Even imperfect models have the po-
tential to capture salient properties in the data, such as heavy-tailedness of the
in-degree and out-degree distributions, and to identify departures from model
assumptions.
While maximum likelihood estimation is essentially the gold standard for
cases when the underlying model is a good representation of the data, it may
perform poorly in case the model is far from being appropriate. In another
study [63], we consider a semi-parametric estimation approach for network
models that exhibit heavy-tailed degree distributions. This alternative estima-
tion methodology borrows ideas from extreme value theory. From now on, we
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use MLE, SN and EV to denote the MLE, one-snapshot and extreme value esti-
mation methods, respectively.
For a given graph, the data we utilize to do estimation are the in- and out-
degrees of each node in the snapshot at a fixed time point. In Chapter 2.6.1,
we describe the Hill estimation for the marginal tail indices of the in- and out-
degrees. In Chapters 2.6.2 and 2.6.3, we capitalize on the multivariate regular
variation asymptotic dependence structure of in- and out-degree.
Given a graph G(n) at time n, the in- and out-degrees for each node are de-
noted by (Dinv (n),Doutv (n)), v = 1, . . . ,N(n). Let Fn(·) be the empirical distribution
of this data on N × N. Then from (1.1.3), almost surely Fn converges weakly to
a limit distribution F on N × N which is the measure corresponding to the mass
function {pi j}. Let (i, j)(·) be the Dirac measure concentrating on (i, j) and we have
from (1.1.3), with probability 1,
Fn(·) = 1N(n)
N(n)∑
v=1
(Dinv (n),Doutv (n))(·) =
∑
i, j
Nn(i, j)
N(n)
(i, j)(·) w→
∑
i, j
pi j(i, j)(·) =: F(·). (2.6.1)
Convergence results for the joint tail empirical distribution when {Dinv (n),Doutv (n), 1 ≤
v ≤ N(n)} are scaled by growing functions of n are given in [65].
2.6.1 Estimating tail indices; Hill estimation.
We have seen that Fin(·) := ∑i pini i(·) has a regularly varying tail with index −ιin.
One common way to estimate tail indices such as ιin is to use the Hill estimator
[15, 28, 50], but for non-iid network data, use of Hill’s estimator requires justifi-
cation. For the models being considered, this issue is resolved in [65, 68], where
we prove consistency of the Hill estimator for data generated from linear PA
41
models. Hence, we proceed to estimate ιin and ιout by the corresponding Hill es-
timator. For ιin proceed as follows. Let Din(1)(n) ≥ . . . ≥ Din(N(n))(n) be the decreasing
order statistics of Dinv (n), v = 1, . . . ,N(n). The Hill estimator ιˆin(kn) based on kn
largest degrees is
ιˆin(kn) =
 1kn
kn∑
j=1
(
log(Din( j)(n)) − log(Din(kn+1)(n))
)
−1
, (2.6.2)
where {kn} is an intermediate sequence satisfying kn → ∞ and kn/n→ 0. The esti-
mate of ιout is defined similarly. To select kn in practice, [10] proposed computing
the Kolmogorov-Smirnov (KS) distance between the empirical distribution tail
of the upper k observations and the power-law distribution with index ιˆin(k):
Dk := sup
y≥1
∣∣∣∣∣∣∣1k
k∑
j=1
1{Din( j)(n)/Din(k+1)(n)>y} − y−ιˆin(k)
∣∣∣∣∣∣∣ , 1 ≤ k ≤ n − 1.
Then the optimal k∗ is the one that minimizes the KS distance
k∗ := argmin
1≤k≤n
Dk,
and the tail index is estimated by ιˆin(k∗). We refer to the above procedure as
the minimum distance method. It is widely used by data repositories of large net-
work datasets such as KONECT (http://konect.cc/) [42] and is realized
in the R-package poweRlaw [24]. In [17], we find experimentally that the mini-
mum distance method is effective for simulated data from the linear PA model.
Furthermore, degree counts are discrete and do not exactly comply with the
Pareto assumption made in [10], but experiments [17] show that the method of
combining Hill estimation with the minimum distance technique works well in
practice; see Chapter 2.7. Theoretical justifications of this procedure for iid data
will be given in Chapter 4.
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2.6.2 Estimating dependency between in- and out-degrees
Since the limiting random vector (I,O) ∼ F corresponding to pi j in (1.1.3) is
jointly regularly varying and satisfies
tP
[(
Ia
t1/ιout
,
O
t1/ιout
)
∈ ·
]
→ ν˜(·), in M(R2+ \ {0}), (2.6.3)
we apply a polar coordinate transformation, for example, with the L2-norm,
(Ia,O) 7→ (
√
I2a + O2, arctan(O/Ia)) := (R,T ),
where a = ιin/ιout. Then, with respect to F in (2.6.1), the conditional distribution
of T given R > r converges weakly (see, for example, [50, p. 173]),
F[T ∈ ·|R > r]→ S (·), r → ∞,
where S is the angular measure and describes the asymptotic dependence of the
standardized pair (Ia,O). Since for large r, F[T ∈ ·|R > r] ≈ S (·) and for large n,
Fn ≈ F, it is plausible that for r and n large Fn[T ∈ ·|R > r] ≈ S (·). Refer to [50, p.
307] for a more precise argument and recall Fn is the empirical measure defined
in (2.6.1).
Based on observed degrees {(Dinv (n),Doutv (n)); v = 1, . . . ,N(n)}, how does this
work in practice? First a is replaced by aˆ = ιˆin/ιˆout estimated from Chapter 2.6.1.
Then the distribution S is estimated via the empirical distribution of the sample
angles Tn(v) := arctan(Doutv (n)/Dinv (n)aˆ) for which Rv(n) :=
√
Dinv (n)2aˆ + Doutv (n)2 > r
exceeds some large threshold r. This is the Peaks Over Threshold (POT)
methodology commonly employed in extreme value theory [11].
For the linear PA model, the form of S is known and there is a density that is
an explicit function of model parameters [55]. After estimating ιin and ιout by the
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minimum distance method, the remaining parameters can then be estimated by
an approximate likelihood method that we now explain.
2.6.3 Extreme value estimation for the linear PA model
From (1.1.5) and (1.1.6),
δin =
ιin(α + β) − 1
α + γ
, δout =
ιout(β + γ) − 1
α + γ
,
so that the linear PA model may be parameterized by θ = (α, β, γ, ιin, ιout). To
construct the EV estimates, begin by computing the minimum distance esti-
mates ιˆEVin , ιˆ
EV
out of the in- and out-degree indices. The parameter β, which repre-
sents the proportion of edges connected between existing nodes, is estimated by
βˆEV = 1 − N(n)/n.
From (2.6.3), arctan(O/Ia) given I2a + O2 > r2 converges weakly as r → ∞ to
the distribution of a random variable Θ [55, Section 4.1.2], whose pdf is given
by (0 ≤ x ≤ pi/2)
fΘ(x;α, β, γ, δin, δout) ∝ γ
δin
(cos x)
δin+1
a −1(sin x)δout−1
∫ ∞
0
tιin+δin+aδoute−t(cos x)
1/a−ta sin xdt
+
α
δout
(cos x)
δin
a −1(sin x)δout
∫ ∞
0
ta−1+ιin+δin+aδoute−t(cos x)
1/a−ta sin xdt.
(2.6.4)
By replacing β, ιin, ιout with their estimated values βˆEV , ιˆEVin , and ιˆ
EV
out and setting
γ = 1 − α − βˆEV , the density (2.6.4) can be viewed as a profile likelihood function
(based on a single observation x) of the unknown parameter α, which we denote
by
l(α; x) = fΘ(x;α, βˆEV , 1 − α − βˆEV , δˆEVin , δˆEVout).
44
Given the degrees
(
(Dinv (n),D
out
v (n)), v ∈ V(n)
)
, αˆEV can be computed by maximiz-
ing the profile likelihood based on the observations (Dinv (n),Doutv (n)) for which
Rv(n) > r for a large threshold r. That is,
αˆEV := argmax
0≤α≤1
N(n)∑
v=1
log l
(
α; arctan
(
Doutv (n)
(Dinv (n))aˆ
))
1{Rv(n)>r}, (2.6.5)
where r is typically chosen as the (ntail + 1)-th largest Rv(n)’s for a suitable ntail.
This estimation procedure is sometimes referred to as the “independence esti-
mating equations” (IEEs) method [8, 61], in which the dependence between ob-
servations is ignored. This technique is often used when the joint distribution
of the data is unknown or intractable. Finally, using the constraint, α+ β+ γ = 1,
we estimate γ by γˆEV = 1 − αˆEV − βˆEV .
2.7 Extreme value estimation results
In this section, we demonstrate the estimation of the linear PA and related mod-
els through the EV method described in Chapter 2.6.3. In Chapter 2.7.1, data are
simulated from the standard linear PA model and used to estimate the true pa-
rameters of the underlying model. Chapter 2.7.2 considers data generated from
the linear PA model but corrupted by random addition or deletion of edges.
Our goal is to estimate the parameters of the original linear PA model.
Throughout the section, the EV method is compared with the two paramet-
ric approaches, the MLE and SN methods, under the linear PA model. Note that
a main difference between the MLE, SN and EV methods lies in the amount of
data utilized. The MLE approach requires the entire growth history of the net-
work while the SN method uses only a single snapshot of the network. The EV
method starts with thresholded data to estimate tail indices and then proceeds
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to estimate two more parameters of the re-parametrized model. When the data
generating model is correct, MLE is certainly the most efficient, but requires a
complete historical data set. As we shall see, in the case where the data is cor-
rupted, the EV method provides an attractive and reliable alternative.
2.7.1 Estimation for the linear PA model
Comparison of EV with MLE and SN
Figure 2.7.1 presents biases for estimates of (α, ιin, ιout) using EV, MLE, and SN
methods on data simulated from the linear PA model.
We held (β, δin, δout) = (0.4, 1, 1) constant and varied α = 0.1, 0.2, 0.3, 0.4 so
that the true values of γ, ιin, ιout were also varying. For each set of parameter
values (α, ιin, ιout), 200 independent replications of a linear PA network with
n = 105 edges were simulated and the true values of (ιin, ιout) were computed
by (1.1.5) and (1.1.6). We estimated (ιin, ιout) by the minimum distance method
(ιˆEVin , ιˆ
EV
out), MLE and the one-snapshot methods applied to the parametric model
(cf. Chapters 2.2 and 2.3), denoted by (ιˆMLEin , ιˆ
MLE
out ) and (ιˆ
S N
in , ιˆ
S N
out), respectively.
With (ιˆEVin , ιˆ
EV
out), αˆ
EV is calculated by (2.6.5) using ntail = 200.
As seen here, for simulated data from a known model, MLE outperforms
other estimation procedures. The EV procedure tends to have much larger vari-
ance than both MLE and SN with slightly more bias. This is not surprising as the
performance of the EV estimators is dependent on the quality of the following
approximations:
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Figure 2.7.1: Boxplots of biases for estimates of (α, ιin, ιout) using EV, MLE
and SN methods. Panels (a)–(c) correspond to the case
where α = 0.1, 0.2 and (d)–(f) are for α = 0.3, 0.4, holding
(β, δin, δout) = (0.4, 1, 1) constant.
1. The number of edges in the network, n, should be sufficiently large to
ensure a close approximation of Nn(i, j)/N(n) to the limit joint pmf pi j.
2. The choice of thresholds must guarantee the quality of the EV estimates for
the indices and the limiting angular distribution. The thresholding means
some estimates are based on only a small fraction of the data and hence
have large uncertainty.
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3. The parameter a used to transform the in- and out-degrees to standard
regular variation is estimated and thus subject to estimation error which
propagates throughout the remaining estimation procedures.
2.7.2 Data corrupted by random edge addition/deletion.
PA models are designed to describe human interaction in social networks but
what if data collected from a network is corrupted or usual behavior is changed?
Corruption could be due to collection error and atypical behavior could result
from users hiding their network presence or trolls acting as provocateurs. In
such circumstances, the task is to unmask data corruption or atypical behavior
and recover the parameters associated with the original preferential attachment
rules.
In the following, we consider network data that are generated from the lin-
ear PA model but corrupted by random addition or deletion of edges. For such
corrupted data, we attempt to recover the original model and compare the per-
formances of MLE, SN, and EV methods.
Randomly adding edges.
We consider a network generating algorithm with linear PA rules but also a pos-
sibility of adding random edges. LetG(n) = (V(n), E(n)) denote the graph at time
n. We assume that the edge set E(n) can be decomposed into two disjoint sub-
sets: E(n) = EPA(n)
⋃
ERA(n), where EPA(n) is the set of edges resulting from PA
rules, and ERA(n) is the set of those resulting from random attachments. This can
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be viewed as an interpolation of the PA network and the Erdo¨s-Re´nyi random
graph.
More specifically, consider the following network growth. Given G(n − 1),
G(n) is formed by creating a new edge where:
(1) With probability pa, two nodes are chosen randomly (allowing repetition)
from V(n − 1) and an edge is created connecting them. The possibility of a
self loop is allowed.
(2) With probability 1− pa, a new edge is created according to the preferential
attachment scheme (α, β, γ, δin, δout) on GPA(n − 1) := (V(n − 1), EPA(n − 1)).
The question of interest is, if we are unaware of the perturbation effect and
pretend the data from this model are coming from the linear PA model, can we
recover the PA parameters? To investigate, we generate networks of n = 105
edges with parameter values
(α, β, γ, δin, δout) = (0.3, 0.4, 0.3, 1, 1), pa ∈ {0.025, 0.05, 0.075, 0.1, 0.125, 0.15}.
For each network, the original PA model is fitted using the MLE, SN and EV
methods, respectively. The angular MLE in (2.6.5) in the extreme value estima-
tion is performed based on ntail = 500 tail observations. In order to compare
these estimators, we repeat the experiment 200 times for each value of pa and
obtain 200 sets of estimated parameters for each method. Figure 2.7.2 summa-
rizes the estimated values for (δin, δout, α, γ, ιin, ιout) for different values of pa. The
mean estimates are marked by crosses and the 2.5% and 97.5% empirical quan-
tiles are marked by the bars. The true value of parameters are shown as the
horizontal lines.
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While all parameters deviate from the true value as pa increases and the net-
work becomes more “noisy”, the EV estimates for (δin, δout) exhibit smaller bias
than the MLE and SN methods (Figure 2.7.2 (a) and (b)). All three methods
give underestimated probabilities (α, γ) (Figure 2.7.2 (c) and (d)). This is be-
cause the perturbation step (1) creates more edges between existing nodes and
consequently inflates the estimated value of β.
Also note that the mean EV estimates of (ιin, ιout) stay close to the theoreti-
cal values for all choices of pa; see Figure 2.7.2 (e) and (f). The MLE and SN
estimates of (ιin, ιout), which are computed from the corresponding estimates for
(α, β, γ, δin, δout), show strong bias as pa increases. In this case, the EV method is
robust for estimating the PA parameters and recovering the tail indices from the
original model.
Randomly deleting edges.
We now consider the scenario where a network is generated from the linear PA
model, but a random proportion pd of edges are deleted at the final time. We do
this by generating G(n) and then deleting [npd] edges by sampling for E(n) with-
out replacement. For the simulation, we generated networks with parameter
values
(α, β, γ, δin, δout) = (0.3, 0.4, 0.3, 1, 1), pd ∈ {0.025, 0.05, 0.075, 0.1, 0.125, 0.15}.
Again, for each pd, the experiment is repeated 200 times and the resulting pa-
rameter plots are shown in Figure 2.7.3 using the same format as for Figure 2.7.2.
For the EV method, 100 tail observations were used to compute an αˆEV .
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Figure 2.7.2: Mean estimates and 2.5% and 97.5% empirical quantiles of
(a) δin; (b) δout; (c) α; (d) γ; (e) ιin; (f) ιout, using MLE
(black), SN (red) and EV (blue) methods over 200 replica-
tions, where (α, β, γ, δin, δout) = (0.3, 0.4, 0.3, 1, 1) and pa =
0.025, 0.05, 0.075, 0.1, 0.125, 0.15. For the EV method, 500 tail
observations were used to obtain αˆEV .
Surprisingly, for all six parameters considered, MLE estimates stay almost
unchanged for different values of pd while SN and EV estimates underestimate
(δin, δout) and overestimate (α, γ), with increasing magnitudes of biases as pd in-
creases. For tail estimates, the minimum distance method still gives reasonable
results (though with larger variances), whereas the SN method keeps underes-
timating ιin and ιout.
The performance of MLE in this case is surprisingly competitive. This is
intriguing and in ongoing work, we will think about why this is the case.
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Figure 2.7.3: Mean estimates and 2.5% and 97.5% empirical quantiles of
(a) δin; (b) δout; (c) α; (d) γ; (e) ιin; (f) ιout, using MLE
(black), SN (red) and EV (blue) methods over 50 replica-
tions, where (α, β, γ, δin, δout) = (0.3, 0.4, 0.3, 1, 1) and pd =
0.025, 0.05, 0.075, 0.1, 0.125, 0.15. For the EV method, 100 tail
observations were used to compute αˆEV .
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CHAPTER 3
DEGREE GROWTH RATES AND INDEX ESTIMATION IN A DIRECTED
LINEAR PA MODEL
3.1 Overview
Empirical studies on social network data often reveal that in- and out-degree
distributions marginally follow power laws. Theoretically, this is also true for
linear preferential attachment models, which makes preferential attachment ap-
pealing in network modeling; see [7, 39, 40] for references. Also, the empirical
joint degree frequency converges to the probability mass function (pmf) of a pair
of limit random variables that are jointly regularly varying (cf. [40, 52, 55, 67]).
However, questions related to joint degree growth and index estimation still
remain unresolved. In this chapter, we focus on three main problems:
1. For a fixed node in a linear preferential attachment graph, what is the joint
behavior of in- and out-degree as the graph size grows?
2. What are the convergence properties of the tail empirical joint measure of
in- and out-degrees indexed by node?
3. When estimating the marginal power-law indices of in- and out-degree,
can we use the Hill estimator as a consistent estimator?
What is the justification for interest in Hill estimation of power-law indices
for network data? Repositories of large network datasets such as KONECT
(http://konect.cc/, [42]) provide summary statistics for all the archived
network datasets and among the summary statistics are estimates of degree
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indices computed with Hill estimators, despite the fact that evidence for Hill
estimator consistency is scant for network data [68].
Another justification is robust parameter estimation methods in network
models based on extreme value techniques. In [63], we couple the Hill esti-
mation of marginal degree distribution tail indices with a minimum distance
threshold selection method introduced in [10] and compare this method with
the parametric estimation approaches used in [64]. The Hill estimation is more
robust against modeling error and data corruption. Therefore, an affirmative
answer to the third question helps justify all of these inference methodologies.
In the directed case, consistency of the two marginal Hill estimators results
from resolving the first two questions, since in a similar vein to [68], we consider
the Hill estimator as a functional of the marginal tail empirical measure. So
convergence results of marginal tail empirical measures lead to the consistency
of Hill estimators by a mapping argument.
To answer the first question about degree behavior of fixed nodes as graph
size grows, we mimic in- and out-degree growth of a fixed node using pairs
of switched birth processes with immigration (SBI processes). The SBI processes
use Bernoulli switching between pairs of independent birth processes with im-
migration (BI processes). We embed the directed network growth model into a
sequence of paired SBI processes. Whenever a new node is added to the net-
work, a new pair of SBI processes is initiated. Using convergence results for
BI processes (cf. [49, Chapter 5.11], [57, 68]), we give the joint limits of the in-
and out-degrees of a fixed node as well as the joint maximal degree growth.
Proving the convergence of the tail empirical joint measure in the second ques-
tion requires showing concentration results for degree counts compared with
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expected degree counts. With embedding techniques, we prove the limit distri-
bution of the empirical joint degree frequencies in a way that is different from
the one used in [55], and then justify the concentration results.
3.1.1 Background
Our approach to the Hill estimator considers it as a functional of the tail empiri-
cal measure so we start with necessary background and review standard results
(cf. [50, Chapter 3.3.5 and 6.1.4]).
Non-standard regular variation
Let M+([0,∞]2 \ {0}) be the set of Radon measures on [0,∞]2+ \ {0}. Then a random
vector (X,Y) is non-standard regularly varying on [0,∞]2+ \ {0} if there exist scaling
functions bi(t)→ ∞, i = 1, 2 such that as t → ∞,
tP
[(
X
b1(t)
,
Y
b2(t)
)
∈ ·
]
v−→ ν(·), in M+([0,∞]2 \ {0}), (3.1.1)
where ν(·) ∈ M+([0,∞]2 \ {0}) is called the limit or tail measure [52, 55], and “ v−→”
denotes the vague convergence of measures in M+([0,∞]2 \ {0}). The phrasing in
(3.1.1) implies the marginal distributions have regularly varying tails.
Hill Estimator
For x ∈ (0,∞], define the measure x(·) on Borel subsets A of (0,∞] by
x(A) =

1 x ∈ A,
0 x < A,
for A ∈ E.
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Let M+((0,∞]) be the set of non-negative Radon measures on (0,∞]. A point
measure m is an element of M+((0,∞]) of the form
m =
∑
i
xi . (3.1.2)
For {Xn, n ≥ 1} iid and non-negative with common regularly varying distri-
bution tail F ∈ RV−ι, ι > 0, there exists a sequence {b(n)} satisfying P[X1 > b(n)] ∼
1/n, such that for any kn → ∞, kn/n→ 0,
1
kn
n∑
i=1
Xi/b(n/kn) ⇒ νι, in M+((0,∞]), (3.1.3)
where the limit measure νι satisfies νι(y,∞] = y−ι, y > 0.
Define the Hill estimator Hk,n based on k upper order statistics of {X1, . . . , Xn}
as [28]
Hk,n :=
1
k
k∑
i=1
log
X(i)
X(k+1)
, (3.1.4)
where X(1) ≥ X(2) ≥ . . . ≥ X(n) are order statistics of {Xi : 1 ≤ i ≤ n}. In the iid case
there are many proofs of consistency [12, 16, 26, 45, 46]: For k = kn → ∞, kn/n→
0, we have
Hkn,n
p→ 1/ι as n→ ∞. (3.1.5)
The treatment in [50, Theorem 4.2] approaches consistency by showing (3.1.5)
follows from (3.1.3) and we follow this approach for the network context where
the iid case is inapplicable.
Node degrees
The next section constructs a directed preferential attachment model, and
gives behavior of
(
Dinv (n),D
out
v (n)
)
, the in- and out-degrees of node v at the nth
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stage of construction. These degrees when scaled by appropriate powers of n
(see (3.3.12)) have limits and Theorem 3.4.4 shows that the degree sequences(
Dinv (n),D
out
v (n)
)
1≤v≤n have a joint tail empirical measure
1
kn
∑
v
(
Dinv (n)/b1(n/kn),Doutv (n)/b2(n/kn)
) (3.1.6)
that converges weakly to some limit measure in M+([0,∞]2 \ {0}), where
b1(n), b2(n) are appropriate power law scaling functions and kn is some inter-
mediate sequence such that
kn/n→ 0, kn → ∞, as n→ ∞.
It also follows from (3.1.6) that for some tail indices ιin, ιout, and intermediate
sequence kn,
1
kn
∑
v
Dinv (n)/b1(n/kn) ⇒ νιin , in M+((0,∞]), (3.1.7)
1
kn
∑
v
Doutv (n)/b2(n/kn) ⇒ νιout , in M+((0,∞]). (3.1.8)
This leads to consistency of the Hill estimator for ιin and ιout.
3.2 Preliminaries
3.2.1 Model Construction
In this section, we consider a special case of the linear preferential attachment
model by setting β = 0. One way to formally construct the model which helps
with proofs is by using independent exponential random variables (r.v.’s). De-
fine derived parameters
cin =
α
1 + δin
and cout =
γ
1 + δout
, (3.2.1)
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and for n ≥ 1, we will recursively define what corresponds to the in- and out-
degree sequences as random elements of (N2+)∞,
D(n) := ((Din1 (n),Dout1 (n)), . . . , (Dinn (n),Doutn (n)), (0, 0), . . .) (3.2.2)
with initialization
D(1) = ((1, 1), (0, 0), . . . ) (3.2.3)
corresponding to assuming G(0) has a single node with a self loop. For k ≥ 1,
the recursive definition of {D(n)} uses the variables
eink := ((0, 0), . . . , (0, 0), (1, 0)︸︷︷︸
k-th entry
, (0, 0), . . .), (3.2.4)
eoutk := ((0, 0), . . . , (0, 0), (0, 1)︸︷︷︸
k-th entry
, (0, 0), . . .), (3.2.5)
and relies on competitions from exponential alarm clocks based on {E(n)k : k ≥
1, n ≥ 1}, a sequence of iid standard exponential r.v.’s. AssumingD(n) has been
given, D(n + 1) requiresD(n) and the 2n variables {E(n)j , j = 1, . . . , 2n} which are
independent ofD(n) and we define
E
(n)
k :=
E(n)k
cin
cin+cout
(Dink (n) + δin)
, k = 1, . . . , n,
E
(n)
k :=
E(n)k
cout
cin+cout
(Doutk (n) + δout)
, k = n + 1, . . . , 2n.
Conditionally on D(n), use the {E(n)k : k = 1, . . . , 2n} to create a competition be-
tween exponentially distributed alarm clocks. For δin, δout > 0 and n ≥ 1, define
choice variables
Ln+1 =
n∑
l=1
l1{
E
(n)
l <
∧2n
k=1,k,l E
(n)
k , 1≤l≤n
} + 2n∑
l=n+1
l1{
E
(n)
l <
∧2n
k=1,k,l E
(n)
k , n+1≤l≤2n
}.
So Ln+1 is the index of the minimum of {E(n)k , 1 ≤ k ≤ 2n} indicating the winner of
the competition. Also, for n ≥ 1, define the Bernoulli random variable
Bn+1 := 1{∧n
k=1 E
(n)
k >
∧2n
k=n+1 E
(n)
k
} = 1{Ln+1>n},
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and givenD(n), we have
D(n + 1) =D(n) + (1 − Bn+1)einLn+1 + Bn+1eoutLn+1−n + Bn+1einn+1 + (1 − Bn+1)eoutn+1. (3.2.6)
This increments the Ln+1-st pair by (1, 0) if Bn+1 = 0 and the (Ln+1 − n)-th pair
by (0,1) if Bn+1 = 1; the first case corresponds to an increase of in-degree and
the second case to an increase of out-degree. The recursion also assigns to pair
n + 1 either (1, 0) or (0, 1) depending on the case. This construction expresses
D(n + 1) as a function of D(n) and something independent, namely {E(n)j , j =
1, . . . , 2n} and therefore the process {D(n), n ≥ 1} is an (N2+)∞-valued Markov
chain. Also, because of the initialization (3.2.3), a simple induction argument
applied to (3.2.6) gives the sum of the components satisfies
∑
j
Dinj (n) =
∑
j
Doutj (n) = n, n ≥ 1. (3.2.7)
Then using (3.2.1), (3.2.7) and standard calculations with exponential rv’s, we
have for v ∈ [n],
P
(
D(n + 1) =D(n) + einv + eoutn+1|D(n)) = P(Ln+1 = v
∣∣∣D(n))
=P
E(n)v < 2n∧
k=1,k,v
E
(n)
k
∣∣∣∣∣∣∣D(n)
 = α(Dinv (n) + δin)(1 + δin)n , (3.2.8)
and likewise
P
(
D(n + 1) =D(n) + eoutv + einn+1
∣∣∣D(n)) = P(Ln+1 = n + v|D(n))
=P
E(n)n+v < 2n∧
k=1,k,n+v
E
(n)
k
∣∣∣∣∣∣∣D(n)
 = γ(Doutv (n) + δout)(1 + δout)n . (3.2.9)
These probabilities agree with the attachment probabilities in α- and γ-schemes,
respectively.
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3.2.2 Switched Birth Immigration Processes
In this section, we introduce a pair of switched birth immigration processes (SBI
processes). This lays the foundation for Chapter 3.3, where we embed the in-
and out-degree sequences of a fixed network node into a pair of SBI processes
and derive the asymptotic limit of the degree growth.
Birth immigration processes.
We start with a brief review of the birth immigration process. A linear birth
process with immigration (BI process), {Z(t) : t ≥ 0}, having lifetime parameter
λ > 0 and immigration parameter θ ≥ 0 is a continuous time Markov process
with state space N = {0, 1, 2, 3, . . .} and transition rate
qZk,k+1 = λk + θ, k ≥ 0.
When θ = 0 there is no immigration and the BI process becomes a pure birth
process and in such cases, the process is usually taken to start at 1.
For θ > 0, the BI process starting from 0 can be constructed from a Poisson
process and an independent family of iid linear birth processes [57]. Suppose
that Nθ(t) is the counting function of homogeneous Poisson points 0 < τ1 < τ2 <
. . . with rate θ and independent of this Poisson process we have independent
copies of a linear birth process {ζi(t) : t ≥ 0}i≥1 with parameter λ > 0 and ζi(0) = 1
for i ≥ 1. The BI process Z(t), t ≥ 0 is a shot noise process with Z(0) = 0 and for
t ≥ 0,
Z(t) :=
∞∑
i=1
ζi(t − τi)1{t≥τi} =
Nθ(t)∑
i=1
ζi(t − τi). (3.2.10)
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Theorem 3.2.1 modifies slightly the statement of [57, Theorem 5] summariz-
ing the asymptotic behavior of the BI process. This is also reviewed in [68].
Theorem 3.2.1. For {Z(t) : t ≥ 0} as in (3.2.10), we have as t → ∞,
e−λtZ(t)
a.s.−→
∞∑
i=1
Wie−λτi =: σ (3.2.11)
where {Wi : i ≥ 1} are independent unit exponential random variables satisfying a.s. for
each i ≥ 1,
Wi = lim
t→∞ e
−tζi(t).
The random variable σ in (3.2.11) is a.s. finite and has a Gamma density given by
f (x) =
1
Γ(θ/λ)
xθ/λ−1e−x, x > 0.
Remark 3.2.2. For a BI process {Z′(t)}t≥0 with Z′(0) = j ≥ 1, modifying the repre-
sentation in (3.2.10) gives
Z′(t) =
j∑
i=1
ζi(t) +
∞∑
i= j+1
ζi(t − τi)1{t≥τi}.
Therefore, e−λtZ′(t)
a.s.−→ σ′ where σ′ has a Gamma density given by g(x) =
x j+θ/λ−1e−x/Γ( j + θ/λ), x > 0.
Switched birth immigration processes.
A switched birth immigration (SBI) process uses a Bernoulli choice variable to
choose randomly from two independent BI processes with the same linear tran-
sition rates with one starting from 1 at t = 0 and the other starting from 0. A
pair of SBI processes takes two SBI processes which are linked through the same
Bernoulli choice variable.
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Process I(0)(t) I(1)(t) O(0)(t) O(1)(t)
t = 0 0 1 1 0
Rate (1 − p)(k + δ1) p(k + δ2)
Table 3.2.1: Ingredients for a pair of switched BI processes.
Suppose that J is a Bernoulli switching random variable with
P(J = 1) = p = 1 − P(J = 0),
and {I(0)(t) : t ≥ 0}, {I(1)(t) : t ≥ 0}, {O(0)(t) : t ≥ 0}, {O(1)(t) : t ≥ 0} are four
independent BI processes (also independent of J) with I(0)(0) = O(1)(0) = 0,
I(1)(0) = O(0)(0) = 1 and transition rates
qI
(0)
k,k+1 = (1 − p)(k + δ1), qO
(1)
k,k+1 = p(k + δ2), for k ≥ 0,
qI
(1)
k,k+1 = (1 − p)(k + δ1), qO
(0)
k,k+1 = p(k + δ2), for k ≥ 1, δ1, δ2 > 0.
See Table 3.2.1 for quick reminders. Then we construct a pair of SBI processes
{(I(J)(t),O(J)(t)) : t ≥ 0} using five independent ingredients:
(
I(J)(t),O(J)(t)
)
:= (1 − J)(I(0)(t),O(0)(t)) + J(I(1)(t),O(1)(t)), t ≥ 0. (3.2.12)
We then consider the convergence of the pair of SBI processes,(
e−(1−p)tI(J)(t), e−ptO(J)(t)
)
, as t → ∞. Write a Gamma random variable X with
density fX(x) = baxa−1e−bx/Γ(a), x > 0 and a, b > 0, as X ∼ Γ(a, b). Then from
Theorem 3.2.1, Remark 3.2.2 and (3.2.12), we have with X(0), Y (0), X(1), Y (1) being
four independent Gamma random variables and X(0) ∼ Γ(δ0, 1), Y (0) ∼ Γ(1+δ1, 1),
X(1) ∼ Γ(1 + δ0, 1), Y (1) ∼ Γ(δ1, 1), as t → ∞,(
e−(1−p)tI(J)(t), e−ptO(J)(t)
) a.s.−→ (1 − J)(X(0),Y (0)) + J(X(1),Y (1)) =: (X(J),Y (J)). (3.2.13)
Also, (X(J),Y (J)) has joint density
fX(J),Y (J)(x, y) = (1 − p) x
δ0−1e−x
Γ(δ0)
yδ1e−y
Γ(1 + δ1)
+ p
xδ0e−x
Γ(1 + δ0)
yδ1−1e−y
Γ(δ1)
, x, y > 0. (3.2.14)
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3.3 Embedding Process
In order to prove the weak convergence of the sequence of empirical
measures in (3.1.6), we need to embed the in- and out-degree sequences
{(Dinv (n),Doutv (n)), v ∈ [n], n ≥ 1} into a process constructed from pairs of SBI pro-
cesses, as specified in Chapter 3.2.2. The embedding idea is proposed in [2]
and has been used in [68] to model two different undirected linear preferential
attachment models.
3.3.1 Embedding
Here we discuss how to embed the directed network growth model into a pro-
cess constructed from an infinite sequence of SBI pairs.
Directed network model and SBI processes
The building blocks of the embedding procedure is an infinite family of inde-
pendent BI processes{
I1(t),O1(t), I(0)v (t), I
(1)
v (t),O
(0)
v (t),O
(1)
v (t) : v ≥ 2, t ≥ 0
}
,
defined on the same probability space and satisfying:
(i) (I1(0),O1(0)) = 1, (I
(0)
v (0),O
(0)
v ) = (0, 1) and (I
(1)
v (0),O
(1)
v (0)) = (1, 0), for each
v ≥ 2.
(ii) Any process labeled with an I is a BI process with transition rates
qIk,k+1 =
cin
cin + cout
(k + δin), δin > 0,
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and any process labeled with an O is a BI process with transition rates
qOk,k+1 =
cout
cin + cout
(k + δout) δout > 0.
These hold for k ≥ 0 when v ≥ 2 and k ≥ 1 for I1,O1.
On (N2)∞, define
Z(1) = {Z(1)t : t ≥ 0} :=
{((
I1(t),O1(t)
)
, (0, 0), . . .
)
: t ≥ 0
}
and the σ-algebra F (1)t := σ
{
Z(1)t : 0 ≤ s ≤ t
}
so that Z(1) is strong Markov with
respect to {F (1)t }. Set T1 = 0 and define the stopping time T2 with respect to
{F (1)t , t ≥ 0} as
T2 := inf
{
t ≥ 0 : Z(1)t jumps
}
. (3.3.1)
Then T2 is the minimum of two independent exponential r.v.’s with means(
cin
cin + cout
(1 + δin)
)−1
and
(
cout
cin + cout
(1 + δout)
)−1
.
From (3.2.1), we have
P[T2 > t] = e−(cin+cout)
−1t, t > 0.
Let J2 := 1{O1 jumps first} so that P[J2 = 1] = γ. Also, let L˜2 be index of the (I,O)-pair
that jumps first at T2 which in this case is 1. However, note that
(
L˜2, J2
)
deter-
mines which one of I1 and O1 will jump at T2, and T2 is independent of
(
L˜2, J2
)
by the property of independent exponential r.v.’s (cf. [49, Exercise 4.45(a)]). In
addition, we also have T2, L˜2, J2 ∈ F (1)T2 , that is, measurable with respect to F (1)T2 .
Now use the independent quantities J2, (I
(0)
2 ,O
(0)
2 ), (I
(1)
2 ,O
(1)
2 ) to define a
pair of SBI processes (I2,O2) =
(
(I(J2)2 ,O
(J2)
2
)
as in (3.2.12). Let z2(t) :=(
(0, 0), (I(J2)2 (t),O
(J2)
2 (t)), (0, 0), . . .
)
and
Z(2) = {Z(2)t : t ≥ 0} :=
{
Z(1)t+T2 + z2(t) : t ≥ 0
}
.
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Define the σ-algebra
F (2)t+T2 := σ
{
Z(2)s : 0 ≤ s ≤ t
}∨
F (1)T2 ,
so that Z(2) is strong Markov with respect to {F (2)t+T2 , t ≥ 0}. Also, let
τ3 := inf
{
t ≥ 0 : Z(2)t jumps
}
, T3 := T2 + τ3,
and J3 := 1{One of O1(T2 + ·), O(J2)2 (·) jumps first}. Denote the index of the (I,O)-pair that
jumps at T3 by L˜3 and write P
F (1)T2 (·) := P(·|F (1)T2 ), Pz(Zt ∈ ·) := P(Zt ∈ ·|Z0 = z).
Then by the strong Markov property, we have
PF
(1)
T2
(
Z(2)t ∈ ·
)
= PZ(1)T2 +z2(0)
(
Z(1)t + z2(t) ∈ ·
)
.
Therefore, with respect to PF
(1)
T2 , τ3 is the minimum of 4 independent
exponential r.v.’s with means
(
cin
cin+cout
(I1(T2) + δin)
)−1
,
(
cout
cin+cout
(O1(T2) + δout)
)−1
,(
cin
cin+cout
(J2 + δin)
)−1
and
(
cout
cin+cout
(1 − J2 + δout)
)−1
. Note that (I1(T2),O1(T2)) = (2 −
J2, 1 + J2). We then have the following:
1. PF
(1)
T2 (τ3 > t) = e−2(cin+cout)
−1t, t > 0.
2. PF
(1)
T2 (J3 = 1) = γ and τ3 is independent of (L˜3, J3) with respect to P
F (1)T2 .
3. The random variables T3, L˜3, J3 ∈ F (2)T3 = F (2)τ3+T2 .
Continue in this way to use the conditionally independent quantities J3,
(I(0)3 ,O
(0)
3 ) and (I
(1)
3 ,O
(1)
3 ) to define a pair of SBI processes (I3,O3) =
(
I(J3)3 ,O
(J3)
3
)
as in
(3.2.12). In general, for n ≥ 3, set
Z(n)t :=
((
I1(Tn + t),O1(Tn + t)
)
,
(
I(J2)2 (Tn − T2 + t),O(J2)2 (Tn − T2 + t)
)
,
. . . ,
(
I(Jn)n (t),O
(Jn)
n (t)
)
, (0, 0), . . .
)
, t ≥ 0,
F (n)t+Tn := σ
{
Z(n)s : 0 ≤ s ≤ t
}∨F (n−1)Tn , τn+1 := inf{t ≥ 0 : Z(n)t jumps} and Tn+1 :=
Tn + τn+1. Also, define
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• Jn+1 := 1{One of O1(Tn + ·), O(Jk)k (Tn − Tk + ·), k = 2, . . . , n jumps first}, and
• L˜n+1 is the index of the (I,O)-pair that jumps first among (I1(Tn + t),O1(Tn +
t)), (Ik(Tn − Tk + t,Ok(Tn − Tk + t), k = 2, . . . , n.
Note that with
zn(t) :=
(0, 0), . . . ,
(
I(Jn)n (t),O
(Jn)
n (t)
)︸              ︷︷              ︸
n-th pair
, (0, 0), . . .
 ,
we have Z(n)t = Z
(n−1)
τn+t + zn(t). Using the strong Markov property gives
PF
(n−1)
Tn
(
Z(n)t ∈ ·
)
= PZ(n−1)τn +zn(0)
Z(1)t + n∑
k=2
zk(t) ∈ ·
 .
Then with respect to F (n−1)Tn , τn+1 is the minimum of 2n independent exponential
r.v.’s with means(
cin
cin + cout
(I1(Tn) + δin)
)−1
,
(
cout
cin + cout
(O1(Tn) + δout)
)−1
,(
cin
cin + cout
(I(Jk)k (Tn − Tk) + δin)
)−1
,
(
cout
cin + cout
(O(Jk)k (Tn − Tk) + δout)
)−1
, k = 2, . . . , n.
This implies:
1. The random variable τn+1 is independent of (L˜n+1, Jn+1) with respect to
PF
(n−1)
Tn .
2. The random variables Tn+1, L˜n+1, Jn+1 ∈ F (n)Tn+1 .
Set τ2 := T2. Then from this construction follow properties of the distribution
of {τn}n≥2 and {Jn}n≥2.
Lemma 3.3.1. Suppose {Tn}n≥1, {τn}n≥2 and {Jn}n≥2 are defined as above. Then:
(i) The sequence {Jn} is independent of {τn}.
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(ii) The sequence {Jn} is a sequence of iid Bernoulli random variables with
P(Jn = 1) = γ = 1 − P(Jn = 0), n ≥ 2. (3.3.2)
(iii) The sequence {τn}n≥2 satisfies
{τn+1 : n ≥ 1} d=
{
En
(cin + cout)−1n
, n ≥ 1
}
, (3.3.3)
where {En : n ≥ 1} is a sequence of iid unit exponential random variables. So {Tn}
are the birth times of a linear birth process with birth rate (cin + cout)−1.
Proof. For brevity of notation, write λI1n = cincin+cout (I1(Tn)+δin), λ
O1
n =
cout
cin+cout
(O1(Tn)+
δout) and for 2 ≤ k ≤ n, n ≥ 2,
λIkn =
cin
cin + cout
(I(Jk)k (Tn − Tk) + δin),
λOkn =
cout
cin + cout
(O(Jk)k (Tn − Tk) + δout).
At each Tn, n ≥ 2, we start a new pair of SBI processes (In(·),On(·)) with initial
value (Jn, 1− Jn) and one of (Ik(·),Ok(·)), 1 ≤ k ≤ n−1 increases by (1− Jn, Jn). This
corresponds in the network, for instance if Jn = 1, to one of the existing n − 1
nodes having an out-degree increase by 1 and a new node n with in-degree 1
and out-degree 0. Therefore (cf. (3.2.7)),
I1(Tn) +
n∑
k=2
I(Jk)k (Tn − Tk) = O1(Tn) +
n∑
k=2
O(Jk)k (Tn − Tk) = n. (3.3.4)
Hence, for n ≥ 2, tl > 0 and jl ∈ {0, 1} for l = 2, . . . , n + 1,
P
n+1⋂
l=2
[τl > tl, Jl = jl]
 = E PF (n−1)Tn τn+1 > tn+1, Jn+1 = jn+1, n⋂
l=2
{τl > tl, Jl = jl

= E
[
1⋂n
l=2{τl>tl,Jl= jl}P
F (n−1)Tn (τn+1 > tn+1, Jn+1 = jn+1)
]
, (3.3.5)
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since (τl, Jl, l = 2, . . . , n) ∈ F (n−1)Tn . Also, we know that with respect to PF
(n−1)
Tn , τn+1
is the minimum of 2n independent exponential r.v.’s and Jn+1 is independent of
τn+1. Therefore,
PF
(n−1)
Tn (τn+1 > tn+1, Jn+1 = jn+1) = PF
(n−1)
Tn (τn+1 > tn+1) PF
(n−1)
Tn (Jn+1 = jn+1) . (3.3.6)
Note that
PF
(n−1)
Tn (τn+1 > tn+1) = exp
−tn+1 n∑
k=1
(
λIkn + λ
Ok
n
)
= exp
{
−tn+1(cin + cout)−1n
}
, (3.3.7)
and assuming jn+1 = 1, we have
PF
(n−1)
Tn (Jn+1 = 1) =
∑n
k=1 λ
Ok
n∑n
k=1(λ
Ik
n + λ
Ok
n )
= γ. (3.3.8)
So (3.3.5) becomes (continuing to suppose jn+1 = 1),
P
n+1⋂
l=2
[τl > tl, Jl = jl]
 = γ exp {−tn+1(cin + cout)−1n} P  n⋂
l=2
[τl > tl, Jl = jl]
 .
If jn+1 = 0, γ is replaced by α on the right side. This is sufficient for the proof of
the Lemma. 
Embedding
The following embedding theorem is similar to those proved in [2, 68] and sum-
marizes how to embed in the paired SBI process constructions.
Theorem 3.3.2. Suppose that {Tn}n≥1 and {Z(n)t : t ≥ 0} are as defined in Chapter 3.3.1.
Then in ((N2)∞)∞,
{D(n), n ≥ 1} d=
{
Z(n)0 , n ≥ 1
}
.
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Proof. The proof relies on both {D(n), n ≥ 1} and {Z(n)0 , n ≥ 1} being Markov
chains with the same transition probabilities. It is similar to that of [2, Theo-
rem 2.1] and [68, Theorem 2] which we now outline.
Define
d˜
(Jn)
j :=
(0, 0), . . . , (1 − Jn, Jn)︸       ︷︷       ︸
j-th pair
, (0, 0), . . . , (0, 0), (Jn, 1 − Jn)︸       ︷︷       ︸
n-th pair
, (0, 0), . . .

Recall that L˜n+1 is the index of the (I,O)-pair that jumps at Tn+1. Then we have
Z(n+1)0 =Z
(n)
0 + d˜
(Jn+1)
L˜n+1 . (3.3.9)
This expresses Z(n+1)0 as a function of F (n−1)Tn -measurable random elements and
random elements independent of F (n−1)Tn , namely:
1. Z(n)0 ∈ F (n−1)Tn ;
2. Jn+1 which is independent of F (n−1)Tn (by Lemma 3.3.1; see (3.3.8));
3. L˜n+1 which is a function of (λIkn + λ
Ok
n , k = 2, . . . , n) ∈ F (n−1)Tn and conditionally
on F (n−1)Tn , 2n i.i.d exponential r.v.s which are independent of F (n−1)Tn .
Hence, both {D(n), n ≥ 1} and {Z(n)0 , n ≥ 1} are Markov on the state space (N2)∞.
When n = 1,
Z(1)0 =
((
I1(0),O1(0)
)
, (0, 0), . . .
)
=
(
(1, 1), (0, 0), . . .
)
=
((
Din1 (1),D
out
1 (1)
)
, (0, 0), . . .
)
=D(1),
so to prove equality in distribution for any n, it suffices to verify that the transi-
tion probability from Z(n)0 to Z
(n+1)
0 is the same as that fromD(n) toD(n+1) which
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is given in (3.2.8) and (3.2.9). In the SBI setup, applying Lemma 3.3.1 gives for
any 2 ≤ v ≤ n,
PF
(n−1)
Tn
(
Z(n+1)0 =Z
(n)
0 + e
in
v + e
out
n+1)
)
= PF
(n−1)
Tn
(
Jn+1 = 0, L˜n+1 = v
)
=
cin
cin+cout
(I(Jv)v (Tn − Tv) + δin)
(cin + cout)−1n
= α
I(Jv)v (Tn − Tv) + δin
(1 + δin)n
,
PF
(n−1)
Tn
(
Z(n+1)0 =Z
(n)
0 + e
in
n+1 + e
out
v )
)
= PF
(n−1)
Tn
(
Jn+1 = 1, L˜n+1 = v
)
=
cout
cin+cout
(O(Jv)v (Tn − Tv) + δout)
(cin + cout)−1n
= γ
O(Jv)v (Tn − Tv) + δout
(1 + δout)n
.
For 2 ≤ v ≤ n, this agrees with the transition probabilities in (3.2.8) and (3.2.9)
respectively; the case for v = 1 is similar. 
3.3.2 Asymptotic properties
With the embedding technique specified in Chapter 3.3.1, the asymptotic behav-
ior of the in- and out-degree growth in a preferential attachment model can be
characterized explicitly. These asymptotic properties then help us derive weak
convergence of the empirical measure. For brevity of notation, we will write
I(Jv)v , O
(Jv)
v as Iv, Ov, v ≥ 2, in the rest of this chapter.
Convergence of the in- and out-degrees for a fixed node.
We first consider the asymptotic behavior of the in- and out-degrees for a fixed
node, i.e. (Dinv (n),Doutv (n)) for a fixed v. To do this, we make use of the embed-
ding results in Theorem 3.3.2, which translates the convergence of the degrees
to the setting of
{(
Iv(t − Tv),Ov(t − Tv)) : t ≥ Tv}1≤v≤n. Results are summarized in
Theorem 3.3.3.
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Theorem 3.3.3. Suppose that {Tn : n ≥ 1} and {Jn : n ≥ 2} are as defined in Chap-
ter 3.3.1. Then:
(i) The birth times {Tn}n≥1 satisfy that as n→ ∞,
n · e−(cin+cout)−1Tn a.s.−→ W and W ∼ Exp(1). (3.3.10)
(ii) Let (σin1 , σ
out
1 ) be a pair of independent Gamma random variables with densities
fσin1 (x) =
xδine−x
Γ(1 + δin)
and fσout1 (x) =
xδoute−x
Γ(1 + δout)
, x > 0, respectively,
and for each v ≥ 2, (σinv , σoutv ) have joint density
f(
σinv ,σ
out
v
)(x, y) = α xδin−1e−x
Γ(δin)
yδoute−y
Γ(1 + δout)
+ γ
xδine−x
Γ(1 + δin)
yδout−1e−y
Γ(δout)
, x, y > 0.
(3.3.11)
Then for a fixed v ≥ 1, we have, with W defined as in (3.3.10),(
Dinv (n)
ncin
,
Doutv (n)
ncout
)
⇒
σinv e−
cin
cin+cout
Tv
Wcin
,
σoutv e
− coutcin+cout Tv
Wcout
 n→ ∞.
(3.3.12)
Also, setting Dinv (n) = 0 = Doutv (n) for all v ≥ n + 1, we get as n→ ∞,(
max
v≥1
Dinv (n)
ncin
, max
v≥1
Doutv (n)
ncout
)
⇒
maxv≥1 σinv e
− cincin+cout Tv
Wcin
, max
v≥1
σoutv e
− coutcin+cout Tv
Wcout
 .
(3.3.13)
Here Tv, (σinv , σoutv ) and W are independent for all v ≥ 2.
Remark 3.3.4. According to the embedding results in Theorem 3.3.2, (3.3.12)
also implies that there exists random variables D(1)v , D
(2)
v , v ≥ 1, on the
space of (Dinv (n),Doutv (n))v≥1 satisfying D
(1)
v
d
= W−cinσinv e
− cincin+cout Tv and D(2)v
d
=
W−coutσoutv e
− coutcin+cout Tv , v ≥ 1, such that as n→ ∞,(
Dinv (n)
ncin
,
Doutv (n)
ncout
)
a.s.−→
(
D(1)v ,D
(2)
v
)
.
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Proof. (i) From Lemma 3.3.1(i), {Tn : n ≥ 1} are jump times of a pure birth process
starting from 1 and transition rate
q j, j+1 = (cin + cout)−1 j, j ≥ 1.
Therefore, (3.3.10) follows from applying the known convergence results of lin-
ear birth processes; see [49, Theorem 5.11.4] and [33, 69], among other sources.
(ii) By Theorem 3.3.2, to show (3.3.12), it suffices to show that as n→ ∞,(
Iv(Tn − Tv)
ncin
,
Ov(Tn − Tv)
ncout
)
a.s.−→
σinv e−
cin
cin+cout
Tv
Wcin
,
σoutv e
− coutcin+cout Tv
Wcout
 , . (3.3.14)
With (3.3.10) available, we prove (3.3.14) by showing the convergence of(
e−
cin
cin+cout
(t−Tv)Iv(t − Tv), e−
cout
cin+cout
(t−Tv)Ov(t − Tv)
)
,
as t → ∞. According to the construction of the processes {(Iv(t − Tv),Ov(t − Tv) :
t ≥ Tv)}v≥1, we know that (I1(0),O1(0)) = (1, 1). Then applying the convergence
result of a BI process in Remark 3.2.2, we have for independent (σin1 , σ
out
1 ) ∼(
Γ(1 + δin, 1), Γ(1 + δout, 1)
)
,(
e−
cin
cin+cout
tI1(t), e
− coutcin+cout tOv(t)
)
a.s.−→ (σin1 , σout1 ), t → ∞.
Moreover, it follows from (3.2.13) and (3.2.14) that(
e−
cin
cin+cout
(t−Tv)Iv(t − Tv), e−
cout
cin+cout
(t−Tv)Ov(t − Tv)
)
a.s.−→ (σinv , σoutv ), t → ∞, (3.3.15)
with σinv and σoutv having the joint density as in (3.3.11).
Replacing t with Tn in (3.3.15) gives(
Iv(Tn − Tv)
e
cin
cin+cout
Tn
,
Ov(Tn − Tv)
e
cout
cin+cout
Tn
)
a.s.−→
(
σinv e
− cincin+cout Tv , σoutv e
− coutcin+cout Tv
)
, as n→ ∞. (3.3.16)
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Therefore, combining (3.3.10) and (3.3.16) gives (3.3.12). For v ≥ 2, the indepen-
dence of (σinv , σoutv ) and Tv follows from the construction and the independence
from W follows from [49, p. 443]; this completes the proof of (3.3.14).
(iii) We verify (3.3.13) by showing that as n→ ∞,(
max
v≥1
Iv(Tn − Tv)
e
cin
cin+cout
Tn
, max
v≥1
Ov(Tn − Tv)
e
cout
cin+cout
Tn
)
a.s.−→
(
max
v≥1
σinv e
− cincin+cout Tv ,max
v≥1
σoutv e
− coutcin+cout Tv
)
.
(3.3.17)
Then combining (3.3.17) with (3.3.10) gives the result. We use the proof machin-
ery in [2, Proposition 3.1] to show (3.3.17), which is summarized in the following
lemma.
Lemma 3.3.5. Let an,i : 1 ≤ i ≤ nn≥1 be a double array of non-negative numbers such
that
(1) For all i ≥ 1, limn→∞ an,i = ai < ∞,
(2) supn≥1 an,i ≤ bi < ∞ and
(3) limi→∞ bi = 0.
Then max1≤i≤n an,i → maxi≥1 ai, as n→ ∞.
First note that for each v ≥ 1,
Iv(Tn − Tv)e−
cin
cin+cout
(Tn−Tv) ≤ sup
t≥0
Iv(t)e
− cincin+cout t =: I˜v,
Ov(Tn − Tv)e−
cout
cin+cout
(Tn−Tv) ≤ sup
t≥0
Ov(t)e
− coutcin+cout t =: O˜v.
Let aIn,v := Iv(Tn − Tv)e−
cin
cin+cout
Tn , aOn,v := Ov(Tn − Tv)e−
cout
cin+cout
Tn for 1 ≤ v ≤ n, and
bIv := I˜ve
− cincin+cout Tv , bOv := O˜ve
− coutcin+cout Tv for v ≥ 1. Then Lemma 3.3.5(1) is satisfied by
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(3.3.16). Also, for each v ≥ 1, supn≥1 aIn,v ≤ bIv and supn≥1 aOn,v ≤ bOv , which satisfies
the criterion in Lemma 3.3.5(2).
Following the proof of [2, Theorem 1.1], we check the condition in
Lemma 3.3.5(3) by proving the claim that almost surely, for all  > 0,
I˜v ≤ vcin , and O˜v ≤ vcout , for all large v. (3.3.18)
Then as  is arbitrary, it follows from (3.3.10) that bIv → 0 and bOv → 0 a.s. as
v→ ∞. This completes checking the three criteria in Lemma 3.3.5 and therefore
leads to (3.3.13).
To show (3.3.18), we use Markov’s inequality: for any r, r′ > 0 and v ≥ 2,
P(I˜v ≥ vcin) ≤ E(I˜r2)/(rvrcin),
P(O˜v ≥ vcout) ≤ E(O˜r′2 )/(r
′
vr
′cout),
since Iv, Ov, v ≥ 2 are iid SBI processes. Hence, if we have
E(I˜r2) < ∞ and E(O˜r2) < ∞, for r > c−1in , r′ > c−1out, respectively, (3.3.19)
then by Borel-Cantelli, the claim in (3.3.18) is justified. To prove (3.3.19), let
I˜(0)2 := sup
t≥0
I(0)2 (t)e
− cincin+cout t, I˜(1)2 := sup
t≥0
I(1)2 (t)e
− cincin+cout t,
O˜(0)2 := sup
t≥0
O(0)2 (t)e
− coutcin+cout t, O˜(1)2 := sup
t≥0
O(1)2 (t)e
− coutcin+cout t,
then by the construction of
(
I2(·),O2(·)), we have
E(I˜r2) = αE(I˜(0)
r
2) + γE(I˜(1)
r
2) < ∞,
E(I˜r
′
2 ) = αE(O˜(0)
r′
2 ) + γE(O˜(1)
r′
2 ) < ∞,
using the assumption that I(0)2 , I
(1)
2 , O
(0)
2 and O
(1)
2 are independent BI processes so
that results in [2, Proposition 2.6] are still applicable here. This completes the
proof of (3.3.17). 
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3.4 Convergence Results on Joint Degree Distributions
3.4.1 Convergence of the joint degree counts
Now we analyze the convergence of the joint empirical distribution of the in-
and out-degrees {(Dinv (n),Doutv (n)) : v ∈ [n]}, using the SBI embedding technique.
Let B(a, p) be a negative binomial integer valued random variable with param-
eters a > 0 and p ∈ (0, 1) (abbreviated as NB(a, p)), and the generating function
of B(a, p) is
E
(
sB(a,p)
)
= pa(1 − (1 − p)s)−a, 0 ≤ s ≤ 1.
We also use the notation B(a,Z) to represent a r.v. having a mixture distribution
such that the second parameter of the negative binomial r.v. is randomized by
an independent r.v. Z.
Theorem 3.4.1. Let Ni, j(n) be the number of nodes with in-degree i and out-degree j in
graph G(n), then we have
Ni, j(n)
n
p→ P((I,O) = (i, j)), as n→ ∞. (3.4.1)
The limit pair (I,O) can be represented in distribution as:
(I,O) d= (1 − J)(X1, 1 + Y1) + J(1 + X2,Y2), (3.4.2)
where
(i) J is a Bernoulli switching variable with P(J = 1) = 1 − P(J = 0) = γ.
(ii) Suppose {B(1)(δ1, p) : p ∈ (0, 1)}, {B(2)(δ′1, p) : p ∈ (0, 1)}, {B˜(1)(δ2, p) : p ∈ (0, 1)}
and {B˜(2)(δ′2, p) : p ∈ (0, 1)}, δ1, δ′1, δ2, δ′2 > 0, are four independent families of
negative binomial variables, then
(X1,Y1) =
(
B(1)
(
δin, e−cinT
)
, B˜(1)
(
1 + δout, e−coutT
))
, (3.4.3a)
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(X2,Y2) =
(
B(2)
(
1 + δin, e−cinT
)
, B˜(2)
(
δout, e−coutT
))
, (3.4.3b)
with T being an exponential random variable with unit mean, independent of J,
B(1), B(2), B˜(1) and B˜(2).
Remark 3.4.2. Theorem 3.4.1 coincides with the known results proven in [52,
55], since ecinT is a Pareto random variable on [1,∞) with index c−1in , denoted by
Z, and ecoutT = Za, with a := cout/cin.
Proof. The proof of [66, Lemma 3.1] verifies that∣∣∣∣∣∣Ni, j(n)n − E(Ni, j(n))n
∣∣∣∣∣∣ p→ 0, as n→ ∞.
Hence, we are left to examine the difference |E(Ni, j(n))/n − P((I,O) = (i, j))|. By
the embedding results in Theorem 3.3.2, we have
E(Ni, j(n))
n
= E
1n ∑
v∈[n]
1{(
Dinv (n),Doutv (n)
)
=(i, j)
} = 1n ∑
v∈[n]
P
((
Dinv (n),D
out
v (n)
)
= (i, j)
)
=
1
n
n∑
v=1
P
[(
Iv(Tn − Tv),Ov(Tn − Tv)) = (i, j)]. (3.4.4)
Suppose that {B(1)v (δin, p) : v ≥ 1}, {B(2)v (1+δin, p) : v ≥ 1}, {B˜(1)v (1+δout, p) : v ≥ 1}
and {B˜(2)v (δout, p) : v ≥ 1} are four independent sequences of negative binomial
r.v.’s with given parameters. Then by the distribution of a BI process (cf. [57,
Equation (2.2)] and [22, Theorem 3.11]), we have for any v ≥ 2, t ≥ 0 and k ≥ 0,
P(I(0)v (t) = k) = P
[
B(1)v
(
δin, e
− cincin+cout t
)
= k
]
, (3.4.5a)
P(I(1)v (t) = k) = P
[
1 + B(2)v
(
1 + δin, e
− cincin+cout t
)
= k
]
, (3.4.5b)
P(O(0)v (t) = k) = P
[
1 + B˜(1)v
(
1 + δout, e
− coutcin+cout t
)
= k
]
, (3.4.5c)
P(O(1)v (t) = k) = P
[
B˜(2)v
(
δout, e
− coutcin+cout t
)
= k
]
, (3.4.5d)
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and note the quantities on the right do not depend on v. Also, recall that(
Iv(t),Ov(t)
)
v≥2, t ≥ 0, are identically distributed such that,
Iv(t) = (1 − Jv)I(0)v (t) + JvI(1)v (t), Ov(t) = (1 − Jv)O(0)v (t) + JvO(1)v (t).
Since for v ≥ 2, the processes I(0)v , I(1)v , O(0)v and O(1)v are independent from each
other, we then define for any v ≥ 2,
B(n)v :=
(
(1 − Jv)B(1)v (δin, e−(Tn−Tv)) + Jv(1 + B(2)v (1 + δin, e−(Tn−Tv)),
(1 − Jv)(1 + B˜(1)v (1 + δout, e−(Tn−Tv)) + Jv(B˜(2)v (δout, e−(Tn−Tv)
)
,
and (3.4.4) becomes,
1
n
E(Ni, j(n)) =
1
n
n∑
v=1
P
[(
Iv(Tn − Tv),Ov(Tn − Tv)) = (i, j)]
=
1
n
n∑
v=1
P
[
B(n)v = (i, j)
]
+
1
n
(
P
[(
I1(Tn),O1(Tn)
)
= (i, j)
] − P [B(n)1 = (i, j)]) . (3.4.6)
The last step is necessitated by the construction since (I1(t),O1(t)) is a pair of
independent BI processes, which is different from the rest of the (Iv(·),Ov(·))v≥2
pairs. Here this difference is inconsequential because as n→ ∞,
1
n
∣∣∣∣P [(I1(Tn),O1(Tn)) = (i, j)] − P [B(n)1 = (i, j)]∣∣∣∣ ≤ 2n → 0.
So we only need to consider the first term in (3.4.6). Let Un be a random variable
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uniformly distributed on [n − 1] and independent of the rest. Then
1
n
n∑
v=1
P
[
B(n)v = (i, j)
]
=α
1
n
n∑
v=1
P
[(
B(1)v (δin, e
− cincin+cout (Tn−Tv)), 1 + B˜(1)v (1 + δout, e
− coutcin+cout (Tn−Tv))
)
= (i, j)
]
+ γ
1
n
n∑
v=1
P
[(
1 + B(2)v (1 + δin, e
− cincin+cout (Tn−Tv)), B˜(2)v (δout, e
− coutcin+cout (Tn−Tv)) = (i, j)]
=α
(
1 − 1
n
)
P
[(
B(1)1 (δin, e
− cincin+cout (Tn−TUn )), 1 + B˜(1)1 (1 + δout, e
− coutcin+cout (Tn−TUn ))
)
= (i, j)
]
+ γ
(
1 − 1
n
)
P
[(
1 + B(2)1 (1 + δin, e
− cincin+cout (Tn−TUn )), B˜(2)1 (δout, e
− coutcin+cout (Tn−TUn )) = (i, j)]
+
1
n
P
[
B(n)n = (i, j)
]
,
since the distributions of B(1)v , B˜
(1)
v , B
(2)
v , B˜
(1)
v do not depend on v. Let T be a unit
exponential random variable that is independent of Iv,Ov, v ≥ 1. A variant of
the Renyi representation for exponential order statistics (see [22, Theorem 3.14]
for details) gives
Tn − TUn d=
T
(cin + cout)−1
. (3.4.7)
Define a Bernoulli random variable J that is independent from T , B(1)1 , B
(2)
1 , B˜
(1)
1
and B˜(2)1 with P(J = 1) = γ = 1 − P(J = 0). Then applying (3.4.7) therefore gives
1
n
n∑
v=1
P
[
B(n)v = (i, j)
]
=α
(
1 − 1
n
)
P
[(
B(1)1 (δin, e
−cinT ), 1 + B˜(1)1 (1 + δout, e
−coutT )
)
= (i, j)
]
+ γ
(
1 − 1
n
)
P
[(
1 + B(2)1 (1 + δin, e
−cinT ), B˜(2)1 (δout, e
−coutT ) = (i, j)] + 1
n
[
B(n)n = (i, j)
]
=
(
1 − 1
n
)
P
[
(1 − J)(B(1)1 (δin, e−cinT ), 1 + B˜(1)1 (1 + δout, e−coutT ))
+J
(
1 + B(2)1 (1 + δin, e
−cinT ), B˜(2)1 (δout, e
−coutT ) = (i, j)] + 1
n
[
B(n)n = (i, j)
]
=
(
1 − 1
n
)
P
[(I,O) = (i, j)] + 1
n
[
B(n)n = (i, j)
]
.
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Therefore, ∣∣∣∣∣1nE [Ni j(n)] − P [(I,O) = (i, j)]
∣∣∣∣∣ ≤ 4n ,
which leads to (3.4.2) and (3.4.3) as n→ ∞. 
Remark 3.4.3. This argument also shows that for x > 0, y > 0,
1
n
EN>x,>y(n) = P
(
(I,O) ∈ (x,∞] × (y,∞]) + n(x, y), (3.4.8)
where
sup
x>0,y>0
|n(x, y)| ≤ 4n .
3.4.2 Convergence of the joint empirical measure
In this section, we investigate the convergence of the joint empirical measure:
1
kn
n∑
k=1
(
Dini (n)/b1(n/kn),D
out
i (n)/b2(n/kn)
)(·),
with scaling functions bi(·), i = 1, 2, and some intermediate sequence kn such that
kn/n→ 0 and kn → ∞ as n→ ∞. From (3.4.1), we have
1
n
∑
v∈[n]
(
Dinv (n),Doutv (n)
)({(i, j)}) p→ P((I,O) = (i, j)), n→ ∞. (3.4.9)
Moreover, [55, Theorem 2] shows that the limit pair (I,O) is non-standard reg-
ularly varying, i.e.
nP
[( I
ncin
,
O
ncout
)
∈ ·
]
v−→ γV1(·) + αV2(·), n→ ∞, (3.4.10)
in M+([0,∞]2 \ {0}) and Vi(·), i = 1, 2, concentrate on (0,∞)2 with Lebesgue densi-
ties given below in (3.4.14) and (3.4.15). It is also shown in [67] that the density
of the limit measure is jointly regularly varying, and the relationship between
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the regular variation of the limit measure and that of the limit density has been
explained.
Let b1(t) = tcin and b2(t) = tcout , then heuristically, combining (3.4.9) and
(3.4.10) gives
1
kn
∑
v∈[n]
(
Dinv (n)/(n/kn)cin ,Doutv (n)/(n/kn)cout
)(·) ≈ n
kn
P
[( I
(n/kn)cin
,
O
(n/kn)cout
)
∈ ·
]
(3.4.11)
⇒ γV1(·) + αV2(·), n→ ∞
in M([0,∞]2 \ {0}). We justify the approximation in (3.4.11) and the convergence
result is summarized in the following theorem.
Theorem 3.4.4. Suppose that {kn} is an intermediate sequence satisfying
lim inf
n→∞ kn/(n log n)
1/2 > 0 and kn/n→ 0 as n→ ∞, (3.4.12)
and recall a = cout/cin. Then we have
1
kn
n∑
v∈[n]
(
Dinv (n)/(n/kn)cin ,Doutv (n)/(n/kn)cout
)(·)⇒ γV1(·) + αV2(·), (3.4.13)
in M+([0,∞]2 \ {0}), where V1 and V2 concentrate on (0,∞)2 with Lebesgue densities
f1(x, y) =
xδinyδout−1
cinΓ(1 + δin)Γ(δout)
∫ ∞
0
z−(2+1/cin+δin+aδout)e−x/z+y/z
a
dz, (3.4.14)
and
f2(x, y) =
xδin−1yδout
cinΓ(δin)Γ(1 + δout)
∫ ∞
0
z−(1+a+1/cin+δin+aδout)e−x/z+y/z
a
dz, (3.4.15)
respectively.
Proof. Proving (3.4.13) requires using concentration results for degree counts
Ni, j(n) which compare counts with expected counts; these are collected in Chap-
ter B.1. In this section we show for x, y > 0,∣∣∣∣∣ 1knE
(
N
>
(
n
kn
)cin x, >( nkn )couty(n)
)
− n
kn
p
>
(
n
kn
)cin x, >( nkn )couty
∣∣∣∣∣ p→ 0, (3.4.16a)
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∣∣∣∣∣ 1knE
(
N in
>
(
n
kn
)cin x(n)
)
− n
kn
pin
>
(
n
kn
)cin x
∣∣∣∣∣ p→ 0, (3.4.16b)∣∣∣∣∣ 1knE
(
Nout
>
(
n
kn
)couty(n)
)
− n
kn
pout
>
(
n
kn
)couty
∣∣∣∣∣ p→ 0. (3.4.16c)
We give a proof for (3.4.16a) and (3.4.16b) and (3.4.16c) follows from a similar
argument.
Adopting the notation from the proof of Theorem 3.4.1, and using (3.4.8) we
have
∣∣∣∣ 1knE
(
N
>
(
n
kn
)cin x, >( nkn )couty(n)
)
− n
kn
p
>
(
n
kn
)cin x, >( nkn )couty
∣∣∣∣
=
∣∣∣∣∣∣∣ nkn 1n
∑
v∈[n]
P
(
Dinv (n)
(n/kn)cin
> x,
Doutv (n)
(n/kn)cout
> y
)
− n
kn
P
[ I
(n/kn)cin
> x,
O
(n/kn)cout
> y
]∣∣∣∣∣∣∣
=
∣∣∣∣∣∣∣ nkn 1n
n∑
v=1
P
(
B(n)v ∈
(
(n/kn)cin x,∞] × ((n/kn)couty,∞])
− n
kn
P
[ I
(n/kn)cin
> x,
O
(n/kn)cout
> y
]∣∣∣∣∣∣
+
1
kn
∣∣∣∣∣∣P
(
Din1 (n)
(n/kn)cin
> x,
Dout1 (n)
(n/kn)cout
> y
)
−P
(
B(n)1 ∈
(
(n/kn)cin x,∞] × ((n/kn)couty,∞])∣∣∣∣
≤ n((n/kn)cin x, (n/kn)couty) + 2kn → 0,
as n→ ∞.
Combining concentration results in (B.1.1), (B.1.5) and (B.1.6) with (3.4.16)
implies that for any intermediate sequence {kn} satisfying (3.4.12) and x, y > 0, as
n→ ∞,
1
kn
∣∣∣∣N>( nkn )cin x, >( nkn )couty(n) − n p>( nkn )cin x, >( nkn )couty∣∣∣∣ p→ 0, (3.4.17a)
1
kn
∣∣∣∣∣N in>( nkn )cin x(n) − n pin>( nkn )cin x
∣∣∣∣∣ p→ 0, (3.4.17b)
1
kn
∣∣∣∣∣Nout>( nkn )couty(n) − n pout>( nkn )couty
∣∣∣∣∣ p→ 0. (3.4.17c)
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Define the vague metric ρ(·, ·) on M+([0,∞]2\{0}) (cf. [50, Chapter 3.3]) as follows.
There exists some sequence of continuous functions on [0,∞]2\{0}with compact
supports, fi : [0,∞]2 \ {0} 7→ R+, i ≥ 1, and for µ1, µ2 ∈ M+([0,∞]2 \ {0}),
ρ(µ1, µ2) =
∞∑
i=1
|µ1( fi) − µ2( fi)|min 1
2i
,
where µ j( fi) :=
∫
[0,∞]2\{0} fi(x)µ j(dx), j = 1, 2, i ≥ 1. Then results in (3.4.17) imply:
as n→ ∞,
ρ
 1kn
n∑
v∈[n]
(
Dinv (n)/(n/kn)cin ,Doutv (n)/(n/kn)cout
), n
kn
P
[( I
(n/kn)cin
,
O
(n/kn)cout
)
∈ ·
] p→ 0. (3.4.18)
Then (3.4.13) follows from combining (3.4.18) and the vague convergence in
(3.4.10), with (3.4.14) and (3.4.15) being specified in [55, Theorem 2]. 
3.5 Consistency of the Hill Estimator
In practice, the growth rates of in- and out-degrees are often estimated by Hill
estimators as defined in (3.1.4). However, despite its wide use, there is no theo-
retical justification for such estimates and the consistency has been proved only
for a simple undirected preferential attachment model in [68]. We now turn to
(3.1.7) and (3.1.8) as preparations for considering consistency of the Hill estima-
tor.
Proposition 3.5.1. Suppose that {kn} is some intermediate sequence satisfying (3.4.12).
Define
b1(t) =
cin Γ(1 + δin + c−1in )
Γ(1 + δin)
(
αδin
1 + cinδin
+
γ
cin
)cin tcin ,
b2(t) =
[
cout
Γ(1 + δout + c−1out)
Γ(1 + δout)
(
γδout
1 + coutδout
+
α
cout
)]cout
tcout ,
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then
1
kn
∑
v∈[n]
Dinv (n)/b1(n/kn) ⇒ νc−1in , in M+((0,∞]), (3.5.1)
1
kn
∑
v∈[n]
Doutv (n)/b2(n/kn) ⇒ νc−1out , in M+((0,∞]). (3.5.2)
Proof. Marginalizing the results in (3.4.13) gives
1
kn
∑
v∈[n]
 Dinv (n)
(n/kn)cin
⇒ cin
Γ(1 + δin + c−1in )
Γ(1 + δin)
(
αδin
1 + cinδin
+
γ
cin
)
νc−1in , in M+((0,∞]),
1
kn
∑
v∈[n]
 Doutv (n)
(n/kn)cout
⇒ cout Γ(1 + δout + c
−1
out)
Γ(1 + δout)
(
γδout
1 + coutδout
+
α
cout
)
νc−1out , in M+((0,∞]).
Scaling both sides by the constant appearing in the limit measure gives (3.5.1)
and (3.5.2). 
With Proposition 3.5.1 available, we now prove the consistency of Hill esti-
mators for in- and out-degrees.
Theorem 3.5.2. Let
Din(1)(n) ≥ Din(2)(n) ≥ · · · ≥ Din(n)(n),
Dout(1) (n) ≥ Dout(2) (n) ≥ · · · ≥ Dout(n) (n),
be order statistics for in- and out-degrees {Dinv (n)}v∈[n], {Doutv (n)}v∈[n], respectively. Define
the Hill estimators for {Dinv (n)}v∈[n] and {Doutv (n)}v∈[n] as
Hink,n :=
1
k
k∑
i=1
log
Din(i)(n)
Din(k+1)(n)
, Houtk,n :=
1
k
k∑
i=1
log
Dout(i) (n)
Dout(k+1)(n)
.
Then for some intermediate sequence {kn} satisfying (3.4.12), we have as n→ ∞,
Hinkn,n
p→ cin, and Houtkn,n
p→ cout. (3.5.3)
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Proof. From (3.5.1) and (3.5.2), we conclude by inversion and [50, Proposi-
tion 3.2] that in D(0,∞]
Din([knt])(n)
b1(n/kn)
p→ t−cin and D
out
([knt])
(n)
b2(n/kn)
p→ t−cout .
Therefore, 1kn
∑
v∈[n]
Dinv (n)/b1(n/kn),
Din(kn)(n)
b1(n/kn)
⇒ (νc−1in , 1) in M+((0,∞]) × (0,∞), (3.5.4) 1kn
∑
v∈[n]
Doutv (n)/b2(n/kn),
Dout(kn)(n)
b2(n/kn)
⇒ (νc−1out , 1) in M+((0,∞]) × (0,∞). (3.5.5)
Define the operator
S : M+((0,∞]) × (0,∞) 7→ M+((0,∞])
by
S (ν, c)(A) = ν(cA).
By the proof in [50, Theorem 4.2], the mapping S is continuous at (νc−1i , 1), i = 1, 2.
Therefore, applying the continuous mapping S to the joint weak convergence in
(3.5.4) and (3.5.5) gives
1
kn
∑
v∈[n]

Dinv (n)
/
Din(kn)(n)
⇒ νc−1in , in M+((0,∞]),
1
kn
∑
v∈[n]

Doutv (n)
/
Dout(kn)(n)
⇒ νc−1out , in M+((0,∞]).
Then the rest of the proof is similar to arguments in the proof of [68, Theo-
rem 11]. Here we only include proofs for the consistency Hinkn,n and that for H
out
kn,n
follows from the same argument. Define νˆinn (·) := 1kn
∑
v∈[n] Dinv (n)
/
Din(kn)(n)
(·). First
observe
Hinkn,n =
∫ ∞
1
νˆinn (y,∞]
dy
y
.
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Then fix M > 0 large and define a mapping f 7→ ∫ M
1
f (y)dyy from D(0,∞] 7→ R+.
This map is a.s. continuous so∫ M
1
νˆinn (y,∞]
dy
y
p→
∫ M
1
νc−1in (y,∞]
dy
y
,
and it remains to show by the second converging together theorem (cf. [50,
Theorem 3.5]) that
lim
M→∞ lim supn→∞
P
(∫ ∞
M
νˆinn (y,∞]
dy
y
> ε
)
= 0. (3.5.6)
The probability in (3.5.6) is
P
(∫ ∞
M
νˆinn (y,∞]
dy
y
> ε
)
≤ P
∫ ∞
M
νˆinn (y,∞]
dy
y
> ε,
∣∣∣∣∣∣∣ D
in
(kn)
(n)
b1(n/kn)
− 1
∣∣∣∣∣∣∣ < η

+ P
∫ ∞
M
νˆinn (y,∞]
dy
y
> ε,
∣∣∣∣∣∣∣ D
in
(kn)
(n)
b1(n/kn)
− 1
∣∣∣∣∣∣∣ ≥ η

≤ P
∫ ∞
M
1
kn
n∑
i=1
Dini (n)/b1(n/kn)((1 − η)y,∞]
dy
y
> ε

+P

∣∣∣∣∣∣∣ D
in
(kn)
(n)
b1(n/kn)
− 1
∣∣∣∣∣∣∣ ≥ η
 =: A + B.
By (3.5.4), B→ 0 as n→ ∞, and using the Markov inequality, A is bounded by
1
ε
E
∫ ∞
M
1
kn
n∑
v=1
Dinv (n)/b1(n/kn)((1 − η)y,∞]
dy
y

=
1
ε
E
∫ ∞
M(1−η)
1
kn
n∑
v=1
Dinv (n)/b1(n/kn)(y,∞]
dy
y
 ≤ 1ε
∫ ∞
M(1−η)
1
kn
E
(
N in>[b1(n/kn)y](n)
) dy
y
.
Using Stirling’s formula, (3.4.17b) gives that for y > 0,
1
kn
E
(
N in>[b1(n/kn)y](n)
)
→ y−c−1in . (3.5.7)
Let U(t) := E(N in>t(n)) and (3.5.7) becomes: for y > 0,
1
kn
U(b1(n/kn)y)→ y−c−1in , as n→ ∞.
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Since U(·) is a non-increasing function, U ∈ RV−c−1in by [50, Proposition 2.3(ii)].
Therefore, Karamata’s theorem gives
A ≤ 1
ε
∫ ∞
M(1−η)
1
kn
E
(
N in>[b1(n/kn)y](n)
) dy
y
∼ C(δ, η)M−c−1in ,
with some positive constant C(δ, η) > 0. Also, M−c−1in → 0 as M → ∞, and (3.5.6)
follows. 
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CHAPTER 4
THRESHOLD SELECTION
4.1 Overview
Power-laws are ubiquitous in social network modeling and power law index
estimation reveals important characteristics. In particular, it allows to conclude
the likelihood of having a node with large degrees. Data repositories of large
network datasets such as KONECT [42] (http://konect.cc/) provide es-
timates of power-law tail indices as one of the key summary statistics for al-
most all listed networks, and these estimates are obtained by computing the
Hill estimate [28] of the power-law index of the degree distribution. A brief sum-
mary of Hill estimation is given in Chapter 4.1.1. Figure 4.1.1 presents part
of the statistical summaries for the Flickr friendship data given on KONECT
[42] (http://konect.cc/networks/flickrEdges/), and “power law ex-
ponent” corresponds to the power-law index Hill estimate of the degree fre-
quencies.
When estimating the power-law index, an important step is to determine
the cutoff value so that the distribution of observations larger than this thresh-
Figure 4.1.1: A snapshot of summary statistics for the Flickr friend-
ship data. The full list of key statistics is available at
http://konect.uni-koblenz.de/networks/flickr-links.
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old follows a power law. Following the notation used in KONECT, we need
to determine the value of dmin, the minimal degree, above which the degree
distribution follows a power law. A threshold selection procedure is pro-
posed in [10], where one chooses the cutoff value that yields the smallest
Kolmogorov-Smirnov distance between the empirical distribution above the
threshold and the corresponding fitted power law. This selection procedure
is for instance widely adopted in the analyses of social networks and income
distributions, having attracted more than 3,000 citations; see, for example,
[1, 9, 30, 34, 43, 47, 54, 56]. It has also been encoded as an R-package called
poweRlaw (cf. [24]). We now outline this threshold selection method.
4.1.1 Minimum distance selection procedure (MDSP)
Mathematically, a nonnegative random variable X follows a power law distri-
bution if its tail distribution function satisfies
1 − F(x) = cx−α, (4.1.1)
for x exceeding some threshold x0 > 0, where c > 0 is some constant and α > 0
is known as the exponent or tail index. The distribution that fulfills this relation
for all x > c1/α is called Pareto distribution. Therefore, it is also common to speak
of a Pareto tail instead of a power tail.
As mentioned in [10], empirical distributions rarely follow a power law
for all values, but rather only for observations greater than some cutoff value.
Therefore, there are two parameters to determine: the exponent α and the cut-
off value x0. Provided that we have a good estimate for the threshold x0, we can
discard all observations below x0 and estimate α by the maximum likelihood es-
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timator based on the remaining exceedances. More precisely, suppose random
variables Xi, 1 ≤ i ≤ n, are observed and recall the notations in (3.1.4). If one uses
the k-th largest order statistic as a threshold, the maximum likelihood approach
applied to model (4.1.1) leads to the well-known Hill estimator [28]
αˆn,k :=
 1k − 1
k−1∑
i=1
log
X(i)
X(k)
−1 . (4.1.2)
This estimator is known to be consistent [45] and asymptotically normal [26]
with rate k−1/2, provided X(k) exceeds the threshold with probability tending to
1. Hence its performance strongly depends on the appropriate choice of k, the
selection of which in turn requires an accurate estimate of x0.
Clauset and Newman [10] suggest estimating the threshold by the order
statistic which minimizes the Kolmogorov-Smirnov distance between the em-
pirical distribution of the exceedances and the Pareto distribution fitted with
the larger order statistics. To be more precise, define the Kolmogorov-Smirnov
distance
Dk := sup
y≥1
∣∣∣∣ 1k − 1
n∑
i=1
1(y,∞)
( X(i)
X(k)
)
− y−αˆn,k
∣∣∣∣ (4.1.3)
and use X(k∗n) with
k∗n := argmin
k∈{2,...,n}
Dk (4.1.4)
as an estimator of the unknown threshold. (If the point of minimum is not
unique, we may e.g. choose the one with the smallest index.) Since we choose
the threshold that minimizes the distance between fitted and empirical tail
this method is called the minimum distance selection procedure (MDSP). This
method has also been adapted to binned data in [62].
The method is widely applied in practice, particularly in Computer Science
and Network Science. However, to the best of our knowledge its performance
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has not been mathematically analyzed even in classical contexts where data is
assumed to come from an iid model of repeated sampling. We will show that
the MDSP often leads to choosing a k∗n that is too small, resulting in increased
variance and root mean squared error (RMSE) for the Hill estimator relative to
a choice which minimizes the asymptotic mean squared error.
We begin in Chapter 4.2 with the iid case assuming the underlying distri-
bution is exact Pareto and thus k = n would be the best choice for minimizing
asymptotic RMSE. It will be shown that the distribution of k∗n/n can be approx-
imated by a distribution supported by the whole interval (0, 1], so that with
non-negligible probability k∗n is much smaller than n. In Chapter 4.3, we discuss
numerical results for the performance of the MDSP applied to the in-degrees
of linear preferential attachment networks. All proofs are postponed to the ap-
pendix.
The MDSP offers attractive features. The procedure yields estimates with-
out requiring user discretion. It is readily implemented with R-packages that
are well designed and can be ported into another algorithm. In network sim-
ulations the tail index estimates provided by MDSP have often appeared rea-
sonable, provided network parameters are close to those observed in empirical
studies, cf. Chapter 4.3.1. However, this method has limitations and needs be
applied with caution. Even in the classical iid case, the asymptotic theory of
MDSP estimation is fairly complex and it is not an easy task to extract con-
fidence intervals for estimates chosen with this method. Furthermore MDSP
estimates of the tail index do not achieve minimal asymptotic RMSE. For the
node based data of random graphs, there is no theoretical analysis available for
MDSP estimates.
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4.2 The Pareto case
Throughout this section, we assume that the observations are independently
drawn from an exact Pareto distribution, that is
1 − F(x) = cx−α, x ≥ c1/α, (4.2.1)
for some α, c > 0. Such a model rarely arises in practice, but we will see that one
of the main drawbacks of the MDSP can be most easily explained in this setting.
In the case of (4.2.1), a reasonable selection procedure should pick some value k
close to n because the whole survival function is a power function. In fact, since
the choice k = n give the MLE, it minimizes the mean squared error of the Hill
estimator.
Note that
Dk = sup
y≥1
∣∣∣∣∣ 1k − 1
k−1∑
i=1
1(y,∞)
( X(i)
X(k)
)
− y−αˆn,k
∣∣∣∣∣
= max
1≤ j<k
max
((X( j)
X(k)
)−αˆn,k − j − 1
k − 1 ,
j
k − 1 −
(X( j)
X(k)
)−αˆn,k)
= max
1≤ j≤k
∣∣∣∣∣(X( j)X(k) )−αˆn,k − jk
∣∣∣∣∣ + rem (4.2.2)
with rem denoting a remainder term with modulus of at most 1/k. It is well
known that n1/2Dn weakly converges to the supremum of a Brownian bridge
if the Hill estimator is replaced with the true value α. More generally, Theo-
rem 4.2.1 given below shows that n1/2Ddnte converges to sups∈(0,1] |Z(s, t)| for some
Gaussian process uniformly for all t ∈ [ε, 1] for any ε ∈ (0, 1). The limit pro-
cess is self-similar with sups∈(0,1] |Z(s, t)| =d t−1/2 sups∈(0,1] |Z(s, 1)|. Hence, it is more
likely that its infimum is attained at some t close to 1 than in the neighborhood
of some smaller value. However, with non-negligible probability the point of
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minimum of t 7→ sups∈(0,1] |Z(s, t)| is considerably smaller than 1, corresponding
to a suboptimal behavior of the MDSP.
Theorem 4.2.1. If {Xi : 1 ≤ i ≤ n}, are iid with cdf F given in (4.2.1), then there exists
a sequence of Brownian motions Wn such that (for suitable versions of Xi)
n1/2Ddnte = sup
0<s≤1
|Zn(s, t)| + OP
( log(nt)(log(nt) + (log n)1/2)
n1/2t
)
(4.2.3)
uniformly for t ∈ [2/n, 1] with
Zn(s, t) :=
(Wn(st)
st
− Wn(t)
t
)
s +
( ∫ 1
0
Wn(tx)
tx
dx − Wn(t)
t
)
s log s.
From Theorem 4.2.1 we obtain the joint asymptotic distribution of the se-
lected number k and the resulting Hill estimator provided the limiting process
has a unique point of minimum:
Corollary 4.2.2. If t 7→ sup0<s≤1 |Z1(s, t)| has a unique point of minimum T a.s., then
(
k∗n/n, n
1/2(αˆn,k∗n − α)
) ⇒ (T, α( ∫ 1
0
W1(T x)
T x
dx − W1(T )
T
))
. (4.2.4)
Remark 4.2.3. Unfortunately, the standard techniques to prove the uniqueness
of the point of minimum of a Gaussian process apparently do not carry over to
our limit process. However, the simulations outlined below suggest that indeed
(4.2.4) holds. In any case, Theorem 3 of [21] implies the following weaker result:
If all points of minimum of t 7→ sup0<s≤1 |Z1(s, t)| lie in a random interval
[T0,T1], then
P{T1 < x} ≤ lim inf
n→∞ P{kˆ
∗
n/n < x} ≤ lim sup
n→∞
P{kˆ∗n/n ≤ x} ≤ P{T0 ≤ x}
for all x ∈ [0, 1].
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Figure 4.2.1: Empirical cdf of k∗n/n for n = 100 (brown, dash-dotted), n =
1, 000 (red, dashed) and n = 10, 000 (black, dotted) and limit
cdf according to (4.2.4) (blue, solid) for a Pareto model with
α = c = 1
Figure 4.2.1 shows the empirical cdf of k∗n/n calculated from 105 simulations
of standard Pareto samples (i.e., α = c = 1) of size n ∈ {100; 1, 000; 10, 000} in
comparison with the limit cdf from (4.2.4). (The latter was approximately cal-
culated from 105 simulations of a discretized version of the limit process Z1 on a
grid with 5 ·104 points in each argument.) The difference between the cdf of k∗n/n
and the limit cdf of T is small for n = 1, 000 and hardly visible for n = 10, 000,
while k∗n/n is stochastically a bit smaller for n = 100.
Reading from Figure 4.2.1, in the limit, the probability that k∗n is less than
(3/4)n is about 1/4, and the corresponding probabilities for n/2 and n/3 are 8.4%
and 2%, respectively. So while in about 3/5 of all cases k∗n is at least 0.9n, there
is a non-negligible probability that k∗n is substantially smaller than n. As a con-
sequence, the variance and the root mean squared error (RMSE) of the corre-
sponding Hill estimator αˆn,k∗n are much larger than those of the estimator αˆn,n
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Figure 4.2.2: Left: empirical cdf of n1/2(αˆn,k∗n −α) for n = 1, 000 (red, dashed)
and limit cdf according to (4.2.4) (blue, solid); right: normal
Q-Q plot of n1/2(αˆn,k∗n − α) (red) and of n1/2(αˆn,n − α) (blue) for
n = 1, 000, the black dashed line is the main diagonal
with minimal RMSE. In the limit, the variance of αˆn,k∗n is about 88% larger, result-
ing in an RMSE which is 37% higher. For finite sample sizes the corresponding
figures are 33% for n = 100, 36% for n = 1, 000 and 37% for n = 10, 000.
The left plot of Figure 4.2.2 compares the (empirical) distribution of
n1/2(αˆn,k∗n − α) for n = 1, 000 with the limit distribution given in (4.2.4). Here the
approximation is even better than in Figure 4.2.1. The right plot shows a nor-
mal Q-Q plot of the standardized estimation errors of αˆn,k∗n and αˆn,n, respectively.
While the latter estimator is asymptotically normal (as is αˆn,dnte for all t ∈ (0, 1]),
the Hill estimator based on the top k∗n order statistics has much heavier tails.
The heavier tail of αˆn,k∗n is important when constructing confidence inter-
vals. The analyses in [10] tempt one to use I1−β := [αˆn,k∗n(1 − (k∗n)−1/2cβ/2); αˆn,k∗n(1 +
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(k∗n)
−1/2cβ/2)], with cβ/2 = Φ−1(1 − β/2) being the standard normal quantile to the
level 1−β/2, as the confidence interval with asymptotic level 1−β. This approach,
however, ignores the inherently stochastic nature of k∗n and leads to a severe un-
derestimation of the actual error. For example, the non-coverage probability of
I0.95 is greater than 8% and the one of I0.99 larger than 2% for n ∈ {100; 1, 000}. In
contrast, the confidence interval derived from (4.2.4)
I∗1−β := [αˆn,k∗n(1 − n−1/2c∗β/2); αˆn,k∗n(1 + n−1/2c∗β/2)]
with c∗β/2 denoting the (1 − β/2)-quantile of the limit distribution of the stan-
dardized estimation error is very accurate. For β = 5% and c∗β/2 ≈ 2.74 the
non-coverage probability is 4.8%, for β = 1% and c∗β/2 ≈ 4.09 it equals 1%.
Remark 4.2.4. In extreme value theory, it is often not assumed that above some
threshold the tail is exactly of Pareto type, but that the difference between the
actual tail and the approximating Pareto vanishes as the threshold increases.
More precisely, a so-called second order condition may be used, e.g., that F←(1−
tx)/F←(1− t)− x1/α ∼ tρg(x) as t ↓ 0 for some non-degenerate function g and some
ρ > 0. In such a setting, a plethora of methods for selecting k aiming at a minimal
RMSE of the Hill estimator have been suggested; see, for instance, [4], Chapter
4.7, or [25] for a comparison of some of these procedures.
Using the approach employed in the proof of Theorem 4.2.1, one can ana-
lyze the behavior of the MDSP in such a framework, too, provided the mini-
mum of the Kolmogorov-Smirnov distance Dk is considered only over a set of
indices k ∈ {2, . . . , kn} for some so-called intermediate sequence kn, i.e., kn → ∞,
but kn/n → 0. (A related result can be found in [38] which considers the
Kolmogorov-Smirnov distance for an intermediate sequence converging to ∞
sufficiently slowly such that the deviation from the Pareto model is asymptot-
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ically negligible.) It turns out that this procedure is not able to pick a value k
that asymptotically minimizes the RMSE of the Hill estimator. Moreover, sim-
ulations show that in terms of the RMSE of the Hill estimator, it is usually out-
performed by other methods like the sequential procedure proposed by [18] or
the bootstrap approach examined by [13].
4.3 Linear preferential attachment (PA) networks
One important application of the MDSP is the network models, where the
power-law behavior of the degree distribution is widely observed. Theoreti-
cally, the linear PA model asymptotically generates power-law degree distribu-
tions and is therefore a popular choice to model networks. In this section, we
first give an overview of the linear PA model and discuss the tail behavior of the
in- and out-degrees, and then summarize simulation results on the performance
of the MDSP.
Two parametric estimation methods for this directed linear PA model are
derived in Chapters 2.2 and 2.3, giving estimates of ιin and ιout by simply plug-
ging in the estimated parameters into (1.1.5) and (1.1.6), respectively. However,
these estimates rely heavily on the correctness of the underlying model, which
is hard to guarantee for real data. In Chapter 2.6, we propose another estima-
tion method by coupling the Hill estimation of marginal degree distribution tail
indices with the MDSP. Despite the dependence structure of degree sequences,
the validity of the Hill estimation for linear PA models has been addressed in
[65, 68], and numerical comparisons in [63] indicate that MDSP leads to more
robust estimates against modeling error and data corruption.
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4.3.1 Simulations
We now further examine the performance of the MDSP in the context of linear
PA models through simulations. We simulate 10,000 linear PA graphs with ex-
pected number m = 106 of edges. To this end, starting from a trivial core with
just one node and no edges, we grow the network as described above until it
has n = d(α + γ)me nodes. Then we try to find an appropriate number k such
that the distribution of the k largest observed in-degrees can be well fitted by a
power tail.
Here we report the results for two examples of parameters estimated from
the KONECT [42] data sets:
I. Baidu related pages
(http://konect.cc/networks/zhishi-baidu-relatedpages/);
II. Facebook wall posts
(http://konect.cc/networks/facebook-wosn-wall/).
Using the snapshot methodology described in Chapter 2.3 we estimate
Example I: (α, β, γ, δin, δout) = (0.0978, 0.873, 0.0289, 2.05, 13.8) resulting in ιin =
1.30;
Example II: (α, β, γ, δin, δout) = (0.0327, 0.946, 0.0209, 8.88, 9.59) which implies
ιin = 1.51.
(The parameters are rounded to 3 significant digits.)
In Example I the RMSE of the Hill estimator αˆn,k∗n for the tail index of the in-
degree is just 6.8% larger than the minimal RMSE over all deterministic choices
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Figure 4.3.1: Left: empirical cdf of k∗n for the linear PA Model I, the RMSE
minimizing value of k is indicated by the dashed red line;
right: RMSE of the Hill estimator vs. k, the RMSE of αˆn,k∗n is
indicated by the dashed red line.
of k ∈ {10, . . . , 10000} which is attained for k = 1187. In this respect, the MDSP
works much better for this linear PA network model than in any situation con-
sidered in Chapter 4.2. The right plot of Figure 4.3.1, which shows the RMSE
of the Hill estimator as a function of k, hints at the reason for this good perfor-
mance. There is a wide range of values k that lead to almost the same RMSE.
So although the distribution of k∗n (shown in the left plot) is spread out over the
interval [500, 3500], this does not increase the RMSE substantially.
In the Facebook Example II, the loss of efficiency is much larger. Here the
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Figure 4.3.2: Left: empirical cdf of k∗n for the linear PA Model II, the RMSE
minimizing value of k is indicated by the dashed red line;
right: RMSE of the Hill estimator vs. k, the RMSE of αˆn,k∗n is
indicated by the dashed red line.
RMSE of αˆn,k∗n is about 50.0% larger than the minimal RMSE. For this model,
the RMSE increases much faster as k deviates from the RMSE-minimizing value
k = 523 (see the right plot of Figure 4.3.2). Since the distribution of k∗n (with an
estimated mean of 1857) puts almost all its mass on values of k much larger than
the point of minimum, the sensitivity of the Hill estimator to an inappropriate
selection of k leads to a rather poor performance of αn,k∗n .
Though the performance of the MDSP in our simulation is somewhat mixed,
it yields good results in terms of the RMSE of the Hill estimator if the Hill esti-
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mator is not very sensitive to the choice of the threshold. According to further
simulation results (not reported here), such a behavior seems to be more com-
mon for network data than for iid Pareto data. Hence, we conclude that the
MDSP often works well on the linear PA models under proper choices of pa-
rameters.
4.4 Proofs
4.4.1 Proof of Theorem 4.2.1
Let Ui, i ∈ N, be iid uniform rv’s, ξi, i ∈ N, be iid standard exponential rv’s, and
S k :=
∑k
i=1 ξi. Then (U(n−k+1))1≤k≤n =d (S k/S n+1)1≤k≤n for all n ∈ N ([48], Cor. 1.6.9).
Hence, by the quantile transformation, it suffices to prove that the assertion
holds for
D˜k = max
1≤ j≤k
∣∣∣∣∣(F←(1 − S j/S n+1)F←(1 − S k/S n+1))−α˜k − jk
∣∣∣∣∣ (4.4.1)
instead of Dk with
α˜n,k :=
( 1
k − 1
k−1∑
i=1
log
F←(1 − S i/S n+1)
F←(1 − S k/S n+1)
)−1
and F← denoting the quantile function of F. For F according to (4.2.1) this sim-
plifies to
D˜k = max
1≤ j≤k
∣∣∣∣∣(S jS k )α˜n,k/α − jk
∣∣∣∣∣ (4.4.2)
with
α
α˜n,k
=
1
k − 1
k−1∑
i=1
log
S k
S i
=
1
k − 1
k−1∑
i=1
log
k
i
− 1
k − 1
k−1∑
i=1
log
kS i
iS k
. (4.4.3)
Note that neither D˜k nor α˜n,k depend on n, so that we will drop the index n when
using the latter in the remaining part of the proof.
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The first sum on the right hand side of (4.4.3) is a Riemann approximation of∫ 1
0
log(1/t) dt = 1 with an approximation error O((log k)/k). To analyze the second
sum, we use the so-called Hungarian construction (see [36, 37]): for suitable
versions of the ξi, there exists a Brownian motion W such that
max
1≤i≤k
|S i − i −W(i)| = O(log k) a.s.
Let LLx := log log(ee ∨ x). Then
kS i
iS k
− 1 = W(i) − (i/k)W(k) + O(log k)
i + (i/k)W(k) + O((i/k) log k)
=
W(i)
i
− W(k)
k
+ O
( log k
i
+
(LLiLLk
ik
)1/2)
=
W(i)
i
− W(k)
k
+ O
( log k
i
)
(4.4.4)
uniformly for all 1 ≤ i ≤ k, where in the second step we have used the law of
iterated logarithm.
It follows by the strong law of large numbers and a Taylor expansion of log
that
1
k − 1
k−1∑
i=1
log
kS i
iS k
=
1
k − 1
k−1∑
i=dlog ke
log
[
1 +
W(i)
i
− W(k)
k
+ O
( log k
i
)]
+ O
( log k
k
)
=
1
k − 1
k−1∑
i=dlog ke
(W(i)
i
− W(k)
k
+ O
( log k
i
))
+ O
( log k
k
)
=
1
k − 1
k−1∑
i=dlog ke
(W(i)
i
− W(k)
k
)
+ O
( log2 k
k
)
,
since
∑k
i=1 i
−1 = O(log k). Moreover, by the law of iterated logarithm,
1
k − 1
dlog ke−1∑
i=1
(W(i)
i
− W(k)
k
)
= O
( log k
k
)
.
To sum up, we have shown that
α
α˜k
− 1 = − 1
k − 1
k−1∑
i=1
(W(i)
i
− W(k)
k
)
+ O
( log2 k
k
)
,
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which in turn implies
α˜k
α
= 1 +
1
k − 1
k−1∑
i=1
(W(i)
i
− W(k)
k
)
+ O
( log2 k
k
)
. (4.4.5)
Let τk = α˜k/α − 1 = O((LLk/k)1/2). Then, by (4.4.4), one has, uniformly for all
1 ≤ j ≤ k, (S j
S k
)α˜k/α
=
( j
k
)1+τk[
1 +
W( j)
j
− W(k)
k
+ O
( log k
j
)]1+τk
.
The first factor on the right hand side equals
j
k
(
1 + τk log
j
k
+ O
( log2( j/k)LLk
k
))
.
A Taylor expansion of log and exp shows that the second factor is equal to
exp
(
(1 + τk) log
[
1 +
W( j)
j
− W(k)
k
+ O
( log k
j
)])
= exp
(
(1 + τk)
[W( j)
j
− W(k)
k
+ O
( log k
j
)])
= 1 +
W( j)
j
− W(k)
k
+ O
( log k
j
)
,
because τk(LL j/ j)1/2 = o((log k)/ j). Therefore, since t(log t)2 is bounded on the
unit interval and thus O(log2( j/k)LLk/k) = o((log k)/ j),
(S j
S k
)α˜k/α
=
j
k
(
1 +
W( j)
j
− W(k)
k
+ τk log
j
k
+ O
( log k
j
))
(4.4.6)
uniformly for all 1 ≤ j ≤ k. Combining (4.4.2), (4.4.5) and (4.4.6), we arrive at
D˜k = max
1≤ j≤k
∣∣∣∣∣ jk (W( j)j − W(k)k ) + jk log jk ( 1k − 1
k−1∑
i=1
W(i)
i
− W(k)
k
)∣∣∣∣∣ + O( log2 kk ). (4.4.7)
In the last step, we replace the maximum over the discrete points j with a
supremum over a whole interval and the sum with an integral. To this end, for
each n, we define the Brownian motion Wn(x) = n−1/2W(nx), x ≥ 0. Then, with
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k = dnte and j = sk
n1/2D˜dnte = max
s∈(0,1]
sdnte∈N
∣∣∣∣∣s(Wn(sdnte/n)sdnte/n − Wn(dnte/n)dnte/n )+
+ s log s
( 1
dnte − 1
dnte−1∑
i=1
Wn(i/n)
i/n
− Wn(dnte/n)dnte/n
)∣∣∣∣∣ + O( log2(nt)n1/2t ). (4.4.8)
Recall that the modulus of continuity of a Brownian motion on the unit interval
equals ωW(δ) = (2δ| log δ|)1/2 a.s. Hence
sup
s∈(0,1]
∣∣∣Wn(sdnte/n) −Wn(st)∣∣∣ = OP(( log nn )1/2). (4.4.9)
Furthermore, for all 1/n ≤ x ≤ y ≤ 1
∣∣∣∣Wn(y)y − Wn(x)x ∣∣∣∣ ≤ |Wn(y) −Wn(x)|y + |Wn(x)| |y − x|xy . (4.4.10)
Thus, we conclude using the law of iterated logarithm (at 0) that, uniformly for
t ∈ [2/n, 1], s ∈ [1/dnte, 1],
s
∣∣∣∣Wn(sdnte/n)sdnte/n − Wn(st)st ∣∣∣∣ = OP(( log nn )1/2 1t + (stLL1/(st))1/2 s2/n(st)2 )
= OP
(( log n
n
)1/2 1
t
)
. (4.4.11)
Finally, again using (4.4.10), we obtain
1
dnte − 1
dnte−1∑
i=1
Wn(i/n)
i/n
−
∫ 1
0
Wn(tx)
tx
dx
=
dnte−1∑
i=1
∫ i/dnt−1e
(i−1)/dnt−1e
Wn(i/n)
i/n
− Wn(tx)
tx
dx
= OP
( 1
dnte − 1
[ dnte−1∑
i=1
n
i
(∣∣∣∣ log tdnte − 1 ∣∣∣∣ tdnte − 1)1/2+
+
(
LLn/i
i
n
)1/2n
i
t
dnte − 1
])
= OP
(( log n
n
)1/2 log(nt)
t
)
(4.4.12)
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uniformly for t ∈ [2/n, 1]. Combining (4.4.8), (4.4.9), (4.4.11) and (4.4.12), we
conclude
n1/2D˜dnte = max
s∈(0,1]
sdnte∈N
∣∣∣∣∣s(Wn(st)st − Wn(t)t ) + s log s(
∫ 1
0
Wn(tx)
tx
dx − Wn(t)
t
)∣∣∣∣∣
+ OP
( log(nt)(log(nt) + (log n)1/2)
n1/2t
)
(4.4.13)
uniformly for t ∈ [2/n, 1].
To replace the maximum with a supremum over all s ∈ (0, 1], observe that for
any s ∈ (0, 1] there is a point s˜ with |s− s˜| < 1/(nt) that is considered in maximum.
Hence by the modulus of continuity of Wn, the law of iterated logarithm and the
inequality |s log s− s˜ log s˜| ≤ |s− s˜|(1 + | log(s∧ s˜)|), which holds for all s, s˜ ∈ (0, 1],
one has ∣∣∣∣∣∣ maxs∈(0,1]
sdnte∈N
∣∣∣∣∣s(Wn(st)st − Wn(t)t ) + s log s(
∫ 1
0
Wn(tx)
tx
dx − Wn(t)
t
)∣∣∣∣∣
− sup
s∈(0,1]
∣∣∣∣∣s(Wn(st)st − Wn(t)t ) + s log s(
∫ 1
0
Wn(tx)
tx
dx − Wn(t)
t
)∣∣∣∣∣
∣∣∣∣∣∣
= OP
(1
t
( log n
n
)1/2
+
1
nt
(LL1/t
t
)1/2)
+ OP
( 1
nt
(1 + log(nt))
(LL1/t
t
)1/2)
.
Now the assertion follows readily.
4.4.2 Proof of Corollary 4.2.2
By Theorem 4.2.1, k1/2Dk → sups∈(0,1] |Z1(s, 1)| weakly as k → ∞. According to
Skohorod’s theorem, there exist versions such that the convergence holds al-
most surely. Moreover, all Dk and the limit random variable as well are al-
most surely strictly positive. Hence, for all sequences kn = o(n), it follows that
n1/2 min2≤k≤kn Dk ≥ (n/kn)1/2 min2≤k≤kn k1/2Dk → ∞ almost surely. This implies that
with probability tending to 1, k∗n must be larger than kn.
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Because kn = o(n) is arbitrary, we conclude that the sequence n/k∗n is stochas-
tically bounded. Since, by Theorem 4.2.1, (n1/2Ddnte)t∈[ε,1] converges weakly to
(Z1(t))t∈[ε,1] (w.r.t. the supremum norm) for all ε > 0 and Z1 is continuous on
(0, 1] with a unique point of minimum, the asymptotic behavior of k∗n/n follows
(cf. Corollary 5.58 of [60]). The asymptotics of the Hill estimator can be easily
derived from (4.4.5) and the approximations established in the last part of the
proof of Theorem 4.2.1, in particular (4.4.9) and (4.4.12).
4.5 Conclusions
We discussed the asymptotic and the finite sample performance of the mini-
mum distance selection procedure. It was shown that, unlike previously pro-
posed methods, the sample fraction k∗n/n chosen by the MDSP does not asymp-
totically concentrate on one point. Instead, it often yields too small a value of k,
leading to a strongly increased variance and RMSE of the Hill estimator.
As the simulations of linear preferential attachment networks have shown,
the spread of the distribution of k∗n need not always result in a large loss of
efficiency of the Hill estimator. This is particularly true if the Hill estimator is
rather insensitive to the choice of k over a wide range of k, because the increase
in the bias with growing k is balanced by the decrease of the variance.
There may be another reason why the MDSP shows a considerably differ-
ent behavior for the in-degrees of linear preferential attachment networks and
for iid observations. In the latter situation, for any fixed sample size, all ob-
servations are drawn from a distribution which is regularly varying, that is
(1− F(tx))/(1− F(x))→ t−1/α as x→ ∞. This is not true for the in-degrees of a lin-
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ear PA model, which cannot take on values larger than the number of edges in
the network. In fact, the distribution of the in-degrees changes when the sample
size (i.e., the number of nodes) increases, and only in the limit the distribution
has a power tail behavior. So while in the situation considered in the Chapter
4.2 the tail index α has the same operational meaning for each sample size, for
linear PA models it is defined only as a limit parameter as the number n of nodes
tends to infinity. Since, strictly speaking, for any fixed n, there is no tail index,
the interpretation of the RMSE of the Hill estimator is somewhat unclear in this
setting.
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CHAPTER 5
CONCLUSIONS AND FUTURE DIRECTIONS
In this thesis, we have been focusing on modeling the power-law behavior in di-
rected linear preferential attachment networks, where both statistical and prob-
abilistic analyses have been conducted.
From the statistical point of view, we consider methods that can fit the
preferential attachment model under different data scenarios. If the full his-
tory of the network evolution is available, we obtain maximum likelihood esti-
mates (MLE’s) of the model parameters and these MLE’s are strongly consistent,
asymptotically normal and asymptotically efficient. If only a single snapshot of
the network is given, we derive snapshot estimates by combining the method of
moments with an approximation to the likelihood. In Chapter 2.3, we show that
snapshot estimates are also strongly consistent and their asymptotic normality
is checked through simulation studies. The loss of efficiency for the snapshot
estimates turns out to be less than one would expect given the substantial re-
duction in the data available to produce the snapshot estimates.
When fitting the preferential attachment model to real data, we realize that
in practice, datasets may be corrupted. Simulation results affirm that likelihood-
based parametric estimation approaches lead to biased estimates so are not ro-
bust against data corruption. To accommodate this, we propose another semi-
parametric approach which uses extreme value techniques. We compare results
from the extreme value estimation method and those from MLE and snapshot
methods across different levels of data corruption and see that the extreme value
method is more robust than the other two.
107
Even though the power-law tail index of the degree distribution is often es-
timated through the Hill estimator, no prior rigorous justification on its consis-
tency has been provided in the network content. We study the joint growth of
the in- and out-degrees in a linear preferential attachment model and prove the
consistency of the Hill estimator for network data.
Another issue with the Hill estimation is how to determine the thresh-
old above which the distribution is close to a power law. A widely adopted
procedure[10] had no justification. We analyze this threshold selection proce-
dure in the simple iid Pareto case and find that asymptotic distributions of the
threshold selected and the corresponding tail index estimate are very compli-
cated. This makes the statistical inference harder. We also see that this threshold
selection method gives estimates with large MSE in the Pareto case but performs
better in the network content.
There are several open research questions related to the work in this thesis.
The first is to examine the asymptotic distribution of the Hill estimator in the
preferential attachment model. We have shown the asymptotic normality of de-
gree counts in [66] and whether it can be used to prove the asymptotic normality
of the Hill estimator remains unknown. With the asymptotic distribution avail-
able, more work on formal statistical inferences can be done, e.g. constructing
confidence intervals for the estimated tail exponent and testing for any devi-
ations from the preferential attachment model. Simulation evidence suggests
the asymptotic normality and the asymptotic variance of the Hill estimate turns
out to be smaller than one would have in the iid case. This may be due to the
complicated dependence structure in the network setup and may partly explain
why the threshold selection method in Chapter 4 gives estimates with lower
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MSE.
Meanwhile, the extreme value estimation method outlined in Chapter 2.6
has not been applied to real datasets yet. In practice, it is hard to justify whether
the real dataset has been corrupted since we do not know what the true model is.
One possible research project is to try fitting the preferential attachment model
to some real dataset which is believed to have followed a different model, for
example, the superstar preferential attachment model studied in [6]. It would be
interesting to get some fresh data using the Twitter API and Python libraries like
Twython and try fitting the preferential attachment model using the extreme
value estimation approach.
There are plenty of other interesting research topics in modeling the social
network content, where we can apply some analytical tools discussed in this
thesis. For instance, we can apply the embedding technique in Chapter 3.3 to
deal with problems like the number of common nodes and reciprocity in a so-
cial network like LinkedIn. Also, given the timestamp information of the edge
creation in a network, can we model the network growth by some self-exciting
process and make prediction on the growth rate of the network? We leave these
as future research directions.
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APPENDIX A
APPENDICES FOR CHAPTER 2
A.1 Simulation algorithm
We describe an efficient simulation procedure for the preferential attachment
network given the parameter values (α, β, γ, δin, δout), where α + β + γ = 1. The
simulation cost of the algorithm is linear in time. This algorithm, which was pro-
vided by Joyjit Roy during his graduate work at Cornell University, is presented
below for completeness. Note that this simulation algorithm is specifically de-
signed for the case where the preferential attachment probabilities (1.1.1)–(1.1.2)
are linear in the degrees. A similar idea for the simulation of the Yule-Simon
process appeared in [58]. Efficient simulation methods for the case where the
preferential attachment probabilities are non-linear are studied in [3], where
their algorithm trades some efficiency for the flexibility to model non-linear
preferential attachment.
Using the notation from the introduction, at time t = 0, we initiate with an
arbitrary graph G(n0) = (V(n0), E(n0)) of n0 edges, where the elements of E(n0)
are represented in form of (v(1)i , v
(2)
i ) ∈ V(n0) × V(n0), i = 1, . . . , n0, with v(1)i , v(2)i
denoting the outgoing and incoming vertices of the edge, respectively. To grow
the network, we update the network at each stage fromG(n−1) toG(n) by adding
a new edge (v(1)n , v
(2)
n ). Assume that the nodes are labeled using positive integers
starting from 1 according to the time order in which they are created, and let the
random number N(n) = |V(n)| denote the total number of nodes in G(n).
Let us consider the situation where an existing node is to be chosen from
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Algorithm 1: Simulating a directed edge preferential attachment net-
work
Algorithm
Input: α, β, δin, δout, the parameter values; G(n0) = (V(n0), E(n0)), the
initialization graph; n, the targeted number edges
Output: G(n) = (V(n), E(n)), the resulted graph
t ← n0
while t < n do
N(t)← |V(t)|
Generate U ∼ Uni f orm(0, 1)
if U < α then
v(1) ← N(t) + 1
v(2) ← Node Sample(E(t), 2, δin)
V(t)← Append(V(t),N(t) + 1)
else if α ≤ U < α + β then
v(1) ← Node Sample(E(t), 1, δout)
v(2) ← Node Sample(E(t), 2, δin)
else if U ≥ α + β then
v(1) ← Node Sample(E(t), 1, δout)
v(2) ← N(t) + 1
V(t)← Append(V(t),N(t) + 1)
E(t + 1)← Append(E(t), (v(1), v(2)))
t ← t + 1
end
return G(n) = (V(n), E(n))
Function Node Sample
Input: E(t), the edge list up to time t; j = 1, 2, the node to be sample,
representing outgoing and incoming nodes, respectively;
δ ∈ {δin, δout}, the offset parameter
Output: the sampled node, v
Generate W ∼ Uni f orm(0, t + N(t)δ)
if W ≤ t then
v← v( j)dWe
else if W > t then
v←
⌈
W−t
δ
⌉
return v
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V(n) as the vertex of the new edge. Naively sampling from the multinomial
distribution requires O(N(n)) evaluations, where N(n) increases linearly with n.
Therefore the total cost to simulate a network of n edges is O(n2). This is sig-
nificantly burdensome when n is large, which is usually the case for observed
networks. Algorithm 1 describes a simulation algorithm which uses the alias
method [41] for node sampling. Here sampling an existing node from V(n) re-
quires only constant execution time, regardless of n. Hence the cost to simulate
G(n) is only O(n). This method allows generation of a graph with 107 nodes on
a personal laptop in less than 5 seconds.
To see that the algorithm indeed produces the intended network, it suffices
to consider the case of sampling an existing node from V(n − 1) as the incom-
ing vertex of the new edge. In the function Node Sample in Algorithm 1, we
generate W ∼ Uniform(0, n − 1 + N(n − 1)δin) and set
v ← v( j)dWe 1{W≤n−1} +
⌈
W − (n − 1)
δin
⌉
1{W>n−1}.
Then
P (v = w) = P
(
v( j)dWe = w
)
P (W ≤ n − 1)
+ P
(⌈
W − (n − 1)
δin
⌉
= w
)
P (W > n − 1)
=
D(n−1)in (w)
n − 1
n − 1
n − 1 + N(n − 1)δin
+
1
N(n − 1)
N(n − 1)δin
n − 1 + N(n − 1)δin
=
D(n−1)in (w) + δin
n − 1 + N(n − 1)δin ,
which corresponds to the desired selection probability (1.1.1).
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A.2 For the proof of Theorem 2.2.2: Lemmas A.2.1 and A.2.2
Lemma A.2.1. For λ > 0, the function ψ(λ) in (2.2.10) has a unique zero at δin and,
ψ(λ) > 0 when λ < δin and ψ(λ) < 0 when λ > δin.
Proof. The probabilities {pini (λ)} satisfy the recursions in i (cf. [7]):
pin0 (λ)
(
λ +
1
a1(λ)
)
=
α
a1(λ)
, (A.2.1a)
pin1 (λ)
(
1 + λ +
1
a1(λ)
)
= λpin0 (λ) +
γ
a1(λ)
,
pin2 (λ)
(
2 + λ +
1
a1(λ)
)
= (1 + λ)pin1 (λ),
...
pini (λ)
(
i + λ +
1
a1(λ)
)
= (i − 1 + λ)pini−1(λ), (i ≥ 2),
where a1(λ) := (α+ β)/(1 + λ(1− β)). Summing the recursions in (A.2.1) from 0 to
i, we get (with the convention that
∑−1
i=0 = 0)
i∑
k=0
pink (λ)
(
k + λ +
1
a1(λ)
)
=
i−1∑
k=0
(k + λ)pink (λ) +
α
a1(λ)
+
γ
a1(λ)
1{i≥1}, i ≥ 0,
which can be simplified to
1
a1(λ)
i∑
k=0
pink (λ) + (i + λ)p
in
i (λ) =
1 − β
a1(λ)
− γ
a1(λ)
1{i=0}, i ≥ 0. (A.2.2)
From (1.1.3),
∞∑
i=0
pini (λ) =
∑
i, j
pi j(λ) = 1 − β. (A.2.3)
Hence by rearranging (A.2.2), we have
(i + λ)pini (λ) +
γ
a1(λ)
1{i=0} =
1
a1(λ)
1 − β − i∑
k=0
pink (λ)
 = 1a1(λ) pin>i(λ),
or equivalently,
pin>i(λ) = a1(λ)(i + λ)p
in
i (λ) + γ1{i=0}. (A.2.4)
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Now with the help of (A.2.3) and (A.2.4), we can rewrite ψ(λ) in the following
way:
ψ(λ) =
∞∑
i=0
pin>i(δin)
i + λ
− γ
λ
− (1 − β)a1(λ)
=
∞∑
i=0
pin>i(δin)
i + λ
− γ
λ
−
∞∑
i=0
pini (δin)a1(λ)(i + λ)
i + λ
=
∞∑
i=0
a1(δin)(i + δin)pini (δin) + γ1{i=0}
i + λ
− γ
λ
−
∞∑
i=0
pini (δin)a1(λ)(i + λ)
i + λ
=
∞∑
i=0
pini (δin)
i + λ
(
a1(δin)(i + δin) − a1(λ)(i + λ)
)
=
∞∑
i=0
pini (δin)
i + λ
∫ δin
λ
∂
∂s
(
a1(s)(i + s)
)
ds
=
∞∑
i=0
pini (δin)
i + λ
∫ δin
λ
(α + β)(1 − i(1 − β))
(1 + s(1 − β))2 ds
=
 ∞∑
i=0
pini (δin)
i + λ
(1 − i(1 − β))
 ∫ δin
λ
α + β
(1 + s(1 − β))2ds
=: C(λ)
∫ δin
λ
α + β
(1 + s(1 − β))2ds. (A.2.5)
The series defining C(λ) converges absolutely for any λ > 0 since
∞∑
i=0
∣∣∣∣∣∣ pini (δin)i + λ (1 − i(1 − β))
∣∣∣∣∣∣ < ∞∑
i=0
pini (δin)
∣∣∣∣∣ i(1 − β)i + λ + 1i + λ
∣∣∣∣∣
< (1 − β)(1 − β + 1
λ
) < ∞.
Summing over i in (A.2.4), we get by monotone convergence
∞∑
i=0
pin>i(λ) =
∞∑
i=0
ipini (λ) = a1(λ)
∞∑
i=0
ipini (λ) + a1(λ)λ
∞∑
i=0
pini (λ) + γ.
The infinite series converge because pini (λ) is a power law with index greater
than 2; see (1.1.4) and (1.1.5). Solving for the infinite series we get
∞∑
i=0
ipini (λ) =
a1(λ)λ
1 − a1(λ) (1 − β) +
γ
1 − a1(λ) = 1. (A.2.6)
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Hence we have
C(λ) =
∑
i≤(1−β)−1
pini (δin)
i + λ
(1 − i(1 − β)) −
∑
i>(1−β)−1
pini (δin)
i + λ
(i(1 − β) − 1)
>
∞∑
i=0
pini (δin)
(1 − β)−1 + λ (1 − i(1 − β))
=
1
(1 − β)−1 + λ
∞∑
i=0
pini (δin) −
1 − β
(1 − β)−1 + λ
∞∑
i=0
ipini (δin)
=
1
(1 − β)−1 + λ (1 − β) −
1 − β
(1 − β)−1 + λ1
= 0.
Now recall from (A.2.5) that ψ(λ) is of the form
ψ(λ) = C(λ)
∫ δin
λ
α + β
(1 + s(1 − β))2ds,
where C(λ) > 0 for all λ > 0. Therefore ψ(·) has a unique zero at δin and ψ(λ) > 0
when λ < δin and ψ(λ) < 0 when λ > δin. 
We show the uniform convergence of ψn to ψ in the next lemma.
Lemma A.2.2. As n→ ∞, for any  > 0,
sup
λ≥
|ψn(λ) − ψ(λ)| a.s.−→ 0.
Proof. By the definition of ψ, pin>i(δin) is a function of δin and is a constant with
respect to λ. Hence we suppress the dependence on δin and simply write it as
pin>i when considering the difference ψn − ψ as a function of λ:
ψn(λ) − ψ(λ) =
∞∑
i=0
N in>i(n)/n − pin>i
i + λ
− 1
λ
1n
n∑
t=1
1{Jt=3} − (1 − α − β)

− 1
n
n∑
t=1
(
N(t − 1)
t − 1 + λN(t − 1)1{Jt∈{1,2}} −
(1 − β)(α + β)
1 + λ(1 − β)
)
.
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Thus,
sup
λ≥
|ψn(λ) − ψ(λ)|
≤ sup
λ≥
∞∑
i=0
∣∣∣N in>i(n)/n − pin>i∣∣∣
i + λ
+ sup
λ≥
1
λ
∣∣∣∣∣∣∣1n
n∑
t=1
1{Jt=3} − (1 − α − β)
∣∣∣∣∣∣∣
+ sup
λ≥
∣∣∣∣∣∣∣1n
n∑
t=1
N(t − 1)
t − 1 + λN(t − 1)1{Jt∈{1,2}} −
(1 − β)(α + β)
1 + λ(1 − β)
∣∣∣∣∣∣∣ . (A.2.7)
For the first term, note that for all i ≥ 0,
iN in>i(n) =
∞∑
k=i+1
N ink (n)i ≤
∞∑
k=1
kN ink (n) = n,
since the assumption on initial conditions implies the sum of in-degrees at n is
n. Therefore N in>i(n)/n ≤ i−1 for i ≥ 1, and it then follows that
∞∑
i=0
∣∣∣N in>i(n)/n − pin>i∣∣∣
i + λ
≤
M∑
i=0
∣∣∣N in>i(n)/n − pin>i∣∣∣
i + λ
+
∞∑
i=M+1
1/i
i + λ
+
∞∑
i=M+1
pin>i
i + λ
.
Note that the last two terms on the right side can be made arbitrarily small
uniformly on [,∞) if we choose M sufficiently large.
Recall the convergence of the degree distribution {Ni j(n)/N(n)} to the proba-
bility distribution { fi j} in (1.1.3), we have
N in>i(n)
n
=
N(n)
n
N in>i(n)
N(n)
a.s.−→ (1 − β)
∑
l≥0,k>i
fkl = pin>i, ∀i ≥ 0. (A.2.8)
Hence, for any fixed M,
M∑
i=0
∣∣∣N in>i(n)/n − pin>i∣∣∣
i + 
a.s.−→ 0, as n→ ∞.
which implies further that choosing M arbitrarily large gives
sup
λ≥
∞∑
i=0
∣∣∣N in>i(n)/n − pin>i∣∣∣
i + λ
≤
M∑
i=0
∣∣∣N in>i(n)/n − pin>i∣∣∣
i + 
+
∞∑
i=M+1
1/i
i + 
+
∞∑
i=M+1
pin>i
i + 
a.s.−→ 0.
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The second term in (A.2.7) converges to 0 almost surely by strong law of
large numbers, and the third term in (A.2.7) can be written as∣∣∣∣∣∣∣1n
n∑
t=1
(
N(t − 1)
t − 1 + λN(t − 1) −
(1 − β)
1 + λ(1 − β)
)
1{Jt∈{1,2}}
+
1 − β
1 + λ(1 − β)
1
n
n∑
t=1
(
1{Jt∈{1,2}} − (α + β)
)∣∣∣∣∣∣∣ ,
which is bounded by∣∣∣∣∣∣∣1n
n∑
t=1
N(t − 1)
t − 1 + λN(t − 1) −
(1 − β)
1 + λ(1 − β)
∣∣∣∣∣∣∣
+
1 − β
1 + λ(1 − β)
∣∣∣∣∣∣∣1n
n∑
t=1
1{Jt∈{1,2}} − (α + β)
∣∣∣∣∣∣∣ .
We have
sup
λ≥
∣∣∣∣1n
n∑
t=1
N(t − 1)
t − 1 + λN(t − 1) −
(1 − β)
1 + λ(1 − β)
∣∣∣∣
= sup
λ≥
∣∣∣∣∣∣∣1n
n∑
t=1
N(t − 1)/(t − 1) − (1 − β)
(1 + λN(t − 1)/(t − 1))(1 + λ(1 − β))
∣∣∣∣∣∣∣
≤ 1
n
n∑
t=1
∣∣∣∣∣ N(t − 1)/(t − 1) − (1 − β)(1 + N(t − 1)/(t − 1))(1 + (1 − β))
∣∣∣∣∣ ,
which converges to 0 almost surely by Cesa`ro convergence of random variables,
since ∣∣∣∣∣ N(n)/n − (1 − β)(1 + N(n)/n)(1 + (1 − β))
∣∣∣∣∣ a.s.−→ 0, as n→ ∞.
Further, by the strong law of large numbers,
sup
λ≥
1 − β
1 + λ(1 − β)
∣∣∣∣∣∣∣1n
n∑
t=1
1{Jt∈{1,2}} − (α + β)
∣∣∣∣∣∣∣
≤ 1 − β
1 + (1 − β)
∣∣∣∣∣∣∣1n
n∑
t=1
1{Jt∈{1,2}} − (α + β)
∣∣∣∣∣∣∣ a.s.−→ 0, as n→ ∞.
Hence the third term of (A.2.7) also goes to 0 almost surely as n→ ∞. The result
of the lemma follows. 
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A.3 For the proof of Theorem 2.2.3: Lemmas A.3.1 and A.3.2
Lemma A.3.1. As n→ ∞,
n−1/2
n∑
t=1
ut(δin)
d→ N(0, Iin). (A.3.1)
Proof. Let Fn = σ(G(0), . . . ,G(n)) be the σ-field generated by the information
contained in the graphs. We first observe that {∑nt=1 ut(δin),Fn, n ≥ 1} is a martin-
gale. To see this, note from (2.2.15) that |ut(δ)| ≤ 2/δ and
E[ut(δin)|Ft−1]
= E
 1Din(t−1)(wt) + δin 1{Jt∈{1,2}}
∣∣∣∣∣∣∣Ft−1

− N(t − 1)
t − 1 + δinN(t − 1)E[1{Jt∈{1,2}}|Ft−1]
= E
 1Din(t−1)(wt) + δin
∣∣∣∣∣∣∣ Jt = 1,Ft−1
 P[Jt = 1]
+ E
 1Din(t−1)(wt) + δin
∣∣∣∣∣∣∣ Jt = 2,Ft−1
 P[Jt = 2]
− (α + β) N(t − 1)
t − 1 + δinN(t − 1)
= (α + β)
∑
v∈Vt−1
1
Din(t−1)(v) + δin
Din(t−1)(v) + δin
t − 1 + δinN(t − 1)
− (α + β) N(t − 1)
t − 1 + δinN(t − 1)
= (α + β)
 ∑
v∈Vt−1
1
t − 1 + δinN(t − 1) −
N(t − 1)
t − 1 + δinN(t − 1)

= 0,
which satisfies the definition of a martingale difference. Hencen−1/2 t∑
r=1
ur(δin)

t=1,...,n
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is a zero-mean, square-integrable martingale array. The convergence (A.3.1) fol-
lows from the martingale central limit theory (cf. Theorem 3.2 of [27]) if the
following three conditions can be verified:
(a) n−1/2 maxt |ut(δin)| p→ 0,
(b) n−1
∑
t u2t (δin)
p→ Iin,
(c) E
(
n−1 maxt u2t (δin)
)
is bounded in n.
Since |ut(δin)| ≤ 2/δin, we have
n−1/2 max
t
|ut(δin)| ≤ 2n1/2δin → 0,
and
n−1 max
t
u2t ≤
4
nδ2in
→ 0.
Hence conditions (a) and (c) are straightforward.
To show (b), observe that
1
n
n∑
t=1
u2t (δin)
=
1
n
n∑
t=1
1{Jt∈{1,2}}
 1Din(t−1)(wt) + δin − N(t − 1)t − 1 + δinN(t − 1)
2
=
1
n
n∑
t=1
1{Jt∈{1,2}}(
Din(t−1)(wt) + δin
)2
− 2
n
n∑
t=1
1{Jt∈{1,2}}
Din(t−1)(wt) + δin
N(t − 1)
t − 1 + δinN(t − 1)
+
1
n
n∑
t=1
1{Jt∈{1,2}}
(
N(t − 1)
t − 1 + δinN(t − 1)
)2
= : T1 − 2T2 + T3.
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Following the calculations in the proof of Lemma A.2.2, we have for T1,
T1 =
∞∑
i=0
N in>i(n)/n
(i + δin)2
− 1
δ2in
1
n
n∑
t=1
1{Jt=3}
p→
∞∑
i=0
pin>i
(i + δin)2
− γ
δ2in
.
We then rewrite T2 as
T2 =
1
n
n∑
t=1
1{Jt∈{1,2}}
Din(t−1)(wt) + δin
(
N(t − 1)/(t − 1)
1 + δinN(t − 1)/(t − 1) −
1 − β
1 + δin(1 − β)
)
+
1
n
n∑
t=1
1{Jt∈{1,2}}
Din(t−1)(wt) + δin
1 − β
1 + δin(1 − β)
= : T21 + T22,
where
|T21| ≤ 1n
n∑
t=1
1
δin
∣∣∣∣∣ N(t − 1)/(t − 1)1 + δinN(t − 1)/(t − 1) − 1 − β1 + δin(1 − β)
∣∣∣∣∣ p→ 0
by Cesa`ro’s convergence and
T22 =
1 − β
1 + δin(1 − β)
 ∞∑
i=0
N in>i(n)/n
i + δin
− 1
δin
1
n
n∑
t=1
1{Jt=3}

p→ 1 − β
1 + δin(1 − β)
 ∞∑
i=0
pin>i
i + δin
− γ
δin
 = (α + β)(1 − β)2(1 + δin(1 − β))2 ,
where the equality follows from (A.2.4). For T3, similar to T1, we have
T3 =
1
n
n∑
t=1
1{Jt∈{1,2}}
( N(t − 1)/(t − 1)1 + δinN(t − 1)/(t − 1)
)2
− (1 − β)
2
(1 + δin(1 − β))2

+
(1 − β)2
(1 + δin(1 − β))2
1
n
n∑
t=1
1{Jt∈{1,2}}
p→ (α + β)(1 − β)
2
(1 + δin(1 − β))2 .
Combining these results together,
1
n
n∑
t=1
u2t (δin) = T1 − 2(T21 + T22) + T3
p→
∞∑
i=0
pin>i
(i + δin)2
− γ
δ2in
− (α + β)(1 − β)
2
(1 + δin(1 − β))2 = Iin. (A.3.2)
This completes the proof. 
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Lemma A.3.2. As n→ ∞,
1
n
n∑
t=1
u˙t(δˆ∗in)
p→ −Iin.
Proof. The result of this lemma can be established by showing first
1
n
n∑
t=1
u˙t(δin)
p→ −Iin (A.3.3)
and then ∣∣∣∣∣∣∣1n
n∑
t=1
u˙t(δˆ∗in) −
1
n
n∑
t=1
u˙t(δin)
∣∣∣∣∣∣∣ p→ 0. (A.3.4)
We first observe that
u˙t(δ) = −
 1Din(t−1)(wt) + δ
2 1{Jt∈{1,2}}
+
(
N(t − 1)
t − 1 + δN(t − 1)
)2
1{Jt∈{1,2}}
= − u2t (δ) − 2ut(δ)
N(t − 1)
t − 1 + δN(t − 1) .
Recall the definition and convergence result for T2 and T3 in Lemma A.3.1, we
have
1
n
n∑
t=1
ut(δin)
N(t − 1)
t − 1 + δinN(t − 1) = T2 − T3
p→ 0.
Also from (A.3.2),
1
n
n∑
t=1
u2t (δin)
p→ Iin.
Hence
1
n
n∑
t=1
u˙t(δin) = −1n
n∑
t=1
u2t (δin) −
2
n
n∑
t=1
ut(δin)
N(t − 1)
t − 1 + δinN(t − 1)
p→ −Iin
and (A.3.3) is established.
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By construction and definition, we have δˆin, δˆ∗in, δin > 0. To prove (A.3.4), note
that
|ut(δˆ∗in) − ut(δin)|
≤ 1{Jt∈{1,2}}
∣∣∣∣∣∣∣ 1Din(t−1)(wt) + δˆ∗in − 1Din(t−1)(wt) + δin
∣∣∣∣∣∣∣
+ 1{Jt∈{1,2}}
∣∣∣∣∣∣∣ N(t − 1)t − 1 + δˆ∗inN(t − 1) − N(t − 1)t − 1 + δinN(t − 1)
∣∣∣∣∣∣∣
= 1{Jt∈{1,2}}
∣∣∣∣∣∣∣∣ δin − δˆ
∗
in(
Din(t−1)(wt) + δˆ
∗
in
) (
Din(t−1)(wt) + δin
)
∣∣∣∣∣∣∣∣
+ 1{Jt∈{1,2}}
∣∣∣∣∣∣∣∣ (N(t − 1))
2(δin − δˆ∗in)(
t − 1 + δˆ∗inN(t − 1)
)
(t − 1 + δinN(t − 1))
∣∣∣∣∣∣∣∣
≤ 2|δˆ
∗
in − δin|
δˆ∗inδin
.
Then
|u2t (δˆ∗in) − u2t (δin)| =
∣∣∣ut(δˆ∗in) − ut(δin)∣∣∣ ∣∣∣ut(δˆ∗in) + ut(δin)∣∣∣
≤ 2
∣∣∣δˆ∗in − δin∣∣∣
δˆ∗inδin
 2
δˆ∗in
+
2
δin
 ,
and
∣∣∣ut(δˆ∗in) N(t − 1)t − 1 + δˆ∗inN(t − 1) − ut(δin) N(t − 1)t − 1 + δinN(t − 1)
∣∣∣∣∣∣∣
≤ ∣∣∣ut(δˆ∗in) − ut(δin)∣∣∣ N(t−1)t−11 + δin N(t−1)t−1
+
∣∣∣ut(δˆ∗in)∣∣∣
∣∣∣∣∣∣∣
N(t−1)
t−1
1 + δˆ∗in
N(t−1)
t−1
−
N(t−1)
t−1
1 + δin
N(t−1)
t−1
∣∣∣∣∣∣∣
≤ 2
∣∣∣δˆ∗in − δin∣∣∣
δˆ∗inδin
1
δin
+
2
δˆ∗in
∣∣∣δˆ∗in − δin∣∣∣
δˆ∗inδin
.
From Theorem 2.2.2, δˆMLEin is consistent for δin, hence∣∣∣δˆ∗in − δin∣∣∣ ≤ ∣∣∣δˆMLEin − δin∣∣∣ p→ 0.
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We have∣∣∣∣∣∣∣1n
n∑
t=1
u˙t(δˆ∗in) −
1
n
n∑
t=1
u˙t(δin)
∣∣∣∣∣∣∣
≤ 1
n
n∑
t=1
∣∣∣u˙t(δˆ∗in) − u˙t(δin)∣∣∣ ≤ 1n
n∑
t=1
∣∣∣u2t (δˆ∗in) − u2t (δin)∣∣∣
+
2
n
n∑
t=1
∣∣∣∣∣∣∣ut(δˆ∗in) N(t − 1)t − 1 + δˆ∗inN(t − 1) − ut(δin) N(t − 1)t − 1 + δinN(t − 1)
∣∣∣∣∣∣∣
≤ 2
∣∣∣δˆ∗in − δin∣∣∣
δˆ∗inδin
 2
δˆ∗in
+
2
δin
 + 4
∣∣∣δˆ∗in − δin∣∣∣
δˆ∗inδin
1
δin
+
4
δˆ∗in
∣∣∣δˆ∗in − δin∣∣∣
δˆ∗inδin
p→ 0.
This proves (A.3.4) and completes the proof of Lemma A.3.2. 
A.4 Proof of Theorem 2.3.1
Proof. First observe that
∑
i iN ini (n) sums up to the total number of edges n, so
∞∑
i=0
N in>i(n)
n
=
∞∑
i=0
iN ini (n)
n
= 1.
We can re-write (2.3.4a) as
α + β˜ =
 1δin −
∞∑
i=0
N in>i(n)/n
i + δin
 / ( 1δin − 1 − β˜1 + δin(1 − β˜)
)
=
 ∞∑
i=0
N in>i(n)/n
δin
−
∞∑
i=0
N in>i(n)/n
i + δin
 / ( 1
δin(1 + δin(1 − β˜))
)
=
∞∑
i=1
N in>i(n)
n
i
i + δin
(
1 + δin(1 − β˜)
)
=: fn(δin), (A.4.1)
and (2.3.4b) as
α + β˜ =
(
N in0 (n)
n
+ β˜
) / (
1 − N
in
0 (n)
n
δin
1 + (1 − β˜)δin
)
=: gn(δin).
Then δ˜in can be obtained by solving
fn(δ) − gn(δ) = 0, δ ∈ [,K].
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Similar to the proof of Theorem 2.2.2, we define the limit versions of fn, and gn
as follows:
f (δ) :=
∞∑
i=1
pin>i
i
i + δ
(1 + δ(1 − β)),
g(δ) :=
(
pin0 + β
) / (
1 − pin0
δ
1 + (1 − β)δ
)
, δ ∈ [,K].
Now we apply the re-parametrization
η :=
δ
1 + δ(1 − β) ∈
[
1
−1 + 1 − β,
1
K−1 + 1 − β
]
=: I (A.4.2)
to f and g, such that
f˜ (η) := f (δ(η)) =
∞∑
i=1
pin>i
1 + (i−1 − (1 − β))η,
g˜(η) := g(δ(η)) =
pin0 + β
1 − ηpin0
.
Note that for all η ∈ I:
• Set bi(η) := (i−1 − (1 − β))η, then 1 + bi(η) > 0 for all i ≥ 1. So that f˜ (η) > 0 on
I;
• f˜ (η) ≤ 11−(1−β)η
∑∞
i=0 p
in
>i ≤ 1 + (1 − β)K < ∞.
Meanwhile, g˜ is also well defined and strictly positive for η ∈ I because
1/pin0 > 1/(1 − β) > η. (A.4.3)
The first inequality holds since:
1/pin0 > 1/(1 − β)⇔ pin0 < 1 − β
⇔ α
1 + (α+β)δin1+(1−β)δin
< 1 − β
⇔ α + β < 1 + (1 − β)(α + β)δin
1 + (1 − β)δin
⇔ α + β < 1 + (1 − β)δin.
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We know α + β < 1 by our model assumption, thus verifying (A.4.3).
Define for η ∈ I,
h˜(η) :=
1
f˜ (η)
− 1
g˜(η)
=
 ∞∑
i=1
pin>i
1 + (i−1 − (1 − β))η
−1 − 1 − ηpin0pin0 + β ,
then it follows that
h˜(η) = 0 ⇔ f˜ (η) = g˜(η), η ∈ I.
We now show that h˜ is concave and h˜(η) → 0 as η → 0, then the uniqueness of
the solution follows.
First observe that
∂2
∂η2
h˜(η) =
∂2
∂η2
 ∞∑
i=1
pin>i
1 + (i−1 − (1 − β))η
−1
=
∂2
∂η2
 ∞∑
i=1
pin>i
1 + bi(η)
−1
= 2
 ∞∑
i=1
pin>i
1 + bi(η)
−3  ∂∂η
 ∞∑
i=1
pin>i
1 + bi(η)
2
−
 ∞∑
i=1
pin>i
1 + bi(η)
−2 ∂2∂η2
 ∞∑
i=1
pin>i
1 + bi(η)
 . (A.4.4)
We now claim that
∂
∂η
 ∞∑
i=1
pin>i
1 + bi(η)
 = ∞∑
i=1
∂
∂η
(
pin>i
1 + bi(η)
)
= −
∞∑
i=1
pin>i(i
−1 − (1 − β))
(1 + bi(η))2
, (A.4.5)
∂2
∂η2
 ∞∑
i=1
pin>i
1 + bi(η)
 = ∞∑
i=1
∂2
∂η2
(
pin>i
1 + bi(η)
)
= 2
∞∑
i=1
pin>i(i
−1 − (1 − β))2
(1 + bi(η))3
. (A.4.6)
It suffices to check:
∞∑
i=1
sup
η∈I
∣∣∣∣∣∣ ∂∂η
(
pin>i
1 + bi(η)
)∣∣∣∣∣∣ < ∞, ∞∑
i=1
sup
η∈I
∣∣∣∣∣∣ ∂2∂η2
(
pin>i
1 + bi(η)
)∣∣∣∣∣∣ < ∞.
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Note that for i ≥ 1,
sup
η∈I
∣∣∣∣∣∣ ∂∂η
(
pin>i
1 + bi(η)
)∣∣∣∣∣∣ = supη∈I p
in
>i|i−1 − (1 − β)|
(1 + bi(η))2
≤ (2 − β) sup
η∈I
pin>i
(1 + bi(η))2
≤ (2 − β)(1 + (1 − β)K)2pin>i.
Recall (A.2.6), we then have
∞∑
i=0
pin>i =
∞∑
i=0
∑
k>i
pink =
∞∑
k=0
k−1∑
i=0
pink =
∞∑
k=0
kpink = 1.
Hence,
∞∑
i=1
sup
η∈I
∣∣∣∣∣∣ ∂∂η
(
pin>i
1 + bi(η)
)∣∣∣∣∣∣ ≤ (2 − β)(1 + (1 − β)K)2 ∞∑
i=0
pin>i
= (2 − β)(1 + (1 − β)K)2 < ∞,
which implies (A.4.5). Equation (A.4.6) then follows by a similar argument.
Combining (A.4.4), (A.4.5) and (A.4.6) gives
∂2
∂η2
h˜(η) = 2
 ∞∑
i=1
pin>i
1 + bi(η)
−3
×

 ∞∑
i=1
pin>i(i
−1 − (1 − β))
(1 + bi(η))2
2 −  ∞∑
i=1
pin>i
1 + bi(η)
  ∞∑
i=1
pin>i(i
−1 − 1 + β)2
(1 + bi(η))3

< 0,
by the Cauchy-Schwarz inequality. Hence h˜ is concave on I.
From Lemma A.2.1, ψ(δin) = 0 where ψ(·) is as defined in (2.2.10). Hence we
have f (δin) = α+ β in a similar derivation to that of (A.4.1). Also from (2.3.2), we
have g(δin) = α + β. Hence, δin is a solution to f (δ) = g(δ).
Under the δ 7→ η reparametrization in (A.4.2), we have that f˜ (ηin) = g˜(ηin)
where ηin := δin/(1 + δin(1 − β)), and also
lim
η↓0
f˜ (η) =
∞∑
i=1
pin>i = 1 − pin>0 = β + pin0 = lim
η↓0
g˜(η).
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This, along with the concavity of h˜, implies that ηin is the unique solution to
h˜(η) = 0, or equivalently, to f˜ (η) = g˜(η) on I.
Let f˜n(η) := fn(δ(η)), g˜n(η) := gn(δ(η)). We can show in a similar fashion that
η˜ := δ˜in/(1 − δ˜in(1 − β˜)) is the unique solution to f˜n(η) = g˜n(η). Using an analogue
of the arguments in the proof of Theorem A.2.2, we have
sup
η∈I
| f˜n(η) − f˜ (η)| a.s.−→ 0, sup
η∈I
|g˜n(η) − g˜(η)| a.s.−→ 0,
and therefore η˜
a.s.−→ ηin. Since δ 7→ η is a one-to-one transformation from [,K] to
I, we have that δ˜in is the unique solution to fn(δ) = gn(δ) and that δ˜in a.s.−→ δin. On
the other hand, α˜ can be solved uniquely by plugging δ˜in into (A.4.1) and is also
strongly consistent, which completes the proof.

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APPENDIX B
APPENDIX FOR CHAPTER 3
B.1 Concentration of degree counts
In this section, we collect concentration results for the degree counts that are
useful in the proofs in Theorem 3.4.4.
Lemma B.1.1. Define N>i,> j(n) :=
∑
v∈[n] 1{Dinv (n)>i,Doutv (n)>i}. Then for δin > 0, there exists
a constant C > 6 such that as n→ ∞,
P
(
max
i, j
∣∣∣N>i,> j(n) − E(N>i,> j(n))∣∣∣ ≥ C(1 + √n log n)) = o(1). (B.1.1)
Proof. The proof of (B.1.1) follows from a similar argument as in the proof of
[59, Proposition 8.4]. We include it here to make it self-contained. Define a
martingale
Mm := E
(
N>i,> j(n)|G(m)) = ∑
v∈[n]
P
(
Dinv (n) > i,D
out
v (n) > j|G(m)
)
, m ≤ n.
For m ≥ 2, we define a new graph G′(s) by G′(s) = G(s) for s ≤ m − 1, while
s 7→ G′(m) evolves independently of {G(s) : s ≥ m− 1}, following the preferential
attachment rule given in Chapter 1.1.1. Denote the in- and out-degrees of the
node v in G′(n) by (Din)′v(n), (Dout)′v(n), we then have
Mm−1 =
∑
v∈[n]
P
(
(Din)′v(n) > i, (D
out)′v(n) > j|G(m − 1)
)
. (B.1.2)
Since the evolution of s 7→ G′(s) is independent of that of {G(s) : s ≥ m − 1} for
s ≥ m − 1, it makes no difference whether we condition on G(m − 1) or G(m) in
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(B.1.2). Hence, we have
Mm−Mm−1 (B.1.3)
=
∑
v∈[n]
[
P
(
Dinv (n) > i,D
out
v (n) > j
∣∣∣G(m)) − P((Din)′v(n) > i, (Dout)′v(n) > j∣∣∣G(m))].
Since the evolution of n 7→ (Dinv (n),Doutv (n)) for n ≥ m only depends on(
Dinv (m),D
out
v (m)
)
, then
P
(
Dinv (n) > i,D
out
v (n) > j
∣∣∣G(m)) = P(Dinv (n) > i,Doutv (n) > j∣∣∣(Dinv (m),Doutv (m))),
P
(
(Din)′v(n) > i, (D
out)′v(n) > j
∣∣∣G(m))
= E
{
P
[
(Din)′v(n) > i, (D
out)′v(n) > j
∣∣∣((Din)′v(m), (Dout)′v(m))]∣∣∣∣G(m)}.
Then (B.1.3) becomes
Mm − Mm−1 (B.1.4)
=
∑
v∈[n]
E
{
P
[
Dinv (n) > i,D
out
v (n) > j
∣∣∣(Dinv (m),Doutv (m))]
−P[(Din)′v(n) > i, (Dout)′v(n) > j∣∣∣((Din)′v(m), (Dout)′v(m))]∣∣∣∣G(m)}.
It is important to note that
P
[
Dinv (n) > i,D
out
v (n) > j
∣∣∣(Dinv (m),Doutv (m))]
= P
[
(Din)′v(n) > i, (D
out)′v(n) > j
∣∣∣((Din)′v(m), (Dout)′v(m))],
as long as
(
Dinv (m),D
out
v (m)
)
=
(
(Din)′v(m), (D
out)′v(m)
)
, because the two graphs are
constructed based on the same preferential attachment rule. Thus,
∣∣∣∣P[Dinv (n) > i,Doutv (n) > j∣∣∣(Dinv (m),Doutv (m))]
− P[(Din)′v(n) > i, (Dout)′v(n) > j∣∣∣((Din)′v(m), (Dout)′v(m))]∣∣∣∣
≤1{(
Dinv (m),Doutv (m)
)
,
(
(Din)′v(m),(Dout)′v(m)
)}.
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So we conclude that (B.1.4) is bounded by:
|Mm − Mm−1|
≤
∑
v∈[n]
E
{∣∣∣P[Dinv (n) > i,Doutv (n) > j∣∣∣(Dinv (m),Doutv (m))]
−P[(Din)′v(n) > i, (Dout)′v(n) > j∣∣∣((Din)′v(m), (Dout)′v(m))]∣∣∣∣∣∣∣G(m)}
≤
∑
v∈[n]
E
(
1{(
Dinv (m),Doutv (m)
)
,
(
(Din)′v(m),(Dout)′v(m)
)}∣∣∣∣∣∣G(m)
)
= E
∑
v∈[n]
1{(
Dinv (m),Doutv (m)
)
,
(
(Din)′v(m),(Dout)′v(m)
)}∣∣∣∣∣∣∣G(m)
 .
Note that
(
Dinv (m−1),Doutv (m−1)
)
,
(
(Din)′v(m−1), (Dout)′v(m−1)
)
for all 1 ≤ v ≤ m−1
by construction, and since changing an edge will change the in- and out-degrees
for at most 3 nodes, then
|Mm − Mm−1| ≤ 3.
Next, we use the Azuma-Hoeffding inequality to prove (B.1.1). Since
N>i,> j(n) = 0 for i, j > n, then
P
(
max
i, j
∣∣∣N>i,> j(n) − E(N>i,> j(n))∣∣∣ ≥ C√n log n)
≤
n−1∑
i=0
n−1∑
j=0
P
(∣∣∣N>i,> j(n) − E(N>i,> j(n))∣∣∣ ≥ C√n log n)
≤ n2 · 2 exp
{
−C
2 log n
2 · 32
}
= 2n−(C
2/18−2).
Therefore, (B.1.1) follows from taking C > 6. 
Results in Lemma B.1.2 also follows from the argument in [59, Proposition
8.4] Since the details of this proof machinery has been given in the proof of
Lemma B.1.1, they are omitted here.
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Lemma B.1.2. For δin, δout > 0, there exist constants Cin,Cout > 3
√
2, such that as
n→ ∞,
P
(
max
i≥0
∣∣∣N in>i(n) − E(N in>i(n))∣∣∣ ≥ Cin(1 + √n log n)) = o(1), (B.1.5)
and
P
(
max
j≥0
∣∣∣Nout> j (n) − E(Nout>i (n))∣∣∣ ≥ Cout(1 + √n log n)) = o(1). (B.1.6)
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