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Abstract
The orientation dependence of the solid-liquid interface free energy,  sl(nˆ), is an
important parameter which determines orientation selection and the evolution of dendritic
morphologies during the solidification of metallic melts. Atomistic simulations complemented
with well-tempered metadynamics has been carried out to compute  sl for the (100), (110)
and (111) crystal interfaces of pure aluminium modelling using the empirical potential model
of Mendelev and coworkers [1].
The orientation dependence of  sl(nˆ) is known to be small, on the order of about 2%,
and therefore great care was taken to quantify the accuracy of the metadynamics technique.
It can be shown that significant reduction of the error can be achieved by averaging the free
energy surfaces from many independent metadynamics runs. The supercell sizes considered
in this work are su ciently small to cause the observed melting temperature to deviate from
the bulk melting temperature. Since the metadynamics method is susceptible to systematic
errors caused by the latter temperature deviations, the interface-pinning method of locating
melting points was used to locate the supercell-size dependent melting temperature and
thereby eliminate this source of error.
Su cient accuracy has been achieved to resolve the finite-size contributions towards the
estimated value of  sl caused by the finite dimensions of the supercells used; the values of
 sl obtained were found to depend strongly on both the supercell cross section and length.
Attempts have been made to rationalise these finite-size e↵ects based on the logarithmic
scaling relations of Binder [2] and Schmitz and coworkers [3]. Estimates for the anisotropy
ratio  sl,(100)/ sl,(110) are obtained and compared with literature.
Di culties relating to the formation of twinned regions was encountered when applying
the metadynamics technique to (111)-orientated supercells. The imposition of an appropriate
restraining wall was found to inhibit the formation of these twins and thus allow  sl,(111)
to be computed successfully. It is anticipated that the results of this study will provide
an invaluable framework in any future attempt to estimate  sl from small simulation cells
which is a requirement perhaps necessitated by ab initio simulation.
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1Introduction
1.1 Background and motivation
The solidification of metals and its alloys play an important role in the modern world.
Almost all metals products undergo solidification from its melt form at some point in its
processing cycle: from its initial reduction from the ore, to casting as billets and ingots,
and finally to the fabrication of the final product. The incredible utility o↵ered by these
metallic products are obvious and far-ranging. Structural beams made of steel are used in
the construction of our dwellings. Metallic alloys of aluminium are rolled to form panels
and casted into engine components which clad and power our land and air vehicles.
During the final step of fabrication, metals are often rolled, drawn or directly casted
into the shape of the desired product. Each year, approximately 30% [9] of the global
volume of aluminium produced is shape-casted during the final fabrication process. The
process of casting metal involves the formation of solid-liquid interfaces between the crystal
and melt phases of the metal and the happenings at this interface plays an important
role in dictating the resulting microstructure of the solidified product [10]. A wide arsenal
of processing parameters are available to the engineer in order to influence the way the
solidification proceeds: examples include such things as temperature gradients, cooling
rates, composition and nucleating agents. By selecting the appropriate combination of
these parameters, the engineer is able to produce the wide plethora of di↵erent products
seen in everyday usage today. The diverse range of behaviour exhibited by each of these
products owe their properties to their specific microstructure.
When a metal undergoes solidification, the shape of the advancing solid-liquid growth
front can exhibit complex patterns and morphologies at the mesoscale. These patterns can
look tree-like (so-called dendritic) [11] or even seaweed-like in nature [11]. In order to model
and predict how these patterns form, the so-called phase field method (PFM) [12, 13, 14, 15]
is often used. The PFM model can gained great popularity for its ability to model the
14
spatial and temporal evolution of solid-liquid growth fronts. An important ingredient in the
formulation of a PFM simulation is the anisotropy of the solid-liquid interface free energy,
 sl, which cannot be deduced from the PFM technique itself. Instead, knowledge of this
anisotropy (usually) comes from experiment or atomistic simulation.
Fundamentally, the anisotropy of  sl arises from the crystalline nature of the solid; the
energetic and entropic contributions to  sl are a function of the crystal orientation with
respect to the liquid. It is common practise to give the orientation dependence of  sl
an analytic form. For example, the following form is often used when a two-dimensional
expansion is needed with square symmetry:
 sl(✓) =  0(1 + ✏4 cos 4✓) (1.1)
where  0 and ✏4 are parameters pertaining to the magnitude and anisotropy of  sl
respectively. If  sl is isotropic then ✏4 = 0 and a polar plot of expression (1.1) will yield
a perfect circle of radius  0. On the other hand, a non-zero value of ✏4 will introduce
lobes in the resulting polar plot and it can therefore be seen that the ✏4 parameter
encapsulates information about the magnitude of the anisotropy by introducing deviations
from circularity in the polar plot of expression (1.1).
The form given by expression (1.1) has been used in both the experimental study of Liu
and coworkers [16] and the simulation study of Morris and coworkers [17] to characterise
the anisotropy of  sl in aluminium. Liu and coworkers [16] measured the anisotropy of  sl
between the (100) and (111) crystal-melt interfaces in aluminium by analysing the deviations
from circularity of solidified Al-Cu alloy droplets and deduced that ✏4=0.0097 ± 0.0008.
Morris and coworkers [17] carried out atomistic simulations using a variety of di↵erent
aluminium potential energy models and found  0 to range from 6.1 to 9.4 meV/A2 and ✏4
to range from 0.009 to 0.022.
The important point to be drawn from the two aforementioned studies is that the
anisotropy (as encapsulated by ✏4) in  sl is quite small in aluminium, on the order of just 1-
2%. Although this anisotropy is nominally quite weak, PFM simulations by Haxhimali
and coworkers [18] have shown (for a fictitious material) that varying the anisotropy
over a percentage range of 0–10% can lead to a wide plethora of di↵erent solidifications
microstructures, especially among a class of microstructures called hyper-branched. These
findings demonstrate the importance of having an accurate knowledge about the anisotropy
in  sl.
A shortcoming of expression (1.1) is its limitation to expressing the anisotropy only in a
single plane. More generally, the full, spherical dependence of  sl on the crystal orientation
is written  sl(nˆ), where nˆ is the normal of any crystalline plane orientated perpendicular
to the solid-liquid interface plane. Currently, the most prevalent way of deducing  sl(nˆ)
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from atomistic simulation is the capillary fluctuation method (CFM) [19, 20]. Although this
method yields excellent accuracy for the anisotropic dependence of  sl(nˆ), the simulation
setup requires a relatively large number of atoms (⇡ 104 – 105). The large number of atoms
needed e↵ectively limits the application of CFM studies to the use of cheaper empirical
potential models and it is currently prohibitively expensive to carry out CFM calculations
to ab initio accuracy.
It remains to be answered whether the use of ab initio potential energy models is
necessary in order to model the solid-liquid interface in metals. The advantage of ab initio
models lies in the fact that they do not su↵er from transferability issues that can a↵ect
empirical models. The transferability of currently available empirical models to the
simulation of solid-liquid interfaces has not been investigated so far. Typically, empirical
potentials for aluminium are only fitted to reproduce properties of configurations of wholly
bulk solid phase and/or wholly bulk liquid phase. To my knowledge, configurations of actual
solid-liquid interfaces are not used as fitting criteria.
Recently, Angioletti-Uberti and coworkers [21] introduced the metadynamics method for
computing  sl,(100) for the (100) interface in fcc materials. The method requires significantly
less atoms (⇡ 103) than CFM which makes the metadynamics method more amenable to
ab initio simulation. However, extension of the method to compute the free energy of other
interfaces like  sl,(110) and  sl,(100), and hence resolve the anisotropic dependence of  sl(nˆ)
was not carried out by Angioletti-Uberti and coworkers. It is the topic of this thesis to
extend the metadynamic methodology to the (110) and (111) interfaces in fcc materials and,
more importantly, demonstrate that the anisotropy of  sl(nˆ) can be resolved in aluminium
modelled by the empirical potential of Mendelev and coworkers [1].
A significant e↵ort has been made in this thesis to systematically investigate the finite-
size e↵ects introduced by the finite dimensions of the simulation supercell. If ab initio
calculations  sl are to be performed in the future, it will be crucial to understand these
finite-size e↵ects since the high cost of ab initio calculations will inevitably constrain the
supercell sizes that can be feasibly studied. Ultimately, it is hoped that the advances made
in this thesis bring the hope of computing  sl to ab initio accuracy one step closer to reality.
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1.2 Aim of project
The aim of this project is to compute the solid-liquid interface free energy,  sl, for the three
low-index, high-symmetry crystal plane orientations (100), (110) and (111) in aluminium.
The metadynamics method of Angioletti-Uberti and coworkers [21] is used and innovations
are made to extend this method to enable calculation of  sl for the (110) and (111) interfaces.
The di↵erence between  sl,(100) and  sl,(110) is known to be quite small in aluminium, on
the order of 2-3%. Therefore, special e↵ort is made to investigate whether the metadynamics
method is able to di↵erentiate between  sl,(100) and  sl,(110) and to rigorously quantify the
errors involved.
To achieve the project aim, the following approach is taken:
1. It is known that the value of  sl is dependent on the liquid phase radial distribution
function (RDF) [22, 23, 17]. Therefore, the aluminium empirical potential of Mendelev
and coworkers [1] is used on the basis that it was fit to the liquid phase radial
distribution functions of aluminium obtained from experiment.
2. A prerequisite for obtaining accurate values of  sl via metadynamics is an accurate
determination of the melting point. The selling-point of the metadynamics methodology
over CFM is the ability to use significantly less atoms in the simulation cell. However,
finite size e↵ects can manifest in small supercells, therefore the interface-pinning
method of Pedersen [24] is used to find the corresponding melting point for each
di↵erent-sized supercell.
3. Extensive testing and analysis of the accuracy of the metadynamics technique for  sl is
carried out. To reduce statistical errors, averaging the free energy surface over many
independent runs is exploited.
4. The e↵ect of supercell dimensions on the estimated values of  sl is systematically
investigated using the metadynamics methodology.
5. A method of rotating the kubic harmonic order parameter [21] is devised to enable the
usage of (110)- and (111)-orientated supercells with the metadynamics methodology.
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1.3 Structure of thesis
To begin, a thorough review of the literature is provided in Chapter 2. Firstly,
general characteristics of solid-liquid interfaces in metallic melts is summarised including
a discussion of the plethora of experimental techniques used to characterise and quantify  sl
and its anisotropy in various material systems. Since this thesis primarily concerns atomistic
simulation, the theory and rationale behind existing atomistic simulation methodologies for
 sl are described along with a critical evaluation of the relative merits and shortcomings of
each method. Throughout this chapter, special emphasis is placed on summarising results
related to the aluminium system since this is the material system investigated in this thesis.
In Chapter 3, the metadynamics technique for  sl is carried out to compute values of
 sl,(100) and  sl,(110) for the one-component aluminium system. The empirical potential of
Mendelev and coworkers [1] was used to model the potential energy of aluminium. In order to
resolve the small di↵erence between  sl,(100) and  sl,(110), error bars less than 2% are needed.
To this end, the benefits of statistical averaging over many (⇡70) independent metadynamics
runs is rigorously investigated. The great advantage of the metadynamics method over the
more prevalent capillary fluctuation method is the ability to use small supercells containing
only around 1000 atoms. However, it is unclear if the use of small supercell sizes will
introduce finite-size e↵ects that a↵ect the resulting estimate of  sl. To answer this question, a
systematic study into the impact of the supercell size on the resulting estimates of  sl,(100) and
 sl,(110) is carried out and analysed in the spirit of the logarithmic finite size e↵ects observed
in lattice-based systems [2, 3]. Lastly, the anisotropy ratio  sl,(100)/ sl,(110) is computed and
compared with literature values.
A prerequisite of obtaining accurate values of  sl via metadynamics is an accurate
determination of the melting point since a systematic slope in the plateau region of the FES
will otherwise be encountered. In Chapter 4, the interface-pinning technique of Pedersen
[24] is used to compute the melting point from a variety of di↵erent supercell sizes. It will be
seen that the observed melting point will converge towards a bulk value as the dimensions
of the supercell increases. The melting points computed in this chapter are used to carry
out the metadynamics simulations in Chapters 3 and 5.
Chapter 5 tackles the pathological case of computing  sl with (111)-orientated supercells.
Twinned regions are found to contaminate the resulting free energy surfaces and appropriate
measures are devised to inhibit their formation.  sl,(111) is subsequently computed and
compared with the values of  sl,(100) and  sl,(110) obtained in Chapter 3.
A concluding statement is made in Chapter 6.
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2Literature Review
It may come as a surprise to find that theoretical physicists still study things like
liquids or melting and freezing. It sounds a little bit like using a supercomputer
to add up the grocery bill. We are encouraged to believe that theoretical physics is
primarily a tool for studying life’s Big Questions: the origin of the Universe, the
meaning of time, the fundamental constitution of subatomic matter. But a huge
amount of modern physics is about phase transitions and critical points, which are
of mind-boggling broad relevance - to superconductors, to the early Universe and to
particle physics as much as the humble old liquid state.
– Philip Ball, A Biography of Water
2.1 General characteristics of solid-liquid interfaces
2.1.1 Experimental approaches for the measurement of  sl in
metallic melts
2.1.1.1 Droplet nucleation rate approach
There are several experimental techniques available for the determination of  sl in metallic
melts. The droplet nucleation rate (DNR) method is historically the most influential and it
was carried out by Turnbull [25] and Turnbull and Cech [26] in the early 1950s. The essential
idea is to find the maximum degree of undercooling,  Tmax, under which a measurable
number of non-interacting, nanometer-sized liquid droplets solidify. The value of  sl a↵ects
 Tmax because the formation of su ciently large solid nuclei (beyond the critical size) in
the metallic melt involves overcoming the free energy cost associated with creating the
solid-liquid interface on the exterior of these nuclei.
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The mathematical basis behind this idea can be derived from statistical mechanic
arguments which yields an expression relating the rate of formation of critical sized nuclei
per unit volume, dNcdt , and temperature, T . A rough derivation is now outlined (see Porter
and Easterling [27] for a full derivation). dNcdt is equal to the product of two probabilities f0
and C⇤:
dNc
dt
= f0C
⇤ (2.1)
The physical interpretation of f0 and C⇤ are as follows:
1. C⇤ is the probability of finding a critical-sized nucleus per unit volume which is given
by:
C⇤ = C0 exp
✓
  G
⇤
kBT
◆
(2.2)
where C0 is a constant, kB is the Boltzmann constant and  G⇤ is the free energy
barrier associated with forming a critical-sized nucleus. Assuming the nuclei to be
spherical entities (merely an approximation invoked by classical nucleation theory,
the nuclei will probably adopt other geometrical shapes) then  G⇤ has the form:
 G⇤ =
16⇡ 3sl
3
✓
Tm
 Gf T
◆2
(2.3)
where  sl is the free energy associated with the solid-liquid interface, Tm is the melting
point,  Gf is the latent heat of fusion per unit volume and  T = Tm   T is the
undercooling.
2. f0 is the probability of a critical-sized nucleus growing by the attachment of an
additional atom to the critical-sized nucleus. This quantity is related to the free
energy cost of atomic attachment to the nucleus as well as the rate at which incident
atoms attempt to attach themselves (which in turn is related to the surface area of
the critical-sized nucleus). Turnbull assumes this term to take the form:
f0 = n
✓
kBT
h
◆
exp
✓
  GA
kT
◆
(2.4)
where n is the number of atoms in the mass of liquid, h is the Planck constant and
 GA is the free energy barrier experienced by an atom as it attempts to attach onto
the nucleus by traversing across the solid-liquid interface.
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Substituting expressions (2.2) and (2.3) into (2.1) yields:
dNc
dt
= f0C0 exp
"
  16⇡ 
3
sl
3 G2f kBT
✓
Tm
 T
◆2#
(2.5)
The strong temperature dependence of expression (2.5) gives rise to an abrupt increase
in nucleation rate when the undercooling reaches a certain magnitude which is designated
 Tmax. Turnbull determined  sl for a variety of metals by rearranging expression (2.5) for
 sl and making the key assumption that the entropy of fusion is independent of temperature
even though the stable nuclei are technically forming in a melt undercooled by typically
about 20% of Tm.
The experimental realisation of a DNR study involves the preparation of a multitude of
nanometer-sized liquid droplets and then counting the rate at which these droplets freeze at
various amounts of  T . The advantage of having many small droplets is that the majority
of them will be impurity-free and thus undergo homogenous nucleation. The minority of
droplets which contain dust and other impurities (which serve as nucleation sites and initiate
unwanted heterogeneous nucleation) are easily isolated from the statistics since they freeze
almost instantaneously with the slightest undercooling.
DNR studies have been carried out on aluminium by both Turnbull [25] and later,
Kelton [28]. They obtained  sl values of 5.8 meVA˚ 2 and 6.7 meVA˚ 2 respectively (see
also Table 2.4 on page 54). Note that there is a 15% di↵erence in these values and it is
unclear whether there is a systematic cause for this discrepancy or it is statistical error.
Waseda and Miller [23] corrected Turnbull’s value of  sl to 8.80 meVA˚ 2 by correcting for
the temperature dependence of  sl since Turnbull’s value technically corresponds to a  sl
measured at undercooled temperatures of about 800K.
It is generally believed that the values of  sl obtained by DNR represent an orientational
average [25, 17] rather than a measure of  sl for any particular crystallographic face in
contact with the liquid. Although the validity of this belief is weak, it is unfortunately
necessary since the surface crystallography of stable nuclei is generally not known. Further
complications are introduced by a phenomenon commonly referred to as Ostwald’s rule of
stages [29, 30] which stipulates that the initial nuclei do not necessarily adopt the crystal
structure of the stable bulk phase but other metastable structures instead. This rule of stages
has been observed to take place in undercooling experiments of Ni-V alloys by Nottho↵ and
coworkers [31] where a metastable bcc phase is observed during nucleation instead of the
macroscopically-stable  0 phase. In the context of DNP experiments, the fact that the nuclei
adopt a metastable phase (stabilised by undercooling and/or lower SLI free energy) instead
of the bulk stable phase can clearly a↵ect the representativity of the value of  sl obtained
via DNP studies.
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2.1.1.2 Methods based on the geometries of interfacial junctions
The geometries exhibited at a junction where multiple interfaces intersect can embody
information about the relative interfacial free energy costs of each interface. Given su cient
time, all systems seek to minimise their total free energy and attempt to reach a global
minimum in the free energy landscape. In reality, however, most engineering materials
undergo a manufacturing process which does not permit the material to reach the global
minimum in free energy. Usually, this means that interfaces and defect are ‘frozen’ into the
final product. The geometries exhibited at the intersection of these interfaces reflect the
attainment of some local minimum in the free energy landscape and, helpfully, encode some
information regarding the relative magnitude of the interface free energies.
A particularly helpful junction for the deduction of  sl in metallic systems is the
intersection of a symmetric low-angle tilt boundary with the solid-liquid interface. Such
groove-like boundaries have been exploited by Glicksman and Vold [32, 33] to deduce  sl
of Bismuth. Glicksman and Vold used transmission electron microscopy techniques to
measure (in an in-situ manner) both the dihedral angle,  , and the relative misorientation,
✓ composing the tilt boundary and thereby estimate  sl through the relation:
cos( /2)
✓
= A0   E0
2 sl
ln ✓ (2.6)
where E0 is a product of the Burgers vector with a function of the elastic constants and A0
is an immaterial constant. Glicksman and Vold obtained an estimate  sl via the gradient of
a plot of cos( /2)✓ against ln ✓.
Gunduz and Hunt [34] studied a similar type of interface junction, namely that of
grooves formed when a general grain boundary (as supposed to just symmetric low-angle
tilt boundaries like Glicksman and Vold) comes into contact with the liquid melt. Although
the studies of Gunduz and Hunt and Glicksman and Vold both involve measuring some key
geometric parameters of the groove-like junctions, the approaches taken by each of these
works to deduce  sl are fundamentally quite di↵erent. Gunduz and Hunt exploit the fact
that curvature,  = 1/r where r is the radius, of a solid planar surface in contact with liquid
induces a depression of the melting point,  Tr, given by:
 Tr =
 sl
S⇤f
(2.7)
where  S⇤f is the entropy change of fusion per unit volume. The basic idea is to deduce
 Tr by numerically solving the heat di↵usion equation for the temperature profile using
the groove geometries extracted from the experiment. Note that, during the experiment,
neither the melt nor the solid are pure aluminium but are instead alloys of either copper
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or silicon. The aluminium melt is heavily alloyed with 30-40wt% Cu or Si whilst the solid
phase is only lightly alloyed with around either 5.7wt% Cu (if in contact with Al-Cu melt)
or 1.67wt% Si (if in contact with Al-Si melt). Since the melt is heavily alloyed it is possible
that interface segregation e↵ects may a↵ect the value of  sl but the impact of this e↵ect was
not quantified in Gunduz and Hunt’s study. Unlike Glicksman and Vold’s method the groove
geometry is not measured in situ with electron microscopy but instead using metallography
after the sample is quenched. It is unclear whether the quenching process preserves a groove
geometry representative of the high temperature scenario. Ultimately, Gunduz and Hunt
obtained  sl = 10.2 ± 1.3 meVA˚ 2 from the Al-Cu system and  sl = 10.6 ± 1.3 meVA˚ 2
for the Al-Si system.
Another technique, called the contact angle (CA) method, is based on the geometry
at a triple-phase junction where gas, liquid and solid phases intersect. The mathematical
relationship between the interface free energies at such junctions is given by the well-known
Young-Dupre´ equation [35, 36, 37, 38]:
 sv =  sl +  lv cos ✓ (2.8)
where  sv,  sl and  lv are the interface free energies of the solid-vapour, solid-liquid and
liquid-vapour interfaces respectively. The definition of the contact angle, ✓, is shown
schematically in Figure 2.1 as normally associated with the wetting angle at the edge of
a sessile droplet on a solid surface.
Figure 2.1: Schematic of the line tensions acting at a triple-phase junction of solid, liquid
and vapour. The contact angle is labelled as ✓.
A CA study of lead droplets on (100) and (111) crystal facets was performed by Chatain
and Me´tois [39] whereby all the three interface free energies in expression (2.8) were deduced
from a single set of experiments . It is remarkable that so much information can be obtained
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from the geometry of liquid and solidified droplets. To do so, the value of  sv was deduced
from deviations of the droplet shapes away from circularity caused by the influence of gravity.
It then followed that  sl and  lv could be deduced from the anisotropy in the (100) and (111)
solid-vapour interfaces free energies and contact angles in combination with a recasted form
of expression (2.8). Although Chatain and Me´tois obtained fairly favourable error bounds
on the values of  lv and  sv, the errors in their values of  sl for the (100) and (111) interfaces
are quite large (⇡ 0.3 0.5 of  sl) which rules out the possibility of measuring the anisotropy
in  sl.
None of the methods mentioned thus far have attempted to quantify the anisotropy
of  sl in metallic systems. Liu and coworkers [16] attempted to quantify this anisotropy
for aluminium by measuring the deviations from circularity exhibited by quenched liquid
droplets on (100) crystal planes of aluminium single crystals. These liquid droplets were
prepared by heating Al-Cu to just above the solidus line to form a low volume fraction of
liquid that is enriched in Cu. By virtue of these droplets resting on a (100) surface, the
droplet shape will convey information about the relative solid-liquid interface free energies of
the {100} and {110}-type interfaces. Note that the deviations of the droplets from circularity
can be di cult to discern by naked inspection, but Liu and coworkers used compositional
scans to systematically measure the deviations and found the anisotropy parameter ✏4 to be
equal to 0.0098 (see Section 2.5.2 on Page 49 for more details on the meaning of ✏4).
2.1.1.3 Models for enthalpy and entropy
Waseda and Miller [23] used knowledge of the experimental radial distribution function, g(r),
of aluminium to compute  sl. They derived a simple model for the solid-liquid interface free
energy by seeking inspiration from the simpler model of Ewing [22] and obtained:
 sl = Esl   T Ssl (2.9)
where Esl is the energetic contribution and  T Ssl is the entropic contribution. Esl is a
positive term that arises from the breaking of bonds at a solid-liquid interface whilst the
 T Ssl term attempts to account for the ordering of the liquid adjacent to the interface.
 Ssl is taken as:
 Ssl = nLkB
Z b
0
g(r) ln g(r)dr (2.10)
where nL is the number of liquid atoms per unit area of the interface and b is an upper
integration bound beyond which g(r) shows negligible fluctuations from unity. Waseda and
Miller applied their model to aluminium to yield a value of 8.8 meV A˚ 2 for  sl.
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2.1.2 General remarks on the inherent di culties in the experimental
characterisation of solid-liquid interfaces
It is appropriate to highlight some of the inherent di culties in carrying out experimental
studies on solid-liquid interfaces, especially in metallic melts. In order to appreciate these
di culties, comparisons will be made with the experimental study of metallic solid-vapour
surfaces.
Solid surfaces i.e. solid-vacuum interfaces (often approximated experimentally by solid-
vapour interfaces, albeit the vapour is at very low pressure) are arguably easier to study
than solid-liquid interfaces both experimentally and theoretically. For starters, consider how
one could study the surface structure of a metallic sample. There are a variety of techniques
available: low-energy electron di↵raction spectroscopy (LEEDS) [40][41, Ch. 8], scanning
tunnelling microscopy (STM), atomic force microscopy (AFM) and even atom probe are
widely used to carry out the structural characterisation of the atomic structure at a metal
surface. These techniques can be applied because of the ‘exposed’ nature of the surface.
Now consider how one might instead study the solid-liquid interface of a metallic melt.
To begin with, one would need to hold the sample at the melting temperature which for
many metals exists above 900K1; containment and delivery of probes close to samples at
such high temperatures brings its own challenges. More pressingly, how does one locate the
solid-liquid interface when it is surrounded by opaque (at least, in the visual spectrum) solid
and liquid phases on both sides? And when one locates the interface, the use of techniques
like STM and AFM (which give excellent atomic resolution in the case of solid-vapour
interfaces) are seemingly impossible because of the ‘buried’ nature of the interface. In-situ
transmission electron microscopy (TEM) studies [32, 33, 42, 43] currently yield the most
promise for studies on the solid-liquid interface.
It is little wonder then that early experimental studies on solid-liquid interfaces
concentrated on organic alloys which are transparent to visible light and which possess
melting points near ambient conditions. Glicksman and co-workers [44] performed some
of the earliest experimental studies on dendrite crystal growth using the organic molecular
solid Succinonitrile which has a melting temperature at a convenient 58.1 C. The transparent
nature of this material enabled in-situ observation using optical microscopes. The ease with
which this material can be handled and observed enabled its experimentation even on the
space shuttle [45]. There is little doubt that these studies have provided much qualitative
1There are large implications depending on whether the scientist desires to study a pure material or an
impure one. For pure materials, it follows from the Gibbs phase rule that the melting point exists at a
unique temperature (for a given fixed pressure) which means precise control of the sample’s temperature is
needed. In fact, many experimental studies of the solid-liquid interface are performed with impure materials
for the reason that the solid-liquid coexistence now exists over a finite temperature range, meaning precise
temperature control is no longer necessary.
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insight by allowing the in-situ observation of dendrite growth.
2.1.3 Density oscillations and layer relaxations
There are two length-scales at which the structure of a solid-liquid (SL) interface is of great
interest - these are the atomic and mesoscales2. Generally speaking, the characteristic of
the SL interface at the atomic scale will a↵ect how it manifests itself in the mesoscale.
This is the driving idea behind orientation selection of crystalline growth directions during
dendritic evolution [18, 11].
For the purposes of this review, the atomic, rather than mesoscale, level structure will
be focused upon. Viewing a SL interface at the atomic scale, it is not a trivial task to decide
whether an atom in the general vicinity of the interface actually belongs to the interface
or the surrounding bulk. This is because interfaces are di↵use entities which means atoms
in the vicinity can be structurally disturbed several bond-lengths away from the boundary
where the solid and liquid phases meet. These structural disturbances penetrate into the
adjacent bulk phases and manifest in di↵erent phenomena; for example, the side with liquid
may exhibit density oscillations perpendicular to the interface. On the other hand, the solid-
side may exhibit layer relaxations which are disturbances to the usually regular inter-planar
spacing. Both density oscillations and layer relaxations decay as one leaves the vicinity of
the SL interface and we can define the bounds of the interface region as where the liquid and
solid phases ‘regain’ their bulk properties. Each of these disturbances will now be discussed
in turn.
Density oscillations in the liquid have been predicted by theoretical models and seen in
computer simulations [46, 47], but experimental observation of such oscillations are di cult
in pure materials. Instead, experimental studies tend to focus on melts in contact with
crystals with a significantly higher melting point, the first study of this kind was done
by Huisman and coworkers [42] for liquid Gallium in contact with diamond using an X-ray
reflectance technique originally employed for studying the liquid-vapour interface in Mercury
[48].
More recently experiments on pure liquid aluminium in contact with higher melting point
sapphire were performed by Gandman and coworkers [43] where density oscillationswere
observed to decay as at di↵erent rates depending on the sapphire facet plane in contact
with the liquid. Hashibon and coworkers [47] performed molecular dynamic simulations of
liquid aluminium in contact with di↵erently-orientated, static fcc surfaces and found that
the density oscillations decayed in an exponential fashion. In addition, they found that the
oscillations decayed more rapidly for the (110) surface than (100) and (111). It is worth
noting that this work by Hashibon and coworkers used the Ercolessi-Adams potential for
2Roughly speaking, this is scale of microns e.g. the size of grains in polycrystalline materials.
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aluminium [49] which was later shown to give an overly ordered liquid structure [17] although
it is unclear if this will a↵ect the final conclusions drawn by Hashibon and coworkers. ab
initio molecular dynamics studies of the SL interface have also been performed with the
intent of characterising these density oscillations as well [50, 51].
On the solid side, interlayer relaxations can occur – this is when the inter-planar
spacings perpendicular to the interface are altered in the vicinity of the interface. This
phenomenon was first observed via simulation by Galejs and coworkers [52] who found
significant di↵erences in the way the (100) and (111) interfaces behaved in the face-centered-
cubic Lennard-Jones system. More specifically, they reported a substantial expansion of the
inter-planar spacings near the (100) SL interface but little for (110). Later simulations by
Davidchack and Laird [53] and Laird and coworkers [54], also on the Lennard-Jones system,
confirm that, out of the three low-index planes (100), (110) and (111), the (100) interface
exhibits the most significant alteration of the interlayer spacing near the SL interface.
The results above can have important implications for the atomistic simulation of these
interfaces since they determine the minimum supercell size needed to fully capture the
structural disturbances that the interfaces induces on the surrounding bulk phases. It is
obviously desirable to use the smallest possible supercells in the interest of minimising
computation cost, however, the supercell sizes should not be trimmed beyond an extent
whereby density oscillations and interlayer relaxation e↵ects are prematurely truncated.
2.2 Molecular dynamic simulations
2.2.1 Classical and quantum particles?
At a basic level, an (isolated) atom can roughly be split into two constituent parts. The first
part is a positively charged nuclei which contains the overwhelming majority of an atom’s
mass and is composed of protons and neutrons3. The second part is the surrounding,
negatively charged electrons which constitute a very small fraction of the atom’s total
mass. So how small is this fraction? Considering that electrons are approximately 1/1836th
the mass of a proton and that the vast majority of atoms in the periodic table have
approximately the same number of protons and neutrons (which have roughly the same
mass as a proton) in their nuclei, one can approximate that electrons compose roughly
1/4000th the mass of an atom.
So why is it important to embark on this rather drab discussion of the relative mass of
an atom’s electrons to its nuclei? The answer lies in the way particles with a small mass
behave in nature. It is widely accepted that the behaviour of electrons cannot be adequately
3with the exception of hydrogen, which neglecting its isotopes like Deuterium and Tritium, has no
neutrons.
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modelled by their treatment as classical, point-like particles but rather must be treated
quantum mechanically4 i.e. via solution of the Schrodinger equation [55, Chapter 2]. Now
a natural question to ask is: how about the nuclei? Do they need to be treated quantum
mechanically (like electrons) or will a classical treatment su ce? This is an important
question because quantum particles exhibit unique behaviour such as quantum tunnelling
which classical particles do not! It turns out there are cases where a quantum treatment is
necessary and it is instructive to illustrate this with an example.
Consider the water (H2O) molecule which consists of one oxygen and two hydrogen
atoms. There are two ways to construct a potential energy model for this molecule for use
in molecular dynamic simulations: the so-called flexible and rigid models. In the flexible
model, intramolecular interactions are accounted for which means the OH bond lengths are
allowed to change, whilst this degree of freedom is not permitted in rigid models. Studies
have been carried out on the inclusion of nuclear quantum e↵ects (NQEs) in both flexible
[56] and rigid models [57] of water and both report less sharp peaks in the the radial
distribution functions compared to purely classical simulations. These works attribute these
changes as indicative of decreased structuring in the water. Lobaugh and Voth [56] suggested
that there is less hydrogen bonding when NQEs are present because the OH bond H-O-H
bend have relatively large zero-point energies – e↵ects that purely classical simulations
neglect. Moreover, studies have found that the self-di↵usion coe cient of water increases
upon inclusion of NQEs [56, 58] which Miller and Manolopoulos [58] partially attribute
to the presence of rotational and translational tunnelling e↵ects captured by a quantum
treatment of the nuclei.
So how does a molecular modeller decide whether NQEs are important in their
simulations? This thesis deals mainly with aluminium at elevated temperatures near its
melting point, so are NQEs important in these circumstances? One possible gauge is to
compute the de Broglie wavelength of the nuclei using the well-known relation:
  =
h
p
=
h
(2mE)
1
2
(2.11)
where h is Planck’s constant, p is the momentum, m is the mass and E is the kinetic energy
of the particle. Expression (2.11) is computed for hydrogen and aluminium nuclei and the
results are shown in Table 2.1 where the kinetic energy of the nuclei are estimated from
4Even the familiar 8 N rule learnt in high school for predicting the resulting number of bonds formed
by each atom has its exceptions. Consider for example diamond and graphite - the carbon atoms form 4
bonds in the diamond but only 3 bonds in graphite where the final bond is considered part of a delocalised
⇡-type bonding between the layers.
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the equipartition of thermal energy amongst three translational degrees of freedom. Firstly,
notice how the de Broglie wavelength of hydrogen is in the Angstrom range i.e roughly
the same as experimental bond lengths found in nature. This means that hydrogen nuclei
are prone to manifest wave-like behaviour which helps explain the non-negligible NQEs
present in water. In contrast, the de Broglie wavelength of aluminium nuclei is an order of
magnitude smaller than hydrogen’s, suggesting that NQEs will be significantly smaller.
Table 2.1: Estimated values of de Broglie wavelength for hydrogen and aluminium nuclei.
Temperature (K)   (m)
hydrogen 298 1.5 ⇥10 10
aluminium
298 2.8 ⇥10 11
933 1.6 ⇥10 11
It is beyond the scope of this thesis to exhaustively show that NQEs are negligible
in aluminium melts. From this point on, the classical nature of aluminum nuclei will be
assumed and the discussion of molecular dynamics will be embarked upon from a purely
classical perspective.
2.2.2 Classical molecular dynamics
Classical molecular dynamics (CMD, or just MD) is an extremely popular method of
modelling the time evolution of atoms in a material at the atomic scale. In a nutshell,
MD accounts for the position of every atom in a system and then evolves those positions
by solving some equation of motion which allows the system to sample some specific
thermodynamic ensemble. In the material modeller’s toolbox, MD typically sits in-between
methods that take explicit account of atomic ions and their electrons (so-called electronic
structure methods5) and mesoscale techniques6 which typically do not take explicit account
of the atomic nature of the system being studied.
In fact, it might be too simplistic to place MD in-between electronic structure methods
and mesoscale techniques. It is unfair to ‘bookend’ MD in this manner because there exists
variants of MD that do take explicit account of electrons and hence solve the Schrodinger
equation in order to compute the energy of the system. These are the so-called Car-Parinello
MD (CPMD) and quantum molecular dynamics (QMD) methods. At the other bookend,
it is unfair to confine MD to the atomic scale because its fundamental principles can be
applied to systems at the mesoscopic scale by coarse-graining techniques like dissipative
particle dynamics (DPD) and discrete element method (DEM). Each of these MD variants
5This includes methods like Hartree-Fock, tight-binding and density functional theory.
6This might include phase-field methods and dissipative particle dynamics (see Chapter 17 of Frenkel
and Smit[59]).
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have their time and place, for example CPMD’s explicit treatment of electrons can capture
the physics behind bond breaking and formation – something an empirically fitted potential
does not do. To narrow down the present discussion to a manageable scope, this present
review will focus on the variant of MD used in this thesis, namely, atomic MD employing
empirical interatomic potentials to describe the potential energy of the system.
One way to think of empirical interatomic potentials is that they incorporate, in an
implicit manner, the role that electrons play in the bonding of atoms. This bypasses the need
to solve the Schrodinger equation at every integration time-step and makes MD cheaper than
electronic structure methods by a substantial factor, perhaps on the order of 1000 or more
[60]. Moreover, the cost of carrying out an ordinary plane-wave density functional theory
calculations scales cubically with system size, whilst MD employing empirical potentials
scales linearly. Currently, this makes MD the only viable option for simulations involving
more than 104 atoms at long timescales. However, the flipside of neglecting an explicit
treatment of electrons is that functional properties like band-gaps and catalysis e↵ects
cannot typically be obtained. This restricts the application of MD to mostly the structural
or mechanical study of atomic systems. Example applications include the modelling of
structural phase transitions such as the melting of metals [61], the behaviour of defect
structures in crystals under stress such as dislocations in aluminium [62] and in biophysical
studies to model the conformational changes in amino acid chains like alanine dipeptide
[63].
Although the computation cost of empirical potential MD is significantly less than
electronic structure methods, there are phenomena which occur on relatively long time-
scales for which ordinary MD still cannot reach. Ultimately, the integration of the necessary
equations of motion must proceed via a time-step that must be a fraction of the time period
of an atomic vibration. The classical harmonic oscillator dictates that this time period will
depend on the sti↵ness of the bond and the mass of the atomic nuclei involved through the
relationship: T /pmk . As such, a typical MD time-step is on the order of one femtosecond.
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2.3 Computation of free energy di↵erences from atomistic
simulations
2.3.1 The impracticality of computing the partition function for
realistic systems
Computing the absolute free energy of a system with an arbitrary Hamiltonian is no trivial
task. To date, this can only be done for several model systems for which the Hamiltonian
is su ciently simple such that the partition function can be integrated analytically. Unlike
simple model systems, the Hamiltonians encountered during atomistic simulation are many-
body in nature and consist of many atoms interacting via some non-trivial interatomic
potential. The potential energy of these types of systems are typically a multivariate function
of every atom’s positional coordinates: U(r1, ..., rN), where U is the potential energy and
{ri} are the set of atomic positions and N is the number of atoms in the system. The
absolute Helmholtz free energy, F , in the canonical ensemble of this system is given by the
following expression:
F =  kBT lnZ (2.12)
where kB is the Boltzmann constant, T is the temperature and Z is the partition function
which in the canonical ensemble for a classical system of N identical particles of mass m in
a cubic box of volume V is (see for example [64]):
Z(N, V, T ) =
 r
2⇡mkBT
h2
!3N Z
r1
. . .
Z
rN
e
 U(r1,...,rN )kBT dr1 . . . drN (2.13)
where h is the Planck constant and the factor preceding the positional integrals on the right
hand side contains the result of integrating the momenta contributions to the partition
function. The remaining integral in expression (2.13) is the so-called configurational
contribution and it is prohibitively expensive to compute numerically due to its high
dimensionality. Bearing in mind that the cost of evaluating a multidimensional integral
increases exponentially with the dimensionality using deterministic methods of integration
such as Simpson’s rule and use of Monte Carlo integration is the only realistic option.
Nevertheless, to the author’s knowledge, the direct computation of expression (2.13) for
arbitrary potential energy functions is not pursued.
The fact that the free energy depends explicitly on the partition function, such as in
expression (2.12), di↵erentiates the free energy from other state functions that depend on the
derivative of the partition function. This is an important distinction because derivatives
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of the state function can be computed relatively easily by performing thermal averages.
Take for example the internal energy of a system of discrete energy levels. In this case, the
canonical ensemble partition function is written:
Z =
X
↵
e  U↵ (2.14)
where U↵ is the energy of the level indexed ↵ and   =
1
kBT
is the reduced temperature.
The formalism of statistical mechanics dictates that the average internal energy, hUi, of the
system is given by the derivative:
hUi =  d lnZ
d 
=
P
↵ U↵e
  U↵P
↵ e
  U↵ (2.15)
which is an arithmetic mean weighted according to the Boltzmann factors. Direct
computation of (2.15) is impractical as the denominator consists of the expensive partition
function itself. Fortunately, numerical computation of these types of mean averages are
not normally computed in the form as shown in (2.15). Instead, if a given molecular
dynamic simulation samples the appropriate (for example, canonical) ensemble distribution
then importance sampling can be exploited which means hUi can be computed as a simple
arithmetic mean of the instantaneous internal energy sampled at regular intervals of time,
{ti}:
hUi = 1
n
nX
i=1
U(ti) (2.16)
Quantities that can be computed using these simple time averages are referred to as thermal
averages and many other quantities of interest such as the heat capacity and pressure
(and subsequently the enthalpy) belong to this category. However, the free energy itself
categorically cannot be expressed as a thermal average. Interestingly though, it will be
shown in the next section that free energy di↵erences can be expressed as thermal averages!
2.3.2 Thermodynamic integration
In the previous Section 2.3.1, the impracticality of computing the partition function, and
hence the free energy, was discussed and the relative ease of computing quantities that
depend on the derivative of the partition function was also elucidated, since the latter could
be computed as straightforward thermal averages. To express free energy di↵erences as a
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thermal average a technique called thermodynamic integration (TI) can be used.
The original formulation of TI by Kirkwood [65] was derived with the goal of computing
the chemical potentials of dense gases in mind, however modern uses of the method often
centre around computing the free energy di↵erence between systems containing the same
number of atoms but interacting with di↵erent Hamiltonians.
Consider a system in which the classical Hamiltonian, H(rN ,pN), depends on a
parameter,  . In this case, the free energy will also depend on  :
F ( ) =  kBT lnZ( ) (2.17)
where the partition function Z( ) is given by:
Z( ) =
Z
e
 H( ,rN,pN )kBT drNdpN (2.18)
where rN and pN are the position and momentum variables respectively. Consider the
partial derivative of the free energy (2.17) with respect to the parameter  :
@F ( )
@ 
=  kBT @ lnZ( )
@ 
=
R @H( ,rN ,pN )
@  e
  H( ,rN ,pN )drNdpNR
e  H( ,rN ,pN )drNdpN
=
⌧
@H( , rN ,pN)
@ 
 
 
(2.19)
where the angled brackets h·i  denote a thermal average sampling an ensemble interacting
via the Hamiltonian H( ). The total free energy change is then:
 F =
Z 1
0
@F ( )
@ 
d  (2.20)
Exploitation of (2.19) and (2.20) involves choosing two Hamiltonians: a reference system
for which the absolute free energy is known, Href and the target system for which the free
energy is desired, Htar. The   parameter is then used to e↵ectuate an alchemical transform
of the system’s Hamiltonian between the two extremes, a common choice is a linear mixing
scheme:
H( ) = (1   )Href +  Htar (2.21)
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which leads (2.19) to become:
@F ( )
@ 
= hHtar  Hrefi  (2.22)
Practically, this means computing the thermal average of the di↵erence between the
potential energies of the target and reference systems with the dynamics of the system
governed by H( ). The fact that the dynamics must be carried out using a mixed Hamilton
H( ) makes this method harder to implement compared to others such as the free energy
perturbation (FEP)method [66]. In TI, multiple simulations must be carried out each
interacting via H( ) with a di↵erent value for the parameter  . In contrast, the FEP
method only requires a single simulation to be performed with the interactions described
by the reference Hamiltonian.
2.3.3 Rare event simulation and computation of free energy
surfaces
The concept of a free energy surface7 (FES) is extremely prevalent in the physical sciences
because the free energy determines the probability of the system adopting a particular state
when held at a particular thermodynamic condition i.e at a particular temperature and
pressure.
To get a feel for the kind of information a FES can contain, consider the prototypical
example of the alanine dipeptide molecule which is widely used to benchmark di↵erent
methods of FES reconstruction in the biophysics community. The FES of the alanine
dipeptide system is usually dipicted as a so-called “Ramachandron” plot [67] which
demarcates the di↵erent folding configurations of the molecule by defining two torsion angles,
  and  , about the central backbone atom. It is found from free energy simulations [68, 69]
that there are two pronounced free energy minima in the FES, F ( , ), at around room
temperature. Barducci and coworkers [69] calculated that the free energy di↵erence between
these two minima is about 2.2 kcal mol 1. This is all well and good, but knowledge of the
free energy di↵erence between the dominant minima alone is not very useful in itself because
one also needs the minimum free energy path (MFEP) that links the two minima. If the
magnitude of the free energy barrier(s) encountered along this can be quantified, then useful
quantities like transition rates follow directly. Therefore, we see that the FES encapsulates
all this information: the stable and metastable states as well as the transition states linking
them.
The above example of alanine dipeptide highlights many traits of so-called “rare-event”
7The free energy surfaces should be distinguished from the di↵erent but closely-related potential energy
surface.
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problems; namely that pronounced free energy minima are separated by large free energy
barriers. Furthermore, the torsional angles used as the axes of the Ramachandron plots
represent examples of reaction coordinates, which are equivalently called collective variables.
Such variables are extremely useful because they characterise the progress of a certain
reaction or phase change by mapping the 3N position variables of all the particles to a
single scalar number. Specifically in the example of alanine dipeptide, which consists of
N = 21 atoms, the two torsional angles reduce the description of the molecule to just
two numbers which ordinarily would require 3N = 63 numbers to capture details of all
the atomic positions. Understandably then, the process of finding and exploiting reaction
coordinates/collective variables to describe a system is termed dimensional reduction.
If a system can indeed be described by a collective variable, s, then the (Helmoltz) free
energy, F , has a well-defined probabilistic interpretation as follows [70] (the derivation can
be found in Appendix C.1):
F (s) =  kBT lnP (s) + C (2.23)
where kB is a Boltzmann constant, T is the temperature, P (s) is the probability distribution
of the system in the collective variable space and C is an immaterial constant. The meaning
of expression (2.23) is most easily seen by arranging it as: P (s) / e F (s)kBT which tells us
that the probability of finding the system in a state which exhibits a collective variable
value of s decreases exponentially with increasing free energy of the corresponding state. In
principle, expression (2.23) can be used to obtained the FES, F (s), simply by building up
the histogram P (s) (logging how much time the system spends at each value of s) through
sampling the canonical ensemble. However, this approach is flawed in practise [71] because a
prohibitively long simulation would be needed in order to sample P (s) to su cient accuracy
if large free energy barriers exist in the collective variable space.
In order to sample P (s) to a statistically significant degree, methods of accelerated
sampling, such as umbrella sampling and metadynamics, have been devised. These methods
are discussed in Sections 2.3.3.1 and 2.3.3.2 respectively.
2.3.3.1 Umbrella sampling
Umbrella sampling was proposed by Torrie and Valleau [72, 73] to overcome the limitations
of ordinary Boltzmann sampling, namely problems associated with the infrequent sampling
of configurations with large potential energy. The basic idea is to introduce a weighting
function, w({r1...rN}), into the canonical Boltzmann distribution, P ({r1...rN}), giving a
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new biased distribution, P 0({r1...rN}):
P 0({r1...rN}) = w({r1...rN}) exp( U({r1...rN})/kBT )R
w({r1...rN}) exp( U({r1...rN})/kBT )dr1...drN (2.24)
One is then able to recover unbiased thermal averages and the original canonical Boltzmann
distribution by an appropriate re-weighting of the data obtained from the Monte Carlo
simulation. However, umbrella sampling can also be used with molecular dynamics and
ten Wolde and coworkers [70] used this form of umbrella sampling to compute nucleation
barriers and rates from undercooled Lennard-Jones melts.
2.3.3.2 Metadynamics
Metadynamics was originally devised by Laio and Parrinello [74] for the reconstruction of
free energy surfaces in collective variable (CV) spaces with pronounced minima. An excellent
review of the theory, applications and di↵erent flavours of metadynamics has been compiled
by Laio and Gervasio [75]. Nevertheless, the ideas used to obtain the results in this thesis
are covered here for completeness.
Statistical mechanical theory tells us that the probability distribution, P , of a system (in
the canonical ensemble) existing in the di↵erent states across a one-dimensional CV space,
s, is proportional to:
P (s)ds / e F (s)kBT ds (2.25)
where F (s) is the free energy surface in the CV space, kB is the Boltzmann constant
and T is the temperature. Expression (2.25) stipulates that the probability of the system
existing at some state decays exponentially with the free energy of the corresponding state.
This relationship belies the problem of ‘rare-events’ in molecular simulation whereby the
probability of the system overcoming pronounced free energy barriers is vanishing small in
the time-scales accessible by these simulations.
The central idea of metadynamics is to introduce a bias potential which discourages
the system away from regions of CV space it has already visited and thereby pushing the
system out of pronounced free energy minima in the CV space. In its basic formulation, this
history-dependent bias potential grows proportionately with the amount of time the system
spends at each part of CV space and the free energy surface is deemed to be recovered
when the system exhibits ‘free’ motion across the whole CV space which signifies that all
free energy minima have been ‘filled out’. The simplest variant of metadynamics uses the
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following form of bias potential, vbias, which consists of ‘deposited’ Gaussian functions:
vbias(s, t) = W
X
t0=⌧G,2⌧G,...
t0<t
e 
(s s(t0))2
2 2 (2.26)
where W and   are the height and standard deviation width of each Gaussian, t is the
simulation time and ⌧G is the time interval between each Gaussian deposition event. The
objective of metadynamics is to deposit these Gaussians until the probability distribution
P (s) is flattened i.e. the system is equally likely to be found at all regions of the CV space.
If we call the time at which P (s) is flatten tend then expression (2.25) can be rewritten to
reflect this condition:
P (s) / e 
F (s)+vbias(s,tend)
kBT
= constant (2.27)
which necessitates that:
vbias(s, tend) =  F (s) (2.28)
Expression (2.28) stipulates that, after a su ciently-converged metadynamics run, the total
deposited bias potential will equal the underlying free energy surface. One cannot obtain
absolute free energies from metadynamics but only the relative free energies changes that
that occur across the CV space.
In reality, metadynamics is not able to achieve the equalities expressed in (2.27) and
(2.28) and it is more appropriate to replace the equality signs with approximation signs.
This is because each subsequent deposition of a new Gaussian leaves corrugations in the total
bias potential which leads to oscillations of the estimated free energy surface around the
correct value. These oscillations are a source of random error and various groups [76, 77]
have confirmed that this error is proportional to the square root of both the Gaussian
height and the frequency of deposition i.e.
p
W and
q
1
⌧ respectively. Furthermore, Bussi
and coworkers [77] were able to show that averaging over the bias potentials deposited by
a series of metadynamics runs will yield an unbiased estimate of the free energy which
is important because it means many such simulations can be run simultaneously thereby
taking advantage of parallel processing.
Barducci and coworkers [69] proposed a modification on ordinary metadynamics whereby
the height of the deposited Gaussians gradually reduce in a manner which guarantees
convergence of the bias potential towards the underlying free energy surface in the long-
time limit. This variant, termed “well-tempered” (WT) metadynamics, o↵ers two significant
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advantages over the ordinary variant for two reasons. Firstly, the error in the FES estimation
decays with simulation time and thus ensuring that computational e↵ort is not wasted by the
aforementioned oscillation about the true FES. Secondly, the WT formalism allows the user
to restrict the walker from scaling free energy barriers higher than a certain threshold which
avoids the complications associated with “over-filling”. Mathematically, WT metadynamics
modifies the constant Gaussian height,W , of expression (2.26) by replacing it with a height,
WWT, that varies as a function of the bias potential already deposited:
WWT = !⌧Ge
  vbias(s,t) T (2.29)
where ! is the initial bias deposition rate, ⌧G is the time interval of Gaussian deposition
events and  T is a parameter with units of temperature. In practical implementations of
(2.29) one only needs to specify fixed values for the initial Gaussian height, !⌧G, and ⌧G,
which leaves ! determinable. An important consequence of this choice of Gaussian height
is that the s-probability distribution in the long-time limit is no longer flat but instead
samples the canonical distribution corresponding to the enhanced temperature T + T :
P (s, t!1) / e  F (s)T+ T (2.30)
Notice that if  T ! 1 then the Gaussian height in (2.29) and probability distribution
in (2.30) reduce to those of ordinary metadynamics. On the other hand, if  T ! 0 then
no metadynamics is imposed, the Gaussian height vanishes and the s-distribution reverts
back to the canonical ensemble case.  T can therefore be understood as a parameter
which allows the user to control and restrict the maximum free energy barrier height that
the WT metadynamics run is able to surmount. This helps prevent the simulation from
exploring unwanted regions of phase space – these are the so-called “overfilling” problems
mentioned above. In practical implementation of WT metadynamics,  T is chosen such
that kB(T + T ) is roughly equal to the highest free energy barrier to be scaled [21].
The last nuance with WT metadynamics is that the deposited bias potential in the long-
time limit is no longer directly equal to the negative of the free energy like expression (2.28)
but is instead scaled by an appropriate factor:
vbias(s, t!1) =    T
 T + T
F (s) (2.31)
WT metadynamics is used in Chapters 3 and 5 to calculation  sl’s of aluminium.
A word of caution regarding the choice of the value of ⌧G is warranted here. Whether
one performs ordinary or WT metadynamics, the computational cost increases with the
number of Gaussian already deposited [75] and therefore, in the interest of computation
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cost, a small ⌧G should not be chosen in tandem with a small Gaussian height.
2.4 Atomistic techniques for the determination of
melting points
The application of atomistic simulation in the determination of melting points has
historically been motivated by the goal of obtaining the phase diagrams of di↵erent
materials. Put simply, phase diagrams depict the thermodynamic conditions, such as
temperature and pressure, under which the di↵erent phases of a certain material are stable
at thermodynamic equilibrium. Phase diagrams provide valuable information and di↵erent
fields of science use this information in di↵erent ways. For example, a material scientist is
able to design a manufacturing process, as represented by particular heating/cooling paths
through di↵erent regions of the diagram, and hence avoid undesirable phases and promote
desirable microstructures [27, 78]. On the other hand, scientists studying the Earth are able
to use such diagrams to deduce the approximate temperature and composition at the inner
core boundary [79] – something which otherwise cannot be directly measured!
The earliest method of computing melting points relies on the explicit computation of
the Gibbs free energies of the solid and liquid phases as functions of temperature. The
melting point can then be deduced by the temperature at which the Gibbs free energies of
both phases are equal. It is stressed that these simulations do not require the formation of a
solid-liquid interface in the simulation box. Section 2.4.3 discusses this class of calculations
in more detail.
Later methods often require the explicit formation of a solid-liquid interface with the
solid and liquid phases coexisting in the simulation cell. A relatively simple molecular
dynamics technique was developed by Morris and coworkers [61] and is conceptually similar
to a real-life experiment, further explanation is given in Section 2.4.2.
The most recent addition to the scene is the so-called Interface Pinning (IP) method
proposed by Pedersen [24]. An IP simulation involves holding the simulation cell in an
artificial solid-liquid coexistence by the introduction of a biasing potential, the chemical
potential di↵erence between the solid and liquid atoms is then obtained by measuring
the work done by the biasing potential. The melting point is located when the current
thermodynamic conditions causes the chemical potential to vanish. In Chapter 4, the IP
method is used to investigate how finite size e↵ects a↵ect the melting point of aluminium
held with small supercells. Due to the pertinence of the method IP to Chapter 4, an in-depth
discussion of this important technique is contained therein in Section 4.2.
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2.4.1 The problem of hysteresis
Before delving into all the elaborate methods and techniques that have been devised for
computing the melting point, it is instructive to ask why such elaborate techniques are
necessary in the first place. Afterall, one could simply initiate a molecular dynamics
simulation of some material in the solid phase and increase the temperature of the simulation
until breakdown of crystallinity is observed. However, it turns out that breakdown of
crystallinity will be observed but it is likely that the temperature at which this happens
will be far above the true melting temperature of the material. Likewise, if the simulation
is initiated at a high temperature in the liquid phase and gradually cooled, solidification
will occur at a temperature far below the true melting point. This is due to an e↵ect
called hysteresis and originates from the fact that the formation of liquid/crystal nuclei
beyond the critical size8 needed for thermodynamic stability in the foreign phase is a rare
event. In other words, there is a large free energy barrier to overcome during the creation
of these critical-sized nuclei and formally it is attributed to the free energy cost of creating
an interface between the solid and liquid.
The aforementioned phenomenon of being able to heat some material to a temperature
above the equilibrium melting point without phase transformation occurring is called
superheating. The equivalent phenomenon for cooling is referred to as supercooling. Knowing
that the solid-liquid interface free energy is responsible for the hysteresis e↵ect, one can
ask whether is it possible to extract the interface free energy from the hysteresis data
i.e the maximum superheating/supercooling temperatures. It turns out this is possible
and was demonstrated by Luo and coworkers [80]. They found that the maximum
superheatings/supercoolings vary with heating/cooling rates and derived empirical relations
to quantify these e↵ects. Their estimate of the aluminium solid-liquid interface free energy is
found to be 0.095 J/m2 = 5.9 meV/A˚
2
which is in the ballpark of published values obtained
using capillary fluctuations as listed in Table 2.4 on page 54. Moreover, Luo, Strachan and
Swift [81] further showed that the melting temperature (Tm) itself can be estimated from
the hysteresis data:
Tm = T
+
c + T
 
c  
p
T+c T
 
c (2.32)
where T+c and T
 
c are the maximum superheating and supercoolings temperatures respectively.
However, the exploitation of this equation is not always possible due to the di culties
involved in obtaining T c for some systems and this method can su↵er from poor accuracy
[82].
8as per classical nucleation theory
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2.4.2 Latent heat/NVE coexistence method
This method was originally proposed by Morris and coworkers [61] and the basic idea is as
follows. A supercell containing solid and liquid phases is prepared and an NVE-dynamics is
imposed on the system allowing the temperature and pressure to equilibrate towards that
corresponding to the coexistence equilibrium.
This method works on the premise that two competing e↵ects are in play: firstly, latent
heat of fusion is released on solidification and secondly, heat of melting is required to melt
the solid. Since the simulation is under constant-energy dynamics, the sum of kinetic
and potential energy remains constant throughout the run. Any heat released during
solidification raises the instantaneous temperature by increasing the kinetic energy at the
expense of potential energy of the system. On the other hand, the liquefaction involves heat
absorption since the molar potential energy of the liquid phase is higher than solid, this lead
the potential energy of the system to increases at the expense of kinetic energy and thereby
lowering instantaneous temperature.
During the aforementioned competing process, the amount of solid and liquid phase can
change quite considerably, one phase at the expense of the other. If the initial conditions are
unfavourable, it is possible for the entire supercell to either solidify or melt, rendering the
simulation run futile. Furthermore, even if coexistence equilibrium is reached, the interface
position can fluctuate quite considerably. Consequently, this method is unsuitable if carried
out with small supercells making the study of finite size e↵ects on the melting point, the
subject of Chapter 4, more challenging.
The latent heat method inherently requires relatively large supercells since a solid-liquid
interface must be explicitly present inside the simulation cell. This size requirement is
not a hindrance if one uses empirical potentials to model the atomic interactions but it
does become a pressing issue if one desires ab initio accuracy for the potential energy.
Nevertheless, Alfe` [50] managed to carried out such a simulation involving about 1000
aluminium atoms using an ab initio Hamiltonian.
2.4.3 Explicit computation of free energy di↵erences
The melting point of a material is given by the temperature and pressure at which the molar
Gibbs free energy (or equivalently the chemical potential) of the solid and liquid phases are
equal. Therefore, if one computes the temperature dependence curve of each phase’s free
energy, Gsol(T ) and Gliq(T ), at a given constant pressure then the melting point is located
at the point where the two curves intersect. Ultimately, any free method can be used to
computed the absolute free energies of each phase but thermodynamic integration (TI), as
discussed in Section 2.3.2, is often used. There is no need to explicitly form a solid-liquid
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interface in the simulation cells, solid and liquid cells are modelled separately. This means
the simulation cells can be relatively small and are therefore particularly suited if ab initio
Hamiltonians are used.
An important decision that must be made when carrying out TI simulations is the
choice of reference system Hamiltonian, Href. A good rule of thumb is to pick Href such that
the fluctuations of expression 2.22 are minimised – this lowers computational cost because
the thermal average of expression 2.22 can be computed using shorter time averages [83].
The most common choices for reference systems are the Einstein crystal for the solid and,
depending on the specifics of the target system, Lennard-Jones fluid or the inverse power
potential for the liquid.
Locating the intersection point of the two curves Gsol(T ) and Gliq(T ) can be vulnerable
to large errors if they intersect at a shallow angle. The intersection angle is proportional
to the entropy of melting,  Smelt, and therefore materials with a small  Smelt require the
Gsol(T ) and Gliq(T ) curves to be computed with greater accuracy. Vocˇadlo and Alfe` [83]
highlighted these problems for aluminium which has a  Smelt of 0.121 meV K 1 (atom) 1,
stating that a error of 0.01eV (atom) 1 in either Gsol(T ) and Gliq(T ) can lead to errors in
Tm of up to 80K.
2.4.4 Melting points of di↵erent aluminium potential energy
models
Before discussing each of the techniques above in more detail, it is important to note the
challenges involved in accurately modelling the interactions between atoms in real materials.
There are currently two main approaches to modelling these interactions: ab initio and
empirical potential energy models. By definition, these models can deviate from their real-
life counterparts and each approach reproduces the experimental melting points with varying
degrees of success. Let us consider elemental aluminium for both its pertinence to this
thesis as well as the ready availability of literature findings. At ambient conditions the
melting point has been experimentally determined to be Tm = 933.47 K [84]. Melting point
calculations have been carried out using both ab initio and empirical potential models of
aluminium and their findings are summarised in Table 2.2.
A quick glance at Table 2.2 shows that some of the potential energy models yield melting
points that deviate greatly from the experimental value. Just to clarify, these deviations are
on the order of 100K – far too great to be explain by the fact that the computation results
in the table are at zero pressure whilst the experimental values are at ambient pressure of
1 atm. This is easily validated, knowing the Clausius-Clapeyron slope, dTmdP , for aluminium
which has been determined both experimentally and by ab initio simulation yielding values
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Authors and year Model type
Melting point
determination
methodology
Melting point (K)
Mei and Davenport (1992) [85]
Empirical EAM
potential
Thermodynamic
integration
800 ± 9 [85]
NVE coexistence 720 [61]
Thermodynamic
integration
826.4 ± 1.3 [86]
Ercolessi and Adams (1994) [49]
Empirical glue
potential
NVE coexistence 939 ± 5
NVE coexistence 910 [87]
Sturgeon and Laird (2000)
[86]
Empirical EAM
potential
Thermodynamic
integration
931.5 ± 1.5
de Wijs, Kresse and Gillan
(1997) [88]
Pseudopotential
density functional
theory with
LDA exchange-
correlation
Thermodynamic
integration
890 ± 20
Vocˇadlo and Alfe` (2002) [83]
Pseudopotential
density functional
theory with
GGA exchange-
correlation
Watanabe and
Reinhardt
adiabatic
switching [89]
786 ± 50
Alfe` (2003) [50]
Pseudopotential
density functional
theory with
GGA exchange-
correlation
NVE coexistence (820 K, 5.5 kBars)
Table 2.2: A collation of melting point calculations performed on di↵erent potential models
of aluminium. In cases where the melting point calculation was performed separately to the
potential model development the pertinent reference is shown next to the melting point.
The melting points are those corresponding to zero pressure unless otherwise stated.
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of 65 [90] and 62 K GPa 1 [88] respectively. This means a pressure change of 1 atm (101.325
kPa) will alter the melting point by only several milli-Kelvins.
Three di↵erent empirical potentials for aluminium have been listed in Table 2.2 but only
two of them have undergone a fitting procedure which accounts for the melt structure of
liquid aluminium. The Mei and Davenport [85] EAM-type potential has made no attempt
to include information about the melt structure and only include solid-state mechanical
properties amongst its list of properties to reproduce, which include quantities such as the
cohesive energy, vacancy formation energy and the elastic constants at zero temperature.
They estimated the melting point to be 800 ± 9 K but Sturgeon and Laird [86] found a
more accurate value of 826.4 ± 1.3 K by taking into account finite size e↵ects. However,
the main point is that this value is about 100 K lower than the experimental melting point.
The Ercolessi and Adams [49] glue-type potential was derived from force-matching to
85 ab initio molecular dynamics snapshots which included configurations of bulk solid and
liquid phases as well as fitting to the usual solid-state mechanical properties. They calculate
a melting temperature of 939 ± 5 K but the later work of Morris [87] suggests a value
of 910 K. The fact that later users of these potentials often find di↵erent values for the
melting temperature compared to the empirical potentials’ own progenitors (often outside
the suggested error bounds) indicate the extent to which melting point calculations were
rather inaccurate at the time these potentials were derived.
The last empirical potential to be mention in Table 2.2 is that, due to Sturgeon and
Laird [86] which is in fact a reparameterisation of Mei and Davenport’s [85] EAM-type
potential in an attempt to reproduce the experimental melting point. Sturgeon and Laird
demonstrated that their reparameterisation does not degrade the quality of the potential to
reproduce the mechanical properties of the original potential and has potentially widespread
applicability due to the abundance of empirical potentials which have melting temperatures
far from the experimental values.
Table 2.2 includes three calculations of the aluminium melting point which use ab initio
methods to model the potential energy. More specifically, these methods are based on an
electronic structure technique called density functional theory (DFT) [91]. By their nature,
these methods don’t su↵er from transferability issues9 which can arise during the use of
empirical potentials. Although DFT calculations are nominally an ab initio (meaning ‘from
first-principles’) method, practical calculations actually necessitate that a choice must be
made concerning the approximation of the so-called exchange-correlation functional10. As
9This is when the atomic configurations of the simulation stray outside the area in configuration space
in which the potential is deemed valid.
10This functional corrects the DFT total energy by taking into accounting two e↵ects. The first is
‘exchange’ which concerns the tendency of like-spin electrons to repel each other due to Pauli’s exclusion
principle – this e↵ect arises from the fermionic nature of electrons. The second e↵ect is ‘correlation’
which accounts for the Coulomb repulsion between all electrons regardless of their relative spins. These
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we shall see, the choice made for this functional has a profound e↵ect on the melting point
of aluminium.
de Wijs, Kresse and Gillian [88] undertook the first attempt to obtain the melting
point of aluminium using DFT and found a melting point of 890 ± 20 K using the local-
density approximation [92, 93] for the exchange-correlation functional. Vocˇadlo and Alfe`
[83] performed similar DFT calculations but using the generalized gradient approximation
(GGA) and found a rather di↵erent melting point of 786 ± 50 K. Aluminium is a nearly-
free-electron metal which suggests that LDA should provide an adequate description of
exchange-correlation e↵ects given that the LDA is based on a homogenous electron gas. By
this argument, the use of GGA shouldn’t significantly alter the way exchange-correlation
e↵ects are being described. However, Vocˇadlo and Alfe` noted that GGA predicts an
equilibrium lattice parameter, a0, about 2% larger than the experimental value and propose
this to be the source of discrepancy in the melting behaviour. They attempted to correct
this by adding a extraneous  P.V term to the free energy, where the pressure change is the
additional pressure required in the GGA calculation to reproduce the experimental lattice
constant. This correction results in a melting point of 912 ± 50 K in much better agreement
with experiment. Crucially, Vocˇadlo and Alfe` identified the important role that the phonon
spectrum plays in e↵ecting the correct melting point, this is perhaps not surprising knowing
the importance of the Lindemann criterion.
two corrections are necessary because DFT transforms the initially insoluble problem of many interacting
electrons to a single-electron problem that neglects any correlations e↵ects.
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2.5 Atomistic techniques for the computation of  sl
Currently, the most prevalent computational techniques for computing the SL interface free
energy is the cleaving method (CM) and the capillary fluctuation method (CFM) which
are described in Sections 2.5.1 and 2.5.2 respectively. Each technique has its own perceived
advantages; CM is seen as more accurate for finding the absolute value of the free energy,
whilst CFM gives more accurate values for the anisotropy.
Computationally speaking, the CFM requires an order of magnitude more atoms than
the CM. This limitation of CFM exists because it requires the actual manifestation of the
wave-like undulations of the interface to be observable in the simulation. Note that modern
implementation of parallel molecular dynamics codes, like LAMMPS [94], allow the modelling of
large number of atoms using empirical potentials. However, it is still prohibitively expensive
to carry out CFM with ab initio Hamiltonians to model the potential energy of atomic
interactions and to the best of the author’s knowledge it has never been to date.
2.5.1 Cleaving methods
The cleaving method was first performed by Broughton and Gilmer [95] for a modified
Lennard-Jones system [6] devised by the same authors. It is based on a thermodynamic
integration along a process path involving the cleaving of bulk solid and liquid phases and
then juxtaposing them to form two SL interfaces. By cleaving the solid along di↵erent
crystallographic planes it is possible to get the SL interface free energy for planes with
di↵erent Miller indices and in this way Broughton and Gilmer calculated  sl for the (100),
(110) and (111) interfaces (see Table 2.3 for values).
Broughton and Gilmer [95] admitted that their method involves some intricacies
regarding the choice of cleaving potentials, especially for the liquid. They noted that
introduction of a flat and purely repulsive potential at the cleaving plane in the liquid phase
induced density oscillations similar to those discussed in Section 2.1.3. Moreover, they
found that the fluid-ordering transition occured via a first-order phase transformation with
considerable hysteresis11. They alleviated these problems by designing a cleaving potential
which accomodate the density oscillations that inevitably formed near the cleaved face. In
practise, this meant a potential with an attractive well that coincided with the first peak in
the induced density oscillations. The location of this first peak varies as a function of the
crystal face and the material’s atomic potential thus making this method di cult to adapt
to the general case.
11Hysteresis is undesirable because the requirement of thermodynamic integration is that the process is
reversible i.e the free energy change going forward and backward are identical – this isn’t possible if the
process exhibits hysteresis.
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An advancement on the cleaving method was suggested by Davidchack and Laird [4] who
devised so-called cleaving walls rather than cleaving potentials – these walls were composed
of the same particles as present in the system and have the same crystallography as the
plane to be cleaved. These walls weren’t ‘flat’ as was the case for Broughton and Gilmer’s
potentials and crucially, in most instances, helped induce liquid-ordering without hysteresis
when cleaving is done su ciently slowly. This method is more general than Broughton and
Gilmer’s because the need to design a cleaving potential that caters uniquely to each crystal
face is bypassed. The four steps involved in a cleaving wall simulation are show in Figure
2.2.
A B DC
BCDA
CBAD
Crystal Liquid
Step 1 Step 2
Step 3
Step 4
w
1
w
2
w
3
w
4
Figure 2.2: A schematic of the 4-step process involved in the cleaving wall method of
Davidchack and Laird [4, 5]. Note that w1, w2 are positive whilst w4 negative.
Davidchack and Laird initially applied their method to the hard-sphere system [4] but
later studied the same modified Lennard-Jones system as Broughton and Gilmer [5]. In
both cases they were able to achieve a greater accuracy in the SL interface free energies
to the extent that the anisotropy in the di↵erent crystal faces could be resolved. Table
2.3 summarises the results from several groups for the modified Lennard-Jones system and
there are several things to remark. Firstly, the more recent works of Davidchack and Laird
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[5] and Morris and Song [7] both yield significantly more accurate results than the seminal
work of Broughton and Gilmer [95]. Secondly, the two more-accurate works both report a
decreasing order of the interface free energies  100 >  110 >  111.
The ordering of the free energies  100 >  110 >  111 is of much interest and several
hypotheses exist to explain it. Davidchack and Laird [4] noted that the Lennard-Jones
and hard-sphere systems both have the (111) crystal place exhibiting the lowest interface
free energy which he attributed to the liquid’s tendency to adopt a configuration similar
to that found at a (111) crystal place. Yet other speculations involve the coherence in the
spatial periodicities of the density oscillations induced by the (111) face and the liquid pair
correlation function [53].
Table 2.3: Literature values of SL interfacial free energies for Broughton and Gilmer modified
Lennard-Jones [6] systems. The parameters  0, ✏1 and ✏2 are defined according the same
orientational expansion of the interface free energy,  (nˆ), as described in the corresponding
articles [5, 7]. All interfacial free energies are in units ✏/ 2.
Methodology Cleaving potentials Cleaving walls
Capilliary fluctuation
method
Reference
Broughton and
Gilmer [95]
Davidchack and Laird
[5]
Morris and Song [7]
 100 0.34(2) 0.371(3) 0.369(8)
 110 0.36(2) 0.360(3) 0.361(8)
 111 0.35(2) 0.347(3) 0.355(8)
 100    110 -0.02(4) +0.011(6) +0.008(2)
 100    111 -0.01(4) +0.024(6) +0.014(2)
 0 n/a 0.360(2) 0.362(8)
✏1 n/a 0.093(17) 0.058(2)
✏2 n/a -0.011(4) -0.0047()
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2.5.2 Capillary fluctuation method
In the previous section I have discussed the advancements devised to improve the accuracy of
cleaving methods so that the anisotropy in the SL interface free energy can be resolved. The
capillary fluctuation method (CFM) was introduced as an alternative to cleaving methods
and is widely accepted as a more sensitive method for discerning the anisotropy of the SL
interface free energies. CFM was first introduced by Hoyt, Asta and Karma [19] at around
the same time that Davidchack and Laird [4] introduced their refinements of the cleaving
method.
The underlying principle of CFM is to measure the interfacial sti↵ness,  ˜, rather than
the interfacial free energy,  , by measuring the undulations exhibited by the SL interface.
The method exploits the fact that interfacial sti↵nesses are typically an order of magnitude
more anisotropic than free energies. The sti↵ness of an interface is defined as:
 ˜ =   +
d2 
d✓2
=   +  00 (2.33)
where the interface free energy,  (✓), is assumed to have a dependence on angle ✓ which
measures the local tilt of the interface plane away from the ‘macroscopic’ normal of that
plane. Such local tilting arises from the undulating nature of interface. Figure 2.3 elucidates
the meaning of the angle ✓ in the context of interface fluctuations in two dimensions. Note
in expression (2.33) that the interface sti↵ness is identical to the free energy if the material
is isotropic i.e the interface free energy is independent of angle ✓.
It is common practise in CFM studies to give  (✓) an analytic form which reflects the
crystallographic symmetry of the material being described. For example, a popular choice
of  (✓) for two-dimensional materials with square symmetry is:
 (✓) =  0(1 + ✏4 cos 4✓) (2.34)
which has been used in both simulations [17, 15] and experiment [16] to describe the
orientation dependence of the interface free energy. Note that a three-dimensional cubic
material (like face-centred cubic) can use expression (2.34) to describe the orientation
dependence of the free energy on a two-dimensional plane containing the coplanar sets
of crystal directions within h1 0 0i and h1 1 1i directions. A polar plot of expression (2.34)
is shown in Figure 2.4 with varying values of ✏4 which characterises the strength of the
anisotropy. The corresponding sti↵ness can be found using expression (2.33) which gives:
 ˜(✓) =  0(1  15✏4 cos 4✓) (2.35)
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Figure 2.3: Schematic illustration of interface fluctuations on a [100] surface in the [100]-
[110] 2D plane. It is assumed that box dimension b << L. The crystal axes are shown at
the lower left corner of the bounding box. The dashed blue box bounds an area element
on the SL interface exhibiting a tilt of angle ✓ relative to the ‘macroscopic’ normal of the
interface, nˆ, which is parallel to the [100] crystal direction.
Notice how the angular dependence of this sti↵ness is fifteen times stronger than that of the
free energy in expression (2.34). It is reiterated that it is this order of magnitude di↵erence
in the orientation-dependence of the sti↵ness and free energy which makes CFM so adept
at resolving anisotropies.
The first CFM study was undertaken by Hoyt, Asta and Karma [19] where they derived
an expression relating the amplitude spectrum of an interface’s height fluctuations with the
sti↵ness of that interface:
h|A(k)|2i = kBTm
bL(  +  00)k2
(2.36)
where the angled brackets on the left denotes a thermal average, A(k) is the Fourier
coe cient of interface fluctuations with wavenumber k, kB is the Boltzmann constant,
Tm the melting temperature, b and L are the thickness and width of the simulation box
respectively (see figure 2.3). A derivation of (2.36) can be found in Appendix A. This
expression is not valid in the case when k is so large that we encroach on fluctuations with
wavelengths less than the lattice constant because the continuum assumption used to derive
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Figure 2.4: Polar plot of expression (2.34) used to describe orientation dependence of
interface free energy in materials with square-symmetry in two-dimensions. Two crystal
plane normals, nˆ[0 0 1] and nˆ[1 0 1], are also marked. The distance from the origin to any
point on the polar plot surfaces is proportional to the interface free energy in that direction.
When ✏4 = 0 (solid green line), there is no anisotropy (the polar plot is a perfect circle) and
interface free energies  (001) =  (101). For cases when ✏4 is non-zero (dashed lines of various
colours) the ratio  (001)/ (101) is altered.
(2.36) will break down [87]. Details of how CFM calculations are setup and how expression
(2.36) is evaluated are relegated to Appendix B.
It is instructive to review the accuracy of the CFM approach. Table 2.3 compares values
of interface free energy from both CFM and cleaving approaches for the modified Lennard-
Jones system of Broughton and Gilmer [6]. The more accurate works of Davidchack and
Laird [5] (using the cleaving wall method) and Morris and Song [7] (using CFM) yield
similar values for  100 and  110 i.e. they are within error bars of each other. However, their
values for  111 and the di↵erence  100  111 are actually outside the error bars of each other.
Helpfully, both Morris and Song and Davidchack and Laird obtained anisotropy parameters
by fitting the orientation-dependence of the free energy to the same analytic function:
 (nˆ) =  0
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(2.37)
where nˆ = [n1, n2, n3] is the unit normal of the SL interface plane and ✏1 and ✏2 are
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two parameters which together characterise the strength of the anisotropy. They find
significantly di↵erent values for these parameters which Morris and Song ([7]) attribute
to the aforementioned discrepancy in the values of  111 obtained from both works. These
di↵erences in anisotropy have large repercussions, even small di↵erences in the anisotropy
parameter (i.e. on the order of a few percent) can yield significantly di↵erent solidification
morphologies/microstructures as demonstrated by phase field simulations [18]. One final
comment is that the simulations of Davidchack and Laird were carried out at a slightly lower
pressure compared to Morris and Song [7] because they find it to be a closer approximation
to the coexistence point.
So far, this review has been restricted to works performed with the modified Lennard-
Jones potential which is a fictional material, so let’s move onto the simulation of real
materials. In fact, Hoyt, Asta and Karma [19], the pioneers of CFM, applied their method
first to an embedded-atom model of nickel [96]. Studies on other elemental metals soon
followed including silver and gold [97] and aluminium [87, 17]. Alloy systems have similarly
been treated using CFM such as Ni/Cu [20] and a Lennard-Jones alloy [98] where two
di↵erent species where created by adjusting the relative well-depths of the Lennard-Jones
potentials. In the interest of narrowing the scope of the present discussion, we will focus on
the studies carried out on elemental aluminium due to its pertinence to this thesis.
Over the years, there have been many di↵erent potential models derived for aluminium
for use in molecular dynamic simulations. When the investigator is presented with this
myriad of choices, a valid question is: which potential is most suitable? Section 3.2.1
discusses this question and the reader is referred there for details. Right now it su ces to
note that these potential models all predict slightly di↵erent melting points, liquid structures
(pair correlation functions) and densities of aluminium. Clearly, it is of great interest to see
how the usage of these di↵erent potentials a↵ect the predicted interface free energies, if at
all.
Table 2.4 collates the findings from several CFM studies on aluminium. There are a
few salient points to highlight about this table. Firstly, notice that there have been three
separate CFM studies all using the ‘glue potential’ of Ercolessi and Adams [49] in the last
twenty years or so. This potential was first used in the CFM context by Morris [87] in his
attempt to carry out the first-ever simulation of the interface free energy of aluminium in
the year 2002. There have subsequently been two more studies: Morris and his co-workers
[17] and Wilson and Mendelev [8] in the years 2007 and 2014 respectively. It is noteworthy
that the value for the interface free energy is significantly smaller in the most recent work
by Wilson and Mendelev [8] and they attribute this discrepancy to better statistics in their
study. The discrepancy is quite large – the better statistics in the Wilson and Mendelev
study yield an almost 20% reduction in the orientation-averaged interface free energy,  0,
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compared to the earlier works. The take-home message here is that great care must be
taken to quantify the random errors that arise in CFM calculations.
The second thing to note from Table 2.4 are that there are three common forms for
the orientation expansion of the interface free energy which are denoted type 1, 2 and
3. In essence, these expansions define a geometric surface with cubic symmetry with
adjustable coe cients that can be used fit to the calculated free energies of the pertinent
crystallographic interfaces, thus yielding what amounts to a Wul↵ construction. Type 1 was
first used in the CFM context by Hoyt, Asta and Karma [19] and was originally derived
by Altmann and Cracknell [99] for use in electronic structure calculation of materials with
cubic symmetry. Specifically, the mathematical form is:
 (nˆ) =  0
"
1  3✏+ 4✏
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2
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#
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Type 2 is identical to Expression (2.34) discussed previously. For convenience, it is reiterated
here:
 (✓) =  0(1 + ✏4 cos 4✓) (2.39)
Unlike type 1 and 3, it is only a two-dimensional expansion. Finally, type 3 is identical to
that used in the CFM studies on the Lennard-Jones potential as discussed above, and again
is reiterated here for convenience:
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This third form was first used in the CFM context by Asta, Hoyt and Karma [20] and was
originally employed in the study of Fermi surfaces of metals by Fehlner and Vosko [100].
Please note that it can be di cult to directly compare results from studies that use di↵erent
orientation expansions; for instance, type 1 and 3 both contain three expansion coe cients
but it is questionable wisdom whether one can ‘cross-compare’ the magnitude of the two
anisotropy coe cients (✏ and   for type 1 and ✏1 and ✏2 for type 2) between the expressions.
However, if two studies employed di↵erent orientation expansions but the anisotropy is much
smaller than the di↵erence in the  0 values of the two studies, then the relative magnitudes
of the  0 values is meaningful.
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Al potential
model
Author(s) Tm(K)
Orientation expansion
of SLI free energy
Expansion coe cients
Ercolessi
and Adams
[49]
Morris [87] 910 type 1
 0 = 9.31 meVA˚ 2 ,
✏ = 1.2% ,   = -1.2%
Ercolessi
and Adams
[49]
Morris et al.
[17]
933 type 2
 0 = 9.4 meVA˚ 2,
✏4 = 0.009
Ercolessi
and Adams
[49]
Wilson and
Mendelev [8]
925 type 3
 0 = 7.69 meVA˚ 2 ,
✏1 = 0.082, ✏2 = -0.0051
Sturgeon
and Laird
[86]
Morris et al.
[17]
931 type 2
 0 = 6.1 meVA˚ 2,
✏4 = 0.022
Sturgeon
and Laird
[86]
Wilson and
Mendelev [8]
931 type 3
 0 = 6.88 meVA˚ 2,
✏1 = 0.099, ✏2 = -0.0034
Mendelev
et al. [1]
Wilson and
Mendelev [8]
925 type 3
 0 = 7.13 meVA˚ 2,
✏1 = 0.069, ✏2 = -0.0019
Droplet
nucleation
(experiment)
Turnbull [25] 931.7 n/a  average = 5.8 meVA˚ 2
Droplet
nucleation
(experiment)
Kelton [28] 933.3 n/a  average = 6.7 meVA˚ 2
Grain
boundary
cusps
(experiment)
Gunduz and
Hunt [34]
n/a n/a
 Al(s) AlCu(l)average = 10.2 ± 1.3 meVA˚ 2
 Al(s) AlSi(l)average = 10.6 ± 1.3 meVA˚ 2
Drop
geometry
(experiment)
Liu et al.
[16]
n/a type 2 ✏4 = 0.0089
Table 2.4: A collation of capillary fluctuation studies using di↵erent potential models
of aluminium with data from a few experimental studies on the solid-liquid interface
in aluminium for comparison. There are three di↵erent analytical expansions for the
orientation-dependence of the interface free energy which are described in the main text.
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2.5.3 Metadynamics
The general theory behind metadynamics has been given in Section 2.3.3.2. This present
section only serves to review the use of metadynamics in relation to  sl.
The metadynamics method for  sl is a relatively recent method and was pioneered
by Angioletti-Uberti and coworkers [21] where they applied the method to the modified
Lennard-Jones system of Broughton and Gilmer. They computed values of  sl for the (100)-
interface and their results range from 0.36 to 0.39 ✏/ 2 depending on the supercell size.
These values are in good general agreement with those obtained by other methods such as
CFM and CM (see Table 2.3). Angioletti-Uberti and coworkers recognised that finite size
e↵ects introduced systematic errors into their final estimates of  sl – the error bars range
between 2% to 10%.
Using the metadynamics method, Angioletti-Uberti [101] also computed  sl,(100) for
two di↵erent empirical potential energy models of lead. Interface structure similar to
grain boundaries were encountered during these simulations which subsequently introduced
‘shoulder-like’ features into the otherwise typical free energy surface. Angioletti-Uberti
suggested that these features may pave a way towards the computation of free energies
associated with the formation of solid-state boundary defects like grain boundaries.
It is instructive to compare the metadynamics method to the more popular CFM and
also CM. Compared to CFM, the obvious advantage lies in the freedom to use significantly
less atoms in the simulation (⇡ 103). This makes the metadynamics method vastly more
amenable to a calculation using ab initio Hamiltonians. Compared to the CM method,
the metadynamics method eliminates the tricky process of designing appropriate cleaving
potentials which do not introduce hysteresis during the thermodynamic integration (see
Section 2.5.1).
Method of
computing  sl
Typical number of
atoms
Typical number of
time-steps needed
Reference(s)
CFM 70000  91000 ⇡ 105 3⇥ 106 [8]
CM 1000  5000 ⇡ 103 106 [5]
Metadynamics 1200 ⇡ 103 106   107 [101, 21]
Table 2.5: A comparison of the computational costs associated with the three main methods
of computing  sl.
One area where the metadynamics compares unfavourably with the more conventional
CM and CFM techniques is the amount of computation time needed. Table 2.5 attempts to
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compare the relative computational cost of the three main methods of computing  sl from
atomistic simulation: CM, CFM and metadynamics. It can be seen that the metadynamics
technique needs to be run for an order of magnitude more number of time-steps in order to
converge the calculation. The necessity for these longer run times arises from the need for
the CV value to cycle through the entire pertinent CV-space several times [21], this cyclic
behaviour signals the convergence of the FES [75, 69]. Furthermore, the metadynamics
method for  sl su↵ers from the same drawbacks as any metadynamics simulation, namely,
that an appropriate choice of collective variable must be chosen. The kubic harmonic
CV used in both [21] and [101] is specific only to fcc crystals orientated such that the
(100) interfaces lie perpendicular to the long direction of the supercell. The extension of
the metadynamics method to other crystal structures such as bcc or hcp as well as other
interface orientations require a formulation of a new CV which can be mathematically
tedious, especially with regards to obtaining and coding the analytic derivatives of the CV
needed in order to compute the metadynamic force on the atoms.
2.5.4 Interface broadening method
The interface broadening method [102] (IBM) is strongly related to the CFM method (see
Section 2.5.2) but di↵ers from the latter in that the width, !, of the solid-liquid interface
is measured instead of analysing the interfacial height spectrum. The basic idea of IBM is
to extract the interface sti↵ness,  ˜, by exploiting the following relationship between ! and
the cross-sectional dimension of the supercell, L:
w2 / 1
4 ˜
ln
✓
L
l
◆
(2.41)
where l is the cuto↵ length typically set to the expected width of the solid-liquid interface.
Carrying out several simulations of solid and liquid phases in coexistence each with di↵erent
cross sections L allows the  ˜ to be deduced from the gradient of a plot of w2 versus ln(L).
w2 is extracted by distinguishing the solid and liquid phases using an appropriate order
parameter,  , and its subsequent profile in the long direction of the supercell,  (z), and
fitting it to the hyperbolic tangent:
 (z) =
 s +  l
2
+
 s    l
2
tanh
✓
z   z0
w
◆
(2.42)
where  s and  l are the bulk values of the order parameter in solid and liquid phase
respectively, and z0 is the interface position.
The IBM technique appears to o↵er the advantages of the CFM method, namely, the
necessary accuracy to resolve the anisotropy of  sl, whilst requiring two orders of magnitude
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less atoms. Both IBM and CFM yield excellent accuracy due to the fact that they are based
on extracting the interface sti↵ness rather than the interface free energy directly12.
12recall from Section 2.5.2 that the interface sti↵ness is an order of magnitude more anisotropic that the
free energy itself.
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3Metadynamics calculations of  sl for
(100)- and (110)-orientated supercells
Every valley shall be raised up,
every mountain and hill made low;
the rough ground shall become level,
the rugged places a plain.
And the glory of the Lord will be revealed,
and all people will see it together.
– Isaiah 40:4–5, The Holy Bible
3.1 Introduction
In this chapter, the metadynamics methodology of Angioletti-Uberti and coworkers [21] for
computing  sl of the (100)-orientated interface is applied to aluminium. The original kubic
harmonic CV, as initially proposed in [21], is only applicable to supercells containing fcc
solid phases orientated so that the solid-liquid interface(s) forms perpendicular to the [001]
crystal direction. In order to compute  sl for the (110)- and (111)-orientated interfaces,
appropriate modifications must be made to the CV which takes the form of a scheme to
rotate the kubic harmonic CV. The details of this CV rotation scheme is described in
Section 3.2.5. To the author’s knowledge, the demonstration of the metadynamics method
to solid-liquid interfaces other than (100) is completely novel.
It is well-known that the anisotropy of  sl is quite small for pure metals and resolution
of this anisotropy therefore requires accurate computation with errors not exceeding the
magnitude of the anisotropy which is typically around 1-2% for aluminium (see Table
2.2). As such, a prerequisite for obtaining accurate values of  sl via the metadynamics
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methodology is that the simulation must be held as close as possible to the melting point of
the desired potential energy model. If the simulation cell is thermostated to a temperature
that either superheats or supercools the system then a systematic slope will appear in the
resulting free energy surface which subsequently a↵ects the estimate of  sl. Section 3.3.2 is
devoted to quantifying the e↵ects of superheating and supercooling on the metadynamics
free energy surface.
The fact that the metadynamics method can compute  sl using relatively small supercells
( ⇡ 1000 atoms) is a desirable feature of the method over more common methods such as
the capillary fluctuation method. However, it was recognised by Angioletti-Uberti and
coworkers [21] that small supercells can in fact stabilize the solid phase over the liquid
phase and thereby cause the observed melting point of the material within the supercell to
deviate from the bulk melting point in the thermodynamic limit. The supercells I have used
in this chapter are small enough that this finite size e↵ects on Tm are significant and cannot
be ignored. As such, the interface-pinning method of Pedersen [24] is used to compute
the specific melting point of each di↵erent-sized supercell. Chronologically speaking, the
determination of these melting points precedes the metadynamics simulations presented in
this chapter. However, in the interest of keeping this present chapter to a reasonable length,
the interface pinning results are deferred to Chapter 4.
As pointed out by Angioletti-Uberti and coworkers [21], there are in fact two di↵erent
ways of performing the metadynamics simulations for  sl which reconstruct either one-
dimensional or two-dimensional free energy surfaces. The time required to recover the
free energy surface increases exponentially with the number of dimensions in the collective
variable space, therefore the one-dimensional version is used in this chapter in the interest
of minimising computational cost. A quirk of the one-dimensional implementation is that
half of the supercell is held solid throughout the entire simulation. The specific details of
setting up the collective variable for the metadynamics simulation are elucidated in Section
3.2.3.
Previous studies into lattice gases [2] as well as Ising lattices and Lennard-Jones systems
[3] have shown that the  sl follows a logarithmic dependence with respect to the dimensions
of the simulation supercell. In this Chapter, a systematic investigation into the finite size
dependence of  sl is carried out with the results presented in Section 3.3.5 and it appears
that a logarithmic dependence of  sl is also observed in the present aluminium model.
An extrapolation of  sl in the thermodynamic limit is attempted for the (100)-orientated
interface (but not the (110)-orientated interface owing to project time constraints) using
the analytic relations derived in [2].
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3.2 Methodological approach and details
3.2.1 Choice of material and empirical potential
In any atomistic simulation, a prudent choice of potential energy model is crucial in order
to capture the desired phenomenon in any quantitative or qualitative manner. Empirical
potential energy models o↵er vast reductions in computation cost over ab initio methods
and therefore the former are preferred for the purposes of this work. However, the suitability
of an empirical energy model is dependent on the quality of the fitting and its transferability
to the relevant scenario. In the case of modelling solid-liquid interfaces in aluminium, it is
not immediately clear what to look for in an empirical energy model which would render
one particular choice more suitable over another.
Morris and coworkers [17] showed that using di↵erent empirical potentials of aluminium
can yield values of  sl that can di↵er by as much as 50%. The atoms in a simulation
cell containing a solid-liquid interface will encounter (roughly) three distinct atomic
surroundings: i) bulk-solid, ii) bulk-liquid and iii) being near the interface, and it seems
desirable to use a potential model that is transferable to these three environments. Almost
all aluminium potentials are fitted to low-temperature, solid phase properties but only a
fraction of these incorporate liquid phase information into the fitting procedure. Thus, a
reasonable starting point is to distinguish between empirical potentials that incorporate
bulk-liquid information into the fitting procedure from those which do not.
Most empirical potentials for aluminium, and indeed many metals, adopt an expression
for the total energy, Etot, after the “embedded atom model” (EAM) [103, 104, 96]:
Etot =
N 1X
i=1
NX
j=i+1
 (rij) +
X
i
F (⇢¯i) (3.1)
where  (rij) is a pairwise contribution to the total energy that depends on the interatomic
separation, rij = |ri  rj|, between atoms i and j, F (⇢¯i) is a density-dependent contribution
where the average density at atom i, ⇢¯i, is taken as:
⇢¯i =
X
j 6=i
⇢(rij) (3.2)
where ⇢(rij) is some function that determines the local density at atom i due to the
surrounding atoms. One of the first aluminium potentials fitted to this EAM form was
done by Ercolessi and Adams [49] (EA) where they incorporated bulk-solid, bulk-liquid
and several solid-state defect configurations into their fitting procedure. Although the EA
potential yields a zero-pressure melting-point of Tm = 939 ± 5, in reasonable agreement
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with the experimental value of 933.47K [84], a major shortcoming was noticed by Morris and
coworkers [17] and Becker and Kramer [105] who noticed the pair correlation function (PCF)
of the liquid exhibited significant deviations from the experimental one, namely a splitting of
the second peak in the PCF suggesting an overly ordered liquid phase. Furthermore, Morris
and coworkers also calculated  sl using the EA potential and noted it to be significantly
larger than the values obtained using other interatomic potentials which yields PCFs closer
in agreement to experiment. However, a conclusive link between liquid PCFs and the  sl
was not conclusively established by Morris and coworkers.
Historically, the most well-known empirical relationship linking the  sl to bulk thermo-
dynamics properties of materials is the Turnbull relation [25]:
 ˆsl = CT Hf (3.3)
where the hat on  ˆsl signifies a molar interface free energy, CT is the so-called Turnbull’s
constant which takes on values of 0.45 and 0.32 for metallic and non-metallic/semi-metallic
substances respectively, and  Hf is the molar enthalpy of fusion. Laird [106] noted that for
many close-pack systems the molar entropy change upon melting,  Sf, is largely constant
which means that through  Hf =  SfTm it can be deduced that  ˆsl and the melting
temperature, Tm, are related linearly. Relation (3.3) does not explicitly account for how
the PCF of the liquid a↵ects  sl in a given material but various modifications of (3.3) have
been suggested to account for this. Ewing [22] derived an expression for  sl from physical
arguments and obtained for the (111) interface in a face-centered cubic material:
 sl =
⌘ Hf
4NA
+ nkBTm
Z a
0
g(r) ln g(r)dr (3.4)
where ⌘ is the number of surface atoms on a (111) cleaved crystal face, NA is Avogadro’s
number, n is the number of atoms contained in the system and the integration interval [0, a]
is over a spatial coordinate that extends from the (111) interface into the liquid. The first
term on the right-hand side of (3.4) can be considered a ‘Turnbull-like’ term whilst the second
term accounts for the entropic contribution due to ordering in the liquid perpendicular to
the interface. Using (3.4) Ewing was able to calculate  sl for gold which is in reasonable
agreement with experimental values. Note however that in using expression (3.4) Ewing
made the assumption that the density oscillations induced in the liquid perpendicular to
the interface are identical to the PCF of the bulk liquid. It is rather di cult to gauge the
validity of this assumption. Nevertheless, the plausibility that the bulk-liquid PCF has a
direct impact on the  sl value suggests it might be important to choose empirical potentials
which yield realistic PCFs.
In this work I have chosen to use the aluminium potential of Mendelev, Kramer, Becker
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and Asta [1], which will be abbreviated as MKBA from this point onwards, because it
was specifically fitted to reproduce the experimental PCF of aluminium. MKBA deduced
that their potential yields a melting point of 926 K and, perhaps more importantly due to
the Turnbull relation (3.3), an enthalpy of melting within 4% of the experimental value.
Becker and Kramer [105] performed various tests using the MKBA potential. Those tests
corroborated that liquid densities and structure factors at the melting point are found to
be in good agreement with experiment.
Lastly, the solid-liquid interface free energy and its anisotropy has been recently
calculated by Wilson and Mendelev [8] thereby providing a convenient source of published
literature values for comparison purposes. The MKBA potential is available for download
from the NIST interatomic potential repository [107] in a format readily suitable for use in
conjunction with the LAMMPS code [94].
3.2.2 Thermodynamic basis of extracting interface free energies
from metadynamics simulations
To understand how the solid-liquid interface (SLI) free energy,  sl, can be extracted from a
metadynamics simulation, it is helpful to recapitulate what metadynamics actually does. In
the current context of atomistic simulation, the objective of metadynamics is to reconstruct
the free energy surface (FES) of a system which undergoes some reaction/phase transition
which can be characterised by one or more collective variables (CVs). The resulting free
energy surface will be in an n-dimensional CV space where n is the number of CVs used to
describe the system. The computational cost of recovering the free energy surface increases
exponentially with n, hence it is desirable to describe the state of the system with as few
CVs as possible.
Clearly, the extraction of  sl from a metadynamically recovered FES would involve
designing a process whereby  sl manifests itself as a distinguishable feature in the FES.
This current work adopts the metadynamics methodology outlined by Angioletti-Uberti
and coworkers [21] and Angioletti-Uberti [101] in their calculations of  sl in the Lennard-
Jones and lead systems respectively. The specifics of this methodology will be reviewed here
for the sake of completeness.
Consider a simulation cell which undergoes the process shown in Figure 3.1 where the
cell transitions from an initial state containing wholly solid and a final state consisting of
solid and liquid phases in coexistence. The simulation cell contains a monoatomic system
and is bounded by periodic boundary conditions in all directions as well as being held under
the influence of a isothermal-isobaric dynamics maintaining the temperature and pressure
at the melting point of the material. The Gibbs phase rule tells us that the melting point
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will be a single temperature ‘point’ rather than existing over a range of temperatures if the
system is monotonic and held in an isobaric ensemble. In addition, the barostat should act
to change the volume only in the long-direction of the cell – this is necessary in order to
avoid the surface tension of the solid-liquid interface introducing anisotropic pressures in
the simulation cell.
Crystal LiquidCrystal Crystal
Initial state Final state
Figure 3.1: Schematic illustration of a process whereby the  sl can be extracted from the
metadynamically recovered FES.
By mathematically formulating the process shown in Figure 3.1 it will become evident
that  sl can be extracted from it. The total Gibbs free energy of the initial state, Ginitial, is
simply:
Ginitial = Ngsol (3.5)
where N is the number of atoms in the simulation box and gsol is the molar free energy of
the solid phase. The total Gibbs free energy of the final state, Gfinal, is given by:
Gfinal = N(fsolgsol + fliqgliq) + 2A sl (3.6)
where gliq is the molar Gibbs free energy of the liquid phase, fsol and fliq are the atomic
fractions of solid and liquid found within the simulation cell, 2A is double the cross-sectional
area of the cell which approximates the total area of the two solid-liquid interfaces present
in the cell. It is valid, to a good approximation, to assume:
fsol + fliq = 1 (3.7)
which is only an approximation because it relies on the assumption that the atoms in the
vicinity of the solid-liquid interface adopt a ‘bulk-like’ atomic configuration which is not
strictly true since interfaces tend to perturb the surrounding atomic structure away from
bulk configurations. We shall assume the validity of (3.7) for now. If the simulation cell
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is held at the melting point throughout this process it enables drastic simplification of
expression (3.6) because the molar free energies of the solid and liquid phase are equal in
this case:
gsol = gliq (3.8)
Application of (3.8) and (3.7) to (3.6) yields:
Gfinal = Ngsol + 2A sl (3.9)
Finally, the subtraction of (3.5) from (3.9) gives:
Gfinal  Ginitial = 2A sl (3.10)
which suggests that designing a metadynamic process which takes our simulation cell
between the two states shown in Figure 3.1 will allow the interfacial free energy contribution,
2A sl, to be extracted. The next step is to select a suitable collective variable that will take
us between these two aforementioned states. This question is considered in the following
Section 3.2.3.
3.2.3 The kubic harmonic collective variable
In the process shown in Figure 3.1, the big di↵erence between the initial and final state is
the presence of liquid phase in the latter. This suggests a need for a collective variable (CV)
which can distinguish the solid crystal phase, which for aluminium has the face-centred
cubic (fcc) crystallography, from the liquid phase. There are many CVs that would serve
this purpose, such as the Q6 order parameter [70, 108]. However, the “kubic harmonic”
order parameter after Angioletti-Uberti and coworkers [21] will be used in this current study
because it is not rotationally-invariant like the Q6. This means it is capable of enforcing a
specific crystal orientation inside the simulation cell and in its original form as suggested by
Angioletti-Uberti and coworkers it detects fcc crystals which have [100]-directions parallel
to the simulation box axes.
In this work, I demonstrate that the kubic harmonic CV can be rotated and the  sl for the
(110)- and (111)-orientated interfaces computed in Section 3.3.6 and Chapter 5 respectively.
Finer details on how the order parameter is rotated can be found in Appendix D.
Full details of the kubic harmonic order parameter can be found in the original reference
[21] but the essentials are reiterated here for the sake of completeness and providing
terminological consistency. The evaluation of this order parameter,  , for an atom located
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1
(b)
Figure 3.2: (a) A polar plot of the angular function c↵ as defined in expression (3.12) used
to detect for fcc-like atomic surroundings. Note that there are twelve lobes which protrude
in the directions of the nearest neighbours of an atom in a perfect fcc lattice. (b) A plot of
the radial cuto↵ function as defined in expression (3.13).
at xi has the following form:
 (xi) =
P
j 6=i cr(|xj   xi|)c↵(xj   xi)P
j 6=i cr(|xj   xi|)
(3.11)
where j indexes the neighbouring atoms within some cuto↵ r0, cr is a radial cuto↵ function
and c↵ is an angular function which is responsible for detecting fcc-like atomic surroundings.
The specific form of c↵ is:
c↵(x) =

x4y4
✓
1  z
4
|x|
◆
+ y4z4
✓
1  x
4
|x|
◆
+ z4x4
✓
1  y
4
|x|
◆ 
(3.12)
where x is a particular interatomic separation vector. A polar plot of expression (3.12) is
shown in Figure 3.2(a) which reveals twelve lobes which protrude in the nearest-neighbour
directions in a fcc lattice. The radial cuto↵ function cr has the form:
cr(r) =
8>>><>>>:
1 if r  r1,
0 if r   r0,
[(y   1)2(1 + 2y)] if r1 < r < r0.
(3.13)
where r0 and r1 define the higher and lower bounds of the transition region of this cuto↵
function and y = (r   r1)/(r0   r1). A plot of this radial cuto↵ function is shown in
Figure 3.2(b) and note that r0 and r1 is typically chosen to bracket the first peak in the
pair distribution function of the system in the solid phase. Angioletti-Uberti and coworkers
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Figure 3.3: The assignation of two regions where each is defined by a CV: s1 and s2, for
regions 1 (blue shading) and 2 (red shading) respectively. Only region 1 is allowed to undergo
metadynamics, and hence solid-liquid phase transitions, whilst region 2 is held solid (see
main text). The weight functions, expressions (3.15) and (3.17), used to mathematically
define regions 1 and 2, are also plotted. Although region 1 appears to be split into two,
they are actually connected because of periodic boundary conditions in all three directions.
z1, z2 define the region boundaries and   is the thickness of the weight-smoothing zone (see
main text).
worked out a scaling of expression (3.11) in such a way that it yields unity for an atom in
a perfect fcc environment and zero in a homogenous liquid. The scaled expression is given
by:
 ¯ =
2288
79
   64
79
(3.14)
Expression (3.14) can be evaluated for each atom in a simulation to yield a number which
characterises whether its atomic surroundings are fcc-solid–like, liquid-like or something in-
between. However, to e↵ectuate the formation of a solid-liquid interface in the manner
shown in Figure 3.1, we need a CV that can characterise whether the atoms in a particular
region of the simulation cell are wholly solid, wholly liquid or something in-between. This
can be done by defining a CV to be the mean average of the kubic order parameter amongst
all atoms within a certain region of the simulation cell.
Angioletti-Uberti and coworkers performed the aforementioned averaging on two separate
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spatial regions each roughly occupying half the supercell. In so doing, they were able
to define a CV for each of these regions, designated s1 and s2, and recover either one-
dimensional, G(s1) or G(s2), or two-dimensional FESes, G(s1, s2), from their metadynamics
simulations. In this work, this two-region setup is fully adopted but only one-dimensional
FESes are computed.
I will now explain the two-region setup and show how two CVs, s1 and s2, can be defined.
The two-region setup is illustrated in Figure 3.3. It can be seen that the two spatial regions,
labelled 1 and 2, are roughly equal in size. The idea is to associate a CV with each of these
regions and thus obtain two CVs: s1 and s2. The jurisdiction of each CV is determined by
a weight function, wz,↵(z), in the long, z-direction of the cell where ↵ = 1, 2 indexes the
relevant region:
wz,1(z) =
8>>>>>>>><>>>>>>>>:
1 if z < z1 +
 
2 ,
cz(z, z1 +
 
2 , z1    2) if z1    2  z < z1 +  2 ,
0 if z1 +
 
2 < z < z2    2 ,
1  cz(z, z2 +  2 , z2    2) if z2    2  z < z2 +  2 ,
1 if z > z2 +
 
2 .
(3.15)
where z1 and z2 define the bounds of the region and the function cz is responsible for
smoothing the weight function at the boundaries of the region over a distance  . In
metadynamics, it is desirable to have CVs that vary smoothly in space in order that spatial
derivatives may be computed. The analytic form of cz(z, zA, zB) is inspired by the radial
smoothing function (3.13) and is defined as:
cz(z, zA, zB) =
8>>><>>>:
1 if z  zA,
0 if z   zB,
[(y   1)2(1 + 2y)] if zA < z < zB.
(3.16)
where y = (z zA)/(zB zA), zA and zB are the bounds of the smoothing region. The second
region’s weight function, wz,2(z), is the complement of the first region’s weight function:
wz,2(z) =
8>>>>>>>><>>>>>>>>:
0 if z < z1 +
 
2 ,
1  cz(z, z1 +  2 , z1    2) if z1    2  z < z1 +  2 ,
1 if z1 +
 
2 < z < z2    2 ,
cz(z, z2 +
 
2 , z2    2) if z2    2  z < z2 +  2 ,
0 if z > z2 +
 
2 .
(3.17)
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With these weight functions, we can finally write down the CV for each region as:
s1 =
P
i  ¯(xi)wz,1(z)P
iwz,1(z)
(3.18)
s2 =
P
i  ¯(xi)wz,2(z)P
iwz,2(z)
(3.19)
Each of these CVs will characterise the proportion of solid and liquid in their respective
region. At this point, one has the choice of performing either one- or two-dimensional
metadynamics to obtain one- or two- dimensional FESes [21]. In the one-dimensional case,
metadynamics is only performed on one of the regions and the other is held solid by the use
of a ‘CV restraining wall’ (see Step 4 of Section 3.2.5 for details). This means the supercell
never wholly melts and at most contains half liquid. In my case, as illustrated in Figure
3.3, region 1 (and the corresponding CV, s1) undergoes metadynamics whilst region 2 (and
the corresponding CV, s2) is held solid throughout the simulation run.
That expressions (3.15) and (3.17) define region 1 and 2 and not vice-versa is deliberate
because this choice minimises the net transfer of atoms between regions 1 and 2 upon
melting. The reason for this is a combination of the NpzT dynamic causing fluctuations in
the z-length of the simulation cell and the fact that the position of the boundaries betweens
regions 1 and 2 are defined statically (i.e. they don’t scale with the length of the box).
A clearer understanding can be gleamed from considering a hypothetical scenario
where region 2 (see Figure 3.3), instead of region 1, is the pertinent region undergoing
metadynamics and thus allowed to undergo solid-liquid transitions. As the solid melts in
region 2, the volume-expansion upon melting leads to a systematic expulsion of a portion
of atoms from region 2 into region 1. The extent of this expulsion is proportional to the
percentage volume-expansion upon melting and the actual fraction of liquid to solid atoms
in region 2. Although the kubic harmonic CVs defined in expressions (3.18) and (3.18) are
normalised with respective to the number of atoms in each region, the metadynamic force
is inversely proportional to the number of atoms in the pertinent region which means a
systematic increase in the metadynamic force as melting proceeds. The percentage volume
change upon melting,  Vm/Vfcc, for the MKBA aluminium potential is 5.5% [1] which
means this e↵ect can lead to a systematic error of this magnitude in the estimated  sl when
measuring it o↵ the free energy surface. No ‘atomic transfer upon melting’ problems are
encountered if I adopt the original scheme where region 1 is taken to be pertinent since any
volume-expansion upon melting will be accommodated by the volume expansion of region
1 itself via the action of the barostat.
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3.2.4 Choice of thermostat
There are some subtleties that must be considered when thermostating a metadynamics
simulation. These subtleties arise because the metadynamics scheme introduces ‘artificial’
forces on the atoms which are used to ‘push’ the system into regions of unexplored CV
space. These artificial forces inject a continuous supply of kinetic energy into the simulation
which, if not removed su ciently quickly, can cause the system to deviate significantly from
the desired canonical NVT distribution.
Many popular thermostating schemes, such as the Berendsen [109] and Nose´-Hoover
schemes, have an adjustable parameter which allows the user to control how quickly the
thermostat acts to relax the temperature towards the target value. Na¨ively, it appears
preferable to set these relaxation parameters to ensure the thermostats act as quickly as
possible to ensure strict adherence of the system to the NVT distribution. Unfortunately, it
is the nature of some thermostats, like the Langevin [110] scheme, to severely interfere with
the particle trajectories and subsequently a↵ect the dynamical properties of the system like
the di↵usion constant [111]. It is therefore undesirable to have thermostats of this type to
act too frequently and testing must be done to ensure dynamical properties are not a↵ected.
In this work I have chosen to use the stochastic-rescaling thermostat originally proposed
by Bussi, Donaldio and Parrinello (BDP) [112]. The BDP thermostat is conceptually similar
to the Berendsen scheme but is ultimately superior to the latter because the BDP scheme
samples the true canonical NVT distribution whilst the Berendsen samples the iso-kinetic
ensemble which is not experimentally realisable. In the Berendsen scheme the velocities
of the particles are gradually rescaled towards the average kinetic energy at the target
temperature, K¯ = NfkBT¯2 , where Nf is the number of degrees of freedom, kB is the Boltzmann
constant and T¯ is the target temperature. The BDP scheme di↵ers from the Berendsen
scheme in that, rather than rescaling the velocities to match a fixed kinetic energy K¯, the
target kinetic energy is sampled the canonical distribution. In fact, BDP vary the target
kinetic energy according to:
dK =
(K¯  K)
⌧
dt+ 2
s
KK¯
Nf⌧
dW (3.20)
whereK is the current kinetic energy of the system, t is the time, ⌧ is a time parameter which
determines the relaxation time of the kinetic energy and dW is a Weiner noise. The first
term on the right-hand side of (3.20) is a first-order, deterministic term formally identical to
that found in the Berendsen thermostat and the second term is a stochastic term responsible
for maintaining a canonical distribution. Bussi and Parrinello [111] showed that the BDP
scheme is essentially a global version of the Langevin thermostat [110] and demonstrated the
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advantages of the BDP over the Langevin scheme, namely, the preservation of dynamical
trajectories and properties related to them such as di↵usion constants. Lastly, BDP showed
that the stochastic noise term in (3.20) plays a similar role as the fictional coordinate in
the Nose´-Hoover scheme but with the added benefit that ergodicity is guaranteed. I have
implemented the BDP thermostat into LAMMPS [94] for the purposes of this work.
3.2.5 Detailed procedure for calculating  sl using metadynamics
The following steps were taken to compute  sl using metadynamics for the (100), (110) and
(111) solid-liquid interfaces of aluminium as modelled using the MKBA potential described
in Section 3.2.1. All molecular dynamics simulations were performed with the LAMMPS
package [94] and metadynamics was implemented with the PLUMED plugin [71]. The kubic
harmonic CV along with its rotation was manually incorporated into the PLUMED plugin by
the present author.
The main idea is to perform metadynamics using the two-region CV setup as described
in Section 3.2.3 and rotate the collective variable appropriately to cater for the three crystal
orientations (100), (110) and (111) (as detailed in Appendix D). A detailed breakdown of
the steps involved is as follows:
1. Step 1: Set up a orthogonally-shaped simulation cell with dimensions (Lx,Ly,Lz)
compatible with the periodicity of the crystal. It is convention that the z-direction of
these supercells to be chosen as the direction perpendicular to the solid-liquid interface.
As such, if we wish to study some plane with Miller index (hkl) in contact with the
liquid phase then these planes should be placed perpendicular to the z-direction of
the supercell and the resulting supercell is termed ‘(hkl)-orientated’.
Table 3.1 details the required cell dimensions and the crystal directions to be orientated
parallel to the supercell axes, (xcell,ycell,zcell), needed to generate periodic crystals
within a orthogonally-shaped supercell. The integers ↵,   and   are used to describe
the size of the supercell. ↵ and   determine the cross-sectional area and were chosen
such that the resulting cross section is as close to a square as possible (see Table 3.3).
In the metadynamic steps that come later, two parallel solid-liquid interfaces will be
induced normal to the z-direction in a manner similar to Figure 3.3 and the total area
of the solid-liquid interface will be taken as A = 2LxLy.
2. Step 2: In order to extract  sl from the free energy surface (FES) it is necessary to
hold the metadynamics simulation at the melting point, as mentioned in Section 3.2.2.
However, finite size e↵ects are known to alter the melting point in su ciently small,
periodic simulation cells, and hence the melting point must be determined for every
cell size setup. A thorough study of these e↵ects can be found in Chapter 4 where
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Supercell
orientation
Lx (a0) Ly (a0) Lz (a0) xcell ycell zcell
(100) ↵ ↵   [100] [010] [001]
(110) ↵   ⇥p2   ⇥p2 [100] [011] [01¯1]
(111) ↵⇥p6   ⇥p2   ⇥p3 [1¯1¯2] [01¯1] [111]
Table 3.1: A table of supercell dimensions, (Lx,Ly,Lz), and crystal directions to be
orientated parallel to the supercell axes, (xcell,ycell,zcell), needed to generate supercells
containing periodic crystals. a0 is the face-centred cubic lattice constant and ↵,   and
  are integers.
the IP method of Pedersen [24] was used to determine the cell-size–dependant melting
points. The melting points used in the metadynamics simulations reported in this
chapter are taken from the IP results tabulated in Table 4.2. The equilibrium lattice
constants at the melting temperature, a0,Tm , were obtained as a by-product during
this step.
3. Step 3: Set up the thermostat and barostat.
A NpzT -ensemble dynamic was imposed on the atoms and the simulation cell.
Specifically, the cross-sectional lengths of the cell, Lx and Ly, were permanently fixed
according to the lengths defined in Step 1 using the lattice constant a0,Tm found in
the Step 2, and the system was solely barostated in the z-direction. Fixing the cross-
sectional dimensions in this manner prevents anisotropic stresses in the x- and y-
directions that arise due to the surface tension associated with the two solid-liquid
interfaces that will form along the x-y plane during metadynamics.
The BDP thermostat (see Section 3.2.4) was set up with a time-step of  t = 0.003
picoseconds and relaxation time of ⌧BDP=1.5⇥10 4 picoseconds1. The Parrinello-
Rahman barostat chain [114] with a chain-length of 20 and a relaxation time ⌧NH=10
picoseconds was used in tandem with the BDP thermostat.
4. Step 4: Set up the collective variables (CVs).
Two kubic harmonic CVs were set up in accordance with the rationale outlined
in Section 3.2.3 i.e. only half of the simulation cell is allowed to undergo solid-
liquid transitions via metadynamics (called region 1, described by CV s1) and the
other half (called region 2, described by s2) is fixed solid by using a so-called ‘CV
restraining wall’, Vwall(s). Metadynamics is only performed on s1. The Vwall(s) works
1Using the implementation suggested on Bussi’s website [113], the prescription of any ⌧BDP shorter than
1/20th of the time-step,  t, maximises the thermalisation rate of the algorithm. The system is e↵ectively
‘instantly thermalised’ every time-step under these circumstances.
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by introducing a large energetic penalty against s2 when it ventures below a certain
value, slim, which e↵ectively prevents this region from melting if suitable value of slim
is chosen. The mathematical form of Vwall(s) is:
Vwall(s) =
8<:wall
 
s slim
✏
 2
if s  slim,
0 if s > slim
(3.21)
where wall = 10.0, ✏ = 0.01 and a choice of slim = 0.75 was found to e↵ectively prevent
melting.
The position of the region boundaries, z1 and z2, and the weight-smoothing region,  ,
in expressions (3.15) and (3.17) are set to z1 = 0.25⇥  a0,Tm , z2 = 0.75⇥  a0,Tm and
  = 1 A˚. The cuto↵ radii of expression (3.13) are chosen as r1 = 2.5 A˚, r1 = 3.5 A˚
in order to bracket the first peak in the radial distribution function in both solid and
liquid phases which resides around 2.8 to 2.9 A˚ (see Figure 4.5 on Page 122).
The kubic harmonic CV in its original formulation derived in [21] works with fcc
crystals orientated such that the (100) planes are perpendicular to the z-direction of
the supercell. To make this CV work with (110)- and (111)-orientated cells, the CV
must be rotated such that its lobes (see Figure 3.2) point correctly to the nearest-
neighbours in cells of this orientation. In the computational implementation of the
CV, the nearest-neighbour separation vectors are computed and expression (3.12)
evaluated. Therefore, in practise, a rotation of the CV can be emulated by back-
rotating the nearest-neighbour atoms to the original frame in which the CV is originally
formulated.
The rotation of the nearest-neighbour separation vectors was performed using Euler
rotation matrices. In three-dimensional space, they are three canonical rotation
operations: Rx, Ry and Rz for rotations about the x-, y- and z-axis respectively.
These rotation operations are non-commutative and therefore the order in which they
are applied is important. Table 3.2 details the angles of the individual Euler matrices
as well as the order in which they are applied.
For the (111)-orientated cell, complications arise relating to the formation of twinned
regions and twin boundaries parallel to the x-y–plane which lead to unexpected
free energy basins which render the determination of  sl impossible. Chapter 5 is
specially devoted to elucidating and overcoming the intricacies involved with the (111)-
orientated case, and only results for (100) and (110) are presented in this present
chapter.
5. Step 5: Set up the parameters of the well-tempered metadynamics run.
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Table 3.3 summarises the metadynamics parameters used for each supercell configuration.
The basic rationale behind the choice of values for the di↵erent metadynamics
parameters are as follows. For a given simulation temperature Tsim the well-tempered
bias factor, ⇣bias = 1+
 T
Tsim
, is chosen such that kB(⇣biasTsim) is roughly equal to solid-
basin depth, 2 slA (only a rough estimate of  sl is needed here). The initial Gaussian
height, !⌧G, is chosen is be roughly 2 slA/100.
6. Step 6: Perform the metadynamics simulation. To maximise statistical benefits, it is
desirable to perform concurrent, independent runs (between 30 to 70) each initialised
with a di↵erent random seeds for the BDP thermostat.
7. Step 7: Perform the appropriate averaging over the runs, these are explored in more
detail in Section 3.3.3.
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3.3 Results and analysis
3.3.1 Identifying the prominent features of the free energy surfaces
obtained by metadynamics
As a start, it is beneficial to analyse the resulting free energy surfaces (FES) from
metadynamics in a purely qualitative manner in order to familiarise the reader with the
prominent features present in the free energy landscape. The (100)-orientated, 4⇥4⇥26
simulation cell is used here for this purpose but the features explored here are typical of the
other supercells.
The one-dimensional metadynamics methodology described in Section 3.2.5 is carried
out for a (100)-orientated, 4⇥4⇥26 simulation cell. The time evolution of the two collective
variables, s1(t) and s2(t), during a single run of such a simulation is shown in Figure 3.4.
Recall that only s1 is subject to metadynamics. An inspection of s1(t) reveals two distinct
stages:
1. Stage 1 : An initial entrapment within a deep basin around s = 0.8 corresponding
to the case when the system is wholly solid. This occurs within the first 1.2 ⇥ 104
picoseconds.
2. Stage 2 : Upon breaking free from the solid-basin, the CV traverses the CV space
0.0 < s < 0.65 relatively freely – this corresponds to the case whereby liquid phase
grows and shrinks by either consuming or relinquishing itself to the solid phase. s1
still spends brief stints in the solid-basin.
In addition, the time evolution of s2(t) in Figure 3.4 shows the e↵ectiveness of the CV
restraining wall at s = 0.75 in preventing region 2 from melting. It is important that the
latter restraining wall does not impose upon the natural fluctuations of s2.
As mentioned in Section 2.3.3.2, the well-tempered variant of metadynamics used in this
thesis does not yield a uniform s-probability distribution for s1 in the long-time limit but
instead tend towards the probability distribution given by expression (2.30) on Page 38.
This fact is reflected in Stage 2 of the s1(t) via the prolonged stints that the CV resides
in the solid-basin around s = 0.8 even after the initial basin-filling that occurred during
Stage 1.
The resulting FES, G(s1), obtained by averaging over 70 independent metadynamic runs
of the (100)-orientated 4⇥ 4⇥ 26 system is shown in Figure 3.5. From this point onwards,
any FES will be denoted simply as G(s) rather than G(s1); it should be understood that
the pertinent metadynamics CV is s1 and not s2 unless otherwise stated. Two prominent
features can be identified in G(s):
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Figure 3.4: Time evolution of the kubic harmonic CV of region 1, s1 (blue line), under the
influence of metadynamics for a (100)-orientated, 4⇥4⇥26 system. Also shown is the time
evolution of s2 (red line) and the location of the CV restraining wall at s = 0.75 (green
dashed line) which is responsible for preventing region 2 from melting (see Step 4 of Section
3.2.5).
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1. A deep basin at s = 0.8 corresponding to a wholly solid supercell. Climbing out of this
basin involves the nucleation of a small volume of liquid phase as shown in subfigure
B of Figure 3.5.
2. An extensive flat plateau region around 0.0 < s < 0.65. This corresponds to the
growth and shrinkage of liquid as shown in subfigures C and D of Figure 3.5. The
flatness of this plateau region eludes to the fact that the chemical potentials of the
solid and liquid phase are equal which is achieved at the melting point, Tm, of the
interatomic potential.
If the cross-sectional area of the supercell is A then the free energy required to create two
solid-liquid interfaces perpendicular to the long z-direction of the cell is 2A sl. This latter
quantity can be estimated by the depth of the solid-basin relative to the plateau – this is
marked clearly in Figure 3.5. Calculating the  sl is then a matter of dividing the basin depth
by 2A. Clearly, the estimation of  sl from these FES can only be done when the plateau is
su ciently flat in order to avoid ambiguities. A non-flat plateau may be attribute to many
reasons such as:
• Supercooling or superheating of the simulation cell: this causes a systematic
slope to be introduced into the plateau region due to the inequality of the solid and
liquid chemical potentials. The issues surrounding supercooling and superheating are
elaborated upon in Section 3.3.2.
• Planar stacking defects: These can cause the manifestation of multiple depressions
in the plateau region causing it to became undulated and rendering it almost
impossible to melt the crystal phase and measure  sl. This is a shortcoming of the
kubic harmonic collective variable being unable to di↵erentiate between regions which
undergo twinning and melting. A resolution to this problem and issues surrounding
it warrants the entirety of Chapter 5.
• Embryonic formation of liquid ‘bubbles’: This manifests as a ‘hump’ in the
FES at the cli↵-edge adjacent to the deep solid-basin. These humps were observed
only in the (111)-orientated cases and not observable in the (100) nor (110)-orientated
supercells. Therefore, this phenomenon is not elaborated until Section ?? when (111)-
orientated supercells are considered.
• Grain boundaries: Angioletti-Uberti [101] found during his study on lead that
grain-boundary-like structures can cause the FES to become terraced-like.
In Figure 3.5 the trough of the basin is roughly at s = 0.8 but its precise position is
dependent on many factors much as temperature as discussed in the following Section 3.3.2.
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Figure 3.5: Gibbs free energy surface for the (100)-orientated, 4⇥4⇥26 unit cells
system obtained by the averaging over 70 independent metadynamics simulation runs.
Representative snapshots of the simulation at four di↵erent values the CV, s, are shown
where snapshot A, B, C and D were taken when the simulation had CV values of 0.8, 0.7,
0.3 and 0.1 respectively. The atom in the snapshots are coloured according to their kubic
harmonic order parameter value as defined by expression (3.14). Loosely speaking, blue
(red) atoms have a local environment resembling (100)-orientated solid (liquid). The Gibbs
free energy contribution due to the creation of the two solid-liquid interfaces is marked and
labelled as  Gint.
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3.3.2 The e↵ect of superheating and supercooling on the free
energy surfaces
Although a great deal of emphasis has been placed on ensuring the metadynamics
simulations are performed at the melting point, Tm, of the material contained within the
simulation box, it is interesting to observe how deviations from Tm (i.e. superheating and
supercooling) a↵ect the resulting free energy surfaces (FES).
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Figure 3.6: Free energy surfaces, G(s), obtained by metadynamics runs at three di↵erent
temperatures: at the Tm (green line), 10 K above Tm (blue line) and 10 K below Tm (red
line). The system is a (100)-orientated, 6⇥ 6⇥ 18 simulation cell which has Tm = 925.7 K
as determined from the interface pinning results of Table 4.2 on Page 119. It can be seen
that a systematic slope is introduced in the plateau region as a result of deviations from the
melting point.
Figure 3.6 shows FESes obtained from three separate metadynamic simulations each
carried out at a di↵erent temperature: at Tm, 10 K above Tm and 10 K below Tm. It
can be seen that being 10 K above and below the Tm yields a positive and negative slope
respectively in the plateau region. The physical origin of these slopes can be understood in
terms of the chemical potential di↵erence between the solid and liquid phases:
 µsl = µs   µl (3.22)
where µs and µl are the chemical potentials of the solid and liquid phases respectively. For
80
a system held at Tm,  µsl = 0 and there is no free energy penalty for creating more liquid
at the expense of solid and thus a flat plateau feature is obtained in the FES (green line in
Figure 3.6). On the other hand, any deviation away from the Tm causes  µsl to become non-
zero and a free energy penalty/incentive is then associated with creating more liquid phase
which introduces a systematic slope in the plateau region. To be precise, when T < Tm
(blue line in Figure 3.6) then  µsl < 0 and if T > Tm (red line in Figure 3.6) then  µsl > 0.
It is helpful to derive an expression which allows us to predict the gradient of the
systematic slope as a function of the amount of superheating and supercooling. It is
postulated that the variation of the free energy in the plateau region, Gpl, as a function
of the CV, s, can be approximated by:
Gpl(s) =
N µsl
2ss
s (3.23)
where N is the number of atoms in the simulation box, ss is the CV value when the box is
wholly solid (ss ⇡ 0.8 for this system), and the factor of 12 arises from the fact that only half
the cell undergoes metadynamics as detailed in Section 3.2.3. An underlying assumption in
expression (3.23) is that s is linearly proportional to the amount of solid in region 1 of the
cell - this is a good assumption with the possible exception when s is close to ss because
the solid-liquid interface is the dominant structural feature in this part of CV space.
Now expression (3.23) can be rewritten in terms of the latent heat of fusion,  Hf, by
realising that  µsl is proportional the the entropy of melting,  Sm, via expression (E.4) of
Appendix E:
 µsl( T ) =  Sm T (3.24)
where  T = T  Tm is the deviation from the melting point. Knowing that  Sm =  Hf/Tm
along with (3.24) allows (3.23) to be rewritten as:
Gpl(s) =
N Hf T
2ssTm
s (3.25)
Expression (3.25) stipulates that the slope in the plateau region is linear with a gradient
proportional to  T which appropriately vanishes when  T = 0 K.
The validity of expression (3.25) can be tested by computing the slope it predicts and
comparing this prediction with the observed slopes in Figure 3.6. This is done in the
following manner. Firstly, the slope of the three plateau regions in Figure 3.6 are computed
by performing a linear regression of the FES data between s = 0.1 and s = 0.5. Secondly, the
gradient term of expression (3.25) i.e. N Hf T2ssTm is evaluated with N = 2592 atoms, ss = 0.8,
Tm = 925.7 K and  Hf = Uliq   Usol = 0.1097 eV per atom is deduced from the 8⇥ 8⇥ 26
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simulation cell data in Table 4.3. The computed plateau slopes are collated in Table 3.4.
Plateau region slope (eV per unit CV value)
 T (K) Fitted to data by linear regression Prediction by expression (3.25)
-10 -1.877(5) -1.960
0 -0.273(6) 0.000
+10 +1.775(6) +1.960
Table 3.4: Comparison of the actual slopes in the plateau regions shown in Figure 3.6
(obtained by linear regression - see main text) and those predicted by expression (3.25).
There are several things to note in Table 3.4:
1. The magnitude and sign of the predicted and observed plateau region slopes are in
good agreement with each other. Although concurrence of the signs is to be expected,
it is encouraging that the magnitudes are within ⇡ 10% of each other.
2. Note that there is a non-negligible slope in the observed FES although it is only
⇡ 10% of the slopes exhibited by the superheated and supercooled FESes. My
derived expression (3.25) stipulates that a non-level plateau implies that the simulation
temperature is deviated from the empirical potential model’s Tm. Please note that the
value for Tm used to compute the FES in Figure 3.6 originates from the interface
pinning simulations carried out in Chapter 4 where it is demonstrated that Tm is a
function of the supercell size.
The e↵ects of undercooling and supercooling on the slopes of the plateau regions in
Figure 3.6 are easily seen by naked inspection but there is an additional, more subtle e↵ect
concerning the position of the free energy basins situated near s = 0.8. As explained in
Section 3.3.1 these basins correspond to the scenario whereby the simulation cell is wholly
solid. A closer inspection of these basins is presented in Figure 3.7 and it is evident that the
basin position shifts systematically to the left with increasing temperature. This observation
can be explained by the increased thermal vibrations associated with increasing temperature
which serve to agitate the nearest neighbour environment of the solid atoms further away
from the zero-temperature, (100)-orientated fcc environment the kubic harmonic CV is
designed to detect.
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Figure 3.7: Magnification of the troughs in the free energy basins of Figure 3.6 showing the
systematic shift of the basin position with respect to the simulation temperature.
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3.3.3 Convergence and error estimation in values of  sl from
metadynamics
The objective of this work is to investigate whether the metadynamics method of calculating
 sl is su ciently accurate to allow the di↵erentiation between the interface free energies,  sl,
of the (100) and (110) solid-liquid interfaces which is known to be quite small, in order of
just 2%, for aluminium (see Section 2.5.2). It is therefore crucial to understand and quantify
how the magnitude of the errors in the estimate of  sl behaves as a function of the amount
of computation resource and time devoted to the metadynamics simulations. Knowing the
error behaviour enables the practitioner to know how long to run the simulations in order
to achieve the necessary resolution to resolve between  sl of the (100)- and (110) interface
orientations. To begin with, the advantage of the metadynamics approach to calculating  sl
lies in its ability to use an order of magnitude less atoms than the CFM (see Section 2.5.3
on page 55). It is of utmost importance to establish whether the metadynamics approach
can achieve comparable accuracy to the CFM technique.
The well-tempered variant of metadynamics guarantees exact reproduction of the
underlying free energy surface in the long-time limit (see Section 2.3.3.2). But in practise,
with only finite computational resources, the simulation must necessarily be terminated
after some practicable length of time long before the theoretical convergence of the FES is
achieve in the long-time limit. Errors are inevitably incurred by this premature termination
and it is the objective of this section to quantify these errors.
3.3.3.1 Investigating the viability of averaging over many metadynamic runs
As noted by Angioletti-Uberti and coworkers [21] a great advantage of metadynamics is the
ability to perform many independent and short simulation runs in lieu of one long simulation
run and thus allowing the exploitation of computational parallelisation to improve the rate
at which the underlying FES is recovered. In essence, the adoption of this approach allows
the converged FES to be obtained in less real-life time. The basic idea is to run multiple
independent replicas of the metadynamic simulation with each individual run initialised with
a di↵erent random seed to generate unique atomic trajectories within them. A final FES is
then produced by averaging over the FESes produced by each run. Using a model system
based on the Langevin equation, Laio and coworkers [77] analytically showed the validity of
averaging the bias potential over a series of metadynamic runs to yield an unbiased estimate
of the underlying FES. However, it is unclear whether this type of averaging is valid for the
well-tempered approach.
To investigate whether the merits of this approach are worth reaping, the following
approach was taken. 70 independent metadynamics runs were carried out on the
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(100)-orientated, 4⇥ 4⇥ 26 supercell where each has been set up according to the method
described in Section 3.2.5. Each independent run was initialised with a di↵erent random
number seed for the stochastic velocity-rescaling Bussi thermostat (see Section 3.2.4). Each
run yields its own FES and by averaging over the full or partial set of these 70 runs the
benefits of increasing the number of runs can be quantified.
The specific details of averaging over the runs are as follows. For each of the 70 runs,
the time evolution of the basin-depth,  Gint(t), is monitored. As shown in Figure 3.5 on
page 79, the physical meaning of  Gint is the SL interface contribution to the free energy
and its magnitude can be measured from the height di↵erence between the plateau and the
bottom of the solid-basin:
 Gint(t) = G(spl, t) G(ss, t) (3.26)
where spl and ss are locations in CV space corresponding to the plateau and basin regions
of the FES respectively. Although the trough of the basin, ss, is non-negotiably located at
a single location defined as the lowest-point in the solid-basin (s = 0.8 for this particular
aluminium interatomic potential) there is, however, some freedom in choosing where spl is
located since one can choose any point on the plateau region provided it is su ciently flat.
For the purposes of the current study, spl was taken to be 0.3 which is roughly in the middle
of the plateau region of the FES. It is convenient to formally define the instantaneous mean
average of n runs,  Gint(t), as a simple arithmetic average:
 Gint(t) =
Pn
i=1 Gint,i(t)
n
(3.27)
where i indexes the individual runs. Figure 3.8 shows the evolution of  Gint(t) for the 70
independent runs (grey lines) and  Gint(t) of these runs (blue line). Each of the 70 runs
was executed for an identical simulation time of 5.4⇥ 104 picoseconds.
There are several things to note in Figure 3.8. Firstly, there is a ‘turning point’ in
 Gint(t) at around t = 1.1⇥ 104 picoseconds after which it stops relentlessly increasing and
roughly flattens out. It is speculated that this turning point occurs at the average time
taken for the deposited bias potential from the metadynamic algorithm to fully compensate
the solid-basin for the first time and then reach spl = 0.3. Secondly, the time evolution
of  Gint(t) before the turning point exhibits a gradually decreasing gradient (negative
curvature) which can be attributed to two reasons:
1. The well-tempered metadynamic algorithm exponentially damps the height of successively
deposited Gaussians according to expression (2.29).
2. The width of the solid-basin is ‘bowl-shaped’ which means the point ss in CV space
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Figure 3.8: The time evolution of the instantaneous average basin-depth,  Gint(t), of the
70 independent runs (blue line). The time evolution of the basin-depths of the individual
runs,  Gint,i(t), are drawn using grey lines where each has been run for the same number
of simulation time-steps.
is visited less frequently as the solid-basin is filled.
One can also see that the time evolution of  Gint (grey curves) for the 70 individual runs
are almost overlapping each other before the turning point, whilst the spread becomes much
more pronounced afterwards. Despite the increase in the spread of the  Gint’s after the
turning point, it is remarkable that  Gint(t) remains largely constant. This constancy of
 Gint(t) suggests, in a preliminary fashion, that it is a viable strategy to average over many
runs.
To further investigate the improvements provided by averaging over many runs,
Figure 3.9 shows the gradual improvement yielded by averaging over subsets of the 70
runs. It is apparent that averaging over more independent runs yields both a clearer, more
well-defined turning point and visibly less fluctuations in the time evolution of  Gint(t). It
is also of interest to look how the values of  Gint(tend) achieved at tend, the very end of
the simulations, depend on the number of runs. One might expect  Gint(tend) to converge
towards a stationary value as the number of runs is increased.
At this point it is useful to cast our problem into the terminology and paradigms of
statistics. Consider that each individual run represents a single member of an infinite
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Figure 3.9: The time evolution of the mean basin depth,  Gint(t). Each line is calculated
by taking the average over a di↵erent number of independent runs.
population of similarly set-up but di↵erently seeded metadynamics runs. When we carry
out n such runs we are sampling n members of the population and thus n is our sample
size. Each ith metadynamics run gives a single value of  Gint,i(tend) which is the final basin-
depth of the ith run. Carrying out n of these runs will give n number of  Gint,i(tend)’s and
taking the mean of these n values yields a sample mean which is equal to the  Gint(tend)
described above.  Gint(tend) can be used as a best estimate of the true  Gint and  sl can be
computed from it (by dividing it by 2A where A is the cross-sectional area of the simulation
cell). Due to limited computation resources, it is only practicable to calculate  Gint(tend)
using 10  n  70 runs.
The  Gint(tend) calculated by averaging over n = {10, 20, 30, 40, 50, 60, 70} runs is shown
in Figure 3.10. Also shown in Figure 3.10 is the standard deviation,  BD, and 95% confidence
intervals (CIs) of the  Gint,i(tend)’s calculated from the di↵erent number of runs. A detailed
interpretation of the data in Figure 3.10 is as follows:
1. The  Gint(tend) tends to a value of 3.572 ± 0.020 eV when averaged over n > 30 runs.
The convergence is not as smooth as expected, with rather large oscillations in the
 Gint(tend) value as a function of the number of runs.
2.  BD remains fairly independent of n. It is speculated that  BD is dependent on
metadynamics parameters such as the width and deposition rate of the Gaussian-
shaped bias potentials.
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Figure 3.10: The dependence of  Gint(tend) (blue circles and line), standard deviation (red
circles and line) and confidence interval (red triangles and line) on the number of runs, n.
See main text for details.
3. Since the  Gint(tend) is such a crucial quantity, it is vitally important to quantify the
amount of confidence one can have in this quantity which is essentially a sample mean.
This is where CIs become pertinent. The interpretation of the CIs is that there is a
95% certainty that the population mean i.e. the theoretical  Gint(tend) which would
be obtained if one performed an infinite number of runs, is contained within a CI
either side of the n-dependent FMDBs shown in Figure 3.10. For example, for n = 40
runs, the  Gint(tend) is 3.594 eV and the 95% CI is 0.055, this means that there is a
95% chance that the theoretical  Gint(tend) of an infinite number of runs lies between
3.539 and 3.649 eV.
4. All the statistical analysis above assumes that the  Gint,i(tend)’s are normally
distributed which has not been vigorously verified to be the case. It is possible that
some other probability distribution is a more valid descriptor of the spread in the
 Gint,i(tend) values from the n runs which consequently means the current statistical
analysis is over/under-estimating the errors of this metadynamics approach.
It is instructive to interpret these findings in the context of computing  sl of aluminium.
As noted in Section 2.5.2, the di↵erence in the interface free energies of the (100) and (110)
interfaces in aluminium is in the order of 2-3% (see Table 2.4) and this places a stringent
requirement on the upper bounds of acceptable error required to resolve this anisotropy. If
the CIs in Figure 3.10 are taken to be the random errors of this metadynamics methodology,
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then Table 3.5 shows how large these CIs are as a percentage of the  Gint(tend) for di↵erent
sample sizes n. It can be seen that n > 20 runs yield less than 2% error but one needs
n > 50 in order to reduce these errors to about 1%. This means that, at least for this
4⇥ 4⇥ 26 (100)-orientated system, using more than 50 simulations is vital.
Number of runs, n CI as a % of  Gint(tend)
10 2.2
20 1.5
30 1.9
40 1.5
50 1.3
60 1.3
70 1.2
Table 3.5: The e↵ect of increasing the number of runs on the confidence interval (CI) of
 Gint(tend).
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3.3.3.2 Quantifying error based on averaging the instantaneous mean basin
depth over time
In ordinary metadynamics, it is common practise to average the bias potential profile,
vbias(s, t), over time in order to obtain a best-estimate of the free energy [75]:
G˜(s) =   1
ttot   tf
Z ttot
tf
vbias(s, t) dt (3.28)
where G˜(s) is the estimated FES, tf is the time when the metadynamics simulation is
undergoing freely di↵usive motion across the CV space and ttot is the total simulation
time. An ordinary metadynamics simulation only performs di↵usive motion in the CV
space after the underlying FES has been fully compensated. During this time, the G˜(s)
exhibits fluctuations about the true underlying FES, G(s), where the magnitude of the
fluctuations are in the same order of the height of the freshly deposited, Gaussian-shaped
bias potentials. The working premise of expression (3.28) is to average these fluctuations
over time.
The well-tempered (WT) scheme of metadynamics is at odds with ordinary metadynamics
in that the fluctuations of G˜(s) away from G(s) decays at a rate proportional to t 1/2 [69].
Clearly, it is desirable to run the simulation for a su cient length of time until the desired
accuracy is obtained. With this in mind, it remains unclear whether it is appropriate to
perform a simple time-average akin to expression (3.28) for WT simulation runs since the
fluctuations decay with time. Writing a similar time-average expression for a WT run gives:
G˜(s) =
1
ttot   tf
Z ttot
tf
G˜WT(s, t) dt (3.29)
Where G˜WT(s, t) is the FES recovered from a single WT metadynamics run using expression
(2.31) on page 38. There is some di culty in judging the point at which tf is reached for
a WT simulation because the CV will never exhibit free di↵usive motion but instead tend
towards a canonical distribution given by (2.30). Perhaps the success of expression (3.29)
lies in deciding a suitable interval [tf, ttot] for the integration. Note that the time-average as
written in expression (3.29) is performed over the time evolution of G˜WT(s, t) for a single
WT run. However, in the previous Section 3.3.3.1 the benefits of averaging over many
metadynamics runs was elucidated and it is an intriguing prospect to replace G˜WT(s, t) in
expression (3.29) with the instantaneous average over many runs, GWT(s, t):
G˜(s) =
1
ttot   tf
Z ttot
tf
GWT(s, t) dt (3.30)
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Expression (3.30) has many benefits over (3.29). Firstly, the fluctuations of GWT(s, t) with
respective to time are smaller than a single G˜WT(s, t) from one run. There is a great deal
of time-correlation between the time evolution of the G˜WT(s, t)’s during the initial stages
of running many replicas of similarly-initialised metadynamic simulations but this time-
correlation should vanish after a su cient length of time. Therefore, assuming these time-
correlations have decay su ciently, it is reasonable to assume that the act of averaging over
many runs makes GWT(s, t) exhibit a more stochastic rather than oscillatory behaviour. The
stochastic behaviour dampens the di culty of choosing an appropriate integration interval.
Lastly, expression (3.30) can be thought of as a ‘two-dimensional’ average in the sense that
it averages over both time and a large number of independent simulation runs.
A mean average such as expression (3.30) contains no information about the spread of
the data used to compute that mean. To characterise the data spread, it is natural to
consider the standard deviation,  GWT , of expression (3.30) which is given by:
 GWT(s) =
s
1
ttot   tf
Z ttot
tf
⇣
GWT(s, t)  G˜(s)
⌘2
dt (3.31)
It is interesting to investigate the use of (3.31) as a mean of characterising error. By
definition, 95% of the data used to compute G˜(s) will be contained within an interval
spanning 2 GWT either side of the mean i.e [G˜(s)  2 GWT , G˜(s) + 2 GWT ].
To investigate the viability of the time-averaging technique described in this section,
expressions (3.30) and (3.31) were used to estimate the basin-depth,  G˜int, as defined in
expression (3.26) for the (100)-orientated, 4 ⇥ 4 ⇥ 26 supercell system where ss = 0.8 and
spl = 0.3. This system is identical to that investigated in the previous Section 3.3.3.1.
Details for the averaging scheme are as follows. A total of 70 independent runs were used to
compute the mean over the runs, GWT(s, t). The integration interval was chosen to be the
last 2⇥ 104 picoseconds of all the runs because time evolution of GWT(s, t) looks relatively
flat across that time frame (see Figure 3.8 on page 86). Figure 3.11 shows the results of these
computations as a function of the number of independent runs used to compute GWT(s, t)
with the error bars signifying  GWT .
Notice that in Figure 3.11, the error bars are significantly diminished as the number of
independent runs is increased. This behaviour is explained by the fluctuations in GWT(s, t)
being suppressed as the number of runs is increased. It is encouraging that the higher-
accuracy runs always lie within the error bounds of the less accurate runs – something is
amiss if this is not found to be the case. For the cases of 40 and 70 runs, the error bars
are 0.5% and 0.3% of the basin-depth respectively. These errors are about half of those
suggested by the confidence intervals method suggested in Section 3.3.3.1 (also see Table
3.5).
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Figure 3.11: The dependence of the estimated basin-depth,  G˜int, for the (100)-orientated,
4 ⇥ 4 ⇥ 26 supercell system on the number of independent runs. The error bars represent
 GWT .
Although this method of ‘two-dimensional’ averaging apparently yields smaller errors it
must be conceded that there is a degree of arbitrariness in how tf is chosen. However, a good
rule of thumb is to choose the length of the integration time frame [tf, ttot] to be su cient
to bracket the average time it takes for the runs to perform a full sweep of the entire CV
space and back, tsweep. The time evolution of the CV for the (100)-orientated, 4 ⇥ 4 ⇥ 26
system discussed above is shown in Figure 3.4 on page 77 and it can be seen that the last
full sweep of the CV space took about 5 nanoseconds. Since the data in Figure 3.11 was
averaged over 10 nanoseconds, we can be confident in those values. Ultimately, the analysis
of this section concludes that the basin-depth is 3.55 ± 0.01 eV for this (100)-orientated,
4 ⇥ 4 ⇥ 26 system which corresponds to  sl = 6.48 ± 0.02 meV/A˚2. A similar analysis is
carried out to obtain the values for all the supercell sizes studied in Table 3.7 on page 100.
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3.3.4 Convergence of metadynamics FES with respect to Gaussian
width
One of the intricacies involved in performing metadynamics simulations is in the selection
of appropriate parameters for the bias potential. The well-tempered (WT) bias potential,
vbias,WT(s, t), is the aggregate of many small, repulsive Gaussians-shaped potential ‘hills’
(see Section 2.3.3.2) which can be expressed mathematically as:
vbias,WT(s, t) =
X
t0=⌧,2⌧,...
t0<t
!⌧e 
vbias(s,t
0)
 T e 
(s s(t0))2
2 2 (3.32)
Someone wishing to use WT metadynamics must decide on the initial Gaussian height, !⌧ ,
the deposition time interval, ⌧ , the fictional temperature,  T 2, and the Gaussian width,  .
These are termed ‘metadynamic parameters’.
The WT formulation somewhat guarantees convergence of the estimated FES, G˜(s),
regardless of the specific choices of !⌧ and ⌧ because the height dampening term e 
vbias(s,t
0)
 T
eventually curbs any excessive bias deposition. However,   remains constant throughout
the WT run and a poor choice can adversely a↵ect the recovery of the underlying FES,
G(s). It was suggested by Angioletti-Uberti [21] that   should be chosen to be of the same
order as the thermal fluctuations of the CV in an unbiased simulation although it is unclear
whether this refers to fluctuations during which the system is wholly-solid or when solid
and liquid phases are in coexistence.
To investigate how the choice of   a↵ects the convergence of G˜(s), the (100)-orientated,
4 ⇥ 4 ⇥ 26 supercell system is hereby investigated using di↵erent choices of   with all
other metadynamic parameters !⌧ , ⌧ and  T kept constant. For this system in the solid
phase, the fluctuations of the CV due to thermal e↵ects exhibits a standard deviation of
about 6.8⇥ 10 3 CV units. Figure 3.12 shows the time evolution of the solid-basin depth,
 Gint(t), when performing WT metadynamics using three di↵erent   values: 1.5 ⇥ 10 3,
2.5 ⇥ 10 3 and 7.5 ⇥ 10 3 CV units.  Gint(t) is the instantaneous mean basin depth over
70 runs as explained in Section 3.3.3.1.
There are several things to note from Figure 3.12. Firstly, it is encouraging is see the time
evolution of  Gint(t) for each   tending towards the same value. Secondly, note how the
simulation time needed to escape the solid-basin for the first time is inversely proportional
to  . This is to be expected since a larger   deposits more bias potential per deposition for
a given Gaussian height thus filling the solid-basin more quickly.
Generally speaking, a faster deposition rate leads to an increased ‘risk’ of overfilling
whereby the CV ‘walker’ cannot respond su ciently quickly to the deposited bias which
2in the LAMMPS+PLUMED package, this is defined by a ‘bias factor’ which is defined as T+ TT .
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Figure 3.12: Time evolution of  Gint(t) for the (100)-orientated, 4⇥4⇥26 supercell system
using di↵erent Gaussian widths,  .  Gint(t) is the instantaneous mean basin depth over 70
independent runs. The inset magnifies the fluctuations of  Gint(t) in the latter stages of
the simulation.
leads to the walker remaining in the current underlying FES basin even though it is fully
compensated. A manifestation of overfilling can be seen in the   = 7.5⇥10 3 case (blue line)
in Figure 3.12 where the initial ascent ‘overshoots’ before descending again leaving behind
a characteristic ‘peak’ at around 0.25 ⇥ 104 picoseconds. We think it is no coincidence
that the   = 7.5 ⇥ 10 3 case is the only case to exhibit such a clear overshoot-peak whilst
simultaneously being the only case to have a   larger than the thermal fluctuation of the
CV (6.8⇥ 10 3). This suggests that overfilling can be avoided by choosing a   smaller than
the thermal fluctuation of the CV. Note that overfilling is not inherently a pathology that
must be avoided; in the long-time limit the overfills will be buried but it does mean the
convergence of the estimated FES will be more erratic.
It should also be noted in Figure 3.12 that smaller  ’s appear to give smaller amplitude
fluctuations in the time evolution of  Gint(t). To characterise this quantitatively, Table
3.6 shows the standard deviation in the values of  Gint(t),   Gint , over the last 1.5 ⇥ 104
picoseconds for the di↵erent  ’s. It is clear from Table 3.6 that the fluctuations are reduced
three-fold in using a   of 1.5⇥10 3 compared to 7.5⇥10 3. This has important repercussions
in relation to the way errors are quantified in Section 3.3.3.2 since the premise of that method
is to gauge the accuracy by observing the fluctuations of  Gint(t). Therefore, knowing how
94
  a↵ects the fluctuations of  Gint(t) gives us a way to reduce the errors in our calculations
of the true  Gint and subsequently  sl.
Gaussian width,   Fluctuations in  Gint(t),   Gint
1.5⇥ 10 3 0.0015
2.5⇥ 10 3 0.0032
7.5⇥ 10 3 0.0045
Table 3.6: A table showing the impact of the choice of   on the fluctuations in the value of
 Gint(t) as characterised by its standard deviation in the final 1.5⇥ 104 picoseconds.
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3.3.5 E↵ect of supercell cross-sectional area and length on  sl,(100)
In the preceding Section 3.3.3, the necessary protocols to determine the error bounds on the
accuracy of the obtained FES were established. With these foundations established, it is
finally possible to investigate the impact that the supercell size has on the FESes and thus
 sl. The results of the investigation reported in this section are restricted to (100)-orientated
supercells and the solid-liquid interface (SLI) free energy of this crystal interface,  sl,(100).
First, the e↵ect of supercell length is investigated. Figure 3.13 shows multiple FES
obtained from metadynamics simulations on a variety of 4 ⇥ 4 and 6 ⇥ 6 cross-sectioned
(100)-orientated supercells of di↵erent lengths. Of course, the actual length of a given
supercell fluctuates during the simulation due to the action of the barostat but the present
meaning of supercell length connotes the number of fcc unit cells initiated in the z-direction
of the simulation cell. The detailed set up of each simulation is found in Table 3.3. There
are several things to note from Figure 3.13:
1. As expected, the solid-basin depths increase roughly proportionately with the cross-
sectional area of the supercell. As explained in Section 3.3.1, the basin depth is
assumed to be equal to 2A sl behind the reasoning that a larger cross section requires
the formation of corresponding larger SLIs within the supercell. It is known that SLIs
exhibit wave-like undulations3 which manifest more prominently in larger cell cross
sections. It is conceivable that these undulations can cause the actual area of the
SLI to be larger than that suggested by assuming the interface to be planar but it is
unclear how important these contributions are towards a↵ecting the basin-depth.
2. There is a systematic narrowing of the solid-basin width with increasing supercell
length. It was explained in Section 3.3.1 that traversing up the left-side of the solid-
basin corresponds to the formation of a liquid embryo into a planar liquid film. It
makes intuitive sense that this embryonic stage occurs over a relatively smaller region
of CV space when the supercell length is increased.
3. There is little discernible sloping in the plateau regions of the multiple FES shown.
This is made particularly clear in the inset of Figure 3.13 which magnifies the plateau
regions of the FES with 4 ⇥ 4 cross section. As discussed in Section 3.3.2, any
systematic slope in this region could be indicative of superheating/supercooling of
the material within the supercell. The remarkable flatness of these plateaus allow the
unambiguous resolution of the relative basin-depths,  Gint.
4. Importantly, there is a consistent trend whereby the solid-basin depth (and hence
3These undulations are, after all, the basis behind the capillary fluctuation method described in Section
2.5.2.
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the  sl) decreases with increasing supercell length for a given constant cross section.
Further analysis and rationalisation of this trend is given in Section 3.3.7 on page 106.
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Figure 3.13: The e↵ect of supercell length on the resulting metadynamics FES of (100)-
orientated systems with 4⇥4 and 6⇥6 cross sections. The G(s) surface for each supercell is
obtained by averaging over between 45 to 70 individual FESes in the spirit of Section 3.3.3.1.
The G(s) surfaces have been vertically shifted such that the troughs of the solid-basins for
each cross section coincide. The inset magnifies the ‘plateau edges’ of the 4⇥ 4 FES.
Having observed the general e↵ect of supercell length above, the e↵ects of supercell cross
section will be investigated next. Figure 3.14 takes the FES from the previous Figure 3.13
and normalises each FES with respective to the corresponding supercell cross section area
i.e G(s)/2A. This yields the beneficial property that the basin depths in Figure 3.14 are
now equal to  sl and facilities comparison of the FESes with di↵erent cross-sectional areas.
In addition, the FESes are now grouped with respect to their supercell length with each
member of the group having their FES vertically shifted so as to have their basin troughs
superimposed. Several salient points are evident from Figure 3.14:
1. It is clear that the solid-basins have a similar shape regardless of cross-sectional area
as evident by the highly coincidental nature of these basins.
2. The position of the basin trough is independent of supercell cross section or length.
3. A noticeable kink appears in the plateau region for the FES of 4⇥ 4⇥ 26 supercell at
around s = 0.4.
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Figure 3.14: A plot comparing the normalised FES, G(s)/2A, from the metadynamics
calculations of (100)-orientated systems of various supercell sizes. FES of common supercell
length are grouped together and vertically shifted to have their basin troughs match. The
two insets magnifies the plateau regions of the corresponding FES grouped by the their
identical supercell length.
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4. By naked inspection, it appears that  sl does not depend strongly on the supercell
cross section. This is evident from the fact that the basin-depths of these normalised
FES appear quite similar - the insets in Figure 3.14 show that the plateaus are almost
overlapping. In fact, the basin-depths are su ciently similar that slight sloping in
the plateau regions is now visible. There is arguably a pattern where the  sl from
4 ⇥ 4 cross section supercells are generally lowers than the larger 5 ⇥ 5, 6 ⇥ 6 and
7 ⇥ 7 cross section supercells, but the slight sloping in the plateau regions make this
interpretation unclear.
5. There appears to be a significant ‘hump’ at around s = 0.62 for the 7⇥7 cross section
supercell. It is speculated that this may be a particular feature owing to the large
cross section of this particular supercell.
Armed with the insights and trends provided by the FESes shown in Figures 3.13 and
3.14, a more quantitative analysis is carried out culminating in the values tabulated in Table
3.7 which shows the estimated  sl,(100) and the respective errors associated with them for
the various supercell sizes. The values of  sl,(100) shown in Table 3.7 are computed by taking
 Gint as G(spl = 0.3)   G(ss = 0.8) and  sl,(100) =  Gint/2A where A = 2L2x. The trends
present in Table 3.7 are best delineated by representing them in the graphical forms shown
in Figure 3.15(a) and (b).
There are two plots in Figure 3.15 and both exhibit some interesting trends. Firstly,
Figure 3.15(a) shows that  sl,(100) tends to decrease as the supercell length increases from
26 to 60. This trend is consistent for all cross sections considered i.e. 4⇥ 4, 5⇥ 5 and 6⇥ 6.
Furthermore, the trend exhibited by the 4 ⇥ 4 series appears rather linear. Increasing the
supercell length from 26 to 60 for the 4⇥ 4 case results a 0.65 meV drop in  sl,(100) which is
a roughly 10% decrease – this is a drop much larger than the expected anisotropy of  sl with
respect to crystal orientation which is anticipated to be about 1-2%. One should expect
that the  sl,(100) should settle to a terminal value when the supercell is su ciently long bit
it appears that supercells much longer than those considered in Table 3.7 will be needed to
achieve this.
Figure 3.15(b) shows the e↵ect of the supercell cross-sectional size on the value of  sl,(100).
In order to isolate the e↵ect of increasing the cross section from the e↵ects of supercell length
described above, the data is plotted in two series each with constant supercell length. There
appears to be a general trend for  sl to increase with increasing supercell cross-sectional
size. For supercells with a length of 26 unit cells, the  sl appears to converge as the two
data points with cross-sectional sizes 5 ⇥ 5 and 6 ⇥ 6 are within the error bounds of each
other. This convergence suggests there may be little benefit to be gained from using cross-
sectional sizes larger than 5⇥ 5 to model the (100) crystal-solid interface. However, caution
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Supercell Tsim (K)  Gint (eV) Lx,y (A˚)  sl,(100) (meV/A˚2)
4⇥ 4⇥ 26 929.5 3.55(1) 16.554 6.48(2)
4⇥ 4⇥ 36 929.5 3.42(3) 16.554 6.25(6)
4⇥ 4⇥ 50 929.3 3.26(3) 16.554 5.95(5)
4⇥ 4⇥ 60 929.3 3.19(2) 16.554 5.83(4)
5⇥ 5⇥ 22 927.4 5.62(3) 20.692 6.57(4)
5⇥ 5⇥ 26 927.5 5.63(2) 20.691 6.58(2)
5⇥ 5⇥ 36 927.5 5.40(4) 20.691 6.30(4)
5⇥ 5⇥ 46 927.5 5.21(5) 20.691 6.09(6)
6⇥ 6⇥ 18 925.7 8.29(2) 28.829 6.72(2)
6⇥ 6⇥ 22 926.1 8.15(6) 24.828 6.61(5)
6⇥ 6⇥ 26 925.9 8.08(4) 24.829 6.56(3)
6⇥ 6⇥ 36 925.9 7.81(4) 24.829 6.33(3)
6⇥ 6⇥ 46 925.9 7.72(1) 24.829 6.27(1)
7⇥ 7⇥ 36 925.5 10.78(11) 28.966 6.42(7)
8⇥ 8⇥ 18 925.5 14.50(6) 33.104 6.62(3)
Table 3.7: Values of  sl,(100) obtained from metadynamics using (100)-orientated supercells
of various sizes. The numbers in parentheses signify the uncertainty in the last digit(s)
shown and correspond to  GWT as discussed in Section 3.3.3.2. Note that  Gint = G(spl =
0.3) G(ss = 0.8).
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should be expressed in interpreting convergence since only three di↵erent cross sections
(4⇥ 4, 5⇥ 5, 6⇥ 6) are present and more data from larger cross sections is needed.
Note also in Figure 3.15(b) that the error bars at each data point appear to decrease
with increasing supercell cross-sectional size. Recall that the error is a reflection of the
height fluctuations exhibited by the basin-depth,  Gint, during metadynamics and that
supercells with larger cross-sectional size have larger values of  Gint. Since the magnitude
of the fluctuations in  Gint are relatively independent of cross-sectional size this means the
fluctuations as ratio of  Gint decreases with increasing cross-sectional size, thus leading to
a smaller error. It thus appears that a benefit of using supercells with larger cross sections
is a smaller error in the final estimate of  sl – this factor alone might justify the use of larger
cross sections despite the larger computation cost.
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Figure 3.15: Trends in the value of  sl,(100) as a function of the length and cross-sectional
width of the supercell. Plot (a) and (b) show how the value of  sl,(100) varies as a function of
the supercell length and cross section dimension respectively. For both plots, the horizontal
axes are in units of ‘number of conventional unit cell lengths at the simulation temperature’.
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3.3.6 Metadynamics on (110)-orientated supercells and computing
 sl,(110)
All the results presented so far are pertinent to (100)-orientated supercell systems. It is
known from previous atomistic simulation studies [17, 8] that values of  sl for the (100)
and (110) interfaces in aluminium are quite close together with the di↵erence between
them being a mere 2-3% depending on the empirical potential used. Specifically, Wilson
and Mendeleev’s [8] orientation expansion of the free energy suggests that the ratio
 sl,(100)/ sl,(110) is about 1.03 for the same MKBA potential used in this current work.
Naturally, it is of interest to compute values of  sl,(110) using the present metadynamics
methodology and to compare our values for the ratio  sl,(100)/ sl,(110) with that of Wilson
and Mendeleev.
Metadynamics simulations on (110)-orientated supercells of various sizes have been
carried out in accordance with the methodology outlined in Section 3.2.5. The resulting
FES are shown in Figure 3.16 where each FES has been normalised by dividing by 2A
where A = LxLy thus easing the comparison of multiple FES with di↵erent cross-sectional
areas. There are several noteworthy points to mentioned from Figure 3.16:
1. The position of the solid-basin trough and the general shape of the basin are
independent of the orientation of the crystal inside the supercell being (100) or (110).
The fact that the basin trough remains at s = 0.8 is indication that rotation of the
kubic harmonic CV using the protocol described in Section 3.2.5 has been performed
correctly.
2. A flat plateau region representing the coexistence of solid and liquid is present
regardless of the crystal orientation being (100) or (110). This presence of this region
is important since it allows  sl to be estimated from the FES.
3. The basin width becomes more narrow with increasing supercell length which is similar
to the behaviour observed in (100)-orientated supercells in Section 3.3.5.
4. The normalised FES obtained using the 4 ⇥ 3 ⇥ 18 and 4 ⇥ 3 ⇥ 24 (110)-orientated
supercells display noticeable sloping in the CV region 0.1  s  0.3. This e↵ect was
also observed in the 4 ⇥ 4 ⇥ 26, (100)-orientated supercell case in Figure 3.14. It
therefore appears that small cross sections are somehow responsible for such sloping
behaviour.
Table 3.8 collates the estimated values of  sl,(110) for the di↵erent (110)-orientated
supercells.  sl,(110) is calculated by taking  Gint as G(spl = 0.3)   G(ss = 0.8) and
 sl,(110) =  Gint/2A where A = 2LxLy.
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Figure 3.16: A plot comparing the normalised FES, G(s)/2A, from the metadynamics
calculations of (110)-orientated systems of various supercell sizes. Each FES is obtained by
averaging over 40 metadynamics runs. The normalised FES of (100)-orientated supercells
of size 6⇥ 6⇥ 26 and 6⇥ 6⇥ 36 are also shown for comparison. FES of common or similar
supercell length are grouped together and vertically shifted to have their basin troughs
match.
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Note in Table 3.8 that there is a general trend for  sl,(110) to increase when going from
the smaller 4⇥ 3 cross section to the larger 7⇥ 5 cross section for similar length supercells.
This phenomenon was also observed in the (100)-orientated supercells in Section 3.3.5. For
comparison purposes, it is worth noting that (110)-orientated supercells with a 7⇥ 5 cross
section are roughly equivalent to a 7⇥ 7 cross section of a (100)-orientated supercell.
Supercell Tsim (K)  Gint (eV) Lx (A˚) Ly (A˚)  sl,(100) (meV/A˚2)
4⇥ 3⇥ 18 929.5 3.67(2) 16.554 17.558 6.32(4)
4⇥ 3⇥ 25 929.5 3.46(2) 16.554 17.558 5.96(4)
7⇥ 5⇥ 15 925.5 11.10(8) 28.966 29.260 6.55(5)
7⇥ 5⇥ 18 925.5 11.01(7) 28.966 29.260 6.50(5)
7⇥ 5⇥ 21 925.5 10.91(3) 28.966 29.260 6.44(2)
7⇥ 5⇥ 24 925.5 10.69(4) 28.966 29.260 6.34(4)
Table 3.8: Values of  sl,(110) obtained from metadynamics using (110)-orientated supercells
of various sizes. The numbers in parentheses signify the uncertainty in the last digit(s)
shown. Note that  Gint = G(spl = 0.3) G(ss = 0.8).
It is of great interest to compare the values of  sl,(110) with the values  sl,(100) obtained in
the preceding Section 3.3.5. It is only meaningful to compare  sl values obtained from similar
sized supercells because of finite-size e↵ects. Figure 3.17 plots values of  sl,(100) obtained from
(100)-orientated supercells with 6⇥ 6 cross section and  sl,(110) values from (110)-orientated
supercells with 7 ⇥ 5 cross sections against supercell length, Lz. Notice that for supercells
of similar lengths, the value of  sl,(110) is consistently below that of  sl,(100). Importantly, the
error bars indicate that the present metadynamics methodology is su ciently accurate to
be able to distinguish that  sl,(100) >  sl,(110) in corroboration with Wilson and Mendeleev’s
CFM study [8] using the same MKBA aluminium potential.
In computing the anisotropy ratio  sl,(100)/ sl,(110) it is important to isolate (as much
as possible) the e↵ects of supercell size on the values of  sl. Table 3.9 shows the value
of  sl,(100)/ sl,(110) computed using values of  sl from di↵erent combinations of (100)- and
(110)-orientated supercell dimensions. It is reasonable to suppose that this ratio is only
appropriate when computed from  sl values obtained from similar-sized supercells, such
cases are found along the diagonal of Table 3.9 which are highlighted grey for clarity. The
o↵-diagonal cells of Table 3.9 represent cases where vastly dissimilar sized pairs of supercells
are used to compute the  sl,(100)/ sl,(110) ratio and in these cases the result can even be found
to be less than unity. Using only the diagonal values in Table 3.9, the ratio  sl,(100)/ sl,(110)
is seen to range between 1.000 to 1.049.
104
80 100 120 140 160 180
Supercell length, Lz (A˚)
6.2
6.3
6.4
6.5
6.6
6.7
6.8
  s
l
(m
eV
/A˚
2
)
(100)-orientated, 6 ⇥ 6 cross section
(110)-orientated, 7 ⇥ 5 cross section
Figure 3.17: Values of  sl,(100) and  sl,(110) obtained from supercells of varying lengths. The
(100)- and (110)-orientated supercells have a 6⇥ 6 and 7⇥ 5 cross section respectively.
(100)
4⇥ 4⇥ 26 4⇥ 4⇥ 36 6⇥ 6⇥ 26 6⇥ 6⇥ 36
(1
10
)
4⇥ 3⇥ 18 1.025 0.988 1.037 1.002
4⇥ 3⇥ 25 1.088 1.049 1.100 1.063
7⇥ 5⇥ 18 0.997 0.961 1.008 0.974
7⇥ 5⇥ 24 1.022 0.986 1.035 1.000
Table 3.9: The anisotropy ratio  sl,(100)/ sl,(110) as calculated using the  sl values obtained
from di↵erent supercell sizes. The diagonal cells of the table (coloured grey) signify ratios
calculated from a pair of (100)- and (110)-orientated supercells with similar dimensions.
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3.3.7 Extrapolation of  sl values to the thermodynamic limit
The analysis used in the previous Section 3.3.6 to estimate the  sl,(100)/ sl,(110) ratio is far
from perfect. Due to the strong dependency of the  sl value on the supercell size it is
only meaningful to compute the  sl,(100)/ sl,(110) ratio if the supercells are identical in size.
Unfortunately, it is impossible to create two supercells each with the di↵erent (100)- and
(110)-orientations to be identical in size and yet still crystallographically coherent. The
analysis of Section 3.3.6 su↵ers from this problem and may partially be responsible for the
rather broad range of values predicted for the  sl,(100)/ sl,(110) ratio.
One approach might be to use a pair of very large supercells (perhaps with cross-sectional
width >50A˚ and length >400A˚) so that the supercells are very nearly identical in size, but
this comes with a significant increase in computational cost which is against the ethos of
the metadynamics method which is supposedly to lower computational cost compared to
CFM-type techniques.
A fruitful approach which will be pursued in this present section is to use the trends in
the  sl data with respect to supercell size and extrapolate the  sl into the thermodynamic
(infinite supercell size) limit. To do so, one requires knowledge of the functional form of
the relationship between  sl and the supercell dimensions. Although such relationships have
not been explicitly derived for the solid-liquid interface in metallic melts, similar functional
relationships have been derived and verified for the interfacial tension,  , in both the lattice
gas [2] and the Ising model [3]. The analytic form of this relationship was derived by Binder
[2] and for a 3-dimensional supercell with length Lz and width L is given by:
 (L,Lz) =  1   x|| lnLzL2 + x?
lnL
L2
+
A
L2
(3.33)
where  1 is the interface free energy in the thermodynamic (infinite supercell size) limit,
x||, x? and A are constants. The physical origin of the first and second logarithmic terms
in expression (3.33) are a consequence of the translational freedom of the interface in the
z-direction and capillary fluctuations of the interface respectively. The final term depends
on the potential energy model and temperature. Additionally, expression (3.33) is only valid
when L and Lz are su ciently large although it is di cult to quantity the exact threshold
of validity. The constants x|| and x? depend only on the statistical ensemble and boundary
conditions.
Expression (3.33) predicts a linear relationship between  sl and lnLz/L2 and Figure 3.18
shows the resulting plot using the  sl data from Tables 3.7 and 3.8. A naked inspection of
Figure 3.18 corroborates that the aforementioned linear relationship is highly plausible. In
order to quantify the goodness-of-fit, Table 3.10 shows the predicted value of the coe cient
x|| as well as the residuals-squared, R2, for each dataset of fixed cross section. All 5 data
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Figure 3.18: Interfacial free energies,  sl, plotted against the scaling variable, lnLz/L2, at
fixed cross section L (for 100-orientated supercells) or Lx (for 110-orientated supercells).
The best-fit lines were obtained by linear regression.
Supercell
orientation
Cross section,
L or Lx
x|| R2
100 4 -12.8 0.997
100 5 -17.4 0.943
100 6 -18.2 0.984
110 4 -17.6 1.000
110 7 -21.6 0.993
Table 3.10: Results from performing linear regression on the 5 datasets of varying interface
orientation and cross-sectional size.
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sets have R2 values close to unity suggesting that the data exhibits only small deviations
from the linear model (the (110)-orientated case with Lx = 4 has R2=1 because there are
only 2 data points) and 3 of the 5 datasets have a predicted value of x|| between the narrow
range of 17.4 – 18.2. Formally, the value of x|| is independent of supercell orientation and
cross section and it is encouraging that the majority of the datasets seem to corroborate
this.
Technically, expression (3.33) was derived for supercells with a square cross section and
thus its application to the (110)-orientated datasets is not fully justified since these cells
have a rectangular cross section. It is beyond the scope of this present work to derive the
rectangular equivalent of expression (3.33) but it is a noteworthy avenue to pursue in the
future.
The interface free energies in the thermodynamic limit,  1, can be extracted for both the
(100)- and (110)-orientated interfaces by fitting expression (3.33) to the relevant datasets.
Performing a linear regression using the  sl,(100) data from Table 3.7 and  sl,(110) data from
Table 3.8 yields values for the coe cients  1, x||, x? and A shown in Table 3.11. Note
that the predicted ratio  sl,(100)/ sl,(110) = 1.17 is very large compared to those obtained in
Section 3.3.6 which range between 1000 to 1049. It is my firm belief that more  sl,(110) data
will improve the the  1 estimate for the (110)-orientated interface and therefore yield a
smaller  sl,(100)/ sl,(110) ratio that is closer to that predicted by the CFM study of Wilson
and Mendeleev [8]. The linear regression algorithm was unable to determine a value for
the coe cient A for the (110)-orientated dataset probably due to a lack of su cient data
points.
Supercell
orientation
 1 (meV/A˚2) x|| x? A
100 6.70 -14.6 -9.97 58.9
110 5.70 -18.4 50.2 N/A
Table 3.11: Results from performing linear regression on the 5 datasets of varying interface
orientation and cross-sectional size.
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3.4 Discussion
In this chapter,  sl has been determined for the two high-symmetry interface orientations
(100) and (110) in aluminium using a well-tempered metadynamics methodology. The
MKBA empirical potential was deemed the most suitable based on the fact that it reproduces
the zero-pressure experimental melting point reasonably well and that it was explicitly fitted
to the liquid-phase radial distribution functions derived from experiment. Moreover, a recent
CFM study by Wilson and Mendeleev [8] also used the MKBA potential and thus provides
a useful source of data for comparison purposes. The use of the metadynamics methodology
has enabled the computation of  sl from simulations using comparatively small supercells
compared to CFM techniques.
Great care has been applied throughout this chapter to ensure the statistical errors on the
final estimates of  sl are minimised. This has achieved through rigorous statistical averaging
over many independent simulation runs (⇡ 40  70) and the benefits of this approach have
been exhaustively tested and quantified in Section 3.3.3.
A systematic investigation was carried out into the finite-size e↵ects introduced by the
supercell size on the resulting  sl values for both the (100)- and (110)-orientated supercells.
The values of  sl,(100) and  sl,(110) calculated using di↵erent-sized supercells are reported
in Sections 3.3.5 and 3.3.6 and it is clear that the free energies depend strongly on the
dimensions of the supercell used. The data indicates that use of di↵erent supercell sizes can
impact the final value of  sl by up to 11%, with values ranging from 5.95 to 6.72 meV A˚ 2
for the (100)-orientation and 5.96 to 6.50 meV A˚ 2 for the (110)-orientation. As shown in
Figure 3.15 for the (100)-orientated, 4⇥ 4 cross section system, doubling the length of the
supercell length from 26 to 60 unit cells resulted in a 10% decrease in  sl,(100) – a change much
greater in magnitude than those induced by the anisotropy alone. Figure 3.15 also indicates
that increasing the cross-sectional area generally increases the value of the estimated  sl,(100)
slightly; the increase in  sl,(100) from a 4⇥ 4⇥ 36 to a 7⇥ 7⇥ 36 supercell is about 2.5%.
The trends in the  sl data mentioned above can be compared with the metadynamics
study of the fcc Lennard-Jones system by Angioletti-Uberti and coworkers [21]. Interestingly,
they found that  sl,(100) decreases with increasing cross section and remained independent
of supercell length. These findings are at direct contrast with the trends within my own
findings. Perhaps this discrepancy may be attributed to the fact that the materials under
study are di↵erent; there is no reason to believe that Lennard-Jones and MKBA aluminium
should behave similarly in this respect. However, the preliminary results of Schmitz and
workers [3] suggest that the Lennard-Jones system should also exhibit a similar finite-size
behaviour of the  sl value with respect to supercell size.
It is interesting to discuss the physical origins behind the tendency for  sl to decrease
with increasing supercell size as observed in my simulation results. Initial suspicions may
109
point towards some kind of interaction between the two solid-liquid interfaces formed in the
supercell, namely density oscillations in the liquid or layer relaxations (see Section 2.1.3) in
the solid. However, the longest supercells used in this study encroached on 250 A˚ and it
is expected that this would be su ciently long to eliminate any interface interactions that
could be responsible for this e↵ect. Moreover, any such interface interactions should decay
with distance and therefore give rise to some sloping in the plateau region but this is not
systematically observed in my FES. A more subtle e↵ect that could cause  sl to decrease
with increasing supercell size is the translational freedom of the interface in the z-direction
which in fact gives rise to the second logarithmic term in expression (3.33).
It is interesting to compare my values of  sl,(100) and  sl,(110) with the CFM results of
Wilson and Mendelev [8]. Table 3.12 summarises the data from this present chapter and
those from Wilson and Mendelev. It can be seen that Wilson and Mendelev’s estimates
for  sl,(100) and  sl,(110) are larger by approximately 10% and 20% respectively compared to
the values found in this present work. It is quite di cult to pinpoint the source of these
discrepancies.
 sl (meV A˚ 2)
Interface orientation
Present work,
 sl
Present work,
 1
Wilson and
Mendelev
(100) 5.83 - 6.72 6.70 7.32
(110) 5.96 - 6.55 5.70 7.01
Table 3.12: A comparison of  sl,(100) and  sl,(110) values from this present study and those
of Wilson and Mendelev [8]. “Present work,  sl” refers to individual values of  sl obtained
from supercells of various sizes whilst “Present work,  1” refers to the extrapolation of the
 sl data to the thermodynamic limit as performed in Section 3.3.7.
It is also interesting to compare the values of  sl from this present work with experimental
data from the literature. It appears that the  sl values obtained in this present work sit in-
between the nucleation rate results of Turnbull (5.8 meV A˚ 2) and Kelton (6.7 meV A˚ 2).
The droplet shape measurements of Liu and coworkers yields a value for the anisotropy
parameter ✏4 = 0.0089 for aluminium which corresponds to the  sl,(100)/ sl,(110) anisotropy
ratio:
 sl,(100)
 sl,(110)
=
1 + ✏4
1  ✏4 = 1.018 (3.34)
This anisotropy ratio is roughly within the range of anisotropy ratios listed in Table 3.9 which
range between 1.000 and 1.049. Extrapolation of the  sl values to the thermodynamic limit
(performed in Section 3.3.7) yields a corresponding ratio of 1.17 which is significantly larger
than both the experimental value of Liu and coworkers and the simulation study of Wilson
and Mendelev [8]. I believe that obtaining a larger dataset of  sl values using a larger variety
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of supercell sizes will improve the accuracy of the extrapolation procedure and thereby yield
values of the anisotropy ratio in better agreement with these prior studies.
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4Investigating finite size e↵ects on the
melting points of di↵erent-sized
supercells using the interface pinning
method
4.1 Introduction
It was mentioned in Section 3.2.2 that the metadynamics simulations must be performed at
the melting point of the material in order that  sl can be extracted from the resulting
free energy surface. Metadynamics simulations have been carried out in Section 3.3.2
demonstrating the e↵ect of superheating and supercooling (by ±10 K) on the resulting
FES: a systematic slope is introduced in the plateau region. Sloped plateau regions have
also been observed in the original metadynamics study of Angioletti-Uberti and coworkers
[21] on the Lennard-Jones system whereby they reason that small supercell cross sections
are responsible for making the solid phase marginally more stable than the liquid phase.
It is important to quantify and eliminate these systematic slopes in the FES because they
introduce a systematic error into the estimate of  sl.
Sturgeon and Laird [86] showed that the melting point of the Mei and Davenport
aluminium EAM potential [85] is strongly a↵ected by the simulation cell size, especially
at small cell dimensions, and proposed the following relationship for the melting point
dependence with respect to the number of atoms, N , in a cubic simulation cell:
Tm(N) = 826.4  6067.6⇥ 1
N
(4.1)
which implies that the di↵erence between the Tm of a simulation cell composed of 4⇥ 4⇥ 4
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conventional unit cells, and another 5 ⇥ 5 ⇥ 5, is about 10 K. As demonstrated in Section
3.2.2, such a shift in Tm
Although I am using the MKBA aluminium potential (see Section 3.2.1) and not the Mei
and Davenport to which relation (4.1) is fitted, it seems reasonable that finite size e↵ects
on the melting point can be similarly expected to arise in my simulations. I have used
simulation cells with cross sections in the 4 ⇥ 4 to the 8 ⇥ 8 conventional unit cells range
which suggests finite size e↵ects cannot be ignored which will be vindicated in Section 4.3.1.
4.2 Method
The interface-pinning (IP) method of Pedersen [24] was used to locate the melting point of all
the di↵erent-sized simulation cells in this work. To understand how the IP method works,
first consider a cell containing coexisting solid and liquid phases held at a temperature
above the melting point under an NPT-ensemble. Under these circumstances, this cell
will ordinarily see the liquid phase grow at the solid phase’s expense because the chemical
potential of the liquid phase is lower than the solid’s. The IP method seeks to measure
this di↵erence in chemical potential,  µsl, by imposing a harmonic potential in a collective
variable (CV) space, s, which serves to prevent (or ‘pin’) the liquid from wholly consuming
the solid. It is crucial that the choice of s varies linearly with the amount of solid (or liquid)
in the simulation cell. The  µsl can be deduced by how hard the system pushes against the
pinning harmonic potential.
Written mathematically, this harmonic potential a↵ects the unperturbed potential
energy of the system, U , in the following manner:
U 0(s) = U(s) +

2
(s  s0)2 (4.2)
where U 0 is the perturbed potential energy,  is the spring constant of the harmonic
potential, s is the instantaneous value of the CV and s0 is the origin of the harmonic
potential. s0 is normally chosen so that the cell is fixed to contain solid and liquid in
roughly equal proportions. The  µsl is then equal to the average amount of force exerted
by the harmonic potential:
 µsl =   s
N
[hsi   s0] (4.3)
where N is the number of atoms in the simulation cell, hSi is the thermal average of the
CV value and  s = ss   sl where ss and sl are the thermal average CV values when the
simulation cell is wholly solid and liquid respectively. Expression (4.3) can be used to locate
the melting point by exploiting the fact that  µsl = 0 at the melting point. In this work,
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I evaluate expression (4.3) at a series of di↵erent temperatures whilst keeping the pressure
at zero and then locate the temperature where  µsl vanishes to be the melting point. More
precisely, a linear regression is performed for a series of data points ({Ti}, { µsl,i}) and
the melting point located by where the best-fitting straight line equals zero. However,
even before expression (4.3) can be evaluated a choice of CV, s, must be made and this is
discussed next.
In the context of this work, there are many advantages of using the IP method over
other more popular methods like the explicit computation of solid and liquid free energies
(see Section 2.4.3) and the coexistence methods (see Section 2.4.2). The first advantage is
that of convenience; the ultimate goal of this work is to calculate  sl using metadynamics
which requires the definition of a CV, it is thus convenient to utilise the same CV in
the implementation of the IP simulations, namely the kubic harmonic CV described in
Section 3.2.3. The second advantage is practicality; I will be computing the melting points
of aluminium contained within relatively small simulation cells and, at these sizes, any
fluctuation of the solid-liquid interface position carry the risk of completely solidifying or
melting the material within the cell. The IP method has the desirable property that, with
a suitable choice of the pinning potential strength, the interface position will fluctuate by
only single atomic layer; this contrasts with the coexistence method where the magnitude
of the interface fluctuations cannot be controlled.
As mentioned above, both metadynamics and the IP method require a CV which can
characterise the relative amounts of solid and liquid phase present in a molecular dynamics
simulation and it is convenient to use the same CV in both types of calculations, namely the
kubic harmonic CV described in Section 3.2.3. However, instead of defining two separate
regions as outlined in Section 3.2.3, only one region encompassing the whole simulation box
is defined.
The precise setting up of the IP simulations closely mirror Step 1 and Step 3 of Section
3.2.5. For a given thermodynamic condition, temperature and pressure (T, p), the following
steps have been taken to compute the  µsl:
1. Step 1: Determine the equilibrium lattice constant, a0, of the crystal phase at (T, p).
2. Step 2: Set up the simulation cell with a (100)-orientation and desired size:
(Lx,Ly,Lz) = (↵⇥ a0 , ↵⇥ a0 ,   ⇥ a0).
3. Step 3: Set up a NpzT -ensemble dynamic for the atomic positions and cell dimensions.
Specifically, the cross-sectional lengths of the cell, Lx and Ly, are fixed and the system
is solely barostated in the z-direction. The BDP thermostat (see Section 3.2.4) with a
relaxation time of ⌧BDP=1⇥10 13 picoseconds is used in combination with a Parrinello-
Rahman barostat chain [114] with a chain-length of 20 and a relaxation time ⌧NH=10
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Figure 4.1: Evolution of the CV value during the steering of a (100)-orientated, 6⇥ 6⇥ 18
simulation cell with representative snapshots at select stages of the steering process. The
CV value starts at around 0.8 (a wholly solid cell) and is steered towards a final value of 0.33
(dashed blue line). The green line indicates the central position of the harmonic potential
(with  = 550).
picoseconds. The integration time step,  t, is chosen to be 2.5 femtoseconds.
4. Step 4: Set up the CV. The CV is as defined by expression 3.18 and the associated
parameters are follows: r1 = 2.5 A˚, r1 = 3.5 A˚ are chosen such as to bracket the first
peak in the radial distribution function of both solid and liquid phases (see Figure 4.5
on Page 122), z1 =  4000 A˚ and z2 = 4000 A˚ are chosen to generously bracket the
entire length of the simulation box and   = 1 A˚.
5. Step 5: Steer the CV value to s0 = 0.33 using a moving harmonic potential which
starts at around 0.8. The choice of s0 = 0.33 was chosen because it yields a simulation
cell containing roughly half-liquid and half-solid. The steering speed (rate as which
harmonic potential moves) is 0.01 CV units every 1⇥103 time steps regardless of
simulation cell size. The choice of  for this steering stage is not too important as long
as it is strong enough to actually steer the system towards a solid-liquid coexistence,
however, doubling the ’s found in Table 4.1 serves as a rough guide. See Figure 4.1
for an example of such a steering scheme as performed on a (100)-orientated, 6⇥6⇥18
simulation cell.
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Figure 4.2: The binning and fitting procedure described in Step 6 for the (100)-orientated,
6 ⇥ 6 ⇥ 18 simulation cell. The green and blue colours di↵erentiate the statistics gathered
using two di↵erent temperatures, 923 K and 932 K, and both are performed at the same
pressure of 0 kBars. The black dashed line marks where s0 = 0.33 and the black dash-
dotted lines mark the mean of the fitted normal distributions. Note that the means of each
distribution reside either side of s0 which suggests the actual melting point is somewhere
between the two temperatures 923 K and 932 K.
6. Step 6: Apply the harmonic pinning potential in accordance with expression (4.2)
and run the same NpzT -ensemble dynamic described in Step 3. The choice of spring
constant, , will depend on the number of crystal planes in the z-direction, Nz, and
Pedersen [24] suggests:
 = kBT
N2z
 s2
(4.4)
The choices of  for di↵erent-sized simulation cells are shown in Table 4.1 and  S is
taken as 0.8. The IP simulation is run for a total of 15 nanoseconds with statistics
about the current CV value (needed to compute hSi in expression (4.3)) is logged
every 0.125 picoseconds.
7. Step 7: Compute hsi. This is done in two steps: first, appropriately bin the gathered
values of s from the previous step to form a histogram. Next, a normal distribution
is fitted and the mean of the normal distribution is taken as hsi. Formal justification
for the normal distribution fit is outlined by Pedersen [24]. It is instructive to see
Figure 4.2 where this fitting procedure is performed for the case of a (100)-orientated,
6⇥ 6⇥ 18 cell.
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Supercell size Number of atoms 
3⇥ 3⇥ 10 360 50
3⇥ 3⇥ 14 504 60
3⇥ 3⇥ 18 648 80
3⇥ 3⇥ 22 792 100
3⇥ 3⇥ 26 936 120
4⇥ 4⇥ 10 640 90
4⇥ 4⇥ 14 896 120
4⇥ 4⇥ 18 1152 150
4⇥ 4⇥ 22 1408 180
4⇥ 4⇥ 26 1664 210
5⇥ 5⇥ 10 1000 130
5⇥ 5⇥ 14 1400 180
5⇥ 5⇥ 18 1800 230
5⇥ 5⇥ 22 2200 280
5⇥ 5⇥ 26 2600 330
6⇥ 6⇥ 10 1440 190
6⇥ 6⇥ 14 2016 270
6⇥ 6⇥ 18 2592 350
6⇥ 6⇥ 22 3168 430
6⇥ 6⇥ 26 3744 510
7⇥ 7⇥ 10 1960 260
7⇥ 7⇥ 14 2744 360
7⇥ 7⇥ 18 3528 460
7⇥ 7⇥ 22 4312 560
7⇥ 7⇥ 26 5096 660
8⇥ 8⇥ 10 2560 320
8⇥ 8⇥ 14 3584 450
8⇥ 8⇥ 18 4608 600
8⇥ 8⇥ 22 5632 730
8⇥ 8⇥ 26 6656 850
Table 4.1: The choice of  used in the interface pinning simulations.
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Figure 4.3: The chemical potential di↵erence between solid and liquid phase,  µsl, versus
temperature calculated using the IP method. Specifically,  µsl is calculated at 1 K intervals
in the temperature range 923 K to 932 K. A linear regression is performed yielding the blue
dashed line and the melting point, Tm, is taken as the location where this linear line equals
zero which in this case yields Tm = 925.7 K.
8. Step 8: Compute the chemical potential di↵erence between the solid and liquid phases,
 µsl, using expression (4.3).
To locate the melting point, around 10 values of  µsl are obtained at regularly spaced
intervals of temperature for each supercell size and a linear regression is performed with
this data set. It is instructive to see Figure 4.3 where this fitting process is performed for
the (100)-orientated, 6⇥ 6⇥ 18 supercell.
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4.3 Results
4.3.1 Dependence of melting points on supercell size
The first step towards calculating the  sl is to know the melting point of the material
contained within the simulation cell realising that it may deviate from the bulk value due to
finite size e↵ects. The calculated melting points for all the di↵erent-sized cells are tabulated
in Table 4.2 and expressed graphically in Figure 4.4. It is evident, especially from Figure
b
10 14 18 22 26
a
3 929.5 930.1 929.8 929.6 929.8
4 928.2 928.9 929.5 929.4 929.5
5 926.0 927.0 927.3 927.4 927.1
6 924.2 926.0 925.7 926.1 925.9
7 923.2 925.2 925.4 925.6 925.5
8 922.3 925.3 925.2 925.3 925.4
Table 4.2: Melting points calculated using the IP method for di↵erently-sized simulation
cells. The simulation cells have dimensions a ⇥ a ⇥ b conventional fcc units cells. The
temperatures are in K.
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Figure 4.4: A plot of how the melting temperature, Tm, estimated using the interface-pinning
method varies as a function of the simulation cell dimensions. The cell is assumed to have
dimensions a⇥a⇥b where a and b are integer multipliers of the equilibrium lattice constant
at the corresponding temperature. It can be seen that the melting temperature converges
to the bulk value as the size of the cell increases.
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4.4, that the melting point converges to a value around 925.4 K once the supercell is longer
and/or wider than 7⇥ 7⇥ 18 and it is reasonable to assume that this value corresponds to
the bulk melting temperature. This result compares favourably with the literature value of
926 K found by the originators of this MKBA interatomic potential [1].
4.3.2 Dependence of radial distribution function on supercell size
Figure 4.4 shows that supercells with cross sections smaller than 6 ⇥ 6 have significantly
elevated melting temperatures up to 4 K higher than the bulk melting temperature. It is
suspected that finite size e↵ects, such as periodic image interactions, may be inhibiting the
liquid phase from adopting the bulk-liquid structure in these smaller cross section cells. To
investigate the plausibility of this, radial distribution functions (RDFs), g(r), of the liquid
have been calculated for supercells with cross sections ranging from 3⇥ 3 to 8⇥ 8 – if finite
size e↵ects are indeed responsible for altering the structure of the liquid away from bulk-
like configurations then it should become manifest in the corresponding RDFs. A method
similar to that found in Tuckerman Tuckerman [64] was use to calculate the RDFs, which
involves binning the number of neighbour atoms contained in successive spherical shells
centered around every atom in the simulation box:
g(ri) =
h(i)
4⇡r2i r⇢NsnapNa
(4.5)
where ri,  r and h(ri) are the radius, thickness and number of atoms contained within
the ith spherical shell respectively, Nsnap is the number of snapshots used to compute the
RDF, Na and ⇢ are the number of atoms and the atomic density in the simulation box
respectively. This definition of g(r) has the favourable property of tending to unity in the
long–r limit in liquids. However, there is some subtlety in the definition of ⇢ since the box
volume fluctuates under the action of the barostat but I have found that replacement of ⇢
with the average density over all the snapshots, ⇢avg yields the correct long–r behaviour.
The details of the RDF computations are as follows. (100)-orientated simulation cells
with fixed cross sections ranging from 3⇥3 to 8⇥8 are set-up in a fashion identical to steps 1
to 3 of Section 4.2 yielding six simulation cells in total. The long-direction of these simulation
cells are initialised to be 26 unit cells long which is deemed su ciently long such that finite
size e↵ects from this particular direction can be neglected. Periodic boundary conditions
are imposed on the resulting tetragonal cells and the thermostat temperature is set to the
corresponding cell–specific melting temperature as prescribed by Table 4.2. To melt the
solid into liquid in each supercell, steered molecular dynamics (SMD) is performed in the
same manner as step 4 of Section 4.2 with the exception that s0 = 0.0 which corresponds
to a wholly liquid cell. SMD is then turned o↵ and the system is allowed to undergo the
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NpzT -ensemble dynamic for a further 250 picoseconds with configuration snapshots saved
every 5 picoseconds. This yields Nsnap = 50 for each di↵erent-sized simulation cell from
whch the RDF is computed using expression (4.5). Following these procedures yields the
liquid and solid phase RDFs shown in Figures 4.5 and 4.6.
There are several things to note from Figures 4.5 and 4.6:
1. The liquid RDFs corresponding to supercells with cross sections 3⇥ 3, 4⇥ 4 and 5⇥ 5
exhibit noticeable deviations from the RDF corresponding to the ‘bulk-like’ 8⇥8 cross
section supercell.
2. The amount of deviation from the bulk-like liquid RDF increases as the supercell
cross section decreases, culminating in the most amount of deviation for the 3 ⇥ 3
cross section RDF. Especially for the 3 ⇥ 3 RDF, the deviations appear to signify
increased amount of ordering in the liquid.
The excess entropy, SE, measured relative to the ideal gas is given by [8, 115]:
SE =  2⇡kB⇢avg
Z 1
0
{g(r) ln g(r)  [g(r)  1]}r2dr (4.6)
where kB is the Boltzmann constant. A lower value of SE indicates an increase in the amount
of order that exists in the atomic configuration. In practise, it is not possible to integrate
up to r =1 but a finite bound must be chosen. In computer simulation, the upper bound
of this integration is chosen to be the shortest dimension of the box, b, to avoid counting
pass the nearest periodic image of the current atom which induces an artificial ‘spike’ in the
RDF.
With knowledge of the liquid and solid RDFs in Figures 4.5 and 4.6, the excess entropy
as defined in expression (4.6) was used to quantify the relative amount of ordering that
exists in the liquid and solid phases and the results are shown in Table 4.3. The upper
integration bound is taken as 12.35 A˚ corresponding to the shortest dimension of the 3⇥ 3
supercell cell. There are several things to note from the excess entropy results listed in
Table 4.3:
1. The excess entropy of solid, SE,sol, is consistently lower than that of liquid, SE,liq. This
makes intuitive sense since the solid phase exhibits a greater amount of order than
the liquid phase.
2. The values of SE,liq and SE,sol for the 3⇥3 cross section cell are significantly lower than
those calculated from larger cross section supercells. It is speculated that the smaller
supercell cross section imposes a greater amount of ordering in the material contained
within the supercell due to nearest neighbour image interactions. Angioletti-Uberti
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Figure 4.5: Computed RDFs for liquid and solid phases of aluminium contained within
tetragonal supercells with di↵erent cross-sectional widths. The supercells are subjected to a
NpzT -ensemble dynamic with a fixed a⇥a cross section where a is an integer indicating the
number of fcc equilibrium unit cell lengths and have a length of roughly 26 unit cell lengths.
The RDFs (blue lines for liquid phases and green lines for solid phases) are labelled and
o↵set for clarity. To facilitate comparison of the RDFs, the liquid and solid RDFs obtained
from the 8⇥8⇥26 supercell are not plotted separately but are instead plotted as a backdrop
(red line for liquid phase and cyan line for solid phase) against each other RDF.
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Figure 4.6: Magnification of the small amplitude oscillations in the large-r region of the
liquid phase RDFs from Figure 4.5. The colouring scheme is identical to that in Figure 4.5.
Again, in order to facilitate comparison, each RDF is o↵set, labelled and plotted against
the 8⇥ 8⇥ 26 supercell’s liquid RDF.
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and coworkers also recognised this e↵ect in their simulations by stating that small cross
sections caused the solid phase to become marginally more stable than the liquid phase
and thus introduced a systematic slope within the resulting free energy surfaces.
It is clear from the results summarised in Table 4.3 that the supercell size introduces a
measurable impact on the structure (as manifest from the computed RDFs) of the liquid
contained within the supercell. More specifically, a smaller supercell cross section tends to
induce ordering (as measured by the excess entropy, SE) in the material contained within
the supercell, with this latter e↵ect being most severe in the supercell with the smallest
(3⇥ 3) cross section.
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5Metadynamics calculation of  sl for
(111)-orientated supercells: special
treatment to avoid twin boundary
formation
5.1 Introduction
In Chapter 3, free energy surfaces computed by metadynamics were presented for (100)- and
(110)-orientated supercells which showed prominent and flat plateau regions which therefore
allowed the  sl to be estimated from them. However, it was also alluded to that performing
the same type of metadynamics on (111)-oriented supercell leads to pathological behaviour
relating to the formation of twinned regions. It is the purpose of this chapter to present and
explain these pathologies and suggest ways to overcome them. Ultimately, it is demonstrated
that  sl,(111) can be successfully computed using the metadynamics methodology which
hitherto has not been reported in the literature.
A brief division of this chapter is as follows. The occurrence of twinned regions in the
supercell due to metadynamics is reported in Section 5.2 and the e↵ect of twinning on
the metadynamic free energy surface is also reported here. A collective variable to detect
and bias against these twinned regions is designed in Section 5.3. Demonstration of the
e↵ectiveness of the devised twin-inhibiting wall is then presented in Section 5.6.
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5.2 Metadynamics on (111)-orientated systems:
occurrence of twinning and twin boundaries
In order to obtain  sl for (111) crystal-liquid interfaces it is necessary to orientate the crystal
such that the (111) planes are perpendicular to the z-direction of the cell axes; the eventual
formation of liquid by metadynamics will then naturally be in contact with (111) planes of
the crystal. The details of how to setup such a supercell and its corresponding CVs is given
in Section 3.2.5.
Carrying out the metadynamics methodology for the (111)-orientated, 3⇥5⇥13 supercell
system described in Section 3.2.5 without modification results in some unexpected behaviour
in comparison to the (100)- and (110)-orientated cases. Figure 5.1(a) shows the time
evolution of the position of the CV walker loitering about a number of localised positions
within 0.1 < s < 0.7. Figure 5.1(b) shows that this loitering results in a series of free energy
‘ditches’ in the FES in addition to the deep solid-basin at s = 0.8 typically seen in the
(100)- and (110)-orientated cases showcased in Chapter 3.
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0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
s
0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9
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Figure 5.1: (a) The time evolution of s for the (111)-orientated, 3⇥ 5⇥ 13 supercell system
during metadynamics. (b) The resulting FES, G(s), from such a simulation which features
a rugged landscape.
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Figure 5.2 contains snapshots of the supercell when the simulation resides within the
first free energy ditch at approximately s = 0.66 in CV space. Figure 5.2(a) shows a thin
layer of liquid approximately 2-3 d(111) thick where d(111) is the interplanar spacing of the
(111) planes. The snapshot in Figure 5.2(b) is taken 60 picoseconds after Figure 5.2(a) and
it shows the liquid having solidified into a twinned region bounded by two twin boundaries.
!"#$
!%#$
Figure 5.2: Snapshots of the 3⇥ 5⇥ 13 (111)-orientated supercell. The atoms are coloured
according to their atomic surroundings as characterised by the adaptive common neighbour
analysis method (see main text). fcc atoms are coloured green, hcp atoms red and undefined
atoms are colourless. Subfigure (a) shows a thin layer of liquid. The corresponging CV value
is s = 0.660. Subfigure (b) contains a snapshot taken 60 picoseconds after subfigure (a)
and shows a twinned region bounded by two twin boundaries. The current CV value is
s = 0.652.
The atoms in Figure 5.2 are coloured according to the adaptive common neighbour
analysis method [116] which is able to discern the local atomic environments and classify
them according to crystal structure such as fcc and hcp. The twin boundaries are easily
identified using this colour coding because crystallography stipulates that atoms on a twin
boundary have a local environment corresponding to a hcp stacking order (coloured red) of
close-packed planes i.e. (...ABABAB...) which is di↵erent from the fcc stacking (coloured
green) present in the rest of the supercell i.e. (...ABCABC...).
Figure 5.3 shows a magnification of the twinned region with the (111) planes appropriately
labelled with the ABC convention together with the Ising-style stacking order coding system
[117, 118]. In essence, the latter coding system assigns a spin value,  i, of +1 or -1 for the
ith (111) plane according to whether the (i + 1)th plane follows the forward (...ABC...) or
the reverse (...CBA...) order respectively. This coding system is useful because it allows
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for the unambiguous classification of planar defects and the consecutive occurrence of ‘-1’
across three layers signifies a twinned region that spans three (111) layers.
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Figure 5.3: Magnification of the twinned region bounded at each end by a twin boundary.
The atoms are coloured according to their atomic surroundings as characterised by the
adaptive common neighbour analysis method. fcc atoms are coloured green, bcc atoms red
and undefined atoms are colourless. Also shown are ABC labelling and the Ising-style ‘spin’
value for each (111)-plane layer.
The remarkable thing about the twin-resolidification phenomenon observed in Figure
5.3(b) is that the value of the kubic harmonic CV, s, (described in Section 3.2.3) decreases
to around 0.65 even though the supercell is technically wholly solid and one would have
expected s to return to a value of 0.8 normally associated with such wholly solid supercells.
The underlying reason for this is that the kubic harmonic CV is sensitive to stacking order of
the (111) layers; the crystal has the liberty to stack with either the (...ABC...) or (...CBA...)
stacking sequence with respect to the positive z-direction. Evaluation of the CV for these
two stacking sequences will yield very di↵erent values: if the region pertinent to the CV
contains crystal stacked purely with the (...ABC...) sequence then s evaluates to 0.8 (1.0
if excluding thermal fluctuations) whilst a (...CBA...) sequence yields an s value around
0.12 (thermal e↵ects cause small fluctuations of this value with a standard deviation of
0.004). This means that a (111)-orientated supercell that contains a mix of ABC- and
CBA-stacked regions, as is the case in Figure 5.2(b), will yield an s value somewhere in
between 0.12 < s < 0.8.
The fact that CBA-stacked regions yield such a low value for s poses a fundamental
problem because the metadynamic simulation is unable to resolve the di↵erence between
liquid and CBA-stacked regions. In turn, this renders the metadynamics unable to wholly
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melt region 1 because the system preferentially resolidifies into a twinned region due to the
constant presence of a solid surface on which to nucleate. In consequence,  sl cannot be
determined since the FES no longer contains features associated with the presence of two
persistent solid-liquid interfaces.
!"#$
!%#$
Figure 5.4: Snapshots of the 3⇥5⇥13 (111)-orientated supercell. (a) s = 0.447 (b) s = 0.460
As the metadynamics run progresses further, the twinned regions grows at the expense of
the surrounding ABC-stacked regions and the twin boundaries migrate accordingly. Figure
5.4 shows that the twinned region grows further via the same mechanism as the initial
formation of the twinned region, namely, melting and resolidification. One can see that the
twinned region grows progressively a few layers at a time. Note that migration of the twin
boundary by a single layer was also observed and it appears that large strains are induced
in the crystal in order to accommodate such migration.
It is important to highlight why the aforementioned twin boundaries are not observed in
(100)- and (110)-orientated supercells. The reason is two-fold relating to both geometric and
energetic factors. Geometrically, that the (111) planes are perpendicular to the z-direction
of the supercell and thus twinned regions are easily accommodated given the shape of the
cell and the periodic boundary conditions. Energetically, a twin boundary is a planar defect
with an associate energetic penalty although it is known to be typically quite small [118]
and thus their formation is not prohibited by any large energy barriers.
Having now identified the origins of the spurious ditches appearing in the FES of (111)-
orientated supercells, one can now formulate strategies to circumvent these issues. This is
the topic of the next section.
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5.3 Designing a CV to detect and inhibit the formation
of twinned regions
It was discussed in Section 5.2 that the formation of twinned regions of crystal containing
the reversed stacking order (...CBACBA...) of (111) planes was responsible for ditches in the
final FES. The occurrence of twinned regions is permitted due to the kubic harmonic CV’s
inability to di↵erentiate between liquid and twinned regions of crystal. If one can somehow
prevent the formation of these twinned regions then the system should be left with no other
option but to melt when s < 0.7.
The following approach has been adopted to inhibit the occurrence of twinned regions
within (111)-orientated supercells and its e↵ectiveness will be demonstrated in Section 5.6.
The basic idea is to introduce a new CV, s3, based on an appropriate rotation of the kubic
harmonic CV which is able to detect (111) layers stacked according to the (...CBACBA...)
sequence. One then imposes a restraining wall in s3-space that will e↵ectively prohibit the
formation of crystal with the undesirable (...CBACBA...) sequence.
The setup of the CVs1, s1 and s2, for (111)-orientated cells detailed in Section 3.2.5 (also
see specifically Table 3.2) is only capable of detecting atoms packed within a crystal with
the (...ABCABC...) stacking sequence. From the atom’s perspective, the (...CBACBA...)
sequence di↵ers from the (...ABCABC...) sequence by a mere rotation operation, R1, of
the nearest neighbour separation vectors by 2⇡/3 radians about the [111] crystal direction
(i.e. the z-axes of the supercell). Figure 5.5 illustrates how this rotation a↵ects the lobe
orientations of the kubic harmonic order parameter relative to the supercell axes. s3 is thus
formulated by application of the R1 operation on s1.
This R1 rotation is not the only transformation operation that maps a (...ABCABC...)
stacking to one with (...CBACBA...) stacking but it is the simplest operation to implement
in my code. Table 5.1 gives the details of how s3 and s4 are implemented. Restraining walls
are imposed in both s3- and s4-space to inhibit the formation of twinned crystals within
regions 1 and 2 respectively of the two-regions CV setup (see Section 3.2.3). The restraining
walls are implemented with the following mathematical form:
Vwall(si) =
8<:0 if s  slim,wall   si slim✏  2 if s > slim (5.1)
where i = 3, 4 for s3,4, wall = 10.0, ✏ = 0.01 and a choice of slim = 0.15 was found to
e↵ectively prohibit the formation of crystal with the (...CBACBA...) stacking sequence
and thus promote the desired melting behaviour in region 1 (see Section 5.6). Note that
1Recall that s2 is used a restraining wall to prevent melting in region 2.
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Figure 5.5: Application of the rotational operation, R1, on the kubic harmonic order
parameter. s1 and s2 are the original set up of the kubic harmonic CV and s3 and s4
have been rotated by 2⇡/3 radians about the [111] crystal direction (i.e. the z-axes of the
supercell). The corresponding fcc stacking sequence for each CV is also shown.
expression (5.1) is similar to expression (3.21) used to prevent melting of the crystal in
region 2. The e ciency of the aforementioned scheme will now be demonstrated in the
following section.
CV ✓x ✓y ✓z x order x order x order Usage
s1 ⇡/4 cos 1
⇣q
2
3
⌘
0 2 1 3 Metadynamics in region 1
s2 ⇡/4 cos 1
⇣q
2
3
⌘
0 2 1 3
Impose restraining wall to
prevent melting in region 2
s3 ⇡/4 cos 1
⇣q
2
3
⌘
2⇡/3 3 2 1
Impose restraining wall to
inhibit twinning in region 1
s4 ⇡/4 cos 1
⇣q
2
3
⌘
2⇡/3 3 2 1
Impose restraining wall to
inhibit twinning in region 2
Table 5.1: Rotations required to create the CVs, s1 and s4 capable of detecting twinned
regions in the supercell.
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5.4 Testing the e↵ectiveness of restraining walls on
inhibiting the formation of twinned regions
Figure 5.6 shows the time evolution of the CVs s1, s2, s3 and s4 (defined in the previous
section) with and without the imposition of the twin-inhibiting restraining wall defined
in expression (5.1). The lower and upper insets of Figure 5.6 actually represent runs
with identical input parameters with the only exception being the imposition of the twin
restraining walls in the later case.
0.0
0.2
0.4
0.6
0.8
s
s1 s2 s3 s4
0 1 2 3 4 5 6
Simulation time, t (picoseconds) ⇥103
0.0
0.2
0.4
0.6
0.8
s
Figure 5.6: The time evolution of CVs s1, s2, s3 and s4 with (lower inset) and without
(upper inset) restraining walls on s3 and s4. The position of the restraining wall at s = 0.15
is marked with a dashed magenta line.
There are several points worth noting in the upper inset of Figure 5.6:
1. As discussed in the previous section, s3 and s4 are responsible for detecting the
formation of twinned regions with the reverse stacking order (...CBACBA...) within
regions 1 and 2 respectively. s3 (and s4) begins with a value of 0.12 and remains
largely constant with the exception of several larger, more pronounced jumps.
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2. The abrupt, step-wise jumps in the s3 value occur most notably at around t = 2.0⇥
103, 2.9⇥103 and 4.3⇥103 picoseconds. Each jump up in the s3 value is instantaneously
accompanied by the beginning of a new ditching-filling event in s1 which we now know
corresponds to the formation of new twinned layers. The strong causal relationship
between s3 and s1 suggests that s3 (and s4) is e↵ective in tracking the extent of
twinning occurring inside region 1 (region 2).
3. s4 remains at 0.12 throughout the simulation run suggesting the total absence of twin
formation in region 2.
Moving onto the case with the imposition of restraining walls shown in the lower inset of
Figure 5.6:
1. In contrast with the upper inset, there is a total absence of ditch-filling events in s1
as expected since twinning is e↵ectively suppressed. The restraining wall at s = 0.15
(magenta dashed line) is clearly e↵ective in preventing the value of s3 ascending to
0.25 as woUld be the case in the absence of the wall.
2. s1 displays a big plunge to s = 0 between 4.1⇥ 103 < t < 4.4⇥ 103 picoseconds which
signifies wholesale melting of the crystal in region 1. This behaviour of s1 is in stark
contrast with the incremental jumps manifest in the upper inset. Notice that s3 also
drops to near 0 within the same time interval also signifying the formation of liquid
phase. Figure 5.7 shows the liquid formed in region 1 at t = 4.4⇥ 103 picoseconds.
It is clear that the present strategy of inhibiting twin formation is highly e↵ective. Now
that twin formation is prohibited the (111)-orientated supercells finally undergo wholesale
melting and the path towards the computation of  sl for the (111)-interface is now clear.
Figure 5.7: Liquid formed in region 1 at t = 4.4⇥ 103 picoseconds.
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5.5 Computation of  sl,(111) from metadynamics simulation
In this section, the twin restraining walls formulated and demonstrated in preceding Sections
5.3 and 5.6 are used to compute  sl,(111) by performing metadynamics on a 3⇥5⇥13, (111)-
orientated cell. The metadynamics methodology outlined in Section 3.2.5 is complemented
with the twin restraining walls. 40 independent runs were carried out and Figure 5.8 shows
the averaged FES normalised by dividing by 2A. The normalised FES for the 6 ⇥ 6 ⇥ 26,
(100)-orientated supercell is also shown for comparison purposes. There are several things
to note:
1. The general shape of the (111)-orientated FES resembles those typically seen for (100)-
and (110)-orientated supercells. The characteristic plateau region, which is associated
with the coexistence of solid and liquid phases, is visibly flat. It is encouraging that
this FES is uncontaminated by the presence of ditches associated with twin formation
which highlights the e↵ectiveness of the twin restraining walls.
2. A subtle but detectable hump can be seen in the (111)-orientated FES at around
0.50 < s < 0.59 as shown in the inset of Figure 5.8. This feature is believed to
be physical in origin rather than an artefact of statistical error or computational
inadequacies. It is suspected that the formation of spherical nuclei are responsible for
this feature which is investigated in more detail in Section ??.
3. In comparing the two normalised FESes, the (100)-orientated case has a higher basin
depth,  Gint, than the (111)-case. Since the FESes are normalised this implies a
larger  sl for the former case. This di↵erence is much larger than those between (100)-
and (110)-orientated FESes shown in Figure 3.16.
Table 5.2 compares the value of  sl,(111) obtained from Figure 5.8 with selected values of
 sl for the other two orientations. As discussed in Section 3.3.6, it is necessary to compare
 sl obtained from similarly sized cells and therefore the supercell sizes feature in Table 5.2
are roughly equal in dimensions.
The first thing to notice about the value of  sl,(111) in Table 5.2 is that it is significantly
smaller than both  sl,(100) and  sl,(110). Whilst the ratio  sl,(110)/ sl,(100) di↵ers from unity
by only ⇡ 0.01, the ratio  sl,(111)/ sl,(100) is larger by an order of magnitude at 0.14. The
statistical errors on the value of  sl,(111) is comparable to those for the other interfaces.
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Figure 5.8: The normalised FES obtained from a metadynamics simulation with a 3⇥5⇥13,
(111)-orientated supercell. For comparison purposes, the normalised FES obtained from a
6⇥ 6⇥ 26, (100)-orientated supercell is also shown.
Orientation
Supercell
size
 sl (eV/A˚2)  sl,(hkl)/ sl,(100)
(100) 6⇥ 6⇥ 26 6.56(3) 1.000
(110) 7⇥ 5⇥ 18 6.50(4) 0.991
(111) 3⇥ 5⇥ 13 5.64(2) 0.860
Table 5.2: Comparison of  sl values for the three di↵erent orientations: (100), (110) and
(111) and the relative ratio,  sl,(hkl)/ sl,(100), with respect to  sl,(100). In order to minimise
finite-size e↵ects cause by the finite dimensions the supercells, the supercell sizes considered
in this table are similar in dimensions.
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5.6 Discussion
In this chapter, the pathological case of the (111)-orientated supercell has been tackled. An
unmodified metadynamics simulation was performed and ‘ditch’ features were found to be
present in the resulting FES. Twinned regions with the reverse stacking sequence (...CBA...)
have been identified as the culprit. It was then demonstrated in Sections 5.3 and that an
appropriate rotation of the kubic harmonic order parameter yields a CV that is able to
detect the occurrence of such twinned regions in (111)-orientated supercells. Subsequent
usage of the CV as a restraining wall proves to be an e↵ective means in which to inhibit
the formation of twinned regions. Ultimately, the imposition of such a CV restraining wall
in combination with metadynamics enabled  sl,(111) to be successfully determined for the
MKBA aluminium potential.
Observation of spurious features in the solid-liquid metadynamics FES is not new,
Angioletti-Uberti [101] found that the formation of grain-boundary-like structures in
the atomic configurations introduced terraced features into the FES when performing
simulations on one-component lead system. Angioletti-Uberti used (100)-orientated cells
his study and one may wonder why such grain-boundary-like features are not encountered
in my own simulations on aluminium – even though my cells are also (100)-orientated.
Atomistic snapshots of my simulation runs show that the initial formation of a twinned
region only occurs via a re-solidification mechanism as discussed in Section 5.2. To be
precise, the formation of an intermediate liquid phase is needed in order for the twins
to form. It is reasonable to assume that the direct formation of a twinned region from
the original crystal is energetically unfavourable. The re-solidification mechanism was also
observed by Angioletti-Uberti [101] where he notes that recrystallization can occur in a
di↵erent orientation to the original. The re-solidification mechanism suggests that the twin-
inhibiting CV works by preventing the atoms from solidifying with the incorrect CBA-
stacking order.
The value of  sl,(111) is found to be significantly lower than both  sl,(100) and  sl,(110). The
CFM results of Wilson and Mendelev indicate that the ratio  sl,(111)/ sl,(100) is about 0.954.
My value for the same ratio is 0.860 which is significantly lower than their value. Unlike
the values of  sl,(100) and  sl,(110) obtained in Chapter 3, the calculation of  sl,(111) in this
chapter does not benefit from any attempt to quantify finite-size errors introduced by finite
supercell dimensions. I believe that a similar analysis is necessary for the (111)-orientated
supercells and carrying out an extrapolation similar to Section 3.3.7 will yield a value for
the ratio  sl,(111)/ sl,(100) in closer agreement with Wilson and Mendelev.
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6Conclusions
In the present thesis, the metadynamics technique for  sl has been used to obtain values of
 sl for the three low-index (100)-, (110)- and (111)-orientated interfaces in a one-component
system of pure aluminium modelled using the MKBA empirical potential. Compared to
the more conventional capillary fluctuation method (CFM), the metadynamics technique
for  sl o↵ers the significant advantage of requiring up to two orders of magnitude less atoms
in the simulation cell in order to be implemented and thereby lowers computational costs.
However, the use of smaller supercells introduces the possibility of finite size e↵ects a↵ecting
both the observed melting point of the material within the supercell as well as the magnitude
of  sl itself. A systematic study of the both the former and latter e↵ects have been carried
out in this thesis and it is found that both e↵ects are measurable and significant.
In Chapter 4, the finite size e↵ects on the melting point was studied using the interface
pinning (IP) method [24] to locate the melting point of materials contained within di↵erent-
sized, (100)-orientated supercells ranging from 3⇥ 3 to 8⇥ 8 unit cells in cross section and
10 to 26 unit cells in length. In the smallest supercells (3 ⇥ 3 cross section) studied the
observed melting point is about 4K higher than the bulk melting point of the MKBA
potential which was determined to be around 925.4K in good agreement with the value of
926K provided by the originators of the MKBA empirical potential [1]. The metadynamics
method relies on the simulation temperature being as close to the melting point as possible
in order to yield the characteristic ‘flat plateau’ feature of the free energy surface from which
 sl is calculated. As such, an alteration by 4K is significant and it was shown in Section
3.3.2 that superheating or supercooling the supercell by 10K leads to significant sloping in
the plateau region – enough to introduce a systematic error larger than the magnitude of
the orientation-dependent anisotropy of  sl. A physical explanation of the melting point
alterations was provided which is based on the characterising the excess entropy from the
solid and liquid radial distribution functions computed from all the di↵erent-sized cells.
In Chapter 3, the metadynamics method was used to compute  sl for a variety of
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di↵erent-sized (100)- and (110)-orientated supercells. Significantly,  sl was found to depend
strongly on the supercell sizes that I studied. A rationalisation of these finite size e↵ects
was attempted using the logarithmic scaling relations observed in the interfacial tensions of
the Ising model [3] which conveniently also allowed the value of  sl to be extrapolated to
the thermodynamic limit yielding  sl,(100) = 6.70 meV/A˚ 2 and  sl,(110) = 5.70 meV/A˚ 2.
The value of  sl,(100) obtained by the latter extrapolation procedure is roughly in agreement
with the value obtained by Wilson and Mendelev [8] which is 10% larger. Although the
extrapolated value of  sl,(110) is significantly lower than expected, it is believed that carrying
out more metadynamics simulations to obtained a larger dataset of  sl,(110) values from a
wider variety of supercell sizes will improve this estimate.
In Chapter 5, values of  sl for (111)-orientated supercells was computed. The reason for
devoting a whole chapter to the (111)-orientated case is because di culties are encountered
relating to the formation of twins in the supercell. The formation of these twin introduced
rut-like features into the plateau region of the free energy surfaces which hindered the
measurement of  sl from these free energy surfaces. A method of inhibiting the formation
of these incriminating twins was devised and successfully applied so that  sl,(111) could be
obtained. The value  sl,(111) = 5.64 meV/A˚ 2 is found to significantly lower than both
 sl,(100) and  sl,(110) and the anisotropic ratio  sl,(hkl)/ sl,(100) = 0.86 is found to be much
smaller than those found in the capillary fluctuation studies by Wilson and Mendeleev. It
is important to remember that the  sl,(111) value obtained from this chapter does not benefit
from an extrapolation to the thermodynamic limit, unlike values of  sl,(100) and  sl,(110) in
Chapter 3 and, as such, there is much room for improvement.
Overall, this thesis embodies a systematic study of how the estimated value of  sl for
MKBA aluminium from metadynamics simulation depends on the supercell size. Attempts
have been made to rationalise these finite-size e↵ects and obtain an estimate of  sl in the
thermodynamic (infinite supercell size) limit. The results of this study will provide an
invaluable framework in any future attempt to estimate  sl from small simulation cells.
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Appendix A
Derivation of Capillary Fluctuation
Expression
The derivation here closely follows that outlined by Hoyt, Trautt and Upmanyu in [119].
Consider figure A.1 which shows a portion of SL interface held at the melting temperature
and pressure, (TM ,PM). The underlying intuition is that a system will adopt a configuration
which minimises the total excess free energy of the system, there are two contributions:
Free energy of bulk solid and liquid For a system held at the melting point, the solid
and liquid phases have the same molar1 free energies. Hence, the total free energy
is independent of the atomic fraction of solid and liquid atoms present in the box2.
Alternately phrased, the system cannot increase and decrease the Gibbs free energy
of the system by changing the relative portions of liquid and solid atoms in the box.
Free energy of the interface The interfacial contribution to the free energy depends on
both the area and anisotropy of the interface. A flat interface will yield the least area,
but anisotropic e↵ects must also be taken into account.
Factoring these considerations, the excess free energy of the system can be written as the
integration over the infinitesimal ‘patches’ of SL interface along its entire length:
E = b
Z
 (✓)dl (A.1)
1It is crucial to di↵erentiate between molar and total quantities in thermodynamics. To use a more
everyday illustration, molar quantities can be likened to ‘GDP per capita’ whilst total quantities are
analogous to the ‘national GDP’. In economics, it would be catastrophic to get these quantities muddled,
let alone in thermodynamics!
2To carry the ‘GDP’ analogy further, it is like saying the GDP of male and female citizens are identical
and thus the relative portion of males and females has no impact on the national GDP.
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Figure A.1: Schematic illustration of a portion of SL interface.
The height profile of the SL interface is denoted h(x) so the infinitesimal length of the area
element is thus given by Pythagorus:
dl =
p
dh2 + dx2
= dx
s
1 +
✓
dh
dx
◆2
(A.2)
And hence the integral in expression (A.1) becomes:
E = b
Z 2L
0
 (✓)
s
1 +
✓
dh
dx
◆2
dx (A.3)
Now we assume that the fluctuations away from a flat interface are small and there are no
steep features in it. The allows us to make two assumptions:
1. dhdx is small. Using a power expansion for
q
1 +
 
dh
dx
 2
about dhdx = 0 gives:s
1 +
✓
dh
dx
◆2
⇡ 1 + 1
2
✓
dh
dx
◆2
(A.4)
2. ✓ is small. This has two consequences. Firstly, it means we can expand  (✓) as a
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Taylor series about ✓ = 0 and just keep terms up to second order:
 (✓) ⇡   + d 
d✓
    
✓=0
✓ +
1
2
d2 
d✓2
    
✓=0
✓2 (A.5)
And in fact the first-order term will vanish if we choose a form of  (✓) that is symmetric
about ✓ = 0, for example:  (✓) =  0(1 + ✏4 cos 4✓) commonly used in phase field
modelling in two dimensions. Secondly, note that tan ✓ = dhdx , and since tan ✓ =
✓ + ✓
3
3 + . . . then:
dh
dx
⇡ ✓ (A.6)
Substituting (A.4) and (A.5) into the integral (A.3) we get:
E = b
Z 2L
0

  +
1
2
d2 
d✓2
✓2
  "
1 +
1
2
✓
dh
dx
◆2#
dx
= b
Z 2L
0
  +
1
2
(  +  00)
✓
dh
dx
◆2
+
1
4
 00
✓
dh
dx
◆4
dx (A.7)
where the last term is considered negligible compared to the other two terms because of
its power 4 dependence on dhdx and  
00 = d
2 
d✓2 for notational convenience. So we have two
integrals to evaluate on the right of (A.7). The first is trivial:
b
Z 2L
0
 dx = b .2L (A.8)
which is the free energy of a perfectly flat interface. The second integral can be interpreted
as energy contributions to the system due to perturbations of the interface away from a
perfectly flat one, which we denote  E:
 E =
1
2
b(  +  00)
Z 2L
0
✓
dh
dx
◆2
dx (A.9)
To progress, we express the interface height profile as a Fourier series:
h(x) =
1X
n=1
[Ac(k) cos(kx) + As(k) sin(kx)] (A.10)
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where k = n⇡L . The integrand in (A.9) thus becomes:✓
dh
dx
◆2
=
1X
n=1
1X
m=1
[Ac(kn)Ac(km)knkm sin(knx) sin(kmx)
  2Ac(kn)As(km)knkm sin(knx) cos(kmx)
+ As(kn)As(km)knkm cos(knx) cos(kmx)] (A.11)
allowing (A.9) to be computed by respecting the orthogonality of the cross Trigonometric
integrals. The result is:Z 2L
0
✓
dh
dx
◆2
dx =
1X
n=0
k2nL [A
2
c(kn) + A
2
s(kn)]| {z }
|A(kn)|2
(A.12)
where the quantity |A(kn)|2 is the so-called ‘power spectrum’. Hence, the energetic
contribution (A.9) becomes:
 E =
1
2
b(  +  00)L
1X
n=0
k2n|A(kn)|2 (A.13)
The last step is to draw upon the equipartition theorem that each normal mode on average
contributes kBT/2 of energy to the system [19, 119]. So, for each wave-number kn we can
write:
kBT = bL(  +  
00)k2nh|A(kn)|2i (A.14)
where the subscript n of kn may be dropped.
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Appendix B
Setting up and running capillary
fluctuation calculations
The purpose of this appendix is to give more specific details on the typical progression of a
capillary fluctuation study.
1. Create a long, wide but thin simulation cell with periodic boundary conditions; a wide
cell is necessary so that longer wavelength interface fluctuations can manifest inside
it. There are typically on the order of 105 atoms in such cells. The long direction of
the cell should be parallel to the normal of the interface to be studied.
2. Obtain a solid-liquid phase coexistence within the cell under constant-NVE conditions,
this situation is identical to that used in the determination of the melting line via
the so-called ‘phase coexistence’ method [61] where the system naturally equilibrates
towards the melting point.
3. The next step is to ‘trace’ the SL interface height profiles from snapshots of the
system, a Fourier analysis can then be performed and expression (2.36) evaluated.
The interface is a di↵use entity but for the purposes of CFM we can define its location
within a transition region where a suitably-chosen order parameter changes from a
value corresponding to bulk-solid to that of bulk-liquid. A common choice of order
parameter is that which characterises the translational order in perfect crystals [7, 87].
4. Average over the A(k) coe cients obtained from the Fourier analyses of the snapshots
from the previous step - this gives the thermal average. Lastly, extract the sti↵ness
by performing a linear regression fit to a plot of h|A(k)|2i versus 1/k2.
5. Repeat the previous four steps for di↵erent interface orientations. One can then use
the obtained interfacial sti↵nesses for di↵erent interfaces and fit them to an analytic
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expansion for the orientation dependence. An example is expression (2.35) which has
two parameters  0 and ✏4 which can be determined if we have two sti↵ness values each
corresponding to a di↵erent interface e.g  ˜100 and  ˜110 i.e. two equations which can
be solved simultaneously. So far, we have been dealing with sti↵ness and not free
energy. However, the free energies can be trivially obtained from (2.34) once we know
the value of the two aforementioned parameters. It is in this way that interface free
energies can be obtained from the sti↵ness data.
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Appendix C
The probabilistic interpretation of
free energy
C.1 Derivation
For a classical system of particles interacting via an arbitrary potential energy function, the
total potential energy, U , is a function of the positional coordinates of all the particles/atoms
i.e U(r1, . . . , rN). In the canonical ensemble, the probability of the system having potential
energy U 0 is given by:
P (U 0) =
R
 (U(r1, . . . , rN)  U 0)e  U(r1, . . . , rN )/kBTdr1 . . . drNR
e  U(r1, . . . , rN )/kBTdr1 . . . drN
=
R
 (U(r1, . . . , rN)  U 0)e  U(r1, . . . , rN )/kBTdr1 . . . drN
Z
(C.1)
where the denominator is the configurational part of the classical partition function, which
can be denoted Z. The delta function in the numerator of (C.1) serves to ‘pick out’ the
atomic configurations that correspond to the potential energy, U 0.
Now imagine that the system undergoes a reaction/phase change which can be
characterised by the collective variable s, which invariably depends on the positional
coordinates of the N particles in the system just like the potential energy, hence
s(r1, . . . , rN). Expression (C.1) can be adapted to obtain the probability of finding the
system at a certain value of the collective variable, P (s0), instead:
P (s0) =
R
 (s(r1, . . . , rN)  s0)e  U(r1, . . . , rN )/kBTdr1 . . . drNR
e  U(r1, . . . , rN )/kBTdr1 . . . drN
(C.2)
where the delta function now picks out all configurations that correspond to collective
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variable value, s0. Notice that the numerator di↵ers from the partition function in the
denominator only by the presence of the delta function and hence the numerator can be
interpreted as a ‘partial’ partition function, z(s0), that integrates over a sub-space of the
entire configuration space that yields a collective variable value of s0. Thus (C.2) can be
written:
P (s0) =
z(s0)
Z
(C.3)
It is quite clear that the equivalent expressions (C.2) and (C.3) must yield a quantity less
than unity. In order to relate these quantities to the Helmholtz free energy, F , it is necessary
to recall the well-known relation:
F =  kBT lnZ (C.4)
which relates the free energy of the system to the corresponding partition function. This
relation is also valid for finding the free energy of the system when it has a corresponding
collective variable value of s0:
F (s0) =  kBT ln z(s0) (C.5)
where z(s0) is the aforementioned ‘partial’ partition function. Substituting (C.5) into (C.3)
we get after some rearrangement:
F (s0) =  kBT lnP (s0) + F (C.6)
This expression tells us that knowledge of the histogram P (s) allows us to compute the
free energy surface F (s). Note that the evaluation of F is impractical due to its high
dimensionality and can be evaluated for only a few model systems but its independence on
s means that, unless absolute free energies are required, (C.6) can be used to yield relative
free energies in the collective variable space and treating F merely as an immaterial constant.
Of course, the sampling of P (s) to a su cient accuracy is another significant challenge and
it is the purpose of accelerated sampling techniques to circumvent these problems.
C.2 Interpretation
I just wish to expound upon the interpretation of expression (C.2) in the context of solid
and liquid states. Imagine we are able to describe a system which undergoes a solid-liquid
phase transition using a collective variable s. A suitable choice of collective variable might
be as simple as the density. Suppose that we are at the melting temperature where the
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molar free energy of the solid and liquid phases are equal. In metallic systems, the density
of the liquid is less than that of the solid1 (at the melting point) and the molar potential
energy of the solid is lower than the liquid.
A na¨ıve interpretation of expression (C.2) would say that the probability of the liquid
state occurring is less likely than the solid state because the higher potential energy of the
liquid configurations will give a correspondingly smaller Boltzmann factor in the numerator.
However, such an interpretation is to totally ignore that fact that the numerator of (C.2)
is an integration over all the part of configurational phase space which correspond to either
solid or liquid. It might be the case that the liquid state occupies more phase space than
the solid and hence the overall integral is not necessarily smaller for the liquid state. There
are thus two competing e↵ects at work, on the one hand is the Boltzmann factor which
disfavours states with high potential energies, but on the other hand the volume of phase
space occupied by the liquid state may be larger2. At the melting point, these two e↵ects
cancel out each other in such a way that both solid and liquid phases are equally likely.
1This is not true in general such as in the notable example of water.
2We know from the ideal gas model that the entropy increases with the volume it occupies, and hence
it isn’t a stretch to imagine that the lower density of the liquid phase leads to larger entropy contributions
due to there being ‘more ways’ to be liquid than solid.
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Appendix D
Rotating the kubic harmonic
collective variable to accommodate
cells with orientations other than
(100)
The kubic harmonic order parameter, as first suggested by Angioletti-Uberti and coworkers [21],
has the mathematical form defined in expressions (3.11), (3.12) and (3.13) which are only
suitable when the (100) face-centred cubic crystal planes are perpendicular to the z-direction
of the simulation cell. As such, only the  sl for the (100) interface can be obtained using this
unaltered form. However, if we hope to obtained  sl for crystal interfaces other than (100)
it is a trivial matter of rotating the coordinates of the atoms from another orientation, such
as (110) or (111), back to a (100)-orientation so that expression (3.12) can be evaluated.
To be precise, a computation implementation of expression (3.12), reiterated here for
convenience:
c↵(x) =

x4y4
✓
1  z
4
|x|
◆
+ y4z4
✓
1  x
4
|x|
◆
+ z4x4
✓
1  y
4
|x|
◆ 
(D.1)
must be evaluated for each atom by computing the right-hand side for every nearest
neighbour separation vector x = [dx, dy, dz]. As it stands expression (D.1) is suitable
only for (100)-orientated cells, but consider applying the transformation matrix T to the
separation vector:
Tx =
0B@t11 t12 t13t21 t22 t23
t31 t32 t33
1CA
0B@dxdy
dz
1CA (D.2)
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Consider a cell orientated with the (110) crystal planes perpendicular to the z-axis, the
angle between the normal of this plane, nˆ110, with nˆ100 is
⇡
4 (verified easily by the product
rule). This means we can rotate the crystal by ±⇡4 about the x- or y-axis and the crystal will
recover the (100)-orientation, and (D.1) can be evaluated as though the order parameter
itself was rotated by ±⇡4 . In practise, this means we must rotate every nearest neighbour
separation vector x by ±⇡4 using the transformation matrix in (D.2). A similar idea also
works for (111)-orientated cells.
I will now list out the transformation matrix for each orientation but note these
transformations are non-unique (i.e. there are many ways to achieve the necessary e↵ect):
• [100]: No rotation needed.
T =
0B@1 0 00 1 0
0 0 1
1CA (D.3)
• [110]: Rotate about x-axis by ✓ = ⇡4 :
T =
0B@1 0 00 cos ✓   sin ✓
0 sin ✓ cos ✓
1CA (D.4)
• [111]: Rotate about y-axis by ✓1 = cos 1
⇣q
2
3
⌘
(the angle between (111) and (110)
planes deduced by product rule) then rotate about x-axis by ✓2 =
⇡
4 :
T =
0B@ cos ✓1 0 sin ✓10 1 0
  sin ✓1 0 cos ✓1
1CA
0B@1 0 00 cos ✓2   sin ✓2
0 sin ✓2 cos ✓2
1CA (D.5)
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Appendix E
Systematic error due to deviation
from true melting point
The flatness of the plateau region in the free energy surfaces (FESs) obtained in Section
BLAH are a direct consequence of the simulation being held at, or very near, the melting
point Tm. Any temperature deviation from the melting point,  T , will result in a systematic
slope in the resulting FESs. The purpose of this appendix is to derive an expression for the
slope in the plateau region as a function of the deviation  T .
Consider figure E.1 which shows how the molar Gibbs free energy, G, of the solid and
liquid phase vary as a function of the temperature. If we approximate the variation to be
linear near the melting point then a Taylor expansion of the free energy about Tm can be
made for both phases and evaluated at T1:
Gs(T1) = G
s(Tm) +
✓
@Gs
@T
◆
P
    
Tm
 T
Gl(T1) = G
l(Tm) +
✓
@Gl
@T
◆
P
    
Tm
 T
(E.1)
where P is the pressure and the s and l subscripts signify the solid and liquid phases
respectively. Now we know that
 
@G
@T
 
P
=  S, so:
Gs(T1) = G
s(Tm)  Ss(Tm) T
Gl(T1) = G
l(Tm)  Sl(Tm) T
(E.2)
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Figure E.1: Schematic of the solid- and liquid-phase Gibbs free energies versus temperature
at constant pressure.
Now at coexistence the molar Gibbs free energy of the solid and liquid are the same1:
Gs(Tm) = G
l(Tm) (E.3)
So the expressions in (E.2) can be equated:
Gs(T1) + S
s(Tm) T = G
l(T1) + S
l(Tm) T
Gs(T1) Gl(T1) = [Sl(Tm)  Ss(Tm)| {z }
 Smelt
] T (E.4)
where  Smelt is the molar entropy change on melting. Expression (E.4) tells us that the
molar Gibbs free energy di↵erence between the solid and liquid phase is linearly proportional
to the deviation from the Tm,  T . We can use expression (E.4) to approximate the slope
of the plateau region in the FES.
Note that for aluminium,  Smelt = 1.4 kB (atom) 1 = 1.21 ⇥ 10 4 eV K 1 (atom) 1
[83]. In fact, for all fcc metals,  Smelt ⇡ 1.00⇥ 10 4 eV K 1 (atom) 1 [106].
1For single component systems this is equivalent to saying the chemical potentials of solid and liquid are
equal – see for example page 168 of Callen [120].
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