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III. CONCLUSION
We have proved that BIBO stability of a switching linear system implies that it is uniformly exponentially stable. It follows, using a result of Dayawansa and Martin, that the family of transition matrices have a joint, not necessarily quadratic, Lyapunov function. The extension of this result to BIBO stability in a stochastic sense is an open problem, the solution of which would resolve a fundamental technical issue in recursive identification and stochastic adaptive control.
I. INTRODUCTION
In the past two decades, a considerable amount of research concerning linear time-invariant (LTI) singular systems (or descriptor systems) has been reported because of its extensive applications [4] , [8] . Efforts have been devoted to investigating structural properties of the singular system. Results on controllability (observability), stability, pole assignment, robustness and feedback regularization have been established by using both algebraic and geometric approaches. Issues related to decentralized output feedback control have been studied [4] , [12] , [16] .
Decentralized fixed mode (DFM) is an important concept in studying of large scale systems. Various algebraic criteria on DFM have been obtained [1] , [3] , [15] . Results on stabilization and pole assignability of LTI systems subject to decentralized output feedbacks are usually given in terms of the DFM (see, for example, [10] and [11] ). It is well known that a LTI system can be assigned a closed-loop spectrum using decentralized dynamic compensator if and only if the spectrum contains the set of the DFM. However, there is no complete solution to the assignability problem if only static decentralized output feedback is applied to the system. For nonsingular decentralized control system, [18] studied this problem qualitatively and showed that except the DFM the closed-loop poles can be separated from each other and shifted away from any given finite set in the complex plane. The first aim of this note is to answer what can be said about the closed-loop poles for the decentralized singular system (DSS) of which the number of finite poles is less than the number of state variables. This note also aims at investigating the structure of these finite poles under decentralized output feedback.
We first define new concepts of the geometric multiplicity (GM) of the finite DFM, the decentralized output feedback variable polynomial (DVP), and the finite decentralized output feedback cycle index (DCI) of the DSS. These concepts characterize the ability of decentralized output feedback to change the finite poles and their algebraic structure of the closed-loop DSS, and are useful in describing the canonical form of the closed-loop system. We then present formulas for determining the GM and the DCI in terms of the DFM and the system matrices. Generic results on assignability of the zeros of the DVP (i.e., the variable closed-loop finite poles) and those on controllability and observability of the closed-loop DSS through a single (or external) channel are presented. The remainder of the note is organized as follows. Section II introduces some preliminary backgrounds. The main results are given in Section III. An illustrative example is presented in Section IV. Section V gives the conclusions.
Notation: The following notation will be used throughout this note. ; i 2 Ng the set of block diagonal matrices with specific structure where the set N = f1; 2; . . . ; Ng. P(N) is the power set of N , i.e., the set of all subset of N , and 8 is the empty set.
II. PRELIMINARIES
This section reviews some basic facts regarding the finite poles of the singular system. A recent result [19] on assignability of the finite poles of the closed-loop singular system is introduced. The notion of Zarisky open set and generic property are recalled. Two lemmas to be used in establishing our main results are presented.
A. Finite Poles and Their Assignability
Consider an LTI singular system E _ x = Ax + F u y = Gx (1) where x 2 R n is the state of the system, u 2 R r and y 2 R m are the input and output vectors of the system, respectively, E 2 R n2n is assumed to be singular with 0 < rank(E) = q > n, and A, F , G are real constant matrices of appropriate sizes.
We recall that (1) is said to be regular if det(sE 0 A) 6 = 0. If deg(det(sE 0 A)) = n 1 , then the system (1) has n 1 finite poles (counted repeatedly for multiple poles), defined as the eigenvalues of the matrix pair (E; A). Denote by (E; A) the set of these finite eigenvalues.
In addition, we use gm(; E; A) to denote the geometric multiplicity of the finite pole 2 (E; A), i.e., gm(; E; A) = dim(null(E 0 A), and define the cycle index of the system (1) (or the pair (E; A)) as cyc(E; A) = maxfdim(null(sE0A)),any finite s 2 Cg. Note that if (E; A) 6 = 8 then cyc(E; A) = maxfgm(; E; A); 2 (E; A)g since null(E 0 A) = 8 for any = 2 (E; A). System (1) is regular but has no finite pole if and only if cyc(E; A) = 0, and if (E; A) has only distinct finite poles, then cyc(E; A) = 1. Assume cyc(E; A) = k, the exponential modes of the singular system (E, A, F , G) is con-
Apply static output feedback
to (1), we have the closed-loop system E _ x = (A + F KG)x + F v y = Gx:
To prepare the study of the algebraic properties of singular systems subject to decentralized control, we now introduce a recent result [19] regarding pole assignability of singular systems under static output feedback.
Theorem 1: Assume that (1) is both strongly controllable and strongly observable, then the following hold.
a) The assignability of the finite poles of the singular system (1) by output feedback is equivalent to that of the poles of a nonsingular system (As, Fs, Gs) of order q, and the system (As, Fs, Gs) is both completely controllable and completely observable.
b) The closed-loop system (3) has q finite poles for almost any output feedback (2), and these poles are distinct and away from any given finite set in the complex plane. The statement a) of Theorem 1 is called the equivalence of pole assignability under output feedback, it means that how we can assign the variable finite poles of the closed-loop singular system (2) is as much as how we can do the poles of the controllable and observable triple (As, Fs, Gs).
The proof of this theorem is outlined in Appendix. 
B. Zarisky Open Sets

C. Two Lemmas
This subsection introduces two lemmas that will be used to derive some of the results in Section III.
The first lemma is about existence of common zeros of two polynomials (see, e.g., [7] ), and will be used to establish the generic property of the distinctness of the variable finite poles for the closed-loop DSS. The next lemma is about generic rank of a parameterized matrix. The original version (with a single varying matrix) of this algebraic result can be found in [15] , and it has demonstrated to be very efficient in studying algebraic properties of linear systems ( [12] , [15] , [16] ). We here restate the result given in [12] with an annex of generic property. 
We now verify the generic property of the equality (4) to the variable matrix K 2 SK. Denote r 3 = g:r: fA0 + P KQ; K 2 SKg, and consider a polynomial f(k) defined as the sum of the squares of all possible minors of order r 3 of the matrix A 0 +PKQ, where the vector k is the associated vector of K. Clearly the set N(f) is the complement of the set S = fKjrank(A 0 + P KQ) = g:r: fA 0 + P KQ; K 2 S K gg in S K , i.e., S = S K 0 N(f). Note that f(k) is nonzero due to (4), the conclusion then follows from Definition 1.
III. MAIN RESULTS
A. Definitions
Consider the decentralized control singular system with N channels
where x 2 R n is the state of the system, u i 2 R r and y i 2 R m are the input and output vectors of the ith control channel, respectively, the matrix E 2 R n2n is singular with rank less than n, and A, Bi, C i , i 2 N, are real constant matrices of appropriate sizes. Denote 
is applied to the DSS (5), the resultant closed-loop system becomes
Bivi y i =C i x; i 2 N:
For convenience, we introduce the following notation:
. . . The closed-loop system (7) can be written in the following compact form:
E _ x = (A + BKC)x + Bv y = Cx:
For brevity, we shall denote the system (5) by 6 = (E; A; B; C).
Let us recall the concept of decentralized fixed modes [4] , [5] . The decentralized fixed polynomial (DFP) of the DSS (5) with respect to (w.r.t.) SK is defined as p f (s; 6) = gcd fdet(sE 0 A 0 BKC); K 2 SKg where gcd stands for greatest common divisor and det(sE 0 A 0 BKC) is assumed not to be identically zero for some K 2 S K . The zeros of the DFP is defined as the finite DFM of the DSS (5), and the set of the finite DFM is given by 3(6; S K ) = \ K2S (E; A + BKC).
We now introduce some new concepts for the DSS (5). They, in contrary to the DFP and the DFM, characterize the capacity and effectiveness of decentralized output feedback in changing qualitatively the finite poles of the closed-loop DSS. For convenience, we also use the notation p f (s), p v (s; K), and 3(6) to denote the DFP, the DVP, and the set of the finite DFM, respectively, in the following derivations.
The above definition may be used for determination of the DVP, since algorithms for determination of DFM are available [4] . The zeros of the DVP are the finite poles of the closed-loop system (8) that are variable, we call them the variable finite poles. If the DSS (5) has no DFM, then p f (s) = 1, and p v (s; K) = det(sE 0 A 0 BKC).
Definition 3: Let 2 3(6), its GM is defined as gm(; 6) = minfgm(E; A + BKC); K 2 S K g:
The finite DCI of the DSS (5) w.r.t. S K is defined as cyc(6) = minfcyc(E; A + BKC); K 2 SKg:
It is obvious that cyc(6) cyc(E; A), i.e., the finite DCI of the system (5) is not greater than the finite cycle index of the open-loop system. The concepts of the GM and the finite DCI reveal some structure information of the system under decentralized output feedback. Such information is expected to be useful for system synthesis. For example, many control algorithms for eigenvalue/eigenstructure assignment start with (block) diagonalization of the system matrices using feedback. We will see in Section III-C that the DCI gives the minimal number of the input and the output variables needed to make the exponential modes of the closed-loop DSS (8) controllable and observable. The notion of DCI is particularly meaningful if there exist finite DFM.
B. Separation and Shifting of Zeros of DVP
The finite variable poles of the DSS (5) are usually not freely assignable by decentralized output feedback (6), even if there exists no DFM. The following two theorems show that they can be separated from each other and shifted away from any given finite set in the complex plane. (6) can make the finite poles of the closed-loop system (8) distinct and away from any given finite set of points in the complex plane.
C. Control of DSS Through a Single Channel
This subsection considers the control of the closed-loop DSS (7) through a single channel. The control of (7) through an external channel is also considered, which is useful in case, for example, the system (5) has unstable finite DFM.
Theorem 6:
For each i 2 N, and almost any K 2 S K , the set of the finite DFM of the system (5) coincides with the set of the uncontrollable and/or unobservable modes of the centralized singular system 6 i = (E; A + BKC; B i ; C i ).
Proof: For any given i 2 N, and given K 2 SK, denoted by 3 6 i ; R r 2m the set of the uncontrollable and/or unobservable modes of the centralized singular system 6i. It is clear that 3(6) 3 6 i ; R r 2m 3(E;A) This, together with (9), concludes the result.
Remark 2: If the DSS (5) has no finite DFM, then its exponential modes can be made both controllable and observable through any channel by applying almost any static decentralized output feedback to all channels.
In case we need to introduce extra control inputs or system outputs to control the DSS (5), the next theorem gives the minimal number of such input or output variables required to make the exponential modes of the system (8) controllable or observable. Its proof is straightforward by considering the property of the cycle index of the matrix pair and the definition of the finite DCI.
Theorem 7:
Assume cyc(6) = k > 0. If for some K 2 SK, the exponential modes of (E; A + BKC; F; G), are controllable (observable), then col(F ) k (row(G) k). Moreover, for almost any K 2 SK, F 2 R r2k , and G 2 R k2m , the exponential modes of (E; A + BKC; F; G) are controllable and observable.
Remark 3: If the DSS (5) has no finite DFM, then cyc(6) = 1.
Hence, for almost any K 2 SK, f, and g 2 R n , the exponential modes of (E; A + BKC; f; g T ) are controllable and observable.
Though the finite DFMs of (5) are invariant under decentralized LTI compensator, the nonstructural ones may be removed by decentralized time-varying controller (see [2] and [13] ). One may also remove the finite DFM by a dynamic controller that exchanges information with each individual channel. In the case of state feedback (C = I) of LTI nonsingular systems, it is shown [17] that the minimal order of such a controller that can freely assign the closed-loop finite poles is equal to the DCI of the decentralized control system.
D. Determination of Geometric Multiplicity of DFM and Finite DCI
This section considers some numerical aspects on determination of geometric multiplicity of the finite DFM and the finite DCI of DSS. ; ' 2 P(N) (10) and for almost all K 2 SK gm(; 6) = gm(; E; A + BKC): We now turn to the finite DCI of the DSS (5). Let us first examine an extreme case where the closed-loop system (7) always has no finite pole, i.e., for any K 2 SK, det(sE 0 A 0 BKC) is equal to some nonzero constant. Accordingly, cyc(6) = 0. Except this special case, the finite DCI of the system (5) can be determined in terms of its DFM as given in the following theorem.
Theorem 9: Except the special case mentioned previously, the finite DCI of the system (5) can be determined as follows: a) if 3(6) 6 = 8, then cyc(6) = maxfgm(; 6); 2 3(6)g; b) otherwise, cyc(6) = 1. that for almost all K 2 SK, pv(s; K) has only distinct zeros that are not in 3(6) , and the generic property given in (11) holds. Consequently, we have that for almost all K 2 S K , cyc(E; A +BKC) = maxfgm(; 6); 2 3(6)g. The result then follows from Definition 4.
In the case that 3(6) = 8, det(sE 0A 0BKC) = pv(s; K). We know from Remark 1 that for almost all K 2 S K , (E; A +BKC) has only distinct finite eigenvalues. Thus, cyc(6) = 1. This completes the proof.
From the aforementioned proof, we can see that the following equality is generic for K 2 S K : cyc(6) = cyc(E; A + BKC): (12) Remark 5: The main contribution of Theorem 9 is the characterization of the relationship between the GM of the DFM and the finite DCI of the DSS. In order to determine the DCI, it is more convenient to compute cyc(E; A+BKC) directly for an arbitrary K 2 S K without a priori knowledge on the DFM. This means we may have some information about the DFM by calculating the DCI from (12) . For example, the system must have a finite DFM if its DCI is greater than one.
IV. EXAMPLE
This section gives an example to illustrate some of the results in this note.
Consider a singular control system in the form of (5) So, the decentralized fixed polynomial p f (s) = s + 1, the variable polynomial p v (s; K) = (s0k 1 +1)(k 2 s+ k 2 +1). Clearly p v (s; K) almost always has two different zeros, and they are disjoint from any given finite set. The geometric multiplicity of the only finite DFM = 01 can be calculated by Theorem 8 to be one. Accordingly, the finite DCI also equals one. Also, for all K 2 SK, rank(0E 0 A 0 BKC) = 4. Hence the GM and the finite DCI are equal to one.
V. CONCLUSION
Some generic results concerning algebraic properties of the singular system under decentralized output feedback are concluded in this note. New concepts regarding the variable finite poles, the geometric multiplicity of the finite DFM, the cycle index of the closed-loop singular system are defined. These concepts reveal some algebraic structure of the system under decentralized output feedback, and are expected to be useful in control synthesis of the system. The characterization of the GM and the DCI in terms of the DFM and the system matrices are presented. New generic results concerning assignability of the variable finite pole, and on controllability and observability of the exponential modes of the closed-loop DSS through a single (or external) channel are obtained. With these new concepts and generic properties, some results such as the characterization of the finite DFM and the implication of nonexistence of finite DFM are readily established.
APPENDIX
Proof of Theorem 1
Step 1) We show that under the assumption of strong controllability and strong observability, for almost any output feedback (2), the closed-loop system (3) is restricted equivalent to a system with the following decomposition:
E _ x = Ax + F v y = Gx Since both controllability and observability are invariant under restricted equivalent transformation and output feedback, we can verify that the triple (As, Fs, Gs) of order q is completely controllable and completely observable under the assumption on the system (2).
Step 2) We establish the equivalence of pole assignability.
Apply the output feedback v = Ky + w to (15) Step 3) Part b) of Theorem 1 is immediate by applying the results on pole assignment of LTI systems in [5] to the controllable and observable triple (A s , F s , G s ) .
