ABSTRACT Patch-based low rank matrix approximation has shown great potential in image denoising. Among state-of-the-art methods in this topic, the weighted nuclear norm minimization (WNNM) has been attracting significant attention due to its competitive denoising performance. For each local patch in an image, the WNNM method groups nonlocal similar patches by block matching to formulate a low-rank matrix. However, the WNNM often chooses irrelevant patches such that it may lose fine details of the image, resulting in undesirable artifacts in the final reconstruction. In this regards, this paper aims to provide a denoising algorithm which further improves the performance of the WNNM method. For this purpose, we develop a new nonlocal similarity measure by exploiting both pixel intensities and gradients and present a filter that enhances edge information in a patch to improve the performance of low rank approximation. The experimental results on widely used test images demonstrate that the proposed denoising algorithm performs better than other state-of-the-art denoising algorithms in terms of PSNR and SSIM indices as well as visual quality.
I. INTRODUCTION
Image denoising is one of the most fundamental problems in image processing. It aims to recover the original (clean) image from the corrupted observation and is often used as a preprocessing step to high level computer vision applications such as segmentation and interpolation. State-of-theart image denoising methods include spatial domain based approaches such as total variation (TV) minimization [1] , [2] , kernel-based convolution [3] , [4] , and patch-based nonlocal means (NLM) [5] . The TV minimization method, which is a partial differential equation (PDE)-based method, preserves edges while reducing the noise in the observed image, but the total variation minimization is not enough to achieve good denoising performance as the image restored by the TV method often suffers from the staircase artifact. The nonlocal means method [5] initiated spatial averaging technique that exploits the nonlocal similarity between patches
The associate editor coordinating the review of this manuscript and approving it for publication was Emanuele Crisostomi. extracted around each pixel. By taking advantage of the spatial redundancy of patches occurring in an image, the nonlocal patch similarities are taken into account to perform weighted average of pixels. The NLM algorithm achieves remarkable denoising performance especially on smoothly varying areas and repeated textures for which the redundancy is high, but shows insufficient denoising result around singular regions. As a meaningful progress of study on the self-similarity, the nonlocal methods have been put together to the transformeddomain approach such as sparse representation, or in other words, low rank approximation. In a transformed domain, it is often easy to separate noise and signal, so that it can yield improved denoising results. This combination together with collaborative filtering greatly improves the denoising performance as verified by a state-of-the-art denoising algorithm, block-matching and 3D filtering (BM3D) [6] . The sparse representation is translated into low rank property of a matrix constructed by stacking similar image patches. The low rank matrix approximation has been successfully exploited in another cutting-edge method for the image restoration, called VOLUME 7, 2019 This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see http://creativecommons.org/licenses/by/4.0/ weighted nuclear norm minimization (WNNM) [7] , [8] , and attracts much attention in recent years [9] - [18] . Following the WNNM framework, the similarity in transform domain [12] or different scales [16] is taken into account for better patch matching. Kim and Shamsia [14] suggested a low rank minimization recovery model which estimates the residual noise carefully by considering geometric details. A rank constrained NNM algorithm [10] was suggested to circumvent the over-penalty problem of NNM, and the weighted Schatten p-norm minimization [11] has been developed, generalizing the NNM model to the Schatten p-norm minimization. Moreover, low rank matrix approximation algorithms based on reweighted NNM minimization and total (generalized) variation have been suggested to improve the quality in the denoised image [15] , [17] . In particular, color image denoising methods based on WNNM model have been proposed in [13] , [18] . In spite of the outstanding performance in image denoising, WNNM often fails to preserve fine image details or produces undesirable texture artifacts. This is mainly due to the fact that the similarity measure collects some irrelevant candidate patches in the averaging processing. In this regards, the aim of this article is to present an improved WNNM denoising algorithm which overcomes those limitations of WNNM. For this purpose, we first introduce a new measure which better estimates the nonlocal similarities among patches by exploiting both pixel intensities and gradient information. Depending on the data feature in a patch, the new measure takes these two information into account adaptively. Besides, we present a filter which enhances edge information in a patch to improve the performance of low rank approximation around edges. This filter is applied to the mean patch obtained by averaging the similar patches with the new (nonlocal) weights. Lastly, we perform the low rank estimation of the matrix constructed by stacking the filtered patches. Experimental results on widely used test images illustrate that the proposed denoising algorithm outperforms competing stateof-the-art methods in terms of PSNR and SSIM indices as well as visual quality.
The rest of this paper is organized as follows. First, we briefly review the low rank matrix approximation in Section II, and discuss the WNNM denoising method in Section III. The details of the proposed denoising algorithm is described in Section IV. We present the experimental results in Section V. Finally, some concluding remarks are given in Section VI.
II. LOW RANK MATRIX APPROXIMATION
The aim of the low rank matrix approximation is to find a low rank matrix X maximizing fidelity to a given matrix Y, which is known as an NP hard and nonconvex problem. The optimization problem can be convex relaxed with the formulation [21] 
where X F := Tr(XX T ) denotes the Frobenius norm of a matrix X, X * := n |σ n (X)| is the nuclear norm of X defined with its singular values σ n , and µ is a positive number. The term X − Y 2 F is a data fidelity loss, µ X * is a regularization term, and µ > 0 is the parameter that sets the compromised tradeoff between data fidelity and smoothness. Due to the convexity, the nuclear norm minimization (NNM) problem (1) has the global minimizer X, which can be expressed as
where Y = U V T is the singular value decomposition of the given matrix Y, and T µ/2 ( ) is a diagonal matrix each of which diagonal entry is defined by a thresholding
for each diagonal entry ii of . By using the weighted nuclear norm
for a weight vector w [7] , the NNM problem (1) is further generalized to
The optimal solution [8] to the weighted nuclear norm minimization (WNNM) problem can be similarly represented as
where T w/2 ( ) is a diagonal matrix each of which diagonal entry is defined by
III. WNNM DENOISING METHOD
Let X be a true (unknown) image and Y be its observation contaminated with additive random noise, which is modeled as
where E is regarded as independent white Gaussian noise with mean 0 and standard deviation σ . Then the general goal in denoising is to recover a high quality image which is close to the original image X from the degraded image Y . The seminal work of the nonlocal means (referred to as NLM) method initiated spatial averaging technique exploiting the nonlocal similarity between patches extracted around each pixel to perform weighted average of pixels whose local shapes are close. It has led to many nonlocal methods. Among state-ofthe-art denoising algorithms based on nonlocal self-similarity of image, the WNNM [7] have achieved improved results compared to other algorithms. The WNNM denoising algorithm groups similar patches in the noisy observation, and finds a low rank matrix approximation of the corresponding mean subtracted patches in order to restore clean patches. Comparison of visual quality of WNNM [7] and proposed denoising method: from left to right, Original, Noisy, WNNM [7] , Proposed.
The clean patches are aggregated to obtain a denoised image as an estimation of the original one.
To be specific, let y be a local patch (window) around a pixel in an image. The WNNM algorithm searches its similar (nonlocal) patches by using block matching. Then those similar patches generate a matrix denoted by Y, leading to the model
with the matrices X and E whose columns are the vectorized versions of the original (unknown) patches and noise respectively. The restored patch matrix X is obtained by solving the WNNM problem
where σ is the noise standard deviation.
IV. AN IMPROVED WNNM DENOISING METHOD
The WNNM denoising algorithm restores overall high quality images from corrupted versions, but there are well-known limitations. At the presence of noise, the algorithm might choose irrelevant candidates, yielding undesirable artifacts due to the averaging of candidate patches with irrelevant data values. On the other hand, it is not easy to find enough similar patches around edges or singular structures, and the pixels in these areas are not properly denoised. Fig. 1 illustrates these drawbacks. In order to circumvent this weakness of the WNNM algorithm, we propose an improved version of denoising algorithm. To this end, we first introduce a new measure which estimates similarities between patches. We take into account more detailed data structures in the image such that it enables us to restore the fine details more accurately. In the following, we describe how to improve the denoising performance exploiting the gradient information.
A. NEW MEASURE FOR NONLOCAL SIMILARITY
We introduce a new measure for nonlocal similarity. The proposed measure is based on the Gaussian-weighted norm introduced in [5] . Let x be a patch (i.e., matrix) in an image.
The Gaussian-weighted norm can be written as
where G a is a Gaussian kernel matrix with standard deviation a, and • indicates the Hadamard product of two matrices. Let ∇x(i, j) be the gradient vector at location (i, j) within the patch x, and let D x be the matrix with entries defined by (D x ) ij = |∇x(i, j)|. The similarity between two patches x and y is calculated by the measure
where γ is a continuous increasing bounded function, D indicates the mean of entries of the matrix D. The general idea of this measure is that we want to take the gradient information into account, especially near singular points. However, in smoothly varying area, the factor γ (D x ) is small such that the measurement is close to the classical one. Since gradient is sensitive to noise, we instead investigate the similarity between the gradient magnitudes for more reliable measurement. In this study, to avoid abrupt change of the measurement, we use the following function
with the cubic B-spline B 3 centered at the origin and the normalization ∇x ∞ = 10. With the help of the proposed similarity measure, we can find patches whose pixel values and gradient magnitudes are similar to those of the reference patch. Fig. 1 shows an advantage of the new measure. On the other hand, using the similarity measure in (4), we can define a mean of the stacked nonlocal similar patches (to x) by the weighted average:
where C x is the normalizing factor to fulfill the partition of unity, N x is a set of patches similar to x, and h > 0 is a tension parameter. Fig. 2 compares the mean images by the proposed method and the classical WNNM algorithm. It shows that our method generates mean patches with better quality.
B. COMPUTATION OF GRADIENT
In order to estimate the gradient from the noisy observation, we use the constrained least squares method [19] . Let ζ ∈ R 2 be a given pixel point in a patch, and let f := [f (ζ n ) : n = 1, . . . , N ] T be the vector of the data values. Let {p m : m = 1, . . . , M }, M < N , be a basis for M which is the space of algebraic polynomials of degree < M and put
For each α ∈ {(1, 0), (0, 1)}, the approximation to the derivative f (α) is of the form
with a suitable coefficient vector
subject to
where η is a penalty function which is usually chosen as a fast increasing smooth function. A typical example is
The solution to the problem (7) can be written in the matrix form
with the matrix W defined by
Algorithm 1 Low-Rank Image Denoising Using Gradient Information
Input:
Find similar patches y.
7:
Construct a mean patch A(x) in (5).
8:
Form the matrix Y of filtered patchesȳ in (9). 9:
Estimate the weight vector w.
10:
Perform the SVD, Y = U V T .
11:
Obtain the estimation X = UT w ( )V T . 12:
Obtain the denoised patches x as in (11 
C. EDGE-ENHANCED FILTERED PATCH
In this subsection, we present a filter which enhances edge information to take advantage of singular-value decomposition (SVD) approach. For each similar patch y ∈ N x , we can get a filtered onē where : R p×q → R p×q is an operator defined by (x) ij := ρ x (x ij ) for a bounded decreasing function ρ x depending on a patch x. In this example, we choose ρ x defined as
where x k, indicates the pixel intensity at (k, ) within the patch x. It makes the new algorithm to involve more gradient information (around edges) and then the low rank approximations is used to this filtered patches. Let Y be the matrix whose columns are the vectorized versions of the filtered patchesȳ. We solve the WNNM problem
Each patch x corresponding to a column of the solution matrix X is used to obtain a denoised patch given as
These patches are aggregated to form a denoised image. We summarize the proposed method in Algorithm 1.
V. EXPERIMENTAL RESULTS
In this section, we present some experimental results to demonstrate the performance of the proposed denoising algorithm. The proposed method is compared with well-known denoising algorithms such as TV [1] , NLM [5] , KR [4] , BM3D [6] , and WNNM [7] . For the evaluation of the denoising performance, the experiments are carried out on 20 widely used grayscale test images. The ground truth images for the test are subimages with size of 256 × 256 extracted from their original ones. For the generation of the noisy observations, we add the noises following zero mean Gaussian distributions with the standard deviations σ = 30, 50, and 70 to the test images. Numerical results are presented, and compared visually and by using some quantitative fidelity measures (PSNR and SSIM). Although [6] , WNNM [7] , and Proposed. [6] , WNNM [7] , and Proposed.
the peak signal-to-noise ratio (PSNR) is the most common tool for measuring the image quality, its inadequacies have been well recognized in the literature. For example, PSNR values may not take edge integrity into consideration, and images with low PSNR values can still show a high quality. Thus, to provide a quantitative comparison, we compute both PSNR and structural similarity (SSIM) index measure [20] . , NLM [5] , KR [4] , BM3D [6] , WNNM [7] , Proposed.
The proposed algorithm uses some parameter values different from those chosen in the WNNM denoising method. In WNNM, patch sizes were set to 7 × 7, 8 × 8, and 9 × 9 for noise levels σ = 30, 50, and 70, respectively. In our method, we set the patch size to 9 × 9 for σ = 50 while those for the other noise levels are the same as the case of WNNM. We fix the iterative regularization parameter δ to 0.07 for all noise levels. In order to compute the gradient at each pixel position of the image, the constrained least squares method (6) uses 25 pixel values in its neighborhood, (i.e., N = 25), a basis for the space of polynomials of degree less or equal to 3, and a penalty function defined in (8) . For our similarity measure S in (4), we use the two-dimensional Gaussian kernel G a with standard deviation a = 2 √ 2. The tension parameter h of the nonlocal kernel in (5) is set to h = (9) is associated with the decreasing function ρ x given in (10) . Tables 1, 2 , and 3 show the average PSNR and SSIM results under noise levels σ = 30, 50, and 70, respectively for the six competing denoising algorithms. The highest PSNR and SSIM scores for each test image are represented in bold face. For noise level σ = 30 and 50, the proposed denoising algorithm outperforms the other denoising algorithms. At noise level σ = 70, a few of PSNR values of our algorithm are a little bit smaller than those of the WNNM denoising method but mostly the proposed method achieves better results. Furthermore, in terms of SSIM, the proposed algorithm always performs better than the rest of the algorithms. In Figs. 4 , 5, and 6, we evaluate the visual qualities of the denoised images at noise levels σ = 30, 50, and 70, respectively.
In Fig. 4 , the KR, BM3D, and WNNM methods oversmooth the local feature of the test image as highlighted by a red box. The TV, NLM, and proposed algorithms reasonably preserve the feature. However, the proposed method produces visually more pleasant output while avoiding artifacts. Fig. 5 demonstrates that the proposed algorithm more faithfully reconstructs image details compared with the other methods. The edges or singularities of the reconstructed image of the proposed method is more clear and distinct. In the stronger noise level σ = 70, as shown in Fig. 6 , the performance of the proposed algorithm is better observed. The new denoising method recovers local structures well from the noisy observation and produces less visual artifacts than the other competing algorithms.
It is worthwhile to remark that the motivation for using the gradient information in the new similarity measure is to improve the accuracy of nonlocal self-similarity between patches. The visual qualities in Figs. 4, 5, and 6 support the effectiveness of using the gradient information in low rank image denoising. We see that the proposed method can restore fine details better than other methods.
Finally, in what follows, we discuss the computational complexity and the computation time of the proposed algorithm. Let and r be the numbers of reference patches and similar patches in an image, respectively. Also, let m be the number of patches in the search window, and n be the number of pixels in each patch. The complexity of WNNM is dominated by similar patch grouping and singular value thresholding which respectively needs O( mnr) and O( nr min(n, r)) flops. Based on the same operations, the proposed algorithm additionally computes image gradients and weighted VOLUME 7, 2019 FIGURE 5. Denoising results on pentagon image (σ = 50): From top left to bottom right, Original, Noisy, TV [1] , NLM [5] , KR [4] , BM3D [6] , WNNM [7] , Proposed.
FIGURE 6.
Denoising results on bike image (σ = 70): From top left to bottom right, Original, Noisy, TV [1] , NLM [5] , KR [4] , BM3D [6] , WNNM [7] , Proposed.
averages of similar patches, but they do not change the underlying computational complexity. Hence, the theoretical complexity of WNNM and the proposed method are equivalent. We now compare the computation time of WNNM and the proposed algorithm to process a noisy image of size 256 × 256. In our numerical experiments, the WNNM and the proposed method take 112 and 175 seconds, respectively. Both algorithms are implemented in MATLAB, and the simulations are conducted with MATLAB 2019b on Intel Core i7-7800k 3.5GHz CPU and 64GB RAM.
VI. CONCLUSION
In this paper, we propose an image denoising algorithm based on the low rank matrix approximation. In order to overcome the limitation of the WNNM algorithm, we suggest a measure for estimating similarities between patches. The measure is defined by using pixel intensities and gradients. The image gradient is computed by using the constrained least squares method in order to obtain more reliable estimation from the noisy data. We also proposed a filter which enhance the advantages of low rank property. Experimental results carried out on 20 widely used grayscale test images illustrate the feature preserving capability of the proposed algorithm comparing with high-performance denoising methods. We conclude that image gradient can be well exploited for image denoising together with low rank property. In the near future, we plan to devise a new image inpainting and superresolution algorithms based on the proposed method.
