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Chapitre 1
Introduction
Le travail de recherche concrétisé par ce mémoire se trouve à l’intersection de deux domaines
importants, la commande robuste des systèmes linéaires (LTI, LPV, en commutation) à temps
discret affectés par de perturbations bornées et des contraintes et les ensembles invariants ellip-
soïdaux maximal ou minimal.
Dans la pratique, les systèmes dynamiques sont très souvent soumis à de perturbations bornées,
exprimées par exemple comme des perturbations sur la commande ou comme des erreurs sur les
mesures. Le but de ce mémoire est de prendre en compte les perturbations bornées afin d’obtenir
une loi de commande (stable au sens entrée-état vis-à-vis de ces perturbations) à la fois robuste et
garantissant une dynamique rapide. Ainsi, une relation entre le volume des ensembles invariants
(minimal et maximal) et la robustesse ou la performance en boucle fermée du système sera mise
en évidence.
1.1 Contexte du problème. Motivations de la thèse
La littérature fournit de nombreux exemples de formulations de la commande robuste. Partant
de cette constatation, les travaux proposés dans ce mémoire se sont orientés vers la commande
robuste sous formalisme d’état, permettant d’avoir une vue d’ensemble intéressante sur les tech-
niques ensemblistes sous une formulation LMI appliquées aux systèmes linéaires LTI, LPV, en
commutation affectés par de perturbations bornées. Dans ce cadre, on envisage uniquement le
cas des systèmes représentés par des modèles à temps discret.
De nombreux auteurs proposent la synthèse de lois de commande en ligne par des techniques
ensemblistes pour des systèmes lents avec contraintes et avec une description polytopique
[13, 61, 107] (c.à-d. la synthèse d’une loi de commande fournissant l’ensemble invariant maxi-
mal (ou minimal) en présence des contraintes et des perturbations). L’objectif est ici l’utilisation
des techniques ensemblistes pour définir une méthodologie hors ligne de synthèse de lois de
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commande robustes ou de robustification de lois de commande existantes, vis-à-vis de perturba-
tions bornées et en présence de contraintes, de façon à pouvoir piloter des systèmes rapides.
En présence de contraintes et de perturbations, on verra dans une première partie d’analyse
que le volume de l’ensemble minimal ou maximal nous offre une mesure de la robustesse du
système. En se basant sur cette information, l’approche abordée dans ce mémoire consiste à
rechercher une loi de commande qui maximise (minimise) l’espace ellipsoïdal de l’état pour
lequel les contraintes sont satisfaites malgré la présence de perturbations bornées.
Si des perturbations permanentes agissent sur le système, on ne peut plus parler de stabilité
asymptotique car l’état ne convergera pas vers l’origine mais vers un ensemble invariant. La
notion de stabilité au sens entrée-état (ISS - input to state stability) est alors nécessaire pour
désigner la convergence de l’état vers un ensemble invariant dans lequel il restera une fois en-
trée. Cet ensemble représente en fait l’ensemble invariant minimal et son volume dépend de
l’amplitude de la perturbation.
Si l’on se place maintenant dans l’optique de la synthèse d’une loi de commande par retour
d’état, dans la pratique, il y a des situations où le vecteur d’état ou une partie des variables d’état
ne sont pas toujours disponibles à la mesure ou des situations où l’on souhaite réduire le nombre
de capteurs pour diminuer les coûts. Dans ces conditions, un observateur d’état est généralement
nécessaire pour reconstruire les variables d’état non mesurables. Pour la synthèse d’une com-
mande par retour d’état et observateur stabilisants, plusieurs méthodes ont été proposées dans
la littérature [2, 13, 22, 40, 62] sans qu’aucune d’entre elles ne considère la prise en compte de
perturbations, même bornées. Nous proposerons alors une méthode exprimée sous forme d’in-
égalités matricielles afin d’obtenir un retour d’état et un gain d’observateur (de type LTI, LPV
ou en commutation) garantissant un degré de performance satisfaisant vis-à-vis de perturbations
permanentes bornées présentes dans le processus.
Enfin, diverses méthodes conduisant à des ensembles invariants maximaux plus grands ont été
proposées [16, 28, 53, 60, 61] qui se résument à introduire des degrés de liberté dans la boucle
fermée. Nous considérons ici un paramètre de Youla qui introduit à la fois des degrés de liberté
dans la boucle fermée et qui, si incorporé d’une manière particulière, améliore la robustesse de
la boucle fermée vis-à-vis d’incertitudes ou de perturbations grâce à l’utilisation d’un régulateur
à deux degrés de liberté (le suivi de trajectoire et le contrôle en boucle fermée sont ajustés
séparément). Il en résultera une projection sur le sous-espace initial de l’ensemble invariant
satisfaisant les contraintes plus grande (garantissant de cette manière une robustesse visiblement
améliorée).
Des techniques LMI de placement de pôles dans une certaine région ou des méthodes basées
sur la vitesse de décroissance de la fonction de Lyapunov seront employées pour atteindre un
compromis entre la robustesse et la performance.
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1.2 Objectifs de la thèse
Les objectifs de ce mémoire sont repartis en deux catégories : des objectifs liés à l’analyse d’une
loi de commande et des objectifs liée à la synthèse d’une loi de commande à la fois robuste et
performante.
Pour ce qui concerne la partie d’analyse, dès lors que les systèmes LTI, LPV ou en commutation
soumis à des contraintes sur l’entrée sont affectés par des incertitudes provenant par exemple
de dynamiques négligées lors de la phase de modélisation, il convient de se poser les problèmes
suivants :
• analyser la stabilité entrée-état du système par rapport à une perturbation bornée. Pour le cas
LPV ou en commutation, on considère des fonctions de Lyapunov dépendantes du paramètre
et des matrices supplémentaires sont introduites dans les inégalités matricielles ;
• définir une mesure de la robustesse ;
• analyser la robustesse d’une loi de commande (retour d’état, observateur, observateur et pa-
ramètre de Youla) par la technique d’ensembles invariants ellipsoïdaux minimal/maximal ou
sous forme d’ellipsoïdes tronqués, pour les contraintes et les perturbations considérées ;
• utiliser ces outils en vue de la synthèse robuste.
Pour ce qui concerne la partie de synthèse, on se fixe comme objectifs :
• la synthèse d’un retour d’état stabilisant au sens entrée-état, robuste vis-à-vis de perturbations
bornées, garantissant un ensemble invariant maximal/minimal satisfaisant les contraintes mal-
gré la présence de perturbations bornées ;
• la synthèse d’un retour d’état et d’un gain d’observateur stabilisants au sens entrée-état vis-à-
vis de perturbations bornées, garantissant une certaine performance ;
• la robustification d’une loi de commande existante via la paramétrisation de Youla afin de
garantir :
• un ensemble ellipsoïdal invariant ayant la projection maximale sur le sous-espace de l’état
initial (la projection obtenue a un volume plus grand que celui obtenu sans le paramètre de
Youla - amélioration en termes de robustesse) ;
• un compromis entre la robustesse et la performance en utilisant des critères basés sur le
placement de pôles ou sur la vitesse de décroissance de la fonction de Lyapunov.
Enfin, les lois synthétisées selon les principes ensemblistes sont mise en oeuvre sur un convertis-
seur DC-DC Buck. L’objectif est alors de montrer que les structures développées permettent de
satisfaire le fonctionnement en présence de perturbations et contraintes. Deux cas seront traités :
le convertisseur DC-DC Buck avec une charge résistive constante (système de type LTI) et le
convertisseur avec une charge résistive variable (système de type LPV).
Le mémoire propose donc des solutions en réponse à ces objectifs, en traitant en priorité les
ensembles invariants (en s’appuyant sur leur connexion avec la robustesse) vis-à-vis d’une per-
turbation bornée et en présence des contraintes sur la commande ou sur la performance.
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1.3 Organisation de la thèse
Cette thèse est divisée en six chapitres (y compris cette introduction), qui développent les ré-
sultats originaux obtenus durant le travail de recherche. La structure du mémoire est conçue de
façon à proposer les contributions sous une forme synthétique selon un enchaînement logique
qui reflète l’élaboration chronologique des différentes solutions.
Chapitre 2 : Outils théoriques
Le but de ce chapitre est de donner les principaux outils nécessaires pour un suivi plus facile
de ce mémoire. Comme les systèmes considérés tout au long de nos travaux sont des systèmes
affectés par des perturbations et soumis à des contraintes, ce deuxième chapitre débute par une
courte présentation de ces deux notions. Ensuite quelques notions de base sur la fonction de
Lyapunov sont rappelées, suivies d’une description plus détaillée concernant les ensembles inva-
riants. La motivation ayant conduit au choix des ensembles invariants ellipsoïdaux est expliquée
ainsi que la définition d’un ellipsoïde invariant minimal ou maximal. Ce chapitre se poursuit
avec des notions concernant la théorie de la stabilité au sens entrée-état par rapport à une pertur-
bation bornée puis on introduit le concept de la paramétrisation de Youla. Les résultats proposés
dans ce mémoire sont donnés sous la forme d’inégalités matricielles. A cause de la présence de
perturbations bornées, les inégalités matricielles ont été obtenues via la S-procédure. Pour cela,
on termine ce chapitre par une présentation de ces deux derniers outils fondamentaux tout au
long de ce mémoire.
Chapitre 3 : Outils ensemblistes pour l’analyse de la stabilité et de la robustesse
L’étape d’analyse présentée dans ce troisième chapitre représente la base de nos travaux, les
résultats proposés seront ensuite repris, étendus et appliqués lors des chapitres suivants.
Pour un système LTI, LPV ou en commutation à temps discret, ce chapitre énonce les conditions
suffisantes garantissant l’ISS globale vis-à-vis d’une perturbation bornée. Comme le test de
stabilité par rapport à une perturbation bornée est équivalent à un test d’invariance, les mêmes
conditions de type LMI seront proposées afin de rechercher un ensemble ellipsoïdal invariant. En
ajoutant des inégalités matricielles garantissant la satisfaction des contraintes et en considérant
un critère d’optimisation adéquat, on recherche alors l’ensemble invariant ellipsoïdal maximal
ou minimal satisfaisant des contraintes sur la commande malgré la présence de perturbations et
pour toute transition. Cette démarche sera proposée tout d’abord pour un système avec retour
d’état stabilisant et puis elle sera reprise pour les systèmes dont l’état est estimé au moyen
d’un observateur ou dont une certaine robustesse est assurée par l’introduction d’un paramètre
de Youla dans la boucle fermée. Dans le cas LPV et en commutation, nous serons amenés à
considérer des fonctions de Lyapunov dépendantes du paramètre variant pour montrer l’ISS
vis-à-vis d’une perturbation bornée.
Au travers d’exemples considérés à la fin de chaque section (moteur à induction, exemples
didactiques) nous montrerons que la paramétrisation de Youla fournit des ellipsoïdes invariants
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ayant la projection ellipsoïdale maximale sur le sous-espace de l’état plus grande que celle
obtenue pour les systèmes avec observateur seul. Le gain en robustesse se traduit par un gain
en volume de l’ensemble ellipsoïdal maximal. Pour l’ensemble invariant minimal, dans le cas
LTI le paramètre de Youla conduit à une intersection ellipsoïdale plus petite que celle obtenue
pour le système avec observateur seul. Dans le cas LPV ou en commutation l’intersection de
l’ensemble minimal n’est plus nécessairement plus petite avec le paramètre de Youla, dû aux
propriétés d’invariance et à la présence des contraintes.
Pour réduire le conservatisme que la forme ellipsoïdale de l’ensemble invariant peut impliquer,
on propose enfin une méthode alternative pour déterminer une approximation de l’ensemble in-
variant maximal réel. Les ensembles invariants recherchés s’appellent ici "ellipsoïdes-tronqués"
et sont obtenus par l’intersection d’un ellipsoïde invariant (qui ne satisfait pas les contraintes)
avec les hyperplans délimitant les contraintes. Ces nouveaux ensembles ont un volume plus
grand que celui des ellipsoïdes invariants et demandent par ailleurs une charge de calcul infé-
rieure à celle nécessaire pour obtenir un ensemble polyédral.
Les résultats sont exprimés sous forme LMI.
Chapitre 4 : Outils ensemblistes pour la synthèse d’une loi de commande robuste
Ce chapitre est dédié à la synthèse d’une loi de commande robuste pour des systèmes LTI,
LPV ou en commutation à temps discret affectés par de perturbations bornées en utilisant des
techniques ensemblistes et obtenue par résolution d’un problème mis sous une forme LMI.
On propose pour commencer une technique de commande utilisant des méthodes ensemblistes
afin de calculer un retour d’état stabilisant robuste qui fournit l’ensemble invariant maximal
satisfaisant les contraintes sur la commande (et la sortie) malgré la présence de perturbations
bornées. Pour les systèmes de type LPV ou en commutation, le retour d’état est également de
type LPV ou en commutation, respectivement. Dans ces deux cas, la recherche de l’ellipsoïde
invariant maximal impose l’utilisation d’une fonction de Lyapunov unique mais des matrices
supplémentaires seront malgré tout introduites afin d’offrir plus de degrés de liberté lorsque les
inégalités matricielles sont établies et de réduire le conservatisme.
Dans la pratique, tout l’état du système n’étant généralement pas mesurable, il est nécessaire
d’utiliser un observateur en vue d’en estimer l’état. Pour les systèmes décrits ci-dessus, nous
recherchons alors le retour d’état et l’observateur garantissant l’ISS vis-à-vis de perturbations
bornées en imposant des contraintes sur la performance en boucle fermée. L’obtention des in-
égalités matricielles a été possible grâce à une augmentation de la taille du vecteur de bruit qui
a permis de considérer que le système et l’observateur peuvent être affectés tous les deux par de
perturbations a priori différentes.
Pour les systèmes LTI, la performance est réglée en imposant le placement de pôles de la boucle
fermée dans une région de l’espace plus petite que le cercle unité. Pour le système LPV affecté
par de perturbations bornées, on recherche les retours d’état et les gains d’observateur garan-
tissant la décroissance la plus rapide pour la fonction de Lyapounov dépendante du paramètre
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variant, vis-à-vis de la commande et de la sortie. Dans ce cas, il est impossible de considérer
la technique basée sur le placement des pôles car le placement de pôles des matrices d’état
correspondant aux sommets dans la région de l’espace souhaitée n’implique pas que, pour les
matrices d’état correspondant à une variation du paramètre intermédiaire (différente des som-
mets), ce placement de pôles sera encore satisfait. Pour le système en commutation, on impose
comme critère de performance pour chaque mode le placement de pôles dans une région plus
restreinte que le cercle unité. Pour ces deux derniers cas des fonctions de Lyapunov dépendantes
du paramètre variant ont pu être considérées via l’introduction de matrices supplémentaires in-
troduisant des degrés de liberté et réduisant le conservatisme. Dans tous ces cas, la construction
des inégalités matricielles ne permet pas de considérer des contraintes sur la commande, d’où
notre désir de synthétiser une loi de commande par retour d’état et observateur garantissant
une bonne performance en boucle fermée qui sera ensuite robustifiée via la paramétrisation de
Youla en ajoutant des contraintes sur la commande. La synthèse d’une loi de commande par
retour d’état et observateur prenant en compte la présence des perturbations et satisfaisant des
contraintes de performance représente une des nouveautés introduites par ce mémoire.
Un paramètre de Youla sera dès lors inséré dans la boucle fermée afin de garantir une bonne
robustesse vis-à-vis de la perturbation bornée. En ajoutant des contraintes, on synthétise un pa-
ramètre de Youla en considérant comme critère d’optimisation la maximisation de la projection
sur le sous-espace de l’état initial de l’ellipsoïde invariant satisfaisant les contraintes malgré la
présence de perturbations bornées. L’approche ensembliste lors de la synthèse d’un paramètre
de Youla et la liaison entre le volume des ensembles invariants et la robustesse apportée via la
paramétrisation de Youla représente une autre nouveauté proposée par ce mémoire.
Comme on souhaite maximiser la projection de l’ellipsoïde invariant (satisfaisant les
contraintes), pour le cas LPV ou en commutation une fonction de Lyapunov qui ne dépend
pas du paramètre variant sera prise en compte. On introduit tout de même une matrice supplé-
mentaire unique afin de réduire le conservatisme.
Le prix à payer pour une bonne robustesse consiste en un ralentissement des performances en
boucle fermée. Afin d’établir un compromis entre la robustesse et la performance, des critères
sur la performance (une certaine vitesse de décroissance pour la fonction de Lyapunov et/ou le
placement de pôles dans une certaine région de l’espace) sont pris en compte lors du calcul du
paramètre de Youla afin d’assurer une dynamique plus rapide. On privilégiera alors un critère qui
permet de contrôler la performance requise (en imposant une certaine vitesse de décroissance de
la fonction de Lyapunov ou en utilisant le placement de pôles) pour pouvoir établir le compromis
robustesse-performance en fonction de nos besoins.
Chapitre 5 : Mise en oeuvre sur un convertisseur Buck DC-DC
Afin de valider une partie des résultats théoriques exposés ci-dessus, nous proposons une appli-
cation sur un convertisseur Buck DC-DC. Deux cas seront considérés : le convertisseur avec une
charge résistive constante et le convertisseur avec une charge résistive variable. Les techniques
conçues lors de ce mémoire vont servir pour synthétiser des lois de commande à la fois robustes
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et performantes en considérant des contraintes sur le rapport cyclique et le courant traversant
l’inductance ou des contraintes sur la performance et de perturbations bornées agissant sur le
système. Une analyse des résultats sera faite et des conclusions seront tirées.
Chapitre 6 : Conclusions
Pour finir, ce dernier chapitre fait le bilan des solutions élaborées, dresse les conclusions par
rapport aux objectifs fixés et propose des perspectives dans la continuité de ce travail.
Annexe A
L’annexe A regroupe une série de théorèmes qui, dû au fait de leur similarité avec les autres
théorèmes exposés dans ce mémoire et pour ne pas alourdir la présentation du mémoire, n’ont
pas été présentés dans les chapitres appropriés.
Annexe B
L’annexe B regroupe une série de démonstrations qui ont été volontairement omises des cha-
pitres principaux afin de ne pas alourdir la présentation du mémoire.

Chapitre 2
Outils théoriques
Ce chapitre présente les outils mathématiques nécessaires permettant une compréhen-
sion simplifiée et claire des chapitres suivants. Les définitions données dans ce chapitre
seront strictement liées au contexte des autres chapitres et de la thèse. Pour une vision
plus large sur les outils théoriques présentés ici, des résultats plus complets peuvent être
trouvés dans la littérature [9, 13, 89].
2.1 Incertitudes
Dans la pratique, tous les systèmes présentent un certain degré d’incertitude, par l’inter-
médiaire de perturbations ou par le biais de paramètres incertains [89]. Pour un système
à temps discret, ces deux types d’incertitudes sont représentés de la façon suivante :
• Incertitude issue de perturbations (incertitude additive) :
x(k+1) = Ψx(k)+w(k), (2.1)
où w(k) est inconnu mais peut être borné. Dans la suite, le terme "perturbation" (ou
"bruit") sera employé pour cet type d’incertitudes.
• Incertitude paramétrique (incertitude multiplicative) :
x(k+1) = [Ψ+∆Ψ]x(k). (2.2)
Dans la suite, le terme "incertitude paramétrique" sera employé pour ce type d’incerti-
tudes. Notons que les incertitudes de modèle (paramétriques) peuvent se représenter de
façon équivalente par une perturbation appropriée.
Dans les chapitres suivants, nous aurons besoin de calculer des ellipsoïdes invariants
pour ces deux cas d’incertitudes.
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2.2 Contraintes
Les limitations physiques, technologiques ou de sécurité, qui se modélisent par des
contraintes d’amplitude sur les actionneurs et les capteurs, sont inhérentes à presque tout
système physique or ne pas prendre en compte des contraintes sur la commande, comme
par exemple des saturations lors de la synthèse de lois de commande, peut conduire
le système dans un mode de fonctionnement non souhaité avec le risque de ne pas
pouvoir revenir à son mode de fonctionnement normal. Par ailleurs, des limitations liées
à la sécurité ou à la performance peuvent imposer un fonctionnement sujet à certaines
contraintes au niveau de la sortie ou au niveau des variables internes du système.
2.2.1 Contraintes sur l’entrée
Une classe de contraintes couramment imposées tout au long de cette thèse sont les
contraintes sur l’entrée considérées afin d’éviter la saturation.
• Contraintes sur la norme Euclidienne de la commande :
|| u(k) ||2≤ umax (2.3)
où u(k) ∈ Rm est la commande du système.
• Contraintes sur chaque élément du vecteur de la commande :
| ui(k) |≤ uimax, i= 1,m. (2.4)
Dans ce mémoire on va souvent prendre en compte de contraintes sur la commande.
2.2.2 Contraintes sur la sortie
Une autre classe de contraintes présentes dans ce mémoire sont les contraintes sur la
sortie.
• Contraintes sur la norme Euclidienne de la sortie :
|| y(k) ||2≤ ymax (2.5)
où y(k) ∈ Rp est la sortie du système.
• Contraintes sur chaque élément du vecteur de sortie :
| yi(k) |≤ yimax, i= 1, p. (2.6)
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2.2.3 Contraintes sur l’état
Une dernière classe de contraintes présentes dans ce mémoire sont les contraintes sur
l’état.
• Contraintes sur chaque élément du vecteur d’état :
| xi(k) |≤ ximax, i= 1,nx (2.7)
où x(k) ∈ Rnx est l’état du système.
Les contraintes sur l’entrée sont des contraintes dures représentant classiquement des
limitations physiques au niveau du processus qui ne peuvent pas être relaxées. Pour
donner quelques exemples : des vannes qui présentent une ouverture maximale et une
ouverture minimale (la saturation d’une vanne), des amplificateurs électroniques qui
doivent opérer dans des plages d’alimentation en tension, des convertisseurs de puis-
sance (électriques) qui ne peuvent pas actionner des machines que dans les limites de
puissance pour lesquelles ils ont été conçus, des contraintes sur le couple moteur et la
vitesse des machines électriques. D’un autre côté, les contraintes sur la sortie sont plutôt
des contraintes sur la performance.
2.3 Fonction de Lyapunov
Quelques notions concernant la théorie de Lyapunov seront données dans la suite [9].
Définition 2.1. Soit une fonction continue V : Rnx → R. Pour k2 ≥ k1 ≥ 0 on définit
l’ensemble N [V,k1,k2] = {x ∈ Rnx : k1 ≤ V (x) ≤ k2} et N [V,k] = N [V,0,k] = {x ∈
R
nx : 0≤V (x)≤ k}.
Définition 2.2. Soit V (x) : Rnx →R une fonction Lipschitz locale telle que V (0) = 0 et
V (x)> 0 si x 6= 0.
Soit un système discret x(k+1) = f (x(k),w(k)) où w(k) ∈W est une entrée exogène et
W ⊂ Rnw est un ensemble compact. Si :
V ( f (x,w))≤ max{λV (x),k1} pour tout x ∈N [V,k2], w ∈W (2.8)
et un λ < 1 alors on dit queV est une fonction de Lyapunov au sens fort pour l’ensemble
N [V,k1,k2]. Si l’inégalité (2.8) est satisfaite pour λ = 1 alors on dit que V est une
fonction de Lyapunov au sens faible.
Si k1 = 0 et k2 = ∞ l’existence d’une fonction de Lyapunov assure la stabilité globale
(asymptotique) de x(k). Si k1 = 0 et k2 est fini, alors l’existence d’une fonction de
Lyapunov assure la stabilité locale (asymptotique).
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Nota bene : En général, la fonction de Lyapunov est associé à une forme quadratique
en x : V (x) = xTPx avec P définie positive (P= PT ≻ 0).
Etant données les définitions antérieures, le teste de stabilité globale est facilité s’il
existe une fonction V (x) ∈ R (fonction de Lyapunov) ayant les propriétés suivantes :
i) V (x) est une fonction positif définie : c.à-d. V (x) > 0 pour tout x 6= 0, V (x) est une
fonction continue ;
ii) V ( f (x,w))−V (x)< 0 pour tout V (x)≥ 1 et w ∈W [37].
2.4 Ensembles invariants
Depuis que la théorie de Lyapunov a été introduite dans le cadre des systèmes régis par
des équations différentielles ordinaires, la notion d’ensemble invariant a été utilisée dans
de nombreux problèmes concernant l’analyse et le contrôle des systèmes dynamiques.
Une motivation importante ayant conduit à introduire les ensembles invariants a été le
besoin d’analyser l’influence des incertitudes sur le système [9].
Pour commencer nous allons définir la classe des systèmes considérés dans la suite de
cette thèse et la notion d’ensemble invariant avec les variantes proposées par [9].
Nous considérons, des systèmes dynamiques à temps discret, invariants, incertains, de
la forme :
x(k+1) = f (x(k),u(k),w(k)),
y(k) = g(x(k)),
(2.9)
où x(k) ∈Rnx est l’état du système, u(k) ∈Rm est la commande du système, y(k) ∈Rp,
est la sortie du système, w(k) ∈W ⊂ Rnw est une entrée externe et W est un ensemble
compact. On suppose que le système admet une solution x(k) unique, définie sur R+
pour tout x(0) ∈ Rnx , w et u [9].
Définition 2.3. L’ensemble S ⊂ Rnx est dit positif invariant pour un système à temps
discret :
x(k+1) = f (x(k)), (2.10)
si pour tout x(0) ∈S la solution x(k) ∈S pour k> 0. Si x(0) ∈S implique x(k) ∈S
pour tout k ∈ Z alors nous disons que S est invariant [9].
De façon simple, un ensemble positif invariant peut être défini comme un sous-ensemble
de l’espace d’état ayant la propriété que, s’il contient l’état du système à un instant
donné, alors il le contiendra également à l’avenir. L’état entrant dans cet ensemble n’en
sortira donc jamais. Un ensemble est invariant si l’inclusion de l’état à un instant donné
implique l’inclusion dans le futur et dans le passé.
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L’existence d’un ensemble invariant est une étape importante dans la solution de nom-
breux problèmes de synthèse. Une catégorie de problèmes traités au moyen d’ensembles
invariants est celle des systèmes incertains ou perturbés, pour cette classe la notion d’in-
variance positive robuste est utilisée [9]. Dans ce sens, l’objectif est ici de déterminer les
ensembles positifs invariants pour des systèmes affectés par de perturbations bornées.
Définition 2.4. L’ensemble S ⊂ Rnx est dit positif invariant robuste pour un système à
temps discret :
x(k+1) = f (x(k),w(k)), (2.11)
si pour tout x(0) ∈ S et tout w(k) ∈W la solution est telle que x(k) ∈ S pour k > 0
[9].
Définition 2.5. L’ensemble S ⊂ Rnx est dit invariant (robuste) en boucle fermée pour
un système :
x(k+1) = f (x(k),u(k)),
(x(k+1) = f (x(k),u(k),w(k)),w(k) ∈W ), (2.12)
y(k) = g(x(k)),
s’il existe une loi de commande u(k) = Θ(y(k)) qui assure l’existence et l’unicité de la
solution dans R+ et est telle que S est positif invariant (robuste) pour le système en
boucle fermée [9].
L’invariance robuste contrôlée est l’invariance qui surgit dans un système en boucle
fermée affecté par des perturbations et ayant une loi de commande fixe. Une description
détaillée et précise sur les principes d’invariance ensembliste est donnée dans [9].
2.4.1 Théorème de Nagumo
Avant d’énoncer le théorème de Nagumo, il convient d’introduire la définition de la
distance entre un point et un ensemble et la définition du cône tangent à un ensemble,
définitions très utiles pour caractériser les ensembles invariants.
Définition 2.6. Soit un point x ∈Rnx et un ensemble S , on définit la distance entre x et
S par la relation :
dist(x,S ) = inf
y∈S
|| x− y || . (2.13)
Définition 2.7. [10] Soit l’ensemble compact S ⊂ Rnx et x ∈ Rnx . Le cône tangent
(souvent appelé cône contingent) à S en x est l’ensemble :
TS(x) = {z ∈ Rnx : liminf
τ→0
dist(x+ τz,S )
τ
= 0}. (2.14)
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En termes géométriques, le cône tangent est un cône qui contient tous les vecteurs (par
exemple le vecteur x˙) dont les directions pointent vers l’intérieur ou sont tangentes à
l’ensemble S .
Le théorème de Nagumo [77] est d’une importance fondamentale dans la caractérisation
des ensembles positifs invariants pour des systèmes en temps continu.
Théorème 2.8. Soit le système x˙(t) = f (x(t)) et supposons que pour chaque condi-
tion initiale x(0) dans un ensemble ouvert O il existe une solution (pas nécessairement
unique) pour tout t ≥ 0. Soit S ⊂O un ensemble fermé. Alors, S est faiblement positif
invariant pour le système si et seulement si le vecteur de vitesse satisfait la condition de
Nagumo :
f (x) ∈ TS(x), pour tout x ∈S . (2.15)
Si la solution est unique l’invariance faible se transforme en invariance positive.
La condition (2.15) est valable seulement pour x ∈ ∂S puisque pour x ∈ int{S },
TS(x) = R
nx (pour un h → 0 la distance est strictement positive pour tout z ∈ Rnx)
et pour x /∈S , TS(x) = /0 (il n’existe pas z tel que la limite soit nulle). Alors (2.15) peut
être remplacée par :
f (x) ∈ TS(x), pour tout x ∈ ∂S . (2.16)
Le théorème 2.8 affirme que si le vecteur de vitesse x˙(t) = f (x(t)) ∈ ∂S pointe à
l’intérieur ou est tangent à S (voir Figure 2.1), alors la trajectoire reste dans S [9]. Le
théorème s’applique aussi pour des ensembles qui ne sont pas nécessairement convexes.
Pour plus de détails, voir [9].
x
.
x
.
x
.
x
.
x
.
FIGURE 2.1: Interprétation géométrique du théorème de Nagumo
Définition 2.9. Un ensemble de type C est un ensemble convexe et compact Rnx qui
inclut l’origine comme point intérieur.
Pour les systèmes en temps discret, on ne peut pas affirmer qu’un ensemble (peu importe
sa forme) est invariant si pour tout point sur la frontière sa dérivée pointe vers l’inté-
rieur (ou est tangent). [9] a adapté le théorème de Nagumo pour les systèmes linéaires
invariants en temps discret :
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Théorème 2.10. Soit le système discret linéaire, invariant dans le temps :
x(k+1) = Ax(k)+Bu(k), (2.17)
et supposons que S est un ensemble de type C . Alors S est invariant en boucle fermée
si et seulement si pour tout x ∈ ∂S il existe une commande u (qui dépend de x) telle
que :
Ax(k)+Bu(k) ∈S . (2.18)
Le théorème 2.10 peut être étendu pour les systèmes discrets avec contraintes sur la
commande u ∈ U (U est un ensemble de type C ), ou pour les systèmes incertains :
x(k+1) = A(θ(k))x(k)+B(θ(k))u(k)+Ew(k), (2.19)
avec w ∈W et θ ∈ Θ. La condition devient maintenant : pour tout x ∈ ∂S il existe
u ∈ U tel que A(θ(k))x(k)+B(θ(k))u(k)+Ew(k) ∈S pour tout w ∈W et θ ∈ Θ.
Nota bene : Un ensemble ellipsoïdal est un ensemble de type C .
2.4.2 Ensemble invariant minimal et maximal
Les systèmes considérés tout au long de ce mémoire sont des systèmes linéaires LTI,
LPV ou en commutation avec l’origine comme seul point d’équilibre. Pour ce type des
systèmes (et non seulement) les ensembles invariants présentant le plus d’intérêt sont
l’ensemble invariant maximal et l’ensemble invariant minimal.
• En l’absence de perturbations l’ensemble invariant minimal (s’il existe) est l’ori-
gine. Quand le système est affecté par des perturbations (et éventuellement aussi par
des incertitudes paramétriques) l’ensemble invariant minimal représente la plus pe-
tite région de l’espace d’état assurant l’invariance, la stabilité 1 et la satisfaction des
contraintes (si définies) malgré la présence des perturbations (et des incertitudes pa-
ramétriques). La dimension de l’ensemble invariant minimal nous donne en effet une
mesure de l’influence de la perturbation. Ainsi plus l’ensemble minimal est petit,
plus l’effet de la perturbation est faible. Dans la Figure 2.2 l’ensemble ellipsoïdal
bleu représente la plus petite région ellipsoïdale où l’invariance est assurée malgré
les perturbations. Cet ensemble invariant est appelé 0-reachable set [9] comme dé-
fini ultérieurement.
• Dans le cas des systèmes linéaires sans contraintes, l’ensemble invariant maximal
(s’il existe) est représenté par l’espace d’état entier. Quand le système linéaire est
soumis à des contraintes l’ensemble invariant maximal est donné par la plus grande
1. En présence de perturbations, la notion de stabilité entrée-état (input to state stability-ISS) est utilisée (voir
Section 2.5).
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région de l’espace d’état où on peut garantir l’invariance (et donc la stabilité) et la
satisfaction des contraintes (malgré la présence des perturbations ou des incertitudes
paramétriques s’elles existent).
Le volume de l’ensemble invariant maximal dépend des contraintes imposées (plus
les contraintes sont dures, plus l’ensemble invariant maximal est petit). Quand, de
plus, le système est affecté par des perturbations, le volume de l’ensemble invariant
maximal peut devenir encore plus petit. On peut affirmer que plus la perturbation
est importante, plus l’ensemble invariant maximal est petit. Dans la Figure 2.2 l’en-
semble ellipsoïdal rouge représente la plus grande région ellipsoïdale de l’espace
d’état ou l’invariance et la satisfaction des contraintes sont assurées malgré la pré-
sence de perturbations bornées.
Si les contraintes sont trop rigides par rapport aux perturbations considérées alors
l’ensemble invariant minimal (ainsi que l’ensemble invariant maximal) ne peut plus
être défini. Dans ce cas il n’existe pas de région dans l’espace d’état satisfaisant l’in-
variance et les contraintes. Donc, face à des perturbations et des contraintes, les en-
sembles invariants n’existent que si les contraintes ne sont pas trop fortes par rapport
aux perturbations considérées.
Exemple. Considérons le système LTI affecté par de perturbations bornées :
x(k+1) = Ax(k)+Bu(k)+Bww(k),
u(k) = −Fx(k) (2.20)
avec : A=

 1,1 0,1 0,50,7 0,8 0,12
0,32 0,51 0,62

, B=

 0,150,0787
0,63

, Bw = 0,1B, F = [0,5736 0,8033 −
0,0702] et wTw≤ 1.
Le système est soumis à des contraintes sur la commande :
|| u ||≤ um, um = 8, (2.21)
et à des contraintes sur chaque élément du vecteur d’état :
| xi |≤ xim, xim = 10, i= 1,2,3. (2.22)
Pour le système perturbé, sous contraintes (2.21) et (2.22), dans la Figure 2.2 on a repré-
senté l’ensemble défini par les contraintes (l’ensemble jaune), l’ensemble invariant (el-
lipsoïdal) maximal pour le système sans perturbation (l’ensemble vert), l’ensemble in-
variant (ellipsoïdal) maximal pour le système affecté par une perturbation bornée (l’en-
semble rouge), l’ensemble invariant (ellipsoïdal) minimal pour le système affecté par
une perturbation bornée (l’ensemble bleu) et la trajectoire d’état.
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FIGURE 2.2: Ensembles invariants.
La différence de volume entre l’ensemble invariant maximal pour le système perturbé
et l’ensemble invariant maximal pour le système sans perturbation ou le volume de
l’ensemble invariant minimal nous donne une mesure de l’effet de la perturbation sur
le système. On peut aussi voir que pour un état initial (x(0)) à l’intérieur de l’ensemble
invariant maximal (l’ensemble rouge) la trajectoire converge vers l’ensemble invariant
minimal (l’ensemble bleu).
2.4.3 Approximation des ensembles invariants. Ellipsoïdes
Les ensembles invariants les plus utilisés pour approcher les ensembles invariants sont
de type ellipsoïdal ou polytopique. Dans ce mémoire, on s’est focalisé sur les ensembles
ellipsoïdaux car ils peuvent être aisément associés à des outils puissants tels que l’équa-
tion de Lyapunov ou les inégalités linéaires matricielles (Linear Matrix Inequalities -
LMI - [96], [13]). Les ensembles invariants ellipsoïdaux ont l’avantage d’avoir une dé-
finition simple qui permet de réduire la complexité, mais ils ont l’inconvénient d’intro-
duire plus de conservatisme (comparativement aux ensembles invariants polytopiques).
D’autre part, les ensembles polytopiques sont souvent des expressions naturelles des
contraintes physiques sur les variables d’état et de contrôle. En outre, leur forme est
dans un certain sens plus flexible que celle des ellipsoïdes, permettant une plus fidèle
approximations des ensembles invariants pour les systèmes dynamiques. Le prix à payer
pour cette flexibilité est en général une représentation plus complexe.
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La théorie des ensembles invariants ellipsoïdaux a été étudiée dans de nombreux ou-
vrages. Dans [45], les ensembles ellipsoïdaux (parmi d’autres) sont considérés dans
le cadre de la commande sous contraintes. Dans [97], les ellipsoïdes sont utilisés
comme zone de confinement pour les systèmes incertains. Des travaux pionniers sur
la stabilité quadratique dans le contexte de la stabilisation des systèmes incertains
peuvent être trouvés dans [43], [39] ou [4]. Des propriétés concernant les ensembles
positifs invariants ellipsoïdaux, en particulier leurs liens avec l’équation de Riccati,
peuvent être trouvées dans les ouvrages sur les systèmes linéaires, comme par exemple
[13, 84, 97, 113].
Un ensemble ellipsoïdal est défini par la relation :
E = {x ∈ Rnx : (x− xc)TP(x− xc) = (x− xc)TG−1(x− xc)≤ 1, P= PT = G−1 ≻ 0}
(2.23)
où P = PT ∈ Rnxxnx est une matrice définie positive et xc ∈ Rnx est le centre de l’ellip-
soïde E.
Dans ce mémoire, on considérera souvent xc = 0 et donc l’expression (2.23) devient :
E = {x ∈ Rnx : xTPx= xTG−1x≤ 1, P= PT = G−1 ≻ 0}. (2.24)
Les propriétés suivantes seront utiles pour la suite de l’étude.
Proposition 2.11. La longueur des demi-axes d’un ellipsoïde est
√
λi, où λi, (i= 1,nx)
sont les valeurs propres de P−1. Les directions des demi-axes sont les vecteurs propres
de P−1.
xc
√
λ1
√
λ2
FIGURE 2.3: Ellipsoïde (nx = 2).
Proposition 2.12. Le volume d’un ellipsoïde est inversement proportionnel au produit
des valeurs propres de la matrice P (c’est-à-dire au déterminant).
Le lecteur est invité à consulter [9] ou [13] pour plus de détails sur les ensembles ellip-
soïdaux.
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2.4.3.1 Ellipsoïde invariant maximal et minimal
Le volume des ellipsoïdes invariants minimal et maximal est corrélé à l’influence des
perturbations sur l’évolution d’un système asservi sous contraintes. Ainsi un ellipsoïde
minimal de faible volume ou un ellipsoïde maximal de volume important (par rapport
à l’ellipsoïde sans perturbations) correspond à un système commandé peu sensible aux
perturbations considérées. L’ellipsoïde positif invariant maximal correspond à la plus
grande région ellipsoïdale de l’espace pour laquelle les contraintes sont satisfaites mal-
gré l’influence des incertitudes et perturbations considérées. L’ellipsoïde positif inva-
riant minimal est la plus petite région ellipsoïdale autour de l’origine dans laquelle le
système initialement à l’équilibre est susceptible d’évoluer à cause des perturbations,
en satisfaisant les contraintes.
Dans la Figure 2.4 sont représentés les ensembles invariants réels maximal et minimal
et leurs approximations ellipsoïdales. Comme on peut le voir, l’ellipsoïde invariant mi-
nimal est le plus petit ellipsoïde contenant l’ensemble invariant minimal et l’ellipsoïde
invariant maximal est le plus grand ellipsoïde à l’intérieur de l’ensemble invariant maxi-
mal.
(a) (b)
FIGURE 2.4: Approximation des ensembles invariants par des ellipsoïdes : (a) Ellipsoïde mi-
nimal ; (b) Ellipsoïde maximal
2.4.3.2 Intersection ellipsoïdale. Projection ellipsoïdale
Dans la suite de ce document, on rencontrera souvent des problèmes ayant comme ob-
jectif de trouver l’ensemble invariant ellipsoïdal minimal ou maximal qui assure l’inva-
riance robuste. Pour un système structuré de sorte à faire intervenir une représentation
d’état augmentée (xa(t) représente l’état augmenté), typiquement ce que l’on aura avec
un système incluant un observateur, seule une partie de l’état augmenté, correspondant
à l’état du système initial, présente de l’intérêt et donc on se pose le problème de la
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recherche de l’ellipsoïde invariant ayant la projection maximale ou l’intersection mini-
male sur/avec l’espace d’état du système initial.
L’intersection de l’ellipsoïde E avec le sous-espace d’état du système initial, x, est don-
née par :
Ei = {x | xTTPT T x≤ 1, P= PT ≻ 0, T =
[
I 0
]
} (2.25)
où x= Txa (si xc = 0).
La projection de l’ellipsoïde E sur le sous-espace d’état du système initial, x, est donnée
par :
Ep = {x | xT (TGT T )−1x≤ 1,G= GT ≻ 0, T =
[
I 0
]
} (2.26)
où x= Txa (si xc = 0).
Proposition 2.13. La projection et l’intersection d’un ellipsoïde sur/avec un sous-
espace est un ellipsoïde [9].
A titre d’exemple, dans la Figure 2.5(a) sont représentés l’ensemble invariant maximal
réel satisfaisant les contraintes (malgré les perturbations) et l’ellipsoïde invariant situé
à l’intérieur de cet ensemble et ayant la projection maximale sur l’espace de l’état non
augmenté (sur les axes x1 et x2). La Figure 2.5(b) représente les projections sur le plan
(x1,x2) de ces deux ensembles. Cette figure montre qu’en effet la projection obtenue est
maximale.
(a) (b)
FIGURE 2.5: Projection maximale. (a) Ensemble invariant réel (en rose) et ellipsoïde invariant
ayant la projection maximale (en bleu) ; (b) Les projections de l’ensemble invariant réel (en
rose) et de l’ellipsoïde invariant ayant la projection maximale (en noir)
Dans la Figure 2.6(a) sont illustrés l’ensemble minimal réel, l’ellipsoïde invariant mini-
mal situé à l’extérieur de cet ensemble et l’ellipsoïde invariant situé à l’extérieur de cet
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ensemble et ayant l’intersection minimale. Dans la Figure 2.6(b) sont représentées les
intersections de ces ensembles avec le plan (x1,x2).
(a) (b)
FIGURE 2.6: Intersection minimale. (a) Ensemble invariant réel (en bleu), ellipsoïde invariant
minimal (en rose) et ellipsoïde invariant ayant l’intersection minimale (en jaune) ; (b) Intersec-
tion avec le plan (x1,x2) de l’ensemble invariant réel (en bleu), de l’ellipsoïde invariant minimal
(en rose) et de l’ellipsoïde invariant ayant l’intersection minimale (en jaune)
Le but de cette dernière figure est de montrer que l’ellipsoïde invariant minimal n’a pas
forcément l’intersection minimale avec l’espace d’état initial.
2.5 Input to state stability (ISS-stabilité entrée-état) vis-à-vis d’une
perturbation bornée
La théorie des ensembles invariants fournit un cadre approprié pour traiter le problème
de stabilité. L’existence d’un ensemble invariant (ellipsoïdal ou polytopique) est équi-
valente à l’existence d’une fonction de Lyapunov et par conséquent est équivalente à
une condition suffisante de stabilité [89]. Par exemple, pour les systèmes linéaires, l’en-
semble invariant ellipsoïdal (2.24) peut être considéré comme une fonction de Lyapunov
V = xTPx. Si la condition d’invariance est remplie, alors V est monotone décroissante.
Comme P est définie positive, cela implique que x est convergent vers le point d’équi-
libre.
Puisque le système que nous considérons est affecté par des perturbations, la notion de
input to state stability (ISS ou stabilité entrée-état) doit être considérée. En présence
d’une perturbation, il n’est pas possible de garantir que l’origine est asymptotiquement
stable. L’ISS implique que l’origine est un point asymptotiquement stable pour le sys-
tème non perturbé et que, en présence d’une perturbation, l’état convergera vers une
région appelée 0-reachable set par [9]. Cet ensemble représente en effet, l’ensemble
invariant minimal (Figure 2.7).
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FIGURE 2.7: Ensemble ellipsoïdal minimal pour un système affecté par des perturbations (0
reachable set) et la trajectoire de l’état
La notion d’ISS a été initialement proposée par [101, 102] pour les systèmes non-
linéaires à temps continu.
Comme les systèmes considérés dans cette thèse sont affectés par de perturbations bor-
nées, dans la suite de ce mémoire la notion de stabilité sera remplacée par la notion de
"input-to-state stability" globale vis-à-vis d’une perturbation bornée 2. Si l’état appar-
tient à un ensemble invariant X (x ∈X ), la notion de "input-to-state stability" locale
sera considérée. Pour les systèmes linéaires la notion de stabilité ISS est en quelque
sorte similaire avec la notion de stabilité BIBO à la différence que pour cette dernière
on regarde la sortie et non l’état.
Soit un système non-linéaire à temps discret :
x(k+1) = f (x(k),w(k)) (2.27)
avec x∈Rnx l’état du système et w∈Rnw une perturbation prenant ses valeurs dans l’en-
semble compact W ⊂ Rnw qui contient l’origine. On suppose que l’état est mesurable
à chaque instant, que f : RnxxRnw → Rnx est continue à l’origine et que f (0,0) = 0.
Compte tenu de l’état x à l’instant 0 et une perturbation w(·), où w(k) ∈W pour tout
k ∈ Z[0,∞], la solution de (2.27) à l’instant k sera notée avec Φ(k,x,w(·)) [38, 49, 51].
Définition 2.14. (Fonctions K et K∞) Une fonction continue γ : R+ → R+ est appe-
lée fonction K si elle est strictement croissante et γ(0) = 0. La fonction est appelée
fonction K∞ si de plus γ(s)→ ∞ quand s→ ∞.
2. Dans la suite de ce mémoire la dénomination ISS vis-à-vis d’une perturbation bornée sera adoptée pour dé-
nommer l’"input-to-state stability" globale vis-à-vis d’une perturbation bornée.
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Définition 2.15. (Fonction K L ) Une fonction continue β : R+ → R+ est appelée
fonction K L si, pour tout k≥ 0, la fonction β (·,k) est une fonction K et pour chaque
s≥ 0, β (s, ·) est décroissante avec β (s,k)→ 0 quand k→ ∞.
Définition 2.16. [38, 66] Le système (2.27) est globalement stable au sens entrée-état
(input-to-state stable-ISS) par rapport à une perturbation bornée w(k) ∈W s’il existe
une fonction β (·) de type K L et une fonction γ(·) de type K telle que pour toute
perturbation w(k) ∈W , k ≥ 0, la solution du système satisfaite Φ(k,x,w(·)) ∈X et
||Φ(k,x,w(·)) ||≤ β (|| x ||,k)+ γ(sup{|| w(τ) || |τ ∈ Z[0,k−1]}), k ∈ N. (2.28)
La stabilité ISS par rapport à une perturbation w(k) ∈W implique que l’origine est
un point asymptotiquement stable pour le système nominal x(k+ 1) = f (x(k),w = 0)
avec une région d’attraction X ⊆ Rnx , et que toutes les trajectoires de l’état sont bor-
nées pour toutes les séquences de perturbations bornées. De plus, chaque trajectoire
Φ(x,k,w(·))→ 0 si w(k)→ 0 quand k→ ∞ , où w(·) ∈W représente la perturbation
affectant le système.
Lemme 2.17. (ISS au sens de Lyapunov vis-à-vis d’une perturbation bornée) [38, 49]
Le système (2.27) est ISS par rapport à une perturbation bornée si les conditions sui-
vantes sont satisfaites :
i) il existe X contenant l’origine et positif invariant robuste pour (2.27) (c.-à-d.
f (x,w) ∈X pour tout x ∈X et tout w ∈W) ;
ii) il existe α1(·), α2(·) et α3(·) de type K∞, δ (·) de type K et une fonction continue
V : X → R+ telles que pour tout x ∈X on a :
α1(|| x ||)≤V (x)≤ α2(|| x ||) (2.29)
V ( f (x,w))−V (x)≤−α3(|| x ||)+δ (|| w ||). (2.30)
La fonction V (·) est appelée fonction ISS-Lyapunov.
Donc, la fonction de Lyapunov V est définie positive, toutes les trajectoires de l’état
sont bornées pour toutes les séquences de perturbations bornées et si les perturbations
tends vers zéro, alors le système perturbé converge asymptotiquement vers l’origine.
Des relations peuvent être établies entre α1, α2, α3, β , γ et δ [49, 51, 58].
L’existence d’un ensemble invariant ellipsoïdal est équivalent à une condition suffisante
de stabilité au sens entrée-état. Dans la Figure 2.7 est représentée la trajectoire de l’état
d’un système affecté par de perturbations bornées (la ligne rouge) et l’ellipsoïde inva-
riant minimal (le 0-reachable set) vers lequel toutes les trajectoires ISS convergent.
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2.6 Le paramètre de Youla-Kucˇera
La paramétrisation de Youla (connue aussi comme le paramètre Q) a été utilisée pour
la première fois dans les années 1950, mais ce n’est que dans les années 1970 que
ces travaux ont été repris par [56] dans le cas discret et par [112] pour le filtrage de
Wiener-Hopf. La forme générale de la paramétrisation de Youla a été finalement énon-
cée par [25] (et les références dedans), en utilisant les représentations fractionnaires
co-premières. Le rôle du paramètre de Youla inséré dans la boucle fermée est d’assurer
la paramétrisation de tous les correcteurs stabilisants d’un système donné, en garantis-
sant une relation bijective entre l’ensemble des correcteurs stabilisants et l’ensemble de
tous les transferts stables. Incorporé d’une manière particulière (ce qui est le cas de la
suite de ce document), le paramètre de Youla peut améliorer la robustesse de la boucle
fermée vis-à-vis d’incertitudes ou de perturbations grâce à l’utilisation d’un régulateur à
deux degrés de liberté (le suivi de trajectoire et le contrôle en boucle fermée sont ajustés
séparément) [17, 53, 88, 89, 103]. Cette dernière approche sera adoptée dans la suite de
ce document. Le paramètre de Youla sera formulé par sa représentation d’état comme
dans [12].
Dans la Figure 2.8 est représenté le schéma bloc du correcteur stabilisant pour un sys-
tème linéaire en temps discret avec l’état estimé à travers un observateur et un paramètre
de Youla assurant un certain degré de robustesse. Le système considéré est affecté par
une perturbation d’état w et une perturbation de mesure v.
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FIGURE 2.8: Correcteur dans l’espace d’état avec le paramètre de Youla.
Les équations de l’état et le reste du mécanisme seront expliqués plus en détail lors des
chapitres suivants. Dans une première étape d’analyse nous montrerons que en introdui-
sant la paramétrisation de Youla on augment le volume de la projection de l’ellipsoïde
invariant satisfaisant des contraintes sur la commande (et sur l’état ou sur la sortie) par
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rapport au volume de la projection obtenue pour le cas avec observateur seul. Dans une
deuxième étape de synthèse nous rechercherons le paramètre de Youla qui maximise la
projection de l’ellipsoïde invariant. La différence de volume entre la projection obtenue
pour le système avec Youla et la projection obtenue pour le système avec observateur
seul va nous donner une mesure du gain in robustesse acquis.
2.7 Inégalité matricielle linéaire (LMI)
La plupart des résultats présentés dans cette thèse sont obtenus grâce à la résolution de
LMIs (linear matrix inequalities). Dans cette section, nous faisons une brève incursion
dans le domaine des inégalités matricielles linéaires. Pour plus de détails, nous invitons
le lecteur à consulter [13].
La terminologie des LMIs a été introduite en 1971 par [108]. Les inégalités matricielles
linéaires permettent de formuler des problèmes d’optimisation convexes de sorte que,
ayant trouvé un optimum local, celui-ci correspond à l’optimum global recherché.
Définition 2.18. Une inégalité matricielle linéaire, ou LMI, est une expression de la
forme :
F(x) = F0+
n
∑
i=1
xiFi  0, (2.31)
où x1,x2, ...,xn ∈ R sont les variables de décision, Fi = FTi ∈ Rnxxnx sont données, et
F(x)  0 signifie que le terme F(x) est défini positif [13]. Cette inégalité matricielle
linéaire caractérise un ensemble convexe selon x.
Plusieurs LMIs F1(x)  0, . . . ,Fk(x)  0 peuvent être exprimées sous la forme d’une
expression LMI diagonale par bloc :

F1(x) 0 · · · 0
0 F2(x) · · · 0
...
... · · · ...
0 0 · · · Fk(x).

 (2.32)
Les inégalités quadratiques convexes sont converties sous forme LMI en utilisant le
théorème de Schur :
Théorème 2.19. Soit Q(x) =Q(x)T ,R(x) = R(x)T , et S(x) ayant une dépendance affine
en x, alors la LMI : [
Q(x) S(x)
S(x)T R(x)
]
 0 (2.33)
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est équivalente aux inégalités matricielles :
R(x) 0,Q(x)−S(x)R(x)−1S(x)T  0 (2.34)
ou de façon équivalente :
Q(x) 0,R(x)−S(x)TQ(x)−1S(x) 0. (2.35)
Le problème LMI omniprésent dans le cadre de ce mémoire concerne la minimisation
d’un critère d’optimisation convexe soumis à des contraintes LMI :
min cT x
soumis à F(x) 0 (2.36)
où x est la variable de décision et c est un vecteur de dimension appropriée. Les pro-
blèmes de type LMI peuvent être résolus en temps polynomial, ce qui signifie qu’ils ont
une faible complexité de calcul. D’un point de vue pratique, des algorithmes efficaces
et puissants existent pour résoudre ces problèmes (algorithmes qui calculent rapidement
l’optimum global, avec des critères d’arrêt non-heuristiques). Pour les simulations effec-
tuées dans ce mémoire, le logiciel Yalmip (dans l’environnement MatLab) a été utilisé
avec les solveurs SEDUMI [104] et LMILAB. Les essais numériques montrent que ces
algorithmes permettent de résoudre des problèmes LMI avec une bonne efficacité.
2.7.1 Inégalité matricielle bilinéaire (BMI)
La plupart des problèmes de contrôle qui ne peuvent pas être écrits en termes de LMIs
peuvent être structurées selon une forme plus générale connue sous le nom d’inégalité
matricielle bilinéaire (BMI). Ce type d’inégalités est fondamentalement plus difficile
que les LMIs car l’ensemble des solutions des BMIs est non-convexe. Les inégalités
matricielles bilinéaires ont été introduites par [36, 90] au milieu des années 90.
Définition 2.20. Une inégalité matricielle bilinéaire, ou BMI, est une expression de la
forme :
F(x) = F0+
n
∑
i=1
xiFi+
n
∑
i=1
n
∑
j=1
xix jFi j  0, (2.37)
où x1,x2, ...,xn ∈ R sont les variables de décision, Fi = FTi , Fi j = FTi j ∈ Rnxxnx sont
données, et F(x) 0 signifie que le terme F(x) est défini positif.
Il y a des techniques dans la littérature qui permettent la transformation des BMI en
contraintes LMI [13, 93] mais la relaxation en LMI n’est pas toujours possible.
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Tout au long de ce mémoire on rencontrera des problèmes BMI avec la particularité
qu’une seule des variables de décision (α) est multipliée par une autre variable de déci-
sion (P= PT =G−1 ≻ 0). Cela correspond à un produit de type αG, α ∈R, G∈Rnxxnx .
Comme α est un scalaire, alors un αoptim peut être trouvé en exécutant une simple
boucle récursive. Pour éviter cette boucle, le problème BMI peut être résolu en utilisant
le logiciel Yalmip (dans l’environnement MatLab) avec le solveur PENBMI [52].
2.7.2 Inégalité matricielle polynomiale (PMI)
Une classe plus générale d’inégalités matricielles dont le degré peut être supérieur à
deux sont les PMIs (inégalités matricielles polynomiales) :
Définition 2.21. Une inégalité matricielle polynomiale, ou PMI, est une expression de
la forme :
F(x) = F0+ ∑
ρ≤nx
xρFρ  0, (2.38)
où x=
[
x1 x2 . . . xn
]
∈Rnx est le vecteur des variables de décision, ρ ∈N représente
la puissance de x, F0 = FT0 ∈ Rnxxnx et Fρ = FTρ ∈ Rnxxnx sont données et F(x)  0
signifie que le terme F(x) est défini positif.
En utilisant des changements de variables appropriés, les problèmes PMI peuvent être
reécrits sous la forme d’un problème BMI [42].
2.8 La S-procédure
La notion de S-procédure a été employée par les chercheurs de l’ancienne Union sovié-
tique dans l’analyse de la stabilité des systèmes non-linéaires et incertains [70]. L’idée a
été depuis développée par de nombreux chercheurs. Plusieurs résultats importants dans
l’analyse des systèmes, tels que le critère du cercle, le critère de Popov et le lemme
de Kalman-Yakubovich-Popov, sont étroitement liés à la S-procédure. La S-procédure
est en fait une technique de relaxation de Lagrange, utilisée surtout dans des problèmes
avec contraintes quadratiques [50]. La S-procédure est devenue populaire dans la com-
munauté de la commande robuste pendant les années 1990, quand [72] a apporté de
nouveaux développements dans cette direction.
Définition 2.22. Soit F0 = FT0 ,. . . , Fk = F
T
k ∈ Rnxn. S’ils existent α1, . . . ,αk ∈ R+ tel
que F0−
k
∑
i=1
αiFi ≻ 0 alors {∀z, zTF1z≥ 0, . . . ,zTFkz≥ 0} il en resulte {∀z, zTF0z≥ 0}
[11].

Chapitre 3
Outils ensemblistes pour l’analyse de la
stabilité et de la robustesse
Le calcul des ensembles invariants ellipsoïdaux pour des systèmes linéaires sans pertur-
bation est proposé par plusieurs auteurs : [9, 13, 89]. [1] présente une technique pour le
calcul des ensembles invariants ellipsoïdaux pour des systèmes linéaires à temps continu
contrôlés par une loi de commande linéaire saturante. Dans [57] est décrit le calcul des
ensembles atteignables pour des systèmes linéaires à temps discret à coefficients va-
riables dans le temps et des limites ellipsoïdales sur la commande et les conditions
initiales. Les algorithmes offrent les approximations ellipsoïdales externes et internes
qui touchent la frontière de l’ensemble atteignable de l’extérieur et l’intérieur. [78] pro-
pose une approche LMI pour le rejet d’une perturbation exogène bornée en utilisant
des méthodes ellipsoïdales. L’ellipsoïde invariant est calculé pour le cas continu et pour
le cas discret en utilisant comme critère d’optimisation la trace d’une expression dé-
pendante de la matrice générant l’ellipsoïde. Contrairement à [78] nous proposons ici
une technique basée sur des inégalités matricielles linéaires pour calculer les ensembles
invariants (voir section 2.4.3) tout en garantissant la stabilité d’un système à temps dis-
cret, affecté par des perturbations bornées et considérant comme critère d’optimisation
le logarithme du déterminant de la matrice générant l’ellipsoïde. Nous réalisons égale-
ment la synthèse d’une loi de commande par retour d’état et observateur et la synthèse
d’un paramètre de Youla robustifiant.
Ce chapitre propose la mise en oeuvre des techniques efficaces garantissant les condi-
tions assurant l’ISS par rapport à une perturbation bornée (voir section 2.5) et permettant
de déterminer l’ensemble ellipsoïdal positif invariant maximal (ou l’ensemble invariant
ayant la projection maximale ou l’ellipsoïde tronqué invariant maximal-défini par la
suite) et l’ensemble ellipsoïdal positif invariant minimal (ou l’ensemble invariant ayant
l’intersection minimale) pour des systèmes linéaires, LPV ou en commutation à temps
discret soumis à des perturbations et contraintes physiques.
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Le chapitre est composé de quatre sections : une première section est consacrée aux
systèmes linéaires, une deuxième section étudie les systèmes linéaires à paramètres
variants (LPV), une section est ensuite destinée aux systèmes en commutation. Les ou-
tils présentés lors de ces trois sections font appel à des ensembles ellipsoïdaux et ont
donc un certain degré de conservatisme. Afin d’évaluer ce conservatisme, la dernière
section propose une technique basée sur des ellipsoïdes tronqués. Cette méthode per-
met d’obtenir un ensemble invariant comme l’intersection d’un polyèdre (donné par les
contraintes) et un ellipsoïde. L’espace obtenu est plus proche de l’espace invariant réel
où l’on peut garantir l’invariance malgré la présence d’une perturbation bornée.
Les trois premières sections sont divisées en trois parties : une partie dédiée aux sys-
tèmes affectés par des perturbations bornées et soumis à des contraintes, une deuxième
partie consacrée aux systèmes pour lesquels l’état est estimé à l’aide d’un observateur
et une troisième partie dédiée aux systèmes pour lesquels l’état est estimé à l’aide d’un
observateur et la robustesse est garantie grâce à un paramètre de Youla. Chaque partie
est elle-même divisée en trois sous-parties : une sous-partie donnant les conditions as-
surant l’ISS par rapport à une perturbation bornée, une deuxième sous-partie donnant
l’ellipsoïde invariant minimal (ou ayant l’intersection minimale, selon le cas) et une
dernière partie dédiée au calcul de l’ensemble invariant maximal (ou ayant la projection
maximale). L’analyse proposée montre que l’impact positif du paramètre de Youla sur la
fonction de sensibilité peut être transposé en termes de diminution du volume de l’en-
semble ellipsoïdal minimal ou de l’augmentation du volume de l’ensemble maximal.
L’ensemble minimal permet de mesurer l’influence des perturbations et incertitudes sur
l’évolution du système et l’ensemble maximal permet de mesurer la région de l’espace
dans laquelle les contraintes sont satisfaites.
A la fin de chaque section les résultats présentés sont validés en simulation et des
conclusions sont formulées.
3.1 Systèmes LTI discrets sous contraintes et affectés par des per-
turbations bornées
L’objectif principal de cette section est de calculer les ensembles ellipsoïdaux invariants
maximal et minimal pour un système LTI à temps discret sous contraintes et affectés par
des perturbations bornées et d’analyser l’influence du paramètre de Youla sur le volume
de ces ellipsoïdes. Ces résultats se trouvent dans une forme plus condensée dans [69].
Dans la première partie de cette section, nous donnons le théorème qui caractérise l’ISS
vis-à-vis d’une perturbation bornée en termes d’inégalités matricielles. Le choix a été
fait de se donner les outils d’analyse à partir de la configuration la plus simple (système
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seul), puis d’étendre ensuite la démarche à un système avec observateur puis observateur
et paramètre de Youla.
3.1.1 Système linéaire à temps invariant
Soit le système LTI à temps discret :
x(k+1) = Ax(k)+Bu(k)+Bww(k),
y(k) = Cx(k)+Dvv(k)
(3.1)
où x ∈ Rnx est l’état du système, u ∈ Rm la commande , y ∈ Rp la sortie, w ∈ Rnw la
perturbation d’état et v ∈ Rnv la perturbation de mesure.
La loi de commande supposée connue est donnée par :
u(k) =−Fx(k), (3.2)
où F ∈ Rmxnx est un retour d’état donné tel que A− BF est strictement stable et la
performance nominale est adaptée au contexte donné.
On considère également des bornes sur la norme Euclidienne de la commande u :
|| u ||2≤ umax. (3.3)
Le vecteur de bruit regroupant les perturbations d’état et de mesure n(k) =
[
w(k)
v(k)
]
est
supposé borné :
nT (k)n(k)≤ 1 (d’où wT (k)w(k)≤ 1, vT (k)v(k)≤ 1). (3.4)
Le système en boucle fermée peut être décrit par la relation :
x(k+1) = Ab f x(k)+Bww(k), (3.5)
où Ab f = A−BF .
Définissons un ellipsoïde :
E = {x ∈ Rnx : xTPx= xTG−1x≤ 1, P= PT = G−1 ≻ 0}. (3.6)
Dans la suite sont énoncés les théorèmes permettant l’analyse des performances du
système asservi en termes d’ellipsoïdes invariants minimal et maximal robustes.
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3.1.1.1 ISS vis-à-vis d’une perturbation bornée
Dans le théorème suivant sont données les conditions suffisantes assurant l’ISS d’un
système linéaire soumis à de perturbations bornées. Ces conditions sont exprimées en
termes d’inégalités matricielles.
Théorème 3.1. Soit le système linéaire à temps discret (3.5) affecté par une perturba-
tion bornée w (3.4). S’il existe P= PT = G−1 ≻ 0, α > 0 et β ≥ 0 tel que :[
ATb fPAb f −P+αP ATb fPBw
BTwPAb f −β I+BTwPBw
]
≺ 0 (3.7)
ou 

G 0 αG GATb f
0 β I 0 BTw
αG 0 αG 0
Ab fG Bw 0 G

≻ 0, (3.8)
α ≥ β (3.9)
le système est ISS vis-à-vis de la perturbation bornée w (3.4).
Démonstration. : Pour détailler comment ont été obtenues les inégalités (3.7), (3.8) et
(3.9) qui nous assurent l’ISS par rapport à une perturbation bornée, nous nous servirons
de la fonction de Lyapunov V (k) = x(k)TPx(k), P= PT = G−1 ≻ 0.
Définissons :
∆V (k) = V (k+1)−V (k) = x(k+1)TPx(k+1)− x(k)TPx(k) =
= xT (k)(ATb fPAb f −P)x(k)+ xT (k)ATb fPBww(k)+
+ wT (k)BTwPAb f x(k)+w
T (k)BTwPBww(k) =
=
[
x(k)
w(k)
]T [
ATb fPAb f −P ATb fPBw
BTwPAb f B
T
wPBw
][
x(k)
w(k)
]
.
Dans la section 2.5, le lemme 2.17 nous donne les conditions qui caractérisent l’ISS par
rapport à une perturbation bornée. Pour des systèmes linéaires, la condition (2.29) est
satisfaite pour α1 = λmin(P) || x || et α2 = λmax(P) || x ||.
Dans l’étape suivante nous montrons que si :
∆V (k)< 0, (3.10)
pour tout x et w satisfaisant :
x(k)TPx(k)≥ 1 et w(k)Tw(k)≤ 1 (3.11)
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la condition (2.30) du lemme 2.17 est satisfaite.
Avec la S-procédure ([11], [13] pp.82-84, Section 2.8), il vient que (3.11) implique
(3.10) si il existe α > 0 et β ≥ 0 tels que :
∆V (k)−α(1− xT (k)Px(k))−β (wT (k)w(k)−1)< 0. (3.12)
Pour α ≥ β ([13] pp.82-84), à partir de (3.12) la condition (2.30) résulte avec α3 =
αλmin(P) || x || et δ = β .
En revenant à l’inégalité (3.12) on obtient :
xT (k)(ATb fPAb f −P)x(k)+ xT (k)ATb fPBww(k)+wT (k)BTwPAb f x(k)+
+wT (k)BTwPBww(k)< α(1− x(k)TPx(k))+β (w(k)Tw(k)−1)
(3.13)
équivalent à :[
x(k)
w(k)
]T [
ATb fPAb f −P+αP ATb fPBw
BTwPAb f −β I+BTwPBw
][
x(k)
w(k)
]
+(β −α)≺ 0 (3.14)
et qui peut s’écrire sous la forme :
A
T
b fPAb f −P+αP ATb fPBw 0
BTwPAb f −β I+BTwPBw 0
0 0 β −α

≺ 0. (3.15)
Pour α ≥ β ([13] pp.82-84) l’inégalité (3.7) découle de (3.15).
Comme dans ([13], pp.82-84), on peut considérer α = β > 0.
L’inégalité (3.8) est obtenue à partir de (3.7). Cette dernière inégalité peut s’écrire sous
la forme :[
αP 0
PAb f PBw
]T [
(αP)−1 0
0 P−1
][
αP 0
PAb f PBw
]
+
[
−P 0
0 −β I
]
≺ 0 (3.16)
d’où la nécessité de la condition de positivité stricte pour α .
En multipliant avec −1 et en appliquant le théorème de Schur nous avons :

P 0 αP ATb fP
0 β I 0 BTwP
αP 0 αP 0
PAb f PBw 0 P

≻ 0. (3.17)
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En pré-et post-multipliant cette inégalité par diag(G, I,G,G) on obtient l’inégalité (3.8).
La présence des perturbations est facilement prise en compte par la S-procédure. Cette
procédure introduit deux variables α et β . La variable α multiplie une autre variable, P,
ce qui transforme l’inégalité (3.7) dans une BMI (inégalité matricielle bilinéaire). Mais
α est un scalaire positif qui peut être fixé en exécutant une simple boucle.
A travers la condition ∆V < 0 pour tout x(k), V (k) ≥ 1 et pour toute perturbation
w, wT (k)w(k) < 1 on impose l’existence d’une région d’attraction {x ∈ Rnx : xTPx =
xTG−1x≤ 1, P= PT =G−1≻ 0}. A l’extérieur de cette région la fonction de Lyapunov
est décroissante pour toute perturbation w(k), wT (k)w(k) < 1 (l’état va converger vers
cette région). A l’intérieur de cette région, la monotonie de V est inconnue mais l’état
ne dépasse pas ses frontières.
Le problème exposé dans le théorème 3.1 peut être résolu avec les solveurs LMI exis-
tants. Il est néanmoins conseillé de faire un calcul du nombre de variables scalaires de
décision pour avoir une idée de la complexité du problème. En fixant la variable de
décision α , le nombre de variables scalaires de décision est le suivant :
Nv =
nx(nx+1)
2
+1. (3.18)
3.1.1.2 Ellipsoïde invariant minimal
Le but de cette section est de calculer l’ellipsoïde invariant minimal assurant l’inva-
riance (et donc l’ISS) et la satisfaction de contraintes en présence d’une perturbation
bornée. Les ensembles invariants minimaux nous donnent une mesure de l’effet de per-
turbations sur les systèmes. Plus les perturbations sont importantes plus l’ensemble in-
variant minimal est grand. Comme nous avons choisi d’approcher l’ensemble invariant
minimal par un ellipsoïde, cet ellipsoïde sera en fait le plus petit ellipsoïde contenant
l’ensemble invariant minimal réel.
Théorème 3.2. Soit le système linéaire à temps discret (3.1), alors le système s’écrit
sous la forme (3.5) avec la loi de commande donnée par (3.2). Le plus petit ellipsoïde
garantissant l’invariance en présence d’une perturbation bornée w (3.4) et assurant
la satisfaction des contraintes d’entrée (3.3) est obtenue en résolvant l’optimisation
suivante :
min
P=PT≻0,α>0,β≥0
− log detP (3.19)
s.c. : [
ATb fPAb f −P+αP ATb fPBw
BTwPAb f −β I+BTwPBw
]
≺ 0, (3.20)
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α ≥ β (3.21)
et [
P FT
F u2maxI
]
 0. (3.22)
Démonstration. La condition de stabilité au sens entrée-état vis-à-vis d’une perturba-
tion bornée (3.7) assure aussi l’invariance de l’état dans l’ensemble ellipsoïdal E 3.6.
L’inégalité (3.20) est en fait donnée par l’inégalité (3.7).
La condition (3.20) est une conséquence directe du théorème 2.10 (section 2.4.1) et ses
implications.
Conformément avec les implications du théorème 2.10 nous recherchons un ellipsoïde
E (3.6) ayant la propriété que pour tout point situé sur sa frontière (V (k) = 1) et pour
chaque perturbation dans les limites considérées (wT (k)w(k) ≤ 1), la fonction de Lya-
punov V est décroissante (V (k+ 1)−V (k) < 0). Cette condition garantit qu’une fois
que l’état est dans ou sur la frontière de l’ellipsoïde il ne sortira jamais (c.-à-d. E
est invariant). La condition supplémentaire V (k+ 1)−V (k) < 0 pour tout V (k) > 1,
wT (k)w(k)≤ 1 a été imposée pour garantir que l’ellipsoïde E est le bassin d’attraction
du système à temps discret.
Du fait de la présence des perturbations, nous ne pouvons pas garantir que l’état va
converger vers zéro, mais nous pouvons garantir qu’il restera dans l’ellipsoïde invariant.
C’est pourquoi à l’intérieur de l’ellipsoïde E le signe deV (k+1)−V (k) n’est pas connu.
À l’intérieur de l’ellipsoïde invariant E, la fonction de Lyapunov n’est pas monotone.
Dû à la S-procédure, l’apparition de α fait que (3.20) devient une BMI (inégalité ma-
tricielle bilinéaire). Comme α est un scalaire positif, un αoptim peut être trouvé en exé-
cutant une simple boucle. αoptim est le α pour lequel l’ellipsoïde donné par le théorème
3.2 a le plus petit volume.
Pour les LMIs correspondant aux contraintes d’entrée on obtient :
|| u(k) ||22 = || Fx(k) ||22=|| FP−1/2P1/2x(k) ||22≤|| FP−1/2 ||22|| P1/2x(k) ||22
= λmax(FP−1FT )(x(k)TPx(k))≤ λmax(FP−1FT ).
(3.23)
Alors, en utilisant le complément de Schur (théorème 2.19) il vient que || u ||2≤ umax si
la LMI (3.22) est faisable.
Si les inégalités (3.20), (3.21) et (3.22) sont faisables on peut affirmer qu’il existe un
ellipsoïde E garantissant l’invariance de l’état et la satisfaction de contraintes, malgré
la présence de perturbations bornées.
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Pour comprendre le critère d’optimisation il faut rappeler que le volume d’un ellip-
soïde est inversement proportionnel au produit des valeurs propres, (c.-à-d. le volume
d’un ellipsoïde est directement proportionnel au déterminant de G = GT = P−1 [14]).
Par conséquent, pour trouver l’ellipsoïde minimal il convient de résoudre le problème
min det(P−1). Comme le déterminant n’est pas convexe (ni concave d’ailleurs) la
fonction "logarithme" est considérée dans un premier temps pour rendre le problème
concave : min logdet(P−1). Ensuite la puissance "−1" intervenant devant le logarithme
dans (3.19) permet de rendre le critère convexe [89].
Les problèmes d’optimisation sont résolus en utilisant le logiciel Yalmip [67] dans l’en-
vironnement MatLab. Si le solveur "Lmilab" est choisi, alors l’opérateur utilisé pour
−log det(P) est−geomean(P). Si le solveur "SeDuMi" est employé on peut utiliser les
opérateurs −logdet(P) ou −geomean(P) pour représenter −log det(P).
minlog det(P )
-1
min det(P ) min -log det(P)
min -geomean(P)
-1
min -logdet(P)
MatLab
En fixant la variable de décision α , le nombre de variables scalaires de décision est le
même que lors du paragraphe précédent 3.1.1.1 :
Nv =
nx(nx+1)
2
+1. (3.24)
3.1.1.3 Ellipsoïde invariant maximal
Si l’inégalité (3.20) et (3.21) sont faisables le système (3.1) est ISS par rapport à une
perturbation bornée. De plus, si la LMI (3.22) est satisfaite il existe un ellipsoïde in-
variant E (3.6) pour lequel les contraintes sont satisfaites. Dans la section précédente,
on a calculé l’ellipsoïde invariant minimal, dans cette section on se propose de détermi-
ner l’ellipsoïde invariant maximal pour lequel les contraintes sont satisfaites malgré la
perturbation bornée.
Le calcul de l’ensemble invariant maximal a un sens quand des contraintes sont prises
en compte. Cet ensemble représente la plus grande région de l’espace où les contraintes
sont satisfaites et où une fois que l’état y entre il n’en sortira jamais. Quand, de plus, le
système est affecté par des perturbations, cet ensemble diminue en volume : plus l’effet
des perturbations est important, plus petit est l’ensemble maximal invariant. Dans ce
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mémoire, on se propose d’approcher les ensembles invariants par des ellipsoïdes. L’el-
lipsoïde invariant maximal est le plus grand ellipsoïde situé à l’intérieur de l’ensemble
invariant maximal réel.
Théorème 3.3. Soit le système linéaire à temps discret (3.1), alors le système asservi
s’écrit sous la forme (3.5) avec la loi de commande donnée par (3.2). L’ellipsoïde in-
variant maximal E (3.6) satisfaisant les contraintes d’entrée (3.1) malgré la présence
d’une perturbation w (3.4) est obtenu en résolvant l’optimisation suivante :
min
G=GT≻0,α>0,β≥0
− log detG (3.25)
s.c. : 

G 0 αG GATb f
0 β I 0 BTw
αG 0 αG 0
Ab fG Bw 0 G

≺ 0, (3.26)
α ≥ β (3.27)
et [
G GFT
FG u2maxI
]
 0. (3.28)
Démonstration. Comme déjà dit, la condition de stabilité au sens entrée-état vis-à-vis
d’une perturbation bornée (3.8) assure aussi l’invariance de l’état. En conclusion l’in-
égalité garantissant l’invariance (3.26) est en fait donnée par l’inégalité (3.8).
La LMI (3.28) qui garantit la satisfaction des contraintes est obtenue de l’inégalité (3.22)
par congruence avec diag(G, I).
Le volume d’un ensemble ellipsoïdal est inversement proportionnel au produit des va-
leur propres (c.-à-d. directement proportionnel au det(P−1)). Alors, pour trouver l’ellip-
soïde maximal le problème d’optimisation à résoudre est max det(P−1). En introduisant
l’opérateur "logarithme" pour rendre le problème concave on obtient : max logdet(G).
Finalement pour transformer le critère d’optimisation en un critère convexe on substitue
"max" par "min−" d’où (3.25).
maxlog det(G)max det(G) min -log det(G)
min -geomean(G)
min -logdet(G)
MatLab
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En fixant la variable de décision α , le nombre de variables scalaires de décision est le
même que lors du paragraphe 3.1.1.1.
3.1.2 Système LTI et observateur
La même démarche que celle mise en oeuvre au paragraphe 3.1.1 est reprise ici dans le
cas où un observateur doit être pris en compte.
Soit le système linéaire à temps discret (3.1), l’observateur mis en oeuvre pour recons-
truire l’état a la forme suivante :
xˆ(k+1) = Axˆ(k)+Bu(k)+L(y(k)− yˆ(k)),
yˆ(k) = Cxˆ(k)
(3.29)
xˆ ∈ Rnx l’état estimé, L ∈ Rnxxp est le gain de l’observateur.
La loi de commande supposée connue est donnée par :
u(k) =−Fxˆ(k) (3.30)
où F ∈ Rmxnx est un retour d’état donné tel que A− BF est strictement stable et la
performance nominale est adaptée au contexte donné.
On considère également des bornes sur la norme Euclidienne de la commande u :
|| u ||2≤ umax. (3.31)
Le vecteur de bruit n(k) =
[
w(k)
v(k)
]
est supposé borné :
|| n ||2≤ 1. (3.32)
Pour le système avec observateur, il convient d’introduire la représentation d’état aug-
mentée suivante :
xo(k+1) = Aoxo(k)+Bon(k), (3.33)
où :
xo(k) =
[
x(k)
ε(k)
]
, ε(k) = x(k)− xˆ(k) est l’erreur d’estimation, Ao =
[
A−BF BF
0 A−LC
]
et Bo =
[
Bw 0
Bw −LDv
]
.
(3.34)
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La commande u(k) est alors donnée par :
u(k) =−Fxˆ(k) =−Foxo(k), (3.35)
où :
Fo =
[
F −F
]
. (3.36)
L’ellipsoïde dans l’espace d’état augmenté a pour expression :
Eo = {xo(k) | xTo (k)Poxo(k) = xTo (k)G−1o xo(k)≤ 1, Po = PTo = G−1o ≻ 0}. (3.37)
En présence d’un observateur il convient de minimiser ou de maximiser l’ellipsoïde
invariant dans l’espace de l’état non-augmenté. Il est nécessaire donc désormais de
rechercher un ellipsoïde invariant satisfaisant les contraintes et ayant une intersection
minimale avec l’espace de l’état initial (x(k)) ou une projection maximale sur l’espace
de l’état initial (x(k)).
3.1.2.1 ISS vis-à-vis d’une perturbation bornée
Le théorème suivant nous donne les conditions suffisantes pour garantir l’ISS du sys-
tème (3.33) vis-à-vis d’une perturbation bornée.
Théorème 3.4. Soit le système linéaire à temps discret avec l’état estimé au moyen d’un
observateur (3.33) et avec la loi de commande donnée par (3.35). S’il existe Po = PTo =
G−1o ≻ 0, α > 0 et β ≥ 0 tels que :
[
AToPoAo−Po+αPo AToPoBo
BToPoAo −β I+BToPoBo
]
≺ 0 (3.38)
ou 

Go 0 αGo GoATo
0 β I 0 BTo
αGo 0 αGo 0
AoGo Bo 0 Go

≻ 0, (3.39)
et
α ≥ β (3.40)
le système est ISS par rapport à une perturbation bornée (3.32).
Démonstration. Pour montrer comment les inégalités (3.38), (3.39) et (3.40), respon-
sables de l’invariance, ont été obtenues nous nous servons de la fonction de Lyapunov
Vo(k) = x
T
o (k)Poxo(k), Po = P
T
o = G
−1
o ≻ 0.
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La preuve de ce théorème est similaire à celle mise en oeuvre lors du théorème 3.1 en
substituant P,G, Ab f , Bw par Po,Go, Ao et Bo, respectivement. On la donne quand même
ici car elle va servir au chapitre 4 dédié à la synthèse d’une loi de commande par retour
d’état et observateur.
En fixant la variable de décision α , le nombre de variables scalaires de décision est :
Nv =
2nx(2nx+1)
2
+1. (3.41)
3.1.2.2 Intersection ellipsoïdale minimale
Etant donné notre intérêt pour l’espace d’état initial x(k) et non pour l’espace d’état
augmenté xo(k), l’objectif est maintenant de trouver un ensemble invariant ellipsoïdal
satisfaisant les contraintes et ayant une intersection minimale avec l’espace de l’état
initial (x(k)).
De façon générale, l’intersection de Eo (3.37) avec le sous-espace de x est donnée par :
Eoi = {x | xTZPoZT x≤ 1, Po = PTo ≻ 0, Z =
[
I 0
]
}. (3.42)
avec Z résultant de x= Zxo [54].
Comme les inégalités sont similaires avec celles données lors de l’analyse de l’ellip-
soïde invariant minimal pour le cas sans observateur, le théorème sera présenté en An-
nexe A.
3.1.2.3 Projection ellipsoïdale maximale
Etant donné que dans l’état augmenté seul x(k) présente un intérêt, cette section se pro-
pose de calculer l’ellipsoïde invariant satisfaisant les contraintes et ayant une projection
maximale sur l’espace de l’état initial (x(k)).
De façon générale, la projection de Eo (3.37) sur le sous-espace de x est donnée par :
Eop = {x | xT (ZGoZT )−1x≤ 1, Go = GTo ≻ 0, Z =
[
I 0
]
}. (3.43)
avec Z résultant de x= Zxo [54].
Théorème 3.5. Pour le système (3.33) avec la loi de commande (3.35), l’ellipsoïde
invariant ayant la projection Eop maximale sur l’espace d’état initial x(k) et assurant en
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même temps la satisfaction des contraintes sur la commande (3.31) malgré la présence
d’une perturbation n (3.32) est obtenu en résolvant le problème :
min
Go=GTo≻0,α>0,β≥0
− log det(ZGoZT ) (3.44)
s.c. : 

Go 0 αGo GoATo
0 β I 0 BTo
αGo 0 αGo 0
AoGo Bo 0 Go

≻ 0, (3.45)
α ≥ β (3.46)
et [
Go GoF
T
o
FoGo u
2
maxI
]
 0. (3.47)
Démonstration. La condition (3.45) a été obtenue de la même manière que (3.39).
De l’inégalité (A.4) nous dérivons par congruence avec diag(Go, I) la LMI (3.47) assu-
rant la satisfaction des contraintes.
Le critère d’optimisation est obtenu comme en 3.1.1.3 en remplaçant G par ZGoZT
(représentant la projection).
Pour un α fixé, le nombre de variables scalaires de décision est donné par (3.41).
3.1.3 Système LTI avec observateur et paramètre de Youla
On réitère une dernière fois la même démarche proposée dans les deux sections précé-
dentes, dans le cas plus complexe d’un système LTI avec observateur et paramètre de
Youla.
Soit le système linéaire à temps discret (3.1), avec l’état estimé au moyen d’un ob-
servateur (3.29). Nous considérons qu’un paramètre de Youla (Q) a été préalablement
synthétisé [103], afin d’améliorer la robustesse du correcteur initial associé à l’observa-
teur :
xQ(k+1) = AQxQ(k)+BQy˜(k),
u˜(k) = CQxQ(k)+DQy˜(k),
y˜(k) = y(k)− yˆ(k)
(3.48)
xQ ∈ RnQ l’état du paramètre de Youla, u˜ ∈ Rm la sortie de Q, y˜ ∈ Rp l’entrée de Q et
AQ ∈ RnQxnQ ,BQ ∈ RnQxp,CQ ∈ RmxnQ ,DQ ∈ Rmxp constituent la représentation d’état
du paramètre de Youla. Cette approche pour représenter le paramètre de Youla a été
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proposée par [12]. La Figure 3.1 illustre l’architecture mise en oeuvre avec le correcteur,
l’observateur et le paramètre de Youla.
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FIGURE 3.1: Correcteur dans l’espace d’état avec le paramètre de Youla.
La loi de commande supposée connue est donnée par :
u(k) =−Fxˆ(k)− u˜(k) (3.49)
où F ∈ Rmxnx est un retour d’état donné tel que A−BF est strictement stable.
On considère des bornes sur la norme Euclidienne de la commande u(k) :
|| u ||2≤ umax. (3.50)
Le vecteur de bruit n(k) =
[
w(k)
v(k)
]
est supposé borné :
|| n ||2≤ 1. (3.51)
Pour le système avec observateur et paramétrisation de Youla, la représentation d’état
augmentée devient :
xy(k+1) = Ayxy(k)+Byn(k), (3.52)
où
xy(k) =

 x(k)ε(k)
xQ(k)

 , Ay =

A−BF BF−BDQC −BCQ0 A−LC 0
0 BQC AQ

 , By =

Bw −BDQDvBw −LDv
0 BQDv

 .
(3.53)
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La commande a alors la forme :
u(k) =−Fx · xy(k)−Fn ·n(k), (3.54)
avec
Fx =
[
F −F+DQC CQ
]
et Fn = [0 DQDv]. (3.55)
De façon générale, l’ellipsoïde dans l’espace de l’état augmenté a maintenant l’expres-
sion :
Ey = {xy | xTy Pyxy = xTy G−1y xy ≤ 1, Py = PTy = G−1y ≻ 0}. (3.56)
Comme pour le système avec observateur (section 3.1.2) seul l’état du système initial
(3.1) nous intéresse, c’est pour cela que dans les paragraphes suivants sont évaluées
l’intersection minimale et la projection maximale avec/sur l’espace d’état initial.
3.1.3.1 ISS vis-à-vis d’une perturbation bornée
Pour un système avec un paramètre de Youla, les conditions assurant l’ISS par rapport
à une perturbation bornée sont données par le théorème reporté dans l’Annexe A dû à
sa similarité avec les théorèmes précédents.
3.1.3.2 Motivation pour introduire la paramétrisation de Youla
Pour le système avec la paramétrisation de Youla la définition de l’ellipsoïde invariant
est donnée en (3.56) où Py = G−1y ∈ R(2nx+nq)x(2nx+nq) est une matrice symétrique posi-
tive définie.
Lemme 3.6. S’il existe un ellipsoïde invariant Eo pour le système avec observateur
(3.33) alors il existe au mois un ellipsoïde invariant Ey pour le système avec la paramé-
trisation de Youla (3.52).
Démonstration. Considérons G−1y =
[
Y V
V T S
]
(et xy =
[
xo
xQ
]
) l’inégalité (3.56) de-
vient :
xToYxo ≤ 1− xToVxQ− xTQV T xo− xTQSxQ. (3.57)
Comme on suppose qu’il existe un ellipsoïde invariant Eo pour le système avec obser-
vateur alors xToYxo ≤ 1 et donc l’inégalité (3.57) est satisfaite au moins pour tous les
xy =
[
xo
0
]
, xo ∈ Eo avec Y = Po.
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La projection de l’ensemble invariant ellipsoïdal Ey (3.56) sur x est donnée par :
Exy = {x | xT (TGyT T )−1x≤ 1, T =
[
I 0 0
]
} (3.58)
avec T résultant de x= Txy.
En faisant une analogie avec les résultats obtenus dans [55] (pour un système à temps
discret ayant une boucle fermée augmentée avec un terme supplémentaire afin d’aug-
menter les degrés de liberté), on peut affirmer que :
Lemme 3.7. En insérant un paramètre de Youla xQ 6= 0 dans la boucle fermée du sys-
tème avec observateur, on peut obtenir une projection ellipsoïdale Exy plus grande que
Exo. Un agrandissement maximal est obtenu pour xQ =−S−1V T xo (les RHS "right hand
side" maximales de (3.57)) pour lequel (3.58) est équivalente à :
Exy = {x | xT (ZGxyZT )−1x≤ 1, x= Txy = Zxo, T = [1 0 0], Z = [1 0]}
avec Gxy = [Y −VS−1V T ]−1.
Démonstration. Parce que G−1xy  Y il en résulte que Y = G−1o implique Gxy−Go  0.
Sachant que toute sous-matrice principale d’une matrice positive définie est positive
définie [44] on obtient Z(Gxy−Go)ZT  0 et en outre (ZGxyZT )−1  (ZGoZT )−1. La
dernière inégalité fait que Exo ⊆ Exy. Le gain en robustesse atteint par l’introduction du
paramètre de Youla sera donné par la différence de volume entre Exo et Exy.
Remarque 3.8. Aumoyen des deux lemmes présentés ci-dessus on montre que s’il existe
un ensemble invariant pour le système avec observateur alors il en existera un pour le
système avec observateur et paramétrisation de Youla. On montre également que, en
introduisant la paramétrisation de Youla (et donc des degrés de liberté), on agrandit le
volume de l’espace invariant. Cette augmentation est due aussi au fait que le paramètre
de Youla réduit l’effet de la perturbation bornée qui affecte le système.
3.1.3.3 Intersection ellipsoïdale minimale
Pour le système sous la forme (3.52) on recherche l’ellipsoïde invariant satisfaisant les
contraintes et ayant une intersection minimale avec l’espace de l’état initial (x(k)).
L’intersection de Ey (3.56) avec le sous-espace de x est donnée par :
Eyi = {x | xTTPyT T x≤ 1, Py = PTy ≻ 0, T =
[
I 0 0
]
} (3.59)
avec T provenant de x= Txy [54].
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Théorème 3.9. Soit le système linéaire à temps discret (3.1). Si la paramétrisation de
Youla (3.48) est prise en considération, le système s’écrit sous la forme (3.52) et la loi
de commande, soumise à la contrainte d’entrée (3.50), est donnée par (3.54). Dans ce
cas la minimisation de Eyi sujet à des perturbations (3.51) est réalisée en résolvant :
min
Py=PTy ≻0,α>0,β≥0
− log det(TPyT T ) (3.60)
s.c. : [
ATy PyAy−Py+αPy ATy PyBy
BTy PyAy −β I+BTy PyBy
]
≺ 0, (3.61)
α ≥ β (3.62)
et 
Py F
T
x 0
Fx u
2
maxI Fn
0 FTn I

 0. (3.63)
Démonstration. Comme la stabilité entrée-état vis-à-vis d’une perturbation bornée sup-
pose l’existence d’un ensemble invariant ellipsoïdal, l’inégalité (3.61) est identique à
l’inégalité (A.5)
La LMI qui nous assure la satisfaction des contraintes sur la commande est obtenue
comme suit :
|| u(k) ||22 = || Fxxy(k)+Fnn(k) ||22 ≤ || Fxxy(k) ||22 + || Fnn(k) ||22 ≤
≤ || FxP−1/2y ||22|| P1/2y xy(k) ||22 + || Fn ||22|| n(k) ||22 =
= λmax(FxP−1y FTx )(xTy (k)Pyxy(k))+λmax(FnFTn )(n(k)Tn(k))≤
≤ λmax(FxP−1y FTx )+λmax(FnFTn ).
(3.64)
En appliquant le théorème de Schur 2.19 on obtient que || u ||2≤ umax si la LMI suivante
est satisfaite : [
Py F
T
x
Fx u
2
maxI
]
−
[
0
Fn
]
I
[
0
Fn
]T
 0. (3.65)
Enfin, si l’on utilise de nouveau le théorème de Schur, on obtient la LMI (3.63).
Le critère d’optimisation est obtenu comme dans la Section 3.1.1.2 en remplaçant P
maintenant par TPyT T (représentant l’intersection).
Pour un α connu, le nombre de variables scalaires de décision est :
Nv =
(2nx+nQ)(2nx+nQ+1)
2
+1. (3.66)
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3.1.3.4 Projection ellipsoïdale maximale
Cette section a pour but de calculer l’ellipsoïde invariant robuste dans l’espace d’état
augmenté satisfaisant les contraintes et ayant une projection maximale sur l’espace de
l’état initial (x(k)).
La projection de Ey (3.56) sur le sous-espace de x est donnée par 3.58.
Théorème 3.10. Soit le système sous la forme (3.52), affecté par une perturbation bor-
née (3.51) et avec la loi de commande correspondante (3.54). L’ellipsoïde invariant
garantissant la satisfaction de la contrainte sur la commande (3.50) et ayant la projec-
tion maximale Eyp sur l’espace d’état initial x(k) est obtenu en résolvant le problème :
min
Gy=GTy ≻0,α>0,β≥0
− log det(TGyT T ) (3.67)
s.c. : 

Gy 0 αGy GyATy
0 β I 0 BTy
αGy 0 αGy 0
AyGy By 0 Gy

≻ 0, (3.68)
α ≥ β (3.69)
et 
 Gy GyF
T
x 0
FxGy u
2
maxI Fn
0 FTn I

 0. (3.70)
Démonstration. L’inégalité assurant l’invariance (3.68) est donnée par la condition as-
surant l’ISS par rapport à une perturbation bornée (A.6).
Pour arriver à la LMI qui nous assure la satisfaction des contraintes (3.70) on pré- et
post multiplie la LMI (3.63) avec diag(Gy, I, I) où Gy = GTy = P
−1
y ≻ 0.
Le critère d’optimisation est obtenu comme dans 3.1.1.3 en remplaçant G par TGyT T
(représentant la projection).
Pour un α fixé, le nombre de variables scalaires de décision est donné par (3.66).
3.1.4 Mise en oeuvre en simulation
Dans cette section, nous présentons un exemple qui illustre l’influence du paramètre de
Youla sur le volume des ellipsoïdes.
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Avec cet exemple, nous nous proposons de contrôler la position d’un moteur alternatif
asynchrone à induction. Pour ce moteur, le modèle entre le couple et la position est
donné dans [88] sous la forme :
H0 =
θ(s)
τre f (s)
=
1
s( f + Js)
(3.71)
où s est la variable de Laplace, θ(s) la position angulaire de l’arbre moteur et τre f (s) la
référence de couple appliquée au moteur.
Il s’agit d’un modèle similaire à celui d’un moteur à courant continu permettant de
représenter de façon simple et réaliste le comportement réel en position de la machine
asynchrone avec une commande vectorielle interne.
Pour f = 0,01Nm(rad/s)−1, J = 0,007Kgm2 et la période d’échantillonnage
1,0724 ms nous avons comme modèle discrétisé :
H(q−1) =
y(k)
u(k)
=
θ(k)
τre f (k)
=
10−4(0,821q−1+0,8206q−2)
(1−q−1)(1−0,998q−1) . (3.72)
La représentation d’état du système ci-dessus est :
xi(k+1) = Aixi(k)+Biτ(k),
y(k) = Cixi(k),
(3.73)
avec :
Ai =
[
1,998 −0,998
1 0
]
, Bi =
[
0,0156
0
]
, Ci =
[
0,0053 0,0053
]
. (3.74)
Pour annuler les erreurs en régime permanent vis-à-vis d’une perturbation en échelon,
une action intégrale est ajoutée :
τ(k) = τ(k−1)+∆τ(k). (3.75)
Le système final a donc la forme (3.1) avec :
x(k) =
[
xi(k)
τ(k−1)
]
, u(k) = ∆τ(k), A=
[
Ai Bi
0 I
]
, B=
[
Bi
I
]
, C =
[
Ci 0
]
.
(3.76)
Comme le paramètre de Youla considéré dans cet exemple a été synthétisé pour di-
minuer l’influence d’une incertitude additive, ce qui peut être considéré comme une
perturbation à la sortie du système, on retient par la suite Bw = [0 0 0]T . Pour la per-
turbation de sortie nous prenons en compte une erreur de mesure deux fois plus grande
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que la résolution du capteur de position. Puisque le capteur de position a 14400 points
par tour, il en résulte Dv = 0,001.
Le retour d’état a été obtenu avec une méthode MPC (model predictive control [15])
afin d’avoir un comportement entrée/sortie souhaité (40ms pour le temps de réponse et
5% pour le dépassement) :
F =
[
9,4739 −8,7277 0,9417
]
. (3.77)
L’observateur a été calculé afin d’avoir une dynamique plus rapide que la boucle fermée.
Les pôles de l’observateur sont placés à [0,8 0,81 0,82] et le gain correspondant est :
L=
[
58,9993 49,1245 41,6667
]T
. (3.78)
Ce correcteur incluant un observateur a donc été considéré afin de respecter certaines
performances initiales spécifiées.
En utilisant les techniques décrites dans [88], nous pouvons synthétiser un paramètre de
Youla permettant d’améliorer la robustesse vis-à-vis d’incertitudes additives non struc-
turées :
AQ =

1,343 −0,3723 −0,1201 0 0
0 0,1250 0

 , BQ =

160
0

 ,
CQ =
[
−7,1015 2,5361 −0,3145
]
, DQ = 41,9289.
(3.79)
La Figure 3.2 montre la fonction de sensibilité vis-à-vis de cette incertitude additive
non structurée. Le tracé en pointillé correspond au système avec observateur (3.33) et
le tracé en trait continu correspond au système avec observateur et paramètre de Youla
(3.52). La norme H∞ étant plus petite avec le paramètre de Youla, la robustesse vis-à-vis
de ce type d’incertitude a été améliorée.
La contrainte imposée sur la commande est || u(k) ||≤ umax = 5V .
Pour le système sans le paramètre de Youla (3.33), le α optimal pour lequel nous obte-
nons la plus petite intersection avec le sous-espace d’état x est αopt = β = 0,0407, pour
cette valeur de α le volume de l’intersection ellipsoïdale minimale estVPO= 1,22 ·10−2.
Pour la projection maximale nous obtenons αopt = β = 0,011 et le volume associé est
VGO = 1,47 ·106. En introduisant le paramètre de Youla les résultats sont remarquables.
En effet, nous obtenons αopt = β = 0,02935 pour l’intersection minimale ce qui donne
VPY = 1,629 ·10−4 comme volume de l’intersection minimale, et αopt = β = 0,00091
pour la projection maximale avec un volume VGY = 2,477 ·107.
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FIGURE 3.2: Fonction de sensibilité vis-à-vis d’une incertitude additive.
La Figure 3.3 illustre l’intersection minimale avec le sous-espace de l’état x pour le
système avec observateur (3.33) (ellipsoïde vert) et pour le système avec observateur et
paramètre Q (3.52) (ellipsoïde magenta). Pour un point initial (choisi au hasard) :
x0 = [0,0538 0,0532 −0,1715 −0,1495 −0,121 −0,1249 0,0526 0,0129
−0,0013]
situé à l’intérieur de l’intersection ellipsoïdale minimale correspondant au système avec
observateur et Youla, on peut constater que la trajectoire (Trajectoire 1 dans la Figure
3.3) est invariante, c.à-d. elle reste à l’intérieur de l’intersection ellipsoïdale minimale.
On a considéré comme perturbation un bruit de mesure prenant des valeurs dans l’inter-
valle [−0,001 0,001] (valeurs correspondant en fait à Dv).
De même la Figure 3.4 donne la projection maximale de l’ellipsoïde invariant sur le
sous-espace de l’état x pour le système sans paramètre Q (3.33) (ellipsoïde vert) et pour
le système avec paramètre Q (3.52) (ellipsoïde magenta). Dans cette figure on a tracé
également la trajectoire de l’état pour un point initial :
x0 = [143.8353 162,8817 64,6929 2,7338 1,8904 −8,3404 3,0184 7,8317
1,1689]
situé à l’intérieur de la projection maximale correspondant au système avec observateur
(Trajectoire 2), la trajectoire de l’état pour un point initial :
x0 = 103[−1,8202 −1,8868 −0,0773 −0,0283 −0,0201 −0,1118 −0,1463
−0,1507 −0,0192]
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FIGURE 3.3: Intersection minimale.
situé à l’intérieur de la projection maximale correspondant au système avec observa-
teur et Youla (et à l’extérieur de la projection maximale du système avec observateur
seulement - Trajectoire 3). Les deux trajectoires sont invariantes, elles restent dans l’en-
semble qui leur correspond. On a considéré comme perturbation un échelon d’amplitude
0,08 sur le signal de sortie à l’instant 0,1s et un bruit de mesure prenant des valeurs dans
l’intervalle [−0,005 0,005] (valeurs correspondant à Dv). Ces perturbations sont plus
importantes que celles considérées lors du calcul des projections maximales. Ce choix
a été fait pour montrer le gain en robustesse obtenu pour le système avec observateur et
la paramétrisation de Youla.
On constate effectivement que le paramètre Q a diminué le volume de l’ellipsoïde mi-
nimal et a augmenté celui de l’ellipsoïde maximal. En augmentant l’espace de l’état,
le volume de l’ellipsoïde maximal obtenu sera plus grand que (ou au minimum égal à)
celui de l’ellipsoïde obtenu pour le système non augmenté. De même, le volume de l’el-
lipsoïde minimal obtenu pour le système augmenté sera plus petit que (ou au maximum
égal à) celui de l’ellipsoïde obtenu pour le système non augmenté.
Les Figures 3.5 et 3.6 représentent l’évolution temporelle de l’entrée et de la sortie
pour les trois trajectoires : la première sous-figure correspond à la Trajectoire 1, la
deuxième revient à la Trajectoire 2 et finalement la troisième à la Trajectoire 3. Les
mêmes perturbations que celles données ci-dessus ont été prises en compte.
On peut observer Figure 3.5, dans les trois cas, que la commande pour le système avec
observateur a un transitoire plus court (l’effet de la perturbation est plus faible) que pour
le système avec observateur et Youla. Dans la troisième sous-figure on voit que pour le
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FIGURE 3.4: Projection maximale.
système avec observateur, les contraintes sur la commande ne sont pas satisfaites. Ceci
est dû au fait que le point initial de l’état xo(0) ne se trouve pas à l’intérieur de la
projection correspondant à cette dynamique et donc l’état n’est pas invariant (il peut
dépasser les frontières de l’ellipsoïde et arriver dans des points de l’espace d’état où
les contraintes ne sont pas satisfaites). Par ailleurs ce point se trouve à l’intérieur de la
projection ellipsoïdale obtenue pour le système avec observateur et Youla. Pour cette
dynamique, les contraintes sont satisfaites.
La Figure 3.6 illustre les évolutions temporelles de la sortie pour les trois cas. On peut
constater que les évolutions temporelles de la sortie (Trajectoire 2 et Trajectoire 3) pour
le système avec Youla sont plus lentes en rejet de perturbation que celles obtenues pour
les système avec observateur seul. Nous concluons que le gain en robustesse obtenu en
introduisant le paramètre de Youla peut avoir comme effet secondaire un ralentissement
des performances en boucle fermée. Cette perte en performance est moins visible pour
la Trajectoire 1 car les perturbations considérées pour celle-ci sont moins importantes
que celles considérées pour la Trajectoire 2 et Trajectoire 3.
Ces résultats ont été obtenus par des simulations effectuées à l’aide du logiciel Yalmip
[67] avec les solveurs PENBMI [52] et SeDuMi [104] dans l’environnement MatLab.
Les simulations temporelles ont été réalisées sous Simulink.
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FIGURE 3.5: Evolution temporelle de l’entrée.
3.1.5 Conclusion
Nous avons présenté dans cette section une démarche pratique donnant les conditions
suffisantes pour garantir l’ISS vis-à-vis d’une perturbation bornée et permettant d’éla-
borer les ellipsoïdes positifs invariants robustes maximal (où ayant la projection maxi-
male) et minimal (où ayant l’intersection minimale). Ces ensembles sont obtenus en
utilisant des techniques LMI. Compte tenu de la présence d’une perturbation et des
contraintes sur la commande, l’approche proposée est un outil puissant d’analyse en
perspective de la synthèse. La recherche de l’ellipsoïde maximal fournit la plus grande
région ellipsoïdale de l’espace d’état pour laquelle les contraintes sont satisfaites tout
en garantissant la stabilité ISS vis-à-vis d’une perturbation bornée. L’ellipsoïde minimal
nous assure que la trajectoire de l’état sera toujours dans l’ensemble pour toute perturba-
tion n (nT (k)n(k)≤ 1), que les contraintes seront satisfaites, avec stabilité ISS garantie
vis-à-vis d’une perturbation bornée. Enfin nous avons montré que lorsqu’un paramètre
de Youla est utilisé pour robustifier un correcteur incluant une partie observateur on ob-
tient un ensemble invariant positif robuste ayant une intersection minimale (projection
maximale) plus petite (plus grande) que celle obtenue pour le système avec observateur
seul, ce qui signifie que les perturbation ont moins d’influence sur le système asservi.
Les simulations temporelles montrent que le paramètre de Youla offre des résultats avec
une commande plus douce. En traçant l’évolution de la commande pour un point initial
situé à l’extérieur de l’ellipsoïde invariant correspondant au système avec observateur
et à l’intérieur de l’ellipsoïde correspondant au système avec observateur et Youla, on a
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FIGURE 3.6: Evolution temporelle de la sortie.
vu que les contraintes ne sont pas satisfaites pour la dynamique du système avec obser-
vateur mais qu’elles sont satisfaites pour la dynamique du système avec observateur et
Youla.
Cette constatation est parfaitement en accord avec les espaces invariants trouvés,
puisque l’on a vu que pour le système avec le paramètre de Youla, l’espace de l’état
dans lequel les contraintes sont satisfaites est plus grand. Tous ces outils développés ici
pour l’analyse seront utilisés au chapitre suivant pour synthétiser un paramètre de Youla
afin de robustifier un correcteur tenant compte de contraintes sur le processus.
3.2 Systèmes LPV à temps discret, sous contraintes et affectés par
une perturbation bornée
Apparus au début des années 90 ([99], [100]), les systèmes linéaires à paramètres va-
riants (LPV) ont reçu beaucoup d’attention par leur implication dans le traitement des
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problèmes de synthèse non linéaires. Un système linéaire à paramètres variants est un
système dont les matrices d’état sont des fonctions d’un certain vecteur de paramètres
variant au cours du temps [82, 95, 109]. Si l’on fixe ces paramètres, le système redevient
équivalent à un système LTI.
La présence de perturbations bornées permanentes impose l’utilisation de la notion
de «stabilité entrée-état» (ISS) globale vis-à-vis d’une perturbation bornée. L’ISS im-
plique que l’origine est un point asymptotiquement stable pour le système nominal,
non-perturbé et que l’état converge vers un bassin d’attraction fini pour toute perturba-
tion bornée et pour toutes les variations du paramètre possibles.
En reprenant la démarche et les outils mis en oeuvre au paragraphe 3.1, on considère
ici l’analyse de l’ISS et de la robustesse d’un système LPV à temps discret affecté par
de perturbations bornées et soumis à des contraintes. Nous donnerons tout d’abord les
conditions suffisantes pour garantir l’ISS par rapport à une perturbation bornée puis
nous calculerons l’ellipsoïde invariant maximal et minimal pour le système LPV. En-
suite, si l’état est estimé à l’aide d’un observateur la même démarche sera reprise.
Nous rechercherons maintenant l’ellipsoïde ayant la projection maximale sur l’espace
de l’état initial et l’ellipsoïde ayant l’intersection minimale avec l’espace de l’état ini-
tial. Afin d’augmenter la robustesse du système, un paramètre de Youla peut être éla-
boré. Ce paramètre permet de trouver un ellipsoïde invariant garantissant la satisfaction
des contraintes et ayant une projection maximale plus grande par rapport à l’ensemble
trouvé pour le système avec observateur.
Par rapport à l’étude des systèmes LTI, même si la démarche reste globalement la même,
il convient, on le verra, de faire appel pour le cas LPV à une classe de fonctions de
Lyapunov dépendant des paramètres pour montrer l’ISS vis-à-vis d’une perturbation
bornée.
3.2.1 Systèmes LPV à temps discret
Soit le système LPV à temps discret :
x(k+1) = A(θ(k))x(k)+Bu(k)+Bww(k),
y(k) = Cx(k)+Dvv(k),
(3.80)
où x(k) ∈Rnx est l’état du système, u(k) ∈Rm est la commande, y(k) ∈Rp est la sortie,
w(k) ∈Rnw est la perturbation d’état, v(k) ∈Rnv est la perturbation de sortie, θ(k) est le
vecteur de paramètres variables, A(θ(k)) est la matrice d’état dépendant de façon affine
du paramètre variant θ . Il est généralement admis que les valeurs des paramètres sont
bornées.
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Comme on peut l’observer, seule la matrice d’état A dépend du paramètre, B et C
sont des matrices constantes. Ce choix a été fait pour éviter le produit non-convexe
B(θ(k))F(θ(k)) ou L(θ(k))C(θ(k)) dans la représentation d’état augmentée du sys-
tème avec observateur. Les résultats présentés dans ce mémoire peuvent être étendus
à des matrices d’entrée et de sortie dépendantes des paramètre B(θ(k)) et C(θ(k)) en
utilisant les relaxations proposées par [91].
La commande est donnée par :
u(k) =−F(θ(k))x(k), (3.81)
où F(θ(k)) ∈ Rmxnx est un retour d’état à paramètre variant stabilisant.
Le paramètre variant θ est discret, mesurable en temps réel, situé dans le polytope Θ de
sommets θi, i= 1,N :
θ(k) ∈ Θ =Co{θ1, . . . ,θN}, (3.82)
oùCo représente l’enveloppe convexe.
En d’autres termes, si θ(k)∈Θ alors pour certains λi(k)≥ 0,
N
∑
i=1
λi(k) = 1, on a θ(k) =
N
∑
i=1
λi(k)θi.
Il est clair que les matrices à paramètre variant A(θ(k)) et F(θ(k)) résident dans un
polytope de matrices dont les sommets sont les images des sommets θ1, . . . ,θN :
[A(θ(k)),F(θ(k))]={
N
∑
i=1
λi(k) [Ai,Fi] ; [Ai,Fi]=[A(θi),F(θi)] ,λi(k)≥ 0,
N
∑
i=1
λi(k) = 1}.
(3.83)
Le vecteur de bruits n(k) =
[
w(k)
v(k)
]
est supposé borné :
nT (k)n(k)≤ 1 (d’où wT (k)w(k)≤ 1, vT (k)v(k)≤ 1). (3.84)
Le système en boucle fermée devient :
x(k+1) = Ab f (θ(k))x(k)+Bww(k), (3.85)
où Ab f (θ(k)) = Aθ(k)−BF(θ(k)).
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Le système en boucle fermée possède donc une description polytopique avec :
Ab f (θ(k)) = {
N
∑
i=1
λi(k)Ab f i;Ab f i = Ab f (θi),λi(k)≥ 0,
N
∑
i=1
λi(k) = 1}. (3.86)
Des bornes sur la norme Euclidienne de la commande u(k) sont prises en compte :
|| u ||2≤ umax. (3.87)
L’ensemble ellipsoïdal a toujours la forme 3.6.
3.2.1.1 ISS vis-à-vis d’une perturbation bornée
Dans cette section, nous donnons les conditions qui caractérisent la stabilité ISS du
système LPV à temps discret en présence d’une perturbation bornée.
Bien que l’approche quadratique soit numériquement simple et admette une formulation
de type LMI, bien souvent, elle peut mener à des résultats conservatifs, puisque une
fonction de Lyapunov unique est employée pour garantir la stabilité en boucle fermée.
Des conditions moins conservatrices d’analyse et de synthèse, basées sur des fonctions
Lyapunov quadratiques par morceaux, sont présentées dans [26, 73, 86]. En général,
l’approche est liée aux systèmes linéaires par morceaux (un mode de fonctionnement
linéaire pour chaque région de l’espace d’état).
Parmi les premières contributions dans la construction de fonctions de Lyapunov dépen-
dant des paramètres citons [24, 29, 32]. Des conditions suffisantes de type LMI pour la
stabilité et stabilisabilité des systèmes LPV à temps discret utilisant des fonctions de
Lyapunov dépendantes du paramètre ont été proposées dans [20].
Théorème 3.11. Soit le système LPV à temps discret (3.85) affecté par des perturba-
tions bornées (3.84). S’il existe Pi = PTi ≻ 0, α > 0, β ≥ 0, et Qpi (de rang plein) tels
que : 

Pi 0 αPi ATb f iQ
T
pi
0 β I 0 BTwQTpi
αPi 0 αPi 0
QpiAb f i QpiBw 0 QTpi+Qpi−Pj

≻ 0, i, j = 1,N (3.88)
et
α ≥ β , (3.89)
le système est stable en termes entrée-état par rapport à la perturbation bornée.
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Démonstration. Suivant les idées de [20] (voir aussi Section 3.3.1) on choisie une fonc-
tion de Lyapunov dépendante du paramètre :
V (k) = x(k)TP(θ(k))x(k)≻ 0, (3.90)
avec P(θ(k)) =
N
∑
i=1
λi(k)Pi, ∑Ni=1λi(k) = 1, λi(k) ≥ 0 Pi = P(θi), Pi = PTi = G−1i ≻ 0.
Nous pouvons définir :
∆V (k) = V (k+1)−V (k) =
= x(k+1)TP(θ(k+1))x(k+1)− x(k)TP(θ(k))x(k) =
=
[
x(k)
w(k)
]T [
A TP+A −P A TP+Bw
BTwP+A B
T
wP+Bw
][
x(k)
w(k)
]
avec A = Ab f (θ(k)) =
N
∑
i=1
λi(k)Ab f i et
P = P(θ(k)) =
N
∑
i=1
λi(k)Pi,
P+ = P(θ(k+1)) =
N
∑
i=1
λi(k+1)Pi =
N
∑
j=1
λ j(k)Pj
(3.91)
oùP correspond à la fonction de Lyapunov à l’instant k etP+ correspond à la fonction
de Lyapunov à l’instant k+ 1. En fonction de la dynamique du système, P peut être
différent ou identique à P+.
Le système LPV est ISS par rapport à une perturbation (3.84) si les conditions stipulées
dans la Section 2.5, lemme 2.17 sont satisfaites.
La condition (2.29) est satisfaite pour α1 = ψ || x || (ψ un scalaire positif, suffisamment
petit) et α2 =
N
∑
i=1
λmax(Pi) || x ||.
Ensuite, nous montrons que si :
∆V (k)< 0, (3.92)
pour tout x(k) et w(k) satisfaisant :
x(k)TPx(k)≥ 1 et wT (k)w(k)≤ 1 (3.93)
la condition (2.30) est obtenue.
Avec la S-procédure ([11], [13] pp.82-84, Section 2.8) on obtient que (3.93) implique
(3.92) si il existe α > 0 et β ≥ 0 tel que :
L = ∆V (k)−α(1− xTPx)−β (wT (k)w(k)−1)< 0. (3.94)
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Pour α ≥ β ([13] pp.82-84), (3.94) peut s’écrire comme dans (2.30) avec α3=αϑ || x ||
(ϑ un scalaire positif, suffisamment petit) et δ = β .
En revenant à (3.94) on obtient :[
P−A TP+A −A TP+Bw
−BTwP+A −BTwP+Bw
]
≻
[
αP 0
0 −β I
]
(3.95)
qui peut s’écrire sous la forme :[
P 0
0 β I
]
−
[
αP A TP+
0 BTwP+
][
αP 0
0 P+
][
αP 0
P+A P+Bw
]
≻ 0. (3.96)
En appliquant le complément de Schur, (3.96) devient :

P 0 αP A TP+
0 β I 0 BTwP+
αP 0 αP 0
P+A P+Bw 0 P+

= V ≻ 0, (3.97)
α−β ≥ 0. (3.98)
Ensuite on va montrer que les conditions données lors du théorème 3.11 sont des condi-
tions nécessaires et suffisantes pour l’existence d’une fonction de Lyapunov ayant la
forme (3.90).
Pour prouver la suffisance, supposons que la condition (3.88) soit faisable. Alors :
Qpi+Q
T
pi−Pj ≻ 0, i, j = 1,N. (3.99)
Les matricesQpi sont des matrices de rang plein, pas nécessairement symétriques, intro-
duites pour permettre de considérer une fonction de Lyapunov dépendante du paramètre
et réduire le conservatisme (pour relaxer les inégalités matricielles).
Comme Qpi est une matrice de rang plein et Pj = PTj ≻ 0, j = 1,N, en pré et post-
multipliant P−1j avec (Qpi−Pj) et (QTpi−Pj), respectivement, nous obtenons :
(Qpi−Pj)P−1j (QTpi−Pj) 0 (3.100)
équivalent à :
QpiP
−1
j Q
T
pi  Qpi+QTpi−Pj, (3.101)
On voit ici la nécessité de rang plein pour Qpi.
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L’inégalité (3.88) peut s’écrire :

Pi 0 αPi ATb f iQ
T
pi
0 β I 0 BTwQTpi
αPi 0 αPi 0
QpiAb f i QpiBw 0 QpiP
−1
j Q
T
pi

≻ 0, (3.102)
équivalente à :

I 0 0 0
0 I 0 0
0 0 I 0
0 0 0 QpiP−1j




Pi 0 αPi ATb f iPj
0 β I 0 BTwPj
αPi 0 αPi 0
PjAb f i PjBw 0 Pj




I 0 0 0
0 I 0 0
0 0 I 0
0 0 0 P−1j Q
T
pi

≻ 0,
(3.103)
qui revient à : 

Pi 0 αPi ATb f iPj
0 β I 0 BTwPj
αPi 0 αPi 0
PjAb f i PjBw 0 Pj

= Qi j ≻ 0, (3.104)
pour tout i, j = 1,N. Pour chaque i, il faut multiplier les inégalités correspondant à
j= 1,N par λ j, puis sommer. Ensuite, il faut multiplier les i= 1,N inégalités résultantes
par λi et puis sommer pour obtenir (3.97).
Avec ces notations, on a maintenant :
V (k) =
N
∑
i=1
λi(k)(
N
∑
j=1
λ j(k)Qi j), (3.105)
qui est une forme quadratique décroissante définie positive selon la positivité des ma-
trices constantes Qi j, i, j = 1,N et les valeurs du paramètre λi ≥ 0,
N
∑
i=1
λi = 1. Il en
résulte que L < 0 et donc ∆V < 0 pour tout x, xT (k)Px(k)≥ 1 et toute perturbation w,
wT (k)w(k)≤ 1.
Pour prouver la nécessité, supposons que la fonction L est une fonction décroissante
définie négative, alors (3.95) est satisfaite. Par conséquent :[
Pi−ATb f iPjAb f i−αPi −ATb f iPjBw
−BTwPjAb f i β I−BTwPjBw
]
≻ 0 (3.106)
pour tout i, j = 1,N.
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Cette dernière inégalité peut encore s’écrire sous la forme :[
Pi−ATb f iPjAb f i −ATb f iPjBw
−BTwPjAb f i β I−BTwPjBw
]
−
[
αPi
0
]
(αPi)
−1
[
αPi 0
]
≻ 0 (3.107)
équivalente à :
Pi−A
T
b f iPjAb f i −ATb f iPjBw αPi
−BTwPjAb f i β I−BTwPjBw 0
αPi 0 αPi

= Ti j ≻ 0 i, j = 1,N. (3.108)
Comme Pj ≻ 0, pour n’importe quel scalaire positif gi on a Pj+ 2giI ≻ 0 et implicite-
ment (Pj+2giI)−1 ≻ 0. Sachant que Ab f i sont des matrices Hurwitz, il résulte que :
A
T
b f i
BTw
0

(Pj+2giI)−1 [Ab f i Bw 0] 0 i, j = 1,N. (3.109)
Comme Ti j ≻ 0, il existe donc toujours un scalaire gi > 0 suffisamment petit tel que :
Ti j ≻

A
T
b f i
BTw
0

gi(Pj+2giI)−1gi [Ab f i Bw 0] i, j = 1,N. (3.110)
Avec le complément de Schur cela revient à écrire :

Pi−ATb f iPjAb f i −ATb f iPjBw αPi −ATb f igi
−BTwPjAb f i β I−BTwPjBw 0 −BTwgi
αPi 0 αPi 0
−giAb f i −giBw 0 Pj+2giI

≻ 0 i, j = 1,N. (3.111)
Pour Qpi = Pj+giI, (3.111) n’est rien d’autre que :

Pi−ATb f iPjAb f i −ATb f iPjBw αPi −ATb f iQpi+ATb f iPj
−BTwPjAb f i β I−BTwPjBw 0 −BTwQpi+BTwPj
αPi 0 αPi 0
−QTp jAb f i+PjAb f i −QTp jBw+PjBw 0 Qpi+QTpi−Pj

≻ 0 i, j = 1,N.
(3.112)
La dernière inégalité est équivalente à :
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

I 0 0 −ATb f i
0 I 0 −BTw
0 0 I 0
0 0 0 I




Pi 0 αPi ATb f iQ
T
p j
0 β I 0 BTwQTp j
αPi 0 αPi 0
QpiAb f i −QpiBw 0 Qpi+QTpi−Pj




I 0 0 0
0 I 0 0
0 0 I 0
−Ab f i BTw 0 I

≻ 0,
(3.113)
i, j = 1,N, d’où il résulte (3.88).
Un théorème alternatif donnant l’ISS par rapport à une perturbation bornée est le sui-
vant. Ce théorème sera utilisé par la suite, mais pour ne pas alourdir la présentation du
chapitre, sa démonstration est donnée en Annexe B.
Théorème 3.12. Soit le système LPV à temps discret (3.85) affecté par de perturbations
bornées (3.84). S’il existe Gi = GTi ≻ 0, α > 0, β ≥ 0, et Qgi tels que :


QTgi+Qgi−Gi 0 αQTgi QTgiATb f i
0 β I 0 BTw
αQgi 0 αGi 0
Ab f iQgi Bw 0 G j

≻ 0, i, j = 1,N (3.114)
et
α ≥ β . (3.115)
le système est stable en termes entrée-état par rapport à la perturbation bornée.
Démonstration. Pour ne pas alourdir la lecture la preuve sera donnée en Annexe B.
Quelle que soit la façon sous laquelle le problème de stabilisation est formulé, 3.11 ou
3.12, pour un α fixé, le nombre de variables scalaires de décision est :
Nv = N
(nx)(nx+1)
2
+Nn2x +1. (3.116)
Remarque 3.13. Comme prévu, l’introduction des matrices supplémentaires multiplie le
nombre de variables scalaires de décision. Pour cela il faut préciser que dans ce mémoire
on a donné la forme générale pour les inégalités matricielles garantissant l’ISS vis-à-
vis d’une perturbation bornée. Une fonction de Lyapunov unique ou une seule matrice
supplémentaire peuvent être considérées si souhaité ou si possible (en réalité, il y a des
systèmes LPV qui ne peuvent pas être stabilisés à l’aide d’une loi de commande par
retour d’état qui ne dépend pas du paramètre).
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3.2.1.2 Motivation pour l’introduction des matrices supplémentaires
Les matrices supplémentaires Qpi ou Qgi permettent de considérer des fonctions de
Lyapunov dépendantes du paramètre. Le but de ces matrices supplémentaires est de
remplacer les produits PiAb f i et Ab f iGi par QpiAb f i et Ab f iQgi. Les matrices P(θ(k)) et
Ab f (θ(k)) ont la propriété :
P(θ(k)) =
N
∑
i=1
λi(k)Pi,
Ab f (θ(k)) =
N
∑
i=1
λi(k)Ab f i
(3.117)
propriété que n’implique pas :
P(θ(k))Ab f (θ(k)) =
N
∑
i=1
λi(k)PiAb f i, (3.118)
d’où la nécessité d’introduire une matrice supplémentaire qui permet à la fois de consi-
dérer une fonction de Lyapunov dépendante du paramètre et introduit des degrés de
liberté réduisant le conservatisme.
Les matrices Qpi ou Qgi ne dépendent pas du paramètre et elle ne sont même pas sy-
métriques. Cette nouvelle condition fournit de meilleurs résultats que l’ISS classique
(fonction de Lyapunov unique).
Sans compter l’utilisation d’une fonction de Lyapunov dépendante du paramètre, l’in-
troduction des matrices supplémentaires montre une sorte de découplage entre la fonc-
tion de Lyapunov et les matrices du système qui peut être exploré pour la synthèse d’une
loi de commande.
Pour une vision plus profonde sur l’utilisation des fonctions de Lyapunov dépendantes
du paramètre et l’introduction des matrices supplémentaires nous renvoyons le lecteur
vers [80].
3.2.1.3 Ellipsoïde minimal
Dans cette section nous recherchons l’ensemble invariant minimal (la plus petite région
de l’état où l’invariance est satisfaite malgré la présence de perturbation et le caractère
LPV du système). Cet ellipsoïde contiendra les ellipsoïdes minimaux correspondant à
tous les variations du paramètre possibles.
Théorème 3.14. Soit le système LPV à temps discret (3.85) soumis à des contraintes
sur la commande (3.87) et affecté par de perturbations bornées (3.84). L’ellipsoïde
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invariant minimal pour toute variation du paramètre possible est donné par :
min
P=PT≻0,α>0,β≥0,Qpi
− log det(P) (3.119)
s.c. : 

P 0 αP ATb f iQ
T
pi
0 β I 0 BTwQTpi
αP 0 αP 0
QpiAb f i QpiBw 0 QTpi+Qpi−P

≻ 0, (3.120)
α ≥ β , (3.121)
et [
P FTi
Fi u
2
maxI
]
 0, i= 1,N. (3.122)
Démonstration. Comme la condition de stabilité implique l’invariance, l’inégalité
(3.120) (responsable avec l’invariance) est en fait donnée par (3.88). La démonstra-
tion est donc la même. La seule différence est que dans ce cas nous considérons un
Pi = P unique (qui ne dépend pas du paramètre) car on recherché maintenant le plus
petit ellipsoïde contenant l’union des ellipsoïdes invariants minimaux correspondant à
chaque variation du paramètre.
Pour minimiser l’ellipsoïde contenant cette union le critère classique −log det(P) est
utilisé.
Pour les contraintes sur la commande, nous avons :
|| u ||22 = || F(θ(k))x(k) ||22≤|| F(θ(k))P−1/2 ||22|| P1/2x(k) ||22 =
= λmax(F(θ(k))P−1F(θ(k))T )(x(k)TPx(k))≤
≤ λmax(F(θ(k))P−1F(θ(k))T ).
En appliquant le complément de Schur, on obtient :[
P F(θ(k))T
F(θ(k)) u2maxI
]
=
N
∑
i=1
λi
[
P FTi
Fi u
2
maxI
]
 0, (3.123)
qui est satisfaite si la LMI (3.122) est satisfaite pour tout i= 1,N.
Pour un α fixé, le nombre de variables scalaires de décision est :
Nv =
(nx)(nx+1)
2
+Nn2x +1. (3.124)
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Remarque 3.15. Il peut y avoir des situations où l’ellipsoïde invariant minimal global
(pour le système LPV) n’existe pas même si les ellipsoïdes invariants minimaux cor-
respondant à chaque variation du paramètre existent tous. Ces types de situations sont
possibles car l’ellipsoïde invariant minimal global est le plus petit ellipsoïde contenant
l’union des ellipsoïdes invariants minimaux correspondant à chaque variation du pa-
ramètre. Donc si les contraintes sont trop fortes et/ou les perturbations sont trop im-
portantes et/ou le système a une dynamique très rapide un tel ellipsoïde peut ne pas
satisfaire les contraintes et donc le problème est infaisable.
Même si on n’est pas obligé à considérer des matrices supplémentaires pour chaque
sommet, on le fera comme même afin de réduire le conservatisme.
3.2.1.4 Ellipsoïde maximal
La détermination de l’ellipsoïde invariant maximal s’effectue par l’intermédiaire du
théorème suivant.
Théorème 3.16. Soit le système LPV à temps discret (3.85), l’ellipsoïde invariant maxi-
mal satisfaisant les contraintes sur la commande (3.87) malgré la présence de pertur-
bations bornées (3.84) est donné par :
min
G=GT≻0,α>0,β≥0,Qgi
− log det(G) (3.125)
s.c. : 

QTgi+Qgi−G 0 αQTgi QTgiATb f i
0 β I 0 BTw
αQgi 0 αG 0
Ab f iQgi Bw 0 G

≻ 0, (3.126)
α ≥ β (3.127)
et [
QTgi+Qgi−G QTgiFTi
FiQgi u
2
maxI
]
 0, i= 1,N. (3.128)
Démonstration. L’inégalité (3.126) est obtenue de la même manière que (3.114) où on
considère un Gi = G invariant unique. L’ellipsoïde recherché donnée par G est l’el-
lipsoïde invariant maximal situé à l’intérieur de l’intersection de tous les ellipsoïdes
invariants maximaux correspondant à chaque variation du paramètre. Pour maximiser
l’ellipsoïde situe a l’intérieur de cette intersection, le critère classiquemin − log det(G)
est utilisé.
A la différence du cas avec incertitudes paramétriques (sans perturbations) [28] où la
décroissance de la fonction de Lyapunov est assurée aussi à l’intérieur des ellipsoïdes
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invariants, ici cette décroissance n’est pas assurée (on ne connait pas la monotonie de la
fonction de Lyapunov à l’intérieur des ellipsoïdes invariants), c’est pour cela qu’on doit
imposer une fonction de Lyapunov unique P= PT = G−1 ≻ 0. Par contre, les matrices
Qgi sont différentes pour chaque sommet.
La LMI garantissant la satisfaction des contraintes est obtenue en pré- et post-
multipliant la LMI (3.122) par diag(QTgi, I) et diag(Qgi, I) respectivement. Comme
(QTgi−P−1)P(Qgi−P−1)  0 alors la relaxation QTgiPQgi  Qgi+QTgi−P−1 peut être
faite, conduisant à la LMI (3.128) où G= GT = P−1 ≻ 0.
Pour un α fixé, le nombre de variables scalaires de décision est donné par 3.124.
3.2.2 Système LPV avec observateur
Ce paragraphe a pour but d’étendre les démarches et résultats précédents au cas de
systèmes LPV pour lesquels l’état est reconstruit par un observateur.
Soit le système LPV à temps discret (3.80) avec un observateur à paramètre variant
introduit pour estimer l’état :
xˆ(k+1) = A(θ(k))xˆ(k)+Bu(k)+L(θ(k))(y(k)− yˆ(k)),
yˆ(k) = Cxˆ(k),
(3.129)
xˆ ∈ Rnx est l’état estimé du système, L(θ(k)) ∈ Rnxxp est le gain à paramètre variant
de l’observateur et θ(k) ∈ Θ = Co{θ1, . . . ,θN} est le paramètre variant mesurable en
temps réel :
θ(k) = {
N
∑
i=1
λi(k)θi; λi(k)≥ 0,
N
∑
i=1
λi(k) = 1}. (3.130)
La loi de commande est donnée par :
u(k) =−F(θ(k))xˆ(k), (3.131)
où Fθ(k) ∈ Rmxnx est un retour d’état à paramètre variant.
Les matrices à paramètre variant (Aθ(k), Fθ(k), Lθ(k)) prennent leurs valeurs
dans un polytope de matrices ayant comme sommets l’image de sommets de Θ =
Co{θ1, . . . ,θN} :
[A(θ(k)),F(θ(k)),L(θ(k))] ∈ Co {[Ai,Fi,Li] = [A(θi),F(θi),L(θi)] , i= 1,N},
(3.132)
[A(θ(k)),F(θ(k)),L(θ(k))]={
N
∑
i=1
λi(k)[A(θi),F(θi),L(θi)]; λi(k)≥ 0,
N
∑
i=1
λi(k) = 1}.
(3.133)
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Pour le système avec l’observateur, il faut alors considérer la représentation de l’état
augmentée suivante :
xo(k+1) = Ao(θ(k))xo(k)+Bo(θ(k))n(k), (3.134)
où :
xo(k) =
[
x(k)
ε(k)
]
, ε(k) = x(k)− xˆ(k) est l’erreur d’estimation, n(k) =
[
w(k)
v(k)
]
le
vecteur qui réunit la perturbation d’état et la perturbation de mesure , Ao(θ(k)) =
=
[
A(θ(k))−BF(θ(k)) BF(θ(k))
0 A(θ(k))−L(θ(k))C
]
et Bo(θ(k)) =
[
Bw 0
Bw −L(θ(k))Dv
]
.
(3.135)
La loi de commande à paramètre variant peut s’écrire sous la forme :
u(k) =−Fo(θ(k)) · xo(k) (3.136)
avec Fo(θ(k)) =
[
F(θ(k)) −F(θ(k))
]
.
Le système augmenté admet également une description polytopique avec :
[Ao(θ(k)), Bo(θ(k)), Fo(θ(k))] ∈ Co{[Aoi, Boi, Foi] = [Ao(θi), Bo(θi),
Fo(θi)], i= 1,N},
(3.137)
[Ao(θ(k)), Bo(θ(k)), Fo(θ(k))] = {
N
∑
i=1
λi(k)[Ao(θi), Bo(θi), Fo(θi)];
λi(k)≥ 0,
N
∑
i=1
λi(k) = 1}.
(3.138)
Le vecteur de bruit est considéré borné :
nT (k)n(k)≤ 1, (3.139)
et la loi de commande est soumise aux contraintes :
|| u ||2≤ umax. (3.140)
L’ensemble ellipsoïdal dans l’espace augmenté est défini par 3.37. L’intersection el-
lipsoïdale avec le sous-espace x a l’expression 3.42 et la projection ellipsoïdale sur le
sous-espace x est 3.43.
3.2 Systèmes LPV à temps discret, sous contraintes et affectés par une perturbation bornée 67
3.2.2.1 ISS vis-à-vis d’une perturbation bornée
Pour un système LPV avec observateur et affecté par de perturbations d’entrée et de
mesure, élaborons ci-dessous les conditions suffisantes pour garantir l’ISS vis-à-vis de
ces perturbations.
Théorème 3.17. Soit le système LPV à temps discret avec observateur (3.134) et affecté
par de perturbations bornées (3.139). S’il existe Poi = PToi ≻ 0 ou Goi =GToi ≻ 0, α > 0,
β ≥ 0, et Qpoi ou Qgoi tels que :


Poi 0 αPoi AToiQ
T
poi
0 β I 0 BToiQTpoi
αPoi 0 αPoi 0
QpoiAoi QpoiBoi 0 QTpoi+Qpoi−Po j

≻ 0, (3.141)
ou 

QTgoi+Qgoi−Goi 0 αQTgoi QTgoiAToi
0 β I 0 BToi
αQgoi 0 αGoi 0
AoiQgoi Boi 0 Go j

≻ 0, i, j = 1,N (3.142)
avec
α ≥ β , (3.143)
le système est ISS vis-à-vis d’une perturbation bornée.
Démonstration. En considérant une fonction de Lyapunov dépendante du paramètre
Vo = x
T
o (k)Po(θ(k))xo(k), avec Po(θ(k)) =
N
∑
i=1
λiPoi, Poi = PToi = Goi ≻ 0, les inégalités
(3.141) et (3.142) sont obtenues d’une manière analogue à (3.88) et (3.114), respective-
ment, en remplaçant Ab f i, Bw, Pi, Gi, Qpi et Qgi par Aoi, Boi, Poi, Goi, Qpoi et Qgoi. Les
inégalités (3.141), (3.142) et (3.143) sont équivalentes.
Pour un α fixé, le nombre de variables scalaires de décision est :
Nv = N
(2nx)(2nx+1)
2
+4Nn2x +1. (3.144)
Ce théorème sera utilisé par la suite au chapitre 4 pour la synthèse d’une loi de com-
mande par retour d’état et observateur.
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3.2.2.2 Intersection ellipsoïdale minimale
Le théorème offrant l’intersection ellipsoïdale minimale est donné en Annexe A. Ce
choix a été fait pour ne pas alourdir la lecture de ce mémoire.
Remarque 3.18. Comme l’intersection ellipsoïdale minimale est située à l’extérieur de
l’union de toutes les intersections correspondant à chaque variation du paramètre, un tel
ellipsoïde peut ne pas exister si les contraintes sont trop fortes et/ou les perturbations
sont trop importantes et/ou le système a une dynamique très rapide.
3.2.2.3 Projection ellipsoïdale maximale
Pour obtenir l’ellipsoïde invariant ayant la projection maximale, considérons le théo-
rème suivant.
Théorème 3.19. Soit le système LPV à temps discret, avec l’état estimé au moyen d’un
observateur (3.134) et affecté par de perturbations bornées (3.139). L’ellipsoïde inva-
riant satisfaisant les contraintes sur la commande (3.140) et ayant la projection maxi-
male sur le sous-espace de l’état x est obtenu en résolvant :
min
Go=GTo≻0,α>0,β≥0,Qgoi
− log det(ZGoZT ) (3.145)
s.c. :


QTgoi+Qgoi−Go 0 αQTgoi QTgoiAToi
0 β I 0 BToi
αQgoi 0 αGo 0
AoiQgoi Boi 0 Go

≻ 0, (3.146)
α ≥ β (3.147)
et [
QTgoi+Qgoi−Go QTgoiFToi
FoiQgoi u
2
maxI
]
 0, i= 1,N. (3.148)
Démonstration. Les inégalités (3.146) et (3.148) sont obtenues d’une manière analogue
à (3.126) et (3.128), respectivement, en remplaçant Ab f i, Bw, Qgi, G et Fi par Aoi, Boi,
Qgoi, Go et Foi.
On recherche, comme précédemment, l’ellipsoïde ayant une projection maximale située
à l’intérieur de l’intersection de toutes les projections maximales relatives à chaque
variation du paramètre.
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Pour un α fixé, le nombre de variables scalaires de décision est :
Nv =
(2nx)(2nx+1)
2
+4Nn2x +1. (3.149)
3.2.3 Systèmes LPV avec observateur et paramètre de Youla
Soit le système LPV à temps discret avec observateur (3.134). Un paramètre de Youla à
paramètre variant est inséré dans la boucle fermée afin d’améliorer la robustesse :
xQ(k+1) = AQ(θ(k))xQ(k)+BQ(θ(k))y˜(k),
u˜(k) = CQ(θ(k))xQ(k)+DQ(θ(k))y˜(k),
y˜(k) = y(k)− yˆ(k),
(3.150)
où xQ ∈ RnQ est l’état de Youla, u˜ ∈ Rm est la sortie, y˜ ∈ Rp est l’entrée, AQ(θ(k)) ∈
R
nQxnQ ,BQ(θ(k))∈RnQxp,CQ(θ(k))∈RmxnQ ,DQ(θ(k))∈Rmxp sont les matrices d’état
à paramètre variant et θ(k) est le paramètre variant mesurable en temps réel.
La loi de commande a désormais la forme :
u(k) =−F(θ(k))xˆ(k)− u˜(k). (3.151)
Pour cette loi de commande nous considérons les contraintes :
|| u ||2≤ umax. (3.152)
Le vecteur de bruit n=
[
w
v
]
est borné :
nTn≤ 1. (3.153)
La Figure 3.7 présente la structure par bloc du système avec le paramètre de Youla.
Quand la paramétrisation de Youla est prise en compte, la représentation d’état augmen-
tée suivante est choisie :
xy(k+1) = Ay(θ(k))xy(k)+By(θ(k))n(k) (3.154)
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FIGURE 3.7: Correcteur dans l’espace d’état avec paramétrisation de Youla à paramètre variant.
où :
xy(k) =

 x(k)ε(k)
xQ(k)

 , By(θ(k)) =

Bw −BDQ(θ(k))DvBw −L(θ(k))Dv
0 BQ(θ(k))Dv

 et
Ay(θ(k)) =

A(θ(k))−BF(θ(k)) BF(θ(k))−BDQ(θ(k))C −BCQ(θ(k))0 A(θ(k))−L(θ(k))C 0
0 BQ(θ(k))C AQ(θ(k))

 .
(3.155)
La commande devient :
u(k) =−Fx(θ(k)) · xy(k)−Fn ·n(k) (3.156)
avec : Fx(θ(k)) =
[
F(θ(k)) −F(θ(k))+DQ(θ(k))C CQ(θ(k))
]
et Fn(θ(k)) =
[0 DQ(θ(k))Dv].
Le système augmenté possède alors une description polytopique :
[Ay(θ(k)), By(θ(k)), Fx(θ(k)), Fn(θ(k))] ∈ Co{[Ayi, Byi, Fxi, Fni] =
= [Ay(θi), By(θi), Fx(θi), Fn(θi)], i= 1,N},
[Ay(θ(k)), By(θ(k), Fx(θ(k)), Fn(θ(k))] = {
N
∑
i=1
λi(k)[Ay(θi), By(θi), Fx(θi), Fn(θi)];
λi(k)≥ 0,
N
∑
i=1
λi(k) = 1}.
(3.157)
Pour un ensemble ellipsoïdal donné par la relation 3.56 l’intersection ellipsoïdale avec
le sous-espace x a l’expression 3.59 et la projection sur le sous-espace x est 3.58
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3.2.3.1 ISS vis-à-vis d’une perturbation bornée
Pour un système LPV avec observateur et paramétrisation de Youla, comme les condi-
tions suffisantes garantissant l’ISS par rapport à une perturbation bornée sont obtenues
de manière similaire au cas sans paramétrisation de Youla, celles-ci seront données en
Annexe A.
3.2.3.2 Intersection ellipsoïdale minimale
Suivant toujours le même plan que lors des paragraphes précédents, on se propose
de calculer l’intersection minimale de l’ellipsoïde invariant satisfaisant les contraintes.
Comme ce théorème ne sera pas utilisé dans la suite de ce mémoire, il sera donné en
Annexe A.
3.2.3.3 Projection ellipsoïdale maximale
Pour terminer, examinons enfin le théorème donnant la projection maximale.
Théorème 3.20. Soit le système LPV à temps discret, avec l’état estimé au moyen d’un
observateur, la robustesse assurée à travers un paramètre de Youla (3.154) et affecté
par de perturbations bornées (3.153). L’ellipsoïde invariant satisfaisant les contraintes
(3.152) et ayant la projection maximale est donné par l’optimisation :
min
Gy=GTy ≻0,α>0,β≥0,Qgyi
− log det(TGyT T ) (3.158)
s.c. :


QTgyi+Qgyi−Gy 0 αQTgyi QTgyiATyi
0 β I 0 BTyi
αQgyi 0 αGy 0
AyiQgyi Byi 0 Gy

≻ 0, (3.159)
α ≥ β (3.160)
et 
Q
T
gyi+Qgyi−Gy QTgyiFTxi 0
FxiQgyi u
2
maxI Fni
0 FTni I

 0, i= 1,N. (3.161)
Démonstration. L’inégalité (3.159) est obtenue d’une manière analogue à (3.126) en
remplaçant Ab f i, Bw, Qgi et G par Ayi, Byi, Qgyi et Gy.
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La LMI (3.161) est obtenue en pré- et post-multipliant la LMI (A.21) par diag(QTgi, I) et
diag(Qgi, I) avec la relaxation QTgyiPyQgyi  Qgyi+QTgyi−P−1y et la notation Gy = GTy =
P−1y ≻ 0.
Enfin, on recherche toujours l’ellipsoïde ayant une projection maximale située à l’inté-
rieur de l’intersection de toutes les projections maximales relatives à chaque variation
du paramètre.
Pour un α fixé, le nombre de variables scalaires de décision est :
Nv =
(2nx+nQ)(2nx+nQ+1)
2
+N(2nx+nQ)
2+1. (3.162)
3.2.4 Mise en oeuvre sur un exemple
Considérons un exemple académique pour valider les résultats théoriques obtenus dans
cette section. Soit le système LPV :
ψ(k+1) = Ap(θ(k))ψ(k)+Bpτ(k),
y(k) = Cpψ(k),
(3.163)
où
Ap(θ(k)) =
[
0,8 0,5
−0,4 1,1θ(k)
]
, Bp =
[
0
0,7
]
, Cp =
[
0 1
]
, θ ∈ [−1, 1], k ∈ N. On
vérifie aisément que le modèle n’est pas strictement stable.
Pour annuler les erreurs statiques on ajoute une action intégrale :
τ(k) = τ(k−1)+∆τ(k). (3.164)
Le système final a la forme (3.80) avec :
x(k) =
[
ψ(k)
τ(k−1)
]
, u(k) = ∆τ(k),
A(θ(k)) =
[
Ap(θ(k)) Bp
0 I
]
, B=
[
Bp
I
]
, C =
[
Cp 0
]
.
(3.165)
Ce système est affecté par une perturbation d’état avec Bw = 0,001[1 1 1]T et une
perturbation de mesure avec Dv = 0,01. Le vecteur de bruit
[
w
v
]
est considéré borné
nTn≤ 1.
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Soit le retour d’état stabilisant polytopique ayant les sommets :
F1 =
[
−0,5219 −1,1978 1
]
, F2 =
[
−0,5217 1,2541 1
]
(3.166)
et un observateur polytopique, calculé afin d’avoir une dynamique plus rapide que la
boucle fermée, ayant les sommets :
L1 =

 0,9342−0,4628
1,0355

 , L2 =

0,96931,5008
1,1274

 . (3.167)
Un paramètre de Youla de taille nQ = nx est introduit pour améliorer la robustesse vis-
à-vis d’incertitudes additives :
AQ1 =

 0,8179 0,5501 −0,0318−0,2108 −0,6906 0,3593
0,2531 0,5370 0,5439

 , BQ1 =

−0,80450,4002
−0,8984

 ,
AQ2 =

 0,7891 0,5303 0,0146−0,2563 0,7341 0,4242
0,1863 −0,4713 0,6318

 , BQ2 =

−0,8039−0,6380
−0,0186

 ,
CQ1 =
[
−0,2829 −0,7001 0,5688
]
, DQ1 =−0,2805,
CQ2 =
[
−0.,3275 0,7602 0,6213
]
, DQ2 = 0,5969.
(3.168)
Ce paramètre de Youla a été considéré afin d’avoir un certain compromis entre la ro-
bustesse et la performance. Les deux paramètres de Youla ont été obtenus à partir des
techniques qui seront présentées au chapitre suivant. Le but ici est uniquement de mettre
en évidence en termes d’analyse les propriétés vues précédemment.
Des contraintes sur la norme Euclidienne de la commande sont considérées : || u(k) ||≤
umax avec umax = 1.
Pour ce système LPV à temps discret affecté par des perturbations bornées, soumis à
des contraintes et avec l’état estimé via l’observateur (3.134), l’intersection ellipsoïdale
minimale a été obtenue pour un αoptim = 0,2. Cette intersection minimale est donnée Fi-
gure 3.8 par l’ellipsoïde vert. Le volume de cette intersection est VPO = 0,0108. Pour le
système avec observateur et paramètre de Youla (3.154), l’intersection ellipsoïdale mini-
male est représentée Figure 3.8 par l’ellipsoïde magenta et a le volume VPY = 0,00044.
Ce volume a été obtenu pour un αoptim = 0,096. Pour le système avec observateur et
paramètre de Youla, l’intersection minimale est un peu plus petite et donc l’effet de la
perturbation est un peu plus faible.
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FIGURE 3.8: Intersections minimales.
Pour le système avec observateur (3.134) la projection maximale est obtenue pour un
αoptim = 0,024. Cette projection est représentée Figure 3.9 par l’ellipsoïde vert de vo-
lume VGO = 9,6065. Pour le système avec observateur et paramétrisation de Youla
(3.154), la projection ellipsoïdale maximale est obtenue pour un αoptim = 0,01. Cette
projection maximale est représentée Figure 3.9 par l’ellipsoïde magenta de volume
VPY = 64,0783. Ainsi, avec un paramètre de Youla, la projection ellipsoïdale maxi-
male obtenue est plus grande que celle donnée par le système avec observateur seul. Le
gain en volume se traduit par une amélioration en termes de robustesse.
Trois trajectoires de l’état sont tracées Figures 3.8 et 3.9 : la Trajectoire 1 correspond à
l’évolution de l’état pour un point initial
x0 = [0,0169 0,0087 0,0703 0,0153 0,0076 0,0154 −0,0020 0,0002
−0,0423]
situé à l’intérieur de l’intersection ellipsoïdale minimale obtenue pour le système avec
observateur et Youla ; la Trajectoire 2 correspond à l’évolution de l’état pour un point
initial
x0 = [−4,3617 −0,0666 −2,9001 −0,8073 −0,1013 −0,6621 2,9159
−0,0762 1,7478]
situé à l’intérieur de la projection ellipsoïdale maximale obtenue pour le système avec
observateur et la Trajectoire 3 correspond à l’évolution de l’état pour un point initial
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FIGURE 3.9: Projections maximales.
x0 = [7,2970 0,1099 4,6445 0,3184 0,0822 0,3097 −6,5974 −0,0274
−4,0206]
situé à l’intérieur de la projection ellipsoïdale maximale obtenue pour le système avec
observateur et Youla (et à l’extérieur de la projection maximale du système avec obser-
vateur seul). Pour ces trois cas, on a tracé Figures 3.10 et 3.11 l’évolution temporelle
de l’entrée et de la sortie : la première sous figure correspond à la Trajectoire 1, la
deuxième à la Trajectoire 2 et finalement la troisième à la Trajectoire 3.
Pour les simulations temporelles, Figures 3.10 et 3.11 on a considéré une perturbation
en échelon d’amplitude 0,01 (revenant à Bw) sur le signal d’entrée à l’instant 0,0045s,
une perturbation en échelon d’amplitude 0,01 sur le signal de sortie à l’instant 0,007s et
un bruit de mesure sur le signal de sortie prenant des valeurs aléatoires dans l’intervalle
[−0,001 0,001] (correspondant à Dv). A l’instant 0,0015 on commute du système
avec une dynamique correspondant à θ(k) = −1 vers le système avec une dynamique
correspondant à θ(k) = 1. Le paramètre θ peut varier dans l’intervalle [−1 1], mais,
pour les simulations temporelles, nous considérons seulement le cas particulier où θ
commute entre −1 et 1
On peut observer, Figure 3.10 que la commande est moins oscillante quand le paramètre
de Youla est considéré. On observe également que pour un point initial situé à l’extérieur
de l’ellipsoïde invariant du système avec observateur et à l’intérieur de l’ellipsoïde in-
variant du système avec le paramètre de Youla (Trajectoire 3) les contraintes ne sont pas
satisfaites pour la dynamique correspondant au système avec observateur, en revanche
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elles sont satisfaites pour la dynamique correspondant au système avec observateur et
paramètre de Youla.
temps(s)
temps (s)
temps (s)
FIGURE 3.10: Evolution temporelle de l’entrée.
La Figure 3.11 illustre les évolutions temporelles de la sortie. On peut voir que pour le
système avec paramètre de Youla les performances en boucle fermée sont plus lentes.
Donc le prix à payer pour une robustesse plus grande est une performance moindre en
rejet de perturbation.
Ces résultats ont été obtenus par des simulations effectuées à l’aide du logiciel Yal-
mip [67] avec le solveur SeDuMi [104] dans l’environnement MatLab. Les simulations
temporelles ont été réalisées dans Simulink.
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temps(s)
temps (s)
temps (s)
FIGURE 3.11: Evolution temporelle de la sortie.
3.2.5 Conclusion
Pour un système LPV à temps discret affecté par des perturbations bornées et soumis à
des contraintes sur la commande la démarche mise en oeuvre dans le cas LTI et étendue
au cas LPV a permis de donner les conditions suffisantes garantissant l’ISS par rapport a
une perturbation bornée et de déterminer l’ellipsoïde invariant minimal (où ayant l’inter-
section minimale) et l’ellipsoïde invariant maximal (où ayant la projection maximale)
satisfaisant les contraintes malgré la présence d’une perturbation bornée. L’ellipsoïde
invariant minimal est le plus petit ellipsoïde contenant l’union des ellipsoïdes invariants
minimaux correspondant à chaque variation du paramètre. L’ellipsoïde invariant maxi-
mal est l’ellipsoïde invariant maximal situé à l’intérieur de l’intersection de tous les
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ellipsoïdes invariants maximaux correspondant à chaque variation du paramètre).
L’introduction d’un paramètre de Youla afin d’améliorer la robustesse se traduit par une
projection maximale plus grande que celle obtenue pour le système avec observateur
seul, illustrant une moindre influence de perturbations et une meilleure robustesse du
système asservi. Comme l’intersection ellipsoïdale minimale est située à l’extérieur de
l’union de toutes les intersections correspondant à chaque variation du paramètre, on ne
peut pas garantir aussi une intersection minimale plus petite.
Les évolutions temporelles tracées dans les deux dernières figures montrent que le gain
en volume vis-à-vis des ellipsoïdes revient à une commande moins oscillante et à des
performances un peu dégradées pour le système avec observateur et Youla en rejet de
perturbations.
3.3 Systèmes en commutation à temps discret, sous contraintes et
affectés par une perturbation bornée
Ces dernières années, l’étude des systèmes en commutation a suscité une attention crois-
sante. Un système linéaire en commutation est un système dynamique hybride composé
de plusieurs sous-systèmes gouvernés par une loi de commutation. Cette loi de com-
mutation spécifie le sous-système actif à chaque instant de temps (un aperçu sur les
principaux problèmes rencontrés avec les systèmes en commutation peut être trouvé
dans [64]).
L’intérêt croissant pour cette classe de systèmes est dû à leur importance pratique car
ils peuvent être trouvés dans de nombreux secteurs tels que : le contrôle des systèmes
mécaniques, des robots manipulateurs [47], l’industrie automobile, le contrôle aérien et
l’aéronautique, la gestion du trafic [106], les convertisseurs de puissance en commuta-
tion [59].
L’analyse de la stabilité et la stabilisation des systèmes en commutation a été largement
étudiée par de nombreux chercheurs : [65] présente les problèmes de base concernant
la stabilité des systèmes en commutation (stabilité pour des séquences de commutation
arbitraires, la construction des séquences de commutation stabilisantes), [21] adresse
le problème de l’analyse de la stabilité et la synthèse d’une loi de commande stabili-
sante pour des systèmes à temps discret en commutation en utilisant une fonction de
Lyapunov en commutation. Les systèmes à temps discret en commutation affectés par
des perturbations (bornées) ont été peu traités dans la littérature. Notre contribution ré-
side justement en la prise en compte de perturbations bornées lorsque les conditions de
stabilité sont données ou lorsque le calcul des ensembles invariants est réalisé.
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Si l’on se rappelle que les systèmes LPV vus précédemment sont des systèmes pour
lesquels la matrice dynamique évolue dans un polytope défini par ses sommets, les
systèmes en commutation peuvent être considérés comme des systèmes polytopiques
avec la particularité que les valeurs admissibles pour la matrice dynamique sont celles
qui correspondent uniquement aux sommets du polytope.
Dans le prolongement de la démarche des sections précédentes, ce paragraphe traite des
systèmes en commutation à temps discret linéaire affectés par de perturbations bornées.
Dans une première étape les conditions suffisantes garantissant l’ISS vis-à-vis d’une
perturbation bornée seront données. Puis, en considérant des contraintes sur l’entrée,
nous recherchons l’ellipsoïde invariant maximal (où ayant la projection maximale sur
le sous-espace d’état initial) et l’ellipsoïde invariant minimal (où ayant l’intersection
minimale sur le sous-espace d’état initial).
Remarque 3.21. Un système en commutation affecté par des perturbations est globale-
ment ISS si chaque mode est ISS pour toutes les transitions possibles [63], [111].
La stabilité du système en commutation doit être assurée pour toutes les transitions
possibles, puisque la stabilité ISS pour chaque mode linéaire n’implique pas l’ISS par
rapport à une perturbation du système en commutation.
3.3.1 Systèmes en commutation à temps discret
Soit le système discret en commutation :
x(k+1) = Aσx(k)+Bσu(k)+Bww(k),
y(k) = Cσx(k)+Dvv(k),
(3.169)
x(k) ∈ Rnx est l’état du système, u(k) ∈ Rm est la commande, y(k) ∈ Rp est la sortie,
w(k) ∈ Rnw est la perturbation d’état et v(k) ∈ Rnv est la perturbation de mesure.
σ est une règle de commutation prenant ses valeurs dans l’ensemble fini d’indices
I = {1, . . . ,N}. En d’autres termes, les matrices (Aσ , Bσ , Cσ ) peuvent prendre n’im-
porte quelle valeur dans l’ensemble fini {(Ai, Bi, Ci), i= 1,N}, à un instant arbitraire.
Nous supposons que la règle de commutation est inconnue a priori, mais sa valeur ins-
tantanée est disponible en temps réel. Contrairement au cas LPV, pour les systèmes en
commutation on peut considérer des matrices d’entrée ou de sortie dépendantes du pa-
ramètre, Bσ etCσ sans faire appel à [91] (le système avec observateur et paramétrisation
de Youla reste un système en commutation).
La loi de commande est donnée par :
u(k) =−Fσx(k), (3.170)
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où Fσ ∈ Rmxnx est la loi de commande en commutation. Fσ prend ses valeurs dans
l’ensemble fini {Fi, i= 1,N}.
Le système en boucle fermée devient :
x(k+1) = Ab fσx(k)+Bww(k), (3.171)
où Ab fσ = Aσ −BσFσ . Selon la loi de commutation σ , les matrices (Ab fσ , Fσ ) prennent
des valeurs dans l’ensemble {(Ab f i = Ai−BiFi, Fi), i= 1,N}.
Définissons la fonction "indicateur" :
λ (k) = [λ1(k), . . . ,λN(k)] (3.172)
telle que : Ab fσ = (
N
∑
i=1
λi(k)Ab f i) et Fσ = (
N
∑
i=1
λi(k)Fi) avec la configuration particulière
λi(k) = 1, λl 6=i(k) = 0, λ j(k+1) = 1, λl 6= j(k+1) = 0, i, j = 1,N (i n’est pas nécessai-
rement différent de j). Cette configuration est en fait celle du cas LPV adaptée pour le
cas à commutation.
On suppose toujours que le vecteur de perturbation est borné :
nT (k)n(k)≤ 1 (d’où wT (k)w(k)≤ 1, vT (k)v(k)≤ 1). (3.173)
On considère également des bornes sur la norme Euclidienne de la commande u(k) :
|| u ||2≤ umax. (3.174)
L’ensemble invariant ellipsoïdal a toujours pour expression 3.6.
3.3.1.1 ISS vis-à-vis d’une perturbation bornée
Cette section décrit les conditions suffisantes garantissant l’ISS par rapport à une per-
turbation bornée. Comme les systèmes en commutations représente en fait un classe de
systèmes LPV, les conditions suffisantes garantissant l’ISS par rapport à une perturba-
tion bornée sont données dans le théorème 3.11 ou dans le théorème équivalent 3.12 en
remplaçant B par Bi.
La condition (2.29) est dans ce cas satisfaite pour α1 = λmin(Pi)> 0 et α2 = λmax(Pi)>
0, i= 1,N. La condition (2.30) revient à α3 = αλmin(Pi) et δ = β , i= 1,N.
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3.3.1.2 Ellipsoïde minimal
Le théorème donnant l’ellipsoïde minimal qui nous garantit que l’état va rester à l’inté-
rieur même en présence de perturbations bornées s’obtient de façon similaire avec le cas
LPV 3.14 en remplaçant B par Bi et sera omis pour ne pas alourdir la lecture. Rappelons
maintenant que l’ellipsoïde invariant minimal est le plus petit ellipsoïde qui contient les
ellipsoïdes invariants minimaux associés à chaque mode.
Même si les ellipsoïdes invariants minimaux correspondant à chaque transition existent
tous, si les contraintes sont trop fortes et/ou les perturbations sont trop importantes
et/ou le système a une dynamique très rapide, alors l’ellipsoïde invariant minimal situé
à l’extérieur de l’union des ellipsoïdes invariants minimaux correspondant à chaque
transition peut ne pas exister.
3.3.1.3 Ellipsoïde maximal
A chaque mode de fonctionnement correspond un ellipsoïde invariant maximal. L’ob-
jectif de ce paragraphe est de calculer le plus grand ellipsoïde situé à l’intérieur de
l’intersection de tous les ellipsoïdes maximaux correspondant à chaque mode de fonc-
tionnement en tenant compte de toutes les transitions possibles. Comme le théorème
offrant cet ellipsoïde est en fait un cas particulier du cas LPV, l’ellipsoïde invariant
maximal sera donné par le théorème 3.16 en remplaçant B par Bi.
3.3.2 Systèmes en commutation et observateur
Soit le système en commutation (3.169) et un observateur en commutation utilisé pour
estimer l’état :
xˆ(k+1) = Aσ xˆ(k)+Bσu(k)+Lσ (y(k)− yˆ(k)),
yˆ(k) = Cσ xˆ(k),
(3.175)
où Lσ ∈ Rnxxp est le gain de l’observateur en commutation.
σ est la règle de commutation ayant ses valeurs dans l’ensemble d’indices I =
{1, . . . ,N}. La matrice Lσ peut prendre une valeur dans l’ensemble fini {Li), i= 1,N}.
La règle de commutation est inconnue a priori, mais sa valeur instantanée est disponible
en temps réel.
La commande est donnée par :
u(k) =−Fσ xˆ(k), (3.176)
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où Fσ ∈ Rmxnx est le retour d’état en commutation Fσ ∈ {Fi, i= 1,N}.
Pour le système (3.169) avec un observateur en commutation (3.175) la représentation
d’état augmentée suivante est considérée :
xo(k+1) = Aoσxo(k)+Boσn(k), (3.177)
où :
xo(k) =
[
x(k)
ε(k)
]
, ε(k) = x(k)− xˆ(k) est l’erreur d’estimation, n(k) =
[
w(k)
v(k)
]
est le vecteur de bruit, Aoσ =
[
Aσ −BσFσ BσFσ
0 Aσ −LσCσ
]
et Boσ =
[
Bw 0
Bw −LσDv
]
.
La loi de commande en commutation peut être réécrite sous la forme suivante :
u(k) =−Foσ · xo(k) (3.178)
avec Foσ =
[
Fσ −Fσ
]
. Selon la loi de commutation σ , les matrices (Aoσ , Boσ , Foσ )
prennent des valeurs dans l’ensemble {(Aoi, Boi, Foi), i= 1,N}.
Avec la fonction "indicateur" λ (k), on a : Aoσ = (
N
∑
i=1
λi(k)Aoi), Boσ = (
N
∑
i=1
λi(k)Boi) et
Foσ =(
N
∑
i=1
λi(k)Foi) avec la configuration particulière λi(k)= 1, λl 6=i(k)= 0, λ j(k+1)=
1, λl 6= j(k+1) = 0, i, j = 1,N (i n’est pas nécessairement différent de j).
Le vecteur de bruit est considéré borné :
nT (k)n(k)≤ 1. (3.179)
Des contraintes sur la norme Euclidienne de la commande sont imposées sous la forme :
|| u ||2≤ umax. (3.180)
L’ensemble ellipsoïdal est donné par 3.37. L’intersection ellipsoïdale de cet ellipsoïde
avec le sous-espace x est issue de l’expression 3.42 et la projection ellipsoïdale de cet
ellipsoïde sur le sous-espace x est 3.43.
3.3.2.1 ISS vis-à-vis d’une perturbation bornée. Intersection ellipsoïdale minimale. Pro-
jection ellipsoïdale maximale
Les théorèmes donnant les conditions suffisantes garantissant l’ISS par rapport à une
perturbation bornée, l’intersection ellipsoïdale minimale et la projection ellipsoïdale
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maximale sont obtenus de manière similaire avec celles donnés pour le cas LPV (3.17,
A.3 et 3.19 respectivement) en remplaçant B par Bi et C par Ci. Ils seront donc omis
pour ne pas alourdir la lecture. L’intérêt de présenter le cas en commutation est plus
évident dans le chapitre suivant dédié à la synthèse. On considère quand même ce cas
aussi dans le cadre de l’analyse pour fixer les bases dont on a besoin pour le chapitre
suivant et pour garder une ligne logique à ce mémoire.
3.3.3 Système en commutation avec observateur et paramètre de Youla
Soit le système en commutation avec observateur (3.177). Afin d’améliorer la robustesse
du système un paramètre de Youla en commutation est inséré dans la boucle fermée :
xQ(k+1) = AQσxQ(k)+BQσ y˜(k),
u˜(k) = CQσxQ(k)+DQσ y˜(k),
y˜(k) = y(k)− yˆ(k),
(3.181)
où xQ ∈RnQ est l’état du paramètre de Youla, u˜ ∈Rm est la sortie, y˜ ∈Rp est l’entrée et
AQσ ∈ RnQxnQ ,BQσ ∈ RnQxp,CQσ ∈ RmxnQ ,DQσ ∈ Rmxp sont les matrices d’état.
La loi de commande a la forme :
u(k) =−Fσ xˆ(k)− u˜(k) (3.182)
où Fσ ∈ {Fi, i= 1,N}.
Pour le système (3.177) avec la paramétrisation de Youla (3.181), la représentation
d’état augmentée suivante est choisie :
xy(k+1) = Ayσxy(k)+Byσn(k) (3.183)
où :
xy(k) =

 x(k)ε(k)
xQ(k)

 , Ayσ =

Aσ −BσFσ BσFσ −BσDQσCσ −BσCQσ0 Aσ −LσCσ 0
0 BQσCσ AQσ

 et
Byσ =

Bw −BσDQσDvBw −LσDv
0 BQσDv

 .
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Finalement la commande peut s’écrire sous la forme :
u(k) =−Fxσ · xy(k)−Fnσ ·n(k) (3.184)
avec Fxσ =
[
Fσ −Fσ +DQσCσ CQσ
]
et Fnσ = [0 DQσDv].
Le vecteur de bruit n(k) =
[
w(k)
v(k)
]
est toujours considéré borné :
nT (k)n(k)≤ 1. (3.185)
Des contraintes sur l’entrée sont également prises en compte :
|| u ||2≤ umax. (3.186)
La Figure 3.12 donne une vue d’ensemble de la structure par bloc du système augmenté.
u
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FIGURE 3.12: Correcteur dans l’espace d’état avec paramètre de Youla en commutation.
Conformément à la loi de commutation σ , les matrices (AQσ , BQσ ,CQσ ,DQσ , Ayσ , Byσ ,
Fxσ , Fnσ ) prennent des valeurs dans {(AQi, BQi, CQi, DQi, Ayi, Byi, Fxi, Fni), i= 1,N}.
L’ensemble ellipsoïdal est donné par 3.56. L’intersection ellipsoïdale de cet ellipsoïde
avec le sous-espace x a l’expression 3.59. La projection ellipsoïdale de cet ellipsoïde
sur le sous-espace x est 3.58.
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3.3.3.1 ISS vis-à-vis d’une perturbation bornée. Intersection ellipsoïdale minimale. Pro-
jection ellipsoïdale maximale.
Pour le système (3.183) le théorème qui permet de garantir la stabilité entrée-état vis-
à-vis d’une perturbation bornée est donné par A.4, l’intersection minimale sera obtenue
en résolvant le théorème donné par A.5 et la projection maximale sur le sous-espace
x de l’ellipsoïde invariant Ey pour un système en commutation à temps discret affecté
par des contraintes et de perturbations bornées sera donnée par 3.20. Tous ces théorèmes
correspondent au cas LPV. Pour le cas en commutations ils seront résolus en remplaçant
B par Bi etC par Ci respectivement.
Remarque 3.22. Les théorèmes donnés dans ce chapitre vont servir de base pour la
synthèse d’une loi de commande, à la fois robuste et performante, mise en oeuvre lors
du chapitre 4.
Les systèmes en commutation sont considérés comme des systèmes LPV avec la par-
ticularité que les valeurs admissibles pour la matrice dynamique sont celles qui cor-
respondent uniquement aux sommets du polytope. L’intérêt de considérer ce type de
systèmes est mis en valeur plutôt dans le chapitre suivant. Dans ce chapitre on a ana-
lysé ces systèmes du point de vue ensembliste pour donner la base nécessaire lors des
développements suivants.
3.3.4 Mise en oeuvre sur un exemple
Pour valider les résultats théoriques considérons l’exemple académique suivant :
ψ(k+1) = Apiψ(k)+Bpiτ(k),
y(k) = Cpiψ(k), i= 1,2,
(3.187)
où
Ap1 =
[
0,1 0,3
1,8 0,9
]
,Ap2 =
[
0,9 0,5
0,4 0,9
]
,Bp1 =
[
−1
0
]
,Bp2 =
[
−1
−1
]
,Cp1 = Cp2 =[
1 0
]
.
Le système peut commuter entre deux dynamiques (N = 2). Le modèle n’est pas stric-
tement stable, car λ (A1) =
[
−0,3367 1,3367
]
et λ (A2) =
[
1,3472 0,4528
]
.
Pour annuler les erreurs statiques on ajoute, une action intégrale :
τ(k) = τ(k−1)+∆τ(k). (3.188)
On considère que le système final est affecté par une perturbation d’état avec Bw =
0,01[1 1 1] et une perturbation de mesure avec Dv = 0,01.
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Le vecteur de bruit
[
w
v
]
est considéré borné nTn≤ 1.
Le système final a la forme (3.169) avec :
x(k) =
[
ψ(k)
τ(k−1)
]
, u(k) = ∆τ(k), Ai =
[
Api Bpi
0 I
]
, Bi =
[
Bpi
I
]
, Ci =
[
Cpi 0
]
.
On considère le retour d’état stabilisant en commutation :
F1 =
[
−0,2249 −0,1502 0,4491
]
et F2 =
[
−0,3613 −0,3532 0,9924
]
(3.189)
et le gain de l’observateur en commutation :
L1 =
[
0,8548 1,6665 −0,7595
]T
et L2 =
[
1,7686 1,3326 −0,8415
]T
.
(3.190)
La loi de commande par retour d’état et observateur a été synthétisée afin de garantir
une bonne performance en boucle fermée.
Le paramètre de Youla en commutation :
AQ1 =

−0,0593 0,1974 −0,61441,7987 0,8990 0,0042
0,1634 0,1061 0,6019

 , BQ1 =

 0,4111−1,8159
−0,2234

 ,
AQ2 =

0,7999 0,3959 −0,56810,2945 0,7908 −0,5526
0,1008 0,1048 0,5661

 , BQ2 =

−0,4706−1,2412
−0,2860

 ,
CQ1 =
[
−0,0636 −0,0456 0,0579
]
, DQ1 =−0,392,
CQ2 =
[
−0,2585 −0,2465 0,5527
]
, DQ2 =−0,361.
(3.191)
permet une meilleure robustesse vis-à-vis d’incertitudes additives garantissant tout de
même une certaine performance. Les deux paramètres de Youla on été obtenus en em-
ployant des techniques qui seront présentées lors du chapitre suivant.
Des contraintes sont imposées sur la norme Euclidienne de la commande : || u(k) ||≤
umax avec umax = 5.
Pour le système avec observateur (3.177), l’intersection ellipsoïdale minimale a été ob-
tenue pour un αoptim = 0,069. L’intersection minimale est représentée Figure 3.13 par
l’ellipsoïde vert. Le volume de cette intersection est VPO = 2,0739. Pour le système
avec observateur et paramètre de Youla (3.183), l’intersection ellipsoïdale minimale est
représentée Figure 3.13 par l’ellipsoïde magenta et a un volume VPY = 0,5063 (une
perte en volume de 75%). Ce volume a été obtenu pour un αoptim = 0,032. On observe
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facilement que la présence du paramètre de Youla diminue le volume de l’intersection
minimale, donc l’effet de la perturbation est plus faible.
FIGURE 3.13: Intersections minimales.
La projection maximale obtenue pour le système avec observateur (3.177) est représen-
tée Figure 3.14 par l’ellipsoïde magenta et a un volume VGO = 3,6035 · 103. Le para-
mètre α pour lequel on a obtenu ces valeurs est αoptim = 0,0056. Pour le système avec
observateur et paramétrisation de Youla (3.183), la projection ellipsoïdale maximale a
été obtenue pour un αoptim = 0,0028. La projection maximale est représentée Figure
3.14 par l’ellipsoïde vert et a un volume VPY = 4,7748 · 104. En considérant un para-
mètre de Youla adéquat (offrant un compromis entre la robustesse et la performance),
la projection ellipsoïdale maximale s’est élargie par rapport à celle obtenue pour le sys-
tème avec observateur seul. Le gain en volume se traduit par une amélioration en termes
de robustesse.
Les Figures 3.13 et3.14 reproduisent également trois trajectoires de l’état : la Trajectoire
1 correspond à l’évolution de l’état pour un point initial :
x(0) = [0,1118 −1,0528 −0,4115 −0,0101 −0,0516 −0,0047 −0,0589
0,4647 0,1998]
situé à l’intérieur de l’intersection minimale du système avec observateur et le paramètre
de Youla, la Trajectoire 2 correspond à l’évolution de l’état pour un point initial :
x(0) = [−29,8376 63,0219 9,0988 1,0395 −0,12 −1,0707 29,0535
−55,3273 −7,5691]
situé à l’intérieur de la projection maximale du système avec observateur seul et la
Trajectoire 3 correspond à l’évolution de l’état pour un point initial :
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FIGURE 3.14: Projections maximales.
x(0) = [57,0736 −159,3767 −23,9431 −0,01 −0,0014 −0,0048 −58,1958
162,3021 24,5475]
situé à l’intérieur de la projection maximale du système avec observateur et le paramètre
de Youla (et à l’extérieur de la projection maximale du système avec observateur seul).
Pour ces trois point initiaux de l’état on a représenté Figures 3.15 et 3.16 les évolutions
temporelles de l’entrée et de la sortie. Pour la Trajectoire 1 on considère une perturba-
tion en échelon d’amplitude 0,1 (revenant à Bw) sur le signal d’entrée à l’instant 0,005s,
une perturbation en échelon d’amplitude 0,1 sur le signal de sortie à l’instant 0,008s et
un bruit de mesure sur le signal de sortie prenant des valeurs aléatoires dans l’intervalle
[−0,01 0,01] (valeurs correspondant à Dv). A l’instant 0.0005 on commute du système
avec une dynamique correspondant à i = 1 vers le système avec un dynamique corres-
pondant à i = 2. Pour les trajectoire 2 et 3 des perturbations plus importantes peuvent
être considérées : une perturbation en échelon d’amplitude 1 sur le signal d’entrée à
l’instant 0,005s, une perturbation en échelon d’amplitude 1 sur le signal de sortie à
l’instant 0,008s et un bruit de mesure sur le signal de sortie prenant des valeurs aléa-
toires dans l’intervalle [−0,01 0,01]. A l’instant 0.0005 on commute également entre
les deux sommets.
Les Figures 3.15 et 3.16 sont divisée en trois parties : la première pour le point initial
revenant à la Trajectoire 1, la deuxième pour le point initial revenant à la Trajectoire 2
et finalement la troisième pour le point initial revenant à la Trajectoire 3.
Comme pour les systèmes LTI ou LPV, l’introduction du paramètre de Youla donne
une commande avec moins de transitoires. L’obtention d’une projection ellipsoïdale
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plus grande pour le système avec paramètre de Youla se traduit par le fait qu’il existe
maintenant plus de points où les contraintes sont satisfaites. On peut voir Figure 3.15
que pour la Trajectoire 3, la commande correspondante dépasse la frontière pour le
système avec observateur mais reste à l’intérieur des contraintes pour le système avec
observateur et Youla.
temps(s)
temps (s)
temps (s)
FIGURE 3.15: Evolution temporelle de l’entrée.
Pour l’évolution temporelle de la sortie Figure 3.16, on peut observer que l’introduc-
tion du paramètre de Youla diminue légèrement la performance en boucle fermée. On
comprend donc qu’un gain en robustesse est souvent accompagné par une perte en per-
formance.
Ces résultats ont été obtenus par des simulations effectuées à l’aide du logiciel Yal-
mip [67] avec le solveur SeDuMi [104] dans l’environnement MatLab. Les simulations
temporelles ont été réalisées sous Simulink.
3.3.5 Conclusion
Cette section a permis d’analyser les systèmes en commutation à temps discret et soumis
à des contraintes, en termes de stabilité et de robustesse vis-à-vis d’une perturbation
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FIGURE 3.16: Evolution temporelle de la sortie.
bornée.
Pour cette catégorie des systèmes on a ainsi donné les conditions suffisantes garan-
tissant l’ISS vis-à-vis d’une perturbation borné et on a pu calculer, par une démarche
similaire au cas LTI et LPV, l’ellipsoïde minimal et l’ellipsoïde maximal satisfaisant des
contraintes pour toutes les transitions possibles. L’ellipsoïde invariant minimal contient
les ellipsoïdes minimaux relatifs à chaque mode. L’ellipsoïde invariant maximal assu-
rant la satisfaction des contraintes est situé à l’intérieur de l’intersection des ellipsoïdes
invariants maximaux relatifs à chaque mode.
Lorsque l’état d’un système n’est pas mesurable, on fait appel à un observateur pour es-
timer l’état. Pour le système augmenté, on calcule de même l’ellipsoïde invariant ayant
la projection maximale/l’intersection minimale sur/avec le sous-espace de l’état initial.
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Un paramètre de Youla est enfin introduit afin d’augmenter le volume de la projection
maximale sur le sous-espace de l’état initial. Cette augmentation se traduit par un gain
en robustesse (l’effet de la perturbation a moins d’influence).
On a vu également que la présence de la paramétrisation de Youla fait que la commande
est plus douce mais la performance en boucle fermée est diminuée.
3.4 Ellipsoïdes tronqués
Pour conclure ce chapitre d’analyse, cette section propose une méthode alternative pour
déterminer une approximation de l’ensemble invariant maximal réel. Les approxima-
tions ellipsoïdales ou polyédrales sont soit trop conservatives soit trop complexes pour
de nombreuses applications. Il est démontré que l’intersection d’un ellipsoïde invariant
avec les contraintes d’état, de sortie et d’entrée est elle-même invariante sous certaines
conditions. L’ensemble invariant obtenu est appelé "ensemble semi-ellipsoïdal" dans
[79] ou "ellipsoïde tronqué" dans [105]. Ce type d’ensembles invariants seront considè-
rés par la suite pour approximer l’ensemble invariant maximal réel.
3.4.1 Outils théoriques
L’ellipsoïde tronqué est en fait l’intersection d’un ellipsoïde et d’un polytope. Donc, une
partie de sa frontière est donnée par l’ellipsoïde et le reste par un polytope. En termes
de fonction de Lyapunov, l’ellipsoïde tronqué est donné par une fonction de la forme :
V (x) = max(xTPx,xTCT1C1x, . . . ,x
TCTpCpx), (3.192)
avec P = PT ≻ 0, Cp des hyperplans. Ainsi V (x) peut être considérée comme la com-
binaison d’une fonction quadratique (xTPx) et d’une fonction polyédrale pour laquelle
les Cp représentent les hyperplans définissant les contraintes.
Dans [79] un semi-ellipsoïde est obtenu considérant l’intersection de l’ellipsoïde inva-
riant avec plusieurs ensembles polyédraux représentant les contraintes sur l’état. L’el-
lipsoïde tronqué élargit effectivement la taille du bassin d’attraction par rapport à l’en-
semble invariant maximal ellipsoïdal. La méthode est simple mais le volume de l’en-
semble invariant augmente uniquement vis-à-vis des contraintes d’état, l’ellipsoïde ob-
tenu étant déjà à l’intérieur de l’ensemble polyédral donné par les contraintes d’entrée.
Dans [105] est mise au point une méthode en temps continu qui permet d’élargir l’en-
semble invariant vis-à-vis de contraintes d’entrée, d’état et de sortie mais avec un effort
de calcul plus important. L’ensemble invariant est alors l’intersection entre un ellipsoïde
et tous les hyperplans associés aux contraintes.
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Dans la suite de cette section, nous utiliserons l’ellipsoïde tronqué invariant pour trouver
un ensemble invariant, aussi grand que possible, associé à un système à temps discret
soumis à des contraintes d’état, d’entrée et de sortie et affecté par une perturbation
bornée. Le problème d’optimisation qui en résulte implique seulement quelques termes
bilinéaires qui peuvent être rendus linéaires en fixant une ou deux variables. La charge
de calcul est un peu plus lourde que celle résultant de l’algorithme correspondant aux
fonctions quadratiques mais on obtient une amélioration en terme de volume.
Soit le système linéaire à temps discret :
x(k+1) = Ax(k)+Bu(k)+Bww(k),
y(k) = Cx(k),
u(k) = −Fx(k),
(3.193)
avec x∈Rnx l’état du système, u∈Rm la commande du système,w∈Rnw la perturbation
d’état et F ∈ Rmxnx le retour d’état. Supposons que A−BF est une matrice Hurwitz et :
w(k)Tw(k)≤ 1. (3.194)
L’ensemble semi-ellipsoïdal sera donné par l’intersection entre un ellipsoïde et les hy-
perplans donnés par les contraintes d’état :
| Γix |≤ 1, i= 1,nx (3.195)
et les contraintes sur la norme Euclidienne de la commande :
|| u ||2≤ 1. (3.196)
Pour simplifier, supposons que la contrainte sur la commande ou sur chaque élément
de l’état est de 1. Dans le cas contraire, il suffira de normaliser les contraintes pour se
ramener à cette configuration.
Pour la facilité de l’exposé, nous considérons que : P0 = PT0 ≻ 0 définit un ellipsoïde
E = {x | xTP0x≤ 1} et
P1 = F
TF, Pi+1 = ΓTi Γi, i= 1,nx, (3.197)
définit des ellipsoïdes dégénérés (représentant des paires d’hyperplans sans bornes don-
nées par les contraintes). Ceci définit p= nx+1 ellipsoïdes dégénérés.
L’intersection des ellipsoïdes (dégénérés et non dégénérés) peut être écrite sous la forme
compacte comme la fonction maximale d’une famille de fonctions quadratiques :
V (x) =max{xTPix, i= 0, p}. (3.198)
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Le 1-niveau de V est noté :
Lv = {x ∈ Rn : xTPix≤ 1, i= 0, p}. (3.199)
La notation utilisée pour la frontière de Lv est ∂Lv. L’ensemble Lv est donné par l’inter-
section de l’ellipsoïde E avec les hyperplans sans bornes Fx=±1 et Γix=±1, i= 1,nx.
Conformément au théorème de Nagumo ([77], 2.10), l’ensemble Lv est invariant si
x(k+ 1) ∈ Lv pour tout x(k) ∈ ∂Lv et pour tout w borné, wTw ≤ 1 (l’état situé sur
la frontière migre dans l’ensemble). Pour décrire cette propriété, il convient d’utiliser
l’accroissement de la fonction de Lyapunov :
∆V (x,w) =V (x(k+1))−V (x(k)). (3.200)
Si l’on définit :
Imax(x) = {i : xTPix=V (x)}, (3.201)
alors la différence directionnelle de Lyapunov devient :
∆V (x,w) =max{xT (k+1)Pjx(k+1)− x(k)TPix(k), i ∈ Imax(x), j = 0, p}. (3.202)
Le terme Pj, j = 0, p correspond à l’ensemble auquel appartiendra l’état x à l’instant
suivant k+1.
L’ensemble Lv est invariant si et seulement si :
∆V (x,w)≤ 0 ∀x ∈ ∂Lv, wTw≤ 1. (3.203)
Théorème 3.23. Soit le système linéaire à temps discret, stable (3.193) soumis à des
contraintes sur l’état (3.195) et sur la norme Euclidienne de l’entrée (3.196). L’en-
semble maximal Lv est obtenu en résolvant :
max
P0=P
T
0 ≻0,η≥0
η (3.204)
s.c. : 
ATPjA−P0+ γ j0P0−
p
∑
k=1
β j0kPk ATPjBw
BTwPjA −α joI+BTwPjBw

 0, (3.205)
α j0 = γ j0−
p
∑
k=1
β j0k ≥ 0, γ j0 ≥ 0,β j0k ≥ 0, j = 0, p, k = 1, p, (3.206)

ATP0A−Pi+α0iPi−
p
∑
k=0
β0ik(Pk−Pi) ATP0Bw
BTwP0A −α0iI+BTwP0Bw

 0, (3.207)
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α0i ≥ 0,β0ik ≥ 0, k = 0, p, i= 1, p, (3.208)
a ji(ATPjA−Pi)+α jiPi+Pi−P0−
p
∑
k=1
β jik(Pk−Pi) a jiATPjBw
a jiB
T
wPjA −α jiI+a jiBTwPjBw

 0,
(3.209)
a ji > 0, α ji ≥ 0, β jik ≥ 0, i, j,k = 1, p, (3.210)
xTnPmxn ≤ η , m= 0, p, n= 1,s. (3.211)
Démonstration. La preuve sera faite en deux étapes : l’invariance sera tout d’abord
prouvée et l’on expliquera ensuite la forme du critère de maximisation.
Les conditions (3.205), (3.206), (3.207), (3.208), (3.209) et (3.210) peuvent être écrites
sous la forme générale :
(A−BF)TPj(A−BF)−Pi+α jiPi−
p
∑
k=0
β jik(Pk−Pi) ATPjBw
BTwPjA −α jiI+BTwPjBw

 0,
(3.212)
α ji ≥ 0, β jik ≥ 0, i, j,k = 0, p, (3.213)
L’inégalité (3.212) est équivalente à :
((A−BF)x+Bww)TPj((A−BF)x+Bww)− xTPix≤
2
∑
k=1
β jikxT (Pk−Pi)x
+α ji(wTw− xTPix), ∀i, j.
(3.214)
Comme dans [105], on considère x sur la frontière de Lv (x ∈ ∂Lv). Nous obtenons
xTPix= 1=V (x) pour i ∈ Imax et xTPix< 1 pour i /∈ Imax. Cela signifie que :
2
∑
k=1
β jikxT (Pk−Pi)x≤ 0, ∀i ∈ Imax, β jik ≥ 0, j = 0, p, (3.215)
et wTw− xTPix≤ 0, ∀i ∈ Imax, wTw≤ 1.
Ainsi :
((A−BF)x+Bww)TPj((A−BF)x+Bww)−Pi ≤ 0,
∀i ∈ Imax(x), x ∈ ∂Lv, j = 0, . . . , p, wTw≤ 1.
(3.216)
Conformément à (3.202) on a :
∆V (x,w)≤ 0 ∀x ∈ ∂Lv, wTw≤ 1. (3.217)
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Cela confirme que Lv est invariant. Ce théorème est une conséquence directe de la S-
procédure.
L’ensemble invariant Lv est maximisé par rapport à un ensemble de référence Xr tel que
ξXr ⊂ Lv pour un paramètre maximal ξ . En considérant Xr un polytope Xr = co{xi : i=
1,s}, le but est de trouver le plus grand ξ tel que :
xTnPixn ≤ 1ξ 2 = η , i≥ 0, n= 1,s. (3.218)
ce qui explique la forme du critère de maximisation.
Remarque 3.24. La présence des scalaires transforme (3.212) en une BMI. Cette BMI
peut être facilement transformée en une LMI si α ji et β jik sont fixés.
3.4.2 Mise en oeuvre sur un exemple
Considérons un système du second ordre affecté par des perturbations bornées (3.194) :
x(k+1) = Ax(k)+Bu(k)+Bww(k),
u(k) = −Fx(k), (3.219)
avec
A=
[
0,8 0,5
−0,4 1,1
]
, B=
[
0
1
]
, Bw = 0,01
[
1
1
]
(3.220)
et le retour d’état :
F =
[
0,7 −1,5
]
. (3.221)
L’ensemble des contraintes est :
Xc = {x ∈ R2 :| xi |≤ 1, i= 1,2, | Fx |≤ 1}. (3.222)
L’ellipsoïde tronqué obtenu en utilisant la méthode décrite ci-dessus est :
Lv = Xc∩{x ∈ R2 : xTP0x≤ 1} (3.223)
où :
P0 =
[
0,8880 0,1884
0,1884 0,5489
]
. (3.224)
Ces résultats on été obtenus pour :
γ10 = 0,007, γ20 = 0,7, γ30 = 0,12, γ40 = 1,4, β010 = 1, β020 = 1,1, β030 = 0,7
valeurs fixées en utilisant PENBMI [52] lors d’une première itération.
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L’ensemble invariant Lv est maximisé par rapport à un ensemble de référence Xr tel
que ξXr ⊂ Lv pour un paramètre maximal ξ et 1ξ 2 = η . L’ensemble Xr considéré ici est
donné par le polytope de contraintes Xc (Xr = Xc).
Dans la Figure 3.17, on a tracé l’ensemble de contraintes (le polytope représenté en
jaune), l’ellipsoïde invariant obtenu par la méthode décrite dans la Section 3.1.1.3,
l’ellipsoïde P0 (l’ellipsoïde en pointillé), l’ellipsoïde tronqué (l’intersection entre l’en-
semble de contraintes et P0) et quelques trajectoires pour illustrer l’invariance.
Comme prévu, l’ellipsoïde P0 dépasse les frontières de Xc (l’ensemble des contraintes).
En utilisant cette approche on obtient un ensemble invariant Lv ayant un volume plus
grand que le volume de l’ellipsoïde invariant obtenu en appliquant la méthode classique.
FIGURE 3.17: Ellipsoïde tronqué (l’intersection entre l’ensemble polyédral donné par les
contraintes et P0) et l’ellipsoïde invariant obtenu en appliquant la méthode classique.
Ces résultats ont été obtenus par des simulations effectuées à l’aide du logiciel Yalmip
[67] avec le solveur SeDuMi [104] dans l’environnement MatLab.
3.4.3 Conclusion
Cette section a proposé une autre stratégie aboutissant à la détermination d’ellipsoïdes
tronqués, ceux-ci étant en fait de simples outils pour l’analyse en termes de volume du
bassin d’attraction pour des systèmes linéaires à temps discret sujets à des perturbations
bornées.
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Une relaxation importante provient du fait que nous n’exigeons pas que l’ellipsoïde
invariant correspondant à P0 satisfasse les contraintes. Au lieu de cela, nous donnons
directement une condition pour l’invariance de Lv, ensemble obtenu en prenant l’inter-
section de l’ensemble de contraintes avec P0.
L’approche semi-ellipsoïdale proposée est moins conservative (on obtient des en-
sembles invariants plus grands) que la méthode ellipsoïdale et plus simple que la mé-
thode polyédrale. Elle permet par ailleurs d’avoir une estimation du conservatisme in-
troduit avec la méthode ellipsoïdale. Cette dernière méthode n’a pas été présentée dans
ce mémoire, pour se familiariser avec cette méthode le lecteur pourra consulter [8, 9].
Le procédé peut être facilement étendu au cas des systèmes LPV ou en commutation.
3.5 Conclusions
Dans cette partie analyse, on a formulé les conditions suffisantes garantissant l’ISS d’un
système LTI, LPV ou en commutation à temps discret vis-à-vis de perturbations bor-
nées, puis on a calculé l’ellipsoïde invariant maximal ou minimal (la projection maxi-
male ou l’intersection minimale) où des contraintes sont satisfaites malgré la présence
de perturbations. Les résultats présentés ont été mis sous forme d’inégalités matricielles.
Si pour les systèmes LTI à temps discret les conditions garantissant l’ISS par rapport
à une perturbation bornée ont été développées en utilisant une fonction de Lyapunov
constante, pour les systèmes LPV ou en commutation à temps discret les conditions
suffisantes garantissant l’ISS vis-à-vis de perturbations bornées ont été données en uti-
lisant des fonctions de Lyapunov dépendantes du paramètre.
Pour les systèmes LTI à temps discret soumis à des contraintes et affectés par de pertur-
bations bornées, le calcul de l’ellipsoïde invariant maximal ou minimal nous a donné la
région de l’état où l’on peut garantir la satisfaction des contraintes malgré la présence
de perturbations bornées. Pour les systèmes LPV ou en commutation à temps discret
affectés par de perturbations bornées l’ellipsoïde maximal est l’ellipsoïde situé à l’in-
térieur de l’intersection de touts les ellipsoïdes invariants maximaux correspondant à
chaque transition et l’ellipsoïde minimal est l’ellipsoïde qui contient la réunion de tous
les ellipsoïdes invariants minimaux correspondant à chaque transition. Ces ellipsoïdes
sont invariants malgré la présence de perturbations bornées et pour toute transition. De
plus, à l’intérieur de ces ensembles les contraintes sont satisfaites.
Si l’état n’est pas mesurable, un observateur a été considéré afin d’estimer l’état. Pour un
système LTI, LPV ou en commutation à temps discret avec l’état estimé au moyen d’un
observateur on a donné de même les conditions nécessaires et suffisantes garantissant
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l’ISS vis-à-vis de perturbations bornées. En ajoutant des contraintes on a calculé ensuite
l’ellipsoïde invariant ayant la projection maximale ou l’intersection minimale sur/avec
l’espace de l’état initial.
Afin de robustifier le système, un paramètre de Youla a été ajouté. En suivant la même
démarche on a donné les conditions suffisantes garantissant l’ISS vis-à-vis de pertur-
bations bornées pour un système LTI, LPV ou en commutation à temps discret avec
observateur et paramétrisation de Youla puis on a calculé l’ellipsoïde ayant la projec-
tion maximale ou l’intersection minimale sur/avec l’espace de l’état initial. A travers
des exemples, on a vu que l’ajout de la paramétrisation de Youla permet un gain en ro-
bustesse. Ce gain s’est traduit par une diminution du volume de l’intersection ellipsoï-
dale minimale et une augmentation du volume de la projection ellipsoïdale maximale.
Les évolutions temporelles ont montré que côté commande on obtient des transitoires
moins importants pour le système avec le paramètre de Youla mais côté performance un
ralentissement est observé.
Dans la dernière partie de ce chapitre on a donné les outils pour calculer un ellipsoïde
tronqué invariant maximal pour un système LTI à temps discret affecté par de pertur-
bations bornées. Cet ensemble a un volume plus grand que celui de l’ellipsoïde inva-
riant maximal et est obtenu considérant l’intersection des hyperplans donnés par les
contraintes avec un ensemble ellipsoïdal.
Cette étude nous a permis d’élaborer une technique d’analyse de la robustesse d’un
contrôleur vis-à-vis de perturbations bornées. Cette robustification a été obtenue au
moyen d’un paramètre de Youla. Dans le chapitre suivant, des techniques de synthèse
hors ligne de lois de commande robustes, et la robustification des lois de commande
existantes, vis-à-vis de perturbations bornées et en présence de contraintes, vont être
abordées.
Chapitre 4
Outils ensemblistes pour la synthèse
d’une loi de commande robuste
Le chapitre précédent a permis la mise au point d’outils ensemblistes (ensembles in-
variants minimal et maximal, intersection minimale et projection maximale) adaptés à
l’analyse des performances de systèmes soumis à de perturbations bornées, qu’ils soient
de type LTI, LPV ou encore à commutation. Ils ont en particulier permis de montrer
l’apport d’une robustification via la paramétrisation de Youla.
L’objectif de ce chapitre, dans le prolongement du précédent, est d’utiliser désormais
tous ces outils dans un but de synthèse, de façon à élaborer une stratégie de commande
robuste à partir de considérations sur les ensembles invariants.
Reprenant la démarche et le plan du chapitre précédent, les développements théoriques
mis en oeuvre ci-dessous sont structurés en trois parties : une première section est dédiée
aux systèmes linéaires invariants dans le temps affectés par des perturbations bornées,
une deuxième section se consacre aux systèmes LPV perturbés et une dernière section
envisage le cas aux systèmes en commutation affectés par des perturbations bornées.
Chaque section débute par la synthèse d’une commande par retour d’état qui a pour
objectif de maximiser l’ellipsoïde invariant à l’intérieur duquel les contraintes sont sa-
tisfaites malgré la présence de perturbations bornées. Dans un deuxième temps, une
loi de commande par retour d’état et un observateur est synthétisée en imposant diffé-
rentes techniques pour améliorer la performance du système. La nouveauté consiste en
la prise en compte des perturbations lors de la synthèse de la loi de commande par retour
d’état et observateur. Enfin, dans une troisième étape on propose une approche fondée
sur les ensembles invariants pour la synthèse d’un paramètre de Youla-Kucˇera en utili-
sant des techniques LMI (inégalité matricielle linéaire). Étant donné un système linéai-
re/LPV/en commutation à temps discret affecté par des perturbations bornées, soumis
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à des contraintes et avec l’état estimé au moyen d’un observateur, la technique propo-
sée vise à synthétiser le meilleur paramètre de Youla en termes de recherche d’un en-
semble ellipsoïdal invariant satisfaisant les contraintes et ayant la projection ellipsoïdale
maximale sur l’espace d’état initial. Cette démarche s’appuie donc sur les conclusions
formulées lors du chapitre précédent.
On montrera en particulier dans ce chapitre que, comparée aux résultats obtenus pour
le système avec observateur seul, la synthèse d’un paramètre de Youla fournit une plus
grande projection ellipsoïdale. Le prix à payer à ce gain en termes de robustesse est
classiquement une diminution des performances en boucle fermée. Afin d’obtenir un
compromis entre la robustesse et la performance, deux méthodes seront proposées : la
première méthode impose une décroissance plus rapide pour la fonction de Lyapunov
et la deuxième se réfère au concept de placement des pôles.
La synthèse d’une loi de commande par retour d’état et observateur satisfaisant des
contraintes sur la performances en présence de perturbations bornées et l’approche en-
sembliste pour la synthèse d’un paramètre de Youla représentent des nouveautés dans
la littérature.
Les approches mentionnées ci-dessus seront finalement validées en simulation.
Il convient aussi de noter que la plupart des relations et notations utiles à ce chapitre ont
déjà été décrites au chapitre 3. On y fera donc mention sans les redéfinir.
4.1 Cas des systèmes linéaires invariants
L’utilisation des ensembles invariants pour la synthèse des lois de commande robustes
a connu un développement significatif au cours des dernières années : [9, 16, 28, 35,
54, 60, 61, 68]. Ainsi, pour les systèmes sous contraintes, de nombreuses techniques
utilisant les ensembles invariants ont été proposées : [107] a considéré la commande
prédictive sous contraintes pour des systèmes incertains décrits sous forme polytopique
ou ayant une incertitude structurée dans la boucle ; [61] a également travaillé avec la
commande prédictive sous contraintes et des incertitudes polyédrales mais en utilisant
l’invariance périodique ; [13] a traité, entre autres, des systèmes soumis à de perturba-
tions bornées, cet ouvrage présente d’ailleurs une vue d’ensemble intéressante sur les
techniques ensemblistes sous une formulation LMI. Nous nous intéressons dans cette
partie aux systèmes linéaires discrets soumis à des perturbations bornées. De plus, si
l’état est supposé non accessible un observateur doit être impérativement inclus dans le
correcteur. Ce type de correcteur peut être ensuite robustifié, généralement hors-ligne,
avec un paramètre de Youla (ou paramètre Q), comme illustré par plusieurs auteurs
([53], [54], [103]) et comme cela a été le cas au chapitre précédent. Le paramètre de
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Youla permet de robustifier le correcteur vis-à-vis des incertitudes ou des perturbations
sans modifier le comportement entrée-sortie. La synthèse du paramètre de Youla est
réalisée en utilisant des techniques ensemblistes qui permettent d’agrandir l’espace in-
variant où les contraintes sont satisfaites.
Diverses méthodes conduisant à des ensembles invariants plus grands ont été propo-
sées : [53] a ainsi considéré un système incertain avec une description polytopique et
il a montré que l’introduction de degrés de liberté supplémentaires permet d’obtenir un
ensemble invariant plus grand. Une généralisation de cette approche peut être trouvée
dans [16] et [28], ces deux articles proposent l’insertion d’un certain nombre de va-
riables d’écart afin d’élargir l’ensemble stabilisant obtenu par la méthode de prédiction
MPC. Dans [60] et [61] l’invariance périodique est explorée afin d’obtenir un bassin
d’attraction ellipsoïdal plus grand pour la méthode MPC.
La première partie de cette section concerne la synthèse d’une loi de commande par
retour d’état stabilisant pour le système LTI soumis à des perturbations bornées. Le
critère d’optimisation considéré s’intéresse à la maximisation de l’ellipsoïde invariant
à l’intérieur duquel les contraintes sur la commande sont satisfaites. Cette démarche
reprend à la base les résultats sous forme LMI obtenus par [13] en termes d’analyse des
ensembles atteignables pour des systèmes à temps continu affectés par des perturbations
bornées. Nous allons ici plus loin et étendons ces résultats à la synthèse d’un retour
d’état qui maximise l’ensemble atteignable pour des systèmes à temps discret.
Toutefois, en pratique, les variables d’état ne sont pas toujours disponibles pour être
mesurées (impossible ou coûteux), d’où la nécessité d’estimer l’état. Dans la deuxième
partie de cette section, une commande à base d’observateur sera donc synthétisée en
prenant en compte des contraintes de performance. Dans la littérature il y a plusieurs
travaux réalisés sur ce sujet [2, 13, 22, 40, 62] sans considérer tout de même la prise en
compte de perturbations bornées. Nous prenons en compte les perturbations bornées et
arrivons à construire des inégalités matricielles garantissant l’ISS du système vis-à-vis
de perturbations bornées. De plus on impose aussi des contraintes sur la performance
en boucle fermée lors de la synthèse de la commande à base d’observateur.
L’un des objectifs de la dernière section est d’élargir la région de l’espace d’état où
les contraintes sont satisfaites en réduisant l’effet de perturbations à travers la paramé-
trisation de Youla. Ce travail a comme point de départ l’analyse de l’effet de la para-
métrisation de Youla sur le volume des ensembles invariants, décrite dans le chapitre
précédent [69]. On a observé que, pour un système linéaire à temps discret perturbé
avec contraintes sur l’entrée, l’introduction d’un paramètre de Youla, obtenu en utili-
sant des techniques qui améliorent la fonction de sensibilité de la boucle fermée vers la
perturbation (considérée bornée), élargit la projection maximale de l’ensemble invariant
sur le sous-espace de l’état initial. En allant plus loin dans cette voie on développe des
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inégalités matricielles avec comme variables de décisions des combinaisons linéaires du
paramètre de Youla. Les variables des décisions sont recherchées afin de trouver l’ellip-
soïde invariant satisfaisant les contraintes et ayant la projection maximale sur l’espace
d’état initial. La synthèse d’un paramètre de Youla en utilisant des techniques ensem-
blistes sous forme LMI n’a jamais été traitée dans la littérature et pourtant le paramètre
obtenu de cette façon offre de très bons résultats en termes de robustesse (traduite par
une projection maximale plus grande et une fonction de sensibilité meilleure que celle
obtenu pour le système avec observateur seul). Ces résultats en termes de robustesse
ont comme effet un ralentissement des performances en boucle fermée. Pour arriver à
un compromis entre la robustesse et la performance on a examiné deux méthodes : une
basée sur la décroissance de la fonction de Lyapunov et une basée sur la technique de
placement des pôles. Finalement on montre l’efficacité de ces méthodes en les appli-
quant sur un moteur à induction.
4.1.1 Synthèse d’une loi de commande par retour d’état
Cette section propose une technique de commande utilisant des méthodes ensemblistes
afin de calculer un retour d’état stabilisant robuste qui satisfait les contraintes sur la
commande et la sortie malgré la présence de perturbations bornées. Le retour d’état
recherché est celui qui procure le plus grand ellipsoïde invariant. On considère des
contraintes sur l’entrée, comme par exemple celles données par la saturation des ac-
tionneurs, et sur la sortie, comme par exemple sur le niveau de sortie dans un système
hydraulique.
Soit le système LTI à temps discret (3.1) avec la loi de commande donnée par (3.2).
On considère des contraintes sur la norme Euclidienne de la commande u(k) :
|| u ||2≤ umax (4.1)
et sur la norme Euclidienne de la sortie y(k) :
|| y ||2≤ ymax. (4.2)
Le vecteur de bruit regroupant les perturbations d’état et de mesure n(k) =
[
w(k)
v(k)
]
est
supposé borné :
nT (k)n(k)≤ 1 (d’où wT (k)w(k)≤ 1, vT (k)v(k)≤ 1). (4.3)
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Rappelons la relation donnant la structure générale d’un ellipsoïde :
E = {x ∈ Rnx : xTPx= xTG−1x≤ 1, P= PT = G−1 ≻ 0}. (4.4)
Le théorème suivant donne la loi de commande par retour d’état qui garantit l’ISS (vis-
à-vis d’une perturbation bornée) et qui permet de déterminer l’ellipsoïde invariant maxi-
mal à l’intérieur duquel les contraintes sur la commande et la sortie sont satisfaites.
Théorème 4.1. Soit le système LTI à temps discret (3.1) avec la structure de commande
donnée par (3.2). L’état est affecté par une perturbation bornée (4.3) et des contraintes
sont imposées sur la commande et la sortie du système. La maximisation hors-ligne de
E est effectuée en résolvant :
min
G=GT≻0,α>0,β≥0,Y
− log detG (4.5)
s.c. :


G 0 αG GAT −Y TBT
0 β I 0 BTw
αG 0 αG 0
AG−BY Bw 0 G

 0, (4.6)
α ≥ β , (4.7)[
G Y T
Y u2maxI
]
 0 (4.8)
et [
G GCT
CG y2maxI
]
 0. (4.9)
Le retour d’état stabilisant qui maximise l’ellipsoïde invariant est donné par la relation
F = YG−1.
Démonstration. L’inégalité assurant l’invariance et l’ISS (4.6) provient de l’inégalité
(3.8) avec la notation Y = FG proposée par [107].
La LMI (4.8) est dérivée de (3.28) en employant la notation Y = FG.
Pour ce qui concerne les contraintes de sortie, on obtient :
|| y ||22 = ||Cx(k) ||22 ≤||CP−1/2 ||22|| P1/2x(k) ||22
≤ λmax{(CP−1CT )(xT (k)Px(k))} ≤ λmax[CP−1CT ].
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Par l’application du théorème de Schur, on obtient :[
P CT
C y2maxI
]
 0.
Il en résulte la LMI (4.9) par congruence avec diag(G, I) où G= GT = P−1 ≻ 0.
Pour compléter la preuve, nous devons dire que le retour d’état F est donné par F =
YG−1.
Pour un α fixé, le nombre de variables scalaires de décision est :
Nv =
(nx)(nx+1)
2
+nx+1. (4.10)
Remarque 4.2. Par le théorème ci-dessus on a abouti à la synthèse d’une commande
par retour d’état sous contraintes d’entrée et de sortie pour un système LTI à temps
discret affecté par des perturbations bornées. La prise en compte des perturbations a
été possible grâce à la S-procédure. Avec la notation Y = FG on arrive à une BMI
avec une seule variable de décision multipliant une autre variable de décision. Comme
mentionné dans le chapitre précédent, cette variable est un scalaire et le problème peut
être facilement résolu par une simple boucle.
Les LMIs correspondant aux contraintes ont été obtenues grâce aux propriétés de la
norme euclidienne en se souvenant que xT (k)Px(k)≤ 1.
4.1.1.1 Synthèse par retour d’état. Ellipsoïde minimal
Si l’on souhaite synthétiser une loi de commande qui minimise le volume de l’ellipsoïde
invariant il suffit de changer le critère d’optimisation. Ce critère devient maintenant
min trace(G). Pour mieux comprendre, montrons l’équivalence entre le critère min −
log det(P) utilisé habituellement pour obtenir l’ellipsoïde minimal et min trace(G).
− log det(P) =− log(
nx∏
i=1
λi) = log(
nx∏
i=1
1
λi
) =
nx∑
i=1
log(
1
λi
),
trace(G) =
nx∑
i=1
(
1
λi
)
(4.11)
où λi sont les valeurs propres de P. Comme le "logarithme" est une fonction monotone,
les deux critères sont équivalentes.
Remarque 4.3. Il faut préciser que ce critère peut être utilisé tout au long de ce mémoire
chaque fois qu’on souhaite la minimisation d’un ensemble. Notre choix a été d’utiliser
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le critère min − log det(P) au lieu de min trace(G) car le résultats en simulation sont
plus satisfaisants.
Comme on peut le voir, en fonction du critère choisi les inégalités doivent être écrites
en P pour le critère logarithmique et enG quand la trace est minimisée. Pour la synthèse
d’un retour d’état on est obligé d’utiliser le critère min trace(G) étant le seul qui permet
de substituer le produit de deux variables de décision par une seule.
4.1.1.2 Mise en oeuvre sur un exemple
Soit le système LTI à temps discret 1 ayant la forme (3.1) avec :
A=

1 0,3 0,040 1. 0,3
0 0 1.

 , B=

0,040,3
1

 , C = [1 0 0] , Bw = 0.01B, Dv = 0. (4.12)
Dans le système donné ci-dessus on a considéré une action intégrale afin d’annuler
l’erreur statique.
On impose des contraintes sur la norme euclidienne de l’entrée et de la sortie, respecti-
vement :
|| u ||2≤ umax = 1,
|| y ||2≤ ymax = 1.
(4.13)
En appliquant le théorème 4.1 on recherche le retour d’état qui maximise l’ellipsoïde
invariant satisfaisant les contraintes sur l’entrée et sur la sortie. Le retour d’état offrant
l’ellipsoïde maximal est :
F =
[
0,4561 0,6093 0,4082
]
. (4.14)
Dans la Figure 4.1 on a tracé l’ellipsoïde invariant maximal obtenu. Celui-ci est situé à
l’intérieur du polyèdre donné par les contraintes (le polyèdre bleu) et a été obtenu pour
un α = 0,04. L’ellipsoïde invariant maximal a le volume V = 17,7379.
Dans la Figure 4.1 on a également tracé la trajectoire de l’état pour un point initial :
x(0) =
[
0,0601 1,3689 −3,3510
]
(4.15)
en considérant que le système est affecté par une perturbation permanente sur le si-
gnal d’entrée et une perturbation permanente sur le signal de sortie prenant des valeurs
aléatoires dans l’intervalle [−0,01 0,01]. La trajectoire reste dans l’ensemble invariant.
1. Système pédagogique choisi à titre explicatif
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FIGURE 4.1: Ellipsoïde maximal.
Pour ce point initial de l’état on a représenté Figures 4.2 et 4.3 les évolutions temporelles
de l’entrée et de la sortie, respectivement. Ces simulations temporelles ont été réalisées
en considérant les perturbations données ci-dessus.
La Figure 4.2 montre que les contraintes sur la commande sont satisfaites et que le
système en boucle fermée est ISS stable.
temps(s)
FIGURE 4.2: Evolution temporelle de l’entrée.
Dans la Figure 4.3 on peut voir que les contraintes sur la sortie sont satisfaites même si
une perturbation agit sur le système.
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temps(s)
FIGURE 4.3: Evolution temporelle de la sortie.
Le retour d’état et l’ellipsoïde maximal ont été obtenus sous Matlab en utilisant le lo-
giciel Yalmip [67] avec le solveur "SeDuMi" [104]. Les simulations dans le domaine
temporel ont été réalisées dans Simulink.
4.1.2 Synthèse d’une loi de commande par retour d’état et observateur
Dans la pratique, le vecteur d’état ou une partie des variables d’état ne sont pas toujours
accessibles à la mesure. Dès lors, un observateur d’état est généralement utilisé pour
reconstruire les variables d’état non mesurables. Le problème d’estimation d’état est
également très important lorsque l’on souhaite réduire le nombre de capteurs, c.-à-d.
réduire les coûts et améliorer la fiabilité du système.
Soit le système à temps discret affecté par une perturbation bornée (3.1), avec l’état
estimé par un observateur (3.29). La représentation de l’état augmenté est donnée par
(3.33) et la commande a la forme (3.35). Pour la synthèse d’une loi de commande
par retour d’état et observateur on ne considère pas de contraintes sur la commande.
Dans une première étape on va synthétiser une loi de commande par retour d’état et
observateur, et puis, en ajoutant de contraintes sur la commande, on va robustifier le
système grâce à la paramétrisation de Youla.
Le vecteur de bruit n ∈ Rnw a deux composantes : la perturbation d’état w ∈ Rnw et la
perturbation de mesure v ∈ Rnv . Ce vecteur est supposé borné :
nTn≤ 1. (4.16)
L’ensemble ellipsoïdal peut être défini par (3.37), la projection de l’ellipsoïde Eo sur x
est donnée par (3.43) et l’intersection par (3.42).
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Le point de départ de nos développements théoriques est issu des travaux développés
dans [13]. Pour un système à temps continu, non perturbé avec l’état estimé au moyen
d’un observateur :
x˙(t) = Ax(t)+Bu(t),
y(t) = Cx(t),
ˆ˙x(t) = Axˆ(t)+Bu(t)+L(Cx(t)−Cxˆ(t)),
u(t) = −Fxˆ(k),
(4.17)
[13] propose une méthode LMI pour la synthèse, simultanée, d’un retour d’état et d’un
gain d’observateur stabilisants. Ainsi, selon [13] si P = PT ≻ 0, G = GT ≻ 0, Y et Z
existent tels que :
AG+GAT −BY −Y TBT ≺ 0, (4.18)
et
PA+ATP− JC−CT JT ≺ 0 (4.19)
alors le système peut être stabilisé avec le retour d’état :
F = YG−1, (4.20)
et l’observateur :
L= P−1J. (4.21)
4.1.2.1 Synthèse de la commande
La démarche ci-dessous propose une alternative aux résultats de [13]. Ainsi, pour des
systèmes à temps discret affectés par des perturbations bornées, nous recherchons le re-
tour d’état et l’observateur garantissant l’ISS vis-à-vis de perturbations bornées. L’alter-
native offerte a d’autant plus de sens que des contraintes de performance sont ajoutées.
L’idée permettant d’arriver au résultat est d’augmenter le vecteur de bruit. Avec ces ex-
tensions, nous considérons que le système et l’observateur peuvent être affectés par des
perturbations différentes. Cette augmentation ne modifie pas globalement le problème
initial.
Théorème 4.4. Soit le système à temps discret avec observateur (3.33) affecté par une
perturbation bornée (4.16). S’il existe G= GT ≻ 0, P= PT ≻ 0, Y , J, α > 0, β ≥ 0 et
γ ≥ 0 tels que les inégalités suivantes soient satisfaites :

G 0 αG GAT −Y TBT
0 β I 0
[
Bw 0
]T
αG 0 αG 0
AG−BY
[
Bw 0
]
0 G

≻ 0, (4.22)
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

P 0 αP ATP−CT JT
0 γI 0 [PBw − JDv]T
αP 0 αP 0
PA− JC [PBw − JDv] 0 P

≻ 0, (4.23)
α− γ ≥ 0, α−β ≥ 0, (4.24)
alors le système est ISS par rapport à la perturbation bornée (4.3). Le retour d’état qui
stabilise le système est donné par :
F = YG−1, (4.25)
et le gain de l’observateur est :
L= P−1J. (4.26)
Démonstration. Nous montrerons tout d’abord que si l’inégalité (3.38) a une solu-
tion, alors les inégalités (4.22), (4.23) et (4.24) sont faisables. Réciproquement, dans la
deuxième partie de la preuve, nous montrerons que pour le gains F et L (s’ils existent)
obtenus via les LMIs (4.22), (4.23) et (4.24), il existera toujours un Po = PTo satisfaisant
l’inégalité LMI (3.38).
Mais commençons cette preuve en faisant les extensions suivantes :
Bo → Bo =
[
Bw 0 0 0
0 0 Bw −LDv
]
,
n → n=
[
n1
n2
]
, n1 =
[
w1
v1
]
, n2 =
[
w2
v2
]
, nT1 n1 ≤ 1, nT2 n2 ≤ 1.
(4.27)
Avec ces prolongements, nous considérons que le système et l’observateur peuvent être
affectés tous les deux par des perturbations a priori différentes. Cette augmentation ne
change pas notre problème et s’avère nécessaire pour la suite de cette démonstration.
Avec ce prolongement on peut diviser le problème en deux parties afin d’obtenir les
inégalités (4.22), (4.23) et (4.24).
Si dans le chapitre précédent on a considéré que nT (k)n(k) ≤ 1 on étend maintenant
cette hypothèse aux perturbations n1 et n2. Cette supposition n’est pas conservatrice.
A partir de cette démarche, la condition d’ISS par rapport à une perturbation bornée :
∆Vo < 0 pour tout xo(k)TPoxo(k)≥ 1 et n(k)Tn(k)≤ 1 avec
∆Vo =Vo(k+1)−Vo(k), Vo(k) = xTo (k)Poxo(k),
peut s’écrire sous la forme :
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[
xo
n
]T [
AToPoAo−Po AToPoBo
BToPoAo B
T
oPoBo
][
xo
n
]
−α(1− xToPoxo)− (nT1 n1−β )− (nT2 n2− γ)< 0.
(4.28)
Avec la S-procédure, l’inégalité (4.28) (et implicitement l’inégalité (3.38)) devient :

Po 0 αPo AToPo
0
[
β I 0
0 γI
]
0 BToPo
αPo 0 αPo 0
PoAo PoBo 0 Po

≻ 0, (4.29)
et (3.40) devient :
α−β − γ ≥ 0. (4.30)
Dans la suite de cette démonstration, (4.29) et (4.30) seront les inégalités considérées
comme garantissant l’ISS vis-à-vis des perturbations bornées n1 et n2.
Montrons alors tout d’abord que si l’inégalité (4.29) (et implicitement (3.38)) et (4.30)
ont une solution, alors les inégalités (4.22), (4.23) et (4.24) sont faisables.
Nous supposons que les inégalités (4.29) et (4.30) ont une solution Po = PTo ≻ 0, α > 0,
β ≥ 0 et γ ≥ 0 avec :
Po =
[
P11 P12
PT12 P22
]
≻ 0. (4.31)
A partir de Po exprimé comme ci-dessus, nous pré- et post-multiplions l’inégalité (4.29)
par, respectivement, Γ et ΓT .
Γ =


I 0 0 0 0 0 0 0
0 0 I 0 0 0 0 0
0 0 0 0 I 0 0 0
0 0 0 0 0 0 I 0
0 I 0 0 0 0 0 0
0 0 0 I 0 0 0 0
0 0 0 0 0 I 0 0
0 0 0 0 0 0 0 I


. (4.32)
Alors, en utilisant le complément de Schur, il est facile de voir que (4.29) implique :
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

P11 0 αP11 (A−BF)TP11
0 β I 0 [Bw 0]TP11
αP11 0 αP11 0
P11(A−BF) P11[Bw 0] 0 P11

≻ 0, (4.33)
α−β ≥ 0. (4.34)
En pré-et post-multipliant l’inégalité (4.33) par diag(P−111 , I, P
−1
11 ,P
−1
11 ) et avec les nota-
tions G= GT = P−111 ≻ 0 et Y = FP−111 , il en résulte l’inégalité (4.22).
Pour l’inégalité (4.23), nous pré- et post-multiplions l’inégalité (4.29) par
diag(P−1o , I,P−1o ,P−1o ) et nous adoptons la notation :
Go = P
−1
o avec Go =
[
G11 G12
GT12 G22
]
. (4.35)
Par la congruence de cette nouvelle inégalité avec Γ et en utilisant le théorème de Schur,
on obtient : 

G22 0 αG22 G22(A−LC)T
0 γI 0 [Bw −LDv]T
αG22 0 αG22 0
(A−LC)G22 [Bw −LDv] 0 G22

≻ 0, (4.36)
α− γ ≥ 0. (4.37)
Si on pré- et post-multiplie (4.36) par diag(G−122 , I,G
−1
22 , G
−1
22 ) avec les notations P =
PT = G−122 ≻ 0 et J = G−122 L, l’inégalité (4.23) est obtenue.
Montrons maintenant que pour les gains F et L obtenus via les LMIs (4.22), (4.23) et
(4.24), il existera toujours un Po = PTo satisfaisant l’inégalité (4.29) (et implicitement
(3.38)).
Supposons que P, G, Y , J, α , β et γ satisfont les inégalités (4.22), (4.23) et (4.24) et
définissons : F = YG−1 et L = P−1J. L’objectif est de prouver qu’il existe toujours un
λ > 0 tel que :
Po =
[
λG−1 0
0 P
]
(4.38)
qui satisfasse (4.29) et (4.30) assurant ainsi l’ISS. Il est nécessaire d’imposer une forme
bloc diagonale à la matrice Po afin de pouvoir démontrer la réciproque de ce théorème.
L’idée est de montrer qu’il existe au moins une matrice Po et un λ qui satisfont les
inégalités (4.29) et (4.30) même si Po a une forme particulière.
112 Chapitre 4. Outils ensemblistes pour la synthèse d’une loi de commande robuste
Nous supposons également que β = λβ ′.
Avec ces notations, en pré-et post-multipliant (4.29) avec Γ et ΓT et en utilisant le
théorème de Schur, on obtient que le système avec observateur est ISS vis-à-vis de
(4.16) si λ > 0 satisfait :

G−1 0 αG−1 (A−BF)TG−1
0 β ′I 0 [Bw 0]TG−1
αG−1 0 αG−1 0
G−1(A−BF) G−1[Bw 0] 0 G−1


︸ ︷︷ ︸
LMIx
−
−λ


0 0 0 0
0 0 0 0
0 0 0 0
G−1BF 0 0 0


︸ ︷︷ ︸
S


P 0 αP (A−LC)TP
0 γI 0 [Bw −LDv]TP
αP 0 αP 0
P(A−LC) P[Bw −LDv] 0 P


−1
︸ ︷︷ ︸
LMI−1ε
ST ≻ 0,
(4.39)
α−λβ ′− γ ≥ 0. (4.40)
Les inégalités ci-dessus sont satisfaites pour tout λ > 0 tel que :
min(ν)> λ max(µ) (4.41)
α− γ ≥ λβ ′ (4.42)
où
ν = λmin(LMIx), µ = λmax(S ·LMI−1ε ·ST ), (4.43)
λmin représente la valeur propre minimale et λmax représente la valeur propre maximale,
LMIx correspond à (4.22) et LMIε correspond à (4.23). Comme (4.22), (4.23) et (4.24)
sont faisables, un tel λ existera toujours.
Pour un α fixé, le nombre de variables scalaires de décision est :
Nv = 2(
(nx)(nx+1)
2
+nx+1) = n
2
x +3nx+2. (4.44)
Remarque 4.5. L’obtention des inégalités présentes dans le théorème 4.4 a été possible
grâce à une augmentation qui a permis de considérer que le système et l’observateur
peuvent être affectés tous les deux par des perturbations a priori différentes. Ensuite,
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en utilisant la S-procédure et le complément du Schur, en considérant une forme par-
ticulière pour la matrice correspondant à la fonction de Lyapunov et en manipulant les
matrices on arrive à (4.22), (4.23) et (4.24).
Comme il a déjà été mentionné, la méthode que nous proposons pour la synthèse d’une
commande par retour d’état et observateur a plus de sens par rapport à la technique
donnée par [13] lorsque des contraintes de performance sont ajoutées. Il est en effet
pertinent de considérer (comme dans le cas sans observateur) des contraintes sur la
commande ou sur l’état. Or ceci n’est pas possible jusqu’ici car la construction (4.22),
(4.23) et (4.24) ne le permet pas. En fait, en ajoutant des contraintes sur la commande,
au lieu d’obtenir une relation de type min(⋆)> λ max(◦) dans la deuxième partie de la
démonstration précédente pour les LMIs associées aux contraintes, on obtient l’inverse
min(⋆)< λ max(◦).
Pour contourner cette difficulté nous considérons dans la suite la synthèse d’une com-
mande par retour d’état et observateur en prenant en compte des contraintes de perfor-
mance. Ces contraintes seront en fait des contraintes sur la région dans laquelle les pôles
de la boucle fermée peuvent être placés. Cette méthode a comme objectif de réduire les
transitoires du signal de sortie garantissant une dynamique plus rapide.
L’idée est, dans une première étape, de concevoir une loi de commande par retour
d’état et observateur ayant une bonne performance en boucle fermée et après, dans
une deuxième étape, de la robustifier à travers la paramétrisation de Youla en ajoutant
des contraintes sur la commande.
4.1.2.2 Techniques de placement de pôles
Une méthode qui conduit à une dynamique plus rapide avec moins de transitoires
consiste en effet à placer les pôles en boucle fermée dans une région appropriée du plan
complexe lors du calcul de la commande avec observateur. Cette technique est connue
sous le nom de placement régional de pôles. Le concept des régions LMI [18, 41] est
utilisé afin d’obtenir les objectifs de placement de pôles en termes de LMIs.
Définition 4.6. Une région LMI est un sous-ensemble du plan complexe défini par
D= {s ∈ C : fD(s)≺ 0} :
fD(s) = Lp+Mps+M
∗
ps
∗, Lp,Mp ∈ Rqxq. (4.45)
Notre intention est de placer les pôles de la boucle fermée dans le cercle centré à l’ori-
gine et de rayon r < 1 (plus le rayon est petit, plus les transitoires sont satisfaisants).
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Cette région correspond à fD(s) = ss∗− r2. En utilisant le complément du Schur on a :
fD(s) =
[
−r s
s∗ −r
]
. (4.46)
Si toutes les valeurs propres d’une matrice Ao ∈Rnxn se trouvent dans la région LMID,
alors Ao est appelée D-stable.
Lemme 4.7. La matrice Ao ∈Rnxn estD-stable si et seulement si il existe Xp = X∗p ≻ 0
tel que :
MD(Xp,Ao) = Lp⊗Xp+Mp⊗ (XpAo)+M∗p⊗ (XpAo)∗ ≺ 0. (4.47)
En regardant 4.45 et 4.46 les matrices Lp et Mp correspondant au cercle de rayon r < 1
peuvent être facilement identifiées.
Afin de faciliter la mise en oeuvre dans un cadre LMI, nous recherchons une matrice de
Lyapunov unique Xp = Po = G−1o qui assure l’invariance et le placement des pôles de
la boucle fermée dans le cercle centré à l’origine et de rayon r < 1. La condition (4.47)
avec le formalisme 4.46 peut s’écrire maintenant sous une forme LMI :[
rPo A
T
oPo
PoAo rPo
]
≻ 0, (4.48)
ou [
rGo GoA
T
o
AoGo rGo
]
≻ 0, (4.49)
obtenue en pré- et post-multipliant (4.48) par diag(Go,Go) et diag(Go,Go), respective-
ment.
Théorème 4.8. Soit le système à temps discret avec observateur (3.33) affecté par une
perturbation bornée (4.16). Pour ri < 1 donnés, s’il existe G=GT ≻ 0, P= PT ≻ 0, Y ,
J, α > 0, β ≥ 0 et γ ≥ 0 tels que les inégalités (4.22), (4.23), (4.24) et les LMIs :[
r1G GA
T −Y TBT
AG−BY r1G
]
 0, (4.50)
[
r2P A
TP−CT JT
PA− JC r2P
]
 0, (4.51)
soient satisfaites, alors le système est ISS par rapport à la perturbation bornée (3.32) et
les pôles de la boucle fermée sont placés dans le cercle centré à l’origine et de rayon r.
Le retour d’état qui stabilise le système est donné par (4.25) et le gain de l’observateur
est donné par (4.26)
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Démonstration. Nous montrerons que les LMIs (4.48) ou (4.49) (responsables du pla-
cement des pôles) ont une solution si et seulement si les LMIs (4.50) et (4.51) sont
faisables.
Supposons que la LMI (4.48) ait une solution Po = PTo ≻ 0 avec :
Po =
[
P11 P12
PT12 P22
]
(4.52)
et :
r =
[
r1 0
0 r2
]
. (4.53)
On pré- et post-multiplie alors la LMI (4.48) par Σ et ΣT , respectivement :
Σ =


I 0 0 0
0 0 I 0
0 I 0 0
0 0 0 I

 . (4.54)
Avec la nouvelle LMI (à l’aide du complément de Schur), il est facile de voir que la
LMI (4.48) implique : [
r1P11 (A−BF)TP11
P11(A−BF) r1P11
]
 0. (4.55)
En pré-et post-multipliant la LMI (4.55) par diag(P−111 ,P
−1
11 ) et avec les notations G =
GT = P−111 ≻ 0 et Y = FP−111 , il en résulte la LMI (4.50).
Pour la LMI (4.51), on pré- et post-multiplie la LMI (4.48) par diag(P−1o ,P−1o ). Avec les
notations :
Go = G
T
o = P
−1
o =
[
G11 G12
GT12 G22
]
≻ 0 (4.56)
et par congruence de cette nouvelle LMI avec Σ, on obtient :[
r2G22 G22(A−LC)T
(A−LC)G22 r2G22
]
 0. (4.57)
On pré- et post-multiplie enfin la LMI (4.57) par diag(G−122 ,G
−1
22 ). Avec les notations
P= PT = G−122 ≻ 0 et J = G−122 L, il en résulte la LMI (4.51).
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Supposons maintenant que P, G, Y et J satisfont les LMIs (4.50) et (4.51), on définit :
F =YG−1 et L= P−1J. L’objectif est de prouver qu’il existe toujours un λ > 0 tel que :
Po = P
T
o =
[
λG−1 0
0 P
]
≻ 0 (4.58)
satisfasse (4.48), assurant donc le placement de pôles.
En pré-et post-multipliant (4.48) par Σ et ΣT , respectivement, on obtient (via le complé-
ment de Schur) : [
r1G
−1 (A−BF)TG−1
G−1(A−BF) r1G−1
]
︸ ︷︷ ︸
LMIpx
−λ
[
0 0
G−1BF 0
]
︸ ︷︷ ︸
M[
r2P (A−LC)TP
P(A−LC) r2P
]−1
︸ ︷︷ ︸
LMI−1pε
MT  0.
(4.59)
On peut facilement voir que si (4.22), (4.23), (4.24), (4.50) et (4.51) sont satisfaites,
il existe toujours un λ > 0 tel que les inégalités suivantes (séparément ou toutes en-
sembles) soient satisfaites :
minφ > λ maxϕ, (4.60)
min(ν)> λ max(µ) (4.61)
α− γ ≥ λβ ′ (4.62)
avec :
ν = λmin(LMIx), µ = λmax(S ·LMI−1ε ·ST ), (4.63)
φ = λmin(LMIpx), ϕ = λmax(M ·LMI−1pε MT ) (4.64)
où λmin représente la valeur propre minimale et λmax représente la valeur propre maxi-
male, LMIx correspond à (4.22), LMIε correspond à (4.23), LMIpx correspond à (4.50)
et LMIpε à (4.51). En conclusion, si (4.22), (4.23), (4.24), (4.50) et (4.51) sont faisables,
un tel λ existera toujours.
Pour un α fixé, le nombre de variables scalaires de décision est donné par 4.44.
Remarque 4.9. Une des démarches principales de ce chapitre est de synthétiser une
loi de commande par retour d’état et observateur avec une bonne performance et puis
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d’améliorer la robustesse du système à travers un paramètre de Youla. Une façon effi-
cace (on présentera d’autres méthodes dans les sections à venir) de garantir une bonne
performance en boucle fermée pour le système avec observateur est d’imposer le place-
ment des pôles dans une région plus restreinte que le cercle unité. Dans le théorème 4.8
on a développé des LMIs garantissant le placement de pôles dans la région souhaitée.
A travers la démonstration on a montré la compatibilité entre les nouvelles LMIs et les
inégalités (4.22), (4.23) et (4.24).
Comme souvent on veut une dynamique plus rapide pour les pôles de l’observateur on a
abouti à construire des LMIs qui permettent le placement de pôles de A−BF et A−LC
dans des cercles de rayons différents.
4.1.2.3 Mise en oeuvre sur un exemple
Soit le même système LTI à temps discret avec une action intégrale donné dans la Sec-
tion 4.1.1.2.
On impose uniquement des contraintes sur la norme euclidienne de l’entrée :
|| u ||2≤ umax = 1. (4.65)
A travers le théorème 4.8 pour un α = 0,2 on obtient le retour d’état :
F =
[
0,8155 1,4556 0,9901
]
(4.66)
et l’observateur :
L=

1,89963,3980
2,4270

 (4.67)
garantissant l’ISS vis-à-vis d’une perturbation bornée et le placement de pôles de A−
BF dans le cercle centré à l’origine et de rayon r = 0,9 et le placement des pôles de
A−LC dans le cercle centré à l’origine et de rayon r = 0,7. Les valeurs de r1 et r2 ont
été considérées afin d’avoir une dynamique plus rapide pour l’observateur que la boucle
fermée. Les pôles de A−BF sont [0,7620+0,1342i 0,7620−0,1342i 0,0165] et les
pôles de A−LC sont [−0,0046 0,5525+0,1312i 0,5525−0,1312i].
En appliquant le théorème 3.5 pour cette loi de commande par retour d’état et obser-
vateur on obtient la projection maximale représentée Figure 4.4. Cette projection a le
volume V = 122,3137 et a été obtenue pour un α = 0,19. Dans la même figure on a
également tracé la trajectoire de l’état pour un point initial :
x(0) =
[
9,0322 −5,2546 1,8999 0,1064 0,4733 0,8029
]
(4.68)
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en considérant que le système est affecté par une perturbation permanente sur le signal
de sortie prenant des valeurs aléatoires dans l’intervalle [−0,01 0,01], une perturbation
en échelon d’amplitude 0,5 sur le signal d’entrée au moment 0,004s et une perturbation
en échelon d’amplitude 0,1 sur le signal de sortie au moment 0,007s.
FIGURE 4.4: Ellipsoïde maximal.
Avec ce point initial de l’état et pour les perturbations données ci-dessus on représente
dans les figures 4.5 et 4.6 les évolutions temporelles de l’entrée et de la sortie, respecti-
vement.
Dans la Figure 4.5 on voit que les contraintes sur la commande sont satisfaites malgré
une présence importante de la perturbation bornée.
temps(s)
FIGURE 4.5: Evolution temporelle de l’entrée.
Dans la Figure 4.6 on observe l’effet de la perturbation sur le signal de sortie et le suivi
de la référence.
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temps(s)
FIGURE 4.6: Evolution temporelle de la sortie.
Le retour d’état et l’ellipsoïde maximal ont été obtenus sous Matlab en utilisant le lo-
giciel Yalmip [67] avec le solveur "SeDuMi" [104]. Les simulations dans le domaine
temporel ont été réalisées dans Simulink.
4.1.3 La paramétrisation de Youla-Kucˇera
Dans la littérature traitant de commande robuste et de robustesse, la paramétrisation de
tous les correcteurs stabilisants a été exploitée de diverses manières : [19, 71, 76, 89,
94]. Comme on l’a vu au chapitre 3, le rôle du paramètre de Youla (ou Q) inséré dans
la boucle fermée est d’assurer la paramétrisation de tous les correcteurs stabilisants.
Incorporé d’une manière particulière (ce qui est le cas dans ce document), le paramètre
de Youla peut améliorer la robustesse de la boucle fermée vis-à-vis d’incertitudes ou de
perturbations grâce à l’utilisation d’un correcteur à deux degrés de liberté (le suivi de
trajectoire et le rejet de perturbation sont pilotés séparément) : [17, 53, 88, 89, 103].
Soit le système à temps discret affecté par des perturbations bornées (3.1) et avec l’état
estimé par un observateur (3.29). Un paramètre de Youla (3.48) proposé par [12] est
inséré dans la boucle fermée afin d’améliorer la robustesse du système :
Sous une représentation d’état augmenté le système a la forme :
xy(k+1) = Ayxy(k)+Byn(k) (4.69)
où :
xy(k) =
[
xo(k)
xQ(k)
]
, Ay =
[
Ao−BeDQCe −BeCQ
BQCe AQ
]
, Be =
[
B
0
]
, Ce =
[
0 C
]
,
By =
[
Bwe −LeDv−BeDQDv
0 BQDv
]
, Bwe =
[
Bw
Bw
]
et Le =
[
0
L
]
.
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La loi de commande est donnée par :
u(k) =−Fx · xy(k)−Fn ·n(k) (4.70)
avec : Fx =
[
Fo+DQCe CQ
]
et Fn = [0 DQDv].
Les notations ci-dessus ont été choisies afin de permettre le développement des inéga-
lités matricielles intervenant dans nos résultats théoriques exposés ci-dessous. Avec ces
nouvelles notations nous serons en mesure d’obtenir des inégalités affines dans le para-
mètre de Youla lors de la synthèse de ce paramètre. Sans ces notations la construction
des inégalités matricielles données dans la suite ne serait pas possible.
Nous considérons des bornes sur la norme euclidienne de l’entrée (3.50) et le vecteur
de perturbation a les mêmes bornes que dans (4.16).
Notre objectif est de synthétiser un paramètre de Youla tout en recherchant un ensemble
invariant ellipsoïdal. Cet ensemble invariant ellipsoïdal est recherché de telle sorte que
sa projection sur le sous-espace de l’état initial soit maximale. Rappelons que l’en-
semble invariant maximal fournit la plus grande région du sous-espace x pour laquelle,
pour un système avec observateur et paramétrisation de Youla, affecté par de perturba-
tions bornées et des contraintes, nous pouvons assurer l’invariance (et évidemment l’ISS
vis-à-vis de la perturbation bornée) et la satisfaction des contraintes. Si des conditions
de (haute) performance sont exigées, alors des contraintes supplémentaires sont ajou-
tées lors de la recherche du paramètre de Youla. Les approches mentionnées ci-dessus
seront validées en simulation dans le cadre de la commande en position d’un moteur
asynchrone.
4.1.3.1 Synthèse d’un paramètre de Youla-Kucˇera
Le but de cette section est de synthétiser un paramètre de Youla qui procure une pro-
jection ellipsoïdale maximale plus grande que celle obtenue pour le système avec ob-
servateur, assurant ainsi une meilleure robustesse. Dans la section 3.1.3.4, nous avons
présenté les outils permettant de trouver la projection maximale ellipsoïdale lorsque le
paramètre de Youla-Kucˇera est donné. En définissant une transformation de variables
similaire à celle utilisée dans [92], notre but est maintenant de calculer la projection
maximale ellipsoïdale sur le sous-espace x et de synthétiser le paramètre de Youla qui
maximise cette projection.
Pour montrer cela, nous considérons :
Gy =
[
X U
UT •
]
≻ 0, G−1y =
[
Y V
V T •
]
≻ 0 (4.71)
4.1 Cas des systèmes linéaires invariants 121
où • sont des blocs de Gy et G−1y , uniquement déterminés par U , V ∈ Rnqxnq et les ma-
trices symétriques X , Y ∈R2nxx2nx sont telles que GyG−1y = I (XY +UV T = I). De plus,
nous considérons que la taille du paramètre de Youla est nq = 2nx. Pour une paramétri-
sation de Youla de taille nq = nx les inégalités matricielles obtenues ne seront pas affines
dans le paramètre de Youla et donc une taille nq = 2nx s’impose. Après avoir synthé-
tisé le paramètre de Youla on peut facilement réduire sa taille en utilisant la commande
"balred" proposée par Matlab.
Avec ces notations, on peut de façon grossière dire que le système plus la partie “obser-
vateur” correspond à X ,Y et la partie "Youla" correspond àU,V . Toutes ces considéra-
tions, ainsi que les notations effectuées dans les sections précédentes, nous permettrons
de manipuler les calculs matriciels pour obtenir les inégalités finales.
La projection de l’ellipsoïde invariant Ey (3.56) sur x est maintenant donnée par :
Exy = {x | xT (TGyT T )−1x= xT (ZXZT )−1x≤ 1, x= Txy = Zxo, T = [1 0 0], Z= [1 0]}.
(4.72)
Dans la suite nous énoncerons le théorème donnant le paramètre de Youla qui maximise
Exy, rappelant que Exo ⊆ Exy.
Théorème 4.10. Considèrons le système à temps discret avec la paramétrisation de
Youla (4.69) soumis à des contraintes sur l’entrée (3.50) et affecté par de perturbations
bornées n (nTn≤ 1). La synthèse du paramètre de Youla qui maximise la projection Exy
est réalisée hors-ligne en résolvant :
min
X=XT≻0,Y=YT≻0,M,N,H,DQ,α>0,β≥0
− log det(ZXZT ) (4.73)
s.c. :

[
X I
I Y
]
⋆ ⋆ ⋆
0 β I ⋆ ⋆
α
[
X I
I Y
]
0 α
[
X I
I Y
]
⋆[
AoX−BeM Ao−BeDQCe
H YAo+NCe
] [
Bwe −LeDv−BeDQDv
YBwe −YLeDv+NDv
]
0
[
X I
I Y
]


≻ 0
(4.74)
α ≥ β (4.75)
et
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

[
X I
I Y
]
⋆ ⋆[
FoX+M Fo+DQCe
]
u2maxI ⋆
0 FTn I

 0. (4.76)
En supposant que le problème de maximisation ait une solution, il en résulte les ma-
trices définissant le paramètre de Youla :∣∣∣∣∣∣∣∣∣
BQ =V
−1(N+YBeDQ),
CQ = (M−DQCeX)U−T ,
AQ =V
−1(H−YAoX+YBeDQCeX−VBQCeX+YBeCQUT )U−T ,
DQ = DQ.
(4.77)
Démonstration. Les inégalités ci-dessus sont obtenues par l’intermédiaire d’une ma-
trice de manipulation :
Π =
[
I Y
0 V T
]
. (4.78)
L’inégalité assurant l’invariance (et l’ISS par rapport à une perturbation bornée) est
donnée dans la section 3.1.3.4 par (3.68).
En pré- et post-multipliant (3.68) par diag(ΠT , I,ΠT ,ΠT ) et diag(Π, I,Π,Π) respective-
ment, et après en considérant ensuite les variables de décision :∣∣∣∣∣∣∣
M = DQCeX+CQU
T ,
N =−YBeDQ+VBQ,
H = YAoX−YBeDQCeX+VBQCeX−YBeCQUT +VAQUT ,
(4.79)
on obtient l’inégalité (4.74).
Sachant que GyG−1y = I (et donc XY +UV T = I), les matrices U et V peuvent être
déterminées en factorisant : I−XY .
Comme dans ([13], pp.82-84), on peut considérer α = β > 0.
En utilisant une technique similaire, la LMI (4.76) se déduit de (3.70) par congruence
avec diag(ΠT , I, I).
Pour un α fixé, le nombre de variables scalaires de décision est :
Nv = 2
(2nx)(2nx+1)
2
+4nx+(2nx)
2+2= 8n2x +6nx+2. (4.80)
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Remarque 4.11. On a vu au chapitre 3 qu’un autre ensemble invariant intéressant est
l’ensemble invariant minimal.
Dans notre contexte de synthèse, une autre approche possible serait de rechercher le
paramètre de Youla qui minimise l’intersection de l’ellipsoïde invariant avec le sous-
espace de l’état initial. L’intersection de l’ellipsoïde Ey avec l’espace de l’état initial x(k)
est Ein = {x | xT (ZYZT )x ≤ 1, Z = [1 0]}. Afin de minimiser l’intersection Ein lorsque
des contraintes d’entrée (3.50) et de perturbations bornées (4.16) sont considérées, le
problème d’optimisation suivant doit être résolu :
min
X=XT≻0,Y=YT≻0,M,N,H,DQ,α>0,β≥0
− log det(ZYZT ) (4.81)
soumis à (4.74) et (4.76).
Remarque 4.12. Le théorème 4.10 nous fournit les inégalités matricielles conduisant à
une paramétrisation de Youla qui maximise la projection d’un ensemble invariant satis-
faisant des contraintes sur le sous-espace d’état. Comme on l’a déjà précisé, la synthèse
d’un paramètre de Youla en utilisant des outils ensemblistes n’a jamais été abordée
dans la littérature. Le paramètre de Youla synthétisé garantit une projection maximale
de l’ensemble invariant plus grande par rapport à celle obtenue pour le système avec
observateur. Deux aspects coopèrent à cette réalisation : d’un côté le fait que, en intro-
duisant la paramétrisation de Youla, on introduit des degrés de liberté et d’autre part le
fait que le paramètre de Youla réduit l’effet de la perturbation.
4.1.3.2 Compromis entre la robustesse et la performance
La synthèse d’un paramètre de Youla fournit la projection ellipsoïdale la plus grande
possible, et améliore la fonction de sensibilité. Le prix à payer face à cette meilleure ro-
bustesse est classiquement une perte de performances en boucle fermée avec une fonc-
tion de sensibilité complémentaire dégradée. Un compromis entre la robustesse et la
performance est alors nécessaire lors du calcul du paramètre de Youla.
La fonction de sensibilité vis-à-vis d’une incertitude additive reflète les propriétés de
robustesse tandis que la fonction de sensibilité complémentaire permet de mesurer les
performances en rejet de perturbation.
L’idée est de synthétiser un paramètre de Youla qui donne certes une projection ellip-
soïdale plus petite (mais toujours plus grande que celle obtenue pour le système avec
observateur) et assurant en même temps de meilleurs résultats en termes de performance
en boucle fermée. Deux méthodes permettant d’ajuster le compromis sont proposées ci-
dessus.
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Méthode basée sur la décroissance de la fonction de Lyapunov
Une première méthode pour parvenir à un compromis entre robustesse et performance
est d’imposer une nouvelle borne sur la vitesse de décroissance de la fonction de Lya-
punov. Nous recherchons désormais une fonction de Lyapunov Vy = xTy Pyxy ayant une
vitesse de décroissance plus grande que les normes de l’entrée et de la sortie normalisée
par 1η (avec η donné) :
Vy(k)−Vy(k+1)≥ 1η (u(k)
TRu(k)+ y(k)TQy(k)). (4.82)
Ce critère a été conçu en raison de notre volonté d’obtenir des meilleurs résultats en
termes des transitoires de la réponse temporelle. Ceci permet à l’état, par exemple,
d’entrer dans l’ensemble 0-atteignable avec une certaine vitesse tout en tenant compte
de perturbations qui peuvent affecter le système. Les valeurs de R et Q peuvent être
choisies de la même manière que lors des méthodes MPC ou LQ.
Théorème 4.13. Considérons le système linéaire à temps discret avec l’état estimé au
moyen d’un observateur et avec un paramètre de Youla (4.69). Le système est affecté
par de perturbations bornées (4.16) et soumis à des contraintes sur la commande (3.50).
Pour un scalaire positif donné γ , la synthèse d’un paramètre de Youla qui maximise la
projection Exy garantissant (4.82) est réalisée en résolvant :
min
X=XT≻0,Y=YT≻0,M,N,H,DQ,α>0,β≥0
− log det(ZXZT ) (4.83)
s.c. :

[
X I
I Y
]
⋆ ⋆ ⋆ ⋆ ⋆
0 β I ⋆ ⋆ ⋆ ⋆
α
[
X I
I Y
]
0 α
[
X I
I Y
]
⋆ ⋆ ⋆[
AoX−BeM Ao−BeDQCe
H YAo+NCe
] [
Bwe −LeDv−BeDQDv
YBwe −YLeDv+NDv
]
0
[
X I
I Y
]
⋆ ⋆
Q1/2
[
C fX C f
]
Q1/2
[
0 Dv
]
0 0 ηI ⋆
R1/2
[
FoX+M Fo+DQCe
]
R1/2Fn 0 0 0 ηI


︸ ︷︷ ︸
0
(4.84)
(4.75) et (4.76), avec C f =
[
C 0
]
.
En supposant que le problème de maximisation ait une solution, le paramètre de Youla
est obtenu par (4.77).
4.1 Cas des systèmes linéaires invariants 125
Démonstration. Avec la notation Cz =
[
C f 0
]
, on obtient :
u(k)TRu(k)+ y(k)TQy(k) =
=
[
xy
n
]T  CTz Q1/2 FTx R1/2[
0 Dv
]T
Q1/2 FTn R
1/2

[Q1/2Cz Q1/2 [0 Dv]
R1/2Fx R
1/2Fn
][
xy
n
]
.
Avec la S-procédure, on obtient que (4.82) est satisfaite si il existe un α > 0 et un β ≥ 0
tel que :
−
[
αPy 0
PyAy PyBy
]T [ 1
αP
−1
y 0
0 P−1y
][
αPy 0
PyAy PyBy
]
+
[
Py 0
0 β I
]
−
− 1η

 CTz Q1/2 FTx R1/2[
0 Dv
]T
Q1/2 FTn R
1/2

[Q1/2Cz Q1/2 [0 Dv]
R1/2Fx R
1/2Fn
]
 0.
(4.85)
En utilisant le complément du Schur, il vient :


Py 0 αPy ATy Py
0 β I 0 BTy Py
αPy 0 αPy 0
PyAy PyBy 0 Py

−


CTz Q
1/2 FTx R
1/2[
0 Dv
]T
Q1/2 FTn R
1/2
0 0
0 0


[
1
η I 0
0 1η I
]
[
Q1/2Cz Q
1/2
[
0 Dv
]
0 0
R1/2Fx R
1/2Fn 0 0
]
 0.
(4.86)
Après l’application du théorème de Schur, nous pré- et post-multiplions par
diag(ΠTGy, I,ΠTGy,ΠTGy, I, I) et diag(GyΠ, I,GyΠ,GyΠ, I, I), respectivement. En
considérant les mêmes notations que dans (4.79), il en résulte l’inégalité (4.84).
Pour un α fixé, le nombre de variables scalaires de décision est donné par 4.80.
Remarque 4.14. L’amélioration considérable en termes de robustesse a comme consé-
quence une dégradation de la performance. Afin de résoudre ce problème nous propo-
sons une méthode qui force la dynamique du système à être plus rapide en imposant
une certaine vitesse de décroissance pour la fonction de Lyapunov. Des inégalités ma-
tricielles garantissant cette décroissance sont formulées. On recherche toujours le para-
mètre de Youla fournissant la projection maximale sur le sous-espace d’état initial mais
garantissant de plus une certaine performance.
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Techniques de placement de pôles
Une autre méthode qui conduit à un compromis robustesse-performance lors du calcul
du paramètre de Youla consiste à placer les pôles de la boucle fermée dans une région
appropriée du plan complexe. Cette technique est connue sous le nom de placement
régional de pôles. La démarche est similaire à celle vue au paragraphe 4.1.2.2 dans le
cas sans paramètre de Youla.
Lemme 4.15. La matrice Ay ∈Rnxn estD-stable si et seulement si il existe Xp = X∗p ≻ 0
tel que :
MD(Xp,Ay) = Lp⊗Xp+Mp⊗ (XpAy)+M∗p⊗ (XpAy)∗ ≺ 0. (4.87)
Pour une mise en oeuvre aisée dans le cadre LMI, nous recherchons une seule matrice
de Lyapunov Xp = Py = G−1y qui assure l’invariance, la satisfaction des contraintes et
le placement des pôles de la boucle fermée dans le cercle centré à l’origine et de rayon
r < 1.
Théorème 4.16. Soit le système linéaire à temps discret avec la paramétrisation de
Youla (4.69), affecté par des contraintes sur la commande (3.50) et une perturbation
bornée (4.16). Pour un scalaire positif donné r < 1, la synthèse d’un paramètre de
Youla qui maximise la projection Exy en assurant le placement des pôles de la boucle
fermée dans le cercle centré à l’origine et de rayon r est obtenue par la résolution de :
min
X=XT≻0,Y=YT≻0,M,N,H,DQ,α>0,β≥0
− log det(ZXZT ) (4.88)
s.c. : 

r
[
X I
I Y
]
⋆[
AoX−BeM Ao−BeDQCe
H YAo+NCe
]
r
[
X I
I Y
]

 0, (4.89)
(4.74), (4.75) et (4.76).
En supposant que le problème de maximisation ait une solution, le paramètre de Youla
est donné par (4.77).
Démonstration. De (4.45) et (4.46), les matrices Lp et Mp correspondant au cercle de
rayon r < 1 peuvent être facilement identifiées. Ensuite, en appliquant (4.87) et comme
pour le lemme 4.7, nous avons que les pôles sont placés dans la région LMI considérée
si et seulement si :[
−rPy PyAy
ATy Py −rPy
]
≺ 0 équivalent à
[
rPy PyAy
ATy Py rPy
]
≻ 0. (4.90)
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Par congruence avec diag(ΠTGy,ΠTGy) et en utilisant les notations (4.79), il en résulte
l’inégalité (4.89).
Pour un α fixé, le nombre de variables scalaires de décision est donné par 4.80.
Remarque 4.17. En plaçant les pôles du paramètre de Youla dans une région plus res-
treinte de l’espace d’état on garantit une dynamique plus rapide tout en recherchant le
paramètre de Youla fournissant la projection maximale sur le sous-espace d’état.
Remarque 4.18. Les deux techniques présentées ci-dessus agissent uniquement sur la
paramétrisation de Youla.
Remarque 4.19. Le choix de la loi de commande initiale détermine les performances de
la boucle fermée vis-à-vis la référence. Le choix de l’observateur modifie la dynamique
de la boucle fermée vis-à-vis des perturbations. La paramétrisation de Youla-Kucˇera
préserve les performances vis-à-vis de la référence et modifie les performances vis-à-
vis des perturbations. Par ailleurs, la taille de la projection ellipsoïdale obtenue pour
le système augmenté lorsque le paramètre de Youla est considéré ne dépend quasiment
pas du choix initial de l’observateur.
4.1.3.3 Mise en oeuvre en simulation
Afin de valider les résultats théoriques exposés ci-dessus, nous proposons, à titre
d’exemple numérique, une application à la commande en position d’un moteur asyn-
chrone donnée lors de la Section 3.1.4. Le système final a la forme (3.1) avec (3.76).
Si l’on impose à l’actionneur une erreur d’entrée d’au maximum 1%, il résulte Bw =
0,01B. Pour la perturbation de sortie, nous prenons une erreur de mesure deux fois
plus grande que la résolution du capteur de position. Sachant que le capteur de position
possede une ressolution de 14400 points par tour il en résulte Bv = 0,001.
Considérons que la loi de commande initiale est donnée par le retour d’état suivant : F =[
9,4739 −8,7277 0,9417
]
. Ce retour d’état a été obtenu par une méthode MPC
(commande prédictive), afin d’avoir un comportement entrée/sortie souhaité (40 ms de
temps de réponse et dépassement de 5%). Pour compléter la conception du système, un
observateur a été calculé de sorte que ses pôles soient plus rapides que ceux de la loi de
commande. Le gain de l’observateur est alors : L=
[
58.9993 49.1245 41.6667
]T
.
Le contrôleur ci-dessus a été synthétisé afin de garantir certaines performances ini-
tiales. En introduisant la paramétrisation de Youla ces performances seront dégradées
mais cette perte sera surmontée en appliquant les techniques présentées au paragraphe
4.1.3.2.
La contrainte imposée à la loi de commande est : || u ||2≤ umax = 5Nm.
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Dans la suite de cet exemple, on considère α = β > 0.
Afin d’avoir une vue d’ensemble sur les résultats obtenus par application des théorèmes
4.10, 4.13 et 4.16 ceux-ci seront comparés aux résultats obtenus en conformité avec le
théorème 3.5 pour des systèmes linéaires à temps discret avec l’état estimé par un ob-
servateur. Par conséquent, pour le système avec observateur (sans paramètre de Youla),
le α pour lequel nous obtenons la projection maximale est αopt = 0,011 et le volume
de cette projection est VO = 1,4699 ·106.
En appliquant le théorème 4.10, le α optimal pour lequel nous avons la plus grande
projection ellipsoïdale sur le sous-espace x est αopt = 0,00006. Pour cet α , la projection
maximale a un volume VY = 1,2628 · 1010. Les valeurs obtenues pour le paramètre de
Youla sont :
AQ =


1,9977 −0,9977 0,0153 −0,1518 −0,1517 0
0,9999 0,0001 0 −0,1353 −0,1353 0
−0,0151 0,0150 0,9850 −0,0576 −0,0576 0
−0,0001 0,0001 −0,0001 1,8461 −1,1498 0,016
−0,0001 0,0001 0 0,8647 −0,1353 0
0 0 0 −0,0621 −0,0620 1


,
BQ =
[
−28,888 −25,755 −10,965 30,097 23,369 29,857
]T
,
CQ =
[
9,4589 −8,7128 0,9268 −9,4695 8,7321 −0,9417
]
, DQ = 0,8443.
La Figure 4.7 montre les projections maximales sur le sous-espace x pour toutes les
situations décrites aux paragraphes 3.1.2.3, 4.1.3.1 et 4.1.3.2. Dans la Figure 4.8 sont
tracées les fonctions de sensibilité (correspondant au transfert de b à u dans la Figure
3.1) vis-à-vis d’incertitude additive, non structurée, dans la Figure 4.9 sont représentées
les fonctions de sensibilité complémentaires (transfert de b à Cx dans la Figure 3.1).
En analysant la Figure 4.7, on conclut que le paramètre de Youla (synthétisé via le
théorème 4.10) offre une projection ellipsoïdale maximale élargie par rapport à celle
obtenue pour le système avec observateur seul. En outre, Figure 4.8, on constate que
l’introduction du paramètre de Youla améliore considérablement la robustesse vis-à-vis
d’une incertitude non structurée additive.
La fonction de sensibilité tracée Figure 4.8 reflète les propriétés de robustesse tandis que
la fonction de sensibilité complémentaire tracée Figure 4.9 fournit une mesure de la per-
formance en rejet de perturbation. Comme on peut le constater, les résultats en termes
de fonction de sensibilité complémentaire, obtenus en appliquant le théorème 4.10, im-
posent la nécessité d’un compromis entre la robustesse et la performance puisque la
dynamique en boucle fermée a été considérablement réduite.
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Observateur
Observateur+Youla
Observateur+Youla+h
Observateur+Youla+
placementde pôles
FIGURE 4.7: Projection maximale.
Observateur
Observateur+Youla
Observateur+Youla+h
Observateur+Youla+placement de pôles
FIGURE 4.8: Fonction de sensibilité.
Pour remédier ce problème, les méthodes décrites en section 4.1.3.2 ont été mises en
oeuvre.
Dans un premier temps, en appliquant le théorème 4.13 avec Q= R= 1 (choisies de fa-
çon similaire que dans les méthodes MPC ou LQ), le α optimal qui fournit un paramètre
de Youla qui donne une projection maximale tout en assurant l’invariance, la satisfaction
des contraintes sur la commande et une certaine performance est αopt = 0,00006. La
projection maximale ellipsoïdale a le volumeVYη = 1,1005 ·108. Le théorème 4.13 a été
mis en oeuvre pour un η = 10000 considéré comme approprié dans le contexte donné.
Pour une valeur plus grande η →∞, on a 1η → 0 et donc le critère de performance (4.82)
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Observateurt
Observateur+Youla
Observateur+Youla+h
Observateur+Youla+placementde pôles
FIGURE 4.9: Fonction de sensibilité complémentaire.
revient au critère initial d’invariance. Le η utilisé a été obtenu à partir d’un η grand,
en diminuant sa valeur jusqu’à ce que le meilleur compromis robustesse-performance
souhaité ait été atteint.
Nous pouvons observer que, pour ce nouveau paramètre, la projection ellipsoïdale a
diminué, mais elle reste malgré tout plus grande que celle obtenue pour le système
avec observateur seul. En outre, comme prévu, la fonction de sensibilité s’est détériorée
lorsque η a été pris en considération. D’autre part, une amélioration est apparue en
termes de fonction de sensibilité complémentaire.
Dans un deuxième temps, la technique de placement des pôles a été mise en application
pour un rayon r choisi de sorte que le volume de la projection obtenue dans ce cas-
ci soit approximativement égal à VYη . En appliquant le théorème 4.16 pour r = 0,98
on obtient que le α optimal qui fournit un paramètre de Youla donnant la projection
maximale est αopt = 0,039 et que la projection ellipsoïdale maximale a le volumeVY p =
1,1455 · 108. Avec ce nouveau paramètre Q, la fonction de sensibilité est légèrement
degradée par rapport à celle obtenue avec le théorème 4.13, mais en termes de fonction
de sensibilité complémentaire une petite amélioration apparaît. Globalement donc, à
volume de l’ellipsoïde comparable, les deux techniques donnent des résultats similaires.
Après plusieurs simulations pour différents gains de l’observateur, nous pouvons par
ailleurs conclure que le choix du gain de l’observateur a, comme prévu, un impact peu
significatif sur le volume des projections ellipsoïdales obtenues pour le système incluant
la paramétrisation de Youla.
Pour illustrer l’effet des deux critères de performance, nous donnons Figure 4.10 les
évolutions temporelles de la sortie (partie supérieure) et de l’entrée (partie inférieure)
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Observateur+Youla
Observateur+Youla+h
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Observateur
Référenceen échelon
Observateur
Observateur+Youla
Observateur+Youla+h
Observateur+Youla+pôles
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FIGURE 4.10: Simulation temporelle (partie supérieure : sortie, partie inférieure : commande).
pour une perturbation en échelon appliquée sur la commande à l’instant 0,35s et une
perturbation en échelon sur la sortie à l’instant 2s.
En analysant l’évolution temporelle de la sortie, on peut voir que, en termes de perfor-
mance en rejet de perturbation, les meilleurs résultats sont obtenus pour le système avec
observateur, suivi par le système avec Youla et placement de pôles et Youla avec des
contraintes sur la décroissance de la fonction de Lyapunov. Le paramètre de Youla syn-
thétisé via le théorème 4.10 a la dynamique en boucle fermée la plus lente. Il faut noter
que la performance en suivi de trajectoire (qui est en fait la réponse à une référence en
échelon en l’absence de perturbation) est la même pour tous les contrôleurs. En fait, la
performance en suivi obtenue pour le système avec observateur est préservée, ce qui est
en accord avec la théorie.
En analysant l’évolution temporelle de l’entrée, on remarque que le contrôleur avec un
observateur dépasse les limites imposées sur la commande. Ceci se produit parce que
les perturbations considérées pour la simulation temporelle sont beaucoup plus grandes
que celles considérées dans le calcul de l’ensemble invariant. Cependant, le contrôleur
avec un paramètre de Youla reste dans les limites imposées (même pour de perturba-
tions plus importantes) montrant que, lorsque la paramétrisation de Youla est insérée
dans la boucle fermée, le système devient plus robuste (ceci correspond bien à une aug-
mentation du volume de la projection ellipsoïdale). Les meilleurs résultats en termes de
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robustesse sont obtenus pour le système avec Youla (le système le plus robuste) suivi par
le système avec Youla et contraintes sur la fonction de Lyapunov et Youla et placement
de pôles.
Les ensembles invariants résultants ont été obtenus en simulation en utilisant le logi-
ciel Yalmip [67] dans l’environnement MatLab. Si le solveur "Lmilab" est choisi, alors
l’opérateur utilisé pour −logdet(∇) est −geomean(∇) où ∇ peut être ZGoZT ou ZXZT
selon le cas. Les simulations dans le domaine temporel ont été réalisées sous Simulink.
4.1.4 Conclusion
Cette section a défini tout d’abord les outils théoriques requis pour la mise en oeuvre
d’une méthode efficace de synthèse d’un retour d’état stable au sens ISS vis-à-vis d’une
perturbation bornée. La loi de commande recherchée est celle qui fournit l’ellipsoïde
invariant maximal satisfaisant les contraintes sur la commande et sur la sortie malgré la
présence d’une perturbation bornée.
Si l’état du système LTI affecté par de perturbations bornées est estimé au moyen d’un
observateur, une technique de synthèse d’une loi de commande par retour d’état et ob-
servateur stable au sens ISS vis-à-vis d’une perturbation bornée a été présentée. La
construction des inégalités matricielles ne permet pas de considérer de contraintes sur
la commande, mais de contraintes sur la performance peuvent être prises en compte
comme par exemple le placement de pôles de la boucle fermée. Avec cette loi de com-
mande par retour d’état et observateur performante et en ajoutant de contraintes sur la
commande, une méthode originale de conception d’un paramètre de Youla en utilisant
des techniques basées sur les ensembles ellipsoïdaux invariants a été mise en place. La
démarche consiste à rechercher le paramètre de Youla qui maximise le volume de la pro-
jection d’un ensemble invariant robuste contrôlé. Le problème est résolu efficacement
en utilisant une approche LMI qui conduit à une réduction de la charge de calcul. La
projection maximale nous donne en effet la plus grande région de l’espace initial x pour
laquelle, pour un système avec observateur et paramétrisation de Youla, affecté par des
perturbations bornées et des contraintes, nous pouvons assurer l’invariance, la satisfac-
tion de contrainte et évidemment l’ISS vis-à-vis d’une perturbation bornée. L’idée prin-
cipale est de trouver une loi de commande par retour d’état et observateur performante
qui sera robustifiée ensuite, en ajoutant des contraintes, à travers la paramétrisation de
Youla.
Les résultats obtenus sont très intéressants dans le sens où, en les comparant à ceux obte-
nus pour le système avec observateur, nous constatons que l’ajout d’une paramétrisation
de Youla a comme conséquence une projection ellipsoïdale plus grande et une meilleure
4.2 Systèmes LPV à temps discret 133
fonction de sensibilité. Cependant les résultats en termes de fonction de sensibilité com-
plémentaire sont dégradés. C’est pourquoi nous avons recherché un compromis entre la
maximisation de la projection de l’ensemble ellipsoïdal invariant et la dynamique en
boucle fermée, afin d’ajuster le compromis entre la robustesse et la performance. Deux
approches ont été proposées pour atteindre cet objectif : la première exige une limite
plus dure sur la vitesse de décroissance de la fonction de Lyapunov et l’autre impose
une nouvelle frontière pour le placement des pôles en boucle fermée. Dans l’application
illustrative proposée, ces deux approches ont montré des résultats comparables.
Tous ces outils vont être étendus ci-dessous au cas des systèmes LPV à temps discret
affectés par des perturbations bornées.
4.2 Systèmes LPV à temps discret
Depuis quelques années, l’apparition de la théorie des systèmes linéaires à paramètres
variants (Linear Parameter Varying, LPV) a permis d’étendre considérablement les mé-
thodologies linéaires aux domaines non linéaires et hybrides. La commande LPV per-
met de synthétiser des lois de commande séquencées par un (des) paramètre(s) afin
d’adapter le contrôleur au point de fonctionnement du système ou de faire varier les per-
formances de celui-ci en fonction de l’état du système ou de paramètres externes définis
par un utilisateur [30], [33]. La synthèse d’un contrôleur à gains programmés ("gain-
scheduled") pour les systèmes non linéaires est proposée dans [3], [5], [98]. Dans [81]
sont données les conditions LMI qui fournissent une fonction de Lyapunov dépendante
de paramètre assurant la stabilité robuste. Il est considéré que les paramètres variables
dans le temps sont à l’intérieur d’un domaine polytopique avec des bornes connues sur
leur taux de variation. Un contrôleur avec un observateur est synthétisé dans [40], les
paramètres ne sont pas exactement connus et on recherche l’incertitude maximale sur
les paramètres permettant de garantir malgré tout la stabilité en boucle fermée. Enfin,
dans [110], la factorisation co-prime double et la paramétrisation de Youla sont étendues
aux systèmes LPV sans perturbation afin de garantir la stabilité quadratique.
Dans notre travail, la présence de perturbations bornées impose la garantie de la "sta-
bilité entrée-état" (ISS) vis-à-vis d’une perturbation bornée. A ce sujet [63] considère
l’atténuation de perturbations au sens ISS et intégral-ISS pour des systèmes non li-
néaires avec des contraintes sur la commande. L’ISS pour les systèmes non linéaires à
temps discret a été étudiée dans [49].
Dans cette direction, nous nous intéressons ici à la commande d’un système LPV à
temps discret affecté par des perturbations bornées. On commence avec une section
dédiée à la synthèse d’une loi de commande par retour d’état de type LPV qui maximise
l’ellipsoïde invariant satisfaisant des contraintes. Comme la fonction de Lyapunov est
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celle qui donne l’ellipsoïde invariant, on considère une fonction de Lyapunov unique
(qui ne dépend pas du paramètre).
Un contrôleur avec un observateur de type LPV garantissant l’ISS par rapport à une
perturbation bornée est synthétisé afin de garantir une performance maximale. La per-
formance est garantie en maximisant la vitesse de décroissance de la fonction de Lya-
punov (la vitesse de décroissance n’est pas imposée, elle est maximisée) par rapport à
l’entrée et à la sortie. Comme on ne recherche pas à maximiser l’ensemble invariant, on
peut considérer une fonction de Lyapunov dépendante du paramètre. Des matrices sup-
plémentaires seront prises en compte pour permettre d’avoir une fonction de Lyapunov
dépendante du paramètre, introduire des degrés de liberté et réduire le conservatisme.
Afin d’améliorer la robustesse du système (à savoir augmenter le volume de la projec-
tion de l’ensemble invariant lorsque les contraintes sont considérées), un paramètre de
Youla de type LPV est alors synthétisé. Ce paramètre améliore la robustesse du système,
mais ralentit les performances en boucle fermée. Un compromis entre la robustesse et
la performance est obtenue en imposant une borne sur la décroissance de la fonction
de Lyapunov. Cette fois ci, comme on maximise la projection de l’ellipsoïde invariant
maximal, un fonction de Lyapunov unique sera considérée. Les notations faites afin
d’arriver à des inégalités matricielles affines dans le paramètre de Youla permettent
d’introduire une seule matrice supplémentaire pour réduire le conservatisme.
Les résultats théoriques sont validés en simulation. Cette partie suit le même plan que
la section précédente en ajoutant tout de même de nouveaux outils.
4.2.1 Synthèse d’une loi de commande par retour d’état
Les résultats obtenus en simulation montrent que, avec un retour d’état de type LPV, il
est possible d’imposer des spécifications de conception plus strictes, conduisant à des
performances en boucle fermée qui ne peuvent pas être obtenues au moyen d’un retour
d’état constant.
Il s’agit donc de se donner ici les outils permettant de synthétiser une commande par
retour d’état de type LPV, ISS stable, pour des systèmes LPV affectés par des pertur-
bations bornées et soumis à des contraintes sur l’état. Le choix de synthétiser un retour
d’état de type LPV est justifié par le fait que pour un retour d’état unique (le même pour
chaque variation du paramètre) le risque d’être infaisable est plus élevé.
Soit donc le système LPV à temps discret (3.80). Le paramètre variant θ est discret,
mesurable en temps réel, situé dans le polytope Θ des sommets θi, i= 1,N.
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La loi de commande est donnée par (3.81). Les matrices à paramètre variant A(θ(k))
et F(θ(k)) résident dans un polytope de matrices dont les sommets sont les images des
sommets θ1, . . . ,θN (3.83)
Les contraintes sur la norme Euclidienne de la commande u(k) sont données par (3.87).
Le vecteur de bruit regroupant les perturbations d’état et de mesure n(k) =
[
w(k)
v(k)
]
est
supposé borné comme dans (3.84).
L’ellipsoïde général est donné par (3.6).
Le théorème suivant définit la commande par retour d’état de type LPV qui assure l’ISS
du système et fournit l’ellipsoïde invariant maximal dans lequel les contraintes sont
satisfaites malgré la présence de perturbations.
Théorème 4.20. Soit le système LPV à temps discret (3.80) affecté par une perturbation
bornée (3.84), avec la loi de commande donnée par (3.81) et soumis à des contraintes
(3.87). La maximisation hors-ligne de E (3.6) est effectuée en résolvant :
min
G=GT≻0,α>0,β≥0,Yi,Qgi
− log det(G) (4.91)
s.c. : 

QTgi+Qgi−G 0 αQTgi QTgiATi −Y Ti BT
0 β I 0 BTw
αQgi 0 αG 0
AiQgi−BYi Bw 0 G

≻ 0, (4.92)
α ≥ β , (4.93)
et [
QTgi+Qgi−G Y Ti
Yi u
2
maxI
]
 0, i= 1,N. (4.94)
Le retour d’état stabilisant qui maximise l’ellipsoïde invariant est F(θ(k) =
{
N
∑
i=1
λi(k)Fi; Fi = F(θi), λi(k)≥ 0,
N
∑
i=1
λi(k) = 1, Fi = YiQ−1gi , i= 1,N}.
Démonstration. L’inégalité assurant l’invariance et l’ISS (4.92) est obtenue de l’inéga-
lité (3.114) avec la notation Yi = FiQgi.
La LMI (4.94) découle de la LMI (3.128) en employant la notation : Yi = FiQgi.
Pour compléter la preuve, il convient d’écrire que le retour d’état Fi est donné par Fi =
YiQ
−1
gi .
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Comme dans le chapitre dédié à l’analyse, on recherche l’ellipsoïde ayant une projec-
tion maximale située à l’intérieur de l’intersection de toutes les projections maximales
associées à chaque transition.
Pour un α fixé, le nombre de variables scalaires de décision est :
Nv =
(nx)(nx+1)
2
+Nnx+N(nx)
2+1. (4.95)
Remarque 4.21. Le théorème 4.20 nous a donné la commande par retour d’état garan-
tissant l’ISS par rapport à une perturbation bornée et fournissant la plus grande région
ellipsoïdale de l’espace où les contraintes sont satisfaites malgré la présence de la per-
turbation.
On considère une fonction de Lyapunov unique V (k) = xT (k)G−1x(k) au lieu de consi-
dérer une fonction dépendante du paramètre (Gi = G). En effet, supposons que l’on
recherche les ellipsoïdes invariants correspondant à chaque sommet Gi, ayant le volume
maximal, puisque l’on recherche l’ellipsoïde GGi (situé à l’intérieur de l’intersection
de tous les ellipsoïdes correspondant à chaque sommet). En présence d’une perturba-
tion, la condition d’invariance garantit l’invariance de chaque ellipsoïde correspondant
à chaque sommet mais elle ne garantit pas qu’à l’intérieur de ces ellipsoïdes la fonction
de Lyapunov soit monotone décroissante. Donc l’ellipsoïde donné par G (situé à l’inté-
rieur de l’intersection de tous les ellipsoïdes correspondant à chaque sommet) risque de
ne pas être invariant.
Pour résoudre ce problème, on considère que la fonction de Lyapunov est constante et
on recherche l’ellipsoïde invariant, satisfaisant les contraintes pour toutes les variations
du paramètre. Si le retour d’état est synthétisé afin de garantir seulement l’ISS vis-à-
vis d’une perturbation bornée alors une fonction de Lyapunov dépendante du paramètre
peut être employée.
4.2.1.1 Mise en oeuvre sur un exemple
Soit le système LPV perturbé à temps discret sous la forme (3.80) avec les matrices
3.163 donné dans la Section 3.2.4.
On impose des contraintes sur la norme euclidienne de l’entrée :
|| u ||2≤ umax = 1. (4.96)
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Le retour d’état qui maximise l’ellipsoïde invariant satisfaisant les contraintes sur la
commande a été obtenu en appliquant le théorème 4.20 et est donné par :
F1=
[
−0,1789 0,4514 0,3505
]
F2=
[
−0,2229 −0,4596 0,4053
]
. (4.97)
Dans la Figure 4.11 on a tracé l’ellipsoïde invariant maximal, le polyèdre donné par
les contraintes contenant cet ellipsoïde et la trajectoire de l’état pour un point initial :
x(0) =
[
8,1901 0,1760 5,2764
]
.
La trajectoire a été obtenue en considérant que le système LPV est affecté par une
perturbation permanente sur le signal d’entrée et une perturbation permanente sur le
signal de sortie prenant des valeurs aléatoires dans l’intervalle [−0,01 0,01] (valeurs
correspondant à Bw et Dv). On a considéré également qu’une commutation entre le
sommet correspondant à θ = −1 et le sommet correspondant à θ = 1 se produit à
l’instant 0,002 (en fait θ peut varier entre −1 et 1 mais nous on se limite ici au cas
particulier θ =±1).
Le volume de l’ellipsoïde maximal invariant est V = 91,7886 et a été obtenu pour un
α = 0,0052.
FIGURE 4.11: Ellipsoïde maximal.
Pour le point initial x0 et les perturbations mentionnées ci-dessus on a représenté dans
les figures 4.12 et 4.13 les évolutions temporelles de l’entrée et de la sortie, respective-
ment.
On observe Figure 4.12 que les contraintes sur l’entrée sont satisfaites et que le système
est ISS stable.
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temps(s)
FIGURE 4.12: Evolution temporelle de l’entrée.
L’évolution temporelle de la sortie représentée Figure 4.13 montre une bonne perfor-
mance en boucle fermée.
temps (s)
FIGURE 4.13: Evolution temporelle de la sortie.
Le retour d’état et l’ellipsoïde maximal ont été obtenus in Matlab en utilisant le logiciel
Yalmip [67] avec le solveur "SeDuMi" [104]. Les simulations dans le domaine temporel
ont été réalisées dans Simulink.
4.2.2 Synthèse d’une loi de commande par retour d’état et observateur
Quand le vecteur d’état ou une partie des variables de l’état ne sont pas accessibles à
la mesure un observateur est employé pour reconstruire les variables d’état non mesu-
rables.
Soit donc le système à temps discret affecté par une perturbation bornée (3.80), avec
l’état estimé par un observateur dépendant du paramètre (3.129) et la loi de commande
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dépendante du paramètre (3.131). Avec une représentation d’état augmentée, le système
prend la forme (3.134) et la commande dépendante du paramètre la forme (3.136). Les
matrices à paramètre variant (Aθ(k), Fθ(k), Lθ(k)) prennent leurs valeurs dans un po-
lytope de matrices ayant comme sommets l’image des sommets deΘ=Co{θ1, . . . ,θN} :
[A(θ(k)),F(θ(k)),L(θ(k))] ∈ Co {[Ai,Fi,Li] = [A(θi),F(θi),L(θi)] , i= 1,N},
(4.98)
[A(θ(k)),F(θ(k)),L(θ(k))] = {
N
∑
i=1
λi(k)[A(θi),F(θi),L(θi)]; λi(k)≥ 0,
N
∑
i=1
λi(k) = 1}.
(4.99)
Le vecteur de bruit est considéré borné (3.139).
L’ensemble ellipsoïdal Eo est défini dans (3.37), la projection de l’ellipsoïde sur x Eop
est donnée par (3.42) et l’intersection Eoi par (3.43).
L’objectif de ce paragraphe est de synthétiser un retour d’état et un gain d’observateur
dépendants du paramètre, de type LPV garantissant l’ISS du système LPV (3.134) af-
fecté par de perturbations bornées (3.139) et ayant une bonne performance en boucle
fermée. Pour améliorer la performance, on impose comme critère d’optimisation que la
fonction de Lyapunov dépendante du paramètre ait la décroissance vis-à-vis de l’entrée
et de la sortie la plus rapide :
∆Vo =Vo(k)−Vo(k+1)≥ 1η1u(k)
TQ1u(k)+
1
η2
y(k)TQ2y(k) (4.100)
où Vo est la fonction de Lyapunov dépendante du paramètre, Q1 et Q2 sont des matrices
de pondération.
Plus les variables η1 et η2 (recherchées) seront petites, plus la performance en boucle
fermée sera améliorée.
En considérant une commande de type LPV non-constante et une fonction de Lyapunov
dépendante du paramètre on réduit le conservatisme.
Théorème 4.22. Soit le système LPV avec observateur (3.134), affecté par de pertur-
bations bornées (3.139). S’il existe Gi = GTi ≻ 0, Pi = PTi ≻ 0, QGi, QPi, Yi, Ji, i= 1,N,
α > 0, β ≥ 0 et γ ≥ 0 obtenus en optimisant :
min
Qgi,Qpi,α>0,β≥0,γ≥0,Yi,Ji,Gi=GTi ≻0,Pi=PTi ≻0
η1+η2 (4.101)
s.c. :
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

QTgi+Qgi−Gi 0 αQTgi QTgiATi −Y Ti BT Y Ti Q1/21
0 β I 0
[
Bw 0
]T
0
αQgi 0 αGi 0 0
AiQgi−BYi
[
Bw 0
]
0 G j 0
Q
1/2
1 Yi 0 0 0 η1


≻ 0, (4.102)


Pi 0 αPi ATi Q
T
pi−CT JTi 0
0 γI 0 [QpiBw − JiDv]T DTpQ1/22
αPi 0 αPi 0 0
QpiAi− JiC [QpiBw − JiDv] 0 QTpi+Qpi−Pj 0
0 Q1/22 Dp 0 0 η2

≻ 0, (4.103)
et
α− γ ≥ 0, α−β ≥ 0. (4.104)
avec Dp =
[
0 Dv
]
, alors le système est ISS stable vis-à-vis d’une perturbation bornée
garantissant une certaine performance en boucle fermée. Les retours d’état qui stabi-
lisent le système au sens entrée-état vis-à-vis d’une perturbation bornée sont donnés
par :
F(θ(k)) =
N
∑
i=1
λi(k)Fi, Fi = YiQ−1gi ,
N
∑
i=1
λi(k) = 1, (4.105)
et les gains de l’observateur sont donnés par :
L(θ(k)) =
N
∑
i=1
λi(k)Li, Li = Q−1pi Ji,
N
∑
i=1
λi(k) = 1. (4.106)
Démonstration. Le critère de performance (4.100) peut s’écrire sous la forme :
Vo(k)−Vo(k+1)≥
[
xo(k)
n(k)
]T [ 1
η1F
T
o Q1Fo+
1
η2C
T
f Q2C f
1
η1C
T
f Q2D f
1
η2D
T
f Q2C f
1
η2D
T
f Q2D f
][
xo(k)
n(k)
]
où C f = [C 0], D f = [0 Dv] et Fo = Fo(θ(k)) =
N
∑
i=1
λi(k)Foi.
Nous continuons notre démonstration en définissant les extensions :
Boi → Boi =
[
Bw 0 0 0
0 0 Bw −LiDv
]
=
[
Bx 0
0 Bεi
]
,
B f → B f =
[
0 Dp
]
, Dp =
[
0 Dv
]
,
n → n=
[
n1
n2
]
, n1 =
[
w1
v1
]
, n2 =
[
w2
v2
]
,nT1 n1 ≤ 1, nT2 n2 ≤ 1.
(4.107)
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En définissant ces extensions, nous considérons que le système et l’observateur peuvent
être affectés par des perturbations bornées différentes. Cette augmentation ne modifie
pas notre problème, et permet d’élaborer la preuve plus facilement. En fait cette ap-
proche fait partie de notre apport théorique, nécessaire pour réussir à concevoir des
inégalités matricielles garantissant l’ISS vis-à-vis d’une perturbation bornée.
Avec cette astuce la condition (4.100) devient :
∆Vo(k) = xo(k)TPo(θ(k))xo(k)− xo(k+1)TPo(θ(k+1))xo(k+1) =
=
[
xo(k)
n(k)
]T [
Po−A To Po+Ao −A To Po+Bo
−BTo Po+Ao −BTo Po+Bo
][
xo(k)
n(k)
]
≥
≥
[
xo(k)
n(k)
]T [ 1
η1F
T
o Q1Fo+
1
η2C
T
f Q2C f
1
η2C
T
f Q2D f
1
η2D
T
f Q2C f
1
η2D
T
f Q2D f
][
xo(k)
n(k)
] (4.108)
pour tout xo(k) et w(k) satisfaisant :
xo(k)
T
Poxo(k)≥ 1 et nT (k)n(k)≤ 1 (4.109)
avec Ao = Ao(θ(k)) =
N
∑
i=1
λi(k)Aoi, Bo = Bo(θ(k)) =
N
∑
i=1
λi(k)Boi et
Po = Po(θ(k)) =
N
∑
i=1
λi(k)Poi,
Po+ = Po(θ(k+1)) =
N
∑
i=1
λi(k+1)Poi =
N
∑
j=1
λ j(k)Po j
(4.110)
où Po correspond à la fonction de Lyapunov à l’instant k et Po+ correspond à la
fonction de Lyapunov à l’instant k+1.
Comme il a été déjà montré dans la Section 3.2.1, cette condition est satisfaite si elle est
satisfaite pour chaque sommets i, j = 1,N.
Avec la S-procédure et prenant en compte l’extension (4.107) la condition (4.108) peut
s’écrire sous la forme :[
xo(k)
n(k)
]T ([
Poi−AToiPo jAoi −AToiPo jBoi
−BToiPo jAoi −BToiPo jBoi
]
−
[
1
η1F
T
oiQ1Foi+
1
η1C
T
f Q2C f
1
η1C
T
f Q2D f
1
η1D
T
f Q2C f
1
η1D
T
f Q2D f
]
−

αPoi 0
0 −
[
β I 0
0 γI
]

[xo(k)
n(k)
]
+(α−β − γ)> 0, i, j = 1,N
(4.111)
équivalente à :
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

Poi 0 αPoi AToiPo j
0
[
β I 0
0 γI
]
0 BToiPo j
αPoi 0 αPoi 0
Po jAoi Po jBoi 0 Po j

−


FToiQ
1/2
1 C
T
f Q
1/2
2
0 DTf Q
1/2
2
0 0
0 0


[
1
η1 I 0
0 1η2I
]
⋆ ≻ 0,
(4.112)
avec :
α−β − γ ≥ 0, i, j = 1,N. (4.113)
L’application du complément de Schur nous mène à :

Poi 0 αPoi AToiPo j F
T
oiQ
1/2
1 C
T
f Q
1/2
2
0
[
β I 0
0 γI
]
0 BToiPo j 0 D
T
f Q
1/2
2
αPoi 0 αPoi 0 0 0
Po jAoi Po jBoi 0 Po j 0 0
Q
1/2
1 Foi 0 0 0 η1 0
Q
1/2
2 C f Q
1/2
1 D f 0 0 0 η2


≻ 0, i, j = 1,N, (4.114)
avec :
α−β − γ ≥ 0. (4.115)
Ensuite on va prouver que l’inégalité (4.114) a une solution si et seulement si les in-
égalités (4.102), (4.103) et (4.104) sont faisables. Dans la deuxième partie de la preuve,
nous montrerons que, pour les gains Fi et Li (s’ils existent) donnés par (4.102), (4.103),
il existera toujours un Poi = PToi ≻ 0 satisfaisant (4.114).
Supposons que l’inégalité (4.114) ait une solution Poi = PToi ≻ 0, α > 0 et β ≥ 0 sous la
forme :
Poi =
[
Pi,11 Pi,12
PTi,12 Pi,22
]
, i= 1,N, (4.116)
alors on pré- et post-multiplie l’inégalité (4.114) avec, respectivement, Λ et ΛT :
Λ =


I 0 0 0 0 0 0 0 0 0
0 0 I 0 0 0 0 0 0 0
0 0 0 0 I 0 0 0 0 0
0 0 0 0 0 0 I 0 0 0
0 0 0 0 0 0 0 0 I 0
0 I 0 0 0 0 0 0 0 0
0 0 0 I 0 0 0 0 0 0
0 0 0 0 0 I 0 0 0 0
0 0 0 0 0 0 0 I 0 0
0 0 0 0 0 0 0 0 0 I


. (4.117)
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En utilisant le complément du Schur on peut facilement voir que (4.114) implique :

Pi,11 0 αPi,11 (Ai−BFi)TPj,11 FTi Q1/21
0 β I 0 [Bw 0]TPj,11 0
αPi,11 0 αPi,11 0 0
Pj,11(Ai−BFi) Pj,11[Bw 0] 0 Pj,11 0
Q
1/2
1 Fi 0 0 0 η1

≻ 0, i, j = 1,N,
(4.118)
α−β ≥ 0. (4.119)
On pré-et post-multiplie enfin l’inégalité (4.118) par diag(QTgi, I,P
−1
i,11,P
−1,I
j,11 ). Comme
(QTgi−P−1i,11)Pi,11(Qgi−P−1i,11) 0 implique QTgiPi,11Qgi QTgi+Qgi−P−1i,11 , en posant les
notations Gi = GTi = P
−1
i,11 ≻ 0, Yi = FiQgi, i= 1,N, il en résulte l’inégalité (4.102).
Pour l’inégalité (4.103), on pre et post-multiplie l’inégalité (4.114) avec
diag(P−1oi , I,P
−1
oi ,P
−1
o j ) et on pose :
Goi = G
T
oi = P
−1
oi avec Goi =
[
Gi,11 Gi,12
GTi,12 Gi,22
]
≻ 0, i= 1,N. (4.120)
Par la congruence de cette nouvelle inégalité avec Λ et en utilisant le théorème de Schur,
on obtient :

Gi,22 0 αGi,22 G j,22(Ai−LiC)T 0
0 γI 0 [Bw −LiDv]T DTpQ1/22
αGi,22 0 αGi,22 0 0
(Ai−LiC)G j,22 [Bw −LiDv] 0 G j,22 0
0 Q1/22 Dp 0 0 η2

≻ 0, i, j= 1,N,
(4.121)
α− γ ≥ 0. (4.122)
Enfin on pre et post-multiplie (4.121) par diag(G−1i,22, I,G
−1
i,22,Qpi, I). Comme (Qpi −
G−1j,22)G j,22(Q
T
pi−G−1j,22) 0 implique QpiG j,22QTpi  Qpi+QTpi−G−1j,22 et avec les no-
tations Pi = G−1i,22 et Ji = QpiLi, i, j = 1,N, il en résulte l’inégalité (4.103).
Supposons qu’ils existent Pi=PTi ≻ 0,Gi=GTi ≻ 0,Qpi,Qgi,Yi, Ji, α , β et γ satisfaisant
les inégalités (4.102), (4.103) et (4.104). Définissons : Fi=YiQ
−1
gi et Li=Q
−1
pi Ji, i= 1,N.
L’objectif est de prouver qu’il existe toujours un λ > 0 tel que :
Poi =
[
λG−1i 0
0 Pi
]
, (4.123)
satisfasse (4.114) assurant ainsi la stabilité vis-à-vis d’une perturbation bornée.
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Comme β , η1, η2 sont des variables, on peut supposer que β = λβ ′ et η1 = λη ′1. Avec
ces notations et en pre et post- multipliant (4.114) par Λ et ΛT 4.117, respectivement,
on obtient (via le complément de Schur) :

G−1i 0 αG
−1
i (Ai−BFi)TG−1j FTi Q1/21
0 β ′I 0 BTx G−1j 0
αG−1i 0 αG
−1
i 0 0
G−1j (Ai−BFi) G−1j Bx 0 G−1j 0
Q
1/2
1 Fi 0 0 0 η ′1


︸ ︷︷ ︸
LMIxi j
− (4.124)
−λ


0 0 0 0 CTQ1/22
0 0 0 0 0
0 0 0 0 0
G−1j BFi 0 0 0 0
−Q1/21 Fi 0 0 0 0


︸ ︷︷ ︸
S1i j
·


Pi 0 αPi (Ai−LiC)TPj 0
0 γI 0 BTεiPj DTpQ
1/2
2
αPi 0 αPi 0 0
Pj(Ai−LiC) PjBεi 0 Pj 0
0 Q1/22 Dp 0 0 η2


−1
︸ ︷︷ ︸
LMI−1εi j
ST1i j ≻ 0, i, j = 1,N,
et
α−λβ ′− γ ≥ 0. (4.125)
On peut facilement voir que si (4.102), (4.103) et (4.104) sont satisfaites alors il existe
toujours un λ > 0 tel que les inégalités suivantes soient faisables (séparément et toutes
ensemble) :
min
1≤i, j≤N
νi, j > λ max
1≤i, j≤N
µi, j, (4.126)
α− γ ≥ λβ ′, (4.127)
où :
νi, j = λi, j,min(LMIxi j), µi, j = λi, j,max(S1i jLMI−1εi j ST1i j),
avec λmin représentant la valeur propre minimale et λmax la valeur propre maximale,
LMIxi j correspondant à (4.102) et LMIεi j à (4.103). En conclusion, comme (4.102),
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(4.103) et (4.104) sont faisables, ce λ existera toujours.
Pour un α fixé, le nombre de variables scalaires de décision est :
Nv = 2(
(nx)(nx+1)
2
+Nnx+N(nx)
2+1). (4.128)
Remarque 4.23. A travers ce mémoire on a présenté plusieurs méthodes pour améliorer
la performance en boucle fermée. L’une des techniques plus intéressantes pour garantir
une bonne performance est de rechercher la fonction de Lyapunov (dépendante du pa-
ramètre) avec une décroissance la plus rapide vis-à-vis de l’entrée et de la sortie. Pour
trouver cette fonction on optimise le critère d’optimisation 4.101 dans le théorème 4.22.
La loi de commande par retour d’état et observateur dépendante du paramètre optimal
sera celle qui satisfait les inégalités matricielles 4.102, 4.103 et 4.104 tout en minimisant
le critère 4.101.
Pour obtenir une performance souhaitée, on peut imposer la vitesse de décroissance
de la fonction de Lyapunov en fixant les valeurs de η1 et η2 (voir théorème 4.13) et
recherchant la solution faisable. Dans le cas LPV la technique basée sur le placement
de pôles n’est pas applicable car imposer le placement de pôles pour les matrices d’état
correspondant aux sommets n’implique pas que pour un θ à l’intérieur du polytope Θ
la matrice d’état correspondante ait les pôles dans la région souhaitée.
La prise en compte d’une loi de commande par retour d’état et observateur dépendante
du paramètre est possible en introduisant les matrices supplémentaires Qgi et Qpi. Ils
existent des cas pour lesquels sans ces considérations, la synthèse d’une loi de com-
mande par retour d’état et observateur ISS stable par rapport à une perturbation bornée
est infaisable, comme même ces considérations ne garantissent pas l’existence d’une
fonction de Lyapunov. Avec ces considérations on réduit également le conservatisme.
Comme meme
4.2.3 La paramétrisation de Youla-Kucˇera
Soit le système LPV à temps discret avec un observateur de type LPV pour estimer
l’état (3.134). Afin d’améliorer la robustesse, un paramètre de Youla de type LPV est
considéré (3.150). La loi de commande est donnée par (3.151).
Le système sous une représentation augmentée a la forme :
xy(k+1) = Ay(θ(k))xy(k)+By(θ(k))n(k) (4.129)
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où :
xy(k) =
[
xo(k)
xQ(k)
]
, Ay(θ(k)) =
[
Ao(θ(k))−BeDQ(θ(k))Ce −BeCQ(θ(k))
BQ(θ(k))Ce AQ(θ(k))
]
,
By(θ(k)) =
[
Bwe −Le(θ(k))Dv−BeDQ(θ(k))Dv
0 BQ(θ(k))Dv
]
, Be =
[
B
0
]
,
Ce =
[
0 C
]
, Bwe =
[
Bw
Bw
]
, Le(θ(k)) =
[
0
L(θ(k))
]
avec la loi de commande :
u(k) =−Fx(θ(k))xy(k)−Fn(θ(k))n(k) (4.130)
où :
Fx(θ(k)) =
[
Fo(θ(k))+DQ(θ(k))Ce CQ(θ(k))
]
, Fxi = Fx(θi),
Fn(θ(k)) = [0 DQ(θ(k))Dv] et Fni = Fn(θi).
Pour cette loi de commande, nous considérons les contraintes (3.152). Le vecteur de
bruit est supposé borné (3.153).
Avec ces notations il sera donc possible d’obtenir les inégalités matricielles fournissant
le paramètre de Youla.
Pour le système incluant le paramètre de Youla, l’ellipsoïde Ey a l’expression (3.56) où :
Gy = G
T
y =
[
G11 G12
GT12 G22
]
≻ 0, G11 ∈ R2nxx2nx . (4.131)
Sa projection sur x est (3.58).
4.2.3.1 Synthèse du paramètre de Youla-Kucˇera
Par rapport à la loi de commande avec observateur synthétisée par le théorème 4.22,
en considérant des contraintes sur la commande (3.152), le but ici est d’obtenir une
meilleure robustesse vis-à-vis de la perturbation bornée (3.153). Afin d’atteindre cet
objectif, un paramètre de Youla de type LPV doit être synthétisé ayant comme critère
d’optimisation la maximisation de la projection ellipsoïdale de l’ellipsoïde invariant
satisfaisant les contraintes. Le gain en robustesse sera donné par la différence de volume
entre le système avec observateur et le système avec observateur et Youla.
Théorème 4.24. Considérons le système LPV à temps discret avec paramètre de Youla
(4.129), soumis à des contraintes sur la commande (3.152) et affecté par de perturba-
tions bornées (3.153). La synthèse du paramètre de Youla qui maximise la projection
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Epy (3.58) de l’ellipsoïde invariant Ey (3.56) satisfaisant les contraintes est réalisée en
résolvant :
min
X ,Y,Mi ,Ni ,Hi,R,DQi,α > 0,β ≥ 0,
Q,G11 = G
T
11 ≻ 0,S,W
− log det(ZG11ZT ) (4.132)
s.c. :
LMIi =


ΓQ+ΓTQ−ΓG ⋆ ⋆ ⋆
0 β I ⋆ ⋆
αΓQ 0 αΓG ⋆
ΓAi ΓBi 0 ΓG

≻ 0, (4.133)

ΓQ+Γ
T
Q−ΓG ⋆ ⋆
ΓFi u2maxI ⋆
0 FTni I

 0, i= 1,N, (4.134)
et
α−β ≥ 0, α > 0, β ≥ 0, (4.135)
avec :
ΓQ =
[
X I
R Y T
]
, (4.136)
ΓG =
[
G11 ⋆
ST W
]
, (4.137)
ΓAi =
[
AoiX−BeMi Aoi−BeDQiCe
Hi YAoi+NiCe
]
, (4.138)
ΓBi =
[
Bwe −LeiDv−BeDQiDv
Y TBwe −Y TLeiDv+NiDv
]
, (4.139)
ΓFi =
[
FoiX+Mi Foi+DQiCe
]
, i= 1,N, (4.140)
où ⋆ représente la valeur symétrique.
En supposant que le problème de maximisation ait une solution on obtient la paramé-
trisation de Youla dépendante du paramètre θ :∣∣∣∣∣∣∣∣∣∣∣
U,V obtenus par factorisation V TU = R−Y TX ,
BQi =V
−T (Ni+Y TBeDQi),
CQi = (Mi−DQiCeX)U−1,
AQi =V
−T (Hi−Y TAoiX+Y TBeDQiCeX−V TBQiCeX+Y TBeCQiU)U−1,
DQi = DQi i= 1,N
(4.141)
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et AQ(θ(k)) =
N
∑
i=1
λi(k)AQi, BQ(θ(k)) =
N
∑
i=1
λi(k)BQi, CQ(θ(k)) =
N
∑
i=1
λi(k)CQi,
DQ(θ(k)) =
N
∑
i=1
λi(k)DQi.
Démonstration. L’inégalité qui assure l’invariance (et l’ISS par rapport à une perturba-
tion bornée) pour un système LPV à temps discret est donnée par (3.159). La matrice
ajoutée pour réduire le conservatisme n’est pas dépendante du paramètre (Qgyi = Qgy).
Une transformation similaire à celle utilisée dans [92] est considérée :
Qgy =
[
X U1
U •
]
, Q−1gy =
[
Y V1
V •
]
(4.142)
où • sont des blocs deQgy etQ−1gy , déterminés uniquement par X ,Y ∈R2nxx2nx ,U ,U1,V ,
V1 ∈Rnqxnq tels queQgyQ−1gy = I. Nous considérons également que la taille du paramètre
de Youla est nq = 2nx (afin d’arriver à des inégalités matricielles affines en le paramètre
de Youla). Avec ces notations on peut dire schématiquement que la partie "système plus
observateur" correspond à X ,Y et la partie "Youla" àU , V ,U1, V1.
En multipliant à gauche et à droite l’inégalité (3.159) par diag(ΠT , I,ΠT ,ΠT ) et
diag(Π, I,Π,Π) respectivement, où Π =
[
I Y
0 V
]
et en considérant les variables de dé-
cision :∣∣∣∣∣∣∣∣∣∣∣∣∣∣
R= Y TX+V TU,
Mi = DQiCeX+CQiU,
Ni =−Y TBeDQi+V TBQi,
Hi = Y
TAoiX−Y TBeDQiCeX+V TBQiCeX−Y TBeCQiU+V TAQiU,
S= G11Y +G12V
W = Y TG11Y +V
TGT12Y +Y
TG12V +V
TG22V, i= 1,N
(4.143)
l’inégalité (4.133) est obtenue. On peut considérer α = β > 0.
Le critère d’optimisation a été conçu en sachant que ΠTGyΠ =
[
G11 S
ST W
]
. Et donc la
projection Eyp (3.58) sur l’espace d’état initial devient :
Eyp= {x | xT (TGyT T )−1x≤ 1}= {x | xT (ZG11ZT )−1x≤ 1,Z=
[
I 0
]
,T =
[
I 0 0
]
}.
(4.144)
Cette projection est maximisée en minimisant l’expression − log det(ZG11ZT ).
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La LMI assurant la satisfaction des contraintes (4.134) a été obtenue en pré- et post-
multipliant la LMI (3.161) par diag(ΠT , I, I) et diag(Π, I, I) avec les variables de déci-
sion (4.143).
Pour un α fixé, le nombre de variables scalaires de décision est :
Nv = 2
(2nx)(2nx+1)
2
+2Nnx+N(2nx)
2+N+1= (4N+1)n2x +(2N+1)nx+N+1.
(4.145)
Remarque 4.25. A travers le théorème présenté ci-dessus nous synthétisons le para-
mètre de Youla dépendant du paramètre θ , maximisant la projection ellipsoïdale de
l’ellipsoïde invariant satisfaisant les contraintes sur le sous-espace d’état initial pour un
système LPV à temps discret affecté par des perturbations bornées.
Une matrice supplémentaire Qgy a été introduite. La présence de cette matrice modifie
un peu le problème vis-à-vis de celui obtenu dans le cas LTI (les variables de décision
ne sont pas toutes les mêmes, le problème de factorisation diffère). Une raison pour ne
pas choisir une matrice Qgy pour chaque sommet (Qgyi) et donc une matrice Π pour
chaque sommet (Πi) vient du fait que dans ce dernier cas le produit ΠTi GyΠi, i = 1,N,
ne peut pas être mis sous une forme affine.
Comme critère d’optimisation on a choisi (dans le but d’améliorer la robustesse) de
maximiser la projection de l’ellipsoïde invariant situé à l’intérieur de tous les ellipsoïdes
invariants correspondant à chaque variation du paramètre. L’idée principale pour ne pas
considérer une fonction de Lyapunov dépendante du paramètre et donc un Gyi, i= 1,N,
est expliqué au chapitre 3 et consiste principalement dans le fait que pour un Gy ≺ Gyi
on ne peut pas assurer l’invariance si on n’impose pas que ce Gy vérifie les inégalités,
fait qui revient à considérer une fonction de Lyapunov unique.
4.2.3.2 Compromis entre la robustesse et la performance
Le paramètre de Youla de type LPV synthétisé en considérant comme critère d’opti-
misation la maximisation de la projection ellipsoïdale donne de très bons résultats en
termes de robustesse mais réduit la performance de la boucle fermée.
Une façon efficace d’améliorer les transitoires de la réponse est de considérer comme
précédemment une fonction de Lyapunov Vy = xTy Pyxy ayant une décroissance plus ra-
pide :
Vy(k)−Vy(k+1)≥ 1η (u(k)
TQ1u(k)+ y(k)
TQ2y(k)). (4.146)
150 Chapitre 4. Outils ensemblistes pour la synthèse d’une loi de commande robuste
En imposant cette nouvelle contrainte de performance, on obtient une dynamique plus
rapide pour le système avec le paramètre de Youla ainsi synthétisé. Plus la valeur de η
est grande, meilleures sont les performances en boucle fermée.
Théorème 4.26. Considérons le système LPV à temps discret avec un paramètre de
Youla (4.129) affecté par de perturbations bornées (3.153). La conception du para-
mètre de Youla qui maximise la projection Epy (3.58) de l’ellipsoïde invariant Ey (3.56)
satisfaisant les contraintes sur la commande (3.152) et les contraintes de performance
(4.146) est réalisée en résolvant :
min
X ,Y,Mi ,Ni ,Hi,R,DQi,α > 0,β ≥ 0,
Q,G11 = G
T
11 ≻ 0,S,W
− log det(ZG11ZT ) (4.147)
s.c. :
LMIi =


ΓQ+ΓTQ−ΓG ⋆ ⋆ ⋆ ⋆ ⋆
0 β I ⋆ ⋆ ⋆ ⋆
αΓQ 0 αΓG ⋆ ⋆ ⋆
ΓAi ΓBi 0 ΓG ⋆ ⋆
Q
1/2
2
[
C fX C f
]
Q
1/2
2
[
0 Dv
]
0 0 ηI 0
Q
1/2
1 ΓFi Q
1/2
1 Fni 0 0 0 ηI


≻ 0, (4.148)
(4.134) et (4.135), avec C f =
[
C 0
]
et ΓQ, ΓG, ΓAi, ΓBi et ΓFi donnés par (4.136),
(4.137), (4.138), (4.139) et (4.140), i= 1,N.
En supposant que le problème de maximisation ait une solution, on obtient la para-
métrisation de Youla dépendante du paramètre via (4.141) et AQ(θ(k)) =
N
∑
i=1
λi(k)AQi,
BQ(θ(k)) =
N
∑
i=1
λi(k)BQi, CQ(θ(k)) =
N
∑
i=1
λi(k)CQi, DQ(θ(k)) =
N
∑
i=1
λi(k)DQi.
Démonstration. Définissons Cz =
[
C f 0
]
, alors :
u(k)TQ1u(k)+ y(k)
TQ2y(k) =
=
[
xy(k)
n(k)
]T [
CTz Q
1/2
2 F
T
xiQ
1/2
1
[0 Dv]TQ
1/2
2 F
T
niQ
1/2
1
][
Q
1/2
2 Cz Q
1/2
2 [0 Dv]
Q
1/2
1 Fxi Q
1/2
1 Fni
][
xy(k)
n(k)
]
.
Grâce à la S-procédure, on obtient que (4.146) est satisfaite si il existe un α>0 et un
β ≥ 0 t.q. :
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−
[
αPy 0
PyAyi PyByi
]T [ 1
αP
−1
y 0
0 P−1y
][
αPy 0
PyAyi PyByi
]
+
[
Py 0
0 β I
]
−
− 1η

 CTz Q1/22 FTxiQ1/21[
0 Dv
]T
Q
1/2
2 F
T
niQ
1/2
1

[Q1/22 Cz Q1/22
[
0 Dv
]
Q
1/2
1 Fxi Q
1/2
1 Fni
]
 0
, i= 1,N.
(4.149)
Avec le complément de Schur, on arrive à :


Py 0 αPy ATyiPy
0 β I 0 BTyiPy
αPy 0 αPy 0
PyAyi PyByi 0 Py

−


CTz Q
1/2
2 F
T
xiQ
1/2
1[
0 Dv
]T
Q
1/2
2 F
T
niQ
1/2
1
0 0
0 0


[
1
η I 0
0 1η I
]
[
Q
1/2
2 Cz Q
1/2
2
[
0 Dv
]
0 0
Q
1/2
1 Fxi Q
1/2
1 Fni 0 0
]
 0, i= 1,N.
(4.150)
Après l’application du complément de Schur, on multiplie à gauche et à droite par
diag(ΠTQTgy, I,ΠTGy,ΠTGy, I, I) et diag(QgyΠ, I,GyΠ,GyΠ, I, I) avec Py=PTy =G−1y ≻
0. La matrice Qgy est donnée par (4.142). Enfin avec les variables de décision (4.143),
il en résulte l’inégalité (4.148). Pour un α fixé, le nombre de variables scalaires de
décision est donné par 4.145.
Remarque 4.27. Dans le théorème donné ci-dessus on a synthétisé un paramètre de
Youla dépendant du paramètre θ garantissant un certain compromis entre la robustesse
et la performance.
Comme précisé précédemment, dans ce mémoire on a présenté plusieurs méthodes
ayant comme but une amélioration en performance. Pour le cas LPV il est approprié
d’appliquer une technique basée sur la vitesse de décroissance de la fonction de Lya-
punov. La raison pour ne pas maximiser la vitesse de décroissance (comme dans le cas
LPV avec observateur) mais d’imposer plutôt une certaine décroissance est due au fait
que, en appliquant cette démarche, on peut plus facilement régler le compromis souhaité
entre la robustesse et la performance.
4.2.4 Mise en oeuvre en simulation
Afin de valider les résultats théoriques exposés ici, nous proposons le même système
LPV perturbé sous forme (3.80) avec les matrices (3.163) données dans la Section 3.2.4.
A travers le théorème 4.22, pour un α = β = γ = 0,29 et les matrices de pondération
Q1 = Q2 = 1, on obtient les retours d’état stabilisants :
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F1 =
[
−0,5219 −1,1978 1
]
, F2 =
[
−0,5217 1,2541 1
]
(4.151)
les gains de l’observateur :
L1 =
[
0,9342 −0,4628 1,0355
]T
, L2 =
[
0,9693 1,5008 1,1274
]T
(4.152)
et
η1 = 0,004634 η2 = 0,00034483. (4.153)
Cette loi de commande a été obtenue en recherchant la fonction de Lyapunov dépen-
dante du paramètre ayant la décroissance la plus rapide : plus η1 et η2 trouvées sont
petites, plus la fonction de Lyapunov aura une décroissance rapide et meilleure sera la
performance en boucle fermée.
L’étape suivante consiste, avec les retours d’état et les gains de l’observateur synthétisés
ci dessus, à rechercher l’ellipsoïde invariant ayant la plus grande projection sur le sous-
espace d’état initial (x(k)) en assurant la satisfaction des contraintes suivantes :
|| u ||2≤ umax = 1. (4.154)
En appliquant le théorème 3.19, la solution optimale est trouvée pour α = β = 0,024.
La projection ellipsoïdale que nous avons obtenue a un volume VO = 9,6065 et est
représentée Figure 4.14 par l’ellipsoïde bleu.
Pour les mêmes contraintes (4.154) nous allons maintenant essayer d’élargir cette pro-
jection en introduisant un paramètre de Youla de type LPV afin de réduire l’effet de
la perturbation. En appliquant le théorème 4.24, le paramètre de Youla qui agrandit la
projection maximale est déduit sous la forme :
AQ1 =


0,8025 0,5074 −0,0044 0 −0,7873 0
−0,2404 −0,7651 0,4097 0 0,5194 0
0,2261 0,4671 0,5890 0 −0,8637 0
0,0025 0,0077 −0,0044 0.8 −0,2787 0
0,0029 0,0116 −0,0051 −0.4 −0,4062 0.7
0,0019 0,0065 −0,0034 0 −0,5836 1


,BQ1 =


−0,7873
0,5194
−0,8637
0,1556
0,2310
0,4519


,
AQ2 =


0,7987 0,5036 0,0016 0 −0,7857 0
−0,2722 0,7762 0,4504 0 −0,7775 0
0,1792 −0,4494 0,6480 0 −0,0006 0
−0,0013 0,0039 0,0017 0,8 −0,2770 0
0,0016 −0,0062 −0,0023 −0,4 −0,0610 0,7
−0,0009 0,0032 0,0011 0 −0,5810 1


,BQ2 =


−0,7857
−0,7775
−0,0006
0,1923
0,3397
0,5464


,
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CQ1 =
[
−0,2979 −0,7363 0,5926 0,5219 0,9412 −1
]
,
CQ2 =
[
−0,3415 0,8006 0,6468 0,5217 −0,6999 −1
]
,
DQ1 =−0,2566,DQ2 = 0,5543.
(4.155)
Ce paramètre de Youla offrant la projection maximale a été obtenu pour α = β =
0,0061. La projection ellipsoïdale est donnée Figure 4.14 par l’ellipsoïde vert et a un
volume VY = 90,8139. On peut facilement voir que par l’introduction du paramètre de
Youla (ce qui apporte plus de degrés de liberté) une amélioration nette a été obtenue
en termes de volume de la projection ellipsoïdale. Ce gain en volume est une mesure
de l’amélioration en robustesse que nous avons obtenue, la perturbation a un effet plus
faible.
FIGURE 4.14: Projections ellipsoïdales maximales.
Pour obtenir un compromis entre la robustesse et la performance, un nouveau paramètre
de Youla a été ensuite synthétisé via le théorème 4.26 pour η = 3 et les matrices de
pondération Q1 = Q2 = 1.
La projection ellipsoïdale maximale correspondant à ce paramètre est donnée Figure
4.14 par l’ellipsoïde magenta. Cette projection a été obtenue pour α = β = 0,0091 et
a un volume VY p = 26,9785. On peut voir que cet ellipsoïde est plus petit que celui
obtenu sans considérer de critères de performance, mais il reste malgré tout supérieur à
celui obtenu pour le système avec observateur seul.
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On a également tracé Figure 4.14 la trajectoire de l’état pour un point initial :
x0 = [7,9146 0,1702 5,0997 0,0496 0,0022 0,0294 −7,9032 −0,1648
−5,0879 −0,0382 0,0032 −0,0175]
situé à l’intérieur de la projection ellipsoïdale obtenue pour le système avec Youla (sans
critère de performance) mais à l’extérieur de toutes les autres projections.
Les Figures 4.15 et 4.16 illustrent les évolutions temporelles de la commande et de la
sortie pour les trois cas : système avec observateur et critère de performance, système
avec observateur et Youla et système avec observateur, Youla et critère de performance.
On a considéré le comportement du système pour une perturbation en échelon d’am-
plitude 0,5 (revenant à Bw) sur le signal de commande à l’instant 0,005s, une per-
turbation en échelon d’amplitude 0,1 sur le signal de sortie à l’instant 0,013s et une
perturbation permanente sur le signal de sortie prenant des valeurs aléatoires dans l’in-
tervalle [−0,001 0,001] (valeurs correspondant à Dv). Pour les simulations temporelles
on considère seulement le cas particulier où θ commute entre le deux sommets à l’ins-
tant 0,001. Les perturbations considérées ici sont plus importantes que celle considérées
lors du calcul des ellipsoïdes invariants.
Les évolutions temporelles de la commande nous montrent que pour le système avec
Youla (avec/sans critère de performance) les contraintes sont satisfaites. En revanche,
pour le système avec observateur seul, ces contraintes (umax = 1) ne sont pas satisfaites
(ceci est dû au fait que le point initial de l’état est situé à l’extérieur de l’ellipsoïde
correspondant à ce cas et au fait que les perturbations sont plus importantes que celles
considérées pour le calcul des ellipsoïdes). On peut voir aussi que pour le système avec
la paramétrisation de Youla, les transitoires de l’entrée sont plus faibles et donc le sys-
tème est plus robuste. En ajoutant le critère de performance on obtient un paramètre de
Youla moins robuste mais qui satisfait malgré tout les contraintes.
temps(s)
FIGURE 4.15: Evolution temporelle de l’entrée.
4.2 Systèmes LPV à temps discret 155
Les évolutions temporelles de la sortie nous montrent qu’en ajoutant la paramétrisation
de Youla on diminue les performances en boucle fermée. En imposant un critère de
performance pour la synthèse du paramètre de Youla ce problème est finalement réglé.
Les performances dans ce dernier cas s’approchent visiblement de celles obtenues pour
le système avec observateur seul.
temps(s)
Observateur
FIGURE 4.16: Evolution temporelle de la sortie.
On voit également l’effet de la commutation entre les deux modes mentionnés précé-
demment. Malgré cette commutation, le système est ISS stable par rapport à la perturba-
tion bornée. On observe également que le système avec la paramétrisation de Youla est
plus sensible à cette commutation, inconvénient qui est réglé en considérant le système
avec le paramètre de Youla et contraintes sur la performance.
Ces résultats ont été obtenus par des simulations effectuées à l’aide du logiciel Yal-
mip [67] avec le solveur SeDuMi [104] dans l’environnement MatLab. Les simulations
temporelles ont été réalisées sous Simulink.
4.2.5 Conclusion
Considérant un système LPV à temps discret affecté par de perturbations bornées, cette
section a présenté une méthode efficace pour la conception d’une loi de commande par
retour d’état ISS stable par rapport à une perturbation bornée fournissant l’ellipsoïde
maximal satisfaisant les contraintes. Cette approche a ensuite été étendue à la synthèse
d’une loi de commande par retour d’état et observateur de type LPV stabilisante par
rapport à une perturbation bornée, assurant la décroissance la plus rapide de la fonc-
tion de Lyapunov dépendante du paramètre vis-à-vis de l’entrée et de la sortie (et donc
une bonne performance). Pour cette loi de commande, en ajoutant des contraintes, un
paramètre de Youla a enfin été synthétisé afin d’améliorer la robustesse du système,
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fournissant donc une projection maximale plus grande que celle obtenue pour le sys-
tème avec observateur seul. Ce paramètre de Youla offre de bons résultats en termes
de robustesse mais conduit à un comportement lent en boucle fermée en rejet de per-
turbations. Un compromis entre la robustesse et la performance a donc été atteint en
imposant un critère de performance (décroissance "calibrée" de la fonction de Lyapu-
nov) lors de la synthèse du paramètre de Youla. Le nouveau paramètre est moins robuste
(la commande possède plus de transitoires) mais permet de gagner en performance (la
sortie converge plus rapidement en cas de perturbations).
Cette approche a finalement été validée en simulation montrant l’impact positif des
techniques exposées dans cette partie, et illustrant l’intérêt des outils théoriques déve-
loppés dans le cadre de ce travail, non seulement pour les systèmes discrets LTI, mais
aussi dans un cadre LPV. Afin de rendre nos résultats les plus exploitables possibles,
le paragraphe suivant envisage l’application de nos outils à la classe de systèmes en
commutation.
4.3 Systèmes en commutation à temps discret
Rappelons qu’un système linéaire en commutation est un système dynamique hybride
composé de plusieurs sous-systèmes et d’une loi de commutation. Cette loi de commu-
tation dicte quel sous-système est actif à chaque instant de temps [64].
La synthèse d’une loi de commande avec observateur pour des systèmes en commuta-
tion a été étudiée dans la littérature sous différentes formes : [22] propose une méthode
pour la synthèse d’une loi de commande par retour d’état et observateur stabilisante, en
commutation, pour des système en commutation à temps discret qui ne sont pas affectés
par des perturbations. [62] présente une méthode dite ”deep pole assignment” pour étu-
dier la stabilisation des systèmes en commutation avec une dynamique a priori connue
pour chaque mode, mais avec les instants de commutation arbitraires. [48] étudie la
stabilisation des systèmes en commutation et des systèmes incertains en commutation
à temps discret avec une règle de commutation arbitraire pour des contrôleurs avec re-
tour de sortie et observateur statique. [85] synthétise un observateur en commutation (y
compris "state jumps") garantissant la convergence de l’erreur d’estimation à l’aide de
fonctions de Lyapunov multiples. [21] adresse le problème de l’analyse de la stabilité et
la synthèse d’une loi de commande pour des systèmes à temps discret en commutation
en utilisant une fonction de Lyapunov en commutation, [27] donne une méthode pour
le problème de la stabilisation des systèmes en commutation avec des perturbations
bornées.
Lorsque des perturbations permanentes agissent dans le processus, la notion de la “stabi-
lité entrée-état” (ISS) doit intervenir. Chaque sous-système du système en commutation
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est ISS si l’origine est un point asymptotiquement stable pour le sous-système LTI non
perturbé et si toutes les trajectoires de l’état sont bornées pour toutes les séquences de
perturbations bornées. En outre, si la perturbation s’estompe ensuite, le sous-système
converge asymptotiquement vers l’origine [66]. L’ISS par rapport à une perturbation
bornée pour le système en commutation est assurée si chaque mode est ISS pour toutes
les variations du paramètre possibles [63], [111].
Cette section traite des systèmes en commutation à temps discret affectés par des per-
turbations bornées. Nous proposons, tout d’abord, une technique ensembliste pour la
synthèse d’un retour d’état en commutation garantissant l’ISS par rapport à la perturba-
tion bornée et satisfaisant les contraintes sur la commande.
Si l’état n’est pas mesurable, un observateur est inséré dans le modèle. Ensuite une loi
de commande par retour d’état et observateur en commutation sera synthétisée en impo-
sant des contraintes sur la performance du système. Contrairement au cas LPV, pour le
système en commutation on peut imposer des contraintes sur le placement des pôles en
boucle fermée pour chaque mode (les autres méthodes pour améliorer la performance
peuvent être appliqués également mais on se restreint ici à cette technique).
Dans une deuxième partie, nous synthétisons un paramètre de Youla en commutation
qui maximise la projection de l’ellipsoïde invariant lorsque des contraintes sur l’entrée
sont considérées. L’introduction du paramètre de Youla en commutation conduit à une
projection maximale plus grande, mais avec des résultats dégradés en termes de tran-
sitoires en rejet de perturbations. Un compromis entre la robustesse et la performance
est alors réalisé via une méthode de placement de pôles, possible dans ce cas. A la dif-
férence du cas LPV, pour les systèmes en commutation, les matrices d’entrée ou de la
sortie peuvent elles aussi être en commutation sans faire appel à des méthodes intermé-
diaires pour traiter les cas avec observateur ou la paramétrisation de Youla.
Afin de valider les résultats théoriques, un système UPS (uninterruptible power supplies
- alimentation sans coupure) est considéré.
4.3.1 Synthèse d’une loi de commande par retour d’état
Soit le système discret en commutation (3.169) avec une loi de commande en commu-
tation donnée par (3.170).
σ est une règle de commutation prenant ses valeurs dans l’ensemble fini d’indices I =
{1, . . . ,N} : (Aσ , Bσ , Cσ , Fσ ) ∈ {(Ai, Bi, Ci, Fi), i= 1,N}. La règle de commutation
est inconnue a priori, mais sa valeur instantanée est disponible en temps réel.
On suppose toujours que le vecteur de perturbation est borné (3.173). On considère
également des contraintes sur la norme Euclidienne de la commande u(k) (3.174).
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L’ensemble ellipsoïdal est donné par (3.6).
Pour un système en commutation à temps discret, on peut donner maintenant les condi-
tions suffisantes garantissant l’ISS par rapport à une perturbation bornée indépendam-
ment de la séquence de commutation. Comme ces conditions sont similaires à celles
présentées pour le cas LPV, le théorème associé sera donné 4.20 en remplaçant B par
Bi. Un critère d’optimisation classique permet d’obtenir l’ellipsoïde invariant maximal
satisfaisant les contraintes.
Remarque 4.28. En considérant une fonction de Lyapunov unique (V (k) =
xT (k)Px(k) = xT (k)G−1x(k)) et en employant le critère d’optimisation (4.91) on re-
cherche en fait l’ellipsoïde invariant maximal situé à l’intérieur de l’intersection de tous
les ellipsoïdes maximaux associés à chaque mode. Le retour d’état synthétisé garantit
l’ISS vis-à-vis d’une perturbation bornée pour toute transition et indépendamment de la
séquence de commutation.
4.3.2 Synthèse d’une loi de commande par retour d’état et observateur
Cette section examine comme objectif principal la synthèse d’une loi de commande
avec observateur pour un système en commutation à temps discret affecté par des per-
turbations d’entrée et de sortie bornées. Le choix de concevoir une loi de commande
avec observateur en commutation s’explique en partie par le fait que, en réalité, il y a
des systèmes en commutation qui ne peuvent pas être stabilisés à l’aide d’une loi de
commande par retour d’état et observateur unique (qui ne dépend pas du paramètre σ ).
Soit le système en commutation (3.169) avec un observateur en commutation utilisé
pour estimer l’état (3.175) et une loi de commande donnée par (3.176). Pour ce sys-
tème, la représentation d’état augmentée est donnée par (3.177) et la loi de commande
correspondante par (3.178). Pour les systèmes en commutation, le système avec obser-
vateur et paramétrisation de Youla reste un système en commutation pour des matrices
d’entrée ou de sortie dépendantes du paramètre (Bσ etCσ ).
Selon la loi de commutation σ , les matrices (Aoσ , Boσ , Foσ ) prennent des valeurs dans
l’ensemble {(Aoi, Boi, Foi), i= 1,N}.
Le vecteur de bruit est considéré borné (3.179). Des contraintes sur la norme Eucli-
dienne de la commande sont également prises en compte (3.180).
L’ensemble ellipsoïdal a l’expression (3.37). Sa projection ellipsoïdale sur le sous-
espace x est donnée par (3.43).
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Dans le théorème suivant, on élabore les outils nécessaires et suffisants permettant de
synthétiser une loi de commande par retour d’état et observateur en commutation, stabi-
lisante par rapport à une perturbation bornée indépendamment de la séquence de com-
mutation garantissant le placement des pôles dans une région plus petite que le cercle
unité.
Théorème 4.29. Soit le système en commutation avec observateur (3.177), affecté par
des perturbations bornées (3.179). S’il existe Gi = GTi ≻ 0, Pi = PTi ≻ 0, QGi, QPi, Yi,
Ji, i= 1,N, α > 0, β ≥ 0 et γ ≥ 0 tels que :

QTgi+Qgi−Gi 0 αQTgi QTgiATi −Y Ti BTi
0 β I 0
[
Bw 0
]T
αQgi 0 αGi 0
AiQgi−BiYi
[
Bw 0
]
0 G j

≻ 0, (4.156)


Pi 0 αPi ATi Q
T
pi−CTi JTi
0 γI 0 [QpiBw − JiDv]T
αPi 0 αPi 0
QpiAi− JiCi [QpiBw − JiDv] 0 QTpi+Qpi−Pj

≻ 0, (4.157)
α− γ ≥ 0, α−β ≥ 0, (4.158)
[
r1(Q
T
gi+Qgi−Gi) QTgiATi −Y Ti BT
AiQgi−BYi r1Gi
]
 0, (4.159)
et [
r2Pi A
T
i Q
T
pi−CTi JTi
QpiAi− JiCi r2(QTpi+Qpi−Pi)
]
 0 i, j = 1,N, (4.160)
alors le système est ISS stable par rapport à une perturbation bornée et les pôles de la
boucle fermée sont placés dans le disque centré en (0,0) et de rayon ri (ri < 1). Les
retours d’état en commutation qui stabilisent le système au sens entrée-état vis-à-vis
d’une perturbation bornée sont donnés par :
Fi = YiQ
−1
gi , (4.161)
et les gains de l’observateur en commutation sont donnés par :
Li = Q
−1
pi Ji. (4.162)
Afin d’alléger la lecture du manuscrit, la démonstration assez longue de ce théorème est
donnée en Annexe B.
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Remarque 4.30. En appliquant le théorème donné ci-dessus on synthétise une loi de
commande par retour d’état et observateur en commutation, ISS stable par rapport à
une perturbation bornée et satisfaisant des contraintes en performance qui dans ce cas
peuvent être imposées via le placement de pôles (les autres méthodes peuvent être consi-
dérées également). On considère une fonction de Lyapunov en commutation (possible
via les matrices supplémentaires Qpi et Qgi) afin de réduire le conservatisme ou de
rendre le problème faisable (il existe des systèmes en commutation qui ne peuvent pas
être stabilisés à l’aide d’une loi de commande par retour d’état et observateur unique).
Afin de pouvoir imposer une dynamique plus rapide pour l’observateur on considère
que les valeurs propres de Ai−BiFi et de Ai−LiCi peuvent être placées dans des cercles
ayant des rayons différents (r1 et r2). On peut aller encore plus loin et imposer un rayon
pour chaque mode (r1i et r2i, i= 1,N).
4.3.3 La paramétrisation de Youla-Kucˇera
Soit le système en commutation avec observateur (3.177). Afin d’améliorer la robustesse
du système, un paramètre de Youla en commutation est inséré dans la boucle fermée
(3.181). La loi de commande a la forme (3.182).
Pour le système avec la paramétrisation de Youla, la représentation d’état augmentée
choisie est :
xy(k+1) = Ayσxy(k)+Byσn(k) (4.163)
où :
xy(k) =
[
xo(k)
xQ(k)
]
, Ayσ =
[
Aoσ −BeσDQσCeσ −BeσCQσ
BQσCeσ AQσ
]
, Beσ =
[
Bσ
0
]
,
Ceσ =
[
0 Cσ
]
, Byσ =
[
Bwe −LeσDv−BeσDQσDv
0 BQσDv
]
, Bwe =
[
Bw
Bw
]
, Leσ =
[
0
Lσ
]
avec la loi de commande :
u(k) =−Fxσxy(k)−Fnσn(k) (4.164)
où :
Fxσ =
[
Foσ +DQσCeσ CQσ
]
, Fnσ = [0 DQσDv].
Conformément à la loi de commutation σ , les matrices (AQσ , BQσ ,CQσ ,DQσ , Ayσ , Byσ ,
Fxσ , Fnσ ) prennent des valeurs dans {(AQi, BQi, CQi, DQi, Ayi, Byi, Fxi, Fni), i= 1,N}.
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Le vecteur de bruit n(k) =
[
w(k)
v(k)
]
est toujours considéré borné (3.185). Des contraintes
sur l’entrée sont également prises en compte (3.186).
L’ensemble ellipsoïdal est donné par (3.56) avec Gy =
[
G11 G12
GT12 G22
]
, G11 ∈ R2nxx2nx .
La projection ellipsoïdale de cet ellipsoïde sur le sous-espace x est donnée par (3.58).
4.3.3.1 Synthèse du paramètre de Youla-Kucˇera
Dans cette section, nous cherchons à améliorer la robustesse du système en commuta-
tion avec observateur par l’introduction d’un paramètre de Youla en commutation. Etant
donnés le retour d’état et le gain de l’observateur déterminés dans la section précédente,
nous synthétisons le paramètre de Youla en commutation fournissant l’ellipsoïde inva-
riant ayant la projection maximale sur le sous-espace d’état initial et satisfaisant les
contraintes (3.186). Le gain en robustesse sera donné par la différence de volume entre
la projection ellipsoïdale obtenue pour le système avec observateur et la projection el-
lipsoïde obtenue pour le système avec observateur et Youla. Dû à la similarité avec le
cas LPV, le théorème fournissant le paramètre de Youla et la projection maximale est
donné par 4.24 en remplaçant B par Bi etC parCi respectivement.
Remarque 4.31. Un paramètre de Youla en commutation est synthétisé afin de maxi-
miser la projection d’un ensemble ellipsoïdal invariant satisfaisant des contraintes et de
garantir l’ISS vis-à-vis d’une perturbation bornée.
Notons que, au lieu de synthétiser un retour d’état, un retour d’état avec observateur
ou un retour d’état avec observateur et Youla constants nous avons choisi de concevoir
des lois de commandes en commutation et d’introduire une matrice supplémentaire, en
réduisant de cette façon le conservatisme.
4.3.3.2 Compromis entre la robustesse et la performance
La synthèse d’un paramètre de Youla en commutation maximisant la projection d’un
ellipsoïde invariant offre de très bons résultats en termes de robustesse, mais conduit
classiquement à de moins bonnes performances en boucle fermée. Si les intervalles
entre les instants de commutation sont assez grands pour garantir en rejet de perturba-
tions l’adaptation de chaque mode, les transitoires du système peuvent être diminués en
imposant le placement des pôles de la boucle fermée de chaque mode dans une certaine
région de l’espace [74], [23]. Cette technique de placement de pôles affecte uniquement
le placement des pôles de la paramétrisation de Youla.
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Afin d’obtenir de meilleures performances en boucle fermée, les pôles de la boucle
fermée de chaque mode seront placés dans le disque centré en (0,0) et de rayon ri < 1
(plus le rayon est petit, plus les transitoires sont rapides).
Lemme 4.32. Pour le système avec le paramètre de Youla, la matrice Ayi a les pôles de
la boucle fermée dans le disque centré en (0,0) et de rayon ri (ri < 1 ) si et seulement
s’il existe Py = P
T
y > 0 tel que :[
riPy A
T
yiPy
PyAyi riPy
]
≻ 0, i= 1,N. (4.165)
Cette LMI est dérivée de (4.90) en remplaçant Ay par Ayi.
Théorème 4.33. Considérons le système en commutation à temps discret avec un pa-
ramètre de Youla (4.163), affecté par de perturbations bornées (3.185). La synthèse du
paramètre de Youla qui maximise la projection Epy (3.58) de l’ellipsoïde invariant Ey
(3.56) satisfaisant les contraintes sur la commande (3.186) et garantissant le place-
ment de pôles de la boucle fermée dans le disque centré en (0,0) et de rayon ri < 1 est
réalisée en résolvant :
min
X ,Y,Mi ,Ni ,Hi,R,DQi,α > 0,β ≥ 0,
Q,G11 = G
T
11 ≻ 0,S,W
− log det(ZG11ZT ) (4.166)
s.c. :
[
ri(ΓQ+ΓTQ−ΓG) ΓTAi
ΓAi riΓG
]
≻ 0, i= 1,N, (4.167)
(4.133), (4.134) et (4.135) avec ΓQ, ΓG, ΓAi, ΓBi et ΓFi donnés en (4.136), (4.137),
(4.138), (4.139) et (4.140).
En supposant que le problème de maximisation ait une solution, le paramètre de Youla
est calculé par (4.141)
Démonstration. La LMI (4.167) est obtenue par congruence de (4.165) avec
diag(ΠTQTgy,ΠTGy) et diag(QgyΠ,GyΠ), respectivement, avec les mêmes notations
qu’en (4.142), (4.143) et en remplaçant Be et Ce par Bei et Cei, i= 1,N.
Pour un α fixé, le nombre de variables scalaires de décision est donné par 4.145.
Remarque 4.34. Le théorème donné ci-dessus synthétise la paramétrisation de Youla en
commutation fournissant un compromis entre la robustesse (maximisation de la projec-
tion de l’ensemble invariant satisfaisant les contraintes malgré la présence des pertur-
bations) et la performance (placement des pôles dans un cercle plus petit que le cercle
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unité). Contrairement au cas LPV, pour les systèmes en commutation, la technique de
placement des pôles est applicable si les intervalles entre les instants de commutation
sont assez grands pour garantir en rejet de perturbations l’adaptation de chaque mode.
On a montré que des contraintes de placement des pôles peuvent être imposées pour
chaque mode. Évidement cette méthode conçue pour améliorer la performance peut
être appliquée simultanément avec les autres méthodes données précédemment.
4.3.4 Mise en oeuvre en simulation
Pour illustrer les méthodes d’analyse et de synthèse exposées dans les sections précé-
dentes, nous considérons un système UPS ("uninterruptible power supply") monophasé
[75] dont le circuit est représenté Figure 4.17. Un UPS représente une alimentation
d’énergie de secours qui fournit une alimentation d’urgence en cas de panne de courant.
Le système UPS garantit aussi une tension de sortie avec un faible niveau de distorsion
en présence de charges non linéaires.
+
-
+
-
a
b
E
S1 S2
S3 S4
us(t)
iL(t)
L
LOADCvC(t)
io(t)
FIGURE 4.17: Système UPS monophasé.
Comme dans [75], nous considérons que la charge (non linéaire) en commutation est un
redresseur avec filtrage capacitif, représenté sur la Figure 4.18.
+
-
a
b
CF
D1 D2
D3 D4
R
FIGURE 4.18: Redresseur à pont de Graetz avec filtrage capacitif.
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Quand le module "charge générique"-"LOAD" (voir Figure 4.17) est remplacé par le
redresseur à pont de Graetz avec filtrage capacitif, l’ensemble devient un système en
commutation à deux modes :
x˙s(t) = Acixs(t)+Bcius(t)+Bcww(t),
ys(t) = Ccixs(t)+Bvv(t), i= 1,2,
(4.168)
où xs(t) = [vC(t) iL(t)]T , ys(t) = vC(t), w(t) représente la perturbation sur l’état, v(t)
représente la perturbation sur la sortie et

Ac1 =
[
0 1
C
−1
L
0
]
,Bc1 =
[
0
1
L
]
,Cc1 =
[
1 0
]
si D1, . . . ,D4 off ;
Ac2 =
[ −1
R(C+CF )
1
C+CF
−1
L
0
]
,Bc2 =
[
0
1
L
]
,Cc2 =
[
1 0
]
si D1,D4 on, ou D2,D3 on.
Si le courant de charge io(t) est égal à zéro (décharge du condensateur CF ), le système
(4.168) fonctionne en mode 1, si le courant de charge est différent de zéro alors le
système fonctionne en mode 2.
À titre d’observation, nous mentionnons que la tension aux bornes du condensateur du
redresseur à pont vCF(t) n’est pas contrôlable par l’entrée us(t) et n’est pas incluse dans
(4.168). Les interrupteurs S1, S2, S3 et S4 sont commandés par us(t).
Après discrétisation, à la période d’échantillonnage Ts et en incluant des convertisseurs
numérique-analogique et analogique-numérique, le système (4.168) devient :
xs(k+1) = Adixs(k)+Bdius(k)+Bdww(k),
ys(k) = Cdixs(k)+Bvv(k), i= 1,2.
(4.169)
Afin d’annuler les erreurs statiques, une action intégrale est ajoutée :
us(k) = us(k−1)+∆us(k).
Le système final a donc la forme (3.169) avec :
x(k) =
[
xs(k)
us(k−1)
]
, u(k) = ∆us(k), y(k) = ys(k), Bw =
[
Bdw
0
]
,
Ai =
[
Adi Bdi
0 1
]
, Bi =
[
Bdi
1
]
, Ci =
[
Cdi 0
]
, i= 1,2.
Les valeurs numériques utilisées sont : tension de sortie nominaleVo= 110VRMS(60Hz),
tension d’entrée E = 250V , fréquence de commutation fsw = 108000Hz, période
d’échantillonnage Ts = 1/108000s, inductance du filtre L = 1mH, capacité du filtre
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C = 100µF , la charge en commutation (Figure 4.18) R= 24Ω etCF = 330µF , la puis-
sance nominale de sortie est 0,5kVA et le filtre a une fréquence naturelle 20 fois in-
férieure à la fréquence de commutation [75]. Il est supposé que les diodes D1, . . . ,D4
sont idéales. Avec ces valeurs et en considérant un actionneur ayant un maximum de
2% d’erreur d’entrée (Bw) et un capteur de sortie affecté par une perte d’au maximum
0,2% de la tension de sortie nominale (≈ 150V ) on obtient :
Ad1 =
[
0,9574 0,9128
−0,0913 0,9574
]
, Ad2 =
[
0,9812 0,2137
−0,0919 0,9901
]
,
Bd1 =
[
0,0426 0,0913
]T
, Bd2 =
[
0,0099 0,0923
]T
,
Cd1 =Cd2 =
[
1 0
]
, Bdw = [0,0002 0,0018]T ,Dv = 0,3.
En appliquant le théorème 4.29 avec r1 = r2 = 0,96 (le rayon du cercle où les pôles
en boucle fermée sont placés) α = 0,001, β = 0,00089 et γ = 0,0009, on obtient les
retours d’état stabilisants :
F1 =
[
0,3382 3,5227 1,0001
]
, F2 =
[
0,3440 3,1172 1,0001
]
(4.170)
et les gains de l’observateur :
L1 =
[
0,8062 0,1972 0,1996
]T
, L2 =
[
0,7468 0,2730 0,2569
]T
. (4.171)
Il faut rappeler que plus le rayon du cercle incluant les pôles de la boucle fermée est
petit, plus on gagne en performance.
Nous considérons la contrainte suivante sur l’entrée
| u(k) |=| ∆us(k) |≤ 25V, (4.172)
représentant la variation maximale acceptée pour la commande.
Avec cette contrainte on calcule via le théorème 3.19 (en remplaçant B par Bi) l’el-
lipsoïde invariant satisfaisant les contraintes malgré la présence d’une perturbation et
ayant la projection maximale sur le sous-espace d’état initial. Cette projection maxi-
male ellipsoïdale est donnée Figure 4.19 par l’ellipsoïde bleu et a un volume VO =
2,9839 ·105V 2A. Les valeurs optimales de α et β pour lesquelles nous avons obtenu la
projection maximale sont α = β = 0,012.
Afin d’améliorer le résultat en termes de robustesse, on synthétise via le théorème 4.24
(en remplaçant B par Bi), à partir de 4.170 et 4.171 le paramètre de Youla fournissant
l’ellipsoïde invariant satisfaisant les contraintes (4.172) et ayant la projection maximale
sur le sous-espace d’état initial. Ce paramètre est :
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AQ1 =


0,9606 0,9176 0,0388 −0,5107 0 0
−0,0844 0,9678 0,0833 −0,0813 0 0
0,0751 0,1139 0,9126 −0,1301 0 0
0 0 0 0,4503 0,9128 0,0426
0 0 0 −0,1648 0,9574 0,0913
0 0 0 −0,0457 0 1


,
AQ2 =


0,9821 0,2113 0,0089 −0,4177 0 0
−0,0835 0,9689 0,0824 −0,0739 0 0
0,0904 −0,2298 0,8934 −0,0574 0 0
0 −0,0001 0 0,5636 0,2137 0,0099
0 0 0 −0,1646 0,9901 0,0923
0 0 0 −0,0444 0 1


,
BQ1 =
[
−0,5107 −0,0813 −0,1301 0,2991 0,1236 0,1539
]T
BQ2 =
[
−0,4177 −0,0739 −0,0574 0,3292 0,2003 0,2125
]T
,
CQ1 =
[
0,4132 3,6366 0,9127 −0,4226 −3,5227 −1,0001
]
,
CQ2 =
[
0,4343 2,8875 0,8935 −0,3569 −3,1172 −1,0001
]
,
DQ1 =−0,0844, DQ2 =−0,013.
(4.173)
Pour le système avec le paramètre de Youla la projection maximale est donnée Fi-
gure 4.19 par l’ellipsoïde vert. Elle a été obtenue pour α = β = 0,025 et a un volume
VY = 5,6107 ·107V 2A. Le gain en robustesse (la différence de volume entre l’ellipsoïde
obtenu pour le système avec observateur et l’ellipsoïde obtenu pour système le avec
observateur et Youla) est tout à fait conséquente.
Un compromis entre la robustesse et la performance est obtenu par la technique de
placement de pôles (théorème 4.33). Nous cherchons maintenant un paramètre de Youla
en commutation tel que les pôles de chaque mode soient placés dans le cercle centré à
l’origine et de rayon r = 0,965 (pour le paramètre de Youla précédent, la valeur propre
maximale en boucle fermée est de 0,9871). La projection maximale obtenue pour ce
nouveau paramètre (l’ellipsoïde rouge Figure 4.19) a un volumeVY p = 4,3918 ·106V 2A
et il a été obtenu pour α = β = 0,069. On constate que la projection maximale a un
volume inférieur à celui obtenu pour le paramètre de Youla précédent, mais plus grand
que celui obtenu pour le système avec observateur.
Les Figure 4.20 et 4.21 donnent les évolutions temporelles de la commande et la tension
de sortie et le courant de charge pour le système UPS dans les trois cas : système avec
observateur et critère de performance, système avec observateur et Youla et système
avec observateur, Youla et critère de performance.
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FIGURE 4.19: Projections ellipsoidales maximales.
Pour ces évolutions dans le domaine temporel, nous avons considéré un signal de réfé-
rence sinusoïdal, une perturbation en échelon affectant l’état à l’instant 8ms avec une
amplitude de 3V et un signal aléatoire sur la sortie prenant des valeurs aléatoires dans
l’intervalle [−10V 10V ]. L’effet de la perturbation sur l’état est visible plutôt sur la ten-
sion de sortie. Les perturbations considérées ici sont plus importantes que celle consi-
dérées lors du calcul des ellipsoïdes invariants.
Les évolutions temporelles de la commande (Figure 4.20) nous montrent que, pour le
système avec la paramétrisation de Youla (avec/sans critère de performance), l’effet
des perturbations sur le signal d’entrée a diminué et donc le système est plus robuste.
En revanche, pour le système avec observateur seul on peut noter des transitoires non-
négligeables de la commande.
Pour les évolutions temporelles des sorties, on voit que le système avec Youla suit le
signal sinusoïdale plus lentement. En considérant des contraintes de performance, on
obtient presque les mêmes résultats que ceux constatés pour le système avec observateur
seul.
En guise de conclusion, pour le système avec Youla et contraintes sur la performance,
les courbes de la tension de sortie et du courant de charge sont très proches à celles
obtenues pour le système avec observateur. En outre, l’impact du bruit sur la commande
reste faible.
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temps(ms)
FIGURE 4.20: Evolution temporelle du signal de commande.
temps (ms)
FIGURE 4.21: Tension de sortie et courant de charge pour le système UPS
Ces résultats ont été obtenus par des simulations effectuées à l’aide du logiciel Yal-
mip [67] avec le solveur SeDuMi [104] dans l’environnement MatLab. Les simulations
temporelles ont été réalisées sous Simulink.
4.3.5 Conclusion
Étant donné un système linéaire en commutation à temps discret affecté par des per-
turbations bornées, cette section a permis de mettre en oeuvre des méthodes efficaces
pour la synthèse d’une loi de commande par retour d’état satisfaisant des contraintes
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sur l’entrée, d’une loi de commande avec observateur satisfaisant des contraintes de
performance et enfin d’une loi de commande avec observateur et paramètre de Youla
satisfaisant des contraintes sur l’entrée et des contraintes de performance. Le paramètre
de Youla est synthétisé en considérant comme critère d’optimisation la maximisation
de la projection de l’ellipsoïde invariant sur l’espace de l’état initial. Ce paramètre offre
une très bonne robustesse mais peut conduire à un ralentissement des performances en
boucle fermée. Afin d’obtenir un compromis entre la robustesse et la performance, on
impose lors de la synthèse le placement des pôles de la boucle fermée dans un région
restreinte du cercle unité.
4.4 Conclusions
Ce chapitre a permis de structurer des lois de commande à la fois robustes et perfor-
mantes pour des systèmes LTI, LPV ou en commutation à temps discret affectés par des
perturbations bornées. Pour chaque classe de systèmes considérés, ont été abordées suc-
cessivement la synthèse d’un retour d’état classique, d’un retour d’état avec observateur
et d’un retour d’état avec observateur et paramétrisation de Youla.
Pour tous ces système à temps discret affectés par des perturbations bornées, une com-
mande par retour d’état robuste stabilisante vis-à-vis de la perturbation bornée a été éla-
borée. Le critère d’optimisation retenu pour cela a été la maximisation de l’ellipsoïde
invariant satisfaisant des contraintes sur la commande. Pour le système LPV (respec-
tivement en commutation), le retour d’état synthétisé est de type LPV (respectivement
en commutation). Dans ces deux cas la fonction de Lyapunov n’est pas dépendante du
paramètre car, en présence d’une perturbation, la condition d’invariance garantit l’inva-
riance de chaque ellipsoïde correspondant à chaque mode mais elle ne garantit pas qu’à
l’intérieur de ces ellipsoïdes la fonction de Lyapunov soit monotone décroissante c’est
pour cela qu’une fonction de Lyapunov unique a été employée. Des matrices supplé-
mentaires (Qgi) ont été introduites pour réduire le conservatisme. La prise en compte
des perturbations a été possible grâce à la S-procédure. Les LMIs correspondantes aux
contraintes ont été obtenues via les propriétés de la norme euclidienne. La notation
Y = FG (ou Yi = FiG dans le cas LPV et en commutation) a permis l’obtention de BMIs
avec une seule variable scalaire qui multiplie une autre variable de décision (problème
qui peut être facilement résolu par une simple boucle).
Par ailleurs, si l’état n’est pas mesurable, un observateur doit être mise en oeuvre. Alors,
pour chaque classe de systèmes, il a été synthétisé un retour d’état et un gain d’observa-
teur stabilisants en considérant des contraintes sur la performance et non des contraintes
sur l’entrée à cause de l’impossibilité de satisfaire les réciproques des théorèmes donnés
pour la synthèse de la loi de commande par retour d’état et observateur. Pour le système
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LTI, on a imposé le placement des pôles dans une région plus restreinte que le cercle
unité. Pour le système LPV, on recherche le retour d’état et le gain de l’observateur
donnant la décroissance la plus rapide de la fonction de Lyapunov vis-à-vis de l’entrée
et de la sortie car une méthode basée sur le placement des pôles n’est plus adéquate.
Pour le système en commutation, on impose le placement de pôles pour chaque mode
dans le cercle centré à l’origine et de rayon ri < 1, i = 1,N (afin de pouvoir imposer
une dynamique plus rapide pour l’observateur on considère que les valeurs propres du
retour d’état et de l’observateur peuvent être placées dans des cercles ayant de rayons
différents).
Pour le systèmes LPV ou en commutation, le retour d’état et le gain de l’observateur
sont de type LPV ou en commutation, respectivement. En introduisant des matrices sup-
plémentaires on peut considérer que la fonction de Lyapunov est dépendante du para-
mètre (il existe des systèmes LPV ou en commutation qui ne peuvent pas être stabilisés
à l’aide d’une loi de commande par retour d’état et observateur unique).
L’obtention des inégalités présentées lors des théorèmes donnés pour la synthèse d’une
loi de commande par retour d’état et observateur a été possible grâce à une augmen-
tation qui a permis de considérer que le système et l’observateur peuvent être affectés
tous les deux par des perturbations a priori différentes. Les différentes techniques de
performance peuvent être combinées si souhaité (ou si possible).
Le but est de synthétiser une loi de commande par retour d’état et observateur ayant une
bonne performance et de la robustifier à travers la paramétrisation de Youla en ajoutant
des contraintes sur la commande. Donc, avec ce retour d’état et ce gain d’observateur,
une dernière étape a consisté en la synthèse d’un paramètre de Youla fournissant la
projection maximale (pour toute transition dans le cas LPV et en commutation) sur le
sous-espace d’état initial. Cette projection est notablement plus grande que celle obte-
nue pour le système avec observateur seul parce que, en introduisant la paramétrisation
de Youla, on introduit des degrés de liberté et parce que le paramètre de Youla réduit
l’effet de la perturbation. La synthèse d’un paramètre de Youla en utilisant des outils
ensemblistes et la synthèse d’une loi de commande par retour d’état et observateur pour
des systèmes affectés par de perturbations bornées représente des nouveautés dans la
littérature.
La paramétrisation de Youla garantit de bons résultats en termes de robustesse mais dé-
grade les performances en boucle fermée. Cet inconvénient a été surmonté en ajoutant
des contraintes sur la performance. Pour le système LTI, on considère des contraintes
sur la fonction de Lyapunov ou sur le placement de pôles, pour le système LPV on
impose des contraintes sur la décroissance de la fonction de Lyapunov et pour le sys-
tème en commutation, on adopte des contraintes sur le placement des pôles. Le nouveau
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paramètre offre ainsi un bon compromis entre la robustesse et la performance. La rai-
son pour ne pas maximiser la vitesse de décroissance (comme dans le cas LPV avec
observateur) mais d’imposer plutôt une certaine décroissance est due au fait que, en ap-
pliquant cette démarche, on peut plus facilement régler le compromis souhaité entre la
robustesse et la performance.
Pour le systèmes LPV ou en commutation, le paramètre de Youla est de type LPV ou
en commutation, respectivement. Les manipulations effectuées sur les inégalités matri-
cielles afin d’obtenir le paramètre de Youla ne permettent pas de considérer une fonc-
tion de Lyapunov dépendante du paramètre mais on peut toujours introduire une matrice
supplémentaire afin de réduire le conservatisme.
Les techniques proposées permettent d’obtenir une loi de commande à la fois robuste et
performante pour des systèmes à temps discret affectés par des perturbations bornées en
utilisant des techniques ensemblistes ayant un dégrée de complexité réduit. On à abouti
dans un premier temps la synthèse d’une loi de commande par retour d’état robuste,
qui maximise l’ellipsoïde invariant maximal. Puis si un observateur est considéré pour
estimer l’état on s’est proposé de synthétiser une loi de commande par retour d’état
et observateur performante qui ensuite sera robustifiée en introduisant un paramètre de
Youla recherché afin de maximiser la projection ellipsoïdale. Cet paramètre de Youla
offre des très bons résultats en robustesse (la nouvelle projection est significativement
plus grande que celle obtenue pour le système avec observateur seul) mais dégrade la
performance. Si on souhaite un compromis entre la performance et la robustesse, un
nouveau paramètre de Youla peut être synthétisé en ajoutant des contraintes de perfor-
mance. Avec ce nouveau paramètre on obtient une projection plus petite mais qui restée
tout de même supérieure à celle obtenue pour le système avec observateur seul (donc
on garde un dégrée de robustesse) et une dynamique plus rapide en boucle fermée (on
gagne en performance).
Pour chaque classe de systèmes considérés, un exemple explicatif a permis de valider en
simulation l’ensemble des outils théoriques développés, confortant systématiquement
l’intérêt de la structure la plus complète (loi de commande par retour d’état, loi de com-
mande par retour d’état et observateur avec contraintes sur la performance, paramètre
de Youla avec/sans critère sur la performance).
Tous ces résultats valident aussi l’attrait de l’utilisation des ensembles invariants dans
un but de synthèse d’une loi de commande robuste. Cet aspect constitue avant tout le
caractère novateur de nos travaux de recherche.

Chapitre 5
Mise en oeuvre sur un convertisseur
Buck DC-DC
Les convertisseurs de type DC-DC sont des circuits électroniques de puissance très sou-
vent intégrés dans les équipements d’alimentation d’énergie pour la plupart des produits
électroniques (ordinateurs personnels, équipement de bureau, systèmes d’alimentation
de vaisseaux spatiaux, ordinateurs portables et équipements de télécommunications),
ou dans des applications spécialisées en forte puissance telles que la charge de batterie
ainsi que les moteurs à courant continu.
Le choix des méthodes de contrôle joue un rôle décisif pour la performance des conver-
tisseurs DC-DC. Différentes méthodes ont été employées pour la modélisation et la
commande des convertisseurs DC-DC. Dans [34], [83], [87], [7] des techniques de com-
mande numériques qui combinent le contrôle direct de la tension avec une dynamique
rapide ont été mises en oeuvre, dans [6] une méthode de type RHC explicite a été appli-
quée à un convertisseur DC-DC. Mais à notre connaissance, aucune approche ensem-
bliste n’a été mise en oeuvre dans la littérature spécialisée afin d’élaborer une stratégie
de commande pour ce type de système.
Les convertisseurs DC-DC les plus répandus sont de plusieurs types, parmi lesquels
le Buck, Boost ou Buck-Boost. Le Buck diminue et le Boost augmente la tension de
sortie par rapport à une tension d’entrée. Le convertisseur Buck-Boost peut fonction-
ner comme un convertisseur Buck ou comme un convertisseur Boost selon le rapport
cyclique d’un ou plusieurs commutateurs dans le convertisseur. Ainsi, un convertisseur
Buck est un convertisseur de puissance de type DC-DC, communément appelé "abais-
seur" ("Step Down Converter" en anglais) car il permet de transformer la tension pré-
sente sur le port d’entrée en une tension inférieure, souvent une tension d’alimentation.
Un convertisseur Buck bien conçu peut être remarquablement efficace (95% ou plus
pour les circuits intégrés) ce qui le rend ainsi très utile pour des tâches telles que la
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conversion de la tension 12− 24 V de la batterie d’un ordinateur portable en quelques
volts nécessaires pour le processeur.
Le tutoriel [31] montre comment les techniques d’analyse de l’établissement d’un mo-
dèle moyen et de linéarisation sont appliquées au convertisseur Buck pour obtenir des
équations simples qui pourront ensuite être utilisées pour la synthèse d’une loi de com-
mande.
A partir des démarches mises en oeuvre aux chapitres précédents, ce chapitre propose
l’application des techniques ensemblistes pour la synthèse d’une loi de commande ro-
buste, afin de contrôler un convertisseur Buck DC-DC. Pour ce système linéaire à temps
discret, soumis à des perturbations et des contraintes, deux cas seront étudiés : le sys-
tème avec charge résistive fixe et le système avec charge résistive variable.
Pour le système avec charge résistive fixe on commencera par la synthèse d’un retour
d’état qui maximise l’ellipsoïde invariant satisfaisant les contraintes sur la commande
et sur le courant dans l’inductance. Afin d’améliorer les résultats en termes de perfor-
mance, des contraintes sur le placement des pôles sont ajoutées lors de la synthèse de la
loi de commande. Si on veut réduire le nombre des capteurs, un observateur est consi-
déré afin d’estimer l’état. On synthétise maintenant la loi de commande par retour d’état
et observateur ISS stable garantissant une fonction de Lyapunov ayant la vitesse de dé-
croissance la plus rapide vis-à-vis de la commande et de la sortie, et donc une bonne
performance en boucle fermée. Cette loi de commande sera ensuite robustifiée via la
paramétrisation de Youla en ajoutant des contraintes sur le rapport cyclique et le cou-
rant. Si un compromis entre la robustesse et la performance est souhaité, on ajoute des
contraintes sur le placement des pôles lors de la synthèse du paramètre de Youla. Les
évolutions temporelles de la tension, du courant et du rapport cyclique sont tracées pour
montrer le comportement du convertisseur.
Pour le système avec charge résistive variable, le modèle est mis sous forme LPV et on
synthétise un retour d’état maximisant l’ellipsoïde invariant satisfaisant les contraintes.
Pour obtenir des meilleures résultats en termes de performance, la technique basée sur
la décroissance de la fonction de Lyapunov est considérée.
Les objectifs visés par cette association des ensembles invariants avec la synthèse d’un
retour d’état pour un convertisseur de type Buck DC-DC sont d’élargir la région de l’es-
pace où les contraintes sont satisfaites en cas de perturbations agissant sur le système,
comme cela a toujours été le cas tout au long de ce travail.
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5.1 Convertisseur Buck DC-DC avec charge résistive constante
Le convertisseur Buck DC-DC est commandé en pilotant un certain rapport cyclique
fonction de l’état de l’interrupteur. Le schéma de base d’un convertisseur Buck [31] est
donné Figure 5.1.
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FIGURE 5.1: Schéma de base d’un convertisseur Buck.
Le principe de fonctionnement est le suivant :
– dans l’état passant, lorsque l’interrupteur se ferme, la tension aux bornes de l’in-
ductance vaut VL = Vin−Vc, le courant I commence à circuler dans l’inductance en
s’amplifiant linéairement. Il traverse aussi le condensateur de filtrage et la charge.
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FIGURE 5.2: Interrupteur passant.
– dans l’état bloqué, lorsque l’interrupteur s’ouvre, la tension aux bornes de l’induc-
tance vaut VL = −Vc, le courant continue à circuler dans l’inductance via la diode
mais il décroît.
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FIGURE 5.3: Interrupteur bloqué.
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Le courant traversant l’inductance I et la tension du condensateur Vc sont les deux élé-
ments du vecteur d’état xc, tandis que la grandeur d’entrée est donnée par Vin. Selon la
position de l’interrupteur la représentation d’état en temps continu est :
– diode on (interrupteur fermé) : x˙c = Aonxc+BonVin,
– diode off (interrupteur ouvert) : x˙c = Ao f f xc+Bo f fVin
avec :
xc =
[
I
Vc
]
, Aon = Ao f f =
[
0 −1
L
1
C
−1
RC
]
, Bon =
[
1
L
0
]
, Bo f f =
[
0
0
]
. (5.1)
Une seule équation peut être considérée pour décrire approximativement le conver-
tisseur sur un certain nombre de cycles de commutation en prenant simplement une
moyenne pondérée linéaire des équations correspondant à chaque variation du para-
mètre du convertisseur Buck DC-DC.
Le modèle moyen de la représentation d’état du convertisseur est :
x˙c = A˜xc+ B˜Vin,
y = Ccxc+Dcvv.
(5.2)
où :
A˜ = dAon+(1−d)Ao f f ,
B˜ = dBon+(1−d)Bo f f
(5.3)
et d s’appelle le rapport cyclique du système en commutation.
Dés lors que le rapport cyclique apparaît dans la matrice B˜, le modèle moyen est donc
variable dans le temps. Pour simplifier le modèle, on linéarise (5.2) en considérant de
petites variations pour chaque variable :
xc = x0+ x˜, Vin =Vin0+V˜in et d = d0+ d˜
avec x˜≪ x0, V˜in ≪Vin0 et d˜≪ d0.
En négligeant les produits des petits signaux, (5.2) devient :
˙˜x = A˜x˜+Bcu˜+Bcww
y = Ccx˜+Dcvv
(5.4)
où :
Bc =
[
Vin0
L
0
]
, Cc = [0 1], Bcw =Vm
[
d0
L
0
]
, w=
V˜in
Vm
, wTw≤ 1,
la commande u˜ est en fait par d˜, ±Vm correspond à la variation maximale admissible de
Vin et Dcv représente la perturbation de mesure.
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A partir de là, le système associé au convertisseur peut être discrétisé (en incluant des
convertisseurs numérique-analogique et analogique-numérique), sous la forme :
xd(k+1) = Adxd(k)+Bdu(k)+Bdww(k),
yd(k) = Cdxd(k)+Ddvv(k)
(5.5)
où xd représente l’état x˜ discrétisé, l’entrée u correspond à d˜ en temps discret, w ∈ Rnw
est la perturbation sur l’état correspondant à V˜in en temps discret, et yd est la tension du
condensateur en temps discret.
Pour valider les résultats théoriques, considérons le convertisseur Buck DC-DC Figure
5.1 avec L= 220µH,C= 47µF et R= 6Ω. En suivant les étapes précédentes, le système
associé au convertisseur peut s’écrire sous la forme (3.1) avec :
Ad =
[
0,8882 −0,2
0,9361 0,7322
]
, Bd =
[
5,2466
2,6832
]
, Cd =
[
0 1
]
, Dd = 0,
Bdw =
[
0,1093
0,0559
]
, Dv = Ddv = 0,1.
(5.6)
Les valeurs utilisées par la suite sont : la période d’échantillonnage T = 50 · 10−6s, la
fréquence de commutation 1/T , d0 = 0,5, Vin0 = 24V et Vc0 =V0 = 12V .
Le rapport cyclique d réside dans l’intervalle [0 1], mais en raison des contraintes
physiques, nous considérons qu’il évolue uniquement dans l’intervalle [0,1 0,9]. Cela
signifie que (d0+ d˜) ∈ [0,1 0,9], d’où la contrainte sur l’entrée :
|| d˜ ||2≤ dmax où dmax = 0,4. (5.7)
Pour les contraintes sur le courant traversant l’inductance, nous considérons la forme
d’onde représentée Figure 5.4 avec :
Imax = Imin+
Vin−V
L
dT avec V = dVin (5.8)
donc
∆I = Imax− Imin = (1−d)V
L
T (5.9)
et
Imax = Im+
∆I
2
= Im+
(1−d)V
2L
T (5.10)
où Im est le courant moyen.
La dernière équation obtenue est variable dans le temps, il convient donc de la linéariser
en considérant de petites variations pour chaque variable :
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t
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Im
Vin−V
L
I
dT T 2T 3T
FIGURE 5.4: Courant de l’inductance.
I˜max+ Imax0 = I˜m+ Im0+
(1−d˜−d0)(V˜+V0)
2L T,
où Imax0 = Im0, (d˜ ·V˜ )≈ 0
et donc :
I˜max = I˜m+
(1−d0)T
2L
V˜ − V0T
2L
d˜. (5.11)
Si on impose :
Imax ≤ 2Imax0 où Imax0 = V0
R
+
V0(1−d0)T
2L
,
la contrainte imposée sur le courant traversant l’inductance devient :
|| I˜max ||2≤ Imax0 = 2,6818A≈ 3A. (5.12)
Dans la synthèse on a imposé une contrainte Imax ≤ 6A.
5.1.1 Loi de commande par retour d’état
Soit le système sous la forme (3.1) avec les matrices (5.6). Afin d’annuler les erreurs
statiques, on ajoute une action intégrale en sortie :
z(k+1) = z(k)+Cdxd(k)−V˜re f , (5.13)
où Vre f est la tension de référence et z ∈ Rp est l’action intégrale. On considère V˜re f =
0V , c.-à-d. Vre f = 12V , sachant que notre objectif est d’amener le système à l’équilibre.
Le système augmenté s’écrit également sous la forme (3.1) avec :
x(k) =
[
xd(k)
z(k)
]
, A=
[
Ad 0
C I
]
, B=
[
Bd
0
]
, C =
[
Cd 0
]
, D= 0, Bw =
[
Bdw
0
]
.
(5.14)
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La loi de commande a la forme (3.2) :
u(k) =−Fx(k). (5.15)
Le vecteur de bruit regroupant les perturbations d’état et de mesure n(k) =
[
w(k)
v(k)
]
est
supposé borné (4.3).
Nous considérons le pire cas de variation de Vin de ±Vm, Vm = 6V . Comme w est une
perturbation bornée avec wTw≤ 1, la matrice associée à cette perturbation devient Bw =
6
[
Bdw
0
]
et w= V˜in
Vm
.
L’expression du courant dans l’inductance (5.11) peut s’écrire sous la forme :
I˜max =Mnx(k)+Nnu(k) = (Mn−NnF)x(k), (5.16)
où
Mn =
[
I
(1−d0)T
2L 0
]
et Nn =−V0T2L . (5.17)
Ensuite, pour ce qui concerne les contraintes sur ce courant, on obtient :
|| I˜max ||22 = || (Mn−NnF)x(k) ||22 ≤|| (Mn−NnF)P−1/2 ||22|| P1/2x(k) ||22
≤ λmax{((Mn−NnF)P−1(Mn−NnF)T )(xT (k)Px(k))} ≤
≤ λmax[(Mn−NnF)P−1(Mn−NnF)T ].
Par l’application du théorème de Schur, il vient que || I˜max ||2≤ Imax0 (5.12) si :[
P (Mn−NnF)T
(Mn−NnF) I2max0I
]
 0. (5.18)
En pré- et post-multipliant la LMI (5.18) par diag(G, I) où G = GT = P−1 ≻ 0 avec la
notation Y = FG on obtient la LMI :[
G GMTn −YNTn
MnG−NnY I2max0I
]
 0. (5.19)
5.1.1.1 Retour d’état
Afin de maximiser l’ellipsoïde invariant garantissant l’invariance et la satisfaction des
contraintes sur le rapport cyclique et le courant traversant l’inductance, le critère (4.5)
soumis à (4.6), (4.7), (4.8) (voir théorème (4.1)) et (5.19) est minimisé. L’ellipsoïde
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maximal a un volume V = 7,5256 ·103V 2A et a été obtenu pour un α = β = 0,122. La
projection sur les deux dimensions les plus importantes de l’espace d’état (la tension et
le courant) de l’ellipsoïde invariant maximal est représentée Figure 5.9 (ligne pleine).
Le retour d’état qui en résulte est :
F =
[
0,0915 −0,0246 0,0018
]
. (5.20)
Les pôles en boucle fermée sont : [0,5346 0,7566 0,9153].
Résultats en simulation
La figure 5.5 illustre les évolutions temporelles en simulation du courant traversant
l’inductance, de la tension de sortie et du rapport cyclique pour le retour d’état donné
par (5.20). Dans les simulations Figure 5.5 nous considérons un changement en échelon
de 12V en Vin (de 18V à 30V ) à l’instant 0,01s, ce qui représente en fait, la perturbation
la plus importante que l’on peut considérer.
On observe que pour le retour d’état (5.20), les contraintes sur le courant traversant
l’inductance (5.12) et sur le rapport cyclique (5.7) sont satisfaites.
On peut voir également que le système atteint l’ISS.
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FIGURE 5.5: Evolutions temporelles du courant traversant l’inductance, de la tension de sortie
et du rapport cyclique.
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Comme on peut le voir le volume de l’ellipsoïde invariant est important, mais les ré-
ponses du système Vc et le courant sont lents. Afin de surmonter cet inconvénient, des
techniques de placement des pôles seront employées dans la section suivante.
Résultats expérimentaux
Les expérimentations ont été effectuées dans un convertisseur Buck, piloté avec une
carte dSpace. Les régulateurs PI et retour d’état testés sont réalisés en Simulink, com-
pilés pour la carte dSpace et exécutes en temps réel avec une période d’échantillonnage
de T = 50 ·10−6s.
Les Figures 5.6, 5.7 et 5.8 illustrent les évolutions temporelles du courant, de la tension
de sortie et du rapport cyclique, pour le retour d’état donné par (5.20), obtenues en
pratique sur un convertisseur Buck DC-DC. A titre de comparaison les courbes pour un
contrôleur PI :
C(s) = Kpi(1+
1
Tpis
) (5.21)
avec Kpi = 0,015 et Tpi = 1/2377s obtenues lors des essais expérimentaux, sont tracées.
Ce PI à été synthetisé afin d’obtenir un temps de répons et une dynamique satisfaisantes
pour le convertisseur DC-DC Buck utilisé dans le laboratoire.
La source de tension disponible ne permet pas une modification instantanée de la ten-
sion, et donc on est dans l’impossibilité de considérer une variation instantanée de la ten-
sion Vin. Les résultats expérimentaux montrent seulement le comportement du conver-
tisseur avec retour d’état et avec le PI en suivi de référence. Nous avons considéré un
signal de référence en échelon d’amplitude 1 (Vre f passe de 12V à 13V ) à l’instant
0,001.
Les résultats expérimentaux sont comparés avec ceux obtenus par simulation du conver-
tisseur en commutation.
La figure 5.6 montre les évolutions temporelles du courant : la partie gauche illustre les
évolutions temporelles du courant pour le système avec PI (en simulation et en pratique)
et la partie droite montre les évolutions temporelles du courant pour le système avec
retour d’état donné par (5.20) (en simulation et en pratique).
En simulation et aussi en pratique, on voit que le système avec PI a une ondulation
plus importante que celle obtenue pour le système avec retour d’état (5.20). Pour les
deux cas, PI et retour d’état, le courant a une amplitude plus grande en simulation qu’en
pratique.
La partie gauche Figure 5.7 montre les évolutions temporelles de la tension de sortie en
suivi de référence pour le contrôleur PI (en simulation et en pratique) et la partie droite
Figure 5.7 montre les évolutions temporelles de la tension de sortie en suivi de référence
pour le retour d’état donné par (5.20) (en simulation et en pratique).
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FIGURE 5.6: Evolutions temporelles du courant traversant l’inductance.
Le comportement du PI en simulation présente des oscillations que, à cause des pertes,
sont moins importantes lors des essais pratiques. Elles restent tout de même (en pra-
tique et en simulation) plus importantes que celles obtenues pour le système avec retour
d’état. En effet dans le modèle on n’a pas considéré la résistance de l’inductance L ni
celle de la capacité C. Ces résistances font que le comportement système réel soit plus
amorti.
Pour le système avec retour d’état (5.20), la tension obtenue lors des essais pratiques
présente une dynamique très proche de celle obtenue en simulation.
Pour conclure on observe que le système avec retour d’état (5.20) a une dynamique
plus rapide et est moins oscillant que le système avec PI en simulation et également en
pratique.
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FIGURE 5.7: Evolutions temporelles de la tension de sortie.
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La Figure 5.8 illustre le comportement du rapport cyclique pour le système avec PI (en
pratique et en simulation) et pour le système avec retour d’état (5.20). On observe un
décalage entre les résultats en pratique et les résultats en simulation causé par des pertes
qui ont lieu dans le système réel. On observe également que le rapport cyclique obtenu
en pratique présente plus de bruit.
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FIGURE 5.8: Evolutions temporelles du rapport cyclique.
On a observé que les résultats en simulation et les résultats en pratique sont relativement
proches et donc le modèle considéré en simulation se rapproche considérablement du
modèle réel.
5.1.1.2 Retour d’état avec placement de pôles
Afin d’améliorer les performances et assurer une réponse satisfaisante, on impose le
placement des pôles de la boucle fermée dans un cercle centré à l’origine et de rayon
r (r < 1). Cela signifie que maintenant nous recherchons l’ellipsoïde invariant maximal
satisfaisant les contraintes et le retour d’état correspondant, tels que les pôles de la
boucle fermée soient placés à l’intérieur du cercle centré à l’origine et de rayon r < 1.
On a vu précédemment (voir Section 4.1.2.2) qu’une matrice A−BF a ses pôles placés
dans la région LMI :
fD(s) = Lp+Mps+M
∗
ps
∗, (5.22)
si et seulement si il existe P= PT ≻ 0 tel que :
MD(P,A−BF) = Lp⊗P+Mp⊗ (P(A−BF))+M∗p⊗ (P(A−BF))∗ ≺ 0. (5.23)
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Pour le cercle centré à l’origine et de rayon r, on a :
fD(s) =
[
−r s
s∗ −r
]
. (5.24)
d’où découlent les matrices Lp etMp. Avec ces matrices, la condition (5.22) devient :
[
rP (A−BF)TP
P(A−BF) rP
]
≻ 0. (5.25)
En pré- et post-multipliant la LMI (5.25) par diag(G,G) (G=GT = P−1 ≻ 0) et avec la
notation Y = FG on arrive à :[
rG AG−BY
GAT −Y TBT rG
]
≻ 0. (5.26)
On recherche alors le retour d’état qui fournit l’ellipsoïde invariant maximal satisfai-
sant les contraintes (sur le rapport cyclique et sur le courant traversant l’inductance) et
garantissant le placement de pôles de la boucle fermée dans le cercle centré à l’origine
et de rayon r = 0,7 ou r = 0,8. Ces retours d’état et l’ellipsoïde correspondant sont
obtenus en minimisant le critère (4.5) soumis à (4.6), (4.7), (4.8) (voir théorème 4.1),
(5.19) et (5.26).
Pour un rayon r = 0,7 l’ellipsoïde maximal a un volume V = 489,3158V 2A et a été
obtenu pour un α = β = 0,51. Pour un rayon r= 0,8 l’ellipsoïde maximal a un volume
V = 2,0585 ·103V 2A et a été obtenu pour un α = β = 0,34.
Les projections sur V˜ et I˜ des ellipsoïdes invariants maximaux pour les trois cas, avec/-
sans placement de pôles (r = 0,7 et r = 0,8), sont représentées Figure 5.9.
Les retours d’état obtenus sont :
– pour r = 0,7
F =
[
0,1583 0,0408 0,0188
]
(5.27)
ayant les pôles de la boucle fermée [0,5189+0,2059i 0,5189−0,2059i 0,6426],
– pour r = 0,8
F =
[
0,0999 0,0005 0,0076
]
(5.28)
ayant les pôles de la boucle fermée [0,6638+0,2395i 0,6638−0,2395i 0,7677].
On observe que la nouvelle contrainte sur le placement des pôles a comme résultat
une diminution en volume pour les ellipsoïdes maximaux invariants satisfaisant les
contraintes (plus le rayon est petit, plus le volume diminue). On va montrer dans le
prochain paragraphe (sur les évolutions temporelles) que cette perte en volume se tra-
duit par un gain en termes de dynamique en boucle fermée.
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FIGURE 5.9: Projections sur V˜ et I˜ des ellipsoïdes invariants maximaux.
Résultats en simulation
Les Figures 5.10 et 5.11 illustrent les évolutions temporelles du courant traversant l’in-
ductance, de la tension de sortie et du rapport cyclique pour les retours d’état donnés
par (5.27) et (5.28). Pour ces simulations nous considérons un changement en échelon
de 12V en Vin (de 18V à 30V ) à l’instant 0,01, ce qui représente en fait, la perturbation
la plus importante admissible.
Avec les retours d’état donnés par (5.27) et (5.28) le courant traversant l’inductance et le
rapport cyclique satisfont les contraintes (5.12) et (5.7) et le système atteint l’ISS avec
une performance en boucle fermée améliorée.
On observe que plus le rayon est petit plus la performance en boucle fermée est rapide,
le courant inducteur et la tension de sortie atteint la valeur d’équilibre plus rapidement
et avec moins de transitoires. Parallèlement, plus le rayon est petit plus la robustesse est
dégradée (la courbe du rapport cyclique présente des transitoires plus grands) et plus
l’ellipsoïde invariant maximal diminue en volume.
5.1.2 Loi de commande par retour d’état et observateur avec contraintes de per-
formance
Considérons le système sous la forme (3.1) avec les matrices (5.6), pour annuler les
erreurs statiques on ajoute ici une action intégrale en entrée :
u(k) = u(k−1)+∆u(k). (5.29)
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FIGURE 5.10: Evolutions temporelles du courant traversant l’inductance, de la tension de sortie
et du rapport cyclique (r = 0,7).
L’action intégrale n’a pas été ajoutée en sortie pour ne pas faire appel à un observateur
de dimension réduite et pour rester cohérent avec les autres exemples du mémoire.
Ce système augmenté peut s’écrire également sous la forme (3.1) avec :
x(k) =
[
xd(k)
u(k−1)
]
, A=
[
Ad B
0 I
]
, B=
[
Bd
1
]
, C =
[
Cd 0
]
, D= 0, Bw =
[
Bdw
0
]
(5.30)
et le système sera maintenant commandé par ∆u.
Le vecteur de bruit regroupant les perturbations d’état et de mesure n(k) =
[
w(k)
v(k)
]
est
supposé borné.
Nous considérons la même variation deVin de±Vm =±6V et donc Bw = 6
[
Bdw
0
]
. Pour
la perturbation de mesure nous avons Dv = 0,1.
Si le vecteur d’état ou une partie des variables d’état ne sont pas accessibles à la mesure
ou si on veut réduire le nombre des capteurs (réduire les coûts et améliorer la fiabilité
du système) un observateur d’état est utilisé pour reconstruire les variables d’état non
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FIGURE 5.11: Evolutions temporelles du courant traversant l’inductance, de la tension de sortie
et du rapport cyclique (r = 0,8).
mesurables. Dans ce cas les variables estimées seront le courant et la tension de sortie
Vc conduisant à un nombre plus réduit de capteurs. Seule la tension Vc est mesurée.
La représentation de l’état augmenté (système avec observateur) est donnée par (3.33)
et la loi de commande a la forme (3.35).
L’expression du courant traversant l’inductance (5.11) peut s’écrire sous la forme :
I˜max =Mnxˆ(k)+Nnu(k) = (Mn−NnF)xˆ(k) = Hoxo(k), (5.31)
où :
Ho =
[
(Mn−NnF) −(Mn−NnF)
]
(5.32)
avec les matrices Mn et Nn données par (5.17).
L’objectif est maintenant de synthétiser une loi de commande par retour d’état et obser-
vateur performante qui ensuite sera robustifiée via un paramètre de Youla.
Pour le système Buck DC-DC avec observateur affecté par des perturbations bornées, on
se propose maintenant de synthétiser la loi de commande par retour d’état et observateur
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fournissant la fonction de Lyapunov avec la vitesse de décroissance la plus rapide vis-
à-vis de la commande et de la sortie :
∆Vo =Vo(k)−Vo(k+1)≥ 1η1u(k)
TQ1u(k)+
1
η2
y(k)TQ2y(k). (5.33)
Pour cela le problème à résoudre est formulé de la façon suivante :
Problème 5.1. Soit le système à temps discret avec observateur (3.33) affecté par une
perturbation bornée (4.16). S’il existe G= GT ≻ 0, P= PT ≻ 0, Y , J, α > 0, β ≥ 0 et
γ ≥ 0 obtenus en optimisant :
min
Y,J,G=GT≻0,P=PT≻0,α>0,β≥0,γ≥0
η1+η2 (5.34)
s.c. : 

G 0 αG GAT −Y TBT Y TQ1/21
0 β I 0
[
Bw 0
]T
0
αG 0 αG 0 0
AG−BY
[
Bw 0
]
0 G 0
Q
1/2
1 Y 0 0 0 η1


≻ 0, (5.35)


P 0 αP ATP−CT JT 0
0 γI 0 [PBw − JDv]T BTpQ1/22
αP 0 αP 0 0
PA− JC [PBw − JDv] 0 P 0
0 Q1/22 Bp 0 0 η2

≻ 0, (5.36)
α− γ ≥ 0, α−β ≥ 0, (5.37)
avec Bp =
[
0 Dv
]
, alors le système est ISS stable par rapport à la perturbation bornée
(4.16) garantissant une certaine performance en boucle fermée. Le retour d’état qui
stabilise le système au sens entrée-état vis-à-vis d’une perturbation bornée est donné
par :
F = YG−1, (5.38)
et le gain de l’observateur est donné par :
L= P−1J. (5.39)
La manière d’obtenir ces inégalités matricielles est similaire au cas LPV présenté dans
la Section 4.2.2, c’est pour cela que la preuve sera donnée en Annexe B.
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La LMI garantissant la satisfaction des contraintes sur le courant traversant l’inductance
est obtenue de la façon suivante :
|| I˜max ||22 = || Hoxo(k) ||22 ≤|| HoP−1/2o ||22|| P1/2o xo(k) ||22
≤ λmax{(HoP−1o HTo )(xTo (k)Poxo(k))} ≤
≤ λmax[HoP−1o HTo ].
Avec le théorème de Schur, il vient que || I˜max ||2≤ Imax0 (5.12) si :[
Po H
T
o
Ho I
2
max0I
]
 0. (5.40)
En pré- et post-multipliant la LMI (5.40) par diag(Go, I) avec Go = GTo = P
−1
o ≻ 0 on
obtient la LMI : [
G GHTo
HoG I
2
max0I
]
 0. (5.41)
En résolvant le problème 5.1 pour un α = β = γ = 0,64, Q1 = 0,011 et Q2 = 1 on
obtient le retour d’état :
F =
[
0,1563 0,0015 1
]
, (5.42)
et le gain de l’observateur :
L=
[
0,8774 1,6532 0,0612
]
. (5.43)
Avec cette loi de commande par retour d’état et observateur on recherche maintenant
l’ellipsoïde invariant satisfaisant les contraintes (5.7) et (5.12) et ayant la projection
maximale sur le sous-espace d’état initial. Cet ellipsoïde est obtenu via le théorème 3.5
avec la contrainte supplémentaire (5.41) pour un α = β = 0,22. La projection maximale
sur le sous-espace d’état x a un volume V = 105,5744V 2A.
Dans la Figure 5.15 on a représenté (en pointillé) la projection de l’ellipsoïde invariant
sur les deux dimensions les plus parlantes de l’état V˜ et I˜.
Résultats en simulation
En reprenant la démarche de la section précédente, la figure 5.12 illustre les évolutions
temporelles du courant traversant l’inductance, de la tension de sortie et du rapport
cyclique en employant la loi de commande par retour d’état (5.42) et observateur (5.43)
synthétisée. Pour ces simulations nous considérons un changement en échelon de 12V
de Vin (de 18V à 30V ) à l’instant 0,004s.
On observe que pour le système avec la loi de commande par retour d’état (5.42) et
observateur (5.43) les contraintes sur le courant (5.12) et sur le rapport cyclique sont
satisfaites.
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FIGURE 5.12: Evolutions temporelles du courant traversant l’inductance, de la tension de sortie
et du rapport cyclique (pour un changement en échelon de Vin.)
Pour illustrer l’effet de la perturbation en sortie on montre Figure 5.13 les évolutions
temporelles du courant traversant l’inductance, de la tension de sortie et du rapport
cyclique en employant la loi de commande par retour d’état et observateur pour une
perturbation sur la sortie de 3V à l’instant 0,005s. N’ayant pas la possibilité de tester
expérimentalement un changement instantané de la tension d’entrée, on utilise comme
signal test une perturbation en échelon dans la mesure. Cette perturbation va permettre
de modifier l’état du système et de tester l’invariance et la vérification des contraintes.
La Figure 5.13 montre que pour une perturbation sur la sortie de 3V , le système avec
observateur ne satisfait pas les contraintes sur le rapport cyclique.
Remarque 5.2. Les simulations montrent que du point de vue performance le système
est plus sensible au changement en échelon et du point de vue robustesse le système est
plus sensible à la perturbation sur la sortie.
On verra (section suivante) qu’en considérant un paramètre de Youla on arrive à adoucir
la commande mais on perd en performance. Un compromis entre la performance et
la robustesse est obtenu en ajoutant des contraintes de placement de pôles lors de la
synthèse d’un paramètre de Youla (la méthode basée sur la décroissance de la fonction
de Lyapunov peut être considérée mais nous on se limité ici seulement à la méthode
basée sur le placement de pôles).
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FIGURE 5.13: Evolutions temporelles du courant traversant l’inductance, de la tension de sortie
et du rapport cyclique (avec perturbation sur la sortie).
Résultats expérimentaux
La Figure 5.14 illustre les évolutions temporelles du courant, de la tension de sortie et
du rapport cyclique, pour la loi de commande par retour d’état et observateur, obtenues
en pratique sur un convertisseur Buck DC-DC. A titre de comparaison les courbes pour
le contrôleur PI considéré lors de la synthèse d’un retour d’état sont tracées.
Etant dans l’impossibilité de considérer une variation instantané de la tension Vin, les
résultats expérimentaux montrent seulement le comportement du convertisseur et du PI
pour une perturbation sur la sortie de 3V à l’instant 0,0005s.
On remarque, Figure 5.14, que le rapport cyclique pour le système avec observateur pré-
sente des transitoires plus importants que ceux obtenus pour le système avec PI. De la
même façon qu’en simulation, le rapport cyclique pour le système avec observateur dé-
passe légèrement les contraintes (d ∈ [0,1 0,9]) et présente un comportement oscillant
vis-à-vis de la perturbation.
Si on continue à comparer les deux systèmes (avec PI et avec la loi de commande par
retour d’état et observateur) on observe que le courant présente des transitoires plus
faibles pour le système avec PI et la tension de sortie donne des meilleurs résultats
en termes de performance pour le système avec observateur (le PI a une dynamique
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FIGURE 5.14: Evolutions temporelles du courant traversant l’inductance, de la tension de sortie
et du rapport cyclique.
lente). La tension de sortie après la perturbation est de 9V , car la perturbation dans
l’expérimentation est effectuée après la mesure.
Dans la section suivante, les résultats seront améliorés en synthétisant un paramètre
de Youla qui maximise la projection sur l’espace d’état initial de l’ellipsoïde invariant
satisfaisant des contraintes sur le courant et le rapport cyclique.
5.1.3 Loi de commande avec paramètre de Youla
A partir de la loi de commande par retour d’état (5.42) et observateur (5.43) garantissant
une bonne performance en boucle fermée, le but est maintenant d’insérer un paramètre
de Youla dans la boucle fermée afin d’améliorer la robustesse.
Nous considérons à ce stade le système Buck DC-DC avec observateur (3.33) décrit
dans la section précédente (une action intégrale est ajoutée en entrée pour annuler les
erreurs statiques). Un paramètre de Youla (3.48) est inséré dans la boucle fermée afin
d’atteindre des objectifs de robustesse.
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La représentation d’état augmentée pour le système avec observateur et paramètre de
Youla a la forme (4.69) et la loi de commande est donnée par (4.70).
Le vecteur de bruit regroupant les perturbations d’état et de mesure n(k) =
[
w(k)
v(k)
]
est
supposé borné. On considère la même variation pour Vin que celle considérée pour le
système avec observateur et donc Bw = 6
[
Bdw
0
]
. Pour la perturbation de mesure nous
avons Dv = 0,1.
L’expression du courant traversant l’inductance (5.11) peut s’écrire maintenant sous la
forme :
I˜max =Mnxˆ(k)+Nnu˜(k) =−Hx · xy(k)−Hn ·n(k), (5.44)
avec :
Hx =
[
−(Mn−NnF) Mn−NnF+NnDQC CQ
]
, Hn = D[0 DQDv] (5.45)
où les matrices Mn et Nn sont données par (5.17).
La LMI qui nous assure la satisfaction des contraintes sur la commande est obtenue
comme suit :
|| I˜max ||22 = || Hxxy(k)+Hnn(k) ||22 ≤ || Hxxy(k) ||22 + || Hnn(k) ||22 ≤
≤ || HxP−1/2y ||22|| P1/2y xy(k) ||22 + || Hn ||22|| n(k) ||22 =
= λmax(HxP−1y HTx )(xTy (k)Pyxy(k))+λmax(HnHTn )(n(k)Tn(k))≤
≤ λmax(HxP−1y HTx )+λmax(HnHTn ).
(5.46)
En appliquant le théorème de Schur on obtient que || I˜max ||2≤ Imax0 (5.12) si la LMI
suivante est satisfaite : [
Py H
T
x
Hx I
2
max0I
]
−
[
0
Hn
]
I
[
0
Hn
]T
 0. (5.47)
Enfin, si l’on utilise de nouveau le théorème de Schur, et après par congruence avec
diag(ΠTGy, I, I) on obtient la LMI

[
X I
I Y
]
⋆ ⋆[
HoX+NnM Ho+NnDQCe
]
I2max0I ⋆
0 HTn I

 0. (5.48)
avec Gy = GTY = P
−1
y ≻ et Π donnés par (4.71) et (4.78) respectivement et avec les
notations données par (4.79).
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5.1.3.1 Maximisation projection ellipsoïdale
En appliquant le théorème 4.10 avec la LMI supplémentaire (5.48), le α et le β op-
timaux pour lesquels nous avons la plus grande projection ellipsoïdale sur le sous-
espace x sont α = β = 0,059. Pour cet α et β , la projection maximale a un volume
VY = 7,7746 ·103V 2A. Les valeurs obtenues pour le paramètre de Youla sont :
AQ =


0,6623 −0,0639 1,0122 −0,2725 −0,4926 3,0167
0,8083 0,8165 0,1298 −0,2317 −1,5652 1,9055
−0,0358 0,0175 0,4160 0,0004 0,0189 0,3670
−0,0379 0,0442 −1,1663 0,6142 −0,8700 6,3339
−0,0317 0,0374 −0,9848 0,7036 −0,9247 3,6024
−0,0004 0,0005 −0,0133 −0,0031 −0,0107 1,0124


,
BQ =
[
−0,5049 −1,6245 0,0465 0,0508 −0,1367 0,0487
]T
,
CQ =
[
0,1205 0,0191 0,4148 −0,1562 0,0325 −0,6318
]
, DQ = 0,0614.
(5.49)
La taille du paramètre de Youla peut être réduite à un ordre plus petit afin de réduire la
taille du correcteur en utilisant l’opérateur "balred" en Matlab. Des précautions doivent
être prises pour garantir que le nouveau paramètre garde ses propriétés vis-à-vis de la
robustesse.
Figure 5.15 illustre les projections sur V˜ et I˜ des ellipsoïdes invariants ayant la plus
grande projection sur le sous-espace d’état initial x pour le système avec observateur et
pour le système avec observateur et paramètre de Youla. En introduisant la paramétri-
sation de Youla on gagne considérablement en volume.
I˜(A)
V˜
(V
)
FIGURE 5.15: Projection sur V˜ et I˜ des ellipsoïdes invariants.
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Dans la suite on montre l’effet que ce gain en volume (et donc un gain en robustesse) a
sur les évolutions temporelles.
Résultats en simulation
La Figure 5.16 illustre les évolutions temporelles du courant traversant l’inductance, de
la tension de sortie et du rapport cyclique en considérant le paramètre de Youla (5.49).
Les simulations ont été faites pour un changement en échelon de 12V de Vin (de 18V à
30V ) à l’instant 0,004s.
Pour le système avec la paramétrisation de Youla (5.49) on observe que la dynamique
en boucle fermée est lente mais la commande est plus douce.
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FIGURE 5.16: Evolutions temporelles du courant traversant l’inductance, de la tension de sortie
et du rapport cyclique (pour changement en échelon de Vin).
Pour une perturbation sur la sortie de 3V à l’instant 0,005s, on observe Figure 5.17 que
le courant et le rapport cyclique satisfont maintenant les contraintes, la performance
reste dégradée mais la commande est plus douce.
Dans la section suivante on ajoute des contraintes sur le placement des pôles afin d’ob-
tenir un compromis entre la robustesse et la performance.
Résultats expérimentaux
La Figure 5.18 illustre les évolutions temporelles du courant, de la tension de sortie et
du rapport cyclique, pour la loi de commande avec paramètre de Youla (5.49), obtenues
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FIGURE 5.17: Evolutions temporelles du courant traversant l’inductance, de la tension de sortie
et du rapport cyclique (avec perturbation sur la sortie).
en pratique sur un convertisseur Buck DC-DC. A titre de comparaison les courbes pour
le contrôleur PI (5.21) sont tracées.
Les évolutions temporelles ont été obtenues en considérant une perturbation sur la sortie
de 3V à l’instant 0,0005s.
On observe tout d’abord que le rapport cyclique présente des transitoires visiblement
réduits. Les contraintes sont satisfaites, cela veut dire que la perturbation sur la sortie
de 3V ne fait pas sortir l’état du système de l’ellipsoïde invariant dont la projection est
plus grande dans ce cas. Par contre le système est plus lent.
5.1.3.2 Paramètre de Youla avec contraintes de performance
Comme on peut le constater le prix à payer pour une bonne robustesse est généra-
lement une dégradation en performance, imposant la nécessité d’un compromis entre
la robustesse et la performance. Ce compromis sera atteint en appliquant le théo-
rème 4.16 avec la LMI supplémentaire (5.48) pour un r = 0,82. Le α et le β op-
timaux pour lesquels nous obtenons la projection ellipsoïdale maximale sur le sous-
espace x sont α = β = 0,264. Pour cet α et β , la projection maximale a un volume
VY = 970,9605V 2A.
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FIGURE 5.18: Evolutions temporelles du courant traversant l’inductance, de la tension de sortie
et du rapport cyclique.
Le paramètre de Youla garantissant le placement des pôles dans le cercle centré à l’ori-
gine et de rayon r = 0,82 est :
AQ =


0,6487 −0,0330 0,0930 −0,6340 −0,2748 3,5506
0,8022 0,8347 −0,3871 −0,4725 −1,4256 2,2298
−0,0357 0,0204 0,3084 −0,0345 0,0200 0,4224
−0,0643 0,0773 −1,9639 0,2860 −0,7940 7,0008
−0,0445 0,0569 −1,4451 0,4780 −0,8573 3,9999
−0,0028 0,0039 −0,0988 −0,0335 −0,0341 1,0945


,
BQ =
[
−0,5679 −1,6723 0,0200 −0,1070 −0,2339 0,0052
]T
,
CQ =
[
0,1229 0,0186 0,3917 −0,1626 0,0596 −0,6572
]
, DQ = 0,00796.
(5.50)
Figure 5.19 illustre les projections sur V˜ et I˜ des ellipsoïdes invariants ayant la plus
grande projection sur le sous-espace d’état initial x pour le système avec observateur,
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pour le système avec observateur et paramètre de Youla et pour le système avec obser-
vateur, le paramètre de Youla et compromis entre la robustesse et la performance.
I˜(A)
V˜
(V
)
FIGURE 5.19: Projection sur V˜ et I˜ des ellipsoïdes invariants.
En introduisant des contraintes sur la performance on obtient un ellipsoïde ayant le
volume plus petit que celui obtenu pour le système avec le paramètre de Youla sans
contraintes sur la performance. Cet ellipsoïde reste néanmoins plus grand que celui
obtenu pour le système avec observateur seul.
Dans les Figures 5.20 et 5.21 sont représentées les fonctions de sensibilité et les fonc-
tions de sensibilité complémentaire pour les trois cas : système avec observateur seul,
système avec le paramètre de Youla (5.49) et système avec le paramètre de Youla et
contraintes sur la performance.
On observe Figure 5.20 que la meilleure fonction de sensibilité (et donc la meilleure
robustesse) est obtenue pour le système avec le paramètre de Youla suivie par le système
avec le paramètre de Youla et contraintes sur la performance. La fonction de sensibilité
la plus dégradée est obtenue pour le système avec observateur seul.
Figure 5.21 montre qu’en termes de performance les meilleurs résultats sont obtenus
pour le système avec observateur seul, suivi par le système avec le paramètre de Youla
et contraintes sur la performance. La fonction de sensibilité complémentaire la plus
dégradée est obtenue pour le système avec le paramètre de Youla sans contraintes sur la
performance.
Dans la suite on verra l’effet que ce compromis entre la robustesse et la performance
aura sur les évolutions temporelles du courant traversant l’inductance, de la tension de
sortie et du rapport cyclique.
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FIGURE 5.20: Fonction de sensibilité vis-à-vis d’une incertitude additive.
FIGURE 5.21: Fonction de sensibilité complémentaire vis-à-vis d’une incertitude additive.
Résultats en simulation
En reprenant la démarche de la section précédente, la figure 5.22 illustre les évolutions
temporelles du courant traversant l’inductance, de la tension de sortie et du rapport
cyclique pour le système avec le paramètre de Youla avec contraintes sur la performance
(5.50) en considérant un changement en échelon de 12V enVin (de 18V à 30V ) à l’instant
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0,005s.
On observe qu’en considérant ce nouveau paramètre de Youla les contraintes sur le
courant et sur le rapport cyclique sont satisfaites. La performance en boucle fermée
est légèrement dégradée par rapport à celle obtenue pour le système avec observateur
seul. Elle reste tout de même meilleure que celle obtenue pour le système avec Youla
sans placement des pôles. En termes de robustesse, la courbe du rapport cyclique est
légèrement dégradée vis-à-vis de celle obtenue pour le paramètre de Youla donné par
(5.49) mais elle reste tout de même meilleure que celle obtenue pour le système avec
observateur seul.
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FIGURE 5.22: Evolutions temporelles du courant traversant l’inductance, de la tension de sortie
et du rapport cyclique.
La figure 5.23 montre les évolutions temporelles du courant, de la tension de sortie et du
rapport cyclique pour une perturbation sur la sortie de 3V à l’instant 0,004s. On observe
maintenant que le système est encore plus rapide et que les contraintes sont satisfaites.
La commande présente plus de transitoires que celle obtenue pour le système avec Youla
(sans contraintes sur la performance) mais, par rapport à celle obtenue pour le système
avec observateur seul, les transitoires sont visiblement plus faibles.
Résultats expérimentaux
La Figure 5.24 illustre les évolutions temporelles du courant, de la tension de sortie et
du rapport cyclique obtenues en pratique sur un convertisseur Buck DC-DC contrôlé par
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FIGURE 5.23: Evolutions temporelles du courant traversant l’inductance, de la tension de sortie
et du rapport cyclique (avec perturbation sur la sortie).
la loi de commande avec le nouveau paramètre de Youla (5.50) et par le contrôleur PI
(5.21). On considère également une perturbation sur la sortie de 3V à l’instant 0,0005s.
Le nouveau paramètre de Youla offre des bons résultats en termes de performance tout
en respectant les contraintes sur le rapport cyclique.
Pour conclure on peut affirmer que, en introduisant un paramètre de Youla soumis à des
contraintes sur le placement de pôles, on obtient des résultats meilleurs en termes de
robustesse que ceux obtenus pour le système avec observateur seul et en même temps
on garde une bonne performance en boucle fermée.
Dans une première étape on à abouti la synthèse d’une loi de commande par retour d’état
et observateur performante mais qui touchait légèrement les contraintes. On à donc syn-
thétisé un paramètre de Youla fournissant la projection maximale de l’ellipsoïde inva-
riant sur l’espace d’état initial. Ce paramètre augmente le volume de la projection ellip-
soïdale et un gain en robustesse est observé lors des simulations temporelles. Comme
maintenant on perd en performance, on s’est proposé de synthétiser un nouveau para-
mètre de Youla qui maximise la projection ellipsoïdale mais en ajoutant des contraintes
de performance. Même si ce nouveau paramètre est moins robuste (projection ellipsoï-
dale plus petite, mais plus grande comme même que dans le cas avec observateur seul)
ce nouveau paramètre offre des bons résultats tant en robustesse que en performance.
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FIGURE 5.24: Evolutions temporelles du courant traversant l’inductance, de la tension de sortie
et du rapport cyclique (pour changement en échelon de Vin).
5.2 Convertisseur Buck DC-DC avec charge résistive variable
Soit le convertisseur Buck DC-DC sous la forme (5.4) possédant maintenant une
charge résistive R susceptible de varier, ayant des valeurs comprises dans l’intervalle
[Rmin,Rmax]. Par conséquent, la matrice d’état Ac(t) est considérée comme ayant une
description polytopique :
A˜(R(t)) ∈Ω =Co{A˜1, A˜2}, (5.51)
où Ω est un polytope avec Co représentant l’enveloppe convexe et :
A˜1 =
[
0 −1
L
1
C
−1
RminC
]
, A˜2 =
[
0 −1
L
1
C
−1
RmaxC
]
,
les sommets du polytope.
Ainsi, si A˜(R(t)) ∈Ω alors pour λi ≥ 0,
2
∑
i=1
λi = 1, on obtient A˜(R(t)) =
2
∑
i=1
λiA˜i.
5.2 Convertisseur Buck DC-DC avec charge résistive variable 203
On discrétise le système associé au convertisseur Buck DC-DC Figure 5.1 en utilisant
comme méthode de discrétisation un développement limité au premier ordre (déve-
loppement en série de Taylor). Le modèle discret obtenu en considérant un bloqueur
d’ordre zéro à l’entrée du système a la forme (5.5) (avec les notations faites ci-dessus)
et :
Ad = e
A˜T , Bd =
∫ T
0 e
A˜τdτBc, C =Cc,
D= Dc.
(5.52)
Une approximation du premier ordre peut être utilisée pour eA˜(R(t))T , donnant les ex-
pressions suivantes pour Ad et Bd :
Ad = I+ A˜T, Bd = BcT. (5.53)
La matrice d’état possède elle aussi une description polytopique :
Ad ∈Co{Ad1, Ad2}. (5.54)
Pour L= 220µH,C= 47µF , Rmin = 3,44Ω, Rmax = 8,44Ω et la période d’échantillon-
nage T = 50 ·10−6s on obtient les matrices :
Ad1 =
[
1 −0,2273
1,0638 0,6907
]
, Ad2 =
[
1 −0,2273
1,0638 0,8740
]
,
Bd =
[
5,4545
0
]
, Cd =
[
0 1
]
, Dd = 0, Bdw =
[
0,109
0,053
]
, Dv = 0,1.
(5.55)
Pour annuler les erreurs statiques on ajoute une action intégrale en sortie :
z(k+1) = z(k)+Cxd(k)−Vre f , (5.56)
où Vre f est la tension de référence et z ∈ Rp est l’action intégrale. Notre objectif est
d’amener le système à l’équilibre et donc on considère Vre f = 0.
Le système augmenté a la forme (3.80) avec :
x(k) =
[
xd(k)
z(k)
]
, Ai =
[
Adi 0
C I
]
, B=
[
Bd
0
]
, C =
[
Cd 0
]
, Bw =
[
Bdw
0
]
, i= 1,2.
(5.57)
La loi de commande a la forme :
u(k) =−Fx(k). (5.58)
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Comme la valeur de la charge résistive n’est pas connue (on connaît seulement les
bornes) on considère un retour d’état unique. Le vecteur de bruit regroupant les per-
turbations d’état et de mesure n(k) =
[
w(k)
v(k)
]
est supposé borné (3.84) .
Nous considérons le pire cas de variation deVin de±Vm,Vm= 6V et donc Bw= 6
[
Bdw
0
]
.
La contrainte sur le rapport cyclique est celle considérée précédemment (5.7).
En suivant la même démarche que lors du paragraphe précédent, avec les données d0 =
0.5, Vin0 =Vin0 = 24V et V0 = 12V le courant traversant l’inductance peut s’écrire sous
la forme (5.16) avec les notations (5.17) et la contrainte sur le courant est donnée par
(5.12) pour une charge résistive nominale R= 6Ω.
La LMI garantissant la satisfaction des contraintes sur le courant est donnée par 5.19.
5.2.0.3 Retour d’état
On recherche maintenant le retour d’état qui maximise l’ellipsoïde invariant satisfaisant
les contraintes sur le rapport cyclique (5.7) et sur le courant (5.12) pour toute transition
Ai, i= 1,2. On a choisi de synthétiser un retour d’état unique (qui s’est montré satisfai-
sant pour le système avec convertisseur) car la valeur de la charge résistive est inconnue
(on connait seulement les bornes entre lesquelles elle varie). Alors, en optimisant le cri-
tère (4.5) soumis à (4.6) (en remplaçant A par Ai, i= 1,2), (4.7), (4.8) et (5.19) pour un
α = β = 0,167 le retour d’état (unique) qui en résulte est :
F =
[
0,1659 −0,0056 0,007
]
. (5.59)
L’ellipsoïde invariant maximal a un volume V = 2,0022 ·103V 2A. La figure 5.26 (ligne
pleine) montre la projection sur les deux dimensions les plus importantes de l’espace
d’état (la tension et le courant) de l’ellipsoïde invariant maximal.
Les évolutions temporelles du courant traversant l’inductance, de la tension de sortie et
du rapport cyclique pour le retour d’état donné par (5.59) sont illustrées Figure 5.25.
Nous considérons un changement en échelon de 12V en Vin (de 18V à 30V ) à l’ins-
tant 0,01s, ce qui représente en fait, la perturbation la plus importante que l’on peut
considérer. On considère également une variation de Rmax à Rmin à l’instant 0,005s.
On observe que pour le retour d’état (5.59) la contrainte sur le courant traversant l’in-
ductance (5.12) est légèrement dépassée et que la contrainte sur le rapport cyclique (5.7)
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est satisfaite. Ce léger dépassement peut être dû à la méthode de discrétisation consi-
dérée. Le système atteint l’ISS avec une dynamique lente (problème qui sera réglé en
utilisant une technique basée sur la décroissance de la fonction de Lyapunov).
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FIGURE 5.25: Evolutions temporelles du courant traversant l’inductance, de la tension de sortie
et du rapport cyclique.
5.2.0.4 Retour d’état avec décroissance de la fonction de Lyapunov
Comme on a vu, le retour d’état 5.59 donne de bons résultats en termes de robustesse
(ellipsoïde invariant ayant un volume important) mais dégrade la performance. Afin de
résoudre ce problème une loi de commande par retour d’état fournissant la fonction de
Lyapunov avec une vitesse de décroissance vis-à-vis de la commande et de la sortie
normalisé par 1η (avec η donné) :
∆V =V (k)−V (k+1)≥ 1η (u(k)
TQ1u(k)+ y(k)
TQ2y(k)). (5.60)
sera synthétisée.
Pour cela le problème à résoudre est formulé de la façon suivante :
Problème 5.3. Soit un système à temps discret sous forme LPV (3.80), affecté par une
perturbation bornée (3.84), avec la loi de commande donnée par (5.58) et soumis à des
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contraintes (5.7) et (5.12). L’ellipsoïde invariant maximal satisfaisant la contrainte sur
la performance (5.60) est obtenu en résolvant :
min
G=GT≻0,Y,α>0,β≥0
− log det(G) (5.61)
s.c. :

G 0 αG GATi −Y TBT Y TQ1/21 GCTQ1/22
0 αI 0 BTw 0 0
αG 0 αG 0 0 0
AiG−BY Bw 0 G 0 0
Q
1/2
1 Y 0 0 0 ηI 0
Q
1/2
2 CG 0 0 0 0 ηI


 0, i= 1,2, (5.62)
(4.7), (4.8) et (5.19). Le retour d’état qui stabilise le système au sens entrée-état vis-à-
vis d’une perturbation bornée est donné par :
F = YG−1. (5.63)
La manière d’obtenir ces inégalités matricielles est donnée en Annexe B.
L’ellipsoïde maximal obtenu en résolvant le problème 5.3 en considérant Q1 = 1, Q2 =
0,001, η = 3,26 et α = β = 0,196 a un volume V = 1,0284 ·103V 2A.
Le retour d’état (unique) qui en résulte est :
F =
[
0,1925 0,0103 0,0111
]
. (5.64)
La Figure 5.26 montre les projections sur V˜ et I˜ des ellipsoïdes invariants maximaux
obtenus pour les deux cas sans/avec contraintes sur la performance.
On observe que, en imposant des contraintes sur la performance, on perd en volume.
La Figure 5.27 illustre les évolutions temporelles du courant traversant l’inductance,
de la tension de sortie et du rapport cyclique pour le retour d’état donné par (5.64).
Nous considérons pour cela un changement en échelon de 12V en Vin (de 18V à 30V ) à
l’instant 0,01s et une variation de Rmax à Rmin à l’instant 0,005s.
Avec le retour d’état donné par (5.64) le courant traversant l’inductance et le rapport
cyclique satisfont les contraintes (5.12) et (5.7) et le système atteint l’ISS avec une
performance en boucle fermée améliorée (l’amélioration de la performance dépend de
η , plus η est grand plus on gagne en performance mais on perd en volume). Le courant
et la tension atteignent les valeurs d’équilibre plus rapidement.
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h
FIGURE 5.26: Projection sur V˜ et I˜ des ellipsoïdes invariants maximaux.
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FIGURE 5.27: Evolutions temporelles du courant traversant l’inductance, de la tension de sortie
et du rapport cyclique.
En appliquant les techniques énoncées dans la section précédente, les résultats obtenus
pour le système avec observateur et pour le système avec observateur et Youla ont les
caractéristiques décrites tout au long de ce mémoire, c’est pour cela qu’on se limite ici
à présenter seulement la synthèse d’une loi de commande par retour d’état.
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5.3 Conclusions
Ce chapitre est dédié à la mise en oeuvre des techniques développées tout au long de
ce mémoire sur un convertisseur Buck DC-DC affecté par des perturbations bornées
et soumis à des contraintes sur le rapport cyclique et sur le courant. Après une courte
description du système deux cas ont été traités : le convertisseur Buck avec charge
résistive constante et le convertisseur Buck avec charge résistive variable. Les résultats
experimentaux sont comparés avec ceux obtenus pour un contrôleur PI.
La section dédiée au cas avec charge résistive constante a été divisée en trois parties :
synthèse d’un retour d’état robuste, synthèse d’une loi de commande par retour d’état et
observateur performante et synthèse d’un paramètre de Youla (à la fois robuste et perfor-
mant). Le retour d’état a été synthétisé afin de garantir l’ellipsoïde invariant maximal.
On a vu que les contraintes sur le courant et sur le rapport cyclique sont satisfaites
mais avec une performance légèrement dégradée. En imposant des contraintes sur le
placement des pôles on améliore la performance en boucle fermée mais on obtient un
ellipsoïde invariant avec un volume réduit et un rapport cyclique avec plus de transi-
toires.Pour réduire les coûts un observateur a été mis en oeuvre afin de estimer l’état.
La loi de commande par retour d’état et observateur est synthétisée afin de garantir
la meilleure performance en boucle fermée par rapport à la sortie et à la commande.
Les résultats en termes de performance sont bons, les contraintes sur le courant sont
satisfaites mais les contraintes sur le rapport cyclique sont légèrement violées (la per-
turbation considérée est plus importante que celle considérée lors de la synthèse de la loi
de commande). Afin d’améliorer la robustesse un paramètre de Youla a été synthétisé en
maximisant la projection de l’ellipsoïde invariant satisfaisant les contraintes. On obtient
une projection plus grande que celle obtenue pour le système avec observateur seul,
des résultats visiblement meilleurs pour le rapport cyclique mais avec une dynamique
très lente en boucle fermée. Le gain en robustesse se traduit par le fait que, maintenant,
toutes les contraintes sont satisfaites. Pour obtenir un compromis entre la robustesse et
la performance des contraintes sur le placement des pôles ont été considérées lors de la
synthèse d’un nouveau paramètre de Youla. La projection résultant est plus petite (mais
elle reste plus grande que celle obtenue pour le système avec observateur seul), le rap-
port cyclique est légèrement dégradé (les contraintes sont satisfaites) et la performance
en boucle fermée est améliorée. On arrive donc à un système qui offre des bons résultats
tant en robustesse que en performance.
Pour le cas avec charge résistive variable on synthétise un retour d’état garantissant
l’ellipsoïde invariant maximal et la satisfaction de contraintes. Pour améliorer la dyna-
mique du systèmes, de contraintes sur la décroissance de la fonction de Lyapunov sont
imposées. On obtient maintenant un ellipsoïde avec un volume plus petit mais on gagne
en performance.
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Tous ces résultats ont été validés expérimentalement dans le cas avec charge résistive
fixe, et se sont avérés meilleurs que ceux obtenus expérimentalement avec un PI clas-
sique. Ceci illustre l’intérêt et le bien fondé des approches proposées successivement
dans ce mémoire.

Chapitre 6
Conclusions
Cette thèse a examiné de façon approfondie la liaison entre le volume des ensembles
invariants et la robustesse/performance des lois de commande pour des systèmes li-
néaires LTI, LPV ou en commutation à temps discret en prenant en compte la présence
de perturbations bornées.
La démarche développée se veut avant tout progressive : on commence par l’analyse
d’une loi de commande (par retour d’état, par retour d’état et observateur, par retour
d’état, observateur et paramétrisation de Youla) du point de vue ensembliste pour conti-
nuer, en utilisant les outils donnés dans cette première étape, par la synthèse hors-ligne
d’une loi de commande à la fois robuste et performante pour la classe des systèmes
considérés. La représentation sous forme d’état s’avère plus simple et adaptée que le
formalisme par fonctions de transfert quand des techniques ensemblistes sont mises en
oeuvre, d’autant plus que toute la stratégie se base sur la considération de LMIs.
L’apport théorique de nos travaux réside essentiellement dans l’élaboration d’une stra-
tégie de synthèse d’une loi de commande à la fois robuste et performante, permettant à
l’utilisateur de prendre en compte des perturbations bornées présentes dans le proces-
sus. Le but est non seulement d’assurer de bonnes propriétés de robustesse par rapport
à une perturbation bornée (en recherchant le retour d’état qui maximise l’ellipsoïde in-
variant ou en introduisant un paramètre de Youla), mais aussi d’assurer un bon niveau
de performance nominale pour le rejet de perturbations (la synthèse d’une loi de com-
mande par retour d’état et observateur performante, synthèse d’un paramètre de Youla
en prenant en compte de contraintes sur la performance).
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6.1 Originalité du travail et apports scientifiques
Notre travail a consisté à étudier des méthodes ensemblistes afin d’analyser et/ou syn-
thétiser des lois de commande à la fois robustes et performantes pour des systèmes
linéaires LTI, LPV ou en commutation affectés par des perturbations bornées et/ou sou-
mis à des contraintes sur la performance en boucle fermée. Du point de vue organisa-
tion, après une courte présentation des outils théoriques utilisés tout au long de ce do-
cument, ce mémoire propose la mise en oeuvre de techniques efficaces garantissant les
conditions assurant l’ISS par rapport à une perturbation bornée et permettant de déter-
miner l’ensemble ellipsoïdal positif invariant minimal et l’ensemble ellipsoïdal positif
invariant maximal (ou l’ensemble invariant ayant la projection maximale ou l’ellipsoïde
tronqué invariant maximal). Le chapitre 4 consiste en l’utilisation de tous ces outils dans
un but de synthèse, une stratégie de commande robuste et performante étant élaborée à
partir de considérations sur les ensembles invariants et la dynamique des systèmes en
boucle fermée avec une transformation des objectifs et contraintes sous forme LMI. Le
mémoire se termine par une application de toutes ces techniques à la commande d’un
convertisseur Buck DC-DC.
Le chapitre 3 nous a permis de donner les conditions suffisantes afin de garantir l’ISS
par rapport à une perturbation bornée. Pour les systèmes de type LPV ou en commu-
tation, des matrices supplémentaires ont été introduites permettant de considérer des
fonctions de Lyapunov dépendantes du paramètre. Egalement dans ce chapitre ont été
présentées des techniques LMI pour le calcul de l’ellipsoïde invariant maximal (projec-
tion maximale) et de l’ellipsoïde invariant minimal (intersection minimale). Quand des
perturbations bornées sont présentes au sein du processus, il est impossible de synthé-
tiser une fonction de Lyapunov décroissante, en revanche, il est possible de synthétiser
une fonction de Lyapunov décroissante à l’extérieur de ces ensembles mais avec une
monotonie inconnue à l’intérieur. On garantit alors que pour cette fonction de Lyapu-
nov l’état ne franchit pas la frontière. Mais comme on ne connait pas la monotonie
de la fonction de Lyapunov à l’intérieur des ensembles invariants, pour le cas LPV ou
en commutation, on est obligé de considérer une fonction de Lyapunov unique lors du
calcul des ensembles invariants minimaux et maximaux. Des matrices supplémentaires
sont enfin considérées afin de réduire le conservatisme. La conclusion fondamentale
de ce chapitre réside dans le fait que l’on montre que le paramètre de Youla a comme
effet une diminution/augmentation du volume de l’intersection/projection minimale/-
maximale dans le cas LTI et seulement une augmentation du volume de la projection
maximale dans le cas LPV ou en commutation. Ce chapitre a également proposé une
technique qui permet d’obtenir un ensemble (appelé ellipsoïde tronqué), garantissant
l’invariance malgré la présence d’une perturbation bornée, et donné par l’intersection
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d’un polyèdre (donné par les contraintes) et un ellipsoïde. L’espace obtenu est généra-
lement plus grand que l’espace ellipsoïdal et nous permet d’évaluer le conservatisme lié
à la forme ellipsoïdale.
Le chapitre 4 est ensuite allé plus loin dans notre démarche permettant de synthétiser
une loi de commande par retour d’état, une loi de commande par retour d’état et obser-
vateur et un paramètre de Youla pour des systèmes linéaires, LPV ou en commutation
affectés par une perturbation bornée et soumis à des contraintes sur la commande (ou la
sortie) ou sur la performance.
Une loi de commande par retour d’état est synthétisée afin de garantir l’ellipsoïde inva-
riant maximal (projection maximale) satisfaisant des contraintes sur l’entrée malgré la
présence des perturbations bornées. Pour le cas LPV ou en commutation, des matrices
supplémentaires ont été introduites afin de réduire le conservatisme mais la fonction de
Lyapunov est unique (pour la recherche de l’ensemble maximal). Pour ces deux cas, la
loi de commande dépend du paramètre variant.
Si l’état n’est pas disponible à la mesure (impossible ou couteux) un observateur est
mis en oeuvre. On synthétise donc une loi de commande par retour d’état et observateur
garantissant l’ISS par rapport à la perturbation bornée. Cette démarche a été possible
grâce à un artifice considéré lors de la synthèse qui ne change pas notre problème et
s’avère nécessaire (nous considérons que le système et l’observateur peuvent être tous
les deux affectés par des perturbations a priori différentes). Pour le cas LPV ou en
commutation des matrices supplémentaires ont été introduites permettant de considérer
des fonctions de Lyapunov dépendantes du paramètre réduisant le conservatisme. Une
fonction Lyapunov dépendant du paramètre variant est ici possible cas à travers cette
méthode de synthèse on ne recherche pas un ensemble invariant. La loi de commande
par retour d’état et observateur dépend aussi du paramètre. Comme la prise en compte
des contraintes sur la commande est impossible (le développement des inégalités matri-
cielles ne le permet pas) on a synthétisé la loi de commande par retour d’état et observa-
teur en imposant des contraintes sur la performance via des techniques de placement des
pôles ou des techniques impliquant une certaine vitesse de décroissance pour la fonction
de Lyapunov. Cette loi de commande est ensuite robustifiée via un paramètre de Youla
qui maximise la projection sur le sous espace d’état initial en ajoutant des contraintes
sur la commande tout en tenant compte de la présence des perturbations bornées. Pour
le cas LPV ou en commutation, le paramètre de Youla dépend du paramètre. Avec la
paramétrisation de Youla, on obtient un gain considérable en volume pour la projection
maximale par rapport à celle obtenue pour le système avec observateur. La différence
de volume entre les deux cas (système avec observateur et système avec observateur et
Youla) nous donne une mesure du gain en robustesse. On a vu lors des exemples que
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ce gain en robustesse se traduit par une perte en performance et donc un nouveau pa-
ramètre de Youla est synthétisé afin d’obtenir un compromis entre la robustesse et la
performance en imposant des contraintes sur la performance.
Lors de la synthèse d’une loi de commande par retour d’état et observateur ou lors de la
synthèse d’un paramètre de Youla garantissant un compromis entre la robustesse et la
performance plusieurs méthodes garantissant une meilleure performance ont été mises
en oeuvre. Ces méthodes peuvent être combinées (sauf pour le cas LPV où l’on ne peut
pas considérer la méthode basée sur le placement de pôles) pour profiter des avantages
de chaque technique.
Les techniques développées sont ensuite mises en oeuvre sur un convertisseur Buck
DC-DC affecté par des perturbations bornées et soumis à des contraintes sur le rap-
port cyclique et le courant. Deux cas sont considérés : le convertisseur Buck DC-DC
avec une charge résistive constante et le convertisseur Buck avec une charge résistive
variable. Dans le premier cas une loi de commande par retour d’état est synthétisée en
utilisant comme critère d’optimisation la maximisation de l’ellipsoïde invariant satis-
faisant les contraintes. Pour obtenir une dynamique plus rapide en boucle fermée des
contraintes sur le placement des pôles sont considérées, le système est maintenant plus
performant mais l’ellipsoïde invariant maximal est plus petit. Si l’état est estimé via un
observateur, on synthétise une loi de commande par retour d’état et observateur garan-
tissant une fonction de Lyapunov ayant la vitesse de décroissance la plus rapide. Cette
loi de commande est ensuite robustifiée via la paramétrisation de Youla en considérant
des contraintes sur le courant et sur la tension. On recherche maintenant le paramètre
de Youla maximisant la projection de l’ellipsoïde invariant sur le sous-espace de l’état
initial. La projection obtenue est considérablement plus grande que celle obtenue pour
le système avec observateur seul mais les performances sont dégradées. Afin d’arriver
à un compromis entre la robustesse et la performance, des contraintes sur le placement
des pôles ont été considérées.
Dans la deuxième partie, convertisseur avec charge résistive variable, on se restraint
seulement à la synthèse d’un retour d’état en maximisant l’ellipsoïde invariant satisfai-
sant les contraintes (avec ou sans contraintes sur la performance en fonction du cahier
de charges) car les résultats pour le système avec observateur ou le système avec obser-
vateur et paramètre de Youla vont dans la même direction que ci-dessus.
Globalement, ce mémoire a fourni un ensemble de techniques et d’outils génériques
permettant la synthèse de lois de commande robustes, ou la robustification de lois exis-
tantes, par des techniques ensemblistes applicables à de nombreuses classes de systèmes
(linéaires discrets). Les lois résultantes, obtenues hors-ligne, s’avèrent de complexité
raisonnable, et les outils mis en oeuvre ont permis autant que possible d’en réduire le
conservatisme.
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Tous ces résultats ont pu être mis en évidence grâce à une manipulation appropriée des
LMIs, ce qui constitue également un apport fondamental de notre travail.
Les exemples ainsi que l’application expérimentale considérés dans ce mémoire ont
enfin montré ce caractère générique du travail, aisément transposable d’un cas à l’autre.
6.2 Perspectives
Plusieurs directions sont envisagées pour des développements futurs en perspective de
ces travaux de thèse.
Une première problématique serait de calculer des ensembles invariants à l’intérieur
desquels l’erreur entre la consigne et la trajectoire de l’état puisse se situer sans violer les
contraintes tout en prenant en compte des perturbations bornées. La difficulté consiste à
considérer la forme de la consigne (qui varie dans le temps) lors de la construction des
LMIs.
On pourrait également envisagé l’extension de la théorie des ellipsoïdes tronques pour
la synthèse d’un retour d’état.
Une autre voie à suivre serait l’implémentation des techniques développées dans ce mé-
moire pour la synthèse en-ligne d’une loi de commande à la fois robuste et performante
et l’extension de ces techniques dans le cadre de la commande MPC. La présence d’une
perturbation bornée introduit une variable de décision supplémentaire qui multiplie une
autre variable de décision. Dans le cas de la synthèse hors-ligne. Comme cette nouvelle
variable est scalaire, le problème peut être résolu facilement par une boucle itérative.
Pour le cas hors-ligne cela ne pose pas de problèmes particuliers, par contre, pour le
cas en-ligne la charge et le temps de calcul peuvent devenir importantes. Néanmoins,
la technique développée dans ce mémoire permet de calculer les ellipsoïdes invariants
minimal et maximal vis-à-vis d’un signal de commande additionnel introduit dans la
boucle fermée proportionné par le paramètre de Youla-Kucˇera. [28, 46, 55] considèrent
aussi un signal additionnel dans la boucle fermée calculé en utilisant des techniques
ensemblistes afin de satisfaire des contraintes en-ligne pour la commande de type MPC.
Le lien entre ce signal et la paramétrisation de Youla sont a explorer.
Pour les systèmes avec observateur, la démarche présentée dans ce mémoire a pour le
moment été réalisée en deux temps, une première étape donnant la loi de commande
performante, une deuxième fournissant ensuite le paramètre de Youla permettant de ro-
bustifier cette structure. Le but ultime serait de développer des techniques LMI capables
de synthétiser à la fois une loi de commande par retour d’état et observateur et un para-
mètre de Youla garantissant la satisfaction des contraintes et un bon compromis entre la
robustesse et la performance malgré la présence de perturbations bornées.

Annexes

Annexe A
Théorèmes
A.1 Théorème associé à la Section 3.1.2.2
Théorème A.1. Soit le système linéaire à temps discret (3.1) affecté par de perturba-
tions bornées n (3.32). Supposons qu’un observateur (3.29) soit utilisé pour estimer
l’état, alors le système s’écrit sous la forme (3.33) et la loi de commande, soumis à des
contraintes (3.31), est donnée par (3.35). L’ellipsoïde invariant assurant l’invariance et
ayant l’intersection minimale avec l’espace d’état initial x(k), est obtenu en résolvant
la minimisation suivante :
min
Po=PTo ≻0,α>0,β≥0
− log det(ZPoZT ) (A.1)
s.c. : [
AToPoAo−Po+αPo AToPoBo
BToPoAo −αI+BToPoBo
]
≺ 0, (A.2)
α ≥ β (A.3)
et [
Po F
T
o
Fo u
2
maxI
]
 0. (A.4)
Démonstration. Parce que la condition de stabilité (3.38) nous garantit aussi l’inva-
riance de l’état en présence d’une perturbation bornée, l’inégalité matricielle (A.2) est
en fait donnée par (3.38).
La LMI qui nous assure que les contraintes sur la commande sont satisfaites (A.4) est
obtenue comme pour (3.22) en remplaçant P et F par Po et Fo respectivement.
220 Annexe A
Pour ce qui concerne l’optimisation, la preuve est similaire à celle donnée à la fin de la
Section 3.1.1.2 à la différence que P est maintenant remplacé par ZPoZT (représentant
l’intersection).
Pour un α fixé, le nombre de variables scalaires de décision est donné par (3.41).
A.2 Théorème associé à la Section 3.1.3.1
Théorème A.2. Soit un système linéaire à temps discret avec un paramètre de Youla
inséré dans la boucle fermée (3.52) et affecté par de perturbations bornées (3.51). S’il
existe Py = P
T
y ≻ 0, α > 0 et β ≥ 0 tels que :[
ATy PyAy−Py+αPy ATy PyBy
BTy PyAy −β I+BTy PyBy
]
≺ 0, (A.5)
ou 

Gy 0 αGy GyATy
0 β I 0 BTy
αGy 0 αGy 0
AyGy By 0 Gy

≻ 0, (A.6)
et
α ≥ β (A.7)
le système avec la paramétrisation de Youla est ISS vis-à-vis d’une perturbation bornée.
Démonstration. L’inégalité (A.5) est obtenue de la même manière que (3.7) en rem-
plaçant P, Ab f et Bw par Py, Ay et By, respectivement. La fonction de Lyapunov est
désormais Vy(k) = xy(k)TPyxy(k), Py = PTy ≻ 0.
Avec le même raisonnement, l’inégalité (A.6) provient de (3.8) en remplaçant G, Ab f et
Bw par Gy, Ay et By, respectivement.
Pour un α connu, le nombre de variables scalaires de décision est :
Nv =
(2nx+nQ)(2nx+nQ+1)
2
+1. (A.8)
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A.3 Théorème associé à la Section 3.2.2.2
Théorème A.3. Soit le système LPV à temps discret, avec l’état estimé au moyen d’un
observateur (3.134) et soumis à des contraintes sur la commande (3.140). L’ellipsoïde
invariant malgré la présence de perturbations bornées (3.139) et ayant l’intersection
minimale avec le sous-espace de l’état x est obtenu en résolvant :
min
Po=PTo ≻0,α>0,β≥0,Qpoi
− log det(ZPoZT ) (A.9)
s.c. : 

Po 0 αPo AToiQ
T
poi
0 β I 0 BToiQTpoi
αPo 0 αPo 0
QpoiAoi QpoiBoi 0 QTpoi+Qpoi−Po

≻ 0, (A.10)
α ≥ β (A.11)
et [
Po F
T
oi
Foi u
2
maxI
]
 0, i= 1,N. (A.12)
Démonstration. Les inégalités (A.10), (A.11) et (A.12) sont obtenues d’une manière
analogue à (3.120), (3.121) et (3.122), respectivement, en remplaçant Ab f i, Bw, Qpi, P et
Fi par Aoi, Boi, Qpoi, Po et Foi. Le critère d’optimisation est bâti selon le même principe,
on recherche l’ellipsoïde ayant une intersection minimale avec le sous-espace x(k) et
contenant l’union de toutes les intersections minimales relatives à chaque variation du
paramètre.
Pour un α fixé, le nombre de variables scalaires de décision est :
Nv =
(2nx)(2nx+1)
2
+4Nn2x +1. (A.13)
A.4 Théorème associé à la Section 3.2.3.1
Théorème A.4. Soit le système LPV à temps discret affecté par de perturbations bor-
nées (3.153), avec l’état estimé au moyen d’un observateur et la robustesse assurée à
travers un paramètre de Youla (3.154). S’il existe Pyi = PTyi ≻ 0 ou Gyi =GTyi ≻ 0, α > 0,
β ≥ 0, et Qpyi ou Qgyi tels que :
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

Pyi 0 αPyi ATyiQ
T
pyi
0 β I 0 BTyiQTpyi
αPyi 0 αPyi 0
QpyiAyi QpyiByi 0 QTpyi+Qpyi−Py j

≻ 0, (A.14)
ou 

QTgyi+Qgyi−Gyi 0 αQTgyi QTgyiATyi
0 β I 0 BTyi
αQgyi 0 αGyi 0
AyiQgyi Byi 0 Gy j

≻ 0, i, j = 1,N (A.15)
avec
α ≥ β , (A.16)
le système est stable en termes entrée-état par rapport à la perturbation bornée.
Démonstration. En considérant une fonction de Lyapunov dépendante du paramètre
Vy = x
T
y (k)Py(θ(k))xy(k), avec Py(θ(k)) =
N
∑
i=1
λiPyi, Pyi = PTyi = G−1yi ≻ 0, l’inégalité
(A.14) et (A.15) sont obtenues d’une manière analogue à (3.88) et (3.114) en remplaçant
Ab f i, Bw, Pi, Gi, Qpi et Qgi par Ayi, Byi, Pyi, Gyi, Qpyi et Qgyi.
Pour un α fixé, le nombre de variables scalaires de décision est :
Nv = N
(2nx+nQ)(2nx+nQ+1)
2
+N(2nx+nQ)
2+1. (A.17)
A.5 Théorème associé à la Section 3.2.3.2
Théorème A.5. Soit le système LPV à temps discret, avec l’état estimé au moyen d’un
observateur, la robustesse assurée à travers un paramètre de Youla (3.154) et soumis à
des contraintes sur l’entrée (3.152). L’ellipsoïde invariant, malgré la présence de per-
turbations bornées (3.153), ayant l’intersection minimale est donné par l’optimisation :
min
Py=PTy ≻0,α>0,β≥0,Qpyi
− log det(TPyT T ) (A.18)
s.c. : 

Py 0 αPy ATyiQ
T
pyi
0 β I 0 BTyiQTpyi
αPy 0 αPy 0
QpyiAyi QpyiByi 0 QTpyi+Qpyi−Py

≻ 0, (A.19)
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α ≥ β (A.20)
et

Py F
T
xi 0
Fxi u
2
maxI Fni
0 FTni I

 0, i= 1,N. (A.21)
Démonstration. L’inégalité (A.19) est obtenue d’une manière analogue à (3.120) en
remplaçant Ab f i, Bw, Qpi et P par Ayi, Byi, Qpyi et Py.
Pour la LMI correspondant aux contraintes d’entrée, nous avons :
|| u ||22 = || Fx(θ(k))xy+Fn(θ(k))n ||22≤|| Fx(θ(k))xy ||22 + || Fn(θ(k))n ||22≤
≤ λmax(Fx(θ(k))P−1y FTx (θ(k)))+λmax(Fn(θ(k))FTn (θ(k))).
En utilisant le complément de Schur en deux étapes (voir la démonstration du théorème
3.10), on obtient :
 Py Fx(θ(k))
T 0
Fx(θ(k)) u2maxI Fn(θ(k))
0 FTn (θ(k)) I

= N∑
i=1
λi

Py F
T
xi 0
Fxi u
2
maxI Fni
0 FTni I

 0, (A.22)
qui est satisfaite si la LMI (A.21) est satisfaite pour tout i= 1,N.
Comme précédemment, on recherche l’ellipsoïde ayant une intersection minimale et
contenant l’union de toutes les intersections minimales relatives à chaque variation du
paramètre. Si les contraintes sont trop fortes et/ou les perturbations sont trop impor-
tantes et/ou le système a une dynamique très rapide, un tel ellipsoïde peut ne pas exister.
Pour un α fixé, le nombre de variables scalaires de décision est :
Nv =
(2nx+nQ)(2nx+nQ+1)
2
+N(2nx+nQ)
2+1. (A.23)
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Démonstrations
B.1 Démonstration du théorème 3.12.
Comme pour le théorème 3.11, si l’on considère une fonction de Lyapunov dépen-
dante du paramètre V (k) = x(k)TP(θ(k))x(k) ≻ 0, avec P(θ(k)) =
N
∑
i=1
λi(k)Pi, Pi =
PTi = G
−1
i ≻ 0, les conditions stipulées dans la Section 2.5, lemme 2.17 sont satisfaites
pour α1 = ψ || x || (ψ un scalaire positif, suffisamment petit), α2 =
N
∑
i=1
λmax(Pi) || x ||,
α3 = αϑ || x || (ϑ un scalaire positif, suffisamment petit) et δ = β où α ≥ β .
Pour prouver la condition suffisante, supposons que la condition (3.114) est faisable.
Alors :
Qgi+Q
T
gi−Gi ≻ 0, i= 1,N. (B.1)
Les matrices Qgi de rang plein, non nécessairement symétriques, ont été introduites
pour réduire le conservatisme du problème. Ces matrices nous permettent de relaxer les
inégalités matricielles.
Comme Qgi est une matrice de rang plein et Gi = GTi ≻ 0, nous avons :
(QTgi−P−1i )Pi(Qgi−P−1i ) 0 (B.2)
équivalent à :
QTgiPiQgi  Qgi+QTgi−P−1i , (B.3)
d’où la nécessité de rang plein pour Qgi.
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L’inégalité (3.114) devient :

QTgiPiQgi 0 αQ
T
gi Q
T
giA
T
b f i
0 β I 0 BTw
αQgi 0 αGi 0
Ab f iQgi Bw 0 G j

≻ 0, (B.4)
équivalente à :

QTgi 0 0 0
0 I 0 0
0 0 P−1i 0
0 0 0 P−1j




Pi 0 αPi ATb f iPj
0 β I 0 BTwPj
αPi 0 αPi 0
PjAb f i PjBw 0 Pj




Qgi 0 0 0
0 I 0 0
0 0 P−1i 0
0 0 0 P−1j

≻ 0,
(B.5)
i, j = 1,N, qui revient à (3.104). Il faut ensuite pour chaque i, multiplier les inégalités
correspondant à j= 1,N par λ j, puis sommer. Ensuite on multiplie les i= 1,N inégalités
résultantes par λi puis on somme pour obtenir la relation (3.97). On obtient :
V (k) =
N
∑
i=1
λi(k)(
N
∑
j=1
λ j(k)Qi j), (B.6)
qui est une forme quadratique décroissante définie positive. En conclusion, L < 0
(3.94) et donc ∆V < 0 pour tout x, xTPx≥ 1 et toute perturbation w(k), wT (k)w(k)≤ 1.
Pour prouver la condition nécessaire, supposons que la fonction L < 0, alors (3.95)
est satisfaite. Par conséquent (3.106) est satisfaite. Cette inégalité peut s’écrire sous la
forme : [
Pi 0
0 β I
]
−
[
I ATb f i
0 BTw
][
αPi 0
0 Pj
][
I 0
Ab f i Bw
]
≻ 0 (B.7)
qui est équivalente à :
[
αPi 0
0 Pj
]−1
−
[
I 0
Ab f i Bw
][
Pi 0
0 β I
]−1[
I ATb f i
0 BTw
]
≻ 0 (B.8)
et encore avec :[
1
αGi−Gi −GiATb f i
−Ab f iGi G j−Ab f iGiATb f i
]
−
[
0
Bw
]
1
β I
[
0 BTw
]
≻ 0 (B.9)
résultant en la forme :
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

1
β I 0 BTw
0 1αGi−Gi −GiATb f i
Bw −Ab f iGi G j−Ab f iGiATb f i

= Ti j ≻ 0, i, j = 1,N. (B.10)
Comme Gi = GTi ≻ 0, i= 1,N, pour n’importe quel scalaire positif gi on a Gi+2giI ≻
0 et implicitement (Gi + 2giI)−1 ≻ 0. Tenant en compte que Ab f i sont des matrices
Hurwitz, il en résulte que :
 0I
Ab f i

(Gi+2giI)−1 [0 I ATb f i] 0, i= 1,N. (B.11)
Sachant que Ti j ≻ 0, il existe toujours un scalaire gi > 0 suffisamment petit tel que :
Ti j ≻ (−gi)

 0I
Ab f i

(Gi+2giI)−1 [0 I ATb f i](−gi), i, j = 1,N. (B.12)
Avec le théorème de Schur on obtient :

Gi+2giI 0 −gi −ATb f igi
0 β I 0 BTw
−gi 0 1αGi−Gi −GiATb f i
−Ab f igi Bw −Ab f iGi G j−ATb f iGiAb f i

≻ 0, i, j = 1,N. (B.13)
Pour Qgi = Gi+giI, (B.13) n’est rien d’autre que :

Qgi+Q
T
gi−Gi 0 −Qgi+Gi −ATb f iQgi+ATb f iGi
0 β I 0 BTw
−QTgi−Gi 0 1αGi−Gi −GiATb f i
−Ab f iQTgi+Ab f iGi Bw −Ab f iGi G j−ATb f iGiAb f i

≻ 0, i, j = 1,N. (B.14)
La dernière inégalité est équivalente à :

I 0 0 0
0 I 0 0
−I 0 1α I 0
−Ab f i 0 0 I




Qgi+Q
T
gi−Gi 0 αQTgi QTgiATb f i
0 β I 0 BTw
αQgi 0 αGi 0
Ab f iQgi Bw 0 G j




I 0 0 −ATb f i
0 I 0 −BTw
0 0 I 0
0 0 0 I

≻ 0,
(B.15)
i, j = 1,N, d’où il résulte (3.114).
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B.2 Démonstration du théorème 4.29.
L’inégalité garantissant le placement des pôles dans le disque de centre (0,0) et de rayon
r (r < 1) est : [
rPoi A
T
oiPoi
PoiAoi rPoi
]
≻ 0, (B.16)
obtenue de la même manière que (4.48) en remplaçant Po et Ao par Poi et Aoi avec
Poi = P
T
oi ≻ 0, i= 1,N, la matrice dépendante du paramètre correspondant à la fonction
de Lyapunov Vo(k) = xTo (k)Poσxo(k). On considère que :
r =
[
r1 0
0 r2
]
. (B.17)
Dans la suite de cette preuve, les mêmes extensions que celles faites en (4.107) sont
considérées.
L’inégalité assurant l’ISS vis-à-vis d’une perturbation bornée est obtenue de la même
manière que l’inégalité (4.114) (assurant l’ISS dans le cas LPV) pour η1 = η2 = ∞ en
se rappelant que dans le cas en commutation les matrices d’entrée ou de sortie sont
dépendantes du paramètre (Bσ , Cσ ). Cette inégalité est donc :

Poi 0 αPoi AToiPo j
0
[
β I 0
0 γI
]
0 BToiPo j
αPoi 0 αPoi 0
Po jAoi Po jBoi 0 Po j

≻ 0, i, j = 1,N (B.18)
avec :
α−β − γ ≥ 0. (B.19)
Dans la suite de cette démonstration, les inégalités assurant le placement des pôles et
l’ISS vis-à-vis d’une perturbation bornée seront celles mentionnées ci-dessus : (B.16),
(B.18) et (B.19).
On cherche alors à prouver que ces inégalités ont une solution si et seulement si les
inégalités (4.156), (4.157), (4.158), (4.159) et (4.160) sont faisables.
Pour démontrer l’implication, supposons que les inégalités (B.16) et (B.18) aient une
solution Poi = PToi ≻ 0 sous la forme :
Poi = P
T
oi =
[
Pi,11 Pi,12
PTi,12 Pi,22
]
≻ 0, i= 1,N. (B.20)
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On pré- et post-multiplie alors (B.18) avec Γ (donnée en (4.32)) et ΓT , respectivement,
et (B.16) avec Σ (donnée en (4.54)) et ΣT , respectivement.
Avec le complément de Schur on peut facilement voir que ces nouvelles inégalités im-
pliquent :


Pi,11 0 αPi,11 (Ai−BiFi)TPj,11
0 β I 0 [Bw 0]TPj,11
αPi,11 0 αPi,11 0
Pj,11(Ai−BiFi) Pj,11[Bw 0] 0 Pj,11

≻ 0, (B.21)
[
r1Pi,11 (Ai−BiFi)TPi,11
Pi,11(Ai−BiFi) r1Pi,11
]
 0, i, j = 1,N, (B.22)
et
α−β ≥ 0. (B.23)
En multipliant à droite et à gauche l’inégalité (B.21) par diag(QTgi, I,P
−1
i,11,P
−1
j,11) et
diag(Qgi, I,P−1i,11,P
−1
j,11), respectivement, en tenant compte que (Q
T
gi− P−1i,11)Pi,11(Qgi−
P−1i,11) 0 impliqueQTgiPi,11QgiQTgi+Qgi−P−1i,11 et avec les notationsGi =GTi P−1i,11≻ 0,
Yi = FiQgi, i, j = 1,N, l’inégalité (4.156) en résulte. En multipliant à droite et à gauche
l’inégalité (B.22) par diag(QTgi,P
−1
i,11) et diag(Qgi,P
−1
i,11), respectivement, et avec les
mêmes notations que ci-dessus, l’inégalité (4.159) en résulte.
Pour l’inégalité (4.157) et (4.160), on pré et post-multiplie l’inégalité LMI (B.18) avec
diag(P−1oi , I,P
−1
oi ,P
−1
o j ) et la LMI (B.16) avec diag(P
−1
oi ,P
−1
oi ). On considère Goi = P
−1
oi
et
Goi = G
T
oi =
[
Gi,11 Gi,12
GTi,12 Gi,22
]
≻ 0. (B.24)
On pré- et post-multiplie ensuite (B.18) par Γ (donnée par (4.32)) et ΓT , respective-
ment, et (B.16) avec Σ (donnée par (4.54)) et ΣT , respectivement. Par la congruence de
ces nouvelles inégalités avec Γ et ΓT , respectivement, et Σ et ΣT , respectivement, on
obtient :

Gi,22 0 αGi,22 G j,22(Ai−LiCi)T
0 γI 0 [Bw −LiDv]T
αGi,22 0 αGi,22 0
(Ai−LiCi)G j,22 [Bw −LiDv] 0 G j,22

≻ 0, (B.25)
[
r2Gi,22 Gi,22(Ai−LiCi)T
(Ai−LiCi)Gi,22 r2Gi,22
]
 0, i, j = 1,N, (B.26)
et
α− γ ≥ 0. (B.27)
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On pré- et post-multiplie enfin l’inégalité (B.25) par diag(G−1i,22, I,G
−1
i,22,Qpi) et
diag(G−1i,22, I,G
−1
i,22,Q
T
pi), respectivement, et la LMI (B.26) par diag(G
−1
i,22,Qpi) et
diag(G−1i,22,Q
T
pi), respectivement. En sachant que (Qpi−G−1j,22)G j,22(QTpi−G−1j,22)  0
implique QpiG j,22QTpi  Qpi+QTpi−G−1j,22 et avec les notations Pi = PTi = G−1i,22 ≻ 0 et
Ji = QpiLi, i, j = 1,N, il en résulte les inégalités (4.157) et (4.160).
Pour démontrer la réciproque, supposons qu’ils existent Pi = PTi ≻ 0, Gi = GTi ≻ 0,
Qpi, Qgi, Yi, Ji, α , β et γ satisfaisant les inégalités (4.156), (4.157), (4.158), (4.159) et
(4.160). Définissons : Fi =YiQ
−1
gi et Li =Q
−1
pi Ji, i= 1,N. L’objectif est de prouver qu’il
existe toujours un λ > 0 tel que :
Poi = P
T
oi =
[
λG−1i 0
0 Pi
]
≻ 0, (B.28)
satisfait (B.18) et (B.16), assurant ainsi la stabilité vis-à-vis d’une perturbation bornée
et le placement des pôles.
Comme β est une variable, on peut supposer que β = λβ ′. Avec ces notations et en pré
et post- multipliant (B.18) par Γ ((4.32)) et ΓT , respectivement, et (B.16) par Σ ((4.54))
et ΣT , respectivement, on obtient (via le complément de Schur) :

G−1i 0 αG
−1
i (Ai−BiFi)TG−1j
0 β ′I 0 [Bw 0]TG−1j
αG−1i 0 αG
−1
i 0
G−1j (Ai−BiFi) G−1j [Bw 0] 0 G−1j


︸ ︷︷ ︸
LMIxi j
−λ


0 0 0 0
0 0 0 0
0 0 0 0
G−1j BiFi 0 0 0


︸ ︷︷ ︸
S1i j
·


Pi 0 αPi (Ai−LiCi)TPj
0 γI 0 [Bw −LiDv]TPj
αPi 0 αPi 0
Pj(Ai−LiCi) Pj[Bw −LiDv] 0 Pj


−1
︸ ︷︷ ︸
LMI−1εi j
ST1i j ≻ 0,
(B.29)
[
r1G
−1
i (Ai−BiFi)TG−1i
G−1i (Ai−BiFi) r1G−1i
]
︸ ︷︷ ︸
LMIpxi
−λ
[
0 0
G−1i BFi 0
]
︸ ︷︷ ︸
S2i[
r2Pi (Ai−LiCi)TPi
Pi(Ai−LiCi) r2Pi
]−1
︸ ︷︷ ︸
LMI−1pεi
ST2i  0, i= 1,N,
(B.30)
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et
α−λβ ′− γ ≥ 0. (B.31)
On peut voir que si (4.156), (4.157), (4.158), (4.159) et (4.160) sont satisfaites alors il
existe toujours un λ > 0 tel que les inégalités suivantes soient faisables (séparément et
toutes ensemble) :
min
1≤i, j≤N
νi, j > λ max
1≤i, j≤N
µi, j, (B.32)
min
1≤i≤N
φi > λ max
1≤i≤N
ϕi, (B.33)
α− γ ≥ λβ ′, (B.34)
où :
νi j = νi, j = λi, j,min(LMIxi j), µi j = λi, j,max(S1i jLMI−1εi j ST1i j),
φi = λi,min(LMIpxi), ϕi = λi,max(S2iLMI−1pεiST2i)
avec λmin représentant la valeur propre minimale et λmax la valeur propre maximale,
LMIxi j correspondant à (4.156), LMIεi j à (4.157), LMIpxi à (4.159) et LMIpεi à (4.160).
En conclusion, comme (4.156), (4.157), (4.158), (4.159) et (4.160) sont faisables, ce λ
existera toujours.
Pour un α fixé, le nombre de variables scalaires de décision est donné par 4.128.
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Pour prouver les inégalités 5.35, 5.36 et 5.37 on suit la même démarche que lors du
théorème 4.22 donné dans le
Le critère de performance (5.33) peut s’écrire sous la forme :
Vo(k)−Vo(k+1)≥
[
xo(k)
n(k)
]T [ 1
η1F
T
o Q1Fo+
1
η2C
T
f Q2C f
1
η1C
T
f Q2D f
1
η2D
T
f Q2C f
1
η2D
T
f Q2D f
][
xo(k)
n(k)
]
(B.35)
oùC f = [C 0] et D f = [0 Dv].
Nous continuons notre démonstration en définissant les extensions (4.107) en rempla-
çant Li par L. cas LPV.
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Avec cette astuce la condition (5.33) devient :
∆Vo(k) = xo(k)TPoxo(k)− xo(k+1)TPoxo(k+1) =
=
[
xo(k)
n(k)
]T [
Po−AToPoAo −AToPoBo
−BToPoAo −BToPoBo
][
xo(k)
n(k)
]
≥
≥
[
xo(k)
n(k)
]T [ 1
η1F
T
o Q1Fo+
1
η2C
T
f Q2C f
1
η2C
T
f Q2D f
1
η2D
T
f Q2C f
1
η2D
T
f Q2D f
][
xo(k)
n(k)
] (B.36)
pour tout xo(k) et w(k) satisfaisant :
xo(k)
TPoxo(k)≥ 1 et nT (k)n(k)≤ 1. (B.37)
Avec la S-procédure et l’extension (4.107) la condition (B.36) peut s’écrire sous la
forme :[
xo(k)
n(k)
]T ([
Po−AToPoAo −AToPoBo
−BToPoAo −BToPoBo
]
−
[
1
η1F
T
o Q1Fo+
1
η1C
T
f Q2C f
1
η1C
T
f Q2D f
1
η1D
T
f Q2C f
1
η1D
T
f Q2D f
]
−
−

αPo 0
0 −
[
β I 0
0 γI
]

[xo(k)
n(k)
]
+(α−β − γ)≻ 0.
(B.38)
Pour α−β − γ ≥ 0 l’application du complément de Schur nous mène à :

Po 0 αPo AToPo F
T
o Q
1/2
1 C
T
f Q
1/2
2
0
[
β I 0
0 γI
]
0 BToPo 0 D
T
f Q
1/2
2
αPo 0 αPo 0 0 0
PoAo PoBo 0 Po 0 0
Q
1/2
1 Fo 0 0 0 η1 0
Q
1/2
2 C f Q
1/2
1 D f 0 0 0 η2


≻ 0. (B.39)
Pour montrer l’implication, supposons que l’inégalité (B.39) ait une solution Po = PTo ≻
0, α > 0 et β ≥ 0 sous la forme (4.31). On pré- et post-multiplie l’inégalité (B.39) avec,
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respectivement, Λ et ΛT :
Λ =


I 0 0 0 0 0 0 0 0 0
0 0 I 0 0 0 0 0 0 0
0 0 0 0 I 0 0 0 0 0
0 0 0 0 0 0 I 0 0 0
0 0 0 0 0 0 0 0 I 0
0 I 0 0 0 0 0 0 0 0
0 0 0 I 0 0 0 0 0 0
0 0 0 0 0 I 0 0 0 0
0 0 0 0 0 0 0 I 0 0
0 0 0 0 0 0 0 0 0 I


. (B.40)
Avec le complément de Schur on voit que (B.39) implique :

P11 0 αP11 (A−BF)TP11 FTQ1/21
0 β I 0 [Bw 0]TP11 0
αP11 0 αP11 0 0
P11(A−BF) P11[Bw 0] 0 P11 0
Q
1/2
1 Fi 0 0 0 η1

≻ 0,α−β ≥ 0. (B.41)
On pré-et post-multiplie enfin l’inégalité (B.41) par diag(P−111 , I,P
−1
11 ,P
−1,I
11 ). Avec les
notations G= GT = P−111 ≻ 0, Y = FG, il en résulte l’inégalité (5.35).
Pour l’inégalité (5.36), on pré et post-multiplie l’inégalité (B.39) avec
diag(Go, I,Go,Go) où Go est donné par (4.35).
Par la congruence de cette nouvelle inégalité avec Λ et en utilisant le théorème de Schur,
on obtient :

G22 0 αG22 G22(A−LC)T 0
0 γI 0 [Bw −LDv]T [0 Dv]TQ1/22
αG22 0 αG22 0 0
(A−LC)G22 [Bw −LDv] 0 G22 0
0 Q1/22 [0 Dv] 0 0 η2

≻ 0, (B.42)
α− γ ≥ 0. (B.43)
Enfin on pre et post-multiplie (B.42) par diag(G−122 , I,G
−1
22 ,G
−1
22 , I). Avec les notations
P= G−122 ≻ 0 et J = PL, il en résulte l’inégalité (5.36).
Pour la réciproque, supposons qu’ils existent P= PT ≻ 0, G= GT ≻ 0, Y , J, α , β et γ
satisfaisant les inégalités (5.35), (5.36) et (5.37). Définissons : F = YG−1 et L= P−1Z.
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L’objectif est de prouver qu’il existe toujours un λ > 0 tel que :
Po = P
T
o =
[
λG−1 0
0 P
]
≻ 0, (B.44)
satisfasse (B.39) assurant ainsi la stabilité vis-à-vis d’une perturbation bornée.
Comme β , η1, η2 sont des variables, on peut supposer que β = λβ ′ et η1 = λη ′1. Avec
ces notations et en pré et post- multipliant (B.39) par Λ et ΛT (B.40), respectivement,
on obtient (via le complément de Schur) :


G−1 0 αG−1 (A−BF)TG−1 FTQ1/21
0 β ′I 0 [Bw 0]TG−1 0
αG−1 0 αG−1 0 0
G−1(A−BF) G−1[Bw 0] 0 G−1 0
Q
1/2
1 F 0 0 0 η ′1


︸ ︷︷ ︸
LMIx
−
−λ


0 0 0 0 CTQ1/22
0 0 0 0 0
0 0 0 0 0
G−1BF 0 0 0 0
−Q1/21 F 0 0 0 0


︸ ︷︷ ︸
S1
·


P 0 αP (A−LC)TP 0
0 γI 0 BTε P [Bw −LDv]TQ1/22
αP 0 αP 0 0
P(A−LC) P[Bw −LDv] 0 P 0
0 Q1/22 Dp 0 0 η2


−1
︸ ︷︷ ︸
LMI−1ε
ST1 ≻ 0,
(B.45)
et
α−λβ ′− γ ≥ 0. (B.46)
On voit que si (5.35), (5.36) et (5.37) sont satisfaites alors il existe toujours un λ > 0
tel que les inégalités suivantes soient faisables (séparément et toutes ensemble) :
minν > λ maxµ, (B.47)
α− γ ≥ λβ ′, (B.48)
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où :
ν = λmin(LMIx), µ = λmax(S1LMI−1ε ST1 ),
avec λmin représentant la valeur propre minimale et λmax la valeur propre maximale,
LMIx correspondant à (5.35) et LMIε à (5.36). En conclusion, comme (5.35), (5.36) et
(5.37) sont faisables, ce λ existera toujours.
Les inégalités 4.48 et 4.49 sont obtenues comme dans le théorème 4.8.
B.4 Démonstration du problème 5.3.
Le contrainte sur la performance (5.60) peut s’écrire sous la forme :
∆V =V (k)−V (k+1)≥ 1η
[
x
w
]T [
FTQ1F+C
TQ2C 0
0 0
][
x
w
]
. (B.49)
Avec la S-procédure, cette inégalité est satisfaite si :
−
[
αP 0
P(Ai−BF) PBw
]T [ 1
αP
−1 0
0 P−1
][
αP 0
P(Ai−BF) PBw
]
+
[
P 0
0 β I
]
 1η
[
FTQ1F+C
TQ2C 0
0 0
]
, i= 1,2.
(B.50)
Avec le complément du Schur on arrive à :

P 0 αP (Ai−BF)TP
0 αI 0 BTwP
αP 0 αP 0
P(Ai−BF) Bw 0 P





FTQ
1/2
1 C
TQ
1/2
2
0 0
0 0
0 0


[
1
η 0
0 1η
][
Q
1/2
1 F 0 0 0
Q
1/2
2 C 0 0 0
]
, i= 1,2.
(B.51)
En utilisant de nouveau le théorème du Schur et par congruence de l’inégalité résultant
avec diag(G, I,G,G, I, I), G= GT = P−1 ≻ 0, Y = FG il en résulte l’inégalité (5.61).
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Résumé
Le travail de recherche concrétisé par ce mémoire de thèse se trouve à l’intersection de
deux domaines importants, la commande robuste des systèmes linéaires (LTI, LPV, en
commutation) à temps discret affectés par des perturbations permanentes bornées et des
contraintes et les ensembles invariants ellipsoïdaux maximal ou minimal.
La première partie de ce mémoire se focalise sur l’analyse de la stabilité entrée-état (en
anglais ISS) du système par rapport à une perturbation bornée et le calcul des ensembles
invariants ellipsoïdaux minimal ou maximal (ou sous forme d’ellipsoïdes tronqués) sa-
tisfaisant les contraintes. La deuxième partie envisage la synthèse d’une commande par
retour d’état ISS stable et robuste vis-à-vis de perturbations bornées, garantissant l’el-
lipsoïde invariant maximal satisfaisant les contraintes ; puis la synthèse d’une loi de
commande par retour d’état et observateur ISS stable vis-à-vis de perturbations bor-
nées, garantissant une certaine performance ; enfin la synthèse d’un paramètre de Youla
afin de garantir la projection maximale sur le sous-espace de l’état initial. La projec-
tion obtenue possède alors un volume plus grand que celui obtenu sans le paramètre de
Youla d’où une amélioration en termes de robustesse. Une dernière étape vise à obtenir
un compromis entre la robustesse et la performance en utilisant des critères basés sur
le placement de pôles ou sur la vitesse de décroissance de la fonction de Lyapunov.
Tous les résultats théoriques obtenus sont exprimés sous forme d’inégalités matricielles
et sont validés en simulation et de façon expérimentale dans le cadre de la commande
d’un convertisseur de puissance.
Mots clés : fonction de Lyapunov, invariance, ISS, LMI, S-procédure, LPV, paramètre
de Youla, placement de pôles, convertisseurs de puissance.
Abstract
The research concretized in this memory is located at the intersection of two important
fields, the robust control of discrete-time linear systems (LTI, LPV, switched) affected
by bounded disturbances and constraints and the ellipsoidal invariant sets theory.
The first part of this memory focuses on the analysis of input-to-state stability (ISS) over
a bounded perturbation and the computation of the maximal or minimal invariant ellip-
soidal (or truncated ellipsoidal) set satisfying the constraints. The second part is consi-
dering the synthesis of a control state feedback law ISS stable and robust over bounded
disturbances, ensuring the maximal ellipsoidal invariant set satisfying the constraints,
then the synthesis of an observer-based control law ISS stable over bounded distur-
bances, ensuring a certain performance, and finally the design of a Youla parameter
guaranteeing the maximal ellipsoidal projection on the initial state subspace. The resul-
ting projection has a volume greater than the one obtained without the Youla parameter
resulting an improvement in terms of robustness. A final step is to obtain a compromise
between robustness and performance using criteria based on poles placement or on the
Lyapunov function decreasing rate. The theoretical results are expressed as matrix in-
equalities and are validated in simulation and and experimentally on a Buck DC-DC
converter.
Keywords : Lyapunov function, invariance, ISS, LMI, S-procedure, LPV, Youla para-
meter, pole placement, DC-DC converters.
