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Abstract
In this work, we measure the internal magnetic field of a 100nm
iron-doped palladium film by means of transversal field muon
spin spectroscopy. The internal field and field inhomogeneity
were measured in the bulk of the film from 3.5K to 100K and
compared to measurements in a pure Pd film in order to
investigate the effect of iron-doping. Furthermore, we compared
these temperature sweeps to existing µSR measurements on bulk
PdFe [1], in order to verify the quality of the film. Finally, we
measured the internal field and field inhomogeneity at 3.5K as a
function of muon implantation energy, in order to learn more
about the spatial variation of the internal magnetic field.
Ultimately, by doing this characterization, we hope that PdFe can
serve as a testbed for other local magnetic field probe techniques.
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Chapter1
Introduction
Palladium is the 46th element of the periodic table, making it part of the
family of transition metals. At first glance, it might seem like a rather dull
material, but where Pd differs from the other transition metals is in its
electronic band structure. The d-electron band is almost completely filled
(0.36 hole/atom [2]) and sharply peaked around the Fermi level, giving
rise to some non-trivial magnetic behavior that is strongly dependent on
temperature.
In this thesis, we study itinerant magnetism in a dilutely iron-doped pal-
ladium film (d ≈ 100nm) by muon spin rotation measurements. Doping
the pure Pd with Fe atoms causes the formation of so called giant mag-
netic moments (∼ 10µB). These giant moments dominate the magnetic
behavior of the film, giving rise to a spin glass phase at ∼mK tempera-
tures, depending on the amount of doping. We hope that by characteriz-
ing a dilutely doped PdFe film with µSR, it can be used as a testbed for the
development of an ultra low temperature Magnetic Resonance Force Mi-
croscope (MRFM) [3]. The ultimate goal would then be to spatially resolve
the giant moments with the MRFM.
To start off this thesis, we will first give a description of the sample we
studied in this project. Secondly, we go over the µSR technique used to
study the internal magnetic field of the film. Thirdly, we present some of
the data obtained from our measurements conducted at the Paul Scherrer
Institute. To conclude, we give some ideas for future research concerning
this topic.
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Chapter2
Iron-doped palladium
In this section, we go over the magnetic properties of the sample studied
in this thesis. We start by describing the electronic/magnetic structure
of pure Pd. Thereafter, we describe the effect of introducing a magnetic
impurity in the host Pd matrix (in our case, Fe).
2.1 Pure palladium: An incipient ferromagnet
As described in the introduction, palladium is the 46th element on the pe-
riodic table. Though the element is situated in the category of transition
metals, the material has properties which cannot be found in other tran-
sition metals like Ag or Pt. It has for example a strange anomaly in its
magnetic susceptibility around 85K (figure 2.1) and it has one of the high-
est electronic specific heats for metals [4]. In this thesis, we will focus on
the magnetic properties of the material. To understand how the magnetic
behavior of Pd arises, we will go over the electronic structure of Pd and
try to relate this to experimentally observed phenomena regarding mag-
netism of Pd.
To start off, we take a look at susceptibility data presented by Foner et
al.[5] (figure 2.1). What immediately becomes apparent is the low temper-
ature enhancement which has a maximum at 85K. To explain this enhance-
ment, we will go over a density of states (DOS) calculation performed by
Mueller et al.[6]. They apply so called Augmented Plane Wave calcula-
tions (APW)[7] and use the combined interpolation scheme [8](an earlier
work of Mueller) to analyze the electronic band structure of pure Pd. One
of their main results is shown in figure 2.2.
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Figure 2.1: Magnetic susceptibility of pure Pd presented by Foner et al.[5]. The
data was measured on a zone-refined Pd wire, which had approximately a 2ppm
concentration of Fe before refining. It is clear that Pd has a maximum around 85K.
Figure 2.2: Calculated Density of States of pure Pd, calculated by Mueller et al.[6].
This result shows that the Fermi energy in Pd is located just below the top of a
large extrusion in the d-band.
Like for many other transition metals, the Fermi energy (Ef) of Pd is sit-
uated inside the d-band. However, what becomes clear from figure 2.2 is
that the density of states has a maximum situated slightly below the Fermi
level. This means that the DOS at the Fermi energy is relatively large com-
pared to other transition metals, resulting in a noticeable exchange inter-
action between the electrons. Furthermore, we see that the DOS is sharply
peaked around Ef which translates to a strong temperature dependence of
observables that depend on the DOS. Both these findings make that the
magnetic susceptibility of Pd is radically different when compared to a
normal metal where one would just expect to get the Pauli susceptibility
4
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(plus a contribution of the matrix itself, depending on whether the element
is magnetic or not).
In light of this, it makes sense to attempt to describe the susceptibility of
Pd analogous to the Weiss molecular field model:
χ = D χp =
χp
1− 12χpV0µ−2B
(2.1)
In this expression, D is the Stoner-Wohlfarth factor, V0 is the exchange en-
ergy between conduction electrons and χp is the Pauli susceptibility given
by:
χp = µ
2
B N(E f ) (2.2)
where N(Ef) is the total DOS of Pd at the Fermi energy.
Although the expression given above now accommodates for some inter-
action between the electrons, it does not take into account the effect of
spin-orbit coupling which is definitely present in Pd (Z = 46). Besides that,
the temperature dependent behavior of, among other things, the suscep-
tibility, which stems from the sharply peaked DOS is also not captured in
the expression. To tackle the former problem, an effective g-factor can be
introduced. Following Mueller et al.[6]:
g2e f f =
2
N(E f )
∑
n
∫
dk g2n(k)δ(En(k)− E f ) (2.3)
Here, the summation runs over the carrier bands and En(k),gn(k) are the
dispersion relation and g-factor associated with the nth carrier band. Equa-
tion 2.2 then simply becomes:
χp = (
1
2
ge f fµB)2 N(E f ) (2.4)
By substituting 2.4 into 2.1 and using the results for the DOS of Pd, Mueller
et al. estimate [6]:
D = 14.8
ge f f = 1.65
for Pd. Notice that the Stoner enhancement factor for Pd is much larger
than typical values we get from normal metals (D ∼ 1), where there is
no/little enhancement. This means that Pd has relatively strong electron-
electron interaction which causes the material to be a so called incipient
ferromagnet: Palladium is on the verge of being ferromagnetic, making it
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extremely sensitive to for example the introduction of magnetic impurities
or deformation of the crystal structure due to strain on the material. All of
these things can easily induce a ferromagnetic phase, as will be described
in section 2.2 for the case of introduction of magnetic impurities.
What is still left to do now is to explain the temperature dependence of
the susceptibility. Usually, the temperature dependence of the electron
susceptibility is written as [6]:
χp(T) = χp(0)[1+
1
6
pi2ν0k2BT
2] (2.5)
ν0 =
N′′(E f )
N(E f )
−
(
N′(E f )
N(E f )
)2
,
where kB is the Boltzmann constant. By taking this correction into account,
equation 2.1 becomes:
χ(T) = D χp(0)[1+ pi2ν0K2T2 + D
1
6
pi2ν0K2T2] (2.6)
Since Pd has this large Stoner enhancement factor (D), the third term in
this expression all of a sudden becomes relevant, explaining the increase
of the susceptibility in the temperature range 0K-85K (figure 2.1).
2.2 Iron doped palladium: Giant magnetic mo-
ments
In the previous section, we saw that Pd is a nearly ferromagnetic material.
In this section, we will explain what happens if some of the host atoms of
the Pd matrix are substituted with magnetic impurities. Since the sample
we studied contained mostly iron impurities, we will focus on those.
6
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Figure 2.3: Schematic picture of Pd polarization due to the presence of a mag-
netic field. Because of the shape of the DOS around the Fermi level, even a small
magnetic field can cause substantial polarization effects.
According to previous research[9] [10] [11], magnetic impurities in Pd cre-
ate so called giant magnetic moments (∼ 10µB - 12µB). To understand what
we mean by this, think about a localized version of Pauli paramagnetism:
The magnetic impurity induces a small magnetic field inside the Pd. This
field polarizes electrons from the Pd and since the DOS of Pd is very large
around the Fermi level, this polarization effect is quite substantial result-
ing in the formation of a giant magnetic moment (figure 2.3). Thus, a giant
moment is basically the spin moment of the foreign impurity in addition
to an extra magnetic moment induced by the polarization of the Pd. Typ-
ically this ferromagnetic polarization cloud extends ∼ 1nm - 2.5nm [12]
[13].
As a consequence of the formation of these giant moments, the magnetic
properties of a Pd sample containing magnetic impurities are quite dif-
ferent from pure Pd. In fact, the magnetic behavior of the sample will be
completely dominated by these magnetic moments, even for concentra-
tions in the ppm range[11].
From literature (for example, reference [11]), we can define 3 concentration
ranges for iron doped Pd:
Ferromagnetic : c ≥ 800ppm
Grey area : 200ppm ≤ c ≤ 800ppm
Spin glass : c ≤ 200ppm
These concentration ranges can be explained by the existence of these giant
moments. At c ≥ 800ppm, the giant moments overlap, causing ferromag-
netic ordering at sufficiently low temperatures. For very dilute concen-
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trations (c ≤ 200ppm), the giant moments still have interaction with each
other but since they are separated relatively far in a metallic environment,
this interaction is of the Ruderman Kittel Kasuya Yosida (RKKY) type [14].
The giant magnetic moment induces spin density oscillation in the elec-
tron liquid of the Pd, similar to the charge density oscillations known as
Friedel oscillations[15]. Because the sign of the total spin density changes
with distance from the impurity, the magnetic moments order randomly
either ferro- or anti-ferromagnetically, depending on the separation dis-
tance between the moments. Considering a crystal containing randomly
distributed impurities, this means that there are some ferromagnetic clus-
ters of giant moments, some singled out moments and they all interact
randomly with other clusters and singled out moments creating a frus-
trated spin configuration below a certain ordering temperature. Therefore,
in the low concentration range, at sufficiently low temperatures, the PdFe
will have a so called spin glass phase. In this thesis, we studied a pure Pd
sample and a 170ppm PdFe sample: a sample with a spin glass phase with
a Tc of 0.4K [1].
8
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Experimental details
3.1 Samples
In this thesis, we studied the internal magnetic field of iron-doped pal-
ladium. More specifically, we were interested in Pd thin films, since one
of the objectives of the research group is to do Magnetic Resonance Force
Microscopy (MRFM) [3] measurements on these samples in order to try
and spatially resolve single giant moments encountered in the doped Pd
samples. To his aim, we prepared 100nm thick pure Pd(<2ppm) and
PdFe(170ppm) samples on a silicon wafer. Furthermore, in an attempt
to study the effect of dangling bonds of the SiO2 layer which is present on
silicon wafers that have been exposed to atmospheric conditions, we also
prepared samples with gold covered Si chips in order to try and shield the
Pd/PdFe films from the dangling bonds. A schematic drawing of the three
samples we studied in this thesis is given below.
Figure 3.1: Schematic overview of the samples we studied in our µSR experiment.
1:Pure Pd (<2ppm) without a separating Au layer. 2:PdFe(170ppm) without a
separating Au layer. 3:PdFe(170ppm) with a separating Au layer.
The thicknesses of the individual layers are not scaled to proportion. The Pd- and
PdFe layer were always approximately 100nm thick. The Au layer in the third
sample was 20nm thick.
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To make the different samples, we started with regular diced Si chips
(10mm x 10mm) and conducted the following steps:
Pure Pd on Si
1. We treated the Si chip with hydrofluoric acid (HF): In order to try
to minimize the amount of dangling bonds on the Si chip, we first
treated the Si chip with HF-acid (14%) before sputtering the Pd. The
acid was rinsed of by dipping the wafer in purified water (four times,
in four separate water containers). After that, the clean wafers were
loaded inside the UHV sputtering machine directly and the UHV
chamber was pumped down in order to stop the reformation of dan-
gling bonds. We made sure that this procedure took no more than 30
minutes.
2. Then we sputtered 100nm Pd (<2ppm): We used a UHV sputtering
machine in order to make a 100nm thick Pd film on top of the Si
wafer. The sputtering parameters we used can be found below.
PdFe on Si
For these samples, we followed the same procedure, except now we sput-
ter a 100nm PdFe(170ppm) film.
PdFe on Si with a separating gold layer
1. We treated the Si chip with hydrofluoric acid (HF) (see above).
2. Then, we evaporated a gold layer on top of the chip: We used an
evaporating machine to evaporate 20nm gold on the Si chip.
3. Finally, we sputtered 100nm PdFe(150ppm).
UHV sputtering parameters
• Ar pressure: 3.3× 10−3mbar
• Current setpoint: 100mA
Note that in order to ensure a clean sputtering target, before each sputter
run, we presputtered each target for 10 minutes using these same param-
eters. Using the parameters given above, growing a Pd film of 100nm in
10
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our sputtering machine took 15 minutes, whereas growing a PdFe film
took only 7.5 minutes.
3.2 Beamline information
Our experiments were conducted at the Swiss muon Source (SµS), which
is part of the Paul Scherrer Institute (PSI) in Switzerland. The muon facil-
ity is powered by a 590MeV cyclotron, which puts out a continuous proton
current of 2200mA. The protons are injected into two graphite targets, gen-
erating muons as described in section 4.1. The muons are then distributed
over six different setups, one of which is the Low Energy Muon setup
(LEMU). This setup decreases the energy of the incoming muons, allow-
ing injection with energies as low as 0.5keV, opening up the possibility to
study thin films and surfaces in this setup.
More information can be found at: https://www.psi.ch
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Chapter4
Muons as a probe of the local
magnetic internal field
In this section, we will introduce the (low-energy) muon spin rotation
technique: The measurement technique we used to study the internal mag-
netic structure of a lightly doped PdFe sample. We will start by going over
some experimental details on how to actually make a beam of muons and
how we can use them to study magnetism in a condensed matter sam-
ple. Furthermore, we describe how we applied this technique to study
our sample: lightly doped PdFe.
4.1 Muon spin rotation
A muon (µ-) is a spin 12 lepton commonly found in nature. They are the
main constituent of cosmic rays that hit the earth originating from places
that go even beyond our own solar system. Where the muon is differ-
ent from other leptons, say an electron, is in its mass: the muon is ap-
proximately 200 times heavier than an electron (mµ ≈ 105.7MeV = 207me).
This makes that the muon accelerates/decelerates less promptly in electro-
magnetic fields and that it does not emit as much bremsstrahlung as an
electron in the same situation, making it ideal for probing condensed mat-
ter samples: By tuning the energy of the muons used to study the sample
and thereby the implantation depth, different parts of the sample can be
probed.
In order to use them in an experiment, a beam of spin polarized muons
needs to be created. This can luckily be done rather easily by accelerating
protons and shooting them into a graphite target to produce pions accord-
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ing to:
p+ + p+ → pi+ + p + n (4.1)
The pion lives rather shortly and decays in approximately 0.026 µs into an
anti-muon and a muon neutrino:
pi+ → µ+ + νµ (4.2)
Notice that in this decay process, anti-muons are formed instead of “nor-
mal” muons. It makes sense however to use the antiparticle as a measure-
ment probe instead of the µ-, since the µ+ is repelled from the nuclei in
the sample and attracted by electrons. Given that most interesting physics
in condensed matter samples is governed by the electrons in the mate-
rial, the µ+ is the most logical choice in order to study these phenomena.
Furthermore, this decay process is a simple two body decay. This is es-
pecially convenient because we know that the neutrino has a negative he-
licity, meaning that its spin will always be anti-parallel to its momentum.
Since the pion has no spin, the muon must also have its spin pointing anti-
parallel to its momentum, under the assumtion that the decay happens at
rest due to the conservation of spin. Therefore, by selecting muons coming
from the decay of stopped pions in the target, we can create a muon beam
that is fully spin polarized.
The idea behind most µSR experiments is to use the spin of the µ+ in or-
der to probe the local magnetic field of the sample under study. When the
muon stops inside the sample, it will precess at a certain Larmor frequency
which depends on the total magnetic field experienced by it. After a decay
time of τµ = 2.2 µs, the muon will decay with probability e
− tτµ according
to:
µ+ → e+ + νe + ν¯µ (4.3)
Because the weak interaction is involved in this decay, parity is not con-
served, leading to a tendency for the positron to be emitted parallel to
the spin direction of the muon (figure 4.1). By measuring the angle under
which the positron comes out of the sample, assuming one knows the ex-
ternal magnetic field, one can infer back the internal magnetic field of the
sample.
14
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Figure 4.1: Angular dependence of the probability of the momentum direction
of the decay positron. As described in the main text, due to a violation of the
conservation of parity, the positron has a strong tendency to be emitted parallel
to the spin direction of the muon.
Finally, we should note that in the expression given above for the de-
cay probability, t = 0 corresponds to the moment where the muon is first
stopped in the sample. This is allowed, since the muon loses energy very
quickly from the moment where it first comes into contact by ionizing
atoms and scattering with electrons. After the muon has lost a sufficient
amount of energy, electron capture/release reactions kick in to lose even
more energy. Then, two possible scenario’s can happen, depending on the
sample:
1. Muonium formation: the muon forms a bound, hydrogen-like state
with a captured electron and loses its remaining energy by inelasti-
cally colliding in the sample.
2. Muonium is not formed and the muon ultimately comes to a stand-
still at a certain lattice- or interstitial site in the sample. Per sample,
these so called muon sites differ and there might even be more than
one possible muon site per sample. It is important to get to know the
muon site(s) for a sample under study in order to get a picture of the
internal fields experienced by the muon. We will go into more detail
for what this means for muons in PdFe in the next section.
For now, we will assume the second possibility and go over the muon spin
rotation technique: The technique we performed on our PdFe sample in
order to measure the internal field value and internal field broadening.
Muon spin rotation is a muon spectroscopy technique where an exter-
nal field is applied perpendicular to the spin direction of the incoming
muons (figure 4.2). For this reason this µSR technique is also refered to as
Transversal Field µSR or TF-µSR.
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Figure 4.2: Schematic representation of Transversal Field muon spin spectroscopy
measurements. The picture on the left gives an overview of the setup, where a
beam of polarized muons is stopped inside a sample in a transverse magnetic
field. To stop the muons inside the sample, the muons first go through a so called
moderator to already loose some energy. The outcoming decay positrons are mea-
sured as a function of time. The picture on the right shows an example of such a
measurement: Positron counts as a function of time.
The angle of the outcoming positrons is measured over time. From this
distribution, we can infer both the total magnetic field experienced by the
muon (H) as well as the local field distribution (ΔH):
N(θ, t) = N0 e
− tτµ [1+ AGx(t) cos(θ −ω0t)] (4.4)
In this expression, N is the number of counts, θ is the angle of the outcom-
ing positron with respect to the initial muon spin polarization direction,
N0 is the total number of muon events, A is the initial muon asymmetry
and ω0 = γµ H, where γµ is the muon gyromagnetic ratio which is approx-
imately 13.554 kHz/Gauss and H is the total magnetic field felt by the
muon (H = Happlied + Hinternal). Then, Gx(t) is the only parameter left in
this equation. Arguably, this whole technique revolves around decipher-
ing a correct form for this so called relaxation function, since it contains
the physics of the sample under study. Essentially, Gx(t) is a distribution
function for the local internal field and considering that this varies from
sample to sample, this function needs to be determined from case to case.
Luckily, in typical TF-µSR measurements, a large external field is applied.
Therefore, the total field by the muon will be almost parallel to the di-
rection of the applied external field. If we assume that the total field has
a Gaussian distribution with width Δ, then “large” can be quantified ac-
16
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cording to Happlied ∆γµ . If this criterion holds, then:
Gx(t) = e−
∆2t2
2 (4.5)
Equation 3.5 should be valid for any sample with a random (Gaussian) dis-
tribution of internal fields. Then, by measuring the distribution of positrons
for outcoming angle and time, equation 4.4 allows us to get information
about Hinternal and ΔH. Assuming the the field we apply is homogeneous,
this field spread is an intrinsic property of the sample. Lastly, it is im-
portant that TF-µSR also has an inherent weakness: In this type of mea-
surements, ΔH originates from both static inhomogeneous -, as well as
randomly fluctuating random fields. It is for this reason that TF-µSR mea-
surements do not provide a way of distinguishing static- from dynamic
contribution to the field distribution. If one wants to study dynamical be-
havior, one should resort to Zero Field (ZF) and Longitudinal Field (LF)
measurements.
4.2 Muons in PdFe
In this section, we will go over the details of TF-µSR on our PdFe sam-
ple. Since the samples we studied were either pure Pd or lightly doped
(170ppm) PdFe, it did not make sense for us to study dynamic behavior
since the spin glass temperature of our PdFe sample is about 0.4mK [1].
Because the minimum temperature of the setup we used was only ∼3K,
we are far above this spin glass temperature meaning that the giant mo-
ments fluctuate on time scales much shorter than the muon lifetime. If we
do a quick calculation by using the Arrhenius law provided in reference
[16], we find a correlation time of τc ∼ 10−15. One glance at figure 4.3 and
it becomes clear that we do not stand a chance of measuring dynamics in
this temperature range with µSR methods. Hence, we used our beamtime
to do TF-µSR measurements.
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Figure 4.3: Overview of the time resolution of several popular measurement tech-
niques regarding the magnetic properties of materials. The figure was taken from
[16].
Let us start by specifying the muon site in Pd(Fe). We know that Pd is an
fcc transition metal. From previous muon studies on this material [1], we
know that muons do not form muonium in Pd (in the temperature range
2K-70K) and that the muon stopping site is the octahedral interstitial site
in the fcc unit cell (figure 4.4). Furthermore, the muon is stuck at this site
at least up until a temperature of 70K [17], meaning that is cannot diffuse
throughout the sample. This is important information since it allows us to
formulate an expression for the internal field that will we experienced by
a muon injected in PdFe:
Hµ = Happlied + (
4pi
3
− D)M + Hd,Pd + Hd,Fe + Hcloud,Fe + HRKKY,Fe (4.6)
In this expression, the 4pi3 M term is the correction due to the Lorentz field,
D is the demagnetization factor (≈ 1, since we have a thin film), Hd,i is
the dipolar contribution from atoms of species i, Hcloud,Fe is the contact hy-
perfine contribution due to polarized Pd holes in the giant moment cloud
and HRKKY,Fe is the contact hyperfine contribution due to polarized carri-
ers outside the cloud [18]. Before continuing, we would like to point out
that Hd,Pd = 0 because of the cubic symmetry of the muon site [1]. Fur-
thermore, Hd,Fe is also equal to 0 because we can assume a random distri-
bution of Fe atoms throughout the Pd matrix [19]. Thirdly, we will neglect
the Hcloud,Fe contribution, because the PdFe sample we studied only had
170ppm Fe in it. This means that on average, most muons find a muon site
that is not inside a polarization cloud. Therefore, equation 3.6 simplifies
to:
Hµ = Happlied + (
4pi
3
− D)M + HRKKY,Fe (4.7)
18
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For the pure Pd samples however, the field is given by a completely dif-
ferent expression due to the absence of giant moments:
Hµ = Happlied + (
4pi
3
− D)M + Hcontacthyper f ine + Hcore (4.8)
Here, Hcontacthyper f ine is the contact hyperfine field due to the s-like carriers
and Hcore is the hyperfine field felt by the muon due to a bonding level
of the muon and the Pd [20][21]. What we mean by this is that the muon
has some local bonding state with the Pd (Pd d - Muon s) which lies far
below the Fermi energy [21]. The carriers from the Pd at the Fermi en-
ergy are of course polarized by the external applied field. In turn, due to
an indirect exchange coupling between the carries and the muon bound
state, the state becomes polarized in the opposite direction with respect to
the applied external field. The reason we did not include this term in ex-
pression 3.7 is because all conduction carriers are polarized by the RKKY
interaction anyway. Hence, it does not make sense to include it in the to-
tal expression since the polarization is random anyway. At most, it could
give a slight deviation from theoretical estimates of the field inhomogene-
ity created by the contact hyperfine RKKY field.
Finally, it was theoretically derived by Walstedt and Walker [19] and also
experimentally confirmed numerous times (for example [1] [16] [17] [22]),
that the internal field distribution inside a dilute moment system is Lorentzian
and not Gaussian. This means that equation 4.5 becomes:
Gx(t) = e−αt, (4.9)
where αγµ is the half width at half maximum of the Lorentzian.
Figure 4.4: Drawing of the (fcc) unit cell of a Pd crystal. The lattice sites are
marked in yellow, whereas the possible muon sites are drawn in pink. From
previous experiments, we know that the muon is stuck at these octahedral sites
in the temperature range from 0K to 70K [17].
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Chapter5
Results
In this section, we will show the results of our µSR measurements on the
three samples we studied. Since we used the muon spin rotation tech-
nique, the physical parameters we can extract are internal field, internal
field distribution and initial muon asymmetry (A) (section 4.1). We mea-
sured these parameters for different temperatures and at different muon
implantation energies in order to probe different depths of the samples.
The table below gives an overview of the measurements we did relevant
for this thesis.
Muon energy/Temperature Base 5K 6K 7K 8K 9K 10K 15K 20K 30K 60K 100K
1keV 1,2,3
2keV 1,2 2 2 2 2 2 2 2
3keV 1,2,3
5keV 1,2,3
6keV 2
8keV 1,2,3
11keV 2,3
14keV 1,2,3 1,2 2,3 2 2 2 1,2,3 2 1,2,3 1,2 1,2 1,2,3
18keV 1,2,3
20keV 2,3
21keV 1,2,3
22keV 2,3
23keV 1,2,3 2,3 2 2 2 2 2,3 2,3 2 2,3 2 2,3
24keV 2,3
25keV 1,2,3
Table 5.1: Overview of the TF-µSR measurements conducted on the three sam-
ples. All measurements were done with an external field of approximately
1511G. Legend: 1) pure Pd, 2) PdFe(170ppm) without separating Au layer, 3)
PdFe(170ppm) with separating Au layer.
In short: we measured full temperature sweeps for each sample at an im-
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plantation energy of 14keV. The purpose of this was probing the bulk of
the sample (pure Pd or PdFe) without having to worry about surface or
interface effects, see figure 5.1. Furthermore, we did implantation energy
sweeps at base temperature in order to gain information about the depth
dependence of the internal magnetic field. We expected a possible change
in internal field at the surface of the sample (due to surface spins) and/or a
change at the Pd/PdFe - Si interface due to dangling bonds/surface spins.
Unfortunately, we could not draw definitive conclusion for the former hy-
pothesis since our data measured at implantation energies of 1keV and
2keV is affected by a measurement artifact due to muons stopping in the
radiation shield outside the sample at an applied field of ∼1500G. This
was determined by a simulation created by our local contact, Dr. Thomas
Proskscha.
Figure 5.1: Muon stopping profiles for different implantation energies. These
distributions were calculated with a simulation by Dr. Thomas Proskscha and
allowed us to sweep the muon implantation energy in order to measure the mag-
netic field at different depths in the sample.
We will start of by showing a typical positron count distribution encoun-
tered during our experiments to discuss our choice of relaxation function.
22
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Then we will give an overview of the measured data as a function of tem-
perature and compare these results to existing literature [1]. Finally, we
will give an overview of the measured parameters as a function of muon
implantation depth at base temperature (3.5K) and discuss these results.
5.1 Raw data
In figure 5.2, raw data of a 14keV measurement on a PdFe sample at base
temperature is displayed as an example of typical data we obtained during
our measurements. The data is corrected for a possible background and
the muon lifetime decay (e−
t
τµ term in equation 3.4). The result is given in
figure 5.3.
Figure 5.2: Raw data obtained during a TF-µSR measurement conducted on the
PdFe sample without the Au separating layer. The data was taken using muons
implanted with 14keV, at a temperature of 3.5K. This is just an example of data
we typically obtained during our measurement time at PSI.
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Figure 5.3: Data of figure 5.2, corrected for the background and muon lifetime.
In doing so, it becomes more apparent how to obtain A and Gx(t) from the raw
data. Note that the errorbars on the data increase with time.
From this figure, it becomes more apparent how we should go about ex-
tracting physical observables from this kind of data. By fitting the fre-
quency of the oscillation observed here, we can infer back the total mag-
netic field that is experienced by the muon (equation 4.7, 4.8). Further-
more, by fitting the initial amplitude at/close to t=0, we get the exact value
of the initial muon asymmetry. Finally, by extracting the decay rate of the
oscillation amplitude from the fit (equation 4.9), we get an exact value for
the width of the distribution of the internal magnetic field. The results are
presented in section 5.2 and 5.3.
5.2 Temperature dependence of observables
Figure 5.4 gives an overview of the results of TF-µSR measurements for
different temperatures on all different samples.
We will begin by taking a look at the decay rates that we measured on the
different samples. From figure 5.4, by looking at the temperature sweeps
24
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taken in the bulk of each sample, it becomes clear that at least qualita-
tively our results agree with those of Nagamine et al. [1]: The samples
with 170ppm iron doping show a decrease in decay rate as function of
temperature, whereas the pure Pd sample does not show any significant
change in decay rate (figure 5.5), in addition to the fact that the decay rate
is already negligibly small.
Figure 5.5: Measured decay rates (field inhomogeneity) as a function of temper-
ature for all three samples. The error bars represent the error obtained from the
fitting procedure to the raw data (figure 5.3).
From this, we can conclude that the observed internal field broadening in-
side the PdFe samples really stems from the giant moments themselves.
The fact that the field broadening decreases with increasing temperature
also favors this picture. Naively one might expect the opposite effect since
the magnetic moments gain more and more thermal energy, meaning that
their fluctuation rate increases. Remember, however, that we are already
far in the paramagnetic phase of our sample, because the spin glass tem-
perature is only 0.4mK [1]. Therefore, the moments are already fluctuating
much faster than what is observable with µSR (see section 4.2), implying
that we should try to find an explanation that involves the static inter-
nal field. The decrease of field broadening can, however, be explained
by thinking about the cause of the observed field inhomogeneity in the
PdFe samples: the RKKY interaction (section 4.2). Since this interaction is
mediated by the conduction carriers of the Pd, it makes sense that the to-
26
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tal field broadening decreases with increasing temperature since the mean
free path of the carriers also decreases which translates into less internal
field broadening.
Interestingly, not only the sweeps taken in the bulk, but also those taken
at the surface and at the interface of the PdFe samples show this same be-
havior (figure 5.4). This implies that also at implantation energies of 2keV
and 23keV, a substantial portion of the muons reach the PdFe layer. This
is in agreement with the implantation profiles calculated by Dr Thomas
Prokscha (figure 5.1).
We also observe a more or less constant asymmetry value as function of
temperature for all measured sweeps (figure 5.4). The only thing remark-
able here is the asymmetry value measured during the temperature sweep
at the surface of the PdFe sample without Au layer, which is considerably
different from the other measured value. Later, we found out that this was
also an artifact of the measurement apparatus (at 1500G and 12kV moder-
ator energy, muons are reflected back towards the radiation shield), which
affect all surface measurements conducted on all samples.
Finally, we would like to comment on the measured total field values (fig-
ure 5.4). Starting with the PdFe data, from 0K to approximately 20K, the
field increases with increasing temperature. This behavior is consistent
with the measurements done be Nagamine et al. [1] and the absence of
the behavior in the pure Pd sample indicates that it originates from the
giant moments. What is not expected, however, is the observed decrease
of total field with increasing temperature from 20K and onwards, which
is observed in both the PdFe and Pd samples. Usually one would expect
to observe saturation of the muon field above a certain temperature be-
cause at some point all moments are independent of each other due to the
amount of thermal energy they posses. Then, in principle, they should
all align with the applied external field thereby setting a maximum value
for the total measured field. Measurements by Nagamine et al. [1] also
show a saturation of the internal field from approximately 5K to 100K on
the 150ppm PdFe sample, contradicting our results. We believe that the
deviation we measure is due to our sample being polycrystalline, which
can be motivated by the following argument: This temperature dependent
effect can also be measured on semiconductors. There, it is explained by
fast fluctuating hyperfine fields at the muon implantation site [23] due to
interaction with a locally increased electron density at the muon site. In
metals, this effect should not be present because the muon is shielded due
to the large amount of carriers. In insulators, the effect should also be ab-
sent simply due to a lack of a sufficient amount of carriers. However, if
we now for a moment assume that our sample is grainy, the muons can be
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stopped at the grain boundaries which have a significant reduction of free
carriers with respect to bulk Pd. This implies that this temperature depen-
dent decrease all of a sudden becomes possible because the muon cannot
be shielded as well. Furthermore, since electron microscopy images of the
sample surface of our samples(figure 5.6) reveal islands with a diameter
of approximately 30nm, it is not unthinkable that our samples are grainy.
Figure 5.6: Electron microscopy image taken from a scrap pure Pd sample (1).
The sample surface looks very grainy, with a grain size of approximately 30nm.
A third argument for the graininess of our samples comes from the mea-
sured decay rates of the PdFe samples. As stated before, the qualitative
behavior of the decay rate as a function of temperature agrees well with
what was observed by Nagamine et al. [1]. If we look at the magnitude of
our observed decay rate however, we see that these rates are significantly
28
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lower than what was observed by them. To illustrate this, we take the field
inhomogeneity measured by Nagamine et al. [1] measured in an external
field of 1081G at 4.2K and compare it to our base temperature measure-
ment on the PdFe samples:
Nagamine :
∆H
Bext
= 1.3%
∆H = 1081G ∗ 0.013 = 14G
Our result : ∆HPdFe without Au = 0.067µs−1/γµ = 4.89G
∆HPdFe with Au = 0.075µs−1/γµ = 5.51G
This means that the field inhomogeneity we measured is approximately
three times smaller than what was measured for PdFe metal by Nagamine
et al. [1]. We think that this is another argument in favor of the grainy film
picture: the grain boundaries considerably shorten the mean free path of
the conduction carriers at this temperature, meaning that the static field
randomness due to the internal “RKKY field” is smaller than for single
crystal PdFe.
5.3 Depth dependence of observables measured
at base temperature
To study the depth dependence of the internal magnetic field, we did
muon energy implantation sweeps on all three samples at base temper-
ature (3.5K). The result is show in figure 5.7.
As we mentioned above, the measurements done with implantation en-
ergies of 1keV and 2keV are affected by reflected muons, so the increase
in decay rate and internal field observed at these energies with respect to
the mid energy range should be treated with caution: only the difference
between the PdFe and pure Pd samples could indicate some contribution
to the relaxation from the giant moments, but the increase by itself cannot
be attributed to physics per se. In the interest of time, we will therefore
not focus on this part of the data and only comment on the data measured
with implantation energies >5keV: We restrict ourself to measurements in
bulk Pd(Fe) and on the interface of (Pd/PdFe)/(SiO2/Au).
We start by taking a look at the asymmetry data (figure 5.7). This is use-
ful since it proves that the Au layer we added in sample three is actually
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present. By looking at the implantation profiles (figure 5.1), we expect to
observe an effect of this interface at implantation energies ≥ 23keV. This
is beautifully illustrated in the asymmetry data of the samples without the
separating Au layer (red and blue curve), where the magnitude of this ini-
tial asymmetry decreases in this energy range with respect to the muons
stopping in the bulk of the sample (E < 23keV). This can be explained by
the formation of muonium [24]: at these implantation energies, part of the
muons are implanted in the SiO2/Si where they form muonium. Since
muonium does not form inside gold, the initial asymmetry stays the same
with respect to the bulk value on the PdFe sample which has this separat-
ing gold layer (black curve in figure 5.7): The muons do not reach past the
gold layer at these implantation energies, but it is clear that these implan-
tation energies are enough to probe the interface.
Interestingly, the magnetic behavior observed at the interface does not
vary that much from sample to sample (figure 5.8, 5.9). We see a slight
increase both in the decay rate and the internal field on all three samples.
This is not necessarily what one would expect since apparently, the gold
layer does not affect the magnetic behavior at all. Figure 5.8 shows the
measured internal field in all three samples. Especially when we zoom in
on the tail of the data (inset, figure 5.8), we see that the internal field in-
creases by approximately 1-2 Gauss, varying from sample to sample.
Figure 5.8: Total muon field measured at T = 3.5K on all three samples as a func-
tion of implantation energy. The inset is a zoom-in of the tail of the data, from
which it becomes apparent that the internal field is slightly higher at/close to the
interface with respect to the bulk value.
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Similarly, the decay rate also increases, meaning that the field inhomo-
geneity increases the closer one gets to the interface. This cannot be con-
cluded for the pure Pd sample, since the decay rate in the bulk of the sam-
ple is already negligibly small (figure 5.7). Also, it is not clear how much
of this extra broadening is actually true linewidth broadening: a quick
glance at figure 5.1 shows that the higher the implantation energy of the
muons, the more spread out they are depth wise. Given that the internal
field increases the closer we implant muons to the interface, a part of this
increase in decay rate might very well be an artifact of the broadening of
the internal distribution of the muon sites.
Figure 5.9: Muon decay rate measured at T = 3.5K on the samples containing iron
doped palladium as a function of implantation energy. The inset is a zoom-in
of the tail of the data, from which it becomes apparent that the decay rate also
increases slightly with respect to the bulk value. As stated in the main text, it
is not clear how much of this effect is truly physical. The data of the pure Pd
sample is not included in this figure since the decay rates measured are already
negligibly small and do not show a substantial increase at the interface.
5.4 Analysis of the muon field increase observed
at the interface.
As stated in the previous section, we observe a slight increase of the total
muon field at the interfaces of each sample with respect to the value mea-
sured in the bulk (figure 5.8). The reason for this effect is unknown to us.
32
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It is especially odd, since the effect is visible on all samples, both with and
without separating gold layer, eliminating dangling bonds of the SiO2 as
a sole cause of it. There might be a tiny layer of PdO at the interface, but
this remains to be tested.
To quantify the effect of spins at the interface of the films, we tried to cal-
culate the effect of a homogeneous spin surface density at the interface
which couples through dipole interaction with the muon (figure 5.10).
Figure 5.10: Schematic picture of the system we simulate in order to quantify the
effect of surface spins. The simulation calculates the dipole field contribution of
all surface spins (blue dots) at the origin (muon site). For simplicity, we assume
that all dipoles are polarized along the z-direction.
Because of a shortage of time, we were only able to look at the data mea-
sured on the PdFe sample with a separating gold layer (blue curve, figure
5.8). We assume that the increase is solely due to the dipole field of this
homogeneous surface spin density. This means that there should be an
energy implantation range in the middle of the sample over which the in-
ternal muon field can be considered constant, assuming the PdFe film is
isotropic. Therefore, we fit a baseline through the green points of figure
5.11, and consider the increase from this baseline a consequence of the
surface spin density. We map the implantation energies to a distance from
muon implantation site to the interface using figure 5.1. Then, using the
python program presented in appendix A.1, we can fit a surface spin den-
sity to the data. The program calculates the magnetic field from a plane of
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dipoles arranged in a square array. The distance between dipoles on the
array is calculated from the spin density, which is a fit parameter for the
program. The results are shown in figure 5.12 and 5.13.
Figure 5.11: Muon field data measured at 3.5K in the PdFe sample with a separat-
ing gold layer. In an attempt to quantify the effect of spins at the interface, we fit
a baseline (red) through the green data points and set this internal field as a base
value. The increase measured for data points at E>15keV is then attributed to
these interface spins. By mapping each energy to a mean distance of the interface
(see main text), we can test this hypothesis.
Interestingly, if we try to simulate a large amount of spins at the surface,
the resulting dipole field is more or less constant over the distance range
measured on our sample (figure 5.13), implying that it is impossible to at-
tribute the observed field increase to just a surface spin density. The fact
that the fit (red curve) is shifted from the initial guess (green curve) means
that the code should be working fine. Unfortunately, we could not run the
code for a larger amount of spins (N → ∞), because the memory (RAM) of
the computer was not sufficient and there was no time to use the cluster.
Besides fitting all data points at once, we also fitted each data point sep-
arately, calculating the spin density required for the increase at each in-
dividual data point. The results are given in the table below. Although
this model is clearly too simple to describe the field increase sufficiently,
the resulting spin density values of the calculation at each individual data
point are roughly of the order of magnitude one would expect based on
literature [25].
34
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Figure 5.12: Result of the interface spin
density hypothesis test. The code calcu-
lates the dipole field of 502 spins at the
muon site as schematically illustrated in
figure 5.10. The green curve is an ini-
tial guess of σ= 1nm-2. The red curve is
a fit through the black data points, re-
sulting in a spin density of σ= 0.87nm-2
spins. We can also calculate the indi-
vidual spin densities for each black data
point. These results are given in the ta-
ble below.
Figure 5.13: Result of the interface spin
density hypothesis test. The code cal-
culates the dipole field of 100002 spins
at the muon site as schematically illus-
trated in figure 5.10. The green curve
is an initial guess of σ= 1nm-2. The
red curve is a fit through the black data
points, resulting in a spin density of σ=
14.8nm-2 spins. We can also calculate
the individual spin densities for each
black data point. These results are given
in the table below.
Muon implantation depth [nm] σ[nm-2], N=50 σ[nm-2], N=10000
60.1 0.0095 2.72
66.0 0.64 11.2
68.8 0.64 12.1
71.7 0.73 14.2
74.5 0.88 17.2
77.4 0.91 19.4
80.3 0.98 22.4
Table 5.2: Results of the interface spin density calculations for each individual
data point.
One possibility to improve upon the above described model is to add bulk
spins in the Si to the model (figure 5.14). This can increase the field gradi-
ent with implantation depth, possibly resulting in a better fit with the data
points.
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Figure 5.14: Schematic picture of the system we could simulate in order to im-
prove upon the previously described simulation. The dipole field contribution of
all surface spins (blue dots) and bulk spins (black dots) at the origin (muon site)
is calculated.
Another possibility is to include the effect of temperature: Since there was
not enough time, we just assumed 100% spin polarization of the spins at
the interface (dangling bonds, or whatever the source of the field increase
might be). However, since the data was measured at 3.5K, in a field of
1511G, there may effectively only be 51% polarization. Taking this into
account can for example be done by only having each spin contribute to
the field value at the muon site with a change of P=0.51.
In appendix A.2, an improved version of the previous code is given where
bulk spins are included. Unfortunately, the code does not yet take into
account the effect of finite temperature and has not been tested properly
due to time shortage.
5.5 Analysis of the muon decay rate from bulk
measurements.
In an attempt to qualitatively explain the field inhomogeneity we observed
on the PdFe samples, we follow the approach of Nagamine et al. [1]. This
theory is based on the original paper of Walstedt and Walker [19], which is
in turn based on the work of Cohen and Reif [26]. The goal here is to give
a theoretical expression for the inhomogeneity of the magnetic field in a
36
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system containing dilute magnetic moments and compare it to the data
presented in the previous section. In order to do so, we will derive a the-
oretical expression for the absorption function, g(ν), of the sample known
from Nuclear Magnetic Resonance spectroscopy (NMR) [27].
Following Cohen and Reiff [26], we start by writing down a general ex-
pression for the field gradient induced at a certain lattice point (defined as
the origin) due to all magnetic impurities in the system:
VH0 =∑
k
Fk(rk) (5.1)
By gradient, we mean a field difference with respect to the applied external
field. In the expression, the summation runs over all magnetic impurities,
Fk is a function describing the effective field from an impurity and rk is the
vector specifying the location of the magnetic impurity in the lattice with
respect to a given origin. In our case, for iron impurities in palladium, Fk
takes the following relevant forms:
Fk(rk) ∼ 1r3k
, dipolar field
Fk(rk) ∼
cos(2k f rk)
r3k
, RKKY field
Fk(rk) ∼ 1r3k
+
cos(2k f rk)
r3k
, both RKKY and dipolar field
Instead of the extra internal field due to the impurities, we can also write
this as a departure (ν) from the Larmor frequency expected from the ap-
plied external field:
ν =∑
k
νk(rk) (5.2)
Now, rewriting the sum as a sum over all lattice sites:
ν =∑
l
ν′l (5.3)
In this case, ν′ has become a random variable specifying the lth contribu-
tion to the frequency shift, being 0 if there is no magnetic impurity at site
l and ναl if there is an impurity of type α at site l.
If we assume that all impurities are distributed randomly throughout the
crystal, we can treat this problem as a random walk: The length of the lth
step is ν′l and each step (frequency shift) is statistically independent of the
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previous steps. The absorption function, g(ν) is now found by applying
normal random walk theory:
Let Pl(ν′l)dν
′
l be the probability to find ν
′
l between ν
′
l and ν
′
l + dν
′
l . Then, if
Cα is the probability to find an impurity of type α at lattice site l:
Pl(ν′l)dν
′
l = ∑
α∈{types}
Cαδ(ν′l − ναl) (5.4)
Naturally, Cα is just the concentration of impurities of type α since we as-
sumed a random distribution of impurities. Furthermore,∑α Cα = 1, since
we require that each site can only be occupied by a single atom species.
The probability to:
• Find ν′l between ν
′
l and ν
′
l + dν
′
l and:
• Find ν′m between ν′m and ν′m + dν′m and:
• Find ν′n between ν′n and ν′n + dν′n, etc.
is then given by the product of the individual probabilities:
∏
l
Pl(ν′l)dν
′
l
Finally, to get the total frequency shift, i.e., the absorption function, we
calculate the probability to find g(ν) in range dν by integrating∏
l
Pl(ν′l)dν
′
l
over all ν′l ,ν
′
m,ν′n, etc., such that ∑
l
ν′l is in dν. To force this requirement, we
add δ(ν−∑
l
ν′l) in the integral to get:
g(ν) =
∫
dνldνmdνn......dνL
[
L
∏
l
Pl(νl)
]
δ(ν−∑
l
ν′l) (5.5)
In case of iron doped palladium, we postulate Pl(νl):
Pl(νl) = cδ(νl −Ω) + (1− c)δ(νl) (5.6)
In this expression, c is the concentration of iron atoms, and Ω is the fre-
quency shift experienced from an iron impurity both due to its dipolar-
and RKKY field. Substituting this in equation 5.5 relabeling/renaming
some variables/indices, we find:
g(ω) =
∫
dΩ1dΩ2......dΩNδ(ω−∑
i
Ωi)×
N
∏
i
[cδ(Ωi −Ω) + (1− c)δ(Ωi)]
(5.7)
38
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Then, by writing the delta function as an integral (δ(x) = 12pi
∫
dteitx), we
get a simplified version of the starting point of Walstedt and Walker [19].
g(ω) =
1
2pi
∫
dt
∫
dΩ1dΩ2......dΩNei(ω−∑i Ωi)t×
N
∏
i
[cδ(Ωi −Ω) + (1− c)δ(Ωi)]
(5.8)
g(ω) =
1
2pi
∫
dteiωt ×
N
∏
i
[
1− c + c
∫
dΩiδ(Ωi −Ω)e−iΩit
]
(5.9)
In their paper, they derived that the lineshape of this type of absorption
function is a Lorentzian with a width given by:
1
T∗2
=
8pi2ρc
9
√
3
|B| 〈Sz〉 , in case of pure dipole interaction.
1
T∗2
=
4piρc
3
|A| 〈Sz〉 , in case of pure RKKY interaction.
In these expressions, c is the concentration of iron impurities in the sample,
ρ is the density of sites available for the impurity (Pd = fcc= 4
(389.07×10−12)3 ),
〈Sz〉 is the expectation value of the z-component of the magnetic impurity
and A and B are prefactors of the RKKY and dipole interaction respec-
tively. Unfortunately, an analytic expression is not available for the case
of both dipole and RKKY interaction. If the temperature is large enough,
the moments are in the rapid fluctuation limit, meaning we can treat the
interaction between a muon and a fluctuating impurity as if the impurity
is static with an averaged spin magnitude: 〈Sz〉 = SBS( gµbSHappliedkbT ) [28].
In this expression, Bs(x) is the Brillouin function, g is the g factor of the
iron impurity, S is the total spin of the iron impurity (S = 2), µB is the Bohr
magneton, kB is the Boltzmann constant, Happlied is the applied magnetic
field and T is the temperature. This rapid fluctuation limit is only valid if
kBT > h¯ωL. The prefactors of the dipole- and RKKY interarction are given
by:
A = −Jµµ| 〈Sz〉 | 1
γµh¯2
(
3n
N
)2 2piAex
E f
1
(2k f )3
B =
3
2
γµγN h¯
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where J is the exchange coupling between the conduction carriers and the
magnetic impurity [14], µµ is the magnetic moment of the muon given by
µµ =
eh¯
2mµ ,
n
N is the amount of d holes per Pd atom, Aex is the hyperfine
coupling constant between the conduction carriers and the muon, Ef is the
Fermi energy and kf is the Fermi radius. Furthermore, γµ and γN are the
gyromagnetic ratios of the muon and Fe atom respectively.
Using values from Nagamine et al. [1] and Asada et al. [29], we calculate
the field inhomogeneity for solely RKKY coupling. We find:
∆HRKKY ≈ 1γµ
(
1
T∗2
)
RKKY
= 4.55G
For this calculation, we used the following values:
• J = 0.15eV [1]
• nN = 0.36 [1]
• 2k f = 1.25 A˚−1 [1]
• S = 3.5 [1]
• E f = 1.3341 J [29]
Finally, we could not find a value for the hyperfine coupling constant,
so we calculated this value using the same approximation introduced by
Nagamine et al. [1]: The hyperfine coupling constant can be replaced by
the value based on the hyperfine field inside pure Pd at room temperature,
corrected for a change in susceptibility at lower temperatures.
Aex = µµ Hhyper f ine
In palladium, to first approximation, the hyperfine field of the conduction
carriers can be calculated from the Knight shift:
Hhyper f ine = Kd Bapplied
Then, the Knight shift for pure palladium at 3.5K can be calculated by
following the paper of Gygax et al. [20]:
Kd =
Ω
µB
Bdh f χ
d(T)
Here, Ω is the atomic volume and Bdh f is the average contact hyperfine
field per d-electron per atom (Bdh f ≈ −2.39kG/µb). It was determined by
40
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Seitchik et al. [30] that the total susceptibility of palladium is approxi-
mately equal to the susceptibility contribution of the d-electrons, since the
other contributions are much smaller and effectively cancel each other out
(χd(T) ≈ χ(T)). Furthermore, from the paper by Sa¨nger and Voitla¨nder
[31], we find for the susceptibility at 0K: χ(0) = 717× 10−6cm3/mol. As-
suming that this value stays more or less constant up till 4K (figure 2.1),
we can calculate the Knight shift and hyperfine contact field at 3.5K (in an
external field of 1511G):
Kd ≈ −0.03%
Hhyper f ine ≈ −0.46G
Then, we find the hyperfine coupling constant by multiplying the hyper-
fine field with the magnetic moment of the muon:
Aex = µµHhyper f ine ≈ 2.08× 10−30 J
Interestingly, this value is a factor 105 smaller than the value used by
Mizuno [28] in a calculation of Mn ions in Ag, which is odd since the nu-
clear dipolar moment should be much smaller than the muon moment.
Furthermore, Nagamine et al. [1] found a theoretical value of ∆H ≈
20± 5G for a similar calculation. Since their exact calculation is not pro-
vided in the paper, it is unclear at the moment what causes this deviation.
Most likely, it has to do with the calculation of the hyperfine coupling con-
stant in RKKY amplitude, which might differ significantly.
Comparing this value with the data we gathered on the PdFe samples, our
calculated value of ∆H = 4.55G matches surprisingly well with the 4.89G
and 5.51G measured on PdFe without and with separating gold layer re-
spectively. This is unexpected however, since we provided plenty of ar-
guments in section 5.2 why we think our sample is grainy, which should
lower the field broadening due to RKKY coupling with Fe impurities.
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Chapter6
Summary
In this chapter, we give a brief summary of the thesis.
In chapter 2, we started by describing the magnetic properties of Pd and
PdFe: The materials we studied in this work. We tried to explain them
from a theoretical point of view by reviewing some existing literature on
the topic. In chapter 3, we give a more detailed descriptions of the samples
we studied and in chapter 4, we introduced the reader to our measurement
technique: TF-µSR. Furthermore, we took general TF-µSR concepts and
presented them in the context of Pd and PdFe. Finally, chapter 5 discusses
the results of our measurements, of which the main conclusions were:
• We believe the Pd and PdFe layer in our samples to contain grain
boundaries. Evidence for this is provided in the form of SEM images
of the surface, the temperature behavior of the magnetic field at the
muon site and the reduced decay rate observed in the bulk of the
PdFe samples when compared to existing literature [1]. Strangely,
the decay rate we measured in both PdFe samples agrees surpris-
ingly well with the theoretical prediction we did in section 5.5, con-
tradicting the hypothesis of having a lot of grain boundaries in the
films.
• Depth dependent measurements show an increase in internal mag-
netic field at the interface of Pd/PdFe with SiO2/Si. The reason for
this is unknown. A priori, one would expect that this effect can be
explained by dangling bonds of the SiO2, but this does not seem to
cover the story since the increase is also observed on the PdFe sam-
ple with a separating gold layer between the PdFe and SiO2/Si. A
simple calculation estimates a surface spin density at the interface of
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our PdFe sample on the order of 1nm-2 on the PdFe sample with a
separating gold layer.
Base on these findings, it makes sense to investigate the following topics
in future work:
• Grain boundaries in the Film: To test the hypothesis of grainy films,
We would propose to do for example X-ray diffraction measurements
on the sample. The resulting diffraction pattern can first of all confir-
m/refute this hypothesis, but if the hypothesis proves to be correct,
it will also provide us with information on the size of the grains in-
side the film. We can then try to compare this with the reduced decay
rate measured on the PdFe sample and see if this makes sense from
a carrier mean free path point of view.
• Spin surface density at the interface: Since the main motivation for
this project was to create a testbed for Magnetic Resonance Force
Microscopy, it would make sense to test the hypothesis of surface
spins at the interface by doing MRFM measurements. We could vary
the height of the cantilever with respect to the sample and measure
its Q-factor and resonance frequency. We can then attempt to fit this
data with a model including both giant moments and the surface
(and/or bulk) spin density and verify the hypothesis in this way.
44
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AppendixA
Python code
A.1 Surface spin density fit
This python code was used to fit an interface spin density to the data of
the muon field measured in the PdFe sample with a separating gold layer.
The fit results are exported to two separate .txt files: one for the spin den-
sity obtained by fitting all data points, the other containing the spin den-
sities of the individual fits. The code also has a visual output in the form
of a graph like figure 5.12.
1 import numpy as np
2 from matplotlib import pyplot as plt
3 from mpl toolkits.mplot3d import axes3d
4 from scipy import optimize as opt
5
6 #IMPORTANT:
7 #Change of units: Field in mT, distances in nm
8
9 N = 50
10 exportdat = True
11 exportfig = True
12
13 def rhat(theta,phi):
14 return np.array([np.sin(theta)*np.cos(phi),\
15 np.sin(theta)*np.sin(phi),\
16 np.cos(theta)])
17
18 def that(theta,phi):
19 return np.array([np.cos(theta)*np.cos(phi),\
20 np.cos(theta)*np.sin(phi),\
21 −1*np.sin(theta)])
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22
23 def B(r,theta,phi):
24 #takes input in nm, gives field in mT
25 mu 0 = 4*np.pi*1e5
26 mu b = 9.274009994e−6
27
28
29 C = mu 0 * mu b / (4*np.pi)
30 B = (C/r**3) * (2*np.cos(theta)*rhat(theta,phi) \
31 + np.sin(theta)*that(theta,phi))
32
33 return B
34
35 def sphere(R):
36 r = np.sqrt(R[0,:]**2 + R[1,:]**2 + R[2,:]**2)
37 theta = np.arccos(R[2,:]/r)
38 phi = np.arctan2(R[1,:],R[0,:])
39
40 return r,theta,phi
41
42 def pos(r,theta,phi):
43 x = r*np.sin(theta)*np.cos(phi)
44 y = r*np.sin(theta)*np.sin(phi)
45 z = r*np.cos(theta)
46
47 return np.array([x,y,z])
48
49 def fit Bz(d,sig):
50 #input parameters:
51 #N = 1000 #sqrt(#particles)
52
53
54 a = np.sqrt(1/sig) #distance between spins on square array
55
56 if type(d) != float and type(d) != np.float64:
57 #print(d)
58 Bz = np.empty([1,len(d)])[0]
59 for i in range(len(d)):
60 #generate spin coordinates:
61 coord lim = (N−1)*a/2
62 xs = np.linspace(−1*coord lim,coord lim,N)
63 ys = np.linspace(−1*coord lim,coord lim,N)
64
65 x,y,z = np.meshgrid(xs,ys,d[i])
66 dip coord = np.array([x,y,z])
67
68
69 R dip = −1*dip coord #positionvectors of
70 #origin in dipole reference frame
48
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71 r dip,theta dip,phi dip = sphere(R dip)
72
73 Field = B(r dip,theta dip,phi dip)
74
75 Bz[i] = np.sum(Field[2,:])
76 else:
77 #generate spin coordinates:
78 coord lim = (N−1)*a/2
79 xs = np.linspace(−1*coord lim,coord lim,N)
80 ys = np.linspace(−1*coord lim,coord lim,N)
81
82 x,y,z = np.meshgrid(xs,ys,d)
83 dip coord = np.array([x.flatten(),y.flatten(),z.flatten()])
84
85
86 R dip = −1*dip coord #positionvectors of origin in
87 # dipole reference frame
88 r dip,theta dip,phi dip = sphere(R dip)
89 Field = B(r dip,theta dip,phi dip)
90
91 Bz = np.sum(Field[2,:])
92 return Bz
93
94
95
96 dH = np.array([0.047,0.391,0.441,0.56,0.748,0.899,1.11])/10 #field in mT
97 d = np.array([39.85,34.01,31.23,28.35,25.48,22.61,19.74]) #interfacedistance in nm
98
99 plt.close('all')
100
101 fig = plt.figure()
102 ax = fig.add subplot(111)
103 ax.set xlabel('implantation depth [nm]')
104 ax.set ylabel('Field increase mT')
105 ax.scatter(100−d,dH,c='k',marker='ˆ',s=50)
106
107 sigma init = 1
108 sig = np.zeros(len(d)) #spin densities of idividual fit
109
110 param = opt.curve fit(fit Bz,d,dH,sigma init)
111 print('sigma = ',param[0], 'nmˆ−2')
112
113 ax.plot(100−d,fit Bz(d,sigma init),'gx−')
114 ax.plot(100−d,fit Bz(d,param[0]),'rx−')
115
116
117 for i in range(len(d)):
118 sig[i] = par sep = opt.curve fit(fit Bz,d[i],dH[i],sigma init)[0]
119 #sig[i] = par sep[0]
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120 ax.scatter(100−d[i],fit Bz(d[i],sig[i]),c='y',marker='x')
121 print('par sep: ', sig[i], 'at d=',d[i])
122 ax.set title('Spin density fit results, N =' + str(N))
123 ax.legend(['initial guess','fit','data (field increase)',\
124 'fit of individual points'])
125
126 if exportdat == True:
127 np.savetxt('Allfit sigma N='+str(N)+' spins.txt',param[0])
128 np.savetxt('Individual sigma N='+str(N)+' spins.txt',sig)
129
130 if exportfig == True:
131 plt.savefig('spinfit N='+str(N)+' spins')
A.2 Surface + Bulk spin density fit
This code was in the end not used in this report because of a shortage of
time. It is a modified version of the code presented in appendix A.2, and
contains the possibility to also fit a bulk Si spin density. In order to achieve
this, however, the possibility to fit the data points separately is forfeited
since the fitting function used requires as many or more data points as
there are fit variables.
Similar to the previous version, the result of the fit is exported in a .txt file.
1 import numpy as np
2 from matplotlib import pyplot as plt
3 from mpl toolkits.mplot3d import axes3d
4 from scipy import optimize as opt
5
6 #IMPORTANT:
7 #Change of units: Field in mT, distances in nm
8
9 N = 1000
10 N2 = 3
11 exportdat = True
12 exportfig = True
13 plt.close('all')
14
15
16 def rhat(theta,phi):
17 return np.array([np.sin(theta)*np.cos(phi),\
18 np.sin(theta)*np.sin(phi),\
19 np.cos(theta)])
20
21 def that(theta,phi):
50
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22 return np.array([np.cos(theta)*np.cos(phi),\
23 np.cos(theta)*np.sin(phi),\
24 −1*np.sin(theta)])
25
26 def B(r,theta,phi):
27 #takes input in nm, gives field in mT
28 mu 0 = 4*np.pi*1e5
29 mu b = 9.274009994e−6
30
31
32 C = mu 0 * mu b / (4*np.pi)
33 B = (C/r**3) * (2*np.cos(theta)*rhat(theta,phi) + \
34 np.sin(theta)*that(theta,phi))
35
36 return B
37
38 def sphere(R):
39 r = np.sqrt(R[0,:]**2 + R[1,:]**2 + R[2,:]**2)
40 theta = np.arccos(R[2,:]/r)
41 phi = np.arctan2(R[1,:],R[0,:])
42
43 return r,theta,phi
44
45 def pos(r,theta,phi):
46 x = r*np.sin(theta)*np.cos(phi)
47 y = r*np.sin(theta)*np.sin(phi)
48 z = r*np.cos(theta)
49
50 return np.array([x,y,z])
51
52 def fit Bz(d,sig,rho):
53 #input parameters:
54 #d = distance from plane in nm
55 #dens[0] = spins per nmˆ2 (surface density)
56 #dens[1] = spins per nmˆ3 (bulk density)
57
58 a = np.sqrt(1/sig)
59 b = np.cbrt(1/rho)
60
61
62 if type(d) != float and type(d) != np.float64:
63 #print(d)
64 Bz = np.empty([1,len(d)])[0]
65 for i in range(len(d)):
66 #generate spin coordinates:
67 cmax p = (N−1)*a/2
68 cmax b = (N2−1)*b/2
69
70 xs p = np.linspace(−1*cmax p,cmax p,N)
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71 ys p = np.linspace(−1*cmax p,cmax p,N)
72
73 x p,y p,z p = np.meshgrid(xs p,ys p,d[i])
74 r p = np.array([x p.flatten(),y p.flatten(),\
75 z p.flatten()])
76
77 xs b = np.linspace(−1*cmax b,cmax b,N2)
78 ys b = np.linspace(−1*cmax b,cmax b,N2)
79 zs b = np.arange(d[i]+b,d[i]+b+N2*b,b)
80
81 x b,y b,z b = np.meshgrid(xs b,ys b,zs b)
82 r b = np.array([x b.flatten(),y b.flatten(),\
83 z b.flatten()])
84
85 dip coord = np.concatenate((r p,r b),axis=1)
86
87
88 R dip = −1*dip coord #positionvectors of origin
89 # in dipole reference frame
90 r dip,theta dip,phi dip = sphere(R dip)
91
92 Field = B(r dip,theta dip,phi dip)
93
94 Bz[i] = np.sum(Field[2,:])
95 else:
96 #generate spin coordinates:
97 cmax p = (N−1)*a/2
98 cmax b = (N2−1)*b/2
99
100 xs p = np.linspace(−1*cmax p,cmax p,N)
101 ys p = np.linspace(−1*cmax p,cmax p,N)
102
103 x p,y p,z p = np.meshgrid(xs p,ys p,d)
104 r p = np.array([x p.flatten(),y p.flatten(),\
105 z p.flatten()])
106
107 xs b = np.linspace(−1*cmax b,cmax b,N2)
108 ys b = np.linspace(−1*cmax b,cmax b,N2)
109 zs b = np.arange(d+b,d+b+N2*b,b)
110
111 x b,y b,z b = np.meshgrid(xs b,ys b,zs b)
112 r b = np.array([x b.flatten(),y b.flatten(),\
113 z b.flatten()])
114
115 dip coord = np.concatenate((r p,r b),axis=1)
116
117
118 R dip = −1*dip coord #positionvectors of origin
119 # in dipole reference frame
52
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120 r dip,theta dip,phi dip = sphere(R dip)
121 Field = B(r dip,theta dip,phi dip)
122
123 Bz = np.sum(Field[2,:])
124 return Bz
125
126
127
128 '''
129 sig = 1
130 rho = 2
131 d = 1
132
133
134
135 cmax p = (N−1)*a/2
136 cmax b = (N2−1)*b/2
137
138 xs p = np.linspace(−1*cmax p,cmax p,N)
139 ys p = np.linspace(−1*cmax p,cmax p,N)
140
141 x p,y p,z p = np.meshgrid(xs p,ys p,d)
142 r p = np.array([x p.flatten(),y p.flatten(),z p.flatten()])
143
144 xs b = np.linspace(−1*cmax b,cmax b,N2)
145 ys b = np.linspace(−1*cmax b,cmax b,N2)
146 zs b = np.arange(d+b,d+b+N2*b,b)
147
148 x b,y b,z b = np.meshgrid(xs b,ys b,zs b)
149 r b = np.array([x b.flatten(),y b.flatten(),z b.flatten()])
150
151 dip coord = np.concatenate((r p,r b),axis=1)
152
153
154
155 fig disp = plt.figure()
156 ax disp = fig disp.add subplot(111, projection='3d')
157 ax disp.set xlabel('X − axis')
158 ax disp.set ylabel('Y − axis')
159 ax disp.set zlabel('Z − axis')
160
161 ax disp.scatter(0,0,0,c='red',marker='.')
162 ax disp.scatter(r p[0,:],r p[1,:],r p[2,:],\
163 c='blue',marker='.')
164 ax disp.scatter(r b[0,:],r b[1,:],r b[2,:],\
165 c='black',marker='.')
166 #ax disp.scatter(dip coord[0,:],dip coord[1,:],\
167 dip coord[2,:],c='purple',marker='x')
168 '''
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169
170
171
172 dH = np.array([0.047,0.391,0.441,0.56,0.748,0.899,1.11])/10 #field in mT
173 d = np.array([39.85,34.01,31.23,28.35,25.48,22.61,19.74]) #interfacedistance in nm
174
175 plt.close('all')
176
177 fig = plt.figure()
178 ax = fig.add subplot(111)
179 ax.set xlabel('implantation depth [nm]')
180 ax.set ylabel('Field increase mT')
181 ax.scatter(100−d,dH,c='k',marker='ˆ',s=50)
182
183 sigma init = 1
184 rho init = 1
185
186 param = opt.curve fit(fit Bz,d,dH,[sigma init,rho init])
187 print('sigma = ',param[0][0], 'nmˆ−2')
188 print('rho = ',param[0][1], 'nmˆ−3')
189
190 ax.plot(100−d,fit Bz(d,sigma init,rho init),'gx−')
191 ax.plot(100−d,fit Bz(d,param[0][0],param[0][1]),'rx−')
192
193
194
195
196 ax.set title('Spin density fit results, N=' + str(N)\
197 + ', N2=' +str(N2))
198 ax.legend(['initial guess','fit','data (field increase)',\
199 'fit of individual points'])
200
201
202 if exportdat == True:
203 np.savetxt('Allfit(2) sigma rho N='+str(N)+' N2='+\
204 str(N2)+' spins.txt',param[0])
205
206 if exportfig == True:
207 plt.savefig('spinfit(2) N='+str(N)+' N2='+str(N2)+' spins')
54
Version of January 30, 2018– Created January 30, 2018 - 12:29
References
[1] K. Nagamine, N. Nishida, S. Nagamiya, O. Hashimoto, and T. Ya-
mazaki, Conduction-electron polarization in dilute PdFe alloys studied by
positive muons, Physical Review Letters 38, 99 (1977).
[2] M. G. Vuillemin, JJ, Priestley, De Haas-van Alphen Effect and Fermi Sur-
face in Palladium, Physical review letters 14, 307 (1965).
[3] J. A. Sidles, J. L. Garbini, K. J. Bruland, D. Rugar, O. Zu¨ger, S. Hoen,
and C. S. Yannoni, Magnetic resonance force microscopy, Reviews of
Modern Physics 67, 249 (1995).
[4] F. E. Hoare and B. Yates, The low-temperature (2 to 4-2° K) specific heats
of palladium-silver alloys, Proceedings of the Royal Society A 240, 42
(1957).
[5] S. Foner, R. Doclo, and E. J. McNiff, The pure Pd problem, Journal of
Applied Physics 39, 551 (1968).
[6] F. M. Mueller, A. J. Freeman, J. O. Dimmock, and A. M. Furdyna,
Electronic structure of palladium, Physical Review B 1, 4617 (1970).
[7] J. Slater, Wave functions in a periodic potential, Physical Review 51, 846
(1937).
[8] F. M. Mueller, Combined interpolation scheme for transition and noble met-
als, Physical Review 153, 659 (1967).
[9] T. Herrmannsdo¨rfer and S. Rehmann, Magnetic properties of highly di-
luted PdFex and PtFex-alloys. Part I. Magnetization at kelvin temperatures,
. . . of Low Temperature . . . 104, 49 (1996).
[10] R. P. Peters, Ch. Buchal, M. Kubota, R. M. Mueller and F. Pobell,
Palladium-Iron: A Giant-Moment Spin-Glass at Ultralow Temperatures,
53, 1108 (1984).
Version of January 30, 2018– Created January 30, 2018 - 12:29
55
56 References
[11] Y. Kondo, K. Swieca, and F. Pobell, Magnetic properties of Pd doped with
Fe: Intermediate between ferromagnetism and spinglass behavior, Journal
of Low Temperature Physics 100, 195 (1995).
[12] J. Mydosh, Spin glasses: an experimental introduction, 1993.
[13] B. H. Verbeek, G. J. Nieuwenhuys, J. A. Mydosh, C. Van Dijk, and
B. D. Rainford, Inhomogeneous ferromagnetic ordering in PdFe and PdMn
alloys studied via small-angle neutron scattering, Physical Review B 22,
5426 (1980).
[14] M. A. Ruderman and C. Kittel, Indirect exchange coupling of nuclear
magnetic moments by conduction electrons, Physical Review 96, 99
(1954).
[15] W. Harrison, Solid State Theory, 1980.
[16] Y. J. Uemura, Probing Spin Glasses with Zero-Field muSR, Hyperfine
Interactions 8, 739 (1981).
[17] Y. J. Uemura, T. Yamazaki, D. R. Harshman, M. Senba, and E. J.
Ansaldo, Muon-spin relaxation in AuFe and CuMn spin glasses, Physical
Review B 31, 546 (1985).
[18] T. Moriya, Ferro- and Antiferromagnetism of Transition Metals and Alloys,
Progress of Theoretical Physics 33, 157 (1965).
[19] R. E. Walstedt and L. R. Walker, Nuclear-resonance line shapes due to
magnetic impurities in metals, Physical Review B 9, 4857 (1974).
[20] F. N. Gygax, A. Hintermann, W. Ru¨egg, A. Schenck, and W. Studer,
Muon Knight shift in palladium, Solid State Communications 38, 1245
(1981).
[21] F. N. Gygax, A. Hintermann, W. Ru¨egg, A. Schenck, and W. Studer,
Muon Knight shift in palladium, Hyperfine Interactions 8, 487 (1981).
[22] Y. J. Uemura and T. Yamazaki, DYNAMICS OF SPIN GLASSES DE-
TECTED BY MUON SPIN RELAXATION, Physica B 109, 1915 (1982).
[23] J. S. Lord, S. F. Cox, M. Chariton, D. P. Van Der Werf, R. L. Lichti, and
A. Amato, The muon spin response to intermittent hyperfine interaction:
Modelling the high-temperature electrical activity of hydrogen in silicon,
Journal of Physics Condensed Matter 16 (2004).
[24] S. F. J. Cox, Implanted muon studies in condensed matter science, Journal
of Physics C: Solid State Physics 20, 3187 (1987).
56
Version of January 30, 2018– Created January 30, 2018 - 12:29
References 57
[25] A. M. J. Den Haan, J. J. T. Wagenaar, J. M. De Voogd, G. Koning, and
T. H. Oosterkamp, Spin-mediated dissipation and frequency shifts of a can-
tilever at milliKelvin temperatures, Physical Review B - Condensed Mat-
ter and Materials Physics 92, 1 (2015).
[26] F. Seitz and D. Turnbull, Solid State Physics (Vol. 5), 1957.
[27] A. Abragam, The Principles of Nuclear Magnetism, 1961.
[28] K. Mizuno, NMR Study of an Effective <i>J</i> value in Dilute Ag-Mn
Alloys, Journal of the Physical Society of Japan 30, 742 (1971).
[29] T. Asada, K. Terakura, and T. Jarlborg, An analysis of the spin-lattice
relaxation of cubic transition metals, Journal of Physics F: Metal Physics
11, 1847 (1981).
[30] Seitchik, J. A., Gossard, A. C. and Jaccarino, V., Knight Shifts and Sus-
ceptibilities of Transition Metals: Platinum, Physical Review 136, 1119
(1964).
[31] W. Sa¨nger and J. Voitla¨nder, On the Temperature Dependence of the Mag-
netic Susceptibility of Enhanced Paramagnetic Metals: Pure Palladium,
Zeitschrift fu¨r Physik B 30, 13 (1978).
Version of January 30, 2018– Created January 30, 2018 - 12:29
57
