Decoupling capacitor (decap) is a popular means to reduce power supply noise in integrated circuits. Since the decaps are usually inserted in the whitespace of the device layer, decap management during the floorplanning stage is desirable. In this paper, we devise the Effective Decap Distance model to analyze how functional blocks are affected by non-neighboring decaps. In addition, we propose a generalized network flow-based algorithm to allocate the whitespace to the blocks and determine the oxide thicknesses for the decaps to be implemented in the whitespace. Experimental results show that our decap allocation and sizing methods can significantly reduce decap budget and leakage power with a small increase in area and wirelength when integrated into 2D and 3D floorplanners.
INTRODUCTION
Signal integrity is a very important issue in VLSI technology. Simultaneous switching of digital circuit elements can cause considerable IR-drop and Ldi/dt noise in the power supply network. This power supply noise can cause logic faults. Decoupling capacitors (decaps) are often inserted to serve as local reservoir of current to meet the sudden current demands. Since the decaps are usually inserted in the whitespace of the device layer, decap management *This research has been supported by the grants from MARCO C2S2 and NSF CAREER Award under CCF-0546382.
during the floorplanning stage is desirable. A pioneering work on decap-aware floorplanning was proposed by [1] . However, a noticeable limitation of this work is that it allows the blocks to utilize the adjacent whitespace only. Although a majority of current is provided by neighboring decaps, it is still possible for a block to draw current from non-neighboring decaps.
As VLSI technology continues to scale down, noise tolerances will become tighter. This will increase the amount of decap required to bring power supply noise within the tolerances. Technology scaling reduces the oxide thickness of on-chip capacitors. This has the benefit of increasing the capacitance per unit area of decaps. Unfortunately, thinner oxides can significantly increase the leakage current of decaps. This problem is addressed in [2] by performing wire sizing of the power/ground network after decap insertion. Another possible solution for the leakage is to use thicker oxides. However, that reduces capacitance and increases the area required to implement the decaps. Using dual oxide thicknesses for decap fabrication was proposed in [3] . Although dual oxide thickness decaps may increase manufacturing costs due to the additional mask, the benefits include decap leakage reduction and decap area reduction.
The contributions of the paper are as follows: First, we devise the Effective Decap Distance modeling, where the effectiveness of a decap is dependent on the distance to the block that accesses it. Our experimental results show that the decap can be reduced significantly by allowing non-neighboring decap access when used in 2D floorplanning. Second, we propose a Generalized Network-flow approach to accomplish two goals: to allocate the whitespace to the blocks and to determine the oxide thicknesses of the decaps to be implemented in the whitespace. Our experimental results show that the leakage power caused by decaps can be reduced significantly using our methods. Third, having multiple device layers creates the possibility of allowing circuit modules to access decaps on other layers in 3D IC. We show that the effective distance model and our decap allocation/sizing schemes work very effectively for 3D floorplanning.
2. PRELIMINARY
Problem Formulation
The following are the inputs to the Decoupling Capacitor Planning and Sizing (DCPS) problem: (i) a set of blocks that represent the circuit modules, (ii) width, height, and maximum switching currents for each block, (iii) a netlist that specifies how the blocks are connected, (iv) the oxide thicknesses available for decap fabrication, (v) the location of the power/ground pins, and (vi) the power supply noise constraint, (vii) decap leakage power constraint. The goal of DCPS problem is to find (i) the location of the blocks and whitespace, (ii) assignment of whitespace to blocks, (iii) thickness of decaps that are to be inserted in the whitespace so that the power supply noise and leakage power constraints are satisfied. The objective is to minimize wi A + W2 * W + W3 * D, where A and W respectively denote the total are and wirelength of the floorplan, and D denote the total amount of decoupling capacitance required. If the existing whitespace cannot fill all of the decap demand, then the floorplan will be expanded to add additional whitespace. This area expansion is minimized under our area objective A.
Overview of the Algorithm
Simulated Annealing (SA) is a popular approach for floorplan optimization due to its high quality solutions and flexibility in handling various constraints. We use sequence pair and its perturbation scheme [4] to represent and optimize our 2D floorplans. In addition to the area and wirelength objectives, the following steps are performed to measure the decap cost for each candidate floorplanning solution:
1. SSN noise analysis: the amount of simultaneous switching noise (SSN) for each block is computed based on the location of the blocks and power pins.
2. decap budget calculation: the amount of decap needed for each block is computed based on its SSN so that the overall SSN constraint is satisfied. We use a 2D mesh as in [1] to model our P/G network. The edges in the mesh have inductive and resistive impedances. The mesh contains power-supply points and connection points. The connection points consume currents. The current is drawn from all the sources by the consumers, and the amount of current drawn along a path is inversely proportional to the impedance of the path in the power supply mesh. The dominant current source for a block is defined as the voltage source supplying significantly more power to the block than any other neighboring sources. The dominant path for a block is the path from the dominant supply to the block causing the most drop in voltage. It has been shown experimentally in [1] that the shortest path between the dominant current source (nearest Vdd pins) and the block offers highly accurate SSN estimation within reasonable runtime. Let Pk be a dominant current path for block k. Then Tk 
Decap Modeling with Effective Distance
A recent work on decap-aware floorplanning for 2D ICs [1] only assigns decaps to blocks when they are adjacent to each other. However, blocks can potentially draw current from all nearby decaps, including the ones that are not adjacent. This restriction may result in excessive decap insertion and thus unnecessary floorplan area expansion. We introduce the concept of effective distance to overcome this limitation and to make use of non-adjacent whitespace for decap allocation. A decap placed far away from a block is less effective at reducing noise. A formal definition is as follows: DEFINITION 1. Effective distance, -yeff (RC), is the amount of decap needed when the resistance between the decap and the block is RC, due to distance, to get the same noise reduction as a unit of decap adjacent to the block.
The circuit shown in Figure 1 is analyzed to find a relationship between distance and the amount of decap needed by a block. In the circuit, Vdd represents the power pin, C represents the decap, and I represents the current demand of the block. Rd and RC represent the resistances of the block to the power pin and to the decap, which The first condition is obvious since no decap would be needed if the noise were less than the tolerance. The second condition specifies the maximum resistance between a block and its decap. Effective distance 'Yef f (Rc) can be defined as the capacitance needed as a function of resistance divided by the capacitance needed with no resistance: To find the actual decap allocated to a block, the base decap budget Ck is calculated from Equation (1) and multiplied by Yeff (Rc). To verify the effective distance model, resistive power meshes were simulated in HSPICE. A block and a decap were inserted into the simulated power mesh. The location of the decap with respect to the block was varied, and the amount of capacitance needed to suppress the noise was found for each decap location. Figure 3 compares the effective distance model with the HSPICE simulations. The model slightly underestimates the amount of decap needed when the resistance between the block and the decap approaches Rmax. To simplify effective distance calculations during decap allocation, a linear approximation of effective distance is used. In the linear approximation, the furthest that a block could access a decap is 0.7Rmax, where 50% extra decap would be needed. 
DECAP PLANNING ALGORITHMS

Whitespace Detection Algorithm
The whitespace present in a floorplan can be used to fabricate decap. If the existing whitespace is insufficient or unreachable by modules needing decap, then whitespace insertion through floorplan expansion may be necessary. Hence detection of all existing whitespace in a floorplan is highly desirable. This is done by using the longest path tree calculation based on the vertical constraint graph. All nodes at the ith level in the tree are at an edge distance of i from the source node. Each level is ordered by the horizonal constraint graph. The whitespace at level i are detected by comparing the upper boundary of blocks at level i and the lower boundary of the blocks at level i + 1. If the boundaries are not incident on each other, then there is whitespace. In Figure. 4, blocks a, b, 
Decap Allocation and Sizing Algorithm
We model the decap allocation and sizing problem with generalized network flow. Generalized network flow generalizes traditional network flow by adding a gainfactor -y(e) > 0 for each edge e. For each unit of flow that enters the edge, -y(e) units must exit (see Figure 5 ). For the traditional network flows, the gain factor is one. Capacity constraints and node conservation constraints are satisfied by the generalized networks, as in the traditional network flows. Generalized min-cost network flow can model the decap allocation problem with dual oxide thickness capacitors and effective distance. Generalized network flow is a well studied problem, but elegant exact and approximate algorithms have only been proposed recently [5, 6 ]. An example flow network for decap allocation is shown in Figure 6 . The nodes on the right represent the blocks. The capacities of the edges connecting to the sink are the decap demands of the blocks. The gains of these edges are unity, and the costs are zero. The nodes on the left represent the whitespace. The capacities of the edges connecting to the source are the areas of the whitespace. The costs of these edges are zero and the gains are unity. The nodes in the middle represent the oxide thicknesses. Each whitespace is connected to a thin oxide node and a thick oxide node. Additional oxide thicknesses can be considered by adding more oxide nodes. The edges connecting the whitespace to the oxide nodes have gain factors equal to the capacitance per unit area of the oxide thicknesses. The costs of these edges are the leakage per unit area of the oxide thicknesses, and the capacities of the edges are infinite. If a circuit module is close enough to draw decap from a whitespace module, the circuit module is connected to the two oxide nodes corresponding to that whitespace. They are connected with an edge of infinite capacity, zero cost, and gain factor 1 -yeff to represent the effectiveness of the whitespace. Maximizing the flow in this generalized flow network allocates the maximum possible decap to blocks. Minimizing the cost in this generalized flow network minimizes the leakage of the decaps. If the flow in the sink edges are saturated, then the decap demands of all the circuit modules can be met. If the flow in some of the sink edges are less than capacity, then there is not enough whitespace to fulfill the decap demands of the circuit modules. In this case the floorplan must be expanded for additional whitespace.
Exact generalized min-cost max-flow algorithms are 0(n3). This is too slow for iteration between decap allocation and whitespace insertion, so we used an approximation algorithm [6] . This algorithm runs in O(e 2 rn2), where c is the error bound percentage from the maximum flow, and n is the number of nodes. In our experiments, we set e to 0.3.
3D FLOORPLANNING 5.1 Motivation
Three dimensional (3D) integrated circuits are an emerging technology with great potential to improve performance and power. The wafer-bonding approach [7] joins discrete wafers using a copper interconnect interface, and permits multiple wafers and multiple 3D interconnects. The ability to route signals in the vertical dimension enables distant blocks to be placed on top of each other. This results in a decrease in the overall wirelength, which translates into less wire delay, less power, and greater performance.
The decap allocation problem in a 3D IC has a couple of additional factors not present in the 2D case. First, having multiple device layers creates the possibility of allowing circuit modules to access decaps on other layers. In this case, our effective distance model is the perfect means to allow inter-layer, non-neighboring decap access. Second, in case the existing whitespace in a floorplan is insufficient to supply the needed decap, the floorplan needs be expanded to add additional whitespace. In 3D ICs, expanding different layers can have different effects on the footprint area of the chip. For example, expanding a small layer might not increase the footprint area because there is a larger layer. To take advantage of this, we performfootprint-aware area expansion, which includes expanding smaller layers more than larger layers.
Footprint-aware Decap Insertion
We extend the existing 2D Sequence Pair scheme [4] to represent 3D floorplans. Specifically, k sequence pairs are used to represent the block placements of k device layers. This representation only encodes relative block positions among the blocks in the same layer. However, it is straightforward to determine the inter-layer position relationships of the blocks by computing the block coordinates. We use a 3D mesh to model the P/G network in 3D ICs.
Our footprint-aware area expansion algorithm finds the X and Y slack of each layer relative to the footprint and expands in the direction with more slack. If a particular layer is the bottle-neck layer, i.e. it has maximum width and height, then some of the expansion is shifted to adjacent layers. Allowing blocks to use decaps in other layers is made possible by effective distance. The XY-expansion of each layer is controlled by a and parameters, where a and are the percent expansions in the X and Y directions. Simple expansion would set a and equal to each other. In footprint-aware expansion, the X and Y slack of each layer are defined as S1 = Footprinttidth-Layer,idth. Then the equationf/a = SyISx is used to make the whitespace insertion favor the direction with more slack. After each iteration, the a and are increased until the decap demands are met. Our power supply noise-aware floorplanner and generalized network flow-based decap allocator were implemented in C++. The experiments were run on Pentium IV 2.4 GHz dual processor systems running linux. To verify our floorplanner and noise analyzer, we performed 2D floorplanning on the MCNC benchmarks using the 0.25,um technology parameters as in [1] . The MCNC blocks were assigned random current densities between 106A/m2 and 2 106A/m2 as in [1] . Table 1 shows the comparison of our 2D floorplanning results to those reported in [1] . As with the case in [1] , our floorplanner was able to reduce decap budget when noise or decap aware. The decap values are lower than [1] because the current densities of the blocks are randomly assigned. Nevertheless, our decap aware floorplanner reduced the decap relative to our arealwirelength driven floorplanner, just as the noise aware floorplanner reduced the decap relative to the post floorplanner in [1] .
EXPERIMENTAL RESULTS
Due to the small number of blocks in MCNC benchmarks, we used GSRC benchmarks for 3D floorplanning. The blocks were randomly assigned maximum current densities between 106A m2 and 107A/M 2. The values for wire resistance, inductance, decap capacitance, and decap leakage used for the 3D floorplans were taken from the ITRS for the 90nm technology node. The 3D floorplanning results are based on 4-die stacks. Table 2 shows the impact of effective distance on 2D and 3D floorplans. We obtain floorplans with wire+area objective and insert decaps as a post-process. For both 2D and 3D floorplans, effective distance reduces the amount of area expansion required to insert sufficient decap to suppress power supply noise which is set to 10% of Vdd. The improvement in area expansion from effective distance is 10.2% for 2D floorplans. The improvement from effective distance is more pronounced for the 3D floorplans at 36.4%. This is due to the fact that in 3D floorplans, effective distance can allow blocks to utilize decaps in other layers. Table 3 compares area and wirelength-driven floorplanning to decap-driven floorplanning for 2D and 3D implementation. In both the 2D and 3D cases the decap-driven floorplanner was able to reduce the decap at the expense of area and wirelength. The reduction in decap for the 3D floorplans is greater than the reduction for 2D
floorplans. This is due to the larger solution space for 3D floorplans. In several cases, the decap driven floorplanner was faster than the arealwirelength driven floorplanner. Even though the decap driven floorplanner must perform noise analysis during annealing, its reduced decap budget can reduce the number of iterations between the generalized min-cost network flow based decap allocation and area expansion. Table 4 show the impact of dual oxide thickness decaps for 2D and 3D floorplans. With dual oxide thickness decaps, the generalized min-cost network flow-based decap allocator was able to reduce the decap leakage of all circuits below 8A. The flow-based decap allocator minimizes the area expansion by using as many thin oxide decaps as possible without violating the leakage constraint. For many of the 3D circuits the decap allocator chose to continue using all thin oxide decaps since the starting leakage was already low enough. On the other hand, the decap allocator assigned some thick oxide decaps to the smaller 2D circuits even though the leakage was already below the constraint. This is due to the approximation algorithm used to solve the generalized min-cost network flow.
CONCLUSIONS
We presented the effective distance model to analyze how functional blocks are affected by non-neighboring decaps. A generalized network flow-based decap allocation and sizing algorithm incorporated dual oxide thickness decaps to reduce leakage. Our algorithm significantly reduced decap budget and leakage power with a small increase in area and wirelength when integrated into 2D and 3D floorplanner. Future work includes adapting whitespace redistribution techniques to further reduce the area expansion required for decap insertion. Table 3 : Area/wirelength-driven and decap-driven floorplanning results. Effective decap distance is used.
