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We review common extensions of particle-in-cell (PIC) schemes which account for strong field
phenomena in laser-plasma interactions. After describing the physical processes of interest and
their numerical implementation, we provide solutions for several associated methodological and
algorithmic problems. We propose a modified event generator that precisely models the entire
spectrum of incoherent particle emission without any low-energy cutoff, and which imposes close
to the weakest possible demands on the numerical time step. Based on this, we also develop an
adaptive event generator that subdivides the time step for locally resolving QED events, allowing
for efficient simulation of cascades. Further, we present a new and unified technical interface for
including the processes of interest in different PIC implementations. Two PIC codes which support
this interface, PICADOR and ELMIS, are also briefly reviewed.
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I. INTRODUCTION
Particle-In-Cell (PIC) methods have more than proved
their usefulness in plasma physics and related fields [1].
The computational efficiency of PIC approaches origi-
nates from their description of a plasma as an (opti-
mal) number of super-particles. In terms of particle dis-
tributions in six-dimensional phase-space, this approach
makes efficient use of features such as i) similar momen-
tum distribution for neighboring points in coordinate
space and ii) the minor role of low density, or empty,
regions of phase-space.
While kinetic and Vlasov-equation-based methods usu-
ally deal with distribution functions, a conceptual advan-
tage of the PIC approach is that it is based on particle
dynamics. It is thus straightforward to relate the PIC
approach both to classical mechanics and (within lim-
its which will be described below) to quantum processes
described by particle scattering. This allows the PIC ap-
proach to account for particle collisions [2], ionization [3],
radiation reaction [4, 5], quantum effects [6–9], and so on.
In this paper we discuss those extensions of standard
PIC approaches which are required to study physics
in ultra-intense laser fields. Primarily this requires
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2taking into account the quantized nature of emission
from charged particles, as well as various mechanisms of
electron-positron pair production. Note that despite the
low energy of photons in a laser, the approach is not lim-
ited to low-energy physics. Not only are particles rapidly
accelerated to high energies by intense fields, but the ap-
proach accommodates traditional (i.e. accelerator based)
sources of high-energy particles.
The realisation of large-scale ultra-intense laser
facilities [10–12] has greatly stimulated interest in
simulations of high-field physics, and several modified
PIC implementations have already been developed [6–9].
The processes of high-energy photon emission and
electron-positron pair production have been taken into
account using probabilistic routines based on QED
calculations, as will be reviewed below.
A number of methodological and algorithmic problems
have however been raised in association with these im-
plementations. For example, existing implementations of
stochastic photon emission (the so-called standard event
generator based on inverse sampling, and an alternative
event generator described in [7]) can only account for
photons having energy above some certain cutoff value.
One can of course take this cutoff to lie well below the
energy scale of typical interest, namely that required for
pair creation. However, the neglected part of the emis-
sion spectrum can still give rise to relevant phenomena
that significantly impact particle dynamics; one example
is classical radiation reaction. Such phenomena can in
particular occur during the early stages of laser-particle
interactions, in regions where the laser intensity is low,
giving a ‘knock-on’ effect for subsequent interactions in
the high intensity part of the pulse.
Some other issues are the possibility to neglect
certain QED processes, the problem of double-counting
radiation, memory overload due to cascades of particle
production, control of computational costs for the
statistical routines, and rapidly growing demands on the
time step due to a necessity in resolving QED events.
In this article, we analyze some of these problems
and propose an original set of modifications capable
of solving them. We also present a technical unified
interface for merging such modifications with arbitrary
PIC implementations, and demonstrate how the idea is
realized for the codes ELMIS [13] and PICADOR [14].
The paper is organised as follows. In Sections II and
III we discuss general methodological aspects. In Sect.
IV and V we discuss implementation of emission from
charged particles and pair production, respectively. In
particular, the previously proposed event generators for
describing incoherent emission from charged particles are
described and analyzed in Section IV.F, whereas our
modified event generator and the adaptive event gener-
ator are presented and compared in Sections IV.G and
IV.H, respectively. Some methods of controlling the re-
lated computational costs are described in Section VI. In
Section VII we benchmark our numerical scheme against
existing literature results. We conclude in Sect. VIII.
In the appendix we describe the PIC-MDK interface
used for merging various PIC schemes with the modules
which account for QED processes. We also give some
details of the modules’ implementation and briefly review
two PIC codes ELMIS and PICADOR, which support the
interface.
II. DUAL TREATMENT OF THE
ELECTROMAGNETIC FIELD
Traditional PIC approaches treat plasmas as ensem-
bles of charged particles moving in electromagnetic (EM)
fields defined on a grid [1]. Current densities also defined
on the grid are the sources of the EM-fields. The evolu-
tion and interactions of the particles and fields are then
described self-consistently by using the classical equa-
tions of motion for charged particles and Maxwell’s equa-
tions for the EM-fields.
This approach takes into account only the radiation
that can be resolved by the numerical grid, however. The
implied restriction on the numerical scheme can be sim-
ply formulated in terms of energy: to accurately cap-
ture the physics involved, most of the EM-energy must
remain within the spectral range resolved by the grid,
ω < ωgrid = c/dx, for grid size dx. As the EM-field in-
tensity rises, particles will be accelerated to higher ener-
gies, i.e. higher gamma factors. This extends the spectral
range of synchrotron emission, whose typical frequency
scales classically as [15, §74]
ωc =
3eHeff
2mc
γ2, (1)
in which e and m are the electron charge and mass, γ is
the electron’s gamma factor, c the speed of light, and
Heff is the effective magnetic field defined to be that
which can cause the same transverse acceleration as ex-
perienced by the electron. (The explicit form of Heff will
be given below.) One might think that this effect re-
quires successively decreasing the grid size of the cells in
the PIC code, ruining the possibility for simulating ultra-
relativistic physics. Fortunately, the spectral distribution
of the EM-energy is fundamentally uneven, occupying
two well-separated regions. This motivates the possibil-
ity of merging two different approaches to describing the
EM-field, as we now explain.
The first region is associated with synchrotron emission
from an electron, and follows the classical spectrum [15]
∂I
∂ω
=
√
3
2pi
e3Heff
mc2
ω
ωc
∫ ∞
ω/ωc
K5/3 (ξ) dξ. (2)
As is well known, the emission energy is concentrated in
the vicinity of ωc, and decreases like I ∼ ω1/3 with de-
creasing frequency ω. However, in the frequency range of
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FIG. 1. Schematic representation of the typical EM-energy
deposition.
classical plasma physics the emission intensity dramati-
cally increases due to coherency, which enhances the in-
dividual incoherent synchrotron emissions by a factor of
the number of particles emitting coherently. This num-
ber can be roughly estimated as the number of particles
within the typical space scale λ3 where λ = 2pic/ω is
wave length. Thus, if the wave length is larger than the
typical distance between particles, we have an additional
factor ∼ c3Neω−3, where Ne is the electron density. (Po-
tentially, the particles can emit coherently even when
separated by distances larger than the wave length, but
this is an exceptional case which requires some external
synchronisation.) As a result, for ω < ωcoh = cN
1/3
e
the emission intensity increases with decreasing ω as
I ∼ ω−8/3 1. This rise continues down to the typi-
cal macroscopic scales characterising the system, such
as e.g. the plasma frequency ωp, laser frequency ωL, and
the frequency ωt = c/Rt associated to the typical space
scale Rt of the target/process.
For laser-plasma interactions the typical frequency
scale lies in the range 1014 –1017 s−1, or photon en-
ergies of 0.1 eV to 100 eV. For the typical density of
plasma generated from the ionisation of solid targets
(Ne ∼ 1021 cm−3) the value of ωcoh can be estimated
as ~ωcoh ∼ keV. To estimate the typical value of ωc for
the case of significant radiation losses, we can equate the
energy emitted by an individual particle during a single
laser cycle to the particle’s energy of oscillation. For op-
tical laser frequencies this yields a ∼ 100 as the typical
EM-field amplitude where radiation losses become sig-
nificant. This corresponds to ωc ∼ 10−21 s−1 or photon
energies of the order of 1 MeV.
1 The power-law decay for the spectrum coincides with that ob-
tained from the ROM model for HHG via irradiation of a semi-
infinite plasma [16], though we obtain it here from completely
different arguments that are not related to any specific geome-
try.
Based on the above arguments we illustrate in Fig. 1
the EM-energy distribution using the function ω∂I/∂ω,
the integral of which (w.r.t. logω) gives the emitted en-
ergy. Note the log-scales. The figure illustrates the pres-
ence and separation of the two regions of EM-energy
deposition, which is the basis of the dual treatment of
the EM-field described above: the grid approach for low
frequency emissions and the particle approach for high-
frequency emissions.
The incoherent peak is not necessarily separated in
case of low intensities, but then it will contain a neg-
ligible part of the emitted energy. Based on the above
arguments though, we assert that once the intensity be-
comes sufficient to convert a notable part of the particle
energy into incoherently emitted radiation, then the in-
coherent peak appears in a well separated spectral region
and the dual description of the electromagnetic field be-
comes possible.
Our arguments so far have been general and have not
relied on any specific geometry. To demonstrate the va-
lidity of our arguments we now present numerical results
for a particular case. We consider the so-called giant at-
tosecond pulse generation in the process of an overdense
plasma irradiation by an ultrarelativistic laser in the rel-
ativistic electronic spring (RES) regime [17]. We choose
this example because it is a ‘worst case’ scenario; a very
wide (far beyond I ∼ ω−8/3) spectrum of coherent emis-
sion is generated, which means that the two radiation
regions could potentially have significant overlap, invali-
dating our results; we will see that this does not happen.
According to the predictions of RES for optimal con-
ditions, we consider an angle of incidence θ = 60◦ and
relativistic similarity parameter S = n/a = 0.375, where
n is the plasma density in units of critical density, and a
is the radiation amplitude in relativistic units. We have
performed PIC simulations for three different intensities
with optimal density calculated according to the given
S. As our aim here is only to verify the predicted form
of the radiation spectrum, we turn off pair production,
consider the ions to be immobile, assume a sharp drop
for the plasma density and consider only one cycle of the
incident radiation.
In Fig. 2 we show the spectra obtained by Fourier
transformation of the generated field structure (solid
curves) and by accounting for the photons produced
by the adaptive event generator described in Sect. IV H
(dashed curves). The spectral energy density is normal-
ized to the initial energy of the incident radiation I0. As
one can see, once the energy of the incoherent emission
becomes large enough to require inclusion in the PIC sim-
ulation, its spectrum appears in a region well-separated
from that of the coherent emission, as predicted. Taking
more realistic conditions in our simulation would most
probably result in a narrower spectrum of coherent emis-
sion, which would match even better with our general
conclusions.
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FIG. 2. Spectra of coherent and incoherent emission obtained
with PIC simulations for the process of giant attosecond pulse
generation in the regime of relativistic electronic spring (see
[17] for details).
III. NUMERICAL MODEL
Within the traditional PIC framework, the classical
evolution and interplay of fields and particles has been
thoroughly studied, see [1] for reviews. Therefore we fo-
cus here on the novel channels and interactions that are
opened by laser fields of extreme intensity. We begin with
an outline of the numerical model. We then go through
which quantum processes are included in the PIC ap-
proach, which are neglected, and why, before describing
how the included processes are combined into reactions
involving many particles.
A. Implementing quantum interactions in classical
PIC
Classically, the time-evolution of an initial distribution
of particles and fields is determined by the appropriate
equations of motion. This is straightforwardly imple-
mented in the traditional PIC approach: particle trajec-
tories, for example, are determined and tracked as time
evolves in discrete steps.
That situation is different in the quantum theory. The
concept of a trajectory is neither clear nor necessarily use-
ful (defining a position operator in quantum mechanics is
a long-standing issue [18]). Some of the most commonly
studied objects in quantum field theory, and those which
are implemented in PIC codes, are scattering probabili-
ties, that is probabilities for a given asymptotic state (of
well separated particles) in the infinite past to evolve into
another asymptotic state in the infinite future [19, 20].
Only the initial and final states are specified, not the
intermediate dynamics.
The incorporation of scattering probabilities into PIC
schemes begins with the result, derived and described
in [21, 22], that a particle in a high-intensity field sees
that field, locally, as a constant, homogenous, plane wave
with orthogonal electric and magnetic fields of equal mag-
nitude – a “crossed” field. With this in mind, scattering
probabilities are added to PIC schemes as follows.
1. The probability of a chosen scattering process is
calculated assuming the presence of a constant
crossed field Fc.
2. Such probabilities are infinite, but dividing out the
infinite interaction time gives a finite rate R.
3. R is assumed to give the local transition rate of the
considered process, i.e. that occurring at a certain
point and time xµ, and in an arbitrary background
field F , by replacing the constant field in R with
the value of F at the considered spacetime point,
i.e. R(Fc)→ R(F (x)). In short, a locally constant
approximation is used.
4. After each time step ∆t these rates are combined
with a statistical event generator in order to decide
whether or not a given process occurs, and parti-
cles are then added or removed from the simula-
tion as appropriate. Between time steps, particles
are propagated forward on their classical trajecto-
ries (and fields develop according to their classical
equations of motion).
This model is not a numerical discretization of QED,
but rather of classical electrodynamics, into which quan-
tum effects are added by hand. (Contrast with lattice
QCD [23, 24], which is a nonperturbative discretisation
of quantum chromodynamics from which one recovers,
in the limit of small lattice spacing, continuum QCD.)
As such the model must be tested against known ana-
lytic results in order to verify its validity – for recent
tests see [7, 25, 26]. We now describe which scattering
processes are included in the numerical model.
B. Included processes
The basic interaction vertex in QED connects one
(two) incoming to two (one) outgoing particles, real or
virtual. One photon and two fermions meet at each ver-
tex. A single vertex cannot describe a scattering pro-
cess between real particles in vacuum due to momentum
conservation. In the presence of a background (e.g. an
intense laser field) though, it can describe four distinct
processes. Two of these are included in the PIC model
and two are neglected, as we now describe.
1. Photon emission/Nonlinear Compton scattering
When a charged particle is accelerated by an external
field, it emits radiation. This fundamental and familiar
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FIG. 3. Feynman diagrams for the two basic processes in-
cluded in the PIC approach. Time flows from left to right. A
straight line indicates an electron or positron interacting with
an external field (e.g. an intense laser), and a wavy line is a
photon. Left: nonlinear Compton scattering. Right: stimu-
lated pair production.
process goes under many names, depending on the ex-
ternal field in question; in the case that the electron is
excited by a laser and emits a photon it is called ‘non-
linear Compton scattering’ [21, 27]. The word ‘nonlin-
ear’ stems from the possibility of the electron absorbing
an arbitrary number of laser photons before and after
it emits. (The extension to multiple emissions is given
below.) Nonlinear Compton scattering is represented by
the Furry-Feynman diagram on the left in Fig. 3.
There is no energy or intensity threshold to overcome
in order for this channel to open. The low energy limit
of the emitted photon spectrum naturally matches that
obtained in (relativistic) classical mechanics, i.e. it yields
the spectrum of a particle accelerated by the Lorentz
force [15]. For fast moving electrons with γ  1 the
high-energy part of the emission spectrum is confined to
a cone of opening angle θ ∼ 1/γ, as particles mainly emit
forward in the ultra-relativistic limit [28]. The spectrum
in general can exhibit a rich structure strongly depen-
dent on the field configuration. Harmonic structures cor-
responding to multiple photon absorption can be distin-
guished by tuning parameters. Nonlinear Compton scat-
tering can be a dominant source of hard photons with
an upshifted frequency of 4γ2× the laser frequency; for
more details on this and other features of the nonlinear
Compton spectrum, see [21, 27, 29–33] and references
therein.
It is also worthwhile considering the scattered elec-
tron spectrum. Aside from the acceleration caused by
the Lorentz force, the momentum of an electron moving
through a background field is impacted by recoil from
all possible photon emissions, single or multiple [34–37].
Recoil is included unambiguously in QED because mo-
mentum is conserved at each interaction vertex: there is
always recoil when the electron emits, and this can be
seen in the electron spectrum following emission. The
classical limit of this recoil describes, of course, the im-
pact of classical radiation reaction on the particle’s mo-
tion [34, 38, 39].
2. Pair production
High energy photons, such as those generated by non-
linear Compton scattering, can interact with an arbi-
trary number of laser photons and produce real electron-
positron pairs. This generalisation of the Breit-Wheeler
process is called ‘stimulated pair production’. It is a per-
turbative process in the sense that it is of order α in the
interaction between the stimulating photon and the pair
(there is a single vertex, see Fig. 3). However, the inter-
action between the photon and the background can have
both perturbative and non-perturbative dependencies on
field strength and kinematics [40–43].
Pair production is a threshold process, the probabil-
ity of which vanishes in the low energy or classical limit.
Pair production by two photons in vacuum, for exam-
ple, has a threshold energy (squared) of k.k′ > 2m2c4,
where {k, k′} are the photon momenta. In an intense
laser field, the threshold can be shifted due to both kine-
matic and intensity effects. For example, for pair creation
by n photons of momentum k and one of k′ the thresh-
old becomes nk.k′ > 2m2c4, leading again to harmonic
structure, and in very long pulses intensity effects con-
spire to raise the pair production threshold from 2m2c4
to 2m2(1 + a20)c
4, see [21, 27]. For pair production in
short pulses, see [44, 45].
Stimulated pair production is just one channel by
which light can be transformed into matter, others will be
discussed below. The production of an electron-positron
pair, by any means, requires an energy of at least 2mc2,
which should be deducted from the energy of seed parti-
cles (or, in the case of Sauter-Schwinger pair production,
from the EM-field energy). However, in extremely intense
fields, the produced electrons and positrons are acceler-
ated rapidly to ultra-relativistic speeds, which requires
taking much higher (γ  1) energy from the EM-field
via the channel of “classical plasma physics”. Hence the
loss of an energy 2mc2 can be neglected; the implied rel-
ative error is of order 1/γ  1.
C. Negligible processes
There are two basic processes, or energy conversion
channels, that are weak enough to be neglected in the
numerical model: these are the channels of pair annihi-
lation to one photon, and absorption of one photon by
an electron or positron, see Fig. 4. We explain here the
reasons for these simplifications.
1. Pair annihilation to one photon
The annihilation of an electron-positron pair into two
photons is an elementary and well-understood process in
QED [46]. The presence of the laser background opens
a new channel, namely annihilation to a single photon,
see Fig. 4. Although related by crossing symmetry to
the processes above, one-photon annihilation can be ne-
glected, for the following reasons.
In constant crossed fields, the annihilation rate is sup-
pressed by an infinite volume factor compared to the pro-
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FIG. 4. Feynman diagrams for the two basic processes ne-
glected in the PIC approach: pair annihilation to one photon
(left) and single photon absorption (right). Time flows from
left to right.
cesses above [21, 27]. This is due to energy-momentum
conservation allowing at most a single possible four-
momentum for the produced photon. In other words,
and unlike in the cases of nonlinear Compton scattering
and pair production, the phase space of the final state
is determined entirely by the kinematics of the incoming
particles, and collapses to a single point. This remains
true even when the calculation is extended to include fi-
nite pulse duration and time-dependent structure [47].
In order for the one-annihilation channel to open, then,
the kinematics of the incoming particles must be fine-
tuned so that precisely the correct point of phase space
is accessible. In the high intensity regime, with ultra-
relativistic particles, this only happens when the collision
angle θ between the colliding electron-positron pair obeys
θ ≤ 10−5rad [47]; it is this degree of fine-tuning which
makes the process negligible.
2. One photon absorption
While the emission of photons from an electron in a
laser field is essential to include, the absorption of (non-
laser) photons by the electron can be neglected. The
reasoning is the same as for pair annihilation above [22],
as can be seen from Fig. 4.
D. Higher order processes
‘Higher order processes’ are those which are described
by diagrams containing more than one of the basic ver-
texes shown above, as dictated by the Feynman rules in
QED. There are subtleties in the PIC implementation of
higher order quantum processes. To illustrate both these
and the functionality of the PIC codes it is simplest to fo-
cus on a concrete example, and for this we choose the im-
portant process of pair production from a seed electron,
the diagram for which is shown in Fig. 5. (See [48–53] for
recent investigations of various higher order processes.)
1. Trident pair production and cascading
A seed electron enters an EM-field, radiates a photon,
and this photon then produces a pair, see Fig. 5. In a
e−
e− e−
e+
FIG. 5. Pair production from a seed electron. The interme-
diate photon may be real or virtual.
PIC simulation, a photon can be emitted via nonlinear
Compton at one time step, propagate, and when rates are
calculated at the time next time step there is a chance
that this photon will produce a pair via stimulated pair
production. In this way we build up higher-order process
from the basic processes described in Sect. III B.
At first sight, the PIC description seems to match
Fig. 5 but, in QED, the intermediate photon can be either
real or virtual, with both alternatives being captured by
and included in Fig. 5 [54, 55]. If follows that including
the full rate for this process in the same manner as the
basic processes above would imply double counting, as
the full rate would already allow for the possibility that
a real photon is emitted, propagates, and then produces
a pair. It has been found, though, that the contribution
from the virtual contribution is usually small in compari-
son to the case of “nonlinear Compton ⊗ stimulated pair
production”. The argument is then that the full process
can be approximated by that part which is mediated by
real photons, i.e. that part which can be constructed from
just the two basic processes in Sect. III B.
The decomposition of the full process into real and
virtual channels has recently been investigated in [50, 53]
and the process has been analysed in detail for monochro-
matic fields in [49] and for constant fields in [53, 54].
Repeated nonlinear Compton scattering and pair pro-
duction events can lead to an avalanche of particle pro-
duction, or ‘cascading’, see Fig. 6. The conditions for this
are discussed in [6, 7, 56], and we will return to cascading
in Sect. VII.
2. Multiple photon emission
In the high-intensity regime where a0  1 sets the
dominant scale, multiple photon emissions from a given
fermion are expected to factorize into products of re-
peated single photon emissions, as for other higher-order
processes. The emission of very high energy photons can
be included through a synchrotron module, efficiently
calculating the spectral properties of the emitted pho-
tons [57].
Two-photon emission has been considered in some de-
tail in the literature and serves to illustrate that the as-
sumptions relevant to the high-intensity regime are not
universally applicable. It was found in [51] that for high
energy electrons, γ = 104, and (by modern standards)
low intensities, a0 = 1, that the off-shell channel gener-
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FIG. 6. A (greatly simplified) illustration of cascade for-
mation from a seed electron in a PIC simulation. At each
time step, fermions can emit photons (or not) and photons
can produce pairs (or not). All particles are real.
ated a significant number of photons. This is a situation
in which it is not possible to neglect virtual photon con-
tributions. A comparison of the cases χ  1 (negligible
quantum effects) and χ & 1 (significant quantum effects)
in double photon emission is given in [52].
3. Neglected higher order processes
Loop corrections, i.e. corrections in higher powers of
α ' 1/137 [58], are neglected in the numerical model.
Further, some processes cannot be captured by the model
due to the assumptions made; for example, because only
photon emission and pair production are included, there
is no mechanism by which pairs can annihilate (to any
number of photons). It is of course easy to imagine differ-
ent scenarios in which pair annihilation could be impor-
tant. Two examples are i) a hohlraum in which we wish
to establish long-term equilibrium of the pair plasma, or
ii) a very high-density pair plasma where the annihilation
rate is of the same scale as the production rate.
E. Summary
Despite the common origin for all energy deposition in
Fig. 1, we will from here on use the word field to mean
coherent, low frequency radiation which can be resolved
on the simulation grid, and the word photons to refer
to the incoherent, high frequency radiation given by an
ensemble of photons. Using this notation in Fig. 7 we
show, schematically, three qualitatively different forms of
energy allocation and the possible channels for conversion
of energy between them.
The solid lines indicate channels included in the PIC
code; these are photon emission and pair production, and
higher order processes such as cascades are built up from
repeated emission and production events. The dashed
lines indicate, for completeness, the processes which can
be neglected. (This is annihilation, absorption and the
negligible loss of energy in Sauter-Schwinger pair creation
discussed above.)
We remark that neither spin nor polarisation are in-
cluded in the code – for an analysis of photon polarisation
effects see [25].
IV. INCOHERENT EMISSION
The emission of classical radiation is well understood
as a part of the traditional PIC approach. Here we fo-
cus on accounting for incoherent emission of individual
photons from electrons and positrons.
A. Problem of double counting
Accounting for the individual emissions of each photon
while simultaneously solving Maxwell’s equations implies
a double counting, as the current sources of the photons
is treated also as a source of coherent emission in the
classical equations. However, Fig. 1 makes it evident,
that the double counting is negligible in terms of energy
deposition and thus can hardly affect the macroscopic
dynamics of laser-plasma interaction. Indeed, the double
counting occurs only in the low-frequency part where the
energy contribution of the individual emission is smaller
than the one of coherent emission by a factor of number of
particles emitting coherently. This number is very large
for the typical spectral range of energy deposition for
coherent emission.
B. Properties of individual emission
As estimated above (see Sect. II), energy loss due to ra-
diation typically impacts particle dynamics significantly
for field amplitudes a & 100. If one is interested in the
diagnostics of emission at lower amplitudes one can, as-
suming the emission does not affect the process, use PIC
approach without any modifications and obtain the di-
agnostic from post processing, calculating the emission
integral [28] over the particles’ trajectories (see for ex-
ample [59]) or using statistical routines [57]. In this arti-
cle we primary focus on the case of the notable converse
effect of emission, thus we assume ultra-relativistic dy-
namics γ  1, a 1.
To determine emission that an electron produces dur-
ing one time step of PIC simulation we assume that the
electric and magnetic field vary insignificantly during this
interval of time. Next, we note, that in ultra-relativistic
case emission of a particle is predominantly defined by
the transverse acceleration (the longitudinal acceleration
has γ2 times less contribution to the emission intensity,
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FIG. 7. Extension of the PIC approach for taking into account novel channels of energy transformation that could be triggered
by laser fields of extreme intensity.
see [15]). The emission is determined not by the EM-
field itself, but by the transverse acceleration it causes.
Thus to determine the emission properties we can use the
solution for an electron rotation in a constant uniform
magnetic field Heff whose strength causes a transverse
acceleration equal to the one that the electron experi-
ences due to the actual electric and magnetic field. This
efficient magnetic field can be determined as
Heff =
1
e
∂p
∂t
∣∣∣∣
⊥
=
(
E+
1
c
v×B
)∣∣∣∣
⊥
=√(
E+
1
c
v×B
)2
−
(
p
|p| ·E
)2
,
(3)
where p is the particle’s momentum, and E and B are
the local electric and magnetic fields for the particle.
In the classical case the emission spectrum can then be
determined by the expressions (1) and (2), and the emis-
sion is orientated along the direction of propagation with
an angular spread of about γ−1. However, as it is easy
to understand, accounting for the synchrotron type of
emission implies that the particle rotates through an an-
gle of γ−1 during a time interval shorter than the typical
time of the EM-field variation. Indeed, the evident ex-
ample of breaking this requirement is an electron passing
through an undulator in the betatron regime resulting
in a spectrum with γ times narrower spread compared
to the synchrotron spectrum. As it is easy to demon-
strate (see [57]), the betatron type of emission requires
γ times faster variation of field compared to the optical
wave variation. In other words, assuming γ ∼ a & 100,
it means that the individual particle emission remains
the synchrotron type with the exception of specific cases,
which imply transformation of an essential part of laser
radiation energy into energy of higher than 100-th har-
monic at least (in coherent form).
C. Transition to quantum description
The evident limitation of the classical expression for
the synchrotron emission is that it implies the emission
of photons whose energy can be larger than the electron
has. In case of strong fields, this leads to overestimation
of the spectrum spread and of the radiation losses rate.
The simple estimate for the transition between classical
and quantum description is commonly characterized by
the dimensionless parameter χ defined by the Lorentz
invariant expression [60]:
χ =
e~
m3c4
√
pµF 2µνp
ν =
e~
m3c4
√(
E
c
+ p×H
)2
− (p ·E)2.
(4)
As one can see from eq. (1) and (3), the χ parameter has
a simple meaning for the classical synchrotron theory; it
9determines the ratio of the typical photon energy to the
electron kinetic energy:
χ =
2
3
~ωs
mc2γ
(5)
(the factor 2/3 can be attributed to the definition of the
typical photon energy). Thus, the values χ  1 corre-
spond to the classical case, whereas χ & 1 indicates that
quantum corrections are essential.
As one can see from the above-mentioned expressions,
on the other hand the parameter χ represents a measure
of transverse acceleration:
χ = γ
Heff
ES
, (6)
where ES = m
2c3/e~ ' 1018 V/m is the Sauter-
Schwinger limit. The second simple meaning of χ is ratio
of the efficient magnetic field to ES in the rest frame of
the particle.
Note that the classical expression for the total intensity
of emission can be given via χ parameter:
Icl =
2
3
e2m2c3
~2
χ2. (7)
Assuming that the photons are emitted against the direc-
tion of propagation, we can determine the average force
originated from recoils due to emission of photons:
fclRR = −
2
3
e2m2c
~2
χ2v. (8)
As one can see this expression coincides with the dom-
inant (for ultra-relativistic case) term in the expression
for the radiation reaction force in the Landau-Lifshitz
form [15].
D. Discreteness of radiation losses
One consequence of quantum effects, in particular the
quantization of emission, is the discreteness of radiation
losses when e.g. an electron emits photons, as described
in Sect. III B 1 and Sect. III D 2. We can define a typical
time interval between acts of photon emission as the ratio
of the typical photon energy ~ωt to the total radiation
intensity I,
τt =
~ωt
I
. (9)
If Tt is the typical time scale of the problem of interest,
then we can characterize the discreteness of emission by
the dimensionless parameter
ξ = 2pi
τt
Tt
. (10)
If τt is small enough as compared with the time scale of
the problem (ξ  1), one can expect that discreteness
of radiation losses can be smoothed out and thus can
be reasonably well described by a continuous radiation
reaction force. In fact, as it is well known (but is perhaps
counterintuitive), the interval between photon emission
is large (ξ  1) for the non-relativistic problem of an
electron rotating in a constant magnetic field B:
ξ = 2pi
~c
e2
3
2ωB
( c
v
)2 ωB
2pi
≈ 200 c
2
v2
, (11)
where v is the electron’s velocity and ωB is the frequency
of rotation associated with both the typical photon en-
ergy (~ωB) and the typical time scale (2pi/ωB). Never-
theless, the effect of discreteness can hardly impact the
classical results because the energy of photons is much
less than the electron’s energy (χ 1).
Using the classical expressions for synchrotron emis-
sion, we can demonstrate in the ultra-relativistic regime
that an increase of γ casues ξ to decrease:
ξcl = 2pi
~c
e2
9
4
mc
eB
ωB
2pi
≈ 300γ−1. (12)
In the context of high intensity laser-matter interac-
tions we can use the laser period TL as a typical time
scale, and consider the laser amplitude as a typical effec-
tive magnetic field:
τt = 2pi
~c
e2
9
4
mc
eH
≈ ~c
e2
9
4
TL
2pi
a−1 ≈ 300TLa−1, (13)
giving
ξcl ≈ 300a−1. (14)
For the case of χ  1 we can use the approximate ex-
pression for intensity of emission in quantum regime [60]:
Iq ≈ 0.37e
2m2c3
~2
χ2/3, (15)
and consider mc2γ/2 as a typical photon energy:
τt ≈ pi
0.37
~2
e2mc
γχ−2/3. (16)
Assuming γ ≈ a, we can obtain
ξq ≈ 200
(
λ
λC
a
)−1/3
(17)
where λC = 2pi~/mc is the Compton wave length, and λ
is the laser wave length.
Assuming γ ≈ a, we can estimate the χ parameter in
the context of laser-matter interaction problems:
χ ≈ aγ ωL~
mc2
≈ a2λC
λ
. (18)
As we can see, in terms of quantum corrections to the
classical description, with increase of laser intensity we
have a competition of two counteracting effects: the time
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FIG. 8. (Color online) Regions of qualitatively different effect
of electron individual emission on its motion. Fundamental
values of Schwinger limit, Compton wave length and intensity
threshold of relativistic motion of electrons are shown with
solid lines. Some experimental capabilities are shown with
red (ultraintense lasers) and green (laser pulse collision with
external electron beam, SLAC experiment E144 [61]) lines.
interval between photon emissions decreases, whereas the
ratio of the photon energy to the electron energy in-
creases. Summarizing this we can plot two curves on
the plane of laser intensity and wave length (see Fig. 8).
The first one ξ = 1 (that corresponds to 2pi events per
period) qualitatively separates the parameter region into
two parts: the recoil events are rare below and frequent
above it. The second one χ = 1 qualitatively separates
parameter region into parts of weak recoils (below) and
strong recoils (above).
In terms of quantum corrections we have three qualita-
tively different regions. In the first region (white, χ < 1)
corrections are totally insignificant. In the second region
(dotted, χ > 1, ξ > 1) recoils are strong and infrequent,
thus taking into account the quantum nature evidently
can dramatically change results as compared with those
obtained based on classical description. And the third
region (χ > 1, ξ < 1) is quite ambiguous. Every recoil
is large but the recoils happen frequently. Thus classi-
cal description based on continuous force in some sense
corresponds to ”smoothed” recoil and may be considered
as averaging of quantum description. Assuming (15), for
the approach of continuous force one should use a quan-
tum expression for the radiation reaction force:
fqRR ≈ −0.37
e2m2c
~2
χ2/3v. (19)
To understand the capabilities and limitations of the
continuous force approach one can consider the problem
of an electron moving in strong, constant, perpendicu-
lar electric and magnetic fields with E > B. The de-
scription based on the continuous force gives a saturation
mode in which the gain in energy due to electric field is
exactly compensated by the radiation losses. Thus the
electron moves with some constant energy which corre-
sponds to this saturation. More realistically, electrons
in the quantum simulations emit photons instantly and
between these events they are accelerated without action
of the radiation reaction force. Averaging of this process
roughly coincides with the description based on contin-
uous force. The evident difference is the presence of a
stochastic spread of electrons energy. The typical size of
this spread is χ multiplied by the average electron energy.
In particular, this implies that an electron can gain more
energy than is predicted by the continuous force descrip-
tion. The difference in energy appears stochastically and
has a non-zero probability even for very high values.
E. Spectrum of emission
The classical theory of synchrotron emission does not
take into account the fact that the energy of the emitted
photon cannot exceed the energy of the electron. Thus,
the classical rate of emission is not valid when the typical
photon energy ~ωs is compatible with the electron energy
mc2γ. (This happens at intensities order of 1024 W/cm2
and higher.) As a measure of radiative losses we there-
fore define the dimensionless parameter δ = ~ω/
(
mc2γ
)
,
which is just the emitted photon energy relative to the
emitting electron energy.
The classical expression for the spectral power of syn-
chrotron emission (valid for δ  1), assuming a constant,
crossed background field, can be written [15]
∂Icl
∂ω
=
√
3
2pi
e3Heff
mc2
F1 (zcl) , zcl =
2
3
χ−1δ, (20)
where F1(x) = x
∫∞
x
dtK5/3(t) is the first synchrotron
function. The corresponding expression valid for high
energy emissions (δ ∼ 1), i.e. that derived from QED, is
given in [21, 60, 62, 63]. In the way similar to derivation
of 20 (see [15]), we represent this expression via the first
and the second synchrotron function F2(x) = xK2/3(x):
∂Iq
∂ω
=
√
3
2pi
e3Heff
mc2
(1− δ)
{
F1 (zq) +
3
2
δχzqF2 (zq)
}
,
zq =
2
3
χ−1
δ
1− δ .
(21)
This form is convenient for further analysis and numerical
computation. In particular, as one can see the quantum
expression (21) fits the classical one (20) in the limit of
δ  1. The rate of photon emission can be obtained as
the spectral power divided by photon energy ~ω.
F. Event generator
In the regime χ & 1 quantum effects become impor-
tant and it is not possible to interpret physical processes
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in purely classical terms; this was already touched upon
in Sect. III D. The method applied in the PIC approach,
which attempts to account for this discrepancy, is to as-
sume that events of e.g. photon emission occur stochas-
tically and instantaneously according to probability dis-
tributions calculated in QED, and that between these
events the particles’ motion can be described classically
(as e.g. motion under the Lorentz force) [9, 62, 64]. As al-
ready discussed, recoil accompanies each emission event.
In the most general case, this model implies adding to
the traditional PIC approach an event generator based
on the probability distribution (21).
In terms of computing, our problem is the develop-
ment of a numerical algorithm that uses a random num-
ber generator to make (at given time steps) a decision
of photon emission, and to choose an energy for that
photon, in such a way that the distribution function of
emitted photons coincides with theoretical distribution
(21). Here we focus on issues specific to the implemen-
tation of the event generator in studies of ultra-strong
laser-matter interactions.
To make the discussion self-sufficient we start from
the implementations (sometimes referred as QED-MC
(Monte-Carlo) or QED-PIC ) that have been recently
proposed and developed for this purpose [7–9, 65].
The most common implementation for the event gener-
ator implies the following procedure at each time step ∆t
for each particle. First, using particles position and mo-
mentum, the χ parameter is calculated according to (4)
(see e.g. [57] for details). Using this, the total probability
P of emitting a photon, during the current time step, is
calculated by integrating (21) over all possible δ (see (23),
and the text following below, for the explicit expression).
Next, we generate a random number r1 ∈ [0, 1]. If r1 < P
then we say a photon has been emitted, otherwise we do
nothing. If a photon is emitted, we must determine its
energy and direction. Energy is determined based on in-
verse transform sampling. A second random r2 ∈ [0, 1] is
generated, and the photon energy δ is computed as the
root of the equation
W (δ)
W (1)
= r2, (22)
in which W (x) is the probability for the electron to emit a
photon within the range of energies from δminmc
2γ (the
small low-energy cutoff δmin is used to avoid the inte-
grable singularity at δ = 0) and xmc2γ, during the inter-
val of time ∆t:
W (x) = ∆t
x∫
δmin
dδ
∂Iq
∂ω
1
~ω
. (23)
The total probability P is simply P = W (1). The pho-
ton’s direction of propagation (wave vector) is commonly
chosen along the electron’s momentum vector because,
as mentioned above, the typical spread about this direc-
tion is O(1/γ)  1 in the ultra-relativistic case. Once
this is done, we add a new photon with the obtained
properties and reduce the momentum of the parent par-
ticle to satisfy conservation of energy and momentum. In
terms of the PIC formalism, the procedure is applied to
each super-particle, which is associated with some num-
ber of real particles having the same properties. Thus,
the event of emission may be implemented as the cre-
ation of a super-photon, which is associated with the
same number of real photons. Some other possibilities
are described in Sect. VI.
Implementation of the event generator as described is
rather straightforward. However, it has a number of un-
desirable features:
1. The integration (23) is computationally expensive.
2. Low energy photons with ~ω < δminmc2γ, cannot
be included because of the infra-red cutoff δmin.
3. Since no more than one photon can be generated
within each time step, the requirement P  1 im-
poses an additional limitation on the time step.
We will therefore now describe some ways of overcoming
these difficulties.
To avoid the integration (23) at each occasion, one can
in advance tabulate, and store in memory, W for some
array of possible values of χ, and use interpolation during
the simulation [9]. Alternatively, an efficient alternative
event generator has been proposed in [7]. This method
requires generation of two random variables {r1, r2} ∈
[0, 1] with uniform probability. Next, if r2 < P (r1) we
assume emission of a photon with energy r1mc
2γ, and do
nothing otherwise. Here, P (δ) is the probability density
for emission of photon with energy δmc2γ defined as
P (δ) =
∂Iq
∂ω
∂ω
∂δ
1
~ω
∆t =[
∆t
e2mc
~2
] √
3
2pi
χ
γ
1− δ
δ
{
F1 (zq) +
3
2
δχzqF2 (zq)
}
.
(24)
If P (δ) < 1 for all values of δ ∈ [0, 1], this expression in
average leads to photon distribution in accordance with
the spectral power (21).
However, P (δ) ≈ (∆te2mc/~2)× 0.52γ−1χ2/3δ−2/3 in
the limit of δ  1, and thus is singular in the point δ = 0.
Therefore for any value of the time step there is a vicin-
ity of zero point where the requirement P (δ) < 1 fails.
Thus, this method also includes the problem of regular-
ization. As one can understand, instead of the complete
cutoff the alternative event generator underestimates the
rate of emission for the photons of some low energy region
(P (δ) > 1) determined by the time step (see Fig. 9). For-
tunately, for simulation of cascading processes [6] there
is a natural cutoff: photons of energy ~ω < 2mc2 are
unlikly to produce pairs in E < ES . As a result, the
physics of cascades can be captured for an appropriate
choice of δmin or time step. (The underestimation of ra-
diation losses in this case is negligible, having a relative
factor of less than 1/γ.)
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G. Modified event generator
However, in the interests of accurate simulation, we
should ask if we can do better than to simply “add a cut-
off”; in particular, can we construct a simulation which
produces sensible diagnostics for all photon energies. To
avoid the problems associated with emission of low en-
ergy photons we propose the following simple modifica-
tion of the alternative event generator. This is designed
to produce more photons at low frequency, so that the
photon emission spectrum agrees well with the theoreti-
cal result for the whole range of frequencies.
We again generate two random variables {r1, r2} from
the interval [0, 1] with uniform probability. But now we
assume a photon is emitted with energy r1mc
2γ only if
r2 < Pm (r1) where
Pm(r1) :=
∂fm (r1)
∂r1
P
(
fm(r1)
)
, (25)
in which fm(r1) is a function chosen to cancel the singular
behaviour of the probability function P in the low energy
limit. (If r2 > Pm(r1) we do nothing.) We call this the
“modified event generator”. One can show that fm(x) =
x3 solves the problem and, for an appropriately chosen
time step (which ensures that Pm(r1) < 1 for r1 ∈ [0, 1])
the resulting spectrum agrees perfectly with the analytic
expression.
The three considered event generators are compared
in Fig. 9, in which we plot the emission spectrum of an
electron obtained from running different event generators
107 times for each value of photon energy, keeping fixed
the parameters γ = 100 and χ = 1. Note, that tak-
ing into account low energy photons makes the modified
algorithm capable of correct simulation of the radiation
reaction force in the low energy limit. There is therefore
no need to merge this method with an additional method
which accounts for radiation reaction classically – in fact,
doing so typically raises the problem of double counting.
H. Adaptive event generator
The requirement of Pm (r1) < 1 provides correct en-
ergy distribution of generated photons. Nevertheless,
if Pm (r1) ∼ 1 the photons are generated every itera-
tion with relatively high probability. As a result almost
equidistant emission of photons appears as an artificial
numerical effect. This can affect results, for example, in
case of electron acceleration balanced by radiation reac-
tion [66]. To avoid this effect we should use a stronger
requirement:
Pm (r1) 1. (26)
The expression for Pm (r1) is combined with two terms
that essentially determined by the first and the second
synchrotron function. The first one has its maximum in
the zero point, which we can obtain using asymptotics of
𝜕𝐼
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FIG. 9. (Color online) The emission spectrum for γ = 100,
χ = 1, obtained from the exact expression (21) (gray) and
from running various event generators; the traditional event
generator with a cutoff (green), the alternative event gen-
erator (blue and purple), and our modified event generator
(red). Clearly the modified event generator gives excellent
agreement with the analytic result. The absence of a low-
energy cutoff allows us to model the entire range of spectral
emission.
the first synchrotron function (F1 (x 1) ≈ 2.15x1/3).
The second term has its maximum in the vicinity on
unity (for high enough intensities), which is determined
by the global maximum of the second synchrotron func-
tion (max(F2 (x)) ≈ 0.6). In such a way, for the modified
event generator we can obtain two requirements that cor-
respond to the first and the second term respectively:[
∆t
e2mc
~2
]
× 1.5χ2/3γ−1  1,[
∆t
e2mc
~2
]
× 0.5χγ−1  1.
(27)
The requirement for the time step can be written in the
form:
∆t 137
2pi
λC
c
min
{
0.67γ1/3
(
Es
Heff
)2/3
, 2
(
Es
Heff
)}
(28)
or, assuming γ ≥ 1 and Es/Heff ≥ 1, in a simplified form:
∆t 14λC
c
(
Es
Heff
)2/3
. (29)
As the intensity grows this requirement becomes
stronger and for high intensities can be stronger than all
other requirements of the PIC approach. One can just
reduce the time step to follow this requirement. Never-
theless this can evidently cause reduction of the compu-
tational efficiency. To overcome this problem we propose
an adaptive event generator, which implies the following.
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For each iteration, apart from the procedures of the
PIC approach for the standard time step ∆t (without
requirement (29)), we run a loop over all particles to ac-
count for particles emission. For each particle we calcu-
late an individual time step ∆tq that fulfills the require-
ment (29). If ∆tq < ∆t we divide the time step ∆t into
subintervals not greater than ∆tq and run a loop, which
includes the particle pusher and the event generator. We
assume here that EM-field remains almost the same dur-
ing ∆t, which is guaranteed by the standard requirements
for the time step of the PIC approach. This subdivision
method provides optimal computational loading by using
individual time step values for each particle and each in-
stant of time. Moreover it does not require more frequent
interpolation of EM-field, which is usually the most com-
putationally expensive operation. The implementation
of this algorithm is tested and benchmarked in Sect. VII.
V. PAIR PRODUCTION
A. Stimulated pair production
As introduced above, stimulated pair production de-
scribes the creation of an electron-positron pair from a
hard photon interacting with a strong EM-field. As the
Feynman diagram for this process is related to that of
nonlinear Compton scattering by crossing symmetry, it
is not surprising that the probability density for pair pro-
duction may be written in a form similar to (24) [60]:
Pp (δe) =
[
∆t
e2mc
~2
] √
3
2pi
×
χγ
~ω/ (mc2)
(δe − 1) δe
{
F1 (zp)− 3
2
χγzpF2 (zp)
}
,
zp =
2
3
1
χγ (1− δe) δe ,
(30)
where ~ω is the photon energy, whereas the energies of
electron and positron are denoted as δe~ω and (1− δe) ~ω
respectively. The EM-field enters the probability via the
parameter χγ defined as
χγ =
~ω
mc2
Hγeff
Es
. (31)
Here Hγeff is again the effective magnetic field, defined
in the same way as for particles (3), but relative to the
direction of photon propagation:
Hγeff =
(
E+
c
ω
k×B
)∣∣∣
⊥
=√(
E+
c
ω
k×B
)2
−
(
k
|k| ·E
)2
,
(32)
where k is the photon wave vector.
In contrast to the case of nonlinear Compton scatter-
ing, the expression (30) is infra-red finite, and thus sim-
ulations of pair production can be implemented straight-
forwardly, based on the following event generator [7],
without any additional numerical tricks.
At each time step and for each photon we generate
two random values {r1, r2}, with uniform probability, in
the interval [0, 1]. If r2 < Pp (r1) we assume creation of
an electron and positron moving in the same direction
as the parental photon and with momentum of r1~ω/c
and (1− r1) ~ω/c respectively. In the PIC simulation
itself, both the electron and the positron are added to the
ensemble of particles as super-particles, associated with
the same number of real particles as the parent super-
photon was associated with: the parent super-photon is
removed from the simulation.
Similar to derivation of (29), one can obtain the re-
quirement of Pp (δe) 1 from analysis of the expression
(30):
∆t 130λC
c
(
Es
Hγeff
)
. (33)
B. Non-perturbative pair production
Pairs can be produced from the fields of the laser them-
selves, without the presence of seed particles. This pro-
cess, originally considered in [67–69] is typically nonper-
turbative in nature, and the rate of pair production is
exponentially suppressed below electric fields of strength
ES :=
m2c3
e~
' 1.3× 1018 V/m . (34)
This nonperturbative process can be taken into account
using the following statistical routine. The electromag-
netic field may be assumed constant over the size of a
cell, the dimensions of which will be very much smaller
than the laser wave length. Let the field strength (for
simplicity of presentation neglecting the magnetic field)
in the cell be E, constant. The rate RS at which pairs
are created from the vacuum2, per unit four-volume, is
given in QED by [71];
RS =
1
4pi3λ4c
E2
E2S
exp
[
− piES
E
]
, (35)
where λc = ~/mc is the reduced Compton wave length.
For each iteration and each cell of a grid we calculate the
probability of pair production directly from the field as
PS = RS × Vcell × c∆t. (36)
2 Note that R, the pair production rate, should not be confused
with the imaginary part of the effective action, which is associ-
ated with the rate of vacuum decay; a clear explanation of the
difference is given in [70].
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Next we generate a random value r ∈ [0, 1]. If r < P we
produce an electron and a positron with zero momentum
in arbitrary point of the cell, otherwise we do nothing.
As observed above, the energy required to make the pair,
2mc2, is much lower than the energy lost from the intense
field in accelerating the particles up to relativistic speeds.
Hence, the energy loss of 2mc2 from the field is considered
negligible in the code.
VI. CONTROLLING COMPUTATIONAL COSTS
Many studies have found that cascades can cause large
increases in the number of particles and photons in a
system. In terms of computational costs, this will raise
both the memory required for super-particles/photons al-
location, and the computational time required to handle
them. The traditional PIC approach solves this prob-
lem by an appropriate choice of statistical weights which
controls the number of super-particles representing the
whole number of real particles. Traditionally, the choice
of statistical weights is however made once, in the be-
ginning of simulation; this implicitly assumes that the
number of particles will remain constant, or change in-
significantly. The evident solution for the problem of an
increasing number of particles is to vary the statistical
weights dynamically during the simulation. The efficient
implementation of this idea requires two modifications:
1. generation of new super-particles/photons should
be performed with a tunable statistical weight,
2. initial or previously generated super-particles
should be replaced with those having the larger
(tunable) statistical weight.
The first modification is straightforward. We can define
a tunable factor fg > 1 for an event generator (of any
nature), which implies the following. We execute the
event generator with probability 1/fg or, alternatively,
once every fg occasions, and multiply the statistical
weight of the produced particles by fg. (Note, that one
can use a similar modification ‘in reverse’ to reduce the
statistical noise by running the event generator Ng > 1
times every occasion and multiplying the statistical
weight of the produced particles by 1/Ng.)
The second modification is more ambiguous. There are
two well-known concepts: thinning and merging. The
thinning concept [6, 72, 73] implies removing random
super-particle/photon from the simulation and distribut-
ing its statistical weight fr between either neighboring or
all the remaining super-particles/photons of this type (for
example, global even redistribution [72] assumes multi-
plying particles statistical weights by
∑
f/ (
∑
f − fr) ).
The procedure fulfills charge conservation, but can cause
a small local deviation from energy and momentum con-
servation. The concept of merging implies choosing a
number of super-particles/photons (of the same type)
located closely in the coordinate-momentum space and
merging them into one or several super-particle/photon
[74, 75]. This concept is certainly more computationally
expensive and difficult for implementation, but it pro-
vides less numerical noise than the first one. The numer-
ical scheme developed for the current study incorporates
a number of simple implementations of the thinning con-
cept.
VII. NUMERICAL TESTS
We conclude this study by testing our implementation
of the adaptive event generator (which is based on the
modified event generator), using some published results
as benchmarks. The implementation also incorporates a
thinning procedure, which controls computational costs
by restricting the number of super-particles located in a
domain/cell or generated from a single particle/photon
during one iteration.
A. Cascade development
Anguelov [76], fig. 5
Elkina [7], fig. 3
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FIG. 10. (Color online) Cascade development: Compari-
son of the number of particles produced in a cascade, under
the conditions of the first test problem described in the text
and in [7, 76]. The plot shows the number of produced par-
ticles with energy exceeding 0.1% of the initial electron’s en-
ergy, as a function of time. We show the results of [76] (gray
heavy curve), [7] (dark gray curve) and of our implementation
for the adaptive event generator (AEG) with small (thin red
curve) and large (red squares) time steps. As one can see,
for this benchmark we find excellent agreement of our results
with the published ones.
We consider first a test problem described in [76] and
later used as benchmark in [7]. The test problem assumes
the development of a cascade from a single electron, ini-
tial gamma factor γ0 = 2 × 105, moving in a constant
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magnetic field of strength H0 = 0.2ES orientated per-
pendicularly to the electron’s direction of motion. In
Fig. 10 we plot the number of produced particles with
energy exceeding 0.1% of the initial electron’s energy, as
a function of time. The plot shows our own results, as
well as those of [7, 76]. Following [7, 76], the parame-
ter trad = 3.85 × γ1/30 (ES/H0)2/3 ~2/
(
mce2
)
is used as
a typical time of radiation. Our result, like that of [7], is
obtained from averaging over 103 simulation runs. As one
can see, our results agree very well with those of [7, 76]
for both small and large time steps. This confirms the va-
lidity of the time step subdivision performed in the AEG
method.
B. Distribution functions
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FIG. 11. (Color online) Distribution functions: Particle
distribution functions: comparison of our AEG implemen-
tation (thin red curves) with the results of [9] (gray heavy
curves). Excellent agreement is clearly seen for this bench-
mark.
Next, we consider test problem number 1 from [9], in
which the authors benchmarked a numerical simulation
against a direct numerical computation of analytical ex-
pressions for the evolution of the distribution functions.
The problem assumes the same setup as above but with
γ0 = 1000 and H0 = 10
−3ES . In Fig. 11 we plot the num-
ber of electrons, Φ−(γ, t), photons Φγ(γ, t) and positrons
Φ+(γ, t) as a function of energy in units of mc
2, after
1 fs of the cascade development. Our results are aver-
aged over 107 simulation runs. Comparing with the cor-
responding figures 2 (a), (c) and (e) from [9], one can see
that the results agree very well.
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FIG. 12. (Color online) Avalanche-type cascade: Num-
ber of particles produced in an avalanche-type cascade, as a
function of time. The avalanche is initiated by an electron
(x = λ/8 at t = 0) with py = 1000mc in a plane stand-
ing wave defined in the form Ey(t = 0) = 10
−2ES sin(2pix/λ)
(λ = 1µm). The results are obtained from an AEG implemen-
tation with dt = 0.17trad (thin red curve) and dt = 173trad
(red squares). The agreement between these results indi-
cates that the time step and particles/photons subdivision
procedures allow much more efficient use of computational
resources without affecting the physical results.
C. Development of an avalanche-type cascade
The two test problems above are sufficient for testing
the basic rates of photon emission and pair production.
However, they are not sensitive to particle motion and do
not require active use of thinning procedures. In addi-
tion, the produced particles/photons do not gain energy
from the field, but essentially share the energy of the ini-
tial electron. This rather refined process has been called
a shower-type cascade in [77].
To test our numerical scheme in more sophisticated
conditions we consider now an avalanche-type cascade
[77], in which particles experience rapid energy gain from
a strong field. (The subsequent emission of hard ra-
diation leads to pair creation and seeds the cascade.)
We consider an electron having initial gamma factor
γ0 = 1000 as a seed particle. The cascade is induced
by a plane standing wave. At the initial instant the
EM-field has only a single component Ey(t = 0) =
10−2ES sin(2pix/λ), and the electron moves along the y-
axis at x = λ/8, where λ = 1 µm. (In this regime, we
remark that trapping effects become important – see for
example [66, 78].)
In Fig. 12 we plot the number of produced electrons
and positrons obtained from simulations as a function of
time, with two different values of time step. Using the
small value dt = 0.17trad does not lead to subdivision of
the time step, while for the large step value dt = 173trad
the subdivision is performed at almost every occasion
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(here trad = 14 (ES/H0)
2/3
λC/c in accordance with
29). The close agreement between the results for two
different time steps shows that the subdivision does not
greatly impact the results, while drastically reducing
computational time. (Certainly, the results are slightly
affected due to the fact that for dt = 173trad we update
the field only 8 times per cycle.) In addition, we
performed the simulation with and without thinning
procedures, and varied their parameters, confirming that
the result is not affected by these procedures.
We have therefore demonstrated that the proposed
adaptive event generator allows to account for multiple
QED events within each iteration by performing opti-
mal and appropriate subdivision of the time step of a
PIC simulation. In such a way, we uncouple the time-
step constraints originating in the PIC scheme from those
originating in the statistical routine. This makes compu-
tations significantly more efficient without losing accu-
racy. This can of course drastically decrease the compu-
tational time if ultra-strong fields are reached in a focal
region that occupies a small part of the simulation box.
VIII. CONCLUSIONS
Particle-in-cell schemes today constitute a standard
tool in the numerical modeling of plasmas, and in par-
ticular laser produced plasmas. It was realised early on
that one of the challenges of such codes would be to in-
clude physics of different scales in a single run [1]. Thus,
the development of PIC schemes to include high-energy
processes is part of a long-standing problem. The ap-
proach presented in this paper cannot be said to fully
address all aspects of such multi-scale issues, but is rather
a pragmatic way to push the codes further in their do-
main of applicability. In this pragmatic sense, we have
described the extension of traditional PIC approaches re-
quired for studying physics in strong laser fields. We have
described several methodological and algorithmic prob-
lems which arise in this extension, and presented possible
solutions. In particular, we have shown how to avoid a
low-energy cutoff in the incoherent emission spectrum,
and how to uncouple time-step constraints originating in
the PIC scheme from those originating in the statistical
routines.
We have benchmarked our implementation of our
adaptive event generator against results in the literature.
The proposed ideas and the codes based on them, such as
that developed here, will be a useful tool in many upcom-
ing experimental campaigns, and will ideally assist in the
development of novel experiments where high-intensity
physics meets high-energy physics [79–83].
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X. APPENDIX
A. Interface for merging modules
The modifications described above do not interfere
with the implementation of standard PIC processes.
Thus, these modifications may be included in the form
of independent add-ons, or modules, that do not rely
on any specific PIC implementation. This approach
has a number of advantages. First, it becomes possible
to test and use the same modules with different PIC
implementations. Second, abstracting from the details
of the PIC implementation and parallelization simplifies
the process of module development. Third, development
of PIC implementations and modules can be performed
simultaneously. Here we present an interface, called
a module development kit for PIC approach (PIC-
MDK), which is intended to provide a sufficient link
between an arbitrary module and an arbitrary PIC
implementation. We note that despite the mentioned
advantages the interface is designed in the way that it
does not slow down any of the performance-critical parts.
PIC-MDK assumes C++ object-oriented program-
ming. Each module is supposed to be implemented in
the form of a separate class inherited from a base class
Module. A number of virtual functions of the Module
class can be overloaded to implement handling various
unified occasions for the modules, such as initialization,
saving and loading. We suppose parallel simulations,
thus one object of class Module for each enabled module
is created for each domain of the grid.
The access to the PIC data is provided via functions of
a special class, ‘Controller’. The pointer to the object
(the only for each domain) of this class is included in
the class Module and is accessible by each module. The
PIC data is structured in the form of five sub-objects:
parameters, grid, ensemble, currentData and input.
The listed objects are implemented in the form of
separate classes described in Fig. 13.
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Class of 
the data 
access
Variable/Function Description
parameters
FP3 step
FP timeStep
int numIterations
FP3 localMin, localMax
FP3 globalMin, globalMax
Int3 localMinIndex, localMaxIndex
Int3 gridSize
Int3 rank
Int3 numProcesses
coordinate steps
time step
number of interations
local domain limits
global simulation area limits
minimum and maximum of the grid index value 
available in the current domain
grid sizes of the total simulation box
current MPI process identificator
number of MPI processes
grid
FP& Ex(int x, int y, int z)
FP& Ey(int x, int y, int z)
FP& Ez(int x, int y, int z)
FP& Bx(int x, int y, int z)
FP& By(int x, int y, int z)
FP& Bz(int x, int y, int z)
FP& Jx(int x, int y, int z)
FP& Jy(int x, int y, int z)
FP& Jz(int x, int y, int z)
FP& Rho(int x, int y, int z)
const FP3 ExPosition(int x, int y, int z)
const FP3 EyPosition(int x, int y, int z)
const FP3 EzPosition(int x, int y, int z)
const FP3 BxPosition(int x, int y, int z)
const FP3 ByPosition(int x, int y, int z)
const FP3 BzPosition(int x, int y, int z)
const FP3 JxPosition(int x, int y, int z)
const FP3 JyPosition(int x, int y, int z)
const FP3 JzPosition(int x, int y, int z)
const FP3 RhoPosition(int x, int y, int z)
void getField(FP x, FP y, FP z, FP3 &E, 
FP3 &B)
Grid values of the EM-field, current and charge 
density
Position in coordinate space of the grid nodes for 
each array of grid values
Function of interpolation of the EM-field values to 
some arbitrary point in coordinate space
ensemble
vector<ParticleType> type
Particle *currentParticle
void addParticle(Particle & 
newParticle)
void begin()
bool next()
bool end()
void deleteCurrentParticle()
Array of particle types
Pointer to particle where iterator currently is
Add a new particle and skip it in the current loop
Set to begin
Go to next particle
Return whether iterator has passed last particle
Delete current particle
currentData
Particle * particle
FP3 particle_E
FP3 particle_B
Int3 index
FP time
int iteration
pointer to particle for a centralized particle loop
Electric/Magnetic field in the position of the current 
particle (result of centralized weighing)
grid index for a centralized domain loop
current time
current iteration
input
input Read any information from the text file of the 
numerical experiment configuration
FIG. 13. Description of the PIC data access structure of the
PIC-MDK interface. FP is a type for floating point operations
(can be either float or double). FP3 and Int3 are types for
arrays of three variables.
As one can see from Fig. 13, access to the grid
values is provided in a very general way, so that an
implementation of the module is independent on whether
the grid nodes of the electric and magnetic fields are
defined in the shifted positions (Yee mesh [84]) or in
the same positions (spectral method). Also, to hide
a half-step temporal shift for various variables (as is
typical in leap-frog approaches), we symmetrize the PIC
code relative to the time step. For the particles motion
this is provided by the Boris method. Instead of a full
step due to the electric field and, then, a full step due
to the magnetic field, it assumes half-step due to the
electric field, then the full step due to the magnetic
field, and finally again the half-step due to the electric
field. A similar symmetrization can be applied to the
FDTD method and its modifications (see PICADOR
code description, Sec. X C) and to the spectral method
(see ELMIS code description, Sec. X B). The specificity
of the data allocation for the particles is also abstracted
with the Ensemble class providing internal iterator for
the particles of a domain.
The modules are supposed to act at one or multiple
pre-specified points within the main computational loop.
These points are called ports and are placed at all
necessary places of the computational loop, such as after
evolving the EM-field or before handling a super-particle
within the loop over them. The module developer
should define which of the ports are required (through
overloading the specialized function vector<PortID>
getPorts()) and to write a code for each of the required
ports (through overloading the specialized function void
run(PortID portID)).
For developers of a PIC implementation, adapting
the code for PIC-MDK interface mainly implies 1)
implementing the classes of PIC data access according
to the description in Fig. 13, 2) integrating the ports
into the code and 3) adding the classes Controller
and Module into the code structure. To the best of our
knowledge, apart from a number of minor modifications,
the PIC-MDK interface is sufficient for implement-
ing all the described modifications. The PIC codes
ELMIS [85, 86] and PICADOR [14] have been adapted
to the PIC-MDK interface and are being used success-
fully [66, 87]. These two codes are reviewed briefly below.
B. ELMIS: a parallel PIC code based on
dispersion-free spectral-rotational Maxwell solver
The code ELMIS (Extreme Laser-Matter Interaction
Simulator) is a fully parallelized, 3D/2D PIC imple-
mentation based on the spectral method for solving
Maxwell’s equations and an original parallel algorithm
for fast Fourier transform [88]. First presented at [85]
in 2009, ELMIS code [13] has been successfully applied
to a number of studies in the field of laser-plasma in-
teractions, including ion acceleration [89], laser wake-
field acceleration [90, 91] and higher harmonic genera-
tion at solids [17]. The code is based on an original
spectral-rotational Maxwell solver (for more details see
[13] Sect. 6.2.); this is a spectral method [1] modifica-
tion, which has no dispersion errors due to either grid
step (see [92]) or time step (see [93]). Just as for the
pseudo-spectral algorithm described in [93], our solver is
based on an analytical solution for the evolution of EM-
field Fourier harmonics, which provides the exact EM-
field evolution for an arbitrary large time step. Further-
more, the use of a Fourier transform allows for charge
conservation, via direct solution of Poisson’s equation at
each time step, and various possibilities for spectral fil-
tering that can reduce numerical (statistical) noise and
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suppress numerical instabilities.
C. PICADOR code
PICADOR [14, 94] is a fully parallel 3D PIC imple-
mentation capable of running on heterogeneous cluster
systems with CPUs, GPUs, and Xeon Phi coprocessors.
The features of PICADOR include FDTD and NDF field
solvers, Boris particle pusher, CIC and TSC particle
form factors, Esirkepov current deposition, ionization,
moving frame, and dynamic load balancing. Each MPI
process handles a part of simulation area (domain) using
a multicore CPU via OpenMP, a GPU via CUDA, or a
Xeon Phi coprocessor. All MPI exchanges occur only
between processes handling neighboring domains.
A key aspect of high-performance implementation
of the Particle-in-Cell method is to obtain an effi-
cient memory access pattern during the most intense
Particle–Grid operations: field interpolation and current
deposition. We store particles of each cell in a separate
array and process particles in a cell-by-cell order. This
scheme helps to improve memory locality and allows
vectorization of the particle loops. The particle storage
scheme is encapsulated using the Ensemble class from
the MDK, so that modules operating in the MDK-level
abstractions for particle traversal automatically benefit
from memory-friendly particle layout. However, the
OpenMP-parallelized parts of PICADOR have to be
coded explicitly using lower-level data structures.
PICADOR demonstrates performance and scaling on
shared memory comparable to state-of-the-art imple-
mentations [95, 96]. On a simulation of a dense plasma
with CIC field interpolation and current deposition in
double precision, PICADOR achieves 12 nanoseconds
per particle update on an 8-core Intel Xeon E5-2690
CPU with a 99% strong scaling efficiency on shared
memory.
The implementation for Xeon Phi is essentially the
same C++/OpenMP code as for CPUs with a minor
difference in the compiler directives that control vector-
ization. A Xeon Phi 7110X coprocessor in native mode
scores 8 nanoseconds per particle update on the same
benchmark, thus outperforming the Xeon E5-2690 CPU
by factor of 1.5. A heterogeneous Xeon + Xeon Phi
combination, with one process running on the processor
and another one on the coprocessor, achieves 6 nanosec-
onds per particle update. However, other heterogeneous
configurations, such as 2x Xeon + Xeon Phi or Xeon +
2x Xeon Phi, do not yield any performance benefit due
to high MPI exchanges overhead.
The GPU implementation employs a variation on the
widely used supercell technique [97] with a CUDA block
processing the particles of a supercell. The main perfor-
mance challenge in a GPU implementation is the current
deposition, which requires reduction of the results of all
threads in a block. We have two implementations of this
operation: reduction in shared memory and reduction via
atomic operations. The first one appears to be better on
Fermi-generation GPUs, while the second is preferable on
Kepler-generation GPUs, achieving 4x and 10x speedup
over 8 CPU cores in single precision, respectively.
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