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ABSTRACT 
Spectrum Sharing Techniques for Next 
Generation Cellular Networks 
by 
Brett Kaufman 
Spectrum sharing is an opportunistic strategy to improve the efficient us-
age of the frequency spectrum. Much of the research to quantify these 
gains are under the premise that the spectrum is being used inefficiently. 
Our main result will be that even in what appears to be a spectrally effi-
cient network, users can exploit the network topology to render additional 
gains. We propose a Device-to-Device (D2D) mode where cellular users 
can communicate directly with each other rather than using the base sta-
tion. The purpose of this mode would be to provide cellular users with 
ad-hoc multihop access to each other on the same frequency resources 
that are simultaneously in use by other cellular users communicating with 
the base station. We will provide both analytical and simulation results 
showing that this D2D scheme could be a feasible option in the rollout of 
next generation cellular networks. 
ACKNOWLEDGEMENTS 
I offer my most sincere gratitude to my esteemed peers in Rice ECE. 
It was through their continued encouragement was this work possible. I 
want to recognize the unending support and guidance that was received 
from the committee. I would like to say cheers to all my friends who make 
the research life both fun and exciting. I can never repay the love and 
support that I have received from my family and must be grateful for all 
that I have achieved in life and know it is because of them. Finally, I can 
only begin to express how much the daily efforts by my wife made such 




1 Introduction 1 
2 Problem Statement 4 
2.1 Problem Description • • • 4 
2.2 Works Related 7 
2.2.1 Spectrum Sharing 7 
2.2.2 Network Discovery 9 
2.3 Organization of Thesis 11 
3 Network Architecture 12 
3.1 Infrastructure Model 12 
3.2 User Model 14 
3.3 Channel Model 15 
4 Device to Device Mode 17 
4.1 Determining Available Resources 17 
4.2 Overview of the Dynamic Source Routing Protocol 19 
4.3 Modified Dynamic Source Routing 21 
4.3.1 Single User Broadcast 21 
4.3.2 Multiple Channel Discovery 22 
4.3.3 Decision Rules for Forwarding 23 
V 
5 Cell-Wide D2D User Distribution 25 
5.1 Scenario for a D2D Network without Cellular Interference 25 
5.1.1 Analytical Result for Single Channel System . . . 26 
5.1.2 Numerical Verification for Single Channel System 31 
5.2 Scenario for a D2D Network with Cellular Interference 33 
5.2.1 Analytical Result for Single Channel System 33 
5.2.2 Numerical Verification for Single Channel System 37 
5.2.3 Analytical Result for Multiple Channel System 40 
5.2.4 Numerical Verification for Multiple Channel System 41 
6 Clustered D2D User Distribution 44 
6.1 Scenario for a D2D Network without Cellular Interference 44 
6.1.1 Analytical Result for Single Channel System 45 
6.1.2 Numerical Verification for Single Channel System 48 
6.2 Scenario for a D2D Network with Cellular Interference 50 
6.2.1 Analytical Result for Single Channel System 50 
6.2.2 Numerical Verification for Single Channel System 54 
6.2.3 Analytical Result for Multiple Channel System 56 
6.2.4 Numerical Verification for Multiple Channel System 57 
7 Multihop D2D 59 
7.1 Simulation Model 60 
7.2 Simulation Results 61 
7.2.1 Results for a Cluster Radius of 300m 62 
7.2.2 Results for a Cluster Radius of 400m 68 
7.2.3 Results for a Cluster Radius of 500m 71 
8 Conclusions 75 
8.1 Summary of Results 75 
8.2 Future Work 78 
A Geometric Proofs 81 
A.l Geometric Results used in the Cell-Wide D2D User Model 81 
A. 2 Geometric Results used in the Clustered D2D User Model 89 
vi 
B SINR Calculations 92 
B.l Derivation of G Value for a D2D Network Without Interference from 
the Cellular Network 92 
B.2 Derivation of G Value for a D2D Network With Interference from the 
Cellular Network 95 
List of Figures 
5.1 Cell-wide D2D user model without interference 26 
5.2 Shape of Tx coverage region 28 
5.3 Probability of a cell-wide D2D link without interference 32 
5.4 Cell-wide D2D user model with interference 34 
5.5 Probability of a cell-wide D2D link with interference 38 
5.6 Expected transmission distance for a cell-wide D2D Tx 39 
5.7 Probability of a cell-wide D2D link with multiple channels 42 
6.1 Clustered D2D user model without interference . 46 
6.2 Probability of a clustered D2D link without interference 49 
6.3 Clustered D2D user model with interference 51 
6.4 Probability of a clustered D2D link with interference 55 
6.5 Expected transmission distance for a clustered D2D Tx 56 
6.6 Probability of a clustered D2D link with multiple channels 58 
7.1 Multihop metrics for 300m D2D cluster located at BS 63 
7.2 Multihop metrics for 300m D2D cluster located 666m away from BS . 65 
7.3 Multihop metrics for 300m D2D cluster located 1333m away from BS 67 
7.4 Multihop metrics for 400m D2D cluster located at BS 68 
7.5 Multihop metrics for 400m D2D cluster located 666m away from BS . 70 
7.6 Multihop metrics for 400m D2D cluster located 1333m away from BS 71 
7.7 Multihop metrics for 500m D2D cluster located at BS 72 
7.8 Multihop metrics for 500m D2D cluster located 666m away from BS . 73 
7.9 Multihop metrics for 500m D2D cluster located 1333m away from BS 74 
A.l Geometric model used to prove the shape of the Tx coverage region . 83 
viii 
A. 2 Geometric model used to prove the area of a circular sector 85 
A. 3 Geometric model used to prove the area of the Tx coverage region . . 86 
List of Tables 
5.1 Network parameters for the cell-wide D2D model with no interference 31 
5.2 Network parameters for the cell-wide D2D model with interference . . 37 
6.1 Network parameters for the clustered D2D model with no interference 48 
6.2 Network parameters for the clustered D2D model with interference . 54 
6.3 Network parameters for the multiple channel clustered D2D model with 
interference 57 
7.1 Network parameters for the multihop D2D model with interference 62 
CHAPTER 1 
Introduction 
Most spectrum policies focus on how to statically partition the frequency spectrum 
into fixed bands that are allocated to a specific standard or technology. The details of 
the spectrum usage such as limits on power, interference levels, data rates, and even 
the type of service (e.g. TV broadcast, cellular, satellite, military, etc.) are often fixed 
in advance and do not adapt well to the dynamic networks that are becoming more 
prevalent today. The results of these spectrum policies are fixed spatial locations 
that reserve the use of a spectrum band for all time. Intuitively, reserving frequency 
resources for all time is the quickest and easiest way to ensure that those resources will 
be available when they are needed. By not having to share the spectrum, interference 
becomes less of an issue, and higher data rates can be achieved. 
But this easy solution has literally come at a high price. Providing wireless services 
to consumers has become a billion dollar industry. Service providers endure a highly 
complicated process coupled with extremely high costs in order to obtain licensed 
spectrum. This statement is verified by the recent auction of the 700 MHz frequency 
band that was used for analog TV broadcast. The New York Times reports that bids 
of more than $19 billion were received for rights to this newly available spectrum[l]. 
Top companies like ATT, Verizon Wireless, and Google participated in the auction 
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showing the importance of acquiring licensed spectrum. 
When service providers make such a large initial investment, it is their hope to see 
an even larger return on their investment. This is accomplished through the deploy-
ment of large scale infrastructure and developing a solid customer base dependent 
on this infrastructure. As the size of this industry grows to unimaginable scales and 
develops a sort of equilibrium, it becomes even more difficult for wireless networks to 
adapt to the dynamic world. This is further verified by the amount of delay between 
the rollout of 3G networks in the United States with respect to those deployed in 
Japan or Europe. There has to be a justified reason to call for a change in the way 
spectrum policies are made and how the spectrum is allocated. 
And there is a reason. As stated above, allocating entire frequency bands to 
specific services for all time is certainly quick and easy, but the question can be raised 
is it the most efficient use of such a limited resource. Over the past few years, studies 
[2],[3] have been performed to determine just how efficient the spectrum is being used. 
It was determined that the spectrum is highly underutilized across many bands and in 
many physical areas. Specifically, there were two main sources of inefficiency: spatial 
holes, and temporal holes. 
Spatial holes represent a geographical region where frequency resources are used 
inefficiently. Consider some physical region where a particular frequency band is 
reserved for some number of users in that region. If only a fraction of those users 
are actively using the frequency band, the unused resources could be shared with 
another class of users in that region as long as the resources remain unneeded. The 
extreme case can be considered where none of the resources in a given region are 
being used by the users they are reserved for and as such, the entire bandwidth could 
be temporarily reallocated or shared. A clear example of a spatial hole could be a 
cellular network. Consider a low-activity cell surrounded by high-activity cells. The 
surrounding cells will be using the assigned frequency band to service their users. 
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However, in the low-activity cell, the band could be shared with some other class of 
service. Service providers could take advantage of that particular cell's location and 
somehow redistribute the frequency band. 
Temporal holes represent a period of time where frequency resources are being 
used inefficiently. Consider some frequency band that is being reserved for a class of 
users, but those users only use the band periodically. Any time period of inactivity 
results in an underutilization of the resources. Once again, the extreme case can be 
considered where users stop using the available resources for extremely long periods 
of time, presenting the opportunity for the spectrum to be reallocated or shared. 
Examples of temporal holes can also be found in some cellular networks. Consider 
a frequency-division duplex system where the uplink and downlink periods use two 
different frequencies. In doing so, each frequency only gets used in every other frame. 
To be more efficient, service providers have to determine how to reuse the frequency 
band in those periods of time. 
To counter these inefficiencies in wireless networks, the opportunity presents itself 
for spectrum sharing [4], [5], [6], short term leasing [7], and a secondary spectrum 
market [8]. Spectrum sharing may be the answer to bringing efficiency to an under-
utilized resource, but complicated design decisions must first be overcome, namely 
interference management. One of the main reasons that the frequency spectrum is 
licensed and strictly controlled is to manage the interference between users and be-
tween standards. By sharing the spectrum, more transmitting users will be added to 
today's wireless networks, which will in turn bring more interference. Clever tech-




It is the intention of this work to study the spectrum sharing problem. In this chapter 
we will develop a framework suitable for looking at this problem. As we saw in the 
last section, both spatial holes and temporal holes were causes of inefficiency in the 
spectrum. We will focus our attentions more on the spatial aspect of the problem, 
but recognize that temporal effects will have some importance in the problem. Fur-
thermore, one of our main focuses will be on the interference management that is 
naturally paired with the spectrum sharing problem. In this chapter, we will present 
the problem in detail, give a brief survey of previous works, and then outline the rest 
of the work. 
2.1 Problem Description 
We will consider the spectrum sharing problem from the perspective of a cellular 
network. Much of the discussion thus far has been about the licensing of spectrum 
and the policies of such licensing, thus such a perspective is only fitting. The field of 
spectrum sharing is rich in literature, some of which we will see in the next section. 
With such a large field, there can be various ideas of what spectrum sharing truly is. 
Some works look at the problem from the perspective that there are unused resources 
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and how best to reallocate them. However, the word sharing conjures the idea that 
some single item is being commonly used by many people. We approach the spectrum 
sharing problem from that point of view. 
We consider there to be a given set of frequency resources actively in use by one 
set of users and are interested in simultaneously sharing that set of resources with 
another set of users. This approach captures the true nature of the concept of sharing 
and is fitting with the the realistic business model of a cellular service provider. If a 
cellular network is trying to be as efficient as possible, then all resources should be 
actively in use by their licensed cellular users. But we know that inefficiencies can 
occur in the form of spatial holes, and so we are interested in sharing any underutilized 
resources with additional users. 
We now define in more detail what those underutilized resources are. In a cellular 
network, a base station allocates resources to mobile users so that the mobile users can 
use the base station to relay its information to some other user in another location. 
In a sense then, resources in a cellular network consist of both a frequency band and 
time using the base station to help relay data. We will consider that all resources are 
in use, but we can interpret that as the base station is currently using all available 
frequency bands to communicate with mobile users in the cell. Any additional mobile 
user in the system would get some sort of busy network signal and have to wait for 
a chance to access the base station. However, just because the base station is fully 
utilized, that does not mean that all of the frequency bands are fully utilized. Cells 
can span several kilometers in radius. A mobile user on one side of a cell may be 
actively using a frequency band with the base station. On the other side of the 
cell, there could be a region where that particular frequency band could be reused, a 
spatial hole. The frequency band will not be able to be reused in the typical cellular 
sense where the base station helps to relay data because we know it to be operating 
at capacity. However, the band's availability introduces the opportunity for some sort 
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of ad-hoc use of the band. 
This concept introduces our ultimate goal of the work: to provide ad-hoc access 
to users in a cellular network using the frequency resources of the cellular network. 
We will use the term Device to Device (D2D) to refer to this ad-hoc mode, as mobile 
cellular devices will be communicating directly with each other as opposed to using 
the base station. We note that since the base station will not be used to relay data 
to the destination, there is the obvious assumption that the intended destination is 
located in the same operating cell as the source of the data. Working with ad-hoc 
networks introduces a whole set of side problems with some of them being multihop, 
discovery, and routing, all areas that might not be typically associated with cellular 
networks. Each of these areas will be addressed when developing this proposed D2D 
mode. Likewise, the additional problem of interference management that is associated 
with spectrum sharing will also be addressed. 
Conveniently we can address the issue of the multihop, discovery, and routing 
problems with the same solution. Specifically, we will utilize the Dynamic Source 
Routing (DSR) protocol [9]. DSR is a packet based source on demand routing proto-
col that discovers and sets up a route connecting two users. The protocol is known for 
its low overhead and suitability for mobile networks compared to other routing pro-
tocols. We make some modifications to the protocol to help reduce the total number 
of transmissions needed for discovery in an effort to reduce the overall contributed 
interference to the system. More details will be given later concerning the role of 
DSR. 
Thus, using DSR, we intend for D2D users in a cellular network to establish ad-
hoc links using frequency bands that are actively in use by a cellular link between 
some mobile user and the base station. Because the active cellular link is a licensed 
use of the spectrum, we require that any D2D link cannot cause the cellular link to 
become broken. This introduces a two-tiered priority access to the spectrum where 
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D2D access must always yield to cellular access. Such a scheme is highly opportunistic 
and overall performance will depend on several factors. 
We approach this problem from two directions. First, we consider a protocol point 
of view where we start to develop the specific steps that would need to be done for 
a D2D link to be established. Ultimately, a D2D protocol would be designed for a 
specific standard. However, in order to not limit analysis to a specific standard, we 
keep some aspects of the problem as general as possible. Thus the second direction, 
is from an analytical point of view. We said that this D2D protocol will be highly 
opportunistic and will depend on several factors. We will develop some quantifiable 
description of how likely a D2D link will exist and what sort of performance we would 
expect D2D to have. 
Ultimately, we would like to answer the following questions. How feasible is it 
that a D2D link and a cellular link can coexist on the same channel? How would two 
D2D users establish such a link? What type of service would D2D be suitable for? 
In what kind of environments would D2D mode be the most useful? We will answer 
these questions by the end of the thesis. 
2.2 Works Related 
Our work can be divided into two distinct areas: the spectrum sharing problem, and 
the discovery problem. Accordingly, we will give a brief survey of the related works 
in each of those areas. 
2.2.1 Spectrum Sharing 
When considering wireless networks, all users in the network are attempting to use the 
same wireless spectrum and as a result, have some effect on each other in the form 
of interference. In a sense then, every wireless networking problem is a spectrum 
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sharing problem. As such, the area of spectrum sharing encompasses a wide variety 
of works. We will focus our survey of related works to spectrum sharing concepts in 
cellular networks and more specifically the coexistence of an ad-hoc network with a 
more permanent infrastructure based network. 
Spectrum sharing protocols intended for cellular networks are becoming increas-
ingly popular as we see cellular networks shifting to more IP-based services rather 
than voice only services. Methods for different service providers to cooperate together 
to improve the overall performance of their own customers was looked at in [10]. A 
similar approach is taken in [11] to redistribute excess users to frequency bands with 
excess capacity. A protocol was developed in [12] where base stations take advantage 
of the user topology and assign resources to cellular users so that they can commu-
nicate directly with each other without the need of the base station. This work is 
similar to our proposed D2D mode in the sense that direct communication takes place, 
but differs in the sense that the entire cellular network switches between this direct 
mode and standard cellular mode. Another similar work was done in [13] where fixed 
relay stations were placed in the cell to form femtocell-hotspots. Each femtocell acts 
as its own miniature cellular network where all the relay stations in the macrocell 
then communicate with the central base station. In [14], a simple cellular model was 
considered to develop methods that adapt to channel conditions to reuse frequency 
channels among neighboring base stations. 
For our problem of interest, we are concerned with the sharing of a cellular net-
work's licensed spectrum with non-licensed users. We have discussed some of the 
problems that can arise in doing so and those challenges are given more detail in [15]r 
Despite these challenges however, several works [16], [7], [8] have looked at the exact 
problem of sharing licensed spectrum with an additional class of users. Interference 
is one of the biggest challenges to overcome when considering schemes like these. 
Methods to allocate a set of frequency resources to maximize the total number of si-
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multaneous transmissions while minimizing interference are developed [17]. Similarly, 
a pricing scheme is developed where users choose frequency channels and transmit 
powers to maximize their own gains while trying to reduce overall interference [18]. 
Considering work more similar to our proposed D2D mode, are several works that 
propose ad-hoc networks overlaid with existing networks. A protocol was developed 
in [19] where mobile cellular users in a high activity cell could organize into an ad-hoc 
network and forward their data to a neighboring base station. This scheme depends 
on frequency resources to be allocated from the base station. However, since the 
base station is operating close to capacity the availability of any resources could 
be in question. Another work in [20] proposes an ad-hoc network overlaid with a 
cellular network, however the overlaid network is to access an entirely different part 
of the spectrum with a different radio. Additional related works can be found in the 
field of cognitive radios. Work in [21] assumes a channel model and then calculates 
the fraction of the reusable area where the licensed spectrum could be reused by an 
unlicensed network. Similar work was done in [22] to define physical regions in a 
cellular network where a secondary network could reuse the resources of a primary 
network. 
2.2.2 Network Discovery 
In a wired network, discovery is typically synonymous with routing. The goal is to 
find a series of nodes that can be organized into a series of one or more hops to create 
a route connecting to users. Overall quality of that route is usually limited by some 
large hop count, large delays due to backlogged queues, or some combination of the 
two effects. Routing in wireless networks experience the same problems along with 
some added ones such as interference, fading, noise, and other effects imposed by the 
wireless medium. Because each of these areas is in their own right rich in literature, 
the field of ad-hoc discovery is quite vast. 
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When talking about discovery, it is common to hear the comparison of a centralized 
versus a decentralized approach. A centralized approach is one such that there is 
some central user that is either leading or assisting in the network discovery. The 
central user could be part of the infrastructure like a base station or access point that 
performs some sort of scheduling for users [23] or provides user location information 
[24], [25]. The central user could also be a standard user in the ad-hoc network that 
either assumed control of the discovery or was in a sense elected by surrounding users 
[26], [27]. By having one user in the network lead discovery, it reduces the overall 
complexity of discovery for each user. 
In contrast to the centralized approach is the decentralized approach. It is more 
fitting for the ad-hoc nature of the network as generally all nodes in the network 
will play some role in the discovery. By decentralizing the discovery, the workload 
is distributed across several nodes of the network, in a way decreasing the overall 
overhead [28], [29], [30]. In attempts to reduce the complexity of discovery, protocols 
were established that require users entering the network to broadcast their arrival 
[31], [32]. Because there is no central body governing when and how the discovery 
takes place, the discovery is often source initiated and only when a route is required 
[33], [34], [35]. The Dynamic Source Routing (DSR) is another well known source-
driven on-demand discovery protocol [9], [36], that floods a network with discovery 
packets and establishes a route by tracing the steps of a successful discovery packet. 
Results in [37], [38], [39], [40], [41] show that flooding techniques are beneficial in the 
sense that there is diversity in the discovery message by traversing more than one 
link. Flooding, however, can have adverse affects on a network, such as increased 
interference and contention issues as multiple users try to broadcast simultaneously. 
Controlled flooding techniques in [42], [43], [44] attempt to mitigate the contention 
problem. Other techniques in [45], [46] address the issue of interference management 
as a result of flooding the network. 
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2.3 Organization of Thesis 
The remainder of the thesis is organized as follows. In Chapter 3, we explain in detail 
the model we assume for this work. We consider a model that is highly realistic yet 
still general enough as to not limit our analysis to a particular standard. In Chapter 
4, we outline how a Device to Device mode would function from a protocol point of 
view. A particular standard would need to be picked in order to fully design such a 
protocol. We consider our first user topology in Chapter 5, and present the analytical 
results. Specifically we look at the likelihood of a single hop D2D link existing in 
several variations of the model. We repeat the analysis in Chapter 6 for the second 
user topology that we consider. Then in Chapter 7, we simulate the performance 
of a multihop D2D mode, and present several metrics describing the performance of 
the D2D mode. We then summarize the results and give further extensions of the 
work in the final chapter. In addition, there are two appendices in the back of the 
thesis. Appendix A proves and discusses many of the geometrical techniques used in 
the analysis of this work. Appendix B derives the maximum transmission distances 
from the required SINR thresholds of the network. 
CHAPTER 3 
Network Architecture 
In this chapter, we will describe the different components that make up the cellular 
network that will be considered in the rest of this work. As we intend for D2D to be 
included in future cellular standards, the assumptions about the network will be made 
such that a broad class of cellular networks can be considered. For organizational 
purposes, we will discuss the network as being composed of three different sub-models: 
the infrastructure model, the user model, and the channel model. 
3.1 Infrastructure Model 
We consider a generic cellular network. The network consists of circular cells of 
radius R, where each cell has at its center an access point or base station equipped 
with omni-directional antennas. We consider that the available frequency resources 
of the system are allocated to users in such a way that adjacent channel interference 
is negligible and need not be considered. This can be easily achieved by making 
the user's respective portions of the bandwidth orthogonal to each other in time or 
frequency, as in TDMA or FDMA systems, or separate them through other means 
such as coding, as in CDMA systems. The specific multiple access scheme is not 
important as this work only depends on the fact that there are Nc orthogonal channels 
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available for users in the cellular network. 
We consider that communication occurs in two stages, the uplink and the downlink 
periods. At the beginning of every downlink, the base station broadcasts control 
information at a constant power level to all cellular users. The control information 
assigns each user a particular channel and designates a corresponding power level for 
that channel. The use of power control allows the base station to allocate more power 
to users further away and likewise, less power to closer users. The control information 
uses only a small fraction of the downlink frame. Once the control information is 
complete, the base station transmits the data to each of the cellular users. Following 
the downlink, is the uplink. During the uplink frame, each cellular user transmits 
their data to the base station using the channel and power level assigned during the 
downlink. 
We assume a time-division duplex (TDD) system such that the uplink and down-
link frames are separated in time. Because both the uplink and downlink frames use 
the same frequency resources, given a sufficient channel coherence time, the channel 
effects will be the same for the two frames. We will use this concept to develop the 
device to device mode we are proposing. 
In an effort to keep our work suitable for a broad class of cellular standards, and 
to not limit ourselves to a particular duplexing scheme, we briefly discuss the merits 
of considering a frequency-division duplex (FDD) system. Because the uplink and 
downlink frames use different frequency bands in an FDD system, the channel effects 
may be significantly different. As we mentioned above, our goal is to utilize the fact 
that the channel effects are the same in each frame. For our distance based pathloss 
only channel model, the channel effects will be the same on the different bands of a 
FDD system. However, as a more complex channel model is considered, the difference 
between the channel effects on the two bands may cause the device to device mode 
to be modified. 
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3.2 User Model 
We consider two classes of users, cellular users and device to device users. A cellular 
user (CU) communicates solely through the base station (BS). Standard scheduling 
methods and control signals allocate specific channels to CUs during the uplink and 
downlink frames as mentioned above. Because we are investigating the spectrum 
sharing problem from the perspective that all resources are actively in use by the 
cellular network, we assume that there are Nc CUs in the network, one CU for each 
of the Nc orthogonal channels. A minimum SINR at the BS, /?ss, must be satisfied 
for a cellular link to exist between the BS and the CU. In addition to the SINR 
threshold, we assume that there exists a margin, K, in the SINR at the BS to account 
for noise and interference events in the network. Power control between the BS and 
the CUs can be done to compensate for this margin. Such a margin is a common 
design feature of wireless systems subject to an interference rich environment. 
Device to device (D2D) users are those who do not communicate via the BS, but 
rather communicate directly with each other over one or more hops. We consider a 
single D2D transmitter (Tx) who has information to send to a single D2D receiver 
(Rx), and assume that both users are located in the same cell. We will allow D2D users 
to use the same frequency resources as the CUs as long as such use does not cause the 
SINR of the cellular link to fall below the required minimum 0BS- TO accomplish this, 
we assume that D2D users have knowledge of K, and thus the amount of interference 
they can add to the the system. For a D2D link to exist, a required minimum SINR, 
PDD, must be satisfied between the Tx and Rx. 
We mentioned that D2D users could communicate over more than one hop, that 
is they could form a multihop route. We note that for the multihop scenario, we 
assume that there are idle users in the network willing to form the multihop D2D 
route connecting the D2D Tx and Rx. Each hop of the route would need to satisfy 
the required minimum SINR threshold. 
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We will consider two different models for the user topology. First, both classes 
of users will be distributed uniformly in the cells. Modeling users in such a way is 
realistic based on today's cellular networks. This is true because for a given cell, users 
can generally move to any location in the cell without restriction. We note that there 
are exceptions to this statement that exist. 
We then modify the user topology such that the D2D users will be distributed 
uniformly in a randomly placed cluster. We will consider scenarios in which the CUs 
are still uniformly distributed throughout the cell as well as when a fraction of the CUs 
are also distributed inside the cluster. Modeling users in a cluster is also realistic based 
on today's cellular networks. Specifically, clustering captures the naturally occurring 
event in urban environments where business, residential, and commercial areas can 
often contain a dense population of people with cellular devices. Likewise, it could be 
said that for many cellular users, the person they are trying to reach may be located 
in the same given area. 
3.3 Channel Model 
We assume a distance based pathloss channel model. Let x be the transmitted signal, 
n be additive white Gaussian noise, d be the distance between the transmitter and 
the receiver, and a be the pathloss exponent. With these definitions, we can write 
y = xd~a + n, (3.1) 
where y is the received signal. We will be primarily interested in the power levels of 
each signal. Thus we define the transmitted power as PT = E[xx*}, the received power 
as PR = E[yy*], and the noise power as N — E[nn*]. We will use the subscripts BS, 
CU, and DD to denote the transmit and receiver powers of the base station, cellular 
user, and D2D user. 
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As previously mentioned, our ultimate goal is for a cellular link and a D2D link 
to exist simultaneously on the same channel. Furthermore, the D2D link's use of the 
channel cannot disrupt the active cellular link. This proposed scheme is controlled by 
careful attention to the SINR of the two different links. We recognize the fact that 
the notation used to express the SINR for a system can vary significantly in current 
literature. Thus for clarification purposes we define the notation that will be used 
for the SINR throughout the rest of this work. As an example, we consider the SINR 
at the base station. Based on the definitions made above for the transmit power and 
the noise power we can write the SINR of a cellular link as 
SINRB5 = ^ § p , (3-2) 
where C is the distance between the cellular user and the base station and / is the 
interference power. Based on our channel model, the interference power is simply the 
transmit power of the interferer, the D2D user, affected by pathloss determined by 
D, the distance in between the D2D user and the base station. Substituting these 
values for / in (3.2) we can write the final expression for the SINR as 
We will use ft to denote the minimum SINR threshold that must be met in order 
for a link to exist. The subscripts discussed above will be used to differentiate between 
the two types of links. As a final note, we mention that all variables associated with 
the SINR equations are by default not in dB or dBm, unless explicitly defined as so. 
This holds for the various power variables, the SINR thresholds, and the interference 
margin mentioned above. 
C H A P T E R 4 
Device to Device Mode 
In this chapter, we develop the methods in which a Device to Device link can be 
established. First we address how D2D users determine what resources are available. 
Then using those resources, two D2D users with information to send need to establish 
a route. We use a modified version of the Dynamic Source Routing protocol for 
discovering a route. Due to the dynamic nature of both the location and the number 
of active cellular users, any D2D scheme will always be opportunistic in nature. 
There will never be an absolute guarantee that a link can exist. However, with 
clever techniques, a link could exist with some high probability. We develop those 
techniques below. 
4.1 Determining Available Resources 
We assume there are Nc orthogonal channels available in the system and D2D users 
need to determine how much power they can transmit on each channel as to not cause 
too much interference at the BS. The K margin in the SINR at the BS determines the 
power control for the cellular link in order to compensate for the interference from 
the D2D users. We can see the effects of the power control by looking at the SNR of 
the cellular link, where after rearranging terms, gives a bound on the transmit power 
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of the CU as 
PTcvC-a 
> KPBS N 
PTcu > KCaNpBS (4.1) 
where C is the distance between the CU and the BS. Looking at the SINR of the 
cellular link, and taking PTcu to be the minimum allowed in (4.1), after rearranging 
terms, we get a bound on the transmit power of the D2D Tx as 
pTCuC a ^ o 
> PBS PTDDD-« + N 
(K-1)ND<* > PTDD (4.2) 
where D is the distance between the D2D Tx and the BS. 
At the beginning of each downlink frame, the BS transmits control signals at a 
constant power level, PTBS, to all CUs. From our channel model, we can show that 




 N- (4.3) 
We assume that the D2D Tx knows PrBS, and as such can calculate the pathloss. By 
knowing the pathloss, D2D users can then determine a corresponding PTDD based on 
(4.2) and (4.3) that will not cause the cellular link to fall below the required minimum 
PBS-
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4.2 Overview of the Dynamic Source Routing Pro-
tocol 
The Dynamic Source Routing (DSR) protocol was designed specifically for use in mul-
tihop wireless ad-hoc networks of mobile users [9]. The protocol takes into account 
both network connectivity due to users entering or leaving the network as well as 
changing wireless transmission conditions due to interference. The protocol is com-
pletely self-organizing without any need for a network infrastructure or administration 
for coordination. Other users in the network help each other by forwarding packets 
for each other, allowing for communication over multiple hops between users. This 
potentially enables any two users in a given network to communicate with each other 
as long as there is a sufficient number of users that can act as relays between them. 
Each data packet contains the ordered list of users through which information must 
pass. The required overhead for DSR tends to be smaller than other routing proto-
cols [9]. The packet overhead automatically scales to only track the route currently 
in use, as opposed to other routing protocols that try to keep more of a network-wide 
knowledge of current routes. 
Since DSR was designed with mobile users in mind, there are two main parts to the 
protocol that are meant to deal with the dynamic nature of the network: discovering 
the route and then maintaining the route. 
• Route Discovery is the mode of the protocol where some source user wishes to 
communicate with some destination user, and no route currently exists connect-
ing the two users. The source initiates a search for a route until the destination 
is found, if it is even possible. The destination then uses the found route to 
send its reply. 
• Route Maintenance is the mode of the protocol in which a source user is able 
to detect if the current route is no longer usable and either repairs the route or 
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restarts the route discovery. 
For our current work, we only look at the likelihood of a route existing, thus we are 
only interested in the route discovery part of the protocol. 
DSR is a packet based discovery protocol. When a source node has information to 
send to a destination node and no route exists, the source node floods the network with 
a ROUTE REQUEST packet. Each ROUTE REQUEST packet contains the destination's 
address, the source's address, and some timeout counter. Any node who hears the 
ROUTE REQUEST then forwards on the packet, but only after appending on their own 
node ID. Nodes continue to forward the ROUTE REQUEST packet unless one of the 
following conditions is satisfied. 
• If the node's ID is already in the list of nodes. 
• If the node has already forwarded a ROUTE REQUEST packet from the same 
source node recently. 
• If the timeout counter has been met. 
These decision rules prevent the unnecessary broadcast of ROUTE REQUEST packets 
that have already been forwarded, or if they are no longer helpful. 
Once the destination node receives a ROUTE REQUEST packet intended for itself, it 
can use the list of node IDs to establish a route with the source node. The destination 
node generates a ROUTE REPLY packet and broadcasts it to all nodes. Nodes continue 
to forward the ROUTE REPLY packet only if their own ID is found in the list. By 
sending back the ROUTE REPLY packet, any node in the list, including the source 
node, will learn that a route was found and it is being established. Once the source 
receives the ROUTE REPLY packet back, the link is ready for data to be sent. 
As in any discovery protocol for wireless networks, it inherently works and is 
successful due to node's broadcasting information to each other. While this informa-
tion is small and bursty in nature, these transmissions will be seen as interference. 
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The decision rules used to forward the discovery packets help reduce the number of 
unnecessary transmission, but more can be done. Additionally, DSR was designed 
based on a single channel system. We intend for our D2D network to exploit the 
multiple channels of a cellular network. As a result of these design challenges, some 
modifications were made to DSR. 
4.3 Modified Dynamic Source Routing 
In this section we modify the standard DSR to enable it for use with our proposed 
D2D mode. We will address the interference and multiple channel concerns stated 
above. In addition, we will propose a method to solve the problem that occurs when 
more than one user transmits at the same time. 
4.3.1 Single User Broadcast 
Due to the flooding nature of DSR, multiple nodes will be attempting to forward 
discovery packets simultaneously. Recall from the beginning of this chapter, that D2D 
users determine a power level that they can transmit at based on the assumption that 
they are the only significant source of interference in the cell. If more than one D2D 
user transmits at their own individual power level, the combined effects of their powers 
will break the required minimum SINR at the BS. To solve this issue, a technique is 
necessary to make each user's broadcast in DSR to be orthogonal in time to other 
broadcasts. The problem however, is that each user does not know when other users 
will try to broadcast. 
Inspiration can be drawn from [47] where a timer based protocol was used for 
relay selection. Specifically a random timer was set by each possible relay. At the 
conclusion of each timer, each corresponding relay would broadcasts its presence. 
The timer's value is a function of the SNR of the links connecting each relay to the 
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source and destination. In a network of randomly placed nodes with random channel 
coefficients, the SNR of the channel will also be random. The paper shows analytically 
that the probability of two timers expiring simultaneously is zero. 
Drawing from that work, a similar method could be used to orthogonalize the 
broadcast in DSR. As nodes receive ROUTE REQUEST packets, they could set an 
internal timer as a function of the received SNR. The timers could be configured 
in the same manner as the above work such that nodes with a good link will have 
shorter timers. In doing so, the better links will be able to broadcast their availability 
first. In the related work, we note that the timers are inversely proportional to the 
SNR of the link. Because we are using a distance based pathloss model, receiving 
nodes located very close to transmitting nodes could have a virtual infinite SNR. To 
account for this, we can add an additional time value to the timer proposed in [47]. 
This modification is made purely based on the channel model we have assumed. As 
a result of these discussions, we can define a broadcast timer, A, for each D2D user 
as 
x =
 JWF)+r (44) 
where 7 is the additive time value to make sure that A takes on values achievable by 
a D2D user's radio. We note that 7 could also be random to further randomize the 
broadcast of each user. 
4.3.2 Multiple Channel Discovery 
The cellular network that is being considered will have multiple orthogonal channels. 
Each user in the network will have a radio that can access all those channels. To fully 
exploit the resources of the system, we intend for D2D users to use all the channels 
they have available to them. D2D users will be both transmitting and receiving on 
multiple channels. It is highly likely that nodes relatively close to each other have the 
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same channels available to them. However, as the distance between users increases, 
there may be some difference between their available resources. The case may occur 
where a route may switch to a different channel halfway through the route. 
To capture these effects, we intend to modify the packet structure used in DSR. 
In addition to each node appending on their own node ID, we require that each 
node also appends which channels they have received discovery packets on. In doing 
so, discovery packets on one particular channel will contain information concerning 
the other channels as well. When a destination node ultimately receives the ROUTE 
REQUEST packet, there will be a list of nodes and on which channels those nodes can 
be used to communicate back to the source node. 
4.3.3 Decision Rules for Forwarding 
Several decision rules are already in place in the standard DSR to prevent the unnec-
essary broadcast of additional discovery packets. We can make a further modification 
to prevent more interference to the network. We note that this modification is not 
necessary for our proposed D2D mode to work, but does help reduce the total num-
ber of transmissions used in discovery. We saw in the first section of this chapter 
that if a receiving node knows the transmit power of the transmitter node, it can 
determine the amount of pathloss over the link. We also saw that two D2D users 
can communicate if the transmit power is large enough to overcome the effects of 
that pathloss as well as the interference at the intended receiver. If a receiving node 
knows the pathloss of the channel as well as the interference at the transmitting node, 
then it can determine in advance if the backwards link to the transmitting node even 
exists. To accomplish this, each receiver needs to know the transmit power and the 
interference at the transmitter. 
A tradeoff clearly exists in this situation. Each user is now appending on more 
information making the overall packet length longer. This means discovery takes 
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longer. However, consider the following case. A node broadcasts a ROUTE REQUEST 
packet and other nodes receive that packet and continue the discovery. Let the 
interference at the source node be great enough that it will never be able to receive any 
ROUTE REPLY packet back. An entire discovery process takes place with numerous 
transmission, and it is all wasted. Our proposed modification enables receiving nodes 
to know a priori if the backwards channel will exist when they try to use it. If it will 
not be available, it is unnecessary to continue the discovery any further. 
CHAPTER 5 
Cell-Wide D2D User Distribution 
In this chapter, we consider the simultaneous existence of a D2D link with a cellular 
link. We will model both cellular users and D2D users as being uniformly distributed 
throughout the entire cell. With this user model, we will consider several different 
scenarios. First we will focus on the existence of a D2D link while the effects of 
interference from the cellular link are ignored. We will then consider the existence of 
the D2D link under the effects of the cellular link's interference. In addition, we will 
consider both single channel and multiple channel scenarios. Analytical expressions 
for each scenario will be presented and those expressions will be verified through 
simulation. 
5.1 Scenario for a D2D Network without Cellular 
Interference 
In this scenario, we consider a simplified model of our system in order to develop the 
techniques and methods that will be used in later more realistic models. While our 
end goal is to analyze a multiple channel system where a D2D link and cellular link 
are both simultaneously active on the same channel, our primary focus will be on 
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the existence of the D2D link and managing the interference it causes on the cellular 
system. As such, we will first consider a single channel scenario in which the cellular 
user's use of the channel does not cause interference to the D2D link. Under this 
assumption, the cellular user does not affect the D2D link, and thus we intentionally 
do not show it the system model below. In later scenarios, the effects of the cellular 
user will be considered. 
5.1.1 Analytical Result for Single Channel System 
We assume a cell of radius R with a base station (BS) located at the center of the 
cell. We further consider a single D2D transmitter (Tx) and D2D receiver (Rx) pair 
and assume that both of them are located in the same cell. An example realization 
of this model is shown in Figure 5.1. 
Figure 5.1: System model used to prove the probability of a link existing between a 
single D2D Tx and Rx in the absence of interference from a cellular user. 
Let both the Tx and Rx be uniformly distributed in the cell. The Tx is separated 
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by a distance D from the BS and we can write the distribution for D as 
2D 
PD(D) = — for 0 < D < R. (5.1) 
Let the Rx be separated by a distance d from the Tx. The Tx has a transmission 
range of dmax which depends on D such that 
dmax = GD for G > 0 , (5.2) 
for some scaling factor G. Note that since the location of the Tx and Rx is random, 
d is also random. 
We define the event LE to occur when a link exists from the D2D Tx to the D2D 
Rx. We can further say that the event LE will happen if d < dmax. We are interested 
in finding the probability of such an event occurring. Because <imax depends on D it 
is easier to first condition on the value of D, or fix the location of the Tx, and look 
at the conditional probability of a link existing, Pr[d < dmax\D]. 
To determine this probability, it is easy to take a geometrical approach. Knowing 
D, fixes the value of rfma:r, and thus defines a cicular region around the Tx, shown by 
the shaded region in Figure 5.1. For a link to exist, the Rx must be located inside that 
region. Thus, the probability of the link existing is the ratio of all the Rx locations 
that result in a successful fink, the Tx's coverage area, to all possible Rx locations, 
the area of the entire cell. This can be expressed as 
Pr[d<drrmx\D] = ^L. (5.3) 
ACell 
Calculating A^u is a straightforward task since it is a circle and the radius R is 
known. Likewise, if the Tx coverage area is also circular, as shown in Figure 5.2a, the 
area of the region can be easily calculated. However, certain conditions can occur in 
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which calculating ATX is not as simple. Because the location of the Tx is uniformly 
random throughout the entire cell, the Tx could be located close to the cell edge. As 
such, part of the Tx coverage area may fall outside the cell. Because we assume that 
both the Tx and the Rx are located in the same cell, we are only interested in the Tx 
coverage area that overlaps with the cell, as shown in Figure 5.2b. In such cases, the 
Tx coverage area will not be circular and other methods must be used to calculate 
the area of such regions. 
(a) Circular ATX (b) Non-circular ATX 
Figure 5.2: Two possible cases for the shape of the Tx coverage region. 
We can determine under what conditions these two cases occur and know how 
to calculate the respective area accordingly. The Tx coverage region will be circular 
when 
0<D< R (5.4) 1 + G" 
and thus the area is easily found. A non-circular Tx coverage area will occur when 
R 
1 + G 
<D<R. (5.5) 
These boundary conditions can be proved geometrically, and the proof is provided in 
Appendix A 
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A formula for the intersection area, Anvr> between two circles can be used for the 
case when the Tx coverage area is not circular. That area 
[INT = dL„„ cos * 
•max 
1 {D2 + d2-R2 i( 2dr, 





D\/R2-^(D2-d2max + R^, (5.6) 
is a function of the radii of the two circles, R and dmaX, and the distance D between 
the two circles. This formula is derived in Appendix A. 
With (5.6), the area of the Tx coverage area can be calculated for the non-circular 
case. ATX can now be expressed in terms of the two different cases as 
TTd2 if 0<D< R 
ATX={ ^ - - ! + G (5.7) 
AINT if Y^G<D^R-
Plugging (5.7) into (5.3) and using the fact that A^u = irR2 gives 
""" if 0<D< 
Pr[d<dmax\D]={ f 1 + G ( 5 . 8 ) 
A-INT .r H ^
 n . D 
!M lf TTG<D^K 
Recall that it was assumed that D was known to simplify the analysis. In a real 
network however, D is also random. In order to describe the true probability of a 
D2D link existing between the Tx and Rx, (5.8) must be averaged over all possible 
choices of D that is, 
Pr[d < dmax] = f Pr[d < dr^D] pD(D) dD. (5.9) 
JD 
Using (5.8) and (5.1), the probability distribution function for D, the probability of 
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a D2D link existing can be written as 
Pr[d < dv 
Jo 
ra2c<-dz>+r^4^di>. R' L l+G 
Evaluating this integral with (5.6) for AJNT and (5.2) for dmax, gives 
(5.10) 
Pr[LE] = Pr[d<dmax] 








2-G2 ) + G2sm~1 
+ 
G(G2-3) 
4w{G2 - 1 ) V 4 ^ ~ G A (5.11) 
which is the closed form expression for the probability of a D2D link existing between 
the Tx and the Rx as a function of G, the scale factor of the Tx's transmission range. 
Thus far in the analysis, we have abstracted away the details behind the scale 
factor G. This abstraction was done in order to allow us to focus on the geometrical 
properties of the model and develop the exact form of the formulas used in the 
conditional probabilities. Ideally we would like to define the value of G in terms of 
the parameters of the cellular network. In doing so, our first step is to recognize that 
there are two constraints that govern how a D2D link and a cellular link can exist 
simultaneously. Specifically, there is a SINR constraint at the BS that determines 
the amount of allowable interference, and there is a SNR constraint at the D2D Rx 
for the D2D link. Both of these constraints can be written in terms of transmit and 
receive powers, noise levels, distances between users, and the interference margin for 
the cellular network. Thus based on our channel model, and after rearranging terms, 
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we can express the scale factor G as 
G = 
where K is the SINR margin in dB at the BS, (5DD is the minimum SINR in dB at the 
D2D Rx that must be met for a link to exist, and a is the pathloss exponent. The 
steps used to derive this value from the SINR and SNR constraints of the network 
are provided in proof in Appendix A. 
5.1.2 Numerical Verification for Single Channel System 
We can verify the probability derived in (5.11) with simulation. Using Matlab as 
the simulation environment, the system model shown in Figure 5.1 was simulated. 
Using the parameters in Table 5.1, the network was simulated for 1,000,000 random 
topologies. 
Table 5.1: Simulation parameters for a single D2D Tx and Rx in the absence of 
interference from a cellular user. 
Paramete r 
Minimum D2D SNR (f3DD) 
Noise (N) 
SINR Margin at BS (K) 
Pathloss Exponent (a) 







Plotting both the analytical expression from (5.11) and the simulated values ob-
tained from Matlab with respect to a, we can see in Figure 5.3, that simulated results 
agree perfectly with the analytical ones obtained. From the two curves, we can see 
that for a G [2,4.5], the probability that a D2D link that meets the minimum required 
threshold I3DD and does not cause the SINR at the BS to fall by more than K dB is 
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Figure 5.3: Analytical and simulated results for the probability of a link existing 
between a single D2D Tx and Rx in the absence of interference from a cellular user. 
single channel available, and we assume it to be actively in use. Because all resources 
in the system are currently occupied, the D2D Tx has a 0% chance of establishing a 
link through the BS with the D2D Rx. By using a lower rate channel in D2D mode, 
the Tx now has a nonzero chance of establishing a link with its intended Rx. If we 
were to decrease the required minimum D2D SNR, PDD, the result would be D2D 
mode being able to operate over even lower rate channels. This therefore increases 
the total probability of a link existing since it is easier to find a low rate channel 
rather than a high rate channel. 
Another important trend is that the probability of a D2D link is increasing with 
a. It is well known that the larger the a, the greater the decay in the power levels 
of transmitted signals. Thus one might expect that with increasing a, that the 
D2D Tx's desired signal will decay faster. Recall however the D2D Tx's signal is 
seen as interference by the BS. With increasing a, the interference power received 
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at the BS also decays faster. Because D2D mode is ideal for shorter distances, the 
normally harmful affects of pathloss actually help manage the interference at the BS. 
The positive effects of the pathloss on the interference are more significant than the 
negative effects of the pathloss on the D2D's desired signal, and thus the reason why 
we see better results with increasing a. 
5.2 Scenario for a D2D Network with Cellular In-
terference 
In this scenario, we remove the assumption that there is no interference seen by the 
D2D link. That assumption was made to simplify the analysis, but in order to capture 
the true effects of two links coexisting together, both sources of interference need to 
be considered. We look at that case now. 
5.2.1 Analytical Result for Single Channel System 
We consider a more realistic model, shown in Figure 5.4, which now includes a single 
cellular user (CU) in addition to the D2D Tx and Rx. The CU is uniformly distributed 
throughout the cell and is independent of the locations of the Tx and Rx. The CU is 
separated by a distance C from the BS and a distance c from the Rx. We can express 
the distribution for C as 
1C 
Pc(C) =
 1p f o r ®<C<R. (5.13) 
Because the locations of the CU and the Rx are random, the distance c will also be 
random and we can write the distribution of c as 
Pc(c) =
 ^ ( C O S _ 1 [ 2 ^ ] " 4 ^ V i ^ T : ^ ) fOT °^C^2R- (5-14) 
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Figure 5.4: System model used to prove the probability of a link existing between a 
single D2D Tx and Rx in the presence of interference from a single cellular user. 
We comment further on the role of this distribution in our model in Appendix A. 
As in the previous section, we are interested in the probability of a D2D link 
existing from the Tx to the Rx. We can say that a link exists if d < rfmaa;. This 
condition is identical to the one from the previous model. The difference here however, 
is that dmax now depends on both C and c in addition to D. Before we show the 
mathematical representation of this dependence, let us first provide some intuition 
behind this comment. 
From before, we saw that the D2D Tx's distance from the BS, D, determines its 
transmit power and thus its transmission range, rfmaa;. Likewise, the CU's distance 
from the BS, C, also determines the CU's transmit power and its transmission range. 
Because the CU's transmission to the BS is seen as interference by the D2D Rx, the 
larger the transmit power of the CU, the greater the amount of interference. A second 
contributing factor to the interference is the distance c from the CU to the D2D Rx. 
The closer the CU is to the D2D Rx, the greater the interference. As the amount of 
interference that the Rx sees increases, the maximum feasible distance between the 
Tx and Rx, dmax, decreases. Thus dmax will now be determined by the distances C 
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and c in addition to the distance D. 
As in the previous section, if we write dmax = GD, we would like to express G in 
terms of the network parameters. Because we are now considering the interference 
from the cellular link, both constraints for our system are minimum SINR thresholds 
that must be met. We can define both these constraints in terms of transmit and 
receive powers, noise levels, distances between users, and the interference margin 
for the cellular network. With these parameters, coupled with the three distances 
mentioned above, and after rearranging terms, we can express the scale factor 
G=lM«nc«)l (5-15) 
in terms of the three distances defined above in addition to the network parameters 
where K is the SINR margin in dB at the BS, PDD is the minimum SINR in dB at the 
D2D Rx, PBS is the minimum SINR in dB at the BS, and a is the pathloss exponent. 
We can formulate the probability that a D2D link exists in a manner similar to 
the previous model. We can write the conditional probability as 
if 0<D< R 
Pr[d<dmax\D,C,c}^{ & 1 + G (5.16) 
if
 TTc<D<R, 
where d < dmax must be conditioned on c, C, and D since dmax is a function of those 
values. Note that AINT is still equal to that given in (5.6). We can then write the 
probability of a D2D link existing as 
Pr[LE] = Pr[d<dmax] 
= [ [ f Pr[d < dmax\D,C,c] pD{D) Pc(C) Pe(c) dDdCdc, (5.17) 
Jc JC JD 
now with the notable difference that all values of C and c, in addition to D, must be 
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averaged over. 
We note that a portion of the expression in (5.17) has already been solved in the 
previous section. Integrating only over D gives 
Pr[d < dmax\C, c]= [ Pr[d < dmax\D, C, c] pD{D) dD, (5.18) 
JD 
which is identical to the result obtained in (5.11) evaluated at the value of G derived 
in (5.15). As a result of combining (5.11) and (5.15), the resulting function becomes 
too complex to integrate symbolically and the remaining expression of 
Pr[LE] = J J Pr[d < dmax\C, c) pc(C) pe(c) dCdc, (5.19) 
the probability of a D2D link existing between the Tx and Rx in the presence of 
interference from a CU, must be approximated using numerical integration. We show 
this result in the next section. 
In addition to looking at the probability of a D2D link existing, we can also find 
the average dmax for a given D2D user in the cellular network. This result would give 
us some intuition into what kind of environments that D2D mode would be suitable. 
The manner in which D2D would most likely be used would vary significantly if the 
expected dmax is found to be on the order of one or two meters as opposed to distances 
as large as a few hundred meters. Setting up the expression for the expected dmax 
is straight forward. We know that dmax = GD and that G is a function of both the 
distances C and c. Because C, c, and D, are all independent, we can use the standard 
definition of the expected value of a random variable for D, and then average over all 
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possible realizations of both C and c. This gives us 
£[<*m«*] = E[GD] 
= J j E[GD\C,c]pc(C)Pc(c)dCdc 
= f f f GD pD(D) pc{C) Pc(c) dDdCdc, (5.20) 
Jc JC JD 
which is the expected maximum distance over which a D2D user can transmit without 
causing the active cellular link to fall below its required minimum SINR threshold. 
However, as was the case with the probability of a D2D link existing, the complexity 
of the distributions on the three random distances means that the final result must 
be approximated using numerical integration. We will show this result in the next 
section. 
5.2.2 Numerical Verification for Single Channel System 
Using Mathematica's numerical integration tools, the probability derived in (5.19) 
was approximated. The approximation can then be verified with simulation. Using 
Matlab as the simulation environment, the system model shown in Figure 5.4 was 
simulated. Using the parameters in Table 5.2 for both the Mathematica and Matlab 
models, the network was simulated for 1,000,000 random topologies. 
Table 5.2: Simulation parameters for a single D2D Tx and Rx in the presence of 
interference from a single cellular user. 
Parameter 
Minimum BS SINR (/3Bs) 
Minimum D2D SINR (pDD) 
Noise (N) 
SINR Margin at BS («) 
Pathloss Exponent (a) 



















Figure 5.5: Analytical and simulated results for probability of a link existing between 
a single D2D Tx and Rx in the presence of interference from a single cellular user. 
Plotting both the numerically integrated values of (5.19) and the simulated values 
obtained from Matlab with respect to ex, we can see in Figure 5.5, that simulated 
results agree almost perfectly with the derived probability expression. We note that 
while an analytical closed form expression could not be obtained, we will refer to the 
numerically approximated values as the analytical values when making the compari-
son between our approximated analytical expression and the matlab simulation. 
Looking at the two curves, we can see that the probability of a D2D link existing 
simultaneously with a cellular link is roughly in the range of 2-10% for the given 
range of a. Comparing these probabilities to those found in the non-interference 
model presented in the previous section, we can see that the probability of a link 
existing is significantly less. This is expected however, with the modification that 
was made to the model. In the previous model, the interference from the cellular link 
was being ignored. In order to consider a realistic model, the effects of interference 
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must be accounted for. Interference at a receiver decreases the quality of a channel 
and we can see that in these results. 
We do note however that there is still a significant nonzero chance of a establishing 
a D2D link compared to the zero percent chance of establishing a cellular link due 
to the limited resources. In addition, we see the same increase in probability with 
increasing a that we saw previously. Even though we are now considering the interfer-
ence caused by the cellular link, the positive effects of pathloss that help to mitigate 
that interference are more substantial than the harmful effects of the pathloss on the 







Figure 5.6: Analytical and simulated results for the E[dmax] of a D2D user distributed 
uniformly throughout a cell. 
In Figure 5.6, we plot both the numerically integrated values of (5.20) as well as 
the simulated values for E[dmax\. First we note that simulated values agree with the 
analytical ones obtained. We can see that the range of the expected dmax is roughly 
between 200-650m. These are substantial distances and we can interpret this result 
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as D2D being suitable for communication over larger areas such as across several 
buildings or over a few city blocks. In addition, we see that with increasing a the 
expected dmax increases. This trend is expected after the reasoning given above that 
with larger a values, interference seen by the BS decays faster and thus D2D signals 
can be transmitted at larger powers. With a larger transmit power, the distance over 
which a signal can span is also larger. 
5.2.3 Analytical Result for Multiple Channel System 
The previous result is based on a system where there is only a single channel available 
for communication. The probability of a D2D link existing simultaneously with a 
cellular link on that channel was derived. If more than one channel is available for 
communication, we would expect the probability of a link existing to increase. We 
investigate that case in this section. 
Consider the single channel model presented in Figure 5.4. For the multiple chan-
nel case, we consider that there are Nc orthogonal channels to communicate over. 
Likewise, we assume that each of those channels is currently being used by a CU in 
cellular mode. Thus the link from the Tx to the Rx sees interference on each of the 
Nc channels. We are interested in the probability of a link existing on any of the Nc 
channels despite the effects of interference from the respective channels. 
From probability theory, we know that we can write the probability of a link 
existing on any channel as 
Pr[LE on any Channel] = 1 — Pr[No link on any Channel]. (5.21) 
While we are interested in the link's existence on any channel, it is easier to solve 
for the probability of a link not being available on any channel. Because the Nc 
channels are orthogonal to each other, a link's existence or non-existence on a channel 
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is independent of the other channels and will be the same for each channel. Once again 
from probability theory, we know that when events are independent, the probability 
of those events multiply together. Thus to have no link on any channel will be the 
product of the identical probabilities that no link is available on a single channel. The 
probability of a link existing on a single channel was just derived in (5.19). We can 
use the same property used in (5.21) to write the probability that a link does not exist 
on a single channel in terms of the probability that the link does exist. Combining 
these steps, we can write the non-existence of a link on any channel as 
Pr [No link on any Channel] = ( l - Pr[LE on a Single Channel]) °. (5.22) 
Combining (5.21) and (5.22) gives 
Pr [LE on any Channel] = 1 - 1 1 - Pr[LE on a Single Channel]) , (5.23) 
which is the probability that a D2D link exists on any of Nc orthogonal channels. Be-
cause a closed form expression could not be obtained for Pr [LE on a Single Channel] 
and thus had to be approximated with numerical integration, the analytical expres-
sion in (5.23) will also have to be approximated. 
5.2.4 Numerical Verification for Multiple Channel System 
Using Mathematica's numerical integration tools, the probability derived in (5.23) 
was approximated. The approximation can then be verified with simulation. Using 
Matlab as the simulation environment, the system model shown in Figure 5.4 was 
simulated. Using the same parameters as in Table 5.2 for both the Mathematica 
and Matlab models, the network was simulated for 1,000,000 random topologies over 
various values for the total number of Nc orthogonal channels. 
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Figure 5.7: Analytical and simulated results for the probability of a link existing on 
any of Nc channels, each with a single interfering cellular user, between a single D2D 
Tx and Rx. 
lated values from Matlab, we can see that for all the different values of Nc, that the 
simulated results agree almost perfectly with the derived probability expressions. We 
would expect this to be true since the multiple channel probability is defined in terms 
of the single channel probability in which the simulated results also agreed with the 
analytical ones derived. We note that the curves for Nc = 1 are the same curves 
plotted in Figure 5.5 now scaled for a different axis. 
We can see that as the number of channels available in the cellular network in-
creases, the probability of a D2D link existing also increases significantly. Intuitively, 
as more resources are added to a system, the capability of supporting more links in 
a given network should also increase. But we must note however, that as each ad-
ditional orthogonal channel is added to the system, an additional CU is also being 
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So more resources are being added, but in terms of the D2D link, those resources 
come with additional interference also. Because the CUs are uniformly distributed 
throughout the entire cell, increasing the number of channels, and thus the corre-
sponding number of CUs, increases the chance of finding a particular channel that 
is being used by a CU located further away from the D2D Rx. Recall that as the 
distance in between the CU and the D2D Rx increases, the amount of interference 
the Rx sees decreases. With decreased interference, the chance of finding a link for 
the D2D users only increases. 
C H A P T E R 6 
Clustered D2D User Distribution 
In this chapter, we still consider the simultaneous existence of a D2D link with a 
cellular link, but now under a different user model. We will continue to model cellular 
users as being uniformly distributed throughout the entire cell. But as mentioned 
above, clustering of mobile users is a realistic event that occurs naturally in many 
environments. As such, we will model the D2D users as being located inside a cluster 
within the cell. With this new user model, we will consider several different scenarios. 
First we will focus on the existence of a D2D link while the effects of interference from 
the cellular link are ignored. We will then consider the existence of the D2D link under 
the effects of the cellular link's interference. In addition, we will consider both single 
channel and multiple channel scenarios. Analytical expressions for each scenario will 
be presented and those expressions will be verified through simulation. 
6.1 Scenario for a D2D Network without Cellular 
Interference 
As in the non-clustered model presented first, we will begin with a simplified model in 
order to develop the techniques and methods that will be used in later more realistic 
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models. We make the same simplification as before where we consider that there is a 
single channel available and the cellular user's use of that channel does not interfere 
with the D2D link. For now, we remove the cellular user from the system model in 
order to focus on the characteristics of the D2D link. 
6.1.1 Analytical Result for Single Channel System 
We assume a cell of radius R with a base station (BS) located at the center of the cell. 
We consider that a single circular D2D user cluster of radius r is uniformly distributed 
inside the cell. We further consider a single D2D transmitter (Tx) and D2D receiver 
(Rx) pair, separated by a distance d, and assume both are in the same cell and are 
uniformly distributed inside the cluster. A sample realization of this model is shown 
in Figure 6.1. In order to guarantee that the Tx and Rx will be located in the same 
cell, we require that the entire area of the cluster also be contained within the cell 
boundary. If we let the distance from the center of the cluster to the BS be A, we 
can write the distribution on A that satisfies this requirement as 
2A 
PA(A)= ,R_r)2 for 0<A<R-r. (6.1) 
In a similar fashion, if the Tx is a distance B away from the center of the cluster, we 
can write the distribution of B as 
2 D 
pB(B) = — for 0<B<r. (6.2) 
As in the non-clustered model, the Tx has a transmission range of dmax = GD, 
for the scaling factor G defined in (5.12), and D, the distance between the Tx and 
the BS. Because the Tx is now located inside a cluster as opposed to the entire cell, 
the range of feasible D values will be limited by particular choices of A and B. As 
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Figure 6.1: System model used to prove the probability of a link existing between 
a single D2D Tx and Rx located inside a randomly placed cluster in the absence of 
interference from a cellular user. 
such, we can express the conditional distribution of D given B and A as 
PD\BAD\B, A) = ^ cos"1 ( D" + ^ ~ ^ j for A-B<D<A + B. (6.3) 
The relevance of this distribution to our model is discussed in Appendix A. 
We are interested in the probability of a D2D link existing between the Tx and 
Rx in the randomly located cluster and we define such an event as LEC. We can 
once again take a geometric approach and express this probability in terms of the 
various distances of the model. Because dmax is defined in terms of D, which in turn 
is dependent on A and B, we will first look at the conditional probability Pr[d < 
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dmax\D, B, A]. Conditioning on D, B, and A, fixes the value of dmax, and defines the 
circular coverage area of the Tx, shown by the shaded region in Figure 6.1. For a 
link to exist, the Rx must be located inside that region. Thus, the probability of the 
link existing is the ratio of all the Rx locations that result in a successful link, the 
Tx's coverage area, to all possible Rx locations, the area of the cluster. This can be 
expressed as 
Pr[d<dmax\D,B,A] = ATx (6.4) 
•^cluster 
Calculating Aduster is straightforward since it is a circle. As we saw in the non-
clustered model, the method to determine ATx depends on the shape of the Tx's 
coverage area. Becuase we require both the Tx and the Rx to be located in the 
cluster, we are only interested in the Tx coverage area that overlaps with the cluster. 
In the non-clustered model, a formula was given to calculate the intersection area, 
AJNT, of two overlapping circles as well as the conditions in which the two circles 
will overlap. Now that dmax is a function of three random variables, the conditions in 
which the two circles will overlap is not as easily expressed. However, as is discussed 
in Appendix A, taking the real part of the result from using the formula for -AJJVT 
gives the correct area for when the two circles do not overlap. When the circles do 
overlap, the resulting area is always real. Thus, we can use the formula for AJNT to 
calculate ATX for both circular and non-circular coverage areas. That area 
ATx = Re[^/jvT] 
= Re d2 cos - l 1 fB
2
 + d2,-r2 
B 2GL + 
+ r2 cos 1 




(B2 ~ d?max + r*y (6.5) 
is a function of the radii of the circles, r and dmax, and the distance B between the 
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two circles. Plugging (6.5) into (6.4) and using the fact that Aduster = T 2 gives 
Pr[d<dmax\D,B,A] = ^ p i . 
irr* 
(6.6) 
Averaging this conditional probability over all choices of D, B, and A, gives 
Pr[LEC] = Pr[<2<dmaa;] 
Re[AINT] 
JAJBJD A JB JD *r< 
PD(D)
 PB(B) pA(A) dDdBdA, (6.7) 
where (6.3), (6.2), and (6.1) are used for the distributions on D, B, and A. As in 
the non-clustered model, the complexity of these distributions prevent a closed form 
expression from being easily obtained and the probability of a D2D link existing in a 
randomly located cluster will have to be approximated using numerical integration. 
6.1.2 Numerical Verification for Single Channel System 
Using Mathematica's numerical integration tools, the analytical expression derived 
in (6.7) was approximated. The approximation can then be verified with simulation. 
Using Matlab as the simulation environment, the system model shown in Figure 6.1 
was simulated. Using the parameters in Table 6.1 for both the Mathematica and 
Matlab models, the network was simulated for 1,000,000 random topologies. 
Table 6.1: Simulation parameters for a single D2D Tx and Rx located inside a ran-
domly placed cluster in the absence of interference from a cellular user. 
Parameter 
Minimum D2D SNR (f3DD) 
Noise (N) 
SINR Margin at BS (K) 
Pathloss Exponent (a) 
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Figure 6.2: Analytical and simulated results for the probability of a link existing 
between a single D2D Tx and Rx located inside a randomly placed cluster in the 
absence of interference from a cellular user. 
In the non-clustered results, we found that the cell radius R had no affect on 
the probability of a D2D link existing. In the cluster model however, we discovered 
that the size of the cluster radius r with respect to the cell radius R does affect the 
resulting probability. We define the cluster to cell ratio as the ratio of their respective 
radii and plot both the analytical and simulated results with respect to a for various 
values of that ratio. Prom Figure 6.2, we can see that the analytical curves do agree 
with those found through simulation. 
Looking at the curves plotted, we see the same trend as in the non-clustered model 
where with increasing a, we see a corresponding increase in the probability that a 
D2D link will exist. The reasoning behind this is the same as before. Pathloss affects 
both the desired transmitted signals as well as the undesired interference signals. As 
mentioned above, D2D mode is more likely for shorter distances. This fact is further 
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exploited in the cluster model since the D2D Tx and Rx are much closer together 
since they are both located in the same cluster. With a smaller d separating the Tx 
and Rx, we see a higher chance that a D2D link will exist. 
Another trend we can notice is that the probability of a D 2D link is increasing with 
a decreasing cluster to cell ration. As the value of this ratio decreases, the relative 
size of the cluster with respect to the cell also decreases. This in turn decreases the 
maximum allowable distance between the D2D Tx and Rx. The same reasoning as 
above about a smaller d then justifies the increase in probability. We note that while 
a cluster to cell ratio of 0.05 seems relatively small, the physical distances that define 
that ratio may be fairly significant. If we consider as an example a cell radius of 
R = 2 km. With a cluster to cell ratio of 0.05, the corresponding cluster radius is 
r = 100 m. Recall that the D2D Tx and Rx are randomly located inside the cluster. 
With that cluster radius, the distance between the Tx and Rx could be as large as 
200 m. That distance is enough to span between multiple buildings or even a few 
small city blocks. 
6.2 Scenario for a D2D Network with Cellular In-
terference 
In this scenario, we remove the assumption that there is no interference seen by the 
D2D link. That assumption was made to simplify the analysis, but in order to capture 
the true effects of two links coexisting together, both sources of interference need to 
be considered. We look at that case now. 
6.2.1 Analytical Result for Single Channel System 
We consider a more realistic model shown in Figure 6.3, which now includes a cellular 
user (CU) in addition to the Tx and Rx. As in the non-clustered model, the CU is 
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uniformly distributed throughout the cell and is independent of the location of the 
Tx and Rx, and as such we can describe the distance between the CU and the BS, C 
with the same distribution as in (5.13). If the distance from the CU to the center of 
Figure 6.3: System model used to prove the probability of a link existing between a 
single D2D Tx and Rx located inside a randomly placed cluster in the presence of 
interference from a single cellular user. 
the cluster is 6, we can write the distribution of b as 
Pb(b) = { 
2b_ if 0 < 6 < r 
b(26 - sin(20)) 6(20 - sin(20)) V





where 6 and <j> axe defined as 
6 = cos - l 
b2 + r2 - 2Rr 





 + 2Rr 
2bR (6.9) 
As in the non-clustered model, we let the distance between the CU and the Rx be 
c. Because the RX is now located inside a cluster as opposed to the entire cell, the 
range of feasible c values will be limited by a particular choice of b. As such we can 
express the conditional distribution of c given b as 
2c 




for b — r < c <b + r. (6.10) 
As before, we are interested in the probability of a D2D link existing between the 
Tx and Rx. We can still describe the event LEC in terms of the distances satisfying 
d < dmax. Recall that dmaa: = GD and due to the interference from the CU, G is 
defined in (5.15) from the non-clustered model. Thus for this model, we have dmax as 
a function of C and c which in turn is dependent on 6, in addition to the dependencies 
on J9, B, and A, that we devloped in the previous section. The combined effects of 
these numerous distances gives a conditional probability of 
Pr[d<dmax\D,B,A,c,b,C} = Re[AINT] 
7rrz 
(6.11) 
formulated in a manner similar to (6.6) in the previous section. This conditional 
probability needs to be averaged over all possible realizations for each of the distances 
to find the probability of a D2D link existing. We note that averaging (6.11) over D, 
B, and A, 
Pr[d < dmax\c,b,C] = f f f Re[AlNT] pD(D) pB(B) pA(A) dDdBdA, (6.12) 
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is identical to the result obtained in (6.7) evaluated at the G value defined in (5.15) 
for this model. All that remains then is to average over c, 6, and C, giving us 
Pr[LEC] .= Pr[d<dmax] 
= f [ [Pr[d < dmax\c, b, C] pc(c) pb(b) pc(C) dcdbdC, (6.13) 
JC Jb Jc 
which is the probability of a D2D link existing, in a randomly located cluster, and in 
the presence of interference from a CU. As in the previous sections, this result will 
be approximated using numerical integration, and will be shown in the next section. 
As we did in the non-clustered model, we can look at the expected dmax for a given 
D2D users in the cellular network. We know that dmax = GD as in the non-clustered 
model, but now D is a function of the random distances A and B. Thus, we can write 
E[dmax] = E[GD] 
= f f E[GD\A, B) pB(B) pA(A) dBdA, (6.14) 
J A JB 
where all realizations of A and B are averaged over. But we also know that G is a 
function of C and c, which in turn is a function of b. Thus we can write the conditional 
expectation of (6.14) as 
E[GD\A,B] = [ [ f [ GDpD(D) Pc(c) pb(b) Pc(C) dDdcdbdC, (6.15) 
JcJbJcJD 
where the standard definition for the expected value of a function of D is used and 
all realizations of C, b, and c are averaged over. The final expression of (6.15) must 
be approximated using numerical integration and the result will be shown in the next 
section. 
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6.2.2 Numerical Verification for Single Channel System 
The probability expression in (6.13) was approximated using Mathematica. That 
result was then verified with a Matlab simulation. Using the network parameters in 
Table 6.2 for both the Mathematica and Matlab models, the system model shown in 
Figure 6.3 was simulated for 1,000,000 random topologies. 
Table 6.2: Simulation parameters for a single D2D Tx and Rx located inside a ran-
domly placed cluster in the presence of interference from a cellular user. 
Parameter 
Minimum BS SINR (fiBS) 
Minimum D2D SNR {(5DD) 
Noise (N) 
SINR Margin at BS (K) 
Pathloss Exponent (a) 








As before, we plot both the analytical values and simulated values with respect 
to a for various values of the cluster to cell ratio, shown in Figure 6.4. Once again, 
we see that both sets of curves agree with each other. As we saw in the non-clustered 
model, by considering the interference of the cellular link on the D2D fink, the chance 
of a D2D link decreases. We do note however, that despite the interference from the 
cellular link, a D2D link will exist with much higher probability than the equivalent 
interference scenario for the non-clustered probability where the range of probabilities 
fell between 2-10%. Even for the largest cluster to cell ratio considered, 0.30, for all 
values of a, the probability of a D2D link existing is 10% or larger. Using the example 
cell radius of R = 2 km from the last section, a cluster to cell ratio of 0.30 gives a 
cluster radius of r = 600m. Those values correspond to a D2D Tx and Rx potentially 
being up to 1.2 km away from each other. 
In Figure 6.5, we plot both the numerically integrated values of (6.15) as well 
as the simulated values for E[dmax\. First we note that simulated values agree with 
55 
0.05 
* = o.io 
= 0.20 
5 = °-3 0 
Figure 6.4: Analytical and simulated results for the probability of a link existing 
between a single D2D Tx and Rx located inside a randomly placed cluster in the 
presence of interference from a cellular user. 
the analytical ones obtained. We can see that the range of the expected dmax is 
roughly between 150-650m for the specific cluster to cell ratio considered. These 
are substantial distances and we can interpret this result as D2D being suitable for 
communication over larger areas such as across several buildings or over a few city 
blocks. In addition, we note that the E[dmax] increases as the cluster to cell ratio 
decreases. A smaller cluster to cell ratio corresponds to a smaller cluster radius. 
Because all feasible locations of the cluster are averaged, a smaller cluster means that 
on average, there are more locations in which the Tx is further away from the BS. 
And we have already established above that the further away the Tx is from the BS, 
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Figure 6.5: Analytical and simulated results for the Eldmax] of a D2D user distributed 
uniformly inside a randomly placed cluster. 
6.2.3 Analytical Result for Multiple Channel System 
The previous result is based on the assumption that only a single channel is available 
in the cellular network. As in the non-clustered model, we will now consider a more 
realistic cellular network where there is more than one channel available for both the 
CUs and D2D users to communicate over. For this multiple channel case, we refer to 
the single channel model presented in Figure 6.3 modified with the assumption that 
there are now Nc orthogonal channels available in the cellular network. 
The necessary steps to derive the multiple channel case for the cluster model are 
identical to those used to derive (5.23) in the multiple channel case for the non-
clustered model. As such, we can write 
Pr[LEC on any Channel] = 1 - (1 - Pr[LEC on a Single Channel]] , (6.16) 
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which is the probability that a D2D link exists in a randomly located cluster on any 
of Nc orthogonal channels. Because a closed form expression could not be obtained 
for Pr [LEC on a Single Channel] and thus had to be verified with numerical integra-
tion, the analytical expression in (6.16) will also have to be verified with numerical 
integration. 
6.2.4 Numerical Verification for Multiple Channel System 
As for the single channel system, the analytical expression was approximated with 
Mathematical numerical integration tools, and that result was verified with a Matlab 
simulation. Using the network parameters in Table 6.3, the system model in Figure 6.3 
was simulated for 1,000,000 random topologies. Because we are interested in the 
effects of the multiple channels, we choose a specific cluster to cell ratio and plot both 
curves over various values for Nc-
Table 6.3: Simulation parameters for a single D2D Tx and Rx located inside a ran-
domly placed cluster in the presence of interference from Nc cellular users each ac-
tively using one of Nc orthogonal channels. 
Parameter 
Minimum BS SINR (pBS) 
Minimum D2D SNR ((3DD) 
Noise (N) 
SINR Margin at BS (K) 
Pathloss Exponent (a) 








Because the multiple channel probability is a function of the single channel prob-
ability in which the analytical and simulated curves match, we would expect and 
indeed see in Figure 6.6, that the current analytical and simulated curves also match. 
Likewise, we expect that as more resources are added to the system, that the proba-
bility of a D2D link would increase. However, if we recall for the non-clustered model, 
when there were 30 channels in the system, the probability of a D2D link fell in the 
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Figure 6.6: Analytical and simulated results for the probability of a link existing on 
any of iVc channels, each with a single interfering cellular user, between a single D2D 
Tx and Rx located inside a randomly placed cluster. 
range of 40-99%. If we look at the curves, we note that it takes a significantly less 
number of channels to achieve the same high probability. 
CHAPTER 7 
Multihop D2D 
As in the two previous chapters, we are interested in the simultaneous existence of a 
D2D link with a cellular link. In this chapter however, we now consider the case where 
D2D users can establish a multihop link if a single hop link is unavailable. Because 
the performance of D2D mode is constrained by the amount of allowed interference at 
the BS, the most common reason in which a single hop link is unavailable is that the 
Tx does not have sufficient transmit power to reach the Rx. By allowing multihop 
routes however, the Tx may now be able to overcome the distance to the Rx by using 
several hops. This intuitively should increase the probability of a D2D link existing. 
This performance gain does come at a cost however. Any type of ad-hoc multihop 
protocol requires resources in both time and frequency to discover users in the net-
work. In addition, multihop communication uses a greater number of transmissions 
to send the same amount of information and thus, the interference management at 
the BS is more challenging. 
In this chapter, we will discuss in more detail the challenges that are present in 
a multihop D2D mode. We implement a modified version of the Dynamic Source 
Routing protocol as our solution to the multihop routing problem. We will give de-
tails of this existing protocol and the modifications we have made to it. We will 
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then conclude the chapter with various simulation results of the multihop D2D mode. 
As a comparison to the single hop results presented previously, we will look at the 
probability of a multihop D2D link existing. In addition, we will look at the normal-
ized power consumption and the average number of hops in a route in order to get a 
better perspective on the performance of multihop D2D. We also look at the average 
physical distance per hop in order to gain insight on what kind of environments this 
scheme could be beneficial. 
We will limit our discussions to the clustered D2D user model. As we saw in the 
previous chapters, D2D mode was more beneficial for clustered users, and as such, 
we will continue to focus on that model as we now consider multihop. The main 
concepts are the same in both user models, and any conclusion made in one model 
could easily be shifted to the other model. 
7.1 Simulation Model 
For the multihop scenario, we consider the same general cellular network that was 
presented for the single hop scenario. However, we make some modifications in order 
to more realistically model the cellular network. Specifically, we consider the first 
tier of interfering cells around the center cell of interest. In those surrounding cells, 
we consider that there are the same Nc orthogonal channels as in the center cell. 
Likewise, there is one CU per each of those channels. The reason we consider these 
surrounding cells is to better model the real world interference effects of a system. 
Because frequency resources are reused from cell to cell, D2D users realistically receive 
both intercellular as well as intracellular interference. 
We do not consider there to be any D2D users in the surrounding cells however. 
Admittedly, D2D users use of the channels in surrounding cells will also cause inter-
ference to D2D users in the center cell. We do know that the level of that interference 
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is already low enough to not disrupt an active cellular link in the same cell and thus 
the level of interference in neighboring cells is considered negligible. Furthermore, if 
D2D users were located in the first tier of surrounding cells, then an additional tier 
of interfering cells would need to be considered to realistically model the interference 
seen by these additional D2D users. The size of the model keeps growing until even-
tually there is a group of D2D users who do not see interference from other D2D 
users. For these reasons, we justify the placement of users in this modified model. 
One further modification we make is in the location of the cluster. In the single 
hop analysis, we considered a randomly placed cluster inside the cell. This was 
accomplished by considering the distance from the center of the cell to the center of 
the cluster to be random, and then averaging over all possible realizations of that 
value. For the multihop scenario, we no longer consider that distance to be random. 
As discussed numerous times, D2D mode depends heavily on the various distances of 
the network. We have also mentioned that multihop should improve the performance 
of D2D mode with the ability to span larger distances by using more than one hop. 
By considering a fixed value for the distance between the cluster and cell centers, we 
are able to better determine if there are gains in using multihop or if gains are only 
a result of the distance between the two centers. 
7.2 Simulation Results 
In this section, we present the simulation results for the multihop D2D mode that 
is being considered. We keep the same values for the various SINR thresholds and 
the SINR margin that were used for simulations for the single hop scenario. Also 
as before, various values of the pathloss exponent and cluster radius are simulated. 
Likewise, we consider three different values for the distance in between the cell and 
cluster centers, the distance A. The various values are shown in Table 7.1. For 
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organizational purposes, we break up the simulation results in terms of the three 
cluster radius values. 
Table 7.1: Simulation Parameters for Multihop D2D Mode with a Single D2D Tx 
and Rx located inside a Cluster 
Parameter 
Minimum BS SINR (/3BS) 
Minimum D2D SNR ((3DD) 
Noise (N) 
SINR Margin at BS (K) 
Pathloss Exponent (a) 
Cell Radius (R) 
Cluster Radius (r) 





3 d B 
[2.5,4] 
2km 
300m, 400m, 500m 
0m, 666m, 1333m 
7.2.1 Results for a Cluster Radius of 300m 
We first consider the case where the distance in between the cell and cluster centers 
is zero. This situation is equivalent to a D2D user cluster being centered at the 
base station. We know that the success of D2D mode depends on a minimal level 
of interference seen by the base station. By constraining the D2D user's locations 
so close to the base station, it might be expected that this D2D mode cannot work. 
However, as can be seen in Figure 7.1a, there is a nonzero probability that a D2D 
link can exist for all values of idle D2D users. We specifically note that the case of 
zero idle users results in a direct link between the D2D Tx and Rx. 
We see the same trend as in the single hop scenario, where with increasing a we see 
an increase in performance. However, the amount of increase is only marginal. We see 
an additional marginal increase in performance as the number of idle users increases. 
We would expect this result becuase with more users distributed in the cluster, the 
likelihood that there is a suitable relay between the Tx and Rx also increases. 
We then look at the normalized power consumption in Figure 7.1b. Recall that 
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Figure 7.1: 300m cluster radius with the center of the cluster located at the same 
coordinates as the base station. 
the power consumption is normalized with respect to the power that would have 
been used to utilize the base station and it is also weighted by the probability that a 
link exists. Thus, based on the low probabilities found in the first plot, we see only 
marginal savings in power consumption. 
In Figure 7.1c, we look at the average number of hops for the multihop D2D links 
that were found. We note that since there is a nonzero probability that a direct link 
exists for all values of a, we see that there is a corresponding minimum of one hop for 
all values of a. We can observe that for the range of idle users considered, the average 
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number of hops found is less than three. One might expect the average number of 
hops to be larger since users are located so close to the base station. We know that the 
D2D user's transmit power is dependent on their distance from the base station. The 
closer they are, the less transmit power they have, and thus the shorter the distance 
they can transmit over. With shorter transmission distances, it might be expected 
that there would be a large number of short hops to span the distance between the 
D2D Tx and Rx. However, that is not the case as seen from the results. 
The discussion is further substantiated by looking at the average physical distance 
of each hop shown in Figure 7. Id. We can see that for the range of a considered, each 
hop spans about fifty to eighty meters. This distance might seem relatively small 
compared to the cell radius or the cluster radius, but compared to a real physical 
environment, that distance could span several buildings or a few small city blocks. 
It is interesting to note that the average distance per hop appears to be independent 
of the number of idle users willing to form a multihop route. We can interpret this 
result as the multihop D2D mode is not limited by the number of potential relays but 
rather by the interference constraints imposed by the cellular network. 
We next consider the case where the center of the cluster is located one third of the 
distance from the base station to the edge of the cell. However, note that due to the 
cluster radius, a portion of the cluster is still located fairly close to the base station. 
We can see in Figure 7.2a that there is a significant increase in the probability of a 
multihop D2D link existing from the previous case considered. We further note that 
with a sufficient number of idle users, the probability can be arbitrarily close to one. 
Looking at the normalized power consumption in Figure 7.2b, we can see once 
again a significant improvement compared to the first case considered. We can see 
that for a values of three and greater that power consumption is about half that of 
what would have been needed to use the base station. Furthermore, with sufficient 
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Figure 7.2: 300m cluster radius with the center of the cluster located 666m from the 
base station. 
have been used. 
When we look at the average number of hops in Figure 7.2c, we can see that 
the relative positions of each of the curves have changed compared to the last case. 
Specifically, we see that as a increases, the average number of hops decreases. For 
most metrics, the lower the number of hops, the better performance. It has been a 
continuing trend in this work that with increasing a, we see better performance. And 
we continue to see that trend here. We do note however, that in the previous case, 
when the cluster center was located at the base station, we saw that as a increased, 
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the average number of hops increased. We recall the explanation given in the single 
hop analysis of why performance improves with increasing a. With larger a, the 
D2D signal seen as interference by the base station is decaying in the same manner 
in which the received D2D signal is decaying. When the base station is far away, 
the interference level is low compared to the level of the received D2D signal at the 
Rx. However, when the base station, the Tx, and the Rx are all located close to each 
other, as in the previous case, we can not take advantage of the large distance the 
interference must travel across. As a final note, we mention that the average number 
of hops is still about three or less, and closer to two for a values of three or greater. 
We finally look at the average physical distance per hop in Figure 7.2d. We see the 
same trend as in the previous case where the average distance is independent of the 
number of idle users. However, we do note that the range of distances is now between 
100-200m, while previously the distances were between fifty and eighty meters. This 
result should be intuitive. As the D2D Tx moves further away from the base station, 
the greater the transmit power it can use, and thus the greater the distance it can 
transmit over. 
The final case that we consider is where the center of the cluster is located two 
thirds of the distance from the base station to the edge of the cell. We see significant 
increases in gains from all four metrics considered. The probability that a multihop 
D2D link exists is arbitrarily close to one for all values of a with only a handful of idle 
users, as seen in Figure 7.3a. We particularly note that there is a high probability 
that the direct link between the D2D Tx and Rx exists, the case when there are zero 
idle users. In Figure 7.3b, we see the normalized power consumption is one tenth that 
which would have been used with only a handful of idle users. In Figure 7.3c, we see 
that the average number of hops is also low, typically much less than two, and more 
often closer to one. We can interpret this result that even though we are considering 
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Figure 7.3: 300m cluster radius with the center of the cluster located 1333m from 
the base station. 
the direct link is still the most found route. We finally look at the average physical 
distance per hop in Figure 7.3d. We can see that the range of distances is in between 
200-270m on average. It can be analytically proved that with a cluster radius of 
300m, the average distance between two random points in a circle is about 271m. 
Thus we can see that the average distance per hop is starting to converge on the true 
average distance between any two random D2D users in the cluster. As a final note, 
we mention that the center of the cluster could be located even further away from 
the base station, and we would see even better results then those in Figure 7.3. 
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7.2.2 Results for a Cluster Radius of 400m 
S .9 
1 = 2.5 
1 = 3.0 
1 = 3.5 
i = 4.0 
0 3 6 9 12 15 18 21 24 27 30 
Number of Idle D2D Users 
(a) Probability of a Route. 
• a = 2.5 
• a = 3.0 
* a = 3.5 
• a = 4.0 
3 6 9 12 15 18 21 24 27 30 
Number of Idle D2D Users 




a = 2.5 
a = 3.0 
a = 3.5 
o = 4.0 
0 3 6 9 12 15 18 21 24 27 30 
Number of Idle D2D Users 














a = 2.5 
a = 3.0 
Q = 3.5 
a = 4.0 
0 3 6 9 12 15 18 21 24 27 30 
Number of Idle D2D Users 
(d) Average Distance Per Hop. 
Figure 7.4: 400m cluster radius with the center of the cluster located at the same 
coordinates as the base station. 
The entire simulation set was repeated again with a cluster radius of 400m. We 
note that all conclusions made for each of the three cell to cluster center distances 
considered for the cluster radius of 300m are the same conclusions for this section. 
Thus we will not step through each series of plots in as much detail. However, we 
can draw some additional conclusions about the effects of the cluster radius. 
As we saw in the single hop analysis, as the cluster radius increased, the probability 
of a D2D link decreased. This was due to the fact that the potential distance between 
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the D2D Tx and Rx was increasing also, thus increasing the difficulty to span that 
distance. If we compare the probability of a multihop D2D link existing in Figure 7.4a 
to the same set of curves in the last section for a cluster radius of 300m, we will see 
that the 400m case has a slightly higher probability. We can explain this with some 
simple reasoning. We know that it is more likely to find a D2D link further away 
from the base station. We saw that concept in the last section. And we know that 
until now, as the cluster radius increased, the likelihood of a D2D link decreased. 
However, with the center of the cluster located at the base station, if the two D2D 
users who wish to communicate with each other are located on opposite sides of the 
base station, they will be forced to find a route around the base station. The larger 
the cluster radius, the larger the physical area in which the D2D users can try to 
find a route around the base station. Thus for the unique situation in which the 
base station is also located inside the cluster, we see that a larger cluster radius does 
slightly improve performance. 
If we look at the normalized power consumption in Figure 7.4b and once again 
compare it to the same set of curves in the last section for a cluster radius of 300m, we 
will see a slight improvement in the power consumption. This result is expected since 
the normalized power consumption is weighted by the probability of a link existing. 
Since the probability increased, we expect to see a corresponding decrease in the 
power consumption. When we look at the average number of hops in Figure 7.4c 
and the average physical distance per hop in Figure 7.4d, we see that both metrics 
have increased compared to the cluster radius of 300m. Once again this is expected. 
As the size of the cluster increases, the potential distance between the D2D Tx and 
Rx also increases, thus increasing the number of hops used as well as the physical 
distance per hop. 
When we we look at the other two cases where the center of the cluster is located 
666m and 1333m from the base station, Figure 7.5 and Figure 7.6, we see the same 
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trends as we saw for the single hop analysis. With the increase in cluster radius, we 
see a slight loss in three of the four metrics compared to the same base station to 
cluster center distance for the 300m cluster radius simulations. Specifically we see 
a decrease in the probability of a multihop D2D link, an increase in the normalized 
power consumption, and an increase in the average number of hops. We of course 
see an increase in the average physical distance per hop since the physical area is 
increasing, however such a change is not considered a loss since the channel quality 
is not changing. 
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Figure 7.6: 400m cluster radius with the center of the cluster located 1333m from 
the base station. 
7.2.3 Results for a Cluster Radius of 500m 
The simulation was repeated one final time with a cluster radius of 500m. We were 
able to verify that when the center of the cluster is located at the base station, the 
probability that a multihop D2D link exists increases slightly, shown in Figure 7.7a. 
Likewise, the normalized power consumption, shown in Figure 7.7b, decreases, but 
only marginally. However, as the center of the cluster is moved away from the base 
station, we see in Figure 7.8 and Figure 7.9 the same trends that were established 
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Figure 7.7: 500m cluster radius with the center of the cluster located at the same 
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Figure 7.8: 500m cluster radius with the center of the cluster located 666m from the 
base station. 
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Figure 7.9: 500m cluster radius with the center of the cluster located 1333m from 
the base station. 
CHAPTER 8 
Conclusions 
We have examined the problem of spectrum sharing in cellular networks. We have 
proposed a Device to Device (D2D) scheme where the licensed frequency spectrum of 
the cellular network is simultaneously used by an unlicensed ad-hoc network overlaid 
with the cellular network. We approached the problem from the perspective of a 
protocol outlining the actual methods that would be used to implement a D2D mode 
in an existing cellular network. We then provided various analytical results and then 
verified those results through simulation. Finally, we extended the capabilities of our 
proposed D2D mode and provided simulation results showing the achieved gains. In 
the following sections, we summarize our contributions and outline extensions that 
could be made in future works. 
8.1 Summary of Results 
In chapter 4, the method in which a D2D protocol would operate is presented. D2D 
users go through a series of steps to calculate the amount of pathloss between them-
selves and the base station during the downlink. Using this information, they can 
choose an appropriate transmit power so not to cause too much interference at the 
base station during the uplink. By knowing their allowable transmit powers, D2D 
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users use the Dynamic Source Routing (DSR) protocol to find and establish a route 
of one or more hops to send information to their intended destination. Modifications 
were made to the standard DSR protocol to help reduce the added interference from 
the discovery stage. D2D users determine the pathloss of each respective link of the 
discovered network. Using that value, they can determine if the backwards link will 
be available. If the backwards link is unavailable, then D2D users do not continuing 
forwarding discovery packets. 
In chapter 5, a uniform cell-wide distribution of D2D users was assumed. The first 
result obtained showed the closed form expression for the probability of a single D2D 
link existing while the effects of interference from the cellular network were ignored. 
It was found that a D2D link could exist with about 12-19% chance. The interference 
from the cellular network was then considered and we saw that the probability fell 
to about 2-10%. The lower probability was the resulting cost of considering a more 
realistic probability. To further describe the D2D performance, the average trans-
mission distance that a given D2D user can expect to transmit over was found to be 
quite significant, in the range of 200-700m, depending on the pathloss exponent of 
the system. Our next result was that the likelihood a link was available increased 
exponentially with the number of channels available. For a network with more than 
thirty channels, we saw that a D2D link can exist with probabilities much higher then 
60-70%. 
In chapter 6, the same analysis was done for a different user topology. D2D users 
were distributed uniformly inside a randomly placed cluster. Various cluster radii of 
a few hundred meters were considered. Our first result was once again the case where 
interference from the cellular network was ignored. It was found that a D2D link can 
exist with very high probabilities, much higher then 80% for a cluster radius of 200m 
or smaller. We then saw the expected decreases in probability by reintroducing the 
interference back into the model. However, the clustering of the D2D users helped 
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to counter the effects of the interference and saw significantly higher probabilities 
than the interference model with the non-clustered users. As before, the expected 
transmission distance was found to be on the order of a few hundred meters. A 
multiple channel system was once again considered, but for the clustered model, it 
took much fewer channels to achieve probabilities greater than 90%. Specifically, with 
ten or more channels, the likelihood of a D2D link existing could be arbitrarily close 
to one. 
In chapter 7, simulation results of the performance of a multihop D2D mode were 
presented. The location of the cluster was fixed in order to separate the gains seen 
from using multihop as opposed to those achieved through exploiting user's locations. 
Various cluster radii as well as cluster location were considered. Our first result was 
the probability of a multihop D2D link existing. We saw that a multihop D2D link 
will exist with much higher probability than the direct link. The resulting probability 
is a function of the number of idle users in the network willing to serve as relays. 
Furthermore, it was shown that as the location of the cluster moved away from the 
BS, a link's likelihood of existence increased. Even in the worst case where the cluster 
is located at the BS, a link can still exist for about 10-20% of the time. The next 
result was the normalized power consumption of a multihop D2D link. We saw that 
power consumption also improved with distance away from the BS, and that power 
levels of 50% and less could be regularly achieved. The last two results provide insight 
into what kind of environment the D2D mode would be suitable for. The average 
number of hops as well as the average physical distance per hop were looked at. We 
saw that the average number of hops was in the range of one to three hops, and more 
often closer to one hop. Furthermore, we saw that the range of distances per each 
hop was on the order of a few hundred meters, depending on the cluster radius. 
In summary, we proposed an opportunistic device to device scheme in which mobile 
users can communicate directly with each other using the same frequency resources 
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that are actively in use in a cellular network. We provided an analytical foundation 
proving that such a scheme can work and was able to quantify how likely its existence 
is. Furthermore, we were able to analytically show over what kind of distance we could 
expect this scheme to operate. A simulation model was tested to further evaluate the 
performance of the device to device scheme when it was able to find and utilize not 
just direct links, but multihop links as well. Several metrics were given to describe 
various aspects of the performance. 
8.2 Future Work 
The goal of this work is to show that a secondary D2D network can coexist on the 
same set of freqeuncy resources as a primary network without causing the primary 
network to fall below its required operating point. Such a scheme is opportunitic in 
nature and thus D2D links are not always guranteed. The probability of a D2D link's 
existence will be determined by the conditions and the parameters of the network. 
Exactly how much that probability is has been one of the focuses of this work. And it 
is that probability that determines the feasibility of this D2D scheme and determines 
the merit of any future work on this topic. If a D2D link is found to exist with 
only a small probability, further analysis of such a scheme may not be warranted. 
However, if D2D links can exist with some high probability, analyzing this scheme 
under different metrics would be justified. 
The end goal of an implemented D2D scheme would be for several D2D links 
existing simultaneously with multiple cellular links. However as a natural starting 
point, we considered the likelihood of a single D2D link coexisting among several 
cellular links on orthogonal channels. Clearly if a single D2D link can only exist with 
some small probability, then multiple D2D links can do no better than a single link 
and thus will also only exist with some small probability. Likewise, if a single D2D 
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link exists with high probability, then maybe multiple D2D links can also exist with 
some high probability. 
These concepts are what shaped the approach that we took in this work. We rec-
ognize that by only considering a single D2D link, this scheme may not be achieving 
its fullest potential. However, the results observed from the single D2D link case are 
significant enough to make further analysis of this scheme worthwhile. We saw that 
under many conditions, a single D2D link can coexist with a cellular link with high 
probability. By considering more D2D links, we will see additional interference in 
the network as D2D links may start to interere with each other. We can conjecture 
that due to this increased interference, the probability of multiple D2D links existing 
simultaneously with cellular links would be lower then the probability of a single link. 
Exactly how much lower would be the question to asnwer. If the difference in prob-
abilities is only marginal, because a single D2D link can exist with high probability, 
multiple D2D links could also exist with a lesser but still high probability. 
Considering these comments, it is clear to see that a natural extension of this 
work would be to analyze a system with multiple D2D links. The scope of the 
problem would remain the same. However, the mannner in which the D2D mode 
operates would have to be modified. For the single D2D link case, each D2D user 
determines the channel conditions between themselves and the base station. Using 
this information, they are able to set their own transmit power to a level that does 
not cause to much interference at the base station. The level they select assumes that 
they are the only non-licensed user using that particular band. If multiple D2D users 
are using the same frequency channel, the effect of their combined transmit powers 
will cause too much interference at the base station. The solution to this problem 
requires an additional layer of coordination between the D2D users themselves, or 
some coordination between D2D users and the base station. Determining which 
approach to take would be one of the critical steps in considering multiple D2D links. 
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Whether a single D2D link or multiple D2D links are being considered, analysis 
under a different metric is needed. It is necessary to first know if a D2D link can exist. 
But a natural next question is how good is that link? We have started to answer that 
question by looking at the number of hops per link and over what distances does a 
link span. The small number of hops found per link are suggestive that a throughput 
analysis would yield beneficial gains. The analysis would allow us to give a further 
quantitative description of the D2D mode. 
Additionally, we could look at the spectral efficiency of these two overlaid net-
works. It is clear that an increased number of users on a given frequency band will 
increase the overall efficiency of the resource. But how much of an increase is the 
key factor. A substantial increase in spectral efficiency would suggest that further 
work should be done for methods in opportunistically accessing a given frequency 
resources. 
This work has considered several points of view to the same problem in an effort to 
provide a well rounded understanding of the problem. In doing so, several extensions 
could be made in terms of developing the protocol, analysis, or simulation of the D2D 
mode. Specifically, we could address the following questions. 
• How would the performance of a D2D scheme change given a more complex 
channel model that includes fading or shadowing? 
• Would it be better to consider a different user model for the two classes of users? 
For example, the case could be considered that a larger pathloss exponent could 
be used for D2D links to represent a multipath environment. Likewise, a smaller 
pathloss exponent would be used for the D2D link with the BS base station since 
there is a stronger line of sight component. 
• What additional metrics could be used to describe the D2D mode? 
• How can we analytically describe the multihop D2D problem? 
APPENDIX A 
Geometric Proofs 
In this appendix, we derive a number of formulas used in the calculation of the 
probability of a D2D link existing simultaneously with a cellular link. The steps in 
these proofs are purely geometrical and offer relatively little intuition into the cellular 
network aspect of the problem. As such the proofs of these formulas are presented 
here rather than in the main text. 
In addition to proving several expressions, we present several probability distribu-
tion functions that have been derived elsewhere and we comment on their relavance 
to our particular problem. 
A.l Geometric Results used in the Cell-Wide D2D 
User Model 
Claim A . l . l . Consider a circle of radius R. Let D be the distance from the center 
of the circle to a random point uniformly distributed over the area of the circle. The 
distance D has the density 
2D 
pD(D) = — for 0<D<R. (A.1) 
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Proof of Claim A. 1.1. Consider a circle C\ of radius R. By considering uniformly 
distributed points in the circle, any value of D E [0, R] defines another circle, C2, 
contained completely within C\. Let d represent a particular realization of D. We 
know we can write the CDF of D as 
PD{D) = Pr[d < D]. (A.2) 
We can use geometry to easily find this probability. The event d < D describes all 
the points contained within circle C2 of radius D. Thus the probability of the event 
is the ratio of all the points satisfying the event d< D, the area of C2, to all possible 
points, the area of Ci, that is 
Pr[d<D] = ^ . (A.3) 
We then can use the laws of probability to find the density of D by taking the 
derivative of the CDF of D, that is 
PD(D) = -^PD(D) 
- £ 
This is the exact form that we are looking for and thus completes the proof. 
• 
Claim A. 1.2. Let two circles, C\ and Ci, with respective radii R and GD for G > 0 
and GD < R, be separated by a distance D for 0 < D < R. The entire area of C2 
will be contained within C\ when 
0<D<
 r ^ , (A.5) 
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and conversely, a portion of the area of Ci will not be contained within C\ when 
R 
l + G <D<R. 
(A.6) 
Proof of Claim A. 1.2. The proof of this claim is straightforward. Consider the sce-
nario shown in Figure A.l. We can describe the point on circle C2 that is furthest 
Figure A.l: Two circles of radii R and GD, separated by a distance D. 
away from the center of C\ by the offset distance D plus the radius GD. The entire 
area of Ci will be contained within C\ as long as this point is located on or within 
the boundary of C\, that is as long as 
R>D + GD. (A.7) 
Solving for D and combining that with the given domain of D gives 
0 < D< R l + G' (A.8) 
which is the first half of our proof. 
A portion of the area of C2 will fall outside C\ when the point furthest away from 
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the center of C\ is located outside the boundary of C\, that is when 
R<D + GD. (A.9) 
Solving for D and combining that with the given domain of D gives 
R 
1 + G 
<D<R, (A.10) 
which completes the proof. 
• 
Claim A.1.3. Let two circles with radii R and dmax, be separated by a distance 
d. If the boundaries of the two circles intersect each other, then the area of their 
intersection region, ATNT, is given by: 
LINT <£,_ cos * 
+ R2 cos -1 
Ud* + dlax-R^ 
a \ ^amax j 
i (d2 - <&* + R2 
d\ 2R 
+ 
-d^R2--^2{d*-dilax + R?y (A.H) 
Proof of Claim A. 1.3. For the proof of this claim, we begin by deriving the area 
formula for a lens-shaped region, illustrated in Figure A.2 by the shaded region. This 
shaded region is defined by the boundaries of a circular arc of length s and a chord of 
length c, in which the chord forms a central angle 6 < IT. Let r be the radius of the 
circle, x the height of the arced portion, and h the hieght of the triangular portion. 
The lens-shaped region and the triangular region combined make up a circular sector. 
The length of the chord can be written as 
c = 2vV2 - h2. (A. 12) 
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Figure A.2: Lens-shaped region denned by the boundaries of a circular arc of length 
s and a chord of length c. 
From trigonometry, we know that the angle 6 can be expressed as 
9 = 2 cos -ifh (A. 13) 
The area A of the shaded lens-shaped region can be written as 
-<i — •^•serf.nr **••< sector -"-triangle- (A.14) 
It is well known that 
•"•sector — O^" 
w = U 
(A.15) 
(A.16) 
Plugging (A.15) and (A.16) into (A.14) gives 
A = -r29 - -ch. 
2 2 (A. 17) 
Plugging (A. 12) and (A. 13) into (A. 17) expresses the area of the lens-shaped region 
as a function of the radius of the circle and the hieght of the triangular region. We 
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will use this result later in the proof. 
A(r, h) = r^cos"1 (-} - hVr2 - h?. (A.18) 
For the second part of the proof, consider two circles of radii dmax and R, centered 
at (d, 0) and (0,0) respetively. They intersect in an asymmetric lens-shaped region 
of area AJNT, displayed in Figure A.3. The equations for the two circles are 
Figure A.3: Two circles d apart from each other and the asymmetric lens-shaped 
region of their intersection. 
R2 = x2+y2 
dmax = (x-d)2 + y2. 
(A.19) 
(A.20) 
Combining (A.19) and (A.20) gives 
d2max = {x- df + (R2 - x2) (A-21) 
Multiplying through and rearranging terms results in 
x
2
 - 2dx + d2-x2 = d2max - R2 (A.22) 
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Solving for x gives 
x = 
d2 + dmax - R2 
2d (A.23) 
which is the x coordinate where the two circles intersect with each other. To find the 
area of the intersection region, use the formula derived in (A. 18) twice, once for each 
half of the asymmetric lens-shaped region. Note that the heights of the two triangular 
regions are 
Hi = x=cP_+d2max-R2 





combining (A.24), (A.25), and (A. 18) gives 
UNT = A{R, Hi) + A(dmax, H2) 
d"max COS 
Ud2 + dlax-R^ 
+ R2 cos - l 
l(d2-dlax + R2 
d\ 2R 
+ 
ddR2-^(d2-dlax + R*)z, (A.26) 
which completes the proof. 
• 
We note that the previous result was derived under the assumption that the 
boundaries of the two circles intersect each other forming an asymmetric lens-shaped 
region. An interesting result can be obtained if we look at the scenario in which the 
boundaries of the two circles do not intersect each other. Under this scenario, there 
are two situations that can arise: the case where the two circles are disjoint, and 
the case where one circle is circumscribed by the other. Inspection of the arguments 
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for the two inverse cosines and the square root will show that for the two cases just 
described, the resulting intersection area is complex using the formula just derived. 
The presence of the imaginary component in the answer is a direct result from the 
fact that the formula was derived assuming some intersection of the boundaries of 
the circles. 
We know the domain of cos-1(:r) is x 6 (—1,1). For x > 1, the real part of cos-1(a:) 
is defined to be zero. Likewise when x < — 1, the real part of cos -1 (a:) is defined to 
be 7r. Further inspection of the of the inverse cosine terms in the intersection area 
formula will show that when the two circles are disjoint, the arguments evaluate to 
values greater than the domain of the function. Thus the real part of the inverse 
cosine terms, and likewise the real part of the intersection area, is found to be zero. 
We know this result to be correct as two disjoint circles have no intersection area. 
When one circle is circumscribed by the other, inspection will show that the 
arguemnt of the inverse cosine term corresponding to the bigger of the two circles 
evaluates to values greater than the domain of the fucntion, and thus the real part is 
zero. However, the argument of the inverse cosine term corresponding to the smaller 
of the two circles evaluates to values less than the domain of the function. Thus 
the real part of the inverse cosine is found to be TT. The inverse cosine term is then 
multiplied by the square of the radius which gives the area of the smaller circle. It is 
clear that for the case where one circle is circumscribed by a larger circle, they will 
have an intersection area equal to the area of the smaller circle. We can thus consider 
these two cases joined with the previously derived result to establish the following. 
Corollary A.1.4. Let two circles with radii R and dmax, be separated by a distance 
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d. The area of their intersection region, ATWT, is given by: 
IINT = "'max C O S 5? 
+ R2 cos -1 
lfd2 + d2mM-R2 
d ^&max 




dxiR?-—2{d?-dmax + R?y (A.27) 
Fact A.1.5. The distance c between two independent random points (uniformly dis-
tributed over the area) inside a circle of radius R has the density 
Pe(c) 4c 
TTR2 (COS_1 [2^] " I&V4R2 ~ °2) f°r ° ~ C - 2K (A-28) 
The density of c can be found in and again in [48]. This density describes exactly 
the random distance between the uniformly distributed Rx and CU modeled in our 
cellular model. 
A.2 Geometric Results used in the Clustered D2D 
User Model 
Fact A.2.1. Let P be a fixed point outside a circle of radius B and Q a random 
point inside the circle (uniformly distributed over the area of the circle). Let D be the 
distance between P and Q. Let A be the distance from the center of the circle to P. If 
both B and D are also random variables, we can write the conditional density of D 
given B and A as 
PD]BAD\B,A) = — c o s -
 2DA (A.29) 
for A - B < D < A + B. 
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The density of D can be found in [48]. Let the fixed point outside the circle, the 
point P, be the BS in our cellular model. Likewise, let the random point inside the 
circle, the point Q, be the randomly located Tx in our model. We know that the 
density of A determines the location of the randomly located cluster. We further 
know that the density of B determines the location of the randomly located Tx. The 
above density assumes that both B and A are constants, so by conditioning on those 
values, the density correctly describes the distance D. 
We note that PD\B,A{D\B, A) is proven under the assumption that the fixed point 
P, our BS, is located outside of the circle, our cluster. However, in our cellular model, 
the scenario can occur in which both the BS and the Tx are located inside of the 
cluster. When this occurs, the argument of the inverse cosine evaluates to values 
outside the domain of that function and the resulting inverse cosine is complex. The 
concept of a complex density may seem incorrect, but the imagianry component is 
present only account of the way the various distances are assumed to exist. Due to 
the way that the inverse cosine is defined outside of its domain, the real component 
of the density correctly describes the effects of the distance D. Thus we can make 
the following claim. 
Corollary A.2.2. Let P be a point at a fixed distance from the center of a circle of 
radius B and Q a random point inside the circle (uniformly distributed over the area 
of the circle). Let D be the distance between P and Q. Let A be the distance from the 
center of the circle to P. If both B and D are also random variables, we can write the 
conditional density of D given B and A as 
PD\B,A{D\B,A) = U 
2D i(D2 + A2-B2 
cos ' (A.30) 
L7TB2 \ 2DA 
forA-B<D<A + B. 
Fact A.2.3. Consider two concentric circles of radii R and R — r, and two random 
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points distributed independently with one point uniformly in one circle and the other 
uniformly in the other circle. Let the distance between the points be b and its density 
pb(b). Then 
§ if 0<b<r 
Pb{b) = { b(26 - sin(2fl)) | 6(20-sin(y) ^ r < ft < M _ r (A.31) 
TTR2 
0 elsewhere, 
ir(R - r)2 
where 9 and 4> are defined as 
0 = cos -1 
b2 + r2 - 2Rr 





 + 2Rr 
2bR 
The density of b can be found in [48]. Let the point distributed in the circle of 
radius R be the CU of our cellular model. Let the point distributed in the circle of 
radius R — r be the center of the cluster. Based on that, the density of b correctly 
describes the distance in our cellular model. 
APPENDIX B 
SINR Calculations 
In this appendix, we derive the scale factor G that defines the maximum distance that 
can exist between two D2D users. We consider the two scenarios in which the cellular 
user's interference is both ignored and accounted for. We keep the same asumptions 
about the D2D mode as made in the main text. Specifically, we note that D2D mode 
occurs only during the uplink frame and occurs simulatensouly with cellular mode. 
Thus the D2D transmitter is trying to send information to the D2D receiver at the 
same time that the celluar user is sending information to the base station. 
B. 1 Derivation of G Value for a D2D Network With-
out Interference from the Cellular Network 
Consider a cellular network with a base station (BS), a cellular user (CU), a D2D 
transmitter (Tx), and a D2D receiver (Rx). Let the distance between the BS and 
the CU be C, the distance between the Tx and Rx be d, and the distance between 
the BS and Tx be D. Becuase the interference from the cellular link is ignored in 
this scenario, a minimum SNR threshold of PDD must be met for a D2D link to exist. 
Likewise, for a cellular link to exist, a minimum SINR threshold of @BS is required. 
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Consider that there exists a margin, K, in the SINR at the BS to compensate for 
noise and interference events of the network. Based on these assumptions, we make 
the following claim. 
Claim B . l . l . The maximum distance allowed between the D2D Tx and D2D Rx, 




K - l " 
PDD 
Proof of Claim B.l.l. We know that for a cellular link to exist, a minimum SINR 
threshold, (3BS, must be satisfied at the BS. If we take the SINR at the BS, and 
rearrange terms, we can bound the allowable interference in the system as 
SINRBS > PBS 
I + N 
PTCVC-" 
> PBS 




-N > I. (B.l) 
To maintain the required SINR of PBS m the presence of interference, power 
control must be used between the BS and the CU. The K margin in the SINR at the 
BS determines the amount of power control and as a result, the CU will increase its 
transmit power in order to increase the corresponding received power of the desired 
signal at the BS. We can observe this affect by looking at the SNR of the link between 
the CU and the BS, 
S N R B S > *PBS 
PTCUC~a a 
— i v — - KfJBS 
PTCU > KCaNflBS, (B.2) 
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where after rearranging terms gives a lower bound on the transmit power of the CU 
adjusted for the margin K. If we let the transmit power of the CU be the minimum 
allowed and plug that value into (B.l), we get 
KCaNpBSC-a N > 
PBS 
(K-1)N > I, (B.3) 
which is a simplified bound on the allowed interference. 
Based on the channel model, the interference at the BS is from the D2D Tx's use 
of the channel, which is its transmit power, PTDD, affected by pathloss determined by 
the distance D and the pathloss exponent a. Substituting those values for I in (B.3) 
and rearranging terms gives a bound on PTDD as 
( K - I ) J V > PTDDD-a 
{K-l)NDa > PTDD. (B.4) 
For a link to exist from the D2D Tx to the D2D Rx, the SNR at the Rx must 
satisfy the required threshold. Rearranging terms gives a bound on the distance 














H A„NJ ~ ~ <a5> 
If we take PTDD to be the maximum allowed in (B.4) and after plugging that into 
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Taking the upper bound on d from (B.6), we can define 
JL. 
X
 D > d (B.6) 
- sr-4 « = h - D, (B.7) 
which is the maximum distance that can exist between the Tx and Rx for a D2D link 
to satisfy the required threshold. We then let 
G 
K - r 1 
PDD 
which is the exact form we are looking for, and thus completes the proof. 
(B.8) 
• 
B.2 Derivation of G Value for a D2D Network Wi th 
Interference from the Cellular Network 
We now extend the previous scenario such that the D2D link now accounts for the 
interfernce from the cellular link. In doing so, we note that the minimum SNR 
threshold, PDD, used previously, is now a SINR threshold. Likewise, we must now 
also consider the distance between the CU and the Rx, and we let that distance be 
c. Based on these assumptions, we make the following claim. 
Claim B.2.1. The maximum distance allowed between the D2D Tx and D2D Rx, 
accounting for the effects of interfernce from the cellular link, can be written as dmax = 
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GD where 
( < * ( « - ! ) 
Proof of Claim B.2.1. We know that for a cellular link to exist, a minimum SINR 
threshold, PBS-, must be satisfied at the BS. If we take the SINR at the BS, and 
rearrange terms, we can bound the allowable interference in the system as 
S I N R B S > PBS 
> PBS 
PrcuC-a 
I + N 




-N > I. (B.9) 
To maintain the required SINR of PBS in the presence of interference, power 
control must be used between the BS and the CU. The K margin in the SINR at the 
BS determines the amount of power control and as a result, the CU will increase its 
transmit power in order to increase the corresponding received power of the desired 
signal at the BS. We can observe this affect by looking at the SNR of the link between 
the CU and the BS, 
SNRBS > KpBS 
— i v — - pBS 
PTcu > KCaNpBS, (B.10) 
where after rearranging terms gives a lower bound on the transmit power of the CU 
adjusted for the margin K. If we let the transmit power of the CU be the minimum 
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allowed and plug that value into (B.9), we get 
KC"N/3BSC-a 
PBS 
(K-1)N > I, (B.ll) 
which is a simplified bound on the allowed interference. 
Based on the channel model, the interference at the BS is from the D2D Tx's use 
of the channel, which is its transmit power, PTDD, affected by pathloss determined 
by the distance D and the pathloss exponent a. Substituting those values for / in 
(B.ll) and rearranging terms gives a bound on PTDD as 
(K-1)N > PTDDD-a 
(K-l)NDa > PTDD. (B.12) 
For a link to exist from the D2D Tx to the D2D Rx, the SINR at the Rx must 
satisfy the required threshold. Rearranging terms gives a bound on the distance 
between the Tx and the Rx as 
S I N R M , > (3DD 
PrDDd~a R 
PDD(I + N) -
PTDD 
PDD(I + N) > d. (B.13) 
Based on the channel model, the interference at the D2D Rx is from the CU's use 
of the channel, which is its transmit power, Pr c u , affected by pathloss determined by 
c, the distance between the CU and the Rx. Substituting those values for / in (B.13) 
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gives 
PTDD >d. (B.14) 
If we take the transmit power of the CU be the minimum allowed in (B.10) and the 
transmit power of the D2D Tx be the maximum allowed in (B.12), and after plugging 
those values into (B.14), we get 
(K-1)ND> , > d 
PDD(KCaNpBSc-<* + N) 
Ca(K - 1) 
PDDWBSC" + C») 
D > d, (B.15) 
which is a bound on d in terms of the network paremeters and the three random 
distances c, C, and D. Taking the upper bound on d from (B.15), we can define 
i 
< U = ( f l u«K nl\r«,) D> (R16) 
which is the maximum distance that can exist between the Tx and Rx for a D2D link 
to satisfy the required threshold. We then let 
°
 =
 \fiDD{XsC* + *)) ' (B-1?) 
which is the exact form we are looking for, and thus completes the proof. • 
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