Introduction
Nano-manufacturing is receiving significant attention in industry and research institutions due to the ever-growing interest in nanotechnology. Nano-structures are usually manufactured via two-step processes that generate a pattern ͑e.g., electron-beam lithography͒ and then develop the pattern ͑e.g., etching͒. Recently, our group hypothesized that single-step or direct-write nano-scale machining might be achieved by coupling nano-probe field emission with radiation transfer ͓1͔. A laser may be used to heat a workpiece within a microscopic region that encloses an even smaller nanoscopic region subjected to a focused electron beam. The electron-beam supplies marginal heat sufficient to remove a minute volume of material by evaporation or sublimation. Experimentally investigating this hypothesis requires an estimate of the power needed in the electron-beam. In this paper, a detailed numerical study is conducted to study electron-beam processing; the governing equations are outlined and a solution scheme is discussed. Finally, a series of representative results are presented for the case of a gold film on a quartz substrate.
Traditional electron-beam processing ͓2͔ employs electrons from an electron-gun that emits many electrons and projects them onto a solid workpiece. The key feature of this method is the use of electrons with large kinetic energies. These electrons penetrate into the lattices of the target solid and transfer significant energy to the workpiece via inelastic collisions. This penetration and energy transfer induces ''melting'' and ''evaporating,'' to manufacture the desired patterns.
The interaction between energetic electrons and solid materials is very complex. Since accelerated electrons are extremely small, they easily penetrate the lattice of atoms in a solid workpiece. When energetic electrons strike and interact with a solid material, they are scattered in various directions. An elastic scattering refers to the re-direction of a propagating electron while an inelastic scattering re-directs the electron and attenuates its energy. Electron scattering within the workpiece affects the penetration depth, which depends upon the initial energy of the electrons.
Due to the complicated interactions between propagating electrons and the solid material, obtaining a realistic analytical solution is difficult. In this work, a Monte Carlo Method ͑MCM͒ is used to statistically simulate the electron-beam transport; a large number of electron ensembles penetrating the workpiece surface are traced according to the material properties of the workpiece ͓3͔. The change in the temperature of the workpiece is modeled using the Fourier heat conduction equation. Reasons for employing this equation are discussed later in the paper. Further consideration of using the Boltzmann transport equation ͑BTE͒ in place of Fourier's law is being considered and developed to determine the validity of the law in micro and/or nano systems ͓4͔.
The interactions between electrons and solid materials have been investigated in the literature both theoretically and experimentally ͓5-7͔. Particularly, Whiddington's work ͓7͔ is important as it relates the electron penetration range R p (m) with the electron acceleration voltage V ͑Volt͒ and the mass density of the metal ͑kg/m 3 ͒, which is given as
Here, R p is the depth that the penetrating electrons reach as they are incident on the target surface, indicating that most of the energy from the propagating electrons is absorbed within this range. However, this expression is incorrect at low applied voltages ͑Ͻ20 kV͒ since the curve fit was done at a much higher voltage range. In order to properly predict the penetration depth at low voltages, a more rigorous approach is needed, and for that reason we used the MCM to simulate the electron-beam transport.
With high acceleration voltages much of the energy is absorbed below the surface of the workpiece; a 30-kV electron-beam penetrates about 1 m into a gold surface. As a result, the highest temperature would occur below the surface because energy is absorbed throughout the penetration range. For more modest acceleration voltages, the profile of absorbed energy is concentrated near the surface; a 4-kV electron-beam penetrates only 60 nm ͑as predicted by the MCM͒, but this limits the total energy that can be delivered via the electron-beam. For this reason, nano-machining may require threshold heating in conjunction with an electronbeam of modest acceleration voltage. current͒ to elevate local workpiece temperatures near the melting, evaporation, or sublimation temperatures. It should be realized that the concepts of ''melting'', ''evaporating'', and ''sublimation'' at nano-scales are loosely used here, and they require further investigation, particularly in conjunction with detailed experiments. The models and predictions developed in this work will subsequently serve as experimental guidelines for finding suitable nano-probes for nano-machining.
Schematic of the problem is depicted in Fig. 1 . We consider two possible scenarios. The first uses only the electron-beam as the source of heating, which is illustrated in Fig. 1͑a͒ . In the second one we consider auxiliary heating using a laser at the interface between the workpiece and the substrate, in addition to the electron-beam heating ͑see Fig. 1͑b͒͒ . For our current investigations, the type of the electron source used in the simulations is irrelevant as long as it can emit sufficient electrons without failing. In simplifying our current investigation, it is assumed that there are no electron sources or drains imposed on the workpiece. Such additional applied voltages across the workpiece would alter the propagation of penetrating electrons from the electron-beam and may also cause non-uniform joule heating within the workpiece. These details will be included in future models as joule heating can serve as a means of assisting the nano-machining process by providing additional heat beside the electron-beam and laser.
In this study, we choose a thin gold film as the solid target ͑or workpiece͒, which is deposited on a 10-m semitransparent substrate ͑quartz͒. Both the workpiece and the substrate are assumed to have a radial dimension of 10 m. The thickness of gold film is considered to be either 200 nm or 500 nm. Although the actual thickness of the substrate in the experiments would possibly be a few hundred microns thick, it would not affect our final results since the 10-m quartz is ''infinitely thick'' with respect to heat waves ͑not to mention a 100-m quartz͒. We assume that quartz does not absorb any radiant energy ͑i.e., it is transparent to the laser͒. A single electron source is considered to emit electrons, with predetermined initial kinetic energies, directly onto the top surface of the workpiece. A laser with a wavelength of 355 nm is chosen to heat the workpiece from the bottom of the substrate. The laser wavelength is selected to minimize reflection of the incident radiation, as gold reflects radiation significantly at wavelengths beyond 355 nm. Although the workpiece and the laser are specified in the calculations, the numerical approach presented in this work is general and can be extended to other materials or laser wavelengths.
The origin of the coordinate frame is set at the point where electron bombardment occurs. A cylindrical coordinate system is used for the computations since both the electron-beam and the laser impinge normally on the workpiece and the solution will be axisymmetric along the z-direction. The choice of distances between the electron-beam, the laser, and the workpiece are not so critical at this stage of simulations since they only affect the incident profiles of the electrons and photons at the boundaries; these parameters can easily be modified in later studies. Our current interest focuses on the material removal using a single probe; therefore, only a single electron-beam is used for the machining process. Machining paradigms based on multiple beams are under consideration ͓8͔, and these will be discussed in a future work.
In vacuum, the only two possible heat transfer mechanisms are radiation and conduction. The emission of radiation from the workpiece at high temperatures is inevitable and needs to be considered. However, radiation heat transfer at nano-scale levels requires intense studies and investigations, and the radiative properties ͑i.e., emissivity and absorptivity͒ at nano-scales and temperatures beyond melting are not readily available for gold. In addition, emission of radiation depends greatly on surface areas ͑which are extremely small in this problem͒; therefore, they may not have any impact in the energy balance at all. For these reasons emission is omitted in this study. Hence, we assume that the top of the workpiece, the bottom of the transparent substrate and side walls are considered insulated, and the problem of this sort is naturally unsteady since there are no heat losses. In terms of the computational domain, the overall geometry is a dual layer of cylinders. If the computed temperatures near the side wall of the cylinder are equal to the room temperature, then the solution is physically equivalent to a plane-parallel workpiece with infinite side walls at room temperature. In addition, we assume that the medium is homogeneous and free of defects and cracks. Such an assumption simplifies the heat transfer analysis, as electron and photon scatterings become extremely complicated when there are impurities in the medium.
Computational Grid
The computational grid, depicted in Fig. 2 , is expressed in cylindrical coordinates with the grid index m corresponding to the radial direction r, and the grid index n corresponding to the axial direction z. The MC simulations for the electron-beam transport are performed in the uniform grid, which is the domain given by (rϫz)ϭ(R 1 ϫL 1 ) and spans from mϭ0 to N R1 Ϫ1 and nϭ0 to N L1 Ϫ1. Since the boundary conditions are defined far away from the incident electron-beam and laser, the use of a uniform grid within the entire computational domain for the conduction problem would be impractical. To overcome this, we increase the grid spacing as we move away from the origin. Generally, the radial distribution of the laser would be larger than that of the electronbeam; therefore, the uniform grid is extended from (R 1 ϫL 1 ) to ((R 1 ϩR 2 )ϫ(L 1 ϩL 2 )) when the conduction is modeled. The ex-tended uniform grid is then connected to the nonuniform grid with stretching factors in both r and z-direction. The grid is set up so that the thickness of the workpiece is described as L 1 ϩL 2 ͑i.e., nϭ0 to N L1 ϩN L2 Ϫ1) while the thickness of the substrate is denoted L 3 ͑i.e., nϭN L1 ϩN L2 to N L1 ϩN L2 ϩN L3 Ϫ1). The number of grid points required for the calculations, i.e., N R1 , N R2 , N R3 , N L1 , N L2 , and N L3 can be determined easily using the R's, the L's, and the ratios of the two adjacent grid spacing ͑particu-larly, the latter over the former͒ for the r and z-directions.
Monte Carlo Method for the Electron-Beam Transport
The distribution of energy deposited in a workpiece due to electron bombardment can be determined using a Monte Carlo Method ͑MCM͒. For the case of electrons penetrating a workpiece, a MCM simulates the propagation of electrons inside a workpiece based on cumulative probability distribution functions ͑CPDFs͒. The MCM treats an electron-beam as discrete electrons, where all the electrons have equal energy. Each electron undergoes a series of elastic and inelastic scatterings inside the workpiece. The histories of many propagating electrons form the resultant profile of absorbed energy.
MCM is used extensively for the solution of the Radiative Transfer Equation ͑RTE͒. However, the propagations of photons follow different scattering and absorption probability distributions than electrons ͓3,9͔. The scattering characteristics of electrons in a solid target based on MCMs are well outlined in the literature ͓3,10-12͔, which we adopt here.
The MCM simulation starts by initializing data such as the number of ensembles, the location of emission, the initial launching direction, etc. An ensemble represents a bundle of quantum particles ͑i.e., electrons or photons͒. Each ensemble is launched, one after the complete propagation of another, assuming that interferences between ensembles do not exist. The distance of interaction, which is the distance the ensemble can propagate before interacting with the medium, is drawn according to the material properties of the medium. The ensemble is then moved from its current position to the next, covering the distance of interaction with its initial direction of emission. If it exits the medium, then it will either contribute to the reflection or transmission. Otherwise, its weight or energy is altered accordingly and a new propagating direction is determined. The above procedures are then repeated with drawing another distance of interaction.
In order to carry out a MC simulation, we need to obtain the CPDFs of the scattering direction and the penetration distance, replace them with random numbers ranging from 0 to 1, and then invert the expressions to get the direction and distance as a function of random numbers ͓9͔. The CPDF of electron scattering direction is derived according to the scattering cross section, which is a measure of the scattering intensity. There is a simple and explicit expression derived from the screened Rutherford elastic scattering cross section for determining the scattering angle ⌰ as a function of a random number Ran ⌰ , the atomic number Z of the solid, and the electron energy E, which is given as ͓13͔
where ␣ϭ3.4ϫ10
However, Eq. ͑2͒ incorrectly represents the scattering phenomena at low electron energies of a few kiloelectronvolts ͑keV͒ ͓10͔. Therefore, the Mott elastic scattering cross section is better suited for this application. The derivation of the Mott cross-section can be found in ͓14͔, which will not be repeated here. Once the Mott differential elastic scattering cross-section ͑i.e., d el /d⍀) is obtained, the total elastic scattering cross section el,total is evaluated as
The CPDF of the scattering cross section is obtained using el,total and assuming azimuthal symmetry ͑i.e., d el /d⍀ is not a function of ͒ where
Unfortunately, this equation cannot be inverted analytically to obtain ⌰. Hence, as discussed in ͓3͔, a table containing the CPDFs as a function of ⌰ for gold is desired. When a random number is generated, it is compared with the CPDFs and the corresponding ⌰ is selected from the table using a linear interpolation. Since azimuthal symmetry is assumed, the azimuthal angle is given as
The CPDF of an electron penetrating a distance S without being scattered is given as ͓10͔
where
is the elastic mean free path of the penetrating electrons, which depends on the atomic number Z, the atomic weight A, the density of the solid target, and the electron energy E. Replacing the CPDF by a random number Ran S , the interaction distance is determined as
To account for the attenuation of the electron energy, the stopping power ͑i.e., dE/dS), which describes the amount of energy attenuated per unit distance, is needed. The most common expression for the stopping power is the modified Bethe relationship, which is given as ͓10͔
where J is the mean ionization potential. The Bethe stopping power is typically valid until Eϭ50 eV, which is about a few percent of the initial energy of each electron accelerated by a few keV. The use of this relation in determining the amount of energy loss for electrons within the workpiece yields small error ͑a few percent͒ in the predicted absorption profile, which is acceptable. In this work, however, we use the experimental stopping power obtained by Luo et al. ͓15͔ as given in ͓16͔, where the data points are given for electron energies as low as 3 eV. The energy absorbed from the electron-beam is modeled as internal heat generation when solving the heat conduction problem. The results of the MC simulations are the energy absorbed from the electron-beam at elements within the grid. The energy is adapted into a normalized energy density ⌿ m,n by dividing the absorbed energy by the volume of the element and the total energy of incident electron ensembles, and it is mathematically expressed as
where m,n is the total kinetic energy of electrons deposited at the (m,n) element, N en is the total number of electron ensembles used ͑i.e., for the statistical MC simulation, not the actual number of electrons incident on the solid target͒, E 0 is the initial energy of the electrons, and the quantity 2r m ⌬r m ⌬z n is the volume of the (m,n) element. The internal heat generation at a given element (m,n), q m,n elec , is then computed with the following expression
where Ė is the input power of the electron-beam.
Laser Heating
A collimated laser is considered for additional heating of the workpiece within a specified radius R laser ͑see Fig. 3͒ . We assume that the substrate is transparent to the incident laser beam ͑i.e., no absorption within the substrate͒ while the metal layer is absorbing. Since the absorption cross-section in a metal is much larger than the scattering cross-section, the laser heating is analyzed in one dimension along the direction of incidence.
The Fresnel reflections at the mismatched interfaces ͑i.e., different indices of refraction͒ where the laser is incident need to be considered. For the normal incident case, the fraction of the incident radiant energy reflected, R i→t , as the laser propagates from medium i to t, is given as ͓17͔
where ñ i and ñ t are the complex indices of refraction of the incident and the transmitted media, respectively. In the simulations, the initial heat flux q 0 Љ of the laser beam propagating through the substrate is prescribed ͑see Fig. 3͒ . As the laser first hits the quartz-gold interface, a fraction of the heat flux, R s→w (ϭ0.75) is reflected while the remainder transmits through the interface. When the laser propagates within the gold film its energy decreases exponentially with respect to the distance traveled due to absorption. Therefore, the radiant heat flux as a function of depth in the z-direction within the radial area of incidence is given as
where is the absorption coefficient of the workpiece. The absorption coefficient is determined using the imaginary refractive index of the workpiece, n I,w , according to the expression ͓18͔
where o is the wavelength of the laser in vacuum. Normally, the incident photons are strongly absorbed within the first few tens of nanometers in a metal. For a o ϭ355 nm laser, of gold ͑i.e., n I,w ϭ1.848 ͓19͔͒ is about 0.0654 nm Ϫ1 so that 95 percent of the penetrating photons are absorbed within 46 nm into the gold film. The thickness of the film considered in this work is sufficiently large that the penetrating photons would never reach the other surface of the workpiece. Hence, there is no need in considering the interference effect between incoming photons from one end and the reflected ones ͑if there is any͒ from the other.
To determine the amount of radiant energy per unit volume absorbed by a computational element in the workpiece within a radius of R laser , the radiant heat flux is divided by the ⌬z n and it is expressed as
for mϭ0,1, . . . ,N Rlaser Ϫ1 and N Rlaser is the radial index at R laser .
Heat Conduction
In general, heat conduction refers to the transport of energy by electrons and phonons. Electrons are the dominant energy carriers in metals while phonons are solely responsible for heat transport in insulators. In semiconductors, both electrons and phonons are equally important. Phonons exist in all materials, and they serve as the main source of electron scattering in metals although their heat capacities are much smaller than those of electrons. In our problem, electrons originated from the electron-beam and photons from the laser penetrate the target workpiece. Therefore, significant amount of energy and momentum are transferred to electrons inside the workpiece causing these electrons to become ''hot'' while phonons remain ''cold.'' Then through scatterings between these propagating electrons and phonons, the incident energies are distributed ͑or, conducted͒ within the workpiece. Both electrons and phonons eventually reach thermal equilibrium.
The mean free path and the mean free time of the energy carriers are important in the heat transport analysis ͓20͔. The mean free path of an energy carrier is the average distance that the carrier travels without involving any collision with other carriers; the mean free time of an energy carrier is the average time that the carrier is ''free'' ͑i.e., the time required to penetrate a distance equivalent to the mean free path͒. If the size of the physical domain far exceeds the mean free path and the time scale is much larger than the mean free time, then macroscopic models, such as Fourier's law, are used to solve the heat transport phenomena. If the physical length scales are at the same order of magnitude as the mean free path or the observation time is comparable to the mean free time, then special attention should be paid to the propagation of individual energy carriers, especially the collisions and scatterings between carriers ͓21͔.
Mean free paths of electrons in materials are usually less than a few nanometers, and speeds of electrons are on the order of 10 6 m/s; both depend on the energies of the electrons ͓22͔. This leads to mean free times for electrons on the order of femtoseconds. Unlike electrons, mean free paths of phonons span from nanometers to micrometers depending on the temperature, and their mean free times range from picoseconds to nanoseconds since phonons travel at about the speed of sound ͑i.e., 10 3 to 10 4 m/s) ͓23͔. In this work, the thicknesses of the gold film and the quartz substrate are 200 or 500 nm and 10 m, respectively. For the metal where electrons are of concern, the thickness considered far exceeds the electron mean free paths; therefore, the transport behavior is spatially diffusivelike. In addition, we are interested in machining within nano-second intervals, which is at a time-scale much larger than mean free times of the electrons; hence, the ballistic behavior of electrons is not important. As a result, the electronic thermal conduction should be macroscopic within the gold film. Unfortunately, mean free paths for phonons can be comparable to the thickness of the workpiece depending on the temperature, producing questionable results if the macroscopic approach is employed. In the context of this work, the temperature range ͑i.e., 300 K-3129 K͒ involved is vast, and mean free paths of phonons at the higher temperatures can easily be as small as a few nanometers or even less, meaning that the phonon transport is likely to be diffusive.
Of the concerns regarding heat conduction at nano-scales, especially those for phonons, more detailed theoretical approaches and experiments are required to clarify and prove the validity of various approaches, which is beyond the scope of this work. Since temperatures in this application are undoubtedly high so that both the electron transport and the phonon transport could be diffusive, and since electrons play the major role in heat transport within metals ͑although electrons and phonons can exist at different temperatures͒, we assume the Fourier law is acceptable for the heat conduction. Consideration of other models for more accurate electron-phonon transport will be carried out in future works.
The derivation of the energy balance for each element within the workpiece and the substrate is not shown here since the procedures are fairly standard and well-known ͓24͔ except that the heat generation term at each element (m,n) in the computational domain will include the sum of both the deposition of electron energy and the absorption of radiant energy. q m,n ϭq m,n elec ϩq m,n rad .
Solving the System of Equations and Accounting for ''Melting'' and ''Evaporation''. After discretizing the entire computational domain, the differenced equations for all the nodal points are collected to form a system of linear equations. It is given in matrix representation as
where B is a (N R ϫN L )ϫ(N R ϫN L ) matrix, T is the temperature field, and D is known from the discretizations, which contains temperatures at the previous time step and heat generation terms at various nodes. We solve Eq. ͑18͒ for T using the point successive overrelaxation ͑SOR͒ numerical scheme ͓25͔. In order to properly account for ''melting'' and ''evaporation'' the latent heats of fusion and evaporation need to be included in the solution scheme. In solving the system of equations, the point SOR solves the nodal temperature one after another, which can be conveniently modified to account for ''melting'' and ''evaporation.'' In our current solution scheme, the code detects any nodal temperatures beyond the ''melting'' or ''evaporation'' temperature at any given time step. If there are any nodal temperatures computed at a given time step beyond the specified temperatures, the code re-solves the system of equations with those nodal temperatures fixed at either one of the temperatures, accordingly. With the newly solved temperature field, the energy balance is performed at each node to determine the heat generation term q gen . Each calculated q gen is the energy required to maintain that particular nodal temperature at the ''melting'' or ''evaporation'' temperature. Note that at this particular time step, energies are still supplied by electrons from the electron-beam to those nodes. A fraction ͑i.e., the calculated q gen ) of the supplied energy is then used for sustaining the specified temperature while the rest of it is stored at the corresponding node to overcome the latent heat of fusion, followed by the latent heat of evaporation.
Once a node has enough latent heat, its temperature is allowed to increase at the next time step. The stored heat never exactly equals the specified latent heats of fusion and evaporation because the increment time interval and hence the energy supplied are fixed. Therefore, when an element overcomes the latent heat at a given time step, the excess energy from the electron-beam is added to the same element at the next time step, preventing unrealistic energy destruction.
Results and Discussions
Computational Parameters. In principle, material properties such as the thermal conductivity, the specific heats, etc. are temperature-dependent, especially in this application where the variation of temperatures across the workpiece is large. Also, they may change depending on air pressure. Unfortunately, these properties at temperatures beyond melting and at various air pressures are not readily available either theoretically or experimentally. Therefore, we use constant material properties at the ambient condition. In this work, gold is the selected workpiece, which has density ( w ) of 19,300 kg/m 3 , specific heat (C w ) of 129 J/kg-K, and conductivity (k w ) of 317 W/m-K at the room temperature. The melting temperature of gold is given as 1336 K while its evaporation temperature is 3129 K ͓24͔. The complex index of refraction of gold at the wavelength of 355 nm is given as 1.74-il.848 ͓19͔. Its atomic number ͑Z͒ and the atomic weight ͑A͒ are 79 and 196.97 g/mol, respectively; the corresponding mean ionization potential ͑J͒ is 0.790 keV ͓10͔. For the transparent substrate we select quartz, which has s ϭ2,650 kg/m 3 , C s ϭ765.85 J/kg-K, and k s ϭ1.77 W/m-K ͓24͔. A typical value of 1.5 is assumed for the index of refraction of quartz ͓18͔.
The incident profile of the electron-beam is a Gaussian distribution with a 1/e 2 radius of R electron ͓26͔. In this work, two beam profiles are assumed; one of which is with R electron ϭ50 nm, and the second is twice the former ͑i.e., R electron ϭ100 nm). The initial energies of electrons originating from the electron-beam are considered to be either 4 or 6 keV. All the temperature distributions are determined after about one nano-second ͑ns͒ of machining process.
Selection of the Computational Time Steps, Grid Spacings, and Tolerances for SOR.
If very fine grid spacing were adapted in the simulations, a significant amount of computational time would be needed for both the Monte Carlo and the conduction heat transfer simulations to converge. Since the computational domains for both models need to be overlapped, a finer grid on the MC simulation would lead to an over-refined grid for the conduction problem.
The computational grid requirements are determined after a number of preliminary numerical experiments. It is found that an effective grid scheme uses ⌬rϭ1.25 nm and ⌬zϭ1.25 nm with 10 percent increases in the r and 5 percent increases in the z-grid spacings starting from mϭN R1 ϩN R2 and nϭN L1 ϩN L2 , respectively ͑see Fig. 2͒ . The size of the uniform grid is taken to be either (rϫz)ϭ(400 nmϫ200 nm) or ͑400 nmϫ500 nm͒ when the thickness of gold film considered is 200 nm or 500 nm, accordingly. These values keep the computational time reasonable while maintaining acceptable resolutions for the MC predictions. A change of temperature on the order of 1 K is observed when halving the grid spacings while holding other computational variables constant. Decreasing the grid stretching effect also inflicts a temperature change of order 1 K. The ⌬t's in the various simulated cases are chosen in such a way that accurate ͑i.e., within O͑1 K͒͒ temperature distributions are obtained. In addition, the convergent tolerance for the SOR scheme is chosen to be 10 Ϫ6 , guaranteeing a convergence of the temperature distribution to within O͑1 K͒. As a result, we expect an overall uncertainty on the order of 1 K for the temperature field in all our calculations.
Normalized Energy Density Deposited Due to Electron
Beam. Figure 4 depicts the electron energy deposited within gold as determined by the MCM for two selected beam profiles ͑i.e., R electron ϭ50 nm and 100 nm͒ and two initial kinetic energies of electrons ͑i.e., E 0 ϭ4 keV and 6 keV͒. Each of the sub-figures depicts the average result of five separate MC runs and the number of statistical ensembles was about 10ϫ10 6 for each run to ensure smooth spatial distributions. One important observation is that by decreasing the incident E 0 , the peak amount of electron energy deposited per unit volume within the workpiece increases although the penetration depth decreases ͑see ͑a͒ and ͑c͒ in Fig.  4͒ . This might seem rather confusing since one might expect electrons with higher initial energy to deposit more energy per unit volume within the workpiece. Although more energy is deposited within the workpiece, it is distributed over a wider space since electrons penetrate deeper into the workpiece with higher initial energy.
Similarly, when the incident electron-beam profile is wide, the incident electrons are more dispersed compared to the case where the incident beam profile concentrates at the point of incidence. Subsequently, this causes the dispersion of the electron energy absorbed within the metal over a wider range; therefore, we observe that the energy deposited per unit volume within gold in Fig.  4͑a͒ is less than that in Fig. 4͑b͒ near the axis of the incident beam.
Temperature Distribution Due to Electron Beam. Using the normalized energy densities obtained from the MC simulations, the temperature distributions were determined with the Fourier law. We are interested in the material removal during a period of about one nano-second; therefore, the conduction code runs until the element at the origin evaporates ͑i.e., latent heat of evaporation is overcome and TϾT evap ϭ3129 K). The temperature distribution due to the electron energy deposited within gold for the case where R beam ϭ100 nm and E 0 ϭ4 keV ͑see Fig. 4͑a͒͒ is illustrated in Fig. 5͑a͒ . The evaporated region is portrayed in white color. The time required for evaporation to occur is found to be at about tϭ0.9 ns for an electron-beam power of 0.5 W. The required current or the number of electrons needed per unit time equals 125 A or 7.8ϫ10 14 electrons/s for a power of 0.5 W at 4 keV. Since a 500-nm gold layer on top of a 10-m transparent 2 radius of R electron Ä100 nm and the initial kinetic energy of E 0 Ä4 keV, "b… R electron Ä50 nm and E 0 Ä4 keV, and "c… R electron Ä100 nm and E 0 Ä6 keV. 2 radius of R electron Ä100 nm and an initial kinetic energy of E 0 Ä4 keV. The power of the beam is set to Ė Ä0.5 W. The ⌬t used in the simulation is 0.005 ps. The thicknesses of the workpiece and the substrate, which are gold and quartz, are assumed to be 500 nm and 10 m, respectively. In the figure there is a sharp bending for the isothermal lines at zÄ500 nm, which is where the interface of the two different materials. Note that this is the snapshot of the temperature field right at the moment when the first computational element nearest the origin overcomes the latent heat of evaporation and starts to evaporate. The small inset in top right-hand corner portrays an up-close temperature field for an area of substrate was assumed, the isotherms bend sharply at zϭ500 nm as the material properties change at the interface. Note that the figure portrays only the portion of the computational domain where the highest temperatures exist. The element at the origin where evaporation occurs is removed in the figure as shown by a white spot at the upper left-hand corner. Using the MC result given in Fig. 4͑b͒ , the temperature distribution for an incident electron-beam of R electron ϭ50 nm is computed and depicted in Fig. 5͑b͒ . In this case the power of the electron-beam was 0.305 W and evaporation started at tϭ0.7 ns. Note that the beam has less power, yet evaporation occurs sooner compared to the previous case ͑i.e., R electron ϭ100 nm), demonstrating that the required power for evaporation can be reduced when the beam is narrow. It also indicates that the temperature of gold film can be increased much faster at the origin if the electronbeam is more focused, and that if wider machining area is desired, then a wider beam should be used even though this slows down the process and may require greater beam power. Figure 5͑c͒ shows the temperature distribution within gold film at tϭ1 ns for an incident electron-beam of 6 keV with an input power of 0.615 W. It is obvious that increasing the applied voltage tends to spread the electron energy over a deeper range since the penetration depth is also increased; this in turn elevates the input power required from the beam. This is evident from the comparison between ͑a͒ and ͑c͒ in Fig. 5 . To compare the current required between the two ͑i.e., E 0 ϭ4 keV versus 6 keV with the same R beam ), the evaporation time should be identical in both cases. Therefore, it is essential to determine the required input power for the 6-keV beam to cause evaporation at tϭ0.9 ns instead of 1 ns. An extra simulation with a beam power of 0.625 W was performed, and it was determined that the evaporation time is at 0.8 ns. Assuming a linear relationship between the time for evaporation and the power, it takes approximately 0.62 W for the 6-keV electron-beam to start evaporation at 0.9 ns as opposed to 0.5 W for the 4-keV one. This leads to a current of 103 A for the former and 125 A for the latter. It looks as though the current required for achieving evaporation is actually reduced when the beam energy increases. However, this preliminary conclusion should not be generalized since there are other factors affecting the outcome such as the evaporation time and the thicknesses of the film. In-depth calculations and explorations are needed for further clarification of the affects of other parameters.
Another interesting thing to note in Fig. 5͑c͒ is that evaporation first occurs layers beneath the surface creating the gold vapor, which is expected. It is clear from Fig. 4͑c͒ that the region with highest density of energy deposited by the electron beam is not at the surface but a few nanometers beneath it. However, the vapor is trapped inside the material since the surface has not been evaporated. At the instance the element at the origin is removed, the vapor is released, leaving a noticeable evaporated region as seen in the figure. Further examinations on the temperature distributions reveal similar trend in both ͑a͒ and ͑b͒ in Fig. 5 except that the evaporated regions are smaller. Although it would be informative to compare among the electron-beam powers or currents required for various cases to evaporate the exact volume and shape, it is impractical since the penetration depth varies depending on the incident kinetic energy of the electron-beam.
Temperature Distribution Due to Electron-Beam and Laser
An alternative to reduce the power required from the CNT is to supply additional heat via a laser. To investigate this, additional numerical simulations were carried out. Figure 6 shows the temperature distribution obtained with laser heating for the same conditions used in Fig. 5͑a͒ . To be consistent with other cases, the result given here is at the instance where the element at the origin evaporates. With the help of a laser heat flux of 5.09 W/nm 2 (ϭq 0 Љ) incident on the bottom of the gold layer within an area of a radius of R laser ϭ300 nm measured from the z-axis, the time required for evaporation is shortened from tϭ0.9 ns ͑as in Fig.  5͑a͒͒ to 0.5 ns. By coupling the laser heat flux required, the incident area, and the Fresnel reflection when the laser first enters the vacuum-substrate interface, the laser power needed for this specific case is calculated to be about 1.5 W. Although this approach can reduce the power required from the electron-beam, the thickness of the workpiece is a limiting factor since the laser heats from the back of the workpiece. In addition, the absorption of radiant energy in a metal is strong; therefore, the gold film thickness needs to be as small as possible in order for the laser heating to affect the material in the vicinity of the incident electron-beam.
For the simulation results depicted in Fig. 7 , the thickness of the gold layer is 200 nm. The specifications of the electron-beam and the laser remain the same as in Fig. 6 . In this case, the laser heating is more effective in reducing the power required from the electron-beam. Figure 7͑a͒ is the temperature field at about 1 ns where evaporation occurs at the origin for a reduced electronbeam power of 0.25 W while Fig. 7͑b͒ depicts the time required for evaporation as a function of various powers of the electronbeam, with or without the use of a laser, for a 200-nm layer of gold film. One obvious observation from the figure is that the time to evaporation is reduced when the laser is employed for heating from the back of the workpiece. Notice also that the evaporation time increases as the electron-beam power is decreased. For a strong electron-beam, using a laser would not be necessary since the evaporation time is so short that the workpiece starts to evaporate before the heat provided by the laser is conducted to the top.
Only if both the electron-beam and the laser are directed towards the same point of incidence can the most advantage of the laser heating be obtained. This would require that both beams to be obliquely oriented, which would require revisions to the model that can be investigated in future work.
Transient Temperature of the Origin. Figure 8 shows the transient temperatures of the element at the origin around an infinitesimal radius of ⌬rϭ1.25 nm and a depth of ⌬zϭ1.25 nm under different conditions. The descriptions of the various cases can be found in the figure caption. In short, Case 1 sets the standard for the remaining four cases. Case 2 refers to a more focused electron-beam Case 3 the inclusion of laser heating, Case 4 reduced gold thickness with laser heating, and Case 5 an electronbeam with higher incident kinetic energy. It is observed that the transient curve shifts to the left as the electron-beam is focused narrower ͑see Cases 1 and 2͒, indicating that the transient temperature at the origin is always higher for the latter case. This shows that a highly-focused electron-beam is desired in elevating local temperatures in this application and shortening the evaporation time. When the laser heating is used simultaneously with the electron-beam, it has no effect on the temperature of the origin until tϭ0.15 ns at which the temperature starts to increase more compared to that of the case where it is excluded ͑see Cases 1 and 3͒. Certainly, the starting time for the laser to aid the heating process at the origin can be reduced by decreasing the thickness of the workpiece, which can be evident from the transient curve of Case 4. Note that all the cases have the same input power for the electron-beam except the final case where the incident beam energy is lowered to 6 keV. This is because the computational cost required for the case where a 6-keV electron-beam of 0.5 W is used is relatively expensive; therefore, the power is increased to 0.615 W to reduce the cost while maintaining the trend that the temperature at the origin as heated by a lower-energy beam is lower at all time ͑see Cases 1 and 5͒.
Conclusions
In this work, we investigated the possibility of achieving nanoscale machining on a thin metallic film deposited on a transparent substrate. The effects of simultaneous electron and photon processing are considered. The propagation of the electron-beam inside the gold film is modeled using a MC simulation while the laser heating is treated as a one-dimensional problem. Both the electron and photon energy accumulated inside the workpiece are considered as heat generation in the conduction heat transfer model. Hence, the temperature field inside the workpiece is predicted. The results show that a power input of half-a-watt supplied from an electron-beam alone is sufficient to start local evaporation during about 1 ns. This can be achieved by using either a 4 or 6-keV electron-beam, provided the spatial distribution of the emitted electrons from the electron-gun is no greater than 100 nm and closely resembles a Gaussian distribution. With the help of focused laser heating, the power required from the electron-beam can be reduced by a factor of 50 percent if the workpiece is sufficiently thin. Although a comprehensive theoretical frame work is presented here for predicting the power and current required for nano-scale machining, the model needs further modifications, improvements, and fine-tuning for applications to real systems. Some of these requirements are briefly outlined below.
The accuracy of the electron energy deposition profiles predicted using the MC simulation for the electron-beam transport can be further improved by employing a Discrete Inelastic Scattering Approach ͑DISA͒ ͑see ͓27͔ for further details͒ instead of a Continuous Slowing-Down Approach ͑CSDA͒, which we adapted here. The DISA uses the experimental optical data for the workpiece to treat all the scattering events discretely, which is more accurate than using the stopping power as in the CSDA, especially if the incident energy of the electron-beam is around 1 keV. In addition, the propagations of secondary electrons as a result of the inelastic scatterings ͑i.e., energy lost from the primary electrons of the electron-beam to the electrons inside the workpiece͒ would further spread the incident energy from the electron-beam over a wider volume, which is not accounted for in the current MC model.
The radiation losses and the pressure-and temperaturedependent material properties need to be incorporated in the conduction modeling. With these effects included, the required power for the electron-beam could either be lower or higher. If radiative losses were added, the required power is definitely higher since the workpiece would lose heat ͑if it is significant͒. However, it is known that materials become more temperature-resistant as the temperature increases; therefore, it implies that heat loss by conduction at the heating region would be reduced. As a result, the input power needed from the electron-beam would be reduced as well, which certainly benefits the case of using only the electronbeam.
The use of Fourier heat conduction model implies that both electrons and phonons are at the same temperature. This approximation needs to be replaced by a two-temperature model ͑TTM͒ ͓23͔. The TTM allows electrons and phonons to exist at different temperatures, which is important since the electron-beam first transfers energy to electrons inside the workpiece and causes elevation of the electron temperature. Consequently, electrons exist at a temperature much higher than that of phonons. Interactions between electrons and phonons subsequently establish equilibrium at which both immerse at a single temperature ͓28͔.
