Abstract. We analyze the discretization of initial and boundary value problems with a stationary interface in one space dimension for the heat equation, the Schrödinger equation, and the wave equation by finite difference methods. Extending the concept of the elliptic projection, well known from the analysis of Galerkin finite element methods, to our finite difference case, we prove second-order error estimates in space and time in the / norm.
Introduction
Let p > 0 and x* e (0, 1). Given 0 < T < oo, we consider the following initial and boundary value problem for the heat equation in one space dimension with a stationary (straight) interface. We seek a real-valued function u = u (x, t) for (x, t) e and on [x*, l]x[0, T\. We shall approximate the solution of (1.1) by an implicit finite difference scheme, second-order accurate in space and time. In space, we partition the intervals [0, x*], resp. [x*, 1], into uniform meshes with meshlengths A_ , resp. A+ . Specifically, we let J, m eN and A_ , A+ be such that x* = mh_ , mh_ + (J + 1 -m)h+ = 1, and set x := jh_ , j = 0, ... , m ,-in particular, xm = x*-and x-:= (j -m)h+ + xm , j = m + I, ... , J + I. We also let k := T/N and tn := nk, n = 0, ... , N, fox N e N. If « is the solution of (1.1), denote u" := u(xp t"), j = 0, ..., J +1, n = 0,..., N, and u" := (un0.unJ+x)T e RJ0+2, where K¿+2 := {v : t; = (v0,..., vJ+l)T e RJ+2, vo = vj+i = °} • Our finite difference method, given by (3.1) in §3 below, produces vectors U" = (Uq,..., U]+x)t e R¿+2 for n = 0,..., N that approximate u and is based in space on a standard difference approximation of (1.1) (cf. [13] ), which to the left and right of the interface xm = x* reduces to a simple, locally secondorder accurate, centered scheme. Across the interface it becomes a standard simple relation involving the values of U" at the points xm_x, xm, xm+x. The time stepping is effected by a Crank-Nicolson procedure. Hence, the scheme requires solving a J x J tridiagonal linear system of equations at each time step.
In §3 we analyze the convergence of this method in a weighted I2 norm defined, as is natural for this problem, by Í 771-1 J h_Y^\Vj\2 + h\vm\2 + ph+ £ \Vj j=X j=m+\ where we henceforth use the notation h := \{h_ + ph+) . \\ ■ \\h is given here in general for complex vectors in Cq+2 := {v : v = (v0, ... , vJ+x)T e CJ+2, v0 = vJ+x = 0}. We shall use complex-valued vectors for approximating the solution of an analogous problem for the Schrödinger equation in §4. In Theorem 3.1 we prove the optimal-order error estimate
where A := max(A_ , A+) and c is a constant independent of k and A . The analysis of numerical methods of finite element and finite difference type for time-dependent interface problems, such as (1.1), has often been considered in the literature. For an error analysis of a finite difference semidiscretization that yields optimal-order error estimates in space, cf. Budak [3] . For full finite difference discretizations see, for instance, Isaacson [5] , Samarskii and Fryazinov [10] , and Samarskii [8, 9] . Isaacson [5] analyzes the Euler and backward Euler schemes by maximum principle methods and obtains optimal-order error estimates under a restriction implying k = 0(h2). For Crank-Nicolson type schemes, Samarskii and Fryazinov in [10] prove an estimate of 0(k2 + A3/2), while in [8, 9] Samarskii obtains the optimal-order error estimate. (Strictly speaking, the problem considered in [8] [9] [10] is the discretization of equations with discontinuous coefficients, possibly on nonuniform meshes. However the techniques of these papers could be ostensibly extended and applied to the problem at hand.)
The main contribution of the present paper is an apparently new technique for obtaining the optimal-order error estimate (1.2) and, in particular, the
!/¿
License or copyright restrictions may apply to redistribution; see https://www.ams.org/journal-terms-of-use optimal-order term A2 instead of A3/2 ; the latter bound can be derived in a straightforward manner and is due of course to the interface condition. Our technique depends on considering first an associated two-point boundary value problem whose (complex-valued in general) solution w , continuous on [0, 1], satisfies (a(x)w')' = f(x) in [0, x*)U(x*l], (1) (2) (3) a(x*-)w'(x*-) = pa(x*+)w (x*+), w(0) = w(l) = 0.
In (1.3), a is as in (1, 1) , and / is taken to be complex-valued in general (for the purposes of §4), smooth on [0, x*] and on [x*, 1], with a possible discontinuity at x* ; w will be supposed to be smooth enough for the purposes of its numerical approximation on [0, x*] and on [x*, 1]. In §2 we discretize (1.3) by the analog of the scheme used in the space differencing of (1.1) and prove second-order convergence of the resulting discrete approximation to w in the discrete maximum norm and in a discrete H norm. This result is standard, and our proof uses ideas from Samarskii [11, pp. 78-82] , (See also Gartland [4] for a recent treatment of finite difference methods for two-point boundary value problems with interface.) The apparently new step here is to use these estimates in the proof of the error bound (1.2) in Theorem 3.1, where, motivated by the elliptic projection concept, well known from the error analysis of Galerkin finite element methods (cf. Wheeler [14] ), we define a finite difference analog, an elliptic approximation W to the solution u of (1.1), which satisfies the finite difference scheme for a two-point boundary value problem of the form (1.3) with suitable right-hand side depending on u. We then compare Un to Wn , and the proof of (1.2) is concluded in the standard way by the energy method, with analogous estimates to those of the error analysis of Galerkin methods for parabolic problems (cf. Thomée [12] ). It should be pointed out that Samarskii in [8, 9] had considered comparing the finite-difference approximation of the parabolic problem to the solution of associated discrete stationary problems with suitable right-hand sides, obtained by splitting the truncation error. His approximations, however, differ from the elliptic approximation used here.
In § §4 and 5 the elliptic approximation technique is applied to prove estimates of the form (1.2) for finite difference approximations to the solutions of two other time-dependent problems with stationary interface. In §4 we consider the following initial and boundary value problem for the Schrödinger equation. Using the notation of (1.1), we seek a complex-valued u = u(x, t) for (x, t) 6 (For simplicity, we have assumed homogeneous Dirichlet boundary conditions at the endpoints; Neumann or mixed, and also nonhomogeneous, boundary conditions can be analyzed as well, with no additional conceptual complications.) McDaniel and Lee (cf., e.g., [6, 7] ) have studied implicit, CrankNicolson-type finite difference approximations for this problem and used them in computations. In fact, our main motivation for the present work was to prove an error estimate of the type (1.2) for the McDaniel-Lee difference scheme (cf. [7] ) for which numerical experiments clearly indicate second-order rate of convergence in x and t. (Actually, our method is slightly different from the one in [7] in that we use a different evaluation of the coefficient ß(x, t) to render the scheme conservative. However, the proof of optimal-order convergence for the scheme of [7] is very similar to the one for the scheme at hand.) The proof of ( 1.2) in the present case of the Schrödinger equation follows broadly the lines of the analogous proof for the heat equation and uses energy techniques similar to the ones that we used for Galerkin methods in [1] .
Finally, in §5, we consider the analogous problem for the wave equation. We seek again a real-valued u = u(x, t) for (
Here the notation and assumptions on a(x) and b(x, t) are exactly the same as in the case of the heat equation (1.1). The (real-valued) initial data v°, v1 and the coefficients are again assumed to be such that a unique solution u of (1. It should be pointed out that our technique of comparing the finite difference solution Un to its elliptic approximation Wn is a general device whose application is not limited to interface problems only. For example, it can be used to prove optimal-order convergence of finite difference approximations to initial and boundary value problems for nonlinear PDE's; its application there circumvents many tedious computations involving Taylor expansions.
A TWO-POINT BOUNDARY VALUE PROBLEM
In this section we consider the discretization of problem (1.3) by a standard three-point finite difference scheme modified at the interface node x*. We derive second-order accurate error estimates in the discrete maximum norm and in a discrete H norm. These results will be used later for deriving error estimates for problems (1.1), (1.4), and (1.5).
In the sequel we shall find it convenient to employ difference quotient notation that conforms to the spatial mesh {x A , 0 < j < J + 1, introduced in §1, and takes into account the interface at x* = xm . For a real or complex 7 + 2-vector (v0,vx, ... , vJ+x)T we define first the forward and backward difference quotients dv¡, dv as Consequently, centered second difference quotients that approximate the function (a(x)v'(x))' at Xj ^ xm will be denoted by Proof. Let us first note that (2.6) follows immediately from (2.7) in view of (2.4). Therefore, it remains to show (2.7). Using (2.1), we have for 1 < j < J, j ¿m,
Therefore, We now essentially derive a discrete 77" estimate for the vector g by introducing an auxiliary vector t] e C0+ by the relations nj+x-rij = hlgj, j= 1, ... , m-I, Therefore, using the Cauchy-Schwarz inequality, (2.12) and (2.2), we obtain 0A(<?,e)< <¡A_^|77/ + />A+^|r/y+1|2 Consider now the finite-dimensional subspace Sn of Hl(0,l), consisting of piecewise linear functions on the mesh {x.}, 0 < j < J + 1, continuous on [0,1] and vanishing at the endpoints 0 and 1. Endowing Sh with the usual hat function basis {<p }, 1 < j < J, one obtains a standard finite element approximation wh e Sh to w , given by 7 7 , (2 
The heat equation
In this section we consider the discretization of problem ( 1.1 ) by the CrankNicolson method modified at the interface node xm = x*. For 0 < n < N, 0 < j < J + 1, we shall approximate u" by Uj , where Un = (£/",..., U"+X)T e RJ0+2, starting with £/° := w°. We denote Uj+l/2 = (Uj+l + Uj)/2,tn+l/2 = t" + (k/2), b1+l/2 = b(Xj, tn+i/2) and put dzU" = k~\u]+x -U"). Then, for 0 < n < N -1, our scheme becomes Convergence. The main result in this section is given in the following theorem. Hence, it remains to estimate ||ö"||A. Using (3.1), (3.6), (1.1), and letting 07.+ 1/2 = (ö7,+i + eny2 j we obtain for l<j<J, j¿m, In fact, the terms oe2j, oe"^, co^ axe obviously of 0(k2 + A2). An estimate of the same form for euj. follows immediately from (2.6), while the estimate for co"j results from (2.6) and the commutativity of the elliptic approximation operator and time differentiation. At the interface, using again (3.1), (3.6), we havê To derive (3.1 Hi), we write (onm, ca"m as sums of terms, as was done before. These terms are estimated easily, and (3.1 Hi) follows because only differences in t are involved. From (3.9) and (3.12) we obtain now, as in the stability proof,
-||Ô y < h_ ^ ajjOj + (h_com + ph+com)6m 7=1 + ph+ ± oe)B^'2.
= 771+1
Applying the Cauchy-Schwarz inequality to the right-hand side, and using (3.1 li) and (3.1 Hi), we obtain \\en+\-\\en\\h<Ck(k2 + h2) (2k)~\\\dn+l and conclude (3.13) max ||0BIL <C(k2 + h2).
7! "
The result now follows from (3.8), (3.13) , and the proof is complete. G Remark. In analogy to, and using the notation of Remark 2 in the previous section, consider the Galerkin-finite element formulation of (1.1), with respect to the inner product (•, •) , coupled with a Crank-Nicolson type time-stepping procedure, given by (3.14) (dTU",<pßp + (aUnx+1/2, <p'ßp-(b(., tn+l/2)Un+l/2, <pßp = 0, for 0 < n < N -1, 1 < j < J, where Un = U"(x) is the fully discrete approximation of u(x, t") in Sh, dTUn = k~\un+x -U"), and Un+l/2 = (Un+X + Un)/2. Use the trapezoidal rule on each subinterval [*., ,x,+1] to approximate the integrals in the first and third term in (3.14) (which amounts to lumping into the diagonal the associated matrices), and the midpoint rule to approximate the integrals in the second term. It is seen that (3.14) reduces to the scheme (3.1) which, therefore, may be considered in this sense as a fully discrete finite-element type method, provided one defines U as the interpolant onto Sh of v (x). Modulo interfaces and quadrature errors, therefore, one could conceivably derive discrete maximum norm error estimates for (3.1), using the techniques of Wheeler [15] . Similar remarks can be made in the case of the wave equation of §5.
The Schrödinger equation
This section is devoted to the discretization of problem (1.4) by the CrankNicolson method modified at the interface node x*. For 0 < n < N, 0 < j < J+1, we shall approximate u" by U" , where U" = (U¡¡ , ... , UnJ+x)T e CJ0+2 , starting with Í7 := v . As in the previous section, we let
Our scheme, for 0 < n < N -1, is:
dTU" = iad(dU"+l/2) + iß"+l/2U"+l'2, l<j<J, j¿m, Convergence. The proof of the following result is similar to the proof of Theorem 3.1 and will be omitted. Proof. Let W" e Rq+2 be the elliptic approximation to «(•, tn) given by (3.6) and set (5.4) C-=u-Wn, e":=Wn-Un, n = 0,...,N, so that u" -Un = C + 9" . According to Lemma 2.1 we have (5.5) max ||C"|L<CA2.
Hence, it remains to estimate ||0"||A . Using (5.2), (3.6), we obtain for 1 < j < J , j ¿m, n = l, ... , N-l,
i.e., + ck2(k2 + h2)\\en+x -en-x\\h.
Summing from n = 1 to n = I < N -1 then yields \\el+l -e'\\2h + k2[ah(eM ,e') + blh+\eM ,e1)] <\\ex-dYh + k\ah(d\ex) + bl(e\ex)] 
