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Kapitel 1
Einleitung
You see things; and you say “Why?”
But I dream things that never were; and I say “Why not?”
GEORGE BERNARD SHAW
Eine ha¨ufig gestellte Frage in den meisten (empirischen) Wissenschaften ist die Frage der
Interpretation von Beobachtungen. Eine Reihe von Beobachtungen, die z.B. an verschie-
denen Zeitpunkten, bzw. an verschiedenen Orten gemacht wurden, ko¨nnen mittels zweier
Komponenten als
(t1, y1), (t2, y2), . . . , (tn, yn),
verstanden und, z.B. in einer Graphik (wie in Abbildung 1.1), visualisiert werden. In vie-
len Fa¨llen stellt man jedoch fest, dass die zugrunde liegende Struktur des beobachteten
Vorgangs nicht klar erkennbar und damit nicht interpretierbar ist, da die Daten durch
(Mess-)Fehler verrauscht worden sind. Die Regression ist ein Begriff in der Statistik, mit
dem man das Entrauschen der Daten, in der obigen Situation beschreibt. In dieser Situation
verwendet man ha¨ufig die Modellierung
Daten = Signal +Rauschen,
um den Vorgang zu beschreiben. Gesucht ist das Signal, das wir als eine Funktion f bezeich-
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Abbildung 1.1: Die Daten stammen aus einem biomechanischen Versuch, der dazu dienen
soll, die Neurophysiologie der Muskelgruppen zwischen dem Zeigefinger und dem Daumen
zu verstehen. Dabei wurde auf ein Messgera¨t zwischen dem Daumen und dem Zeigefinger
eine Kraft ausgeu¨bt, die kontinuierlich bis 10 Newton erho¨ht wurde (vgl. [55] und [56]).
3nen (siehe Abbildung 1.2 und Abbildung 1.3). In dieser Arbeit werden nur eindimensionale
Daten betrachtet und verschiedene Methoden der Regression vorgestellt. Dabei sagt man
ha¨ufig, dass das Signal einfach und das Rauschen komplex sei. Diese Bezeichnungen stam-
men aus der menschlichen Eigenschaft, strukturlose Konstrukte als komplex einzustufen.
Genauer formuliert, soll das Signal die Struktur des Datensatzes und das Rauschen, den
strukturlosen oder chaotischen Anteil des Datensatzes beschreiben. Diese Begriffe sind al-
le unpra¨zise und sollen hier, im eindimensionalen Fall, genauer erla¨utert werden. Dabei
lassen wir uns von der “elementaren Kurvendiskussion” leiten. Soll eine eindimensiona-
le (differenzierbare) Funktion diskutiert werden, so genu¨gt es die Extremwertstellen und
das Kru¨mmungsverhalten der Funktion zu bestimmen, um eine ausreichende Skizze des
Graphen zu erstellen. Dabei gilt: Die Skizze wird einfacher, je weniger Extremstellen die
Funktion hat und je einfacher das Kru¨mmungsverhalten ist. Kurven mit einem einfachen
Kru¨mmungsverhalten werden als glatt wahrgenommen. Somit heißt unsere Forderung nach
der Einfachheit des Signals, dass das Signal eine glatte Funktion mit wenigen Extremwerten
sein soll, die unserer Modellierung entspricht. Im folgenden werden diese Begriﬄichkeiten
genauer beschrieben und damit messbar gemacht.
Diese Arbeit schließt sich an die Arbeiten von Dr. Martin Lo¨wendick [42] und Dr. Lars
Metzner [50] an. Es werden vier Testfunktionen benutzt, um die Eigenschaften der Me-
thoden zu visualisieren. Die Datensa¨tze (vgl. Abbildung 1.5, Abbildung 1.4) wurden zum
ersten Mal von [18] vorgestellt und werden ha¨ufig in der Literatur benutzt. Sie stellen
sehr unterschiedliche Herausforderungen an einer Regressionsmethode und sind daher zum
Testen und Vergleichen von Regressionsmethoden geeignet.
Die Algorithmen werden mittels eines “Pseudo-Codes” beschrieben, das eine Implementie-
rung der Methoden in einer ho¨heren Programmiersprache z.B. R oder MATLAB erleich-
tern soll. Die Programme, die in dieser Arbeit benutzt werden, wurden hauptsa¨chlich in
der Programmiersprache C implementiert.
Im zweiten Kapitel wird zuna¨chst eine grobe Einfu¨hrung in die Problematik der Regression
gegeben. Einige nichtparametrische Methoden u.a. die Run-Methode und die Taut-String-
Methode werden vorgestellt (vgl.[15]).
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Abbildung 1.2: Die Regressionsfunktion fu¨r den Pinch-Datensatz ermittelt mittels glatter
residuenbasierter Nichtparametrischer Regression. Die Daten sind in Grau eingezeichnet.
Offensichtlich wird die Struktur des Datensatzes mittels einer glatten Funktion wiederge-
geben. Die Regressionsfunktion hat, wie erwartet, genau ein Maximum.
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Abbildung 1.3: Die Ableitung der Scha¨tzfunktion (vgl. Abbildung 1.2) fu¨r die Pinch-Daten.
Die Methode liefert automatisch eine gute Approximation der Ableitung.
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Das Problem der Gla¨ttung mit Zusatzinformationen u¨ber das Monotonieverhalten (former-
haltende Bedingungen) wird im dritten Kapitel betrachtet. Die vorher genannten Methoden
ko¨nnen dann als eine Mo¨glichkeit gesehen werden, diese Informationen zu ermitteln. Einige
Ansa¨tze werden vorgestellt, deren Existenz und Eindeutigkeit untersucht werden sollen.
Schließlich werden im vierten Kapitel die Diskretisierung und die Berechnung betrachtet.
Die Schwierigkeit im Zusammenhang mit großen Datensa¨tzen wird thematisiert. Ferner
werden einige Verfahren der numerischen Optimierung vorgestellt, und einige Ansa¨tze zur
effizienteren Berechnung der Scha¨tzfunktion werden besprochen.
Im fu¨nften Kapitel wird die residuenbasierte Regression im Allgemeinen betrachtet. Hier
wird ebenfalls eine effiziente Methode zur Berechnung implementiert und die Ergebnisse
werden besprochen.
Abschließend beschreiben wir die Anwendung der Erkenntnisse auf das Problem der Dich-
tescha¨tzung, die sich als kanonische Erweiterung der Taut-String-Idee bietet (vgl. [15]).
In dieser Arbeit werden keine wahrscheinlichkeitstheoretischen Grundkonzepte definiert.
Insbesondere werden die Begriffe Zufallsvariable und Verteilung im u¨blichen Sinne benutzt
und nicht weiter erkla¨rt. Wir verweisen z.B. auf [26] oder [19].
In diesem Rahmen mo¨chte ich allen danken, die mir wa¨hrend der Entstehung dieser Arbeit
geholfen haben. Prof. Dr. Laurie Davies hat mein Interesse fu¨r die Fragestel-
lungen der Statistik geweckt. Sein Enthusiasmus als Wissenschaftler wirkte auf mich stets
herausfordernd. Neben Dr. Arne Kovac, der mich wa¨hrend der Studien- und For-
schungszeit in Essen als Freund und Lehrer stets unterstu¨tzt hat, war Monika Meise
mir eine großartige Arbeitskollegin und Freundin. Luisa Karmelita hat mir mit gei-
stiger Frische und interessanten Anregungen, beim Verfassen der Arbeit geholfen. Meiner
Familie, insbesondere meiner Mutter Behnaz Haftchenari und meinem Bruder
Dr. Mohammad Majidi, der mich fu¨r das Studium der Mathematik begeistert hat,
mo¨chte ich ebenfalls herzlich danken.
20. Juni 2003 Ali Majidi
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Abbildung 1.4: Die Funktionen Doppler, Heavisine, Bumps und Blocks werden im folgenden
das Signal darstellen.
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Abbildung 1.5: Die verrauschten DJ-Datensa¨tze (eingefu¨hrt von [18]) werden im folgenden
zur Veranschaulichung der Methoden verwendet.
Kapitel 2
Regression und Extremwertkontrolle
In diesem Kapitel wird zuna¨chst eine kurze Einfu¨hrung in die Problematik der Regression
gegeben. Danach werden die ga¨ngigsten Methoden vorgestellt. Fu¨r eine genauere Beschrei-
bung seien z.B. die Bu¨cher [51], [25], [55] und [35] genannt. Schließlich werden die Vorteile
einer Regressionsmethode mit Extremwertkontrolle1 diskutiert.
2.1 Problemstellung
Gegeben sei ein Datensatz
{(t1, y1), . . . , (tn, yn)}
mit
0 ≤ t1 < t2 < · · · < tn ≤ 1, yi ∈ IR, (i = 1, . . . , n).
Im folgenden sprechen wir von dem Datensatz und werden ihn mit y bezeichnen. Es sei
angenommen, dass die Daten folgendem ga¨ngigen Modell entsprechen:
yi = f(ti) + εi (i = 1, . . . , n), (2.1)
1Die Bedeutung wird spa¨ter in diesem Kapitel erkla¨rt.
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wobei f : [0, 1] → IR eine Funktion sein soll, die bei Bedarf genauer spezifiziert wird.
Außerdem sei das Rauschen {εi|1 ≤ i ≤ n} normal verteilt, das heißt:
εi ∼ N (0, σ), (i = 1, . . . , n, σ > 0).
Dies wird ha¨ufig als “Weißes Rauschen” bezeichnet. In der Regression2 versucht man, unter
der Annahme des obigen Modells, aus dem verrauschten Datensatz y die urspru¨ngliche
Struktur der Funktion f zuru¨ck zu gewinnen. Hierzu bestimmt man eine Funktion fˆ , die
die Struktur von f wiedergibt. Diese Funktion wird ha¨ufig als Scha¨tzer fu¨r f bezeichnet.
Es gibt unza¨hlige Ansa¨tze zur Lo¨sung der Regressionsaufgabe in Form von (2.1), die je
nach Art der Problemstellung zur Anwendung geeignet sind.
2.2 Parametrische Ansa¨tze
Offensichtlich sind die Bedingungen, die in (2.1) gestellt werden, nicht pra¨zise genug, um
einen Scha¨tzer fu¨r f zu bestimmen. Daher stellt man zusa¨tzliche Bedingungen an f , die
das Modell (2.1) weiter einschra¨nken sollen. Eine Mo¨glichkeit, f zu spezifizieren, ist die
Annahme, dass f einer bestimmten (parametrischen) Familie angeho¨rt. Genauer formuliert,
hat man eine Familie
fλ, λ ∈ Λ, (Λ ∈ {Z, N, IR, · · · }),
mit einem λ∗ ∈ Λ, so dass gilt: f = fλ∗. Nun versucht man λˆ so zu bestimmen, dass
λˆ ≈ λ∗ und damit fˆ := fλˆ ≈ f
gilt. Dabei soll “≈” bedeuten, dass ‖fˆ −f‖ mo¨glichst klein wird, fu¨r eine bestimmte Norm
‖.‖. Eines der bekanntesten Methoden, den Abstand zu messen, ist die euklidische Norm.
In diesem Fall liefert
λˆ := argmin
λ∈Λ
n∑
i=1
(fλ(ti)− yi)2,
eine Approximation fu¨r f mittels fˆ := fλˆ. Wa¨hlt man eine bestimmte Familie und ein
geeignetes Abstandsmaß, so haben parametrische Ansa¨tze viele Vorteile. Unter anderem
2Das Wort Regression bedeutet: Ru¨ckgang, Ru¨ckbewegung.
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la¨sst sich der Parameter λ ha¨ufig einfach interpretieren. Die Wahl einer geeigneten Familie
setzt jedoch Zusatzinformationen u¨ber den Datensatz voraus. Sind diese Informationen
nicht ausreichend, um eine Wahl zu treffen, so ko¨nnen die Folgen fu¨r das Ergebnis der
Methode gravierend sein (vgl. [29]). Diese Tatsache wird oft ignoriert, und parametrische
Methoden werden ohne eine fundierte Begru¨ndung benutzt (vgl. [23]).
In Situationen, die neu und kompliziert sind, haben wir oft nur die Daten zur Verfu¨gung.
und kompliziert sind. Nehmen wir z.B. an, die Daten wu¨rden die Oberfla¨chenmatrialien
aus einem unbekannten Planeten beschreiben. In diesem Fall ko¨nnen wir kaum gerecht-
fertigte Annahmen u¨ber die Funktion f machen. Daher beno¨tigt man flexiblere Methoden
fu¨r das Regressionsproblem. In der nichtparametrischen Regression wird die notwendige
Flexibilita¨t durch eine Vergro¨ßerung der Menge der zula¨ssigen Funktionen:
{fλ, λ ∈ Λ},
erreicht. Zum Beispiel kann man versuchen einen geeigneten Scha¨tzer fu¨r f in der Menge
aller differenzierbaren Funktionen zu finden. Diese Vorgehensweise erho¨ht den Einfluss des
Datensatzes y auf die Scha¨tzfunktion fˆ . Dadurch “[...] la¨sst man die Daten fu¨r sich selbst
sprechen.” (vgl. [23]).
2.3 Nichtparametrische Ansa¨tze
Im folgenden werden die wichtigsten Methoden der nichtparametrischen Regression vor-
gestellt. Dabei sei angemerkt, dass diese Disziplin innerhalb der Statistik in den letzten
Jahren stark gewachsen ist. Daher geben wir hier eine grobe Einfu¨hrung und verweisen auf
die Literatur z.B. [23] oder [68].
2.3.1 Kernscha¨tzer
Ist die Funktion f in (2.1) eine Konstante, so ist der Mittelwert u¨ber y:
1
n
n∑
i=1
yi,
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ein guter Scha¨tzwert fu¨r f . Dies ist der Grundgedanke fu¨r den Kernscha¨tzer, einer der a¨lte-
sten Methoden der nichtparametrischen Regression. Man approximiert dabei f an einem
Punkt t mit Hilfe gewichteter, lokaler Mittelwerte. Bestimme also wi : [0, 1] → IR, (i =
1, . . . , n) geeignet und setze
fˆ(t) :=
n∑
i=1
wi(t)yi.
Die Regression der Funktion f reduziert sich demnach auf die Wahl der Funktionen wi,
die mit Hilfe einer Kernfunktion definiert werden.
Definition 2.1 (Kernfunktion) Zu k ≥ 1, nennt man eine symmetrische Funktion K :
IR→ IR mit kompaktem Tra¨ger und
∫
K(t)2dt <∞,
∫
tjK(t)dt =


1, (j = 0),
0, (j = 1, . . . k − 1),
α 6= 0, (j = k)
eine Kernfunktion k-ten Grades.
In der Literatur beschra¨nkt man sich oft auf eine Kernfunktion zweiten Grades. Mit Hilfe
der Kernfunktion K kann man die Gewichtsfunktionen wj(t) mittels
wj(t) := K
(
tj − t
h
)
definieren. Dabei bestimmt der Parameter h > 0, welche Beobachtungen bei der Berech-
nung der Funktion fˆ beru¨cksichtigt werden. Die wesentliche Rolle von h wird an der Ab-
bildung 2.1 deutlich.
2.3.2 Strafterme
Eine weitere Methode der nichtparametrischen Regression ist das Verwenden eines modi-
fizierten Abstandmaßes. In den parametrischen Modellen bewirkt die Wahl einer Familie,
dass wir eine einfache Funktion als Scha¨tzer erhalten. Die Wiedergabe der Struktur von
f soll dabei durch die “Na¨he” zum Datensatz y garantiert werden. Lassen wir z.B. alle
differenzierbaren Funktionen als Scha¨tzer zu, so existieren Funktionen, die zula¨ssig sind
2.3. NICHTPARAMETRISCHE ANSA¨TZE 13
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Abbildung 2.1: Das Bild zeigt die Anwendung von einem Kernscha¨tzer auf dem Doppler-
Datensatz mit einer festen Bandbreite. Die verschiedenen Bilder verdeutlichen die Proble-
matik der richtigen Parameterwahl.
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und y interpolieren. Somit haben sie den geringsten Abstand zum Datensatz y, bewirken
aber keine Vereinfachung des Modells. Um gleichzeitig eine Vereinfachung des Modells zu
bewirken, erweitert man den Abstandsbegriff, in dem man das Modell um einen Strafterm
erga¨nzt:
fˆ := argmin
n∑
i=1
(g(ti)− yi) + λS(g).
Ha¨ufig verwendet man:
S(g) =
∫ 1
0
g(m)(t)2dt,
wobei g(m) die m-te Ableitung von g bezeichnet. In diesem Fall fu¨hrt das Minimierungs-
problem auf einen Spline (vgl. [67]). Im na¨chsten Kapitel werden wir diese Vorgehensweise
na¨her beschreiben.
Die beiden genannten Methoden haben folgende Gemeinsamkeiten:
1) Es gibt (mindestens) einen Parameter in der Methode, der die Regressionsfunktion
stark beeinflussen kann (vgl. Abbildung 2.1 und Abbildung 2.2). Man muss sich
u¨berlegen, wie dieser Parameter optimal zu wa¨hlen ist. Fu¨r komplexere Strukturen
liefern alle Parameter unbefriedigende Ergebnisse.
2) Bei allen Methoden ko¨nnen zusa¨tzliche Extremwerte durch die Regressionsmethode
erzeugt werden.
Ein Weg, das erste Problem zu behandeln, ist die Einfu¨hrung von lokalen Parametern. Die
Verwendung von lokalen Parametern fu¨hrt jedoch ha¨ufig dazu, dass Artefakte versta¨rkt
auftreten. Außerdem sind fu¨r eine gute Wahl der lokalen Parameter zusa¨tzliche Informa-
tionen erforderlich. Es gibt verschiedene Vorschla¨ge zur Wahl der lokalen Bandbreiten.
Die meisten Vorschla¨ge beno¨tigen jedoch Zusatzinformationen, wie z.B. eine Approxima-
tion der zweiten Ableitung (vgl. z.B. [28]), um die lokalen Parameter zu bestimmen. Diese
Vorgehensweise erzeugt andere, zum Teil komplexere Probleme (vgl. z.B. [36]). In [49]
wird die residuenbasierte Wahl der lokalen Parameter besprochen. Dadurch wird zwar die
Anpassungseigenschaft der Kernscha¨tzer verbessert, die grundsa¨tzliche Problematik mit
ungewollten Artefakten bleibt jedoch bestehen.
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Abbildung 2.2: Das Bild zeigt die Anwendung von Smoothing-Splines mit verschiedenen
λ. Die Auswirkung des Parameters λ auf den Scha¨tzer ist a¨hnlich wie die Bandbreite
beim Kernscha¨tzer. Wa¨hlt man h groß, so werden die Extremwerte in der ersten Ha¨lfte
des Datensatzes stark abgeschnitten. Bei einem kleineren h wird die glatte Rechte Ha¨lfte
wieder verrauscht.
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2.3.3 Basisfunktion-Methoden
Wie bereits erwa¨hnt, ist die Menge der zula¨ssigen Funktionen in der nichtparametrischen
Regression sehr groß. Nehmen wir zum Beispiel an, dass die Funktion f 3 ein Element eines
euklidischen IR-Vektorraumes mit einer abza¨hlbaren Basis ist, so la¨sst sich f mittels
f =
L∑
i=1
α∗i Φi, (α
∗
i ∈ IR),
darstellen, wobei (Φj)
∞
j=0 eine Basis des besagten Raumes sein soll. Setzt man L ∈ N
als bekannt voraus, so lassen sich die Koeffinzienten α∗i mit Hilfe des Abstandsbegriffes
approximieren und liefern damit einen Scha¨tzer fu¨r f mittels
fˆ :=
L∑
i=1
αˆi Φi.
Die Festlegung einer geeigneten Basis kann dabei große Unterschiede im Resultat bewirken.
Ha¨ufig benutzt man spezielle Eigenschaften der Basis, um den Datensatz zu entrauschen.
Das beutet, dass zuna¨chst zum Datensatz y eine Darstellung
L1∑
i=1
βˆi Φi,
ermittelt wird. Danach vera¨ndert man die Koeffizienten, die “typische Eigenschaften” des
Rauschens repra¨sentieren (das sog. Thresholding). Als spezielles Beispiel einer Basis seien
hier die Fourier-Basis und die Wavelet-Basis (vgl. Abbildung 2.3) genannt. Wir verweisen
an dieser Stelle auf die Literatur (vgl. z.B. [55], [12]).
2.3.4 Zusammenfassung
Die Regression von f mittels einer Basis kommt zwar ga¨nzlich ohne die Wahl eines Pa-
rameters aus, das zweite Problem bleibt jedoch offensichtlich bestehen (vgl. Abbildung
2.3). Um das zweite Problem zu vermeiden gibt es ebenfalls Lo¨sungsansa¨tze (vgl. [24], [60],
[59], [8]), wie man sinnvoller Weise Artefakte in der Scha¨tzfunktion erkennt. Die meisten
3Die Frage, ob f wirklich existiert, soll hier nicht diskutiert werden.
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Abbildung 2.3: Das Bild zeigt die Anwendung von Wavelet-Thresholding mit Daubechies-
Wavelets der Ordnung 3 auf den Blocks-Datensatz. Durch eine geeignete Wahl der Familie
wird die Approximation besser, die zusa¨tzlichen Extremwerte an den Spru¨ngen der Blocks
bleiben jedoch stets bestehen
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dieser Verbesserungsversuche sind jedoch rechenintensiv. Es wa¨re voteilhafter, wenn sich
diese Artefakte von Anfang an vermeiden ließen. Im na¨chsten Abschnitt werden wir Me-
thoden kennen lernen, in denen ungewollte Extremwerte dadurch vermieden werden, dass
die “Verhinderung von Artefakten” explizit von der Regressionsmethode gefordert wird.
2.4 Extremwertkontrolle und Residuenbasierte Regres-
sion
Gehen wir zuru¨ck zum Anfang und betrachten das Problem (2.1) der Regression. Haben
wir eine mo¨gliche Scha¨tzfunktion fˆ , so resultiert aus dem Problem (2.1) eine Forderung,
die jeder Scha¨tzer, unabha¨ngig von den weiteren Annahmen u¨ber die Funktion f , erfu¨llen
muss.
Die Struktur der Scha¨tzfunktion fˆ sollte
1) die wesentlichen Merkmale von f und
2) keine weiteren
beinhalten. Diese Forderung klingt zwar selbstversta¨ndlich, wird aber angesichts der vielfa¨lti-
gen Bereichen der Anwendung von Regressionsmethoden, ha¨ufig außer Acht gelassen oder
als nebenla¨ufiges “Wunschdenken” behandelt. Wir wollen hier nur unter der Annahme des
Modells (2.1) dieses Prinzip konkretisieren. Zuna¨chst stellen wir fest, dass die einzige we-
sentliche Forderung in (2.1), die Annahme einer Verteilung fu¨r das Rauschen ist. Daher
formen wir die Gleichung um in
εi = yi − f(ti), (i = 1, . . . , n).
Weiterhin werden mit
ri := yi − fˆ(ti), (i = 1, . . . , n), r = (r1, . . . , rn)T ,
die Residuen zu fˆ bezeichnet. Damit kann der erste Teil der obigen Forderung a¨quivalent
formuliert werden als:
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• r sollte die wesentlichen Merkmale von ε aufweisen.
Die Residuen der Scha¨tzfunktion fˆ mu¨ssen also wie Weißes Rauschen aussehen. Ist nur das
Modell (2.1) vorausgesetzt, so ergibt sich, dass jede Funktion, deren Residuen wie Weißes
Rauschen aussehen, die wesentlichen Merkmale der Funktion f beinhaltet. Nehmen wir
also an, es ga¨be einen Orakel, das uns die Frage, ob ein Datensatz Weißes Rauschen sei,
beantworten wu¨rde, so ko¨nnten wir zu jeder Funktion fˆ entscheiden, ob sie als Scha¨tzer
fu¨r f die erste Forderung erfu¨llen wu¨rde. Was ist aber mit der zweiten Forderung “keine
weiteren”. Machen wir uns klar, dass die zweite Forderung notwendig ist. Es sei eine gute
Approximation (r, fˆ), d.h. fˆ ≈ f , r ≈ “Weißes Rauschen” und r1 sei ein Datensatz, der
ebenfalls wie Weißes Rauschen aussieht. Setzen wir
r2 := (r + r1)/2,
so wird r2 ebenfalls wie Weißes Rauschen mit dem selben σ > 0 wie r aussehen. Setzen wir
dann
fˆ2 := y − r2,
so beinhaltet (r2, fˆ2) zwar alle Informationen u¨ber f , ist jedoch alles andere als eine
erwu¨nschte Approximation denn
fˆ2 = y − (r + r1)/2 = f + (2ε− r − r1)/2 = f + r3,
wobei r3 wie Weißes Rauschen mit Varianz 2σ aussieht. Es ist also klar, dass wir die zweite
Forderung an der Scha¨tzfunktion fˆ pra¨zisieren mu¨ssen. An dieser Stelle nehmen wir die
Tatsache, dass f eine eindimensionale Funktion ist, zur Hilfe (vgl. Kapitel 1). Bei eindi-
mensionalen Funktionen hat man eine Vorstellung davon wie eine Funktion aussieht, wenn
die Extremwerte bekannt sind. Die Frage lautet also: Wie ko¨nnen wir garantieren, dass
die Extremwerte von fˆ , die Extremwerte von f gut approximieren? Folgender Vorschlag
scheint hier sinnvoll zu sein (vgl. [15]):
• Wa¨hle unter allen Funktionen, deren Residuen wie Weißes Rauschen aussehen, eine
mit minimaler Anzahl von Extremwerten.
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Diese Forderung scheint, im Gegensatz zur ersten, realisierbar zu sein. Denn, obwohl kein
Orakel zur Verfu¨gung steht, ko¨nnen wir die Hypothese “ko¨nnte ein Datensatz Weißes Rau-
schen sein” fu¨r große Datensa¨tze gut u¨berpru¨fen. Trotzdem ist die Lo¨sung des Regressions-
problems mit diesem Ansatz vermutlich zu rechenintensiv und fu¨r die Praxis nicht geeignet.
In [15] werden konkrete Tests fu¨r die Rauschidentifizierung vorgeschlagen. Ferner werden
zwei Methoden, die Run-Methode und die Taut-String-Methode entwickelt, die mit einem
vertretbaren Rechenaufwand eine Scha¨tzfunktion liefern, die den Anforderungen 1) und 2)
aus dem Regressionsproblem gerecht werden.
In der Run-Methode wird der Run-Test (vgl. [20],[13]) verwendet, um eine sinnvolle Loka-
tion der Extremwerte fu¨r fˆ zu ermitteln. Desweiteren werden Grenzen4 ermittelt, die jeder
Scha¨tzer fu¨r f einhalten sollte (vgl. Abbildung 2.4). Aus diesen Informationen gewinnt
man dann eine Scha¨tzfunktion, die die wichtigsten Merkmale von f aufweist.
Die Taut-String-Methode ist ein Weg, eine Scha¨tzfunktion mit wenig Rechenaufwand zu
bestimmen, die unseren Anspru¨chen genu¨gt. Zuna¨cht wird das Rauscherkennungskriterium
pra¨zisiert. Hierfu¨r kann man beispielsweise das Summenkriterium verwenden:
Ein Datensatz r sieht aus wie Weißes Rauschen, wenn
|
b∑
i=a+1
ri| ≤ cn(a, b), (a, b ∈ {1, . . . , n}),
gilt, wobei cn(a, b) aus der Verteilung des Rauschens ermittelt wird (vgl. [21]). In [15]
werden nur 2-er Potenzen als a und b zugelassen, um die Rechenzeit zu verringern. Daher
wird dieses Kriterium als Mutiresolutionskriterium bezeichnet. Betrachten wir nun unseren
Datensatz y, bezeichnen mit Y den aufintegierten Datensatz
Yi :=
i∑
j=1
yj(tj − tj−1)
und betrachten
u = Y + λ, l := Y − λ, λ = (λ1, . . . , λn)T ∈ IRn+.
Wird nun eine “straffe Saite” (oder “Taut-String”) durch diese Grenzen gezogen, so mini-
miert die Ableitung dieser Saite, die Anzahl der Extremwerte unter allen Funktionen, deren
4Diese Grenzen kann man auch als Konfidenzba¨nder fu¨r f verstehen.
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Abbildung 2.4: Das Ergebnis der Run-Methode angewendet auf die DJ-Datensa¨tze. Die
durchgezogenen Linien markieren die Grenzen, die eine “ada¨quate Approximation” von f
einhalten muss.
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Abbildung 2.5: Die Scha¨tzfunktionen, die sich aus der Run-Methode ergeben.
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Abbildung 2.6: Das Bild zeigt das Resultat der Taut-String-Methode angewendet auf die
DJ-Datensa¨tze. Es gibt keine Artefakte, aber der Scha¨tzer ist eine Treppenfunktion.
Stammfunktion zwischen l und u liegt. Wa¨hlt man nun λ geeignet, so liefert die daraus
resultierende Saite, eine Scha¨tzfunktion, die die “richtige” Anzahl von Extremwerten hat
und die Multiresolutionsbedingungen erfu¨llt (vgl. [15]). Somit erfu¨llt der Taut-String beide
Forderungen, die wir oben formuliert haben.
Es sei hier noch angemerkt, dass die Rauschidentifizierungsmethode fu¨r alle Datensa¨tze
einmal festgelegt wird und nicht jedesmal wieder neu gewa¨hlt werden muss, wie etwa der
Parameter h bei den Kernscha¨tzern. Somit braucht man fu¨r die Run-Methode und die
Taut-String-Methode keinen Parameter zu wa¨hlen.
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2.5 Zusammenfassung
Sowohl die Run-Methode, als auch die Taut-String-Methode bieten eine Lo¨sung, die den
kanonischen Anforderungen aus der Annahme des Modells (2.1) genu¨gt (vgl. Abbildung
2.5 und Abbildung 2.6). Erweitert man nun die Annahmen im Modell (2.1), z.B. durch die
Differenzierbarkeit von f , so stellt man fest, dass die resultierenden Scha¨tzer beider Metho-
den, den neuen Anspru¨chen nicht mehr genu¨gen. Im na¨chsten Kapitel werden wir folgender
Frage nachgehen: Gegeben das Resultat der Run-Methode oder der Taut-String-Methode,
kann man eine glatte Funktion bestimmen, die die Vorzu¨ge der ersten Scha¨tzfunktion bei-
beha¨lt?
Kapitel 3
Das Gla¨ttungsproblem
Wir haben im letzten Kapitel verschiedene nichtparametrische Methoden kennen gelernt.
Unter anderem haben wir die Run-Methode und die Taut-String-Methode vorgestellt, die
zuverla¨ssige Aussagen u¨ber die Anzahl und die Lokation der Extremwerte der Funktion
f aus dem Problem (2.1) machen. Außerdem liefern beide Methoden Grenzen, die eine
Scha¨tzfunktion einhalten muss, um den Datensatz gut approximieren zu ko¨nnen. Ist f eine
stetige oder sogar differenzierbare Funktion, so ko¨nnen wir mit dem stu¨ckweise konstanten
Resultat der genannten Methoden nicht zufrieden sein.
Mit Hilfe der Erkenntnisse aus dem letzten Kapitel werden hier neue Erwartungen an einer
Scha¨tzfunktion fu¨r f formuliert. Wir suchen eine Funktion fˆ , die
1) den Datensatz y approximiert,
2) ein vorgegebenes Monotonieverhalten (bzw. Extremwertverhalten) besitzt,
3) mo¨glichst glatt ist.
Im Folgenden beschreiben wir das Problem zuna¨chst exakt. Danach werden Existenz und
Eindeutigkeit der Lo¨sung besprochen. Schließlich werden geeignete Diskretisierungen vor-
gestellt, um die Lo¨sung zu berechnen.
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3.1 Problemstellung
Gegeben sei der Datensatz y. Wir wollen eine mo¨glichst einfache Funktion bestimmen, die
den Datensatz y repra¨sentiert. Dazu wird das Standardmaß fu¨r die Glattheit definiert.
Definition 3.1 (Gla¨ttungsfunktional) Wir setzen
Wm := {g : [0, 1]→ IR|g m× diff-bar und
∫ 1
0
(
g(m)(t)
)2
dt <∞}
und
‖g(m)‖2 :=
√∫ 1
0
(g(m)(t))
2
dt, (g ∈ Wm).
‖.(2)‖22 : W2 → IR wird das Gla¨ttungsfunktional genannt.
Mit Hilfe dieses Funktionals ko¨nnen wir den Begriff “glatt” etwas genauer erkla¨ren. Gesucht
ist also eine Funktion fˆ , die den Datensatz y approximiert, wobei ‖fˆ (m)‖22 mo¨glichst klein
ist. Dabei interessiert uns hier hauptsa¨chlich der Fall m = 2, da dieser Fall der intuitiven
Vorstellung von dem Begriff “glatte Funktion” entspricht und daher in der Literatur am
ha¨ufigsten verwendet wird. Wir mu¨ssen noch erkla¨ren was mit der “Approximation des
Datensatzes” gemeint ist. Dazu wird in diesem Abschnitt angenommen, dass die Grenzen
l, u und tij , (j = 1, . . . , e) gegeben sind (z.B. von der Run-Methode oder der Taut-String-
Methode), die eine formerhaltende Approximation der Daten garantieren. Das bedeutet,
dass alle Funktionen die
1) li ≤ g(ti) ≤ ui bzw. li ≤ G(ti) ≤ ui (mit G Stammfunktion von g) erfu¨llen und
2) Extremwerte an den Stellen tij haben,
die Struktur des Datensatzes y wiedergeben. Mit diesen Informationen ko¨nnen wir das
Gla¨ttungsproblem exakt formulieren. Gesucht ist eine Funktion fˆ mit
1) li ≤ fˆ(ti) ≤ ui bzw. li ≤ Fˆ (ti) ≤ ui,
2) fˆ hat Extremwerte an den Stellen tij ,
3) ‖fˆ (m)‖22 ist minimal.
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Im folgenden wird deutlich, dass die Lo¨sung des Gla¨ttungsproblems (bei geeigneter Formu-
lierung) eindeutig existiert. Zuna¨chst geben wir einen Einblick in die Theorie und Anwen-
dung von Splines. Insbesondere sind hier kubische Splines von Bedeutung. Wie wir spa¨ter
sehen werden, ist die Lo¨sung des Gla¨ttungsproblems ein kubischer Spline.
3.2 Splines in der nichtparametrischen Regression
Splines geho¨ren zu den fruchtbarsten mathematischen Hilfsmitteln im Zusammenhang mit
dem Problem der Approximation.
Definition 3.2 (Spline) Zu einem Gitter ξ = (t1, . . . , tn) nennt man eine Funktion
sξ ∈ Wm einen Spline k-ten Grades (k = m + 1, . . . ), falls sξ auf allen Intervallen
[ti, ti+1], (i = 1, . . . , n− 1) mit einem Polynom k-ten Grades u¨bereinstimmt.
Einen Spline 3-ten Grades nennt man einen kubischen Spline. Der Ursprung der Spline-
theorie liegt im Interpolationsproblem und im folgenden Satz.
Satz 3.3 (Holladay) Gegeben sei ξ = (t1, . . . , tn) mit
0 ≤ t1 < · · · < tn ≤ 1 und z1, . . . , zn ∈ IR.
Es gibt genau einen kubischen Spline sξ ∈ W2 mit
sξ(ti) = zi, (i = 1, . . . , n) und s
(2)
ξ (t1) = s
(2)
ξ (tn) = 0.
Die Optimerungsaufgabe
‖g(2)‖22 = min
unter allen Funktionen g ∈ W2 mit g(ti) = zi (i = 1, . . . , n), wird durch sξ eindeutig
gelo¨st. Wegen dieser Eigenschaft nennt man sξ einen natu¨rlichen Spline.
Beweis:
Siehe z.B. [1].
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Die Charakterisierung der Splines als Lo¨sung von Minimierungsproblemen, hat mehrere
Vorteile. In einigen Fa¨llen kann man das Problem in einem allgemeineren Rahmen besser
verstehen und die Lo¨sung berechnen. Ferner ist die Verallgemeinerung auf kompliziertere
Probleme oft einfacher, wenn man von einem Optimierungsproblem ausgeht (vgl. [11]).
Hier werden nur natu¨rliche kubische Splines betrachtet (d.h. Splines wie in Satz 3.3). Da-
her wird im folgenden auf die Pra¨zisierung “natu¨rlich” verzichtet. Wir bemerken nur, dass
der Satz von Holladay sich auch auf ho¨here Ableitungen u¨bertragen la¨sst. Weiterhin soll
erwa¨hnt werden, dass a¨hnliche U¨berlegungen wie in dieser Arbeit sich ebenfalls auf ho¨here
Ableitungen u¨bertragen lassen. Soll etwa die zweite Ableitung von f approximiert werden,
so ist es sinnvoll ho¨here Ableitungen als Gla¨ttungsmaß zu betrachten (vgl. [55]). In der Sta-
tistik ist das Problem der Interpolation nicht von großem Interesse, da die Daten meistens
verrauscht sind und eine Interpolation somit keine Vereinfachung des Modells bewirken
wu¨rde. Mit Hilfe der Minimierungseigenschaft der Splines kann man jedoch allgemeinere
Modelle angeben, die eine Approximation von f mit einer Gla¨ttung kombinieren. Wir ge-
ben hier einige Beispiele aus der nichtparametrischen Regression, weisen jedoch darauf hin,
dass Splines in anderen Bereichen der Statistik, wie z.B. Zeitreihen, Dichtescha¨tzung, etc.
auch verwendet werden (vgl. [70], [65], [38], [16]).
Die Idee der Smoothing-Splines oder Penalized-Splines ist eines der a¨ltesten Anwendungen
der Splinetheorie in der Statistik. Dabei bestraft man den Least-Squares-Term
∑n
i=0(g(ti)−
yi)
2 mit einem Gla¨ttungsterm. Der Scha¨tzer wir mittels
sλ := argmin
g∈W2
n∑
i=1
(g(ti)− yi)2 + λ‖g(m)‖22, (λ > 0),
definiert. Dabei wa¨hlt man meistens m ≥ 2. Falls man daran interessiert ist die Ableitungen
der Funktion f zu scha¨tzen, so wird m > 2 gewa¨hlt (vgl. z.B. [55]). Clark in [9] und
Scho¨nberg in [58] merken an, dass sλ die Lo¨sung des Minimierungsproblems
‖g(m)‖22 = min s.t.
n∑
i=1
(g(ti)− yi)2 ≤ U0 [ s.t. (= ”subject to”)]
bzw.
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n∑
i=1
(g(ti)− yi)2 = min s.t. ‖g(m)‖2 ≤ g0,
(mit U0, g0 geeignet) ist. U¨berlegen wir uns, dass die Interpolation, die Lo¨sung des Problems
‖g(m)‖22 = min s.t.
n∑
i=1
(g(ti)− yi)2 ≤ 0
ist, so wird deutlich, dass die Smoothing-Splines eine kanonische Anpassung des Interpo-
lationsproblems an die Anforderungen der nichtparametrischen Regression darstellen. An
dieser Art der Darstellung erkennt man besser, dass sλ die glatteste Funktion ist, die sich in
einer “Umgebung der Daten” befindet. Dabei ist
∑n
i=1(g(ti)−yi)2 offensichtlich ein grobes
Maß fu¨r die “Na¨he” zum Datensatz y. Eine Alternative bietet das Problem
n∑
i=1
(g(ti)− yi))2 + λTV (g(m)) = min,
wobei mit TV die Totale Variation bezeichnet wird (vgl. [47], [14]). Ist eine bessere Kon-
trolle der Funktion erwu¨nscht, so betrachtet man das Problem:
‖g(m)‖22 = min s.t.
g ∈ Wm,
li ≤ g(ti) ≤ ui, (i = 1, . . . , n).
Fu¨r die statistische Interpretation nimmt man ha¨ufig an, dass die Fehler εi, (i = 1, . . . , n),
einen kompakten Tra¨ger haben (vgl. [70]). Probleme dieser Art werden z.B. von [40] und [3]
behandelt. Man kann sich leicht Situationen vorstellen, in denen es wu¨nschenswert wa¨re,
das Monotonieverhalten der Scha¨tzfunktion ebenfalls zu kontrollieren. Dazu betrachtet
man folgendes Problem:
‖g(m)‖22 = min s.t.
g ∈ Wm,
li ≤ g(ti) ≤ ui, (i = 1, . . . , n),
g(1)(t) ≥ 0, (t ∈ [0, 1]),
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was zu monotonen Splines fu¨hrt (vgl. [4], [2], [69], [71]). Wright und Wegman betrachten in
[69] etwas allgemeinere Probleme, die wir im folgenden ausfu¨hrlicher erwa¨hnen werden. Als
Na¨chstes formulieren wir das Gla¨ttungsproblem exakt. Danach werden wir das Problem
auf einem Gitter betrachten und Existenz und Eindeutigkeit u¨berpru¨fen. Anschließend
besprechen wir die Berechnung. Es sei zuna¨chst ein regula¨res Gitter
ξ = (t1, . . . , tn) mit 0 ≤ t1 < · · · < tn ≤ 1,
gegeben. Außerdem sei µ = µξ : [0, 1]→ {1,−1} eine Funktion, die das Monotonieverhalten
vorschreibt, wobei 1 fu¨r monoton wachsend und −1 fu¨r monoton fallend steht. Wir setzen
fu¨r g ∈ Wm : (Mg) := g(1)µ und (Ig)(x) :=
∫ x
0
g(t)dt (der Integraloperator). Damit
definieren wir das Gla¨ttungsproblem:
‖g(m)‖22 = min s.t.
g ∈ Wm,
Mg ≥ 0,
li ≤ (Ikg)(ti) ≤ ui(i = 1, . . . , n),
(3.1)
(k = 0 oder 1). Dabei ist Mg ≥ 0 komponentenweise zu verstehen. Wir interessieren
uns hier hauptsa¨chlich fu¨r den Fall m = 2 und setzen stets voraus, dass die Menge der
zula¨ssigen Funktionen fu¨r unsere Minimierungsaufgabe nicht leer ist. Dies stellt keine Ein-
schra¨nkung dar, da die Nebenbedingungen in einem ersten Schritt berechnet werden und
daher keine leere Menge beschreiben. Hier werden maßtheoretische Probleme mit Null-
mengen vernachla¨ssigt und z.B. auf [5] verwiesen. Man sieht sofort, dass es Fa¨lle gibt, in
denen die Lo¨sung nicht eindeutig ist. Hier nimmt man oft zusa¨tzliche Bedingungen hinzu.
Lo¨wendick z.B. in [42], fixiert g(0), g(1), g(p)(0), g(p)(1), wobei p = 1 oder 2 sind. Diese
Vorgehensweise kann, je nachdem wie die Werte g(0), g(1) gescha¨tzt werden, eine erhebli-
che Einschra¨nkung bedeuten, wie man in der Praxis feststellt. Wir werden sehen, dass die
Eindeutigkeit unter einfacheren Bedingungen gegeben ist, die bei uns immer erfu¨llt sind.
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Definition 3.4 (Regularita¨t) Wir betrachten ein Minimierungsproblem der Art (3.1)
mit m = 2 und bezeichnen die Nebenbedingungen als singula¨r, genau dann, wenn es zwei
verschiedene Geraden gibt, die zula¨ssig sind (d.h. die Monotonie und Grenzbedingungen
erfu¨llen). Das Problem heißt regula¨r, genau dann, wenn es nicht singula¨r ist.
Die Regularita¨t ist zwar eine klar definierte Eigenschaft, jedoch nicht mit Hilfe der Ne-
benbedingungen beschrieben. Es folgt ein Beispiel fu¨r hinreichende Kriterien, die einfach
nachgepru¨ft werden ko¨nnen.
Beispiel 3.5 Es sei das Problem (3.1) gegeben mit µ, l, u, k ∈ {0, 1}. Die Nebenbedingun-
gen sind regula¨r, falls gilt:
• µ ist nicht konstant und
– k=0: es gibt i1, i2, so dass ui2 ≤ li1
– k=1: es gibt i1 < i2 < i3, so dass
ui2 ≤ min(li1 , li3) oder li2 ≥ max(ui1, ui3).
Beweis:
Ist µ nicht konstant, so sind die einzigen zula¨ssigen Geraden, die konstanten Funktionen.
Durch die zusa¨tzlichen Bedingungen erreichen wir, dass ho¨chstens eine konstante Funktion
zula¨ssig ist.
Satz 3.6 (Existenz und Eindeutigkeit)
1) Das Problem (3.1) besitzt eine Lo¨sung gˆ ∈ Wm.
2) Im Fall m = 2 ist die Lo¨sung eindeutig, genau dann, wenn die Nebenbedingungen
regula¨r sind.
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Beweis:
1) Es sei nochmals erwa¨hnt, dass Nullmengen hier außer Acht gelassen werden! Betrach-
ten wir die Menge L2 := {g|
∫ 1
0
g(t)dt <∞}, so ist (L2, <, >) mit
< h1, h2 >:=
∫ 1
0
h1(t)h2(t)dt,
ein Hilbert-Raum, mit der u¨blichen A¨quivalenz auf Nullmengen (siehe z.B. [62]). Wir
betrachten
C := {h ∈ L2|Imh ist zula¨ssig }.
Dabei sei I der Integraloperator. Die Menge C ist als Teilmenge von L2 abgeschlossen
und konvex. Daher nimmt die Normfunktion ‖.‖22 genau ein Minimum hˆ auf C an.
Wir setzen gˆ := Imhˆ, dann ist gˆ ein Minimum des Minimierungsproblems. Diese
Argumentationsfolge wird ha¨ufig benutzt (vgl. z.B. [64]).
2) Eindeutigkeit:
– Singula¨re Probleme haben offensichtlich unendlich viele Lo¨sungen, na¨mlich
αΓ1 + (1− α)Γ2, (α ∈ [0, 1]),
wobei Γ1, Γ2 die zwei verschiedenen zula¨ssigen Geraden sind.
– Es seien C ∈ {C0, C1}, die Menge der zula¨ssigen Funktionen fu¨r k = 0 bzw.
k = 1 und gˆ1, gˆ2 seien zwei Lo¨sungen des Problems
min
g∈C
‖g(2)‖22.
Wir setzen h := g1 − g2. Aus der Konvexita¨t von C folgt:
‖h(2)‖2 = 0.
Hieraus ergibt sich h(2) ≡ 0, also ist h eine Gerade.
Fall 1: Hat h zwei Nullstellen in [0, 1], so muss h ≡ 0 sein und damit g1 = g2.
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Fall 2: Hat h genau eine Nullstelle τκ auf [0, 1], so setzen wir
g3 := 0.5g1 + 0.5g2,
dann ist g3 ebenfalls eine Lo¨sung des Problems (3.2).
Fall 2.1, k=0: g3 beru¨hrt ho¨chstens eine Grenzbedingung. Also ist g3 die Lo¨sung
des Problems
‖g(2)‖22 = min s.t.Mg ≥ 0, g(tκ) = g3(tκ).
Damit folgt ‖g(2)3 ‖22 = 0, also ist g3 eine Gerade. Wegen der Regula-
rita¨t gibt es ho¨chstens eine zula¨ssige Gerade, daher ist die Lo¨sung hier
ebenfalls eindeutig.
Fall 2.2, k=1: H hat folglich ho¨chstens zwei Nullstellen τκ1, τκ2 in [0, 1]. Also lo¨st
g3 das entsprechende Problem:
‖g(2)‖22 = min s.t.
Mg ≥ 0,
G(τκ1) = c1, G(τκ2) = c2,
mit c1 = G3(τκ1), c2 = G3(τκ2).
Fall 3: Hat h keine Nullstellen in [0, 1], so hat H ho¨chstens eine Nullstelle τκ1 auf
[0, 1]. Damit lo¨st g3 das Problem
‖g(2)‖22 = min s.t.
Mg ≥ 0
bzw.
‖g(2)‖22 = min s.t.
Mg ≥ 0,
G(tκ1) = G3(τκ1).
Dies liefert wiederum g3 ist eine Gerade.
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Die Lo¨sung des Gla¨ttungsproblems ist demnach nicht eindeutig, wenn wir Geraden als
approximierende Funktionen zulassen. Diesen Fall kann man aber gesondert betrachten.
Ist na¨mlich eine Gerade zula¨ssig, so kann fˆ durch einen parametrischen Ansatz, z.B. Least-
Squares Gerade bestimmt werden. Die Bedingung Mg ≥ 0 besteht aus u¨berabza¨hlbar
vielen Ungleichungen. Die Frage ist nun, ob es eine geeignete, kleinere Teilmenge aus [0, 1]
gibt, die ausreicht, um eine Formerhaltung der Lo¨sung zu garantieren. Wegman und Wright
beantworten diese Frage in einem Spezialfall (vgl. [70]). Wir notieren hier:
Satz 3.7 (Theorem 4.1 von Wright und Wegman [70]) Es sei das Problem (3.1) mit
einem stetigen Funktional M : W2 →W1 gegeben. Ferner existiere g1 ∈ W2 mit
Mg1 > 0
und
li ≤ g1(ti) ≤ ui, (i = 1, . . . , n),
dann hat das Problem (3.1) eine Lo¨sung, die ein kubischer Spline ist. Die Knotenmenge
besteht aus {ti|i = 1, . . . , n} und einer abza¨hlbaren Teilmenge aus [0, 1].
Beweis:
vgl. [70]
Es gibt also eine kleinere Menge, die ausreicht, um in diesem Spezialfall die Monotonie
zu garantieren. Da diese Knotenmenge trotzdem noch unendlich werden kann, ko¨nnen wir
die formerhaltenden Nebenbedingungen nur in diskreter Form fordern. Machen wir diese
Diskretisierung fein genug, so genu¨gt das Resultat unseren Anforderungen.
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3.3 Diskrete Nebenbedingungen
Wir wollen das Gla¨ttungsproblem (3.3) zuna¨chst auf einem geeigneten Gitter betrachten.
Es sei wieder ξ ein Gitter auf [0,1]. Um die Monotoniebedingungen zu diskretisieren, wollen
wir die Forderung
“f ist monoton wachsend auf I ⊂ [0, 1]”
ersetzen durch:
g(ti+1) ≥ g(ti), (ti ∈ I).
Dazu definieren wir folgendes Problem:
‖g(m)‖22 = min s.t.
g ∈ Wm,
(g(tj+1)− g(tj))µj ≥ 0, (j = 1, . . . , n− 1),
li ≤ Ikng(ti) ≤ ui, (i = 1, . . . , n).
(3.2)
Dabei sei µj = µ(tj), i = 1, . . . , n, die Funktion, die das Monotonieverhalten der Scha¨tz-
funktion vorschreibt, und In sei die diskrete Integration:
In(ti) :=
i∑
j=1
g(tj)(tj − tj−1), (i = 1, . . . , n),
mit t0 := 0. Wir wollen die Existenz und Eindeutigkeit der Lo¨sung des Problems (3.2)
beweisen. Hierfu¨r beschreiben wir zuna¨chst Eigenschaften der kubischen Splines, die eine
einfache numerische Behandlung erlauben.
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Lemma 3.8 (Kubische Splines) Zu z1, . . . , zn ∈ IR gibt es genau einen natu¨rlichen
kubischen Interpolationsspline sξ (d.h. s
(2)
ξ (t1) = s
(2)
ξ (tn) = 0) auf einem regula¨ren Gitter
ξ = (t1, . . . , tn). Wir setzen
γi := s
(2)
ξ (ti), (i = 1, . . . , n), hi := ti+1 − ti, (i = 1, . . . , n− 1),
dann ist sξ durch γ = (γ1, . . . , γn)
T eindeutig festgelegt. Es gilt:
• Rγ = D2z
mit
R =


1
3
(h1 + h2)
1
6
h1
1
6
h1
1
3
(h2 + h3) h3
. . .
. . .
. . .
1
6
hn−3
1
3
(hn−3 + hn−2)
1
6
hn−2
1
6
hn−2
1
3
(hn−2 + hn−1)


und
D2 =


1
h1
(−1
h1
+ −1
h2
) 1
h2
1
h2
(−1
h2
+ −1
h3
) 1
h3
. . .
. . .
. . .
1
hn−3
( −1
hn−3
+ −1
hn−2
) 1
hn−2
1
hn−2
( −1
hn−2
+ −1
hn−1
) 1
hn−1


.
Fu¨r einen Spline uξ gilt: ∫ tn
t1
(u
(2)
ξ (t))
2dt = γT Rγ,
wobei R eine symmetrische positiv-definite Matrix ist.
Beweis:
Wir berechnen nur die Matrizen:
s
(2)
ξ ist eine stu¨ckweise lineare Funktion und es gilt:
s
(2)
ξ (t) = γi
(ti+1 − t)
hi
+ γi+1
(t− ti)
hi
, (t ∈ [ti, ti+1], i = 1, . . . , n− 1).
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Integrieren wir die Funktion zweimal, so folgt:
sξ(t) = γi
(ti+1 − t)3
6hi
+ γi+1
(t− ti)3
6hi
+ Ai(t− ti) + Bi, (t ∈ [ti, ti+1], i = 1, . . . , n− 1).
Setzen wir nun zi = sξ(ti), zi+1 = sξ(ti+1) ein, so folgt:
zi = γi
h2i
6
+ Bi, zi+1 = γi+1
h2i
6
+ Aihi + Bi, (i = 1, . . . , n− 1).
Schließlich bekommen wir:
Bi = zi − γih
2
i
6
, Ai =
zi+1 − zi
hi
+ hi(γi+1 − γi).
Investieren wir zusa¨tzlich die Stetigkeit von s(1), so folgt:
hi
6
γi +
hi + hi+1
3
γi+1 +
hi+1
3
γi+2 =
zi+2 − zi+1
hi+1
− zi+1 − zi
hi
, (i = 1, . . . , n− 2).
Mit Hilfe des Satzes von Gerschgorin (vgl. z.B. [17]) sieht man, dass R positiv definit ist.
Insbesondere ist R invertierbar.
Satz 3.9 Es sei ξ ein regula¨res Gitter, dann gilt:
1) Das Problem (3.2) hat eine Lo¨sung s, die ein kubischer Spline auf dem Gitter ξ ist.
2) Sind die Nebenbedingungen regula¨r, so ist das Problem eindeutig lo¨sbar.
3) Das Problem (3.2) la¨sst sich als ein quadratisches Optimierungsproblem auffassen.
Beweis:
1) Die Existenz einer Lo¨sung sehen wir wie im Fall mit den stetigen Nebenbedingungen.
2) Es sei sξ,g der natu¨rliche Spline, der g auf dem Gitter ξ
(g(t1), . . . , g(tn))
interpoliert. Fu¨r alle zula¨ssigen Funktionen g gilt offensichtlich:
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– Ist g zula¨ssig, so ist auch sξ,g zula¨ssig.
– ‖s(2)ξ,g‖22 ≤ ‖g(2)‖22
– Insbesondere ist gˆ eine Lo¨sung des Problems, so gilt:
‖s(2)ξ,gˆ‖22 ≤ ‖gˆ(2)‖22 ≤ ‖s(2)ξ,gˆ‖22.
Wegen der Eindeutigkeit des natu¨rlichen Splines folgt gˆ = sξ,gˆ.
Damit haben wir bewiesen, dass die Lo¨sung ein Spline ist.
3) Sei Cξ die Menge aller zula¨ssigen Funktionen fu¨r das Problem (3.2). Folgende Pro-
bleme haben dieselbe Lo¨sungsmenge:
– ‖g(2)‖22 = min s.t. g ∈ Cξ
– ‖s(2)ξ,g‖22 = min s.t. g ∈ Cξ
– ‖s(2)ξ ‖22 = min s.t. sξ ∈ Cξ
Investieren wir noch Lemma 3.8, so la¨sst sich das Problem als ein diskretes QP
auffassen.
Hier fragt man sich, ob und unter welchen Voraussetzungen, die diskreten Lo¨sungen des
Problems sξn gegen die Lo¨sung des stetigen Problems (3.1) konvergieren, wobei ξn eine
Folge von Gittern sei. Falls zum Beispiel die Gitter ξn a¨quidistant gewa¨hlt werden, so gilt
∪ξn = Q, was eine dichte Teilmenge von IR ist. Dieser Zusammenhang wird in [64] und
[66] untersucht. Ferner ko¨nnte man mit Hilfe der exakten Lo¨sungen eine bessere Charak-
terisierung des stetigen Problems erreichen. Wir wollen uns hier jedoch im weiteren Text
der Berechnung der diskreten Lo¨sung widmen.
3.4 Berechnung auf a¨quidistanten Gittern und QP
Wir haben im letzten Abschnitt das Problem (3.2) als die Lo¨sung eines quadratischen Mini-
mierungsproblems, unter linearen Nebenbedingungen aufgefasst. Solche Optimierungspro-
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bleme sind gut untersucht worden. Trotzdem ist die Berechnung, bei gro¨ßeren Datensa¨tzen,
sehr schwierig. Hier soll die Lo¨sung des Minimierungsproblems berechnet werden. Dazu be-
merken wir nochmal, dass die Matrix R aus dem Lemma (3.8), die das Verha¨ltnis zwischen
den Gewichten γi und die Werte s(ti) beschreibt, eine Tridiagonalmatrix ist. Bandmatri-
zen kann man bekanntlich auch in ho¨heren Dimensionen effizient (in O(n)) behandeln. In
der Nichtparametrischen Regression sind interessante Probleme oft mit großen Datensa¨tzen
verbunden. Daher soll die “Bandstruktur” des Problems hier erhalten werden. Wir Betrach-
ten das Problem zuna¨chst auf einem a¨quidistanten Gitter. Eine Mo¨glichkeit, das Gla¨ttungs-
funktional zu approximieren, ist der Vorschlag von [42] bzw. [50]: Approximiere die zweite
Ableitung einer Funktion g ∈ W2 durch die finiten Differenzen:
g(2)(ti) ≈ n2 (g(ti+1)− 2g(ti) + g(ti−1)) ,
wobei ξ = (1/n, 2/n, . . . , (n− 1)/n, 1). Mit der vorherigen Notation setzen wir also
gn := (g(t1), . . . , g(tn))
T und gn,2 := nD2g
n,
wobei D2 die Matrix aus Lemma 3.8 sein soll. Ferner wird angenommen, dass ξ1 = ξ2 = ξ
gilt. Damit kann γT Rγ in Lemma 3.8 durch
gn,2Rgn,2 = gnQLgn
mit
QL := (nD2)
T R(nD2) =
n3
3


4 −7 2 1
−7 16 −10 0 1
2 −10 16 −9 0 1
1 0 −9 16 −9 0 1
. . .
. . .
. . .
1 0 −9 16 −9 0 1
1 0 −9 16 −10 2
1 0 −10 16 −7
1 2 −7 4


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approximiert werden. Eine zweite Mo¨glichkeit ergibt sich aus der Matrixrelation Rγ = D2gn
in Lemma 3.8. Setzen wir das na¨mlich in γT Rγ ein, so folgt:
γT Rγ = (R−1D2g
n)T R(R−1D2g
n) = gnDT2 R
−1D2g
n.
Da R−1 keine Bandform hat, ko¨nnen wir nur die exakte Lo¨sung berechnen und die Dia-
gonalform beibehalten, indem wir sta¨ndig die Transformation γ ↔ gn durchfu¨hren. Dies
wu¨rde den Algorithmus jedoch erheblich verlangsamen. Da viele Eintra¨ge von R−1 klein
sind, bietet die folgende Vorgehensweise einen Kompromiss. Approximiere R−1 durch eine
Tridiagonalmatrix, z.B.
R1 :=
n
5


4 −1
−1 4 −1
. . .
−1 4 −1
−1 4


und setze γT Rγ ≈ gTn QMgn mit
QM := D
T
2 R1D2 =
n3
5


4 −9 6 −1
−9 24 −22 8 −1
6 −22 32 −23 8 −1
−1 8 −23 32 −23 8 −1
. . .
. . .
. . .
−1 8 −23 32 −23 8 −1
−1 8 −23 32 −22 6
−1 8 −22 24 −9
−1 6 −9 4


.
Bemerkung 3.10 Die Matrizen QL und QM sind symmetrisch und positiv-semidefinit.
Die Approximation des Funktionals durch beide Matrizen la¨sst in der Praxis kaum Un-
terschiede feststellen. Auf eine genauere Analyse der Approximationseigenschaften wollen
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wir an dieser Stelle verzichten und werden im folgenden nur von Q2 ∈ {QM , QL} sprechen.
Werden die Isotoniebedingungen und die Grenzbedingungen auch auf dem selben Gitter ξ
gefordert, so kann das Problem mit diskretem Funktional wie folgt gestellt werden:
‖g(2)‖2n,2 := 12gnT Q2gn = min s.t.
gn ∈ IRn,
(gnj+1 − gnj )µj ≥ 0, (j = 0, . . . , n− 1),
li ≤ Ikgn ≤ ui, (i = 1, . . . , n).
(3.3)
Setzen wir Gni =
∑
j≤i g
n
j
1
n
, so ist der Fall k = 1 a¨quivalent zu:
1
2
GnT Q3G
n = min s.t.(
Gnj+1 − 2Gnj + Gnj−1
)
µj ≥ 0, (j = 0, . . . , n− 1),
l ≤ Gn ≤ u,
(3.4)
mit Q3 := D
T
1 Q2D1,
D1 =


1 −1
1 −1
. . .
1 −1
1 −1


.
Satz 3.11 Das Problem (3.3) ist lo¨sbar. Die Lo¨sung ist eindeutig, falls die Nebenbedin-
gungen regula¨r sind.
Beweis:
Die Lo¨sbarkeit ist klar. Die Eindeutigkeit folgt genau wie im stetigen Fall mit der folgenden
Anmerkung. Aus
gnT Q2g
n = 0,
folgt D2g
n = 0 und hieraus folgt gn liegt auf einer Geraden.
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3.5 Zusammenfassung
Wir haben hier das Gla¨ttungsproblem beschrieben und eine Diskretisierung vorgestellt.
Dabei wurde sowohl das exakte Problem (3.2) auf einem diskreten Gitter, als auch das
approximativ bestimmte Problem (3.3), bzw. (3.4) auf ein quadratisches Optimierungs-
problem im IRn, zuru¨ckgefu¨hrt. Im na¨chsten Kapitel werden Methoden vorgestellt, die
solche Optimierungsprobleme lo¨sen, und effiziente Methoden werden fu¨r unsere speziel-
len Optimierungsaufgaben entwickelt. Dabei steht die Mo¨glichkeit, den Speicherverbrauch
zu verringern, um große Probleme zu behandeln, im Vordergrund. Danach stellen wir die
Ergebnisse vor und werden diese diskutieren.
Kapitel 4
Quadratisches Programmieren
In diesem Kapitel werden einige Methoden, zur Berechnung der Lo¨sung eines quadra-
tischen Optimierungsproblems1 (QP) besprochen. Das Problem wird zuna¨chst allgemein
formuliert, um die Grundprinzipien der Methoden zu erla¨utern. Danach werden wir auf die
Gla¨ttungsprobleme (3.3), bzw. (3.4) eingehen. Die Beschreibung der Methoden geschieht
nicht detalliert, da hier nur ein grober Einblick in diesem Bereich ermo¨glicht werden soll.
Zur na¨heren Beschreibung der Algorithmen verweisen wir zum Beispiel auf [54], [30], [31]
bzw. auf das Buch von Nocedal und Wright [53].
4.1 Problemstellung
Wir betrachten hier einen Spezialfall eines Minimierungsproblems unter Nebenbedingun-
gen. Das allgemeine Quadratische Programm wird formuliert als:
min
x
q(x) = 1
2
xT Qx + xT d s.t.
aTi x = bi, (i = 1, . . . , ng),
aTi x ≥ bi, (i = ng + 1, . . . , nu),
(4.1)
wobei Q eine symmetrische n×n Matrix und d, ai ∈ IRn, (i = 1, . . . , nu) sind. Hier sei stets
ng = 0 angenommen, was bedeutet, dass die Nebenbedingungen nur aus Ungleichungen
1Ha¨ufig wird hierfu¨r der Ausdruck Quadratische Programmieren (quadratic programing) benutzt!
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bestehen. Ferner nehmen wir an, dass Q positiv semidefinit ist. Machen wir uns klar, dass
sowohl q, als auch die Menge der zula¨ssigen Vektoren, konvex sind. In diesem Fall spricht
man von einem konvexem QP.
Bemerkung 4.1 • Ein konvexes QP hat immer eine Lo¨sung, falls die Menge der
zula¨ssigen Vektoren keine leere Menge ist.
• Die zula¨ssige Menge definiert durch
{x ∈ IRn|Ax ≥ b}, A = [a1, . . . , au]T , b = (b1, . . . , bu)T
ist konvex (bzw. leer), wobei “≥” komponentenweise zu verstehen ist.
• Wir definieren die Menge der aktiven Nebenbedingungen zu einem zula¨ssigen Vektor
x, mittels:
A(x) = {i|aTi x = bi}.
• Zu jeder Lo¨sung x∗ von (4.1) gibt es ein λ∗ = (λ∗1, . . . , λ∗nu), so dass folgende Karush-
Kuhn-Tucker Bedingungen (KKT, vgl. [39]) erfu¨llt sind:
Qx∗ + d =
∑
i∈A(x∗)λ
∗
i ai,
aTi x
∗ = bi, i ∈ A(x∗),
λ∗i ≥ 0, (i = 1, . . . , nu).
(4.2)
Beweis:
siehe [53].
Die Bedingungen (4.2) sind fu¨r die meisten QP Methoden von essentieller Bedeutung.
Insbesondere sagen die Lagrange Multiplikatoren λ∗i nicht nur etwas u¨ber das “aktiv sein”
einer Bedingung aus, sondern auch u¨ber die Sta¨rke dieser Bedingung (vgl. [53]). Wie bereits
erwa¨hnt, gibt es viele Vorschla¨ge fu¨r die numerische Behandlung von (4.1). Ferner gibt
es diverse Kombinationsmo¨glichkeiten dieser Methoden, die dazu fu¨hren, dass man fu¨r
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jedes Problem die geeignete Methode konstruieren ko¨nnte. Diese Methoden ko¨nnte man in
verschiedenste Kategorien einteilen. Hier werden zwei repra¨sentative Kategorien vorgestellt.
4.2 Aktive-Menge-Methoden
Die Menge A(x∗), die in Bemerkung (4.1) definiert wurde, ist die Menge der aktiven Ne-
benbedingungen an der Lo¨sung x∗. Wenn man diese Menge kennen wu¨rde, dann liesse sich
das (QP) zu
min
x
q(x) s.t. (aTi x = bi, i ∈ A(x∗))
vereinfachen. Bei den Aktive-Menge-Methoden versucht man die Indexmenge A(x∗) zu fin-
den. Dazu definiert man eine Folge von Indexmengen Wk ⊂ {1, . . . , nu} und stellt zu xk
das Problem
• Minimiere die Funktion q unter alle Vektoren x mit (aTi x = bi, i ∈ Wk).
Dabei soll q(xk) eine fallende Folge sein. Es gibt diverse Mo¨glichkeiten Wk zu bestimmen.
Geeignete Beispiele fu¨r diese Methode werden in der na¨chsten Sektion mittels Anwendung
auf unser spezielles Problem vorgestellt:
4.2.1 Implementierung einer Aktive-Menge-Methode
Hier wird eine Aktive-Menge-Methode genauer beschrieben, um sie unserer konkreten Si-
tuation anzupassen. Dabei suchen wir nach einem Weg, den Speicherbedarf der Metho-
de, so weit wie mo¨glich, niedrig zu halten, um mo¨glichst große Datensa¨tze bearbeiten zu
ko¨nnen. Zuna¨chst gehen wir vom Problem (4.1) aus und definieren zu xk und beliebigem
Wk ⊂ A(xk) das dazugeho¨rige Subproblem:
min
p
q(xk + p) s.t.
aTi (x
k + p) = bi, (i ∈ Wk).
(4.3)
Algorithmus 4.2 (Aktive-Menge-Algorithmus fu¨r konvexes QP)
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• Sei x0 ∈ IRn zula¨ssig. Wir setzen W0 := A(x0).
• While (Konvergenz nicht erreicht)
• pk := argmin
p
q(xk + p) s.t. aTi (x
k + p) = bi, (i ∈ Wk)
– if (pk=0)
∗ Bestimme Lagrange Multiplikatoren λk
∗ Ist xk die Lo¨sung: STOP
∗ Ist xk nicht die Lo¨sung,
so wa¨hle i ∈ Wk mit λki < 0 und setze
i := argmin{j|λkj < 0}
Wk+1 =Wk \ {i} (Das geht wegen Bemerkung 4.1)
∗ k ← k + 1
– else
∗ setze αk = min(min{α > 0|A(xk + αpk) ≥ b}, 1)(> 0)
∗ xk+1 = xk + αkpk
∗ Wk+1 = A(xk)
∗ k ← k + 1
• end While
Die Funktion q wird in jedem Schritt in einem Unterraum von IRn minimiert, der durchWk
definiert ist. Sto¨ßt man dabei auf “Widerstand” durch Nebenbedingungen außerhalb von
Wk, so werden sie hinzu genommen. Ist das Minimum des Subproblems erreicht, so handelt
es sich bei xk entweder um die globale Lo¨sung, oder wir ko¨nnen (mindestens) eine Neben-
bedingung entfernen. Man kann zeigen, dass der Algorithmus 4.2 in jedem Schritt eine
Verbesserung liefert und daher gegen die Lo¨sung des Problems (4.1) konvergiert und sogar
in endlich vielen Schritten mit der exakten Lo¨sung abbricht (vgl. [53]). Diese Eigenschaft ist
jedoch bei großen Problemen nicht von Bedeutung. Die Auswahl von αk und die Selektion
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von Wk wird in der Literatur ha¨ufig diskutiert (vgl. z.B.[10] oder [32]). Wir wollen jedoch
auf die Feinheiten der Methode verzichten und widmen uns mehr dem Speicherverbrauch.
Die Lo¨sungen pk der Zwischenprobleme in Algorithmus 4.2 sind Lo¨sungen linearer Glei-
chungssysteme, die jedoch abha¨ngig von der Anzahl und Art von ai, i ∈ Wk groß und
singula¨r sein ko¨nnen. Im Folgenden betrachten wir das Problem (4.3) mit den einfach-
sten Nebenbedingungen na¨mlich Grenzen li, ui ∈ IR an den Komponenten xi. Wir werden
sehen, dass sich die Lo¨sungen der Subprobleme sehr einfach berechnen lassen. Danach wer-
den wir diese Vereinfachung durch formerhaltende Bedingungen erweitern und sehen, dass
durch kleine Adaptionen der Methode, die Monotonie bzw. Konvexita¨tsnebenbedingungen
ebenfalls beru¨cksichtigt werden ko¨nnen. An dieser Stelle sei angemerkt, dass das spezielle
Problem der Minimierung unter den Nebenbedingungen l ≤ x ≤ u in der Literatur oft be-
handelt wurde. Eine effiziente Modifizierung des Aktive-Menge-Algorithmus fu¨r große Ma-
trizen bietet z.B. [63]. Wir formulieren nun eine einfache Umschreibung des Subproblems
in Algorithmus 4.2 (siehe z.B. [53]). Danach werden wir sehen, dass diese Formulierung uns
erlaubt, den Speicherverbrauch fu¨r die Aktive-Menge-Methode, zu reduzieren. An dieser
Stelle sei angemerkt, dass diese Speicherreduzierung in anderen Zusammenha¨ngen eben-
falls angewendet werden ko¨nnte. Das Minimieren unter Grenzbedingungen ist, wie bereits
erwa¨hnt, von großem Interesse in der numerischen Optimierung (vgl. [44], [45], [43], [63]).
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Satz 4.3 Betrachten wir das spezielle Problem
min
x∈IRn
q(x) s.t. l ≤ x ≤ u,
wobei l, x, u ∈ IRn. Ferner sei zu xk mit l ≤ xk ≤ u eine Arbeitsmenge Wk gegeben. Wir
definieren
Bk := {i ∈ {1 . . . , n} : xki = li oder xki = ui}, w := |Bk|, s = n− w,
und damit
Pk : IR
n → IRs, Pk((x1, . . . , xn)T ) := (xi1 , . . . , xis)T ,
wobei {i1, . . . , is} = {1, . . . , n} \ Bk. Dann la¨sst sich das Problem (4.3) wie folgt um-
schreiben:
i) min
p
q(xk + p)T s.t. (pi = 0, i ∈ Bk).
ii) min
p
1
2
pT Qp + gk
T
p + c s.t. p = P Tk Pkp, wobei g
k = Qxk + d und c = 1
2
xk
T
Qxk.
iii) min
r
1
2
rT Akr + r
kT r + c, wobei Ak = PkQP
T
k , r
k = Pkg
k.
Beweis:
i) ist exakt das Problem 4.3 in diesem speziellen Fall. Die Zielfunktion in ii) entsteht
durch einfaches Ausmultiplizieren von i). Zur Umschreibung der Nebenbedingungen sei fu¨r
p ∈ IRn angemerkt:
{p|pi = 0, i ∈ Bk} = {p|p = P Tk Pkp}.
Schließlich sieht man iii) wie folgt. Wir substituieren r := Pkp ∈ IRs und setzen dies in ii)
ein. Damit ergibt sich fu¨r die Nebenbedingungen: p = P Tk r. Setzen wir dies wiederum in
die Zielfunktion ein, so ergibt sich
1
2
(P Tk r)
T Q(P Tk r) + g
kT (P Tk r) + c =
1
2
rT Akr + (Pkg
k)T r + c.
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Ist die Matrix Ak ∈ IRs×s invertierbar, so la¨sst sich die Lo¨sung pk des Problems (4.3)
mittels pk = −P Tk A−1k rk berechnen. An dieser Darstellung der Subprobleme sieht man,
dass fu¨r den Aktive-Menge-Algorithmus in jedem Schritt nur die Lo¨sung eines regula¨ren
LGS erforderlich ist. Man sieht weiterhin, dass Ak symmetrisch ist und die Dimension von
Ak ho¨chstens n sein kann. Wir brauchen also in jedem Schritt nur eine s×s Matrix, (s ≤ n)
zu invertieren. Zuna¨chst definieren wir eine Bandmatrix.
Definition 4.4 (Bandmatrix) Eine Matrix B = (bij) ∈ IRn×n heisst eine Bandmatrix
mit Bandla¨nge m ≥ 1, falls gilt:
bij = 0, (|i− j| ≥ m).
Eine Diagonalmatrix ist demnach eine Bandmatrix der Bandla¨nge 1. Damit notieren wir:
Bemerkung 4.5 Seien Q bzw. q und Ak wie oben gegeben.
i) Ist Q symmetrisch, so ist Ak ebenfalls symmetrisch fu¨r alle k.
ii) Ist Q eine Bandmatrix der Bandla¨nge m, so ist Ak ebenfalls eine Bandmatrix der
Bandla¨nge m.
iii) Ist die Matrix Q eine Bandmatrix mit der Bandla¨nge m, so beno¨tigt man fu¨r die
Durchfu¨hrung des Aktive-Menge-Algorithmus ho¨chstens 2m + 4 Vektoren der La¨nge
n.
Beweis:
i) Klar: ATk = (PkQP
T
k )
T = PkQ
T P Tk = PkQP
T
k = Ak.
ii) Es gilt offensichtlich:
Ak = (aµν)1≤µ,ν≤s = (qiµiν )1≤µ,ν≤s,
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Außerdem gilt mit (o.B.D.A) ν ≥ µ:
#{iµ, iµ + 1, . . . , iν} ≥ #{µ, . . . , ν}.
Damit folgt:
m ≤ |µ− ν| ⇒ m ≤ |iµ − iν| ⇒ aµν = qiµiν = 0.
iii) Wir ko¨nnen Q und d in m + 1 Vektoren speichern (da Q symmetrisch ist!). Ferner
mu¨ssen wir in jedem Schritt Bk, xk, Ak, pk speichern. (Die Lagrange-Multiplikatoren
mu¨ssen hier nicht explizit berechnet werden!). Damit ergibt sich m+1+1+1+m+1 =
2m + 4.
Dieser “Trick” versetzt uns in die Lage mit wenig Speicher, den Algorithmus zu program-
mieren. Dabei muss man bei der Invertierung der Matrizen Ak, die Bandform des Problems
ausnutzen. Dies kann zum Beispiel realisiert werden, indem man die Cholesky Zerlegung
der Matrix benutzt. Die oben beschriebene Methode wird in der Literatur ha¨ufig verwen-
det. Die Erhaltung der Bandstruktur der Matrix wird jedoch nicht erwa¨hnt, da man in der
Optimierungsliteratur Programme fu¨r allgemeinere Methoden haben mo¨chte. Im weiteren
Text wollen wir die Erhaltung der Bandstruktur auf unsere Probleme verallgemeinern. Da-
bei ist offensichtlich die Rolle der Projektion Pk sehr wichtig. Wir notieren zuna¨chst eine
einfache Feststellung.
Bemerkung 4.6 Es sei κ : IRn → IR eine Abbildung und Ω ⊂ IRn ein Unterraum von IRn
mit dim(Ω) = s, (s ≤ n) gegeben. Ferner sei P : IRn → IRs eine lineare Abbildung mit
vollem Rang s und die Zeilen von P seien alle Elemente aus Ω. Es gilt:
i) P |Ω ist eine Bijektion und P |−1Ω = P T , falls die Zeilen von P eine Orthonormalbasis
von Ω bilden
ii) Ω = {x ∈ IRn|x = P |−1Ω Px}.
4.2. AKTIVE-MENGE-METHODEN 51
iii) Das Problem argmin
x∈IRn
q(x) s.t. (x ∈ Ω) wird gelo¨st durch
P |−1Ω argmin
r∈IRs
κ(P |−1Ω r),
wobei die Lo¨sung auch eine Menge sein kann.
Beweis:
i) Klar durch Nachrechnen.
ii) Klar nach i) und Lineare Algebra.
iii) Folgt aus der Substitution r := Px.
Im Allgemeinen ist die Bestimmung von P mit großem Rechenaufwand verbunden. In
speziellen Fa¨llen wie z.B. im Fall der Grenzbedingungen ist es jedoch mo¨glich, P einfach
anzugeben und die Bandstruktur der Matrix zu erhalten. Nun werden wir versuchen in
unserer speziellen Situation die Monotonie bzw. Konvexita¨tsbedingungen einzubauen, oh-
ne die Bandla¨nge der Matrix zu vergro¨ßern. Zuna¨chst betrachten wir das Problem (3.3)
bzw. (3.4). Da hier der diskrete Fall betrachtet wird, wollen wir die Unbekannten zur
Vereinfachung mit x bezeichnen.
min
x
1
2
xT Qx + dT x s.t.
l ≤ x ≤ u,
(xi+1 − xi)µi ≥ 0, (i = 1, . . . n− 1).
Sei xk zula¨ssig. Das dazugeho¨rige Subproblem (4.3) lautet:
min
p
1
2
(xk + p)T Q(xk + p) + dT (xk + p) s.t.
pi = 0, (i ∈ Bk),
pi+1 = pi, fu¨r einige i.
(4.4)
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Wir wollen die aktiven Monotoniebedingungen, wie folgt notieren. Ist eine Folge von Mo-
notoniebedingungen gegeben, so notieren wir dies als
xk konstant auf Ij := [κj : ρj] = {κj, κi + 1, . . . , ρj}.
Wir wollen die Menge
{Ij|xk konstant auf Ij}
mit Sk bezeichnen. An dieser Stelle kann man sich u¨berlegen, dass die Einfachheit von
Grenzen als Nebenbedingungen, an folgender Tatsache liegt. An einer Komponente, kann
nur eine Bedingung aktiv sein. Das Beru¨hren beider Grenzen an einer Komponente be-
deutet na¨mlich, dass die Grenzen an diesem Punkt u¨bereinstimmen. Man kann also zur
Lo¨sung des Problems (4.3) eine Bedingung weglassen. Fu¨gen wir nun die Isotoniebedin-
gungen hinzu, so kann es sein, dass an einem Punkt sowohl eine Isotoniebedingung, als
auch eine Grenzbedingung aktiv ist, also z.B. xki = li und x
k
i = x
k
i+1. Im folgenden Lemma
werden wir sehen, dass man diese Nebenbedingungen in geeigneter Weise aufspalten kann.
Lemma 4.7 Wir betrachten das Problem (4.4) und setzen
Ω := {p ∈ IRn|pi = 0 (i ∈ Bk), p konstant auf Ij, Ij ∈ Sk},
B1k := Bk ∪ {[is : js]|[is : js] ∩ Bk 6= ∅} und S1k := Sk \ B1k.
Damit gilt:
i) B1k ∩ S1k = ∅
ii) Ω = {p ∈ IRn|pi = 0 (i ∈ B1k), p konstant auf [is : js] ∈ S1k}.
Beweis:
i) Ist gema¨ß der Definition klar.
ii) Gibt es in einem konstanten Intervall eine aktive Grenzbedingung, so mu¨ssen alle
Punkte in diesem Intervall festgehalten werden.
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Wir schließen aus dieser Eigenschaft:
Folgerung 4.1
Ist das Problem (4.4) gegeben, so kann man zu jedem Subproblem (4.4), die Aktive Menge
A(xk) in zwei disjunkte Indexmengen Sk und Bk zerlegen, die die aktiven Monotonie bzw.
Grenzbedingungen beschreiben.
Damit ko¨nnen wir, wie im Fall der Grenzbedingungen, eine Beziehung zwischen den ein-
zelnen Komponenten xi und die mo¨glichen aktiven Nebenbedingungen herstellen. Wir be-
schreiben den Aktive-Menge-Algorithmus fu¨r unser spezielles Problem im Fall der Monoto-
niebedingungen. Doch zuvor wird eine vereinfachende Notation eingefu¨hrt. Wir wollen auch
einelementige Intervalle Ij erlauben. Die freien Komponenten werden also als einelementige
Intervalle aus Sk aufgefasst, so dass gilt: {1, . . . , n} = Bk
.∪ (
.⋃
Ij
Ij∈Sk
).
Satz 4.8 (AMA fu¨r Monotoniebedingungen) Wir betrachten das Problem (4.4), wobei
die Mengen Bk und Sk disjunkt sein sollen. Wir setzen s := |Sk| und definieren damit
Pk := P (Bk,Sk) : IRn → IRs mit (Pkx)j = 1√
|Ij |
∑
i∈Ij
xi. Damit gilt:
i) Das Problem (4.4) ist a¨quivalent zu: min
p∈IRn
q(xk + p) s.t. p = P Tk Pkp.
ii) Ist r∗ die Lo¨sung von
min
r∈IRs
1
2
rT Akr + r
T
k r + c,
mit
Ak = PkQP
T
k , rk = Pk(Qx
k + d), c =
1
2
xk
T
Qxk
und p∗ die Lo¨sung von i), so gilt: p∗ = P Tk r
∗.
iii) Ist Q eine Bandmatrix der Bandla¨nge m, so ist Ak ebenfalls eine Bandmatrix der
Bandla¨nge m, und der AMA kann mit einem O(n) Speicherverbrauch berechnet
werden. Ferner lassen sich die Lagrange-Multiplikatoren in jedem Schritt mit einem
Rechenaufwand von O(n) berechnen.
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Beweis:
i) Wir mu¨ssen zeigen, dass Pk|Ω eine Bijektion ist. Dazu sei x ∈ Ω und i ∈ Ij. Es gilt:
(P Tk Pkx)i =
1√|Ij|

 1√|Ij|
∑
κ∈Ij
xκ

 =
x konstant auf Ij
1
|Ij|(|Ij|xi) = xi.
Damit ist Pk|Ω insbesondere bijektiv!
ii) Folgt durch die Substitution r := Pkp.
iii) Es sei Q = (Q1, . . . , Qn) = (qij)1≤i,j≤n, PkQP
T
k = (hκρ)1≤κ,ρ≤s, dann ist:
hκρ =
1√|Iκ|
∑
i∈Iκ

 1√|Iρ|
∑
j∈Iρ
Qj


i
=
1√|Iκ||Iρ|
∑
i∈Iκ,j∈Iρ
qij.
Nehmen wir |ρ− κ| ≥ m an, so folgt fu¨r alle i, j mit i ∈ Iκ, j ∈ Iρ:
|i− j| ≥ m und damit qij = 0.
Betrachten wir die Zerlegung wie in Lemma 4.7, so ist die Bemerkung u¨ber die
Lagrange Multiplikatoren klar.
Wir notieren die entsprechenden Sa¨tze fu¨r konvexe Nebenbedingungen. Dabei mu¨ssen wir
mehrere Fa¨lle unterscheiden. An dieser Stelle sei angemerkt, dass die meisten dieser U¨ber-
legungen auf beliebige Nebenbedingungen, die jedoch eine Bandstruktur haben sollten,
u¨bertragen werden ko¨nnen. Das heisst Nebenbedingungen, die z.B. der Form c1xi−c2xi+1 ≥
0 sind. Wir wollen jedoch hier darauf verzichten, da diese Verallgemeinerung in dieser Ar-
beit nur unno¨tige Notationen verursachen wu¨rde. Wir notieren das Subproblem fu¨r die
diskreten Konvexita¨tbedingungen.
min
p
(xk + p)T Q(xk + p) + dT (xk + p) s.t. (4.5)
pi = 0, (i ∈ Bk),
p linear auf ([iρ : jρ] ∈ Kk).
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Wir wollen außerdem einen Intervallzug
[iρ : jρ], . . . , [iρ+κ : jρ+κ]
mit
[iρ : jρ] ∪ · · · ∪ [iρ+κ : jρ+κ] = [iρ : jρ+κ]
als
[iρ : jρ : · · · : iρ+κ : jρ+κ]
notieren.
Lemma 4.9 Es sei Subproblem 4.5 mit Bk und Kk gegeben. Ferner seien wieder zur
Vereinfachung einelementige Intervalle erlaubt
Ω = {p ∈ IRn|pi = 0 (i ∈ Bk), p linear auf [iρ : jρ] ∈ Kk, ρ = 1, . . . , s}.
Wir trennen wieder die Nebenbedingungen in der Form
B1k := Bk ∪ {[i : j] ∈ Kk||[i : j] ∩ Bk| ≥ 2}
und
K1k := Kk \ {[i : j] ∈ Kk||[i : j] ∩ Bk| ≥ 2}.
Damit gilt K1k und B1k beschreiben die Aktive Menge, d.h.
Ω = {p ∈ IRn|pi = 0 (i ∈ B1k), p linear auf [iρ : jρ] ∈ K1k, ρ = 1, . . . , s}.
Beweis:
Ist ein Linearita¨tsintervall gegeben, und sind mehr als zwei pi gleich Null, so ko¨nnen wir
das ganze Intervall gleich Null setzen.
Wir wollen nun mit Hilfe dieser Aussage, den Algorithmus fu¨r das Problem mit den Konve-
xita¨tsbedingungen so implementieren, dass die Bandstruktur erhalten bleibt. Dazu werden
wir wieder zuna¨chst zur Vereinfachung der Notation, die diskrete Menge [ρ : κ]\{ρ, κ} mit
(ρ : κ) bezeichnen.
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Satz 4.10 (AMA fu¨r Konvexita¨tsnebenbedingungen) Es sei das Subproblem (4.5) mit
Bk und Kk wie im Lemma 4.9 gegeben. Es sei
Ω = {p ∈ IRn|pi = 0 (i ∈ Bk), p linear auf I, I ∈ Kk},
Wir setzen s1 := |Kk| − |{Ij|Ij ∩ Ij+1 6= ∅}|. Ferner sei
{i1 . . . , is1} = {1, . . . , n} \ {i|i ∈ (κ : ρ), [κ : ρ] ∈ Kk}.
Es sei
{j1, . . . , js} = {i1, . . . , is1} \ {i|∃j mit [i : j) ∩ Bk 6= ∅}
Wir setzen Pk := P (Bk,Kk) : IRn → IRs als die Projektion auf die Komponenten
{j1, . . . , js}.
i) Pk|Ω ist eine Bijektion und dim(Ω)= s.
ii) Pk|−1Ω ist definiert durch Pk|−1Ω x = z mit
– zjκ = xκ, κ = 1, . . . , s
– Fu¨r κ = s1, s1 − 1, . . . definieren wir rekusiv zu
iκ ∈ {i1, . . . , is1} mit ∃j, τκ := [iκ : iκ+1) ∩ Bk 6= ∅ :
ziκ :=
(iκ−τκ)
(iκ+1−τκ)
ziκ+1 .
– Definiere fu¨r i ∈ (iκ : iκ+1), zi durch lineare Interpolation.
ii) Die Lo¨sung von (4.5) la¨sst sich bestimmen durch:
p∗ = Pk|−1Ω r∗, r∗ := argmin
1
2
rT Akr + r
T
k r + c,
wobei Ak = (Pk|Ω−1)T QPk|−1Ω , rk = (Pk|Ω−1)T (Qxk + d), c = xkT Qxk.
iii) Ist Q eine Bandmatrix, so ist Ak ebenfalls eine Bandmatrix.
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Beweis:
i) Wir mu¨ssen bemerken, dass eine zula¨ssige Funktion entweder keine Beru¨hrung mit
den Grenzen im Inneren hat oder genau eine. Falls sie keine Beru¨hrung hat, so kann
man sie durch die beiden Endpunkte repra¨sentieren. Hat sie genau einen Punkt, so
wird sie nur von einem Parameter repra¨sentiert. Somit bleiben s Parameter u¨brig!
ii) Hier mu¨ssen wir uns klar machen, dass die Bedingung der Linearita¨t in einem Inter-
vall und die Einhaltung einer Grenze innerhalb desselben Intervalls [ziκ : ziκ+1] sich
zusammenfassen lassen zu:
ziκ =
(iκ − τκ)
(iκ+1 − τκ)ziκ+1 .
iii) Pk|−1Ω la¨sst sich in zwei Abbildungen IRs → IRs1 → IRn aufspalten. Die Abbildung
IRs1 → IRn beschreibt die Interpolation in den entsprechenden Intervallen. Die Abbil-
dung IRs → IRs1 u¨bertra¨gt eine Bedingung im Inneren eines Intervalls zu den Ra¨ndern.
Beide Abbildungen erhalten die Bandform, was die Aussage insgesamt beweist!
Diese Sa¨tze zeigen, dass wir, zumindest beim Speicherverbrauch, die spezielle Struktur
unseres Problems nutzen ko¨nnen. Wie bereits erwa¨hnt, ist hierbei die Wahl der geeigneten
Projektion Pk sehr wichtig. Um die Rolle der Pk besser zu verstehen, machen wir die
folgende Bemerkung.
Bemerkung 4.11 Betrachten wir das Problem (4.4). Sei nun Ω eine Menge, die durch
aktive Nebenbedingungen definiert ist, dann ist fu¨r x ∈ IRn, der Vektor x∗ := P TPx die
Lo¨sung der Minimierungsaufgabe
‖p− x‖22 = min, (p ∈ Ω).
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Beweis:
Die Zeilen von P = (p1, . . . , ps)
T bilden eine Orthonormalbasis fu¨r Ω. Laut Definition ist
x∗ =
s∑
i=1
< x, pi > pi
also die Projektion von x in Ω.
Demnach ist unser Bestreben, so einfach und rechengu¨nstig wie mo¨glich, eine Basis fu¨r Ω
zu finden. Wir notieren die Implementierung des Aktive-Menge-Algorithmus fu¨r die oben
angemerkten Spezialfa¨lle.
Algorithmus 4.12 (AMA Implementierung) Es sei Q ∈ {Q2, Q3} aus dem letzten Ka-
pitel, ohne Einschra¨nkung seien beide n× n Matrizen. Ferner sei x0 ∈ IRn, k = 0 zula¨ssig.
Berechne
Wk = A(xk) = {i : Form - oder Grenzbedingung aktiv in i}.
• While(keine Konvergenz)
– Zerlege Wk in Mengen wie in Lemma 4.7 bzw. 4.9.
– Bestimme Ak = PkQP
T
k (ist invertierbar).
– rk = −Qxk pk = Pk|−1Ω A−1k (Pkrk)
∗ if (pk! = 0)
· αk = min( argmax {α > 0 : xk + αpk zula¨ssig}, 1)
· xk+1 = xk + αkpk
· Berechne Wk+1 = A(xk+1)
· k ← k + 1
∗ else
· Berechne die Lagrange-Multiplikatoren: λ1, . . . , λ2n, wobei {λi, i ≤ n}
fu¨r die Grenzen und {λi, i > n} fu¨r die Form-Nebenbedingungen sind.
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· j = argmin {i : λi = min{λκ}}
· if(λj ≥ 0) STOP
· else Wk+1 =Wk \ {j}
· k ← k + 1
• end While
Bemerkung 4.13 Der Algorithmus 4.12 liefert in jedem Schritt einen zula¨ssigen Vektor.
Das Gla¨ttungsfunktional wird in jedem Schritt kleiner. Die Methode bricht nach endlich
vielen Schritten mit der Lo¨sung als Ergebnis ab.
Beweis:
Dies ist offensichtlich der Algorithmus 4.2 in diesem speziellen Fall!
4.2.2 Aktive-Menge Methoden fu¨r den stetigen Fall
Wir geben hier eine Beschreibung fu¨r die Aktive Menge Methode mit stetigem Funktional.
Das bedeutet, dass hier die Diskretisierung und die Annahme der a¨quidistanten Gitter
nicht notwendig sind. Die Methode ist nicht so effizient wie die vorherigen, daher werden
wir es bei dieser Beschreibung belassen und widmen uns im weiteren Text der Berechnung.
Zuna¨chst wollen wir die Lo¨sung folgenden Minimimierungsproblems genauer beschreiben.
Gegeben sei ein Gitter. Wir wollen das Gla¨ttungsfunktional ‖.(2)‖22 minimieren, wobei die
Funktionswerte an einigen Gitterpunkten vorgeschrieben werden, und an den anderen Stel-
len des Gitters wird gefordert, dass die Funktionswerte aufeinander folgender Gitterpunkte
u¨bereinstimmen sollen. Dies ist na¨mlich genau das entscheidende Subproblem, was in un-
serer Minimierungsaufgabe vorkommt.
60 KAPITEL 4. QUADRATISCHES PROGRAMMIEREN
Satz 4.14 (Kubische Splines mit konstanten Nebenbedingungen) Es sei ξ = (t1, . . . , tn)
ein Gitter auf [0, 1], K ⊂ {1, . . . , n} eine Indexmenge und z = (z1, . . . , zn)T ∈ IRn. Das
Problem
min
g∈W2
‖g(2)‖22 s.t.
g(ti) = g(ti+1), (i ∈ K),
g(ti) = zi, (i ∈ {1, . . . , n} \ (K ∪ {i + 1 : i ∈ K}).
ist eindeutig lo¨sbar. Die Lo¨sung ist ein kubischer Spline s mit
s(2)(t1) = s
(2)(tn) = 0, s
(3)(t−i ) = s
(3)(t+i+1), (i ∈ K).
Dabei ist mit “-” die linksseitige und mit “+” die rechtsseitige Ableitung gemeint.
Beweis:
Wir berechnen fu¨r den Spline s und eine beliebige Funktion g ∈ W2 (vgl. Lemma 3.8):
∫ ti+1
ti
g(2)(x)s(2)(x)dx =
[
g(1)(x)s(1)(x)
]ti+1
ti
−
∫ ti+1
ti
g(1)(x)s(3)(x)dx
=
[
g(1)(x)s(1)(x)− g(x)s(3)(x)]ti+1
ti
Hieraus folgt
∫ tn
t1
g(2)(x)s(2)(x)dx =
n−1∑
i=1
∫ ti+1
ti
g(2)(x)s(2)(x)dx
=
(
g(1)(tn)s
(2)(tn)− g(1)(t1)s(2)(t1)
)
+
n−1∑
i=1
(
g(ti+1)s
(3)(t−i+1)− g(ti)s(3)(t+i )
)
Setzen wir an dieser Stelle fu¨r g, die Differenz g1− s ein. Der erste Term verschwindet nun
wegen der Forderung s(2)(t1) = s
(2)(tn) = 0. In der Summe mu¨ssen wir zwei Fa¨lle unter-
scheiden. Ist nun eine Interpolation an der Stelle ti vorgegeben, so folgt aus g1(ti)−s(ti) = 0,
die Annulierung des entsprechenden Terms. Haben wir einen Gleichheitsbedingung, so er-
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halten wir fu¨r ti, ti+1:
g(ti)s
(3)(t−i ) + g(ti+1)s
(3)(t−i+1)− g(ti)s(3)(t+i )− g(ti+1)s(3)(t+i+1).
Aus der Spline-Eigenschaft von s folgt s(3)(t−i+1) = s
(3)(t+i ), was mit g(ti+1) = g(ti) die
Annulierung der beiden mittleren Terme ergibt. Es bleibt also
g(ti)s
(3)(t−i )− g(ti+1)s(3)(t+i+1),
was durch unsere Zusatzforderung ebenfalls verschwindet. Hieraus ergibt sich also fu¨r eine
beliebige Funktion g1 ∈ W2, die die Interpolation und Gleichheitsbedingung erfu¨llt, gilt:
‖g(2)1 ‖22 − ‖s‖22 = ‖g1 − s‖22 ≥ 0,
was unsere Behauptung beweist.
Mit Hilfe dieses Satzes kann man das Problem der Minimierung von ‖g(2)‖22 unter Inter-
polationsnebenbedingungen und vorgegebenen konstanten Intervallen lo¨sen. Damit ist der
AMA-Schritt definiert. Insbesondere wu¨rde dies eine sinnvolle Erga¨nzung zu der Hybrid-
Methode von [42] liefern.
Die Berechnung solcher Splines kann man ebenfalls durch die Lo¨sung einer Bandmatrix be-
stimmen (a¨hnlich wie in Lemma 3.8). Damit ist ein AMA-Schritt erkla¨rt. Wir ko¨nnen also
die Bandform unseres Problems erhalten, ohne den Diskretisierungsschritt zu vollziehen.
Leider wird die Methode trotzdem sehr langsam, da wir in jedem Schritt, die Transforma-
tion s→ s(2) → s durchfu¨hren mu¨ssen. Daher verzichten wir an dieser Stelle auf genauere
Ausfu¨hrungen.
Bei allen geschilderten Methoden zur Lo¨sung eines quadratischen Optimierungsproblems,
beno¨tigt man einen Startvektor. Dabei kann durch ungeeignete Wahl des Startvektors x0,
die Methode viele Iterationen beno¨tigen, bis eine hinreichende Approximation der Lo¨sung
bzw. die Lo¨sung selbst erreicht wird. Dieses Problem tritt in nahe zu jedem Aktive-Menge
basiertem Optimierungsalgorithmus auf (vgl. [53]). Ein bewa¨hrtes Mittel um dieses Nach-
teil zu reduzieren ist die Kombination mit anderen Methoden. Als Na¨chstes geben wir eine
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Abbildung 4.1: Das Resultat der AMA Methode, angewendet auf den DJ-Datensa¨tzen
unter Einhaltung der Run-Grenzen.
kurze Einfu¨hrung in Gradientenbasierten Methoden. Als eine Art Spezialfall, stellen wir
dann das QSOR vor und werden kurz auf diese Methoden eingehen. Danach werden wir
zusammenfassend die praktischen Ergebnisse der Methoden vorstellen.
4.3 Gradient-Projektion-Methoden
Fu¨r bestimmte Probleme eignen sich die sogenannten Gradient-Projektion-Methoden. Die-
se Methoden sind meistens durch folgende Iteration erkla¨rt:
• Bestimme den Gradienten pk an der Stelle xk.
• Finde αk geeignet, so dass xk + αkpk zula¨ssig bleibt und setze
xk+1 := xk + αkp
k.
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Abbildung 4.2: Das Resultat der AMA Methode, angewendet auf den Doppler-Datensatz
unter Beru¨cksichtigung der Taut-String-Bedingungen.
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4.3.1 Implementierung einer Gradient-Projektion-Methode
Wir betrachten wieder das Problem (4.1) mit ng = 0, d.h.
min
x∈IRn
q(x) s.t. Ax ≥ 0,
Gradienten basierte Methoden sind iterative Methoden, die beginnend mit einem beliebigen
Sartvektor x0, die Lo¨sung des Optimierungsproblems approximieren, indem sie in jedem
Schritt durch Addition des Gradienten eine Minderung von q bewirken. Hierbei muss man
wieder bedenken, dass in jedem Schritt die Zula¨ssigkeit von dem aktuellem xk garantiert
werden muss. Genauer sind solche Methoden durch die Iteration
xk+1 := P (xk − αk∇q(xk))
gegeben wobei P die Projektion in den Zula¨ssigkeitsraum sein soll, d.h.
P (x) := argmin {‖z − x‖ : Az ≥ 0}.
Man beachte, dass P wohldefiniert ist. Dabei ist ‖.‖ eine Norm auf IRn. Die Konvergenz-
kriterien fu¨r diese Methode wurden in der Literatur intensiv untersucht. In [7] wird die
Konvergenz unter einfachen Bedingungen an q und ‖.‖ bewiesen. Von der Wahl von αk
und ‖.‖ ha¨ngt die Konvergenzgeschwindigkeit der Methode ab. [33] und [41] beweisen z.B.:
ist ∇ Lipschitz stetig mit Konstante κ, so konvergiert die Methode, falls ein  ∈ (0, 1)
existiert, mit:
 ≤ αk ≤ 2
κ
(1− ).
Dabei ist es wichtig zu beachten, dass die Projektion P , ha¨ufig durchgefu¨hrt wird und
daher nicht rechenintensiv sein sollte.
Beispiel 4.15 Es sei das Problem
min
x
q(x) s.t. l ≤ x ≤ u
betrachtet. Ferner wa¨hlen wir fu¨r die Projektion PA = P[l,u] die ‖.‖2 Norm in IRn. Dann
gilt:
PA(x) = median {l, x, u},
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wobei der Median hier auf die Komponenten angewendet wird.
In diesem Beispiel, kann man die Projektion in die Zula¨ssigkeitsmenge sehr schnell ausrech-
nen. Nimmt man die Monotoniebedingungen hinzu, so wird die Projektion in die Menge der
aktiven Nebenbedingungen zu teuer. Die Projektion Pk aus dem letzten Abschnitt ist ein
Beispiel fu¨r eine “teure Projektion”. Dabei muss man beachten, dass die Zerlegungen 4.7
bzw. 4.9 ebenfalls einen “Durchlauf” beno¨tigen und damit die Berechnung der Projektion
verteuern.
4.3.2 QSOR und Multigrid
Im folgenden werden wir das QSOR (Quasi SOR, vgl. [52]) kennen lernen. Diese Me-
thode wurde von [50] entwickelt und besitzt die Eigenschaft, dass eine einzige Iteration
sehr rechengu¨nstig ist. Die Konvergenz jedoch ist sehr langsam. Diese Methode wird in
[42] vollsta¨ndig mit einem Konvergenzbeweis besprochen. Wir geben hier nur eine kurze
Beschreibung.
Algorithmus 4.16 (QSOR)
Starte mit einem zula¨ssigen Vektor x0 ∈ IRn und wa¨hle ω ∈ (0, 2)
• While(Keine Konvergenz)
– for(i in 1:n)
∗ setze xˆk+1i = median{li, ui,
(
xki − (Qxk)i
)
/ω}
– Korrigieren alle Konstanten (bzw. Linearen) Intervalle.
– k ← k + 1
• end While
Fu¨r eine genauere Beschreibung siehe [42] bzw. [46]. In [42] wird die Konvergenz fu¨r das
Problem (3.3) bewiesen. In [46] wird der Beweis auf das Problem (3.4) u¨bertragen. Trotz
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der geringen Kosten pro Iteration ist das QSOR in vielen Fa¨llen nicht effizient. Insbeson-
dere, wenn die gesuchte Funktion f sehr glatt ist, braucht das QSOR sehr lange, um eine
befriedigende Approximation der Lo¨sung zu liefern. Diese Langsamkeit ist fu¨r die mei-
sten Gradientenbasierten Methoden typisch. In [46] wird die QSOR Methode mit einem
Multigrid Ansatz verbessert. Leider kann man die Verbesserung nur in numerischen Tests
feststellen. Daher werden wir diese Idee kurz skizzieren, um uns danach der Berechnung
zu zu wenden.
4.3.3 Multigrid-QSOR
Die Multigrid-Technik oder Mehrgitterverfahren sind allgemeine Ansa¨tze aus der Numerik,
die eine Verbesserung vieler Iterationsalgorithmen bewirken. Der Ansatz lautet:
• Fu¨hre die Iteration auf verschiedene Gitter aus.
• Fu¨hre ein Gitterwechsel durch, falls die Iteration zu langsam wird.
Dieser Ansatz wird bereits seit Jahren zum numerischen Lo¨sen von Partiellen Differen-
tialgleichungen benutzt. Die Effizienz wurde theoretisch untersucht (vgl. [34]). Fu¨r eine
Einfu¨hrung in Multigrid-Techniken verweisen wir auf [6]. Dieser Ansatz wurde fu¨r unseren
Fall in [46] auf das QSOR u¨bertragen, was eine Verbesserung der Methode bewirkte. Die-
se Effizienzsteigerung beruht jedoch auf numerischen Tests und konnte nicht theoretisch
untermauert werden. Daher begnu¨gen wir uns hier mit dieser Beschreibung und verweisen
auf [46].
4.4 Zusammenfassung
Wir haben einen Aktive-Menge-Algorithmus und einen Gradientenbasierten Algorithmus
eingefu¨hrt. Beide Methoden haben die Eigenschaft, dass sie mit wenig Speicher O(n)
auskommen. Man macht aber folgende “Beobachtung”. Bei den Aktive-Menge-Methoden
beno¨tigt man viele Iterationen, um die gewu¨nschte Aktive-Menge zu finden, falls der Start-
vektor nicht gut gewa¨hlt worden ist. Die Gradienten basierten Methoden kommen jedoch
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Abbildung 4.3: Das Resultat der Multigrid-QSOR Methode, angewendet auf den
Doppler-Datensatz unter Einhaltung der Taut-String-Grenzen. Offensichtlich kann man
mit dem Auge keinen Unterschied zwischen den Ergebnissen feststellen.
68 KAPITEL 4. QUADRATISCHES PROGRAMMIEREN
0.0 0.2 0.4 0.6 0.8 1.0
−
4
−
2
0
2
4
Abbildung 4.4: Das Resultat der AMA Methode, angewendet auf den Heavisine-Datensatz
unter Einhaltung der Taut-String-Grenzen.
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Abbildung 4.5: Das Resultat der AMA Methode, angewendet auf den Bumps-Datensatz
unter Einhaltung der Taut-String-Grenzen.
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sehr schnell in eine geeignete Umgebung der Lo¨sung und werden danach extrem langsam
(da in dieser Umgebung der Lo¨sung, der Gradient sehr klein ist). In diesem Sinne erga¨nzen
sich diese Methoden gegenseitig. Daher hat sich folgende Vorgehensweise in der Praxis
bewa¨hrt.
i) benutze eine Gradienten Methode, bis sie langsam wird. Dies ist der Fall, wenn z.B.
u¨ber viele Iterationen die Menge A(xk) nicht a¨ndert.
ii) benutze eine Aktive-Menge-Methode. Wechsle wieder zur Gradienten-Methode, falls
‖pk‖ und αk zu klein werden, wobei pk, αk wie in (4.3) definiert sind.
Diese Vorgehensweise fu¨hrt dazu, dass die Methode in vielen Fa¨llen schneller als die ein-
zelnen Methoden konvegiert. Folgende Tabelle zeigt die numerischen Ergebnisse fu¨r die
vier DJ- Datensa¨tze. Dabei steht in der Tabelle jeweils der Median der Rechenzeiten aus
101 Durchla¨ufen2 mit dem entsprechenden Datensatz. Ferner steht MQSOR fu¨r Multigrid-
QSOR und AMA fu¨r den Aktive-Menge-Algorithmus. Außerdem muss man zu der Tabelle
bemerken, dass das Resultat des AMA, wegen dem Abbruchkriterium, besser als das Re-
sultat der MQSOR Methode war. Das Abbruchkriterium fu¨r die Kombination aus den
beiden Mehoden ist jedoch derselbe, wie im AMA-Fall gewesen. Wir sehen, dass die Kom-
bination in allen Fa¨llen schnellere Ergebnisse liefert.
Tabelle der mittleren Rechenzeiten:
MQSOR AMM Kombination
Doppler 51 sec. 68 sec. 50 sec.
Heavisine 65 sec. 66 sec. 59 sec.
Bumps 125 sec. 199 sec. 130 sec.
Blocks 260 sec. 390 sec. 320 sec.
2Die Durchla¨ufe wurden alle auf einem Rechner mit einem AMD Athlon 1700XP Prozessor unter Ein-
haltung der Taut-String-Grenzen fu¨r Datensa¨tze der La¨nge n = 2048 durchgefu¨hrt.
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Abbildung 4.6: Das Resultat der AMA Methode angewendet auf den Blocks-Datensatz
unter Einhaltung der Taut-String-Grenzen.
Kapitel 5
Rauscherkennungskriterium und
Multiresolution
In den vorherigen Kapiteln haben wir Methoden zur Berechnung des folgenden Problems
kennen gelernt:
• Bestimme die glatteste Funktion f , mit:
– f hat das richtige Monotonieverhalten,
– l ≤ Ikf ≤ u.
Dabei wird das “richtige” Monotonieverhalten in einem ersten Schritt (z.B. durch die
Run-Methode oder die Taut-String-Methode) berechnet. Im letzten Kapitel haben wir
gesehen, dass die Bedingungen, die aus diesen Grenzen resultieren, manchmal (z.B. bei
den Blocks-Daten) nicht genu¨gen, um einen formerhaltenden Scha¨tzer zu bekommen (vgl.
Abbildung 5.1). Wir wollen zur Lo¨sung dieses Problems im folgenden einen allgemeinen
Ansatz zur residuenbasierten nichtparametrischen Regression vorstellen. Zuna¨chst wird der
Ansatz na¨her erla¨utert. Danach wird das asymptotische Verhalten eines konkreten Beispiels
untersucht. Schließlich besprechen wir die Berechnung und stellen die Ergebnisse vor.
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Abbildung 5.1: Die Residuen des glatten Scha¨tzers fu¨r die Blocks-Daten. Offensichtlich
sehen sie nicht wie Weißes Rauschen aus.
5.1 Nichtparametrische Regression, Residuen und Op-
timierung
Betrachten wir die Abbildung 4.4, so erscheint uns die Approximation der Daten nicht
ausreichend. Die schlechte Qualita¨t der Approximation kann man auf einem Test-bed, wo
die wahre Funktion bekannt ist, auch mittels verschiedener Normen z.B. ‖.‖∞ und ‖.‖2
feststellen. Das menschliche Auge scheint jedoch hier das geeignetste Maß fu¨r die Gu¨te
des Scha¨tzers zu sein. Machen wir uns, klar warum einem Betrachter, die Approximation
der Blocks-Funktion unbefriedigend erscheint. Wir wissen, dass unsere Daten aus einer
einfachen Funktion und einem Rauschanteil bestehen. Daher sehen wir sofort, dass die
Residuen ri = yi − fi nicht wie Rauschen aussehen ko¨nnen (vgl. 5.1).
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Sehen die Residuen nicht wie Rauschen aus, so wird der Scha¨tzer, egal welcher Art, keine
gute Approximation der Funktion liefern ko¨nnen, da dieser dem Modell (2.1) nicht ent-
sprechen kann. Daher ko¨nnen wir, abstrakt formuliert, die Forderung “die Residuen sehen
aus wie Rauschen”, mit ho¨chster Priorita¨t in die Scha¨tzmethode aufnehmen. Natu¨rlich
versucht jede Methode diesem Anspruch gerecht zu werden. In den meisten Fa¨llen spielt
diese Forderung jedoch keine explizite Rolle. Die Taut-String-Methode (vgl. Kapitel 2) ga-
rantiert diese Eigenschaft durch die Multiresolutionbedingung und die Run-Methode durch
die Runbedingung. Wir definieren allgemein:
Definition 5.1 (Rauscherkennungskriterium) Es seien (ξn)
∞
n=1 a¨quidistante Gitter auf
[0, 1]. Ferner sei  : [0, 1]× → IR mit , (t) ∼ N (0, 1). Eine Familie von Matrizen:
(T k)∞k=0, T
k = (T k1 , . . . , T
k
nk
) heißt (lineare) Rauscherkennungstransformation (ReT), falls
gilt:
1) ‖T ki ‖2 = 1, (1 ≤ i ≤ nk, k ∈ N)
2) Fu¨r alle δ > 0 gibt es ein Kδ ∈ N , so dass fu¨r I ⊂ [0, 1], |I| ≥ δ und k ≥ Kδ ein
j ∈ {1, . . . , nk}, und c, C > 0 existieren, mit:
i) (T kj )κ = 0, (tκ 6∈ I),
ii) c|I| ≤ #{tκ|(T kj )κ 6=0}
nk
≤ C|I|.
3) Es gilt: Pr
(
max1≤i≤nk | < T ki , (ξk) > | ≤
√T log(k)) → 1, (k → ∞), wobei ξk
der Evaluationsvektor von  in ξk sein soll.
Wir sagen Datensatz r = {r1, . . . , rn} erfu¨llt ein Rauscherkennungskriterium (ReK), falls
es eine ReT (T k)∞k=0 gibt mit max1≤i≤nk | < T ki , r > | ≤
√T log(k).
Beispiel 5.2 (ReK)
1) Die Identita¨t (En)
∞
n=1 ist keine ReT.
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2) Das Summenkriterium fu¨r a¨quidistante Gitter, gegeben durch alle normierten Sum-
men der Einheitsvektoren ei, (i = 1, . . . , n) ist mit τ = 4σ
2 ein ReK.
3) Die Multiresolutionskoeffizienten sind erkla¨rt durch
wij(x) = 1/2
i/2
2j+1∑
κ=2j+2i
xκ, ( fu¨r geeignete i, j).
Die Mutiresolutionsbedingung fu¨r die Gitter
ξk := (1/2
k, . . . , (2k − 1)/2k, 1), k ∈ N,
erkla¨rt durch
max |wij(x)| ≤
√
2 log(2k)σ,
ist ein ReK.
Beweis:
1) Die Eigenschaft 2) ist offensichtlich nicht erfu¨llt, da #{tκ|(T kj )κ 6= 0} = 1, fu¨r belie-
bige k gilt.
2) Ist nach Definition klar.
3) Hier rechnen wir die Eigenschaft 2) nach. Zu δ > 0 wa¨hlen wir Kδ so, dass δ/4 >
1/2Kδ gilt. Damit wa¨hlen wir zu k ≥ Kδ, I ⊂ [0, 1], |I| ≥ δ ein i, so dass
2k|I|/4 ≤ 2i ≤ 2k|I|/2.
Es gibt mindestens einen Intervall der La¨nge 2i/2k, der vollsta¨ndig in I liegt und
damit die Voraussetzung erfu¨llt.
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Hat man ein Rauscherkennungskriterium bestimmt, so kann man garantieren, dass fu¨r
große n, die Residuen des Scha¨tzers wie Rauschen aussehen.
Dabei ist zu beachten, dass die Wahl des Kriteriums, die Effizienz der Methode erheblich
beeinflusst. Die Multiresolutionsbedingung ist fu¨r unsere Zwecke hier am besten geeignet
und dazu leicht versta¨ndlich. Nun kann man Anspru¨che an die Funktion f stellen. Sind diese
Anspru¨che konkret genug, so ko¨nnen wir das Problem als folgende Optimierungsaufgabe
formulieren und lo¨sen.
• Optimiere bzgl. eines Kriteriums unter der Bedingung, dass die Residuen wie Rau-
schen aussehen.
Beispiel 5.3 (Taut-String)
• Die Taut-String Methode-liefert einen effizienten Algorithmus fu¨r die Approximation
der Lo¨sung des Problems
- Minimiere die Anzahl der lokalen Extremwerte von f unter der Nebenbedingung:
y − f genu¨gt der Multiresolutionsbedingung.
Beispiel 5.4 (Wavelet-Thresholding) Sei W : IRn → IRn eine orthonormale Transforma-
tion. Wir betrachten das Problem:
min
g∈IRn
n∑
i=1
g2i = min s.t. |W(g − y)| ≤ c,
wobei ′′ ≤′′ komponentenweise zu verstehen ist, und c > 0 sei eine Konstante. Setzen wir
w =Wf , so genu¨gt es, das Problem:
min
g∈IRn
‖g‖22 s.t. Wy − c ≤ w ≤ Wy + c,
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zu lo¨sen, denn wegen der Orthonormalita¨t gilt ‖g‖22 = ‖w‖22. Damit ist die Lo¨sung des
Problems fˆ =WT wˆ mit
wˆi = {|(Wy)i| > c} sign((Wy)i) (|(Wy)i| − c)
=


(Wy)i + c , ((Wy)i + c < 0)
(Wy)i − c , ((Wy)i − c > 0)
0 , sonst.
Wa¨hlen wir fu¨r W eine diskrete Wavelet-Transformation, so ist diese Methode a¨quivalent
zum Wavelet-Thresholding (vgl. [18]).
Im folgenden wird die Multiresolutionsbedingung betrachtet. Falls die Forderung an die
Funktion f durch die Optimalita¨t bezu¨glich eines Funktionals der Form ‖.‖22 gegeben ist,
ko¨nnen wir den Scha¨tzer mittels eines QP ausrechnen. In diesem Fall ist das Problem
die Bestimmung der glattesten Funktion unter allen Funktionen, die der Multiresolutions-
bedingung (mit Parameter
√
τ log(n)σn) genu¨gen, wobei σn ein Scha¨tzer fu¨r σ sein soll.
Genauer: ∫ 1
0
g(m)(t)dt = min s.t. g − y ∈ S(ξn, cn), (5.1)
wobei cn =
√
τ log(n)σn, τ > 4 und S(ξn, cn) die Menge aller Funktionen, die auf dem Git-
ter ξn der Summenbedingung genu¨gen (vgl. Kapitel 2). Im folgenden werden wir zuna¨chst
die beschriebene Methode fu¨r m = 2 na¨her untersuchen. An dieser Stelle sei noch erwa¨hnt,
dass die richtige Anzahl der Extremwerte fu¨r uns ebenfalls von Bedeutung ist. Hier betrach-
ten wir aber zuna¨chst die Glattheit im obigen Sinne als Anforderung an fˆ . Das richtige
Monotonieverhalten wird spa¨ter bei der Berechnung hinzu genommen. Zuerst besprechen
wir die asymptotischen Eigenschaften dieser Methode. Wegen der einfacheren Notation
benutzen wir hier das Summenkriterium. Die Beweise lassen sich auf allgemeinere ReT
u¨bertragen. Dazu beno¨tigt man jedoch Zusatzvoraussetzungen an T ki
1, die wir hier jedoch
nicht genauer erla¨utern wollen. An dieser Stelle sei wieder erwa¨hnt, dass die Aussagen in
dieser Arbeit sich in erster Linie auf den Fall m = 2 beschra¨nken.
1Zum Beispiel kann man verlangen, dass ‖T k
i
‖1 von 0 beschra¨nkt ist.
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5.2 Asymptotische Konvergenz
In diesem Kapitel wollen wir einige asymptotische Eigenschaften notieren. Wir bezeichnen
hier wie im letzten Kapitel:
W2 = W2[0, 1] := {g : [0, 1]→ IR|g 2× diff-bar und
∫ 1
0
g(2)(t)2dt <∞},
fu¨r
g ∈ W2, ‖g(2)‖2 :=
√∫ 1
0
g(2)(t)2dt
und ‖g‖∞ := sup
x∈[0,1]
|g(x)|.
Definition 5.5 Gegeben sei g : [0, 1]→ IR und
ξ = ξn = (0, t1, . . . , tn−1, 1),
ein Gitter auf [0, 1]. Wir sagen g genu¨gt der Summenbedingung mit einer Konstanten
c > 0, falls gilt:
|
∑
i∈ξ∩I
g(ti)| ≤
√
c log(n + 1)
√
ln,
mit
ln = ln(I) := #{ti|0 ≤ i ≤ n} ∩ I
fu¨r beliebige Intervalle I ⊂ [0, 1].
Wir notieren dies mittels
g ∈ S(ξ, c).
Zuerst wird folgendes Lemma u¨ber die Summen der Ableitungen bewiesen. Da wir die
zweite Ableitung der Funktion minimieren mo¨chten, setzten wir fˆ ∈ W2 voraus. Damit
ko¨nnen wir im folgenden, die Existenz der ersten beiden Ableitungen voraussetzen, ohne
zusa¨tzliche Eischra¨nkungen des Modells vornehmen zu mu¨ssen.
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Lemma 5.6 Es sei
ξ = (t1, . . . , tn)
T
ein regula¨res Gitter und mit c > 0, sei
g ∈ W2[0, 1] ∩ S(ξ, c),
gegeben. Weiterhin seien
j, l ∈ {1, . . . , n}, k ∈ Z
mit 1 ≤ j + 1 + k, j + k + l ≤ n.
i) Es gilt:
|
j+l∑
i=j+1
g(1)(ti)(ti+k − ti)| ≤ 2
√
c log(n + 1)
√
l +
‖g(2)‖2√
3
j+l∑
i=j+1
|ti+k − ti| 32 .
ii) Insbesondere ist ξ a¨quidistant, so gilt:
|
j+l∑
i=j+1
g(1)(ti)||k
n
| ≤ 2
√
cl log(n + 1) +
‖g(2)‖2√
3
l|k
n
| 32 .
Mit Hilfe dieses Lemmas ko¨nnen wir die Bedingungen an die Funktionswerte g(ti) auf die
Ableitung g(1) u¨bertragen.
Beweis:
Wir benutzen die Taylorsche Formel mit Integraldarstelung des Restglieds, um die Funk-
tion g an der Stelle ti+k dar zu stellen:
g(ti+k) = g(ti) + g
(1)(ti)(ti+k − ti)
+
∫ ti+k
ti
g(2)(x)(ti+k − x)dx, (i = j + 1, . . . , j + l).
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Summieren wir u¨ber i = j + 1, . . . , j + l, so ergibt sich:
|
j+l∑
i=j+1
g(1)(ti)(ti+k − ti)|
= |
j+l∑
i=j+1
g(ti+k)− g(ti)−
j+l∑
i=j+1
∫ ti+k
ti
g(2)(x)(ti+k − x)dx|
≤ |
j+l∑
i=j+1
g(ti+k)|+ |
j+l∑
i=j+1
g(ti)|+ |
j+l∑
i=j+1
∫ ti+k
ti
g(2)(x)(ti+k − x)dx|
≤ 2
√
cl log(n + 1) +
j+l∑
i=j+1
|
∫ ti+k
ti
g(2)(x)(ti+k − x)dx|, (g ∈ S(ξ, c))
≤ 2
√
cl log(n + 1) +
j+l∑
i=j+1
√
|
∫ ti+k
ti
g(2)(x)2dx|
√
|
∫ ti+k
ti
(ti+k − x)2dx|
≤ 2
√
cl log(n + 1) + ‖g(2)‖2
j+l∑
i=j+1
1√
3
|ti+k − ti| 32 .
Die vorletzte Ungleichung folgt aus der Cauchy-Schwarz’schen Ungleichung. Setzen wir nun
ti+k − ti = kn ein, so folgt die zweite Behauptung des Lemmas.
Satz 5.7 Es sei f ∈ W2 fest, y(t) = f(t)+ ε(t), wobei ε(t) eine N (0, 1) verteilte Zufalls-
variable fu¨r beliebige t ∈ [0, 1] sein soll. Ferner sei (ξn)∞n=1 eine Folge von Gittern und
fn ∈ W2 die Lo¨sung des Minimierungsproblems
‖g(2)‖22 = min s.t. g − y ∈ S(ξn, τ1), (τ1 > 4).
i) Fu¨r δ > 0 gilt:
Pr(n1/8 log(n + 1)−α‖f (1) − f (1)n ‖∞ ≤ δ)→ 1, (n→∞).
ii) Fu¨r δ > 0 gilt:
Pr(n3/8 log(n + 1)−β‖f − fn‖∞ ≤ δ)→ 1, (n→∞).
Dabei sind α, β beliebige Konstanten > 0.5.
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Beweis:
Beweis von i):
Wir nehmen zuna¨chst an, dass f − y ∈ S(ξn, τ1) gilt. Damit folgt:
‖f (2) − f (2)n ‖2 ≤ ‖f (2)‖2 + ‖f (2)n ‖2 ≤ 2‖f‖2 =: K.
Wegen fn − y ∈ S(ξn, τ1) gilt:
hn := f − fn = f − y − (fn − y) ∈ S(ξn, 2τ1).
Wir setzen
τ := 2τ1, µn := n
−1/4, In(t) := [t− µn, t + µn] ∩ [0, 1], jn(t), ln(t) ∈ IN,
mit
{ti|1 ≤ i ≤ n} ∩ In(t) = {(jn(t) + 1)/n, . . . , (jn(t) + ln(t))/n}.
Im folgenden werden wir von In, jn, ln sprechen. Wa¨hlen wir nun n so groß, dass [t+µn, t+
5µn] ⊂ [0, 1] oder [t− 5µn, t− µn] ⊂ [0, 1] gilt und setzen kn := ln, falls (jn + 2ln ≤ n) und
kn := −ln sonst, gilt: 1 ≤ jn + 1 + kn, jn + ln + kn. Betrachten wir:
h(1)n (t) = h
(1)
n (ti) +
∫ t
ti
h(2)n (x)dx, (i = jn + 1, . . . , jn + ln).
Nach Summation u¨ber i = jn + 1 . . . jn + ln ergibt sich:
ln|h(1)n (t)| = |
jn+ln∑
i=jn+1
h(1)n (ti) +
jn+ln∑
i=jn+1
∫ t
ti
h(2)n (x)dx|
≤ |
jn+ln∑
i=jn+1
h(1)n (ti)|+
jn+ln∑
i=jn+1
|
∫ t
ti
h(2)n (x)dx|
≤ |
jn+ln∑
i=jn+1
h(1)n (ti)|+ ln
√
|
∫ t
ti
dx|
√∫ t
ti
|h(2)n (x)2dx|
≤ 2| n
kn
|
√
ln log(n + 1)τ +
K√
3
ln
√
|kn
n
|+ lnK
√
|t− ti|, (Lemma 5.6)
≤ 2| n
kn
|
√
ln log(n + 1)τ +
K√
3
ln
√
|kn
n
|+ lnK
√
|In|.
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Setzen wir |kn| = ln und dividieren durch ln, so folgt:
|h(1)n (t)| ≤ 2
√
τ1n2 log(n + 1)
l3n
+
K√
3
√
ln
n
+ K
√
|In|. (5.2)
Nach der Definition von µn gilt:
nµn ≤ ln ≤ 2µnn, µn ≤ |In| ≤ 2µn.
mit nµn = n
3/4 folgt:
|h(1)n (t)| ≤ 2
√
τ1n2 log(n + 1)
n9/4
+
K√
3
√
2n3/4
n
+ K
√
2n−1/4.
Da die rechte Seite unabha¨ngig von t ist ko¨nnen wir folgern:
n1/8 log(n + 1)−α‖h(1)n ‖∞
≤ n1/8 log(n + 1)−α


√
4τ1 log(n + 1)n2
n
9
4
+ K
√
2
(
1√
3
√
n−1/4 +
√
n−1/4
)
=
√
4τ1 log(n + 1)
−(α−1/2)n(1+1/8−9/8) + K
√
2
1 +
√
3√
3
log(n + 1)−αn(1/8−1/8)
=
√
4τ1 log(n + 1)
−(α−1/2) +
(
K
√
2
1 +
√
3√
3
)
log(n + 1)−α → 0, (n→∞).
Damit ko¨nnen wir fu¨r δ > 0 fix, Nδ ∈ IN so wa¨hlen, dass die rechte Seite kleiner als δ wird.
Dann folgt fu¨r alle n ≥ Nδ:
Pr({f ∈ S(ξn, τ1)}) ≤ Pr(n1/8 log(n + 1)−α‖f − fn‖∞ ≤ δ)
und damit
Pr(n1/8 log(n + 1)−1‖f − fn‖∞ ≤ δ)→ 1, (n→∞).
Beweis von ii) :
Wir wa¨hlen zuna¨chst zu t ∈ [0, 1] beliebig, In, jn, ln genauso wie oben, dann folgt:
hn(t) = hn(ti) + h
(1)
n (ti)(t− ti) +
∫ t
ti
h(2)n (x)(t− x)dx, (i = jn + 1, . . . , jn + ln),
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und Summieren u¨ber i ergibt:
ln|h(t)| ≤ |
jn+ll∑
i=jn+1
h(ti)|+ ‖h(1)n ‖∞
jn+ln∑
i=jn+1
|t− ti|+ K√
3
ln|In|3/2
≤
√
τ1 log(n + 1)ln + ‖h(1)n ‖∞ln|In|+
K√
3
ln|In|3/2.
Es sei β > 0.5 beliebig gegeben. Wa¨hlen wir 0.5 < α1 < β und fn, so dass ‖h(1)n ‖∞ ≤
n−1/8 log(n + 1)α1 gilt. Investieren wir
nµn ≤ ln ≤ 2µnn, µn ≤ |In| ≤ 2µn,
so ergibt sich nach der Division durch ln:
|hn(t)| (5.3)
≤ 2
√
τ1 log(n + 1)
ln
+ log(n + 1)αn−1/8|In|+ K√
3
|In|3/2
≤ 2
√
τ1 log(n + 1)
n3/4
+ 2 log(n + 1)αn(−1/8−1/4) + K
√
8
3
n−3/8
Damit ko¨nnen wir, wegen β > α1, folgern:
n3/8 log(n + 1)−β‖hn‖∞
≤ n3/8 log(n + 1)−β
(
2
√
τ log(n + 1)
n3/4
+ 2 log(n + 1)α1n(−3/8) + K
√
8
3
n−3/8
)
= 2
√
τ1 log(n + 1)
−(β−1/2) + 2 log(n + 1)−(β−α1) + K
√
8
3
log(n + 1)−β
→ 0, (n→∞).
Wa¨hlen wir zu δ > 0 Nδ, so dass die rechte Seite ≤ δ wird. Dann folgt fu¨r alle n ≥ Nδ:
Pr
({f ∈ S(ξn, τ1)} ∩ {‖f (1) − f (1)n ‖∞ ≤ n−1/8 log(n + 1)α1})
≤ Pr(n3/8 log(n + 1)−β‖f − fn‖∞ ≤ δ).
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In den oben aufgefu¨hrten Beweisen kann man erkennen, dass fu¨r den Konvergenzbeweis,
die Begingungen nicht auf allen Intervallen verlangt werden mu¨ssen. Es reicht z.B. alle
duadischen Intervalle der La¨nge ≤ 2/n−1/4 zu betrachten. Wir wollen jedoch auf diese
Feinheiten nicht eigehen, sondern versuchen die Konvergenzgeschwindigkeit zu verbessern.
Mit einer weiteren Voraussetzung an f kann man eine schnellere Konvergenz erreichen.
Lemma 5.8 Es sei f : [0, 1]→ IR 3× mal differenzierbar und | ∫ 1
0
f (3)(t)dt| <∞. Ferner
seien fn ∈ W2 wie in Satz 5.7 gewa¨hlt. Fu¨r δ > 0, hn := f − fn beliebig gelten dann
folgende Aussagen:
i) Gilt mit α > 0.5, Pr(nν log(n + 1)−α‖h(1)n ‖∞ ≤ δ)→ 1, (n→∞), so folgt
Pr(nν/2 log(n + 1)−β‖h(2)n ‖2 ≤ δ)→ 1, (n→∞),
fu¨r β > α/2.
ii) Gilt mit η ∈ (0, 1), β > 0.5 : Pr(nη/2 log(n + 1)−β‖f (2)n ‖2 ≤ δ) → 1, (n → ∞), so
folgt: Pr(n(1+3η)/8 log(n + 1)−α‖h(1)n ‖∞ ≤ δ)→ 1, (n→∞),
fu¨r α > β.
Beweis:
Beweis i):
Setzen wir voraus, dass f ∈ S(ξn, τ1) ist, so folgt:
‖f (2)n − f (2)‖22 ≤ ‖f (2)n − f (2)‖22 + ‖f (2)‖22 − ‖f (2)n ‖22
= ‖f (2)‖22 − 2
∫ 1
0
f (2)(t)f (2)n (t)dt + ‖fn‖22 + ‖f (2)‖22 − ‖f (2)n ‖22
= 2
∫ 1
0
(f (2)(t)− f (2)n (t))f (2)(t)dt
= 2[(f (1)(x)− f (1)n (x))f (2)(x)]10 − 2
∫ 1
0
h(1)n (t)f
(3)(t)dt
≤ ‖h(1)n ‖∞|f (2)(1)− f (2)(0)|+ ‖h(1)n ‖∞|
∫ 1
0
f (3)(t)dt|
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Nehmen wir fu¨r festes δ > 0 zusa¨tzlich an, dass
nν log(n + 1)−α‖h(1)n ‖∞ ≤ δ
gilt, so folgt mit c := |f (2)(1)− f (2)(0)|+ | ∫ 1
0
f (3)(t)dt| <∞:
nν/2 log(n + 1)−β‖h(2)n ‖2 ≤ nν/2 log(n + 1)−β
√
‖h(2)n ‖∞cδ
≤ nν/2 log(n + 1)−β
√
n−ν/2 log(n + 1)αcδ
= log(n + 1)−(β−α/2)
√
cδ → 0(n→∞).
Nun wa¨hlen wir Nδ ∈ N, so dass die rechte Seite kleiner als δ wird. Damit gilt fu¨r n ≥ Nδ:
Pr ({f − y ∈ S(ξn, τ1)} ∩ {nν log(n + 1)−α‖h(1)n ‖∞ ≤ δ)
≤ Pr (nν/2 log(n + 1)−β‖h(2)n ‖2 ≤ δ) .
Mit n→∞ ist die Behauptung bewiesen.
Beweis von ii)
Wa¨hle µn := n
(η−1)/4 und betrachte damit die Ungleichung (5.2):
|h(1)n (t)| ≤ 2
√
τn2 log(n + 1)
l3n
+ Kn
(√
ln
3n
+
√
|In|
)
mit Kn = 2‖h(2)n ‖2. Wa¨hlen wir Kn ≤ δn−η/2 log(n + 1)β, so gilt mit
nµn ≤ ln ≤ nµn, µn ≤ |In| ≤ 2µn
und nµn = n
(3+η)/4:
‖h(1)n ‖∞ ≤ 2
√
τ1n2 log(n + 1)
n(9+3η)/4
+ δn−η/2 log(n + 1)β
(√
2nµn
3n
+
√
2µn
)
= 2
√
τn−(1+3η)/8 log(n + 1)1/2 + δ
√
8
3
log(n + 1)βn(η−1)/8−η/2
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Demnach gilt fu¨r α > β:
n(1+3η) log(n + 1)−α‖h(2)n ‖∞
≤ n(1+3η) log(n + 1)−α(
2
√
τ1n
−(1+3η)/8 log(n + 1)1/2 + δ
√
8
3
log(n + 1)βn−(1+3η)/4
)
= 2
√
τ log(n + 1)1/2−α + δ
√
8
3
log(n + 1)β−αn−(1+3η)/4
→ 0, (n→∞), (α > β > 1/2).
Damit folgt die Behauptung wie oben.
Satz 5.9 Es sei wieder f 3× diff-bar und | ∫ 1
0
f (3)(t)| <∞|. Ferner sei hn wie im Lemma
5.8 gegeben. Wir setzen
b0 =
1
8
, bN+1 :=
1 + 3bN
8
Es gelten folgende Aussagen:
1) Fu¨r alle N ∈ N, α > 0.5, δ > 0 gilt:
Pr
(
nbN log(n + 1)−α‖h(1)n ‖∞ ≤ δ
)→ 1, (n→∞).
2) Fu¨r alle N ∈ N gilt:
bN ≤ bN+1 ≤ 1/5 und lim
n→∞
bN =
1
5
.
3) Fu¨r beliebige 0 < ν ≤ 1/5, α > 0.5, δ > 0 gilt:
i) Pr(nν/2 log(n + 1)−α‖h(2)n ‖2 ≤ δ)→ 1, (n→∞)
ii) Pr(nν log(n + 1)−α‖h(1)n ‖∞ ≤ δ)→ 1, (n→∞)
iii) Pr(n(1+3ν)/4 log(n + 1)−α‖hn‖∞ ≤ δ)→ 1, (n→∞)
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Beweis:
1) Fu¨r N = 0 ist die Aussage im Satz 5.7 bereits bewiesen worden. Fu¨r den Fall N > 1
brauchen wir nur das Lemma 5.8 mit Induktion anzuwenden.
2) Wir mu¨ssen bemerken, dass
1 + 3bN
8
≤ 1
5
⇔ bN ≤ 1
5
,
bN ≤ 1 + 3bN
8
⇔ bN ≤ 1
5
.
3) Fu¨r ν < 1
5
folgt 3) aus 2). Fu¨r ν = 1/5 mu¨ssen wir die Folge
Pr
(
nbn log(n + 1)α‖h(1)n ‖∞ ≤ δ
)
betrachten.
Folgerung 5.1
Insbesondere folgt aus dem letzten Satz in diesem Fall:
Pr
(
n2/5 log(n + 1)α‖f − fn‖∞ ≤ δ
)→ 1, (n→∞).
5.3 Berechnung
Hier soll fˆ , eine Approximation von f berechnet werden, mit
1) y − fˆ sieht aus wie Rauschen,
2) fˆ hat keine Artefakte in Form von zusa¨tzlichen Extremwerten,
3) fˆ ∈ W2 und mo¨glichst glatt.
5.3. BERECHNUNG 89
Betrachten wir das Problem mit einer Diskretisierung auf einem Gitter wie im zweiten
Kapitel, so ko¨nnen wir das Problem formulieren als
min
1
2
gT Q2g s.t. y − g ∈ MR(ξn, cn),Mg ≥ 0. (5.4)
Dabei bezeichnet MR das Multiresolutionskriterium, was wir zur Effizienz der Methode
anstelle des Summenkriteriums benutzen. Fu¨hren wir uns wieder die Argumente in Kapitel
4 vor Augen, so wird deutlich, dass ein allgemeines exaktes QP hierfu¨r sehr teuer sein
wu¨rde. Die Methoden, mit denen wir die Speicherkapazita¨t reduziert haben verlieren hier
ihre Wirkung, da die Multiresolutionsbedingungen keine “lokalen” Nebenbedingungen wie
die Grenzbedingungen sind. Im folgenden wird das Prinzip der Straffunktionen vorgestellt.
Fu¨r eine genauere Beschreibung wird auf die Literatur verwiesen (vgl. [61] oder [53]).
Danach betrachten wir die Ergebnisse.
5.3.1 Strafterm-Algorithmen und LANCELOT
Betrachten wir das Optimierungsproblem, so wird deutlich, dass hier im Vergleich zum
Quadratschen Programm im letzten Kapitel, eine große Anzahl von Nebenbedingungen
hinzu kommen. Außerdem geht hier die “lokale” Struktur der Nebenbedingungen verloren.
Es gibt Multiresolutionskoeffizienten die sich auf große Intervalle beziehen. Hier wollen wir
auf die sogenannten Strafterm-Algorithmen zuru¨ckgreifen, die sich in a¨hnlichen Zusam-
menha¨ngen als sehr effizient erweisen. Die darauf basierende Methode, LANCELOT (vgl.
[53]), wird in vielen kommerziellen Software-Paketen benutzt. Wir geben hier lediglich eine
grobe Beschreibung und verweisen auf die Literatur. Gegeben sei das Problem:
q(x) = min s.t.
Ax ≥ b
l ≤ x ≤ u.
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Wir schreiben das Problem zuna¨chst um in:
q(x) = min s.t.
Ax− s = b,
s ≥ 0,
l ≤ x ≤ u,
wobei s = (s1, . . . , snu)
T . Man behandelt hier die Nebenbedingungen l ≤ x ≤ u gesondert,
weil es effizientere Algorithmen gibt mit denen man solche Optimierungsprobleme lo¨sen
kann. Wir haben im letzten Kapitel Methoden gelernt, die uns erlauben die Monotonie-
bedingungen ebenfalls effizient zu behandeln. Damit ko¨nnen wir diese Nebenbedingungen
ebenfalls gesondert betrachten.
Wir notieren also:
q(x) = min s.t.
Ax− s = b,
s ≥ 0,
l ≤ Ikx ≤ u,
MDk+1x ≥ 0,
wobei k ∈ {0, 1}, und I,D, jeweils das diskrete Integrieren bzw. Differenzieren undM das
Monotonieverhalten beschreiben sollte (vgl. Kapitel 2). Die Zusatzparameter si haben einen
stabilisierenden Einfluß auf den Algorithmus (siehe [53] fu¨r eine genauere Diskussion). In
dem Algorithmus werden eine Folge von Subproblemen gelo¨st, die mit Hilfe dieser Funktion
definiert werden.
Wir betrachten die Funktion
Lρ(λ, x, sk) := q(x)−
nu∑
i=1
λi(a
T
i x− bi − si) +
1
2ρ
nu∑
i=1
(aTi x− bi − si)2,
mit (ρ > 0). Der LANCELOT-Algorithmus definiert eine Folge ρk → 0, so dass die Lo¨sung
des Problems
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Abbildung 5.2: Das Ergebnis von LANCELOT, angewendet auf den Doppler-Datensatz,
unter Einhaltung der Monotonie- und Multiresolutionsbedingungen.
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Lρk(λk, x, s) = min s.t.
l ≤ Ikx ≤ u,
MDk+1x ≥ 0.
(5.5)
gegen die globale Lo¨sung des urspru¨nlichen Problems und die λki gegen die entsprechenden
Lagrange-Multiplikatoren, konvergieren.
Algorithmus 5.10 (LANCELOT)
• Starte mit x0, s0, λ0, ρ0 fest!
– While(
∑
i λ
−
i > tol)
∗ Setze (xk+1, sk+1) als Minimum des Problems (5.5).
∗ λk+1 := max(λk − (Axk − b)/ρk, 0).
– ρk+1 ← (1 + )ρk
– k + 1← k
– end While
In jedem Schritt wird ρk vergro¨ßert und damit die verletzten Bedingungen mit einer
gro¨ßeren Konstante bestraft. Die Berechnung der Lo¨sung des Minimierungsproblems (5.5)
ko¨nnen wir, mit Hilfe der Algorithmen im letzten Kapitel, effizient durchfu¨hren. Wir wol-
len hier auf Details verzichten, verweisen auf [53] und widmen uns der Anwendung dieser
Methode auf unser Problem.
Satz 5.11 Es sei das Q wie im letzten Kapitel gegeben und damit das Problem:
1
2
xT Qx = min s.t.
l ≤ Ikx ≤ u,
MDk+1x ≥ 0
(5.6)
und x erfu¨llt die Multiresolutionsbedingungen bis zur Ordnung m, wobei m ein natu¨rliche
Zahl ≤ n ist. Dann la¨sst sich LANCELOT mit O(n) Speicherverbrauch programmieren.
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Abbildung 5.3: Das Ergebnis von LANCELOT, angewendet auf das Problem (5.6). Das
Ergebnis von LANCELOT angewendet auf den Heavisine-Datensatz, unter Einhaltung der
Monotonie- und Multiresolutionsbedingungen.
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Abbildung 5.4: Das Ergebnis von LANCELOT, angewendet auf den Blocks-Datensatz,
unter Einhaltung der Monotonie- und Multiresolutionsbedingungen. Im unteren Bild sind
die Residuen geplottet, die nun der Multiresolutionsbedingung genu¨gen.
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Abbildung 5.5: Das Ergebnis von LANCELOT, angewendet auf den Bumps-Datensatz,
unter Einhaltung der Monotonie und Multiresolutionsbedingungen.
Beweis:
Wir mu¨ssen lediglich bemerken, dass im Fall k = 1, aTi x = xji+2κ − xji, (2κ ≤ m) und im
Fall k = 0,
aTi x =
ji+2
κ∑
ji+1
xj, (2
κ ≤ m)
fu¨r manche ji bedeuten. Damit fu¨hrt das Minimieren der Funktion Lρ auf eine Diagonal-
matrix.
In der unteren Tabelle sehen wie die Mediane der Rechenzeiten in Sec. bei 101 Durchla¨ufen2
der LANCELOT-Methode, angewendet auf die DJ-Datensa¨tze:
2Die Durchla¨ufe wurden alle auf einem Rechner mit einem AMD Athlon 1700XP Prozessor unter
Einhaltung der Multiresolutionsbedingungen auf allen duadischen Intervallen ≤ 1/16 durchgefu¨hrt.
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LANCELOT Sec.
Doppler 4.5
Heavisine 6.3
Bumps 11.1
Blocks 14.2
5.4 Scha¨tzen von Ableitungen
An dieser Stelle soll ein anderes Problem in der Nichtparametrischen Regression vorgestellt
werden. Gegeben sei ein Datensatz y = {y1, . . . , yn}, welches das Modell (2.1) erfu¨llt. Ist
einer Approximation der Ableitungsfunktion f
′
von f erwu¨nscht, so wird automatisch die
Anforderung an der “Qualita¨t” der Regressionsfunktion erho¨ht. Eine Mo¨glichkeit, diese
hohe “Qualita¨t” zu erzielen ist die weitere Einschra¨nkung der zula¨ssigen Funktionen fu¨r
die Regressionsfunktion. Sind wir z.B. daran interessiert die erste Ableitung von f mittels
einer Straffunktion-Methode zu approximieren, so ko¨nnen wir z.B. als Strafterm
S(g) :=
∫ 1
0
(g(4)(t))2dt
wa¨hlen (vgl. [55]). Diese Vorgehensweise erho¨ht die Rechenzeit, die man fu¨r die Berechnung
der Scha¨tzfunktion beno¨tigt. Außerdem bleiben die Probleme mit ungewollten Artefakten
in Form von Extremwerten (vgl.Kapitel 2). Selbst kleine Artefakte, die an einem Plot
der Regressionsfunktion kaum sichtbar sind, ko¨nnen sich auf die Ableitung viel sta¨rker
auswirken (vgl. Abbildung 5.6).
Wir haben in dem vorherigen Abschnitt gesehen, dass mit hoher Wahrscheinlichkeit, die
erste und sogar die zweite Ableitung unserer Regressionsfunktion, die erste bzw. die zweite
Ableitung der Funktion f sehr gut approximieren, ohne dass man zusa¨tzliche Bedingungen
stellen muss. Die Abbildung 5.7 demonstriert diese Eigenschaft. Die formerhaltenden Be-
dingungen erzwingen eine gute Anpassung an die Daten. Die Gu¨te dieser Anpassung wird
erst bei der Betrachtung der Ableitungen deutlich.
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Abbildung 5.6: Das Ergebnis eines Kernscha¨tzers im oberen Bild, scheint glatt zu sein. Die
Approximation der Ableitung mittels der ersten Differenzen ist jedoch offensichtlich sehr
schlecht.
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Abbildung 5.7: Die Differenzen ersten Grades des Ergebnisses im linken Bild, liefern ohne
zusa¨tzlichen Aufwand, eine gute Approximation der Ableitung (vgl. die Ableitung der
Doppler-Funktion in der rechten Abbildung). Die Differenzen zweiter Ordnung im unteren
Bild, liefern ebenfalls eine glatte Approximation fu¨r die zweite Ableitung.
Kapitel 6
Anwendung auf die Dichtescha¨tzung
In diesem Kapitel wird zuna¨chst das Problem der Dichtescha¨tzung vorgestellt, um anschlie-
ßend die Resultate aus den letzten Kapiteln hierauf anzuwenden. Fu¨r eine ausfu¨hrliche
Einfu¨hrung in Dirchtescha¨tzung verweisen wir z.B. auf [60].
6.1 Problemstellung
Gegeben sei ein Datensatz
{x1, . . . , xn}.
Wir nehmen an, dass die Daten einen stochastischen Hintergrund haben. D.h. es gibt
X1, . . . , Xn unabha¨ngig und identisch verteilte Zufallsvariablen mit “xi = Xi(ω) ist eine
Realisation von Xi”. Um den zu Grunde liegenden Vorgang besser zu verstehen, ist es
wichtig, eine Approximation der Verteilungsfunktion der Zufallsvariablen Xi
FX(x) = Pr(X ≤ x),
bzw. der Dichtefunktion fX = F
′
X zu bestimmen. Hier stellen wir Methoden vor, die einen
Scha¨tzer fu¨r die Dichtefunktion liefern.
Fu¨r die Demonstration der Ideen in diesem Kapitel, wollen wir die Claw-Dichte verwenden.
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Abbildung 6.1: Die Claw-Funktion zwischen [-3,3] (vgl. [48]).
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Abbildung 6.2: Ein Datensatz der La¨nge 2048 simuliert mit Hilfe der Claw-Dichte. Hier
verwenden wir einen “großen” Datensatz, um die Effizienz der Optimierungsmethode zu
demonstrieren.
Die Claw-Dichte wurde zuerst von [48] durch den Term
0.5 ∗ N (0, 1) + 0.1 ∗
5∑
i=0
N (i/2− 1, 0.1) (6.1)
definiert. Diese Dichte wird ha¨ufig in der Literatur benutzt (vgl. Abbildung 6.1). A¨hnlich
wie bei der nichtparametrischen Regression, wollen wir hier Daten (vgl. Abbildung 6.1 und
Abbildung 6.2) mit der Claw-Verteilung simulieren und versuchen, die zu Grunde liegende
Dichte zu approximieren.
Die einfachste Methode, eine Approximation der Dichtefunktion zu bestimmen ist der sog.
Histogramm (vgl. Abbildung 6.3). Ist t1, . . . , tnH eine Zerlegung des Intervalls
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Abbildung 6.3: Verschiedene Histogramme fu¨r den Claw-Datensatz. Offensichtlich treten
hier bei der Parameterwahl a¨hnliche Probleme auf, wie in der nichtparametrischen Regres-
sion.
[min{xi}, max{xi}], so definiert man ein Histogramm mittels:
H(x) = {x ∈ [ti, ti+1]}|{xi ∈ [ti, ti+1]}
n
.
Meistens wird die Zerlegung des Intervalls a¨quidistant gemacht. Histogramme sind einfach
zu berechnen und fu¨r viele Situationen sehr nu¨tzlich. Trotzdem gibt es ha¨ufig Fa¨lle, in denen
man einen besseren Scha¨tzer beno¨tigt. Insbesondere braucht man einen glatten Scha¨tzer,
wenn die Dichte oder sogar die Ableitung der Dichte in einer weitgehenderen Analyse der
Daten verwendet wird (siehe z.B. [60], [35]). Hierfu¨r gibt es wieder parametrische und
nichtparametrische Ansa¨tze.
Wir wollen hier als Beispiel fu¨r den nichtparametrischen Ansatz, den Kernscha¨tzer erwa¨hnen
und verzichten auf weitere Erla¨uterungen. Eine Kernfunktion fu¨r Dichtescha¨tzer hat die
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Abbildung 6.4: Ein Kernscha¨tzer fu¨r den Claw-Datensatz. Offensichtlich sind die 5 Ex-
tremwerte u¨bergla¨ttet worden. .
Eigenschaft: ∫ ∞
−∞
K(x)dx = 1.
Damit definiert man zu einem Datensatz {x1 . . . , xn}, den Kernscha¨tzer
fˆ(x) :=
1
nh
n∑
i=1
K
(
x− xi
h
)
,
mit h > 0. Die Bandbereite beeinflusst den Scha¨tzer a¨hnlich wie im Fall der Kernscha¨tzer
fu¨r die nichtparametrische Regression (vgl. Abbildung 6.4 und Abbildung 6.5).
Wir wollen hier jedoch auf genauere Ausfu¨hrungen verzichten und verweisen auf [15]. Wie
bereits bemerkt, wird die Dichtescha¨tzung sehr oft mit a¨hnlichen Ansa¨tzen wie bei der
nichtparametrischen Regression behandelt. Daher bleibt das Problem der unbefriedigen-
den Approximation der Extremwerte bei der Dichtescha¨tzung. Die zuverla¨ssige Bestim-
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Abbildung 6.5: Ein Kernscha¨tzer fu¨r den Claw-Datensatz mit einer kleineren Bandbereite.
Die Extremstellen sind alle vorhanden. Am Rande treten jedoch Artefakte auf, die eine
genauere Analyse erschweren. Sind wir an einer Ableitung der Dichtefunktion interessiert,
so versta¨rkt sich die Wirkung dieser Artefakte.
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mung der Extremwerte bei dieser Fragestellung ist mindestens genauso wichtig wie im Fall
der nichtparametrischen Regression (vgl. [59]). Im Kapitel 2 haben wir die Taut-String-
Methode als eine effiziente Mo¨glichkeit, die Extremwerte zu scha¨tzen und gleichzeitig eine
Regressionsfunktion zu bestimmen, kennengelernt. Die Idee der Taut-String-Methode wur-
de in [15] auf das Problem der Dichtescha¨tzung u¨bertragen. Wir betrachten hier nur das
Ergebnis und verweisen fu¨r weitere Details auf den Artikel [15]. Das Resultat der Taut-
String-Methode in diesem Zusammenhang ist ebenfalls eine stu¨ckweise konstante Dichte,
die mittels Grenzen l, u an der aufintegierten Funktion definiert wird. Wir wollen nun eine
glatte Funktion finden, die unseren Datensatz ebenfalls approximiert. Daher definieren wir
folgendes Problem
min
z∈IRn
1
2
zT Q2z s.t.
l ≤ Z ≤ u,
(zi+1 − zi)µi ≥ 0, (i = 1, . . . , n− 1),
zi ≥ 0, (i = 1, . . . , n),
wobei Z die diskrete Integration von z und Q2 wie im Kapitel 3 definiert ist. Wir haben hier
lediglich die Forderung nach nichtnegativen Vektoren hinzugenommen, da das Resultat als
Scha¨tzer fu¨r eine Dichte, nichtnegativ sein muss.
Bemerkung 6.1 Der LANCELOT-Algorithmus kann fu¨r das Problem (6.2) mit einem
Speicherverbrauch von O(n) implementiert werden.
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Abbildung 6.6: Das Resultat der Taut-String-Methode, angewendet auf den Claw-
Datensatz. Alle Extremstellen sind ausgepra¨gt und es gibt keine Artefakte.
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Beweis:
Betrachten wir die Funktion Lρ aus dem letzten Kapitel, so fu¨hrt die Optimierungsaufgabe
in jedem Schritt zu einer Bandmatrix.
6.2 Zusammenfassung
Wir haben hier eine Methode vorgestellt, die in einem ersten Schritt, die Modalita¨t einer
Dichtefunktion anhand der zu grunde liegenden Daten ermittelt. In einem zeiten Schritt
wird dann ein glatter Scha¨tzer fˆ fu¨r die Dichte bestimmt. Die Gla¨ttung ko¨nnen wir mittels
der U¨berlegungen aus den letzten Kapiteln, effizient und schnell Durchfu¨hren. Die untere
Tabelle zeigt das Ergebnis der Methode angewendet auf eine Datensatz der La¨nge n = 2048.
Dabei wurden 101 Durchga¨nge1 durchgefu¨hrt. In der linken Spalte stehen die Mediane der
jeweiligen Rechenzeiten. In der rechten Spalte sehen wir die Anzahl der Versuche bei denen
die Modalita¨t richtig ermittelt wurde.
Sec. richtige Modalita¨t
Normal 3.2 85 %
Claw 4.5 69 %
1Der verwendete Prozessor war hier der AMD Athlon 1700 XP.
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Abbildung 6.7: Das Resultat der Gla¨ttungsfunktion angewendet auf den Claw-Datensatz.
Kapitel 7
Weiterfu¨hrende Gedanken
Die Zukunft hat viele Namen.
Fu¨r die Schwachen ist sie das Unerreichbare.
Fu¨r die Furchtsamen ist sie das Unbekannte.
Fu¨r die Tapferen ist sie die Chance. VICTOR HUGO
Es gibt zahlreiche Gedanken, die man im Anschluss an diese Arbeit verfolgen ko¨nnte. Hier
gebe ich einige Anregungen fu¨r zuku¨nftige Arbeiten:
• KAPITEL 2: Die Grundidee der Taut-String-Methode, also die Beru¨cksichtigung
der Modalita¨t in der Regression, ko¨nnte auf die Regression im Mehrdimensionalen
u¨bertragen werden.
• KAPITEL 3: Die Betrachtung von Gla¨ttungsoperatoren, die allgemeiner sind als das
hier betrachtete Funktional, scheint eine kanonische Erweiterung zu sein.
• KAPITEL 4: Die Verbesserung des Speicherbedarfs fu¨r die Quadratische Optimie-
rung im vierten Kapitel kann auf allgemeinere Optimierungsprobleme u¨bertragen
werden. Voraussetzung hierfu¨r ist, dass sowohl die Zielfunktion, als auch die Neben-
bedingungen eine Bandstruktur haben.
• KAPITEL 5: Die Berechnung der Konvergenzgeschwindigkeit fu¨r allgemeinere Rau-
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scherkennungstransformationen ko¨nnte interessante Erkenntnisse liefern.
• KAPITEL 6: Die Verallgemeinerung der Ergebnisse der Dichtescha¨tzung bezu¨glich
der Dimension sowie die theoretische Behandlung der Ergebnisse wa¨re ebenfalls ein
erstrebenswertes Ziel in diesem Bereich.
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