In [AB16] the authors define three projections of R d -valued stochastic differential equations (SDEs) onto submanifolds: the Stratonovich, Itô-vector and Itô-jet projections. In this paper, after a brief survey of SDEs on manifolds, we begin by giving these projections a natural, coordinate-free description, each in terms of a specific representation of manifold-valued SDEs. We proceed by deriving formulae for the three projections in ambient R d -coordinates. We use these to show that the Itô-vector and Itô-jet projections satisfy respectively a weak and mean-square optimality criterion "for small t": this is achieved by solving constrained optimisation problems. These results confirm, but do not rely on the approach taken in [AB16], which is formulated in terms of weak and strong Itô-Taylor expansions. In the final section we exhibit examples showing how the three projections can differ, and explore alternative notions of optimality.
Introduction
Consider the following problem: we are given an autonomous ODĖ X t = F (X t ) (0.1) in R d , and a smooth embedded manifold M → R d . Let π be the metric projection of a tubular neighbourhood of M onto M (see Equation 2.2 below). We seek an M -valued ODE, i.e. a vector field F on M , tangent at each point to M , with the property that the solution tȯ
is optimal in the sense that the first coefficient of the Taylor expansion in t = 0 of either
is minimised for any initial condition X 0 = Y 0 = y 0 ∈ M (which implies the zeroth Taylor coefficient vanishes). This requirement represents the slowest possible divergence of Y from the original solution X (resp. from its metric projection on M ), subject to the constraint of Y arising as the solution of a closed form ODE on M . It is an easy exercise (hint: use Equation 2.8 below) to check that these optimisation problems both result in the same solution, which consists in F (y) being the orthogonal projection of the vector F (y) onto the tangent space T y M . The paper [AB16] , which is motivated by applications to nonlinear filtering, explores an extension of this problem to the case of SDEs. The optimality criteria Equation 0.3 do not carry over in a straightforward fashion, and are formulated through the machinery of weak and
SDEs on manifolds
We begin this paper with a primer on manifold-valued SDEs. Since manifolds, unlike Euclidean space, do not come naturally equipped with coordinates, especially not global ones, the challenge is to express an SDE using intrinsic, coordinate-free notions. Equivalently, one can define an SDE locally in an arbitrary chart, and show that the property of a process of being a solution does not depend on the chart. The reader is likely already familiar with the coordinate-free definition of a time-homogeneous ODE on a smooth, m-dimensional manifold M : this consists of a tangent vector field, i.e. a section of the tangent bundle of M , V ∈ ΓT M . We will denote with Γ the set of sections of a fibre bundle, i.e. the smooth right inverses to the bundle projection. A solution to the ODE defined by V is a smooth curve X, defined on some interval of R, with the property thatẊ t = V Xt for all t. This is a coordinate-free definition, and in a chart ϕ : U → R m (U open set in M ) it corresponds to requiring that, writing ϕ(X t ) = ϕ X t and V x = ϕ V k x ∂ x ϕ k , we have ϕẊ k t = ϕ V k Xt for all t for which both sides are defined. Notice the sum over k: this is the Einstein summation convention, which we will use throughout the paper whenever possible; also, ∂ x ϕ k are the elements of the basis of T x M defined by the chart ϕ:
In this section we will give similar descriptions of Stratonovich and Itô (non path-dependent) SDEs on manifolds.
We begin with the Stratonovich case, following mainly [É89, Chapter VII], although the topic is well known. As for the familiar R d -valued case we will also need a driving semimartingale, which, given the context we are working in can be taken to be valued in another manifold N , of dimension n. Given a stochastic setup (Ω, F · , P ) satisfying the usual conditions, we can define a continuous adapted stochastic process Z : Ω × R ≥0 → N to be a semimartingale if, for all f ∈ C ∞ N , f (Z) is a semimartingale. Just as for the ODE case, what is needed to define a Stratonovich SDE in M driven by Z is a section of some vector bundle: in this case, however, the bundle is no longer just T M , but Hom(T N, T M ) → M × N , i.e. the vector bundle of linear maps from T N to T M . An element F ∈ ΓHom(T N, T M ) corresponds to a smooth map M × N (x, z) → F (x, z) ∈ Hom(T z N, T x M ). This defines the Stratonovich SDE dX t = F (X t , Z t ) • dZ t (1.2)
by requiring that for each chart ϑ in N and ϕ in M , defining ϑ,ϕ F with the property
we have, setting ϕ X = ϕ(X), ϑ Z = ϑ(Z)
(1.4) on random intervals that make both sides of the expression well-defined. We will always use Greek letters as indices for the driving process, and latin letters as indices for the solution. We might occasionally abuse the notation by denoting ϑ,ϕ F (x, z) := ϑ,ϕ F (ϕ(x), ϑ(z)), or similar, for the sake of brevity. The key property that allows one to prove that Equation 1.4 holds for all other charts (on the intersection of their respective domains) is that Stratonovich equations satisfy the first order chain rule: clearly Equation 1.2 would not be well-defined with Itô integration. One can also define a solution without invoking charts: this entails defining a Stratonovich integral taking as integrator an M -valued semimartingale X and as integrand a previsible process H with values in the cotangent bundle of M and relatively compact image (locally bounded ), s.t. at each t, H t is in the fibre at X t : this yields an R-valued semimartingale which we can write as where df is the one-form associated to f . One can then use this integral to say that X solves Equation 1.2 if for all admissible integrands H (even just those arising as the evaluation of a 1-form at X)
where the * denotes dualisation.
Remark 1.1 (Autonomousness and explicitness). If N = R n we can call Equation 1.2 autonomous if F (z, x) does not depend on z, and if M = R m we can call it explicit if F (z, x) does not depend on x. However, in the general manifold setting these two concepts do not carry over, at least not unless N (resp. M ) is parallelisable, with a chosen trivialisation of its tangent bundle. An analogous consideration applies to other flavours of SDEs introduced in this section.
Example 1.2 (Stratonovich diffusion
). An important example is the case where N = R ≥0 × R n and Z t = (t, W t ), W an n-dimensional Brownian motion, and F not depending explicitly on W . This means Equation 1.2 becomes dX t = σ γ (X t , t) • dW γ t + b(X t , t)dt (1.7)
for σ γ , b ∈ ΓHom(T R ≥0 , T M ) = C ∞ (R ≥0 , ΓT M ), γ = 1, . . . , n. In coordinates ϕ on M (note ϑ can be taken to be the identity on R ≥0 × R n ) this reads
Stratonovich diffusions are sections of the vector bundle Diff n Strat := {F ∈ Hom(T (R ≥0 ⊕ R n ), T M ) : ∀w 1 , w 2 ∈ R n F (t, w 1 ; x) = F (t, w 2 ; x)} → M × R ≥0 (1.9)
i.e. elements of the vector space ΓDiff n Strat . Notice that the base space is not M × (R ≥0 × R n ), since independence of the Brownian motion allows us to forget the R n component.
We note that no additional structure on N and M , apart from their smooth atlas, is needed to define Stratonovich equations. Stratonovich SDEs are the most used in stochastic differential geometry, as they behave well w.r.t. notions of first order calculus: for instance, if there exists an embedded submanifold M of M such that F (y, z) maps to T y M for all z ∈ N and all y ∈ M , then the solution to the Stratonovich SDE defined by F started on M will remain on M for the duration of its lifetime. This is evident from our intrinsic approach, by considering F | M ×N , but some authors who develop Stratonovich calculus on manifolds extrinsically prove this by showing that the distance between the solution and the manifold (embedded in Euclidean space) is zero [Hsu02, Prop. 1.2.8]. The existence and uniqueness of solutions to Stratonovich SDEs can be treated by using the Whitney embedding theorem to embed N and M in Euclidean spaces of high enough dimension, and smoothly extending F so that it vanishes outside a compact set containing the manifolds. Invoking the usual existence and uniqueness theorem (e.g. [Pro05, Theorems 38-40]), and the good behaviour of Stratonovich SDEs w.r.t. submanifolds, immediately proves that a unique solution exists up to a positive stopping time, provided F is smooth. We will mostly not be concerned with global-in-time existence in this paper, although sufficient conditions for such behaviour can usually be obtained by requiring global Lipschitz continuity w.r.t. complete Riemannian metrics.
We now pass to Itô theory on manifolds, as developed in [É89, Ch.VI]. The difficulty lies in the second order chain rule of the Itô integral. For this reason, we need to invoke structures of order higher than 1 (the tangent bundle). Let the second order tangent bundle of M , TM , denote the bundle of second order differential operators without a constant term, i.e. given a local chart ϕ containing x in its domain, an element of L x ∈ T x M consists of a map
x obviously depend on ϕ, but their existence does not; moreover, re-
TM is given the unique topology and smooth structure that makes the projection TM → M , L x → x a locally trivial surjective submersion. Just as for the first order case, there is an obvious notion of induced bundle map Tf : TN → TM for f ∈ C ∞ (N, M ). A chart ϕ containing x in its domain defines the basis
so the dimension of TM (as a vector bundle) is m + m(m + 1)/2. The fundamental properties of TM are summarised the short exact sequence of vector bundles over M
with the third term denoting symmetric tensor product, the first map the obvious inclusion and the second map given by
This tells us that TM is "noncanonically the direct sum of T M and T M T M "; we will return to this point soon. This short exact sequence of course dualises to a short exact sequence of dual bundles. Elements of T * x M can always be represented as d x f , defined by
for some f ∈ C ∞ M (this is of course only true at a point: not all sections of TM are of the form df ). We now wish to define an Itô-type equation using second order tangent bundles instead of ordinary tangent bundles. For this we need a notion of field of maps F(x, z) :
Since the bundles in question are linear, it is tempting to allow F(x, z) to be an arbitrary linear map, but a more stringent condition is necessary to guarantee well-posedness: the correct requirement is that F(x, z) define a morphism of short exact sequences, i.e. a commutative diagram 0
is then called a Schwartz morphism, and we can then view F as being the section of a sub-fibre bundle Sch(N, M ) of Hom(TN, TM ) over M × N consisting of such maps, which we call the Schwartz bundle. Note that Sch(N, M ) is not closed under sum and scalar multiplication taken in the vector bundle Hom(TN, TM ), and thus can only be treated as a fibre bundle. Now, given F ∈ ΓSch(N, M ), we will give a meaning to the SDE
which we will call a Schwartz-Meyer equation. Heuristically, if X is an M -valued semimartingale and ϕ is a chart, ϕ X = ϕ(X), the second order differential dX t should be interpreted as
where the first differential is an Itô differential; this expression is seen to be invariant under change of charts, thanks to the Itô formula. Then, given charts ϕ in M and ϑ on N , and writing
.16 becomes the system
Computing the quadratic covariation matrix of X from the first equation above, using the Kunita-Watanabe identity, and comparing with the second results in the requirement that 
on random intervals that make both sides of the expression well-defined.
Example 1.3 (Schwartz-Meyer diffusion). Proceeding as in Example 1.2, but with SchwartzMeyer equations, we can define the Schwartz-Meyer SDE
where we can call F γ = σ γ the diffusion coefficients, since they are elements of C ∞ (R ≥0 , ΓT M ); this also holds for γ = 0, but not for F αβ ∈ C ∞ (R ≥0 , ΓTM ). Therefore the coefficient of dt, the "drift", cannot be interpreted as a vector. In coordinates ϕ on M the above SDE reads
Note that setting ϕ F γγ ≡ 0 does not guarantee that such coefficients will vanish w.r. 
This means that, similarly to the case of Equation 1.9 we are only considering F's that do not depend explicitly on the Brownian motion, and we are quotienting out the part that is not relevant for Equation 1.22.
Just as for Stratonovich SDEs, Schwartz-Meyer equations can also be seen to come from an integral
where the process H is now valued in T * M . The axioms for this Schwartz-Meyer integral are similar:
Additivity. For all locally bounded previsible H, G above X
Associativity. For a real-valued, locally bounded adapted process λ
Notice how Itô integration is used in the associativity axiom. The property of a process of being a solution of Equation 1.16 is then defined in complete analogy to Equation 1.6. The recent paper [AB18] treats SDEs on manifolds using a representation which is similar to that of Equation 1.16, but which has a distinct advantage when it comes to numerical schemes. Here the authors focus on the autonomous diffusion case, without explicitly taking time as a driver (N = R n , Z t = W t ), and take the field of Schwartz morphisms F to be induced by a field of maps i.e. a smooth function f :
In coordinates ϕ on M , and with the coefficients as in Equation 1.23 this amounts to
with F 0 = 0 (note how the drift comes from the quadratic variation of Brownian motion, without having to require time as a driving process). This particular form of F is useful because it automatically defines a numerical scheme for the solution of the SDE, similar to the Euler scheme, which cannot be defined in a coordinate-free way on a manifold: the linear structure lacked by M is replaced with iterative interpolations along the f x 's. This also has the advantage of guaranteeing that if the maps are valued in M , so are all the approximations. "Itô-type" Diffusions on manifolds have also been investigated by other authors, most notably by [BD90, Ch.4] (although we refer to the more recent [Gli11, §7.2]), who call the bundle Diff n Sch M the Itô bundle, and give a local description of it. Although we will not need this formulation in the following chapters, we include a description of it for the convenience of the reader who may wonder how it relates with the other approach. There are (at least) two ways of describing a fibre bundle π : E → M : one is by simply exhibiting the manifolds E, M and the surjective submersion π, and by checking local triviality; this is the approach taken here. The second approach involves declaring the base space M , the structure group G (a Lie group), the typical fibre F (a smooth manifold, carrying a left action of G by smooth maps) and a covering {U λ } λ of M together with maps g νµ : U µ ∩ U ν → G satisfying the cocycle conditions ∀λ, µ, ν g νµ g µλ = g νλ . Then the total space and bundle projection can be reconstructed by gluing all the U λ × F 's together according to the g νµ 's:
(1.28)
Of course, the local description can be obtained from the ordinary one by fixing a local trivialisation, a model for the fibre, a Lie group capturing all transformations of the fibres, etc. Now, we define the candidate bundle of Schwartz-Meyer diffusions to have base space M × R ≥0 and typical fibre Hom(R n , R m ) ⊕ R m . Recall that we observed that the Schwartz bundle is not linear: this should rule out the usual choices G = GL(n, R), O(n), valid for vector bundles. Indeed, the transformation laws for Diff n Sch M are succinctly modelled by the Itô group 
the Jacobian and Hessian of the change of coordinates. The isomorphism between the bundle that we have just described and Diff 
There is a way of writing Itô equations on a manifold so that all the coefficients, drift included, are vectors. It involves considering the additional structure of a linear connection ∇ on M , i.e. a covariant derivative
which is a smooth function that maps T x M × ΓT M to T x M , is R-bilinear and satisfies the Leibniz rule
Equivalently, a connection is described through its Hessian
which is an R-linear map satisfying ∇ 2 (f g) = f ∇ 2 g + g∇ 2 f + df ⊗ dg + dg ⊗ df for all f, g ∈ C ∞ M . These two data are equivalent and related by
, the Hessian can be written as
We will only be interested in torsion-free (or symmetric) connections, i.e. those whose Hessians are valued in Γ(T * M T * M ), or equivalently with vanishing torsion tensor
. By far the most important example of such a connection is the Levi-Civita connection of a pseudo-Riemannian metric g; in this case the Hessian takes the form
. Symmetric connections are relevant to our study of SDEs in that they correspond to the splittings of Equation 1.12, i.e. a linear left inverse q to i or a linear right inverse j to p
The existence of the bundle maps j and q are equivalent to one another and to the the isomorphism (q, p) : 
, and we have
Using that ∂ 2 x ϕ ij = ∂ x ϕ i (∂ϕ j ) and Equation 1.36 we have
Another way to view this correspondence is by j * d x f = ∇ 2 x f . Now, given symmetric connections on N and M , a field of Schwartz morphisms F ∈ ΓSch(N, M ) can be viewed as a field of block matrices
One can then require that G ≡ 0, so that F reduces to F , which defines the Itô equation
The data needed to define this equation is the same as that involved in the definition of the Stratonovich equation Equation 1.2, namely an element of ΓHom(T N, T M ), but the meaning of the equation depends on the connections on N and M in a crucial way. In charts ϑ and ϕ, 
is a real-valued local martingale (the integral is to be interpreted as half the quadratic variation of X along the bilinear form ∇ 2 f ); this property coincides with the usual local martingale property when M is a vector space. In local coordinates ϕ an application of Equation 1.36 and Equation 1.17 shows that the local martingale property corresponds to the requirement that In the following example we examine the case of diffusions, defined using Itô equations, in which the issue of the drift not being a vector is (partially) resolved: Example 1.4 (Itô diffusion). Example 1.3 specified to the above case (M has a symmetric connection, G ≡ 0) becomes the equation
where now µ(x, t) = F(x, t) ∈ T x M can legitimately be referred to as the "drift vector". Note however that in an arbitrary chart ϕ the drift will still carry a correction term:
which reduces to the ordinary Itô lemma if M = R m and ϕ is a diffeomorphism of R m . The N,ϑ Γ γ αβ 's don't appear since the driver is already valued in a Euclidean space, but would be present, for instance, if we had decided to drive the equation by a smooth function of Brownian motion and time. The data needed to define such an equation coincides with that needed for Equation 1.2, so we can define the bundle
(1.49) already defined in Equation 1.9. Crucially, however, the Stratonovich and Itô calculi give different meanings to the equation defined by a section of this bundle; in particular, a torsion-free connection on M is required in the latter case. The "Itô" and "Strat" therefore do not represent differences in the bundles, which are identical, but only serve as a reminder of which calculus is being used to give the section the meaning of an SDE.
Itô equations on manifolds are the true generalisation of their Euclidean space-valued counterparts, but have the disadvantage of only being defined w.r.t. a specific connection. For instance, if F ∈ ΓDiff 
Remark 1.5. What makes Itô-Stratonovich conversion formulae difficult to state in the case of a general manifold-valued semimartingale driver Z, is that the change of calculus involves the emergence of new drivers which are not naturally valued in the manifold where Z is valued ("the quadratic covariations" of Z). Nevertheless, the map a can be defined in this general setting [É89, Lemma 7.22], though its inverse cannot canonically.
Remark 1.6 (r-stochastic calculus). We briefly hint at a slightly more comprehensive approach which allows to treat Itô, Stratonovich and backward Itô equations in a more unified manner; the reader who is interested should encounter no difficulty in adapting the details contained in this section. First of all, for real-valued semimartingales X, locally bounded previsible H and a calculus parameter r ∈ [0, 1], we define the r-stochastic integral
which is associative and satisfies the chain rule
For r = 0 this is the Itô integral, for r = 1/2 it is the Stratonovich integral and for r = 1 it is the backwards Itô integral
.53 can be seen to be the L 2 -limit of the Riemann sums i ((1 − r)H t i + rH t i+1 )(X t i+1 − X t i ) (if H is continuous the first factor can be written as the evaluation of H at (1 − r)t i + rt i+1 ). This integral is used to define an If the manifolds have connections we can define an r-SDE given F ∈ Hom(T N, T M ) in analogy with Equation 1.42; a 0-SDE is an Itô SDE, a 1/2-SDE is a Stratonovich SDE (which happens not to depend on the connections) and a 1-SDE is the natural manifold-valued analogue of a backwards-Itô SDE. In the diffusion case there are conversion maps from r-to s-equations similar to Equation 1.50, the only changes involving the coefficients replacing 
Manifolds embedded in R d
In this paper we will mostly be concerned with manifolds embedded in R d : these can be studied using the extrinsic, canonical, R d -coordinates instead of noncanonical local ones. Let M be an m-dimensional smooth manifold embedded in R d . We assume M to be locally given by a nondegenerate Cartesian equation F (x) = 0: M can be described globally in this way if and only if it is closed in R d and its embedding has trivial normal bundle; therefore, to preserve generality, we only assume F to be local. Throughout this paper the letter x will denote a point in R d and the letter y a point in M . Thus F :
This map can be seen to exist by using the normal exponential map defined in [Pet06, p.132] , and is constant on the affine (d − m)-dimensional slices of T which intersect M orthogonally: this is because the fibre π −1 (y) coincides with the union of all geodesics in R d (i.e. straight line segments) which start at y, with initial velocity orthogonal to M , each taken for t in some open interval containing 0. It is important also to remember that π is unique given the embedding of M (on a thin enough T such that it is well defined), whereas F is not canonically determined.
In what follows we will be concerned with understanding which quantities are dependent on the chosen F and which instead only depend on the embedding of M . The only properties of π that we will need are that
Differentiating these (the second up to order 2) we obtain
The fact that Jπ| T M = 1 T M and the first of these identities imply that for y ∈ M
where T ⊥ y M denotes the normal bundle of M at y, and indeed the second set is a basis. Therefore the metric projection P (y) : T y R d → T y M is defined by solving the following system in
where we are defining Q as, and satisfying the properties
The notation is borrowed from [CDL15] . Also, since T y R d = T y M ⊕ T ⊥ y M and both Jπ(y), P (y) are the identity on T y M and the zero map on T ⊥ y M , we have
Notice that this relation only holds for points y ∈ M . Q(y) is then the orthogonal projection on T ⊥ y M , and therefore P, Q restricted to M do not depend on the particular F chosen, only on the embedding of M (P, Q away from M , or their derivatives at points in M along directions that are not tangent to M , however depend on the chosen Cartesian equation). Another consequence of Equation 2.4 (evaluated at y ∈ M ) that will be useful is that, for V y , W y ∈ T y R d , and denoting
Actually, to show that the third term statement in the first line, we need a separate argument:
only depends on f restricted to the affine plane (or line) centred in y and spanned by A y , B y . Indeed, intending with A the extension of A y to a constant vector field on U , we can write
This is the directional derivative of g at y in the direction B y , and therefore only depends on the restriction of g to the affine line span{B y }. But g(x) is itself a directional derivative, and only depends on f restricted to the affine line span{A x }. Thus the whole expression only depends on f restricted to x∈span{By} span{A x } = span{A y , B y }.
This shows that the term in question only depends on π restricted to span{ q V y , | W y }, which is the constant y map, whose derivatives therefore vanish.
Remark 2.2. The other terms appearing in Equation 2.9 have a description that should be more familiar to differential geometers:
Notice this is true independently of the chosen extension of W , | W to local vector fields, a priori needed to give the RHSs a meaning. The first term is the second fundamental form of V y , W y [Lee97, p.134], whereas the second term is the second fundamental tensor [Jos05, Def. 3.6.1]. If M is an open set of an affine subspace of M , π is a linear map and both terms vanish. We prove the first of the two equalities in Equation 2.12, the second is proved similarly:
where the second equality follows from the fact that QW = 0 (and that the derivative is taken in a tangential direction, i.e. V y ∈ T y M ), and the last equality is given by Equation 2.16 below. Note that the terms of Equation 2.12 are extrinsic, in the sense that they depend on the embedding of M , unlike
the Levi-Civita connection of the Riemannian metric on M , which is intrinsic to M .
Finally, it will be necessary to consider the relationship between the derivatives of P, Q and the second derivatives of π. We differentiate Equation 2.8 at time 0 along a smooth curve Y t in M with Y 0 = 0 andẎ 0 = V y ∈ T y M and obtain
where we have used Equation 2.9.
We now consider a setup S = (Ω, F, P ) satisfying the usual conditions, W an n-dimensional Brownian motion defined on S. Consider the W -driven diffusion Stratonovich SDE
As already discussed in Section 1, the natural condition on σ γ , b which guarantees that X will stay on M for its lifetime is their tangency to M :
(Given that we are only considering smooth, and in particular continuous, coefficients, we also expect this condition to be necessary, provided we allow for all initial conditions X 0 = y 0 ∈ M .) Our focus, however, will be mostly on the Itô SDE
with smooth coefficients defined in [0, +∞) × R d ; we do not assume them to be globally Lipschitz, so the solution might only exist up to a positive stopping time, not in general bounded from below by a positive deterministic constant. We are interested in deriving the "tangency condition" for the above SDE, i.e. a condition on the coefficients that will guarantee that the solution will not leave M . One way to impose this is to convert Equation 2.19 to Stratonovich form
and require Equation 2.18:
Now, given that Qσ α vanishes on M , all its directional derivatives along the tangent directions σ β will too, which gives, using Equation 2.16
We can thus reformulate the second equation in Equation 2.21 to obtain
This is useful because it removes the reliance of this constraint on the derivatives of σ, and can be interpreted as saying that the diffusion coefficients must be tangent to M and the Itô drift must instead lie on the space parallel to the tangent space of M , displaced by an amount which depends on the second fundamental form of M applied to the diffusion coefficients.
Remark 2.3 (Tangency of a second-order differential operator). Equation 2.23 can also be derived by writing the second order tangency condition for
and then applying it to L y = σ γ (y, t), η(y, t), given in terms a field of Schwartz morphisms F as
Note that it would instead be incorrect to split F according to the Euclidean connection into a matrix with F and G terms as in Equation 1.41, and then to require that F and G map to T M , since the splitting of F according to the connection on M will be different, i.e. the diagram
does not commute.
We now compute the Hessian for embedded M : for f ∈ C ∞ M we have 
which means
Therefore the condition on an arbitrary Schwartz morphism of being Itô w.r.t. to the Riemannian connection on M in the sense of Example 1.
Compare this with the stronger condition of F of being Itô w.r.t. to the connection on R d , which is F k αβ (y, t) = 0. Thus, given an Itô equation
Notice that the tangential part of the R d -drift, µ is arbitrary, while its orthogonal part is determined by the diffusion coefficients, and the condition that the solution remain on M . The 
where vertical arrows denote restriction. An embedding argument immediately allows us to extend this assertion to the case where R d is substituted with a Riemannian manifold of which M is a Riemannian submanifold. This confirms there is no ambiguity in converting an M -valued SDE between its various forms. 
for any smooth map π defined on a tubular neighbourhood of M , with values in M , s.t. π| M = 1 M , by the same exact reasoning (for the Itô case we argue as in Remark 2.3). Allowing ourselves to consider all such tubular neighbourhood projections is useful in the following application. Given that we are considering time-dependent equations, it is very natural to also allow the submanifold M to be time-dependent. Making this precise entails considering a smooth (m + 1)-dimensional manifold M embedded in R 1+d , s.t. M t := M ∩ {x 0 = t} is a smooth m-dimensional manifold embedded in {x 0 = t} × R d . We are looking for conditions on σ, b (resp. µ) which are sufficient to guarantee the solution to Equation 2.17 (resp. Equation 2.19) X t to belong to M t for all t for which it is defined. We then consider the R 1+d -valued process (t, X t ), which satisfies the dynamics
Then, given a thin enough tubular neighbourhood of M in R 1+d consider the map
where π t is defined as in Equation 2.2 for the manifold M t . Notice that this does not coincide with the Riemannian projection of a tubular neighbourhood onto M , which in general has no reason to preserve time, i.e. be expressible as a union of π t 's. The identity J πJ π = J π can be written in block matrix form as
where we are denotingπ t (y) = d dt π t (y): this implies that at each point y ∈ M t ,π t (y) ∈ T ⊥ y M t . This choice of the tubular neighbourhood projection will be further motivated later on, in Example 3.6, Example 4.9. In view of the above considerations, we can use it anyway to impose tangency of the SDE: this results in an unmodified condition on the diffusion coefficients, and the conditions on the orthogonal components of the Stratonovich and Itô drifts given respectively by
which keep track of the evolution of M t in time
Projecting SDEs
In Section 1 we discussed three ways of representing SDEs on manifolds: Stratonovich, SchwartzMeyer and Itô. In this section we will define, for each one of these representations, a natural projection of the SDE onto a submanifold. We will mostly take the ambient manifold to be R d , which will allow us to use the theory of the previous section to derive formulae for the projections in ambient coordinates. Let M be a smooth submanifold of the smooth manifold D, let T be a tubular neighbourhood of M in D and π : T → M a smooth map which restricts to the identity on M (3.1)
If D is Riemannian π can be chosen as in Equation 2.2, but this is not necessary. Let F ∈ ΓHom(T N, T D) be a Stratonovich equation driven by an N -valued semimartingale Z, where N is another smooth manifold. We can then define the M -valued Stratonovich equation
We call this Stratonovich SDE the Stratonovich projection of F . Now consider the Z-driven, D-valued Schwartz-Meyer equation F ∈ ΓSch(N, M ). We can project this SDE to an SDE on M too, by
We call this Schwartz-Meyer SDE the Itô-jet projection of F. If N , D and M all carry torsion-free connections we can interpret a section F ∈ ΓHom(T N, T D) as an Itô equation, and similarly for
We call this Itô SDE the Itô-vector projection of F . Most often D will be Riemannian, so that Levi-Civita connections are defined on both D and M . Note that the Itô-vector projection is identical to the Stratonovich projection as a map, but the interpretations of the resulting sections as SDEs differ (and the Itô-vector projection depends explicitly on the connections on all three manifolds). The names of these three projections are taken from [AB16] , where they were first defined.
Remark 3.1 (Naturality of the SDE projections). Assume we have a commutative square
where φ a diffeomorphism, D, M, π as above, and similarly for D , M , π . Then functoriality of T and T imply that the Stratonovich and Itô-jet projections are natural in the sense that the squares
commute. The Itô-vector projection cannot be natural in the same way, since we are still free to modify the connections on all four manifolds. However, if D, D are Riemannian and φ is a global isometry, the corresponding statement does holds for the Itô-vector projection: this is by naturality of the Levi-Civita connection [Lee97, Proposition 5.6].
Remark 3.2 (The Itô-vector projection preserves local martingales). Although the Itô-vector projection is natural w.r.t. a smaller class of maps, it has the distinct advantage of preserving the local martingale property: by this we mean that if the driver is a local martingale, so must the solution to the Itô-vector-projected SDE be. This is shown simply by the good behaviour of Itô equations w.r.t. manifold-valued local martingales. Remark 3.4. Tπ and T π can be used to induce projections of the r-Schwartz-Meyer SDEs and r-SDEs whose definition was sketched in Remark 1.6, for r ∈ [0, 1]. For r = 0 we obtain (respectively) the Itô-jet and Itô-vector projections, for r = 1/2 both coincide with the Stratonovich projection, and for r = 1 we obtain a backward Itô-jet and a backward Itô-vector projection. In this paper we will not focus on the backward Itô projections, though.
We will now restrict our attention to the projections of R d -valued diffusions onto the embedded manifold M . Focusing on diffusions has the advantage of allowing us to use the maps Equation 1.50 to compare the projections. In other words we can ask if the vertical rectangles in the diagram
commute (compare with Equation 2.32, in which the equations on top already restrict to equations on M ). Remarkably, we will show that they do not, and that all combinations of possibilities regarding their commutativity are possible. Examples of these cases are to be found in subsection 5.1 below. We recall the notation V y := P (y)V y , q V y := Q(y)V y and begin by considering the R d -valued Stratonovich SDE Equation 2.17. By Equation 2.8 the coefficients of the Stratonovich projection of this SDE will just be the projected coefficients: σ γ = σ γ , b = b, so that the resulting Stratonovich equation is
Throughout this paper we will use X for the initial SDE and Y to denote the projected SDE. 
Using Equation 2.16 we can split µ in its orthogonal and tangential components: on M we have
with implied evaluation of all terms at (y, t).
We now move on to the Itô-jet projection. Let F ∈ ΓDiff 
of which the first line reads
Remark 3.5. We can write the Itô-jet-projected drift µ as the generator of the SDE, applied to the tubular neighbourhood projection π:
In [AB16] the field of Schwartz morphisms F is taken to be induced by a (time-homogeneous) field of maps f as in Equation 1.26. In this approach we can use functoriality of T to write
(3.14)
thus obtaining an SDE defined by the field of (2-jets of) maps given by projecting the original field of maps onto M with the tubular neighbourhood projection π. Finally, we consider the Itô-vector projection of Equation 2.19. By Equation 2.31, in coordinates this amounts to projecting Equation 2.19 to the Itô SDE on M with diffusion coefficients given by σ γ and drift
To summarise, all three projections of Equation 2.19 agree on how to map the diffusion coefficients, and the orthogonal components of the drift terms will all be fixed by the constraint Equation 2.23, while their tangential projections are given by (respectively Stratonovich, Itô-jet, Itô-vector) 
From now on we will consider Equation 2.19 as being our starting point, unless otherwise mentioned, and thus refer to Equation 3.16 when comparing the three projections.
We end this section with a brief comparison of the three projections, leaving a detailed analysis of their differences to subsection 5.1. The three projections coincide if σ γ ∈ T M for γ = 1, . . . , n (which includes the ODE case σ γ = 0), in which case the diffusion coefficients remain unaffected, and the tangent component of the projected drift is simply given by µ. Example 3.6 (The projections in the case M time-dependent). Recalling Example 2.4 (and the map π defined therein) we may ask whether there is a way to consider the three SDE projections in the case of M time-dependent. The most natural way to define this is to consider, as done in Equation 2.34, the joint equation satisfied by (t, X t ), project its coefficients in the three ways onto M , thus obtaining a process of the form (t, Y t ): this uses that π 0 (t, y) = t, which is instead not satisfied by the Riemannian tubular neighbourhood projection onto M . It is easily checked that the formulae Equation 3.16 for the tangential component of the drift of Y t continue to hold with the substitution of π t for π (so that also the projection onto the tangent space P is now time-dependent), whereas in all three cases the orthogonal component of the drift picks up the termπ t , needed to keep the process on the evolving manifold M t . In particular, in the Itô-jet case we have
where L t is the generator of X and L is that of (t, X t ) (which can be considered as being a time-homogeneous Markov process). This identity extends the observation made in Remark 3.5. The same termπ t should be added to the Stratonovich drifts Equation 3.17 for the extension to the case of M time-dependent.
The optimal projection
In the previous section we showed how to abstractly project manifold-valued SDEs onto submanifolds in three (possibly) different ways, and specialised these constructions to the case of M → R d -valued diffusions. In this section we will seek the optimal projection of an SDE for X t , which we write in Itô form as Equation 2.19, in two distinct ways involving the Taylor expansions in t = 0 of weak and strong errors. Let
be the M -valued SDE to be defined, which we write in R d -coordinates. Its coefficients
• σ γ and
• µ are to be treated as unknowns, to be determined by the optimisation criteria which will be defined in due course. Let
for some r > 0. If we can write the Taylor expansion of the strong error
a first goal could be to minimise the leading coefficient a 1 (of course there is no constant term because Y 0 = y 0 = X 0 ). Here the expectation is taken on the event of (X, Y ) not having yet exited B r (y 0 ) × B r (y 0 ), B r (y 0 ), the ball centred in y 0 of some positive radius r: this is to ensure that |Y t − X t | 2 is well defined, since X and Y could explode in a finite stopping time which is not greater than any positive deterministic constant. More precise conditions on r will be required later on. Of course the above Taylor expansion has no constant term, since the initial conditions for X t and Y t are the same. Since we are looking for an SDE on M we will have to constrain the search of the coefficients
• µ by the condition Equation 2.23: this will result in a problem of constrained optimisation, which will be tackled using Lagrange multipliers. The strategy will be to expand |X t − Y t | 2 as an Itô integral, throw away its local martingale part and obtain the Taylor coefficients from the dt terms; in order to do this, however, some attention is necessary, given the presence of the event t ≤ τ . In general, the expectation of a centred local martingale (even a constant) on this event will not vanish, but will be absorbed into the o(t 2 ) term, as is shown in the following lemma.
Lemma 4.1. Let X, Y and τ be defined as above, f : R 2(1+n)d → R continuous. Then, assuming that (
• µ(y, t)) = g(σ(y, t), µ(y, t)) for some continuous g, we have that the two functions of t ≥ 0 defined by Proof. The Itô formula yields the a decomposition |(X t , Y t ) − (y 0 , y 0 )| 2 = L t + A t with L t sum of Brownian integrals and A t time integral, all of which for t ≤ τ ∧ ε (any ε > 0) have bounded integrand, (this is by continuity of σ, µ, 
Then, still on
where the last inequality is an application of the powerful bound [RW00, Theorem 37.8, p.77]. Now, let
H t is a continuous function evaluated at a process taking values in the compact
, and therefore bounded, say again by R > 0. Then, for t ≤ ε
Since H is bounded · 0 H s dW s is a centred martingale, so its expectation vanishes and
for some C > 0 by Equation 4.5, where the O's are taken for t → 0 + . The proof for the second function of t in the statement is analogous.
Remark 4.2. Note that we are not claiming that the second and higher right derivatives in 0 of the functions Equation 4.4 to exist, since these functions may not be differentiable in a right neighbourhood of 0. This observation should be kept in mind, but will not be problematic in the coming calculations.
We proceed with the constrained optimisation problem. In the following calculations we use indentation to indicate over which indices the sums are taking place; this is done to avoid excessive bracketing. Using Itô's formula, and intending with equality of differentials up to differentials of local martingales (specifically of the form f (σ, µ,
Now, thanks to Lemma 4.1, denoting with ≈ equality up to k O(t k )'s as t → 0 + , we have 
Since a 1 only depends on the diffusion coefficients, its minimisation is translated in the constrained optimisation problem whose solution is simply given by projecting the σ γ 's onto T M :
Here we have omitted evaluation at the initial condition (0, y 0 ). Since we have not obtained a condition on One idea to obtain a condition on
• µ would be to minimise a 2 in Equation 4.3. This attempt, however, has the drawback that we are minimising the second Taylor coefficient of a function without its first vanishing (unless the σ γ 's are already tangent to start with: in this case the minimisation of a 2 can be seen to result in the three projections, which all coincide). Although this approach is discussed in [AB16], we will not do so here, as there are more sound optimisation criteria. Indeed, we can look at the Taylor expansion of the weak error
We compute the term on the left, again using Lemma 4.1, as
which confirms that Equation 4.13 lacks a linear term, and we have
Requiring the minimisation of b 2 is thus independent of the minimisation of a 1 above, and results in the constrained optimisation problem Remark 4.4. In defining the three projections in Section 3 we intended for the projected coefficients to still be time dependent if the original ones were. Here we see that the optimality requirement only fixes the coefficients at the initial condition, at times 0, i.e.
• σ γ (y 0 , 0),
• µ(y 0 , 0). There are two ways of obtaining a unique solution to Equation 4.27 smoothly for all t ≥ 0: the most natural is to consider all time-translated initial conditions Y t 0 = y 0 . Another possibility, more appropriate when the original SDE is autonomous, is to require the projected SDE to be autonomous.
Remark 4.5. Throughout this paper we have also neglected to consider random initial conditions, e.g. X 0 = ξ with ξ an F 0 -measurable, square integrable random variable. However these do not pose a problem, as replacing y 0 with an M -valued ξ in Theorem 4.3 results in no change in the optimal coefficients. .17. The only reason to start with an Itô SDE is that the good behaviour of Itô calculus w.r.t. local martingales makes it possible to express the optimal coefficients as functions of the values of the coefficients of the original SDE, without reference to their derivatives.
Remark 4.7. We expect the optimality of the Itô-vector projection to extend to SDEs driven by semimartingales more general than Brownian motion. In simple cases this can be inferred from Theorem 4.3. For instance if W is a correlated Brownian motion, d[W α , W β ] t = αβ dt, with constant and positive definite, taking the Cholesky decomposition = LL ensures L −1 W is a standard Wiener process. Then we can write the Itô differentials dW as Ld(L −1 W ), apply Theorem 4.3, and rewrite the differentials without the L's, obtaining the optimally projected SDE
Reasoning as in Equation 3.15 it is easy to see this coincides with the general definition of the Itô-vector projection Equation 3.4, as expected. For a general semimartingale driver, however, we do not see a way to avoid rerunning through the calculations involved in proving Theorem 4.8.
One also needs to check that analogue of Lemma 4.1, in which the integrator being brownian is used in an critical way, still hold for modified drivers, so that disregarding the presence of the event {t ≤ τ } in the expectations is still possible, or alternatively restrict one's attention to nonexplosive SDEs. A target class of processes to prove this more general version of the theorem could be that of Itô processes with suitable boundedness assumptions on the integrands, though we do not attempt a proof here.
The optimisation of Theorem 4.3 has the disadvantage of coming from the two separate minimsations of a 1 and b 2 , which are Taylor coefficients of different quantities. There is a different way of arriving at coefficients by successively minimising the Taylor coefficients of the same quantity, with the first minimisation resulting in a null term. The idea is to consider • µ resume their status as unknowns, and recalling our convention of using indentation as sum delimiters, we proceed with the calculations, by using Lemma 4.1 as before.
(evaluation at (y 0 , 0) is implied). Thus c 1 vanishes if and only if
• σ := P σ. Continuing as before and we have
+2f (σ, Jσ, Hσ;
for some smooth function f (J denotes Jacobian and H Hessian); we denote this term f t for short.
So the constrained optimisation problem for the minimisation of c 2 conditional on the previous minimisation of c 1 is given by 
Further considerations
In this final section we dig deeper into the details surrounding the Itô and Stratonovich projections of SDEs, and answer a few lingering questions.
Differences between the projections
In this subsection we will provide examples to justify our claim that the vertical rectangles of Equation 3.7 do not commute.
We begin with an example in which the Itô-jet and -vector projections coincide, but are different from the Stratonovich projection. This example also shows how the dependence of the Stratonovich projection of Equation 2.19 on the derivatives of the diffusion coefficients can be nontrivial.
Example 5.1. Take M = {(x, 0) : x ∈ R} → R 2 , n = 1 and the Itô SDEs
whose diffusion coefficients coincide, and are orthogonal to M , on M . Their Stratonovich projections onto the affine subspace M = R are respectively given by the ODEṡ
The Itô-jet and -vector projections of the two SDEs above coincide (since their coefficients on M coincide) and are trivial. An example where Itô-jet = Itô-vector = Stratonovich, and where the Itô projections are nontrivial can be obtained from this by increasing n to 2 and adding a tangent diffusion coefficient.
Next, we ask the question of when the Stratonovich and Itô-jet projections coincide. The following criterion is a rephrasing of [AB16, Theorem 4].
Remark 5.2 (Fibering property). In general the difference of the Stratonovich-and Itô-jetprojected drift can be written as
Therefore, if we assume that
for x in a neighbourhood of M (again, if we are only interested in starting our equation at time zero, the above requirement only needs to be considered for t = 0), the derivative of the above quantity along any vector tangent to the fibre of π (which at points in M means orthogonal to 
then it is immediate to verify that π(X t ) is a solution of the Stratonovich projection, and therefore that, letting Y be the solution to the Stratonovich=Itô-jet projection
up to the exit time of X t from the tubular neighbourhood in which π is defined. Observe that in the absence of these conditions we cannot expect, in general, to obtain a closed form SDE for π(X t ), as the coefficients will depend explicitly on X t . This is even true if Equation 5.4 holds but Equation 5.5 does not, as can be shown simply by considering the ODE case σ γ = 0.
Example 5.3. Let M = {(x, y) ∈ R 2 : x 2 + y 2 = 1} → R 2 . π is defined in R 2 \ {0} as π(x, y) = (x 2 + y 2 ) −1/2 (x, y). Consider the SDE, dependent on the real parameter a
There is a single diffusion coefficient σ, decomposed as
Moreover, for (x, y) ∈ M we have Jσ(x, y) = 2axy 2ay 2 + 1 2ax 2 + 1 2axy (5.9)
We have
We examine more closely the cases a = 0, a = −1 and a = 1. In the first case (already examined in [AB16, §4] .5 holds and the solution to the Stratonovich=Itô-jet-projected SDE equals the projection of the solution of the original SDE up to the (a.s. infinite) time it hits the origin. However the Itô-vector projection is distinct, which can be seen by observing that P µ = P µ (given by the first term in Equation 5.11) does not vanish, e.g. at the point (cos(π/6), sin(π/6)). If a = −1 the two terms in Equation 5.11 coincide on M and therefore the Stratonovich projection is identical to the Itô-vector projection. The Itô-jet projection, however, is different, again by the nonvanishing of the first term in Equation 5.11 at (cos(π/6), sin(π/6)). To generate a case where all three projections are distinct take a = 1: all identities can be seen not to hold at the point (cos(π/6), sin(π/6)). This case shows that the only projection that preserves the local martingale property is the Itô-vector.
It is possible, as done in [AB16, §4] (for the case a = 0), to write the SDEs for the angle ϑ t = arctan(Y t /X t ) of the projected equations. The Itô-projected SDE will be driftless (since local martingales on S 1 are characterised by this property), the Itô-vector projection will have a nonvanishing drift, and the drift of the Stratonovich projection will vary as a varies. We do not carry out these computation here, but observe that this representation is only possible thanks to the fact that S 1 is parallelisable. For instance, if M = S 2 we would need at least two charts to give a full description of the SDE using local coordinates. Example 5.5 (Failure of the preservation of the Hörmander condition). In this example we show that the absolute continuity of the law of the solution to the original SDE w.r.t. to the Lebesgue measure does not guarantee that the solution to the projected equation will have the same property. Of course, one would have to define absolute continuity of a Borel measure on a smooth manifold w.r.t. to the Lebesgue measure (which can be done in the obvious way using charts), but in this example M and d will be as in Example 5.1, so we can rely on the classical meaning. Consider the Stratonovich SDE
As usual, call the diffusion coefficient σ and the Stratonovich drift b. The law of the solution to this SDE admits a smooth law by Hörmander's theorem [Hai11, Theorem 1.3], since R 2 = T (0,0) R 2 is generated by σ(0, 0) = (0, 1) and the Lie bracket [σ, b](0, 0) = (1, 0). However all three projections of the SDE onto the x-axis coincide with trivial ODE on R, with law δ 0 . Although this example shows that nondegeneracy of the law is not preserved in general, it can be proven directly that it is preserved through the Stratonovich-and 
for Y t the solution to the Stratonovich, Itô-vector and Itô-jet projections, with the expectation taken over 10 4 sample paths. We see confirmation of the fact that the Itô-vector projection performs better in the first error metric, that the Itô-jet projection does so in the second, and that the Stratonovich projection is markedly suboptimal in both senses (especially in the first, while in the second case it performs very similarly to the Itô-vector projection). The analogous plot for the error Equation 4.3 is not included, as the results for the three projections are visually indistinguishable, in accordance with the fact that all three projections minimise a 1 (without it vanishing in this case). The figure below displays one sample path (t, Y t ) where Y t is each of the following processes: the solution to the original SDE, to the three projected SDEs, and the metric projection π applied to the original solution. All sample paths are derived from the same random seed. Since the optimality criteria all involve taking expectation, we do not expect to be able to derive meaningful intuition from a single path, but it is nonetheless informative to have visual confirmation that all projections are distinct, but related.
In this section we have developed examples that cover all possible situations involving identities, and lack thereof, between the three projections. We summarise them in the table below: 
. As a consequence we have that, if W y 0 ∈ T y 0 M , picking the geodesic G with G 0 = y 0 ,Ġ y 0 = W y 0 , we have that
since the acceleration of G is orthogonal to M . Now, the problem consists of choosing
• µ in such a way that c 1 vanishes and c 2 is minimal in This quantity is made to vanish exactly as before, namely in the unique case
• σ γ = σ γ = σ γ . As for the drift, notice that since ϕ is a chart in M , minimising c 2 will only involve a condition on the tangential part of (where M = Imψ, and P (y 0 ), P (y 0 ) are the metric projections) commute.
We have thus shown that both Theorem 4.3 and Theorem 4.8 can be reformulated so as to apply to the case of the ambient manifold being Riemannian.
Optimality criteria for the Stratonovich projection
It is surprising that the most naïve way to project the coefficients of an SDE is suboptimal according to the criteria introduced in this paper. In this subsection we present two (somewhat less compelling) ways in which the Stratonovich projection can be considered optimal.
Let n W be a sequence of stochastic processes with piecewise smooth paths converging a.s. to the given Brownian motion W . Given a diffusion SDE in R d , taken for simplicity in Stratonovich form Equation 2.17, we may define its pathwise optimal approximation along n W (if it exists) to be the Stratonovich SDE where n σ γ and n b are defined by requiring that the order 1 Taylor coefficient of | n Y t − n X t | 2 (or of | n Y t − π( n X t )| 2 ) be a.s. minimised, and Y t := lim n→∞ n Y t , a.s. for t ≥ 0 (5.24)
As mentioned in Equation 0.3 we have that n σ γ = σ γ and n b = b for all n. Now, if the sequence n W consists of diadic, piecewise linear approximations of W , the Wong-Zakai theorem [FH14, 9 .3] immediately implies that the pathwise optimal projection along n W coincides with the Stratonovich projection. As usual, taking the original and final coefficients to be in Itô form will result in Itô-Stratonovich correction terms appearing in the formulae.
integral for the backward filtration (because the orientation on intervals over which the Riemann sums are computed switches). Making this argument precise, however, requires attention to the precise definition of (W t ) t∈R , the initial/final condition, and the meaning of inverting the direction of time in the filtration: perhaps [Pro05, Ch.VI, Theorem 23] can be readapted to the present context, or the SDEs can be interpreted as pathwise RDEs, thus removing their reliance on the filtration. In any case, this interpretation is not necessary in the computations, and we can proceed by optimising Equation 5.29 as is. Proceeding as above, this leads to the the diffusion coefficients being, as always, orthogonally projected ( σ γ = σ γ ) and the constrained optimisation problem for the drift µ given by which is checked, by using Lagrange multipliers as above, to have solution the Stratonovichprojected drift Equation 3.10. Therefore, the Stratonovich projection is optimal in this "time-symmetric" sense. Similarly, we expect the backward-Itô-jet projection, hinted at in Remark 3.4, to be the optimal projection when the quantity to be optimised is only the second summand in Equation 5.29.
Conclusions and further directions.
In this paper we have shown how there are three distinct ways of projecting a manifold-valued SDE onto an embedded submanifold, and that the most natural optimality criteria lead us to consider the two projections defined using Itô, and not Stratonovich, stochastic integration. Our hope is to extend this surprising result to stochastic equations driven by processes that are not semimartingales. A natural first candidate would be rough diffential equations (RDEs) driven by certain Gaussian processes, defined in [FV10, Ch.15] . These Gaussian drivers include fractional Brownian motion with Hurst parameter H > 1/4. Since these equations are best viewed as an extension of Stratonovich SDEs, it would be interesting to understand if there are maps which extend the Itô-jet and Itô-vector projections, and what the optimal projection, in the sense of Theorem 4.3 and Theorem 4.8, would look like. An obvious conjecture would be that Theorem 4.3 and Theorem 4.8 continue to hold when the projections are formulated in terms of the Stratonovich coefficients of the original SDE Equation 3.17. Perhaps the very recent [CL16] and [CL18] , in which the authors compare the rough and Skorokhod integrals against a Gaussian process could be used to establish this result. We also observe that in this paper we have not made use of the weak error of the difference Y t − π(X t ), which could be of help when determining coefficients with low regularity drivers.
In a forthcoming paper on (possibly nongeometric, bounded p-variation for p < 3) rough paths on manifolds we expect to be able to define all three projections formally, along the lines of their original definition in Section 3. However we do not at the moment envision the definitions of optimality criteria, apart from the idea of optimality along a sequence of approximations introduced in subsection 5.3, to be available in the pathwise setting. For this reason we expect to have to restrict our attention to specific instances of stochastic RDEs, such as Gaussian RDEs, when discussing optimality of projections.
