To use a GPS receiver as an attitude sensor several system parameters, such as integer ambiguities, line biases and baselines, need to be first determined. This operation is called the self survey. It also may require several subsystem aspects, such as cycle slip detection and repair. In this paper, a new self survey scheme is presented that is robust to initial guess errors in the survey parameters. This new approach first uses an attitude-independent method with double-differenced phase measurements to resolve the integer ambiguities, and then determines the remaining parameters using nonlinear least-square methods. The algorithm is verified with both simulated and real GPS receiver data.
Introduction
The Global Positioning System (GPS) was originally developed for the purpose of navigation. Using a GPS receiver with pseudorange measurements, instantaneous positions as well as precise time can be determined [1] . In addition, a GPS receiver has the ability to provide attitude information by employing multiple antenna sets to measure the signal carrier phase differences [2] [3] [4] [5] . However, when using the phase measurements the solution becomes more complicated than position determination since the phase measurements contain integer ambiguities [6] [7] [8] . Furthermore, to utilize a GPS receiver as an attitude sensor several system parameters, such as baselines, line biases and integer ambiguities, need to be first determined [5, 9, 10] . This operation to estimate all the required parameters is called the self survey.
In general, a self survey requires 6 to 8 hours of data to estimate baselines, line biases, integer ambiguities and the static attitude, because the sightlines, i.e., the line-of-sight (LOS) vectors between the GPS satellites and the receiver, are moving slowly relative to the motionless receiver [2] . The orbital period of the GPS satellites is approximately 12 sidereal hours. Since the GPS satellites are moving with respect to the receiver, the connections between various GPS satellites and the receiver will be on and off repeatedly. When a new GPS satellite signal is available, the integer ambiguities must be resolved first. Also, the GPS signals are often blocked for possibly several minutes [1] . This causes cycle slips or jumps in the phase measurements, because the receiver accumulates the cycles of the carrier phase. For the correct estimation of the survey parameters, cycle slip free measurements should be obtained. Altmayer enhanced the integrity of an integrated GPS/INS system by cycle slip detection and correction [11] . Since the phases change slowly, cycle slips can be successfully detected and repaired by using a polynomial fitting method [5, 10] . Hence, several subsystem aspects, such as an integer ambiguity resolution routine to determine the integer number wavelengths in the phase measurements as well as a cycle slip detection and repair algorithm, are needed. Once a self survey is accomplished, the attitude determination problem can then be solved.
In this paper, a new self survey algorithm that estimates the self survey parameters is developed using linear and nonlinear estimation methods. To ensure robust convergence properties, the Levenberg-Marquardt algorithm is applied for the nonlinear estimation process. The convergence behavior of the new algorithm is investigated by Monte-Carlo like simulations. Then, simulated as well as actual GPS data collected by a commercial receiver are used to verify the new algorithm.
Problem Statement
The model of the single differenced GPS signal carrier phase between the Master Antenna (MA) and a Slave Antenna (SA) is shown in Figure 1 [12] . The j-th sightline vector, s j ∈ R 3 , is the unit LOS vector from the receiver to the j-th GPS satellite in the Earth-CenteredEarth-Fixed (ECEF) reference frame [13] . The i-th baseline vector, b i ∈ R 3 , is the relative position vector from the phase center of the MA to that of the i-th SA, which is represented by cycles in the body frame. Since the wavelength of the L1 frequency of the GPS signal carrier is λ = 19.03 cm, an integer (or cycle) ambiguity, n ij , may occur either if the baseline is longer than the signal wavelength or when cycle slips occur due to signal loss. Since the distance between the receiver and GPS satellites is usually very large relative to the baseline length, the wavefronts of GPS signal carrier can be considered to be essentially planar [2] .
Therefore, the single differenced carrier phase between the i-th baseline and j-th sightline, ∆φ ij , shown in Figure 1 can be written by
where A ∈ R 3×3 is the attitude matrix from the ECEF reference frame to the body frame, and τ i is the line bias of the i-th baseline. The self survey determines the assumed constant attitude A, baseline in the body frame b i , integer ambiguity n ij , and line bias τ i by using the phase difference measurements that contain additive noise, denoted by ∆ φ ij , and the sightline s j information. The measurement noise is assumed to be represented by a zeromean Gaussian white-noise process with standard deviation given by 0.5 cm/λ = 0.026
wavelengths [2] . The sightline information is obtained from the navigation data collected by the receiver.
Self Survey Approaches
As can be seen in Eq. (1), the self survey estimation process is a nonlinear problem. Most self survey algorithms rely on batch-type processes for the the estimation of the assumed constant parameters [5] . Either nonlinear least squares (NLS) or a gradient search method can directly be used, however, the attitude parameters and the baselines are not indepen-dent [10] . Therefore, a singularity in the derived Hessian matrix occurs. Alternatively, the baselines in the ECEF reference frame and the summation of integer ambiguities and line biases can be determined first by using a linear least-squares fit. Then, the integer ambiguities and line biases can be separated, without loss of any information, by taking the integer parts as the integer ambiguities.
Integer Ambiguity Resolution
The integer ambiguities can be determined using either instantaneous or dynamic techniques [14] . Instantaneous techniques find a solution that minimizes the error residual at a specific time by searching through all possible integer sets. Refinements can be made to the solution by restricting the search space using geometric constraints [8] . This is well suited to short baselines, however, the minimum residual does not guarantee a correct solution in the presence of measurement noise [5, 6] . Hence, an instantaneous algorithm can report wrong integers as valid ones. This may cause significant problems during the self survey. Dynamic techniques perform a batch estimation using collected data for a given period of time while the integer ambiguities remain constant over the collection period. Since these techniques require that a certain amount of motion has occurred, several minutes of collection time may be required for convergence. Also, large matrix inversions may need to be taken, which may lead to numerical errors. However, dynamic techniques are more robust than instantaneous techniques because dynamic techniques have numerous checks that can be implemented into the solution before it is accepted [14] .
Cohen [14] developed an algorithm that uses a linearized iterative batch estimator. By varying the sample rate and the data collection period, this algorithm can be applied for almost any vehicle motion. However, there are several disadvantages, including: 1) an a priori attitude must be given, 2) for large initial attitude errors it may converge to wrong estimates, and 3) depending on the amount of data large-order matrix inversions may be required. In Ref. [6] an algorithm has been developed that has advantages over Cohen's method, including: 1) it doesn't require any a priori attitude information, 2) large matrix inversions are not required, and 3) it is non-iterative. Also, a covariance expression has been derived that can be used to check the integrity of the determined integer ambiguity. However, this algorithm assumes that at least three non-coplanar baselines exist. Also, a significant amount of vehicle motion is still required in order for the integers to be observable. In Ref. [7] a real-time attitude-independent ambiguity resolution algorithm has been developed, based on an Unscented filter formulation. This approach does allow for three coplanar baselines to exist, while providing accurate estimates that are robust to initial guess errors.
In the self survey, the antenna set connected to the receiver is not moving generally.
Therefore, motion based dynamic techniques are not efficient since the sightlines are moving slowly. Instead, a fast integer ambiguity resolution algorithm shown in Ref. [8] can be used. This algorithm uses a geometric inequality to reduce the integer search space, which can be applied for coplanar baselines as well. Then, a batch-type loss function is used to resolve the integer ambiguities with a covariance integrity check. Therefore, even with a few data points the integer ambiguities can be resolved successfully. Instantaneous algorithms have an advantage in that they provide integers directly at a specific time, although they are prone to noise errors, which can induce either incorrect solutions or no solution. An integer search is performed to maximize the probability that a unique solution is the correct solution [5] , while at the same time reducing the search space by using normality constraints as well as geometric constraints. Also, an attitude-independent algorithm using an effective measurement model is developed in Ref. [8] to directly determine the integers without precomputing the sightline vector in the body frame or baselines in the reference frame. The integers for all sightlines and baselines can thus be determined instantaneously or using a small batch of data.
New Self Survey Approach
Previous self survey approaches mostly rely on determining the survey parameters in one batch algorithm. This approach has several disadvantages. Mainly, good estimates must usually be known a priori. The new approach uses an attitude-independent method to first resolve the integers, thereby making it more robust. Also, some algorithms do not allow for changes in baseline length. Changes in the baseline lengths due to the phase differences from the geometric centers may result in large estimation errors. Furthermore, the previous integer ambiguity resolution algorithms do not work if line bias errors are present in the measurements. In the new approach, these problems are solved using a double difference technique with the Levenberg-Marquardt method. Also, cycle slip detection and a repair subsystem are added. A flowchart of the new approach is shown in Figure 2 , where M is the total number of sightlines and z ij will be defined later. 
Cycle Slip Detection and Repair
When a receiver acquires a GPS signal for the first time, the fractional part of the phase difference between the satellite transmitted carrier and a receiver generated replica signal is observed, and an integer counter is initialized [1] . During the tracking, the counter is incremented by one cycle whenever the fractional phase changes from 1 to 0. The initial integer number, n, of cycles between the satellite and the receiver remains constant as long as no loss of signal lock occurs. When the signal lock is lost, the integer counter is restarted. Therefore, a cycle jump, called cycle slip, may occur. Sources of cycle slips are:
1) obstruction of GPS signal due to trees, buildings, mountains, etc., 2) a low signal-to-noise ratio due to weak signals, high multipath, or signal tracking errors, or 3) a failure in the receiver software or hardware [1] .
Single differences of the phase measurements collected by a Trimble Advanced Navigation System (TANS) Vector receiver and their cycle slip repaired counterparts are shown in Figure   3 . As can be seen from this figure, initial and end raw measurements contain numerous cycle slips with signal lock losses. Also, the duration of signal lock loss lasts several minutes for this case. Therefore, the determination of cycle slip size becomes complicated. However, by monitoring its time derivative, large signal lock loss cases can be successfully compensated.
An example of the time derivative comparison between the measurements and the estimates is shown in Figure 4 . The estimates are determined by fitting a simple polynomial to the measurements using a least squares algorithm. A first-order polynomial fit works successfully for the early 30 to 50 minutes of data because the sightlines are moving slowly for the static receiver case. After then, a real-time sequential estimator is used for the cycle 
Integer Ambiguity Resolution
The integer ambiguities need to be resolved during the self survey. However, existing integer ambiguity algorithms cannot be applied due to the line bias errors present in the measurements. This problem can be resolved by taking double differences, because the line bias errors cancel in the double differenced phase measurements [15] . Still, the double differenced integer ambiguities still need to be resolved. A modified fast integer ambiguity resolution algorithm is derived here for this purpose. Since double differences between sightlines are applied, the cost function and the geometric constraint of Ref. [8] are reconstructed. After resolving the double differenced integer ambiguities, the baselines in the reference frame and line biases can be determined using least squares. Finally, the integer ambiguities of the single differenced phase measurements can be obtained by taking the integer part of the residual between the measurement and the dot product of the baseline estimates and the sightlines.
Double Differences
For single differenced carrier phase measurements, line biases in the baselines are troublesome. This problem can be resolved by taking between-receiver, between-sightlines double difference measurements. If the differences of the single differences in the sightlines j and k can be taken, the line bias on the i-th baseline, τ i would be eliminated. Therefore, the double differenced phase measurements can be written by
where 2 ∆φ jk i denotes the double differenced phase between single differenced phases ∆φ ij and ∆φ ik , and ǫ ij denotes the phase measurement error. Note that the measurement noise increases by a factor of √ 2 times that of the single difference noise though. Still, double differenced phase measurements are useful since line biases do not need to be determined.
Geometric Constraint for Double Differences
Using double differenced phase measurements, the identity of the three-dimensional vectors in Ref. [8] pertaining to the geometric constraint for single differenced phase measurements is rewritten as
where s jk = s j − s k and n jk i is the double differenced integer for the i-th baseline between the j-th and k-th sightlines. Although double differences may increase the search space size twice as much as using single differences, a significant reduction of the search space size is achieved by using the constraint in Eq. (3). For example, with three baselines (assuming that κ denotes all possible integers associated with each baseline) the search space required to determine the integers is on the order of (2κ)
3 ; however, with the reduced subset using Eq. (3) the search space is now on the order of 3(2κ) 2 [5] . Furthermore, by taking the common integers corresponding to each baseline, found between any two baseline pairs, the search space becomes much smaller. In a few meters baselines scenario, it was found that the number of integers that pass the geometric constraint test is approximately 5%∼40% of the total number.
Integer Ambiguity Resolution
After reducing the search space, the double differenced integer ambiguities in Eq. (3) can now be resolved using the cost function in Eq. (5), which is modified from the cost function in Ref. [8] for double differenced phase measurements. Since three baselines are used, the double differenced integer ambiguities contained in the double differenced phase between the j-th sightline and the k-th sightline can be defined by
Then, the modified cost function is given by
with 
where ̟ jk is the weighting for the double differenced phase measurements 2 ∆Φ jk , which is given by √ 2 times the standard deviation of the measurement error for single differences,
i.e., ̟ jk = 0.026 √ 2 cycles. Also, L is the total number of data points (when L = 1 an instantaneous solution is provided). As can be seen in Eq. (6b), only three double differenced sightlines are used because three baselines need to be determined. Equation Then, for further applications the integer ambiguities, n ij , contained in the single differenced phase measurements need to be resolved. First, the baselines in the reference frame are estimated using linear least squares that minimize the cost function given by
whereb i is the i-th baseline in the reference frame. The solution to minimize Eq. (7) is straightforward [3] , which is given byb
where
After determining the baselines in the reference frame, the integer ambiguities of the single differential phase measurements are resolved by taking the integer part of the residual given by n ij = floor ∆φ ij −b
where floor is the MATLAB command which rounds the residual to the nearest integer towards minus infinity. This approach may not resolve the integers if the line bias errors are close to 0 or 1, however, for this case the line bias errors can be considered as integer ambiguities.
Levenberg-Marquardt Algorthm
Since the integer ambiguities now are resolved, Eq. (1) can be rewritten as
where g b represents the geometric baseline vector in the body frame that connects the geometric center of two antennas, ∆φ ′ ij = ∆φ ij − n ij , and z ij is a dummy parameter used in the baseline estimation, given by
where ∆b i ∈ R 3 is the additive error of a baseline in the body frame. To estimate the attitude parameters and z ij in Eq. (11), NLS can be used. However, NLS may not converge to the correct solution unless the initial guess is close to the true value. The method of steepest descent may help to avoid this problem, however, the convergence is very poor close to the solution [16] . These difficulties can be overcome by the Levenberg-Marquardt (LM) method [17, 18] . In the LM method, the search direction is intermediate between the steepest descent and the differential correction direction. As the scale factor goes to zero, it is equivalent to the differential correction method, however, as the scale factor goes to infinity it becomes a steepest descent search along the negative gradient of the loss function (see Ref. [17] for more details).
By using the Modified Rodriguez Parameters (MRPs) [19] as attitude parameters, the optimal estimates are obtained to minimize the loss function given by
wherep ∈ R 3 denotes MRP estimates and z represents a row vector of which an element is z ij . The Jacobian matrix, H, used in the NLS and LM algorithms is given by [19] 
Baseline Estimation
By using the estimation results of the LM method, the differences in the baselines in the body reference frame and the line bias errors are determined. Referring to Eq. (12), linear least squares is sufficient to estimate the baseline differences and line bias errors since z can be written by
Then, the baselines in the body frame are determined by
Since the antenna phase errors can be as much as 2 cm, baseline estimation is important in the self survey if the baselines are short [20] .
To test the new algorithm, Monte-Carlo like simulations are used. Eight hours of phase measurement data are generated using the '351.al3' SEM GPS almanac data, three baselines shown in section 5 and the phase measurement model shown in Figure 1 . Then, 100 different random attitude matrices and line biases are generated to simulate the phase measurements.
Multipath errors are not considered in the measurement data. Also, 100 different large initial guesses errors are applied.
The integers are resolved first using the double differences technique, since the cycle slips are not considered in the simulated measurements. Then, both the NLS and LM algorithms are applied for the nonlinear estimation to compare the convergence behavior. From the simulation results, comparing the estimation errors, there are no significant differences between the solutions from the NLS and LM algorithms for small initial errors. The NLS algorithm converges faster than LM algorithm; however, the convergence to the correct estimate is not guaranteed for the NLS algorithm, as shown by the simulation results. For the comparisons using large initial attitude errors, the NLS algorithm fails two times out of 100 simulations while the LM algorithm works successfully every time. A comparison of the number of iterations required for each algorithm is shown in Figure 5 . The line bias in the baseline 1 is not; however, it is still below the 3-σ bound of the phase measurement errors of 3 × 0.026. Also, the third baseline estimation errors are shown in Figure 8 . As can be seen from this figure, all estimation errors are well inside their respective 3-σ bounds.
In the simulation study, the convergence performance of the LM algorithm for rela- Figure 9 . The cost function, J, values of each iteration for both the NLS and LM algorithms are shown. As can be seen from this figure, the iteration number required for the LM algorithm to converge is larger than that of NLS; however, the LM algorithm converges to the correct estimates after 16 iterations, while the NLS algorithm does not converge to the correct estimates. The values of the change in the loss function, denoted by ∆J, after each iteration is shown in Table 1 . The resolved integer ambiguities are shown in Table 2 . The differences in the 
The differences are well below the 3-σ bound of the phase measurement errors. The line bias estimates are compared with the TANS Vector receiver output in Table 3 . The differences are less than 0.05 cycles. The determined attitude matrix is given by 
Conclusions
A new self survey method has been developed and compared with a commercial GPS receiver self survey result. The new method includes cycle slip detection and a repair algorithm to compensate the cycle counter re-initialization problem when the GPS signal lock is lost.
Also, it includes a double differencing scheme to resolve integer ambiguities when line bias errors are present in the measurements. For cycle slip detection and repair, a first-order polynomial fit is used for early-time data segments since frequent signal lock loss may occur.
Then, after 30 minutes an 8-th order polynomial replaces it because the sightlines are moving. To verify the new algorithm, real data collected by the TANS Vector GPS receiver is used for the cycle slip detection and repair algorithm. Integer ambiguity resolution using double differenced phase measurements is then accomplished. Then, nonlinear least squares and the Levenberg-Marquardt algorithm are used to determine attitude parameters. Finally, baselines in the body frame and line biases are determined. In the comparison of NLS and LM algorithms using 100 simulations with random initial conditions, the LM algorithm shows more robust results for large initial errors, although the convergence speed of the NLS algorithm is faster. In the comparison with the TANS Vector receiver self survey output, the integer ambiguities match exactly. Also, line biases and baselines differences were within their respective 3-σ error bounds.
Acknowledgement
This work was supported under a NASA grant (NASA #5-7510), under the supervision of Ms. Janet Bell. The authors greatly appreciate this support as well as help from the Navigation Systems and Technology Laboratory at NASA -Johnson Space Center.
