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MONOTONE THEMATIC FACTORIZATIONS OF MATRIX
FUNCTIONS
ALBERTO A. CONDORI
Abstract. We continue the study of the so-called thematic factorizations of
admissible very badly approximable matrix functions. These factorizations
were introduced by V.V. Peller and N.J. Young for studying superoptimal
approximation by bounded analytic matrix functions. Even though thematic
indices associated with a thematic factorization of an admissible very badly
approximable matrix function are not uniquely determined by the function
itself, R.B. Alexeev and V.V. Peller showed that the thematic indices of any
monotone non-increasing thematic factorization of an admissible very badly
approximable matrix function are uniquely determined. In this paper, we prove
the existence of monotone non-decreasing thematic factorizations for admis-
sible very badly approximable matrix functions. It is also shown that the
thematic indices appearing in a monotone non-decreasing thematic factoriza-
tion are not uniquely determined by the matrix function itself. Furthermore,
we show that the monotone non-increasing thematic factorization gives rise to
a great number of other thematic factorizations.
1. Introduction
The problem of approximating a function by bounded analytic functions on the
unit circle T under the uniform norm has been studied by many mathematicians.
In [Kh], it was shown that any continuous function ϕ on T has a unique best
approximation f by bounded analytic functions, i.e. ‖ϕ− f‖∞ = dist(ϕ,H∞), and
the error function ϕ−f has constant modulus on T. Different authors have studied
the error function, or equivalently, functions ψ for which the zero function is a best
approximation. These functions ψ are called badly approximable. For example,
it was proved in [Po] that a continuous function ψ is badly approximable if and
only if it has constant modulus and negative winding number. This classification
was extended to a larger collection of functions for which the notion of winding
number is not available and can instead be stated in terms of Hankel and Toeplitz
operators. This collection is referred to as the class of admissible functions. A
function ψ ∈ L∞ is said to be admissible if the essential norm ‖Hψ‖e of the Hankel
operator Hψ is strictly less than its operator norm ‖Hψ‖. It is well-known now
that an admissible function ψ is badly approximable if and only if ψ has constant
modulus, the Toeplitz operator Tψ is Fredholm, and indTψ > 0 (recall that for a
Fredholm operator T , its index, indT , is defined to be dim kerT − dimkerT ∗).
Moreover, it was proved by Nehari (e.g. see Chapter 1 in [Pe]) that
distL∞(ψ,H
∞) = ‖Hψ‖.
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As usual, given a bounded function ψ, the Hankel operator Hψ : H
2 → H2− def=
L2 ⊖H2 and Toeplitz operator Tψ : H2 → H2 are defined by the formulas
Hψf
def
= P−ψf and Tψf
def
= P+ψf,
respectively, where P+ denotes the orthogonal projection from L
2 onto H2 and
P− = IL2 − P+ is the orthogonal projection from L2 onto H2−.
In this note, we deal mainly with matrix-valued functions on T. We begin
by introducing notation, definitions and some known facts in order to adequately
explain our results.
1.1. Badly and very badly approximable matrix functions. Let Mm,n de-
note the space of m×n matrices equipped with the operator norm ‖ · ‖Mm,n (of the
space of linear operators from Cn to Cm). In the case of n×n matrices, we use the
notation Mn to denote Mn,n. For A ∈ Mm,n, we denote by sj(A) the jth-singular
value of the matrix A, i.e. the distance from A (under the operator norm) to the
set of matrices of rank at most j, for j ≥ 0.
For an m× n matrix-valued function G on T, we define
‖G‖L∞(Mm,n) = ess sup
ζ∈T
‖G(ζ)‖Mm,n .
Also, for a space X of scalar functions defined on T, we use the notation X(Mm,n)
to denote m×n matrix functions whose entries belong to X . In particular, if n = 1,
we use the notation X(Cm) to denote X(Mm,1).
Definition 1.1. Given an m × n matrix-valued function Φ ∈ L∞(Mm,n), we say
that F ∈ H∞(Mm,n) is a best approximation of Φ if
‖Φ− F‖L∞(Mm,n) = distL∞(Mm,n)(Φ, H∞(Mm,n)).
If the zero matrix function O is a best approximation of Φ, then Φ is said to be
badly approximable.
It is well-known that, unlike the scalar case, the continuity of a matrix function Φ
does not guarantee the uniqueness of a best approximation. However, the continuity
of a matrix function Φ does guarantee uniqueness if the criterion of optimality of
an approximation F to Φ is refined as follows.
Definition 1.2. Let Φ ∈ L∞(Mm,n). For k ≥ 0, define the sets Ωk = Ωk(Φ) by
Ω0(Φ) = {F ∈ H∞(Mm,n) : F minimizes ess sup
ζ∈T
‖Φ(ζ)− F (ζ)‖Mm,n}, and
Ωj(Φ) = {F ∈ Ωj−1 : F minimizes ess sup
ζ∈T
sj(Φ(ζ) − F (ζ))} for j > 0.
We say that F is a superoptimal approximation of Φ by bounded analytic matrix
functions if F belongs to
⋂
k≥0
Ωk = Ωmin{m,n}−1, and in this case we define the
superoptimal singular values of Φ by
tj(Φ) = ess sup
ζ∈T
sj((Φ− F )(ζ)) for j ≥ 0.
If the zero matrix function O belongs to Ωmin{m,n}−1, we say that Φ is very badly
approximable.
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It follows from Definition 1.2 that a matrix function F belongs to Ω0(Φ) if
and only if F is a best approximation of Φ. In addition, F is a superoptimal
approximation of Φ if and only if Φ− F is very badly approximable.
As in the case of best approximation of bounded scalar-valued functions, Hankel
operators on Hardy spaces play a fundamental role in the study of superoptimal ap-
proximation. For a matrix function Φ ∈ L∞(Mm,n), we define the Hankel operator
HΦ by
HΦf = P−Φf for f ∈ H2(Cn),
where P− denotes the orthogonal projection of L
2(Cm) onto H2−(C
m)
def
= L2(Cm)⊖
H2(Cm). By a matrix analog of Nehari’s Theorem (e.g. Theorem 2.2.2 in [Pe]), it
is known that
distL∞(Mm,n)(Φ, H
∞(Mm,n)) = ‖HΦ‖.
In particular, a matrix function Φ is badly approximable if and only if ‖HΦ‖ =
‖Φ‖L∞(Mm,n). Furthermore, it is known that
distL∞(Mm,n)(Φ, (H
∞ + C)(Mm,n)) = ‖HΦ‖e
holds (e.g. see Theorem 4.3.8 in [Pe]), recalling that H∞ + C denotes the set of
scalar functions in L∞ which are a sum of a bounded analytic function on the unit
disk D and a continuous function on T, and the essential norm of an operator T
between two Hilbert spaces is defined to be
‖T ‖e def= inf{‖T −K‖ : K is compact }.
In this note, we consider matrix functions Φ ∈ L∞(Mm,n) such that ‖HΦ‖e is
strictly less than the smallest non-zero superoptimal singular value of Φ. We call
such matrix functions Φ admissible. Observe that this definition is a generalization
of the previously mentioned notion of admissibility for scalar-valued functions. It
is easy to see that any matrix function Φ ∈ (H∞ + C)(Mm,n) \ H∞(Mm,n) is
admissible because the essential norm of HΦ is zero in this case.
To date, the class of admissible bounded matrix functions is the largest for which
uniqueness of a superoptimal approximation by bounded analytic matrix functions
is guaranteed. This was proved first in [PY1] for the special case of matrix functions
in (H∞+C)(Mm,n) \H∞(Mm,n), and shortly after in [PT1] for admissible matrix
functions.
1.2. Balanced matrix functions and thematic factorizations. In [PY1], very
badly approximable matrix functions in (H∞+C)(Mm,n) were characterized alge-
braically in terms of thematic factorizations. It turns out that this same algebraic
characterization remains valid for very badly approximable matrix functions which
are only admissible. We first recall several definitions to discuss these factorizations.
Let In denote the matrix function that equals the n × n identity matrix on T.
Recall that a matrix function Θ ∈ H∞(Mm,n) is called inner if Θ∗Θ = In a.e.
on T. A matrix function Υ ∈ H∞(Mm,n) is called outer if ΥH2(Cn) is dense in
H2(Cm). Lastly, a matrix function F ∈ H∞(Mm,n) is called co-outer whenever the
transposed function F t is outer.
Let n ≥ 2 and 0 < r < n. For an n × r inner and co-outer matrix function Υ,
it is known that there is an n× (n− r) inner and co-outer matrix function Θ such
that
(1.1) V = (Υ Θ )
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is a unitary-valued matrix function on T. Functions of the form (1.1) are called
r-balanced. We refer the reader to Chapter 14 in [Pe] for a detailed presentation of
many interesting properties of r-balanced matrix functions.
Our main interest lies with 1-balanced matrix functions, which are also referred
to as thematic.
Definition 1.3. A partial thematic factorization of an m× n matrix function is a
factorization of the form
(1.2) W ∗0 · . . . ·W ∗r−1


t0u0 O . . . O O
O t1u1 . . . O O
...
...
. . .
...
...
O O . . . tr−1ur−1 O
O O . . . O Ψ

V
∗
r−1 · . . . · V ∗0
where the numbers t0, t1, . . . , tr−1 satisfy
t0 ≥ t1 ≥ . . . ≥ tr−1 > 0;
the function uj is unimodular and such that the Toeplitz operator Tuj is Fredholm
with positive index, for 0 ≤ j ≤ r − 1; the n × n matrix function Vj and m ×m
matrix function Wj have the form
(1.3) Vj =
(
Ij O
O V˘j
)
and Wj =
(
Ij O
O W˘j
)
,
for some thematic matrix functions V˘j and W˘
t
j , respectively, for 1 ≤ j < r − 1; V0
and W t0 are thematic matrix functions; and the matrix function Ψ satisfies
(1.4) ‖Ψ‖L∞(Mm−r,n−r) ≤ tr−1 and ‖HΨ‖ < tr−1.
The positive integers k0, . . . , kr−1 defined by
kj = indTuj , for 0 ≤ j ≤ r − 1,
are called the thematic indices associated with the factorization in (1.2).
As usual, if r = m or r = n, we use the convention that the corresponding row
or column does not exist.
Definition 1.4. A thematic factorization of an m× n matrix function is a partial
thematic factorization of the form (1.2) in which Ψ is identically zero.
It can be shown that any admissible very badly approximable matrix function
admits a thematic factorization. Conversely, any matrix function of the form (1.2)
with Ψ = O is a very badly approximable matrix function whose jth-superoptimal
singular value equals tj for 0 ≤ j ≤ r− 1. See Chapter 14 of [Pe] for proofs of these
results.
In [PY1], it was observed that thematic indices depend on the choice of the
thematic factorization. However, it was conjectured there that the sum of the
thematic indices associated with any thematic factorization of a given very badly
approximable matrix function Φ depends only on Φ (and is therefore independent
of the choice of a thematic factorization) whenever Φ belongs to (H∞+C)(Mm,n).
This conjecture was settled in the affirmative shortly after in [PY2]. Moreover, it
was shown in [PT1] that this conjecture remains valid for matrix functions Φ which
are merely admissible.
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The result concerning the sum of thematic indices of Φ leads to the question:
Can one arbitrarily distribute this sum among thematic indices of Φ by choosing an
appropriate thematic factorization? A partial answer was given in [AP2] in terms
of monotone partial thematic factorizations.
Definition 1.5. A partial thematic factorization of the form (1.2) is called mono-
tone non-increasing (or non-decreasing) if for any superoptimal singular value t,
such that t ≥ tr−1, the thematic indices kj , kj+1, . . . , ks that correspond to all of
the superoptimal singular values that are equal to t form a monotone non-increasing
sequence (or non-decreasing sequence).
Remark 1.6. Note that only monotone non-increasing partial thematic factoriza-
tions were considered in [AP2].
The following result was established in [AP2].
Theorem 1. If Φ ∈ L∞(Mm,n) is an admissible very badly approximable ma-
trix function, then Φ possesses a monotone non-increasing thematic factorization.
Moreover, the indices of any monotone non-increasing thematic factorization are
uniquely determined by Φ.
Hence, one cannot arbitrarily distribute the sum of thematic indices of an ad-
missible very badly approximable matrix function among thematic indices in non-
increasing order. Indeed, thematic indices are uniquely determined when arranged
in this way.
We refer the reader to [Pe] for more information and proofs of all previously
mentioned facts concerning Hankel operators, superoptimal approximation, and
thematic factorizations of admissible very badly approximable matrix functions.
See also [AP2] and [PT2] for other characterizations of badly and very badly ap-
proximable matrix functions.
1.3. What is done in this note? Consider now the following example. Let G be
the 2× 2-matrix function defined by
G =
1√
2
(
z¯ −1
1 z
)(
z¯2 O
O z¯
)
=
1√
2
(
z¯3 −z¯
z¯2 1
)
.
Clearly, G is a very badly approximable continuous (and so admissible) function
in its non-increasing monotone thematic factorization with thematic indices 2 and
1. We now ask the question: Does G admit a monotone non-decreasing thematic
factorization?
It is easy to verify that G can also be factored as
G =
( −1 O
O 1
)(
z¯ O
O z¯2
)
1√
2
( −z¯2 1
1 z2
)
demonstrating thatG does admit a monotone non-decreasing thematic factorization
with thematic indices 1 and 2. Thus, the natural question arises: Does every ad-
missible very badly approximable matrix function admit a monotone non-decreasing
thematic factorization? If so, are the thematic indices in any such factorization
uniquely determined by the matrix function itself? We succeed in providing an-
swers to these questions.
We begin Section 2 introducing sufficient conditions under which the Toeplitz op-
erator induced by a unimodular function is invertible. For the reader’s convenience,
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we also state some well-known theorems on the factorization of certain unimodular
functions.
In Section 3, we establish new results on badly approximable matrix functions.
We prove that given a (partial) thematic factorization of a badly approximable ma-
trix function G whose “second” thematic index equals k and an integer j satisfying
1 ≤ j ≤ k, it is possible to find a new (partial) thematic factorization of G in which
the “first” new thematic index equals j. We then give further analysis of the “lower
block” obtained in this new factorization of G. It is shown that, under rather nat-
ural assumptions, the first thematic index of the new lower block is indeed the first
thematic index of G in the originally given thematic factorization.
Once these results are available, we argue in Section 4 that there is an abundant
number of thematic factorizations of an arbitrary (admissible) very badly approx-
imable matrix function. We begin by proving the existence of a monotone non-
decreasing thematic factorization for such matrix functions. In contrast to mono-
tone non-increasing thematic factorizations, it is shown that the thematic indices
appearing in a monotone non-decreasing thematic factorization are not uniquely
determined by the matrix function itself. Moreover, we obtain every possible se-
quence of thematic indices in the case of 2× 2 unitary-valued matrix functions. We
further prove that one can obtain various thematic factorizations from a monotone
non-increasing thematic factorization while preserving “some structure” of the the-
matic indices in the case of m× n matrix functions with min{m,n} ≥ 2. We close
the section by illustrating this with a simple example.
In Section 5, we provide an algorithm and demonstrate with an example that
the algorithm yields a thematic factorization for any specified sequence of thematic
indices of an arbitrary admissible very badly approximable unitary-valued 2 × 2
matrix function.
2. Invertibility of Toeplitz operators and factorization of certain
unimodular functions
In this section, we include some useful and perhaps well-known (to those who
work with Toeplitz and Hankel operators on the Hardy space H2) results regarding
scalar functions that are needed throughout the paper. We begin by introducing
sufficient conditions for which a Toeplitz operator Tw, where w is a unimodular
function on T (i.e. w has modulus equal to 1 a.e. on T), is invertible on H2. Al-
though a complete description of unimodular functions w for which Tw is invertible
is given by the well-known theorem of Devinatz and Widom, the sufficient condition
given in Theorem 2.2 below is easier to verify.
Lemma 2.1. Let 0 < p ≤ ∞. If h ∈ Hp and 1/h ∈ H2, then the Toeplitz operator
Th¯/h has trivial kernel.
Proof. Suppose that p ≥ 2. Let f ∈ kerTh¯/h. Since H2− = L2 ⊖H2 = z¯H2, then
f/h ∈ (1/h¯)z¯H2. It follows that f/h ∈ H1 ∩ z¯H1 and therefore kerTh¯/h must be
trivial, because H1 ∩ z¯H1 is trivial.
Suppose now that h ∈ Hp \H2 with 0 < p < 2. Assume, for the sake of con-
tradiction, that kerTh¯/h is non-trivial. In this case, a simple argument of Hayashi
(see the proof of Lemma 5 in [Ha]) shows that there is an outer function k ∈ H2
such that h¯/h = k¯/k, and so there is a c ∈ R such that h = ck, a contradiction to
the assumption that h /∈ H2. Thus Th¯/h must have trivial kernel. 
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Theorem 2.2. Suppose that h ∈ H2 and 1/h ∈ H2. Then the Toeplitz operator
Th¯/h has trivial kernel and dense range. In particular, if Th¯/h is Fredholm, then
Th¯/h is invertible.
Proof. By Lemma 2.1, we know that Th¯/h has trivial kernel. Now, h ∈ H2 and
1/h ∈ H2 imply that h is an outer function, and so the fact that Th¯/h has dense
range follows from Theorem 4.4.10 in [Pe]. The rest is obvious. 
We now state a useful converse to Theorem 2.2.
Theorem 2. If w is a unimodular function on T such that Tw is invertible on H
2,
then w admits a factorization of the form w = h¯/h for some outer function h such
that both h and 1/h belong to Hp for some 2 < p ≤ ∞.
This result can be deduced from the theorem of Devinatz and Widom mentioned
earlier. A proof can be found in Chapter 3 of [Pe].
We now state two useful, albeit immediate, implications of Fact 2.
Corollary 2.3. Suppose that h and 1/h belong to H2. If the Toeplitz operator Th¯/h
is Fredholm, then h and 1/h belong to Hp for some 2 < p ≤ ∞.
Corollary 2.4. Let u be a unimodular function on T. If the Toeplitz operator Tu
is Fredholm with index k, then there is an outer function h such that
(2.1) u = z¯k
h¯
h
and both h and 1/h belong to Hp for some 2 < p ≤ ∞.
Remark 2.5. Even though representation (2.1) is very useful (e.g. in the proof of
Theorem 3.3), it may be difficult to find the function h explicitly, if needed. This
is however a very easy task for unimodular functions in the space R of rational
functions with poles outside of T. After all, if u ∈ R, then there are finite Blaschke
products B1 and B2 such that u = B¯1B2, by the Maximum Modulus Principle.
Thus, u admits a representation of the form (2.1) with k = degB1 − degB2 for
some function h invertible in H∞ (which is, up to a multiplicative constant, a
product of quotients of reproducing kernels of H2).
We also find the classification of admissible scalar badly approximable functions
mentioned in Section 1 and Remark 2.5 useful in proving the next theorem which
is part of the lore of our subject.
Theorem 2.6. Suppose that u ∈ R is a unimodular function on T. Then u is badly
approximable if and only if there are finite Blaschke products B1 and B2 such that
degB1 > degB2 and u = B¯1B2 on T. In particular, u admits the representation
u = z¯k
h¯
h
with k = ind Tu = degB1 − degB2 for some function h invertible in H∞.
3. Badly approximable matrix functions
Recall that for T : X → Y , a bounded linear operator between normed spaces
X and Y , a vector x ∈ X is called a maximizing vector of T if x is non-zero and
‖Tx‖Y = ‖T ‖ · ‖x‖X .
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Definition 3.1. For a matrix function Φ ∈ L∞(Mm,n) such that ‖HΦ‖e < ‖HΦ‖,
we define the space MΦ of maximizing vectors of HΦ by
MΦ def= {f ∈ H2(Cn) : ‖HΦf‖2 = ‖HΦ‖ · ‖f‖2}.
It is easy to show that MΦ is a closed subspace which consists of the zero vector
and all maximizing vectors of the Hankel operator HΦ. Moreover, MΦ always
contains a maximizing vector of HΦ because ‖HΦ‖e < ‖HΦ‖; a consequence of the
spectral theorem for bounded self-adjoint operators.
We now review results concerning badly approximable matrix functions that are
used in this section. Let G ∈ L∞(Mm,n) be a badly approximable function such
that ‖HG‖e < 1 and ‖HG‖ = 1. In this case, it is not difficult to show that if f is
a non-zero function in MG, then Gf ∈ H2−(Cm), ‖G(ζ)‖Mm,n = 1 for a.e. ζ ∈ T,
and f(ζ) is a maximizing vector of G(ζ) for a.e. ζ ∈ T (see Theorem 3.2.3 in [Pe]
for a proof).
These results can be used to deduce that G admits a factorization of the form
(3.1) W ∗
(
u O
O Ψ
)
V ∗,
where u = z¯θ¯h¯/h, h is an outer function in H2, θ is an inner function, V = ( v Θ¯ )
andW t = (w Ξ¯ ) are thematic, and Ψ ∈ L∞(Mm−1,n−1) satisfies ‖Ψ‖L∞(Mm−1,n−1) ≤
1. Conversely, it is easy to verify that any matrix function which admits a factor-
ization of this form is badly approximable.
For the same matrix function G, it can also be shown that the Toeplitz operator
Tu is Fredholm with positive index, ‖HΨ‖e ≤ ‖HG‖e, and the matrix functions Θ
and Ξ are left-invertible in H∞, i.e. there are matrix functions A and B in H∞
such that AΘ = In−1 and BΞ = Im−1 hold.
We refer the reader to Chapter 2 and Chapter 14 of [Pe] for proofs of the previ-
ously mentioned results.
Lemma 3.2. Suppose that G ∈ L∞(Mm,n) is a matrix function of the form
G =W ∗
(
u O
O Ψ
)
V ∗,
where u is a unimodular function such that the Toeplitz operator Tu is Fredholm
with indTu ≥ 0, Ψ ∈ L∞(Mm−1,n−1) satisfies ‖Ψ‖L∞(Mm−1,n−1) ≤ 1, the matrix
functions V = ( v Θ¯ ) and W t = (w Ξ¯ ) are thematic, and the bounded analytic
matrix functions Θ and Ξ are left-invertible in H∞. Let A and B be left-inverses
for Θ and Ξ in H∞, respectively, and ξ ∈ kerTΨ.
1. If ξ is co-outer, then Atξ + av is co-outer for any a ∈ H2.
2. For a ∈ H2, Atξ + av belongs to kerTG if and only if a satisfies
(3.2) Tua = P+(w
tB∗Ψξ − uv∗Atξ).
Moreover, if ξ#
def
= Atξ + av with a ∈ H2 satisfying (3.2), then
3. η#
def
= z¯G¯ξ¯# is co-outer whenever z¯Ψξ is co-outer, and
4. ξ# ∈ MG whenever ξ ∈MΨ and ‖HΨ‖ = 1.
Proof. Notice that for any a ∈ H2,
(3.3) Θtξ# = Θ
t(Atξ + av) = ξ,
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because A is a left-inverse for Θ and V is unitary-valued. In particular, if the
entries of ξ do not have a common inner divisor, then the entries of ξ# do not have
a common inner divisor either. This establishes assertion 1.
Although assertion 2 is contained in [PY1] and [PY2], we provide a proof for
future reference. Let ξ# = A
tξ + av. It follows from (3.3) that
(3.4) V ∗ξ# =
(
v∗ξ#
Θtξ#
)
=
(
v∗ξ#
ξ
)
,
and so Gξ# = w¯uv
∗ξ# + ΞΨξ. Since W is unitary-valued, then Im = w¯w
t + ΞΞ∗
holds and so
B∗ = ImB
∗ = w¯wtB∗ + ΞΞ∗B∗ = w¯wtB∗ + Ξ.
In particular, Ξ = (In − w¯wt)B∗ and so
(3.5) Gξ# = w¯u(v
∗Atξ + a) + ΞΨξ = B∗Ψξ + w¯(u(v∗Atξ + a)− wtB∗Ψξ).
In order to obtain the desired conclusion from (3.5), we need the following well-
known fact whose proof can be found in Chapter 14 of [Pe].
Theorem 3. Let Υ be a co-outer matrix function in H2(Mm,n). If ξ ∈ L2(Cn) is
such that Υξ ∈ H2(Cm), then ξ ∈ H2(Cn).
It follows now, from Fact 3, thatGξ# belongs toH
2
−(C
m) if and only if P+(u(v
∗Atξ+
a) − wtB∗Ψξ) = O because Ψξ ∈ H2−(Cm−1) and w is co-outer. Thus, Gξ# ∈
H2−(C
m) if and only if Tua = P+(w
tB∗Ψξ − uv∗Atξ). This completes the proof of
2.
Henceforth, we fix a function a0 ∈ H2 that satisfies (3.2). The existence of a0
follows from the fact that Tu is surjective.
To prove 3, observe that (3.5) can be rewritten as
Gξ# = B
∗Ψξ + w¯z¯b¯0
for some b0 ∈ H2 because P+(u(v∗Atξ + a0)−wtB∗Ψξ) = O. Let η def= z¯Ψξ. Then
η# = z¯G¯ξ¯
# = Btη + b0w and so
Ξtη# = Ξ
tBtη + b0Ξ
tw = η,
because B is a left-inverse of Ξ and W is unitary-valued. Hence, η# is co-outer
whenever η is co-outer.
Finally, we prove 4. Since ξ is a maximizing vector of HΨ and belongs to kerTΨ,
then ‖Ψξ‖2 = ‖HΨξ‖2 = ‖ξ‖2, as ‖HΨ‖ = 1. Moreover, since HGξ# = Gξ#, W is
unitary-valued, and
WGξ# =
(
uv∗ξ#
Ψξ
)
,
we may conclude that
‖HGξ#‖22 = ‖WGξ#‖22 = ‖uv∗ξ#‖22 + ‖Ψξ‖22 = ‖v∗ξ#‖22 + ‖ξ‖22 = ‖ξ#‖22
because (3.4) holds and V is unitary-valued. Thus ξ# ∈ MG. 
We are now ready to state and prove the main result of this section.
Theorem 3.3. Let m,n ≥ 2 and G ∈ L∞(Mm,n) be a matrix function of the form
G =W ∗0
(
u0 O
O Ψ0
)
V ∗0 ,
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where u0 is a unimodular function such that the Toeplitz operator Tu0 is Fredholm
with indTu0 > 0, Ψ0 ∈ L∞(Mm−1,n−1), the matrix functions V0 = ( v0 Θ¯ ) and
W t0 = (w0 Ξ¯ ) are thematic, and the bounded analytic matrix functions Θ and Ξ
are left-invertible in H∞. Suppose that
(3.6) Ψ0 =W
∗
1
(
u1 O
O Ψ1
)
V ∗1
for some unimodular function u1 such that the Toeplitz operator Tu1 is Fredholm
with indTu1 > 0, Ψ1 ∈ L∞(Mm−2,n−2) such that ‖Ψ1‖L∞(Mm−2,n−2) ≤ 1, and
thematic matrix functions V1 and W
t
1 . Then G admits a factorization of the form
G =W∗
(
u O
O ∆
)
V∗
for some unimodular function u such that Tu is Fredholm with index equal to 1,
a badly approximable matrix function ∆ such that ‖∆‖L∞(Mm−1,n−1) = 1, and the-
matic matrix functions V and Wt.
Proof. Let A and B be left-inverses of Θ and Ξ in H∞, respectively, and kj
def
=
indTuj for j = 0, 1. By Corollary 2.4, there is an outer function hj such that
uj = z¯
kj h¯j
hj
and both hj and 1/hj belong to H
p for some 2 < p ≤ ∞, for j = 0, 1. Let v1
denote the first column of V1 and ξ
def
= zk1−1h1v1. It follows at once from (3.6) that
Ψ0ξ = z¯h¯1w¯1. Thus, ξ is a maximizing vector of HΨ0 and belongs to kerTΨ0 . In
particular, the column function η
def
= z¯Ψ¯0ξ¯ = h1w1 is co-outer.
Consider the equation
(3.7) Tu0a = P+(w
t
0B
∗Ψ0ξ − u0v∗0Atξ), a ∈ H2.
It follows from the surjectivity of the Toeplitz operator Tu0 that there is an a0 ∈ H2
that satisfies (3.7). Furthermore, we may assume without loss of generality that z
is not an inner divisor a0; otherwise, we consider a0 + h0 instead of a0.
By Lemma 3.2, the column function
ξ#
def
= Atξ + a0v0
is a maximizing vector of the Hankel operator HG and belongs to kerTG, as ξ is a
maximizing vector of the Hankel operator HΨ0 and ‖HΨ0‖ = 1. Since Θtξ# = ξ
and h1v1 is co-outer, then the greatest common inner divisor of the entries of ξ#
must be an inner divisor of zk1−1 by Fact 3. Therefore, ξ# is co-outer whenever z
is not an inner divisor of ξ#. On the other hand, z is an inner divisor of the entries
of ξ# if and only if z is an inner divisor of a0. Since z is not an inner divisor of a0,
it follows that ξ# is co-outer.
From (3.5) and (3.7),
Gξ# = B
∗Ψ0ξ + w¯0z¯b¯0,
for some b0 ∈ H2. Thus the function
η#
def
= z¯G¯ξ¯# = B
tη + b0w0
is co-outer as well, by Lemma 3.2.
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From the remarks following Definition 3.1, we deduce that
‖η#(ζ)‖Cm = ‖Gξ#(ζ)‖Cm = ‖G(ζ)‖Mm,n‖ξ#(ζ)‖Cn = ‖ξ#(ζ)‖Cn
for a.e. ζ ∈ T because ξ# is a maximizing vector of the Hankel operator HG and
belongs to kerTG. Let h ∈ H2 be an outer function such that |h(ζ)| = ‖ξ#(ζ)‖Cn
for a.e. ζ ∈ T. We obtain that
(3.8) ‖η#(ζ)‖Cm = ‖ξ#(ζ)‖Cn = |h(ζ)|
for a.e. ζ ∈ T and so the column functions
ν
def
=
1
h
ξ# and ω
def
=
1
h
η#
are both inner and co-outer.
Consider the unimodular function u
def
= ωtGν. It is easy to verify that
(3.9) u =
1
h2
(hω)tG(hν) =
1
h2
z¯|h|2 = z¯ h¯
h
,
by (3.8), and
‖Hu‖e = distL∞(u,H∞ + C) ≤ distL∞(Mm,n)(G, (H∞ + C)(Mm,n)) < 1,
because ν and ω are inner and ‖HG‖e < 1. Since u satisfies (3.9) and ‖Hu‖e < 1,
it follows that u is an admissible badly approximable scalar function, and so the
Toeplitz operator Tu is Fredholm with positive index (see Section 1) and therefore
Th¯/h is Fredholm. Since V0 is unitary-valued and
V ∗0 ξ# =
(
v∗0ξ#
ξ
)
,
then
|h(ζ)|2 = ‖ξ#(ζ)‖2Cn = ‖V ∗0 ξ#(ζ)‖2Cn = |(v∗0ξ#)(ζ)|2 + ‖ξ(ζ)‖2Cn−1 ≥ |h1(ζ)|2
holds for a.e. ζ ∈ T and so 1/h ∈ Hp. By Theorem 2.2, Th¯/h is invertible and so
indTu = 1.
Let V and Wt be thematic matrix functions whose first columns are ν and ω,
respectively. (The existence of such matrix functions was mentioned in Section 1.2.)
Since ωtGν = u is unimodular, it follows that
WGV =
(
u O
O ∆
)
for some bounded matrix function ∆ ∈ L∞(Mm−1,n−1) with L∞-norm equal to 1,
which is necessarily badly approximable. This completes the proof. 
Corollary 3.4. Suppose that G satisfies the hypothesis of Theorem 3.3. If k is an
integer satisfying 1 ≤ k ≤ indTu1 , then G admits a factorization of the form
G =W∗
(
u O
O ∆
)
V∗
for some unimodular function u such that Tu is Fredholm with index equal to k,
a badly approximable matrix function ∆ such that ‖∆‖L∞(Mm−1,n−1) = 1, and the-
matic matrix functions V and Wt
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Proof. Let k be a fixed positive integer satisfying k ≤ indTu1 . By Theorem 3.3,
the matrix function zk−1G admits a factorization of the form
zk−1G =W∗
(
u O
O ∆
)
V∗,
where indTu = 1, and so
G =W∗
(
z¯k−1u O
O z¯k−1∆
)
V∗
is the desired factorization. 
At this point, we are unsatisfied with the conclusion of Corollary 3.4. After all,
it does not give any information concerning the matrix function ∆. Therefore, we
ask, under some reasonable assumptions, whether the “largest” possible thematic
index appearing as the first thematic index in a thematic factorization of ∆ should
equal indTu0 . An affirmative answer is given in Theorem 3.5. Prior to stating and
proving Theorem 3.5, we introduce notation and recall some needed facts.
Suppose that G is a badly approximable matrix function in L∞(Mm,n) such that
‖HG‖e < 1 and ‖HG‖ = 1. As mentioned in the remarks following Definition 3.1,
G admits a representation of the form (3.1) for some unimodular function u such
that the Toeplitz operator Tu is Fredholm with indTu > 0. It turns out that there
is an upper bound on the possible values of the index of Tu given by
(3.10) ι(HG)
def
= min{j > 0 : ‖HzjG‖ < ‖HG‖}.
Note that ι(HG) is a well-defined non-zero positive integer and depends only on the
Hankel operator HG (and not on the choice of its symbol). Moreover, there exists
a (possibly distinct) factorization of G of the form (3.1) such that indTu = ι(HG)
and ι(HΨ) ≤ ι(HG). See [AP2] or Section 10 in Chapter 14 of [Pe] for proofs of
these facts.
Theorem 3.5. Let m,n ≥ 2. Suppose that G ∈ L∞(Mm,n), ‖HG‖e < 1, and G
admits the factorizations
(3.11) G =W ∗0
(
u0 O
O Ψ
)
V ∗0 =W∗
(
u O
O ∆
)
V∗,
where u0 and u are unimodular functions such that the Toeplitz operators Tu0 and
Tu are Fredholm with positive indices, Ψ and ∆ are badly approximable functions
with L∞-norm equal to 1, and the matrix function V0, W
t
0 , V, andWt are thematic.
If indTu0 = ι(HG), ι(HΨ) < ι(HG) and ind Tu ≤ ι(HΨ), then
(3.12) ι(H∆) ≥ ι(HG).
In addition, if indTu = ι(HΨ), then equality holds in (3.12).
Proof. Let ι
def
= ι(HG). If ι(H∆) < ι, then
‖Hzι−1∆‖ < ‖H∆‖ = 1 and indTzι−1u ≤ ι(HΨ)− (ι− 1) ≤ 0.
It follows that the matrix function
zι−1G =W∗
(
zι−1u O
O zι−1∆
)
V∗
satisfies ‖Hzι−1G‖ < 1 = ‖HG‖, by Lemma 14.10.7 in [Pe], and so ι(HG) ≤ ι− 1, a
contradiction. This establishes (3.12).
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Suppose that indTu = ι(HΨ). Let j
def
= ι(HΨ) and consider the factorizations
zjG =W ∗0
(
zju0 O
O zjΨ
)
V ∗0 =W∗
(
zju O
O zj∆
)
V∗.
It is easy to see that the sum of the thematic indices of zjG corresponding to the
superoptimal singular value 1 equals indTzju0 = ι(HG)− ι(HΨ), because ‖HzjΨ‖ <
‖HΨ‖ = 1.
In order to proceed, we need the following lemma.
Lemma 3.6. Let G ∈ L∞(Mm,n) be such that ‖HG‖e < 1 and ‖HG‖ = 1. Suppose
that G is a badly approximable matrix function that admits a representation of the
form (3.1), in which V and W t are thematic matrix functions, u is a unimodular
function, and Ψ is a bounded matrix function. Let V = ( v Θ¯ ).
(1) If f ∈ MG satisfies Θtf = O, then f = ξv for some ξ ∈ kerTu.
(2) If Ψ is a badly approximable matrix function with L∞-norm equal to 1 and
the Toeplitz operator Tu is Fredholm with ind Tu ≤ 0, then
(3.13) dimMG ≤ dimMΨ.
Moreover, if indTu = 0, then equality holds in (3.13).
We finish the proof of Theorem 3.5 before proving Lemma 3.6.
As already seen,
ι(HΨ) < ι(HG) ≤ ι(H∆)
and so zj∆ is a badly approximable matrix function of L∞-norm equal to 1, since
‖Hzj∆‖ = ‖H∆‖ = 1. Let ℓ def= ι(Hzj∆). Then ‖Hzℓzj∆‖ < ‖Hzj∆‖ = 1 implies
that ℓ + j ≥ ι(H∆), and therefore
dimMzjG = dimMzj∆ ≥ ι(Hzj∆) ≥ ι(H∆)− j = ι(H∆)− ι(HΨ),
by Lemma 3.6. Hence
ι(HG) ≥ ι(H∆),
because the sum of the thematic indices of zjG corresponding to the superoptimal
singular value 1, namely ι(HG)− ι(HΨ), equals dimMzjG (e.g. see Theorem 14.7.4
of [Pe]). This completes the proof. 
Remark 3.7. Note that if the inequality indTu ≤ ι(HΨ) in Theorem 3.5 is strict,
then equality in (3.12) may not hold. For instance, consider a monotone non-
increasing thematic factorization (e.g. see Section 4) of any admissible unitary-
valued very badly approximable matrix functionG ∈ L∞(M2) with thematic indices
3 and 2, and any other thematic factorization of G whose first thematic index equals
1.
Proof of Lemma 3.6. Let W t = (w Ξ¯ ). To prove assertion 1, we may assume that
f ∈ MG is non-zero. Since
f = V V ∗f = ( v Θ¯ )
(
v∗f
O
)
= v(v∗f),
Fact 3 implies ξ
def
= v∗f ∈ H2, as v is co-outer. It remains to show that uξ ∈ H2−.
Since uξw¯ = Gf ∈ H2−(Cm), it follows again from Fact 3 that uξ ∈ H2− because w
is co-outer. Thus, f = ξv with ξ ∈ kerTu.
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Suppose now that the functions Ψ and u satisfy the assumptions of assertion
2. Let {fj}Nj=1 be a basis for MG and define gj = Θtfj for 1 ≤ j ≤ N . Since
indTu ≤ 0, then kerTu is trivial, and each gj is a non-zero function in H2(Cn−1)
by assertion 1. Furthermore, {gj}Nj=1 is a linearly independent set in H2(Cn−1);
after all, if there are scalars c1, . . . , cn such that
O =
N∑
j=1
cjgj = Θ
t

 N∑
j=1
cjfj

 ,
then
∑N
j=1 cjfj = O by assertion 1, and so cj = 0 for 1 ≤ j ≤ N because {fj}Nj=1
is a linearly independent set. In order to prove (3.13), it suffices to show that gj
belongs to MΨ for 1 ≤ j ≤ N . To this end, fix j0 such that 1 ≤ j0 ≤ N . Since G
is badly approximable and admits a factorization of the form (3.1), then
‖fj0(ζ)‖2Cn = ‖Gfj0(ζ)‖2Cm = |v∗fj0(ζ)|2 + ‖ΨΘtfj0(ζ)‖2Cm−1
for a.e. ζ ∈ T. On the other hand,
|v∗fj0(ζ)|2 + ‖Θtfj0(ζ)‖2Cn−1 = ‖V ∗fj0(ζ)‖2Cn = ‖fj0(ζ)‖2Cn
holds for a.e. ζ ∈ T because V is unitary-valued. Thus, the function gj0 = Θtfj0
satisfies
‖Ψgj0(ζ)‖Cm−1 = ‖gj0(ζ)‖Cn−1 for a.e. ζ ∈ T.
Since W is unitary-valued,
WGfj0 =
(
uv∗fj0
ΨΘtfj0
)
,
and so ΨΘtfj0 = Ξ
∗Gfj0 ∈ H2−(Cm−1) by Fact 3 because Gfj0 ∈ H2−(Cm). Hence,
we may conclude that gj0 ∈ H2(Cm−1) satisfies
‖HΨgj0‖2 = ‖Ψgj0‖2 = ‖gj0‖2,
i.e. each gj0 is a maximizing vector of the Hankel operator HΨ. This completes the
proof of (3.13).
Suppose now that indTu = 0. Let ξ1, . . . , ξd be a basis for MΨ. By Lemma
3.2, each function ξj induces a function ξ
(j)
# = A
tξj + ajv ∈ MG for some suitable
aj ∈ H2, 1 ≤ j ≤ d, where A denotes a left-inverse of Θ in H∞. It is easy to see
from (3.4) that ξ
(1)
# , . . . , ξ
(d)
# form a linearly independent set, as {ξj}dj=1 is a linearly
independent set. Hence dimMG = dimMΨ. 
Remark 3.8. Notice that the inequality given in 3.13 of Lemma 3.6 may in fact be
strict. For instance, consider the badly approximable matrix function
G =
(
z¯ O
O 1
)
.
It is easy to see that dimMG = 1 and G admits a factorization of the form
G =W ∗
(
z O
O z¯2
)
V ∗,
where
W t =
1√
2
(
1 −z¯
z 1
)
and V =
1√
2
(
z2 −1
1 z¯2
)
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are thematic, and the Toeplitz operators Tz and Tz¯2 are Fredholm with indices
−1 and 2, respectively. By setting Ψ def= z¯2, it is easy to see that dimMΨ =
dimkerTΨ = indTΨ = 2 > dimMG because Ψ is unimodular.
4. Sequences of thematic indices
We proceed by proving the existence of a monotone non-decreasing thematic
factorization and show that other thematic factorizations are induced by a given
monotone non-increasing thematic factorization.
Definition 4.1. Let G ∈ L∞(Mm,n) be a badly approximable matrix function
whose superoptimal singular values tj = tj(G), j ≥ 0, satisfy
(4.1) ‖HG‖e < tr−1, t0 = . . . = tr−1, and tr−1 > tr.
We say that
( k0, k1, k2, . . . , kr−1 )
is a sequence of thematic indices for G if G admits a partial thematic factorization
of the form
(4.2) W ∗0 · . . . ·W ∗r−1


t0u0 O . . . O O
O t0u1 . . . O O
...
...
. . .
...
...
O O . . . t0ur−1 O
O O . . . O Ψ

V
∗
r−1 · . . . · V ∗0 ,
such that indTuj = kj and the matrix functions Vj and Wj are of the form (1.3)
for 0 ≤ j ≤ r − 1, and Ψ satisfies (1.4).
Theorem 4.2. Suppose that G ∈ L∞(Mm,n) is a badly approximable matrix func-
tion satisfying (4.1). If ν equals the sum of the thematic indices corresponding to
the superoptimal singular value t0(G), then
(4.3) (1, 1, . . . , 1︸ ︷︷ ︸
r−1
, ν − r + 1)
is a sequence of thematic indices for G. In particular, G admits a monotone non-
decreasing thematic factorization.
Proof. Consider any thematic factorization of ∆0
def
= t−10 G. It follows from Theorem
3.3 that ∆0 admits a factorization of the form
∆0 =W∗0
(
u0 O
O ∆1
)
V∗0
where indTu0 = 1. Similarly, Theorem 3.3 implies that ∆1 also admits a factoriza-
tion of the form
∆1 =W∗1
(
u1 O
O ∆2
)
V∗1
where ind Tu1 = 1. Continuing in this manner, we obtain matrix functions ∆0,∆1, . . . ,∆r−2,∆r−1
with factorizations of the form
∆j =W∗j
(
uj O
O ∆j+1
)
V∗j ,
where indTuj = 1, for 0 ≤ j ≤ r − 2. It is easy to see that these matrix functions
induce a partial thematic factorization of G in which the first r−1 thematic indices
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equal 1. Since the sum of the thematic indices ν of G is independent of the partial
thematic factorization, it must be that the rth thematic index in this induced
partial thematic factorization equals ν − (r − 1). 
The following corollaries are immediate.
Corollary 4.3. If G ∈ L∞(Mm,n) is an admissible very badly approximable matrix
function, then G admits a monotone non-decreasing thematic factorization.
Corollary 4.4. If G ∈ (H∞ + C)(Mm,n) is a very badly approximable matrix
function, then G admits a monotone non-decreasing thematic factorization.
We go on to show that the thematic indices obtained in a monotone non-
decreasing thematic factorization are not uniquely determined. Moreover, we de-
termine all possible sequences of thematic indices for an admissible very badly
approximable unitary-valued 2× 2 matrix function.
Theorem 4.5. Let U ∈ L∞(M2) be an admissible very badly approximable unitary-
valued matrix function. Suppose that (k0, k1) is the monotone non-increasing se-
quence of thematic indices for U . Then the collection of sequences of thematic
indices for U coincides with the set
SU def= {(k1 − j, k0 + j) : 0 ≤ j < k1} ∪ {(k0, k1)}.
Proof. Let 0 ≤ j < k1. By Corollary 3.4, U admits a factorization of the form
U =W∗
(
u0 O
O u1
)
V∗
with indTu0 = k1 − j. Since the sum of the thematic indices of U is independent
of the thematic factorization, it must be that indTu1 = k0 + j. Thus SU consists
of sequences of thematic indices for U .
Suppose now that (a, b) is a sequence of thematic indices for U that does not
belong to SU . In this case, U admits a factorization of the form
U =W ∗
(
u0 O
O u1
)
V ∗
for some thematic matrix functions V and W t, and unimodular functions u0 and
u1 such that indTu0 = a and indTu1 = b. Since (a, b) /∈ SU , it follows that b > a
and a > k1. Thus,
zk1U =W ∗
(
zk1u0 O
O zk1u1
)
V ∗
is a very badly approximable unitary-valued matrix function. In particular, zk1U
admits a monotone non-increasing thematic sequence, say (α, β). Hence, (α+k1, β+
k1) is a monotone non-increasing sequence of thematic indices for U and so, by the
uniqueness of a monotone non-increasing sequence, k1 = β + k1 for some β ≥ 1 a
contradiction. This completes the proof. 
We now recall how monotone non-increasing thematic factorizations were ob-
tained in [AP2].
Let G ∈ L∞(Mm,n) be a badly approximable matrix function such that (4.1)
holds. In this case, it is known that G admits a monotone non-increasing partial
thematic factorization and that the thematic indices appearing in any monotone
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non-increasing partial thematic factorization of G are uniquely determined by G.
In fact, as discussed in Section 3, G0 = t
−1
0 G admits a factorization of the form
G0 =W
∗
0
(
u0 O
O G1
)
V ∗0
with indTu0 = ι(HG0) and ι(HG0) ≥ ι(HG1) (see (3.10)). Similarly, for each
1 ≤ j ≤ r − 1, we obtain a matrix function Gj with a factorization of the form
Gj = W˘
∗
j
(
uj O
O Gj+1
)
V˘ ∗j
with indTuj = ι(HGj ) and ι(HGj ) ≥ ι(HGj+1). Then
(ι(HG0), ι(HG1), . . . , ι(HGr−1))
is the monotone non-increasing sequence of thematic indices for G. (See [AP2] or
Section 10 in Chapter 14 of [Pe].)
Note that, in the general setting ofm×nmatrix functions, at least two sequences
of thematic indices for G exist; the monotone non-increasing sequence and the
sequence in (4.3). The question remains: Are there any others?
Theorem 4.6. Suppose G ∈ L∞(Mm,n) is a badly approximable matrix function
satisfying (4.1). If
( k0, k1, k2, . . . , kr−1 )
is the monotone non-increasing sequence of thematic indices for G, then
( k1, k0, k2, . . . , kr−1 )
is also sequence of thematic indices for G.
Proof. Without loss of generality, we may assume that t0 = 1 and k0 > k1. By
Theorems 3.3 and 3.5, G admits a thematic factorization of the form
G =W∗
(
u O
O ∆
)
V∗,
where indTu = k1 and ι(H∆) = k0. Let (κ1, κ2, . . . , κr−1 ) be the monotone non-
increasing sequence of thematic indices for ∆. In particular, κ1 = k0 and
(4.4) ( k1, k0, κ2, . . . , κr−1 )
is a sequence of thematic indices for G. We claim that
κj = kj for 2 ≤ j ≤ r − 1.
By considering the monotone non-increasing sequence for G, it is easy to see that
the sum of the thematic indices corresponding to the superoptimal singular value
1 of zk2G equals
(k0 − k2) + (k1 − k2).
On the other hand, this sum is also equal to
(k1 − k2) + (k0 − k2) +
∑
{j≥2: κj≥k2}
(κj − k2),
because the sequence in (4.4) is a sequence of thematic indices for G. This implies
that κ2 ≤ k2. Now, by considing the matrix function zκ2G, the same argument
reveals that k2 ≤ κ2. Therefore κ2 = k2.
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Let 2 ≤ ℓ < r − 1. Suppose we have already shown that κj = kj for 2 ≤
j ≤ ℓ. In the same manner, the sum of the thematic indices corresponding to the
superoptimal singular value 1 of zkℓ+1G equals
ℓ∑
j=0
(kj − kℓ+1) and
ℓ∑
j=0
(kj − kl+1) +
∑
{j≥ℓ+1: κj≥kl+1}
(κj − kl+1).
This implies that κℓ+1 ≤ kl+1, and a similar argument shows kl+1 ≤ κl+1. Hence
we must have that κj = kj for 2 ≤ j ≤ r − 1. 
Theorem 4.6 provides a stronger conclusion than one might think. Loosely speak-
ing, it says that we can always interchange the highest two adjacent thematic indices
in any monotone non-increasing sequence of thematic indices and still obtain an-
other sequence of thematic indices for the same matrix function. Let us illustrate
this with the following example.
Example 4.7. For simplicity, consider the very badly approximable function
G =

 z¯3 O OO z¯2 O
O O z¯

 .
Clearly, (3, 2, 1) is the monotone non-increasing sequence of thematic indices for G.
Our results imply that there are many other sequences of thematic indices for G.
Indeed, by considering the subsequence (2, 1), Theorem 4.6 implies that ( 3, 1, 2 ) is
also a sequence of thematic indices for G. Similarly, it is easy to see that ( 2, 3, 1 )
and ( 2, 1, 3 ) are also sequences of thematic indices for G. On the other hand, it
follows from Theorem 4.2 that ( 1, 1, 4 ) is a sequence of thematic indices for G.
This leads us to ask: Are there other sequences of thematic indices in which the
first index is equal to 1?
It can be verified that G admits the following thematic factorizations:
G =
1√
2

 1 1 OO O √2
1 −1 O



 z¯ O OO z¯3 O
O O z¯2

 1√
2

 z¯2 O 11 O −z2
O
√
2 O


=
1√
2

 1 −z Oz¯ 1 O
O O
√
2



 z¯ O OO z¯4 O
O O z¯

 1√
2

 z¯2 1 O−1 z2 O
O O
√
2

 .
Thus, ( 1, 3, 2 ) and ( 1, 4, 1 ) are sequences of thematic indices for G as well. These
sequences induce two others by considering the subsequences ( 3, 2 ) and ( 4, 1 );
namely ( 1, 2, 3 ) and ( 1, 1, 4 ). Thus, the matrix function G admits at least 8
different sequences of thematic indices, namely
( 3, 2, 1 ), ( 3, 1, 2 ), ( 2, 3, 1 ), ( 2, 1, 3 ), ( 1, 3, 2 ),
( 1, 2, 3 ), ( 1, 4, 1 ), and ( 1, 1, 4 ).
It is easy to verify that these are all possible sequences of thematic indices for G.
5. Unitary-valued very badly approximable 2× 2 matrix functions
The problem of finding all possible sequences of thematic indices for an arbitrary
admissible very badly approximable matrix function seems rather difficult form×n
matrix functions with min{m,n} > 2. However, in the case of unitary-valued
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2 × 2 matrix functions, the problem has a straightforward solution provided by
Theorem 4.5. In this section, we introduce a simple algorithm that yields thematic
factorizations with desired thematic indices for such matrix functions.
Algorithm
Let U be an admissible very badly approximable unitary-valued 2× 2 matrix func-
tion on T and (k0, k1) denote the monotone non-increasing sequence of thematic
indices for U . Suppose U admits a monotone non-increasing thematic factorization
of the form
(5.1) U = ( w¯0 Ξ )
(
z¯k0 h¯0h0 O
O z¯k1 h¯1h1
)(
v∗
Θt
)
,
where h0, h1, and their respective inverses belong to H
p for some 2 < p ≤ ∞. For
each integer j satisfying 1 ≤ j ≤ k1, a thematic factorization of U with thematic
indices (j, k0 + k1 − j) can be obtained as follows.
(1) Find left-inverses A and B in H∞ for Θ and Ξ, respectively.
(2) Set u0 = z¯
k0−j+1 h¯0
h0
and Ψ = z¯k1−j+1
h¯1
h1
.
(3) Let ξ = zk1−jh1. Find a solution a0 ∈ H2 to the equation
Tua0 = P+(w
tB∗Ψ− uv∗At)ξ.
If j < k1, we require, in addition, that z is not an inner divisor of a0. (Note
that if z is an inner divisor of a0, then it suffices to replace a0 with a0+h0.)
(4) Let ξ# = A
tξ + a0v and η# = z¯G¯ξ¯#. Choose an outer function h ∈ H2
such that |h(ζ)| = ‖ξ#(ζ)‖C2 for a.e. ζ ∈ T.
(5) Let ν = h−1ξ# and ω = h
−1η#. Find thematic completions
V = ( ν Υ¯ ) and Wt = (ω Ω¯ )
to ν and ω, respectively.
(6) The desired thematic factorization for G is given by
(5.2) G =W∗
(
u O
O ∆
)
V∗
where
u = z¯j
h¯
h
and ∆ = Ω∗GΥ¯.
End of algorithm
The validity of this algorithm is justified by the proof of Theorem 3.3 and Corol-
lary 3.4.
For matrix functions G ∈ R(M2), the badly approximable scalar functions ap-
pearing in the diagonal factor of (5.1) also belong to R. This is a consequence of the
results in [PY1] (see also Sections 5 and 12 of Chapter 14 in [Pe]). As mentioned
in Remark 2.5, the outer functions h0 and h1 are (up to a multiplicative constant)
products of quotients of reproducing kernels of H2. Therefore, steps 1 through 6 of
the algorithm are more easily implemented if G ∈ R(M2).
Example 5.1. Consider the matrix function
(5.3) G =
1√
2
(
z¯4 −z¯2
z¯3 z¯
)
=
1√
2
(
z¯ −1
1 z
)(
z¯3 O
O z¯2
)
.
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Let
w =
1√
2
(
z
1
)
, Ξ =
1√
2
( −1
z
)
, v =
(
1
O
)
, Θ =
(
O
1
)
,
h0 = h1 = 1, B =
√
2 (−1 O ) , and A = (O 1 ) .(5.4)
We find thematic factorizations with sequences of indices (2, 3) and (1, 4).
(1) A thematic factorization for G with sequence of indices (2, 3):
Let
u0 = z¯
2, Ψ = z¯, ξ = 1, and a0 = −z2.
In this case, it is easy to verify that
ξ# =
( −z2
1
)
and η# =
1√
2
( −2
O
)
.
Since ‖ξ#(ζ)‖C2 = 2 on T, we may take h(ζ) =
√
2 for ζ ∈ T. Then
ν =
1√
2
( −z2
1
)
and ω =
( −1
O
)
have thematic completions
V = ( ν Υ¯ ) and Wt = (ω Ω¯ ),
where
Υ =
1√
2
(
1
z2
)
and Ω =
(
O
1
)
.
Thus, G admits the factorization
G =
( −1 O
O 1
)(
z¯2 O
O z¯3
)
1√
2
( −z¯2 1
1 z2
)
,
with sequence of thematic indices (2, 3) as desired.
(2) A thematic factorization for G with sequence of indices (1, 4):
Let
u0 = z¯
3, Ψ = z¯2, ξ = z, and a0 = 1− z3.
It is easy to verify that
ξ# =
(
1− z3
z
)
and η# =
1√
2
(
z3 − 2
z2
)
.
Since ‖ξ#(ζ)‖2C2 = 3− z¯3 − z3 on T, we may choose
h = a2 − 1
a2
z3, where a =
−1 +√5
2
.
By setting
ν =
1
h
(
1− z3
z
)
and ω =
1
h
√
2
(
z3 − 2
z2
)
,
we may take
Υ =
1
h
( −z
1− z3
)
and Ω =
1
h
√
2
( −z2
z3 − 2
)
,
so that the matrix functions
V = ( ν Υ¯ ) and Wt = (ω Ω¯ )
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are thematic. Since
Ω∗GΥ¯ =
z¯4
h¯2
(3− z¯3 − z3) = z¯
4
h¯2
|h|2 = z¯4h
h¯
,
G admits the factorization
G =W∗
(
z¯ h¯h O
O z¯4 h
h¯
)
V∗
with sequence of thematic indices (1, 4) as desired.
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