Abstract-In hyperspectral image classification, both spectral and spatial data distributions are important in describing and identifying different materials and objects in the image. Furthermore, consistent spatial structures across bands can be useful in capturing inherent structural information of objects. These imply that three properties should be considered when reconstructing an image using sparse coding methods. First, the distribution of different ground objects leads to different coding coefficients across the spatial locations. Second, local spatial structures change slightly across bands due to different reflectance properties of various object materials. Finally and more importantly, some sort of structural consistency shall be enforced across bands to reflect the fact that the same object appears at the same spatial location in all bands of an image. Based on these considerations, we propose a novel joint spectral-spatial sparse coding model that explores structural consistency for hyperspectral image classification. For each band image, we adopt a sparse coding step to reconstruct the structures in the band image. This allows different dictionaries be generated to characterize the band-wise image variation. At the same time, we enforce the same coding coefficients at the same spatial location in different bands so as to maintain consistent structures across bands. To further promote the discriminating power of the model, we incorporate a graph Laplacian sparsity constraint into the model to ensure spectral consistency in the dictionary generation step. Experimental results show that the proposed method outperforms some state-of-the-art spectral-spatial sparse coding methods.
I. INTRODUCTION
R EMOTE sensing hyperspectral images (HSI) are acquired in hundreds of bands to measure the reflectance of earth surface, discriminate various materials, and classify ground objects. HSI classification aims at assigning each pixel with one thematic class in a scene [1] . Various machine learning models have been proposed for this purpose, such as Bayesian model [1] , random forest [2] , neural networks [3] , support vector machines (SVM) [4] - [7] , sparse representation [8] - [13] , and deep learning [14] , [15] .
Many HSI classification methods make prediction based on the spectral response at a single pixel [6] , [8] , [9] , [16] - [19] . While spectral information is essential in image classification and material identification, information extracted from spatial domain is very useful to discriminate various targets made of the same materials [20] , [21] . To address this need, spectralspatial HSI classification approaches have been reported, each type of approach exploring and exploiting different ways to integrate spatial features with spectral features. Mura et al. and Ghamisi et al. proposed mathematical morphology methods to analyze spatial relationships between pixels using structured elements [22] , [23] . Markov random field methods considered spatial information by adding to the objective function a term that defines spatial correlations in the prior model [24] , [25] . Qian et al. developed three-dimensional (3-D) discrete wavelet transform to extract 3-D features along spectral and spatial dimensions simultaneously [26] . Moreover, many researchers proposed sparse representation methods to include spatial sparsity constraints or Kernel function to integrate spectral and spatial features [10] , [12] , [27] - [31] .
Among these approaches, sparse representation-based classifiers have achieved the state-of-the-art performance [27] , [32] . They provide an effective way of modeling the spatial neighborhood relationship and the distribution of atoms in the spectral or spatial domain, so that both spectral and spatial information can be seamlessly integrated and modeled. In sparse representation, a test sample is treated as a linear combination of atoms from training samples or a learned dictionary. A sparse regularization term is normally included to learn a discriminative representation of images [33] - [35] . Recently, structured sparsity priors are also incorporated into reconstruction methods [12] , [36] - [39] . These include joint sparsity constraint [40] , group sparsity constrain [41] , graph Laplacian sparsity constraint [36] , low-rank constraint [42] , and low-rank group sparsity constraint [12] . Graph Laplacian sparsity constraint is based on the spatial dependencies between the neighboring pixels [12] , [36] . It preserves the local manifold structure so that if two data points are close in their original data space, the sparse representations of these two data points are also close to each other in the new data space.
Although spectral-spatial analysis has been studied intensively in HSI classification, how to explore the local structural information has not been adequately addressed. To get a deeper understanding of the structural information embedded in a hyperspectral image, we use the University of Pavia image in Fig. 1 as an example. In the first row, bands 6, 15, 32, 45, 80 , and 100 are displayed. In the second and fourth rows, small patches extracted from neighborhoods around pixels (362, 149) and (251, 76) are displayed, respectively. Three observations can be obtained from this figure. First, various land cover classes have different distributions in the spatial domain. This happens in all bands. Second, local spatial structures change slightly across different bands. This is due to the distinct reflectance properties of object materials at different light wavelength. As a consequence, the extracted Gabor features at the same location in different bands also change slightly. Finally and more importantly, some sort of structural consistency can be observed across bands, as the ground objects at each location are consistent in all bands. Such consistency has been proved to be useful in hyperspectral image denoising [43] . In general, image representation and classification models shall be able to address all these observations. Motivated by the above observations, we propose a novel joint spectral-spatial framework to explore structural consistency along all bands in the sparse coding model. For each band image, image patches or 2-D image features centered at pixels are first extracted from local neighborhood, which contain local structures of the central pixels. Then a sparse coding step is adopted to reconstruct the structures in the band images. This allows different dictionaries to be generated to characterize the band-wise image variation. At the same time, consistent structures across bands are maintained by enforcing the same coding coefficients at the same spatial location in different bands. To further promote the discriminating power of the model, a graph Laplacian sparsity constraint is incorporated into the model to ensure spectral consistency in the dictionary generation step. At last, the learned coefficients are fed into the classifier for pixel-wise classification.
The contribution of this paper lies in two aspects. First, we propose a novel joint spectral-spatial sparse coding framework, which can explore the structural consistency along all bands and integrate the spectral information and spatial structures into a sparse coding framework. Under this framework, 2-D structural features can be applied to HSI classification effectively and directly, and the learned coefficients inherently contain both spectral characteristics and spatial structures of HSI images. Second, we extend this model by including a graph regularization term to preserve the spectral relations between data points. This allows better relationship between data to be modeled, which improves the classification performance.
The rest of this paper is organized as follows. In Section II, we review related work on sparse representation-based hyperspectral image classification. In Section III, we first briefly introduce the basic sparse coding model. Then we describe the proposed method that preserves structural consistency, its graph-based extension, and the optimization algorithm for learning sparse coefficient and dictionaries. Experimental results are presented in Section IV. We conclude our work and point out future research direction in Section V.
II. RELATED WORK
Recently, sparse representation has been widely used in HSI classification. It allows spectral information be combined with spatial information, so that discriminative image representation can be achieved. Some of them directly extract the spectralspatial features and then feed these features into the sparse representation model. Qian et al. extracted a 3-D discrete wavelet transform (3-D-DWT) texture features to capture geometrical and statistical spectral-spatial structures and then applied them to the sparse representation model [26] . He et al. proposed an l 1 minimization-based spectral-spatial classification method. A spatial translation invariant wavelet sparse representation [13] was adopted in the model. Yang et al. combined Gabor spatial features and nonparametric weighted spectral features, and then applied sparse representation to describe the HSI [11] . To selected the most representative Gabor cube features for image classification, Jia et al. proposed to use Fisher discrimination criterion and a multitask joint sparse representation framework [31] .
Structured sparsity constraints [12] , [36] , [40] - [42] are often incorporated into sparse representation to improve the performance of HSI classification. These methods explore the spatial dependencies between neighboring pixels, or the inherent structure of dictionary, or both [12] . For example, Laplacian constraint has been incorporated into the sparse recovery optimization problem such that the reconstructed neighboring pixels have similar spectral characteristics [44] . In [26] , Qian et al. used sparsity constraints to help selecting the discriminant features from a pool of 3-D-DWT texture features. Low rank sparse representation methods have also been proposed to explore the spatial correlations of neighboring pixels [12] , [45] .
The sparse representation is further extended into kernelized or joint sparse form to exploit the spatial correlation across neighboring pixels. Chen et al. used simultaneous subspace pursuit method, simultaneous orthogonal matching pursuit (SOMP), and their kernelized extension for spectral-spatial HSI classification [10] , [44] . He et al. utilized empirical mode decomposition and morphological wavelet transform to extract spectral-spatial features, which were then integrated by a sparse multitask learning method [28] . Liu et al. proposed a neighboring filtering Kernel sparse representation for enhanced classification of HSIs [27] . The relationship between pixels in a local neighborhood can also be modeled by structural similarity [29] , graph embedding [32] , and set-to-set distance [46] . When joint sparse representation is concerned, Zhang et al. constructed multiple features and enforced pixels in a small region to share the same sparsity pattern for each type of feature [47] . Wang et al. presented a spatial-spectral derivative-aided Kernel joint sparse representation, which considered high order spatial context and distinct spectral information [30] .
Most aforementioned methods combine spectral information with spatial information using spatial constraints, complex spectral-spatial features, or joint sparse form of neighborhood pixels, and then make classification by minimizing the residual between a testing sample and the reconstructed image. Unlike the sparse representation procedure, Farani and Rabiee [48] proposed a sparse coding method for HSI classification, which used a spatially weighted sparse unmixing approach as a front-end and the learned sparse codes as the input to a linear SVM. Similar to this work, in our method, we also use learned sparse codes as inputs to the the classifier. This is done by first extracting 2-D spatial features from local neighborhoods and the learning band-wise distinct dictionary. Finally, we force the same spatial location in different bands share the same coding coefficients to capture the structural consistency along all bands.
III. SCSC FOR HSI CLASSIFICATION
In an HSI, the distributions of spatial structures vary in different spatial locations, but are closely related to each other in different bands. Such structural consistency has been shown in Fig. 1 . Considering the spatial correlation along the spectral dimension, we construct a joint spectral-spatial sparse coding model with structural consistency by assigning the same coefficient in the same position of different bands. The modeling process also preserves the distinct band characteristics by producing band-wise dictionaries. The framework of the proposed SCSC method is shown in Fig. 2 .
At each pixel, local spatial feature is first extracted band by band. Though any type of 2-D feature can be used here, we adopted a simple solution by extracting image patch centered at the pixel. Then, the dictionaries on all bands are trained individually and simultaneously with the same coefficient across bands. That is to say, the bth dictionary is learned only using the spatial features extracted from the bth band and there are B different dictionaries for B bands of HSI. These learned dictionaries are then used to estimate a sparse coefficient for each pixel. The dictionary and coefficient are optimized iteratively until convergence. Finally, the sparse coefficients are fed into SVM for classifier learning or classification. The whole process includes two stages: training and testing. In the training stage, the dictionaries are learned using the training samples without using the class label information. Then, the sparse coefficients of these samples are calculated and used to train the SVM classifier on labelled training samples. In the testing stage, the sparse coefficients are first calculated for the testing samples using the learned dictionaries and are then fed into the SVM classifier for prediction.
A. Sparse Coding for Single-band Image
An HSI is a 3-D structure and each band is a 2-D image, so the sparse coding model of single band image can be generated following the general image sparse coding methods. In order to describe the spatial relationships between neighbourhoods, a √ N × √ N patch is extracted at each pixel and then reshaped into an N × 1 vector. Then, the bth band HSI can be denoted as
N ×R be the dictionary matrix of the bth band, where each d bi denotes a basis vector in the dictionary, and R is the number of basis vector. Let
R ×M be the coefficient matrix, where each column is a sparse coefficient for a pixel. The neighborhood feature of each pixel f bi can be represented as a sparse linear combination of the basis vectors in the dictionary. The sparse coefficient of f bi can be obtained by minimizing the loss function with an 1 regularizer as follows:
where β is the regularization parameter controlling the degree of sparsity and c is a constant. By summing up the loss functions at each pixel, we can formulate the objective function of the bth band image as
This problem can be solved by alternatively optimizing basis vectors D b and coefficients S b while fixing the other. For S b , the optimization can be solved by optimizing over each coefficient s bi individually. This is an 1 norm regularized linear regression problem, so it can be solved efficiently by many optimization algorithms such as the feature-sign algorithm [49] . Fixing D b , the optimization becomes a least square problem with quadratic constraints and can be treated by the Lagrange dual as used in [49] .
B. Structural Consistency Across Bands
The goal of the SCSC method is to maintain the distinct band characteristics while maintaining a consistent structure across bands. While sounds contradictory, we get this done by different treatments to the dictionary learning and sparse coefficients estimation, which are two key components in sparse coding. To be more specific, different dictionaries are generated for different bands, so as to guarantee that the band-wise variation of spectral reflectance of materials can be accurately described. At the same time, we enforce the same coefficient in all bands when reconstructing a band image from the corresponding band specific dictionary.
Let F = [F 1 , . . . , F B ] be the set of data extracted from an HSI, where B is the number of bands.
N ×M is the set of features extracted from the bth band, where M is the number of pixels and N is the dimension of data. Note that the data at a pixel is extracted from a local neighborhood, either in the form of raw intensity values as in Section III-A, or certain image features such as discrete wavelet and so on. Then, we formulate the structural consistency model for the whole HSI as
where D 1 , . . . , D B ∈ R N ×R are the dictionaries for different bands, R is the size of dictionary, and S ∈ R R ×M is the sparse coefficient matrix, which is the same for all bands.
C. Extension With Graph Constraint
In order to capture the structural relationship between the neighboring pixels and improve the discriminative capability of the learned model, sparse coding models are usually added with certain constraints [12] , [36] , [40] - [42] . In particular, recent work show that graph Laplacian sparsity constraint has demonstrated exceptional performance when compared with alternatives [12] . Graph Laplacian sparsity constraints can preserve the local manifold structure of data. If two data points x i and x j are close in their original space, the corresponding sparse coefficients s i and s j shall also be close in the new space.
Inspired by this idea, we also incorporate graph Laplacian sparsity constraint into the proposed method. This constraint builds the nearest neighbor graph using the spectral feature. This makes the learned sparse coefficients preserve the material spectral characteristics and the spatial correlations of pixels because local structures might be made of same materials.
Let the spectral features of a set of pixels be
where B is the number of bands, and M is the number of pixels. We construct a K-nearest neighbor (KNN) graph G with M vertices and calculate the weight matrix W of G. If X i is among the KNNs of X j or X j is among the KNNs of X i , W ij = 1, otherwise, W ij = 0. The Laplacian constraint is to map the weighted graph G to the sparse coefficients S. It is defined as
where 
D. Iterative Optimization Process
The sparse coding problem is usually solved by the l 1 -norm minimization optimization methods [36] , [49] . Followed by the l 1 -norm minimization, the problem in (5) can be solved by alternatively optimizing the dictionaries and the sparse coefficients while fixing the other. More specifically, the optimization procedure includes two iterative steps: (1) 
This can be rewritten as
is the rth element of s i . Each vector s i in S can be updated individually while keeping all the others vectors {s j } j =i as constants. Then, the optimization problem for s i becomes
where
Following the feature-sign search algorithm [49] , the optimization problem in (8) can be implemented by searching for the optimal active set, which is a set of potentially nonzero coefficients, and their corresponding signs. The reasons are two-folds. 1) If we know the signs of all elements in s i , the optimization problem in (8) becomes a standard unconstrained quadratic optimization problem which can be solved analytically and efficiently. 2) The nonsmooth optimization theory [50] shows that the necessary condition for a parameter vector to be a local minima is that the zero-vector is an element of the subdifferential [36] , so the active setÂ can be obtained bŷ
denotes the subdifferentiable value of the jth element of s i , s
is the jth element of s i and
For each iteration, the jth element with the largest subgradient value is selected into the active set from zero-value elements of s i given by
To locally improve this objective, the sign θ j of s
is estimated by
Letθ be the signs corresponding to the active setÂ. The optimization problem in (8) reduces to a standard unconstrained quadratic optimization problem
(13) This can be solved efficiently and the optimal value of s i over the current active set can be obtained by letting (∂f new (ŝ i )/∂ŝ i ) = 0. Then we get
where I is the identity matrix. Then, the line search is performed between the current solutionŝ i andŝ new i to search for the optimal active set and signs which can minimize the objective function in (8) and get the optimal solution mathbf s * i . The algorithm for learning the sparse coefficients S is summarized in Algorithm 1.
2) Learning Dictionaries D 1 , . . . , D B : In our method, different dictionaries are generated for different bands, but these bands share the same sparse coefficients S for preserving consistent structures in the image. The bth dictionary is constructed from data F b in the bth band, so the dictionary in each band can be learned individually when fixing the sparse coefficients S. The problem of learning the dictionary becomes a least squares problem with quadratic constraints for each band, so the dictionaries D 1 , . . . , D B can be obtained separately by the following objective function:
This optimization problem can be solved by the Lagrangian dual method. The whole procedure is summarized in Algorithm 2.
E. Discussion and Analysis
To get better understanding of the learned dictionaries and coefficients, we analyze the outcome of the proposed method on the Indian Pines dataset. In this experiment, the size of dictionary corresponding to the active set. 9: Solve the unconstrained quadratic optimization problem using (13) and get the optimal value of s i over the current active set using (14) . 10:
Perform a discrete line search on the closed line segment fromŝ i toŝ new i and updateŝ i to the point with the lowest objective value.
11:
Remove the zero value ofŝ i from the active set and update θ = sign(s i ).
12:
check the convergence conditions: 13:
(a) Convergence condition for nonzero coefficients: ∇ is set to 30. Image patches of size 9 × 9 centered at each pixel are used as the input. Fig. 3 shows the obtained dictionaries from the 70th to the 100th bands, in which each cell represents a base vector in a dictionary and each row shows the dictionary learned from a band. Two significant characteristics can be observed from this figure. First, the dictionaries have great similarities across bands, which reflects the inherent structural consistency across bands and also validates the effectiveness of the proposed method. Second, there are slight changes across bands, thanks to the band specific dictionaries. These two characteristics verify that the learned dictionaries can preserve the structural information in the spectral responses, while depicting their fine differences.
Based on the learned dictionaries, we select six pixels to compute their sparse coefficients. The location of these pixels are displayed in Fig. 4 . The corresponding sparse coefficients are shown in Fig. 5. From Fig. 5 , we can observe that the same class of pixels have very similar sparse coefficients and different classes of pixels have different sparse coefficients. Local patch of pixel 4 is constructed from two classes, so its sparse coefficient is a mixture of those from pixels 1 and 2 and is similar partly to that of pixel 5. The phenomenon maybe the result from the structural consistency in the proposed method.
From the above analysis, we can see that the proposed method can indeed capture the structural consistency across bands and spectral responses in different bands. Fig. 4 . Locations of six pixels and corresponding patches in the Indian Pines dataset for coefficients calculation. Pixels 1-4 are from "Soybean-mintill" class. Pixels 5 and 6 are from "Grass-trees" and "Hay-windrowed" classes, respectively.
IV. EXPERIMENTS
In this section, we demonstrate the effectiveness of the proposed approach on two benchmark hyperspectral remote sensing datasets 1 : Indian Pines dataset captured by AVIRIS (Airborne Visible/Infrared Imaging Spectrometer) and University of Pavia dataset captured by ROSIS (Reflective Optics System Imaging Spectrometer). To validate the proposed SCSC method and its graph regularized extension (GSCSC) method, we compare them with the following methods: 1) SCS: a baseline sparse coding method built on only spectral feature. 2) SC-Single: patch-based sparse coding built on only one band, without using structural consistency. In this method, only the coefficients of a clear band are used for classification. 3) SCNSC: sparse coding without considering structural consistency built on all bands. Sparse coding is run on each band respectively, and then the sparse coefficients calculated on all bands are concatenated into a vector as the input to the SVM classifier. 4) Two state-of-the-art spectral-spatial sparse coding methods, including SOMP [44] and SWSC [48] . In SC-Single, SCNSC, SCSC, and GSCSC, the grayscale values in a image patch are used as the 2-D feature. Both SOMP and SWSC use the spectral responses as the features. For fair comparison, we did not adopt the spatially smoothed version of SWSC. Additionally, we also analyze the influence of several model parameters, including patch size, dictionary size, and number of training samples.
A. Hyperspectral Datasets
The Indian Pines image was acquired by AVIRIS sensor over the Indian Pines test site in North western Indiana in 1992 [51] . [7] . The HSI contains 16 classes of land-covers including 10 366 labeled pixels.
The University of Pavia dataset was acquired by the ROSIS sensor during a flight campaign over the University of Pavia, northern Italy. The number of spectral bands is 103 after removing some noisy bands, and the size of each band image is 610 × 340. There are nine land-cover classes in total.
B. Experimental Setting
Unless otherwise specified, the parameters are set as follows in the experiments for the proposed method. The regularization parameter β in (3) and (5) is fixed to 0.1. α in (5) is fixed to 1.0. K in KNN graph constraint is set to 3. The size of dictionary is set to 30.
For each image, we first solve the sparse coefficients for SCS, SC-Single, SCNSC, SCSC, and GSCSC.gg Then, the solved sparse coefficients are fed into the nonlinear SVMs with an RBF kernel [52] for classification, except for SCNSC, which uses linear SVM due to is high-dimensional feature. The RBF-kernel parameters in SVM are obtained by cross-validation. The sparse coefficients are solved by the 1 optimization algorithms [49] for SCS, SC-Single, and SCNSC. The parameter settings of SOMP and SWSC are followed by the implements of Farani and Rabiee 2 with K 0 = 30, λ = 150, α = 800, and β = 800. In GSCSC, we first construct the KNN graph matrix W with spectral features from randomly selected training samples X and estimate the dictionaries in an unsupervised manner. This dictionary is then used in the testing stage to calculate the sparse coefficient of a new data x i . Here, the graph matrix W is modified as [
, where w i is a weight vector of KNNs extracted from x i in X. The classification performance is evaluated by overall accuracy (OA), average accuracy (AA), and κ coefficient measure [53] . OA is the percentage of correctly classified 2 Codes of SOMP and SWSC were extracted from http://ssp.dml.ir/research/swsc/ samples among all testing samples. AA is the mean of the classspecific accuracies. κ coefficient measures the degree of agreement in classification.
C. Influence of Model parameters
In the GSCSC model, there are tree key parameters: the sparsity regularization parameter β, the Laplacian constraint parameter α, and K in KNN graph constraint. We test their influence to the classification performance on the Indian Pines dataset. The average results of five-runs on 10% randomly sampled training set are reported for all methods. Because only GSCSC has the Laplacian constraint parameter α and K in KNN graph constraint, we analyze the influence of α and K to GSCSC only. The range of β is {0.005, 0.01, 0.03, 0.05, 0.08, 0.1, 0.3, 0.5, 0.8}, the range of α is {0.01, 0.1, 1.0, 10, 100}, and the range of K is {2, 3, 4, 5, 6, 7, 8, 9, 10}, respectively.
The classification performance of different β values are shown in Fig. 6(a) . The results show that models with no structural consistency are greatly influenced by the β value. Their performance fall abruptly when β is greater than 0.1. This is because the learned sparse coefficients will be too sparse and most entries are close to zero for SCS, SC-Single, and SCNSC. SCS performs better when β is small. SC-Single and SCNSC work the best at 0.1. Models with structural consistency are much less influenced by small β. GSCSC changes more smoothly than SCSC. This implies that the graph regularized term smooths the model with spectral information and reduces the importance of the sparsity.
The classification performance of different α values are shown in Fig. 6(b) . This figure shows that the performance of GSCSC decreases when α value is too large. In the proposed model, α controls the contribution from the graph regularized term. When it is too large, the influence from structural consistency and sparsity are suppressed. Therefore, it is preferable to set α value between 1.0 and 10 for GSCSC.
The classification performance of different K in KNN graph constraint are shown in Fig. 6(c) . GSCSC achieved very good performance with 3NN and 9NN, however, 3NN requires much less computation than 9NN. Therefore, in the rest of the experiments, we set K = 3.
D. Influence of Patch Size
It is well known that the patch size have an impact on classification of HSI. We analyze the classification performance with Fig. 6(d) shows that the performance of both SCSC and GSCSC increases with larger patch size. However, the performance of SCSC starts to drop when the patch size reaches 21. This suggests that an appropriate patch size shall be set to obtain appropriate spatial distribution in a local neighborhood. For fair comparison with other methods, we follow the same setting in SOMP [44] and use 9 × 9 patch on the Indian Pines dataset and 5 × 5 patch on the University of Pavia dataset.
E. Influence of Dictionary Size
The sparse coding models are usually influenced easily by the dictionary size, so we look into this factor on the Indian pines dataset. We carry out the experiments with dictionary size {10, 20, 30, 40, 50, 60, 70, 80, 90, 100, 110, 120, 130, 140, 150, 160, 170, 180, 190, 200} and report the average results of five-runs with 10% randomly sampled training set. Other experimental setup is the same as that of Section IV-B. Fig. 7 shows the classification performance of the methods with different dictionary sizes. Both SCSC and GSCSC achieve 85% accuracy when the dictionary size reaches 20, then their performance do not change much with larger dictionary. Fig. 7 indicates that our methods can learn the discriminative sparse coefficients and achieve good performance with small dictionary size. SCSC and GSCSC obtain better results than SC-Single and SCNSC. This is because the proposed method explores structural consistency for better image description, but the alternatives do not have this property.
F. Results on the Indian Pines Dataset
On the Indian Pines dataset, we follow the same experiment settings to generate the training sets, the testing sets, and the patch size as SOMP [44] . Around 10% of the labeled samples are randomly chosen for training the classifier and the remaining are used for testing, as shown in Table I and Fig. 8(b) and (c), respectively. In the Indian Pines image, a large patch size 9 × 9 is used for all methods except for SCS. The Indian Pines image contains a lot of noises so that SCNSC gets very bad results in some bands when the sparse coefficients are calculated band by band separately. So we select some high-quality bands to calculate the concatenated vectors of SCNSC, e.g., bands 6-52. For SC-Single, we use only the 30th band, which is a highquality band. The classification results of the proposed methods and alternatives are shown in Table III . It can be seen that SCSC and GSCSC, which use structural consistency in the modeling, have significantly improved the classification accuracy over the baseline sparse coding method SCS. SC-Single in one band generates very bad result. This is because SC-Single only contains spatial information in a band and no any spectral information. SCNSC generates lower performance than SCSC and GSCSC since SCSC and GSCSC are benefit from structural consistency. Raw image data may contain large amount of noises so that the structures in every band of image are less clear and the structures centered on some pixels are easily get mixed with noises. This makes SCNSC difficult to generate good performance. This result validates the effectiveness of our proposed methods with structural consistency. Moreover, GSCSC which is a model with the graph Laplacian sparsity constraints, has shown better classification performance than the corresponding nongraph regularized SCSC. Compared with SOMP and SWSC, our method GSCSC has obtained better result.
The classification maps on labeled pixels are presented in Fig. 8(i) and (j) . From this figure, we can see that the proposed methods can effectively capture the inherent consistent structures. Many pixels at the interior regions are misclassified by the SCS, SC-Single, and SCNSC methods. On the contrary, most errors happen at the boundary regions in the results generated by SCSC and GSCSC methods. This implies that the local spatial structures are similar in different bands at the internal regions of every class. At the boundary pixels, the structure information of neighboring class may get involved, which causes the errors because the learned consistent structures are easily confused between two neighboring classes. SOMP and SWSC with local spatial correlations also achieve better performance at big regions as shown in Fig. 8(e) and (f) .
G. Results on the University of Pavia Dataset
We use the same experimental settings as in [44] to generate the training set, the testing set, and the patch size on the University of Pavia dataset. Around 9% of the labeled samples are randomly chosen for training and the remaining are used for testing. More detailed information on the training and testing sets are shown in Table II and Fig. 9(b) and (c) . Considering the small spatial homogeneity in the University of Pavia image, a small patch size of 5 × 5 is used in all methods except SCS. SCNSC uses all bands of sparse coefficients and concatenates them into a vector.
The classification results of various methods are presented in Table IV . Fig. 9(d)-(j) gives the classification maps on labeled pixels. The proposed methods achieve great improvement over the baseline SCS and are better than SC-Single and SCNSC with no structural consistency. They also generate slightly higher performance than SOMP and SWSC, which are based on spatial correlations. From Fig. 9 , we can see that the "Meadows" class at the bottom of the HSI is a large region and its internal pixels should have similar spatial structure and spectral information. Therefore, most pixels in this class are classified correctly by our methods. Because SCS captures only spectral information and SCNSC uses only spatial information, they are strongly influenced by the noises in different bands. The proposed methods explore spatial consistency and enforce the spatial structures along the spectral dimension, and thus show many advantages in the classification.
H. Performance Under Different Training Samples
In this section, we analyze the classification performance of various methods with different sizes of training sets on the Indian pines dataset. We randomly select 1% to 50% from each class as the training sets and the rest samples are treated as the testing sets. Our evaluation measure is OA which is calculated from the mean of five-runs. When the number of training samples becomes large, the performance of all methods increases as shown in Fig. 10 . The proposed methods have achieved great results and the performance of SCSC and GSCSC increases rapidly to above 95%. SOMP and SWSC incorporate spatial correlations between pixels and obtain good performance with a very small amount of training samples. SCSC and GSCSC surpass them as the training samples increase. The SC-Single's accuracy is low under different training sizes because only one band of spatial patch is used. It does not capture sufficient spectral distribution of data. SCNSC outperforms SRS and SC-Single by exploring all bands for spatial information. SCSC and GSCSC enforce structural consistency on the model constantly and achieve better performance than SCNSC.
V. CONCLUSION
In this paper, we have introduced a novel joint spectralspatial sparse coding model with structural consistency for HSI classification. This method captures the spatially consistent local structures in all bands by enforcing the same coefficient at the same location of different bands during the image reconstruction process. This model also preserves spectral characteristics of different bands by generating different dictionaries. A graph Laplacian sparsity constraints is combined into the proposed method to make the learned sparse coefficients better characterize the relationships between spectral responses. We have validated the effectiveness of the proposed methods on two real-world HSI datasets. The experimental results show that our methods significantly outperform the baseline approach. The proposed method is general in nature and can incorporate other 2-D spatial features for HSI classification. We will explore this direction in the future work.
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