An important problem that arises in many engineering applications is the boundary value problem for ordinary differential equations. There have been many computational methods proposed for dealing with this problem. The convergence of the iterative schemes to a true solution, when one such exists, and their numerical stability are the central issues discussed in the literature. In this paper, we discuss a method for approximating the vector field, maintaining the boundary conditions and numerical stability. If a true solution exists, finer discretization of the solution space converges to one such.
Introduction
During the last few decades there has been a remarkable growth of interest in problems associated with solving linear and nonlinear ordinary differential equations satisfying boundary conditions. For many of the nonlinear boundary value problems that occur in engineering and applied sciences, it is difficult to obtain a solution analytically. For a nonlinear boundary value problem, the difficulty lies in establishing the existence of a solution mathematically, though in some cases multiple solutions exist. Approximation of the solution space of a given differential equation has gained importance as it speeds up or helps in solving the problem efficiently. These approximation methods can be put into two classes: (i) those in which a solution is approximated numerically at a number of discrete points of the domain, and (ii) those in which a solution is approximated by a finite number of terms of a sequence of functions. The approach in (ii) is called a weighted residual method. In most of the numerical methods described in the literature, we may have to add sufficient number of some undetermined variables with implicitly assumed conditions at one end of the domain and adjust the additional variables until the required conditions are satisfied at the other end to obtain the solution of the boundary value problem [6, 7, 8, 9] , and further approximate the derivatives of the dependent variables with forward, backward or central difference operators defined at the grid points [2] . In the first part of a numerical scheme as just mentioned, the rate of convergence may be very slow, and in the second part, convergence and stability of the particular difference scheme may depend on the selection of the approximations used for the derivatives involved in the differential equation and the boundary conditions. It may also be the case that the chosen difference method is not numerically stable, resulting in chaos phenomena creeping into the iterative schemes, at places where matrix inversions are utilized even implicitly. In weighted residual methods, difference equations are generated using approximation methods with piecewise polynomial solutions [4] . Among the most popular and successful techniques for solving boundary value problems with nonlinearities is Galerkin procedure. In this approach, the solution of the ordinary differential equation is expressed as a linear combination of certain basis functions, and the coefficients of the basis functions are determined by requiring that the residual be orthogonal to each of the basis functions. The difficulty lies in the selection of basis functions to obtain the desired solution, that can take care of the boundary conditions simultaneously. In recent times, the concept of piecewise linear approximation of the differential equation gained momentum [2, 5, 7, 8, 10] . The two point boundary value problems are approximated by piecewise linear ones which have analytical solutions and reduced to finding the slope of the solution at the left boundary so that the boundary conditions at the right end of the interval are satisfied. This approach results in a rather complex system of non-linear algebraic equations. Some more recent and highly efficient algorithms due to [1] to solve these complex systems of differential and algebraic equations (DAE) can be used for computational purpose.
The motivation for the present work is the necessity of a new method that is applicable for most or all general continuous vector fields and general boundary conditions. The objective of our study is to find efficiently a solution, if exists, by an algorithm, such that the algorithm is able to detect and report when there is no solution, if an error term does not fall below a threshold, despite using various approximation schemes with several basis functions. We propose a new method based on dynamic programming for solving boundary value problems in one variable. The dynamic programming based formulation is adapted for obtaining an optimal approximation for the vector field for a general twopoint boundary value problem is considered, which can also be formulated as an optimal control problem. For improving an initial approximation, repeated application of the dynamic programming algorithm with refined discretization of the parameter space can be used. A modified Newton-Raphson method for improving an approximate solution along with updating the initial value is also discussed. These aspects are new in the literature.
Best Piecewise Linear Approximations for Vector Fields of Two-point Boundary Value Problems
In this section, we consider the boundary value problem
, and x ′ (t) = dx dt . The vectors are written as columns of appropriate dimensions. The objective of obtaining a piecewise linear approximation is stated as follows:
1. Let, for some fixed integer N ≥ 2, 0 = t 0 < t 1 < . . . < t N = 1 be fixed node points of the time interval [0, 1].
2. Then, we obtain optimal values for the parameters of form
where A i and b i are n × n and n × 1 matrices consisting of undetermined linear combination of some fixed basis functions defined on [t i , t i+1 ], and θ i is n × 1 column vector of undetermined constants, such that the curve y(t) satisfying
with the initial condition y(t i ) = θ i for 0 ≤ i ≤ N − 1 subject to the boundary and continuity conditions
minimizes the error defined by
where the integrand G can be chosen to be any nonnegative continuous function defined on R n and equal to 0 at the origin.
We first consider a special case of (2.1), in which the boundary conditions are variables seperable (i.e. of the form β 0 (x(0)) = 0 and β 1 (x(1)) = 0, where β 0 , β 1 ∈ C (R n ; R)). Later, we shall indicate the modifications needed to extend the method to the general case of boundary conditions described in (2.1).
Piecewise Linear Approximation for the Special Case
is the space of continuous functions from X into Y and R is the set of real numbers. The objective being described in the sequel is to find optimal values for the 
which is expressible explicitly in terms of the parameter values. Substituting the expression for y(t) in (2.3), the value of E can be found for any prescribed values of the parameters. If the parameter space is discretized, the values of E can be tabulated for various values of the parameters. However, using the additive property of the error functional E , it is possible to formulate a dynamic programming method for obtaining the tables quickly and efficiently. For this purpose, we define a k-step error functional E k , for 0 ≤ k ≤ N , by the relation E 0 = 0 and for k = 1, 2, . . . , N ,
The functional E k depends only on the parameters (π 0 , π 1 , . . . , π k−1 ). To make this dependency explicit, we sometimes write E k (π 0 , π 1 , . . . , π k−1 ) for E k ; similarly, ε k is sometimes written as ε k (π k−1 ). Now let for 1 ≤ k ≤ N , Ω k be the set of parameters (π k−1 , π k ) satisfying
Now we define a finite sequence of functions on the parameter space as follows: let S 0 (π 0 ) = 0, and for 1 ≤ k ≤ N ,
Then, observing that for each fixed π k ,
The value of min πN S N (π N ) = min θN S N (θ N ) gives the minimum value of E N over the parameter space constrained by the boundary and continuity conditions (2.5). Now we describe a tabulation procedure for computation of optimal parameters as follows:
1. Initially compute S 1 (π 1 ) = min (π0, π1)∈Ω1 ε 1 (π 0 ), and set
At the end of the procedure, we obtain a table for S N (π N ) for various values of π N (which is θ N ). The optimal parameters are found by backtracking as follows:
1. First find π * N = argmin πN S N (π N ). 2. Then for k = N − 1, . . . , 1, 0, choose π * k as an element of π * k (π * k+1 ). The tuple (π * 0 , π * 1 , . . . , π * N ) thus obtained are optimal parameters with respect to the error functional (2.3) subject to the boundary and continuity conditions in (2.5).
Piecewise Linear Approximation for the General Case
Now we describe a generalization of the method of the previous section to the general case of boundary conditions in (2.2). Let for 1 ≤ k ≤ N , Ω k be the set of parameters (π k−1 , π k ) satisfying
Let Γ k be as in (2.10), but with Ω k as in (2.13 ). Now the parameter space constrained by (2.2) is given by Γ N V N , where V N = {(π 0 , π 1 , . . . , π N ) | β(θ 0 , θ N ) = 0}. However, S k is now defined on (π 0 , π k ):
S k (π 0 , π k ) = min (π 1 ,...,π k−1 ) such that
such that β(θ0, θN ) = 0 S N (π 0 , π N ) = min (π1, . . . , , πN−1) such that (π0, π1, . . . , πN ) ∈ VN ΓN E N (π 0 , π 1 , . . . , π N −1 ) (2.16)
The computation of the forward tables is as follows:
1. Initially compute S 1 (π 0 , π 1 ) for various values of (π 0 , π 1 ) ∈ Ω 1 .
2. Now for 2 ≤ k ≤ N , compute S k (π 0 , π k ) from (2.15), and set π * k−1 (π 0 , π k ) = {π k−1 | (π k−1 , π k ) ∈ Ω k and S k (π 0 , π k ) = S k−1 (π 0 , π k−1 ) + ε k (π k−1 )} From the table thus computed, the optimal values of the parameters are extracted by backtracking as follows:
2. Then for k = N − 1, . . . , 2, 1, choose π * k as an element of π * k (π * 0 , π * k+1 ). The tuple (π * 0 , π * 1 , . . . , π * N ) thus obtained minimizes the error functional (2.3) subject to the boundary and continuity conditions in (2.2).
Improving the Initial Approximation
In this section, we describe a method similar to Newton-Raphson method for improving an initial approximation for a BVP or in particular, for an initial value problem. The correction of the approximation consists of two parts: in the first part, a correction term with 0 initial value for improving the solution in the interior is obtained, and the second part finds optimal correction term in the initial value so that the updated solution satisfies the boundary conditions more accurately. Alternatively, it is also possible to achieve the same by either Picard's successive approximation (with suitable correction term in the initial value) or repeated application of the dynamic programming method described in the last section with finer discretization of the parameter space restricted to a tube-like set around the initial approximate solution.
Improving an Approximate Solution with Intial Value Fixed
We assume that the vector field f is differentiable with continuous derivatives of upto as high an order (upto two) as necessary. Let x 0 (t) be an initial approximate solution satisfying
The objective is to formulate an efficient method for improving the approximation in (3.1) by successive iterations. Let for k = 0, 1, 2, . . .,
x ′ k (t) = f k (t), for 0 < t < 1 with the initial condition x k (0) = θ 0 (3.2)
At step k + 1, the correction term y k = x k+1 − x k must be found such that
Subtracting (3.2) from (3.3), we find that y k must satisfy
Now using the Taylor series approximation with respect to the first variable (i.e. x) upto the first order for f (x k+1 (t), t) we find
Letting b k (t) = f (x k (t), t) − f k (t) and using (3.5) in (3.4) , an approximate correction term is found by solving
The solution of (3.6) is given by
The iteration converges fast (at almost quadratic rate) provided the initial approximate solution (3.1) is sufficiently close to the exact solution. If the matrix A k (t) is uniformly boundedly invertible in the interval [0, 1], then y k (t) can also be taken as
which is the well-known method for solving for x from f (x, t) = 0 for each 0 ≤ t ≤ 1. This method also modifies the initial condition. If the initial value is required to be updated independently, then we have to find y k (t) from (3.6), with solution given by (3.7). It may be observed when either of (3.7) and (3.8) converges, lim k→∞ b k (t) = 0, almost everywhere (a.e.), for 0 ≤ t ≤ 1, which implies, if convergent, either iteration leads to the final solution satisfying x ′ (t) = f (x(t), t) a.e., for 0 ≤ t ≤ 1.
Improving the Initial Value
Suppose that the initial value of approximate correction term y k is η k (to be determined). Then the correction term is given by
where A k (t) is as in (3.5) and b k (t) in the following line. Then the parameter η k is found based on an optimality criterion. The objective can be formulated as follows:
If the initial approximation is sufficiently accurate at t = 0, then η k must be small. Thus we can expect that the minimum in (3.10) is attained for η k ≈ 0. The update value can be chosen to be proportional to the gradient of F (η k ) at 0. Specifically, we can choose η * k = −h k · ∇F (0), for a small positive number h k , resulting in an easy updation of the initial value. The multiplier h k can be found by binary search method over an interval of the form [0, M ], for some sufficiently large positive constant M . Alternately it is also possible to find η * k by solving ∇F (η) = 0, which gives the iterative formula η 0 = 0 and for k = 1, 2, . . .,
where H(η) is the Hessian matrix of F (η). The method is fast and does not require a seperate search for the multiplier constant as in the case of gradient descent method.
Combining Both: Improving an Initial Approximation by Successive Iterations
In this section we briefly describe a gradient descent method for imporving an initial solution of the boundary value problem (2.1). For this purpose, we assume that β is continuously differentiable having continuous derivatives upto Hessian. The update in approximation x k (t) of the k-th iteration is given by (3.9) with initial condition y k (0) = η k , and y ′ k (t) satisfying (3.4) . The initial value η k of y k (t) is determined by solving the boundary condition. Specifically let θ As (3.15) is to be solved for the vector η k from only one equation, we propose first a gradient descent method for minimization of β 2 . Further, if η k is small, we can evaluate the gradient of β in (3.15) with respect to η k for η k = 0. Thus η k is chosen such that
where β(θ 0 , θ N ) and its partial derivatives ∂ θ0 β(θ 0 , θ N ) and ∂ θN β(θ 0 , θ N ) are evaluated for θ 0 = θ is a small multiplier that can be found, for example, by binary search method in the interval [0, M ] for some constant M > 0. However, it is important to constrain h k to be close to 0, since η k must be restricted such that y k (t) never leaves a tube-like set that can be determined for convergence of the Newton-Raphson method. Alternately, it is also possible to find η * such that ∇ η β 2 = 0, where β is as in (3.15) . In this case, the update in η k is found by the following iteration: η 0 = 0 and for k = 1, 2, . . ., The method described in Section 2 can be applied with any nonnegative error functional E for which the k-step error functional E k can be evaluated based on E k−1 and ε k . In particular, if for some function g defined on [0, ∞) × [0, ∞), the following holds E k (π 0 , . . . , π k−2 , π k−1 ) = g(E k−1 (π 0 , . . . , π k−2 ), ε k (π k−1 )), (4.1) and E 0 is specified, then the dynamic programming method can be still applied with the function g in stead of +. One of the important error functionals is with respect to uniform metric, which takes the form
The k-step error funcitonal for (4.2) is given by
The error functional (4.2) is best suited for obtaining an initial approximation, followed by the Newton-Raphson method of iterative improvement. A bound on the error in the initial approximation for convergence of the Newton-Raphson mothod for computing the solution of algebraic or analytic equations can be explicitly found. Now as the formulation for the differential equation that the error correction term y k satisfies in Sections 3.1 and 3.2 is obtained by treating the variable t fixed, the same bound works for convergence of y k (or y ′ k ). Further, with the error functional given by (4.2) the dynamic programming method can be applied repeatedly until the desired precision is achived using finer and finer discretizations and restricting the search to only the tube-like set around the previously obtained optimal parameters. Decisions concerning which parameters (not necessarily optimal with respect to S k ) to retain in subsequent iterations can be made based on quantitative measures such as stiffness at the parameter value for identifying the tube set locally. A measure similar to stiffness is the spectrum of the matrix A k (t) defined in (3.5) , which indicates as the iteration progresses which components move inward and which outward of the tube. The spectrum of A ′ k (t) indicates the torsion and oscillatory properties of the solution. These measures can be evaluated at the parameter value from the vector field f without requiring complete or even part of the actual solution. Thus besides the tables for S k , auxiliary tables containing information regarding stiffness or other measures can be used for choosing the parameter values in the dynamic programming algorithm. The usefulness of the auxiliary tables is especially significant when using larger discretization step-sizes. The auxiliary information can expedite the search method by eliminating unwanted parameter values and retaining only those parameter values that could actually produce the true solution, so that in the subsequent iterations, closer approximations (i.e., with smaller error) are produced.
Extension to the Solution of Optimal Control Problem
In this section, we describe a method to solve the optimal control problem minimize E(u) subject to
where f ∈ C (R n × [0, 1]; R n ), β ∈ C (R n × R n ; R), and E(u) is a cost functional that can be written as sum of cost functionals over the intervals [t i , t i+1 ], 0 ≤ i ≤ N −1. Taking u(t) = A i (t)x(t)+b i (t)−f (x(t), t), on [t i , t i+1 ], 0 ≤ i ≤ N −1, the dynamic programming method and improvements of approximations described in the previous section can be utilized to find an approximate optimal solution for the control function u(t).
Conclusions
In this paper, we have presented a dynamic programming based formulation for obtaining a best piecewise linear approximation for continuous vector fields with the solution constrained by arbitrary boundary conditions. The method attempts obtain a fast but reasonably accurate approximate solution. The method also assumes a discrete space. The parameters to be determined are of the form π i = (A i (t), b i (t), θ i ) used to approximate the vector field in the interval [t i , t i+1 ], for 0 ≤ i ≤ N − 1. The components A i (t) and b i (t) contain undetermined linear combinations of some fixed basis functions (such as polynomials) defined on the interval [t i , t i+1 ]. The objective function for minimization of error can be chosen to be the standard L 2 -norm or it can also be chosen from among a large class of error functionas including the uniform metric. The particular aspect of the error functional that allows a formulation of the dynamic programming method is usually a recurrence relation that an associated k-step functional satisfies. In the proposed method, the k-step functionals satisfy a one-step recurrence relation. It is possible to formulate dynamic programming based methods also for error functionals satisfying more general recurrence relations, involving difficult parameter dependencies. A method for improving an initial approximation by successive iterations is also presented. The proposed method also updates the boundary values. The correction function in the interior of the interval is found by Newton-Raphson method. The instant when to switch from the dynamic programming method to successive iterations method for improvement of the current solution can be determined based on the width of the convergence set for the Newton-Raphson method.
