Abstract-Recently, application-layer multicast has emerged as an attempt to support group applications without the need for a network-layer multicast protocol, such as IP multicast. In application-layer multicast, applications arrange themselves as a logical overlay network and transfer data within the overlay network. In this paper, Delaunay triangulations are investigated as an overlay network topology for application-layer multicast. An advantage of Delaunay triangulations is that each application can locally derive next-hop routing information without the need for a routing protocol in the overlay. A disadvantage of a Delaunay triangulation as an overlay topology is that the mapping of the overlay to the network-layer infrastructure may be suboptimal. It is shown that this disadvantage can be partially addressed with a hierarchical organization of Delaunay triangulations. Using network topology generators, the Delaunay triangulation is compared to other proposed overlay topologies for application-layer multicast.
I. INTRODUCTION
Recently, the limited availability of IP Multicast in widearea networks has motivated researchers to investigate solutions which implement multicast support completely in the application layer. The general approach is that applications self-organize into a logical overlay network, and transfer data along the edges of the overlay network using unicast transport services. Here, each application communicates only with its neighbors in the overlay network. By forwarding packets from neighbor to neighbor, multicast forwarding is performed at the application layer 1 (see Figure 1 ). Application-layer multicast has a number of attractive features: (a) There is no requirement for multicast support at the network layer; (b) There is no need to allocate a global group identifier (such as the IP multicast address); (c) Since data is sent via unicast, flow control, congestion control, and reliable delivery services that are available for unicast can be exploited. Drawbacks of application-layer multicast are that, since data is forwarded between end-systems, end-to-end latencies can be large. In addition, if multiple edges of the overlay are mapped to the same network link, multiple copies of the same data may be transmitted over this link, resulting in an inefficient use of bandwidth. Thus, important performance measures for overlay network topologies for application-layer multicast are the relative increase of end-to-end latencies and the increase of bandwidth requirements as compared to network-layer multicast.
Previous works on overlay topologies for application-layer
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1 Application-layer multicast can be implemented by proxy-servers at the edges of the network, e.g., [3] . multicast fall into three groups. The first group of works constructs a single tree [8] , [9] , [7] , [14] and all applications use this tree to disseminate data. A drawback of using a single tree is that the failure of a single application causes a partition of the overlay topology. The second group of works constructs a graph and transmits data along spanning trees which are embedded in the graph [3] , [4] . A drawback of this approach is that the calculation of spanning trees requires running a routing protocol within the overlay, which adds complexity to the overlay network. In both groups above, nodes send probe messages to each other to measure latencies in the network-layer topology. These measurements are used to build an overlay network that is a good fit for the network-layer topology. The third group of works completely ignores the network-layer infrastructure when the overlay network is constructed. Here, the overlay is built as a graph with properties so that spanning trees can be easily embedded without the need for a routing protocol, e.g., as a hypercube [12] . A disadvantage of ignoring delays at the network layer when building an overlay network is that the resulting overlay network may not be a good match for the network-layer topology.
The work presented in this paper falls into the third group of overlay topologies. Specifically, this paper examines Delaunay triangulations as overlay topologies for application-layer multicast. We show that Delaunay triangulations can be built in a distributed fashion, and that multicast trees can be embedded in a Delaunay triangulation overlay without requiring a routing protocol in the overlay. We also present two methods which impose a hierarchical structure on a Delaunay triangulation, thereby achieving a better match of the overlay to the network-layer topology. We evaluate the Delaunay triangulations using synthesized network topologies, and show that Delaunay triangulations are a viable solution for application-layer multicast.
II. DELAUNAY TRIANGULATION AS AN OVERLAY NETWORK TOPOLOGY
A Delaunay triangulation, for a set of vertices A, is a triangulation such that for each circumscribing circle of a triangle formed by three vertices in A, no vertex of A is in the interior of the circle. In Figure 2 we depict a Delaunay triangulation and the circumscribing circles of some of its triangles. Delaunay triangulations have been studied extensively in computational geometry [6] and have found applications in many areas of science and engineering, including communication networks, e.g., [1] , [10] . 
A. Delaunay Triangulation Overlay Network
For establishing a Delaunay triangulation overlay, each application, henceforth called 'node', is associated with a vertex in the plane with given (x,y) coordinates. The coordinates are assigned via some external mechanism (e.g., GPS, user input) and should reflect the geographical locations of nodes. Two nodes have a logical link in the overlay (i.e., are 'neighbors'), if their corresponding vertices are connected by an edge in the Delaunay triangulation constructed from the set of vertices from all nodes.
The properties of a Delaunay triangulation make it attractive as an overlay topology for application-layer multicast. The number of edges at a vertex in a Delaunay triangulation is generally small. Specifically, since each triangulation of n vertices has at most 3n 3 edges, the average number of edges at each vertex is less than 6. Even though, in the worst-case, the number of edges is n 1, the maximum number of edges is usually small. 2 Triangulations generally have a set of alternative nonoverlapping routes between any pair of vertices. The existence of such alternative paths can be exploited by an applicationlayer overlay when nodes fail or are not responsive.
It is important to note that no network delay measurements are required to establish a Delaunay triangulation overlay network.
In addition to the above, the Delaunay triangulation has two desirable, and in fact, with exception of [12] , unique properties among proposed overlay topologies for multicast. First, once the topology is established, packet forwarding in the overlay can be performed without the need for a routing protocol. Second, the Delaunay triangulation can be established and maintained in a distributed fashion. Both properties will be discussed in the next subsections. Node A determines that it is the parent node for node C, since the angle \RCA is smaller than angles \RCD and \RCB. Likewise, B and D determine that they are not the parent of node C, since \RCA < \RCB and \RCA < \RCD, respectively.
B. Compass Routing
Multicast and unicast forwarding in the Delaunay triangulation is done using spanning trees that are embedded in the Delaunay triangulation overlay, and have the sender as the root of the tree. In the Delaunay triangulation, each node can locally determine its children nodes with respect to a given tree, using the coordinates of its neighbors and the coordinates of the sender.
Local forwarding decisions at nodes are done using the concept of compass routing [11] . The basic building block of compass routing is that a node A, for a root node R, computes a node B as the parent in the tree, if B is the neighbor with the smallest angle to R. This is illustrated in Figure 3 . We can use the same concept for calculating children nodes. Specifically, a node A determines that a neighbor C is a child node with respect to a tree with root R, using the following considerations. Since the topology is a triangulation, the edge AC is a border of two triangles, say 4ABC and 4ACD (see Figure 4) . A determines that C is a child node with respect to R, if selecting A leads to a smaller angle from C to R, than selecting B and D. If each node performs the above steps for determining children nodes, the nodes compute an embedded tree with root node R. A Delaunay triangulations can be defined in terms of a locally enforceable property. A triangulation is said to be locally equiangular [15] if, for every pair of triangles 4acb and 4abd that share a common edge (in this case, a b ), the minimum internal angle of triangles 4acb and 4abd is at least as large as the minimum internal angle of triangles 4acd and 4cbd. This property is illustrated in Figure 5 . In [15] it was shown that a locally equiangular triangulation is a Delaunay triangulation.
C. Building Delaunay Triangulations with Local Properties
If a node knows the coordinates of its neighbors' neighbors it can determine (and enforce) that the local triangles satisfy the locally equiangular property. We have devised and implemented a network protocol where each node locally enforces the equiangular property, and, thereby, establishes and maintains a Delaunay triangulation. Space limitations prevent us from including a description of the protocol in this paper.
III. IMPROVEMENTS TO DELAUNAY TRIANGULATION OVERLAYS
A Delaunay triangulation is a good overlay topology if coordinates of nodes reflect their relative geographical location and the network delays between nodes reflect the distances between their geographical locations. Since these conditions may not be met, that is, two nodes may be geographically close, but the shortest path through the network is long, we propose two methods that achieve a better mapping of the overlay topology to the network-layer infrastructure via hierarchically organized triangulations.
A. Delaunay Triangulations with Hierarchy
Many networks have a hierarchical topology, with backbone networks, regional networks, and local networks. We can account for this hierarchy by establishing a separate Delaunay triangulation for each local network, regional network, and so one, and representing each triangulation at a lower hierarchy level as a single node in the higher hierarchy level. In a Delaunay triangulation overlay this can be accomplished by enforcing that one node, e.g., the node with the highest coordinates, becomes the representative of the entire triangulation in the next hierarchy level. The representative for a triangulation acts as a gateway for all traffic that is not local to the triangulation. In Figure 6 we illustrate a network with a two-level hierarchy.
B. Delaunay Triangulations with 'Bounding Boxes'
Consider a subset of vertices in a triangulation. Suppose that four vertices are added to form a 'bounding box' around this subset, with coordinates (x y ), (x y ), (x y ), and (x y ). Suppose the coordinates of the added nodes are selected such that no vertex outside the bounding box is inside the circumscribing circles formed by two neighboring vertices from the bounding box and any vertex inside the bounding box. Then, when using compass routing (see Section II.2), the path between vertices inside and outside the bounding box must pass through one of the vertices of the bounding box (see Figure 7) .
We exploit the notion of 'bounding boxes' to establish hierarchical organization of the Delaunay triangulation. The nodes in a local network are surrounded by a 'bounding box', all local networks in a regional network are surrounded by a larger bounding box, and so on. Bounding boxes can be established in several ways: Some nodes modify the coordinates of their corresponding vertices to those of the bounding box, or some dedicated node, e.g., the node whose vertex has the highest coordinates, is associated with all four vertices from the bounding box.
IV. EVALUATION
We present a comparative evaluation of the overlay topologies discussed in this paper and some overlay topologies from the literature. The basis for our evaluation is a software tool for network topology generation [2] . We present results for a socalled Transit Stub topology which generates a network with a 2-layer hierarchy. The parameters for the topology are as follows. The network consists of 4 transit domains, each with 16 routers. The routers of each transit domain are randomly distributed over a 1024 1024 grid. There are 64 stub domains, each with 15 routers spread over a 32 32 grid. Each stub domain is connected to a transit domain router. Links between routers in transit and stub domains are set using the 'Waxman method' in [2] . The average number of links per router is approximately 3. Hosts are connected to a router of a stub domain and are distributed over a 4 4 grid with the stub domain router at the center of the grid. The total number of hosts in the entire network is varied from 2 to 512 hosts, in increments of powers of 2. The hosts are distributed uniformly over the stub domains.
We assume that all unicast traffic is carried on the shortestdelay path between two hosts, where the delay between two hosts is determined by the length of the shortest path in the generated topology. For each generated network topology, we construct a set of overlay networks. Each host participates in an overlay as a single node. We consider the following overlay topologies.
1. The Delaunay triangulation is as described in Section II. The coordinates of nodes are the grid coordinates of the hosts in the generated graph. 2. The Delaunay triangulation (DT) with Hierarchy was described in Section III.1. We use a two-layer hierarchy, which builds one triangulation for each stub domain, and one triangulation for all transit networks. In each stub domain, the node with the highest coordinates is the representative in the higherlevel triangulation. 3. The Delaunay Triangulation (DT) with Bounding Boxes is from Section III.2. Here, one bounding box is generated for each stub domain. In each domain, one node represents all four nodes of the corresponding bounding box. 4. A Minimum Spanning Tree (MST) is an overlay network which builds a shared tree with minimum total delay, similar to the ALMI protocol [14] . 5. A Degree-3 minimum spanning tree is used to represent a topology which will be very similar to topologies generated by the Yoid protocol [8] . In this overlay, each node has at most 3 links. We select a binary tree as an initial topology and use the update procedures described in [8] to improve the tree. We use the overlay network that is the result of 720 rounds of updates. 6. A Degree-6 graph is an overlay network similar to those created by the Narada protocol [4] . The algorithm establishes a mesh network, where each node has at most 6 logical links. For multicast delivery, the method uses a DVMRP routing algorithm for building per-source trees [5] . The protocol performs periodic unicast delay measurements and improves the mesh, based on these measurements. We show results of the overlay network which is obtained from 720 rounds of improvements. 7. The Hypercube topology builds an incomplete hypercube topology between hosts by completely ignoring the network topology [12] . Data is disseminated using trees which are embedded using an algorithm described in [13] .
For a performance comparison of overlay networks we use the performance metrics relative delay penalty (RDP) and stress, which have been used in the related literature (e.g., [4] ).
The relative delay penalty (RDP) for two hosts is the ratio of the delay in the overlay to the delay of the shortest-delay unicast path.
The stress of a network-layer link is the number of identical copies of a packet that traverse the link for any given tree embedded in an overlay network. For network-layer multicasting, e.g., IP multicast, both RDP and link stress are equal to 1. We point out that there are many other measures which can be used to evaluate overlay networks, such as the robustness of the topology to link or node failures, the speed of convergence of the overlay topology, and the overhead of the routing protocol in terms of computation and bandwidth needs.
It is important to note that the results for stress and relative delay penalty are dependent on the randomly generated network topology. To account for some of the randomness, we present all numerical data as averages from 5 randomly generated network topologies, where for each network topology the same parameters are used. Results for Stress: In Figure 8 we show the values for stress for various overlays when the number of hosts is varied between 2 and 512. The results show the average values ( Fig. 8(a) ), and the 90th percentile values (Fig. 8(b) ) for the stress of links.
With exception of the hypercube topology, all overlay topologies show similar values for stress. The figure also shows that our variants to the Delaunay triangulation, 'Bounding Boxes' and 'Hierarchy', result in noticeable improvements. Results for Relative Delay Penalty (RDP): Figure 9 depicts the RDP values between all pairs of hosts. The results show that overlay networks which take into consideration the network-layer topology incur a lower RDP than our Delaunay triangulations. Here, the improvements presented in Section III do not result in considerable improvements.
Considering that Delaunay triangulation are built without any knowledge of the network-layer topology, the numerical results are very encouraging. A comparison with the results of the hypercube overlay, the only other topology that is built without accounting for the network-layer infrastructure, indicates that the Delaunay triangulation is the preferred overlay network when measurements of the network-layer infrastructure are not available or not practical. 
V. CONCLUSIONS
In this paper we have evaluated the use of Delaunay triangulations as overlay network topologies for application layer multicast. A key advantage of using a Delaunay triangulation is that multicast trees can be embedded in the topology without running a routing protocol in the overlay. Also, different from most existing approaches, no measurements between nodes are needed to establish the overlay networks. We showed approaches that can improve the matching of the Delaunay triangulations to a hierarchically organized network layer topology, and evaluated them using synthetically generated network topologies. In ongoing work we are experimenting with an implementation of a protocol which establishes a Delaunay triangulation.
