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Capture-recapture methods and models:
Estimating population size
Ruth King and Rachel McCrea
Abstract
This book chapter describes ecological capture-recapture studies and as-
sociated models often fitted to capture-recapture data to obtain estimates of
total population size. Such estimates can be important for numerous reasons,
including for example, conservation and management purposes. We focus on
different forms of heterogeneity that may affect the propensity of individuals
to be observed within the study period. Failing to account for such hetero-
geneity can lead to significant bias in the population estimates. We focus on
different types of heterogeneity corresponding to recorded (discrete-valued)
covariates/characteristics of individuals that are observed within the study
period; in addition to unobserved heterogeneity in the form of mixture dis-
tributions. The different models are motivated and discussed, including the
specification of the likelihood functions, before being applied to a real dataset.
Finally we conclude with a discussion including the modern challenges which
are arising due to technological advances.
Key words: Abundance; Capture histories; Discrete covariates; Heterogeneity;
Likelihood; Mixtures; Models
1 Introduction
Population sizes are of interest across a wide spectrum of disciplines and geographical
scales. For example, at the macro-scale, such as the number of individuals on the
planet; to the micro-scale, such as the number of specific animals that inhabit a
localised area; and everything in between. Many different data collection techniques
are used to look at population sizes and their trends over time. These include for
example national censuses sent to all households (carried out periodically in many
countries, such as the UK and US every 10 years) or local sub-sampling of individual
animals within a small survey area. In practice, observing all members of a given
population is often infeasible for a combination of resource and pragmatic issues.
For example, marine animals primarily spend their time underwater and traverse a
very wide location so that survey boats may not observe the animals despite being
in the same area; alternatively problem drug users live in communities and their
drug use may be well hidden. Thus, reliable estimation of total population sizes, for
hidden or difficult to observe populations, is an important aspect in many different
areas. For example, within wildlife conservation the IUCN Red List of Threatened
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Species (http://www.iucnredlist.org) classifies species and plants in relation to their
conservation status and uses, amongst other criteria, population size (and trends
over time of these) in categorising the different species. Alternatively, assessing
the impact of different governmental policies on populations such as the homeless
or problem drug users will require robust estimation of population sizes in order to
detect associated changes over time; similarly financial socio-economic planning may
be dependent on these sub-populations, with areas with a higher level of problem
drug use requiring additional healthcare resources. See for example, Böhning et al
(2018), for further discussion and associated examples of this type.
In this book chapter we focus on ecological populations, and the estimation of
wildlife population sizes. There are many different ways that data can be collected
on such populations. The most accurate, in terms of a complete census count of all
individual animals within the population, is typically not possible due to the nature
of the population combined with time and financial resource limitations. In such
circumstances partial observation and enumeration of the population under study
may be possible. These may take multiple different forms including, for example,
distance sampling (where for line transect sampling observers traverse some tran-
sect and record the number of animals observed and their distance to the transect;
Buckland et al (2004)); aerial survey data over a given region (i.e. a snapshot of
individuals within the given location and time; Fleming and Tracey (2008)); and
nets/traps to capture animals that pass through a given area (Ralph and Dunn,
2004). Typically, multiple types of surveys may be conducted and a combination of
both spatial and temporal replications used.
We focus on repeated surveys over time, such that there are a series of “capture”
occasions where researchers go into the field at distinct times, and subsequently
identify and record all individuals observed from the population of interest. Such
studies are generally referred to as capture-recapture (or mark-recapture/resight)
studies (see for example King (2014); McCrea and Morgan (2014)). We note that for
the analogous case within epidemiological studies, the capture occasions correspond
to different lists of individual names, such as hospital records, police records etc.;
the data are consequently often referred to as multi-list data, and the approach of
using such data to estimate the total population size “multiple systems estimation”
(see for example, Bird and King (2018) for a review).
For standard capture-recapture studies it is assumed that individuals are uniquely
identifiable at each capture occasion. This assumption permits the construction of
individual capture histories for each individual observed within the study, detailing
which capture occasions they are (or are not) observed. Traditionally, to uniquely
identify individuals, marks are applied to an individual the first time it is observed,
such as a tag attached (e.g. sheep, seals) or a ring applied to its leg (e.g. common
for many bird species). However, new techniques for uniquely identifying individuals
include the use of DNA (for hair/scat samples; Lukacs and Burnham (2005a)) or
natural unique markings and photographic identification (e.g. great crested newts,
seals, tigers; Worthington et al (2018b); Smout et al (2011); Royle et al (2009)) - the
latter becoming increasingly common with the use of motion sensor traps. There are
several attractions for the use of these latter new technologies as they do not disturb
the animals by the addition of an artificial mark and the associated marks cannot
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generally be lost; however there is a trade-off as uniquely identifying individuals can
be more difficult and can lead to additional uncertainty in the capture histories (see
Section 5 for further discussion of modern techniques).
The primary parameter of interest within such capture-recapture studies is the
total population size. However, in estimating this we also need to consider the
capture probabilities of the animals, i.e. the probability that a given individual is
observed at a given capture occasion - though these parameters are essentially re-
garded as nuisance parameters. The capture probabilities may be dependent on a
number of different factors such as the effort expended at the given capture occasion
(the longer amount of time, or increased number of observers, the more likely an
individual may be seen); the time of day that animals are attempted to be observed
(animals may be more active at different times of day, such as dawn or dusk, depen-
dent on the species); geographical location (seeing an individual in areas with long
grass is typically much harder than seeing an individual in open short grassland);
and many other additional factors including individual characteristics. Despite the
capture probabilities being nuisance parameters, and typically not of interest them-
selves, the dependence structure of the capture probabilities may have an appreciable
impact on the overall estimate of total population size - see for example Cubaynes
et al (2010). We discuss different forms of heterogeneity that may affect the capture
probabilities, and hence estimate of the total population size. We focus on models
associated with discrete forms of heterogeneity (both at the global and individual
levels), which may be either observed or unobserved. In this book chapter we focus
on the models themselves and for illustration apply a classical approach to the data.
For a discussion of the use of Bayesian methods, see for example, King (2012); King
et al (2009).
In Section 2 we give a brief history of the use of capture-recapture data in terms
of the number of capture occasions used, from the simplest, minimum, case of just
two occasions to multiple occasions and associated modelling issues, focusing on
closed populations where it is assumed that there no births/deaths or migrations
within the study period. In Section 3 we discuss in more detail the different forms of
heterogeneity (observed and unobserved; time-invariant and time-varying) that may
be present in the system, particularly in reference to the capture probabilities, and
the associated impact on the statistical analysis. We extend the ideas to open popu-
lations in Section 4. In Section 5 we provide a general discussion and briefly describe
further extensions to the models described within this book chapter. Throughout
these sections we primarily focus on a simple capture-recapture example relating to
deer mice for comparison of the different models.
2 Closed population capture-recapture studies
Within this section we begin by describing the simplest form of capture-recapture
studies, where there are just two sampling occasions, before discussing issues relating
to this two-sample approach. Some of these shortcomings, and necessary associated
assumptions, can be addressed by increasing the number of capture occasions within
the study. We define the multiple occasion approach and discuss in further detail
the associated heterogeneities that may arise, that, if unaccounted for, can lead
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to significant bias within the estimates of the total population size. Models that
account for different types of heterogeneity given the available information within
the data are discussed. For the different models described, we fit the models to data
from a capture-recapture study of mice and discuss the corresponding results.
2.1 Simple beginnings - Lincoln-Petersen estimator
We begin by describing the simplest capture-recapture study where there are just two
capture occasions. We assume that the population is closed so that the population
size is fixed over the study period with no entries to, or exits from, the population.
The capture history for a given individual observed within the study corresponds
to the pair (x1, x2) where xt = 0, 1 corresponding to whether the individual was not
observed (xt = 0) or observed (xt = 1) at time t = 1, 2. There are three possible
observable capture history combinations:
(1, 1) (1, 0) (0, 1).
The first pair corresponds to an individual being observed at both capture occa-
sions; the second to only being observed at the first occasion; and the final pair to
only being observed at the second occasion. Clearly there is a further unobservable
capture history: (0, 0).
The data can be summarised as the number of individuals with each given ob-
served capture history (or pair). Let nij denote the number of individuals with
capture history (i, j) for i, j = 0, 1. The observed data correspond to n11, n10
and n01 - the number of individuals with each distinct combination of observ-
able capture histories. The number of individuals not observed at either capture
occasion, denoted by n00 is unknown. The total number of observed individu-
als is given by n = n11 + n10 + n01. The true total population size is given by
N =
∑1
i=0
∑1
j=0 nij = n00 + n and is the primary parameter of interest to be esti-
mated.
The observed data are often usefully represented in the form of an incomplete
(contingency) table, where the cell entries correspond to the number of individuals
with the given capture history - see Table 1.
Capture occasion 2
0 1
Capture 0 n00 = ? n01
occasion 1 1 n10 n11
Table 1: An example of the observed data of a capture-recapture study with two
capture occasions. The cell n00 corresponding to the number of individuals not
observed by either occasion is unobserved and hence unknown.
The pattern of the observed cell entries permits the estimation of the total pop-
ulation size, N , (or equivalently the number of individuals in the population not
observed at either occasion, n00). For example, the following argument can be ap-
plied, given the assumption that the probability an individual is observed at occasion
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2 is independent of whether or not they are observed at occasion 1. In this case we
would expect the ratio of observed individuals to unobserved individuals at occasion
2 to be approximately equal for the two subsets of animals corresponding to those
(i) observed at occasion 1, and (ii) not observed at occasion 1. Mathematically, this
means that we would expect:
n11
n10
≈ n01
n00
.
Rearranging the equation we obtain the corresponding estimates:
nˆ00 =
n01n10
n11
; and Nˆ =
(n11 + n10)(n11 + n01)
n11
.
This estimate can be obtained using analogous arguments by equating different
ratios or proportions of the cell entries which should be (approximately) equal if
the probability an individual is observed on the second occasion is independent of
whether or not they were observed on the first capture occasion.
This estimate for the total population size, Nˆ , is typically referred to as the
Lincoln-Petersen estimate (Lincoln, 1930; Petersen, 1896). For a discussion of the
history of the estimate see for example, Goudie and Goudie (2007). The estimate
pre-dates both Lincoln and Petersen by several hundred years, dating back to at least
the 1600s, when Graunt used a similar idea to estimate the size of the population of
England and the effect of the plague. However, the most famous early application of
the estimate is typically attributed to Laplace (Laplace, 1786) - and the application
of these ideas to estimate the total population of France in 1802 using “occasions”
corresponding to birth records across France and local complete municipality census
records (Bird and King, 2018).
The Lincoln-Petersen estimate is also the maximum likelihood estimate (MLE)
for the total population size so that it is a consistent estimate, however it is not
unbiased. This led to the proposal of the Chapman estimator (Chapman, 1951)
that is less biased and given by:
Nˆ =
(n11 + n10 + 1)(n11 + n01 + 1)
n11 + 1
− 1.
2.1.1 Example: mice data
We consider an example of capture-recapture data relating to deer mice (peromyscus
maniculatus) collected using traps over a period of 6 consecutive days at East Stuart
Gulch, Colorado by V. Reid. See Huggins (1991) for further discussion of the data.
For the purposes of demonstrating the application of the two sample estimators, we
simplify the data by defining capture occasion 1 to be days 1-3 and capture occasion
2 to be days 4-6. Thus an animal caught in a trap on any of the days 1, 2 or 3 was
recorded as being observed at capture occasion 1; and similarly an animal caught
in a trap on any of the days 4, 5 or 6 was recorded as being observed at capture
occasion 2. Note that we will consider the data more fully in Sections 2.2 and 3,
and in particular we will remove the combining of days implemented here. The
corresponding, simplified, two sample capture-recapture data are provided in Table
2.
5
Capture occasion 2
0 1
Capture 0 ? 9
occasion 1 1 2 27
Table 2: Observed mice data using a two sample capture-recapture study.
Applying the Lincoln-Petersen estimator we obtain an estimate of the total pop-
ulation size of 38.41. The corresponding 95% confidence interval for the total pop-
ulation using a non-parametric bootstrap approach is given by (38.19, 38.81). We
note that applying the Chapman estimator provides a very similar estimate of 38.64
and associated 95% non-parametric bootstrap confidence interval of (38.00, 40.09).
Both estimates suggest that the majority of individuals have been observed within
the study with little uncertainty.
Throughout this chapter we apply a non-parametric bootstrap approach for cal-
culating the confidence intervals of the parameters. To calculate the associated
confidence interval of the parameters, within each bootstrap replication, we sim-
ulate “new” data by sampling with replacement over the set of observed capture
histories, and calculate the associated MLEs of the model parameters. Thus, we
take the capture histories as the sampling level. We use a percentile bootstrap
confidence interval by taking the lower and upper 2.5% quantiles of the associated
MLEs obtained over the bootstrap replicates. The non-parametric bootstrap ap-
proach is used for several reasons: (i) the bootstrap approach does not rely on the
asymptotic normality assumption which is perhaps questionable in this case given
the amount of available data; (ii) the estimates of population size are close to the
boundary leading to unreliable confidence intervals (using the delta method to ob-
tain standard errors of transformed estimates even when this may appear reasonable
may lead to naive confidence intervals with bounds outside the permissible range);
(iii) for ease of use for calculating associated confidence intervals of functions of the
estimated parameters (see for example Section 3.2 where we individually estimate
the population sizes of sub-groups corresponding to males and females, and wish to
also obtain an estimate of the total population size).
For the above observed data, with only two capture occasions, the estimates
rely on a number of assumptions. For example, this includes that the population
is homogeneous with regard to capture probabilities, so that all individuals have
the same capture probability at a given occasion. In particular this implies that the
capture occasions are independent of each other so that an individual observed at the
first capture occasion does not affect the associated probability that the individual
is observed on the second capture occasion - recall the rationale underlying the
Lincoln-Petersen estimator. In other words the probability that an individual is
observed at the second capture occasion is independent of whether or not they
are observed at the first capture occasion. Deviations in the system from such
assumptions will lead to unreliable and biased estimates of the total population
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size. However, unfortunately, for two sample capture-recapture studies it is not
possible to test such assumptions - we have 3 observed data values permitting the
estimation of 3 parameters: the total population size, the probability an individual
is observed at capture occasion 1, and the probability an individual is observed at
capture occasion 2. There are no additional degrees of freedom to model or test for
independence or additional heterogeneity. We have however simplified the data for
this example for comparability with later analyses. A simple visual inspection of the
more detailed data suggests that these assumptions are likely to be violated. For
example, some mice are captured on all 6 occasions whilst others are captured only
once, leading us to question the assumption of equal detectability of all individuals.
An obvious way to investigate such issues and address them within the modelling
process is to extend the study design and consider multiple capture occasions (as is
the case with the more detailed mice data).
2.2 Multiple capture occasions
Expanding the number of capture occasions is a natural extension to the two-sample
case and associated Lincoln-Petersen estimator. Suppose that there are a total of
T capture occasions. The data collection process extends immediately so that on
each capture occasion t = 1, . . . , T individuals are uniquely identified and recorded
before being released. A number of assumptions are typically made with regard to
the population, including:
- The population is closed (though we discuss how this may be relaxed in Section
4);
- Animals cannot lose or change their unique identifying marks so that there is
no misidentification within the study (i.e. there are no false positives or false
negatives with regard to matching individuals across sightings);
- All individuals behave independently of each other.
For further discussion of these (and additional) assumptions, see for example, Mc-
Crea and Morgan (2014).
2.2.1 Schnabel census
Early studies to look at multiple (> 2) capture occasions simply recorded the number
of times that each individual was observed within the study period, and such data are
typically referred to as a Schnabel census (Schnabel, 1938). This can be thought of
as similar to a binomial coin-tossing example - where we simply record the number of
“successes” (i.e. heads or tails) but not where the successes occur in the T coin tosses.
The data were recorded as the number of individuals observed a total of t times
within the study period, denoted by ft, for t = 1, . . . , T . For notational simplicity
we let f = {f1, . . . , fT}. The unobserved value f0 corresponds to the number of
individuals not observed within the study. The summary statistics ft for t = 1, . . . , T
are the minimal sufficient statistics for individual heterogeneity models which we will
discuss in Section 3.1. We note that, as for a binomial experiment, it is assumed
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that for each individual the associated capture (or non-capture) at each capture
occasion are assumed to be independent Bernoulli trials with the same probability
of “success” (i.e. capture probability). Recording only the number of times an
individual is observed means that we cannot investigate any time dependence on the
capture probabilities (as we do not know at what times individuals are observed).
To more fully explore dependence structures we need the full encounter (or capture)
histories of individuals over all the capture occasions.
2.2.2 Capture histories
For T capture occasions there are a total of 2T − 1 distinct observable capture his-
tories (though in general we may not observe all of these possible histories within
a given dataset) corresponding to an individual being observed or not at each pos-
sible capture occasion. Thus, here we consider the exact capture occasions that
an individual is observed, rather than simply the summary of how many times an
individual is observed, as in the Schnabel census. Notationally, we let:
xit =
{
0 if individual i is not observed at time t;
1 if individual i is observed at time t.
The capture history for individual i is denoted by xi = {xi1, . . . , xiT}. For notational
convenience, we let x0 denote the unobserved capture history, i.e. x0 = {0, . . . , 0}.
The set of all observed capture histories is denoted by x = {x1, . . . ,xD}, where D
denotes the number of individuals observed within the study. The raw data (xit
values) for the individuals observed in the study can be displayed in the form:
Capture occasion (t)
unique ID 1 2 3 · · · T
1 1 1 0 . . . 1
2 0 1 0 . . . 1
3 0 1 0 . . . 0
...
D 0 0 0 . . . 1
The “unique ID” corresponds to the unique identifier (in this case number) assigned
to each individual; and a total of D individuals are observed within the study period.
Thus D provides a lower bound on the total population size, but of course does not
provide any indication regarding the number of individuals not observed within the
study. Alternatively these data can be summarised in the form of an incomplete
2T contingency table, analogous to Table 1 extended to multiple capture occasions,
where the cell corresponding to not being observed at any capture occasion is again
unknown.
2.2.3 Model formulations
There are two common formulations for the general model that arise for capture-
recapture data corresponding to the number of individuals observed by each com-
bination of capture occasions (i.e. contingency table cell): a Poisson model; and a
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multinomial model. Both of these formulations are examples of a generalised linear
model for the data.
Poisson model
Mathematically, we index the set of possible contingency table cells by j = 0, 1, . . . , 2T−
1 and for simplicity assume that cell j = 0 corresponds to the unobserved capture
history. The associated cell entries are denoted by n0, . . . , n2T−1. For notational
simplicity we let n = {n0, . . . , n2T−1}, so that the number of observed individuals is
given by D =
∑2T−1
j=1 nj. We assume that for j = 0, . . . , 2
T − 1,
nj|µj ∼ Poisson(µj),
independently, where µj denotes the mean cell counts. The cell counts µj are as-
sumed to be a function of a number of model parameters, such as an underlying
prevalence level and propensity of being observed at each capture occasion. In gen-
eral, we let the mean cell count model parameters be denoted by θ.
We note that only the cell entries for j = 1, . . . , 2T − 1 are observed. We let the
set of observed cell entries be denoted by nobs = {n1, . . . , n2T−1}. The number of
individuals in the population but not observed in the study, denoted n0, is unknown.
However, since the cell entries are independent given the model parameters, we can
apply a two-step estimation process. First we fit the model to the observed cell
entries j = 1, . . . , 2T − 1 and estimate the model parameters. The corresponding
likelihood for the observed data is given by,
L(θ;nobs) =
2T−1∏
j=1
exp(−µj)(µj)nj
nj!
.
For example we may obtain the maximum likelihood estimates (MLEs) θˆ and associ-
ated MLE for the mean number of individuals not observed, denoted, µˆ0. Secondly,
we estimate the unobserved cell entry using nˆ0 = µˆ0, via the property of the MLE
for a Poisson random variable (recall that the cell entries are assumed to be inde-
pendent Poisson random variables). The overall estimate of the total population
size is given by,
Nˆ = nˆ0 +
2T−1∑
j=1
nj = nˆ0 +D.
Using the same form of two-step process a Bayesian approach can be implemented
and a posterior distribution for θ obtained up to proportionality. A sample from the
posterior distribution can be obtained using standard techniques, such as as Markov
chain Monte Carlo; and hence a sample from the posterior distribution of n0 can
be obtained by subsequently simulating a Poisson random variable with given mean
(calculated from the sampled θ values).
Multinomial model
Alternatively we can consider a multinomial model formulation. Suppose that we
randomly select an individual from the population of interest - that individual must
9
have one of the possible 2T capture histories. The probability associated with cap-
ture history j = 0, . . . , 2T − 1 is denoted by qj; and we set q = {q0, . . . , q2T−1}.
Summing over the number of individuals in the population leads to,
n|N, q ∼Multinomial(N, q).
The corresponding likelihood of the capture histories, conditional on the total pop-
ulation size, is given by,
L(N, q;nobs) =
N !∏2T−1
j=0 nj
2T−1∏
j=0
q
nj
j ,
where N = n0 + D (or conversely n0 = N − D) and N corresponds to the to-
tal population size. This likelihood can be directly maximised in order to obtain
unconditional MLEs of the parameters, and in particular the total population size.
We note that we can factorise the multinomial likelihood as follows:
L(N, q;nobs) =
N !
D!(N −D)!q
N−D
0 (1− q0)D ×
D!∏2T−1
j=1 nj
2T−1∏
j=0
(
qj
1− q0
)nj
=
N !
D!(N −D)!q
N−D
0 (1− q0)DL(q;nobs), (1)
where q0 denotes the probability that an individual is not observed within the study;
so that 1− q0 corresponds to the probability an individual is observed at least once
within the study. The first term is a binomial component corresponding to the
number of individuals not observed (or conversely observed at least once), given the
total population size N ; the second term, L(q;nobs) is a conditional multinomial
component corresponding to the number of individuals observed by each combina-
tion of sources (i.e. cells j = 1, . . . , 2T ), conditional on an individual being observed
at least once within the study.
Relationship between Poisson and multinomial models
It is straightforward to show that for observations from independent Poisson dis-
tributions, if we condition on the sum of the observations, then the distribution of
the observations has a multinomial distribution. The associated probabilities of the
multinomial distribution are equal to the Poisson mean for that cell divided by the
sum of all Poisson mean values. Thus, suppose that for j = 0, . . . , 2T − 1 we let:
µj = Npj.
In other words the Poisson mean cell counts are equal to the total population size
multiplied by the corresponding cell probabilities. Conditional on the total popu-
lation size the cell counts have a multinomial distribution with probabilities given
by,
µj∑2T−1
j=0 µj
=
Npj
N
∑2T−1
j=0 pj
= pj.
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The Poisson model can then be factorised (after algebra) as follows:
L(N, q;n) =
exp(−N(1− q0))(N(1− q0))D
D!
×
 D!∏2T−1
j=1 nj!
2T−1∏
j=1
(
qj
1− q0
)nj
=
exp(−N(1− q0))(N(1− q0))D
D!
× L(q;nobs).
The first term corresponds to a Poisson component for the total number of observed
individuals, n, (recall that the sum of independent Poisson random variables is again
Poisson with mean equal to the sum of the means); and the second component
corresponds to the distribution of the cell counts given the number of observed
individuals (which is thus independent of the total population size N). Comparing
to equation (1) we can see that this Poisson likelihood shares the same conditional
multinomial component, L(q;nobs), (corresponding to the likelihood of the observed
cell counts conditional on only the observed individuals) - the difference lies with
the first term - either a Poisson term for the total number of individuals observed;
or a binomial component for the number of observed individuals (or equivalently
unobserved individuals) given the total population size. Sandland and Cormack
(1984) showed that the MLEs of the these multinomial and Poisson formulations
are the same. For further discussion see for example, McCrea and Morgan (2014).
Note that within this chapter we will focus on the multinomial formulation as
we will consider heterogeneity at the individual level, and the most intuitive way of
specifying the multinomial cell probabilities corresponds to individuals (or groups
of individuals) within the population. In particular, we can rewrite the multinomial
formulation as follows. Let pit denote the probability that individual i is observed at
time t; and let the set of capture probabilities be given by p = {pit : i = 1, . . . , D; t =
1, . . . , T}. In addition we let p∗ denote the probability that an individual is observed
at least once within the study period; so that 1 − p∗ is the probability that an
individual is not observed within the study period. Thus p∗ = 1− q0 in the previous
notation. The general multinomial form of the unconditional likelihood, specified at
the individual level, is given by
L(N,p;x) ∝ N !
(N −D)!
D∏
i=1
Pr(xi|p)× Pr(x0|p)N−D (2)
where Pr(xi|p) denotes the probability of capture history xi given the set of capture
probabilities p; and Pr(x0|p) the probability of an encounter history with no cap-
tures. For notational simplicity, here and throughout the remainder of this chapter,
we drop the dependence on the capture probabilities and simply write Pr(xi) and
Pr(x0) instead of Pr(xi|p) and Pr(x0|p), respectively. We note that we can write,
Pr(xi) =
T∏
t=1
pxitit (1− pit)(1−xit);
and
Pr(x0) = 1− p∗.
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In general we specify restrictions on the capture probabilities, to represent different
possible dependencies. For example, we may assume that pit = p for all individuals
i and times t - so that the capture probability is constant over time and individuals;
in this case (1 − p∗) = (1 − p)T . Alternatively the capture probabilities may vary
across capture occasions, but be consistent across individuals, so that pit = pt for all
individuals i; and (1− p∗) = ∏Tt=1(1− pt). We discuss some of these models in the
context of the mice data considered previously, before discussing these dependencies
in more detail in Section 3.
2.2.4 Example: mice data
We return to the mice data discussed in Section 2.1.1. For this study there were
6 separate trapping occasions on consecutive days - one for each day of the study.
Previously we reduced the data to 2 capture occasions by combining the trapping
occasions on days 1-3 and days 4-6. Now we consider each day of trapping as a
separate capture occasion. The data are provided by Huggins (1991) - we consider
a subset of the full data (removing further covariate information of the individual
animals) and present these in Table 3.
A total of 38 individuals are observed over the study period such that of these
17 are female and 21 are male. We ignore this additional individual characteristic
data for the moment - but will return to this in Section 3.2. Of the 38 individuals
observed only 1 individual is observed at every capture occasion; with 9 individuals
observed only once. However, the number of individuals in the study population
but not observed is unknown.
The previous estimate of the total population size using the Lincoln-Petersen
estimator on the reduced two-sample data provided an estimate of 38.41 with 95%
confidence interval (38.19, 38.81). We now extend the statistical analysis and use
the individual days to be 6 separate capture occasions. In general, there is no closed
form expression for the MLE of the total population size or capture probability,
and a numerical optimisation algorithm is applied to maximise the (log-)likelihood
to obtain the associated MLEs and associated confidence intervals. We consider 2
different models here (i) the model with a constant capture probability over time
(denoted modelM0); and (ii) the model with a different capture probability for each
capture occasion (denoted model Mt) - we discuss temporal heterogeneity in further
detail in Section 3.2.
Model M0
The simplest model for such multiple capture occasion data assumes a constant cap-
ture probability, p, for all individuals. Thus we have that pit = p for all individuals
i and time t. The likelihood can be simplified to be of the form:
L(N, p;R,D) ∝ N !
(N −D)!p
R(1− p)NT−R, (3)
where,
R =
D∑
i=1
T∑
t=1
xit =
t∑
t=1
tft;
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Individual Capture occasion (t) Individual Capture occasion (t)
number 1 2 3 4 5 6 number 1 2 3 4 5 6
1 1 0 0 1 1 1 18 1 1 1 1 1 1
2 1 1 1 0 1 1 19 1 1 0 0 1 1
3 1 0 0 1 0 0 20 1 1 0 1 1 1
4 0 1 0 0 1 0 21 1 1 1 1 1 1
5 0 1 1 0 0 1 22 1 1 0 1 1 1
6 0 1 0 1 0 1 23 1 1 1 1 1 0
7 0 1 0 0 0 1 24 1 1 1 0 0 1
8 0 0 1 0 0 0 25 1 1 1 1 1 1
9 0 0 1 1 1 1 26 1 1 0 1 1 1
10 0 0 1 0 1 1 27 1 1 0 1 1 1
11 0 0 1 1 1 1 28 1 1 1 1 1 1
12 0 0 1 0 1 0 29 1 0 1 1 1 0
13 0 0 1 0 0 0 30 0 1 0 0 0 1
14 0 0 0 1 0 0 31 0 1 0 1 0 1
15 0 0 0 1 1 0 32 0 1 1 0 1 0
16 0 0 0 0 1 0 33 0 1 0 0 1 1
17 0 0 0 0 0 1 34 0 0 0 1 1 1
35 0 0 0 0 1 0
36 0 0 0 0 1 0
37 0 0 0 0 0 1
38 0 0 0 0 0 1
Table 3: The capture histories of the 38 deer mice observed (arbitrarily numbered)
over the 6 capture occasions. A “0” indicates the individual is unobserved at the
given capture occasion; and a “1” that the individual is observed at the given capture
occasion. Individuals 1-17 are female (left-hand side); individuals 18-38 are male
(right-hand side).
such that D = 38 and T = 6. Recall, from Section 2.2.1, ft denotes the number of
animals observed at t different capture occasions within the study. We note that
R = 120 simply corresponds to the number of captures observed within the study
period.
For model M0 the summary statistics R and D are minimally sufficient. The
likelihood can be easily interpreted as a form of binomial expression where, for each
individual in the population, we have a series of simple independent and identical
Bernoulli trials corresponding to whether or not the individual is observed at each
of the capture occasions. Under this binomial model (i.e. model M0) we obtain an
MLE for N of 38 and associated 95% non-parametric bootstrap confidence interval
of (38.00, 38.22). We note that this estimate is slightly smaller than the previous
Lincoln-Petersen estimator with a reduced 95% confidence interval width. It is per-
haps not surprising that the confidence interval is narrower, since we are estimating
the total population size using all 6 capture occasions (and not aggregated to sim-
ply two occasions), so that we are using greater amount of information and have
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only 2 parameters to estimate (i.e. N and p). We also note that the estimate of
the total population is on the boundary of the parameter space. Further the MLE
of the (common) capture probability is 0.526 with 95% non-parametric bootstrap
confidence interval (0.434, 0.614).
We note that the Lincoln-Petersen estimator does not assume the same cap-
ture probability at each of the two capture occasions, simply that each individual
has the same probability of capture within a single capture occasion. The capture
probabilities themselves are assumed to be different. In particular, the MLEs (95%
non-parametric bootstrap confidence intervals) of the capture probabilities are 0.729
(0.595, 0.889) for capture occasion 1 and 0.989 (0.856, 0.994) for capture occasion
2. Thus this suggests that assuming a constant capture probability may not be
appropriate, for example, as sampling conditions can vary over time. Of course the
Lincoln-Petersen estimator has simplified the data by aggregating the capture oc-
casions, but, for consistency, the same number of capture occasions are aggregated
within each of the two sampling periods.
We now consider the six capture occasions in more detail. Under the assumption
of a constant capture probability we would expect approximately the same number
of individuals to be observed at each capture occasion. We let Rt denote the number
of individuals observed at capture occasion t = 1, . . . , T , and set R = {R1, . . . , RT}.
For the mice data we have the following number of observed captures at each occa-
sion:
Capture occasion (t)
1 2 3 4 5 6
Number observed (Rt) 15 20 16 19 25 25
These data would perhaps suggest that the capture probability is not constant over
time - so that we consider an alternative model allowing for different capture prob-
abilities at each capture occasion.
Model Mt
For this model we assume that each of the capture occasions have a different capture
probability (but that the capture probabilities are the same for each individual
at a given capture occasion). We let pt denote the capture probability at time
t = 1, . . . , T , and for notational simplicity we let the set of all capture probabilities
be denoted by p = {p1, . . . , pT}. The multinomial likelihood formulation for this
model can be reduced to:
L(N,p;D,R) ∝ N !
(N −D)!
T∏
t=1
pRtt (1− pt)N−Rt , (4)
where for the mice data D = 38; T = 6; and the Rt values are given above. Using
a numerical optimisation algorithm we obtain the MLE (95% non-parametric boot-
strap confidence interval) of N to be 38.00 (38.00, 38.05). This estimate is similar
to the previous estimate for model M0, but with a slightly shorter confidence inter-
val (i.e. less uncertainty), most likely due to the improved fit of the model to the
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data due to the greater flexibility of the additional parameters in the model. The
associated MLEs and associated 95% non-parametric bootstrap confidence intervals
of the capture probabilities are:
Capture MLE 95%
occasion pˆt confidence interval
1 0.395 (0.237, 0.553)
2 0.526 (0.364, 0.684)
3 0.421 (0.263, 0.579)
4 0.500 (0.342, 0.658)
5 0.658 (0.500, 0.816)
6 0.658 (0.500, 0.816)
Thus we note that there is some variability with regard to the estimated capture
probabilities, although the confidence intervals are overlapping for all capture occa-
sions.
To formally compare the models,M0 andMt, (and additional models throughout
this chapter), we will consider Akaike’s Information Criterion (AIC; Akaike (1974)).
The AIC statistic is defined to be equal to the deviance (-2 × log-likelihood evalu-
ated at the MLE of the parameters) plus 2 × the number of parameters. For further
discussion of model selection techniques, and in particular with reference to the
AIC statistic, see for example, Burnham and Anderson (2002). The associated AIC
statistics of modelM0 andMt are 113.51 and 113.67, respectively. The AIC statistic
is a relative goodness of fit measure, and so in the calculation of the deviance within
this expression, we only use the multinomial combinatorial terms containing the un-
known population size (the other combinatorial terms are constants). There is very
little difference between the models,M0 andMt with regard to the AIC statistic, and
the additional time dependence of the capture probabilities have not significantly
increased the fit of the model to the data, allowing for the additional model complex-
ity (i.e. number of parameters) - this is perhaps not surprising given the overlapping
confidence intervals of the capture probabilities. Further model refinements could
be considered such as considering “low” catchable times (occasions 1-4) and “high”
catchable times (occasions 5-6) - however this is fairly arbitrary and without some
ecological justification regarding knowledge of the data collection process is difficult
to sensibly interpret. Clearly such results can lead to useful discussions with the
data collectors and ecologists to understand (and possibly improve) future study
protocols or additional data being recorded (such as effort expended at each capture
occasion; or weather conditions etc.). Thus for simplicity we will generally assume
no temporal heterogeneity for these data.
As previously mentioned, the AIC statistic is a relative goodness-of-fit measure -
given the set of models considered which model fits the data best. In order to assess
absolute goodness-of-fit (does the given model fit the observed data well?) it is
possible to compare the observed and expected values for the number of individuals
with each possible capture history (i.e. cell entries) and apply a Pearson chi-squared
test, for example. Considering such tests will typically lead to issues of sparsity with
small observed and expected values. However for some models there are sensible
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ways of pooling observations to overcome this issue. For example, consider the
Schnabel census for the mice data - here the data can be summarised via the use of
the sufficient statistics f = {9, 6, 7, 6, 6, 4}. The expected values of f under model
M0 are {2.9, 8.0, 11.9, 9.9, 4.4, 0.8}, thus by simple inspection there would appear to
be a large discrepancy between the observed and expected values, under the given
model. Formally, applying Pearson’s chi-squared goodness-of-fit test we obtain an
observed test statistic of 30.27; and an associated p-value of 1.2 × 10−6, providing
strong evidence of a lack of fit under model M0. Thus for these data there appear
to be other factors that have not been accounted for - we discuss next different
forms of heterogeneity that may impact the capture probabilities (and hence total
population size).
3 Heterogeneity
Heterogeneity can arise in many different forms and can have a noticeable impact on
the data observed and hence a significant effect on the estimate for the total popula-
tion size. Let us temporarily return to the two sample Lincoln-Petersen experiment.
Suppose capture heterogeneity exists within the population, so that a proportion of
the population is much more likely to be captured on each occasion than the rest
of the population. This means that on the second sampling occasion the proportion
of already marked individuals is likely to be higher (since marked individuals have
a higher probability overall of being caught than unmarked individuals), and the
resulting population size estimate will be negatively biased (i.e. an underestimate
of the population size). Conversely suppose that the marking of an individual is an
unpleasant experience, which changes the behaviour of the individual so that they
avoid future captures. This means that on the second capture occasion a marked
individual has a lower probability of being observed than an unmarked individual -
often referred to as a “trap shy” response. This subsequently leads to a population
size estimate that is positively biased (i.e. an overestimate of the population size).
The manifestation of heterogeneity in capture is not always simply due to study
design, and therefore it is not always possible to predict prior to model fitting that
you need to consider models incorporating capture heterogeneity. A relatively simple
diagnostic test, proposed in Jeyam et al (2018), can be applied to capture-recapture
data with multiple occasions to detect whether the capture histories exhibit capture
heterogeneity. The test outcome can guide which models should be considered as
potential candidate models for the given data set. The test compares the previous
number of captures to the number of future captures and calculates a non-parametric
test to test for positive association between these values. No model structure is
assumed for the computation of this test. The cause of capture heterogeneity is
not always clear. For example, some individuals may be more likely to be captured
because of their role within a population. For other populations it is not obvious
what the differences are and they may be as subtle as some individuals showing no
fear to being captured and therefore would be attracted to baited traps; or some
animals being more curious than others when humans approach.
Otis et al (1978) identified and described three primary sources of heterogeneity
corresponding to temporal (t); behavioural (b); and individual heterogeneity (h).
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We briefly discuss each of these different forms of heterogeneity:
Temporal heterogeneity : Temporal heterogeneity naturally reflects changes in cap-
ture probabilities across the different capture occasions - as previously discussed in
Section 2.2.4. Such changes may reflect for example, different weather conditions
that affects the behaviour of individuals or search strategy used by the observers;
or different efforts that may be expended within the capture occasions - so that the
capture probabilities at the different capture occasions are not constant but vary.
Behavioural heterogeneity : Behavioural effects remove the independence assumption
between captures and allows for trap happy or trap shy responses. In other words
the behaviour of an individual may change following their initial capture - they may
become more likely to be observed at future capture occasions if the experience is
profitable such as providing available food (a trap happy response); or less likely to
be observed at future capture occasions if the initial capture experience is unpleasant
such as being physically handled by an observer or unable to escape a trap (a trap
shy response). In the simplest case there are two distinct capture probabilities
corresponding to the initial capture probability of an individual and the subsequent
recapture probability of the individual.
Individual heterogeneity : Individual heterogeneity assumes that the population is
not homogeneous and so the capture probabilities of individual animals differ. This
may be a result of many different factors including, for example, natural variability
of individual behaviour (some individuals may simply be more adventurous than
others); relationship between the study region and an individual’s home range; or
characteristics that may affect behaviour, for example males and females often dis-
play different behaviours.
Models may incorporate any combination of these heterogeneities. To represent
the different possible models the notation M with the set of subscripts t, b and h
(used in this order presented) is typically used to denote the set of heterogeneities
present. For example, Mb denotes the model with only behavioural heterogeneity
present; the model Mth the model with both temporal and individual heterogeneity
present. We note that the model notation does not correspond to a single unique
model - but simply denotes the heterogeneities present in the model - there are
many possible model formulations for the different heterogeneities. For example,
for Mt we may specify arbitrary capture probabilities for each capture occasion (to
be estimated) or a catch-effort model where the capture probabilities are written
as a function of the recorded effort used at each capture occasion. Alternatively
for model Mb, the trap response may be permanent, or the behavioural effect may
decrease over time since last capture, as an individual “forgets” its previous capture.
In this chapter we focus on individual heterogeneity models where different in-
dividuals in the population may have different capture probabilities (though note
that in Section 3.3 that a behavioural response can be regarded as a special case of
individual time-varying heterogeneity). In particular, within this section we explore
three particular types of heterogeneity: unobserved heterogeneity; observed (time-
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invariant) heterogeneity; and time-varying observed heterogeneity; and in each case
focus on the case where the heterogeneity can be discretely categorised.
3.1 Unobserved heterogeneity
We begin by considering unobserved heterogeneity where we have no additional
information on the observed capture histories but recognise that some individual
animals may be more “catchable” than others. For example, the catchability of an
individual may be related to the closeness of the individual’s home range to the
study area; or the position of the individual in the hierarchical social structure of
the population which may influence their behaviour and/or movement patterns. We
focus on the case where we assume that the overall population is heterogeneous,
but is composed of an (unknown) number of homogeneous sub-populations. We
consider the model Mh(k) denoting the heterogeneity model with k homogeneous
(unobserved) subpopulations.
3.1.1 Model Mh(k)
The model can be mathematically described as a finite mixture model on the in-
dividuals, where it is unknown which mixture, or sub-population, each individual
belongs to - such models were initially proposed by Pledger (2000). We assume
that there are a total of k mixture components, such that an individual belongs to
component (or sub-population) j with probability pi(j), where 0 ≤ pi(j) ≤ 1 and∑k
j=1 pi(j) = 1. We set pi = {pi(1), . . . , pi(k)}. In other words the different sub-
populations correspond to a partition such that each individual in the population
belongs to one and only one sub-population. Each individual in sub-population
j = 1, . . . , k has a capture probability p(j), assumed to be constant over time. The
set of capture probabilities is given by p = {p(1), . . . , p(k)}. For this model, the
sufficient statistics correspond to the Schnabel census, f = {f1, . . . , fT}, where ft
corresponds to the number of animals observed a total of t times within the study
period.
In this case the likelihood of the multinomial formulation given in equation (2)
simplifies to be of binomial form:
L(N,p,pi;f) ∝ N !
(N −D)!
T∏
t=1
Pr(individual observed t times)ft × Pr(x0)N−D.
To calculate the probability that an individual is seen t times (for t = 0, . . . , T )
we use the basic laws of probability. In particular we sum over all possible sub-
populations that an individual may belong to of the joint probability of belonging to
the given sub-population and having the given capture probability. Mathematically,
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we have that, for t = 0, . . . , T ,
Pr(individual observed t times) =
k∑
j=1
Pr(individual observed t times and belongs to group j)
=
k∑
j=1
Pr(in group j)× Pr(observed t times | in group j)
=
k∑
j=1
pi(j)× p(j)t(1− p(j))T−t.
We note that this likelihood is simply a mixture of binomial components.
Although finite mixture models are structurally straightforward to construct
there are some computational challenges with their use in practice. Commonly
referred to as a label-switching problem, the finite mixture model can have a lo-
cal identifiability issue if the parameter space of the proportion parameter is not
restricted; see Kim and Lindsay (2015) for a full discussion of this issue. Further,
there exist some challenges in the context of model selection. The issues (which are
discussed in full within Pledger (2000)) arise because if the models being compared
differ in the number of groups of animals, the parameters at the boundary under
the null model mean that conditions of the standard likelihood ratio test are not
met. However, a non-standard likelihood ratio test can be used - see Self and Liang
(1987) for details. In practice Cubaynes et al (2012) showed that the AIC statistic
(or other information criteria approaches), work reasonably well.
Alternative approaches for the modelling of unobserved heterogeneity exist. In
particular, Dorazio and Royle (2003) proposed the use of an infinite mixture model,
by considering a beta-binomial distribution, and Morgan and Ridout (2008) sug-
gested combining the use of a finite and infinite mixture. Alternative infinite mix-
ture models have been proposed, specifying the individual capture probabilities in
the form of a logistic regression with an individual (normal) random effect compo-
nent and using a numerical integration approach to evaluate the likelihood (Coull
and Agresti, 1999) or a Bayesian data augmentation (sometimes referred to as a
complete-data likelihood) approach (King and Brooks, 2008; King et al , 2016). For
further discussion of the strengths and weaknesses of some of these approaches, see
for example Pledger (2005) and the associated response.
3.1.2 Example: mice data
For the mice data the corresponding Schnabel census sufficient statistics for model
Mh(k) are given by:
t 1 2 3 4 5 6
ft 9 6 7 6 6 4
We fit models of the form Mh(k) (i.e. mixtures of k binomial components). In
particular, we consider the cases k = 2 and k = 3. The estimates of the parameters,
associated 95% non-parametric bootstrap confidence intervals and AIC statistics are
provided in Table 4. The analyses indicate that the model with k = 2 is preferred
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over the model where k = 3 using the AIC statistic. We note further that these
are nested models (although the null model has parameters on the boundary) and
considering only the fit of the model to the data in terms of the deviance (or equiv-
alently the log-likelihood evaluated at the MLE of the parameters), there is very
little difference between these two models. The difference in AIC statistics is thus
dominated by the number of parameters associated with each model (4 parameters
when k = 2 and 6 parameters when k = 3). Thus there is clear support for k = 2
and we focus our discussions on this model.
Model Mh(2) Model Mh(3)
AIC 100.767 104.479
95% 95%
Parameter MLE confidence interval MLE confidence interval
N 40.52 (38.00, 83.59) 41.91 (38.11, 149.62*)
pi(1) 0.577 (0.351, 0.885) 0.467 (0.219, 0.840)
pi(2) - - 0.387 (0.016, 0.675)
p(1) 0.290 (0.038, 0.475) 0.223 (0.015, 0.452)
p(2) 0.771 (0.609, 0.976) 0.629 (0.414, 0.875)
p(3) - - 0.890 (0.563, 1.000)
Table 4: Model estimates from fitting binomial mixture models, Mh(2) (2 com-
ponents) and Mh(3) (3 components) to the mice data. *Note that the upper 2.5%
quantile may not have completely converged due to the very long right-hand tail of
this distribution.
For the case k = 2, there clearly appears to be a large difference in the detectabil-
ity of the two different sub-populations assumed to be present in the population.
The associated AIC statistic (100.767) is significantly smaller than for model M0
fitted in Section 2.2.4, indicating some level of unobserved heterogeneity present
within the population. The estimate for the total population size is 40.52, suggest-
ing that not quite all members of the population were observed within the study
(recall that a total of 38 individuals were observed). We note that there appears
to be a very long right-hand tail for the estimate of the total population size. This
is often observed in such models, particularly where the capture probability of one
of the components (with reasonable mixture weight) is small - capture probabili-
ties and population size (for the given sub-population) are inversely proportional to
each other, so that variations in the small capture probabilities lead to generally
large variability of the estimate of the total population size. (We note that this is
particularly marked for the case k = 3 where we appear to be over-estimating the
number of sub-populations). The expected values of f under the k = 2 model are
{7.5, 8.0, 6.0, 6.1, 6.7, 3.7}. Applying Pearson’s chi-squared goodness-of-fit test we
obtain a test statistic of 1.07; and an associated p-value of 0.3, suggesting that the
observed and expected values are not significantly different from one another. We
note that sparsity of the available data means that it is often not straightforward to
assess absolute goodness-of-fit due to the requirement for all expected values to be
greater than 5, and even for this fairly straightforward heterogeneity model we have
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an expected value of 3.7. Therefore for the more complex models we consider in the
remainder of this chapter we do not consider absolute goodness-of-fit further. This
issue of sparsity of data for goodness-of-fit assessment is well-documented in many
areas of ecological modelling - see for example Amstrup et al (2005); Stanley and
Burnham (1999).
For the heterogeneity studied here we assume that we do not observe the sub-
populations. These sub-populations may relate to physical characteristics of the
individuals such as gender, breeding status, age, etc. In many studies, such char-
acteristics may also be recorded when individuals are observed. These may be
subsequently used to create observable sub-populations to incorporate such hetero-
geneity.
3.2 Observed (time-invariant) heterogeneity
We now consider the case where additional information may be recorded on indi-
viduals observed within the study. For example, this may correspond to gender, age
group or breeding status. We let G = {1, . . . , G} denote the set of G mutually exclu-
sive and exhaustive individual physical characteristics (or groups) within a popula-
tion. Here we assume that the group membership of an individual is constant within
the study period - we relax this assumption in Section 3.3. When individuals are cap-
tured they are identified as belonging to group g ∈ G without error, and we assume
that a total of D(g) individuals in group g are observed within the study period.
For notational convenience we let D = {D(1), . . . , D(g)} denote the set of observed
animal numbers corresponding to each group. As before, a total of D =
∑
g∈G D(g)
unique individuals are observed within the study period. We wish to estimate the
total sub-population sizes for each group denoted by N = {N(1), . . . , N(G)} and
associated overall total population size N =
∑
g∈G N(g). For the observed het-
erogeneity models, we use the notation h(G) to denote individual heterogeneity
attributed to the set of characteristics G.
3.2.1 Model M0(G)
For model M0(G) we include the additional covariate information, and condition on
this when forming the likelihood, but assume that the population is homogeneous
across the different sub-populations or groups, i.e. the capture probabilities are
independent of group membership. The associated likelihood expression is given by:
L(N , p;R,D) ∝
[∏
g∈G
N(g)!
(N(g)−D(g))!
]
× pR(1− p)NT−R,
where we recall that R corresponds to the number of observed sightings within the
whole study period (and so in this case across all groups); and N =
∑
g∈G N(g).
The expression is very similar to that given in equation (3) corresponding to
model M0 when there is no additional observed covariate information. However the
initial combinatorial terms are different. For model M0 there is no information re-
lating to the groups and so all individuals can be simply reordered as the order is
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unimportant in the likelihood calculation, leading to a single multinomial coefficient
in the likelihood expression. However, for model M0(G) we also condition on the
observed group that each individual belongs to so that individual animals are dis-
tinguishable between groups, though the order that they are numbered within the
groups are exchangeable, thus leading to a multinomial coefficient term for each in-
dividual group within the likelihood expression. The two models, M0 and M0(G) are
using different levels of information - with M0 taking an “unconditional” approach
with regard to gender and model M0(G) conditioning on the additional covariate
information within the likelihood. Consequently we cannot directly compare such
models with regard to AIC statistics or likelihood ratio tests.
3.2.2 Model Mh(G)
We consider the model Mh(G), where the only heterogeneity acting on the system
corresponds to the observed group membership. For any given capture occasion,
we let p(g) denote the probability that an individual from group g ∈ G is observed,
i.e. p(g) is the capture probability of an individual in group g ∈ G. For notational
simplicity we let p = {p(1), . . . , p(G)} denote the set of capture probabilities across
all the different groups. Conditioning on the observed group membership of each
individual we can extend equation (3) and express the likelihood of the data as a
product of the likelihood contributions of the capture histories of the individuals
associated with each group g ∈ G and write:
L(N ,p;R,D) ∝
∏
g∈G
N(g)!
(N(g)−D(g))!p(g)
R(g)(1− p(g))N(g)T−R(g), (5)
whereR = {R(1), . . . , R(G)}, such that R(g) corresponds to the number of captures
of individuals in sub-population g ∈ G and can be expressed as
R(g) =
T∑
t=1
tft(g);
such that ft(g) denotes the number of individuals from group g captured t times
within the study; and the parameters of primary interest, N(g), correspond to the
(unknown) population size of group g ∈ G. For each individual group f0(g) denotes
the number of individuals from group g that were not observed within the study, so
that f0(g) = N(g)−D(g) and
∑
g∈G f0(g) = N−D. We note that in this approach we
essentially stratify the individuals into the separate groups and analyse each group
independently of each other. The estimates of N(g) for each group can then be
combined to obtain an overall estimate for N . Constructing the confidence intervals
using a bootstrap approach means that it is trivial to obtain an associated bootstrap
confidence interval for N , using the relationship that N =
∑
g∈G N(g) applied to
the MLEs of N(g) for each bootstrap replicate.
3.2.3 Model Mth(G)
Here we consider further both temporal and observed individual heterogeneity, de-
noted by the model notation Mth(G). We extend the above group stratification, so
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that the capture probabilities for each group are also time-dependent. The data can
be most easily summarised in terms of the set of the total number of individuals
observed in each group,D = {D(1), . . . , D(G)}, and the number of individuals from
group g that are observed at time t, denoted R = {Rt(g) : t = 1, . . . , T ; g ∈ G}.
The corresponding likelihood can be expressed in the form:
L(N ,p;R,D) ∝
∏
g∈G
N(g)!
(N(g)−D(g))!
T∏
t=1
pt(g)
Rt(g)(1− pt(g))N(g)−Rt(g), (6)
where pt(g) denotes the capture probability at time t = 1, . . . , T for group g ∈ G and
p = {pt(g) : t = 1, . . . , T ; g ∈ G}. We once again note the similarity with equation
(4) allowing for the additional group membership.
Arbitrarily estimating pt(g) for each time and group once again essentially strat-
ifies the data into the different groups and leads to independent analyses for each of
the groups. However, this may lead to small sample sizes for each of the different
groups with a relatively large numbers of parameters to be estimated - in this case
there are (T +1)G parameters to estimate (TG recapture probabilities and G popu-
lation sizes) and consequently leading to potentially poor precision of the estimates.
However, alternative capture probabilities can be specified that reduces the number
of parameters to be estimated, and permits the borrowing of information across the
different groups. For example, we may specify an additive logistic model for the
capture probabilities, such that,
logit pt(g) = α(g) + βt,
where α(g) denotes the effect associated with group g ∈ G and βt the temporal
effect for t = 1, . . . , T . For identifiability we typically set one of the parameters to
be equal to 0, for example, without loss of generality, we may set α(1) = 0. The
remaining α(g) terms, for g = 2, . . . , G are then interpreted as the effect of group
g relative to group 1. This model assumes that the capture probabilities associated
with each group display a similar temporal pattern over the capture occasions -
but allowing for different levels of catchability for the different groups. The model
also assumes that these differences in catchability across groups are additive on the
logistic scale - taking the logistic link function is often primarily for mathematical
convenience to ensure that the capture probabilities are constrained to the interval
[0,1]. Alternative relationships can also be specified, such as pt(g) = β
α(g)
t . However,
additional care needs to be taken in this case to ensure that pt(g) ∈ [0, 1] for all
g ∈ G and t = 1, . . . , T . Thus, for simplicity we retain the additive logistic models
described above. For this model there are a total of 2G + T − 1 parameters (G
population sizes; T temporal effects and G − 1 group effects to estimate, since we
specify the constraint α(1) = 0 for identifiability); this is compared to (T + 1)G for
the case above with arbitrary group and time effects.
This logistic model for the capture probabilities no longer stratifies the data into
the separate sub-populations and considers each stratified dataset independently.
Instead the model uses information from all of the groups to estimate the temporal
model parameters, borrowing information across each of the different groups, but
with the given assumed structure across times and groups.
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3.2.4 Model Mt×h(G)
The final model that we consider is of a similar form to model Mth(G) with the
associated likelihood expression given in equation (6). However, here we consider
an interaction term in the logistic model specified for the capture probabilities with
regard to the group and time effects, expressed as model Mt×h(G). Thus for g ∈ G
and t = 1, . . . , T , we specify:
logit pt(g) = α(g) + βt + δt(g),
with the standard constraints for identifiability (for example α(1) = 0 and δ1(1) =
0). We note that this model is equivalent to the previous model discussed above
with arbitrary capture times pt(g) to be estimated - and hence again removes this
borrowing of information across the different groups, and associated issues discussed
above. The sufficient statistics are again the number of individuals from group
g ∈ G that are observed at time t = 1, . . . , T , and denoted by, R = {Rt(g) : t =
1, . . . , T ; g ∈ G}.
3.2.5 Example: mice
We return to the mice example, and now consider the additional information of
gender within our analyses. There are naturally two groups corresponding to females
and males. Thus we set G = {f,m} with obvious notation (so that in the previous
group labelling 1 ≡ f ; and 2 ≡ m). We consider four different models:
- Model M0(G) - capture probabilities are constant over all times and groups.
- Model Mh(G) - capture probabilities are different for each group but constant
over time.
- Model Mth(G) - capture probabilities logistically regressed with additive group
and time effects.
- ModelMt×h(G) - capture probabilities logistically regressed with additive group
and time effects with interactions - equivalent to arbitrary capture probabilities
for each group and time.
For modelMh(G) the sufficient statistics are given by R(f) = 41; R(g) = 79; R = 120;
D(f) = 17; and D(m) = 21. For models Mth(G) and Mt×h(G) the sufficient statistics
are given by,
t 1 2 3 4 5 6
Rt(f) 3 5 8 7 9 9
Rt(m) 12 15 8 12 16 16
We note that there does appear to be some variability over capture occasions with
regard to the number of females and males observed - with a general mild positive
correlation (correlation coefficient = 0.19) between the number of observed captures
for females and males over capture occasions. However the correlation is difficult to
assess with the relatively few data points being considered.
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The associated estimates of the population sizes and AIC statistics are provided
in Table 5. In the calculation of the non-parametric bootstrap confidence intervals we
apply a stratified bootstrap to preserve the proportion of male and female histories
within each bootstrap replication (i.e. for these data we sample with replacement
17 female capture histories from the set of all observed female histories; and 21 male
capture histories from the set of all observed male histories). The model identified as
optimal with regard to the AIC statistic is modelMth(G) with additive group and time
effects - although we note that ∆AIC = 0.31 for the nested time-independent model
Mh(G). The estimates of the capture probabilities are given in Table 6 for Mth(G).
We note that the gender difference (“male-female”) on the logit scale is estimated
to be 0.984, with 95% non-parametric bootstrap confidence interval (0.299, 1.814),
signifying a difference between the capture probabilities for males and females, such
that males are more likely to be observed than females. Similarly, for the second
ranked model, Mh(G), with no temporal heterogeneity, the corresponding MLE (and
95% confidence interval) for the capture probability of females is 0.394 (0.261, 0.500)
and for males is 0.627 (0.500, 0.746). This again suggests a substantial gender
difference, assuming that there is no temporal heterogeneity.
N(f) N(m) N †
Model MLE 95% CI MLE 95% CI MLE 95% CI AIC
M0(G) 17.00 * 21.00 * 38.00 * 163.67
Mh(G) 17.34 (17.00, 19.79) 21.00 * 38.34 (38.00, 40.79) 154.03
Mth(G) 17.23 (17.00, 19.04) 21.00 (21.00, 21.01) 38.34 (38.00, 40.04) 153.72
Mt×h(G) 17.00 (17.00, 17.21) 21.00 * 38.00 (38.00, 38.21) 156.74
Table 5: The MLEs and associated 95% non-parametric bootstrap confidence
intervals (CIs) for population sizes and associated AIC statistic for the four fitted
models.
* denotes that the confidence interval was essentially ill-defined with the parameter
lying on the boundary of the parameter space with the width of the 95% confidence
interval less than 0.01.
†Note that N is a derived parameter from N(f) and N(m) calculated by the simple
relationship N = N(f) +N(m).
If group information is missing for some individuals an EM algorithm (Little and
Rubin, 2002) or Bayesian data augmentation approach (Tanner and Wong, 1987)
can be used to impute the group membership within the computational algorithms.
Alternatively, a mixture modelling approach can be implemented, combining the
theory from Sections 3.1 and 3.2 - see McCrea et al (2013) for an application of this
procedure in the related field of ring-recovery modelling for individuals with missing
age-class information.
3.3 Time-varying observed individual heterogeneity
So far we have only focused on “fixed” forms of individual heterogeneities - in other
words observed or unobserved characteristics of the individuals that are static over
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Parameter MLE 95% CI Parameter MLE 95% CI
p1(f) 0.268 (0.151, 0.407) p1(m) 0.494 (0.305, 0.683)
p2(f) 0.391 (0.240, 0.549) p2(m) 0.632 (0.447, 0.798)
p3(f) 0.291 (0.147, 0.457) p3(m) 0.523 (0.341, 0.711)
p4(f) 0.363 (0.210, 0.527) p4(m) 0.605 (0.405, 0.787)
p5(f) 0.533 (0.330, 0.729) p5(m) 0.753 (0.605, 0.881)
p6(f) 0.533 (0.330, 0.729) p6(m) 0.753 (0.605, 0.881)
Table 6: The derived MLEs and 95% non-parametric bootstrap confidence intervals
(CIs) for the capture probabilities at each capture occasion for females and males
for model Mth(G).
the period of the study. For example, characteristics such as gender or species
which are invariant over all time; or other factors that do not vary over the study
period itself, although are not invariant over longer periods of time, such as age or
breeding status. However, other individual level factors leading to heterogeneity in
the capture probabilities may vary over the time of the study period itself, such
as location or group size. For simplicity, we refer to these as covariates. If an
individual is observed, the associated time-varying covariate is generally observed
(though this may not always be the case); however, if an individual is not observed
the corresponding time-varying covariate cannot be recorded and is thus “missing”.
An exception to this is where the covariate can be inferred without error from the
observed data - this includes, for example, where the covariate corresponds to age or
for describing behavioural responses (i.e. trap happy and trap shy) as an observed
individual time-varying covariate (we consider this as a special case in Section 3.3.2).
We initially consider this latter, simpler, case before the more general case where we
account for the missing covariate values explicitly within the likelihood expression.
3.3.1 Deterministic covariate values
Here we consider the case where the covariates vary deterministically over time.
For closed populations (typically over a short study period) this situation is not
very common, except for the special case described in Section 3.3.2 correspond-
ing to behavioural effects. However, we describe the situation in this general case
for completeness and for motivation for Section 3.3.4 where we extend the idea to
stochastic time-varying covariate values. For deterministic covariate values, if the
covariate is observed at the initial capture of an individual, (and possibly condi-
tional on the given observed capture history), the corresponding covariate values
are known for all capture occasions for that individual. We let the set of possible
covariate values be denoted by Z = {1, . . . , Z}. Further, we let, zit denote the
known covariate value for individual i = 1, . . . , D at capture occasion t = 1, . . . , T ;
and set z = {zit : i = 1, . . . , D; t = 1, . . . , T}.
We again specify the capture probabilities to be a function of the covariate values.
In particular, assuming no additional heterogeneities, the capture probability for
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observed individual i = 1, . . . , D at time t = 1, . . . , T is given by
logit pit = α(zit).
The covariate values for the unobserved individuals are however, unknown. Thus,
in this general case we specify a distribution for the initial covariate value for all
individuals at time t = 1. We note that since the covariate values are deterministic,
given the observed capture history, the choice of time is arbitrary - we could have
chosen the final state distribution for example, at time t = T , but this, in general,
is less intuitive. For observed individuals, i = 1, . . . , D, we specify,
zi1 ∼Multinomial(1,pi),
where pi = {pi(1), . . . , pi(Z)} such that pi(z) denotes the probability that an individ-
ual is initially in state z ∈ Z at time t = 1.
The likelihood expression given in equation (2) can be extended to incorporate
these deterministic covariate values to give
L(N,p,pi;x, z) ∝ N !
(N −D)!
D∏
i=1
pi(zi1)
T∏
t=1
pxitit (1− pit)1−xit × (Pr(x0))N−D.
The likelihood function is a product of terms corresponding to the multinomial
coefficient; initial state distribution and capture history probabilities associated with
observed individuals; and finally the contribution associated with unobserved indi-
viduals. In particular, assuming that the unobserved individuals have the same
initial state distribution as the observed individuals, we have that,
Pr(x0) =
∑
z∈Z
Pr(initial state = z)Pr(unobserved in study | initial state = z)
=
∑
z∈Z
pi(z)
T∏
t=1
(1− pt(z)),
where pt(z) corresponds to the capture probability at time t, given that the initial
covariate value of an individual at time t = 1 is equal to z. Suppose that we let
h(z, t) denote the covariate value at time t, given that the initial covariate value at
time t = 1 is equal to z. Then, we have that,
logit pt(z) = α(h(z, t)).
Recall that the covariate values are deterministic, conditional on the capture histo-
ries, so for any given initial covariate value at time t = 1, all other covariate values
as times t = 2, . . . , T are a deterministic function. We note that the above likeli-
hood can be extended to the case where we do not necessarily observe the covariate
values for all observed individuals. In this case, for those individuals, we can apply
a similar argument to that of the unobserved individuals and sum over all possible
initial covariate values within the associated likelihood expression.
As discussed previously, recording deterministic time-varying covariate values
that may influence the capture probabilities is not particularly common for capture-
recapture studies over a short period of time where it is reasonable to assume that the
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population is closed (i.e. there are no births/deaths/migrations within the study pe-
riod). The most common examples of such covariates are often age- or stage-related,
that simply increases deterministically over time. One particular example where the
covariate is time-varying and known for all individuals and capture occasions (given
the observed capture histories) is with regard to behavioural effects.
3.3.2 Behavioural heterogeneity
Behavioural heterogeneity permits an individual’s capture probability to change
following its initial capture - either increasing (a trap happy response) or decreasing
(a trap shy response) the capture probability at subsequent capture occasions. The
response is typically assumed to be a permanent response effect, but can be easily
extended to allow for the memory of the capture to decrease over time. In the
simplest model, Mb, there are just two capture probabilities: an initial capture
probability; and a recapture probability (for individuals who have been observed at
least once in the study). In this model only the initial capture has any effect on the
associated capture probability of the individual - multiple recaptures do not lead to
any further modification.
For this model, we set the individual time-varying covariate values to be equal
to zit = 0 up to and including the initial capture of the individual; and zit = 1 for all
times after initial capture for individual i = 1, . . . , N . Thus these values are known
for all individuals both those observed within the study and those unobserved - for
those unobserved the covariates values are equal to 0 for all capture times. The
capture probability of individual i at time t is specified to be of the form,
logit pit =
{
logit p = β for zit = 0;
logit c = β + γ for zit = 1.
The term p correspond to the initial capture probability; and c to the recapture
probability. The model is parameterised in the above form for interpretability of the
difference between initial and subsequent capture probabilities (on the logit scale);
and for consistency with the extension to include additional forms of heterogeneity,
such as temporal heterogeneity which we discuss below. The parameter γ directly
corresponds to the behavioural response effect: if γ > 0 there is a trap happy re-
sponse; if γ < 0 there is a trap shy response. The corresponding likelihood simplifies
to,
L(N, p, c|R,U,D) ∝ N !
(N −D)!p
D(1− p)U+(N−D)T cR−D(1− c)DT−R−U ,
where,
R =
D∑
i=1
T∑
t=1
xit; and U =
D∑
i=1
T∑
t=1
(1− zit)−D.
We note that R corresponds to the total number of captures within the study period;
thus R − D corresponds to the total number of recaptures (excluding the initial
capture of each observed individual). Similarly U corresponds to the total number
of non-captures of individuals that occur prior to the individuals being initially
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observed (unobserved individuals are not included in this calculation since they
are not initially observed within the study); (N −D)T the number of non-captures
relating to unobserved individuals; andDT−R−U the total number of non-captures
following the initial capture of the individuals (equal to the total number of possible
captures for individuals observed within the study minus the number of captures
minus the number of non-captures prior to initial capture). We note that for this
model, the likelihood can be partitioned into two distinct components relating to
(i) up to and including initial capture (if any); and (ii) after initial capture. It is
only the initial captures (and associated initial capture probability, p) that affects
the estimate of the total population size (N − D and c are independent; similarly
p and c are independent of each other). For this simplest model, Mb, the statistics
D,R and U are the minimal sufficient statistics.
As discussed previously, there can be multiple heterogeneities present within
the same system. For example, consider the model Mtb, with both temporal and
behavioural effects present. We note that there is no unique model specification
for Mtb, with several different parameterisations possible. We consider an additive
logistic model here, such that the (logit of the) capture probability of an individual
at time t is specified to be of the form,
logit pit =
{
logit pt = βt for zit = 0;
logit ct = βt + γ for zit = 1.
The term pt corresponds to the initial capture probability at time t; and ct the
recapture probability of an individual at time t, given that they have already been
observed within the study period. The corresponding sufficient statistics for the
model are given by:
Rt =
D∑
i=1
xit; At =
D∑
i=1
xit(1− zit); and Ut =
D∑
i=1
(1− zit)− At.
for t = 1, . . . , T . The statistics can be easily interpreted as follows: Rt corresponds to
the total number of captures at time t; At the number of initial captures at time t (by
definition A1 = R1 and
∑T
t=1At = D); and Ut the number of individuals unobserved
at time t that have not been observed at any previous occasion. For notational
convenience we set R = {R1, . . . , RT}, A = {A1, . . . , AT} and U = {U1, . . . , UT}.
The corresponding likelihood follows similarly to the above for Mb, but allowing for
the additional temporal dependence. In particular we obtain:
L(N,p|R,U ,A, D) ∝ N !
(N −D)!
T∏
t=1
pAtt (1− pt)Ut+(N−D)cRt−Att (1− ct)D−Rt−Ut . (7)
Similarly additional individual heterogeneity can be incorporated into such models
- such as unobserved or observed individual heterogeneity. We see an example of
this for the mice data, where we consider the observed covariate of gender.
3.3.3 Example: mice
We return to the mice data and consider models with additional behavioural effects.
Given the previous importance of including the observed (static) covariate of gender,
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we again condition on the gender within all of the models that we consider. We
consider a number of competing models corresponding to the additional inclusion of
behavioural and/or temporal effects present in the model.
Model Mbh(0)
In this model we assume that there is a behavioural effect, but no gender effects on
the capture probabilities, denoted Mbh(0). The sufficient statistics for this model are
given by D(f) = 17 (number of females observed); D(m) = 21 (number of males
observed); U = 56 and R = 120. The corresponding likelihood expression is given
by,
L(N , p, c|R,U,D) ∝
∏
g∈G
N(g)!
(N(g)−D(g))!p
D(1− p)U+(N−D)T cR−D(1− c)DT−R−U ,
where D = D(f) + D(m) (and corresponds to the total number of individuals
observed). We note that the only difference between this expression and that given
in Section 3.3.2 (with no gender effects) corresponds to the multinomial coefficient
terms for the different groups.
Model Mbh(G)
Here there is both a behavioural effect, specified to be additive on the logistic scale,
and a gender effect for the capture probabilities. Thus we assume that the be-
havioural effect is independent of gender. In particular we specify the capture prob-
ability for an individual of gender g ∈ G at time t to be of the form:
logit pit(g) =
{
logit p(g) = α(g) for zit = 0;
logit c(g) = α(g) + γ for zit = 1.
As usual for notational convenience we set p = {pt(g) : g ∈ G} and c = {ct(g) :
g ∈ G}. The corresponding sufficient statistics are given by D = {D(g) : g ∈ G};
U = {U(g) : g ∈ G}; and R = {R(g) : g ∈ G}, with obvious notation (conditioning
on the gender of the individual animals). For the mice data, U(f) = 31; U(m) = 25;
D(f) = 17; D(m) = 21; R(f) = 41; and R(m) = 79. The corresponding likelihood
is given by,
L(N ,p, c|R,U ,D) ∝
∏
g∈G
N(g)!
(N(g)−D(g))!p(g)
D(g)(1− p(g))U(g)+(N(g)−D(g))T
×c(g)R(g)−D(g)(1− c(g))D(g)T−R(g)−U(g).
This model assumes that the behavioural response, denoted by the additive γ term
is the same for all observed covariate values (in this case gender). This may not be
the case, for example, if the different observed sub-populations respond differently
to the capture process. In this case we can consider an interaction between the
behavioural effect and observed covariate.
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Model Mb×h(G)
Within this model we assume that the behavioural response is gender specific. The
capture probabilities are specified similarly to model Mbh(G), but where the be-
havioural response is now a function of the observed covariate:
logit pit(g) =
{
logit p(g) = α(g) for zit = 0;
logit c(g) = α(g) + γ(g) for zit = 1.
The sufficient statistics and associated likelihood expression are of the same form
as for Mbh(G) - it is simply the specification of the capture probabilities that differ
(and the estimation of an additional parameter). We note that in this case (as
for the model Mt×h(G)) the likelihood once again decomposes into separate, and
independent, components for the distinct groups g ∈ G.
Model Mtbh(G)
Here we consider temporal, behavioural and observed heterogeneity via an additive
logistic model. The capture probabilities are specified in the form,
logit pit(g) =
{
logit p(g) = α(g) + βt for zit = 0;
logit c(g) = α(g) + βt + γ(g) for zit = 1,
and we set α(f) = 0 for identifiability. The corresponding likelihood function is
an extension of equation (7) following the previous idea of extending to include
group membership by producting over groups and specifying the parameters (capture
probabilities and total population sizes) and sufficient statistics to be conditional
on the observed groups. The sufficient statistics are given by R = {Rt(g) : t =
1, . . . , T ; g ∈ G}; A = {At(g) : t = 1, . . . , T ; g ∈ G}; U = {Ut(g) : t = 1, . . . , T ; g ∈
G}; and D = {D(g) : g ∈ G}.
Results
The four models described above are fitted to the data, and the associated results
(in terms of MLEs, 95% non-parametric confidence intervals and AIC statistics)
are presented in Table 7. The model deemed optimal has both behavioural and
individual heterogeneity effects in terms of observed group, i.e. model Mbh(G), with
an associated AIC statistic of 145.38. Recall that the model previously identified
as optimal via the AIC statistic without behavioural effects was model Mth(G) with
an associated AIC statistic of 153.72 (see Table 5). Thus, this suggests that the
behavioural effects are more important than arbitrary temporal effects. Further,
we note that including the behavioural effects consistently leads to a significantly
improved fit of the model to the data, irrespective of the other effects that are
present in the model. The behavioural response for this model (and for all models
fitted with a behavioural effect present) is positive, corresponding to a “trap happy”
response. In other words an individual who is observed at a given capture time is
more likely to be observed at future capture occasions. Finally, we note that the
estimates of the total population size are also generally dependent on the model
being fitted - with greater variability with regard to the female sub-population.
31
N(f) N(m) N †
Model MLE 95% CI MLE 95% CI MLE 95% CI AIC
Mb(G) 17.61 (17.00, 22.03) 21.88 (21.00, 27.33) 39.49 (38.00, 49.36) 155.53
Mbh(G) 21.25 (17.51, 34.62) 21.00 * 42.25 (38.51, 55.62) 145.38
Mb×h(G) 19.59 (17.00, 48.60) 21.00 (21.00, 21.01) 38.00 (38.00, 69.60) 147.17
Mtbh(G) 20.95 (17.04, 33.45) 21.00 (21.00, 21.13) 41.95 (38.04, 54.54) 151.00
Table 7: The MLE and associated 95% non-parametric bootstrap confidence in-
tervals (CIs) for population sizes and associated AIC statistic for the four fitted
models.
* denotes that the confidence interval was essentially ill-defined with the parameter
lying on the boundary of the parameter space with the width of the 95% confidence
interval less than 0.01.
†Note that N is a derived parameter from N(f) and N(m) calculated by the simple
relationship N = N(f) +N(m).
3.3.4 Stochastic covariate values
In practice many individual covariates may change over time in a stochastic manner,
such as their breeding status, hunger levels, health, location, etc. The temporal scale
acting on the changes is dependent on the actual covariate - for example breeding
status (breeding/not breeding) may change at an annual level; whereas hunger levels
may vary over hours or days, dependent on the species. The capture probability of
an individual may be highly dependent on the covariate - animals that are hungry are
more likely to forage for food and hence may be more likely to be seen during a given
capture occasion, compared to an individual who is satiated and hence stays within
some home location. Alternatively, the location of an animal may also influence the
probability that they are seen - with individuals more likely to be observed in open
grassland, compared to dense forest. Here we consider such covariates where changes
in their values may occur in individuals at a finer scale than the study period.
Notationally, we let Z = {1, . . . , Z} denote the set of possible discrete covariate
values (or states). Recall that we let zit denote the covariate value for individual
i = 1, . . . , D at time t = 1, . . . , T . For simplicity, we initially assume that if an
individual is observed, the corresponding covariate value is observed without error.
However, if an individual is not observed, the corresponding covariate value is also
unknown. We note that the model can be extended to allow for misclassification of
states, and such a model is referred to as the multievent model (Pradel, 2005), and
a related model exists for partially-observed data (King and McCrea, 2014).
We define the set of observed covariate values, denoted, zobs = {zit : zit is known}.
Further we set:
Z∗it =
{
zit for zit known;
Z for zit unknown.
Thus Z∗it corresponds to the set of values that the value zit may be, given the
observed data. If the covariate value is observed then as we assume that these
values are correctly recorded so that the state of the individual is known without
error; else if the covariate is unknown then it may take any possible covariate value,
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i.e. any value in Z. The set of possible covariate values over the capture occasions
for individual i, given the observed data is given by Z∗i = {Z∗it : t = 1, . . . , T}.
We specify the capture probabilities to be a function of the covariate values, and
other possible effects. For example we may specify the capture probabilities to be
of the following forms:
- Model Mh: capture probabilities of the form logit pt(zit) = α(zit) - dependence
only on state;
- ModelMth: capture probabilities of the form logit pt(zit) = α(zit)+βt - dependence
on state and time assumed to be additive on logistic scale (for identifiability
we set α(1) = 0);
- Model Mt×h: capture probabilities of the form logit pt(zit) = α(zit) + βt + δt(zit)
- dependence on state and time with an interaction (i.e. arbitrary time and
state dependence) (for identifiability we set α(1) = 0 and δ1(1) = 0).
The above models, and associated capture probabilities, can be extended, for exam-
ple, to allow for group effects (observed deterministic effects) or behavioural effects
in a similar way.
We also need to specify some form of model for the change in state over time.
We assume a first-order Markov model, so that the state at time t depends only on
the state at time t−1 (and no previous states). We define the Z×Z state transition
probabilities at time t to be,
ψt(z, z
†) = Pr(individual in state z† at time t+ 1 | in state z at time t)
= Pr(zit+1 = z†|zit = z).
Notationally, we let the set of all transition probabilities be denoted byψ = {ψt(z, z†) :
t = 1, . . . , T − 1; z, z† ∈ Z}. Finally, we define the parameters corresponding to the
initial state distribution, and let pi(z) denote the probability that an individual is
in state z at time t = 1. We note that
∑
z∈Z pi(z) = 1 (an individual must belong
to one of the possible states at time t = 1). The set of initial state probabilities is
given by pi = {pi(1), . . . , pi(Z)}.
The corresponding likelihood of the models can be constructed, summing over
all possible unknown states, and taking into account the transition probabilities
between the possible states:
L(N,p,pi,ψ;x, zobs) ∝ N !
(N −D)!
D∏
i=1
∑
zi∈Z∗i
(
pi(zi1)p1(zi1)
xi1(1− p1(zi1))1−xi1
×
T−1∏
t=1
ψt(zit, zit+1)pt+1(zit+1)
xit+1(1− pt+1(zit+1))1−xit+1
)
×Pr(x0)N−D,
where,
Pr(x0) =
∑
z1∈Z
· · ·
∑
zT∈Z
pi(z1)(1− p1(z1))
T−1∏
t=1
ψt(zt, zt+1)(1− pt+1(zt+1)).
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Summing over all the possible missing covariate values will often be computationally
expensive, or even infeasible, due to the number of possible combinations of unob-
served values. For example, for the probability of not being observed, Pr(x0), the
summation is over ZT possible values - this is the most “expensive” capture history
in terms of the calculation, but the number of unique capture histories will also
typically be “large” for which the associated probability will need to be calculated.
The (first-order) Markovian assumption for the state transitions, however, allows
us to significantly simplify the likelihood expression, so that it can be written in
the form of an efficient hidden Markov model (see Zucchini et al (2016) for an
introduction to general hidden Markov models). Due to the first order Markov
structure we can consider “pairs” of state values at times t and t + 1. Intuitively,
this is due to the memoryless property of the Markov process - what happens after
time t only depends on the state of an individual at time t (and not anything that
has happened before). Thus we do not need to consider how an individual arrives at
its state at time t (i.e. its previous covariate values or capture history) but simply
what its state is at time t.
The subsequent likelihood is most easily expressed in matrix notation. We de-
scribe the three different components corresponding to (i) the initial covariate (or
state) distribution; (ii) observation process; and (iii) transition process between the
different possible discrete covariate values (or states). We consider each in turn.
(i) Initial state distribution: We consider two different cases, corresponding to
whether or not the initial state of the individual is known or not i.e. for indi-
vidual i whether the covariate value is known, so that Z∗i1 = zi1 ∈ Z; or unknown
so that Z∗i1 = Z. We define the initial state distribution row vector:
pi(Z∗i1) =
{
(pi(1)I(zi1 = 1), . . . , pi(Z)I(zi1 = Z)) for Z∗i1 = zi1 (i.e. zit is known);
(pi(1), . . . , pi(Z)) for Z∗i1 = Z (i.e. zit is unknown),
where I(·) denotes the indicator function.
(ii) Observation process : We define the observation matrix for individual i = 1, . . . , D,
at time t = 1, . . . , T to be of the form,
P t(Z∗it) =
{
diag(pt(1)I(zit = 1), . . . , pt(Z)I(zit = Z)) for Z∗it = zit ∈ Z;
diag(1− pt(1), . . . , 1− pt(Z)) for Z∗it = Z.
As for the initial state distribution, the observation matrix depends on whether the
individual is observed or not at time t. We assume that if an individual is observed
then the associated covariate value is known without error, so that if an individual
is observed the contribution to the likelihood is simply pt(zit); if an individual is
not observed, we need to consider all possible states that an individual may be in
(i.e. we will need to sum over all possible states), with associated contribution of
the probability of not being observed (conditional on the covariate value).
(iii) Transition process : Finally the state transition matrix is specified as follows,
dependent on whether or not the covariate values are observed or not at time t and
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t+ 1 for individual i = 1, . . . , D. We initially consider the case where the covariate
value is unknown at times t and t+ 1, so that Z∗it = Z∗it+1 = Z, then:
Ψt(Z∗it,Z∗it+1) =
 ψt(1, 1) . . . ψt(1, Z)... ...
ψt(Z, 1) . . . ψt(Z,Z)
 .
Now if the covariate value is known at time t, so that zit is known (Z∗it = zit),
but the covariate value is unknown at time t + 1 (Z∗it+1 = Z), the corresponding
transition matrix is the same as Ψt(Z∗it,Z∗it+1) but with 0 replacing all the values
in the rows except for the zitth row. Similarly if the covariate value at time t + 1
is known, (Z∗it+1 = zit+1) but the covariate value at time t is unknown (Z∗it = Z),
the transition matrix is the same Ψt(Z∗it,Z∗it+1) but with the 0 replacing all values
except for the zit+1th column. Finally if both zit and zit+1 are both known, the
matrix reduces such that all values are set equal to 0 except ψt(zit, zit+1).
The corresponding likelihood can be expressed in the form:
L(N,p,pi,ψ;x, zobs) ∝ N !
(N −D)!
D∏
i=1
(
pi(Z∗i1)P1(Z∗i1)
T−1∏
t=1
[
Ψt(Z∗it,Z∗it+1)P t+1(Z∗it+1)
]
1TZ
)
×Pr(x0)N−D,
where 1TZ corresponds to the column vector with all elements equal to unity; and
Pr(x0) = pi(Z)P1(Z)
T−1∏
t=1
Ψt(Z,Z)P t+1(Z)1TZ .
The likelihood expression is of the same form as a hidden Markov model, but allows
for known observed covariate values (for a hidden Markov model typically no true
states are observed). A similar approach is taken by Langrock and King (2013) for
capture-recapture data for an open population with continuous time-varying indi-
vidual covariates using a discrete approximation (and allowing for covariate values
being unknown when an individual is observed); and King and Langrock (2016),
permitting semi-Markov transition processes for multi-state capture-recapture data
(and where covariate values may be observed with error), removing the first-order
Markov assumption. Worthington et al (2018b) describe the associated summary
statistics for these data, and an efficient likelihood specification, using an alternative
recursive formulation to the matrix approach.
4 Open populations
We have, so far, considered closed populations where it is assumed that the pop-
ulation does not change over the duration of the study period, i.e. there are no
births/deaths or emigration/immigration acting on the system. In other words all
individuals in the study are available for capture at every capture occasion within
the study. In order to satisfy this assumption, the study typically covers only a
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short duration of time to minimise the chances of this assumption being violated
- for example for the mice data studied throughout, the capture-recapture study
was undertaken over 6 consecutive days. It is possible to perform a test for closure:
Otis et al (1978) present a test for closure which is unaffected by the presence of
heterogeneous capture probabilities, whilst Stanley and Burnham (1999) propose a
test for closure for cases where capture probabilities vary over time. We have pre-
viously seen how failing to account for heterogeneity in capture may lead to biased
estimates of population size. Similarly, if closed population models are fitted to data
from populations which exhibit birth/immigration and death/emigration, capture
probabilities will generally be underestimated and hence population size overesti-
mated. The literature of open population capture-recapture models is extensive (for
a review see for example King (2014) and McCrea and Morgan (2014)). However,
for such open population models, the focus has generally been on the estimation
of demographic parameters such as survival, and the factors that may affect the
survival probabilities, for example, to gain an understanding of the system and the
primary factors driving the population which may be important for conservation
and management purposes.
The original open capture-recapture model which allowed inference to be made
on population size was the Jolly-Seber model (Jolly, 1965; Seber, 1965). However
for this original model the births in the populations were not directly incorporated
into the model but were inferred from the relationship between survival and the
numbers of unmarked individuals captured on consecutive capture occasions. The
population size estimate was obtained through the use of a Horvitz-Thompson-
like estimate (Borchers et al , 2002; Horvitz and Thompson, 1952) as a ratio of
the number of captured individuals and estimated probability that an individual
is observed within the study. The disadvantage of such an approach is that it is
not possible to constrain births to be positive, and hence negative birth rates can
be obtained. In addition it is not possible to formally model the birth rates, for
example, as a function of population size and/or additional covariate information.
Schwarz and Arnason (1996), proposed an alternative approach for open popu-
lation models introducing the idea of a “super-population” from which individuals
may enter and leave the study area. The extended Jolly-Seber-type model builds
on the likelihood given in equation (2), permitting arrivals to the study area (after
which individuals can be subsequently observed); and departures from the study site
(from which time individuals are no longer able to be observed). It is assumed that
once each individual arrives at the study site they remain there until they depart
and cannot return thereafter (i.e. there is no temporary migration).
To account for the additional processes (arrivals and departures), we define the
additional parameters:
βt : the probability that an individual in the super-populaton and available for
capture at some point within the study period is first available for capture at
occasion t+ 1;
φt : the probability an individual present in the study area at occasion t remains
in the study area until occasion t+ 1.
We note that by definition,
∑T−1
j=0 βj = 1, since we condition on the individual
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being available for capture at some point within the study period. For notational
convenience we set β = {β0, . . . , βT−1} and φ = {φ1, . . . , φT−1}.
The likelihood expression can be written in the form:
L(N,p,β,φ;x) ∝ N !
(N −D)!
D∏
i=1
Pr(xi)× Pr(x0)N−D,
where Pr(xi) denotes the probability of the capture history of individual i; and
Pr(x0) the associated probability of not being observed within the study (given
the model parameters). Both of these probability terms need to account for the
arrival and departure of the individuals - an individual cannot be recaptured before
they arrive at the study site; or after they leave the study site (or alternatively
the associated capture probabilities at these times are equal to 0). For notational
convenience, we let gi, and li, denote the occasions where individual i is observed
for the first time, and last time, respectively. Recall that we assume that there is no
temporary migration, so that under this assumption, an individual must be present
(and available for capture) for times gi, . . . , li. However, we do not necessarily know
when the individual arrives - it could be that the individual is first available for
capture at time gi, when it was observed; or the individual may have arrived earlier
but have been unobserved until time gi. Similarly, we know that the individual is in
the population and available for capture between times gi and li, inclusive; but after
li it is again unknown whether the individual leaves the study area before capture
occasion li + 1 (and so cannot be observed), or remains in the study area available
for capture but is simply unobserved until it leaves at a future time (or remains
in the study area until the end of the study). Thus we need to account for the
unknown arrival and departures times (if any) from the study - this can be done by
summing over all possible arrival and departure times. For example, for model Mt,
with simply a temporal dependence on the capture probabilities, the probability of
the capture history of individual i = 1, . . . , D, denoted xi, is given by,
Pr(xi) =
gi∑
b=1
βb−1
T∑
d=li
(1− φd)
d−1∏
t=b
φt
d∏
t=b
pxitt (1− pt)1−xit ,
where we define φT = 0; and apply the mathematical convention that the product
over the empty set is equal to unity, i.e.
∏b−1
t=b ≡ 1. The first term relates to an
individual joining the study area; the second term to the individual leaving the
study area; the third term for remaining in the study from arrival to departure; and
the final term to the capture of the individual given they are in the study area.
Similarly, we let p∗ denote the probability that an individual is observed at least
once within the study. Then, Pr(x0) = 1− p∗, such that
1− p∗ =
T∑
b=1
βb−1
T∑
d=b
(1− φd)
d−1∏
t=b
φt
d∏
t=b
(1− pt).
This model has been successfully extended to account for the probability that
an animal leaves the study area is a function of its arrival time (or equivalently
37
the duration of time at the study location; Pledger et al (2009)). This model is
particularly useful for animals stopping over at breeding sites - see Matechou et al
(2013, 2014) for some applications - and is thus often referred to as a stopover model.
Additional behavioural and/or individual heterogeneity effects can be incorporated
into the model, by extending the definition of the capture probabilities. For further
discussion of these models, including the extension to discrete time-varying individ-
ual heterogeneity, see Worthington et al (2018b); and for a Bayesian approach of
fitting a model with discrete time-varying heterogeneity see, for example, Dupuis
and Schwarz (2007).
The theory of robust design (Kendall et al , 1995; Pollock, 1982) combined both
open and closed population models by defining primary periods of the study which
are open and secondary sampling periods which occur within a primary period within
which the population is assumed to be closed. This study design facilitates the esti-
mation of abundance, whilst allowing for the estimation of important demographic
parameters; however the assumption of closure is again required within the sec-
ondary sampling periods, which may be unrealistic. The open robust design model
Kendall and Bjorkland (2001) removed this closure assumption for the secondary
periods, by conditioning on the number of individuals capture in each primary oc-
casion, which in turn removed the ability to estimate abundance directly. The
concept of robust design has been extended to the related area of removal modelling
(Zhou et al , 2018) which is a special case of the behavioural model discussed in
this chapter. Worthington et al (2018b) extends the robust design models in two
ways: by removing the conditional requirement of robust design models by directly
modelling all arrival and departure times to the study site within both the primary
and secondary sampling periods; and introducing additional time-varying discrete
individual covariates, using the analogous approach to Section 3.3.4.
5 Discussion
The accurate estimation of population sizes is an important aspect of conserva-
tion and wildlife management. There are several common methods used to obtain
estimates of population size, including capture-recapture studies. The associated
capture-recapture models rely on a number of assumptions - we briefly discussed
the implications of the assumption of closure in Section 4 and described extended
models to allow for such open populations. The failure of the study to satisfy the
model assumptions can have a significant impact on the estimates of total popula-
tion size. This has led to the development of numerous capture-recapture models,
such as those described in Section 3 to allow for different forms of heterogeneity
that may arise. These models have been constructed based on an understanding
of the different factors that may influence the systems: the possible effects on the
system are traditionally described in terms of temporal, behavioural and individual
heterogeneity. These models are generally fairly rich in nature and can be adapted
to incorporate specific knowledge of the system under study. For example, catch-
effort models can be applied when the known resources expended at each capture
occasion is recorded - in such cases it may be appropriate to reparameterise the
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model in terms of the recapture probability per unit effort (see for example, King
and Brooks (2004) for an example of such a parameterisation).
Traditionally, the capture-recapture models that have been developed rely on the
data collection techniques involving a number of observers going into the field and
observing (and subsequently marking) individual animals. However, recent techno-
logical advances have had a significant impact on the way that data may be collected
- for example using photographic identification rather than physically adding a mark
to the animal to minimise disruption/impact on the animals; using alternative non-
visual queues such as scat/hair samples; or even motion-sensor cameras instead of
physical traps. These advances in data collection techniques provide new forms of
data and associated challenges that the traditional models in their current form
do not address. We discuss some of these challenges and the associated statistical
developments to combat these.
In the construction of the capture histories of the individuals observed within
the study, it is assumed that each individual carries a unique identification, and that
these are recorded without error when an individual is observed. However, within
mark-resight studies it may be the case that an individual can be observed to have
a mark, but that the unique identifier cannot be read. Thus, the individual capture
histories cannot be constructed completely and a given number of observations of
marked individuals can be recorded but not assigned to individuals. To address
this issue McClintock et al (2014) consider a Bayesian data augmentation technique
(and discuss previous approaches). Alternatively, modern techniques for identifying
individuals, such as DNA matching from scat/hair samples or photo-identification
can lead to non-ignorable mismatches within the study - including false negatives
when a single individual is observed at two separate capture occasions but is not
matched and hence recorded as two different individuals; or false positives where
two different individuals seen at different capture occasions are incorrectly matched
to be the same individual. The nature of the scheme for identifying individuals, and
associated protocol, provides information on whether false positives and/or false
negatives may occur. For example, when using DNA to match individuals, due to
genotyping errors that may occur in the process of the given sample, false negatives
may occur, but not false positives. For further discussion of issues using DNA for
matching individuals, see for example Lukacs and Burnham (2005a,b); Wright et al
(2009).
The problem of not being able to form individual capture histories arises when
individuals are not able to be uniquely identified. A traditional marking method
where this arises relates to batch marking. This is simply where an individual is
marked such that its initial capture time is recorded, for example a colour-coded
system may be used such that the first time an individual is observed a (permanent)
marker/paint may be used - with a different colour applied at each capture occasion.
The colour is only applied the first time an individual is observed; if an individual
already has a colour no additional colour is added at a future capture occasion.
At each capture occasion, the number of individuals are recorded that were first
observed at each previous capture occasion - but we do not have the individual
capture histories of each individual observed within the study (just the total number
of individuals observed that were first observed at each previous capture occasion).
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Estimates of the total population size can be obtained using for example estimating
equations and a pseudo-likelihood (Huggins et al , 2010) or hidden Markov model
approach (Cowen et al , 2017).
Location data may also be recorded in addition to an individual being ob-
served/not observed. For example, capture-recapture studies may involve an array
of traps over some spatial region - the capture histories of individuals will then typi-
cally detail not only whether an individual was observed at a capture occasion - but
also in which trap the individual was observed. The traditional, standard, capture-
recapture models collapse these data to simply observed/not observed, discarding
the associated spatial information. However, incorporating the spatial information
permits the estimation of spatial densities of animals, in addition to the estimation
of total population size (Borchers and Efford, 2008; Efford, 2004; Royle and Young,
2008). The development of models to explicitly incorporate this spatial informa-
tion have exploded in the last decade - and are now referred to as spatially explicit
capture-recapture (SECR); or spatial capture-recapture (SCR). Typically, for these
models the capture probability of an individual at a given time and trap location is
expressed as a function of the distance of the given trap to the (unobserved) home
range centre of the individual. The unobserved home range centre can be regarded
as a two-dimensional individual (continuous) random effect - the likelihood is calcu-
lated by integrating out these unobserved locations. A common aspect of modern
SECR data relates to the captures being observed in continuous time - with the
spatial array of traps corresponding to motion sensors, so that the data recorded
relates to both the individual and the exact time that the individual is observed by
the sensor. Two issues immediately arise with regard to correctly identifying indi-
viduals from the photographs/videos and the continuous time recordings as opposed
to the traditional discrete observation times. For discussion of many of these issues,
and associated models, see for example, Borchers et al (2019); Royle et al (2013).
The technological advances associated with the collection of capture-recapture-
type data will continue. However, there is an inevitable delay between the advanced
technological tools for collecting the data and the necessary statistical tools to fully
analyse the data to maximise the information that can be obtained. In addition, not
only may the types of data change over time, but also the amount of available data,
for example, multiple types of data may be collected on the same species/ecosystem;
or the number of individuals on which data are collected may increase from 10s or
100s of individuals to 1000s of individuals. This leads to additional statistical chal-
lenges such as developing integrated models that incorporate different types of data
within a single robust analysis which may be particularly challenging when the
datasets are not independent of each other; or where the use of traditional methods
are computationally infeasible due to the number of individuals within the study.
Although the types of data, and associated size and/or and complexity are chang-
ing, the need for accurate estimation of population size across many different areas
of application will continue to drive forward the statistical innovation in developing
appropriate models and corresponding efficient computational model-fitting tech-
niques.
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