This work examines the spectrum of a family of certain non-self-adjoint singular differential operators of even order on a whole axis. The coefficients of such operators depend on a complex spectral parameter in a polynomial manner. The scope of our work is also engaged in the construction of the resolvent and a multiple spectral expansion which is corresponding to such operators. This process is performed under the hypothesis that the coefficients of the differential expression are not infinitely small. The similar problems on a semi-axis and a whole axis were investigated in earlier papers [F.G. Maksudov, E.E. Pashayeva, About multiple expansion in terms of eigenfunctions for one-dimensional non-self-adjoint differential operator of even order on a semi-axis, in:
Introduction
This work performs the spectral analysis of the differential operator constructed by the following differential expression
where Since we do not assume that Im p kj (x) ≡ 0, the differential expression (1.1) and the operator L(λ) are not self-adjoint.
This work examines the solutions of the equation l λ (y) + λ 2n = 0 and their asymptotic behaviors as x → ±∞ and |λ| → ∞. We also investigate the spectrum, then construct the resolvent and a multiple spectral expansion which is corresponding to the operator L(λ). This process is performed under the hypothesis that the coefficients of the differential expression are not infinitely small. As a result of our analysis the multiple expansion of arbitrary test functions was obtained. We got the expansion in terms of the sum of eigenfunctions and the integral that involves some solutions of the corresponding differential equation.
This work generalizes some previously established results. The similar problems on a semi-axis and a whole axis were investigated in earlier papers [4] and [6] , respectively. However, in those papers, the coefficients of the differential expression were decreasing rapidly enough as x was approaching to infinity.
R.R.D. Kemp [2] has examined a problem for similar operator where the coefficients were not infinitely small, but they did not depend on a complex parameter. He analyzed the spectrum of a corresponding operator and obtained an expansion in characteristic functions for suitably restricted class of functions. We examine a more general spectral problem. In our case the coefficients of the differential operator are not infinitely small, but depend on complex spectral parameter. We also obtain a suitable multiple expansion of arbitrary test functions.
Solutions of the equation l λ (y) + λ 2n y = f
Consider the case when the equation
has no the real values.
Note that for real t the equation p(t) = λ 2n defines a curve in the complex λ-plane. This equation will in general split the complex λ-plane up into the regions D m , m = 1, . . . , 2n.
For large |λ| μ i , i = 1, . . . , 2n, can be renumbered so that Let D m be the regions that are simply connected, bounded away from branch points and contain none of theγ jk curves in their interiors, where 
We define the operator L(λ) as follows:
Consider the following differential equation
It is equivalent to the system of n equations of the first order
where
In order to obtain the Green's function for (2.2) we (see [2] ) first construct certain solutions of (2.3) for F = 0, and use them to construct the Green's matrix for (2.3).
If λ is such that p(μ) = λ 2n has 2n distinct solutions μ 1 , μ 2 , . . . , μ 2n then Z = QZ has a fundamental matrix
Using this we obtain an integral equation equivalent to (2.3) with F = 0 in the form
where C 0 is a constant 2n × 1 matrix and the lower limits on the integrals (each element in the column matrix) are arbitrary.
If λ 1 is such that p(μ) = λ 2n 1 has 2n distinct solutions then the same is true for λ sufficiently close to λ 1 and the 2n solutions μ 1 (λ), μ 2 (λ), . . . , μ 2n (λ) of p(μ) = λ 2n are analytic functions of λin this neighborhood of λ 1 . This functions have branch points at λ 2n j 0 = p(μ j 0 ), j = 1, 2, . . . , 2n − 1, where μ j 0 , j = 1, 2, . . . , 2n − 1, are the solutions of p (μ) = 0.
Thus in any simply connected region containing no λ j 0 the functions μ k (λ) are analytic. 
The matrices
and have the following asymptotic behavior 
It is equivalent to the system
Obviously, the A matrix does not have multiple eigenvalues and each pair of eigenvalues w i and w j (Im w i −Im w j ) does not change the sign. So, the system (2.6) possesses the same form as in [3, p. 48] . Arguing similarly as in [4, pp. 45-48] , we obtain the asymptotic behavior of our solutions provided |λ| → ∞ while
uniformly in x for x ∈ (−∞, ∞) and |λ| → ∞. Here Finally we shall also need solutions of (2.3) when λ is a branch point of the functions μ j (λ). We see [2, p. 643 ] that at such points μ j 's coincide in groups and the solutions of p(μ) = λ 2n will be denoted by μ 1 
The solutionỹ kj (x, λ) has the same asymptotic behavior as
The proof of this theorem is a modification of that of Theorem 2.1. and of the Problem 35 [1, p. 106], and will be omitted.
Construction of the Green's function
We shall now discuss the solution of (2.3) for F = 0 when the equation p(μ) = λ 2n has no real solutions. The results of this section are based on [2, pp. 644-648] and [4, pp. 66-79] . As p(μ) = λ 2n has no real solutions we can number the solutions μ 1 , μ 2 , . . . , μ 2n so that
Thus y 1 , y 2 , . . . , y m are exponentially small at ∞ andỹ m+1 , . . . ,ỹ 2n are exponentially small at −∞. We shall partition our matrices as follows:
where Y 11 andỸ 11 are m × m matrices. We now define
and provided that Z −1 exists 
Proof. By this we mean, that if F is a vector function with
we can prove that the vector-function
is the unique solution of (2.3) which belongs to L p (−∞, ∞). Also we can show that if x 0 ξ as well as if x 0 ξ , then
where K is a positive constant and
Thus, from (3.2) by Hölder's inequality for each λ ∈D m , m = 1, . . . , 2n,
Thus, using a change of variables and the Fubini theorem, we obtain 
where A 1 has units along the main diagonal and zeros below it. From the other side the only difference will be that the order of the μ j 's has been altered. Thus With the help of the auxiliary boundary problem 
uniformly in each bounded square −a x, ξ a, a > 0 as λ belongs to the resolvent set of L(λ) and when |λ| is sufficiently large. Now we define a function
by fixing the sign at some point and then choosing the coherent signs on the two sides of each γ jk we obtain a function locally analytic in D m except at branch points, which may be double-valued. In a neighborhood of some arc extending to ∞ we may use (2.7) to conclude that in this neighborhood
as |λ| → ∞.
It follows from the asymptotic formulas (2.1) that for large |λ|
as |λ| → ∞. 
The spectrum of the operators L(λ) and L * (λ)
We have seen above that there are values of λ for which the differential equation (2.2) possesses a Green function G(x, ξ, λ) which generates a bounded operator on L p (−∞, ∞) for 1 p ∞. Fix such a value λ 0 .
with the domain D L(λ),m is absolutely continuous and is a closed operator on L 2 (−∞, ∞).
This statement is obvious. Now we will gather together the results about spectrum of L(λ) and L * (λ). We shall now introduce the adjoint operator L * (λ) on L 2 (−∞, ∞) which we associate with the following differential expression
We define the operator 
Theorem 4.2. If p(μ) = λ 2n has no real solutions, λ ∈ ρ(L) or λ ∈ P σ (L) and if λ is not a branch point, then λ ∈ P σ (L) if and only if
In the case as p * (μ) = λ 2n has no real solutions neither has p(μ) =λ 2n soλ ∈ σ (L) implies thatλ ∈ P σ (L).
Conversely we see that if p(μ) = λ 2n has no real solutions and λ ∈ P σ (L) thenλ ∈ P σ (L * ). Thus, from Theorem 4.2 applied to the L * (λ) we can find that the curve λ 2n = p * (t) splits up into P σ (L * ), Rσ (L * ), and Cσ (L * ) and is contained in σ (L * ).
This proves
Corollary 4.1. If λ does not lie on
, and Cσ (L * ) and are contained in σ (L * ).
The spectral expansion corresponding to the operator L(λ)
We shall obtain the (2n)-fold expansion of arbitrary test functions in terms of the sum of eigenfunctions and the integral involving some solutions of the corresponding differential equation in the space L 2 (−∞, ∞).
We shall assume that P σ (L) and P σ (L * ) are finite and do not intersect Ω m , m = 1, . . . , 2n, and Ω * m , m = 1, . . . , 2n, respectively.
We shall also assume that on Ω m , m = 1, . . . , 2n, and Ω * m , m = 1, . . . , 2n, the functions W j (λ) and W * j (λ) which are defined, are not zero.
It is possible that the method may be generalized to deal with the less special case where the only additional assumption is that P σ (L) and P σ (L * ) are finite (see [5] ).
Let the functions p k,j (x) satisfy the condition
We rewrite the operator L(λ) in the following form:
3)
here E is the identity operator in L 2 (−∞, ∞). Or, substituting the expression of (5.2) in (5.4) several times, we arrive at the following expression for the resolvent R λ :
Let f k , k = 0, 2n − 1, are arbitrary differentiable test functions. We shall consider the following auxiliary Cauchy problem
and performing the Laplace transformation in (5.6), we obtain
here
and A i are defined by (5.3) . By the definition of R λ the solution of (5.7) can be written in the form
Using the familiar relationship
where Γ R is a circumference of R radius centered at the origin, it is easily seen that
where Γ R,ε = Γ R \{arcs of a total length ε}. We shall consider the contour integral 11) where Γ N,ε is a compound contour which we shall now describe. Let z 2 (x) , . . . , z p (x) be the corresponding eigenfunctions of the related adjoint problem which is defined in the usual manner. We assume ε is so small and N is so large that P σ (L) ⊂ H N,ε and so that for each D j , j = 1, . . . , 2n, D j ∩ H N,ε is non-empty.
Let Γ N,ε be the portion ofΓ N,ε belonging to Γ N . The evaluation of I (N, ε) will be performed in two ways: by residues, and by direct integration for the case ε → 0, N → ∞.
We shall first proceed with the direct technique as ε → 0 and N → ∞. Taking (5.5), (5.9), and (5.10) into account we are led to the tentative result
Taking the estimation (3.6) into account, we obtain that
So, for λ ∈ D j , j = 1, . . . , 2n, and for |λ| sufficiently large the formula takes the form 1 2πi
(5.12)
Obviously, as |λ| → ∞ the right side approaches f 0 .
Analogously it is easily seen that 1 2πi
for λ ∈ D j , j = 1, . . . , 2n, and for |λ| sufficiently large. Now we shall proceed to the evaluation of I (N, ε) by residue technique. It is clear that crossing D j we will get the leap of a resolvent R λ of L(λ). The direct computation with the integrals yields
Here Ω m,+ε is the curve from one side and Ω m,−ε from another side parallel to the curves Ω m , m = 1, . . . , 2n, and R λ+i0 is the limit of R λ from one side and R λ−i0 is the limit from another side of the curves Ω m , m = 1, . . . , 2n. Our assumption that W j (λ) = 0 in Ω m , m = 1, . . . , 2n, implies that these limits exist and are continuous. Now we shall find the leap of the resolvent R λ R λ+i0 − R λ−i0 .
We know that: 
