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Abstract. Traditional forecasting models have been widely used for decision-making in 
production, finance and energy. Such is the case of the ARIMA models, developed in the 1970s 
by George Box and Gwilym Jenkins [1], which incorporate characteristics of the past models of 
the same series, according to their autocorrelation. This work compares advanced statistical 
methods for determining the demand for electricity in Colombia, including the SARIMA, 
econometric and Bayesian methods. 
1. Introduction 
There are several studies on the habitual behavior of energy in Colombia [1]; however, shortcomings 
have been found in some of them, such as: lack of success, lack of integration with exogenous variables, 
lack of data to estimate models, among others. 
In Colombia, the National Dispatch Center (NDC), department of XM Compañía de Expertos en 
Mercados S.A.E.S.P, a subsidiary of ISA, is in charge of the operation and administration of the entire 
National Interconnected System of Colombia (SIN) [2]. In other words, its task is to plan, monitor and 
control the resources of energy generators, transmitters, distributors and traders. The CND must make a 
maneuver plan for the generating companies, indicating the amount of power they must produce daily. 
For this reason, the forecast of energy demand is one of the most important tools in this process. That is 
why an effective prediction is really necessary, guaranteeing quality, security and reliability in the 
service for the users. In this regard, [3] states: "The prediction of demand is a problem of great 
importance for the electricity sector, since, based on its results, the agents of the energy market make 
the most appropriate decisions for their work". For its part, Codensa S.A. ESP, the electricity distribution 
and marketing company in Colombia, has prepared forecasts based on linear regression, exponential 
smoothing and moving average [4], comparing them using the ASM criterion [5]. 
This paper presents a characterization, analysis and comparison of the following models: SARIMA, 
econometric [6], and a Bayesian technique named Gaussian regression with Monte Carlo simulation by 
Markov Chains (MCMC) [7], which allow, after the estimation of tests, the validation and measurement 
of the average absolute percentage error indicator (MAPE) with adjustment and prognosis data for each 
one, and determine the best one to make the prediction of the demand for the Colombian state. 
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The process started from an exploratory analysis of the time series described as a set of historical data 
of daily energy demand in Colombia, from December 15, 2015 to December 31, 2008, provided by the 
department of energy demand forecasts at the XM subsidiary of ISA, as a public information. Three 
models were compared to determine the best one: SARIMA model, econometric model with exogenous 
variables, and Gaussian Bayesian regression model [8], [9], [10]. 
 




Figure 1. Daily electricity demand in a month 
 
According to figure 1, a very similar behavior can be observed every 7 days, with high demand at 
the beginning of the week and low demand at the end of the weekend. In this way, a seasonal behavior 
7 can be identified. In addition to the above, from interviews with the expert personnel of the company, 
this hypothesis was tested and other variables that can have important impacts were determined, such as 
temperature and energy level, information that was useful to estimate the econometric model with 
exogenous and endogenous variables, as well as the SARIMA model to make the comparison of the 
three models. 
This also served as an input to incorporate some important explanatory variables in the Gaussian 
Bayesian MCMC regression model. 
 
2.1 Econometric model 
The model considered the endogenous variable, Zt , electricity consumption, and explanatory variables 
such as: endogenous with Zt-k delays, daily temperature, and other exogenous variables such as dummy 
variables to include interventions in the series (such as: holidays, day of the week), seeking to estimate 
a model of the form [11], [12]:  
 
Zt = β0 + β1Zt - 1+ ….+αt + α1sen(2πt/7) + α1cos(2πt/7) + ….+ day week+ variables                      (1) 
artificials+εt 
 
Others were explored in the process, adding or deleting variables if they were significant or not at 
the 5% level.  
 
2.2 Markov Chain Bayesian Gaussian Regression Model  
The general Gaussian Bayesian regression model used was [13], [14]:  
 
Zt = β0 + β1 Zt - 1+ ….+αt + ….+ day week+εt                                                                                   (2)                                                                
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Zt is the demand for electrical energy  
Zt -1 is the variable with delay of the demand of electric energy.  
t is the time trend  
 
Day of the week: these are indicator variables (0/1) according to the day, so that they are added to 
the constant β0 for the respective day. 
The statistics used for the estimation of each coefficient corresponds to the mean value of the MCMC 
sampling performed.  
 
2.3 Final evaluation criteria of the models  
In the analysis of the models, hypothesis tests were used to analyze the significance of the parameters 
of the classical models, based on the assumptions of normality, tests to determine the fulfillment of the 
assumptions in the residuals. These were not the same for Bayesian processes, where it was necessary 
to determine whether the simulation generated independent samples, as expected. However, another 
indicator was considered as the criterion for the final choice of the best model. The ASM indicator was 
then measured, of two types: adjustment, with data used for estimation and prognosis; with data not used 
for estimation. Since the final objective was to find a model with adequate capacity for forecasting, it 
was considered an adequate indicator of success capacity in the models and, therefore, the final criterion 
of choice [15], [16], [17]. 
3. Results  
The estimates of the statistical models used are presented with the respective characterization of 
Colombia's daily energy consumption, using the validation tests and comparison criteria necessary for 
an adequate analysis and selection of the one that allows optimizing in a more integral way, the forecast 
by showing a lower level of relative absolute error. 
 
3.1 SARIMA Model 
When analyzing the autocorrelation values of the series of energy consumption, a seasonality of order 
s=7 was evident, since in the periods 7 and 14 it took very high values (0,7587 and 0,7147 respectively). 
Likewise, the autocorrelation of order 1 is very high (0.47852). This indicates that the most obvious 
delays that have effects on the series are Zt-1, Zt-7 and Zt-14. In addition to these evidences, the 
automatic R method was used to better detect the parameters indicated for the model. The adequacy of 
the analysis will be tested with this model. Changes are then introduced using the econometric model. 
After estimating several models, ARIMA (1,1,1)X(2,0,1) was found with the lowest ASM value. Table 
1 shows the SARIMA coefficients. 
 
Table 1. SARIMA Coefficients 
 
Coefficients  
ar1 ma1 sar1 sar2 sma1 
0,5012 -0,94785 0,97523 0,0085 -0,8078 
0,0395 0,017852 0,047852 0,0412 0,02963 
 
Confidence intervals at 95% were estimated using the standard error from the last line of Table 1. 
The only non-significant coefficient is the second seasonal term. However, by eliminating it, the model 
loses success capacity, resulting in a better ASM than the one presented in Table 1. The SARIMA model 
(Table 1) did not adequately meet the assumption of normal residuals according to Jarque Bera, but it 
did meet the assumption of their uncorrelation, according to the Ljung Box test. In addition, according 
to the Levene test, the residuals are heteroscedastic. In addition, the adjustment has an ASM of 3.12% 
and a forecast ASM of 7.30%. Therefore, it was not very wise to use this model to forecast daily energy 
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consumption. This result indicated that there are important sources of variation, which must be 
considered before estimating the SARIMA model, aspects considered for the econometric model. 
 
3.2 Econometric model  
The following equation reflects the final estimated model, which was improved using 5% significance 
tests. 
 
Zt = β0 + β1 Zt - 1 + β2 Zt - 7+….+α1 t+α2 t 3 + ….+ βi *Indicators(day week)+βj *Indicators levels+βk 
*Temperature+εt                                                                                                                                     (3) 
 
In the econometric model estimation, variables such as:  
• Time, to determine trend impacts.  
• Day, given that the seasonal period in the series is 7.  
• Sinusoidal behavior, to study the improvement of seasonality.  
• Three lags (past variables), due to the autocorrelation detected in the series.  
• Target temperature. 
 
The artificial variables explored were: 
• In the variable "Level", demand was catalogued in 4 intervals (1, 2, 3, 4) from lowest to highest 
respectively. These intervals have a range of plus or minus 14000 MWh each. 
• In the variable Level 2, the special dates were catalogued, which are: December 24, 25 and 31. 
This was done for the model to identify the peaks of Colombian energy demand. 
• Level 3 identified the lowest peaks in the data; generally represented it on Sunday. 
 
These levels were incorporated into the model in order to capture peaks and atypical data when 
forecasting demand. The coefficients of the final model are shown in the second column of Table 2. 
 
Table 2. Final Estimated Coefficients of the final econometric model. 
 
Coefficient Estimate Standard error  Value t Pr(>|t|) 
Constant 2,85E+02 9,12E+01 36,147 < 2e-16 
t 8,14E-02 1,32E-01 7,298 1,54E-12 
t3 -4,77E-06 1,14E-05 -3,75 0,000178 
Day Monday 3,95E+00 8,58E-01 4,698 6,12E-06 
Day Tuesday 7,47E+00 1,16E+00 6,325 1,88E-10 
Day Wednesday 5,36E+00 9,28E-01 5,785 6,25E-08 
Day Thursday 4,74E+00 7,89E-01 5,657 2,03E-07 
Day Friday 4,96E+00 8,67E-01 4,365 7,78E-07 
Day Saturday 1,47E-01 7,55E-01 0,184 0,847106 
Temperature 2,36E-01 8,47E-02 3,687 0,000785 
Indicator(level)2 1,85E+01 1,47E+00 16,142 < 2e-17 
Indicator(level)3 3,69E+01 2,36E+01 18,369 < 2e-17 
Indicator(level)4 3,47E+01 1,98E+01 23,786 < 2e-17 
Indicator-m(Level3) 1,36E+01 9,78E-02 13,355 < 2e-17 
Indicator-s(Level3) 1,96E+01 9,36E-02 20,474 < 2e-17 
 3,58E-02 2,98E-02 1,966 0,07899 
 8,69E-02 1,78E-02 5,987 2,21E-07 
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Hypothesis tests to contrast the significance of quantitative variables were performed by analyzing 
the P value of the last column of Table 2, of the statistic t, indicating with lower values of the 5% 
significance level, that the parameter had significance. For the qualitative explanatory variables 
(artificial or indicator) it was evident that more than one of their coefficients had a P value of less than 
5%. This was also checked with the ANOVA type III table, which showed F test p-values of less than 
5%. 
 
3.3 Gaussian regression model via Monte Carlo by Markov Chains 
A Monte Carlo simulation was carried out with 12896 iterations, and the first 2500 samples obtained by 
means of the MCMC Regress statistical package were burned in order to guarantee independence in the 
simulation, which will be tested with the Ljung-Box test. Table 3 shows the mean and standard deviation 
for each variable, with the standard error. The average was the value used to make forecasts. 
 








Time Series SE 
Intercept -6,55E+05 6,85E+04 6,85E+02 6,98E+04 
T 3,76E+02 4,87E+01 3,36E+01 4,36E+01 
Day Monday 3,83E+03 8,55E+01 9,65E+01 8,47E+01 
Day Tuesday 3,31E+03 6,07E+01 6,47E+01 6,47E+01 
Day 
Wednesday 
3,28E+03 6,77E+01 6,65E+01 6,69E+01 
Day Thursday 3,19E+03 6,78E+01 6,74E+01 6,65E+01 
Day Friday 2,15E+03 8,68E+01 6,36E+01 8,75E+01 
Day Saturday 1,33E+03 6,56E+01 8,74E+01 6,36E+01 
Zt-1 5,96E-02 3,22E-01 3,22E-03 3,47E-03 
sigma2 2,57E+06 1,27E+05 2,56E+03 1,11E+03 
 
The estimation of the model, using MCMC, allowed to simulate the regression parameters, and for 
each, 10000 data were generated, showing the basic statistics in Table 3. The mean is the estimator 
chosen as the coefficient to be incorporated in the MCMC regression model, using Gibbs' sampler. It is 
now necessary to carry out a test to indicate that the simulation results did not show any dependency. 
For this purpose, the Ljung Box test was applied. Table 4 shows that the samples of the parameters that 
were simulated are uncorrelated, since the p-values are above 6%. Furthermore, the error indicators 
obtained are: MAPE adjustment=1.93% and the forecast MAPE=4.95%. 
 
Table 4. Uncorrelation tests of simple parameters 
 
Ljung Box Test 
Variable Valor P 
Constant 0,5587 
T 0,2965 
Day Monday 0,6847 
Day Tuesday 0,1258 
Day Wednesday 0,4554 
Day Thursday 0,2968 
Day Friday 0,6478 
Day Saturday 0,06225 
Delay Zt-1 0,2578 
Sigma2 0,1014 
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When synthesizing all the models, it was observed that the econometric model with residual 
SARIMA was the most assertive to forecast this type of demand; this is due to the fact that this technique 
allowed incorporating exogenous variables, admitting some indicators as level variables that led to a 
good estimation of atypical data. The Bayesian technique cannot be left aside, which through MCMC 
simulation made it possible to estimate a model with which forecasts were made with a MAPE value of 
4.6%, lower than that of the SARIMA model. Model that can be updated with new data, running the 
simulation again at each time t. 
The Bayesian technique proved to be an alternative, when it is not necessary to comply with premises 
or even when there are not much historical data. 
 
4. Conclusions  
Among all the estimated and analyzed models, it was found that the econometric model with SARIMA 
errors was optimal to achieve the lowest forecast error, getting closer to the reality of daily energy 
behavior. This is due to the fact that when incorporating significant variables such as delays, fictitious 
or level variables, they better explained the structural changes in the series, thus providing a tool that 
can facilitate the final optimization of Colombia's daily energy supply, due to the confidence of the 
forecast. The SARIMA model for energy consumption, which was one of those used to estimate the 
forecast of energy demand by the National Dispatch Center (NDC), showed a problem with the required 
validation of assumptions and was also surpassed by the efficiency of the econometric model, which 
suggests rethinking it, with the tool provided in this study.  
A great advantage of the Bayesian Gaussian regression method by MCMC is that it does not require 
the same assumptions as a classical model, and facilitates the updating of new data with the simulation 
for each time t+1 that is forecast. In this research, the method simulated the parameters of a regression 
model, generating them without time dependence. In addition, an acceptable prognostic efficiency was 
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