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Abstract
In this paper, we consider the discrete AKNS-D hierarchy, find the construction of
the hierarchy, prove the bilinear identity and give the construction of the τ -functions
of this hierarchy.
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1 Introduction
The integrable system theory is an elegant achievement in mathematics, which is developed
in last century. Recently, many authors have paid attention to consider the discrete and
semi discrete integrable system(one variable is discrete). A nice review is given by the book
edited by Bobenko and Seiler [1]. One of the well studied topics is the q-deformed KP
hierarchy [2]-[8]. In [9], we studied the q-deformation of AKNS-D hierarchy. The lax pair
has been found, the bilinear identity has been proved and τ -function has been constructed.
All these results show that the q-deformed integrable system shares similar properties with
the continuous case. However, all above results are about the q-difference operator. It is
still far away from the standard discrete system, for example, the variable x is still in R
instead of in Z. An natural question is whether we can construct a discrete system which
shears the similar properties. The answer is positive. P.Iliev considers this problem for KP
hierarchy[10]. In this paper, we want to consider this problem in AKNS-D hierarchy case.
This paper is organized as following: section II briefly reviews the classical AKNS-D
hierarchy. Section III contains the main results of this paper. In the first part of this
section, we review some basic results of discrete calculation. In the second part, we give
the definition of discrete AKNS-D hierarchy. we also give the Lax pair of discrete AKNS-D
hierarchy. In the third part, we define the Baker function of discrete AKNS-D hierarchy and
prove the Hirota bilinear identity. The construction of τ -function is contained by the last
part. In this part, we also consider the deformed difference operator ∆ǫ and the relation
between the discrete AKNS-D hierarchy and classical AKNS-D hierarchy.
2 Basic results on AKNS-D hierarchy
We will give a brief review of AKNS-D hierarchy. Details can be found in any standard text
book.
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Let L = ∂x − zA+ U , where A = diag(a1, · · · , am) and U is a m×m matrix function of
(x, tkα) with uii = 0, ∀i. Here k = 0, 1, 2, · · · , α = 1, · · · , m. The resolvent R of L is defined
as
R =
∞∑
k=0
R(k)zk,
[L,R] = 0. (1)
All resolvent form an algebra over the field of series c(z) =
∑
∞
k=0 ckz
−k. This algebra has a set
of basis {Rα} which satisfies R
(0)
α = Eα. Eα is a constant matrix and the component of Eα
is δiαδjα. Denote Bkα := (z
kRα)+, where the subscript “+” means taking the non-negative
power terms of z. The AKNS-D hierarchy is the set of equations
∂kαL = [Bkα, L], (2)
where ∂kα means
∂
∂tkα
.
We can also define the dressing operator wˆ of L as
wˆ(z) = I +
∞∑
k=1
wkz
−k,
Lwˆ = wˆ · (∂x − zA). (3)
The formal Baker function w(z) is
w(z) = wˆ(z) exp
(
∞∑
k=0
m∑
α=1
zkEαtkα
)
. (4)
Then we have
L = w∂xw
−1,
Rα = wEαw
−1. (5)
and the Lax pair form of AKNS-D hierarchy is
L(w) = 0,
∂kαw = Bkαw. (6)
Denote w∗ = (w−1)T , an very important property of Baker function is the following Hirota
bilinear identity.
Proposition 1 (Hirota bilinear identity)
Bilinear relation
resz[z
l(∂k1α1 · · ·∂ksαsw) · (w
∗)T ] = 0
holds for any l = 0, 1, · · · and (k1, α1), · · · , (ks, αs). Conversely, any two functions
w = (I +
∞∑
j=1
wjz
−j) exp
(
∞∑
k=0
m∑
α=1
zkEαtkα
)
w∗ = (I +
∞∑
j=1
w∗jz
−j) exp
(
−
∞∑
k=0
m∑
α=1
zkEαtkα
)
satisfy above bilinear relation, then w−1 = (w∗)T and w is a baker function of an L which
satisfies the hierarchy equations 2 .
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3 The discrete AKNS-D hierarchy
3.1 Discrete calculations
In this section, we want to give some basic facts about the discrete calculations which
will be needed later. We will use the notations given by [10]. In order to avoid possible
misunderstanding, we use A(f) or (Af) to denote an operator A acts on a function f and
AB or A · B to denote the operator multiplication.
First, we introduce two operators:
Λ(f) := f(n+ 1), (7)
∆(f) := (Λ− I)(f) = f(n+ 1)− f(n), (8)
where f is a function on Z. Λ is the shift operator and ∆ is the difference operator. For
difference operator, the Leibnitz’s Law is
∆(fg) = (Λf) · (∆g) + (∆f) · g = (∆f) · (Λg) + f · (∆g), (9)
where f and g are functions on Z.
In ref.[10], the author gives the definition of discrete exponential function Exp(n; t, z) as
Exp(n; t, z) := (1 + z)n exp
(
∞∑
k=1
tkz
k
)
= exp
[
∞∑
k=1
(
tk + n
(−1)k−1
k
)
zk
]
(10)
Under the action of difference operator, the behavior of Exp(n; t, z) is just like the ordinary
exponential function under the action of partial differential operator, i.e.
∆Exp(n; t, z) = zExp(n; t, z). (11)
It is easy to see that Exp(n; t, z) has a formal inverse, i.e Exp−1(n; t, z) = Exp(−n;−t, z).
We use the word “formal” because Exp(n; t, z)Exp−1(−n;−t, z) = 1 but Exp−1(n; t, z) is ill-
defined at z 6= −1. What we want to emphasis is Exp(n; t, z)Exp−1(−n;−t, z) is well-defined
ever where. This is an important property which we need later.
For two operators, we introduce the discrete commutator as
[A,B]D := (ΛA) · B −B · A. (12)
We also need to introduce an L2-inner product on the matrix-function space over Z. It
takes the form
< f, g >:=
+∞∑
−∞
tr(f · g). (13)
Under this metric, we get the dual operator of ∆ as
∆∗(f) = (Λ−1 − I)(f) = f(n− 1)− f(n). (14)
3
3.2 Discrete AKNS-D hierarchy
Let LD = ∆− zA+U , where A = diag(a1, · · · , am) and U is a m×m matrix function on Z
with uii = 0 for any i. Like the classical AKNS-D hierarchy, we define the resolvent R for
LD as
R =
∞∑
i=0
R(i)z
−i, (15)
[R,LD]D = 0. (16)
Above equations can be expressed as
∆R(i) − [R(i), U ]D + [R(i+1), A]D = 0,
[R(0), A]D = 0. (17)
Lemma 1 All of resolvents form an algebra over the field of the formal series c(z) =∑
∞
i=0 ciz
−i and we denote it as ℜ.
Proof:
1) It is easy to see that c(z)R1+f(z)R2 is a resolvent of LD if R
1 and R2 are all resolvents.
2) If R1 and R2 are two resolvents of LD, we have
[R1R2, LD]D
= (ΛR1)[R2, LD]D + [R
1, LD]DR
2
= 0. (18)
So we get ℜ is an algebra over the field of c(z).✷
We define the dressing operator wˆD(z) as
wˆD := I +
∞∑
k=1
wkz
−k, (19)
which satisfies
LDwˆD = (ΛwˆD) · (∆− zA). (20)
Using the formal extension (19), we can solve wˆD order by order, so the existence of wˆD is
obvious.
Lemma 2 Rα = wˆDEαwˆ
−1
D is a resolvent and satisfies Rα · Rβ = δαβRβ.
Proof:
[Rα, LD]D
= (ΛwˆD)Eα(ΛwˆD)
−1 · (∆− zA + U)− (∆− zA + U)wˆDEαwˆ
−1
D
= (ΛwˆD)Eα(ΛwˆD)
−1 · (ΛwˆD)(∆− zA)wˆ
−1
D − (ΛwˆD)(∆− zA)wˆ
−1
D · wˆDEαwˆ
−1
D
= (ΛwˆD)[Eα, (∆− zA)]wˆD
4
= 0. (21)
RαRβ
= wˆDEαwˆ
−1
D · wˆDEβwˆ
−1
D
= wˆDEαEβwˆ
−1
D
= wˆDδαβEβwˆ
−1
D
= δαβRβ . (22)
Then we prove this lemma.✷
Lemma 3 Each R can be fixed by the zero order term R(0) and {Rα|α = 1, · · · .m} form a
basis of ℜ.
Proof: From the second Equation of (17), we find R(0) must be diagonal and constant for
n (here we require all functions will be bounded as n → ± ∞). Using the first equation of
(17), we can solve each R(i) order by order. The only freedom of R(i) is a constant diagonal
part of R(i) wich can be chosen as zero. So the linear independent solutions should be those
which satisfies R(0) = Eα. That is the reason why Rα form a basis of ℜ.✷
We define Bkα := (z
kRα)+ and B¯kα := z
kRα − Bkα. With these notations, we make
following definitions.
Definition 1 The discrete AKNS-D hierarchy in Lax pair form is
LDwˆD = (ΛwˆD) · (∆− zA),
∂kαwˆD = −B¯kαwˆD. (23)
Definition 2 The discrete AKNS-D hierarchy is defined as
∂kαLD = [Bkα, LD]D. (24)
The relation between above two definitions of discrete AKNS-D hierarchy is expressed in
following theorem.
Theorem 1 Definition 1 and definition 2 are equivalent.
Proof:
1) If we have LD and wˆD satisfy definition 1,
∂kαLD = ∂kα[(ΛwˆD)(∆− zA)wˆ
−1
D ]
= −(ΛB¯kα)(ΛwˆD)(∆− zA)wˆ
−1
D + (ΛwˆD)(∆− zA)∂kαwˆ
−1
D
= −(ΛB¯kα)(ΛwˆD)(∆− zA)wˆ
−1
D − (ΛwˆD)(∆− zA)wˆ
−1
D (∂kαwˆD)wˆ
−1
D
= −(ΛB¯kα)(ΛwˆD)(∆− zA)wˆ
−1
D + (ΛwˆD)(∆− zA)wˆ
−1
D B¯kα
= −[B¯kα, LD]D
= [Bkα, LD]D. (25)
2) Conversely, if we have LD which satisfies definition 2. Based on the definition (19),
we get the dressing operator wˆD. Further more, we can also construct the resolvent Rα.
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Because LD satisfies definition 2 and Rβ is resolvent of LD, we have
[∂kαRβ, LD]D
= ∂kα[Rβ, LD]D − [Rβ , ∂kαLD]D
= −[Rβ , [Bkα, LD]D]D
= −(ΛRβ)(ΛBkα)LD + (ΛBkα)(ΛRβ)LD + LDRβBkα − LDBkαRβ
= [[Bkα, Rβ], LD]D, (26)
i.e. ∂kαRβ − [Bkα, Rβ] is a resolvent of LD. Keep lemma 3 in mind, we know
∂kαRβ − [Bkα, Rβ ] =
∑
γ
cγ(z)Rγ (27)
Choosing any Rη, η 6= β, lemma 2 tells us
Rη(∂kαRβ − [Bkα, Rβ])
= Rη∂kαRβ − RηBkαRβ
= −(∂kαRη)Rβ + [Bkα, Rη]Rβ
= (−
∑
γ
c˜γ(z)Rγ)Rβ
= −c˜β(z)Rβ
= cη(z)Rη. (28)
Because we have known that Rη and Rβ are linear independent, we have c˜β(z) = cη(z) = 0,
so we have ∂kαRβ − [Bkα, Rβ] = c(z)Rβ . Repeat above method, we have
(∂kαRβ − [Bkα, Rβ])Rβ
= c(z)Rβ
= ∂kαRβ − [Bkα, Rβ]− (∂kαRβ − [Bkα, Rβ])Rβ
= 0, (29)
that tells us that ∂kαRβ − [Bkα, Rη] = 0.
(∂kαz
lRβ − ∂lβz
kRα)+
= [Bkα, z
lRβ]+ − [Blβ, z
kRα]+
= [Bkα, Blβ]+ + [Bkα, B¯lβ]+ + [Bkα, Blβ]+ + [B¯kα, Blβ]+
= [Bkα, Blβ] + [Bkα, z
lRβ]+ + [B¯kα, Blβ]+
= [Bkα, Blβ] + [Bkα, z
lRβ]+ + [B¯kα, z
lRβ ]+ − [B¯kα, B¯lβ]+
= [Bkα, Blβ], (30)
so we have ∂kαBlβ−∂lβBkα = [Bkα, Blβ]. Like the classical case, we just extend the operator
∂kα on wˆD by requiring ∂kαwˆD = −B¯kαwˆD. Above result insures the commutation relation
[∂kα, ∂lβ] = 0, then we prove this theorem. ✷
3.3 Baker function and bilinear identity of discrete AKNS-D hi-
erarchy
We define the Baker function of discrete AKNS-D hierarchy as
wD := wˆD · g(n; t, z) = wˆD · (1 + zA)
n exp
(
∞∑
k=0
n∑
α=1
zkEαtkα
)
. (31)
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Using Eq.(11), it is easy to see that
g(n; t, z) = exp
(
∞∑
k=0
n∑
α=1
t′kαEαz
k
)
, (32)
where t′kα = tkα + n
(−1)k−1
k
(aα)
k. With this definition, we have following result,
Lemma 4
LD(wD) = 0,
∂kα(wD) = BkαwD. (33)
Proof:
LD(wD) = (ΛwˆD)(∆− zA)wˆ
−1
D · wˆDg(n; t, z)
= (ΛwˆD)(∆− zA)g(n; t, z)
= 0. (34)
∂kα(wD) = ∂kα(wˆDg(n; t, z))
= −B¯kαwˆDg(n; t, z) + wˆDz
kEαg(n; t, z)
= −B¯kαwD + z
kRαwD
= BkαwD. ✷ (35)
Denote wD
∗ = (wD
−1)T , we get
LD
∗(wD
∗) = 0, (36)
where LD
∗ is the dual operator of LD under the L
2-inner product (13). With the definition
of Baker function, we can prove the Hirota bilinear identity of discrete AKNS-D hierarchy.
Theorem 2 (Bilinear identity)
I) If wD is a solution of Eq.(33), it satisfies following identity,
resz(z
l(∆m∂
[λ]
kαwD) · wD
−1) = 0,
for any l = 0, 1, · · ·, m = 0, 1 and ∀ [λ].( Here ∂
[λ]
kα = ∂k1α1∂k2α2 · · ·∂ksαs, and (k1, α1), · · · , (ks, αs)
are set of index)
II) Conversely, if we have two functions wD and wD
∗
wD = (1 +
∞∑
k=1
wkz
−k)g(n; t, z),
wD
∗ = (1 +
∞∑
k=1
w∗kz
−k)g(−n;−t, z),
which satisfy
resz
{
zl(∆m∂
[λ]
kαwD) · (wD
∗)T
}
= 0,
for any l = 0, 1, 2, · · ·, m = 0, 1 and ∀ [λ], then it implies
1. wD
−1 = (wD
∗)T ,
2. wD is a solution of Eq.(33).
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Proof:
1) If wD is a solution of Eq.(33), ∂
[λ]
kαwD = f(Bkα) · wD, where f(Bkα) is a differential
polynomial of {Bkα} and (f(Bkα))+ = f(Bkα). The bilinear identity is
resz[z
l(∆m∂
[λ]
kαwD) · wD
−1]
= resz
{
zl[∆mf(Bkα)wD] · wD
−1
}
= resz
{
zl[∆mf(Bkα)]wD · wD
−1
}
+ resz
{
zl[Λmf(Bkα)][∆
mwD] · wD
−1
}
= resz
{
zl[∆mf(Bkα)]
}
+ resz
{
zl[Λmf(Bkα)](zA− U)
m
}
= 0. (37)
2) If wD and wD
∗ satisfy the bilinear identity, we take m = 0 and [λ] = 0, so we have
wD
−1 = (wD
∗)T because the bilinear identity holds for any l ≥ 0.
Consider following equation,
∂kαwD − BkαwD
= ∂kα(wˆD g(n; t, z))− BkαwˆD g(n; t, z)
= (∂kαwˆD)g(n; t, z) + wˆD z
kEαg(n; t, z)− BkαwˆD g(n; t, z)
= (∂kαwˆD)g(n; t, z) + z
kRαwˆD g(n; t, z)− BkαwˆD g(n; t, z)
= (∂kαwˆD + B¯kαwˆD)g(n; t, z). (38)
The bilinear identity tells us
resz[z
l(∂kαwD −BkαwD) · (wD
∗)T ] = 0. (39)
Using above result, we re-write this equation as
resz[z
l(∂kαwD −BkαwD) · (wD
∗)T ]
= resz[z
l(∂kαwˆD + B¯kαwˆD)g(n; t, z) · (wˆ
∗
Dg(−n;−t, z))
T ]
= resz[z
l(∂kαwˆD + B¯kαwˆD) · (wˆ
∗
D)
T ]
= 0. (40)
The zero result of Eq.(39) tells us that the terms in bracket contain no negative power of z,
but we can also see that there is no positive power term in the bracket of last line of Eq.(40)
and the zero order term of it is 0, then we get
∂kαwˆD + B¯kαwˆD = 0. (41)
Introduce LD = (ΛwD) ·∆wD
−1 = ∆ + (ΛwD) · (∆wD
−1) = ∆ − (∆wD) · wD
−1, the formal
extension of wD tells us that the highest power term in LD is zA and bilinear identity implies
(∆wD)·wD
−1 contains no negative power term. The zero order term gives −U , then we finish
the proof.✷
3.4 τ-function of discrete AKNS-D hierarchy
In classical AKNS-D hierarchy, we can introduce τ -function to construct the Baker function
w[11, 12, 13]. The relation between τ -function and Baker function for classical AKNS-D
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hierarchy is
(w)αβ = z
−1 ταβ(· · · , tkγ −
1
k
z−k, · · ·)
τD(t)
,
(w)αα =
τ(· · · , tkγ −
1
k
z−k, · · ·)
τ(t)
. (42)
Define the discrete shift of tkα as t
′
kα = tkα + n
(−1)k−1
k
(aα)
k. If τ is a τ -function of classical
AKNS-D hierarchy, we denote τD(n; t) as τD(n; t) = τ(t
′) and call τD as the τ -function of
discrete AKNS-D hierarchy. Like the classical case, we also use relation (42) to define wD,
i.e.
(wD)αβ = z
−1 (τD)αβ(· · · , tkγ −
1
k
z−k, · · ·)
τD(t)
,
(wD)αα =
τD(· · · , tkγ −
1
k
z−k, · · ·)
τD(t)
. (43)
then we have following theorem.
Theorem 3 The function wD defined by Eq.(43) is a baker function of discrete AKNS-D
hierarchy (24).
Proof: Because of the definition in (43), it is easy to see that wˆD(t) = wˆ(t
′). We have know
that the classical τ -function satisfies bilinear identity. What we need to show is above wˆD
satisfies bilinear identity in Theorem 2.
For m = 0, because ∂
∂tkα
= ∂
∂t′
kα
, we have
resz[z
l(∂
[λ]
kαwD) · w
−1]
= resz[z
l(∂
[λ]
kαw(t
′)) · w−1(t′)]
= resz[z
l(∂
′[λ]
kα w(t
′)) · w−1(t′)]
= 0. (44)
For m = 1,
resz[z
l(∆∂
[λ]
kαwD) · wD
−1]
= resz
{
zl[∂
[λ]
kαw(tsβ + (n+ 1)
(−1)s−1
s
(aβ)
s)] · w−1(tsβ + n
(−1)s−1
s
(aβ)
s)
}
−resz
{
zl[∂
[λ]
kαw(tsβ + n
(−1)s−1
s
(aβ)
s)] · w−1(tsβ + n
(−1)s−1
s
(aβ)
s)
}
. (45)
The second term of above equation is zero because of the bilinear identity of classical AKNS-
D hierarchy. Taking the formal Taylor extension of function w(tsβ + (n+1)
(−1)s−1
s
(aβ)
s), we
get
resz
{
zl[∂
[λ]
kαw(tsβ + (n+ 1)
(−1)s−1
s
(aβ)
s)] · w−1(tsβ + n
(−1)s−1
s
(aβ)
s)
}
=
∑
j,γ,η
c([η])
(
(−1)j−1
j
(aγ)
j
)[η]
resz
{
zl[∂
[λ]
kα∂
[η]
jγw(t
′
sβ)] · w
−1(t′sβ)
}
= 0, (46)
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where c([η]) are Taylor extension coefficients. Above zero result comes from classical bilinear
identity because all terms in the summation are zero. This implies the τ -function got from
the shifting method is really a τ -function of discrete AKNS-D hierarchy. ✷
Finally, we also want to consider the relation between classical AKNS-D hierarchy and
discrete AKNS-D hierarchy. In order to do that, we have to introduce a deformed difference
operator ∆ǫ and shift operator Λǫ as
∆ǫ(fǫ)(n) :=
f(x+ nǫ+ ǫ)− f(x+ nǫ)
ǫ
, (47)
Λǫ(fǫ)(n) := f(x+ nǫ+ ǫ). (48)
All functions we used should be deformed as f(n)→ fǫ(n) = f(x+nǫ). In fact, this program
is only changing the length of step. It is easy to see that all results in previous sections will
hold under the change of the length of step. We take the limit ǫ → 0 then we get the
classical AKNS-D hierarchy which is briefly introduced in section II. The Taylor extension
in the proof of theorem 3 will give the standard relation between ∂x and ∂kα under this limit,
i.e. ∂x =
∑m
α=1 aα∂1α [11, 12, 13].
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