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Background {#jir12730-sec-0005}
==========

At the time of writing this article (April 2020), the world that we live in is drastically influenced by the corona virus disease 2019 (COVID‐19), which is a new coronavirus. The first reports on the COVID‐19 came in late December 2019 from the Wuhan province in China (World Health Organization [2020b](#jir12730-bib-0027){ref-type="ref"}). Since 11 March 2020, the COVID‐19 is officially a pandemic (World Health Organization [2020d](#jir12730-bib-0029){ref-type="ref"}). At the time of writing this article, there are more than 900 000 confirmed cases and over 45 000 deaths, according to the World Health Organization (World Health Organization [2020a](#jir12730-bib-0026){ref-type="ref"}).

Corona virus disease 2019 is spread by human‐to‐human transmission via small droplets or direct contact (Lai *et al*. [2020](#jir12730-bib-0014){ref-type="ref"}). People with an ID might have a higher risk of getting infected by the virus than others for two reasons: they often live close to one another in care facilities, and many rely on physical contact with caregivers for their daily life activities. People of all ages with an ID have a very high risk of early death due to respiratory infections (Glover *et al*. [2017](#jir12730-bib-0008){ref-type="ref"}), which makes research into coronaviruses that cause upper respiratory illnesses (e.g. Middle East respiratory syndrome and severe acute respiratory syndrome) (McIntosh & Perlman [2015](#jir12730-bib-0015){ref-type="ref"}) pivotal.

To help mitigate the current public health crisis, the COVID‐19 Open Research Dataset (CORD‐19) has been initiated (CORD‐19 [2020](#jir12730-bib-0006){ref-type="ref"}). In recent years, the large number of existing scientific publications makes it difficult for researchers to identify relevant information from this huge corpus of papers (Aljaber *et al*. [2010](#jir12730-bib-0001){ref-type="ref"}). This is even more of an issue nowadays, in times of the corona pandemic. The articles in CORD‐19 are fragmented and scattered over multiple topics, and thousands of articles are added on a weekly basis. The clustering of articles into groups with similar topics allows to map commonalities and unexplored issues and helps to efficiently pave the way for further research. Cluster analysis, as used in text mining, helps researchers and other users of these bibliographic databases to obtain a quick overview of the topics (Amador Penichet *et al*. [2018](#jir12730-bib-0003){ref-type="ref"}). Because of the clusters, researchers can more effectively decide what topics are sufficiently covered to deserve a systematic review. Furthermore, these clusters may help policymakers and researchers to identify missing topics in research on ID and COVID‐19. Currently, it is unknown whether the CORD‐19 can be used to investigate the virus and its consequences for people with an ID. More information on the CORD‐19 set can be found in the Methods section.

For researchers on, ID, it is of key interest to know what is already in the literature on people with an ID and coronaviruses. With the help of an exploratory analysis using a text mining technique on the CORD‐19 set, we want to investigate whether the CORD‐19 may be useful for research on COVID‐19 in people with an ID. We aimed to find clusters of articles that help researchers to identify interesting research topics on coronaviruses and people with an ID. The presented research and the methods shared not only yield clusters of articles but also can help other researchers when they consider pursuing a systematic literature review, and policymakers and researchers to identify research gaps.

The next sections of this paper are organised as follows: the Methods section presents the dataset and the tools that were used to analyse this dataset. The paper continues with the results of the exploratory analysis and ends with the discussion.

Methods {#jir12730-sec-0006}
=======

In this section, we present a brief description of the dataset CORD‐19; subsequently, we explain how we identified articles about people with an ID and the text mining method that we used in this exploratory analysis.

Dataset {#jir12730-sec-0007}
-------

The CORD‐19 set has over 44 000 scholarly articles, including over 29 000 with full text (CORD‐19 [2020](#jir12730-bib-0006){ref-type="ref"}). These articles are all about the COVID‐19 and the family of coronaviruses. From the full‐text articles, 260 contained the word 'COVID‐19'. New articles are added on a weekly basis (White House Office of Science and Technology Policy [2020](#jir12730-bib-0024){ref-type="ref"}). All articles were retrieved with a query written in English from the following sources: PubMed (The United States National Library of Medicine at the National Institutes of Health [2020](#jir12730-bib-0023){ref-type="ref"}), a corpus maintained by the World Health Organization (World Health Organization [2020c](#jir12730-bib-0028){ref-type="ref"}), bioRxiv (Cold Spring Harbor Laboratory [2020a](#jir12730-bib-0004){ref-type="ref"}) and medRxiv (Cold Spring Harbor Laboratory [2020b](#jir12730-bib-0005){ref-type="ref"}). For this study, we used the dataset of 23 March 2020. The CORD‐19 dataset is put together by the Allen Institute for AI, Chan Zuckerberg Initiative, Georgetown University\'s Center for Security and Emerging Technology, Microsoft, and the National Library of Medicine at the National Institutes of Health. Researchers were asked to apply text and data mining tools on this dataset to develop new insights into the COVID‐19 via the Kaggle platform, which is a machine learning and data science community owned by Google Cloud (Kaggle [2020](#jir12730-bib-0011){ref-type="ref"}).

Identification of people with an intellectual disability {#jir12730-sec-0008}
--------------------------------------------------------

From the 29 000 articles with a full text, we aimed to identify a subset of articles that mention people with an ID. We decided to search for both synonyms of 'ID' and specific syndromes. We came up with a list of syndromes based on the website of the Dutch Expertise centre intellectual disabilities (Expertisepunt verstandelijke beperkingen 2020) and added syndromes based on our own domain knowledge. By combining synonyms of ID and syndromes, we searched for the following terms in the full text of each article (NB: not case sensitive): "intellectual disab\*, learning disab\*, mental retardation, cognitive disab\*, mental disab\*, down syndrome, fragile x, prader willi, williams syndrome, fetal alcohol spectrum disorder, rett syndrome, velo‐cardio‐facial syndrome, angelman syndrome, tuberous sclerosis complex, cornelia de lange syndrome"

The numbers of articles identified with this search are presented in Table [1](#jir12730-tbl-0001){ref-type="table"}.

###### 

Papers containing intellectual disability care‐related words

  Term                              *N*
  --------------------------------- -----
  Intellectual disability           30
  Learning disability               26
  Mental retardation                123
  Cognitive disability              5
  Mental disability                 24
  Down syndrome                     50
  Fragile x                         33
  Prader Willi                      1
  Williams syndrome                 1
  Fetal alcohol spectrum disorder   0
  Rett syndrome                     2
  Velo‐cardio‐facial syndrome       0
  Angelman syndrome                 2
  Tuberous sclerosis complex        9
  Cornelia de Lange syndrome        1
  Total                             259

Some articles mentioned multiple terms; therefore, the total is lower than the sum of the individual terms.

Data analysis {#jir12730-sec-0009}
-------------

Text mining is: '.... automatically extracting information from different written resources' (Hearst [2003](#jir12730-bib-0009){ref-type="ref"}, p. 1). In our case, we started with the term frequency--inverse document frequency (TF‐IDF) algorithm to calculate the importance of each word for each article in the ID subset compared with the importance of that word in the rest of the CORD‐19. Then, the outcomes of the TF‐IDF were fed into the *K*‐means clustering algorithm to cluster the articles. Articles from different clusters can have some important words in common; therefore, there will most probably be some overlap in the top words between the clusters.

For this data analysis, we have made a Kaggle notebook, which is available via the following link: <https://www.kaggle.com/joeptummers/covid-2019-id-paper-version>. Python version 3.6.6 (Python Software Foundation [2020](#jir12730-bib-0018){ref-type="ref"}) was used as the programming language in combination with the pandas package for data analysis and manipulation (pandas Community [2020](#jir12730-bib-0017){ref-type="ref"}) and the scikit‐learn package for the (machine learning) algorithms (scikit‐learn Community [2020](#jir12730-bib-0020){ref-type="ref"}).

For this exploratory data analysis, we started with the TF‐IDF statistical measure, which is widely used in text mining and information retrieval. This statistical measure reflects how important a word is to a document relative to a larger set of documents (i.e. the corpus) (Rajaraman & Ullman [2011](#jir12730-bib-0019){ref-type="ref"}). The general formula for the TF‐IDF is as follows: $$w_{i,j} = \mathit{tf}_{i,j}*\log\left( {N/\mathit{df}_{i}} \right),$$where *w* ~*i,j*~ is the TF‐IDF characteristic for a term *i* in document *j* from the subset, that is, the articles identified by means of the search; *tf* ~*i,j*~ is the frequency of term *i* in document *j* divided by the total words in document *j* from the subset; *df* ~*i*~ is the number of documents in the corpus containing term *i*; and *N* is the total number of documents in the corpus.

We calculated the TF‐IDF characteristics for each term in each article that contained one of the ID‐related terms. We used the complete set of documents (±29 000) as the corpus to calculate the inverse document frequency. We excluded English stop words (e.g. 'the' and 'and') and words that appeared in 95% of the articles from the analysis, to speed up calculations. Furthermore, we used the stem of each word to get rid of plurals, tenses and affixes (e.g. viruses → virus, infection → infect and infected → infect). More parameters can be accessed from our Kaggle notebook.

The TF‐IDF values were used as input for the *K*‐means algorithm in order to cluster the articles into different clusters. The objective of *K*‐means is to divide n observations into *k* clusters, in such a way that each observation belongs to the cluster with the nearest mean. *K*‐means does so by minimising the squared error between the mean of a cluster and the elements in the cluster. The goal of *K*‐means is to minimise the sum of squared errors over all *k* clusters (Jain [2010](#jir12730-bib-0010){ref-type="ref"}). $$O = \sum\limits_{k = 1}^{K}\sum\limits_{j = 1}^{J}\sum\limits_{i = 1}^{I}\left| \left| {\chi_{k,j,i} - c_{k}} \right| \right|^{2},$$with *O* the objective function; *K* the number of clusters; *J* the number of articles; *I* the number of terms; *χ* ~*k,j,i*~ the TF‐IDF score for term *i* in article *j* in cluster *k*; and *c* ~*k*~ the mean TF‐IDF for cluster *k*.

Of the several available approaches to determine the number of clusters in *K*‐means clustering (Kodinariya & Makwana [2013](#jir12730-bib-0012){ref-type="ref"}), we chose to use the widely accepted elbow method. In the elbow method, one starts with *K* = 2 and increases *K* by 1 in each step and calculates the sum of squared errors (Formula [2](#jir12730-disp-0002){ref-type="disp-formula"}) for each step. While increasing *K*, the sum of squared errors will decrease dramatically in the beginning and will reach a plateau after increasing *K* further. The *K*, where this happens, is called the elbow, and that is where the value for *K* is set (Ng [2012](#jir12730-bib-0016){ref-type="ref"}).

The TF‐IDF analysis yielded one TF‐IDF value for each word for each paper (e.g. 259 values for the word 'quarantin'). This means that each article is described by about 8000 variables, and all these variables were used for the *K*‐means clustering. For a visual representation of the 8000 variables for the articles, we needed to reduce the number of variables by means of a data reduction technique. We chose principle component analysis that combined all these variables in two linear combinations (so‐called principal components) in a way that explains as much variance in the full data as possible (Wold *et al*. [1987](#jir12730-bib-0025){ref-type="ref"}). We chose two principal components to allow for a visual (two‐dimensional) representation. In this visual representation, every paper is one dot, labelled by the cluster it belongs to.

Results {#jir12730-sec-0010}
=======

After loading and preprocessing the data, we ended up with 26 055 articles that contain the full‐text article. In this section, we present the number of articles the terms related to ID appeared in and continue with the TF‐IDF characteristics.

Papers containing intellectual disability care‐related words {#jir12730-sec-0011}
------------------------------------------------------------

The number of articles in which the terms related to ID are present is shown in Table [1](#jir12730-tbl-0001){ref-type="table"}. Out of the 26 055 articles from the CORD‐19 set, a subset of 259 mentioned one of the terms in their full text. Mental retardation was the most identified synonym for ID, and Down syndrome was the most identified syndrome. Fetal alcohol spectrum disorder and velo‐cardio‐facial syndrome were not found in the full texts. The subset of 259 articles was used for the TF‐IDF analysis.

Term frequency--inverse document frequency and *K*‐means {#jir12730-sec-0012}
--------------------------------------------------------

The elbow of the plot of the sum of squared errors versus *K* appeared to be at *K* = 5 (Fig. [1](#jir12730-fig-0001){ref-type="fig"}). Therefore, we decided to use *K* = 5 and let the algorithm group the articles in five clusters. These clusters are depicted in the principal component plot in Fig. [2](#jir12730-fig-0002){ref-type="fig"}. An overview of the subset of 259 articles and the clusters they belong to can be found at the end of the Kaggle notebook.

![The sum of squared errors (SSEs) versus the number of clusters (see Formula [2](#jir12730-disp-0002){ref-type="disp-formula"}). The 'elbow' of the graph appears to be at *K* = 5. \[Colour figure can be viewed at <http://wileyonlinelibrary.com>\]](JIR-9999-na-g001){#jir12730-fig-0001}

![Principle component analysis (PCA) plot with two principal components. Contains 259 data points (articles), divided over five clusters. \[Colour figure can be viewed at <http://wileyonlinelibrary.com>\]](JIR-9999-na-g002){#jir12730-fig-0002}

Table [2](#jir12730-tbl-0002){ref-type="table"} shows the five clusters in the subset, with their top 10 TF‐IDF terms. These top 10 words are stemmed; therefore, they might look a bit unusual. We also added a column with 'topic' that contains our own interpretation of the top 10 words. The biggest cluster was the 'Genetics' cluster, with 105 articles, and the smallest cluster was the 'Mental health' cluster, with 26 articles.

###### 

Five clusters, their top 10 stemmed words from the TF‐IDF analysis on the subset, their topics and number of articles in the cluster

      Top 10 words based on TF‐IDF score                                                         Topic                           *N*
  --- ------------------------------------------------------------------------------------------ ------------------------------- -----
  1   disord, social, diseas, studi, public, mental, patient, psychiatr, ptsd, health            Mental health                   26
  2   viral, may, caus, patient, diseas, immun, cell, vaccin, virus, infect                      Viral diseases                  38
  3   cell, treatment, disord, studi, infect, diseas, zikv, may, children, patient               Diagnoses and treatments        57
  4   breastfeed, hospit, patient, pneumonia, vaccin, infect, bronchiol, rsv, infant, children   Maternal care and paediatrics   33
  5   virus, interact, dna, bind, express, activ, rna, gene, cell, protein                       Genetics                        105

Using a more extensive set of stopwords might have filtered 'may' and 'caus' out. 'zikv' is the often used abbreviation for Zika virus.

Discussion {#jir12730-sec-0013}
==========

From the CORD‐19 set, we identified that 259 out of the 26 055 articles had one of the terms related to the ID care in their full text. We are aware that this list of used terms is not exhaustive, but considered the list sufficient for exploring whether CORD‐19 has any potential for research on people with an ID. We did not include the 22q11.2 deletion syndrome and autism spectrum disorders on purpose because these syndromes do not always co‐occur with an ID. We do not expect a big rise in the number of articles identified if we had added more terms. The current number of 259 articles seems to be sufficient for a systematic literature review, particularly one aiming at genetics aspects. Moreover, thousands of articles are added to the CORD‐19 dataset every week. Please note that our method and code are publicly available and can be reused by other researchers within just a few minutes.

Because of the application of the *K*‐means algorithm on the outcomes of the TF‐IDF calculations, we were able to cluster the articles that contained the ID terms in five clusters on different topics. Researchers on ID can use these clusters to identify research areas on the topic of coronaviruses and people with an ID, and possible relevant articles already published on it. However, we have to be aware that setting the number of clusters at five was, to some extent, a design choice. When fixing the number of clusters at four, we saw more overlap of the clusters in the principle component analysis plot, probably because the articles in our cluster number 3 (from Table [2](#jir12730-tbl-0002){ref-type="table"}) were dispersed over the other clusters. When we set the number of clusters at six, the extra cluster was a small cluster, very similar to our cluster five (Genetics). Repeating the analyses on an extended edition of CORD‐19 may result in a different number of clusters with other topics.

Currently, there are search engines available for the CORD‐19 (Allen Institute for AI [2020](#jir12730-bib-0002){ref-type="ref"}) that can be useful to identify papers related to a certain topic. However, these search engines do not map the commonalities between different articles nor do they help to identify what has not been investigated yet, and this is where the methods described in the present paper have their added value.

Our exploratory analysis has shown that the CORD‐19 set can be useful for researchers on ID and may be approached with text mining techniques. If we aim to create new hypotheses on the relations between coronaviruses and people with an ID based on literature, we need to utilise other text mining‐based techniques. One approach that seems to have great potential is the literature‐based discovery. This approach uses various computational methods to discover previously unknown links between two pieces of existing knowledge by analysing their relevant pieces of literature (Swanson [2008](#jir12730-bib-0022){ref-type="ref"}; Sebastian *et al*. [2017](#jir12730-bib-0021){ref-type="ref"}). In our case, one piece of knowledge would be the CORD‐19 and the other a set of articles on people with an ID. Especially, the cluster similarity technique (Fujita [2012](#jir12730-bib-0007){ref-type="ref"}) and bibliographical coupling technique (Kostoff [2014](#jir12730-bib-0013){ref-type="ref"}) seem to be suitable to construct new hypotheses on possible relations between corona viruses and people with an ID.

Concluding, the CORD‐19 has shown to be interesting for research on ID and coronaviruses. At first sight, there seemed to be relatively few articles (259 out of 26 055) in the CORD‐19 related to ID. Nonetheless, the full‐text articles were approachable by means of text mining techniques. With TF‐IDF and *K*‐means clustering, we were able to identify five clusters of articles on different topics. Researchers on ID can use the presented five clusters to identify research areas onID and coronaviruses and to decide on pursuing a systematic literature review (or not). Also, they may apply our approach again and again on the weekly updates of CORD‐19, as this will take little time. For creating new hypotheses on the relations between coronaviruses and people with an ID, based on CORD‐19, we suggested other text mining approaches.
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