flood modeling with porous shallow-water equations: a case study of model errors in the presence of anisotropic porosity.
grid, and (c) porosity model errors associated with the formulation of the porosity equations to account for sub-grid scale obstructions. Results show that porosity model errors are generally larger than scale errors but smaller than structural model errors, and that porosity model errors in both depth and velocity are substantially smaller for anisotropic versus isotropic porosity models. Results also show that the anistropic porosity model is equally accurate as classical shallow-water models when compared directly to gage measurements, while the isotropic model is less accurate. The anisotropic porosity model is also able to resolve flow variability at smaller spatial scales than the isotropic model because the latter is restricted by the assumption of a representative elemental volume (REV) which is considerably larger than the size of obstructions. Finally, results show that substantial differences in flow attributes may exist between the point-scale and the porosity model lations of porosity models to capture porosity anisotropy, which can be ex-1 pected in most practical applications. Anisotropy occurs in urban landscapes 2 when there are preferential flow directions such as wide streets and narrow al- Porosity heterogeneity exists when the size of flow paths is spatially vari-10 able, and different porosity models resolve heterogeneity over different scales.
11
Isotropic porosity models are restricted to scales larger than the length scale 12 of the Representative Elemental Volume (REV). This is typically an order 13 of magnitude larger than the scale of flow obstructions in urban flood appli-14 cations, nominally a kilometer or more (Guinot, 2012) . On the other hand, 15 the anisotropic porosity model developed by Sanders et al. (2008) does not 16 require the existence of an REV and can resolve heterogeneity at the grid 17 scale. 18 Since porosity anisotropy is a critical consideration for practical applica- 19 tions, this study presents modeling of a unique experimental test case involv-20 ing dam-break flow through an anistropic array of obstructions, which builds 21 on earlier experimental work and modeling studies focused on isotropic ar-22 rays of obstructions (Testa et al., 2007; Soares-Frazão and Zech, 2008) . A 23 classical shallow-water model and both isotropic and anisotropic porosity 24 models are applied and calibrated. The objective is to measure and report 25 4 the magnitude of porosity model errors in an absolute sense and also relative 1 to other errors which collectively limit the overall accuracy of the model. A Porosity can be defined in more than one way, namely as a volume average 13 fraction of pore space in a porous media or as an areal average fraction of 14 pore space, as in a slice through the porous medium (Bear, 1988) . Both 15 volumetric and areal porosity can be expected to vary spatially in the case 16 of a heterogeneous porous medium, and areal porosity can also vary with 17 the orientation of the plane over which the areal average is taken, and thus 18 exhibit anisotropy. If an urban land surface filled with solid features is taken 19 as a porous medium, then the pore space represents the gaps between the 20 solid features, the volumetric porosity represents the fraction of the land 21 surface able to store water, and the areal porosity represents the fraction of 22 space available for flood conveyance which is directionally dependent. The anisotropic porosity model of Sanders et al. (2008) is written as integral 2 statements of mass and momentum conservation for an arbitrary 2D domain 3 Ω with boundary Γ and unit outward normal vector n as follows,
where u=x-component of velocity, v=y-component of velocity, g=gravitational 
where D b is a subdomain of D that corresponds to solid obstacles. Two grid-1 based porosity parameters are dependent on the density function (Eq. 5) as 2 follows,
where Ω j corresponds to the two-dimensional (2D) spatial domain of the j th 4 computational cell and Γ k corresponds to the k th computational edge of a 5 mesh. Note that φ j represents the fraction of a cell area occupied by voids, 6 and ψ k represents the fraction of a cell edge occupied by voids. Consequently, 7 these parameters affect the relative storage of cells and conveyance between 8 cells, respectively. Importantly, anisotropic blockage effects are explicitly 9 resolved by the distribution of ψ k values across the computational mesh. It 10 is noted that isotropic porous shallow-water equations can be recovered from 11
Eq. 2 under the assumption that φ j =ψ k ∀k. Additionally, Eq. 2 revert to the 12 classical shallow-water equations in the limit that i(x, y) = 1. with concrete for stability during flood conditions. The blocks were arranged 24 as two 3x3 groups that are symmetrically aligned about the centerline of the 25 9 dam as shown in Fig. 1 (Yoon, 2007) .
1
A total of 17 capacitance-type gages (Model CHT4-60, KENEK, Tokyo, 2 Japan) were installed to measure transient flow depths as shown in Fig. 1(c) . Within each 3x3 cluster, the gap between buildings is 0.1 m facing the 10 dam (section E-E' in Fig. 1(d) ) and 0.4 m perpendicular to the dam (sec-11 tion G-G' in Fig. 1(d) ). This introduces a strong degree of anisotropy in 12 the porosity field, a 1 to 4 ratio in the cross-sectional area available for flow 13 between blocks. The KICT problem also introduces pore scale heterogeneity 14 in the porosity distribution. For example, considering again Fig. 1(d (2008) and the areal porosity (Guinot, 2012), as shown in Table 1 . It is 10 noted that an REV cannot be rigorously established in this test case due to 11 the anisotropy, heterogeneity and limited spatial extent of the flow barriers, 12 so the assumptions required to apply the isotropic model are not satisfied.
13
However, isotropic models have yielded credible predictions in other applica-14 tions where these requirements were not satisified (Guinot, 2012), motivating 15 further study here. by the difference, as measured by 
18
To apply the isotropic porosity models, φ j and ψ k were assigned a uniform 19 value inside the block zone as shown in Table 1 (Table 1) for the meshes shown Fig. 2b and 2c, respectively.
2
Outside the block zone, a porosity value of unity was assigned in all 3 porosity models. Also, the frontal area was set to zero.
4
The roughness parameter, k s , was manually calibrated by applying CSW at Gage 2 is explained by its position at the leading edge of a shock wave.
21
It is noted that porosity models use a 30 cm mesh resolution (Fig. 2 The CSW prediction is shown to yield a good approximation of flood 3 depths across the spatial domain (Fig. 5) , with an average error of only 0.63 4 cm (Table 5) , which represents just 2% of the initial depth in the reservoir.
5
The main limitations of CSW are noted at Sta. 18 where a spurious wave is 6 measured in the experiment that is not explained by the model, and at Sta. 7 5 where the model overpredicts flood depths roughly by a factor of two. In 8 a second test case involving h 0 =0.45 m (Fig. 6) , the average error is 0.89 cm 9 ( which corresponds to about 2% of the theoretical peak velocity of a dry-bed 21 dam break flood wave, (gh 0 ) 1/2 . the prediction corresponds to one side of the shock or the other, while at the 2 pore scale, the prediction corresponds to a spatial average around the shock. Table 5 23 also shows that the magnitude of the porosity model errors is mostly greater 24 than or equal to the scale error, but less than the structural model errors, 25 for both depth and velocity. The exception is the second test case where the 1 anisotropic porosity model errors in depth are actually smaller than the scale 2 error.
3
The total error of the porosity models relative to point-scale predictive 4 skill is also shown in depicted by: (Fig. 9a ) CSW-P model, (Fig. 9b ) PSW-A model, and (Fig. 9c-f ) 16 the four isotropic porosity models. CSW-P model predicts a zone of elevated 17 water (region colored green, yellow and red) that approximates a triangular 18 shape, and this shape is retained fairly well by PSW-A model, but not as 19 well by the isotropic models. The isotropic models predict a more rounded 20 shape which reflects a lack of directionality. Focusing on the bow shock in 21 front of the obstructions, CSW-P model and PSW-A model predict a lat-22 erally distorted shape, while the isotropic models predict a more rounded 23 shape, again reflecting a lack of directionality. which is considerably larger than the pore scale. Fig. 9 and 10 also reveal 11 insight into the sensitivity of isotropic porosity models to the porosity value.
12
Generally, with a decrease in the porosity value, the height of the bow shock 13 increases and it shifts forwards towards the dam. There is critical need for urban flood inundation models that can be 7 efficiently applied over practical scales such as a city or regional flood plain, Side view, and (c) Close-up of greyed section in Fig. 1(a); and (d Fig. 1(c) . • Table 1 . Shallow-water model formulations and corresponding meshes 2 shown in Fig. 2 .
3
• Table 2 . L 1 norms of flood depth for calibration of roughness height 4 (k s ) on CSW (unit: cm).
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• Table 3 . L 1 norms of flood depth for calibration of drag coefficient (c o D ) 6 on PSW-A and PSW-I.
7
• Table 4 . Model parameters and run time.
8
• Table 5 . L 1 norms of flood depth and velocity based on calibration and 9 reference solution. Fig. 1(c) . 
