Several robust counterparts of linear optimization problems with uncertain data were proposed since 1970 and have been extensively studied and extended. In these approaches, the uncertainty set plays an important role since it determines the level of protection of the solution; the solution might be too conservative in order to ensure that the solution remains feasible if the disturbance of data is relatively large. In this paper, we propose a new robust counterpart under a new distance measure. The new approach can ensure that all uncertain data can be mapped to a bounded neighborhood of nominal value regardless of the data from the nominal value either near or far. So the new approach succeeds in reducing the price of robustness; on the other hand, the new robust formulation is also a linear optimization problem. Numerical results for the problems of AFIRO and ADLITTLE from the Net Lib library shown that the effectiveness of the new formulation.
INTRODUCTION
Nowadays, robust optimization is widely used to optimize real world problems, such as the study by Nemirovski (1999, 2000) on linear optimization which showed that, in real world applications of linear programming, one cannot ignore the possibility that a small uncertainty in the data can make the usual optimal solution completely meaningless from a practical viewpoint. So the major difficulty we are faced with is how to seek a robust solution, which is immunized against the effect of data uncertainty. The robustness of solution is that the ability of a solution remain feasible with respect to data changes.
The earliest date of studies on robust optimization can be dated back to 1973 (Soyster, 1973) . Soyster (1973) proposed the first robust model for linear optimization problems with uncertain data. However, the model is very conservative in the sense that they protect against the worst-case scenario. The interest in robust formulations in the optimization community was revived in the 1990s. A number of important robust formulations and *Corresponding author. E-mail: jiankezh@163.com. applications were introduced by Nemirovski (1999, 2000) , Ghaoui and Lebret (1997) and Ghaoui et al. (1998) . They provided a detailed analysis of the robust optimization framework in linear optimization and general convex programming. However, as the resulting robust formulations involve conic quadratic problems, Sim (2004, 2006) proposed a different approach to control the level of conservatism in the solution that has the advantage which leads to a linear optimization model. also researched the robust counterpart of linear optimization with uncertainty set described by an arbitrary norm. Ben-Tal et al. (2004) considered linear programs with uncertain parameters. In these problems, part of the variables must be determined before the realization of the uncertain parameters ("nonadjustable variables''), while the other part are variables that can be chosen after the realization ("adjustable variables''). They introduced the adjustable robust counterpart (ARC) to this situation. Chen and Zhang (2009) extended affinely ARC to modeling and solving multistage uncertain linear programs with fixed recourse. Bertsimas and Brown (2009) used the theory of coherent risk measures to propose a methodology for constructing uncertainty sets within the framework of robust optimization for linear optimization problems with uncertain parameters. Recently, the methodology of robust optimization has been applied to a lot of practical problems.
Despite its tractability, one of the main criticisms of these robust optimization formulations is that these methods may have lost too much optimality to guarantee the robustness of the solution. In some practical problems, the robust solution may not be meaningful for decision-making if it is too conservative. Thus, the present number of studies is trying to give new models, which make the solution to ensure the robustness, but its optimality will not lose a lot.
In this paper, we propose a new counterpart for linear optimization with uncertain data. Firstly, by analyzing, we can see that the construction of Soyster (1973) model is based on Euclidean distance. Because of this, when the difference between the real data and the nominal data is relatively large, the feasible region of this model will become relatively small, which led the model to be too conservative, and the robust solution will have too much of loss of optimality. In order to reduce the conservatism of this model, we introduce a new distance metric (Wu and Yang, 2002; Zhang and Chen, 2004) to research the problems of c-means clustering and fuzzy c-means (AFCM) clustering. The new distance metric can be sure that all uncertain data can be mapped to a bounded neighborhood of nominal value regardless of the data from the nominal value either near or far. Thus, we use it to create a new robust optimization counterpart. The new approach succeeds in reducing the price of robustness. On the other hand, the new robust formulation is also a linear optimization problem.
ROBUST COUNTERPART OF LINEAR PROGRAMMING PROBLEMS
We consider the nominal linear optimization problem as following: max s.t. 
Consider a particular row i of the matrix A and let i J represent the set of coefficients in row i that are subject to uncertainty (BenTal and Nemirovski, 2000; 
Robust counterpart of Soyster (1973)
Soyster ( 
gives the necessary "protection" of every constraint. Thus, the solution is robust.
Robust counterpart of Ben-Tal and Nemirovski (1999, 2000)
The formulation of Soyster (1973) is the most conservative in practice although it admits the highest protection. So that the solution has an objective function value much worse than the objective function value of the solution of the nominal linear optimization problem. In order to reduce this conservatism, Nemirovski (1999, 2000) proposed the following robust counterpart. 
where Ω ≥ 0 is a positive parameter. It is called "safety is a nonlinear problem, a practical drawback of such a formulation is that it is more demanding computationally than the earlier linear models by Soyster (1973) . proposed an approach that can decrease what we call the price of robustness. Especially, the attractive aspect of their method is that the formulation is also a linear optimization problem. This formulation can be extended to discrete optimization problems in a tractable way. The formulation is as follows: 
Robust counterpart of Bertsimas and Sim (2004)
Jianke et al. 1177 have shown that the probability of the i constraint is violated at most
THE NEW ROBUST COUNTERPART
Here, we propose a new robust counterpart under new distance measure, that is, a linear problem is able to withstand parameter uncertainty under the model of data uncertainty U without excessively affecting the objective function. Firstly, we propose a new distance measure based on analysis the Equation 2 model.
The new distance measure
The model of Soyster (1973) can be written as follows: 
. In other words, we understand this model from a broader sense; we can see that the necessary "protection" of every constraint is
represents the maximum distance between the real value and nominal value. Wu and Yang (2002) and Zhang and Chen (2004) proposed a new distance measure to research the problems of AFCM clustering. Suppose , x y X ∈ and X are compact subsets of n R , let ( , ) dist x y denote the distance function between two vectors x and y . Then the new distance will be as follows:
where denote the two norms.
Theorem 1. The distance function in Equation 6
is a metric (Zhang and Chen, 2004) . Theorem 1 shows that ( , ) dist x y satisfies the following three conditions:
The advantage of the new distance function is that the value of it will not be more than one regardless of the difference of x and y whether large or small. In other words, x y = − , its range will be from 0 to infinity. In the model of Soyster (1973) , the "protection" of constraint will be large if the Euclidean distance is large, so the feasible region of the model will change a little and the model will be very conservatism. In order to reduce the conservatism, we used the new distance function to set up the new robust counterpart.
We motivate the new formulation by considering the ith constraint of the nominal problem (7) is also a linear optimization.
PROBABILITY BOUNDS OF CONSTRAINT VIOLATION
Here, we show that under the model of data uncertaintyU , the robust solution is feasible with high probability. Where follows from Markov's inequality (Bojanov, 1982) . Equations 10 and 11 follow from the independence and symmetric distribution assumption of the random variables ij η .
EXPERIMENTAL RESULTS
Here, we applied our method to the problem AFIRO and ADLITTLE from the Net Lib library of problems. The problem AFIRO is a linear optimization problem with 28 
0.6. We can see that the rate of optimal value change of our model is only half of the model of under the same conditions of the uncertain data and the adjust parameters. Thus, our model has good optimality while maintaining the robustness of solution.
Conclusion
In this paper, a new robust counterpart is proposed for linear optimization with uncertain data. Our method provided solutions that ensure probabilistic guarantees for those constraints that will be satisfied as data change, and the probability bounds of constraint violation do not depend on the robust model. Our robust counterpart is also a linear optimization problem, which will make our approach easy to solve. 
