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Abstract-This paper deals with the construction of accurate analytic-numerical approximations 
of coupled parabolic mixed systems. Using sine Fourier transforms, an exact expression of the exact 
solution is given. Then, given an admissible error t and a time bounded subdomain R, an analytic 
numerical solution is constructed so that the approximation error is less than E in R. @ 2004 Elsevier 
Ltd. All rights reserved. 
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1. INTRODUCTION 
Coupled partial differential systems of parabolic type arise in diffusion problems [l], neurology [2], 
magnetohydrodynamic flows [3], microwave engineering [4], and many others. 
This paper deals with mixed problems of the type 
ut =Au+CU,~, x > 0, t > 0, (1) 
4x, 0) = s(x), x 2 0, (2) 
40, t) = j(t), t 2 0, (3) 
where u(x,t), g(x), and f(t) are m-dimensional vectors in P and A, C are matrices in Pxm. 
We assume that 
g(z) is continuous, piecewise smooth, and absolute integrable in [0, co[, 
f(z) is continuously differentiable, 
and if CH denotes the conjugate transpose of C, we assume that 
(4) 
(5) 
C+CH 
every eigenvalue 2 of the matrix ___ 
2 
is positive. (6) 
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For the case where A = 0, an exact closed form expression for solution of problem (l)-(3) has been 
given in [5,6]. This paper is organized as follows. Using the sine Fourier transform in Section 2 
an integral expression of the exact solution of problem (l)-(3) is given. Section 3 deals with the 
construction of a finite approximation. Given an admissible error E > 0 and a time bounded 
domain R = [0, &J[ x [0, T] an analytic approximate solution fi is constructed whose error with 
respect to the exact solution is less than E uniformly in R. 
Throughout this paper, the set of all the eigenvalues of a matrix P in C”‘” is denoted by CT(P), 
the spectral radius of P, denoted by p(P) is the supremum of the set {]z]; z E o(P)}. The 2-norm 
of P is defined by [7, p. 561 
IlPll = SW& $$> 
where for a vector y in Cc”, ]]y]] 2 is the usual Euclidean norm of y. The logarithmic norm of P, 
denoted by p(P), is defined by [8, p. 1101 
p(P) = max z, z E fl {. (7)). (7) 
By [8, p. 1121, the solution of the linear system 
Y’(t) = P(t)Y(t) + b(t), Y(0) = Yo E cm, t 2 0, 
satisfies 
Ily@)II2 I llWl2 ew (Jni ~u(P(s)) ds) + 1’ llb(7~N2 exp (1’ Q(z)) dz) dv. (8) 
21 
If h(z) is an absolutely integrable function in [0, co[, element of L1, we denoted by 3s[h(s)](w) its 
sine Fourier transform. If h(z) is twice differentiable and h’(z), h”(z) lie in L1, by the properties 
of the sine Fourier transform, it follows that [9] 
F.#‘(z)](w) = -w”Fs[h(z)](w) + wh(O), w 2 0. (9) 
By Theorem 11.24 of [7, p. 5501, if P E Cmxm and q is a positive integer, it follows that 
and taking into account (7) one gets, see also [8], 
By (8) and (9), it follows 
We denote cer f(z) the complementary error function defined by 
cerf(z) = -L J;F zm e-” ds. J 
(11) 
(12) 
The open disk of the complex plane centered at the complex number ze and radius k is denoted 
by D(zo; k) = {z E C:; 12. - zol < k}. Th e set of all the real numbers will be denoted by R. 
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2. INTEGRAL EXPRESSION OF THE EXACT SOLUTION 
We begin this section obtaining firstly a formal solution of problem (l)-(3). Then, sufficient 
conditions on the data will be imposed in order to guarantee that formal solution is a rigorous 
solution of the problem. 
Let us assume that problem (l)-(3) d ‘t a ml s a solution u(z,t) such that u(.,t), ,uZ(.,t), q(.,t), 
and uZT(., t) both regarded as functions of the active variable z, all lie in L1. Let 
U(t)(w) = Fs{u(., t)}(w) = lm u(z,t) sin(2uz) d.7 (13) 
be the sine Fourier transform of u(., t), for t > 0 fixed. By applying the sine Fourier transform 
to problem (l)-(3) and assuming that 
g(x) lies in L1, (14) 
it follows that U(t)(w) satisfies the problem 
$U(t)(w) = (-w2C + A) U(t)(w) + wCf(t), t > 0, 
‘U(O)(w) = G(w) = Fs[g(z)](w); w fixed, 
(15) 
w > 0. 
The solution of problem (15) is given by, see [8], 
U(t)(w) = e(- lo*C+A)t~(~) - wc I ‘t e(- 
w2C+A)Wf(S) ds > t > 0. (16) 
JO 
07) 
Let us consider the decomposition 
A = Al + iA2, A =4+AH 1- 2 ’ 
A =A-AH 
2- 2i ’ 
c = Cl +ic2, c 
1 
=c+c” 
-2 2 
c /-CH 
2- 2i ’ 
where Ai, C, are Hermitian matrices for i = 1,2. By (7), one gets 
p (A - w2C) = max{i; zE0(-w2ci+A1) 
>- 
By the theorem of [lo, p. 2461, one gets 
(18) 
0 ( -w2C;+A1) .p(Ai(~C1);~); (19) 
where Xi((-w2/2)Cr) denotes the it” eigenvalue of the matrix (-w2/2)Cr. Note that Xi x 
((-w2/2)C,) = (-w2/2)Xi(C1). A ccording to hypothesis (4), let y(C) be defined by 
y(C) = min{z; z E 0(Cr)} > 0. (20) 
By (19), for each eigenvalue 2 E a((Al - w2C1)/2), one gets 
25 $Xmin(Cl) + ip(Al) = f (-w2y(C1) + ~(-41)) 3 zto(A1-;2cl). (21) 
Thus, by (18), it follows that 
kl CA1 -T2Y 5 ; (I - w2$Cd) 1 (22) 
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and, by (8L Ul), and (22), one gets 
II 
e+G-w2C) 
I/ 
< e~~(A-w2C) 5 e+~(G)w2+~(Ad), - 
By the sine Fourier inversion formula [9] and (13),(16), one gets 
t > 0. (23) 
u(x,t) = 2 ~ lrn u(t)(w) sin(wz) dw = z lW e(APWzc)tG(w) sin(wz) dw 
+$C 
JYJ 
t e(A--w2C)(t--s)wf(s) sin(ws) ds 
> 
dw. 
0 0 
(24) 
Note that, by (23) and Fubini-Tonelli’s theorem, it follows that 
JYJ te(A-w2C)(t-S)wf(s) sin(wz) d d = 0 0 .s) w l ( irn e(A--w2C)(t--s)w sin(wz) dw) f(s) ds, 
and thus, (24) can be written in the form 
u(x,t) = 2 J r 0 m e(A-w2c)“G(w) sin(wrc) dw + $‘f V(x, s, t)f(s) ds, 0 
V(x, s, t) = J m e(A-w2C)(t-s)w sin( x) dw. 0 
Consider the matrix-valued function defined as the parametric matrix integral 
F(x, u) = 
s 
O” e(A-w2C)v cos(wx) dw, x > 0, 
0 
and note that 
a (e(A-w2c)u cos(wx)) 
~ = -we(A-w2C)V sin(wz), ax 
and by (22) the integral 
s 
O” e(A-w2C)v w sin(wx) dw is uniformly convergent for x E [xc, q]. 
0 
By the differentiation theorem of parametric integrals [ll], (26)-(28) it follows that 
V(x,s,t) = - 
6’F(x, t - s) 
ax ’ 
t>s>o, x>o. 
Thus, expression (25) can be written in the form 
u(x, t) = ; I 0 a e(A-“‘2c)“G(w) sin(wx) dw - ZG 1’ f$F(x, t - s))f(s) ds. (31) 
Note that since {]]G(w)]]z; w 2 0) is bounded, by (23), the integral 
H(x, t) = J O3 e(A-W2c)“G(w) sin(wx) dw is absolutely convergent, 0 
(25) 
(26) 
(27) 
(28) 
(29) 
(30) 
(32) 
and thus, u(x, t) given by (24) is well defined. In order to prove that U(X, t) given by (24) or (25) 
is a rigorous solution of problem (l)-( 3)) we need to prove that there exist the derivatives u,, u,, 
and that one satisfies (l)-(3). 
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Note that for t 2 0, x > 0, one gets 
~3 (e(A~w2c)tG(w) sin(wx)) 
aa: 
= e(A--wZC)tG(~)~ cos(wx) 
Note also that 
a2 (e(A-W2c)u cos(lilx)) a 
=- 
8X2 t?X 
( -we(A-wZC)V sin(wx)) = -~~e(~-~‘~)’ cos(wx), 
and that by (22) 
J 
M e(A-w*C)(t-s) w2 cos(wx) dw is uniformly convergent for x E [xl, x2], 
0 
and 
J 
O” e(A--wZC)tG( w w cos(wx) dw is uniformly convergent for x E [xl, x2]. ) 
0 
(33) 
(34) 
(35) 
(36) 
By the differentiation theorem of parametric integrals, by (31),(32) and (35),(36), it follows that 
c 
J 
t d2 
o &J’(x: t - s))f(s) ds > t L 0, x > 0, 
2 
=-(s 
O” e(A-wZC)tG(~)w cos(wx) dw (37) 
7r 0 
t cc 
+C 
JJ’ 
e(A-w2C)(t-s)f(s)w2 sin(wx) dw ds . 
0 0 > 
Using that, by (22), 
J O” e(A-w2C)(t-s)G(w)w2 sin(wx) dw and J M e(A-wZC)t w3 sin(wx) dw (38) 0 0 
are uniformly convergent for x E [x1, x2], by the differentiation theorem of parametric integrals 
and (37),(38), it follows that 
2 - {J O” e(A-w’c)“G(w)w2 sin(wx) dw 7r 0 t co 
-C JJ e+“2C)(t-s)f(s)w2 cos(wx) dw ds . 0 0 > 
Finally, we prove that ~L(x, t) given by (25),(26) is partially differentiable with respect to t. 
that, by (32),(25),(26), we have 
u(x, t) = ZH(x, t) + $3 J 
t V(x, s, t)f(s) ds. 
0 
By Leibniz’s theorem for differentiation of parametric integrals, and using that 
; ,&‘-WZC)tG 
( 
(w) sin(wx)) = (A - w2C) e(A-W2C)tG(w) sin(wx), 
and that 
J om (A - w2C) ecA- W2c)“G(w) sin(wx) dw converges uniformly for 0 < to < t 5 tl, 
(39) 
Note 
(40) 
(41) 
3ff(x, 9 
J 
O” -= 
at 
(A - w2C) e(A-w2c)“G(w) sin(wx) dw. (42) 
0 
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it follows that H(x, t) defined by (32) is partially differentiable with respect to t, and 
Consider the integral cp(t, w) defined by 
P(4W) = 
J 
M e(A-wZC)(t-s)f(~) ds, (43) 
0 
and assume (5). By Leibniz’s theorem for the differentiation of parametric integrals and integra- 
tion by parts formula, it follows that 
J 
Om (A - w2C) e(A-u:2C)(t-s)f(~) ds + f(t) 
= SW ,(A-w2~)'"-"'f'(s) & + [-,(A-'"2c)'"-"'f(s)] :I:, + f(t) 
0 = J t ,(A-w2c)'"-"'f'(s) ds +,& 2C)"f(~). 0 
By (23) and (44), one gets 
I~-&+)li, 5 irn e (t-s)(-y(C1)~2+~(A1))llf’(s))~2 ds + et(-~(Cl)m2+p(A1)) ljf(O /l2. 
Let F be defined by 
F(t) = ma{ llf’(s)/l2; 0 I s I t}. 
Then, by (45),(46), one gets 
t(-~(C1)wZ+p(A”){tF(t) + Ilf(0)j12}. 
Hence, the integral 
cp(t, w)w sin(wx) dw is uniformly convergent for 0 < to 5 t 5 tl, 
and by the differentiation theorem of parametric integrals, it follows that 
d O” 
T-ii 0 (I p(t, w)w sin(wx) dw > J = om -&p(t, w))w sin(wx) dw. 
(44) 
(45) 
(46) 
(47) 
(48) 
(49) 
This proves that the second term of (24) is differentiable with respect to the variable t. It is easy 
to show from (23) and the boundedness of G(w) that 
J Om (A - w2C) e(A-W2c)“G(w) sin(wx) d w is uniformly convergent for 0 < to 5 t 5 tl. (50) 
Hence, the first term of expression (24) is differentiable with respect to t and it can be differen- 
tiated with respect to t as a parametric integral, i.e., 
d 
dt 0 
( Jm e(A-wZC)tG(w) sin(wx) dw) = lW (A - w2C) e(A-W2c)“G(w) sin(wx) dw. (51) 
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By (49), (51), and (24), it follows that 
ut(x,t) = 2 ~ op -f&U(t)(w)) sin(wz) dw. 
s 
(52) 
BY (37), (3% and (52), one gets that U(Z, t) defined by (24) is partially differentiable twice with 
respect to 2 and once with respect to t, and both derivatives can be computed commuting t,he 
derivative with the integral, i.e., (52) holds true and (15) 
ut(x,t) = ? ~ oe &U(t)(w)) sin(wz) dw 
s 
{(- 
w2C + A) U(t)(w) + wCj(t)} sin(wz) dw 
Furthermore, by (16), (24), and the sine Fourier inversion formula, one gets 
u(x,O) = 2 ~
J 
om G(w) sin(wrc) dw = g(a). 
(53) 
(54) 
It is important to point out that U(Z, t) defined by (24) pa resents discontinuity jumps at the 
boundary line L = {(0, t); t > 0} b ecause from (24) it follows that 
hy+ u(x, t) = 0. (55) 
Summarizing, the following result has been established. 
THEOREM 2.1. Consider problem (I)-(3) under hypotheses (4)-(6). Then, ~(5, t) defined by 
where G(w) is defined by (151, H(x, t) by (321, and V(x, s, t) by (26), is a solution of (1) in the 
domain x > 0, t > 0, satisfying (2) and (3). Furthermore, u(x, t) presents a jump discontinuity 
at the points (0, t), t > 0. 
3. ANALYTIC-NUMERICAL APPROXIMATION 
Expression (56) has the main drawback in the fact that involves two infinite integrals H(x, t) 
defined in (32) and V( 2, s, t) by (26). Apart from this fact, both integrals involve the computation 
of matrix exponentials and their corresponding difficulties [12,13]. Let H(x, t, R) and V(x, s, t, R) 
be defined by 
H(x, t. R) = .I’ R e(A-w’c)“G(w) sin(wx) dw, 0 (57) 
V(x, s, t, R) = 
.I 
R e(A--w2C)(t--s)w sin(wx) dw, (58) 
0 
for R > 0. Let M be defined so that 
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and note that by (23) and (59) one gets 
IIV(xc, s, 9 - V(x, s, 4 R) II2 5 Ill Oc, e(A-wZC)t w sin(wx) dw R /I 2 
J 
cm 
I We(t-s)(-~(Cl)wZ+p(A1)) dw 
R 
< &4~(Ad 
Jrn 
we-7(Cdt~2 dw 
R 
-e(t--sMA~) 7X=00 
= W(G) 
e-7(Cl)twz 1 w=R 
(60) 
(61) 
,+~PGWY(G)~R* 
W(G) ’ 
O<s<t, R>O. 
Let N(t) be defined by 
N(t) = suP{llf(s)llz; 0 2 s 5 t}. (62) 
Then, by (61),(62), it follows that 
111’ [V(x, s, t) - V(x, s, t, R)]f(s) ds jl 
0 2 
i 1’ ,,f(~),~z~“-~‘~~~~~i”“‘“’ ds 
< N(t) e~[~(A+7(G)R2], 
(63) 
- WCl) 
t > 0, R > 0. 
Given t > 0, take Ro large enough so that 
and 
(64) 
(65) 
then, by (56), (60), and (63), it follows that ~(2, t, Ro) defined by 
u(x, t, Ro) = 
t 
H(z,t,Ro) +C 
J 
V(x, s, t, Ro)f(s) ds , t > 0, x 2 0, 
0 1 (66) 
satisfies 
\ f(t)? t 2 0, x = 0, 
1146 t) - 4x, 4 Ro)ll2 I 5 2 (67) 
NOW, we consider the expressions resulting from the substitution of the exponentials e(A-wZC)t 
appearing into H(x, t, &) and V(x, t, s, Ro) by the corresponding Taylor series approximation of 
degree q, i.e., 
H(x, 6 Ro, 4) = 2 (A - y%” ti G(w) sin(wz) dw, (f-33) 
j=o . ‘I 
V(x:, 3, 6 Ro, 4) = 
J[ 
oRo 2 (A - w2;ij (t - s)j 1 w sin(wx) dw . (69) j=o 
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By (12) and (23) for 0 5 s < t, t > 0, 1~01 < Ro, one gets 
/I 
e(t-s)(A-w2C) _ 2 (A - w2C)’ (t - s)j 
j=o j! /I 
5 L2-- max 
(q + l)! O<rJ<l II 
(t _ s)q+l (A _ w2c)q+1 edt--s)(A--wZC) 11 
< m(t - s)q+l 
- (q+l)! (II4 + R~IIC/l)q+l . 
(70) 
BY (57), W, (6% and (70)) it follows that 
llH(~>t,Ro) - H(~,t,Ro,dllz L M$o;“;;’ (/IAil -tR$l1)‘+‘, Iwl I Ro, t 2 0. (71) 
BY (53), (62), (6% and (70)) it follows that 
/lv(~ s,t, Ro) - V(x:, s, 4 Ro, q)llz 5 R;m(t - s)q+l 21(q + l)!] (II-‘11 + R~llC/l)q+l 1
1~1 I Ro, t>s>o, - 
IIS h 5, s,t, Ro) - V(x, s, t, Ro, q)lf(s) ds II < N(t)mR; (/IAll + R;l[C(/)q+l tQ+’ 7 0 2 2[(q + 2)!1 
Since 
1~1 5 Ro, t > 0. 
lirn [t (IIAII + Rwll)1” _ o - > q-+03 41 
taking qo large enough so that 
[t(ll4 + R~llCll)lq~+~ ET 
(40+1)! ~ < 8MRem 
and 
Wll + RollW1qD+2 
(40 + q < 4llCl,&(t, ’ 
then, by (66), (71), (73), (75), and (76), one gets that 
4~ t, Ro, qo) = 
t 
+C 
s 
V(x, s, 4 Ro, qo)f(s) ds , t > 0, x > 0, 
0 I 
t 2 0, x = 0, 
satisfies 
E 
IMz, 4 Ro) - 4~6 Ro, qo)lls 5 -. 2 
(77) 
(78) 
Summarizing, the following result has been established. 
THEOREM 3.1. With the hypothesis and notation of Theorem 2.1, let E > 0 and R(T) = 
{(x,t); 3: 2 0, 0 5 t I T}, with T > 0. Let R. be chosen so that (64) and (65) hold for 
t = T, and take qo large enough so that (75) and (76) hoId for t = T. Then, u(x, t, Ro, qo) defined 
by (77) is an approximation of the exact solution u(x, t) defined by Theorem 2.1, so that 
(72) 
(73) 
(74 
(75) 
(76) 
I/u(z, t) - u(Ic, t, Ro, qo)ll2 2 E, uniformly for (x, t) E R(T). (79) 
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