We prove interior Hölder estimates for the spatial gradient of viscosity solutions to the parabolic homogeneous p-Laplacian equation
Introduction
For 1 < p < ∞, the p-Laplacian equation where ∇ and div are the gradient and divergence operators in the variable x ∈ R n . It is a classical result that every weak solution of (1.1) in the distribution sense is C 1,α for some α > 0. This result and its various proofs can be found in, e.g., Ural'ceva [50] , Uhlenbeck [49] , Evans [12] , DiBenedetto [8] , Lewis [34] , Tolksdorf [48] and Wang [51] . The negative gradient flow of the energy functional (1.2) takes the form of u t = div(|∇u| p−2 ∇u).
(1.3)
Hölder estimates for the spatial gradient of weak solutions to (1.3) were obtained by DiBenedetto and Friedman in [10] (see also Wiegner [53] ), and we refer to the book of DiBenedetto [9] for an extensive overview on (1.3) and more general cases.
The equation above comes from a variational interpretation of the p-Laplacian operator. This is not the equation we study in this work. Our equation is motivated by the stochastic tug of war game interpretation of the p-Laplacian operator given by Peres and Sheffield in [41] . Such time dependent stochastic games will lead not to (1.1), but rather the equation
This derivation is presented in Manfredi-Parviainen-Rossi [37] . The equation (1.4) can also be written as u t = (δ ij + (p − 2)|∇u| −2 u i u j )u ij , (1.5) where the summation convention is used. Through (1.5), one can view the equation (1.4) as the parabolic p-Laplacian equation in non divergence form. The majority of the previous work on elliptic and parabolic p-Laplace equation rely heavily on the variational structure of the equation. The equation (1.4) does not have that structure. Therefore, we must take a completely different point of view using tools for equations in non-divergence form. To begin with, our notion of solution would be a viscosity solution instead of a solution in the sense of distributions. Thus, this work has hardly anything in common with the more classical results about regularity for p-Laplacian type equations. We use maximum principles and geometrical methods.
Our work concerns the equation (1.4) for the values of p ∈ (1, +∞). In this case, the existence and uniqueness of viscosity solutions to the initial-boundary value problems for (1.4) have been established in Banerjee-Garofalo [1] and Does [11] , where they also proved the Lipschitz continuity in the spatial variables and studied the long time behavior of the viscosity solution. These properties were further studied in [2, 3, 26] for (1.4) or more general equations. Manfredi, Parviainen and Rossi studied the equation (1.4) as an asymptotic limit of certain mean value properties which are related to the tug-of-war game with noise originally described in [41] , when the number of rounds is bounded. One may find more results on the tug-of-war game with noise and the p-Laplacian operators in, e.g., [28, 33, 36, 38, 42, 43, 44] .
Even though all published work about the equation (1.4) appeared only in recent years, we have seen an unpublished handwritten note by N. Garofalo from 1993 referring to this equation. In that note, there is a computation which leads to the result of Lemma 3.1 in this paper. This is, up to our knowledge, the first time when it was recognized that the equation (1.4) should have good regularization properties.
It is interesting to point out what our equation represents for p = 1 and p = +∞, even though these end-point cases are not included in our analysis. They appeared in the literature much earlier than (1.4). In these two cases, it is clear that the parabolic equation in non-divergence form (1.4) is more important and better motivated than (1.3).
When p = 1, the equation (1.4) is the motion of the level sets of u by its mean curvature, which has been studied by, e.g., Chen-Giga-Goto [6] , Evans-Spruck [17, 18, 19, 20] , Evans-SonerSouganidis [16] , Ishii-Souganidis [24] and Colding-Minicozzi [7] . A game of motion by mean curvature was introduced by Spencer [47] and studied by Kohn and Serfaty [29] .
In another extremal case p = +∞, it becomes the evolution governed by the infinity Laplacian operator. The infinity Laplacian operator ∆ ∞ defined by ∆ ∞ u = i,j u i u i u ij appears naturally when one considers absolutely minimizing Lipschitz extensions of a function defined on the boundary of a domain. Jensen [25] proved that the absolute minimizer is the unique viscosity solution of the infinity Laplace equation ∆ ∞ u = 0, of which the solutions are usually called infinity harmonic functions. Savin in [45] has shown that infinity harmonic functions are in fact continuously differentiable in the two dimensional case, and Evans-Savin [14] further proved the Hölder continuity of their gradient. Later, Evans-Smart [15] proved the everywhere differentiability of infinity harmonic functions in all dimensions. A game theoretical interpretation of this infinity Laplacian was given by Peres-Schramm-Sheffield-Wilson [40] . Finite difference methods for the infinity Laplace and p-Laplace equations were studied by Oberman [39] . The parabolic equation (1.4) in this extremal case p = ∞ has been studied by, e.g., Juutinen-Kawohl [27] and Barron-Evans-Jensen [4] .
Our notion of solutions to (1.5) is the viscosity solution, which will be recalled in Definition 2.8 in Section 2. For 1 < p < ∞, one observes that
where I is the n × n identity matrix. Therefore, the equation (1.5) is uniformly parabolic. It follows from the regularity theory of Krylov-Safonov [31] that the viscosity solution u of (1.5) is Hölder continuous in the space-time variables. As mentioned earlier, Banerjee-Garofalo [1] and Does [11] proved that the solution u is Lipschitz continuous in the spatial variables. Whether or not the spatial gradient ∇u is Hölder continuous was left as an interesting open question.
In this paper, we answer this question and prove the following interior Hölder estimates for the spatial gradient of viscosity solutions to (1.5). Theorem 1.1. Let u be a viscosity solution of (1.5) in Q 1 , where 1 < p < ∞. Then there exist two constants α ∈ (0, 1) and C > 0, both of which depends only on n and p, such that
Also, there holds
Here, Q r = B r × (−r 2 , 0] is denoted as the standard parabolic cylinder, where r > 0 and B r ⊂ R n is the ball of radius r centered at the origin. Combining those two estimates in Theorem 1.1, we have that
The equation (1.5) is quasi-linear, and (δ ij + (p − 2)|∇u| −2 u i u j ) can be viewed as the coefficients of the equation. Note that these coefficients have a singularity when ∇u = 0. This is what causes the main difficulties in the proof of our main result. The only thing in common with previous proofs of C 1,α regularity with equations of p-Laplacian type is perhaps the general outline of steps necessary for the proof. The oscillation of the gradient is reduced in a shrinking sequence of parabolic cylinders. The iterative step is reduced to a dichotomy between two cases: either the value of the gradient ∇u stays close to a fixed vector e for most points (x, t) (in measure), or it does not. The way each of these two cases is resolved (which is the key of the proof), follows a new idea. Traditionally, the variational structure of the equation played a crucial role in the resolution of each of these two cases. The key ideas in this paper are contained in Section 4, especially in Lemmas 4.1 and 4.4. Lemma 4.4 allows us to apply a recent result by Yu Wang [52] (which is the parabolic version of a result by Savin [46] ) to resolve one of the two cases in the dichotomy.
In the process of proving Lemma 4.4, we obtain Lemma 4.3 which is a general property of solutions to uniformly parabolic equations and may be interesting by itself. It states that an upper bound on the oscillation osc x∈B 1 u(x, t) for every fixed t ∈ [a, b] implies an upper bound in space-time for osc ( 
In future work [22] , we plan to adapt the method presented in this paper to obtain the Hölder continuity of ∇u for the following generalization of (1.4):
Here κ is an arbitrary power in the range κ ∈ (1 − p, +∞). The equation generalizes both the classical (scalar) parabolic p-Laplacian equation in divergence form (1.3) and in non divergence form (1.4) . This paper is organized as follows. In Section 2, we start by recalling some well-known regularity results for solutions of uniformly parabolic equations which will be used in our proof of Theorem 1.1, as well as the definition and two properties of the viscosity solutions of (1.5). We then introduce a regularization procedure for (1.5). In Section 3, we will establish Lipschitz estimates for the solutions u of its regularized problem. The result of Section 3 is not new, but we present a new proof within our context. In Section 4, we obtain the Hölder estimates for ∇u, which is the most technically challenging part and the core of this paper. Finally, Theorem 1.1 will follow from approximation arguments, whose details will be presented in Section 5.
Preliminaries
In this section, we recall some known regularity results for solutions of linear uniformly parabolic equations with measurable coefficients:
where a ij (x, t) is uniformly parabolic, i.e. there are constants 0 < λ ≤ Λ < ∞ such that
The first two in the below are the weak Harnack inequality and local maximum principle due to Krylov and Safonov. For their proofs, we refer to the lecture notes by Imbert and Silvestre [23] .
Theorem 2.1 (Weak Harnack inequality). Let u ∈ C(Q 1 ) be a non negative supersolution of (2.1) satisfying (2.2). Then there exist two positive constants θ (small) and C (large), both of which depend only on n, λ and Λ, such that
where
Theorem 2.2 (Local maximum principle).
Let u ∈ C(Q 1 ) be a subsolution of (2.1) satisfying (2.2). For every γ > 0, there exists a positive constant C depending only on γ, n, λ and Λ, such that sup
where u + = max(u, 0).
The exact statement which we will use regarding to improvement of oscillation for supersolutions of (2.1) is of the following form.
Proposition 2.3 (Improvement of oscillation).
Let u ∈ C(Q 1 ) be a non negative supersolution of (2.1) satisfying (2.2). For every µ ∈ (0, 1), there exist two positive constants τ and γ, where τ depends only on µ and n, and γ depends only on µ, n, λ and Λ, such that if
Proof. First of all, we can choose τ > 0 small such that 1/τ is an integer, and for Ω :
where C(n) is some positive constant depending on n. Note that this choice of τ depends on µ and n only. Then, we use N cylinders
, all of which are of the same size as Q τ , to cover Ω in the way of covering the slices
. This integer N depends only on τ and n. Then there exists at least one cylinder, which is denoted as
since otherwise,
which is a contradiction. By Theorem 2.1, there exists m > 0 depending only on µ, n, λ and
Then by applying Lemma 4.1 in [21] to m − u, we obtain that
for some positive γ depending only on µ, n, λ and Λ.
A consequence of Theorem 2.1 and Theorem 2.2 is the following interior Hölder estimate by Krylov and Safonov [31] .
Theorem 2.4 (Interior Hölder estimates).
Let u ∈ C(Q 1 ) be a solution of (2.1) satisfying (2.2). Then there exist two positive constants α (small) and C (large), both of which depend only on n, λ and Λ, such that
Here, we write osc Q u := sup Q u − inf Q u. Note that by adding or subtracting an appropriate constant, the estimate in the previous theorem is equivalent to
Meanwhile, we shall also use a boundary regularity property. For two real numbers a and b, we denote
We also denote
as the so-called parabolic boundary of Q r .
Proposition 2.5 (Boundary estimates).
Let u ∈ C(Q 1 ) be a solution of (2.1) satisfying (2.2). Let ϕ := u| ∂pQ 1 and let ρ be a modulus of continuity of ϕ. Then there exists another modulus of continuity ρ * depending only on n, λ,
The above proposition is an adaptation of Proposition 4.14 in [5] for parabolic equations, whose proof will be given in Appendix B.
Another useful result is the W 2,δ estimate for parabolic equations, which can be found in Theorem 1.9 and Theorem 2.3 of Krylov [30] . Such estimates were first discovered by F.-H. Lin [35] for elliptic equations.
Then there exist two positive constants δ (small) and C (large), both of which depend only on n, λ and Λ, such that
The last one we will use in this paper is a regularity estimate for small perturbation solutions of fully nonlinear parabolic equations, which was proved by Wang [52] . Such estimates were first proved by Savin [46] for fully nonlinear elliptic equations.
Theorem 2.7 (Regularity of small perturbation solutions). Let u be a smooth solution of (2.3) in Q 1 . For each γ ∈ (0, 1), there exist two positive constants η (small) and C (large), both of which depends only on γ, n and p, such that if
Proof. Since L is a solution of (2.3), the conclusion follows from Corollary 1.2 in [52] . Now let us recall the definition of viscosity solutions to (1.5) (see Definition 2.3 in [1] ). Definition 2.8. An upper (lower, resp.) semi-continuous function u in Q 1 is called a viscosity subsolution (supersolution, resp.) of (1.5) in Q 1 if for every ϕ ∈ C 2 (Q 1 ), u − ϕ has a local maximum (minimum, resp.) at (x 0 , t 0 ) ∈ Q 1 , then
at (x 0 , t 0 ) when ∇ϕ(x 0 , t 0 ) = 0, and
is called a viscosity solution of (1.5), if it is both a viscosity subsolution and a viscosity supersolution.
In order to circumvent the inconveniences of the lack of smoothness of viscosity solutions, we choose to approximate the equation (1.5) with a regularized problem. For ε > 0, let u be smooth and satisfy that
This equation (2.3) is uniformly parabolic and has smooth solutions for all ε > 0. Such regularization techniques have been used before for the p-Laplace equation in several contexts. For example, see [1, 17, 34] . We will obtain a priori estimates that are independent of ε and finally show that they apply to the original equation (1.5) through approximations. In the step of approximation, we will use the following two properties on the viscosity solutions of (1.5). The first one is the comparison principle, which can be found in Theorem 3.2 in [1] . Theorem 2.9 (Comparison principle). Let u and v be a viscosity subsolution and a viscosity supersolution of (1.
The second one is the stability of viscosity solutions of (1.5).
Theorem 2.10 (Stability). Let {u k } be a sequence of viscosity subsolutions of (2.3) in Q 1 with ε k ≥ 0 that ε k → 0, and u k converge locally uniformly to u in Q 1 . Then u is a viscosity subsolution of (1.5) in Q 1 .
Proof. We refer to the proof of Theorem 2.7 in [17] or the second paragraph of the proof of Theorem 4.2 in [17] .
To summarize, we would like to mention what each of these results in this section will be used for in our proof of Theorem 1.1. The local maximum principle in Theorem 2.2 and the W 2,δ estimates in Theorem 2.6 will be used to prove Lipschitz estimates. The form of improvement of oscillation in Proposition 2.3, the interior Hölder estimates in Theorem 2.4 and the regularity of small perturbation solutions in Theorem 2.7 are the key ingredients in our proof of the Hölder gradient estimates. The boundary estimates in Proposition 2.5, as well as the comparison principle in Theorem 2.9 and the stability property in Theorem 2.10 will only be used in the technical approximation step, which do not affect the proof of the a priori estimates.
Lipschitz estimates in spatial variables
The interior Lipschitz estimate for solutions of (2.3) in spatial variables was essentially obtained before by Does [11] . Here, we will provide an alternative proof. Our proof appears much shorter since it uses Theorem 2.2 and Theorem 2.6, whereas, the proof given by Does [11] is based on the Bernstein technique and uses only elementary tools.
The following auxiliary lemma follows from a direct calculation. We postpone its proof to Appendix A.
where a ij (∇u) is given in (2.4) .
We now present the interior Lipschitz estimate. Theorem 3.2. Let u be a smooth solution of (2.3) in Q 1 . Then there exists a positive constant C depending only on n and p such that
Proof. Since u satisfies (2.3), it follows from Theorem 2.6 that there exist two positive constants δ (small) and C (large) both of which depend only on n and p such that
Let ϕ := (|∇u| 2 + ε 2 ) p 2 . By Lemma 3.1 and Theorem 2.2, we have
It follows that
Hölder estimates for the spatial gradients
In this section, we shall prove the Hölder estimate of ∇u at (0, 0). By Theorem 3.2 and normalization, we assume that |∇u| ≤ 1. The idea is the following. First, we show that if the projection of ∇u onto the direction e ∈ S n−1 is away from 1 in a positive portion of Q 1 , then ∇u · e has improved oscillation in Q τ for some τ > 0.
Then we analyze according to the following dichotomy:
• If we can keep scaling around (0, 0) and iterate infinitely many times in all directions e ∈ S n−1 , then it leads to the Hölder continuity of ∇u at (0, 0).
• If the iteration stops at, say, the k-th step in some direction e ∈ S n−1 . This means that ∇u is close to some fixed vector in a large portion of Q τ k . We then prove that u is close to some linear function, and the Hölder continuity of ∇u will follow from Theorem 2.7.
Improvement of oscillation
Since ∇u is a vector, we shall first obtain an improvement of oscillation for ∇u projected to an arbitrary direction e ∈ S n−1 .
Lemma 4.1. Let u be a smooth solution of (2.3) such that |∇u| ≤ 1 in Q 1 . For every 0 < < 1, µ > 0, there exists τ > 0 depending only on µ and n, and there exists δ > 0 depending only on n, p, µ and such that for arbitrary e ∈ S n−1 , if
Proof. Let a ij be as in (2.4), and denote
Differentiating (2.3) in x k , we have
we have
Then in the region Ω + = {(x, t) ∈ Q 1 : w > 0}, we have
Since |∇u| > /2 in Ω + , we have
By Cauchy-Schwarz inequality, it follows that
for some constant c 0 > 0 depending only on p. Therefore, it satisfies in the viscosity sense that
We can choose c 1 such that if we let
then we have
If ∇u · e ≤ , then w ≥ (1 − e ν( −1) )/ν. Therefore, it follows from the assumption that
By Proposition 2.3, there exist τ > 0 depending only µ and n, and γ > 0 depending only on µ, , n and p such that w ≥ γ in Q τ .
Meanwhile, since w ≤ W , we have w ≤ W − w.
This implies that
Therefore, we have ∇u · e + ρ|∇u| 2 ≤ 1 + ρ − γ in Q τ .
Since |∇u · e| ≤ |∇u|, we have
Therefore,
for some δ > 0 depending only on p, µ, , n.
The statement of Lemma 4.1 can be illustrated in Figure 1 . If the condition (4.1) is satisfied in all the directions e ∈ S n−1 , then we obtain the improvement of oscillation for all ∇u · e, which lead to the improvement of oscillation for |∇u|. See Figure 2 and Corollary 4.2. ∇u Corollary 4.2. Let u be a smooth solution of (2.3) such that |∇u| ≤ 1 in Q 1 . For every 0 < < 1, µ > 0, there exist τ ∈ (0, 1/4) depending only on µ and n, and δ > 0 depending only on n, p, µ, , such that for every nonnegative integer k, if
Proof. When i = 0, it follows from Lemma 4.1 that ∇u · e < 1 − δ in Q τ for all e ∈ S n−1 . This implies that |∇u| < 1 − δ in Q τ . Suppose this corollary holds for i = 0, · · · , k − 1. We are going prove it for i = k. Let
By the induction hypothesis, we also know that |∇v| ≤ 1 in Q 1 , and |{(x, t) ∈ Q 1 : ∇v · e ≤ }| > µ|Q 1 | for all e ∈ S n−1 .
Therefore, by Lemma 4.1 we have
∇v · e ≤ 1 − δ in Q τ for all e ∈ S n−1 .
Hence, |∇v| ≤ 1 − δ in Q τ . Consequently,
Using the small oscillation
Unless |∇u(0, 0)| = 0, the condition in (4.2) will fail to be satisfied after finitely many steps of scaling in some direction e ∈ S n−1 , in which we will then show that u is close to some linear function so that Theorem 2.7 can be applied. See Lemma 4.4 and Figure 3 . Before that, we need a lemma which states that for a solution of a uniformly parabolic linear equation, if its oscillation in space is uniformly small in every time slice, then its oscillation in the space-time is also small. Lemma 4.3. Let u ∈ C(Q 1 ) be a solution of (2.1) satisfying (2.2) and A is a positive constant. Assume that for all t ∈ [−1, 0], we have
where C is a positive constant depending only on Λ and the dimension n.
Proof. Let w(x, t) = a + 5nΛAt + 2A|x| 2 , where a is chosen so that w(·, −1) ≥ u(·, −1) and w(x, −1) = u(x, −1) for somex ∈ B 1 . Ifx ∈ ∂B 1 , then
which is impossible. Therefore,x ∈ B 1 . We claim that w ≥ u in Q 1 .
By the choice ofā, we know that
and osc B 1 u(·, t 0 ) ≤ A, by the same reason in the above, we have x 0 ∈ B 1 . Therefore, we have that
This leads to 5nΛA ≤ 4A · T r(a ij ) ≤ 4nΛA, which is impossible. This proves the claim. Similarly, one can show that for w(x, t) = a − 5nΛAt − 2A|x| 2 , we have
where a is chosen so that w(·, −1) ≤ u(·, −1) and w(x, −1) = u(x, −1) for some x ∈ B 1 . Meanwhile, since
we haveā − a ≤ (10nΛ + 1)A.
Therefore, we have u is close to a linear function.
Lemma 4.4. Let η be a positive constant and u be a smooth solution of (2.1) satisfying (2.2). Assume |∇u| ≤ 1 everywhere and
for some e ∈ S n−1 and two positive constants ε 0 , ε 1 . Then, if ε 0 and ε 1 are sufficiently small, there exists a constant a ∈ R, such that
Here, both ε 0 and ε 2 depend only on n, λ, Λ and η.
Proof. Let f (t) := |{x ∈ B 1 : |∇u(x, t) − e| > ε 0 }|. By the assumptions and Fubini's theorem, we have that
Therefore, for all t ∈ (−1, 0] \ E, with |E| ≤ √ ε 1 , we have
It follows from (4.3) and Morrey's inequality (see, e.g., Section 5.6.2 in the book [13] ) that for all t ∈ (−1, 0] \ E, we have
where C(n) > 0 depends only on n.
Meanwhile, since |∇u| ≤ 1 in Q 1 , we have that osc B 1 u(·, t) ≤ 2 for all t ∈ (−1, 0]. Thus, applying Lemma 4.3, we have that osc Q 1 u ≤ C for some constant C. The function u is a solution of a uniformly parabolic equation. By Theorem 2.4, we have
for some positive constants α and C depending only on λ, Λ, n. Therefore, by (4.4) and the fact that |E| ≤ √ ε 1 , we obtain
for all t ∈ (−1/4, 0] (that is, including t ∈ E). By Lemma 4.3, we obtain
where C > 0 depends only on λ, Λ, n. Hence, if ε 0 and ε 1 are sufficiently small, there exists a constant a ∈ R, such that
Iteration
In this section, we finish our proof of the following a priori estimates.
Theorem 4.5. Let u be a smooth solution of (2.3) in Q 1 . Then there exist two positive constants α and C depending only on n and p such that
Proof. We first show the Hölder estimate of ∇u at (0, 0). Moreover, by normalization, we may assume that u(0, 0) = 0 and |∇u| ≤ 1 in Q 1 . Let η be the one in Theorem 2.7 with γ = 1/2, and for this η, let ε 0 , ε 1 be two sufficiently small positive constants so that the conclusion of Lemma 4.4 holds. For = 1 − ε 2 0 /2 and
This is because if |∇u(x, t) − e| > ε 0 for some (x, t) ∈ Q 1 , then
Since |∇u| ≤ 1, we have
from which it follows that
Let τ, δ be the constants in Corollary 4.2. Let k be the minimum nonnegative integer such that the condition (4.2) does not hold. If k = ∞, then it follows immediately from Corollary 4.2 that
and |{(x, t) ∈ Q 1 : ∇v · e ≤ }| ≤ µ|Q 1 | for some e ∈ S n−1 .
Consequently,
Since condition (4.2) holds for k − 1, then |∇v| ≤ 1 in Q 1 . It follows from Lemma 4.4 that there exists a ∈ R such that
By Theorem 2.7 that there exists b ∈ R n such that |∇v − b| ≤ C(|x| + |t|) for all (x, t) ∈ Q 1/4 .
Since |∇v| ≤ 1 and |b| ≤ 1, there also holds
Rescaling back, we obtain
On the other hand, we know that
This implies that
In conclusion, we have proved that there exist q ∈ R n with |q| ≤ 1, and two positive constants α, C such that
By standard translation arguments, it follows that
Now, we are going to prove the C 1+α 2 continuity of u in the time variable t. Let t ∈ [−1/4, 0) and r = |t|. For (y, s) ∈ Q r , let
By (4.5), we have
Therefore, for y 1 , y 2 ∈ B r ,
where in the first inequality we used (4.6) and in the second inequality we used (4.5). Since u satisfies (2.3), w satisfies a uniformly parabolic equation as well. By Lemma 4.3, we have
In particular,
2 . By standard translation arguments, it follows that
This finishes the proof of this theorem.
Approximations and the proof of our main result
This section is devoted to the final step of our proof of Theorem 1.1, that is the approximation step.
Note that (2.3) is a uniformly parabolic quasilinear equation and its coefficients a ij (q) as in (2.4) are smooth with bounded derivatives (for each value of ε > 0). The next lemma follows directly from classical quasilinear equations theory (see, e.g., Theorem 4.4 of [32] in page 560) and the Schauder estimates.
We are now ready to prove Theorem 1.1 by taking ε → 0 in the a priori estimate of Theorem 4.5.
Proof of Theorem 1.1. Without loss of generality, we assume that u ∈ C(Q 1 ). Let ω be its modulus of continuity in Q 1 . By Lemma 5.1, for ε ∈ (0, 1), there exists a unique solution
Moreover, it follows from Theorem 2.5 that there exists a modulus of continuity ω * , which depends only on n, p, ω, u L ∞ (∂pQ 1 ) , such that
. It follows from Ascoli-Arzela theorem that there exists a subsequence {v ε k } such that v ε k → v ∈ C(Q 1 ) uniformly in Q 1 as ε k → 0. By the stability property in Theorem 2.10, v is a viscosity solution of (1.5) . By the comparison principle in Theorem 2.9, we obtain that u ≡ v in Q 1 .
On the other hand, it follows from Theorem 4.5 that, subject to a subsequence, ∇v ε k converges in C α (Q 1/2 ) for some constant α depending only on n and p. Therefore, u is differentiable in x everywhere in Q 1/2 , and thus, ∇v ε k converges to ∇u in C α (Q 1/2 ). Since
where C > 0 depends only on n and p, we obtain
by sending k → ∞. We also know from Theorem 4.5 that for all (x, t), (x, s) ∈ Q 1/2 , there holds
By sending k → ∞, we obtain
This finishes the proof of Theorem 1.1.
A Appendix A
In this section we provide a proof of Lemma 3.1
Proof of Lemma 3.1. In the following, we denote V = |∇u| 2 + ε 2 . First,
where ∆ ∞ u = i,j u ij u i u j . Secondly,
and therefore,
Consequently,
where in the last inequality we used the Hölder inequality that
B Appendix B
In this second appendix, we shall prove the boundary estimates in Proposition 2.5. Recall that for two real numbers a and b, we denote a ∨ b = max(a, b), a ∧ b = min(a, b).
Lemma B.1. There exists a non negative continuous function ψ : R n × (−∞, 0] → R such that
• ψ = 0 in B 1 × {t = 0};
where a ij (x, t) satisfies (2.2).
Proof. Let v(x) = (|x| − 1) + . It follows from elementary calculations that there exists δ ∈ (0, 1) such that −a ij v ij ≥ 1 for 1 < |x| < 1 + δ.
be fixed, ρ be a modulus of continuity such that
Then there exists another modulus of continuity ρ * depending only on n, λ, Λ, ρ, u L ∞ (∂pQ 1 ) such that
Proof. Fix r ∈ (0, 1). Let x r = (1 + r)x and ψ be as in Lemma B.1. Define
For (y, s) ∈ ∂ p Ω and |y − x| ∨ |s − t| < 3r, then
For (y, s) ∈ ∂ p Ω and |y − x| ∨ |s − t| ≥ 3r, then
It follows from the maximum principle that v ≥ u in Ω, i.e.,
Similarly, one can show that
Therefore, for (y, s) ∈ Ω.
It is clear from the definition of ψ that (B.1) holds for (y, s)
where ρ is a modulus continuity of ψ. Therefore, we have for (y,
The conclusion then follows from the observation that
is a modulus of continuity. is a modulus of continuity.
Lemma B.4. Let u ∈ C(Q 1 ) be a solution of (2.1) satisfying (2.2). Let (x, t) ∈ ∂B 1 × (−1, 0] be fixed, ρ be a modulus of continuity such that |u(y, s) − u(x, t)| ≤ ρ(|x − y| ∨ |t − s|)
for all (y, s) ∈ ∂ p Q 1 . Then there exists another modulus of continuity ρ * depending only on n, λ, Λ, ρ, u L ∞ (∂pQ 1 ) such that |u(x, t) − u(y, s)| ≤ ρ * (|x − y| ∨ |t − s|)
for all (y, s) ∈ Q 1 .
Proof. It follows from Lemma B.2 that there exists a modulus of continuity ρ 1 depending only on n, λ, Λ, ρ, u L ∞ (∂pQ 1 ) such that |u(x, t) − u(y, s)| ≤ ρ 1 (|x − y| ∨ |t − s|)
for all (y, s) ∈ B 1 × [−1, t]. If t < 0, by applying Lemma B.3 to the cylinder B 1 × (t, 0) and noticing that u L ∞ (∂p(B 1 ×(t,0])) ≤ u L ∞ (Q 1 ) ≤ u L ∞ (∂pQ 1 ) , we conclude that there exists a modulus of continuity ρ 2 depending only on n, λ, Λ, ρ, u L ∞ (∂pQ 1 ) such that |u(x, t) − u(y, s)| ≤ ρ 2 (|x − y| ∨ |t − s|)
for all (y, s) ∈ B 1 × [t, 0]. Finally, the choice of ρ * = ρ 1 + ρ 2 is the desired one. 
