Abstract
Introduction
In recent years there have been exhortations from many quarters to conduct empirical studies in order that our understanding of software engineering might be based upon real world evidence. We now find ourselves in the interesting position of possessing this evidence and needing to tackle the next step, namely, how to construct a body of knowledge, particularly when not all evidence is consistent. This process of forming a body of knowledge is generally referred to as meta-analysis. It is an essential activity if we are to have any hope of making sense of, and utilising, results from our empirical studies.
Meta-analysis has been defined as a "systematic approach to identifying, appraising, synthesizing and (if appropriate) combining the results of relevant studies to arrive at conclusions about a body of research" [32] . Conclusions from a meta-analysis attempt to explain why results from individual studies differ. In addition, meta-analyses provide practitioners with an objective view of the literature through the combination of domain insight with quantitative results [8] . Meta-analysis has been suggested by a number of researchers as a method of improving understanding of empirical software engineering results [2, 10, 17, 22, 25] , but these suggestions are generally accompanied by reports of heterogeneity of studies and problems with the format and provision of data. In addition, the main focus has been upon experimental software engineering. Another actively researched area is cost modelling where the problem is reconciling results from different studies using various data sets and prediction techniques. Since the problem is as much one of reconciliation as of shortage of studies, we propose that some form of meta-analysis is in order.
Naturally, meta-analysis is not unique to software engineering and indeed is a commonplace activity in, say, epidemiology. Nevertheless, meta-analysis is quite controversial and many concerns have been articulated, see for example [27] .
The remainder of this paper is organised as follows. The next section reviews different approaches to meta-analysis and how this might relate to software engineering. We then move onto the specific field of software project effort estimation and consider the implications of meta-analysis upon the way we present our empirical results. We show for a sample of 12 empirical studies drawn from two journals between 1999 and 2003 that meta-analysis is greatly hindered by the lack of essential information. This is followed by a discussion of the minimal required information and a standard template proposed. We conclude by considering the prospects for this type of analysis in the field of empirical software engineering.
Related Work
The use of meta-analysis is an important part of research for reconciling inconsistent results from previous studies. Meta-analyses are common, but not without problems, in disciplines such as epidemiology, education, econometrics, forecasting, human resource management, decision making, ecology and evolution (see for example, Armstrong [1] ). Meta-analysis encompasses a diverse range of activities that all share the goal of better understanding a, quite possibly inconsistent, body of research. These include:
• narrative review articles and bibliometric analysis
• quantitative analysis of published results including statistical and meta-level learning analyses
• re-analysis or pooled analysis of published results
• prospectively planned meta-analysis
We briefly consider each in turn.
Review articles: provide a qualitative summary of published results. However, without an a priori strict protocol for the review, narrative reviews are influenced by publication bias [6] . That is, studies which have non-significant or negative results are published less frequently than positive studies. In addition, there exists the 'file drawer problem' [26] , in which unpublished results are thought to be 'tucked away' in a researcher's filing drawer and therefore excluded from the review. For example, replication studies frequently remain unpublished internationally because they may add little to existing knowledge. The result is therefore a review of material determined by subjective judgement. To remedy this, Weed [35] published guidelines to enhance review quality. He emphasised the need for clear and focused topic definition, criteria for inclusion and exclusion, and the importance of locating all relevant published and unpublished studies. Furthermore, characteristics and results of each study should be described, tabulated and provided in graphical form to clearly illustrate heterogeneity.
In contrast to the qualitative narrative review described above, a quantitative review of a body of literature is termed a bibliometric analysis. Statistical methods are used to reveal the historical development of subject fields and patterns of authorship, publication and usage in the analysis. Bibliometric assessment of research performance is not without problems either as it is based on a central assumption that 'scientists who have to say something important, publish their findings vigorously in the open, international literature' [34] . It is therefore subject to bias from peer-review and expert judgement of what constitutes quality.
Quantitative analysis: of published results including statistical and meta-level learning analysis aim to calculate a quantitative pooled estimate of the effect of interest and can be performed without co-operation or agreement from other study groups. These approaches not only suffer from the same limitations as reviews, but also from the lack of homogeneity of study design, data collection methods, and definition of variables. When only published data are available, the degree of heterogeneity can only be assessed by means of a sensitivity analysis. Where there is high heterogeneity, meta-analysis results can be unstable and unreliable and therefore, in such cases, should be treated with extreme caution. Quantitative analysis can be conducted using statistical or machine learning (ML) methods such as case-based reasoning, neural nets and rule induction. The latter is known as meta-level learning.
Meta-level learning aims to find a model to explain the results from the different studies inductively. For example, an arbitrary ML algorithm applied to empirical data can provide insight into the relationship between the performance of different ML algorithms and characteristics of the data set [33] . Typically this relationship is found using attributedriven algorithms for rule induction by means of choosing a fixed set of attributes that describe the data sets. The result is data set characteristics that are measured across the entire data set, with a loss of individual information. Other methods to help algorithm selection have been developed, but assessing the most appropriate is problematic. Error rate is frequently used to assess algorithm performance. However, it is not sufficient to consider accuracy in isolation: explanatory value and configurability or are also important [21, 30] .
As with meta-analytical approaches, in order to achieve these outcomes from meta-level learning, data from individual studies need to be made available in a standardised format that enables cross comparison. Some disadvantages associated with quantitative meta-analyses can be reduced if individual data from all studies are available. This approach, known as re-analysis or pooled analysis of published results, is described below.
Pooled analysis: is enabled by access to individual data, the inclusion of unpublished data, and co-operation between different research centres. In combination these allow investigators to undertake a less biased re-analysis. The reanalysis should include criteria for inclusion or exclusion of studies, definition of the variables, and new statistical modelling. New hypotheses might be generated which could lead to further analyses of newly defined subgroups. Several statistical tests can be used to assess heterogeneity, but determining the degree of heterogeneity is still problematic because of the low statistical power of such formal tests. Blettner et al. [3] suggest that in addition to formal statistical tests for heterogeneity, informal and graphical methods should be used.
Prospectively planned meta-analyses: here many experienced researchers across centres take part in the joint planning and conducting of data collection and analysis. Although this approach leads to a reduction of large differences between studies [3] , any errors in the design of single studies are multiplied. To counter this, individual studies could be conducted and governed by a core protocol for questions of common interest. For example, individual centres could investigate specific hypotheses. However in such cases some variation across studies would remain, but heterogeneity from inconsistent modelling strategies could be avoided by conducting identical regression analysis in each centre.
Turning to empirical software engineering, we see that several proposals have been made to elicit a set of unifying principles. Basili et al. [2] suggest that individual studies should be seen as part of a 'family of study' rather than isolated events. In this case, studies could be replicated and context variables varied so that a framework for organizing related studies could be built. However, such a framework, making explicit the different models, and documenting key choices and rationales of experimental design used in each experiment, would be required. Although this process is desirable in itself, it does not go as far meta-analysis in that it concentrates on replicating studies and refining results, rather than combining results from a number of separate yet, hopefully, comparable studies.
Hayes [10] proposed that empirical software engineering research could benefit from research synthesis techniques that help summarize and assess the body of empirical results. In agreement, Pickard et al. [25] suggest that the combined 'weight of evidence', the extent to which empirical results are consistent across studies, should be taken into account. Miller [22] states that the 'reliable combination of results from independent experiments is an essential building block in any discipline attempting to build a solid empirical foundation'. However, he adds that results from meta-analysis in software engineering would be unstable because of variability between replicated experiments and the lack of clear definitions of measures. Hedges and Olkin [11] suggest that meta-analysis relies on quantifying the effect magnitudes for the results to be combined, rather than focusing on statistical significance alone, but few studies report effect size [22] . Furthermore, few provide access to raw data, or other experimental details, consequently, results from individual studies frequently are neither generalizable [25] nor reliable [22] . Pickard et al. argue that without agreed sampling protocols in properly defined software engineering populations, and a set of standard measures recorded for all empirical studies, meta-analysis cannot be conducted.
Many authors have reported on the heterogeneity of methodologies and measures chosen by researchers in studies in software engineering. For example, despite the existence of only a few surveys directly related to software effort estimation, Moløkken and Jørgensen [23] found that design variability made transfer of results problematic. Additionally, they emphasize the need for a thorough description of the reasons for selecting an estimation method or methods in order to understand the influence of project characteristics on the choice of estimation method. Previously, Jørgensen et al. [13] had combined empirical results to analyse expert effort estimation accuracy as a function of expert's control and knowledge of the environment as well as environmental predictability using MMRE. However, because of the large number of disparate methodologies, theories and models used in studies of human judgement, software estimation researchers should collaborate more with psychologists.
Clearly, scientific theory cannot be developed from one empirical study: in order to achieve the necessary population statistics, results from individual studies must be pooled and results used to enable empirical relationships to be examined and theories constructed. However, as the examples above illustrate, conflicting results across studies may be due to errors or heterogeneous methods in sampling, measurement or reporting in individual studies. Software engineering professionals demand theories grounded on real world evidence, and researchers working in empirical software engineering are turning to meta-analyses to formulate theories. However, in order that these theories are reliable and generalizable, investigators need access to data that have been collected and analysed in a standardised manner according to agreed definitions of measures.
Some Examples
This next section illustrates potential problems when attempting to combine empirical results from seemingly comparable individual studies. We focus on project effort prediction or software cost models and the various empirical studies that have been published. For our sample we analysed the past five years (i. Table 1 ). These concerned a range of different project effort prediction systems ranging from regression models to machine learning techniques such as case-based reasoning and neural nets. Table 2 summarises the validation information reported by the studies and highlights some of the differences. The initial number of cases in the data set is denoted n. In some cases this information is not provided within the paper but where we have been able to ascertain it from other sources we have added this information. The next column, labeled 'n used', contains the actual number of cases utilised for the study. Where there is a difference between the two counts, this implies case deletion which make the comparison of results more complex. Some studies, for example Kitchenham et al. [18] explicitly identify the cases removed along with the rationale. Other studies, such as Mair et al. [21] report the number of cases removed and the mechanism whereby they were selected. This is acceptable since it at least provides the means for subsequent researchers to identify the deleted cases.
More problematic is either when cases are removed and we have no means of identifying them, as with the Dolado study [7] where, for instance, it is reported that 61 cases are used from the Desharnais data set which is known to [5] 2003 JSS Jørgensen and Sjøberg [14] 2003 IST MacDonnell and Shepperd [20] 2003 JSS Kitchenham et al. [18] 2002 JSS Burgess and Lefley [4] 2001 IST Dolado [7] 2001 IST Stamelos and Angelis [31] 2001 IST Jeffery et al. [12] 2000 IST Lokan [19] 2000 IST Mair et al. [21] 2000 JSS Shukla [29] 2000 IST Moser et al. [24] 1999 JSS Table 2 (Hold Out Strategy and Repetitions) define the validation approach of the study. These fall into four general classes. First there is model fitting. This is characterised by using all the data for training so the accuracy of the model or prediction system is determined by the goodness of fit to the training data. The number of repetitions is by definition one. Second is the jackknife. This is based on iterating a leave-one-out strategy. Here the number of repetitions is the number of cases since each case will be successively 'held out'. Third, is the n-fold validation, and variants thereof, where the data set is arbitrarily split into training and test subsets where the test subset comprises unseen cases in order to determine the accuracy of the prediction system (strictly speaking its ability to generalise). Fourth and last is cross validation where a prediction system developed from one data set is tested on a second independent data set.
From Table 2 we see that a range of different approaches are adopted. These are summarised in Table 3 where we observe that the n-fold validation is most common, however, even within this technique there is considerable variation in terms of the number of training sets sampled from the overall data set (ranging from 1 to 10). It should be appreciated that the confidence limits on an accuracy statistic may be unacceptably wide when only using a small number of samples [15] . Note that whilst [14] state that they use a cross validation technique no other details are provided hence the '?'s in Table 2 . Different validation techniques are potentially problematic for meta-analysis since they may favour different prediction systems in ways that are not fully understood.
Finally, there are also many differences in accuracy measures between the 12 studies. Table 4 shows 14 different accuracy indicators and whilst MMRE is most popular being used in three quarters of the studies many researchers have expressed reservations about its efficacy, not least because of its inherent asymmetry and being defined with respect to the actual rather than the predicted value [16] . Given the variety of possible accuracy measures (see [16] for a review and critique) it might seem attractive to focus on a single agreed measure. Unfortunately different indicators describe different aspects of the prediction errors and these cannot always be ignored since prediction goals themselves can differ (e.g. risk averse, bias avoidance, etc.). Thus the most effective approach is to provide the individual residuals from which any accuracy indicator can be calculated.
It is clear from this brief analysis of our sampled studies that meta-analysis of these apparently comparable studies is somewhat hampered. This is surprising since the studies are, at least superficially, rather similar. Having said this, it is obvious that different meta-analysis techniques make different demands. However, even a narrative review can do little other than speculate as to the source of the prediction performance differences between studies. Such analysis is clearly an important basis, but does not go far. It is hard to see how pooled analysis is possible, not least because no residuals are provided. Likewise, the heterogeneity of the results also leaves a pooled estimate of the effect type of analysis as doubtful. This leaves meta-level learning as a possible technique to estimate the impact of the treatment variables e.g. technique, data set size, etc. upon the response variable, i.e. accuracy. Curiously, this technique does not necessarily suffer unduly from variability in the 
How to Present Results
We can now apply the benefits of hindsight to consider what information these empirical studies should ideally have reported in order that they might be usefully included in a meta-analysis. Clearly it is not our desire to generate a burdensome list which will then either put off prospective researchers or simply be ignored. Nevertheless it is our view to describe accuracy and context, the following is minimal:
• predicted values
• true values
• validation technique e.g. jackknife, n-fold
• the model (and not just the technique)
• parameter settings to configure the technique
• an indication of the amount of human effort to find the model Predicted and true values are necessary in order that a standardized indicator of effect size for each study can be estimated. Meta-analysis relies on quantifying the effect magnitudes for the results to be combined, rather than focusing on statistical significance alone, but as shown in this presentation, few studies report effect size, provide access to raw data, or other experimental details.
Detailed reporting of the validation technique, including partitioning procedures and the number of replications, as well as details of the model would allow the analyst to understand how the results were obtained and how generalizable they are to the dataset in question. These details would indicate also whether such results should be included in the meta-analysis.
We have argued previously that although accuracy is clearly desirable, it should not be the single indicator of a model's success in effort prediction. Other important factors are understandability and ease of configurability. For example, typical ANN architectures provide little information other than input, transformation function and output, whereas a decision tree provides details of each step taken to reach the final outcome. Furthermore, ease of model configuration should be reported in terms of specific modeller prerequisites.
The authors believe that a standard measure of error would facilitate the interpretation of results as well as making them more readily generalisable. In the twelve papers described here, 14 different statistics were used. However, this is not possible as there are many aspects of the errors that we need to describe: central tendency, spread, skew and kurtosis. Consequently we urge investigators to provide the residuals from which other accuracy statistics may be constructed as needed.
In addition to accuracy measures, Shepperd and Kadoda [28] found a strong relationship between the success of a particular estimation technique and characteristics of the problem. Therefore to describe the context we need:
• the data set or an indication of where it can be obtained
• information on any data editing performed e.g. how missing values are dealt with via some ignoring mechanism, imputation or whatever
• information on measurement error, i.e. how confident are the researchers in the values for each feature collected
• ideally a contact so that follow up questions and clarifications may be sought Few authors provide raw data from the original dataset, but it is of course, desirable. If not provided as an appendix, dataset availability, as well as contact details, should be clearly stated. Frequently, data cleaning takes place prior to analysis. Several authors give little detail about the data cleaning protocol used. For example, some report the total number (or proportion) of projects removed from the original dataset; some describe the type of project that was removed (e.g. outliers, or projects with missing data); but only one of the twelve papers included in this presentation reports precise details of the excluded case. Missing data is problematic for analysis, in fact some techniques cannot be performed on datasets with missing values. Despite this, some authors do not describe how they dealt with projects with incomplete data. In addition, some studies have not reported any details of data cleaning, nor have they given the number of projects in the original dataset. Thus, it appears that analysis was carried out on the entire dataset, yet this is not necessarily the case.
Some data collection methods are automated, while others are manual. Reports of less stringent recording of metrics when performed manually are common. Authors should therefore give details of how and by whom the metrics in the dataset were recorded. They might additionally include confidence levels for these values.
Issues not described in studies might need to be clarified with someone who was involved in the data collection. Therefore it would be useful, not only for the meta-analyst, but also generally, for contact details to be given in empirical work.
Obviously there is some relationship between the goal of the meta-analysis and the information required, but we believe the above has some generality.
The authors are involved with a recently commenced meta-analysis research project to apply meta-level learning to empirical studies of effort prediction systems 1 . This work is motivated, first, by the lack of a coherent picture of which type of prediction system is to be preferred with no single technique dominating. Second, the realisation that there is marked relationship between the study setting or context and the performance of different prediction systems. Metalevel learning was chosen as a means of inductively constructing models that relate the response variable (accuracy) to treatment variables (relating to the technique and the data set). From the comparison of two sample papers in the previous section this is will be hindered since we do not have precisely the same response variables nor the same treatment variables describing the parameterisation of the ANN or the data editing performed. For this reason a major of the goal is to agree a protocol and language for reporting future results. The language will be XML based, not dissimilar to PMML a language used for comparing data mining algorithm results [9] .
Summary
In this paper we have noted that, within the field of empirical software engineering, attention is turning to how to combine results in order to construct bodies of knowledge. A number of researchers are proposing meta-analytic approaches. However, the primary focus has been upon statistical approaches which are best suited to situations of relative homogeneity and well understood and generally agreed response variables. Design inspections could be a fruitful example. We argue that for effort prediction systems the inductive approach of meta-level learning may have merit as a means of finding models relating variables such as prediction technique, data set size and amount of noise to accuracy. Unfortunately we also show for 12 seemingly similar published studies the difficulties of making a comparison and integrating the data. We propose that there is an overwhelming need for an agreed protocol and mechanism for publishing and integrating results in this field.
