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Fitting models to data using Bayesian inference is quite common, but when each point in param-
eter space gives a curve, fitting the curve to a data set requires new nuisance parameters, which
specify the metric embedding the one-dimensional curve into the higher-dimensional space occupied
by the data. A generic formalism for curve fitting in the context of Bayesian inference is developed
which shows how the aforementioned metric arises. The result is a natural generalization of previous
works, and is compared to oft-used frequentist approaches and similar Bayesian techniques.
Curve fitting, as opposed to a standard nonlinear fit,
becomes relevant when a data set has a significant uncer-
tainty in the direction of the independent variable (some-
times referred to as errors-in-variables models) or the set
of model curves includes relations which predicts multi-
ple values for the same value of the independent variable.
In this case, the standard fitting approaches, such as a
“chi-squared analysis” become unusable. In the context
of Bayesian inference, this work shows that one can con-
struct a general formalism for curve fitting which is ap-
plicable to a wide variety of data analysis problems and
is not yet published elsewhere. In this Letter, a Bayesian
approach to curve fitting is described and compared to
almost all previous works which have given similar tech-
niques which are less general.
Bayesian inference often proceeds via the application of
Bayes theorem, P (M|D) = P (D|M)P (M)/P (D), and
the process of fitting models to data begins with the con-
struction the conditional probability of the data given
the model, P (D|M) (this will be referred to this as the
likelihood function) and specifying the prior probability
distribution, P (M) (the probability distribution for the
data, P (D), is often not needed). Since the RHS of Bayes’
theorem involves a product, there is an obvious potential
for ambiguity: a multiplicative factor can be removed
from the conditional probability and placed in the prior
distribution without any modification to the final result.
It is assumed that the set of (possibly correlated) data
points may be represented by a single normalizable prob-
ability density function D(x1, x2, . . . , xN ) over N quan-
tities of interest. As an example, in the case that one
has N uncorrelated one-dimensional data points which
have normally distributed errors, then D is a product of
N Gaussian distributions. In the case that these one-
dimensional data points have correlations in the form of
a multi-dimensional Gaussian (the formalism below does
not require this assumption), then
D(x1, x2, . . . , xN ) ∝ exp
[
−1
2
(xi − µi)Σ−1ij (xj − µj)
]
(1)
where ~µ is the peak and Σ is a covariance matrix. In some
cases, the quantities of interest can be grouped together
into n-tuples, so the quantities of interest are relabeled
and the data probability density distribution is rewritten
D({xij}) ≡ D (x11, x12, . . . , x1n,
x21, x22, . . . , x2n,
...
xN1, xN2, . . . , xNn) . (2)
The probability distributionD may not directly represent
data, but may refer to the posterior distribution obtained
from a previous inference, and the methods described
below are essentially unchanged.
It will be useful to classify models according to the
dimensionality of their outputs. (This dimensionality
does not depend on the data, except that it is spec-
ified as a probability distribution as described above.)
A “zero-dimensional” model, M, with M parameters,
{p} ≡ p1, p2, . . . , pM , is a model which produces a set of
N predictions for each of the N quantities of interest,
xˆ1 = M1({p}), xˆ2 = M2({p}), . . ., xˆN = MN ({p}). In
this case, the conditional probability P (D|M) is equal
to D(xˆ1, xˆ2, . . . , xˆN ). This is the case for which one can
employ a standard chi-squared analysis (in that case the
quantities of interest are the “y” values and the “x” val-
ues simply provide an index for the data points which is
irrelevant for the fit). The frequentist best-fit is the max-
imum of D(xˆ1, xˆ2, . . . , xˆN ) over the full model parameter
space, and if D is of the form of Eq. 1 then the standard
error analysis applies.
A “one-dimensional” model produces a probability
density function for each point in parameter space rather
than a unique value for each quantity of interest, i.e.
M1(x1, {p}), M2(x2, {p}), . . ., MN (xN , {p}). In this
case, the conditional probability is the N -dimensional in-
tegral
P (D|M) =
∫ N∏
i=1
[Mi(xi, {p})dxi]D(x1, x2, . . . , xN ) .
(3)
As is typical in Bayesian inference, a prior distribution
over the model parameters must be specified as a sep-
arate probability distribution, Pprior({p}), and then the
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2posterior distribution for, e.g., p1 is
P (pˆ1) ∝
∫ ( N∏
i=1
dpi
)
δ (p1 − pˆ1)P (D|M)Pprior({p}) .
(4)
An example of a one-dimensional model is a zero-
dimensional model which has a fixed Gaussian uncer-
tainty, ε, in its predictions, xˆi, for all of the quantities of
interest. Presuming the data points have only Gaussian
correlations of the form in Eq. 1, then likelihood in Eq. 3
can be written in the form
P (D|M) ∝
∫ N∏
i=1
{
exp
[
− (xi − xˆi)2 /
(
2ε2i
)]
dxi
}
×exp
[
−1
2
(xi − µi)Σ−1ij (xj − µj)
]
= A exp
[
−1
2
(xˆi − µi)Σˆ−1ij (xj − µˆj)
]
,(5)
where Σˆij ≡ Σij + δijε2i and A is a normalization con-
stant. Since the final result is a single multivariate Gaus-
sian, Bayesian inference using one-dimensional models
can be represented by a Gaussian process. Eq. 5 derives
the result given in Eq. 2.20 in Ref. [1]. The frequentist
best-fit (i.e. the maximum of the likelihood function),
in the case of a one-dimensional model, is the maximum
of the RHS of Eq. 3 over the parameter space, a maxi-
mization which requires, in general, the evaluation an N -
dimensional integral over each point. After using the δ
function to perform one of the integrations, the computa-
tion of the posterior distribution in Eq. 4 is an N+M−1
dimensional integral (though there are still only M model
parameters). Joint posteriors for multiple model param-
eters can be handled with multiple δ functions as above.
A two-dimensional model generates two-dimensional
probability distributions over pairs of quantities of in-
terest. The conditional probability is
P (D|M) ∝
∫ N∏
i=1
[Mi(xi1, xi2, {p}) dxi1 dxi2]
×D(x11, x12, x21, x22, . . . , xN1, xN2) , (6)
which is a 2N -dimensional integral. Note that the pair
of variables (x11, x12) need not be the same as the pair
(x21, x22) and heterogeneous two-dimensional data sets
may be fit using Eq. 6. Generalizations to higher dimen-
sions (or problems with mixed dimensionality) are easily
obtained.
The discussion above does not exhaust all of the po-
tential possibilities, as a model may generate a manifold
embedded in some higher dimensional space. The sim-
plest example is a one-dimensional model which gener-
ates a curve embedded in a two-dimensional data space
for each point in parameter space. The likelihood func-
tion, in this case, is
P (D|M) ∝ ∫
ci({p})

N∏
i=1
dλi(gjk i dxji
dλi
dxki
dλi
)1/2
×Mi(λi)D[x1i (λi), x2i (λi)]
}
(7)
where ci is the i-th curve (one curve for each data point
and N total data points) which the model produces
given the parameter set {p}, λi specifies the line element
along the i-th curve, gjk i represents the i-th metric for
the line integral, Mi(λi) is the probability distribution
along the i-th curve which is specified by the model, and
D[{xi(λi)}] is the probability given by the data, evalu-
ated at the point λi on curve ci. Indicies j and k take val-
ues 1 and 2 and are summed over since they are repeated
and generalizations to larger than data spaces with larger
than two dimensions are straightforward.
As might be expected from the discussion above, this
is an N -dimensional integral. In order to form posterior
distributions from this conditional probability one must
also perform a sum over all possible curves allowed by the
model. In physical problems, one typically parameterizes
the curve with a finite number of parameters and then
posterior distributions are obtained by performing the
associated integral as in Eq. 4 above.
Note that, since the expression above employs x(λ)
and y(λ) but not y(x) or x(y), there is no requirement
that the curves are functions. The curves need not be
continuous (the functions x(λ) and y(λ) need not be con-
tinuous or differentiable in order for the line integral to
have meaning). This means that model curves which
“go through” the data multiple times carry more weight,
unless the model (or prior distribution) disfavors such
a scenario. Models which parameterize their predicted
curves with a finite number of parameters often disfavor
arbitrarily complicated curves. Also, models may vary
the weight they assign to curves with longer lengths by
ensuring that the weight, Mi(λi), is proportional to `
−α
i
given a finite curve length ` and some number α > 1.
The surprising aspect of curve fitting is the appearance
of the metric, gjk, for each data point. In the simple case
where gjk = δjk, the integrand contains the usual line
element used to compute arc length. One intuititve way
to see the metric ambiguity, in the N = 1 and n = 2 case
(a fit of one data point over a two-dimensional space with
a one-dimensional model), is to imagine that x11 and x12
have different units. In that case, the line integral ap-
pears nonsensical because the units cannot properly can-
cel under the square root. The line integral is invariant
under reparameterizations of the curve but not under an
arbitrary rescaling of the coordinates. An alternative way
to see that the metric required is to note that the model
curve may also be specified by a M = δ [x2 − g(x1, x2)]
and the transforming this form to one similar to the one
above requires a derivative |∂g/∂x1| which contains the
ambiguity represented by the metric. Finally, the ap-
pearance of the metric is not solely mathematical. For
3example, the process of fitting a theoretical curve to ex-
perimental measurement of a particle’s location at several
points (with some uncertainty in the coordinate direc-
tions), without any other additional information, is pos-
sibly modified by black holes which have traveled near
the particle of interest and modified the nature of space-
time near the trajectory.
The line elements, denoted {λ}, are nuisance param-
eters which must be integrated over. They also have
prior distributions, which must be specified to complete
the inference. The problem of Bayesian inference from
this likelihood results in three possibilities: (i) the model
may specify what metrics ought to be used (leaving the
prior unspecified), (ii) the model may leave the metrics
unspecified and then then the choice of metric is also a
prior choice, and (iii) the metric may be unnecessary or
trivial because of some special feature of the model (e.g.
if the quantities xij have the same units for all j). Op-
tions (i) and (ii) are related because of the product of
the likelihood and prior is unchanged when multiplica-
tive factors are moved between the two. Without some
additional simplification, our model now effectively has
N +M parameters, the M quantities {p} and the N line
elements {λ}.
One might suggest that one can obtain the likelihood
for the curve through a limiting procedure applied to the
space in which it is embedded, and thus avoid the ambi-
guity from the metric. However, the limiting procedure is
not unique. This is the Borel-Kolmogorov paradox [2, 3],
and the specification of the metric in Eq. 7 avoids this
paradox.
The conditional probability in Eq. 7 reproduces a tra-
ditional chi-squared fit in the case that the data has no
uncertainty in one direction. For example, if
D(x11, x12, x21, x22, . . . , xN1, xN2)
∝∏i exp(−x1i−µi2σ2i ) δ(x2i − ηi) , (8)
then one can choose gjk i = δjk for all i, λi = x2i(x1i),
and use the delta functions in D to do the line integrals.
The factor M(λi) only serves to reweight the data points
and can be removed, finally leading to the conditional
probability for a typical chi-squared fit.
A frequentist equivalent could select the model which
maximizes P (D|M) over the parameter space. In the
case of curve fitting (Eq. 7) This optimization problem is
itself difficult, and the subject of algorithms designed to
perform this optimization (e.g. Ref. [4]). In our Bayesian
approach where the integrals are often computable, in
principle, using Monte Carlo methods, but specific prob-
lems may result in functions which are difficult to inte-
grate.
A simpler alternative approach to Eq. 7 is to replace
each line integral in with a maximization. The alterna-
tive likelihood of a curve labeled c is
Lalt(c) =
N∏
i
Maxλi [Di(x1, x2, . . . , xn)M(λi), c] , (9)
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FIG. 1: A fit of the test data from Ref. [6], the best fit
y = 2.2x+ 36, and the best fit from an MCMC simulation of
Eq. 7 (plotted with the same axis limits as Ref. [6]). For a lin-
ear fit, the metric term (
∑
dx2/ds2) just becomes a constant
and can thus be ignored. As suggested in Ref. [6], uniform
priors were chosen in the y-intercept and angle, θ, that the
line makes with the positive x-axis. The underlying density
plot shows samples from the posterior distribution from the
MCMC simulation using Eq. 7.
where the Max function picks out the point along the
curve c which has the largest value of the product
DM(λi). However, the replacement of the line integral
by a maximization forces one to give up on coherence
since some possible combinations of model parameters
and values for the parameters of interest are arbitrarily
removed from the posterior distribution [5].
Eq. 7 presumes that the model predicts the shape of the
curve with zero uncertainty. This may not be the case,
and the uncertainty may increase the dimensionality of
the problem leading to fitting a surface (or manifold) to
data rather than just a curve. When the model generates
a manifold, the formalism above can be easily general-
ized, except that the metric on the manifold requires a
prior specification corresponding to the dimensionality of
the manifold. For example, a model which generates a
two-dimensional surface gives a surface integral over the
data and requires a prior distribution with two additional
degrees of freedom corresponding to the two dimensions
in the surface.
The uncertainty in the curve λi, parameterized by
some quantity ηi may also lie in either the xi1 or xi2
directions. In this case, the model must specify the prob-
ability distribution for the set of possible curves and how
to sum over this set. When the model makes this specifi-
cation, it is effectively specifying the relationship betwen
(λi, ηi) and (xi1, xi2). Thus any integration over λi and
4ηi can be transformed to an integration over xi1 and xi1
and the conditional probability reduces to the form given
in Eq. 6.
Similar curve fitting problems have been the subject of
work in frequentist data analysis, leading to several dif-
ferent approaches, much of it focused on the case when
the data points are nearly normally distributed in both
the xi1 and xi2 directions and the curve to fit is nearly
linear. In this case, one can use traditional least squares
in either the x- or y-direction, total least squares, orthog-
onal least squares (a special case of total least squares),
or geometric mean (or reduced major axis) regression [7].
Traditional least-squares in the y-direction, for example,
corresponds to the choice gjk =
(
0 0
0 1
)
, λ = y, and ignores
the variation of the data in the x direction. Orthogonal
least squares does not simply map on to Eq. 7, but corre-
sponds to using a rotation matrix for the metric with an
orientation dictated by the slope of the curve near each
data point and then ignores the data variation orthogonal
to the rotation matrix. Ref. [8] compares related methods
for a particular class of problems from a frequentist per-
spective. None of these methods, however, applies to the
most general case when the curves are highly nonlinear.
There are previous works which cover curve fitting in
the Bayesian perspective, most again on Gaussian dis-
tributed uncertainties where the variance in the two co-
ordinate directions naturally provides a scales which help
define the metric. Ref. [9] describes line fitting for errors-
in-variables models and describes the conditions under
which the solution is not possible due to matrix singu-
larities. (The likelihood in Eq. 7 will similarly exhibit
difficulties if the metric is singular. Ref. [10] performs
a fit assuming a nearly linear curve, and uses the ap-
proximation that the line integral over the probability
distribution from the data is approximately Gaussian.
Ref. [11] also analyzes the nearly linear case with Gaus-
sian uncertainties in the data. Ref. [11] considers the
an additional uncertainty in the y direction and obtains
a modification similar to the result in Eq. 5. None of
these works describes the general result in Eq. 7 above.
Ref. [12] describes a complementary geometric method to
fitting lower-dimensional models to data in the context
of Bayesian inference. The discussion above, however,
is unique in its identification of the ambiguity from the
metric and the observation that the metric choice may
need to be part of the prior.
Ref. [6] describes the Bayesian generalization of orthog-
onal least squares, and fits a sample Gaussian data set
to a line to demonstrate the approach (see figure 9 in
Ref. [6]). In figure 1, the same data set is shown includ-
ing an analysis with the likelihood in Eq. 7. A nearly in-
distiguishable result is obtained, demonstrating that our
formalism works with a simple problem. A more physi-
cal example is in Ref. [13] where theoretical neutron star
cooling curves are compared with data. In this case, the
use of Eq. 7 is required because of large uncertainties in
the age observations. There is no clear model guidance
on the metric so a simple choice is made.
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FIG. 2: A fit of sample data to a one parameter model r = aθ
which could not be easily performed using traditional regres-
sion techniques. The parabolic contours give 68% contours for
the 10 data points, the density plot shows the posterior of the
fit with trivial metric for θ > 1.6, and the inset compares the
posterior distribution for the parameter a using either the
trivial metric (solid line) or modified metric (dashed line).
The prior probability distributions for a and λ = θ are taken
to be uniform for both metrics.
A more difficult fitting problem which demonstrates
the method and cannot be easily solved from the method
in Ref. [6] is that shown in figure 2 which is fit to a model
curve r = aθ for one parameter a with a uniform prior
distribution with 0 < a < 20. The data was generated
from r = aθ with a = 1 and independent noise added
in the x and y directions. The data are generated from
the function f(x, y) = exp[−(y − x2)2] exp(−x2/2) with
translations to nearly match r = θ and random rotations.
The metric gjk = δjk is used and the curve is parame-
terized with λ = θ (the line integral is invariant under
reparameterizations of λ). The choice of metric is a prior
choice and a uniform prior distribution in λ is assumed.
The posterior model curves are shown as a density plot in
figure 2 and a posterior histogram for the parameter a is
given as the solid line in the inset. Modifying the choice
of metric to gjk =
(
106 0
0 1
)
gives a different posterior for
a, shown in the dashed line in the inset in figure 2. Only
a large change in the metric is able to overcome the ex-
ponential suppression in the data, but the histogram is
qualitatively modified. This is typical for curve fitting:
the posteriors for the model parameters depends (albeit
weakly if the data is sufficiently accurate) on the choice
of the metric.
In summary, a new Bayesian approach to curve fit-
ting has been presented which applies to a wide vari-
ety of problems and suffers from no ambiguity beyond
the proper specification of the prior probability. It gives
5the correct result in the limiting case of a straight line
fit. Our approach generalizes to higher dimensional cases
where the model produces a manifold embedded in a
higher-dimensional space occupied by the data. From
the Bayesian perspective, much of the frequentist litera-
ture on this problem attempting to optimize the choice
of frequentist method for the problem at hand is equiva-
lent to trying to optimize the choice of prior distribution.
Thus, one expects that objective Bayesian priors such as
the Jeffrey’s prior could be applied to this problem, and
this possibility is left to future work.
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