Background {#Sec1}
==========

It is commonly recognized that pneumonia can increase medical costs and is a particular burden since these patients must significantly utilize medical resources and services \[[@CR1]\]. Further, evidence reveals that pneumonia-related deaths are more prevalent when compared with pneumonia-unrelated deaths \[[@CR2]\]. It is therefore crucial to plan and prepare some form of pneumonia prevention effort in order to better diminish the occurrence of pneumonia among at-risk patients.

On the other hand, schizophrenia, a severe mental disorder that influences more than 21 million people worldwide \[[@CR3]\], can also impose a similar considerable burden on medical expenses \[[@CR4]\]. Schizophrenic patients are reported to be more likely to die early than the general public due to preventable diseases related to cardiovascular disease, metabolic disease and infections \[[@CR3]\]. Schizophrenia can be treated with medications and psychological support \[[@CR3]\]; evidence \[[@CR5], [@CR6]\], however, reports that anti-psychotic medicine is effective but may lead to cases of pneumonia. Considering that people with schizophrenia are usually vulnerable and may face discrimination or violation of their basic human rights \[[@CR3]\], the very real question of how to prevent fatal diseases such as pneumonia that often accompanies their treatment of schizophrenia is therefore a pressing issue that should not be neglected.

Many scholars \[[@CR5], [@CR7], [@CR8]\] have investigated issues related to hospital-acquired pneumonia by traditional statistical models and surely advance our knowledge of pneumonia. Later studies \[[@CR9]--[@CR11]\] further utilized machine learning approaches to investigate pneumonia-related issues. Among those studies, little evidence however utilized machine learning techniques to predict the risk factors of pneumonia specifically among schizophrenic patients. Without deeper knowledge of how schizophrenic patients develop hospital-acquired pneumonia, comprehensive preventative strategies cannot be possibly formulated to counter this serious threat. The study purpose is to build a predictive model for hospital-acquired pneumonia among schizophrenic patients by adopting machine learning techniques. Since machine learning techniques are able to analyze data unsuitable for use in traditional statistical models, different perspectives can be acquired and those findings can further provide support to healthcare professionals' clinical decision-making.

Related work {#Sec2}
============

To date, various studies have analyzed risk factors of contracting pneumonia based on traditional statistical models which require strict assumptions. Their findings revealed that multiple risk factors can influence the occurrence of pneumonia among patients. For example, Mortensen, Coley, Singer, Marrie, Obrosky, Kapoor and Fine \[[@CR2]\] reported that leukopenia was one of the factors that associated with the mortality of pneumonia. Manabe, Teramoto, Tamiya, Okochi and Hizawa \[[@CR8]\] concluded that sputum suctioning, deterioration of the swallowing function, dehydration, and dementia were all risk factors associated with aspiration pneumonia. Gupta, Boville, Blanton, Lukasiewicz, Wincek, Bai and Forbes \[[@CR7]\] identified that mechanical ventilation patients have an increased risk of mortality. Regarding pneumonia-related studies that employed schizophrenic patients as their subjects, despite being efficacious medication for treating schizophrenia, anti-psychotic drugs may however cause unanticipated side-effects for schizophrenic patients. As example, several previous studies have found that anti-psychotic drugs can lead to the development of pneumonia \[[@CR5], [@CR12]\]. Further, drug-drug interaction between anti-psychotic drugs and anxiolytic or anti-convulsive drugs could probably accelerate the occurrence of the pneumonia \[[@CR13]\]. Evidence \[[@CR6], [@CR14]\] even showed that community-acquired pneumonia was associated with taking anti-psychotic drugs in elderly patients. Women were more likely to have a recurrence of pneumonia than men. The potential transmission mechanism underlying the influence of anti-psychotics remained unclear, but cardiopulmonary \[[@CR15]\], agranulocytosis \[[@CR16]\], and abnormal glucose regulation \[[@CR17]\], are reported.

Moreover, Kuo, Yang, Liao, Chen, Lee, Shau, Chang, Tsai and Chen \[[@CR5]\] reported although an increased risk of pneumonia was detected among the use of available anti-psychotics, only clozapine was associated with a dose-dependent increase. Therefore, use and titration of clozapine possesses a higher threat to patients with long-term management of schizophrenia.

Recently, a number of studies have adopted machine learning techniques to predict various issues concerning pneumonia. For example, Cooper, Aliferis, Ambrosino, Aronis, Buchanan, Caruana, Fine, Glymour, Gordon, Hanusa, et al. \[[@CR9]\] applied eight machine learning methods to predict the mortality of inpatients with pneumonia. They found that neural network, hierarchical mixtures of experts, and logistic regression can attain the lowest error rate. Chapman, Fizman, Chapman and Haug \[[@CR18]\] adopted machine learning algorithms including expert-rules, Bayesian network, and decision tree to identify onset pneumonia from thoracic X-ray reports. The performance of three algorithms differs in sensitivity, specificity, and precision; but, it is similar to physicians' practice. Heckerling, Gerber, Tape and Wigton \[[@CR10]\] integrated neural networks and genetic algorithms for predicting community-acquired pneumonia, and found that inclusion of genetic algorithms can help optimize neural networks algorithms. Caruana, Lou, Gehrke, Koch, Sturm and Elhadad \[[@CR19]\] utilized high-performance, generalized additive models with pairwise interactions to predict the probability of death due to pneumonia. The results reveal that their proposed algorithm outperforms other algorithms such as logistic regression, random forest, and logitboost. Kim, Diggans, Pankratz, Huang, Pagan, Sindy, Tom, Anderson, Choi, Lynch, et al. \[[@CR11]\] developed a machine learning model to classify usual interstitial pneumonia patients, and concludes that their model is feasible for predicting usual interstitial pneumonia occurrence.

A review of the literature reveals a clear gap regarding pneumonia-related studies. Despite a great deal of previous research having been focused on the risk factors of or outcome of pneumonia \[[@CR2], [@CR7], [@CR8]\], less research utilizing machine learning techniques was carried out specifically related to schizophrenic patients. Due to the special characteristics and possible influences of schizophrenia on patients' health conditions, it is therefore imperative to develop a predictive model for risk factors associated with pneumonia. Such a model can be based on machine learning techniques which can analyze health data while even successfully violating statistical assumptions.

Methods {#Sec3}
=======

Data {#Sec4}
----

Research data were obtained via a review of medical records taken from a 200-beds Taiwanese mental hospital. The majority of medical records are still paper-based since the subject hospital has only implemented a small-scale computerized physician order entry (CPOE) system to-date. Important variables related to the onset of pneumonia may not be as comprehensive as what the electronic medical record systems can provide. Following the procedures of medical record review suggested by literature \[[@CR20], [@CR21]\], we first trained one of our authors to be a qualified abstractor, and then developed a data abstraction instrument for purposes of abstracting data. Afterwards, we formulated protocols and guidelines for abstraction, and the abstraction accuracy was finally checked by an experienced staff member of the medical records department in order to ensure the reliability of the abstracted data.

Eligibility criteria were that a patient must (1) be diagnosed through an international classification of diseases, ninth revision, clinical modification (ICD-9-CM) starting with 295, or with ICD-10-CM starting with F20, (2) have been hospitalized, (3) aged over 20, and (4) have been recognized as an infection case between 2013 and 2018 by the infectious control committee of the subject hospital. We reviewed medical records and collected required data according to a patient list provided by the infectious control committee of the subject hospital.

Each patient was classified based on whether he/she had or had not acquired pneumonia during hospitalization (i.e., dependent variable). The medical records taken from infectious inpatients, excluding in-patients who were admitted to hospital due to their contracting pneumonia, were sent out for the pulmonologists' diagnosis since the subject hospital operates only as a specialty mental hospital. If the patient was diagnosed with pneumonia, the dependent variable of that patient record would then be labeled as 'Yes.' Further, each patient contained eleven predictors including demographic information (i.e., gender, age, and change of weight), and blood test data (i.e., change of leukocyte count, change of neutrophil count, change of blood sugar level), medication information (i.e., clozapine use, drug-drug interaction, coughing, dosage, and duration of medication). Among the eleven predictors, a change in body weight, the change of one's leukocyte/ neutrophil count, and the change of blood sugar level are deemed continuous, and measure the difference of body weight, leukocyte/neutrophil count, and blood sugar level between the onset of hospitalization and report as infection cases. Further, clozapine use, drug-drug interaction, and coughing are used as discrete variables, and indicate whether the patients have taken clozapine, have taken clozapine with fluoxetine/carpine/depatec simultaneously, and have coughs, respectively. Taking clozapine and fluoxetine/carpine/depatec concurrently may introduce drug-drug interaction and may accelerate the occurrence of pneumonia \[[@CR13]\]. Finally, dosage and duration of medication are continuous variables, and they measure the total quantity of and total number of days of clozapine use by patients. An increased risk of pneumonia with a dose-dependent increase of clozapine was confirmed \[[@CR5]\].

The selection of eleven predictors is primarily based on pneumonia-related literature \[[@CR2], [@CR5], [@CR8], [@CR12], [@CR13]\], the suggestions of one physician specializing in infectious control measures, and also the availability of data taken from medical records. Totally, 185 eligible cases without missing values were collected. Table [1](#Tab1){ref-type="table"} showed the detailed operational definition of variables used in our study.Table 1Operational definition of variablesVariablesMeasurementDefinitionDependentPneumoniaDiscreteDoes the infection patient acquire pneumonia during hospitalization? Yes or No.IndependentGenderDiscreteGender of the patients, Male or Female.AgeContinuousAge (in years) during hospitalizationClozapine useDiscreteHave taken clozapine? Yes or NoDrug-drug interactionDiscreteHas the patient taken Clozapine with Fluoxetine/Carpine/Depatec at the same time?CoughingDiscreteDoes the patient have coughs? Yes or No.DosageContinuousThe amount of medication taken by patients.Duration of medicationContinuousThe total days patients took Clozapine.Change of leukocyte countContinuousThe difference of leukocyte count between start hospitalization and reported as infection.Change of neutrophil countContinuousThe difference of neutrophil count between start hospitalization and reported as infection.Change of blood sugar levelContinuousThe difference of blood sugar between start hospitalization and reported as infection.Change of weightContinuousThe difference of body weight between start hospitalization and reported as infection.

Experimental setup {#Sec5}
------------------

In order to predict risk factors for schizophrenia inpatients, we adopted R 3.5.1 \[[@CR22]\], an open source statistical platform for data analysis. Prior pneumonia- related studies have adopted several machine-learning algorithms such as decision tree \[[@CR23]\], k-nearest neighbors \[[@CR24]\], naïve Bayes \[[@CR25]\], random forest \[[@CR19]\], logistic regression \[[@CR19]\], and support vector machine \[[@CR25], [@CR26]\]. We therefore chose seven algorithms, including classification and regression tree (CART), decision tree (C5.0), k-nearest neighbors (KNN), naïve Bayes (NB), random forest (RF), support vector machine (SVM), and logistic regression (LGR), to build the predictive model and also to compare the performance of those machine learning algorithms along with prior studies. Further, we adopted the caret 6.0--80 package \[[@CR27]\] to automatically tune the optimal combinations of model parameters (*see* Table [2](#Tab2){ref-type="table"}) for the seven machine learning algorithms aiming to achieve a better prediction performance.Table 2Model parameter settingsMethodParameterBest parameter settingCARTcp0.005952381C5.0modelruleswinnowFALSEtrials67KNNk27Naïve BayesfL0usekernelFALSEadjust1Random Forestmtry12Support Vector Machinesigma0.1786673C581.883

Evidence demonstrated that the class imbalance (i.e., unequal size of the dependent variable), which is just the situation in our sample, can substantially impact the performance of machine learning \[[@CR28]\]. We therefore adopted synthetic minority over-sampling technique by under-sampling the adequate class and over-sampling the inadequate class to improve the model performance \[[@CR28]\]. A widely held view remains that it is better to test a given model with samples that were not used for training when building a predictive model \[[@CR29], [@CR30]\]. We therefore adopted the holdout method by randomly splitting the data into 70% for training and 30% for testing model \[[@CR29], [@CR31]\] in order to better estimate the model's accuracy and to avoid any possible overfitting problem. Further, 10-fold cross validation method with three repeats, which has be viewed as the de facto standard for estimating model performance \[[@CR32]\], was applied to all seven classifiers with the training dataset. More specifically, the data set is partitioned into ten subsets of roughly equal size, wherein any nine subsets were used for model training, and the remaining one subset was used for model testing and estimating model performance. The above procedures were repeated for three times. Finally, overall model performance was calculated by averaging model performances each time \[[@CR32]\].

Performance measures {#Sec6}
--------------------

We adopted the accuracy, area under receiver operating characteristic curve (AUC), sensitivity, specificity, and the kappa statistic for assessing the model performance. The accuracy is defined as the ratio of dataset records that are correctly classified \[[@CR30]\]. The sensitivity refers to the percentage of positive records that are correctly classified, while the specificity measures the proportion of negative records that are correctly identified \[[@CR30]\]. Further, by plotting the sensitivity against (1 -- specificity), the performance of a binary classifier can be assessed via AUC \[[@CR33]\]. An AUC value of at least 0.8 is considered as good performance, while at least 0.9 is excellent \[[@CR33]\]. Finally, the kappa, originally used to assess the agreement between two raters \[[@CR27]\], adjusts accuracy by accounting for the probability of a correct prediction by chance alone \[[@CR32]\]. A kappa value ranges between 0.4 and 0.6 indicates moderate agreement, 0.6--0.8 as substantial agreement, and 0.8--1 as almost perfect agreement \[[@CR34]\].

Results {#Sec7}
=======

Data profiles {#Sec8}
-------------

Table [3](#Tab3){ref-type="table"} shows the predictors and descriptive statistics for schizophrenic patients with and without pneumonia. There were 106 in-patient cases with and 79 in-patients without hospital-acquired pneumonia.Table 3Descriptive statistics for patients with/without pneumoniaVariablePatients with pneumonia (*n* = 106)Patients without pneumonia (*n* = 79)RangeSummary statisticsRangeSummary statisticsGenderMale/FemaleMale: 77, Female: 29Male/FemaleMale: 53, Female: 26Age26\~82M = 52.51, SD = 12.3322\~81M = 51.28, SD = 14.66Clozapine useYes/NoYes = 50, No = 56Yes/NoYes = 5, No = 74Drug-drug interactionYes/NoYes = 15, No = 91Yes/NoYes = 1, No = 78CoughingYes/NoYes = 29, No = 77Yes/NoYes = 16, No = 63Dosage0\~800M = 113.42, SD = 161.090\~350M = 10.13, SD = 47.62Duration of medication0\~377M = 47.93, SD = 82.410\~295M = 8.61, SD = 42.77Change of leukocyte count− 5200\~5021M = 136.60, SD = 1896.11− 8840\~5500M = 658.63, SD = 1996.90Change of neutrophil count−29.4\~27.3M = −1.04, SD = 9.16−18.6\~32.6M = 3.84, SD = 9.35Change of blood sugar level− 318\~153M = −0.15, SD = 40.12− 49\~133M = 0.29, SD = 21.52Change of weight−16.5\~12.5M = 0.82, SD = 3.96−11.5\~13M = 1.05, SD = 4.53

Model performances {#Sec9}
------------------

Table [4](#Tab4){ref-type="table"} demonstrates the results of seven specific machine learning algorithms. Accuracy, AUC, sensitivity, specificity, and kappa were used to assess the performance of those seven methods. Since we adopted ten-fold cross validation for estimating model performance, the means and standard deviations of the above five metrics can be calculated for the training sample.Table 4Performance evaluation of models employedSampleMethodAccuracy(SD)AUC(SD)Sensitivity(SD)Specificity(SD)Kappa(SD)TrainCART0.804(0.089)0.851(0.074)0.739(0.094)0.851(0.106)0.597(0.180)C5.00.912(0.033)0.971(0.018)0.868(0.047)0.942(0.030)0.819(0.068)KNN0.645(0.083)0.696(0.066)0.628(0.127)0.657(0.130)0.282(0.162)NB0.675(0.095)0.798(0.094)0.868(0.096)0.544(0.098)0.376(0.178)RF0.917(0.017)0.971(0.016)0.891(0.048)0.937(0.032)0.831(0.035)SVM0.871(0.030)0.936(0.030)0.832(0.077)0.923(0.043)0.733(0.062)LGR0.670(0.084)0.762(0.083)0.621(0.076)0.706(0.139)0.330(0.160)TestCART0.8300.8800.9040.7320.648C5.00.9450.9930.9890.8870.887KNN0.6670.7010.7450.5630.312NB0.7330.8310.6280.8730.479RF0.9270.9941.0000.8310.849SVM0.8970.9530.9680.8030.786LGR0.7390.8230.7980.6620.464Note: SD denotes standard deviation

Among the seven methods employed, RF has the highest accuracy rate (0.917), followed by C5.0 (0.912), SVM (0.871), and CART (0.804). The remaining classifiers had an accuracy rate of less than 0.7. In terms of AUC, RF, C5.0, and SVM have an AUC value of higher than 0.9, indicating excellent classifier performance. The AUC values of CART are higher than 0.8, demonstrating good performance. Further, NB and LGR have fair performance, while KNN has poor performance in terms of AUC. In sum, C5.0, RF, SVM, and CART perform well among the seven classifiers for the training dataset. Further, the kappa value of RF and C5.0 is 0.831 and 0.819, respectively, indicating almost perfect agreement. The performance of SVM is substantial, while CART is moderate based on their kappa statistics. The remaining classifiers performed poorly.

To prevent overfitting, we further predicted our models with testing dataset. C5.0, RF, SVM, and CART still perform better than the remaining methods in terms of accuracy (*see* Table [4](#Tab4){ref-type="table"}). Specifically, C5.0 and RF have an accuracy rate higher than 0.9, while CART and SVM have an accuracy rate higher than 0.8. In terms of AUC, the performance of C5.0, RF, and SVM belongs to excellent, while CART belongs to good. The kappa statistics also demonstrate the same results.

A comprehensive assessment of the various performance metrics reveals that RF, C5.0, and SVM perform better than CART among better classifiers. KNN has the poorest performance. Further, no sign of overfitting among the other seven classifiers exists since their accuracy rate, AUC, and kappa statistics of testing dataset are higher than that of training dataset.

Predictor importance {#Sec10}
--------------------

Besides contrasting the performance of various models, we also ranked the predictor importance based on information gain and gain ratio \[[@CR29]\]. The gain ration is a bias-corrected criterion based on information gain, and both criteria are often utilized for classifying algorithms \[[@CR29]\]. The top six important predictors are the same based on both criteria, only the order of variables is different. As Table [5](#Tab5){ref-type="table"} shows, the top six imperative predictors influencing acquiring pneumonia for schizophrenia in-patients were dosage, clozapine use, duration of medication, change of neutrophil count, change of leukocyte count, and drug-drug interaction.Table 5Ranking of investigated variables according to gain ratiosVariablesInformation gainRankingGain ratioRankingDosage0.12410.2171Clozapine use0.09320.1502Duration of medication0.07230.1153Change of neutrophil count0.04640.0686Change of leukocyte count0.03950.1074Drug-drug interaction0.02860.0765

Discussion {#Sec11}
==========

With appropriate treatment, schizophrenia can be well-controlled via medications and psychological support \[[@CR3]\]. However, schizophrenic patients are susceptible to pneumonia due to anti-psychotic medications \[[@CR5], [@CR12]\]. It is therefore particularly important to better understand risk factors of pneumonia that accompany the treatment of schizophrenia. Despite a number of studies have investigating risk factors of pneumonia for schizophrenia \[[@CR5], [@CR6]\], literature however revealed that little of those studies which adopted machine learning techniques for prediction. Among the seven adopted machine learning algorithms in our study, RF and C5.0 exhibited the optimal prediction accuracy rather than the remaining algorithms.

In accordance with information gain and gain ratio, we also identified and ranked the top six crucial risk factors including dosage, clozapine use, duration of medication, change of neutrophil count, change of leukocyte count, and drug-drug interaction. Among them, clozapine dosage, clozapine prescription, and prescription duration were major factors said to have influenced the occurrence of pneumonia. Knol, Van Marum, Jansen, Souverein, Schobben and Egberts \[[@CR6]\] found that pneumonia risk was the highest during the first week after initiation of an anti-psychotic medication. In addition, use of typical anti-psychotic (i.e., clozapine) and titration of dosage was also associated with a greater risk of pneumonia \[[@CR5]\]. Therefore, physicians should be careful about setting an appropriate dosage and the duration of medication when prescribing anti-psychotic medications. Further, we also found that the changing of leukocyte and neutrophil count might be indicators affecting the development of pneumonia among schizophrenic patients. Clozapine is notorious for its dangerous adverse effects, for example, neutropenia and agranulocytosis \[[@CR35]\]. Because the immuno-compromised status would decrease the protection against bacteria invasion and transmission in human bodies, physicians should therefore closely monitor leukocyte and neutrophil count in hospitalized schizophrenic patients. Finally, drug-drug interaction is also confirmed as a risk factor for pneumonia when treating schizophrenic patients. Hematological adverse effects including neutropenia and agranulocytosis are enhanced when clozapine was prescribed simultaneously with anxiolytic, anti-convulsant, antimicrobials, proton pump inhibitors and other gastro-intestinal agents \[[@CR36]\]. Physicians are therefore advised to pay close attention to plausible drug-drug interaction among differing drugs whenever prescribing anti-psychotic drugs.

Although the outcome variables and performance metrics are not entirely consistent, it is still worthwhile to make a comparison and contrast between our study and prior pneumonia-related studies that had adopted machine-learning approaches. In their study to predict pneumonia patients' readmission, Hilbert, Zasadil, Keyser and Peele \[[@CR23]\] adopted a decision tree learner and found that age and gender are considered as important factors which were not determined in our study. The AUCs of CART and C5.0 derived from our proposed models (0.880 and 0.993) are both higher than that of Hilbert, Zasadil, Keyser and Peele \[[@CR23]\] (0.658). By employing k-nearest neighbor method, Chen, Huang, Tan, Chang and Chang \[[@CR24]\] built an abnormal lung sounds diagnostic model with an error rate of 6.8%. The k-nearest neighbor method however revealed the poorest performance in terms of all of the performance metrics found in our study. Khajehali and Alizadeh \[[@CR25]\] adopted a boosting naïve Bayes learner for predicting pneumonia patients' length-of-stay with their model showing a better than average prediction accuracy of 95.2%. Their model outperformed our model which utilized non-boosting naïve Bayes with a prediction accuracy of 67.5%. Boosting, one of the ensemble methods, is known to improve the performance of a predictive model \[[@CR32]\]. Caruana, Lou, Gehrke, Koch, Sturm and Elhadad \[[@CR19]\] adopted a random forest learner and logistic regression to predict pneumonia risk considerate of from 46 features. The resulting AUCs for random forest and logistic regression were 0.846 and 0.843, respectively. In our study, random forest, a widely recognized learner with well-performance across a broad range of problems \[[@CR37]\], outperformed the study of Caruana, Lou, Gehrke, Koch, Sturm and Elhadad \[[@CR19]\], but the logistic regression in our model performed poorer than that of Caruana, Lou, Gehrke, Koch, Sturm and Elhadad \[[@CR19]\]. Huang, Chen and Hsu \[[@CR26]\] constructed a clinical decision model via a support vector machine learner for predicting pneumonia readmission, and their model achieved 83.9% predictive accuracy with six predictors, including age, gender, number of medication, length of admission, number of comorbidities, and total admission cost. Our proposed model utilizing a support vector machine learner provided a slightly higher predictive accuracy (87.1%) than that of Huang, Chen and Hsu \[[@CR26]\].

Our study is one of the few, to our knowledge, that adopted a machine learning approach in predicting the risk factors of acquiring pneumonia specifically among schizophrenic patients. By utilizing machine learning techniques, risk factors commonly neglected by traditional statistical models can be discovered. Further, by utilizing seven differing classifiers, the findings can be contrasted and compared in order to select the best predictive model for helping preventing schizophrenic patients from the occurrence of pneumonia. Several academic and practical implications can be obtained from our findings.

Our study adopted classification and regression tree, decision tree, k-nearest neighbors, naïve Bayes, random forest, support vector machine, and logistic regression and compared the performance of these classifiers. Random forest, decision tree, and support vector machine outperformed the remaining classifiers. The results demonstrates that machine learning techniques have a high potential for predicting risk factors among hospitalized schizophrenic patients for acquiring pneumonia. Further, the plausible negative effects of class imbalance, a common situation for health data, seemed to be diminished in our model by employing synthetic minority over-sampling technique. Future studies can utilize this technique to neutralize the class imbalance issue.

The potential risks factors utilized by our model are based on clinical evidence, and our model further identified six crucial risk factors predicting schizophrenic patients who may acquire pneumonia. The findings of our study can be utilized as an important reference for psychiatrists by reminding them to pay closer attention to these risk factors whenever diagnosing and then treating schizophrenic patients. One step further, our developed predictive model may be integrated into a CPOE. Psychiatrists can acquire a timely alert regarding the possibility of the onset of pneumonia when they use a CPOE to diagnose and treat schizophrenia in-patients. With information about potential pneumonia risk, early prevention and intervention procedures and decision plans can be formulated in combination with related clinical experiences.

Several limitations should be noted in our study. First, the analyzed cases were extracted from a small-scale hospital, the generalizability of our findings can be limited. Future studies are suggested to gather more cases from a wider variety of hospitals. Secondly, other potential risk factors which were unavailable from the review of medical records can be considered for use in the model.

Conclusions {#Sec12}
===========

The purpose of our study is to build a model for predicting the risk factors of pneumonia among patients with schizophrenia. To achieve this goal, we employed seven machine learning algorithms to build classification models for prediction. 185 eligible cases were used to validate the prediction accuracy of the adopted techniques. Overall, RF and C5.0 demonstrated optimal performance among those adopted machine learning techniques. Further, our model also identified the top six risk factors for pneumonia among patients with schizophrenia.
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