AbstrAct: With increasing use of publicly available gene expression data sets, the quality of the expression data is a critical issue for downstream analysis, gene signature development, and cross-validation of data sets. Thus, identifying reliable expression measurements by leveraging multiple mRNA expression platforms is an important analytical task. In this study, we propose a statistical framework for selecting reliable measurements between platforms by modeling the correlations of mRNA expression levels using a beta-mixture model. The model-based selection provides an effective and objective way to separate good probes from probes with low quality, thereby improving the efficiency and accuracy of the analysis. The proposed method can be used to compare two microarray technologies or microarray and RNA sequencing measurements. We tested the approach in two matched profiling data sets, using microarray gene expression measurements from the same samples profiled on both Affymetrix and Illumina platforms. We also applied the algorithm to mRNA expression data to compare Affymetrix microarray data with RNA sequencing measurements. The algorithm successfully identified probes/genes with reliable measurements. Removing the unreliable measurements resulted in significant improvements for gene signature development and functional annotations.
Introduction
Gene expression experiments have been extensively conducted to identify candidate genes and gene signatures in cancer genomic research. Because of many potential technical artifacts, microarray-based mRNA experiments are often associated with a high degree of technical variability, which results in false discoveries among the identified genes. The MicroArray Quality Control project is assessing the quality of microarrays and has found good intraplatform and interplatform reproducibility.
1,2
Nevertheless, concerns have been raised about the quality of microarray data in genomic medicine, 3 such as the possibility of cross-hybridization resulting in microarray probes that actually measure untargeted genes. Therefore, the ability to filter out unreliable measurements and identify the most robust probes on an individual gene expression platform is an important analytical objective that is critical for downstream analysis.
Different methods have been applied to identify probes of good quality, including the use of probes closest to the 3′ end of a nucleic acid, 2 filtering by detection calls, 4 averaging across probes for the same gene, 5 and selecting an optimal probe based on probe specificity, coverage, and robustness. 6 Researchers have also investigated discrepancies in signals from multiple probes that are mapped to the same gene. 4 To improve measurement accuracy, we propose a statistical approach that borrows information across measurement platforms based on correlation coefficients. We hypothesize that unreliable expression measurements for an individual gene (ie, where probes of varying quality are available for a given gene) will lead to poor correlations between profiling platforms, whereas reliable measurements will usually correlate well across platforms. The two groups of correlations constitute a mixed population that can be modeled by a finite mixture model, 7, 8 with one component representing the population of high-quality measurements and the other representing the low-quality measurements.
We illustrate our approach through three applications and two public data sets. In the first application, we compared the expression levels between monocytes and macrophages as described in the publication by Maouche et al. 4 We first defined the high-quality probes for two platforms using the beta-mixture model (BMM), which we later used to identify differentially expressed genes. We then applied Gene Ontology (GO) enrichment analysis to define biological relevance. This exercise achieved consistent biological findings when we used only the probes of highest quality. In the second application, we characterized epithelial-mesenchymal transition (EMT), a process associated with the loss of cell adhesion, increased invasion, and cell mobility, migration, and proliferation. [9] [10] [11] [12] The EMT gene expression signature developed by Byers et al successfully classified nonsmall-cell lung cancer (NSCLC) cells into epithelial or mesenchymal groups. 13 Applying the BMM, we reduced the dimension of the EMT signature significantly but preserved the performance, which was the same as that of the original signature. In the third application, we compared microarray data to RNAseq data and found that the BMM was able to separate poor and good measurements. Further, we showed that the removal of poor measurements did not affect the performance of the downstream analysis such as functional annotation and signature development based on the reduced feature.
Selecting Reliable mRNA Expression Measurements Across Platforms Improves Downstream Analysis

Methods
We applied a BMM on Pearson's correlation coefficients to separate reliable probes from unreliable ones. Originally, a BMM with variable number of components was proposed by Ji et al to model correlations of gene expression levels. 7 Our BMM model was a special case of this approach by modeling correlations between two platforms with a two-component BMM. We calculated Pearson's correlation coefficients for each matched probe pair between platforms, although Spearman's rank correlation would also apply. A linear transformation y i = (x i + 1)/2 was applied to all correlations as described by Ji et al.
is the probability density function for a beta distribution with mean
, and π is the mixing proportion for the first component (the group with poor correlation). The parameters (π, α l , β l , α 2 , β 2 ) can be estimated by maximizing the following likelihood function through the expectation-maximization algorithm (a closed form solution for the E-step and M-step is provided in Ref. 
which is the probability of y i coming from the first component. By solving P(z i = 1|y i ; π, α l , β l , α 2 , β 2 ) = 0.5 after plugging in the estimates of (π, α l , β l , α 2 , β 2 ), we can obtain the model-based threshold τ. At the original correlation scale, the cutoff 2τ -1 (calculated through the inverse transformation of y i = (x i + 1)/2) can separate the probe sets into a group with good correlation and a group with poor correlation.
results
To demonstrate the applicability of the proposed method, we first performed a simulation study with known gold standard. We then applied BMM to three real applications to show the feasibility of separating good probes from probes with low quality, thereby improving the efficiency and accuracy of data analysis. simulation. Simulation setup. To evaluate the performance of the proposed BMM method, we simulated crossplatform gene expression measurements with both good and poor qualities quantified by correlation strength. In particular, we simulated G = 5000 correlation values (ρ) from a twocomponent BMM with parameters (α l , β l , α 2 , β 2 ) = (28, 6, 27, 22) using different mixture proportions, π = (0. To better mimic the heterogeneity of real data, the mean (µ i1 , µ i2 ) and variance σ σ Of note, the parameters specified here were motivated by real data estimates. BMM successfully recovered good-quality measurements. We fitted BMM model on simulated data for all 12 scenarios. The estimated mixture density (transformed back to correlation scale, solid lines) and true values (dashed lines) are shown in Figure 1A . Model-based thresholds as well as corresponding true-positive rates (TPRs) and false-positive rates (FPRs) were also indicated. Receiver-operator characteristic (ROC) curves evaluating the effect of mixture proportion and sample size across varying decision thresholds are shown in Figure 1B .
In general, the BMM approach successfully recovered the mixture structure. As sample size N and mixture proportion π increased, the fitted densities came closer to their true values. At N = 50 and π = 0.2, there were significant deviation between the true density and estimated density due to inaccurate estimates of the correlation coefficients. However, the threshold estimate ν = 0.49 was not affected severely compared to ν = 0.46 at N = 200. At N = 200 and π = 0.8, the best performance of BMM across all simulation scenarios was achieved with a TPR of 0.98 and an FPR of 0.06. The model-based threshold provided an objective way to discern good-quality measurements. As the ROC curves suggest, more stringent or loose cutoffs might be used, depending on requirements of different applications.
Application 1: analysis of microarray gene expression from Affymetrix and Illumina arrays to compare human monocytes and monocyte-derived macrophages. Data set and probe selection by BMM. We downloaded the normalized expression values for five monocyte and monocyte-derived macrophage samples from the National Center for Biotechnology Information Gene Expression Omnibus (GEO) repository (http://www.ncbi.nlm.nih.gov/geo/), with GEO series accession numbers GSE10213 (Illumina Human6-V1) and GSE11430 (Affymetrix U133 plus 2.0). The annotation files were downloaded from GEO (GPL570 Affymetrix and GPL6097 Illumina). Using the 10 samples (five monocyte and five monocyte-derived macrophage samples) profiled on both Affymetrix HGU133 plus 2.0 and Illumina Human-6 v1, we computed Pearson's correlation coefficients for each matched probe set pair based on the gene symbols. After filtering out the unmatched probes, there were 24,670 and 13,951 probes in Affymetrix and Illumina, respectively, and 31,622 pairs of probe sets that correspond to 11,565 unique gene symbols. If the probe set is highly correlated with at least one of the matched paired probe sets on the other platform, we would expect this probe set to be of reasonably good quality. We applied BMM to the transformed quantities of these correlation coefficients, the density of which is given in Figure 2 . The parameter estimates of the BMM model were (α l , β l , α 2 , β 2 , π) = (3.435, 2.833, 11.359, 1.262, 0.803). The means of the fitted beta distributions, respectively, equaled 0.55 and 0.90, which corresponded to 0.10 and 0.80 on the correlation coefficient scale. Therefore, the probe sets with high correlation, which suggested good-quality measurements, corresponded to the component with a mean correlation coefficient of 0.80 (range, 0.711-0.999), while the probe sets with weak or no correlations corresponded to the component with a mean correlation coefficient of 0.10 (range, −0.96-0.71). The model-based threshold ν at the correlation scale was 0.7110. We also considered more stringent cutoff thresholds (0.8 and 0.9) to evaluate the stability of the results based on the hypothesis that a higher correlation provides more reliable measurements (Table 1) .
The Affymetrix percent present call is one of the criteria used to define the quality of probe sets. Figure 3A shows the densities of the Affymetrix percent present calls of the probe sets defined by the two components. The percent present calls in the good-quality measurement groups were higher than those in the lower quality measurement groups. In the Illumina platform, probes are identified by types A, S, and I, where A represents the probes that detect all known transcripts for a gene, S represents the probes that detect a gene with a single transcript, and I represents the probes that detect a specific isoform of a gene. Figure 3B shows that the S or A probe sets had higher correlation coefficients compared to the I probe sets, and that the S probe sets were slightly better than the A probe sets. There were 5341 and 3720 good probes at the model-based threshold of 0.7110, corresponding to 3507 genes for further analysis in the Affymetrix and Illumina platforms. The different correlation patterns among different present calls and probe types indicate that the BMM was very effective in separating the probes according to two categories of quality by leveraging information across the platforms.
Functional annotation identified novel GO class. To identify enriched GO class, we applied the same statistical analysis as in Ref. 4 . In particular, a modified t-test using empirical Bayes smoothing was fitted using the Limma package. 14 Benjamini and Hochberg correction method was used to adjust for multiple testing. 15 Enriched GO class was identified using hypergeometric test available in the GOstats package. 16 Table 2 shows the enriched GO class (adjusted P value ,0.05 in at least one platform). Most GO classes defined by Maouche et al. 4 were also identified in our analysis. The exception was protein metabolic process (GO:0019538), which was not significant on any platform. However, the GO class regulation of proteolysis (GO:0030162), which turned out to be a child of the protein metabolic process (GO:0019538), was significant on the Affymetrix platform. A novel GO class response to stress (GO:0006950), which was not reported by Maouche et al. 4 , was significant in both the Affymetrix and Illumina platforms. As indicated by Hume, 17 monocytes and macrophages are important players in the immune response. The identification of the response to stress as an enriched GO class supported our hypothesis that with the use of a small but high-quality probe list, we can obtain the same or even better biological findings than when using a larger probe list of mixed quality. Application 2: analysis of lung cancer cell line expression data for developing eMt signature. Data set and probe selection by BMM. In this application, we used 54 matched lung cancer cell lines, 52 that were NSCLC, 1 small cell lung cancer, and 1 mesothelioma, and profiled them on Affymetrix U133A, B (U133A and U133B combined, GEO accession number GSE4824) and Illumina WG V2 (GEO accession number GSE32989).
In order to develop a robust genomic EMT signature, we first examined the consistency of expression measurements within and between array platforms. Figure 4 illustrates the inconsistencies of expression measurements for fibronectin (FN1) within and between the two array platforms, only three highly correlated FN1 probe sets within Affymatrix platform. This analysis illustrates the need to use reliable probes to develop expression signatures that can be validated across platforms. As in the previous analysis, we computed the Pearson's correlation coefficients for each matched probe set pair based on the gene symbol. After filtering out the unmatched probes, there were 28,808 and 20,744 probes in Affymetrix and Illumina, respectively, and 42,491 pairs of probe sets that were matched between the two platforms, which corresponded to 15,637 unique common gene symbols.
We applied the BMM to transformed quantities of these correlation coefficients, the density of which is given in Figure 5 . Parameter estimates of the fitted model were (α l , β l , α 2 , β 2 , π) = (20.830, 18.237, 8.034, 2.443, 0.340). The means of the fitted beta distribution equaled 0.53 and 0.77, which corresponded to 0.07 and 0.53 on the correlation coefficient scale. The probe sets with good quality corresponded to the component with a mean correlation coefficient of 0.53; the probe sets with poor quality corresponded to the component with a mean correlation coefficient of 0.07. The model-based threshold was ν = 0.2718. This threshold was much smaller than the threshold in application 1 (ν = 0.7110), which reflects the fact that technical replicates were used in application 1, whereas tumor cell lines, which are more variable, were used in application 2. To demonstrate the effect of the threshold choice, we also considered more stringent cutoffs (0.4, 0.5, 0.6, 0.7, 0.8, and 0.9). Figure 6A shows the densities of the Affymetrix percent present call rates between the two sets of probes defined by the model-based threshold ν. The percent present call rates in the good-quality group were higher than those in the lower quality group. Similar observations were found in the Illumina platform. Figure 6B shows that the S and A probe sets had higher correlation coefficients compared to the I probe sets. These findings suggest that using the BMM can efficiently narrow the analyses to good-quality measurements and significantly reduce the noise level from that of the large feature set.
Developing EMT signature from good-quality probes consistently separates NSCLC cell lines into two distinct groups. The original EMT signature incorporated 76 unique genes corresponding to 146 probes, 13 which were identified on the basis of their correlation to known EMT markers and the bimodality index. 18, 19 Here, we investigated whether the EMT signature can be reduced on the basis of our BMM approach by filtering out unreliable probes. We used the same data set and applied the same method for deriving the EMT signature as Byers et al. 13 but added a step to select reliable probes based on the BMM. We first filtered the probe sets on both platforms using different correlation cutoffs, including the model-based threshold ν = 0.2718 as well as other arbitrary cutoffs 0.40, 0.50, 0.60, 0.70, 0.80, and 0.90. With this criterion in addition to the procedures used by Byers et al. 13 , the resulting probe sets on both platforms were used as an alternative EMT gene signature. We applied hierarchical clustering to the EMT signature genes to group the samples into two clusters assigned as epithelial-like and mesenchymal-like groups and compared this assignment with the assignment published by Byers et al.
13 Table 3 shows the number of probe sets, unique gene symbols, and consistent assignments on both platforms using different thresholds. Group assignment using the Illumina WG V2 platform was consistent for all 52 NSCLC cell lines, no matter the threshold choice. Group assignment using Affymetrix U133A, B was consistent for all 54 NSCLC cell lines at all thresholds except those lower than 0.60, for which the cell line HCC 2279 was assigned as mesenchymal like rather than the published assignment of epithelial like without filtering. The fact that HCC2279 shifted from epithelial like to mesenchymal like and then to epithelial like with increasing stringency suggests it may not preserve a clear epithelial or mesenchymal phenotype, which warrants further investigation. Application 3: comparison of microarray and rNAseq data from The cancer Genome Atlas. As a demonstration, we applied our proposed method to compare microarray and RNAseq data. We downloaded both Affymetrix HT-HG U133A microarray data and level 3 RNASeq data from glioblastoma multiforme samples from The Cancer Genome Atlas (TCGA) data portal (https://tcga-data.nci.nih.gov/tcga/). The downloaded RNAseq data were quantified and normalized using RSEM 20 the fitted beta distributions equaled 0.54 and 0.80, which corresponded to 0.08 and 0.60 on the correlation coefficient scale. The model-based threshold was ν = 0.307. Figure 7 shows the predicted density of the correlations from the BMM. The fact that the predicted density agrees well with the empirical distribution of the correlations demonstrates the applicability of our proposed method to compare microarray data and RNAseq data.
discussion
We have introduced an approach to reduce the probe set dimensions to reliable qualitative probes using correlation coefficients. We model the correlation coefficients with a two-component BMM that represents the populations of high-quality and lowquality measurements. This resembles similar efforts that modeled gene expression with either a normal mixture for microarray data or a mixture of discrete distributions for RNAseq data. 18, 19 We applied the BMM to two real gene expression data sets. Reliable probes were first identified with a model-based threshold and then used for downstream analysis. In both data sets, the densities of the Affymetrix percent present calls of the probe sets were defined by the two components. The percent present calls in good-quality measurement groups were higher than those in the lower quality measurement groups. In the Illumina platform, the type S or A probe sets had higher correlation coefficients than the type I probe sets. These findings support the hypothesis that good-quality measurements can be separated from the overall data by using the BMMs to avoid any ad hoc steps.
In the first application, we applied our model to a publicly available data set to identify genes that were differ ent ially expressed between monocytes and monocyte-derived macro phages. Biologically, monocytes and macrophages are important in the immune response. 17 In this application, based on the selected reliable probe sets, we first identified genes differentially expressed between the two groups and then used the identified genes to perform GO analysis. We found that most GO classes defined in the original publication 4 were also identified in our analysis. However, the most significant GO class response to stress was not reported in the original investigation. 4 Research has found that the stress system is critical to homeostasis and the immune response. 21, 22 The identification of response to stress as a GO biological process supports our hypothesis that the use of a small but highly qualified probe list can provide consistent or even more valuable biological findings.
In the second application, we narrowed the EMT gene signatures to the probes with reliable qualities. The separation into epithelial-like and mesenchymal-like groups was consistent using the high-quality probe sets even though some probe sets, such as CDH1, were missing. We found high correlation between the first principal component of the EMT signature and the E-cadherin protein expression level. 13 This supports our strategy that the dimension of the gene signature can be efficiently reduced using the correlation coefficients without losing the biological interpretation. Table 3 shows consistent clustering by EMT signature genes after being filtered using different correlation coefficient thresholds within each array platform. The ability to reduce the number of genes in the signature and retain an overall robust performance is critically important for translating the gene signature into clinical applications.
With rapid development of sequencing technology, microarray-based gene expression technology has become less popular in genomic studies. More investigations are using technologies based on sequencing, such as RNAseq for whole transcriptomic profiling and miRNAseq for microRNA sequencing. The proposed approach is not limited to micro array applications but can be applied broadly to compare arbitrary platforms such as microarray and RNAseq data or RNAseq and miRNAseq data. In the third application, we illustrated the use of the proposed algorithm to compare RNAseq and microarray mRNA expression profiling data. Many earlier studies have accumulated rich sets of microarray data that are still available for investigation and validation. Our proposed method will better leverage these data by identifying reliable measurements. 
