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Abstract
Magnetic model systems Li2V0 Si04 , Pb2V 0 (P 0 4)2 and SrZnV 0(P04)2 were 
studied using polarised neutron scattering. The vanadium 5 = 1 / 2  ions form 
two-dimensional square lattices, where the cross-bond exchange, J2, along the 
diagonal can compete with the nearest-neighbour (NN) exchange, Ji, along the 
sides of the square. The magnetic ground state for all these compounds is a 
collinear antiferromagnet (CAF), i.e. ferromagnetic (FM) lines arranged in an 
antiferromagnetic (AF) way. This is in contrast to the more usual Neel antifer­
romagnet (NAF), characteristic of spin systems dominated by AF NN exchange. 
The ordered moment is reduced in all cases, especially for Pb2V 0 (P 0 4)2 and 
SrZnV 0(P04)2, and at the same time a considerable diffuse background appears, 
due to quantum zero-point fluctuations. This quantum disordered state was also 
studied in the paramagnetic phase using polarised diffuse scattering techniques, as 
a way of extracting the magnetic exchanges in the absence of large single crystals. 
The S(Q) measurements of powdered Pb2V 0 (P 0 4)2 and SrZnV0(P04)2 samples 
revealed a completely new area of the so-called J\ — J2 phase diagram, being the 
first materials with FM J\ and AF J2 interactions.
Single crystals of the transition metal oxides GdVO.3 and LUVO3 were stud­
ied with neutrons and resonant x-rays. In this case, the vanadium lattice has 
an almost cubic symmetry, resulting in degenerate many-body orbital states that 
compete. A combination of the above techniques on GdVC>3 yielded a spin struc­
ture consisting of FM chains with AF order between them (G-type), while the 
orbitals were found to order with orientations staggered in all three directions 
(G-type). The orbital ordering x-ray energy spectra have been modeled with ab 
initio calculations. Spinwave dispersions were investigated in inelastic neutron 
studies of LUVO3, which has both G- and G-spin (and orbital) phases at different 
temperatures. The exotic gapped G-spin phase is explained in terms of a recently 
developed theory with orbital fluctuations and an orbital Peierls effect.
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Chapter 1
Introduction
The fact that magnetite (FesC^) was already known in the Greek era as a peculiar 
mineral is indicative of the long history of transition metal compounds as useful 
and interesting materials. Early experiments on magnetism described by theories 
based on classical effects had only limited success. A full quantum mechanical 
treatment of the evolving problem is necessary, taking into account the electron’s 
orbital wavefunctions. Since the discovery of high-temperature superconductivity 
in layered cuprates in 1986, particular emphasis has been drawn to transition 
metal oxides, as well as two-dimensional spin-half magnets. Manganites have also 
received special attention recently, because of their colossal magnetoresistance.
In many transition metal (TM) oxide crystals, the TM ions are surrounded by 
six oxygen ions, making octahedra. The perovskite (CaTiOs) crystal structure, 
shown in figure 1.1(a), is very commonly found in such oxides. The TM ion M  is 
placed, to a first approximation, equidistant from six oxygen ions. In this case, 
M  is in a crystal field potential with cubic symmetry. High symmetries in nature, 
are often associated with highly degenerate wavefunctions. However, the system 
will often try to lift this degeneracy in order to minimise its energy. This may 
lead to many unexpected phenomena and, in particular, to frustration due to 
the competition between different mechanisms (quantified as energy terms in the
1
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Figure 1.1: Lattice examples in which degeneracy can lead to frustration, (a) 
Crystal structure of perovskite A M 03, after [1]. The high cubic symmetry can 
lead to degeneracy in the orbital sector, (b) Model of a magnetic two-dimensional 
square lattice, where magnetic interactions J\ and J2 can compete. A large num­
ber of classical spin configurations with the same energy is possible.
system Hamiltonian J’f ’).
In order to investigate fundamental properties of condensed matter systems 
and test theory, it is often helpful to design model systems. This enables scientists 
to separate physical parameters and try and address questions on nature in a less 
chaotic (or more controlled) way. One particular example is the two-dimensional 
square lattice of magnetic ions shown in figure 1 .1 (b), where the magnetic in­
teractions Ji and J2 between ions can under certain circumstances also lead to 
degeneracy and frustration. Another example is the competition between orbital 
and spin degrees of freedom on a cubic lattice. Frustrated and low-spin systems 
are of particular interest since they enhance quantum fluctuations.
The strongly correlated electron systems studied here and, in particular, the 
TM oxides, exhibit an enormous range of ground states. They can be ferromag- 
nets, antiferromagnets, metals, insulators, and they can display colossal magne­
toresistance or metal-insulator phase transitions. The underlying reasons behind
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these phenomena are the different degrees of freedom that are all active: spin, 
charge, lattice and orbital effects are on similar energy scales, with a fine balance 
existing between them. In order to study their interplay and interrogate these sys­
tems further, newly developed techniques and different ways of tackling problems 
are needed.
All of the compounds investigated in this thesis contain vanadium (V), named 
after the Scandinavian goddess Vanadis. This TM element plays the key role in 
the magnetic and orbital properties that were measured. It was discovered in 1801 
by A.M. del Rio in Mexico City and was rediscovered in 1831 by N.G. Selfstrom 
in Falun, Sweden. Vanadium is a shiny, greyish silvery metal, which is soft when 
pure. It is found as patronite VS4 but can be obtained as a by-product from 
other ores and Venezuelan oils. V is used mainly in alloys and in steel. Biologi­
cally, it is an essential trace element - although some compounds are quite toxic 
- and it is stimulatory [2]. The important property concerning us is its oxidation 
state: 4+ for the S =  l/2 frustrated square lattices Pb2V 0 (P 0 4)2, SrZnV0(P04)2, 
Li2V0 Si04 , and 3+ for the 5 = 1  TM oxides G dV 03, LuV03 studied here.
CHAPTER 1. INTRODUCTION 4
1.1 Frustration
Geometrical spin frustration
The most common form of frustration is found in electronic magnetic spin sys­
tems, due to some special symmetry of the magnetic ions in the crystal lattice. If 
the spin interactions are of the same form for all the bonds, a special lattice geom­
etry may bring about spin frustration. Typical examples are Heisenberg models 
on triangular or pyrochlore lattices. Let us take the case of a two-dimensional tri­
angular lattice, shown in fig. 1 .2 , and consider all nearest-neighbour interactions 
to be antiferromagnetic (AF) and of the same magnitude. The two spins shown 
(connected by the solid line) satisfy the AF exchange interaction, however the 
third one cannot fulfill both bonds simultaneously (indicated by dashed lines). In 
such a frustrated lattice, degeneracy arises from the large number of classical spin 
configurations which have the same energy.
Figure 1.2: In a triangular antiferromagnetic lattice, geometrical spin frustration 
can occur, since not all exchange couplings can be simultaneously satisfied.
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Spin frustration due to higher order exchange terms
Magnetic spin frustration can also occur in square lattices, if one takes into account 
the next-nearest neighbours. This is not a geometric effect, but a consequence of 
competition between nearest-neighbour (NN) and next-nearest-neighbour (NNN) 
magnetic interactions (termed Ji and J2 respectively). Consider the square lat­
tice model of fig. 1.3, with ferromagnetic (FM) NN and antiferromagnetic NNN 
interactions. By satisfying both bonds indicated with the solid yellow lines, one is 
left with a frustrated spin pair (dashed line). This is the form of spin frustration 
encountered in this study. It is a slightly newer topic than geometrical frustration, 
since it turns out to be so hard to discover and grow experimental realisations of 
these systems, mainly because superexchange usually leads to the dominance of 
the nearest neighbour term. However, by constructing systems with more compli­
cated exchange pathways, FM and AF interactions with comparable magnitudes 
for Ji and J2 can be achieved yielding, for example, the so-called J\ — J2 mag­
netic phase diagram. Various ground states are possible, including spin-liquid 
regimes as we shall see. These prototypical magnetic systems have fundamental 
properties that may help in understanding superexchange and high-temperature 
superconductivity.
A J\ _______ A
A
i  J
r  i
k  i
Figure 1.3: The square magnetic lattices studied here can be frustrated, as in this 
example with FM J\ and AF J2 interactions. The frustrated bond is shown with 
a dashed line. This seemingly simple model exhibits a variety of ground states, 
as a result of spin degeneracy.
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Orbital frustration in simple cubic lattices
The origin of orbital frustration is quite different from that in conventional ge­
ometrically frustrated spin systems. The distinct feature of orbitally degenerate 
models is that frustration occurs for simple lattices and does not require a special 
crystal geometry or reduced dimensionality. The reason is that the very form of 
the orbital interaction depends on the bond direction in the crystal. Because of 
the spatial anisotropy of the orbital wavefunctions, interactions on different bonds 
require the population of different orbital states and hence compete. A bond di­
rectionality of the interactions is a special feature of orbital models which leads 
to a large degeneracy and pronounced quantum effects. In this way, the orbital 
degeneracy provides a new root for frustrated quantum models in three dimen­
sions [1]. In TM oxides, the electrons relevant to the superexchange are in the 3d 
states. For vanadates (and titanates), the orbitals occupied (t2ff) have the xy , yz 
and zx symmetries shown in fig. 4.1. It turns out that only 2 out of 3 orbitals 
for each crystal direction are relevant in the superexchange process, with orbital 
fluctuations arising between them, as shown in fig. 1.4 [1,3].
c
Figure 1.4: On every bond of a cubic crystal, two out of three t2g orbitals are 
equally involved in the superexchange and may resonate. The same two orbitals 
also select a particular component of angular momentum (reproduced from [3]).
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1.2 Novel experimental approaches
For the systems studied throughout this work, the other important factor - apart 
from the physics itself - was the experimental way of investigating them. In 
all cases, newly developed techniques or different ways of applying them was 
necessary.
Usually, magnetic exchange constants are determined with single-crystal in­
elastic scattering measurements, via the excitations from the ordered phase. How­
ever, it was impossible to grow the large singe crystals required for inelastic neu­
tron experiments of the frustrated square lattices under investigation. The novelty 
in our approach, was to study the magnetic interactions by using quasielastic dif­
fuse scattering of polarised neutrons. We were able to use polycrystalline samples, 
i.e. powders, which were much easier for our collaborators to grow. The exchange 
constants were determined, as we shall see, by using high-temperature series ex­
pansion of the static susceptibility x{Q)  in the paramagnetic phase.
TM oxides are strongly correlated electronic systems with lattice, spin, orbital 
and charge degrees of freedom. X-ray diffraction and neutron scattering are ideally 
suited to study the first two, via structural and magnetic diffraction respectively. 
Only recently, however, was resonant x-ray scattering recognised as a good probe 
for the charge and orbital parameters [4], This technique allowed us to study 
the “hidden” orbital order parameter in the perovskite-like GdVOs compound. 
The nature of the transitions in a resonant x-ray experiment is not easy to estab­
lish [5-10], hence comparison with powerful ab initio theoretical calculations was 
necessary [11]. Orbital excitations have not yet been observed (in these systems), 
however it is possible to study their effects on spinwave dispersions. Spin-orbital 
models are essential in understanding basic properties of TM oxides [1].
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1.3 Synopsis
In chapter 2, basic neutron and x-ray scattering theory is given, together with a 
description of the five instruments employed. Emphasis is such that the reader 
gains insight into the theory (and particular by polarisation analysis for both 
techniques) rather than writing down complex scattering expressions.
Chapter 3 concerns the frustrated square lattice magnets Pb2V 0 (P 0 4)2, 
SrZnV0(P04)2 and Li2V 0S i0 4. First, the -  J2 model is presented, and this is 
followed by our experimental findings. These are then discussed in terms of the 
J] — J2 phase diagram.
The topic of chapter 4 is orbital ordering in G dV 03, where neutron and reso­
nant x-ray results follow the orbital physics. One has to be careful and critical in 
the interpretation/discussion of the results.
In chapter 5, a simplified view of the spin-orbital superexchange model for 
cubic vanadates is followed by spinwave dispersions in LUVO3. The measured 
properties of LUVO3 seem to be accounted very well by this complex theory.
Conclusions and future prospects for all compounds are given in chapter 6.
Chapter 2
Neutron and x-ray scattering
Bulk thermodynamic techniques, such as heat capacity and magnetic suscepti­
bility measurements, identify structural, orbital and magnetic phase transitions. 
However, the only way to obtain microscopic information on the crystal structures 
and the ordering of spins and orbitals is by using diffraction techniques, where 
spatial information is retained. Scattering techniques give some of the most de­
tailed information available on the solid state, and the results provide a rigorous 
test of theory.
2.1 Scattering theory
2 .1 .1  E lastic  sc a tterin g  p rin cip les
Both neutron and x-ray diffraction techniques involve coherent*, elastic'1' scattering 
(termed as Bragg scattering) from single-crystal or powdered samples. Figure
2.1 shows a schematic of a general neutron diffraction (ND) or x-ray diffraction
(XRD) experiment. Here, the neutrons or x-ray photons are incident on the
‘ coherent scattering is the one arising from a regular array of atoms in a crystalline material 
due to interference effects and can be long or short ranged
t elastic scattering is the term used in a situation when there is no energy exchange between 
the system and the probe (zero energy transfer)
9
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neutrons or x-rays sample 
hi
(a) (b)
Figure 2.1: General scattering process, after P. Normile [14]. (a) A monochromatic 
beam of neutrons or x-ray photons is incident on a sample and a diffracted ray 
emerges, (due to scattering processes) within the solid angle df2, at the scattering 
angle 26. (b) A close up of the sample scattering volume, showing two rays of the 
beam scattered by elemental volumes dV separated by a displacement vector r.
sample; ki and kf are the incident and final wave vectors. The figure also defines 
the scattering angle 26. Details of the production of neutrons and x-rays can be 
found in [12,13]. What is of importance here is that they have wavelengths A 
of the order of magnitude of lattice parameters (~  A). This facilitates the use 
of these radiations as probes of the crystallographic and magnetic structure [14], 
Diffraction occurs when the scattering vector
where r  is a reciprocal lattice vector of either the crystallographic (r xtai) or mag­
netic (r mag) structures. This above equation is known as the Laue condition for 
the observation of diffraction. In general
Q (=  ki -  k f) =  T (2 .1)
r  =  fta* +  fcb* +  ic* (2.2)
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where h, k and l are Miller indices, and a*, b* and c* are basis vectors of the 
reciprocal lattice [15]. The result in equation (2.1) can be derived from a classical 
treatment, involving the summation of the amplitudes of the scattered waves (with 
their phase-factors) from all the elemental regions of the sample scattering-volume 
(with reference to fig. 2.1(b)). At a diffraction condition, the magnitude of Q, 
since the scattering is elastic (ki =  kf =  k), is given by
Air
Q =  2/csin# =  —  sin#, (2-3)
A
which is equivalent to Bragg’s Law [16].
Any reciprocal lattice vector of the magnetic structure, T mag, can be decom­
posed in terms of a reciprocal lattice vector of the crystal-lattice, T xtai, and a 
magnetic wave-vector, k (the symbol for this wave vector should not be confused 
with that of the probe, k). It follows that the magnetic reflections are located in 
reciprocal space at positions given by
Q Txtal T k. (2.4)
The symbol k denotes a general magnetic wave vector. The principal (or first- 
order) magnetic wave vectors of a structure are denoted by q. As a simple example, 
a ferromagnetic one-dimensional structure (all spins having the same direction) 
has <7 =  0.
In both a ND and XRD experiment, the quantity measured at a diffraction 
(elastic) condition is a differential cross-section. This quantity is defined as the 
intensity of particles entering the detector per unit incident flux and solid angle 
(refer to figure 2.1(a)). In the kinematic approximation of [13,17], it has the 
general form of
dcr
dfi (Q) =  N
(2tt)s |F(Q)|2< 5 (Q -t )
L'xtal
(2.5)
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where N  is the number of crystallographic unit cells in the sample scattering 
volume, and uxtai is the volume of each cell. F{Q)  is a unit cell structure factor, 
and has the general form
where fj (Q)  is a (coherent) scattering amplitude of the isotope, atom or magnetic 
moment (depending upon the type of scattering being considered) at position vec­
tor Tj in the crystallographic unit cell. The ¿-function in equation (2.5) expresses 
the Laue condition (eq. 2.1), and is associated with a summation over the lattice 
points of the crystal as a whole* (in contrast to the F(Q)  summation carried out 
within the unit cell)*.
2 .1 .2  N e u tro n  cross section
Nuclear scattering - coherent and incoherent
The value of the neutron mass results in typical de Broglie wavelengths of the 
order of interatomic distances in solids for neutrons with thermal energies (i.e. 
with energies corresponding to temperatures ~  300 K). Thus, as mentioned before, 
interference effects occur which yield information on the structure of the scattering 
system.
Further to that, the fact that the neutron is uncharged means that not only 
does it penetrate deeply into the target, but also comes close to the nuclei since 
there is no Coulomb barrier to be overcome. Neutrons are thus scattered by
‘ This is the concept of the Bravais lattice: an infinite array of discrete points with an 
arrangement and orientation that looks exactly the same, from whichever of the points the 
array is viewed. Here, it is natural to define the previously mentioned reciprocal lattice, as the 
set of all wave vectors Q  that yield plane waves with the periodicity of a given Bravais lattice-, 
this could be a chapter and not a footnote.
iNote that Laue’s condition gives the positions of the so-called Bragg peaks in Q  while the 
structure factor gives their relative intensities. In real space, one can equivalently speak of a 
general structure as being the convolution of a Bravais lattice with a basis respectively.
(2 .6)
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nuclear forces, and for certain nuclides the scattering is large. An understanding 
of the strong nuclear force is lacking, but the scattering of thermal neutrons can 
be modelled by very short-ranged pseudo-potentials [18]. These potentials relate 
to empirically determined values called neutron scattering lengths, which are a 
measure of the neutron-nucleus interaction and are denoted by b. In other words, 
b is the scattering amplitude fj  of equation (2.6). For thermal neutron scattering, 
it is independent of Q and has a constant value for each atom. The scattering 
cross section for a single nucleus is equal to Aitb2. The general expression for the 
partial differential cross section from a system of nuclei, defined as the fraction of 
neutrons scattered into an element of solid angle dfl with a a final energy between 
Ef and Ef +  dEj, is given by [18]
d o - _  kf 1 I (TC'uu -iQR./(0) i Q R j ( t ) \ (2 71
¿ M E ,  ~  *, 2*7>/ - J A  ”JlJ
where Rj(t)  denotes the Heisenberg operator of the nuclear positions and (...) is 
an ensemble average of the enclosed operator. The summation extends over 
all pairs of nuclei. For a single element system at temperatures above a few mK, 
the nuclear spins and isotopes* are randomly distributed (or completely disordered 
- like a paramagnet), hence the scattering length b will vary from one nucleus to 
another. In this case, the nuclear parameters can be decoupled as follows:
d2a
dfl d Ef
kf 1 
ki 2'nh
/g-iQ-Rj' (°) giQ'Hj (i) )e~iujt(]it. (2 .8)
This cross section is averaged over all the nuclei with different scattering lengths 
((bjbj>) term). On the assumption of no correlation between these b values of 
different nuclei,
(bjbj1) =  (b)2, f  Í  j,
(bjbj>) =  (b2), j' =  j.
the distribution of different isotopes in a crystal is independent of temperature
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Equation (2.8) can be written as
5 ^  =  w 2£ o :' . j >+ « í>2> -  m (2 .10)
where (j ' ,j),  (j ,j)  are written for the prefactor and integral. The first term in eq. 
(2 .10) is known as the coherent and the second term as the incoherent scattering 
cross section, with
The coherent term gives the scattering intensity one would obtain from the same 
system if all of the nuclei had scattering length (b). From equation (2.10) we 
see that this wave-interference effect arises from correlations between the same 
or different nuclei at different times. The remainder of the scattering intensity 
comes from incoherent scattering, physically arising from the random distribution 
of the deviations of the scattering lengths from their mean value. We stress again 
that this random distribution of scattering lengths generally has 2 contributions: 
a) the random variation of the nuclear spin states above a few mK, and b) the 
presence of different isotopes in the sample. Incoherent scattering only depends 
on correlation effects between the same nucleus at different times. The scattered 
waves from different nuclei have random, or indeterminate, relative phases and 
thus cannot interfere with each other. For a system consisting of a single isotope 
with zero nuclear spin, the scattering is purely coherent.
Magnetic scattering
Neutrons, having a magnetic moment, also interact with the unpaired electron 
spins (i.e. electronic charge clouds/densities) in magnetic atoms (dipole-dipole
Ccoh =  4x(6)2 and
O i n c o h  =  4x ((62) -  (6)2) .
(2 .11)
(2.12)
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interaction) with a strength comparable to that of the nuclear interaction. Elastic 
scattering from this interaction gives information on the arrangement of elec­
tron spins and the density distribution of unpaired electrons. The neutron is, 
therefore, a powerful probe of magnetic properties of solids and has contributed 
enormously to our understanding of magnetism [18,19]. The treatment of the 
magnetic scattering of neutrons is based on the interaction potential, — ' &■> 
between the neutron, of magnetic moment /zn, and the magnetic field B  within 
the solid, arising from the atomic magnetic moments. This field is determined 
by the total magnetisation, i.e. the magnetic moments due to spin and orbital 
motion [14,17,18].
For neutrons, the dipolar nature of the magnetic interaction means that only 
the component of an atom’s net magnetic moment perpendicular to the scattering 
vector Q is effective in scattering neutrons and hence contibutes to the scatter­
ing amplitude [18]. Neutron scattering is therefore sensitive to the direction of 
magnetisation in a material as well as to its spatial distibution.
Magnetic scattering can be coherent (arising e.g. from the magnetic struc­
ture or spin excitations of a crystal), or incoherent (e.g. spin fluctuations in a 
paramagnet).
Inelastic scattering
So far, in describing scattering of neutrons, we have assumed elastic scattering, 
where incident and final neutron wave vectors are equal: |fe¿| =  When
neutrons are scattered inelastically, |fc¿| ^  |fc^ | and energy is transferred to the 
sample:
huj =  Ei - E f  (2.13)
where £) and Ef denote the incident and final neutron energies respectively. For 
hu> > 0, energy is transferred from the incident neutron to the sample and an *
*the scattering vector is defined by Q =  ki — k f, see section 2.1.1
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excitation of energy hw is created. When hcu < 0, the sample gives up this 
quantum of energy to the neutron beam and an excitation is annihilated (the 
neutron gains energy). The kinetic energy of thermal neutrons (0.01-0.1 eV), 
given by E =  h2k2 /2m, where m is the neutron mass, is of the same order as that 
of many excitations in condensed matter. Hence, the associated fractional change 
in the energy (or velocity) of a neutron is big and relatively easy to measure in such 
dynamical processes. On the other hand, since the energy of an x-ray is about 
10000 eV, very accurate (high-resolution) experiments are required to measure 
such relatively small effects.
As an example of inelastic scattering, we discuss the case of magnetic materials, 
with two main possible interactions. First, there will be a component because of 
the thermal displacement of the magnetic atoms from their equilibrium positions 
as a result of which the array of magnetic spins is distorted: at the same time the 
peaks of coherent magnetic reflections will be reduced in intensity. This contribu­
tion to the inelastic scattering is termed magneto-vibrational scattering [20] (cf. 
electron-vibrational interaction in sec. 4.1). Secondly, changes may be produced 
in the alignment of the magnetic spin system. Thermal energy and quantum 
zero-point fluctuations cause the relative orientation of individual magnetic mo­
ments in an ordered structure to fluctuate. Because the spins are coupled to one 
another by exchange interactions, the normal modes of these fluctuations are col­
lective excitations, called spin waves. The original idea of these magnetic spin 
waves came from Bloch (1930) and the energy transmitted by them is quantised 
in ‘magnons’*. The neutrons are then considered to undergo inelastic scattering 
with either annihilation or production of magnons. The relation between the en­
ergy of spin waves, hu>, and the wave vector Q is known as the dispersion law and 
can be experimentally determined by setting up suitable experiments (see sec. 
2.3) [19,20]. *
*this is analogous to ‘phonons’ , the quanta of vibrational energy from a system of nuclei in 
a solid
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Diffuse scattering
For atoms completely ordered in a crystalline structure, only sharp ‘Bragg’ peaks 
are observed in the diffraction pattern. When the atoms are not fully ordered 
though, the intensity of Bragg peaks is diminished and some of the scattered in­
tensity appears as diffuse scattering. These deviations from a perfectly ordered 
structure can be static or dynamical, and occupational or displacive. Their corre­
lation functions give rise to the diffuse scattering. The particular kind of disorder 
studied here is magnetic short-range order, i.e. the spatial fluctuations of magnetic 
moments.
When examining quasielactic diffuse scattering, it is often useful to integrate 
over energy transfer so that one obtains the static structure factor S(Q). This 
provides a convenient link to theory, since it is simply related to the static sus­
ceptibility x{Q)i which can readily be calculated if the Hamiltonian is known. In 
fact, by Fourier transformation one sees that the integration over energy trans­
fer relates to information on the pair correlation functions at T =  0. Thus, one 
obtains a “snapshot picture” of the instantaneous correlations [2 1].
Diffuse magnetic scattering is usually very small in amplitude, and coexists 
with strong nuclear and magnetic Bragg scattering contributions. In order to 
separate these components, polarised neutron techniques are necessary.
Polarised neutrons
Each individual neutron has spin S =  \ and an angular momentum of 
This can give spin-dependent terms in the cross section, with interesting polari­
sation effects providing additional details about the scattering system. Polarised 
neutron beams are often used for determining magnetic correlations, for distin­
guishing between collective and single particle excitations, and for high resolution 
spetroscopy [22].
The spin vector of a neutron, Sn, defines the polarisation of a neutron beam as
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the ensemble average over all neutron spin vectors, normalised to their modulus:
P  =  ( S n ) / \ = 2(S„) (2.14)
Under the application of an external magnetic field, a quantisation direction is 
defined, and the neutron can have two possible orientations: parallel or antiparallel 
to the field. The polarisation can be then expressed as a scalar:
N + - N -  F - 1 
N+ +  N_ ~  F T  1
(2.15)
where N+ (AT) is the number of neutrons with spin-up* (spin-down) and F  =  ^  
is known as the Flipping Ratio, a measurable quantity in a scattering experiment. 
For an unpolarised beam (random neutron spins N+ =  AT), P =  0. For a 
completely polarised beam, P — 1 if all the spins are up, and P  =  —1 if all the 
spins are down. A neutron’s magnetic dipole moment is =  — 1.913p^, where ¡in 
is the nuclear magneton and the negative sign indicates that there is a tendency 
for the neutron to align antiparallel to a magnetic field.
Practically, there are three principal (passive) methods for producing a po­
larised beam, each with specific advantages in particular experimental situations:
(a) polarising filters (e.g. preferential absorption by polarised 3He nuclei),
(b) polarising mirrors and supermirrors (using preferential reflection) and,
(c) polarising crystals (e.g. CC^Feg or Cu2MnAl Heusler crystal) using pref­
erential Bragg reflection.
The beam, once produced, needs external constant (in the neutron’s rest 
frame) magnetic fields to prevent it from depolarising. The polarisation can also 
be guided (rotated) or completely flipped by suitably varying magnetic fields or 
devices called spin flippers [23]. This has found extensive application and forms
*Spin can be thought of as an extra degree of freedom for a neutron/electron/nucleus/atom... 
and better not as an arrow pointing “up” or “down” . If this is confusing, just think about it as 
abstractly as possible, or not at all.
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the basis of polarised neutron scattering. From the point of view of magnetism, 
polarisation analysis (PA) techniques are extremely useful in separating the mag­
netic scattering from other sorts of scattering (nuclear coherent (Bragg) , nuclear 
spin incoherent, nuclear isotope incoherent, multiple Bragg, phonon, other back­
ground...).
The magnetic cross sections for polarised neutrons are more complicated than 
the ones previously given, and can generally have spin-flip (SF) and non-spin-flip 
(NSF) components in all x, y and z axes. They can be qualitatively understood 
by the following rules of thumb, which are stated here - and sometimes briefly 
justified - for elastic scattering [24]:
(a) For magnetic* scattering, neutrons are only sensitive to the component of 
the atomic (electronic) spin X to the scattering wavevector Q. This is because 
the dipole-dipole interaction is a non-central force, and is valid independently of 
the neutron-polarisation direction.
(b) Nuclear coherent scattering (arising from the mean scattering length and 
giving structural Bragg peaks) only comes in the non-spin-flip cross section. In 
other words, nuclear scattering from the (infinite) Bravais lattice cannot flip neu­
tron polarisations. This is a consequence of the orthogonality of the wavefunctions 
of the up and down spin states: (î | î)  =  (I | I) =  1, ( î  I I) =  (1 | Î) =  0.
(c) Isotopic (nuclear) incoherent scattering results from a random disorder in 
the nuclear amplitudes Hence, it appears only in the non-spin-flip cross section 
- like nuclear coherent.
(d) The effective magnetic spin components X to the neutron-polarisation di­
rection cause only spin-flip scattering, whereas those | to the polarisation direction 
give only non-spin-flip scattering.
(e) Nuclear-spin incoherent scattering appears uniformly along all directions 
(1/3 per direction), since nuclear spin states vary randomly, like a paramagnet.
*the term magnetic scattering is used in this context for the electronic (i.e. atomic) scatter­
ing, as opposed to the nuclear-spin incoherent scattering
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Hence, l/z (2/3) of the total cross section will be along the neutron-polarisation 
direction (_L to it) and non-flipped (flipped) according to (d).
For magnetic scattering, point (d), in combination with the fact that only 
those spin components _L to Q are effective in neutron scattering (a), gives an 
important special case. If the neutron polarisation is along the scattering vector 
(■p  II Q)> then all magnetic scattering is spin-flip scattering. This statement is 
true for all types of scattering: incoherent, coherent, elastic or inelastic, and is a 
very useful tool for separating magnetic from nuclear scattering. Note that for P  
_L Q, the magnetic scattering is split in half between the SF and NSF channels.
Let us now describe two PA methods used here, and give their cross sections.
• Parallel - perpendicular difference method
This technique owes its name to the fact that the neutron beam polarisation 
P  is rotated successively parallel and perpendicular to the scattering vector Q. 
By taking the difference of these two measurements one can separate the purely 
magnetic scattering. The partial cross sections are given by:
i 2 ¿)2gS .  
9Í19E BSldE 3 9Q9E
(2.16)
aW xq 1^  2 d2<C.S,
9Í19E 2 9Í19E 3 9SÌ9E
(2,17)
8 V P|IO 1 92< S ,  , 92< C T  ,
9Ü9E 3 9Q9E 9U9E
(2.18)
1 S ^ g 1 a v s ,  a v S r  , ^ coh
dfldE 2 diWE 3 düdE dfldE dUidE
(2.19)
In order to measure the magnetic signal one can take the difference of either the 
SF (||) or NSF (||) scattering in the two configurations (|| and _L). The spin- 
flip channel is usually preferred, since it involves no nuclear coherent or isotopic
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incoherent scattering. Note than any other partial background cross sections 
will generally be respectively the same and cancel out too. In this method the 
polarisation needs to be rotated in a direction parallel to the scattering vector, so 
it is ideally suited for a point detector.
• Three directional polarised neutron scattering
This technique, also known as the X Y Z-difference method, has been conceived 
by O. Scharpf primarily for use with a multidetector, to overcome the low intensi­
ties (of magnetic scattering) that the previous method may suffer from. P  | to Q 
cannot be satisfied for all detectors, and an alternative method is used for mag­
netic (and not only) separation. Here, one measures SF and NSF cross sections 
in all x ,y  and z-axes, and according to the previous rules of thumb we have [25]:
9 W  1 d2a„mag
dOdE 2 dOdE
cos2 a +  1) -|—2d2O:
spin
incoh
3 dOdE (2.20)
9 0 dE 2 dfldE 3 <90<9E (2.21)
<92<rn 1 <92cr 2 f)2rrspinU a z _  1 u  u mag ¿  U a  incoh
<90dE 2 <909E 3 <90<9E (2.22)
<92<rlT 1 d2a,
dOdE 2 dfldE
mag . 2 ,— -  sm a  +  -1 02aspin
« 2 isotope 
incoh i ^  coh ■ w u incoh
— ^  d n d E3 9 0 dE 9 0 dE (2.23)
92<jF
9 0 dE ~  2 9 0 dE
l ^ c o s - a  +  i ^ 92a.coh d2< n t r
3 dOdE dOdE dOdE (2.24)
d2aV 1 d2a, 1 ^  spinmag _j_ _  u  u incoh _|_ 92(J.
dfldE 2 9 0 9 £  3 9 0 9 £  9 0 dE
a2 isotope 
coh 1 u  u incoh
dQ.dE (2.25)
where a is the angle between Q* (lying in the xy plane) and an arbitrary x-axis 
- the “Scharpf angle” . For each component there applies the factor converting it
*or a single detector in the multidetector arrangement
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into the normal component to Q. So, the ^-component contributes with the factor 
1, being always normal to Q, and the x- and ^-components contribute with an 
a dependence. By combining these measured cross sections one can separate the 
different contributions, with the exception that the nuclear coherent scattering 
cannot be distinguished from the isotope incoherent scattering. The magnetic 
cross section can be independently measured in two ways, according to:
SF has again an advantage for magnetic systems, since it contains none of the 
nuclear coherent signal. Cross sections for nuclear spin incoherent and nuclear 
coherent+isotopic incoherent can be found in [25].
The 3-directional method is most widely used for diffuse scattering studies of 
magnetic correlations in spin glasses, antiferromagnets and frustrated systems [23].
For all these cross sections to be valid (including the | — _L method), we assume 
only the onsite correlation (£a€p) =  $ap (where a , (3 are combinations of the x, y, z 
axes), i.e. no magnetisation correlations between different axes. This is true for 
collinear magnetic systems. A chiral/helical structure will yield interference terms, 
and the problem is much more complicated, with non-zero transverse components 
of the scattered polarisation and with '['J, processes different from J.j ones [25].
So far we have only been concerned with measuring the scattered intensity 
associated with a scalar change of polarisation along a particular axis ( “longitu­
dinal PA” ). For determining more complex magnetic structures, one needs a full 
description of the scattering processes. This can be done by measuring all compo­
nents of the polarisation tensor ( “3-dimensional neutron polarimetry” , i.e. vector 
or spherical PA) with the Cryopad polarimeter [26].
(2.26)
(2.27)
CHAPTER 2. NEUTRON AND X-RAY SCATTERING 23
2 .1 .3  S yn ch rotron  x -ra y s
X-rays are electromagnetic waves with wavelengths in the region of an Angstrom, 
hence an extremely convenient probe of the structure of the matter. Quantum
mechanically, x-rays can be thought of as being quantised into photons, each car­
rying an hu> (hk) quantum of energy (momentum). Photons can interact with the 
atomic electrons in two different ways: they can either be scattered or absorbed. 
Synchrotrons, being intense and versatile sources of x-rays, are widely used to 
investigate such interactions.
Bragg diffraction - Thomson scattering
In the classical description of a scattering event, the electric field of the incident x- 
ray exerts a force on the electronic charge, which then accelerates and radiates the 
scattered wave. This is an elastic process*. In a discrete lattice, atoms re-radiate 
coherently and in phase with the incident radiation, giving sharp diffraction peaks. 
This is generally termed as Bragg scattering (see also section 2.1.1).
Assume that the scattering volume in figure 2.1 is an atom, with a classical 
electron distribution specified by a number density pir). The total scattering 
of this atom will have contributions from different volume elements within this 
charge distribution, shown as elemental cubes, and is termed as classical Thomson 
charge scattering. For 6 ^  0, scattered waves from different volume elements dr 
will have a phase difference </> =  ( k i - k f ) - r  =  Q r, where r  is the vector between 
two general volume elements. Hence, for x-rays, the scattering amplitude fj of 
equation (2.6), also termed as atomic form factor, becomes
For Q  =  0, there is no phase difference and the form factor equals the number of
’ Inelastic scattering, whereby an incident photon transfers energy to an electron, is possible, 
but a secondary effect here, termed as Compton scattering.
(2.28)
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electrons in the atom, Z. As Q (or 6) increases, the phase factor elC¡r fluctuates 
more and more, resulting to a damping of the diffraction pattern. In other words, 
when the wavelength of the radiation becomes small compared to the atom, there 
is a destructive interference of the waves scattered from the different parts of the 
electron charge density [13].
Reciprocal space considerations can also help to show that. The charge dis­
tribution p(r) can be described by a Gaussian with a width corresponding to 
its spatial extent. The atomic form factor of eq. (2.28), which is nothing but 
the Fourier transform of p(r), is another Gaussian, with a width inversely pro­
portional to the width of p(r). This is a general relationship between real and 
reciprocal space. For the case of neutrons, there is no form factor, since the size 
of the nucleus is much smaller than the wavelength. However, if the vibration of 
atoms is considered as a smearing of the nuclear density, the Debye-Waller factor 
can be thought of in a similar way to a form factor.
Photoelectric absorption, fluorescent emission and generalised atomic 
form factor
Electrons in atoms, due to quantisation of atomic energy levels, can excite or de- 
excite in a variety of ways, giving rise to interesting spectroscopies. Due to the 
wave-particle duality, an x-ray photon can be absorbed by an atomic electron if 
the photon’s energy is above a certain threshold. This threshold corresponds to 
the binding energy of an electron in an atom - hence is element and shell specific 
- and is called an absorption edge. The expelled photoelectron, which can take the 
rest of the initial x-ray photon’s energy as kinetic, leaves the atom ionised. This 
photoelectric absorption process is schematically shown in fig. 2.2(a). Let us now 
see the role of absorption in scattering, by considering a structurally allowed Bragg 
peak of a crystalline material. At low enough x-ray energies (below atomic binding 
energies), the absorbing response from the sample is reduced since its electrons are
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Figure 2.2: (a) An atom can absorb an x-ray, once its energy is large enough to 
promote a core electron to the continuum (photoelectron), (b) Subsequently, the 
core state can be filled by an electron from an outer shell with the emission of a 
fluorescent x-ray. A sharp increase in the fluorescence (absorption) spectrum is 
observed. Electrons in hypothetical shell structures are shown in blue.
in bound states. Scattering is not affected here. However, as the incident beam is 
‘tuned’ near an absorption edge, resonance terms start becoming important and 
eventually dominate over the Thomson scattering cross section. The scattering 
length of an atom is changed here, by an amount denoted conventionally as / ' .  At 
much greater energies, electrons can be treated as free and / '  =  0. In addition to 
this, the imaginary part of the scattering length can be altered, in analogy with 
a forced harmonic oscillator. Electrons can have a phase lag with respect to the 
driving field, introducing a term if", representing the dissipation of the system. 
Collecting all these, the atomic form factor (or total atomic scattering amplitude) 
becomes
f(Q , M  =  f° (Q ) +  f'(hw) +  if"(hw) (2.29)
where f  and if"  are known as the dispersion corrections to / °  and are energy 
dependent. Note that the imaginary part is proportional to the absorption cross 
section aa [13].
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The absorption process creates a hole in an inner atomic shell. This is sub­
sequently filled by an outer shell electron, with the simultaneous emission of a 
photon, according to energy conservation (see fig. 2.2(b)). The emitted radiation 
is known as fluorescence, and is of monochromatic nature, hence element specific. 
Such a spectrum can be measured at a random point Q, away from a Bragg peak, 
and is termed as XANES (X-ray Absorption Near-Edge Structure). Qualitatively, 
a XANES spectrum has the opposite features of the previously described one at 
a Bragg position. For low incident beam energies, the absorption is low - and so 
is the fluorescence, while it rises as approaching the edge. Eventually, it peaks 
up and above the edge it follows characteristic oscillations [13]. The spectrum 
provides information about the available empty valence states that satisfy certain 
selection rules. From measurements of the empty valence states, one can infer 
information about the occupied states of the system. A XANES spectrum for 
GdVC>3 at the V K-edge is shown in fig. 4.11(a).
Angular dependence - linear dichroism
An X-ray Absorption Spectrum (XAS) generally depends on the polarisation di­
rection of the incident beam relative to the crystal axes. The angular dependence 
is ruled by the symmetry (space group) of the whole crystal and not just the local 
symmetry of the photoabsorber. Electric dipole transitions (A l =  ± 1 ) from an 
initial state are dominant (although some pre-edge structures of transition-metal 
compounds have been attributed to quadrupole transitions, where A l =  ± 2), and 
mathematically involve tensorial (i.e. anisotropic) components. This is because 
under rotation they transform like the spherical harmonics Yfl1. For K-edge core­
level absorption, with an initial spherically symmetric Is state, the selection rules 
for A l ensure that the electric dipole transition will pick up the p component of 
the final state whereas the quadrupole transition will select the d component of 
the photoelectron wavefunction. Furthermore, with angle-dependent spectra, it
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is possible to obtain selective information on the px, py and pz components of 
the final state (for dipole transitions from a K-edge) by aligning the polarisation 
vector along the x, y and z axes respectively [27]. The specific advantage of 
angle-resolved XAS is emphasised in the near-edge region where it gives detailed 
information on the electronic structure of a particular element in the sample.
Dichroism is a form of angular dependence [27]. Linear dichroism arises from 
anisotropic tensorial scattering of an oriented structure and depends on the polari­
sation geometry. It can be defined as the preferential absorption of two orthogonal 
linear photon polarisation states (e.g. parallel and perpendicular to an orientation 
axis of the sample).
Resonant scattering
At a resonance, i.e. an atomic absorption edge, the dispersion corrections f  and 
if"  of the total atomic scattering amplitude (eq. 2.29) take their extremal values. 
They are known as the resonant scattering terms and can be comparable to the 
Thomson charge term f°. The unique character of this type of scattering can give, 
if used correctly in an experiment, enhancement in cross sections that describe 
ordering phenomena in condensed matter systems [13]. The energy tunability as 
well as high brightness of synchrotron radiation sources has been a crucial factor 
in the success of many of these experiments. The first ones were mainly concerned 
with magnetic properties, although current possibilities include measurements of 
the charge and orbital ordering parameters, something not directly accessible with 
neutrons.
The Resonant X-ray Scattering (RXS) method was developed in the 70’s by 
Templeton and Templeton [28], in order to detect the anisotropy of the unoccupied 
electronic states. Magnetic RXS was first reported by Namikawa et al. [29] and 
Gibbs et al. [30] when studying nickel and holmium, and was explained by Hannon 
et al. [31] by use of electric multipole transitions. Blume and Gibbs [32] realised the
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importance of polarisation analysis for non-resonant x-ray (magnetic) scattering 
and used it as a tool in determining magnetic structures. Furthermore, they 
showed that magnetic and charge peaks can be distinguished in synchrotrons, due 
to the high degree of linear polarisation of the beam. Finally, it was suggested that 
PA could be used to separately measure the spin and orbital contributions to the 
magnetic cross section. This is not directly possible with neutron scattering but a 
unique characteristic of x-rays. Hill and McMorrow [33] reformulated RXS theory 
for experimentalists, in terms of synchrotron a and 7r linearly polarised states (for 
definitions see section 2.6). Electric dipole and quadrupole cross sections can be 
found in this reference. In 1998, the RXS method was first used to study orbital 
and charge ordering in Lao.sSri.sMnC^ by Murakami and coworkers [4]. Following 
this, the technique has developed rapidly and several orbitally active compounds 
have been investigated.
RXS can be described classically, by viewing an atom as an assembly of damped 
forced charged oscillators, or quantum mechanically by time-dependent perturba­
tion theory [13]. In this latter description, the quantity of interest in deriving 
the cross section is the transition rate probability W  between initial |i) and fi­
nal |/) states of the combined system of x-ray photon plus target electron. In 
second-order perturbation theory the transition probablility is given by
W  = 2tr
h </M*5l¿} + X
71=  1
(/|^/|re)(n|J£/|¿)
E i — En p(*f) (2.30)
where the Hamiltonian 2%} describes the interaction between the photon and the 
electron, and p(<£f) is the density of states. As an aside, the first term, 
is the matrix element Mj/ from Fermi’s Golden Rule. It is the first-order pertur­
bation term, which gives an interaction Hamiltonian
u/C[ —
eA ■ p
+
e2A2
m 2m (2.31)
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responsible for photoelectric absorption and Thomson scattering (first and second 
terms respectively). A  is the vector potential describing electromagnetic fields, p 
is the momentum operator of the electron, while e and m refer to the electron’s 
charge and mass. Let us now return to eq. (2.30) and in particular its higher-order 
resonant scattering term. This second-order perturbation sum is over all possible 
states |n) with energy En. In this case, the A p  term produces scattering via this 
intermediate state |n). The semi-classical picture for RXS can be given by putting 
eq. (2.30) into words: the incident photon is destroyed after interacting with a 
core electron at initial state, say |a). This electron makes a ‘virtual transition’ 
to the intermediate state |n), only to ‘relax back’ to |o:). This elastic process is 
accompanied by the creation of a scattered photon, the experimentally detected 
one. The resonant behaviour arises when the denominator tends to zero. This 
occurs when the total incident energy, E\ =  hcu + Ea, is equal to the energy of the 
intermediate state En or equivalently the incident photon energy hw corresponds 
to an absorption edge. However, RXS is a quantum mechanical process and the 
above two-step picture is not truly correct for these virtual transitions [13].
The important point to make about RXS is that it is a powerful probe of the 
intermediate atomic states. Virtual transitions to these states are governed by 
two considerations. The Pauli exclusion principle requires that only unoccupied 
intermediate states can be accessed, while quantum mechanical selection rules im­
ply that electric dipole transitions dominate the cross section [13]. As an example, 
magnetic order effects can be observed if intermediate states are split by magnetic 
interactions [29,30,34], Alternatively, RXS can be used in probing the charge and 
orbital degrees of freedom in a condensed matter sample [6,7,10,35]. Classically 
forbidden Bragg reflections may appear under resonance conditions, originating 
from charge or orbital ordering. Furthermore, polarisation analysis can yield infor­
mation on the anisotropic tensorial scattering of an individual orbital orientation 
in a structure.
CHAPTER 2. NEUTRON AND X-RAY SCATTERING 30
To conclude, RXS is a probe of intermediate unoccupied atomic states, and its 
sensitivity to magnetic (or orbital) ordering arises if the degeneracy of the inter­
mediate state is lifted by magnetic (or Jahn-Teller, see section 4.1) interactions. 
The use of RXS in the study of orbital degrees of freedom is reviewed in a paper 
by Ishihara and Maekawa [36].
2.2 D9 neutron diffractometer
This is a hot neutron four-circle diffractometer, used for precise measurements of 
Bragg intensities (elastic scattering) up to very high momentum transfers. Inci­
dent neutron beam energies are relatively large, hence the term ‘hot neutrons’. 
The way of achieving this is by thermalising the neutrons in a hot source at 
2000° K. The D9 instrument (D standing for diffraction) is situated very close to
Figure 2.3: D9 instrument layout. This hot neutron four-circle diffractometer 
offers the possibility of measuring highly-absorbing samples [37].
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the core of the nuclear reactor of the Institut Laue-Langevin (ILL) in Grenoble. 
Hence, the neutron flux is relatively high, of the order of 107 n cm-2 s_1 at the 
sample position. Outcoming neutrons from a reactor have a variety of wavelengths 
and are typically monochromated. A Cu crystal is used as a monochromator here, 
with the (220) reflection giving incident wavelengths ranging between 0.25 and 
0.85 A (fig. 2.3). In order to supress A/2 contributions several resonance filters 
are available. These wavelengths are among the shortest available in the world and 
give the possibility of accessing a wider range of Q. Since more Bragg reflections 
can be measured, structures can be determined more accurately. Identification of 
very small atomic displacements is possible for studies of effects such as atomic 
disorder and atomic thermal motions. Furthermore, hot neutrons are much more 
penetrating than thermal or cold neutrons (lower energy ones), and hence provide 
a way of measuring systems containing highly absorbing elements such as Gd. 
This is the main reason why we employed D9 in our studies of GdVOa. The sam­
ple holder is an Eulerian cradle, with a standard four-circle geometry allowing the 
sample to be oriented with respect to the beam by moving it around four rotation 
axes. A small two-dimensional position-sensitive area detector is employed. Fi­
nally, different temperatures and magnetic fields can be achieved with displex or 
He-flow cryostats, furnaces and cryomagnets [37].
2.3 IN8 triple-axis spectrometer
The triple-axis (or three-axis) spectrometer is an effective tool for both elastic and 
inelastic measurements. It is the most versatile and useful instrument for inelastic 
experiments, allowing to probe nearly any coordinates in energy and momentum 
space in a precisely controlled manner. This elegant concept, developed by Brock- 
house in 1961, has three axes corresponding to rotations of the monochromator, 
the sample, and the analyser (see figures 2.4 and 2.5). The monochromator defines
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Figure 2.4: Diagram of the IN8 triple-axis spectrometer. This high flux thermal 
neutron instrument is designed for measuring excitations on single crystals over a 
wide range of energy and momentum transfers [37].
the direction and magnitude of the momentum of the incident beam (as in the 
previously described D9 instrument) and the analyser performs a similar function 
for the scattered beam [19]. In an experiment, one typically holds one wave vector 
(ki or kf) constant while varying the other. Q is normally held constant while 
the energy transfer is varied ( “energy scans” ). Alternatively, one can perform 
“Q scans” by keeping the energy transfer fixed and varying momentum transfer. 
By making many such measurements, spin or phonon dispersions along desired 
directions in reciprocal space may be mapped out.
IN8 (IN standing for inelastic) is a high flux (>  108 n cm-2 s_1) thermal neu­
tron three-axis spectrometer designed for inelastic measurements on single crystals 
over a wide range of energy (few meV to ~  100 meV) and momentum transfers. 
Inside the large cylindrical structure of fig. 2.4 is a three-faced monochroma­
tor, equipped with pyrolytic graphite (PG) (002), Cu(200) and S i(ll l)  crystals.
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Typical analysers used include PG(002), PG(004) and S i( ll l )  crystal reflections. 
Converging collimators as well as diaphragms can be placed to optimise the beam 
dimension and definition. A standard sample environment similar to the one 
descibed in section 2.2 is available here too, with high field magnets and wide 
T variations. Furthermore, for low scattering angle experiments, the sample- 
analyser distance can host a vacuum box to reduce air scattering. The detection 
of the scattered neutrons is by a 3He gas-filled proportional-counter detector [37]. 
This highly absorbing isotope detects neutrons via a charge particle, emitted in 
the capture process [20].
Applications of IN8 include magnetic excitations in high-temperature super­
conductors, low-dimensional magnets and Spin-Peierls systems. Because of its 
high flux (the instrument is situated in the main reactor hall), it is well suited 
for small sample volumes and systems with weak magnetism. The instrument 
is also used for investigations of lattice vibrations (phonons) and excitations in 
liquids [37], No polarisation analysis is available, so one has to design a magnetic 
experiment carefully. A good test is the T dependence, since magnons should 
dissapear above the Néel temperature. Always measure your background.
2.4 IN20 triple-axis spectrometer with polarisa­
tion analysis
The main attribute of this thermal neutron three-axis spectrometer (principle 
described in section 2.3) is its PA capabilities. Previously (sec. 2.1.2), we saw how 
this can separate magnetic scattering from other types of ‘background’ scattering. 
Being a 3He single-detector instrument, the | — _L PA method is naturally used. 
For this, the sample is surrounded by a standard set of Helmholtz coils, producing 
a guiding field of ~  15 Gauss that can be applied along any direction. Another 
PA option is 3-dimensional neutron polarimetry (with the Cryopad), or the spin-
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Figure 2.5: The IN20 triple-axis spectrometer with PA, ideal for magnetic scat­
tering studies [37].
echo technique which improves the energy resolution and can measure very slow 
dynamics. In order to use these more advanced techniques, the Helmholtz coils 
have to be replaced accordingly. The neutron energy and spin state are selected 
by a Heusler (111) monochromator. Similarly, a Heusler (111) analyser is used for 
the analysis of the energy and polarisation state of the scattered neutrons. All the 
beam paths are surrounded by permanent-magnet spin guides, giving an overall 
beam polarisation of about 90% (flipping ratio 20). For unpolarised neutrons, a
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S i(ll l )  crystal can be used as a monochromator, and a PG(002) or S i( l l l )  as 
analysers. The drawback to using PA is intensity loss, typically by a factor of 10 
(107 n cm-2 s-1 for this instrument compared to 108 for IN8). A sapphire filter 
is placed before the monochromator to reduce fast neutron background. All these 
features can be seen in fig. 2.5. The sample environment of IN20 is the standard 
ILL one, with orange cryostats, furnaces, cryomagnets etc. available [37].
2.5 D7 diffuse scattering spectrometer
This truly unique instrument, originally designed and built by Otto Scharpf, is a 
cold neutron multidetector diffractometer with polarisation analysis. The multi­
detector banks, shown in fig. 2.6, are ideal for use with three directional or full 
X Y Z  PA, as discussed in section 2.1.2. This allows the unambiguous separation 
of magnetic, nuclear spin incoherent and nuclear coherent-l-isotopic incoherent 
scattering contibutions over a large range in Q. Hence, D7 is ideal in the study of 
(weak) diffuse scattering from single crystals or polycrystalline materials, arising 
from disorder phenomena such as short-range order, spin glasses, defect structures 
etc. Its energy window in measuring S(Q ) is up to about 10 meV, corresponding 
to the maximum energy loss of incident neutrons. A Fermi chopper may be used, 
giving an option for energy analysis of the scattered neutrons by the time-of-flight 
method, i.e. S (Q ,uj) measurements (see section 3.3.1 for correlation functions 
description). The majority of the experiments however, are performed with the 
disk chopper removed, so one integrates over energy transfer.
The D7 operation is now described, with reference to fig. 2.6. Neutrons are 
monochromated by a PG(002) crystal array, with a wavelength option of 3.1, 
4.8 or 5.8 A. A Be filter ensures that higher orders of the incident wavelength, 
A/n, are supressed. The neutrons are then polarised in the spin-up state by a 
supermirror bender and pass through a Mezei 7r-spin-flipper (only turned on for
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Figure 2.6: Schematic diagram of the D7 cold neutron diffuse spectrometer. Its 
X Y  Z polarisation analysis makes it unique in measuring magnetic short-range 
correlations, point defects, frustrated magnets and spin glasses [37].
SF cross sections). The neutron polarisation is maintained in the ¿-direction by 
a neutron guide field of ~  1 mT. Three orthogonal XYZ coils around the sample 
position produce magnetic fields in all three directions, allowing for the incident 
neutron spin direction to be defined, as in IN20. The initial beam polarisation 
can be rotated by 7r/2 from the ¿-direction onto the x- or ^/-directions before 
reaching the sample. After the scattering process, the polarisation is rotated back 
by — 7t/ 2 , allowing the sequential measurement of the SF and NSF cross sections 
in each direction (a total of 6 measurements). The neutrons are then analysed 
by supermirrors (allowing only spin-up states to pass) and detected by 3He tubes
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installed directly after them. The polarised neutron flux of this instrument is 
~  106 n cm-2 s ' 1, and the sample environment includes a dedicated cryostat and 
furnace, as well as a cryomagnet and cryofurnace (1.2 < T < 800 K and magnetic 
fields up to 5.5 Tesla).
Various corrections to raw D7 data are required in order to obtain meaningful 
results. For example, detector efficiencies vary from one detector to another. 
Vanadium has the property of being an almost pure spin incoherent scatterer, 
hence with isotropical behaviour over An steradians. This is used in normalising 
relative detector efficiencies. The absolute scale of the differential cross section 
is also deduced from this measurement, since V has a well known total cross 
section. In order to ensure an accurate separation of SF and NSF cross sections, 
the flipping ratio of each supermirror analyser has to be determined. This is 
done by an amorphous quartz (Si02) measurement, which ideally has an entirely 
NSF cross section. Furthermore, the background scattering contributions from 
the cryostat, sample holder, air, etc. can be subtracted by measuring an empty 
sample holder as well as scattering from a sheet of cadmiun (totally absorbing) 
in place of the sample. Finally, the transmission of the sample needs to be taken 
into account [37,38].
2.6 XM aS resonant x-ray scattering beamline
The X-ray Magnetic Scattering (XM aS) beamline is situated on a bending mag­
net [13] at the European Synchrotron Radiation Facility (ESRF), in Grenoble. It 
incorporates a unique combination of experimental techniques and equipment, 
sample environment and staff. XMaS has been designed to perform single crystal 
high-resolution diffraction over a continuously tunable energy range from 2.3 to 
15 keV. The ‘white beam’ of the synchrotron’s radiation is monochromated by 
a double bounce S i( l l l )  water cooled crystal monochromator, shown in fig. 2.7.
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Sample Monitor Monochromator
Figure 2.7: Layout of the XMaS facility at the ESRF, an instrument ideal for 
resonant x-ray scattering experiments (adapted from [39]). It comprises a versatile 
diffractometer, with tunable photon energy, well defined incident polarisation and 
polarisation analysis. The azimuthal degree of freedom 0 is also shown.
The beam is then focused to the centre of the diffractometer using focusing optics 
(Si toroidal mirror), and if necessary attenuated by various metal foils. Its size 
can be adjusted by appropriate slits installed before the sample as well as in front 
of the detector. Apart from point detectors (Nal scintillators, Ge solid state de­
tector, vortex Si drift diode, avalanche photodiodes), a MAR CCD area detector 
is also available. Harmonic rejection mirrors are installed to remove unwanted 
contamination wavelengths [39,40].
XMaS offers polarisation analysis, an extremely useful technique for resonant 
x-ray studies of magnetic and orbital ordering. A synchrotron provides a radiation 
beam linearly polarised, with a direction parallel to the electron/positron orbit 
plane, referred to as a polarisation. A 7r polarised component will lie at 90° 
to the synchrotron plane. In an experiment, one can select o' or n' outgoing 
waves (incoming ones are always a) by appropriate polarisation analysis, and 
hence measure o — o' or o  — n1 scattering processes. A polarisation analyser 
is used for that, with an analyser crystal giving a diffraction condition parallel 
or perpendicular to the synchrotron plane. In order to do so, the analyser is 
rotated around an axis parallel to the scattered photon momentum. The wide
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variety of PA crystals in XMaS covers many possible incident energies, with the 
polarisation analyser always fulfilling a #Bragg ~  45° condition. The detector 
needs to be moved in conjunction with the PA crystal. This, together with a 
and 7T states before and after scattering are shown in fig. 2.7. As an example, 
the a — 7r' (or a — ir for brevity) channel eliminates the charge scattering, since 
charge scattering by its nature cannot rotate the polarisation vector of the beam. 
Any possible observed signal can arise from other processes in the sample, such 
as magnetic or orbital ones. A key signature of these phenomena is the 0-angle 
dependence. The 0 circle, shown in fig. 2.7, rotates the sample about the surface 
normal (or scattering wave vector Q ) direction, and is termed the azimuthal degree 
of freedom. Note that the incident linearly polarised radiation can be converted 
into a circularly polarised beam by use of diamond phase plates, to allow for 
x-ray circular dichroism measurements.
The XMaS sample environment has temperatures ranging from 1 to 800 K, as 
well as a specially made 4 Tesla superconducting magnet, designed by S. Brown 
and P. Thompson. C. Lucas et al. are known to be using this facility with custom 
electrochemical environments [40].
Chapter 3
Square-lattice vanadates with 
strong cross-bond exchange
Superexchange usually falls off dramatically as the exchange path increases, so 
that nearest-neighbour magnetic exchange dominates. However, some square lat­
tice vanadates have been discovered with comparable next-nearest-neighbour ex­
change. The first two prototypes of frustrated two-dimensional quantum Heisen­
berg antiferromagnets (2DQHAF) discovered were LÌ2VOSÌO4 and Li2V0 Ge04 [41- 
43]. They are insulating vanadium oxides, with spin S =  1/2  V4+ ions arranged 
in square lattice planes, at the centres of VO5 square pyramids. These are linked 
by SÌO4 or Ge04 tetrahedra, with Li ions occupying the space between the V -0  
planes. Because of their relatively complex structure, the magnetic ions are well 
separated, with weak superexchange between nearest and next-nearest neighbour­
ing V ions mediated by more than one intermediate O ion (low energy scale sys­
tems). LÌ2VOSÌO4 is the most studied of the two compounds, showing a collinear 
ground state with spins along the ^-direction [44]. Thermodynamic measurements 
are most readily compared to theory when the temperature is sufficiently high to 
rely on a first-order high-temperature series expansion (HTSE). However, in this 
limit the magnetic susceptibility can only give directly the sum of Ji +  ,/2 and not
40
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individual values. In order to get J\ and J2 individually, one has to fit higher- 
order high-temperature series expansion to the uniform susceptibility and specific 
heat. Serious attempts combined with perturbative mean-field theory (MFT) and 
local-density approximation (LDA) have been made to get this information but 
unfortunately the results of J2/ J\ are found to vary from 1 .1  [43] to 4.8 [45] up 
to 11.7 [46,47].
Here, we consider a new class of the J\ — J2 model with ferromagnetic nearest- 
neighbour (NN) exchange and comparable antiferromagnetic next-nearest- 
neighbour (NNN) exchange. In addition to that, a completely new way of mea­
suring J ’s is employed, by making use of polarised neutron scattering. Results of 
uniform magnetic susceptibilities are used as constraints to the neutron measure­
ments, forming the starting point of the fitting procedure.
3.1 J\ — J2 model on a square lattice
We consider the following Heisenberg model on the square lattice:
=  5 , • Sj 4- 2J2 S i-S fc (3.1)
< i , j>  1 < i,k >  2
where < i, j  >i and < i, k > 2 refer to pairs of nearest and next-nearest neighbours 
respectively, as shown in fig. 3.1. Although quite simple in appearance, this spin 
model realises several interesting phenomena which are relevant to a large class 
of 2D frustrated quantum magnets: classical degeneracy, order by disorder, de­
struction of some long-ranged order by quantum fluctuations, break down of the 
spin-wave expansion, opening of a spin gap and possibly spontaneous translation 
symmetry breaking, etc [48]. Further to that, the discovery of high Tc supercon­
ductivity (HTSC) in doped layered cuprates whose undoped parent compounds 
are spin-half antiferromagnets, has led to a renaissance of interest in 2D frustrated
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Figure 3.1: Square lattice of magnetic ions showing nearest and next-nearest 
neighbour interactions (Ji and J2 respectively).
magnets. The J\ — J2 model in particular has attracted renewed attention, both 
because of its simplicity and the possibility that its spin-gapped phase might pro­
vide a realisation of Anderson’s resonating valence bond (RVB) concept [49-51]. 
According to this early proposition, for small spin values, strong quantum spin 
fluctuations may generate a novel spin-liquid ground state with no long-range or­
der. The superconductivity was then conjectured to arise from the behaviour of a 
quantum fluid created out of a highly correlated set of electronic degrees of free­
dom. This disordered phase may arise from mobile holes in an AF background, 
giving rise to effective frustrating couplings in an undoped Heisenberg model such 
as HTSC Cu oxides and eventually leading to the breakdown of Neel order. Alter­
natively, competition of purely magnetic interactions can also lead to destruction 
of long-range order as in the J\ — J2 model. It has also been predicted that the 
J\ — J2 system presents a quantum disordered (spin-liquid) phase due to the NNN 
frustrating interaction J2. For all these above reasons we start with a small gen­
eral overview of some important results concerning this system. We will focus 
on the properties related to frustration. A review on the non-frustrated model 
(J2 =  0 in eq. 3.1) can be found in [52],
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3 .1 .1  A n tife rro m a g n e tic  in teraction s on  th e  squ are  la ttice
In this section we will consider the case when both exchange interactions J\ and 
J2 are antiferromagnetic. This theoretical model was the first one proposed and 
hence we will use a few examples on it to get some basic results. The generalised 
case described in 3.1.2 will then follow easily from these.
Neel antiferromagnetic order for JiS>J2
To start off with, assume that Ju$> J2 and take for example a ‘red’ atom (spin ‘up’) 
in fig. 3.2. All of its nearest neighbouring magnetic ions will ‘want’ to have a spin 
‘down’ configuration in order to satisfy the AF nearest neighbour interaction. The 
NNN interaction does not play a crucial role at this stage since it is negligible. We 
can hence easily see that in this case we get the usual long-range ordered (LRO) 
Neel antiferromagnetic state (NAF) with a magnetic ordering wave-vector of 
Q =  (7r, 7r). It is obvious - and clearer - that J\ alone (J2 =  0) favours this 
Neel LRO as well, being the limiting case of Ji^>J2-
i L i
r—
. r— '
f
>— <^ 4
Figure 3.2: Neel antiferromagnetic structure on a square lattice with AF nearest 
and next-nearest neighbour exchanges (Ji3 >J2)-
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Collinear antiferromagnetic order for Ji<^J2
To continue, let us take the opposite extreme in which J\ <C J2 and in particular 
J\ =  0. In the same sense as before, this will favour two interpenetrating Neel sub­
lattices with independent staggered magnetisations, as shown in fig. 3.3 (a). The 
sublattices are rotated by 45° and enlarged by a factor of y/2 compared to be­
fore, but the ordering principle on each sublattice is exactly the same as in the 
Neel case above. Since nearest neighbours do not interact magnetically (Ji =  0), 
the sublattices are independent to each other and there is an infinite degeneracy 
for the relative spin directions in the two. This means that they can point in any 
random direction since there is no energy cost when rotating globally all the spins 
of one sublattice with respect to the other.
Interestingly enough, by introducing an infinitesimal Ji, quantum zero-point 
spin fluctuations can select configurations where both sublattices have their stag­
gered magnetisations collinear in spin space, as shown in fig. 3.3 (b). This collinear 
antiferromagnetic (CAF) ground state has its minimum energy at a Q =  (0, ± 7r) 
or (± 7 r , 0) magnetic ordering wave vector, corresponding to ferromagnetic lines 
arranged in an antiferromagnetic way. Thus, the ground state breaks the spin- 
rotational symmetry as in an antiferromagnet, and additionally the 90° rotational 
symmetry of the square lattice.
This idea of “order by disorder" can be traced back to a remark by Villain 
et al. [53], in the study of a frustrated Ising model on the square lattice. With 
thermal or quantum fluctuations introduced, the system has lower energy exci­
tations and it is energetically favourable to adopt a magnetic long-range ordered 
stucture (e.g. that of fig. 3.3 (b)) rather than being classically disordered at zero 
temperature (fig. 3.3 (a)). In the same paper it was also shown that site dilution 
(non-magnetic sites) selects the same ordered pattern, whence the name of “or­
der by disorder” . It is instructive, at this stage, to use the purely ferromagnetic 
example of the J\ — J2 model to explain more precisely why this exact magnetic
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Figure 3.3: Spin structures on a square lattice for the case of Ji<cJ2 showing
(a) two independent Neel sublattices with an infinite degeneracy for Ji=0, and
(b) a collinear antiferromagnetic structure selected by quantum fluctuations by 
introducing an infinitesimal J\.
structure is chosen naturally. This model (NN and NNN both ferromagnetic) can 
be thought of as two interpenetrating ferromagnetic sublattices. Here, zero-point 
motion is completely eliminated when the two sublattices are parallel, forming 
a pure (uniform) ferromagnet. In the antiferromagnetic case of interest, fluctua­
tions can never be eliminated, but they are minimised in the configuration that 
is maximally ferromagnetic. This occurs when the spins along the x or y axes 
are ferromagnetically aligned. Fluctuations thereby select the collinear configura­
tions [54].
Already in the 80’s, Shender developed this “order by disorder” theory in 
explaining experimental data on the garnet Mn3Cr2Ge30 i2 [55]. In his analysis, 
when fluctuations are taken into account, an exchange interaction appears between 
the spins of one sublattice via the other and couples the sublattices. A CAF struc­
ture follows from the fact that fluctuations at one site are orthogonal to the mean 
value of the magnetisation at that site and the system can gain some magnetic 
exchange energy by making such fluctuations coplanar on neighbouring sites, that 
is to making the spins collinear [48] as discussed above. Further experimentation 
continued by Briickel et al. [56-58], showed similar evidence for the dynamical
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interaction between spin subsystems of the form of (FexGa1_x)2Ca3Ge30 i2, which 
are again decoupled garnets. In inelastic neutron scattering experiments this in­
teraction was observed as a spinwave gap due to quantum fluctuations and as a 
splitting of the acoustical magnon branch. Such a selection of order by quantum 
fluctuations (and dilution) was also discussed by Henley [59], giving a collinear 
(and ‘anticollinear’ , i.e. least collinear) magnetic ground state.
Frustration due to next-nearest neighbour exchange in a Neel or a 
collinear AF
We have so far discussed the limiting cases of J\^>J2 and Ji<^J2, giving a NAF and 
a CAF respectively. Let us now briefly describe how frustration comes about in the 
square lattice of interest for J\ >  J2 and J\ <  J2. Assume a Neel antiferromagnetic 
structure like that of fig. 3.4 (a) with the top left corner spin as ‘up’ . Its right 
NN is antiferromagnetically coupled to it in the ‘down’ state. Similarly, this latter 
spin will cause the one below it to be ‘up’ . From the diagram, we can already 
see that the two diagonal spins are ‘frustrated’, since the NNN interaction is 
antiferromagnetic but they are in the same ‘up’ state. For the CAF stucture of 
fig. 3.4 (b) with J2 > J\, the first interaction to satisfy would be the cross-bond 
exchange. The two spins in the middle column connected by the yellow solid line 
are again AF coupled obeying the interaction, but one is left with two spins in the 
same state (joined by the dashed line). These two NN are the frustrated spin pair 
in the case of a CAF. This frustration is exhibited throughout the whole lattice 
in both cases.
Generally, frustration describes a situation where in the ground state of a 
classical spin system not all interactions can be satisfied simultaneously. It is 
important to note here that frustration in these square lattices comes purely from 
the NN-NNN competition, and this is the kind of frustration that will be discussed.
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a) b)
Figure 3.4: Spin frustration in a square lattice for (a) a Neel AF ( A  > J2) and 
(b) a collinear AF ( A  < J2). Continuous yellow lines are used for ‘satisfied’ spin 
pairs while dashed ones indicate ‘frustrated’ pairs.
Breakdown of magnetic long range order for A  ~  J2
Let us now define the frustration parameter a =  -J2 /  A , a quantity that can take 
values between 0 and oo when both NN and NNN are antiferromagnetic. It is 
useful in quantifying the degree of frustration for the various different phases that 
can occur in our model A  — J2 system.
So far, we have not discussed the possibilities for intermediate phases between 
a CAF and a NAF ground state. Generally, a classical ordered state is stable 
against quantum fluctuations in higher dimensions. However, according to theo­
retical predictions for systems with lower dimensionality, the coexistence of quan­
tum fluctuations and frustration tries to destabilise the classical ground state 
by producing a novel disordered state when the frustration effect is significant. 
Many approaches (including spin-wave theory [60,61], numerical exact diagonal- 
isations [62,63], series-expansions [64-67], large N-methods [68], quantum Monte 
Carlo [69,70], Ising and plaquette expansions, variational wave functions, cluster- 
effective-field approximations [71]...) have now firmly established that quantum
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fluctuations destabilise the classically ordered ground state and lead it to a quan­
tum disordered singlet one with a wavefunction |xp) =  7 3 GU) -  lit ))  (S =  0). 
We can simply understand why this formation of singlets would naturally occur in 
such a system by recalling that the energy of a singlet of two spins \ is - 3/4-A. com­
pared to the energy of two classical spins which is only ~x/±-Ji [48,72]. Thus, the 
stability of this phase comes from the extreme stability of small S =  0 clusters 
and eventually from the fact that frustrated bonds between two different singlets 
do not contribute to the total energy.
The first-neighbour singlet, also called a dimer or a valence bond can cover 
the lattice in many ways, corresponding to different ground states of a valence 
bond crystal (VBC), see fig. 3.5. In a VBC, the simplest scenario for overcoming 
frustration, the pattern of singlets is regular. However, there is no long-ranged 
order in spin-spin correlations, but long-ranged order in dimer-dimer or larger 
singlet units exists. The coupling of this order to lattice distortions is probable in 
experimental realisations of spontaneous VBC. Furthermore, magnetic excitations 
of a VBC are generally thought to be gapped as opposed to gapless states for the 
NAF and CAF phases. In this simplest scenario, the translational and other 
spatial symmetries of the Hamiltonian are broken.
Alternatively, all symmetries can be restored in a flat superposition of local 
antiferromagnetic correlations (short range valence bond states) to form a so- 
called spin liquid (SL), shown in fig. 3.5 (f). The search for a true quantum SL 
- a quantum magnet which remains disordered at the very lowest temperatures - 
in dimensions greater than one has been central to research on quantum magnets 
for more than three decades.
Despite many years of numerical and analytical efforts, no definitive picture 
emerged around the maximally frustrated point a ~  0.5, where the magnetic 
order disappears. However, people seem to agree that there exists a second-order 
quantum transition from the Neel state into the spin liquid state at a ~  0.34, and
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b)
Figure 3.5: Dimer formations on a square lattice for J2/J1 ~  0.5. Spin singlets 
shown in green are arranged to give (a) a columnar dimerised VBC when parallel 
dimers attract each other, (b) a staggered VBC when the system tries to minimise 
the number of parallel dimers, (c) a checkerboard structure and (d) a striped one. 
Part (e) shows a resonating plaquette VBC with 4-spin plaquettes (dimers) of 
S =  0 on alternating squares and finally (f) depicts a resonating valence bond, 
the true ‘spin liquid’ state.
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Figure 3.6: Generally “accepted” phase diagram for frustrated antiferromagnets. 
For low values of a - the frustration parameter - a NAF is predicted, followed 
by an intermediate SL phase before reaching the CAF structure and order by 
disorder. The shading represents the variation in the ordered moment.
a first-order transition from the spin liquid state to the collinear state at ct ~  0.65. 
These are shown in fig. 3.6, the generally accepted phase diagram for frustrated 
antiferromagnets. Frustration parameter a is plotted along x, and starting from 
0 we get a Neel AF which survives but with reduced sublattice magnetisation up 
to a ~  0.34. This is followed by a spin liquid state for maximum frustration, and 
finally a CAF for higher a ’s, reaching order by disorder when a —> 00.
One of the most common ideas in the field is the formation of a columnar 
spontaneous dimerised ground state for a ~  0.5 [64,65]. Sushkov et al. [73] took 
these ideas further to predict a few more specific structures within the ‘SL’ phase of 
fig. 3.6. According to this work, there are two more second-order phase transitions. 
The system goes from a simple Neel state to a Neel state with superimposed 
spin columnar dimers, followed by a columnar dimerised spin liquid, a columnar 
dimerised structure with plaquette-type modulation and finally the collinear state 
at a ~  0.34, 0.38, 0.5 and 0.6 respectively.
However, generally speaking, the nature of the ground state in this intermedi­
ate region still remains an open question.
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3 .1 .2  G e n e ra lisa tio n  o f  p h ase  d ia g ra m  to  in clu d e ferro­
m a g n etic  in teraction s
Nic Shannon et al. [74] came to stir the quantum waters of the square lattice 
phase diagram by including ferromagnetic interactions. In this fully generalised 
Ji — A  model one can get any combinations of FM and AF interactions. The 
convention used here is positive As for AF and negative As for FM couplings. 
The new possibilities of a uniform ferromagnet (A , A  < 0) and a NAF and CAF 
with mixed ferro- and antiferromagnetic exhange couplings (A  >  0, A  < 0 and 
A  < 0, A  > 0 respectively) are shown in fig. 3.7. Panel a) shows a ferromagnet 
in which both NN and NNN are ferromagnetic. It is obvious that the NNN 
interaction does not compete with the NN one but on the contrary it reinforces the 
structure. Similarly for b), the Neel AF with AF NN and FM NNN interactions. 
There is no frustration here either, nearest and next-nearest neighbours are all 
satisfied and reinforce this Neel state. On the contrary, panel c) shows a frustrated 
collinear magnet with FM NN and AF NNN interactions, hereafter referred to as 
simply a frustrated ferromagnet. Frustration occurs since by satisfying the NN 
and NNN interactions of the top left spin ‘up’ , we are left with a frustrated NN 
bond as shown in fig. 3.7 (c).
a) b) c)
Figure 3.7: Spin frustration and satisfaction in a square lattice for (a) a uniform 
FM (A , A  <  0), (b) a NAF with A  > 0 and A  < 0 and (c) a frustrated FM 
with A  < 0 and A  > 0. Continuous yellow lines are used for ‘satisfied’ spin pairs 
while the dashed one indicates a ‘frustrated’ pair.
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Since the properties of the J\ — J2 model depend on the relative and not the 
absolute size of the exchange couplings J\ and J2, it is convenient to introduce two 
parameters to characterise it, namely an overall energy scale Jc and a frustration 
angle 0 defined by
such that J\ =  Jc cos0, and J2 =  Jc sin</>. The three phases (NAF, CAF and 
FM) under this scheme are given in fig. 3.8, where J\ and J2 are plotted along 
the x and y-axes. In addition to the known spin liquid region for .J\ > 0 ,  J2 ~  
Ji/2 , where the NAF and CAF phases compete, a new spin liquid region may 
exist for A  < 0 ,  J2 ~  —J\/2, where the FM and CAF phases compete, due to 
symmetries of the Hamiltonian [74]. The phase transition between the FM and
Figure 3.8: Classical phase diagram for the general Jx — J2 model [74], The 
numbers are J2/J\ for phase boundaries determined from the classical ground 
state energy. At these values, zero-point fluctuations destroy the relevant order 
parameter [75]. The yellow areas for J\ > 0 correspond to the known spin-liquid 
regime, and for A  < 0 to a new spin-liquid region.
(3.2)
NAF is straightforward, without going through an intermediate phase.
A
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3.2 Experimental procedure
Li2V 0 S i0 4 and Pb2V 0 (P 0 4)2 powders were grown by Enrique Kaul (m=26.078 g 
and 91.962 g respectively), while SrZnV0(P04)2 by Ramesh Nath (m=45.62 g) at 
the Max-Planck Institute for Chemical Physics of Solids in Dresden, by the solid 
state reaction method. In this method the reagents are in powder form, do not 
melt, and the reaction takes place through diffusion between the grains at high 
temperatures. This synthesis technique was used in order to avoid multi-phase 
composition for these compounds [76].
The neutron scattering experiments were performed on D7 and IN20 at ILL, 
using full polarisation analysis to get the purely magnetic signal.
For the D7 experiments, Pb2V 0 (P 0 4)2 and SrZnV 0(P04)2 were mounted in 
a cylindrical 25 mm diameter aluminium container with a height of about 8 cm 
as shown in fig. 3.9. The incident wavelength used was A =  3.1 A  and the neu­
tron beam’s transmission was 0.87 and 0.62 for the two compounds respectively. 
Li2V0 Si04, being highly absorbing, was placed within two aluminium concentric 
cylinders of 17 and 25 mm. This geometry gives higher transmission than a full 
cylinder (T=0.39 in this case). In all cases, a cadmium cap on top of the sample 
container was used in order to absorb neutrons and reduce A1 Bragg scattering. 
A closed-circuit refrigerator (2.7K<T<300K) and a standard ILL orange cryo­
stat (1.5<T<300K) were used to control the temperatures. The magnetic ground 
states were measured at the base temperature of 1.5K (below Tn in all cases) 
and the magnetic form factors at room temperature. Further measurements for 
Pb2V 0 (P 0 4)2 and SrZnV0(P04)2 at 20K and 35K respectively, revealed short- 
range spin correlations.
The Pb2V 0 (P 0 4)2 was also studied at IN20, mounted in the same way in an 
orange cryostat. A Heusler monochromator and analyser were used for PA, and 
a cylindrical 3He detector for the data collection. The spectrometer was used in 
the W  configuration, with fixed final wavevectors of kf — 2.662 A  1 and 4.1 A  \
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Figure 3.9: SrZnV0(P04)2 powdered sample in an aluminium can ready to be 
measured.
The bulk magnetisations of Pb2V 0 (P 0 4)2 and SrZnV 0(P04)2 powders were 
measured using a SQUID magnetometer at the University of Liverpool. They were 
placed in a completely symmetric cylindrical non-magnetic container especially 
made for these measurements with high precision by Keith Williams from the 
University of Liverpool. The Automatic Background Subtraction method (ABS) 
was used to remove the diamagnetic component of the sample holder in order to get 
clearer and more accurate results, since these spin-half systems are weak and dilute 
(only 1 in 14 atoms is magnetic). The key to using the ABS feature is identifying 
the centre position of the sample in the sample holder before performing the 
actual sample measurement. In order to do so, we performed a centering scan on 
a stainless steel sample (with high moment), which was located at the expected 
position of the sample. Then, by removing this surrogate, the sample holder 
background response was collected and stored to be subtracted later from the 
sample measurement response [77], giving much more accurate results.
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3.3 Results
3 . 3 . 1  P b 2 V 0 ( P 0 4 ) 2
This compound was discovered and grown by Cristoph Geibel and Enrique Kaul, 
as a result of search for new magnetic Ji — J2 materials. It forms a predominantly 
2D structure with magnetic properties typical of frustrated 2DQHAF.
Structure
Dilead vanadium oxide bis (phosphate) (Pb2V 0 (P 0 4)2) crystallises in the mon- 
oclinic system with spacegroup P2\/a and lattice parameters a =  8.747(4) A, 
b =  9.016(5) A, c =  9.863(9) A  and 0  =  100.96(4)° [76,78]. Because of the 
low symmetry of this structure four formula units are contained in one unit cell 
(Z=4). Three projections of the Pb2V 0 (P 0 4)2 structure are shown in fig. 3.10. 
The structure contains corrugated layers formed by V 0 5 square pyramids oriented 
in alternating directions in a chessboard fashion. The pyramids are connected by 
tetrahedral PO4 groups. The waves in the layers propagate along the b-axis. The 
square bases of the similarly oriented pyramids are located approximately at the 
same level. The magnetic [VOPO4] layers are well separated ( r s j  10A) by non­
magnetic Pb atoms and isolated P 0 4 tetrahedra, indicating a quasi-2D character 
for the system. It is interesting to note here that the most likely reason for corru­
gation of the layers is the presence of these extra PO4 tetrahedra between them. 
As we will see later, in the Li2V 0S i0 4 structure [41], adjacent [VOSiCU] layers 
with a similar type of polyhedral linkage are flat, since they are separated only by 
Li+ cations (see fig. 3.23). In this compound the vanadium ion is in the oxidation 
state 4+, implying a d 1, S = l/2  magnetic configuration. The V4+ cation is coordi­
nated by five 0  anions, forming a slightly distorted square pyramid. A short V -0  
distance [~ 1.56 A] (this O is the apical one) indicates the existence of a vanadyl 
bond, while the other four oxygen ions form the basal plane of the pyramids and
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Figure 3.10: The structure of Pb2V 0 (P 0 4)2 contains corrugated layers formed 
by V 0 5 square pyramids (blue), oriented in alternating directions in a chessboard 
fashion. The pyramids are connected by tetrahedral P 0 4 groups (yellow). The 
layers are separated by the Pb atoms (green) and isolated PO4 tetrahedra. Pro­
jections shown are along the a) ab, b) be and c) ac planes.
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are situated at the typical distance of about 2 A from the vanadium [76,78]. 
Magnetic susceptibility
In general, the compounds presented in this chapter exhibit quasi-two-dimensional 
behaviour. The exchange constants are relatively small with typical strengths of 
the order of 10 K. For this reason the magnetic properties as measured in the 
SQUID are characterised by a paramagnetic high temperature behaviour, followed 
by an intermediate region in which x (T ) develops a round maximum characteristic 
of low dimensional materials [76]. As we will see, this is due to short range 
correlations appearing at temperatures of the order of the magnetic superexchange 
energies. At lower temperatures below this maximum, all the compounds undergo 
a magnetic phase transition towards an ordered state.
The bulk magnetic properties of Pb2V 0 (P 0 4)2 were obtained using the Liver­
pool SQUID magnetometer. The polycrystalline sample was measured under an 
applied field of 1000 Oe and in the temperature range 1.7 K<T<400 K, giving 
the results of fig. 3.11. For T>50 K, y(T ) is characterised by a paramagnetic 
Curie-Weiss (CW) behaviour. Below that, y(T ) deviates from it passing through 
a broad maximum at TMax ~  8.5 K and decreases towards a finite value at lower 
temperatures. The good quality of the sample is evidenced by the absence of any 
trace of an impurity tail at the lowest attainable temperatures, which is typical of 
paramagnetic foreign phases. A kink in x (T ) indicates the onset of magnetic or­
dering at the Neel temperature Tn ~  3.7 K (fig. 3.11 a). This temperature can be 
seen more clearly by plotting dx/dT (T) as in fig. 3.11 b. The temperature of the 
maximum in x(T), TMax, has been taken as the temperature at which dx/dT =  0. 
The error bars in fig. 3.11 a) are not plotted, being smaller than the points them­
selves, although they are magnified in taking dx/dT as seen in fig. 3.11 b. The 
errors are greater around the boiling point of 4He, since the equipment cannot 
stabilise its temperature very well in this range.
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Figure 3.11: Magnetic response of polycrystalline Pb2V0 (P0 4)2 as measured at 
1000 Oe. Part (a) shows x (T ) characteristic for a low-dimensional spin system 
while (b) is the differential dx/dT (T). The magnetic phase transition at Tn man­
ifests as a change of slope in x(T ). TMax indicates the approximate energy scale 
for this 2-D system.
The high-temperature data can be fitted according to the Curie-Weiss law:
_i (rr \ T +  d(JWX {T~> oo) = ------------, (3.3)
where #Cw is the Curie-Weiss temperature. A fit for T >  50 K, shown as the red 
line on top of the data in fig. 3.12, gives #cw =  (4.5±1) K (in our convention a 
FM has a negative #cw, while an AF a positive one). This value of #cw is rather
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Figure 3.12: Inverse susceptibility of polycrystalline Pb2V 0 (P 0 4)2 for T > 50 K, 
together with the Curie-Weiss law fit (red line), giving dew =  (4.5±1) K. The 
inset shows a metal-insulator phase transition at Tc ~  340 K  for unreacted V 0 2, 
observed as a step in x - 1 (T).
small compared to TMax ~  8.5 K. In the case of the unfrustrated two-dimensional 
Heisenberg square lattice antiferromagent, the temperature of the maximum in 
X (T )  is directly related to the magnetic exchange as TMax ~  J2D [76,79]. However, 
in our 2DQHAF system, mean-field theory gives dew =  J1 +  J2 [80]. This is simply 
what one might expect from a bulk magnetisation measurement - to give the sum 
of all the interactions in the system - not being able to distinguish symmetries in 
the crystal or powder. The fact that dew is smaller than TMax - which reflects the 
overall energy scale of the system Jc - suggests that J\ and J2 have opposite signs. 
Therefore, this preliminary analysis of Pb2V 0 (P 0 4)2 seems to offer evidence of 
mixed ferro- and antiferromagnetic exchange couplings. These physical results 
were originally observed by E. Kaul [76] and formed the basis for the theoretical 
work of N. Shannon et al. [74],
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From the susceptibility measurement, one can also get the effective moment 
of the magnetic ions according to:
^=( ^ r ^ = 2-827v^  <3-4)
where in the second step /ieff is measured in Bohr magnetons per formula unit and 
Xm in emu/mol (cgs units). y mT is simply the slope of the inverse susceptibility 
plot (fig. 3.12) and by inserting it into eq. (3.4) we get ¿teff =  (1.70 ±  0.02) ¿uB.
The Lande g-value can now be calculated from the relationship (using the same 
units for the effective moment):
9j =
h e f f
VAJ + V
(3.5)
which yields gj =  1.96 ±0.03 for this compound. These results are consistent with 
an S =  1/2 (and L =  0) system, expected to give gj — 2 and /Lieff =  1-73 g-Q- 
Another important point is the observation of a step in the susceptibility at 
Tc ~  340 K, shown in the inset of fig. 3.12. This originates from the presence of a 
small amount, of unreacted V 0 2 and relates to a well known structural phase tran­
sition from a high-temperature paramagnetic rutile structure to a low-temperature 
monoclinic one. This structural transition is also accompanied by a metal (above 
Tc) to insulator (below Tc) transition. There has been a lot of interest since the 
late 50’s in this area which still is an active topic of current research. These 
early experiments included conductivity, pressure and x-ray diffraction measure­
ments [81-85] on various vanadium oxides. This Metal-Insulator transition is a 
generally observed phenomenon in TM oxides and relates fundamentally to the 
structure of the crystal as well as the magnetic ion. Its electronic configuration 
(or oxidation state) seems to determine the exact value of Tc. Experimental data 
for a few transition-metal compounds as well as suggested mechanisms for this 
effect are reviewed in [86].
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Neutron measurements
In this section neutron results from the D7 and IN20 instruments at the ILL are 
presented in a ‘natural’ to follow order, starting from the magnetic form factor, 
then continuing with the ground state and finally the short-range spin correlations 
of this system.
• Magnetic form factor of VA+
At room temperature (RT), in the true paramagnetic phase of this system, 
the V4+ ions point in random directions (no magnetic correlations). This happens 
because the magnetic moments of the unpaired 3d electrons on neighbouring V 
atoms are completely uncoupled to each other due to the existence of strong 
thermal fluctuations of the order of kT. The scattering in this case can be simply 
understood as the F.T. of these unpaired electrons.
The occurence of the form factor /  determining the magnetic scattering, in 
contrast to the absence of any such factor for the nuclear scattering, arises since 
the electrons which determine the magnetic moment are distributed over a vol­
ume of space comparable with the neutron wavelength. Thus this form factor is 
somewhat similar to the electronic form factor of an atom for x-ray scattering. 
Nevertheless, the two are by no means identical since only a few electron orbits in 
an outer unfilled shell of the atom contribute to the magnetic moment and, hence, 
to the form factor /  for the magnetic scattering of neutrons. Therefore, the form 
factor for magnetic neutron scattering is found to fall off more rapidly with angle 
than the factor for x-ray scattering [20].
This g-dependence of the magnetic neutron scattering cross section in this 
paramagnetic state was measured at D7, giving the experimental data of fig. 3.13. 
A simple Gaussian of the form Ae(-Q2/ 2^ 2) with a =  1.805 Á -1  is shown as the red 
curve on the same plot and was used to describe and model the lower temperature 
data for both Pb2V 0 (P 0 4)2 and SrZnV0(P04)2 powders.
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Figure 3.13: Paramagnetic neutron scattering cross section of Pb2V 0 (P0 4)2. The 
red curve is a simple Gaussian fit while the blue one is an analytical calculation 
of what is expected for the V4+ ion form factor.
This V4+ form factor can be analytically calculated according to:
F \Q ) =  0 o)2(Q) where (j0)(Q) =  Ae~a(&)2+Be~b(&)2+Ce~c(& Y+D  (3.6)
assuming the simplest scenario of spin-only scattering (gj =  2). (j0) is a function 
of the momentum transfer Q (measured in À -1 ) which describes the radial dis­
tribution of spin and current densities. Note that F 2(Q) does not depend on the 
direction of the scattering wavevector Q but only on its magnitude. By substitut­
ing the values of the constants A, B , C, D, a, b, c, tabulated in [87], we get the 
blue curve of fig. 3.13. These two fits to the magnetic form factor are consistent 
to each other within the statistical error bars of this measurement.
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• M agnetic ground state
Below Tn, the magnetic moments of the individual V4+ ions are oriented in a 
defined manner since magnetic interactions become dominant over the kT term 
(in contrast with their random orientation in space for the paramagnetic phase). 
In this magnetically ordered system there is coherence between the neutrons scat­
tered by the magnetic ions, giving rise to the build-up of coherent diffraction peaks 
dependent on the two-dimensional magnetic structure.
Fig. 3.14 shows the magnetic ground state diffraction pattern of Pb2V0 (P0 4)2, 
consisting of sharp magnetic Bragg reflections on top of a diffuse magnetic back­
ground. Data were collected at 1.5 K within a few hours and were modelled by 
both a collinear antiferromagnetic structure (fig. 3.14 a) and a Néel structure 
(fig. 3.14 b) according to:
I  ( Q )  calc. ^(7^0)Vord.^2(Q)
^ ^ .struct.
^ p o w d e r  "ÿÿ ^ m a g n . +  O 'F (Q) ( 3 . 7 )
Li
where 7  =  1.913, ro is the classical radius of the electron, gOI± is the ordered 
component of the magnetic moment of the ions and F 2(Q) is the magnetic form 
factor. The summation is across all V4+ ions j  with spin Sj  and position vector 
r 3 within the magnetic unit cell (geometrical magnetic structure factor), and this 
is where we can select the type of ordering [(7r, n) NAF and (tt, 0) or (0 ,7r) CAF].
A pow der . o rt n
s m  9 COS 9
(3.8)
is a term known as the Lorentz factor (for powders in this case), relating the 
geometrical structure factor of the magnetic (or structural) Bragg peaks to the 
integrated intensity obtained experimentally. This calculation (eq. 3.7) has to 
be normalised overall with the experiment due to the fact that the structure 
factor calculation of the integrated magnetic intensities (generated by a fortran
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Figure 3.14: Magnetic ground state diffraction pattern of Pb2V 0 (P 0 4)2 measured 
at 1.5 K. The ordered component of the ions’ moments gives rise to sharp magnetic 
Bragg reflections, while the disordered component gives a diffuse background. 
The reduced ordered moment of ~  0.5 together with the diffuse background 
indicate presence of quantum disorder. Part (a) shows a CAF model with an 
ordering wavevector of Q =  (n, 0), giving the best fit to the data. For comparison, 
the Neel ground state model is shown in part (b).
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code) has arbitrary units while the experimental cross-section is measured in 
barns/steradian/formula unit. By using the Pb2V0 (P0 4)2 structural data - mea­
sured at the same time as the magnetic data and displayed in a different channel 
on the D7 instrument - and by running a separate structure factor calculation 
for the nuclear scattering cross section (as shown in section 3.3.3) we were able 
to deduce N ~  213 in this case. However, this normalisation is not enough for 
this system, since it only accounts for the height of the peaks. In comparing inte­
grated intensities one needs to equally worry about the widths of the peaks from a 
scattering point of view (due to the crystallite quality for example) as well as the 
instrumental resolution. For these compounds we observed a larger width for the 
magnetic peaks compared to the nuclear ones. The Li2V0 Si04 measurement was 
used as the standard one for this type of normalisation for all compounds since 
it has a much simpler structural and magnetic diffraction pattern, giving hence 
more accurate results for the widths (see section 3.3.3). The values used are 
s^truct. _  0.0241 A -1 and <j^ agn‘ = 0.0398 A -1 . Finally, the last term in eq. (3 .7) 
is a fraction a of the form factor used in fitting the diffuse magnetic background.
From simply inspecting fig. 3.14 one can see the agreement of the experiment 
with the theoretical calculation for a CAF structure as shown in part (a). The 
ordering wavevector for this best fit is Q = (n, 0), otherwise referred to as a CAF 
with a modulation along the a —axis. Shown in part (b) is the Neel antiferromag­
netic model for comparison. Clearly, this does not reproduce the experimental 
data adequately, failing to descibe the magnetic Bragg peaks.
From the CAF fit the value of the ordered moment comes out as ¿iora. =  
(0.50 ±  0.04) /rB, an interesting result in its own right. This reduced moment, 
together with the considerable amount of diffuse scattering at this temperature 
coming from the disordered component of the moment is an indication of the 
presence of quantum disorder.
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• Spin correlations
In a neutron scattering experiment, the quantity of interest usually measured 
is the scattering function of the system S(Q,u).  It is also referred to as the dy­
namical structure factor since it incorporates temporal information, and it should 
not be confused with the geometrical structure factor as discussed in the previous 
section. S(Q,u)  is the Fourier transform of the “time-dependent pair-correlation 
function” G(r, t) which is a function of space and time, and is entirely determined 
by the system itself without reference to any properties of the neutrons. The 
zeroth energy moment of S(Q, u) is given by:
and is known as the “static structure factor” . Note that for powders, S(Q) de­
pends only on \Q\.
Exchange constants are usually determined via the excitations from the or­
dered phase. However, the large single-crystal samples required for inelastic neu­
tron scattering experiments were not available for any of these compounds. The 
novelty in our approach was to model S(Q) in polycrystalline materials by using 
high-temperature series expansion (HTSE) of the dynamic susceptibility. This 
very important concept forms the core of the measurements and analysis for these 
2DQHAF systems. In the determination of the NN and NNN exchange constants 
we used the l si order HTSE given by:
(3.9)
1 + S{S + 1 ) J{Q)S ( Q ) ~ S ( S + 1 ) 3 k T ■ F2{Q) (3.10)
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where S is the spin of the magnetic ions, F 2(Q) the usual magnetic form factor 
of the individual magnetic ions and
J(Q) =  J(Ri)eiQ Rl (3.11)
i
is the F.T. of the exchange interactions. In this summation, for the case of these 
frustrated 2D systems, the index l runs over all nearest and next-nearest neigh­
bouring ions at position vectors Ri around a central atom, as shown in fig. 3.15. 
The interactions are taken as J\ or J2 for NN and NNN respectively. The resulting 
expression evaluated for these 8 nearest and next-nearest neighbours is:
J(Q) =  2J1[cos(27rh) +  c o s ( 27tA;)] +  2J2{cos[27r(h +  k)] +  cos[27r(h — A;)]} (3.12)
where h and k are reciprocal lattice indices of the 2D square lattice. In order 
to compare with powder measurements, we used spherical polar co-ordinates to 
calculate the intensity of S(Q) (eq. 3.10) as a function of \Q\.
Figure 3.15: Square lattice of magnetic ions used in evaluating the F.T. of the 
exchange interactions J(Q). The summation is taken around the central atom for 
all nearest and next-nearest neighbours.
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Figure 3.16: Short-range spin correlations in the paramagnetic phase of 
Pb2V 0 (P 0 4)2. The red curve is a first-order HTSE calculation yielding ferro­
magnetic J\ ~  (—2 ±  1) K and antiferromagnetic J2 ~  (6.5 ±  1) K.
Fig. 3.16 shows the diffuse neutron scattering intensity at T =  20 K, a temper­
ature well into the paramagnetic phase for this compound. Although magnetic 
long range order has been destroyed at this temperature, the kT term has not 
completely washed out all magnetic interactions. The presence of oscillations in 
the data indicates the existence of short-range spin correlations.
Given the constraint from the magnetic susceptibility measurement dew — 
4.5 K, we are able to determine the individual values of J\ and J2 by modelling 
these spin correlations in the paramagnetic phase. The solid line in fig. 3.16 shows 
a high-temperature series expansion of the spin correlations at T =  20 K. Best 
agreement with the data is obtained for ferromagnetic Jx ~  (—2 ±  1) K and
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antiferromagnetic J2 ~  (6.5 ±  1) K (y2 =  1.66 for this model compared with 
X2 =  2.34 for no correlations). Combining these in eq. (3.2) we get the overall 
energy scale of the system Jc ~  6.8 K. Thus T ~  3Jc and, therefore, we are 
justified in taking the first-order HTSE (eq. 3.10) as a valid approximation to 
model the diffuse scattering from these short-range correlations.
Further to these measurements, the energy excitations of this system were 
explored using the triple-axis instrument IN20 at the ILL. Scans of energy transfer 
were performed at fixed reciprocal lattice points Q and at a few temperatures T. 
A typical measurement is shown in the energy scan of fig. 3.17. For all points Q 
in reciprocal space, the excitations are found to be within ~  ±4  meV, and the 
system’s energy scale is indeed low. Hence, we were able to properly integrate over 
energy transfer in measuring S(Q) (see eq. 3.9) using D7 since this instrument 
has an energy window up to 10 meV.
Energy transfer [meV]
Figure 3.17: Typical energy scan showing the excitation width of powdered 
Pb2V 0 (P 0 4)2 at 20 K. This particular excitation has a FWHM of ~  ±3.2 meV.
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3 . 3 . 2  S r Z n V 0 ( P 0 4 ) 2
Originally discovered by Meyer, Mertens and Miiller-Buschbaum [88] who only 
reported the structural characterisation, this compound shares many character­
istics with its relative 2DQHAF Pb2V 0 (P0 4)2. Their structural relationship is 
the replacement of the two Pb2+ cations by Sr2+ and Zn2+. Again, it forms a 
two-dimensional square lattice of V4+ ions with competing interactions leading 
to frustration. The profound structural similarities with Pb2V 0 (P0 4)2 attracted 
our interest since small changes introduced by the cationic substitution can tune 
the magnetic exchanges J\ and J2 and thus the frustration ratio. The method of 
getting the exchange constants is in principle the same as descibed in section 3.3.1.
Structure
Strontium zinc vanadium oxide bis (phosphate) (SrZnV0(P04)2) crystallises in the 
orthorhombic system with spacegroup Pbca and lattice parameters a =  9.0660 A, 
b =  9.0117 A  and c =  17.5130 A  [76,89]. Because of its low structure symmetry 
eight formula units are contained in one unit cell (Z = 8). Note that the c-axis is 
almost doubled compared to a and b, as opposed to Pb2V 0 (P 0 4)2. Projections 
of the SrZnV0(P04)2 structure are shown in fig. 3.18, revealing the extreme sim­
ilarities with that of Pb2V 0 (P 0 4)2 (compare with fig. 3.10). The main difference 
between their space group arises from the way the VOPO4 layers are stacked along 
the c-axis and, therefore, does not imply any significant structural change in the 
magnetic layers. In SrZnV 0(P04)2, the a and b structural axes are defined in 
the literature as rotated by 90° with respect to the Pb2V0 (P0 4)2 ones. For this 
reason, the wave-vector of the modulation in the VOPO4 corrugated layers in this 
compound is parallel to the a-axis instead of parallel to b as in Pb2V 0 (P 0 4)2.
In SrZnV0(P04)2 the interlayer distance is appreciably smaller compared to 
that of Pb2V 0 (P 0 4)2 (8.7565 and 9.8635 A  respectively). This behaviour corre­
lates qualitatively with the ionic radii of the involved A2+ cations: Pb2+= 1.12  A,
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Figure 3.18: The structure of SrZnV0(P04)2, similarly to that of
Pb2V0 (P0 4)2, contains corrugated layers formed by VO5 square pyramids (blue), 
oriented in alternating directions. The pyramids are connected by tetrahedral PO4 
groups (yellow), while the layers are separated by Sr (light grey) and Zn (dark 
grey) atoms and isolated PO4 tetrahedra. Projections shown are along the a) ab, 
b) ac and c) be planes.
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Sr2+=1.18 to 1.26 A and Zn2+= 0.6 to 0.73 A. We can see that Zn2+ is much smaller 
than Pb2+, which explains the smaller interlayer distance in SrZnV 0(P04)2. The 
characteristics of the interlayer zone are very important in these compounds, be­
cause it determines the degree of modulation of the VOPO4 layers. This mod­
ulation modifies all the molecular bond angles and lengths, in contrast to the 
highly symmetric Li2V 0S i(G e)04 compounds. One expects this to modify the 
superexchange energies and thus the magnetic properties. Between these com­
pounds, SrZnV0(P04)2 presents the highest degree of modulation of the VOPO4 
layers [76].
Magnetic susceptibility
The magnetic properties of SrZnV 0(P04)2 are, in all aspects similar to those 
of Pb2V 0 (P 0 4)2 as is naturally expected from the high degree of resemblance 
between their structures. However, some qualitative differences are expected, since 
the VOPO4 layers are more distorted than in Pb2V 0 (P 0 4)2. The polycrystalline 
sample was measured under an applied field of 1000 Oe and in the temperature 
range 1.7 K<T<360 K. At high temperatures y(T ) follows closely a Curie-Weiss 
law down to T ~  50 K. Below that, y (T ) deviates from this CW behaviour 
going through a broad maximum at TMax ~  6.3 K as shown in fig. 3.19 (a). This 
maximum is an indication of the energy scale of this two-dimensional system, 
which is slightly lower than the one of Pb2V 0 (P 0 4)2. The Neel temperature 
for SrZnV0(P04)2 is Tn ~  2.6 K, as can be seen from a kink in x(T ) at this 
point. This magnetic ordering can be observed more clearly in the dx/dT (T) 
plot of fig. 3.19 (b). For this compound, the value of TN is much more clear-cut 
than in the case of Pb2V 0 (P 0 4)2. This is because the SQUID magnetometer can 
maintain a much more stable temperature, being further away from 4He’s boiling 
point, and hence give more accurate measurements. Typical error bars, shown in 
this plot, confirm that. Similarly to before, the temperature of the maximum in
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Figure 3.19: Magnetic response of polycrystalline SrZnV0(P04)2, measured at 
1000 Oe. Part (a) shows x(T ) characteristic for a low-dimensional spin system (as 
for Pb2V0 (P0 4)2, see fig. 3.11 a) while b) is the differential dx/dT (T). A 
change of slope in x(T ) indicates a magnetic phase transition at Tn ~  2.6 K while 
Tmsx gives the approximate energy scale for this two dimensional system.
x(T ), T Max , has been taken as the temperature at which dx/dT =  0. The presence 
of paramagnetic foreign phases is excluded in this sample too, since there is no 
upturn in x(T) below TN.
Following the same analytical steps we performed for Pb2V 0 (P 0 4)2, the high 
temperature data were fitted according to the Curie-Weiss law (eq. 3.3). Fig. 3.20 
shows the inverse of the experimental susceptibility together with the CW law fit, 
giving f?cw =  (1.5±1) K for this compound. This extremely low value of #cw,
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Figure 3.20: Inverse susceptibility of polycrystalline SrZnV 0(P04)2 for T > 50 K, 
together with the Curie-Weiss law fit (red line), giving #cw =  (1.5±1) K. The 
inset shows a metal-insulator phase transition of unreacted VO2 at Tc ~  340 K , 
observed as a step in x _ 1 (T).
compared to Pb2V 0 (P 0 4)2, indicates either very weak interactions - which would 
be in contradiction with the pronounced maximum at a relatively larger T - or a 
higher degree of frustration. Remembering that Oqw =  J\ +  J2, this low 6cw value 
suggests that J\ and J2 have a similar magnitude but a different sign.
The effective moment and Lande g-value calculated from equations (3.4) and 
(3.5) are ^  =  (1.62T0.07) /rB and gj =  1.87T0.09 for SrZnV0(P04)2, consistent 
with an S =  1/2 system.
Similarly to Pb2V0 (P0 4)2, we observe a step in the susceptibility at Tc ~  
340 K, shown in the inset of fig. 3.20, coming from a small amount of unreacted 
V 0 2. This result agrees with the well studied metal to insulator transition of this 
oxide [81-85]; above 340 K it adopts the rutile structure with the V4+ ions forming 
a body-centred tetragonal lattice, while below 340 K, its symmetry distorts to a 
monoclinic cell.
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Neutron measurements
In order to clarify the situation with SrZnV 0(P04)2, a neutron scattering exper­
iment was performed in very much the same way as for the previously studied 
compound. The magnetic ground state and short-range spin correlations mea­
sured on D7 are presentented in this section.
• M agnetic ground state
Below the Neel temperature of SrZnV 0(P04)2 (TN ~  2.6 K), the magnetic mo­
ments of the vanadium ions orient in a specific way giving rise to magnetic diffrac­
tion peaks, whose pattern is shown in figure 3.21. The general picture consists 
again of sharp magnetic peaks, coming from the ordered moment of the V4+ ions, 
superimposed on a diffuse magnetic background coming from the disordered com­
ponent of the magnetic ions. By comparing it with that of Pb2V 0 (P 0 4)2 (fig. 3.14), 
we observe that the patterns do not look alike. This is due to the different struc­
tures of the lattices in real space for these compounds (monoclinic space symme­
tries generally have more diffraction peaks than orthorhombic).
The red curve of fig. 3.21 corresponds to a CAF ground state spin structure 
model. Calculations of Q =  (0, tt) and (n, 0) ordering wave vectors give the 
same result, due to the fact that the lattice constants a and b are closer to each 
other compared to its relative Pb2V 0 (P0 4)2. Inconsistencies at Q > 1.5 A -1 are 
attributed to large nuclear scattering.
In order to get an absolute value for the effective moment, a nuclear structure 
factor calculation was first performed. This allows for normalising the magnetic 
calculation’s integrated intensities with those of the experiment, as descibed in 
eq. (3.7) (N  800 in this case). By using the same widths as for the structural and 
magnetic Li2V 0 Si04 peaks we obtain /iorcj. =  (0.42 ±0.04) for SrZnV 0(P04)2. 
This lower ordered moment suggests that this compound has a higher degree of 
frustration compared to Pb2V 0 (P 0 4)2, and is closer to the spin-liquid region
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Figure 3.21: Magnetic ground state diffraction pattern of SrZnV0(P04)2 at 1.5 
K. Sharp magnetic Bragg reflections coexist with a diffuse background, as for 
Pb2V0 (P0 4)2. However, the reduced ordered moment of ~  0.42 ¡i -q brings this 
compound even closer to the spin liquid regime. Best fit was obtained with a CAF 
ground state spin structure, shown as the solid line on the plot.
of the J\ — J2 phase diagram (fig. 3.8). Here, the diffuse background does not 
resemble that of a simple magnetic form factor and was therefore empirically 
fitted. This background arises from short-range spin correlations, which coexist 
with the long-range CAF order, and reinforces the presence of quantum disorder.
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• Spin correlations
Exchange interactions J\ and J2 were again determined by diffuse neutron 
scattering. Fig. 3.22 shows the static structure factor S(Q) measurement for pow­
dered SrZnV0(P04)2 at T =  35 and 15 K, temperatures into the paramagnetic 
phase for this compound. These short-range spin correlations were modelled by a 
first-order HTSE of the dynamic susceptibility, as before. The Curie-Weiss tem­
perature (#cw =  1.5 K for this compound) was used as a constraint in extracting 
Ji and J2. The calculations, shown as the red lines in fig. 3.22, are for ferromag­
netic J\ ~  (—4 ±  1) K and antiferromagnetic J2 ~  (5.5 ±  1) K. Combining these 
in eq. (3.2) we get the overall energy scale of the system Jc ~  6.8 K, which agrees 
with the position of the broad maximum in the susceptibility data, and is similar 
to Pb2V 0 (P 0 4)2. The oscillations in the 35 K data (fig. 3.22 (a)) are rather small, 
and within the experimental error bars not very clear to see. However, the model 
itself predicts small variations from the form factor for this quantum disordered 
system. Note that T > 3 Jc and hence, the first-order HTSE (eq. 3.10) is valid in 
this case. In order to see the short-range spin correlations clearer we went to the 
lower temperature of 15 K (fig. 3.22 (b)). The thermal energy term kT is smaller, 
thus the magnetic correlations are relatively stonger here. The oscillations are 
more pronounced as expected, but for these data T is smaller than 3Jc by a few 
degrees. As a result, the first-order HTSE is not a valid approximation to take 
and although there is good agreement, these data give only a qualitative test of 
the model.
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Figure 3.22: Short-range spin correlations in the paramagnetic phase of 
SrZnV 0(P04)2. The red curves are first-order HTSE calculations for ferromag­
netic Ji ~  (—4 ± 1 ) K and antiferromagnetic J2 ~  (5.5 ± 1 ) K. Oscillations of this 
quantum system are smaller at 35 K (part a) compared to those at 15 K (part 
b). However, first-order HTSE is not a good approximation to make in the latter 
case, so the comparison in (b) is qualitative.
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3 .3 .3  L i2V 0 S i 0 4
The main experimental result presented here for this prototype frustrated 2DQHAF 
discovered by Millet and Satto [41] is the ground-state spin structure. Due to the 
absorbing nature of Li (crabs =  70.5 barns), the measurement was performed in the 
concentric cylinder geometry, as described in section 3.2. The short-range spin 
correlations, being much weaker, were impossible to see.
Structure
Dilithium vanadyl silicate is isostructural to the non-magnetic Ti4+ (S =  0) ti- 
tanosilicates [90,91] of general formula A^TiOSiCL, where A+1=  Li or Na. The 
parent compound is the mineral natisite, Na2Ti0 Si04 [90]. Li2V0 Si04 crys­
tallises in the tetragonal system with spacegroup PA/nmm and lattice param­
eters a =  6.3682(6) A and c =  4.449(1) A. Two formula units are contained in 
one unit cell (Z=2) [41]. Projections of the Li2V 0S i04 structure are shown in 
fig. 3.23 (a) and (b). This compound has a highly symmetric tetragonal structure 
in which the [V0Si04] layers are separated by only one single layer of Li atoms. 
The structure of the layers is the same as that described for Pb2V 0 (P 0 4)2, with 
the difference that these layers are completely flat and undistorted in the absence 
of PO4 tetrahedra between them. The coordination polyhedra (V4+ pyramids 
and Si4+0 4 tetrahedra) are regular, unlike in Pb2V 0 (P 0 4)2 and SrZnV 0(P04)2. 
Therefore, there are only two types of oxygen ions: the apical and the equatorial 
ones, shown in fig. 3.23 (c). The apical oxygen forms a stronger bond with the 
vanadium, being closer to it than the equatorials.
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Figure 3.23: The structure of Li2V0 Si04 contains flat, parallel layers formed by 
VO5 square pyramids (blue), oriented in alternating directions in a chessboard 
fashion. The pyramids are connected by tetrahedral SiC>4 groups (mauve) and 
the layers are separated by intercalated Li cations (grey). Projections shown are 
along the (a) ab and (b) ac planes. Part (c) shows a perspective view of the 
vanadium coordination polyhedron.
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Nuclear scattering
In the case of Li2V 0 Si04 , the structural data will be briefly discussed, since it 
is important to show the measurement which was used for normalising intensities 
and getting absolute values for the ordered moments of all three J\ — J2 compounds. 
Interference effects from the assembly of all nuclei in the structural unit cell of 
Li2V 0 Si04 give rise to the coherent scattering cross-section shown in fig. 3.24. We 
can already see how much smaller the error bars are in this measurement compared 
to any magnetic cross sections determined by the method of :n/z-polarisation anal­
ysis. Generally speaking, structural scattering is much stronger than any magnetic 
scattering.
The infinitely high S — functions which would arise from a ‘mathematical’ 
crystal with a perfect arrangement of atoms in 3D, are broadened by the mosaic 
spread of the polycrystalline material as well as the instrumental resolution func­
tion of D7. Hence, a geometrical structure factor calculation convolved with a 
Gaussian, shown as the green line in fig. 3.24, is used to model these structural 
peaks. This Gaussian has a width <7Ljruct' =  0.0241 Â -1 , and the importance 
of it is in getting the absolute values of the ordered moments in all of our sys­
tems, as shown in eq. (3.7). Note that in this formula, N ~  214 for this case. 
Li2V 0 S i0 4 has the highest symmetry of all three compounds (teragonal), giving 
only a few very well defined and not overlapping diffraction peaks. Thus, the 
width of the Gaussians of this simpler structural diffraction pattern was used for 
calculations on all compounds, in order to give higher accuracy to our results. 
The structural patterns of Pb2V 0 (P 0 4)2 and SrZnV 0(P04)2 (not shown here) 
have indeed very good agreements with calculations using this value of a.
For the purposes of this refinement for Li2V0 Si04 , we only varied the lattice 
constants and not the fractional co-ordinates of any atoms in the unit cell. Fur­
thermore, for this wavelength (A =  3.1 Â), the aluminium container and cryostat 
give a structural peak at Q ~  3.11 Â -1 , shown in the measurement of fig. 3.24.
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Figure 3.24: Coherent nuclear scattering cross section of LÌ2VOSÌO4 at 1.5 K. The 
fit is a geometrical structure factor calculation convolved with a Gaussian. Best 
agreement with experimental data is obtained for a width OLjruct' =  0.0241 À -1 . 
The structural peak at 3.11 A - 1 arises from the Al container and cryostat.
Magnetic ground state
The magnetic diffraction pattern of Li2V0 Si04 , collected at T =  1.5 K, is shown 
in fig. 3.25. We can see that, like in the other two compounds, this ground 
state has ordered and disordered spin components. The ordered component of 
the moment gives rise to coherent scattering resulting in magnetic Bragg peaks, 
whilst the disordered component results in a diffuse scattering observed as the 
background in this measurement. The difference of this compound with respect 
to Pb2V 0 (P 0 4)2 and SrZnV0(P04)2 is that this diffuse background has a lower 
absolute value. From this, we infer that the disordered moment is less than in 
the other two compounds, which means that Li2V0 Si04 is not that close to the
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spin liquid regime. This indeed agrees with high-temperature expansions for the 
uniform susceptibility and specific heat [43,45-47], which place this compound in 
the order by disorder area of the phase diagram (fig. 3.8), whereby the frustration 
parameter a is greater than 1 .
The diffraction pattern of the ground state of this system is best described by 
a CAF spin-structure model, calculated in the same way as before, using equation 
(3.7). This calculation is shown as the red curve on top of tha data of fig. 3.25. 
Since this compound is tetragonal (a =  b), the magnetically ordered structures 
with wave vectors Q =  (0 ,7r) and Q =  (7r, 0) are equivalent.
For the same reasons as in the previously described nuclear scattering of 
LÌ2VOSÌO4, the magnetic peaks have a finite width. In this case, the value of 
the width best describing the data is cr™^611' =  0.0398 Â -1 . This result is used in 
normalising calculated intensities, with respect to experimentally measured ones, 
for all three compounds, according to eq. (3.7). As for the structural scattering, 
Li2V 0 Si04 ’s magnetic pattern is simpler to model, yielding more accurate results 
for the magnetic width.
The ordered moment of this compound comes out as ¡jlotîj. =  (0.55 ±  0.04) fib , 
in agreement with [92]. The value of this moment is larger compared to the 
Pb2V0 (P0 4)2 and SrZnV 0(P04)2 compounds. This result, reinforces the fact 
that LÌ2VOSÌO4 is a less frustrated spin system than the other two, something 
suggested earlier in view of the lower diffuse background level.
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Figure 3.25: Magnetic ground state diffraction pattern of Li2V0 Si04 at 1.5 
K. Sharp magnetic Bragg reflections coexist with a diffuse background, as for 
Pb2V 0 (P 0 4)2 and SrZnV0(P04)2. However, the latter component is smaller, sug­
gesting that this compound has a lower degree of frustration. Best fit is obtained 
for a CAF ground state spin structure with an ordered moment of ~  0.55 /rB, 
shown on the plot.
3.4 Discussion
Throughout this chapter, the J\ — J2 model of magnetic interactions has been 
used in describing two-dimensional frustrated quantum Heisenberg antiferromag- 
nets. Some new and interesting magnetic properties of such novel quantum mag­
nets have been explored at a fundamental level by using neutrons. In particular, 
Pb2V 0 (P 0 4)2 and SrZnV0(P04)2 are the first experimental realisations of frus­
trated square-lattice ferromagnets. Here, we will attempt to show the diversity of 
properties that the J\ — J2 phase diagram (see fig. 3.8) can have, by using selected 
example materials.
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3 .4 .1  C lassica l e x a m p le s : M n ,M g O  an d  M n ,Z n F 2
By mixing a magnetic crystal with an isomorphous diamagnetic one, an artificial 
situation can be created so that in the random distribution of magnetic ions there 
occur isolated groups of two, three or more close neighbours. This technique is 
particularly useful for studying the exchange in strongly coupled systems where 
there are magnetic transitions. In order to determine the exchange interactions 
for these systems, paramagnetic resonance experiments were performed, being the 
most direct method available in the early 60’s for investigating such interactions 
[93,94],
In the first salt, neighbouring Mn2+ ions are present as substitutional impu­
rities in MgO, with Mn:Mg ~  1:100. The exchange interactions between Mn2+ 
ions in this fee structure are expected to be similar to those in the antiferro­
magnetic MnO. The analysis of the spectra gave antiferromagnetic interactions 
Ji ~  J2 ~  28 K [95]. The other studied material is similar to the first one, but 
with a ratio of Mn:Zn ~  1:50 and a body-centred tetragonal unit cell. The prin­
ciple followed was the same but the results differed qualitatively in that the NN 
interaction was found to be ferromagnetic with a strength of J\ ~  —0.4 K. The 
NNN interaction is antiferromagnetic with J2 ~  4 K [96].
These dilute magnetic systems do not form a regular square lattice, although 
one can define and measure NN and NNN interactions. The fundamental differ­
ence with the compounds discussed so far is that they cannot be treated as quan­
tum systems since their spin value of S =  5/2 is high for quantum fluctuations to 
occur. Nevertheless, it is interesting to see that people were interested and had 
devised materials and techniques for measuring them half a century ago. Further 
to that, Mn,ZnF2 is a salt where mixed ferro- and antiferromagnetic interactions 
were observed, a very puzzling result for the authors of ref. [96].
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3 .4 .2  N e e l ord er: V O M 0 O 4
This compound, nearly isostructural to Li2V 0 Si04 , is formed by M0VO5 layers 
containing VO5 pyramids separated by M0O4 tetrahedra. The only difference is 
that in Li2V0 Si04 a plane of Li+ ions is present between the SiV05 layers [97].
Initially, it was thought to be a prototype of a weak one-dimensional anti- 
ferromagnet [98,99], although more recent works have established it as being a 
2DQHAF described by the J\ — J2 model [97,100].
An interesting property of this compound is that even though its structure is 
similar to Li2V0 Si04 ’s, the exchange couplings are more than an order of mag­
nitude larger. From susceptibility measurements, Carretta et al. [97] found TN ~  
42 K, and estimated Ji +  J2 ~  155 K.
Neutron powder-diffraction measurements performed on VOM0O4 show a sim­
ple AF Neel state below ~  40 K, with spins pointing either along the c axis or in 
the ab plane [100]. This magnetic order gives a dominant role to the NN interaction 
(Ji3 > J2), placing this system in the unfrustrated Neel region of the J\ — J2 phase 
diagram. The saturated magnetic moment of this system (/xord. ~  0.41 at 2K) 
strongly indicates a two-dimensional character and enhanced quantum fluctua­
tions. Furthermore, the value of the magnetic moment is claimed to be consistent 
with J2 ~  0.2Ji [100].
However, the individual values of J\ and J2 for this square lattice still await 
to be determined directly by appropriate experiments. Such results would be of 
particular interest to theorists and would help to parametrise better this area of 
the phase diagram.
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3 .4 .3  O rd er b y  d iso rd er: L i2V 0 S i0 4
The peculiarity of that system with respect to other realisations of the S =  1/2 
Heisenberg model on the square lattice comes from the arrangement of the VO5 
pyramids. They point upwards on one sublattice and downwards on the other. As 
a consequence, nearest neighbours are not in the same horizontal plane while next- 
nearest neighbours are, and the coupling J\ between nearest neighbours does not 
necessarily need to be larger than the coupling J2 between next-nearest neighbours 
[101]. Furthermore, the superexchange path of NN differs from that of NNN. 
The nearest neighbour exchange follows a 90° path through a tetrahedral Si04 
group, while the next-nearest neighbour exchange pathway is in a straight line 
with the intermediate SiC>4 group. Since the J\ — J2 model predicts a degenerate 
groundstate if J2 > Ji/2, this compound is a priori a good candidate to study 
the physics in that regime.
Indeed, various techniques have determined that Li2V 0S i0 4 develops such a 
long-range order with a value for the frustration parameter a > 0.5 [42,43,45- 
47,92], driven by the order from disorder mechanism. The precise nature of this 
transition is not fully understood though. A residual coupling between the layers, 
as well as thermal fluctuations can play a role in selecting magnetic configurations. 
Furthermore, quantum fluctuations have not fully lifted the classical degeneracy 
- the quantum state is twofold degenerate with Q  =  (0, 7r) or (7r,0) magnetic 
ordering wave vectors. F. Mila suggested studying phonons as a way of exploring 
this [101]. If the system is coupled to phonons, one can expect that the breaking 
of the rotational symmetry of the spin fluctuations will induce a lattice distortion.
Finally, the precise value of the ratio J2/ J\ is not yet known for Li2V0 Si04 , 
with values in the literature ranging from 1 .1  [43] to 4.8 [45] up to 11.7 [46,47]. A 
diffuse neutron scattering experiment using ^¿-polarisation analysis would clarify 
the situation, although a sample with the non-absorbing isotope of Li is required 
for the data collection.
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3 .4 .4  F ru strated  ferro m a g n e ts : P b 2V 0 ( P 0 4 ) 2 , 
S r Z n V 0 ( P 0 4 ) 2  an d  re la te d  c o m p o u n d s
The distinctive characteristic of these phosphates is the commensurate modulation 
of the [VOPO4] layers which is a consequence of the complicated structure of the 
[A|+P04] region. The magnitude of this modulation is determined by the actual 
composition of the interlayer [A\+PO±\ zone [76].
For the two studied compounds Pb2V0 (P0 4)2 and SrZnV0(P04)2, the sub­
stitution of Pb2+ cations for Sr and Zn keeps the general layout of the structure 
unchanged. However, it introduces distortions in the whole lattice which affect the 
exchange constants. For Pb2V 0 (P 0 4)2 we get a frustration ratio a ~  —3.25 and 
a frustration angle 0 ~  107°. In the case of SrZnV0(P04)2 - where the VOPO4 
layers are more distorted - our analysis gives a ~  —1.38 and 0 ~  126°. This 
is much closer to the phase boundary between the spin-liquid and CAF regions, 
believed to be at 0 ~  145° for frustrated ferromagnets [74], The reduced moments 
and diffuse background of these CAF systems measured at the base temperature 
of 1.5 K, also suggest that there are enhanced quantum fluctuations. In partic­
ular, SrZnV0(P04)2 has a lower ordered moment per V4+ site (/rord. ~  0.42 pB 
compared to ~  0.5 pB for Pb2V 0 (P 0 4)2), reinforcing the fact that it is closer 
to the so-called spin-liquid regime. These results show that this family of com­
pounds has a high flexibility for tuning the magnetic exchange interactions by 
chemically substituting the cations in the interlayer zone. Other combinations of 
A2+ cations may be used to shift the system closer towards the critical region, 
thus providing crucial tests for the theories and models. Such possibilities include 
B aZnV 0(P04)2 and B aC dV 0(P04)2 [88,102],
Chapter 4
Orbital ordering in GdV03
An electron in a solid - being bound to or nearly localised on a specific atomic 
site - has three attributes: charge, spin and orbital. The orbital represents the 
shape of the electron cloud in the solid. In transition-metal oxides (TMO) with 
anisotropic-shaped d-orbital electrons, the Coulomb interaction between the elec­
trons (strong electron correlation effect) is of importance for understanding their 
metal-insulator transitions and properties such as high-temperature superconduc­
tivity and colossal magnetoresistance. The orbital degree of freedom can play an 
important role in these phenomena. Its correlation and order-disorder transition 
causes a variety of effects through strong coupling with charge, spin and lattice 
dynamics [103]. An overview is given here on this “orbital physics”, starting from 
general concepts applied to TMO and then more specifically to the RVO3 com­
pounds, where R is Y or a rare earth element.
4.1 Orbital physics in transition metal oxides
The wave function of an electron can take various shapes when bound to an 
atomic nucleus by the Coulomb force. These shapes are termed as orbitals. Only 
s orbitals are spherically symmetric; the others have a pronounced angular de-
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zx yz xy
Figure 4.1: The angular distribution of d orbitals, after Y. Tokura et al. [103]. The 
d3z2_r2 and dx2_y2 levels are grouped together and called the eg levels. Similarly 
for dxy, dxz and dyz, called the t2g levels. The d3z2_r2 orbital is also referred as 
dz2. In a spherical symmetry they all lie on the same energy level, however this 
degeneracy is lifted in a cubic environment.
pendence. This means that, since local environments in crystals are often not 
spherically symmetric, different orbitals will behave in different ways. Therefore, 
local environment in a crystal plays a crucial role on the energy levels of an atom.
For TMO, the relevant electrons for the superexchange interaction are the 
outermost d electrons. The d orbitals fall into two classes, the eg orbitals which 
point along the x, y and 2: axes (the d3z2_r2 orbital, which has lobes pointing 
along the 2 axis and the dx2_y2 orbital, which has lobes pointing along both the 
x- and y-axes) and the t2g orbitals which point between these axes (these are 
the dxy, dxz and dyz orbitals). Fig. 4.1 shows schematic representations of these 
orbitals [72,103].
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Cubic environment in octahedra
A common case of a local environment to consider is the octahedral one, adopted 
by many TM compounds. The TM ion sits at the centre of an octahedron sur­
rounded by six ions such as oxygens situated on each corner. The crystal field in 
this case arises mainly from electrostatic repulsion from the negatively charged 
electrons in the oxygen p orbitals. Now, let us consider the four oxygen ions lo­
cated at the x-y plane of the octahedron, and assume by convention that they 
congregate along these x and y axes. The three ¿29 orbitals which point between 
the x, y and 2 axes have a lower overlap with the neighbouring oxygen p orbitals 
than the eg orbitals and hence will have a lower electrostatic energy. The five 
levels (which would be degenerate in a spherically symmetric charge distribution) 
split therefore, with the threefold ¿29 levels lowered in energy and the twofold 
eg levels raised in energy [72,104,105].
Mott insulators - Hubbard model
So far we have considered only one TM ion. However, in solids - with a peri­
odic array of atoms - there are two important features added on. One is the 
magnetic interactions manifesting as exchange couplings between spins and the 
other is the possible band formation and metallic conduction of the electrons. The 
most widely accepted theory for TMO and in particular vanadates and titanates 
- commonly referred to as Mott insulators - is given by the Hubbard model. Nor­
mally, metallic behaviour occurs because electrons save kinetic energy by being 
delocalised over the whole of the crystal. However, in TMO the onsite Coulomb 
energy (energetic cost of putting extra electrons on a lattice site) is so strong to 
overcome that electrons cannot move freely through the crystal but have to avoid 
each other. As a result, metallic behaviour breaks down and electrons can no 
longer be treated as free particles; electron correlations are important. Therefore, 
the system is insulating, even though electronic bands are not fully occupied or
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empty, contrary to standard band theory predictions. The competition between 
metallic behaviour (which gives kinetic energy gain and is parametrised by the 
energy width of the conduction band W) and the Coulomb repulsion energy U is 
expressed by the Hubbard model. If U is not infinite, it is possible for an electron 
to visit its neighbour’s site providing their spins are antiparallel, a requirement 
coming from Pauli’s exclusion principle. This is energetically favourable, so that 
electrons on neighbouring sites are antiparallel, forming an AF structure. Such 
an antiferromagnetic insulator is known as a Mott insulator. The most important 
difference from the usual band insulator is that the internal degrees of freedom, 
spin and orbital, still survive in the Mott insulator. In these systems, metallic 
behaviour can be realised when U is smaller than the electronic bandwidth W, 
while at the crossover U ~  W  there is a metal-insulator transition [72,103].
Distorted perovskite structure
Let us now consider the Mott insulators with composition A B 03, where A and B 
sites accommodate the rare-earth and TM ions, respectively. They crystallise in 
a structure based on the ideal cubic mineral perovskite, C aTi03. This consists of 
shared TiC>6 octahedra situated at the corners of the cube, with the larger Ca ion 
in the body centre of the unit cell, as shown in fig. 1.1(a). ABO3 compounds are 
distorted versions of this structure, with the TM coordination polyhedra slightly 
tilted, in order to adapt to various mismatches between equilibrium (A — O') 
and (B — O) bond lengths [104,106]. This type of distorted perovskite cell was 
originally observed in gadolinium ferrite, hence the terminology “GdFe03-type 
distortions” is now commonly used in describing these systems. These distortions 
play an important role in orbital physics. Despite the very simple, nearly cubic 
lattice formed by magnetic ions, a variety of spin structures have been observed in 
these compounds, with the basic ones shown in fig. 4.2 [107]. Example materials 
include Y T i0 3 and LaTi03 exhibiting isotropic ferromagnetism and G-type anti-
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Figure 4.2: Perovskites can order ferromagnetically, in an A-type (C'-type) AF 
structure consisting of ferromagnetic planes (chains) with AF order between them 
or with spins staggered in all three directions (G-type AF structure).
ferromagnetism respectively. Furthermore, anisotropic magnetic states of the G- 
and A-type are observed in LaVO.3 and LaMnO.3 respectively. The richness of the 
spin-orbital states realised in these compounds with a similar lattice structure in­
dicates that different mechanisms lifting the orbital degeneracy might be at work, 
depending on the type of orbitals, the spin value and the relative magnitudes of 
U and W  (closeness to the Mott transition) [108].
Jahn-Teller effect
Before proceeding in a more detailed description of these mechanisms, let us intro­
duce the “Jahn-Teller effect” (JT), a key concept for most orbitally ordered TM 
systems. The Jahn-Teller effect is a name applied to several phenomena which 
occur in systems having a degenerate electronic state (orbital degeneracy). In the 
original papers [109,110], a theorem is proved according to which any configura­
tion of atoms or ions (except a linear chain) with a degenerate electron ground 
state is unstable with respect to deformations which lower the symmetry of the 
configuration (the degeneracy here is understood to be other than the Kramers 
spin degeneracy). Hence, this degeneracy of highly symmetric configurations is 
lifted, giving rise to a specific and strong electron-vibrational interaction termed
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Figure 4.3: The Jahn-Teller effect for a t2g system. An octahedral complex can 
distort and lift the cubic-symmetry degeneracy of orbital energy levels by splitting 
them. If the orbitals are not completely filled, the distortion lowers the total 
energy of the ion at the expense of the crystal elastic energy.
as ‘vibron’ , essentially coming from the orbital-lattice coupling [105,108]. This 
interaction can be thought of as existing between the electrons of the degenerate 
level and (a) the deformation of the surroundings or equivalently, (b) the vibra­
tions of the ligands surrounding the given ion. In several cases it causes structural 
phase transitions which lower the symmetry of the crystal as a whole [111]. This is 
generally driven by energy minimisation; it sometimes is energetically favourable 
for octahedra to spontaneously distort as shown in fig. 4.3, altering the orbital 
energy levels. There is an elastic energy cost for that, but it is compensated by 
the resultant electronic energy saving due to the distortion. Fig. 4.3 is a schematic 
diagram of this effect for the case of t2g electronic systems, showing the resulting 
structure and orbital energy levels. Assume that only one orbital is occupied by 
an electron (t\g electronic configuration), and the symmetry of the crystal field
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experienced by this d-electron is high, leading to the orbital degeneracy problem. 
Now, if the octahedron distorts, with the apical oxygens shifting closer to the 
magnetic ion and the in-plane ones moving away, as shown in fig. 4.3, then the 
dxy orbital (|lz =  0)) will be stabilised since it has a lower overlap (or Coulomb 
repulsion) with the wavefunctions of the apical oxygens. Hence, it is energetically 
favourable for the electron to occupy this level. The reverse way of looking at 
it is that in order for the system to minimise its energy, a nondegenerate level 
with the dxy wavefunction moves downward by an energy Ejj (and is occupied 
by the single electron), while two other levels, with dyz and dxz wavefunctions (or 
|lz =  ±1 )) remain degenerate and move upwards by an energy A E =  EjT/2. This 
is naturally accompanied by a distortion of the octahedron around the magneti­
cally active transition element. Note that systems with partially filled t2g levels 
can be mathematically described either by an effective moment leff  =  1 (giving 
|lz =  0, ± 1 ) as descibed above), or alterantively by an orbital spin operator r  
called pseudospin [1 1 1 ], with properties that are exactly analogous to those of 
the usual spin operator. This fictitious spin enables one to write the Hamiltonan 
of the interaction of the electrons with the vibrations, and in this case it takes 
the value of r  =  1 / 2 , with individual r 2’s shown in the orbital energy levels of 
fig. 4.3 [105].
We saw before how degeneracy of orbitals can occur in a high-symmetry octa­
hedral environment, resulting in twofold t2g and threefold eg levels of magnetoac­
tive d-electrons. Various different mechanisms have been proposed, or actually 
measured in some cases, that can further remove these degeneracies. The pre­
viously described “Jahn-Teller effect” is currently at the centre of attention and 
believed to play a very essential role in this for the case of TMO.
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The role of lattice distortions
Let us now discuss the role of general lattice distortions in lifting these degen­
eracies. In perovskites, there are two different origins of lattice distortions that 
should be distinguished. The first one is due to ionic-size mismatch effects, that 
generate cooperative rotations and also some distortions of octahedra in order to 
fulfill the close-packing conditions within a perovskite structure [104], These are 
the ‘extrinsic’ deviations from cubic symmetry, in the sense that they are not trig­
gered by orbitals themselves and are present even in perovskites having no orbital 
degeneracy at all, e.g. in LaA103 or LaFeC>3. The orbitals may split and polarise 
under the extrinsic deformations, but they play essentially the role of spectators. 
In such a case it is misleading to speak of “orbital ordering” in a sense of a co­
operative phenomenon, such as “spin ordering” [108]. The other type of lattice 
distortions comes from a cooperative Jahn-Teller effect [105,112]. In materials 
with a high concentration of Jahn-Teller ions, the distortions and the correspond­
ing filling of the orbitals of different centres are not independent: an interaction 
between them arises and makes these distortions cooperative, leading to phase 
transitions. The cooperative JT effect can be characterised from several points of 
view. First, there is a lowering of the symmetry and a distortion of the lattice, ac­
companied by a simultaneous ordering of orbitals. Furthermore, the JT effect and 
the filling of one of the orbitals are accompanied by a change in the space-charge 
distribution - more precisely, by the appearence of a quadrupole moment at the 
centre. Finally, it may be said that in a crystal the vibrations which are important 
for the JT effect transform from local vibrations into phonons, which propagate 
throughout the crystal and carry the interaction between Jahn-Teller ions. These 
cooperative JT-distortions - generated by the orbital-lattice coupling itself - occur 
at the orbital ordering temperature. This temperature, where the orbitals order 
in periodic structures similar to the (magnetic) ones shown in figure 4.2, can be 
experimentally seen as a structural transition. For this reason people refer to it
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as Tstr or T00 [108].
Usually, these two contributions (ionic-size mismatch and cooperative JT ef­
fect) are superimposed on each other, making it difficult to identify which one is 
dominant. Whatever the origin though, the lattice distortions generate low (non 
cubic) symmetry components in the crystal field potential, which split the initially 
degenerate orbital levels.
Direct quadrupede interactions
Another type of interaction between Jahn-Teller ions (apart from the ‘electronic- 
vibrational’ ) which can also lead to an orbital ordering is the direct quadrupole- 
quadrupole interaction. We have already mentioned that the JT effect is accom­
panied by the appearance of a quadrupole moment, because of the symmetry of 
d electrons. In the case of eg orbitals, it turns out that the quadrupole moment 
can be expressed in terms of the same pseudospins r  as for i2p systems, associated 
with the two wavefunctions dz2 and dx2_y2, in such a way that dz2 corresponds to 
the value r 2 =  1/2, while dx2_y2 corresponds to r 2 =  —1/2. For ¿29 orbitals, the 
situation can be alternatively described by an effective orbital angular momen­
tum leff  =  1. This quadrupole-quadrupole interaction between orbitals is highly 
anisotropic to the extent that its form depends on the radius vector connecting 
the given pair [105].
Superexchange interactions between orbitals
Up to this point we have discussed two types of interactions which are of essentially 
the same nature and are caused by a direct Coulomb interaction (either by a 
direct quadrupole interaction or through anions). In Jahn-Teller systems, however, 
there is also an exchange interaction, which also leads to an ordering of orbitals. 
Furthermore, this interaction may make the governing contribution to the ordering 
energy. In contrast with the direct interactions, which do not depend on the spin
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and which are exclusively expressed in terms of pseudospins (the spins can come 
into play only as a result of spin-orbit coupling), the exchange interaction also 
depends on the spins. This leads simultaneously to an orbital degeneracy and to 
a spin degeneracy [105,113-116].
The primary mechanism for the exchange interaction in TM compounds, where 
the direct overlap of d orbitals of adjacent ions is slight, is the indirect superex­
change. The overlap is essentially not between the atomic d wavefunctions but of 
their superposition with the s and p wavefunctions of the ligands (oxygen ions). 
This mechanism for lifting the orbital degeneracy is based on a natural generali­
sation of ordinary superexchange, which is responsible for the magnetic properties 
of Mott insulators. In the usual description of superexchange, the exchange inter­
action between neighbouring ions originates from the energy gain due to virtual 
hoppings of an electron to the neighbouring lattice site and back. This is deter­
mined by the effective transition integral or hopping integral t which is related to 
the energy bandwidth W  according to:
W  =  2 zt (4.1)
where z is the number of nearest neighbours of a given lattice site. The other very 
important factor is the Coulomb repulsion of electrons at a common lattice site, U. 
The relationship between these parameters for Mott insulators is t <C U. In this 
limit, superexchange is completely described by the Hubbard model. Parts (a) 
and (b) of figure 4.4 illustrate these essential features for the case of a pair of ions 
with single electrons in nondegenerate levels. In part (a), hops of electrons are 
forbidden by the Pauli principle, while in (b) virtual transitions of the electron to 
the neighbouring site are allowed with an energy gain of 212/U for the system. This 
corresponds to a preferred antiferromagnetic spin state. The situation changes 
significantly when we consider an orbital degeneracy: intra-atomic exchange Jh 
needs to be taken into account [114, 116, 117]. According to Hund’s rule, the
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Figure 4.4: Superexchange in the case of (a-b) nondegenerate levels and (c-f) 
twofold-degenerate orbitals. The energy gain due to virtual hoppings of electrons 
between orbitals is shown for various possible configurations of an ion pair. This 
superexchange mechanism leads not only to spin but also to orbital ordering due 
to Hund’s rule intra-atomic exchange coupling Jh (part f).
atomic configuration with the lowest energy corresponds to the maximum value 
of the total spin. In a degenerate level, we can have two electrons either at the 
same orbital (they will then have opposite spins according to the Pauli principle) 
or at different orbitals (but with their spins parallel). This later configuration 
has a lower energy, with an energy gain of JH with respect to the former one. A 
schematic for such a system is shown in parts (c-f) of fig. 4.4. For one electron (or 
hole) per lattice site at a doubly degenerate level, it is favourable for it to hop to the 
neighbouring site in such a way that in the intermediate state, the two electrons 
will have parallel spins and located at different orbitals. Such an intermediate 
state is shown in fig. 4.4 (f) and its energy is lower than configurations (d) and 
(e). This way virtual hoppings are allowed too, in accordance with the Hubbard 
model, and the order is ferromagnetic in terms of the spin but antiferro-orbital 
in terms of the filling of orbitals (i.e. an alternation of orbital states). Note that 
in magnetic dielectrics, the relation between the three parameters discussed is
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usually t Ju < U. It is worth mentioning here that the Hubbard model is 
used to describe the behaviour of materials having narrow band gaps and is based 
on the existence of a strong intra-atomic interaction of electrons. For reference, 
U ~  5 — 10 eV, Jr ~  1 eV and t ~  0.1 — 0.3 eV [113,118].
Pioneers of this field Kugel’ and Khomskii investigated the thermodynamic 
properties theoretically and found that when the temperature is increased, the 
spin ordering vanishes first (as Tso ~  t2J}i/U2), and then the orbital ordering, at 
Too ~  t2/U [113]. This result from the 70’s agrees impressively well with recent 
measurements of RVO3 compounds (see for example ref. [119]).
For eg orbitals, the superexchange mechanism for the ordering makes an ap­
preciable contribution to the cooperative ordering and hence it acts along with 
the direct mechanisms (Jahn-Teller and quadrupole mechanisms). In the exchange 
model, the change in the lattice structure (the structural transition) is a secondary 
effect; here we may speak in terms of a “JT ordering without a JT interaction” . 
Actually all three mechanisms act jointly, and it is quite difficult to determine 
which will be predominant in each specific case [105]. The behaviour is remark­
ably different for some t-2g compounds, where lattice effects and superexchange 
compete, giving rise to orbital disorder instead [108,120] as we shall see in the 
next chapter.
We will point out again that the exchange interaction occuring in Jahn-Teller 
magnetic materials incorporates spin and orbital variables simultaneously. In 
other words, superexchange leads - in addition to spin ordering - also to orbital 
ordering. As a result, there is an unusual interaction between these two subsys­
tems, and there is also the possibility that, say, the magnetic field will affect the 
orbital structure and so on.
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Relativistic spin-orbit interaction
As mentioned before, t2g states may be characterised by an effective angular mo­
mentum l =  1. For them, the conventional relativistic spin-orbit interaction 
A(S ■ l ) is important, as it may sometimes play a crucial role in lifting the orbital 
degeneracy. The degeneracy can be also lifted by a Jahn-Teller mechanism as 
described before, with the two mechanisms being mutually exclusive. In order to 
see that, let us take the case of a single electron in a t2g level; the description 
for a single hole {t\g) is analogous. From the JT point of view, an octahedron is 
compressed along the 2-axis (cs/as <  1), as shown in fig. 4.3, giving a dxy orbital 
(corresponding to \lz — 0)) at a lower energy from the degenerate dxz and dyz ones 
(with \lz =  ±1)), drawn in fig. 4.5 (a). Such a deformation - favourable from the 
JT standpoint - has a ground state without an angular momentum (lz =  0), and 
the spin-orbit interaction is correspondingly ineffective. Assume now a tetragonal 
deformation of the other sign, i.e. an elongation along the 2-axis (cs/as > 1). The 
lowest energy term would be the doublet \lz =  ±1). This energy decrease comes 
again from the JT effect but it is not as favourable since it is only half the amount 
of the one for compressed octahedra (with cs/as < 1). In return, the ground state 
has now a non-zero orbital angular momentum which splits the doublet further by 
the spin-orbit interaction. The mechanism is shown in fig. 4.5 (b). The additional 
energy gain is AS and a spin anisotropy arises since the spin becomes oriented 
along the deformation axis 2 [105,106].
Hence, in the ordered phase, the Jahn-Teller and spin-orbit interaction mech­
anisms stabilise deformations of opposite types, with a result depending on the 
relationship between Ejt and A(S ■ l). Generally speaking, these energies are 
comparable in magnitude in crystals of 3d elements, and transitions are observed 
by both of these mechanisms. A JT transition (if this is the dominant interac­
tion) is a purely structural transition and the magnetic ordering occurs at some 
other (lower) temperature. On the other hand, the transitions determined by
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Figure 4.5: Two types of splitting of the t2g one-electron level, a) ‘Jahn-Teller’ 
lifting of the degeneracy (cs/a s < 1), where the dxy orbital is stabilised, b) Lifting 
of degeneracy due to the spin-orbit interaction (cs/as > 1 ), with the deformation 
stabilising the twofold-degenerate state dxz/dyz. This state is then split by the 
spin-orbit interaction. Note that aB and cs are not lattice constants but interatomic 
distances between the central ion’s site and surrounding anions in the octahedron.
the spin-orbit interaction occur simultaneously with the magnetic ordering. If 
the spins become ordered on the 2-axis, then the ls interaction will automatically 
stabilise the orbitals \lz =  ± 1 ), and the corresponding lattice deformation will 
occur (and vice versa, if the corresponding ordering of orbitals occurs, there will 
be a simultaneous spin ordering). In this case, therefore, the lattice deformation 
occurs at the Néel temperature and has the external manifestations of simply a 
magnetostrictive effect [105,108].
The above described mechanisms of lattice distortions, superexchange and rel­
ativistic spin-orbit interactions are the main ones lifting the orbital degeneracy, 
and hence leading to orbital ordering in TMO. In principle, for the RV0 3 com­
pounds, they can all contribute to different extents, depending on the ion R and 
the system’s temperature. Properties particular to this family of compounds will 
now be discussed.
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The R V 0 3 family
In vanadium oxides RVO3, where R is Y  or a rare earth, V is in the 3+ oxidation 
state with two electrons in the t2g d orbitals (fi2g configuration). They have the 
same spin direction according to Hund’s-rule coupling, giving a total spin 5  =  1. 
These oxides crystallise in a perovskite structure, with GdFe03-type distortions 
increasing from La- towards Y-based compounds [108]. At room temperature 
they can be described by a Pbnm orthorhombic unit cell with lattice constants 
of a ~  b ~  c/V2. However, at lower temperatures, these vanadates undergo a 
cooperative structural transition (of second order typically) to space group P2i/b. 
This very fact indicates the presence of unquenched orbital degeneracy, suggesting 
that underlying GdFe03-type distortions are indeed not sufficient to remove it. 
The structural transition temperature (Tstr or Too) can be close to the magnetic 
one (Tn or Tso), as in the case of LaV03 [119,121], or quite separated from it, as 
in LUVO3, YVO3 and G dV 03 [119,122-125]. It is accepted that the xy orbital is 
static below Too and accomodates one of the two magnetic electrons. The other 
electron occupies the doublet yzfzx. This gives an orbital degree of freedom to 
the system, with an orbital pseudospin operator r — 1/2  associated with the two 
possible states dyz and dzx. Therefore, orbital ordering & quantum fluctuations 
are expected to play an important role in the physics of T V 0 3 [108]. A common 
theme for this category of compounds is to order spins and orbitals in C- and G- 
types, according to the empirical Goodenough-Kanamori rules: a G-type orbital 
ordering (0 0 )  is compatible with a G-type spin ordering (SO) and vice versa 
[119,126]. This can be explained from the nature of the superexchange as discussed 
previously. If orbitals of adjacent ions overlap strongly, the superexchange is 
antiferromagnetic, as in fig. 4.4 (b) or (d) (G-type OO, G-type SO). However, 
there may be a situation with zero overlap of filled orbitals but a large overlap 
of a filled orbital of one ion with a vacant orbital of its neighbour. The intra- 
atomic exchange interaction JuS\ • S2 lifts the degeneracy in this case and spins
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Figure 4.6: Structures of spin and orbital patterns most commonly adopted by 
RV0 3 compounds. Part (a) shows a (7-type 0 0  and (7-type SO (top), together 
with the cooperative JT distortions in the ab plane, showing an “in phase” V- 
O bonds arrangement (bottom). Part (b) shows a G-type 0 0  and G-type SO, 
with V -0  bonds 90° out of phase. Orbitals in green and yellow are yz and zx 
respectively, while the commonly occupied xy ones are not plotted. Vanadium 
sites are in purple, with oxygens at the corners of octahedra not shown for clarity.
are ferromagnetically aligned according to Hund’s rules, as in fig. 4.4 (f) (G-type 
0 0 ,  G-type SO) [105]. These configurations are shown in fig. 4.6, together with 
the V -0  bonds that are arranged (a) in phase for G-type 0 0  and (b) 90° out of 
phase for G-type 0 0  [127]. RVO3 compounds adopt these two different states of 
fig. 4.6 depending on the i?-site ion and temperature, i.e. both configurations can 
be observed in the same compound.
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Usually, the total energy of a magnet in a magnetic field is lowest when the 
magnetic moment is aligned parallel to the magnetic field. However, upon weak- 
field cooling (or warming), some RVO3 compounds (R =  La, Y, Sm, Nd, Gd, 
Er) exhibit a magnetisation opposite to the applied magnetic field at a certain 
temperature TR [124,128-130]. This phenomenon, known as magnetisation re­
versal, is common in ferrites with two or more magnetic sublattices, but it is 
unusual in the case of RV0 3, particularly for R =  Y, La and Lu, due to the 
magnetic equivalence of all the V 3+ ions. The sequential spin and orbital phase 
transitions were first suggested through this canted-spin moment reversal obser­
vation, with a net magnetisation caused by the tilting of the antiferromagnetic 
moments [131]. The response of the orbital moment to the forces generated at 
the phase transition can abruptly reverse the Dzyaloshinsky-Moriya vector so as 
to create a canted spin in the direction opposite to the applied field below TR. 
For the case of YVO3, a single-ion magnetic anisotropy had to be included in 
the model [129,132] since there is no structural change at TR. These two spin 
canting mechanisms (single-ion magnetic anisotropy and Dzyaloshinsky-Moriya 
coupling) produce moments in opposite directions and the competition between 
them can lead to the observed magnetisation reversal. In an attempt to uniformly 
explain this phenomenon for all RVO3 compounds, L.D. Tung took a different 
approach. He argues that inhomogeneities caused by defects in the orbital sector 
can reverse the magnetisation by producing some random field spins in an infinite 
antiferromagnetic network [124].
Specifically for GdVCU, the orbital ordering transition occurs at Too ~  199 K, 
followed by an antiferromagnetic spin ordering of the vanadium moments at Tso ~  
118 K. In the magnetically ordered region, there is another transition at Tm ~  8 K, 
associated with the ordering of the Gd moments. The magnetic state below TM 
is history dependent, showing up in different jumps in the magnetisation along 
the a-axis, but only when warming the sample through Tm . More specifically,
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the zero-field cooling magnetisation can be seriously affected by the presence of 
an inevitably trapped field in the superconducting solenoids of the SQUID mag­
netometer, suggesting the presence of different domain arrangements [125]. This 
magnetic memory effect is a unique feature of GdV03 among other orthovana­
dates, making it an interesting system to study its transitions as a function of 
applied field. The overall aim is to link the lattice, orbital and spin degrees 
of freedom for this rich-phase-diagram system. Here we consider the zero-field 
phases.
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4.2 Experimental procedure
G dV 03 single crystals with well-defined faces were grown by L.D. Tung at the 
University of Warwick, by means of the floating zone technique, using a high 
temperature xenon arc furnace. G dV 03 powder is prepared first, and then pressed 
and annealed at 1500° C under a flow of Ar, in order to get single crystals.
The neutron scattering experiment was performed on the hot four-circle diffrac­
tometer D9 at the ILL, with an Eulerian cradle sample holder and a small two- 
dimensional position-sensitive detector. This instrument is ideally suited for mea­
suring the crystal structure and the magnetic ground state of this absorbing sys­
tem, with er^ =  49700 barns. A Cu(220) monochromator was used, giving a 
nominal wavelength value of A =  0.51 A  for our setup. The G dV 03 single crystal 
(m =  145.4 mg) was carefully glued by Garry McIntyre to a V /A l pin with Kwik- 
Fill, a material traditionally used to polyfill cars. For the room-temperature data 
collection (295 K), the pin with the sample was placed straight into the beam on 
a goniometer head (see figure below). Further complete data sets were collected 
at 2, 50 and 150 K with the crystal, still on the pin, transfered to a 2K displex 
cryostat, which was mounted on the phi circle of the Eulerian cradle.
Figure 4.7: GdV03 single crystal (a) mounted on a goniometer head and (b) 
placed on the Eulerian cradle of D9.
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The x-ray scattering experiment was performed at the BM28 beam line 
(XMaS) at the ESRF, Grenoble. This instrument is optimised for single-crystal 
diffraction measurements and has an incident energy range of 2.3 keV to 15 keV. 
For our purposes, we “tuned” to the vanadium K-edge, which is the electron bind­
ing energy of a Is electron. Its nominal value for the natural form of the element 
is E =  5.465 KeV. A GdVC>3 single crystal with a mosaic spread of ~  0.07° was 
glued with (thermally) conducting silverpaint on a Cu base. This was in contact 
with a closed-cycle cryostat (10 K < T < 300 K), with the top of the system cov­
ered by a semi-spherical beryllium cap, in order to produce an insulating vacuum 
but also to allow for x-rays to reach the sample. The whole configuration was 
mounted directly on the phi circle of the Huber diffractometer of the instrument, 
allowing for orientations in any direction (see figure below). The linear polarisa­
tion analysis was performed with a PG crystal analyser. For the energy needed 
(.E =  5.465 KeV), the (004) plane of PG was used, giving a diffraction condition 
with $Bragg close to 45° for the PA arm. The geometry used, allowed the selection 
of a — a and a — 7r photon polarisations, by simply rotating the PA arm by 90°. 
The crystal, cut and polished along the (Oil) face (in Pbnm), was mounted so 
that it could be rotated around the scattering vector Q  by changing the azimuthal 
angle phi of the Huber diffractometer.
Figure 4.8: For the resonant x-ray experiment on GdVO,3, (a) the crystal was glued 
with silverpaint on a Cu cylinder and then (b) placed in a closed-cycle cryostat 
with a Be cap, on the Huber diffractometer at XMaS.
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4.3 Results
4 .3 .1  N e u tro n  d iffraction  m e a su re m en ts
The perovskite structure class has attracted considerable attention, beginning 
with the discovery of the magnetic properties in the rare-earth orthoferrite series 
in the 50’s. Because of the great variety of possible elements, a huge number of 
these compounds are know, most of which are TMO and fluorides. They have a 
distorted perovskite structure, with the majority of them adopting the orthorhom­
bic arrangement first found in GdFeOs. The revival of interest in these compounds 
due to the discovery of high Tc superconductivity in Ba-doped La2Cu04 , as well 
as orbital and magnetic ordering phenomena, brought about systematic reexami­
nations of these structures [121,123].
Neutron diffraction offers some advantages over x-ray methods with regard to 
the determination of the oxygen parameters in the GdVC>3 structure. Further­
more, the greatly improved reflection-resolving power of single-crystal neutron 
diffraction makes it the preferred technique. Measurements were taken at 4 differ­
ent temperatures (295, 150, 50 and 2 K), in order to examine all phases of GdV0 3 . 
The crystal structure refinements were carried out by Garry McIntyre, using the 
least-squares refinement Cambridge Crystallography Subroutine Library (CCSL) 
package [133]. To reduce the strong absorption of the natural Gd we used the short 
neutron wavelength A =  0.5138(2) A, refined by using reflections of a high-quality 
Ge crystal. In general bad is complex, given by b0:Gd +  b'Gd +  ibGd, where 6 0 ,Gd is the 
potential scattering term and b'Gd, bGd are the wavelength-dependent anomalous 
terms. However, it turns out that for centrosymmetric structures and around this 
wavelength, the term involving bGd can be ignored [134,135]. The refinement of 
the Gd scattering length gave bGd =  b0tGd +  bGd =  1.142(9) x 10~12 cm-1 which 
is consistent with other determinations near this wavelength [134,136]. The ef­
fect of absorption on integrated intensities was corrected by using the attenuation
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295 K  
Pbnm
15 0  K  
P 2i/b
50 K  
P 2 i/b
2 K  
Pbnm
2 K  
P 2 i/b
a [A] 5.3484(6) 5.3380(7) 5 .34 17 (5 ) 5 .3 3 7 1(7 ) 5 .3 3 7 1(7 )
MA] 5.6252(7) 5 .6412(8) 5.6465(7) 5 .6501(8) 5 .6501(8)
c [A] 7.6428(8) 7 .6 110 ( 10 ) 7.5963(9) 7.5967(10 ) 7 .5967(10 )
a  [deg] 90 90 90 90 90
G d
X 0.98320(14) 0.98244(10) 0 .98207(10) 0 .9 8 18 1 ( 1 1 ) 0 .9 8 18 4 ( 11)
y 0 .06354(13) 0.06465(12) 0 .06508(13) 0 .06558(10) 0 .0 6 5 3 7 (11)Z 0.25 0 .25042(17) 0 .25034(19) 0.25 0.25053(27)
B i  l / Bis 0 .316(26) 0.1506(84) 0.0716(93) 0.0562(88) 0.0606(88)
B 2 2 0.273(23)
B 3 3 0.305(22)
B\2 -0.040(18)
V I
(x ,y ,z) (0 ,1/2 ,0 ) (0, 1/2 ,0) (0 ,1/2 ,0 ) (0, 1/2 ,0) (0, 1/2 ,0)
Bis 0.30 0 .15 0 .15 0.30 0 .15
V 2
{x, y, z) ( 0 ,0 , 1/ 2 ) ( 0 ,0 , 1 /2 ) ( 0 ,0 , 1 /2 )
B is 0 .15 0 .15 0 .15
0 1
X 0 .10 0 3 1(2 9 ) 0.10076(20) 0 .100 6 4 (21) 0 .10067(22) 0.10080(22)
y 0.4 6791(27) 0.46795(24) 0.4 6831(27) 0.46849(20) 0.46834(24)Z 0.25 0 .2 5 119 (3 5 ) 0 .25037(4 1) 0.25 0 .25057(6 1)
Bn/Bi, 0.494(47) 0 .310(29) 0 .2 17 (30 ) 0 .2 15 ( 15 ) 0 .228 (15)
B 2 2 0.552(50) 0 .4 13(4 3) 0.340(50)
B 3 3 0 .319 (38 ) 0 .15 7 (3 5 ) 0 .19 1( 4 1)
B 2 3 0.021(80) -0 .012(98)
B\3 -0.092(55) -0.008(65)
B 1 2 -0.046(37) -0 .0 12(29) -0 .027(32)
0 2
X 0.69585(18) 0 .700 10(37) 0.70093(35) 0 .6 9 533(15 ) 0 .70001(53)
y 0 .30034(17) 0.30596(40) 0.30632(45) 0 .30070(14) 0 .30 59 1(4 3)Z 0 .0 5 118 ( 14 ) 0 .05134(26) 0.05299(32) 0 .0 5 2 8 5 (11) 0 .0 5 10 4 (4 1)
Bn/Bis 0.420(33) 0 .310(45) 0.162(46) 0 .2 4 3 ( 11) 0 .2 12 (30 )
B 2 2 0.365(33) 0.290(58) 0.254(69)
B 3 3 0 .57 1(30 ) 0.300(58) 0 .32 1(6 8)
B 2 3 -0.065(27) -0 .189(57) -0.262(68)
B\3 0.061(25) -0 .002(41) 0 .021(46)
B\2 -0.069(24) -0.075(42) -0.078(48)
0 3
X 0.30957(37) 0 .3 10 4 1(3 6 ) 0.30929(53)
y 0.70426(41) 0.70572(46) 0.70410(44)Z 0.55223(27) 0.55063(30) 0.55332(42)
B n /  Bja 0.264(45) 0.220(44) 0 .2 19 (3 1)
B 2 2 0.328(60) 0 .261(69)
B 3 3 0.250(56) 0.274(69)
B 2 3 -0.088(57) -0.146(69)
B 1 3 -0.090(42) 0.028(48)
B 1 2 -0.069(41) -0.095(47)
Popul. o f 0 .7481 0 .7275 0.6480
Dom ains. 0 .2 5 19 0.2725 0.3520
% 5 .38 1 5 .2 15 5.558 4 .9 21 5 .0 19
O bservât. 6 10 842 1 1 1 6 676 676
B asic  Var. 24 34 34 12 19
Table 4.1: Structural refinement results for G dV 03. The room temperature and 
150, 50 K data were refined in the Pbnm and P2\/b spacegroups respectively. 
At 2 K, no significant difference in the fit quality is observed between the two 
spacegroup refinements.
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coefficient y  =  0.74 mm-1 .
Refinements of the diffraction patterns at room temperature (295 K) were per­
formed in the orthorhombic space group Pbnm (standard setting Pnma). At 150 
and 50 K, best agreement is obtained by using the P2\/b monoclinic spacegroup, 
with the angle a fixed at 90°. As we will see in the next section, this spacegroup 
choice is crucial in giving the correct theoretical energy lineshape calculations for 
measured RXS spectra. At 2 K, it is not conclusive whether one should use the 
Pbnm or P2\/b settings, since both refinements yield very similar residuals. Un­
der these circumstances, a crystallographer is inclined to use the simplest cell, 
i.e. the one with the higher symmetry. All of these results are summarised in 
table 4.1. Note that due to the small scattering power of the vanadium atoms, 
an isotropic thermal parameter Bls was fixed, and it was not allowed to vary 
during the refinements. The anisotropic thermal parameters Bij (in A2) have 
the form e~h2Bl1 /4°2- - 2WBi3/4ac...) wpp _g13 anc[ £?23 for the Gd and 01 atoms in 
Pbnm equal to zero for symmetry reasons [123]. The weighted R factor is defined 
as RW(F) =  ( £ [ 1 M F 0)](F0 -  Fc)2/ £ [ l / a 2(F0)]F2)1/2, where F0 and Fc are 
the observed and calculated structure factors. For the Pbnm spacegroup (stan­
dard notation Pnma, No. 62), the general equivalent Wyckoff position is 8d, 
given by: ±(a:, y, z), ± (1 /2  +  x, 1/2 — y, —z ), ± (1 /2  — x, 1/2 +  y, 1/2 — z) and 
± ( —x, —y, 1/2 +  z). In P2\/b {P2i/b 1 1, standard notation P2\/c, No. 14), the 
general position is on 4e: ±(x ,y , z )  and ± (1 /2  +  x, 1/2 — y, —z).
The 295 K results are in excellent agreement with the x-ray scattering determi­
nations of Pickardt et al. [137], who investigated this system’s structure at room 
temperature. For the P2x/b refinements, we allowed for twinning, i.e. rotations 
around the b- or c-axes (for this spacegroup). A variable domain proportion gave 
significant improvement, however the similarity to a domain proportion 3/4 : 1/4 
is striking and puzzling. Unless some external force favours the population of one 
domain we should have an approximate 1:1 ratio of domain populations after the
CHAPTER 4. ORBITAL ORDERING IN GdV03 112
Figure 4.9: Crystal structure of GdV03 at room temperature. The three differ­
ent views show the V octahedra (in blue) surrounded by 6 corner-shared O ions 
(in red). The ionic radii of V and Gd (in yellow) differ, giving rise to the so- 
called GdFeOa-type distortions. An orthorhombic spacegroup (Pbnm) is needed 
to describe this structure.
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transition from orthorhombic to monoclinic.
Three projections of the G dV 03 crystal structure at room temperature are 
shown in fig. 4.9, where one can observe the GdFe03-type distortions (cf. with 
the ideal cubic perovskite structure, fig. 1.1(a)). The vanadium cations are octa- 
hedrally coordinated by six oxygen anions building a three-dimensional network 
of corner-sharing VOe-octahedra. The vanadium octahedra are tilted, as a result 
of the “ionic size effect” , i.e. the influence of the relative ionic sizes. At room 
temperature, this is the principal cause of the deviations from the ideal perovskite 
structure.
Finally, some temperature dependencies of selected reflection intensities are 
presented in fig. 4.10. The (3 0 0) structurally forbidden reflection (part a), 
indicates a Neel temperature, or Tso, at ~  118 K. The intensity of this forbidden 
peak gradually increases below Tso, and is associated with ordering of the V3+ 
ions. Furthermore, its wave vector corresponds to a C-type magnetic structure. 
This fact was used in the modelling of the RXS experimental data, as we shall 
see. The (3 0 0) magnetic reflection approaches zero below Tm ~  8 K, while the 
structurally forbidden (0 13), shown in part (b), appears to rise very rapidly and 
strongly below 8 K. At this temperature, the Gd ion moments become ordered. 
Our measurements showed that the magnetic scattering at 2 K is concentrated 
in satellite reflections, and the magnetic structure is in fact incommensurate. 
Unfortunately, due to this unexpected behaviour, it turns out that more data 
collection is needed for full magnetic refinements. Fig. 4.10(c) shows the (0 2 0) 
reflection, as an example of a structural peak which remains unaffected for the 
whole temperature range. The structural change from Pbnm to P2\/b spacegroup 
at ~  199 K appears to have an effect on the (1 4  6) structural peak, shown in 
fig. 4.10(d). All these neutron results are in accordance with bulk thermodynamic 
measurements [119,125].
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Figure 4.10: Temperature dependencies of selected reflections of GdVC>3. The 
magnetic ordering of V (~  118 K) and Gd (~  8 K) ions give rise to the structurally 
forbidden (3 0 0) and (0 1 3) peaks. The (3 0 0) wave vector corresponds to C- 
type SO. The (0 2 0) reflection shows no sign of alteration in this temperature 
range, while the (14  6) structural peak indicates the Pbnm to P2\/b spacegroup 
transformation at approximately 199 K.
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4 .3 .2  R eson an t x -r a y  m e a su re m en ts
In section 4.1 we saw that G dV 03 is an S =  1 Mott system with orbital degrees 
of freedom arising from the electrons’ energy levels. By tuning the incident x- 
ray energy to the V if-edge we were able to deduce information about this “orbital 
ordering” in a different way to the neutron experiment at D9.
Figure 4.11(a) shows the absorption spectrum (XANES) of G dV 03. The rising 
of the XANES near 5.482 keV is due to the V3+ K  main edge (in agreement 
with [35]), which corresponds to the threshold energy of the ls-4p intra-atomic 
dipole transition. The pre-edge (ls-3d threshold energy) appears as a small peak 
at 5.474 keV, while the oscillations above the edge relate to the specific structure 
of the sample. The red line is a first-principles XANES calculation from the 
FDMNES  package [11], in very good agreement with the data. See Appendix A 
for details of the FDMNES  calculations.
In addition, scattering intensity with flipping of the polarisation plane of the 
incident radiation (er — 7r channel) was observed around the structurally forbid­
den (Oil) reflection of the crystal. Figure 4.11(b) shows the energy dependence 
of the intensity of this reflection corresponding to the propagation vector for G- 
type orbital ordering for this structure (fig. 4.6b). This scan features a resonance 
around the V3+ K  main edge (E =  5.482 keV) and a small pre-edge feature seen 
as almost a ‘shoulder’ of the main peak (E =  5.474 keV, as in the fluorescence). 
Furthermore, a peak above the edge, at an energy E =  5.494 keV is observed, 
related to the particular structure of the compound. All of these experimentally 
measured characteristics are in perfect agreement with YVO3 measurements [35]. 
The FDMNES  calculation, shown as the red curve on the plot, is in good qual­
itative agreement with the experimental results, see Appendix A. Note that this 
is an ab initio calculation, and additionally it has no free parameters.
Let us now describe the origin of the resonant signal for the (Oil) reflection. 
The general mechanism for RXS is the virtual absorption of an incoming photon by
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Figure 4.11: (a) Absorption spectrum (fluorescence) of GdV03 at 25 K, indicating 
the edge position (~  5.482 keV). (b) Energy dependence of the (Oil) structurally 
forbidden reflection at 50 K in the a — n polarisation channel. Red curves are 
first-principles calculations from the FDMNES  package [11]. Convergence was 
reached for a spherical cluster with a radius of 7 A (see Appendix A). No param­
eters are allowed to freely vary in these ab initio calculations.
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a core electron to promote an empty intermediate excited state. This subsequently 
decays to the same core hole emitting a second photon with the same energy as 
the incoming one (see section 2.1.3 for more details). The excited electron is 
sensitive to any anisotropy of the environment, and this is the key characteristic 
that is used to extract useful information from this process. For GdVOs, the 
excitation of the V photoelectron from the Is state to empty 4p states (split in 
their y and x, z components by an energy A  due to some interaction with the 
surroundings [6,10]) gives rise to the resonant scattered intensity observed here. 
This intensity is proportional to A 2 at the forbidden reflections and is sensitive 
to the difference between the atomic anomalous scattering factors (ASF) of the 
two orbitally ordered sublattices (with reference to fig. 4.6). By analogy with 
calculations for V20 3 [8], the origin of the splitting A  is due to some coherent 
Jahn-Teller distortion of the oxygen octahedra surrounding the V atoms that 
accompanies the orbital ordering.
The temperature dependence of the order parameter of the orbital ordering, 
as measured by the intensity of the (Oil) reflection at the the V3+ K  main edge 
(E  =  5.482 keV) normalised to the (022) structural reflection, is shown in fig. 4.12. 
Note that the secondary peak above the edge (E =  5.494 keV) follows exactly the 
same T  dependence (not shown), i.e. the ratio between the main and secondary 
peaks is constant as a function of temperature. The red curve of the figure is a 
power-law fit to the data, yielding Too ~  (200 ±  7) K, in agreement with heat 
capacity measurements [125]. There is a small remnant background above this 
temperature of unknown origin, but constant in magnitude. However, the main 
(secondary) peak shifts by +2 eV (-2 eV) sharply above Too and stays at this 
energy for temperatures up to 290 K. This might be suggesting that this back­
ground is of different origin to the RXS signal measured below Too- Furthermore, 
the orbital ordering transition is accompanied by an increase in the intensity of 
the fundamental (022) reflection by a factor of ~  1.7 above Too- This reflects
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Figure 4.12: Temperature dependence of the normalised intensity of the orbital 
ordering reflection (Oil) of G dV 03 at the vanadium K  main edge. The red curve is 
a power-law fit to the data, yielding Too ~  200 K. Measurements were performed 
in the <7 — 7r channel.
the structural phase transition from P1\fb to Pbnm space groups, as observed in 
the neutron experiment. Besides the enhancement, resonant scattering from or­
bital ordering - being anisotropic (tensorial) scattering arising from the structure 
- is expected to exhibit another characteristic feature, related to the azimuthal 
angle 0 of the crystal. Conventional x-ray scattering intensity, not being related 
to anisotropic electronic structures, does not depend on this angle. Since the 
synchrotron radiation is linearly polarised, the azimuthal angle 0, denoting the 
rotation of the sample around the scattering vector, determines the direction of 
the electric vector of the incident beam, E\, in the crystallographic co-ordinates.
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Figure 4.13: Azimuthal-angle dependence of the orbital ordering reflection (Oil) 
of GdVOs, normalised by the fundamental reflection (022). Main edge is at E =  
5.482 keV, with the red curve being the FDM N ES  calculation. The inset shows 
the secondary (E =  5.494 keV) and pre-edge (E =  5.474 keV) peaks, which follow 
the same ^-dependence as the main edge.
The dependence of the resonant scattering with respect to these symmetry con­
siderations is shown in fig. 4.13. This plot is again for the (011) reflection at a — 7r, 
measured at the V3+ K  main edge (E =  5.482 keV) and at 20 K. The integrated 
intensity has been normalised with the intensity of the fundamental structural 
(022) reflection in order to correct for small variations due to the sample shape 
and location as it is rotated around 0. The azimuthal angle 0 =  0° corresponds 
to the configuration in which the a-axis [(100) reflection] points towards the in­
cident beam. The resonant scattering characteristic oscillation of the (011) peak
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for GdVOs approaches zero near 4> — 0°. It is important to note that the pre-edge 
feature at E — 5.474 keV as well as the secondary peak at E — 5.494 keV follow 
exactly the same azimuthal dependence, shown in the inset of fig. 4.13. This is 
a strong indication that all these resonant peaks, including the pre-edge, are of 
the same type of transitions. The solid red curve on the main data of fig. 4.13 
is a theoretical calculation by FDM NES, in excellent agreement with the ex­
periment. The lineshape in fig. 4.13 arises from dipolar transitions. Quadrupolar 
transitions would give a different azimuthal dependence. In fact, we have calcu­
lated the quadrupolar contribution using FDM NES, and it is found to give a 
negligible contribution at all energies.
Finally, we performed high Q-resolution measurements in order to investigate 
the extent (domain size) of the ordered orbitals in comparison to the structure. 
Radial scans of the (Oil) and (022) reflections give the same width in Q. Cor­
relation lengths £ were obtained from the full-widths at half-maximum (FWHM) 
using the formula £ =  27t/FWHM. The orbital order correlation length is found 
to be £orbital ~  600 À at 50 K. In other cases, such as Pri_xCaxMn0 3 , the orbital 
correlation length is shorter than the structural and charge ordering [7].
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4.4 Discussion: R XS technique and data inter­
pretation
Resonant x-ray scattering mechanisms in orbitally ordered systems
One of the main issues for RXS as a probe to detect the orbital ordering, is the 
mechanism of scattering from the orbitally ordered state, i.e. the mechanism for 
the anisotropic tensor elements of the atomic anomalous scattering factor f '  +  if". 
For vanadates, the incident x-ray is usually tuned around the V K-edge causing 
dipole transitions (virtual excitations) from the initial Is to the intermediate 4p 
orbitals which contribute to, and under certain circumstances dominate, the scat­
tering cross section. An enhanced sensitivity to the charge anisotropic distribution 
around the resonant ion gives access to orbital (and charge) degrees of freedom. 
However, the transition itself does not have direct access to the 3d states which are 
responsible for the orbital ordering. A mechanism is therefore needed that brings 
an anisotropy to the anomalous scattering factor in the orbitally ordered phase, 
and this is where the debate starts. A possible scenario for RXS in orbitally 
ordered 3d TMO is the Coulomb mechanism [138,139]. A direct Coulomb 
interaction between the ordered 3d and the conduction band 4p states of the tran­
sition ion would split the degenerate p orbital levels, bringing an anisotropy to 
the ASF. The second mechanism, which seems to be more and more popular, is 
the coherent Jahn-Teller distortion of the oxygen octahedra surrounding the 
transition ions that accompanies the orbital ordering [10,140,141]. In any case, 
it is believed that the 4p states are split by an energy A  (also known as orbital 
parameter), due to orbital ordering. As a result, virtual excitations give resonant 
scattered intensity proportional to A 2 at forbidden reflections, which is sensitive 
to the difference between the ASF of the two orbitally ordered sublattices [6,10]. 
Linear dichroism is an essential element in the scattering process, and in fact 
the beam polarisation needs to be coupled with the different polarisations of the
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orbitals in order to get RXS signal. Note that in absorption spectra (XANES), 
one measures the sum of the scattering from different atomic sites (and not the 
difference as in RXS), so linear dichroism is supressed.
Another way of looking at the problem is that one cannot easily separate the 
orbital ordering from the lattice distortions, as it seems that these effects occur 
concomitantly. In other words, there is no need to emphasise the distinction be­
tween direct and indirect observations of the orbital ordering, in terms of whether 
one looks at the orbitals themselves or the JT distortions. Whatever the mecha­
nism of the p splitting might be, it is generally agreed that these RXS experiments 
do measure the correct orbital parameter. However, theoretical ab initio calcu­
lations can be used to give information on the relative sizes of the two effects, 
namely the Jahn-Teller distortions and the direct Coulomb interactions. It has 
been shown that for manganites, the resonant diffracted intensities due to the two 
mechanisms differ by a factor of ~  2 orders of magnitude, in favour of the JT 
distortions [10].
Goodenough-Kanamori classical picture
Neutron diffraction data yielded a C-type magnetic structure for the V lattice 
of G dV 03, with a Neel temperature of ~  118 K (fig. 4.10(a)). Furthermore, the 
(Oil) RXS orbital reflection, whose order parameter is shown in fig. 4.12, arises 
from a G-type orbitally ordered structure, stable below ~  200 K. Hence, the 
standard “Goodenough-Kanamori” empirical rules are found to hold below the 
Neel temperature of this oxide (and above Tm ~  8 K). According to this classical 
picture, the orbitals and spins are static, as shown in fig. 4.6(b).
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Relative importance of energy lineshapes and azimuthal dependencies 
- FDMNES  calculations
The experimental signs of orbital ordering are strong reflections from forbidden 
Bragg peaks (magnetic RXS will generally be much weaker), azimuthal depen­
dence and polarisation dependence (distinctively in the a — n channel). Gener­
ally, the orientational alignment of the orbitals yields a different periodicity in 
the crystal, which is twice the fundamental structural periodicity for the case of 
alternating orbitals along an axis. RXS is sensitive to that, and is able to distin­
guish between the two inequivalent sites. Furthermore, because of the tensorial 
character of the ASF, the scattered x-ray has both a- and 7r-polarised compo­
nents, which are separated by the analyser crystal. Thomson scattering has no 
azimuthal dependence and also does not rotate the incident beam’s polarisation.
Conditions limiting possible reflections (extinction rules) listed in the Interna­
tional Tables for Crystallography apply only to point scalar scatterers placed at the 
atomic positions or to atoms with spherically symmetric electron-density distri­
butions. However, distortions of the electronic states by neighbouring atoms can 
lead to nonzero structure amplitudes of the ‘forbidden’ reflections [142]. A known 
example is the 222-type reflection in the diamond structure, which is excited by 
chemical bonding distortions or by anharmonic thermal motion. Non-spherical 
parts of the atomic electron density can be considered as small ‘pseudo-atoms’ 
in general positions, hence violating standard extinction rules. Other such exam­
ples of Bragg-forbidden reflections are supplied by pure magnetic scattering or 
orbital ordering. All of these effects will exhibit an azimuthal dependence and 
so one should not draw particular emphasis on the «/»-dependence as a unique 
characteristic of an orbital ordering peak. Hence, an azimuthal dependence 
reflects purely the space group symmetry of a crystal and could arise due 
to various reasons. Now, in resonant conditions, it becomes possible to detect 
Bragg-forbidden reflections, that are extinct off-resonance because of the pres­
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ence, in the space group, of non-symmorphic symmetry elements (glide plane, 
screw axis). The reason for this extinction violation is that near an edge (where 
electrons cannot be considered as free), a scalar description of the x-ray interac­
tion with matter is not adequate, instead one deals with anisotropies described 
by a tensorial ASF. Consequently, the ASF tensor changes the orientation of its 
principal axes under the glide-plane and screw-axis symmetry operations of the 
space group so that the ASF tensors of different (though symmetry-related) atoms 
in the unit cell cannot compensate each other. Hence, such reflections depend on 
the difference between the atomic scattering amplitudes on the ions linked by 
these non-symmorphic symmetry elements. As the Thomson factors f °  cancel 
out in this way, such Bragg-forbidden reflections are sensitive just to the changes 
of the ASF, that depend on the anisotropies in the electronic and magnetic dis­
tributions. Orbital and charge ordering phenomena occur due to these kind of 
reflections [8,142]. This is the exact point where one can appreciate the results of 
powerful ab initio calculations such as ones from the FDM N ES  package [11,143]. 
This is because experimentalists, backed-up with theory, can distinguish between 
different signals and decide which contributions are most important by perform­
ing test calculations. Energy lineshapes turn out to be possibly the most crucial 
elements in the investigation of GdVOs, and related compounds. The reason for 
that is that by running the FDM N ES  code with different settings, we always 
observed the same basic energy pattern: a dipole resonant peak at the edge and 
a pre-edge feature, whose intensity is at least 1-2 orders of magnitude smaller. 
Our calculations for YVO3 and those performed for V2O3 [8], showed exactly the 
same qualitative result. Furthermore, for the case of YVO3, our calculations agree 
with the Noguchi et al. experimental data [35]. It is worth mentioning that this 
group measured exactly the same energy dependence (qualitatively) for YVO3 as 
we did for GdV0 3 , so it is not surprising that the same answer was found after 
modelling both datasets. The secondary peak above the edge (see fig. 4.11(b)) is
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seen in both Y V 0 3 and G dV 03 and is believed to arise from the particular details 
of the band structure. Hence, it is expected that for other materials more peaks 
might appear after the edge (or perhaps none). The pre-edge feature is generally 
believed to arise from quadrupole-quadrupole or even mixed dipole-quadrupole 
effects [142], This would, in our case, imply that one probes the d states, through 
quadrupolar Is ^  3d transitions. The beauty of FDM N ES  is that it allows 
the user to choose between dipolar, quadrupolar or mixed spectra calculations. It 
turns out that for G dV 03, even the pre-edge peak is of dipolar origin (with negli­
gible quadrupolar contributions). This can happen in a crystal that does not have 
a centre of symmetry (or loses it under for example a structural phase transition). 
In this case, one can measure the p states because they overlap with the d ones 
(3d — 4p hybridisation). In other words, some p states are in the same energy as 
the d states would normally be. To summarise, a very important result obtained 
from theoretical analysis of G dV 03 RXS, is that all of the signal in the energy 
scans is of dipolar origin. This agrees with the fact that the ^-dependences of the 
main, secondary and pre-edge peaks are the same (fig. 4.13). Indeed, the tensor 
elements of the quadrupolar term will be different to those of the dipolar, hence 
the azimuthal dependencies will have different periodicities. In addition, energy 
scans are more powerful in distinguishing orbital ordering, as azimuthal 
dependencies can often be misleading, especially if not theoretically simulated. 
Another interesting result is that the pre-edge is only a very small fraction of the 
main edge peak, in accordance with our simulations. This is in agreement with 
an extensive amount of work done on manganites [6,144-149], where the observed 
lineshapes are very similar to those of G dV 03. However, experimental findings 
on V 20 3 [5,150] disagree with the above picture. In these references, it is claimed 
that a pre-edge feature is seen as a sharp intense peak, and is attributed to a 
quadrupolar transition, hence direct evidence of orbital ordering. Furthermore, 
the dipole component at the edge position, which should be orders of magnitude
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stronger, is not observed at all. The origin of this V 2O3 signal was theoretically 
investigated with ab initio calculations which demonstrated that it could not be 
due to any kind of orbital ordering or charge anisotropy, but is magnetic [8].
To conclude, we emphasise that theoretical calculations are always important 
in interpreting data. The remarkable fit of the RXS signal of fig. 4.11(b) from ab 
initio calculations with no degrees of freedom, is such a case. These results agree 
with YVO3 measurements [35], both experimentally and theoretically.
Chapter 5
Spin dynamics and orbital 
fluctuations in LUVO3
5.1 Quantum effects in orbit ally degenerate sys­
tems
In a classical approach to orbital physics, one usually assumes that long-range 
coherence of the orbital polarisation sets in below the cooperative orbital/Jahn- 
Teller transition temperature, and that the spin-exchange interactions on every 
bond are fixed by the Goodenough-Kanamori rules [105,118,126] (basic concepts 
given in section 4.1). Implicit to this picture is that the orbital splittings are 
large enough so that we can consider orbital populations as classical numbers. 
Such a classical treatment of static (fully ordered) orbitals is certainly justified 
when orbital order is driven by strong cooperative lattice distortions that lead 
to a large splitting of the - initially degenerate - orbital levels. In this limit, the 
orbital excitations are more or less localised high-energy quadrupole moment (or 
crystal-field) transitions, and therefore they effectively just renormalise the spin 
degrees of freedom. Other than that, they do not have much effect on the physical
127
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properties of the system at low energy scales [1 ].
Quantum effects, however, might start to dominate the ground state properties 
and elementary excitations, when classical order is frustrated by some interaction 
that opposes the tendency of the orbitals to order. This orbital frustration is 
a very general property of t2g and eg cubic perovskite compounds. Specifically 
for t2g systems, the electron-lattice interactions or oxygen octahedra distortions 
are weaker compared to eg systems which have elongated orbitals along the V -0  
bonds. Suppressed t2g Jahn-Teller distortions can often give rise to different and 
more interesting physics to the vanadates and titanates compared to manganites 
and cuprates, with eg occupied orbitals. Another crucial point to make is that 
orbital frustration and related quantum effects are more pronounced because of 
the large, threefold degeneracy of t2g levels, which enhances quantum effects. In 
addition to the frustration that is present in eg systems, there also exists the possi­
bility to form quantum singlets among t2g orbitals. Therefore, quantum tunneling 
between different local orbital configurations may occur. For the high spin cubic 
vanadium oxides (S =  1) the spin-orbital frustration is thought to be resolved 
in the orbital sector with the help of low-dimensional orbital fluctuations [1 ]. G. 
Khaliullin, P. Horsch, A.M. Oles et al. have developed an impressively sophisti­
cated and complex theory for cubic TMO, where both spin and orbital degrees of 
freedom are incorporated [1,120,151,152]. It accounts very well for the exotic mea­
sured properties of YVO3, and also, as we shall see, for our experimental results 
on LUVO3. An attempt is made here to describe this theory, giving particular 
emphasis to high spin t2g orbitally degenerate systems (cubic vanadates).
The origin of the orbital frustration is quite different from that in a conven­
tional geometrically frustrated spin system without orbital degeneracy. In the 
latter case, spin interactions are of the same form for all bonds and it is a special 
lattice geometry that brings about spin frustration. A typical example of such a 
highly degenerate classical system is one with a triangular lattice spin configura­
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tion. The distinct feature of the orbitally degenerate models is that frustration 
occurs for conventional, e.g. simple cubic, lattices. The reason is that the very 
form of the orbital interaction depends on the bond direction in the crystal. In that 
respect, this is similar to the square lattice vanadates studied in chapter 3, where 
cross-bond magnetic exchange is found to be stronger than the nearest-neighbour 
one. For these systems, there seems to be a preference for the superexchange to 
be stronger when orbitals lie approximately in a line and not at 90° to each other. 
However, it is still a two-dimensional case of frustration. For distorted perovskites, 
the driving mechanism is the spatial anisotropy of the orbital wavefunctions. In­
teractions on different bonds require the population of different orbital states and 
hence compete. A bond directionality of the interactions is a special feature of 
orbital models which leads to a large degeneracy of the low energy states and 
pronounced quantum effects. In this way, the orbital degeneracy provides a new 
root for frustrated quantum models in three dimensions [1 ].
The model for high spin (two electrons forming S =  1) ¿2g orbital systems 
- applied here on LuVC>3 - includes formation of quasi-one-dimensional orbital 
chains along the c-axis of the structure, as well as dimérisation of the spin-orbital 
chains due to an orbital Peierls effect. These give rise to a dimerised G-type spin 
order with fluctuating orbitals at an intermediate temperature regime, 84 K < 
T < 107 K for LUVO3. At lower temperatures, T < 84 K, an interplay between 
these spin-orbit superexchange effects and the GdFe03-type distortions (lattice 
effects) gives rise to a G-type spin order, with orbitals ferro-aligned along the c-axis 
[1,108]. The important point to take away is that the underlying orbital 
fluctuations have important consequences on spin interactions which 
control spinwave dispersions. These can be experimentally measured, 
unlike orbital excitations (so far), and provide tests to theories.
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5 .1 .1  F orm ation  o f  o n e -d im en sio n a l o rb ita l chains
The superexchange interactions between the 5  =  1 spins of V3+ ions arise from 
the virtual charge excitations dfd2 d'fd\ on a given bond (i j ), with the hopping 
t allowed only between two out of three ¿2.9 orbitals, termed as active and shown 
in fig. 1.4 [3,120,152]. By neglecting Hund’s splitting for the excited states, i.e. 
for the limiting case of
V =  j j -  -> 0 (5.1)
the system Hamiltonian becomes [1,108,120]:
—
— (5.2)
where J =  At2/U represents an overall superexchange energy scale, with t and U 
being the hopping integral and on-site Coulomb repulsion in the Hubbard model 
respectively. A constant nonmagnetic energy term of —2 J per V 3+ ion is neglected. 
The spin-exchange interaction depends on the orbital occupation, as specified by 
the index 7 which gives the orientation of the bond (ij) relative to the cubic axes 
a, b and c. Since each ¿29 orbital is orthogonal to one cubic axis, yz , zx and xy 
orbitals can be alternatively labelled as a, b and c respectively. The operators 
Tj =  {"rf, rf, r f }  are defined in the orbital pseudospin subspace spanned by two 
orbital flavours which are active along a given direction 7 . For instance, in the 
c direction the interactions follow from the electron hopping between the pairs 
of a and b orbitals (the active ones). The electron (or orbiton) densities at V3+ 
ions satisfy the local constraint riia +  + nic =  2, where rii denotes the number
operator for constrained particles ai, bi, Ci (orbitons). The main feature of this 
model - as suggested by its Hamiltonian (5.2) - is the strong interplay between 
spin and orbital degrees of freedom. For example, the classical Neel state in (5.2) 
where (Si • Sj) =  —1 is infinitely degenerate in the orbital sector, thus strongly
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frustrating the orbital order. A mechanism must lift this extra degeneracy. This 
is in contrast to the classical Goodenough-Kanamori picture, where the orbital 
and spin sectors are separated. There, the mutual coupling of the two sectors is 
treated as a static interplay between spin and orbital order parameters.
Let us now focus on possible quantum effects, by firstly considering a single 
bond along the c-axis. A crucial observation is that the lowest energy of —«//2 is 
obtained when the spins are ferromagnetic, and the orbitals a and b form a singlet, 
with (t , • Tj)(c) =  — |. Thus, one finds a novel mechanism by which to obtain 
ferromagnetic interactions that works due to local fluctuations (orbital singlets) of 
a and b orbitals. In order to form ab orbital singlets along the c-axis, the condition 
n f } =  nf* =  1 must be fulfilled, otherwise no pseudospin can be formed. This 
implies that the second electron on both sites has to go to an inactive (xy ) orbital. 
Thus, we arrive at the following picture for the superexchange bond along c:
• spins are aligned ferromagnetically
• one electron at each site occupies either an a or b orbital forming orbital 
pseudospins that bind into an orbital singlet
• the c (or xy) orbital has a stabilisation energy of about —J j2 - the en­
ergy that is required to break an ab orbital singlet - and accomodates the 
remaining second electron
Generally, an orbital that is inactive in a particular direction induces an AF cou­
pling in the other two directions, due to the conventional Pauli principle mecha­
nism operating even in the absence of orbital degeneracy. Thus, spin interactions 
are strongly FM (supported by orbital singlets) along c, while the other bonds are 
AF. Now, all directions are equivalent in cubic perovskites, resulting in a frustra­
tion. This can be resolved, and the cubic degeneracy is lifted by gaining quantum 
energy mainly from the orbital sector. A particular classical spin configuration 
maximises the energy gain from orbital fluctuations and is preferred.
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Indeed, orbital singlets with nia +  =  1 may form on bonds parallel to the
c-axis, with the second electron occupying the third t2g orbital (nic — 1 ) thereby 
controlling the spin interactions in the a 6-planes. In this way one arrives at spin 
order of the C-type, with FM chains along the c-axis that stagger within airplanes. 
This mixes both the FM (driven by the orbital singlets) and AF (induced by the 
electron residing on the static inactive orbital) interactions [1,108].
Given this spontaneous cubic symmetry breaking with fluctuating a, b orbitals 
and a stable c orbital at a lower energy (giving rise to a (7-type spin structure), 
the superexchange Hamiltonian can be simplified. The quantum dynamics of the 
system are dominated by the r  =  \ orbital pseudospins rather than the larger, 
more classical 5 = 1  spins. In the orbital sector we get [1,108]:
TCb = o^rb ('Ti ‘ Ti) +  Jorb (Ti TD ■ (5‘3)
(b)l|c (ij)||(a,6)
For realistic values of the parameter 77 =  Ju/U for vanadates, ./¿b/ . /orb < 0.1. 
Hence, one-dimensional orbital pseudospin chains are only weakly coupled to each 
other (quasi-one-dimensional orbital chains). Orbital excitations of the model 
propagate mostly along the c-chain direction.
Spin interactions, and hence spinwave dispersions, depend upon the orbital 
fluctuations. In the spin sector we obtain interactions Jc(SiSj) and Jab(SiSj) on 
c- and (a, b)- bonds respectively. The results involve orbital pseudospin correla­
tions, given in [1,152], where one observes that the ferromagnetic coupling along 
the c-axis is strongly enhanced by orbital fluctuations.
Comparing all coupling constants in both spin and orbital sectors, one finds 
that the dominant one is the Heisenberg-like Jorb term of eq. (5.3). Cubic frustra­
tion is resolved by the formation of orbital chains with Heisenberg dynamics for 
which a large quantum energy is gained. (7-type spin ordering and one-dimensional 
pseudospin formation are intimately connected and support each other.
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5 .1 .2  E n tro p y  d riven  sp in  - o rb ita l d im é risa tio n
It was shown above that (7-type spin order results in quasi-one-dimensional orbital 
chains which accumulate a large quantum energy, thereby stabilising the state. In 
addition, orbitals show weak three-dimensional staggered ordering driven by small 
interchain couplings in the orbital Hamiltonian (5.3). It is well known that the 
Heisenberg chain may show another kind of ordering - Peierls order - where the 
chain dimerises, breaking the translational symmetry*. For spin systems showing 
a spin-Peierls transition, the driving force of the intrinsic lattice instability is 
the magnetoelastic coupling between the one-dimensional electronic structure and 
the three-dimensional lattice vibrations. A distortion of the lattice influences the 
magnetic energy, and dimérisation gives rise to two unequal alternating exchange 
couplings. The chain possesses an energy gap between the singlet ground state 
and the lowest lying band of triplet excited states [1,72].
However, it turns out that the spin-orbital coupling may induce dimérisation of 
the spin-orbital system even without electron-phonon coupling. This is known as 
an orbital Peierls effect, and is contrasted to the normal (electronic) or spin-Peierls 
distortions that usually require an extra degree of freedom (e.g. phonons) to 
couple with electrons or spins respectively and trigger the dimérisation instability 
[1]. For the one-dimensional model of section 5.1.1, orbital singlets were the 
minimum energy solutions (ground state). The first excited state is given by a 
spin singlet/orbital triplet and is separated by a gap of J/4. Therefore, a strong 
orbital dimérisation in the ground state is expected, leading to alternating FM- 
AF spin-exchange couplings. In this orbital valence bond (OVB) state, the orbital 
singlets and uncorrelated bonds along c alternate. The driving force of this effect
* Normally, the dimérisation of a one-dimensional chain of atoms can occur spontaneously 
because the electronic energy saved by opening up a gap in the energy spectrum near the Fermi 
surface can outweigh the elastic energy cost of the dimérisation. This is the Peierls instability 
of electrons in a band, accompanied by a metal-insulator transition. The corresponding real 
space distortion is known as Peierls distortion. A one-dimensional electron gas is unstable with 
respect to this electronic Peierls instability [72].
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is gain in orbital quantum energy. Note that in this model, Hund’s coupling 
J h  (or 7 7 )  is zero, and perfect dimérisation is expected. On the other hand, for 
sufficiently large values of 77 (greater than ~  0.15), a FM spin order along the c- 
axis will be stabilised, and the C-type spin state with weak orbital ordering will be 
restored (uniform or pure ferrochain). This also results in an isotropic Heisenberg 
antiferro-coupling of the orbitals. Clearly, there will be a competition between a 
pure ferrochain (i.e. C-type spin structure at large 7 7 )  and the spin/orbital dimer 
phase (at smaller 7 7 ) .  Theoretical calculations give rjc, the critical coupling for the 
zero temperature phase transition, somewhere in the range 0.10 — 0.11. This is just 
slightly below realistic values for vanadium oxides, with estimated 77 ~  0.12 — 0.13 
for cubic vanadates. Since Hund’s coupling parameter in these systems is close to 
the critical value, there is strong competition between uniform (C) and dimerised 
(OVB solid consisting of decoupled orbital dimers with total spin 2) states. The 
two phases are very close in energy, and this may affect thermodynamic properties 
for entropy reasons. The gain of spin entropy due to the dimérisation lowers the 
free energy F — (H) —TS and may stabilise a dimer state with alternating weak 
and strong ferro-bonds along the c-axis. Dimérisation of the spin-orbital chains 
occurs due to the orbital Peierls effect, in which thermal spin fluctuations along 
c play the role of lattice degrees of freedom, while the critical behaviour of the 
Heisenberg-like orbital chains is a driving force. The effect is dynamical in this 
one-dimensional case. However, a weak but finite coupling between the spin- 
orbital dimers on different c-chains is present in real crystals. Dimers on different 
chains will therefore correlate and may form a coherent dimer crystal. Doubling 
of the magnetic unit cell along the c-axis is then expected [1,108,120,151,153].
We may conclude that the spin-orbital model with high spin values shows an 
intrinsic tendency towards the formation of weakly coupled orbital chains followed 
by dimérisation of these low dimensional spin-orbital structures. The dimérisa­
tion is driven by a critical behaviour of the orbital sector, according to the orbital
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Peierls effect, in which thermal spin fluctuations trigger the dimerisation insta­
bility in the spin-orbital system. This theory was firstly used in explaining the 
exotic properties of Y V 0 3, and is applied here on LuV03 spin excitations.
5.2 Experimental procedure
A LuV 0 3 single crystal of mass rri ~  4 g was grown by L.D. Tung at the University 
of Warwick, by means of the floating zone technique, as briefly descibed in section 
4.2. Figure 5.1 shows the LuV03 crystal used, with some indexed directions (in 
the Pbnm space group) from Laue diffraction.
The inelastic neutron scattering experiment was performed at the thermal neu­
tron three-axis spectrometer IN8 at the ILL, with a S i(ll l)  monochromator and 
a PG(002) analyser. This instrument has a high neutron flux and is optimised for 
inelastic single crystal measurements over a wide range of energy and momentum 
tranfers. The sample was covered with A1 foil and tied with A1 wires in an holder 
made from an A1 grid that could be bent to the desired shape. GE varnish - effec­
tive down to very low temperatures - was used to glue the crystal on the sides of 
the mount for further stability. The triple-axis instrument was used in a constant 
kf mode, with final wavevectors kf =  2.662 A 1 and 4.1 A \ The instrumental 
energy resolution at the elastic position is ~  1 meV and ~  3 meV respectively. 
Note that as energy transfer increases the resolution becomes worse, reaching 
about 10-15% of A E. The spectrometer was used in the W configuration, as this 
focuses the resolution ellipsoid giving good resolution in desired directions. A sin­
gle 3He detector was used for the data collection and a closed-circuit refrigerator 
(displex), with 10 K < T < 300 K was used to measure the spin excitations at 
50 K and 95 K. PA is not possible on this instrument, so measurements were also 
performed at 160 K (paramagnetic phase) in order to distinguish the magnetic 
signal. Magnons disappear above TN, while phonons increase with T.
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Figure 5.1: The LuV03 single crystal used for the IN8 spin-excitation measure­
ments.
5.3 Results: spinwave dispersions in G- and Ce­
phases
The room temperature crystal structure of LUVO3 is described by the orthorhom­
bic space group Pbnm with lattice parameters a =  5.2172(1) A, 6 =  5.5433(1) A 
and c =  7.5113(2) A [122]. However, the vanadium atoms in this distorted per- 
ovskite compound are situated in an almost cubic lattice, the pseudocubic subcell, 
with lattice parameters a/\/2 ~  b/\J2 ~  c/2. For simplicity, in aligning the crys­
tal at the experiment and in analysing the data we used this latter simple ‘cubic’ 
cell. As mentioned in section 5.1, LuV03 exhibits two different magnetic phases, a 
low temperature G-type spin phase and an intermediate temperature G-type spin 
ordered phase (see fig. 4.2). These transitions have been seen in SQUID mag- 
netometry as well as in neutron diffraction measurements [154] with temperature 
ranges T < 84 K for the G-type spin ordering and 84 K < T < 107 K for the 
dimerised G-type spin phase. Furthermore, heat capacity measurements suggest 
an orbitally ordered phase below Too ~  180 K [154],
Our single crystal inelastic measurements were taken at 50 K and 95 K, in 
order to extract the exchange couplings from magnetic excitations in both phases.
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G -AF phase magnons
Excitations in the low temperature magnetic phase of the LUVO3 single crys­
tal were measured at 50 K, where the sample is known to adopt a G-type spin 
ordering, shown in fig. 4.2. Figure 5.2 shows a representative energy scan at 
Q =  (0.5 0.5 1.4). This phase turned out to give strong intensity magnons, so 
it was not essential to subtract any higher temperature measurements (above the 
magnetic phases) in order to get the correct energy positions in the absence of 
polarisation analysis. Energy scans were taken at various positions in Q, along 
the high symmetry (0.5 0.5 L) and (H H H ) directions. The spinwave dispersion 
extracted from the energy positions of these data sets is shown in fig. 5.3. The 
magnons in this low temperature phase follow a simple anisotropic Heisenberg 
model, derived in [152] using linear spinwave theory.
Figure 5.2: A typical inelastic neutron scattering profile in the low temperature 
phase of LUVO3, at Q =  (0.5 0.5 1.4). Note that L =  1 is equivalent to L =  0 
and so on.
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Figure 5.3: Magnon dispersion in the G-type spin phase of LuV03, at 50 K 
and along (0.5 0.5 L) & (H H H). The fit yields antiferromagnetic exchange 
couplings Jab 6.32 meV and Jc ~  4.02 meV in the a 6-plane and along the c-axis 
respectively. A zone-centre gap due to a single-ion anisotropy is not modelled 
here.
For the G-AF phase one finds the following dispersion law [152]:
ug{Q) =  2{[2 Jab +  Jc]2 -  [2 Jabl(Q) +  Jc cos (2ttL)}2} 1'2 (5.4)
where
7 (Q) =  ^[cos (27tH) +  cos (2nK)\ (5.5)
£
and H, K, L are the Miller indices of the pseudocubic cell. The red model on 
fig. 5.3 is a fit for Jab =  6.32 meV and Jc =  4.02 meV, both exchange couplings 
being antiferromagnetic (as required by a G-AF structure). The zone-centre gap 
is attributed to a single-ion anisotropy [151] and is not taken into account here.
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C -A F  phase magnons
The intermediate dimerised C-type magnetic phase of LuV03 (84 K < T < 107 K) 
is of unusual nature, and can be explained according to the theory of G. Khal- 
iullin, P. Horsch, A.M. Oies et al. as described in sec. 5.1. Indeed, we were
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Figure 5.4: Typical dataset used for extracting the dispersion relation in the C- 
AF phase of LUVO3. In part (a), the magnon contribution at 95 K is found to be 
weak, and a background (part (b), 160 K) has to be subtracted. Their difference, 
of magnetic origin, is shown in part (c) with the two peaks corresponding to 
acoustic and optical magnon branches.
CHAPTER 5. SPIN-ORBITAL CORRELATIONS IN LuV03 140
able to model the spinwave dispersion again in the context of this model, as has 
been done previously for YVO3 [151]. Excitations were measured at 95 K, with 
typical scans shown in fig. 5.4(a). No polarisation analysis was available, so it 
was necessary to measure any other signal that contributes to the weak magnetic 
scattering at that temperature. In order to do so, measurements were taken at 
160 K, a temperature well into the paramagnetic phase but below Too ~  180 K, 
to avoid possible structural transitions there. A representative scan is shown in 
fig. 5.4(b), where one can see that indeed the signal is comparable in magnitude 
with that at 95 K and had to be subtracted, resulting in fig. 5.4(c). Acoustic 
and optical magnon branches can be seen, something not compatible with a pure 
C-AF phase, suggesting a dimerisation of the quasi-one-dimensional orbital chains. 
Energy scans were taken along the (0.5 0.5 L) and (H H  1) reciprocal cubic lattice 
directions (L =  1 corresponds to L — 0 etc.), giving the spin excitations of figure 
5.5. The spectrum is split into optical and acoustic magnons with a small gap of 
~  1.5 meV between the branches. This splitting can be described by assuming 
two different ferromagnetic exchange bonds that alternate along the c-direction. 
The dispersion law in the dimerised C-AF phase, neglecting the single-ion and 
symmetric superexchange anisotropies, has been calculated in [152] according to 
linear spinwave theory:
Uc±(Q) =  2 {[2J<>I, +  | Jc\±  Jc(cos2 (2ir L) +  sin2 (27r i ) ) 1/2]2 -  [2J„i,7 (Q )]2} 1/2
(5.6)
with 7 (Q) given by eq. (5.5), and the ±  sign generating the two magnon branches. 
The spinwave dispersion is split by the anisotropy 5S, giving rise to alternate 
FM exchange coupling constants J}.'2 in the c-direction with respect to the av­
erage value Jc, according to J\ '2 =  Jc(l ±  Ss). The fit of this dimerised C-AF 
model for LuV03 (shown as the red curves in fig. 5.5) yields Jab ~  2.5 meV 
(AF), Jc 1.7 meV (FM) and the dimensionless spin anisotropy 6S ~  0.15.
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Figure 5.5: Spinwave dispersion of the intermediate dimerised (7-AF phase of 
LuV 0 3. The solid red curve corresponds to a fit with Jab ~  2.5 meV (AF), 
Jc ~  —1.7 meV (FM) and 5S ~  0.15, according to eq. (5.6). Alternating stronger 
and weaker FM bonds across the c-axis are essential here. For comparison, the 
uniform FM C-AF model (solid blue curve) is also shown.
The spinwave dispersion for a pure C-AF type with uniform FM interactions Jc 
is given by [152]:
4 0) (Q) =  2{[2Jab+  \Jc\(l +  cos(2ttL))]2 -  [2Jabl{Q)}2} 1,\ (5.7)
This result corresponds to an idealised structure where the observed alternation 
of stronger and weaker FM interactions along the c-axis is ignored. A fit for 
Jab =  1.6 meV (AF) and Jc =  —2.1 meV (FM) is shown as the blue curve 
of fig. 5.5 for comparison. Clearly, this does not correspond to the measured 
dispersion but only agrees with a fraction of the datapoints. The intermediate 
phase of LuV03 seems to be more complicated than a pure (7-AF phase, violating 
the standard Goodenough-Kanamori rules.
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5.4 Discussion: picturing physical processes in 
LuV 0 3
The Mott-Hubbard model for t2g electrons in cubic vanadates with large intraor­
bital Coulomb exchange interaction U ~  5 eV and a smaller effective hopping ele­
ment t ~  0.2 eV (i.e. U t) gives, to a first approximation, localised d electrons 
in a t^ g configuration of a Mott insulator. However, in a second-order perturbative 
appoach, charge fluctuations dfd'j ^  dfdj are present, although supressed. The 
kinetic energy term Mt of the spin-orbital Hamiltonian M J arises from these hop­
pings, through the oxygen’s 2p orbital path across V-O-V bonds. Two electrons 
at every V  site are in the high-spin 3T2 triplet (S =  1) state, stabilised by Hund’s 
exchange JH ~  0.64. Since t <C Jh, Mt can only contribute in virtual excitation 
processes which are responsible for the superexchange interactions [120].
Everything so far has been described within the superexchange context, ne­
glecting effective orbital interactions induced by the oxygen distortions. These 
are particularly important, since in t2g systems, lattice effects can compete with 
the super exchange, giving exotic transitions between C- and G-AF phases. In­
deed, theoretical analysis within the charge-transfer model has shown that the two 
phases are energetically close [155], and one may thus expect that small changes 
of the thermodynamic potential could induce a first-order phase transition. V06 
octahedra distortions are of two types: the GdFe03-type distortions that favour 
repeated orbitals along the c-axis and the alternating orbital order in the a6-planes 
favoured by a weak Jahn-Teller effect. Therefore, in addition to the superexchange 
Jff, given by eq. (5.2) for JH =  0, two effective orbital interaction terms {Vc, Va} 
need to be included [152]:
< b  =  - U  £  W r ‘ ) +  V. £  (rfrf),
(ij)\\c <*J> II (“ .*»)
(5.8)
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where r f =  \{nia — nib) and both {Vc, Va}  parameters are positive. These terms, 
when sufficiently large, induce the G-type orbital order, in the G-AF spin phase 
below TN2 ~  84 K for LuV03. The classical energy of the G-AF phase is lowered 
by the energy -\ (y c +  2Va) gained per site when the G-type orbital order sets in. 
In fact, the G-type 0 0  enforces here the G-AF phase, showing a close interrelation 
of spin and orbital intersite correlations (Goodenough-Kanamori rules) [152]. We 
point out again that the first GdFe03-type term of eq. (5.8) describes a ferro- 
orbital coupling (Vc > 0) which competes with the orbital-Heisenberg Jorb-term in 
the Hamiltonian (5.3). Furthermore, one expects that the GdFe03-like distortions 
are responsible for stronger orbital interactions along the c-axis, and the parameter 
Vc plays a more important role than Va (quantifying the weak t2g JT effect) in 
stabilising the G-type 0 0 .  In that respect, LuV03 is an important case, since the 
Lu ion has the smallest radius of the whole KV0 3 series and hence the associated 
GdFe03-type distortions are maximised for this compound. LuV03, like Y V 0 3, 
is believed to have r¡ and Vca^ parameters very close to a tricritical point in the 
(77, V) phase diagram [108,152], hence there is a fine balance that can be easily 
tipped changing completely both the magnetic and orbital orders. For sufficiently 
large V, the G-AF phase is stable, while at larger values of 77 (and suppressed 
V ’s) the G-AF phase takes over. The OVB phase, with alternating strong FM 
bonds stabilised by orbital singlets and weak AF bonds, is stable for small values 
of { 7 7 ,  V }, but has not been experimentally observed yet.
Figure 5.6 summarises the various phases of LuV03 in terms of t2g energy 
levels. At room temperature the V3+ environment is cubic, giving a triplet of 
degenerate orbital levels. As the temperature is decreased, at around Too or 
Tsti 180 K, the crystal field induced by the structural transition lifts the de­
generacy and breaks the cubic symmetry in the orbital space. The inactive xy 
orbitals are favoured below Tstr, while the remaining active yz and zx orbitals are 
nearly degenerate, leading to ~  1, nia +  nib ~  1. In other words, the c orbitals
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Figure 5.6: Energy splittings between orbitals in LUVO3 for different phases 
across temperature. An orbital splitting A occurs below Tstr, stabilising xy orbitals 
in the C-AF phase but also allowing for weak orbital fluctuations, an important 
element of the theory. Such fluctuations are quenched in the more classical G'-AF 
phase, where GdFe03-type distortions become important [152],
are “condensed” while the other two represent the remaining £23 orbital degree 
of freedom at every site. In this exotic phase, orbital ordering is not rigid, and 
the static Goodenough-Kanamori picture does not provide us with a good enough 
description. Instead, orbital fluctuations are needed to describe experimentally 
measured spinwave dispersions. One-dimensional orbital chains are formed here, 
minimising the system’s energy, although they are intrinsically unstable towards 
orbital Peierls dimérisation. As a consequence, spin correlations alternate be­
tween stronger and weaker FM bonds in a dimerised C-AF phase, stable in the 
intermediate temperature range Tn2 < T < TN1. Large orbital entropy due to 
fluctuations in the C-AF phase can be released at TN2 and trigger another phase 
transition. The GdFe03-type distortions, which are very significant for LuV03, 
can further split the yz, zx doublet and favour a more classical G'-AF structure. 
Spins are aligned AF across all axes, in a stabilised C-type 0 0  pattern, according 
to the standard Goodenough-Kanamori rules.
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Let us now discuss some unusual properties of LUVO3, giving particular em­
phasis to the G-AF phase. Calculations for magnetic exchange constants in this 
phase [152] yield values that are larger by a factor of 2 compared to experimental 
ones. This puzzling feature can be explained in terms of the structural transition 
Tstr as follows: the splitting A induced between the xy orbitals and the yz/zx 
doublet is not anticipated to be large enough to impose strict freezing of charge 
in the xy orbitals. Hence, some xy orbital fluctuations should still be present 
in the temperature regime 7 n2 < T < Tstr. These fluctuations lead to local FM 
(AF) contributions in the afr-planes (along the c-axis), resulting in an effective 
reduction of the magnetic exchange constants [152],
According to the Goodenough-Kanamori rules (see RVO3 section in 4.1), AF 
exchange is comparatively stronger than FM, which is weaker by a factor of Jr/U 
[105], i.e. an order of magnitude in the present case. However, from the spinwave 
results of LUVO3, we deduced Jab ~  2.5 meV (AF) and average Jc ~  —1.7 meV 
(FM), violating the standard Goodenough-Kanamori rules. Furthermore, a gap 
in the spinwave dispersion of the C'-AF phase is not a classically expected result, 
arising from the orbital chain dimerisation. The observed gap between optical 
and acoustic branches in LuV03 is smaller, ~  1.5 meV, compared to the value 
of ~  5 meV for YVO3 [151]. In addition, the spinwave excitation spectrum of 
LuV 0 3 in the G-AF phase (fig. 5.3) shows an asymmetry, with Jab > Jc (6.32 and 
4.02 meV respectively), while the experimentally obtained values of YVO3 are 
isotropic, with Jab ~  Jc ~  5.7 meV. This may help to tie down parameters in 
the theory [108,120, 152]. The total energy scale of these systems in the low 
temperature phase is J ~  40 meV for both compounds [120,151,156].
The ordering process of the intermediate phase in the orbital sector - the sta­
bilisation of the xy orbital which absorbs one electron, and lifting the remaining 
degeneracy of xz/yz-dovAAet via quantum fluctuations - occurs as we saw coop­
eratively with the evolution of the G-type magnetic order. This picture would
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break down if the JT coupling dominates, and nothing but a conventional 3D- 
classical ordering of xz/yz-doublets at some Tstr, independent of spin correla­
tions, would take place in that case. The JT picture has also been applied to the 
problem [157,158], although it contradicts optical conductivity spectra measure­
ments [159] which show strong polarisation dependences. Large JT binding ener­
gies would give large orbital splittings which would in turn suppress the quantum 
nature of the orbitals. As a result, uniform spectral weights would be expected, 
not depending along the a,b,c crystal directions. The optical experiments [159] 
clearly indicate that the JT coupling is very weak and thus not sufficient to lock-in 
the orbitals [108].
To summarise, quantum fluctuations of orbital degrees of freedom in TMO 
are important and have to be taken into account in the explanation of various 
properties of these systems. Here, we were able to measure LuVC>3 spin excitations 
in both magnetic phases of the compound and model the C-AF structure in terms 
of a spin-orbital dimérisation and underlying spin fluctuations that control the 
magnetic exchange constants.
Chapter 6
Conclusions and future outlook
This thesis focusses on essentially two different classes of materials, studied micro­
scopically with neutron and x-ray scattering techniques. All systems are specified 
by (pseudo)spin-1 operators, and hence quantum effects are expected to be highly 
active. Indeed, most of the properties measured are described in terms of frustra­
tion, as a result of enhanced quantum fluctuations.
The experimental success of the neutron investigations is primarily attributed 
to recent upgrades on D7, IN20, IN8 and D9, where data can be collected much 
faster and in a well-controlled sample environment. Specifically for D7, the recent 
increase by a factor of ~  70 in the instrument’s efficiency was crucial in measuring 
short-range spin correlations of weak (S — |) and dilute (1:14 atoms is magnetic) 
frustrated ferromagnets. For the resonant x-ray experiment, XMaS turned out 
to be an optimised and reliable instrument for studies of orbital ordering. A 
combination of high synchrotron-x-ray intensities, polarisation analysis, and a 
very stable & well-controlled environment were the key elements.
Theoretical input was of equal importance, especially in getting the best pos­
sible information from Y. Joly’s spectroscopic FDMNES calculations [11]. Re­
cently developed theories in spin-orbital models [1,108,120,152], as well as the 
Ji — J2 compounds [74] were used and verified in the analysis procedure.
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6.1 Frustrated square lattices
The vanadium oxides Pb2V 0(P04)2, SrZnV 0(P04)2 and Li2V0 Si04 are quasi- 
two-dimensional magnets, well described by the spin— Heisenberg model on the 
square lattice with first (J4) and second (J2) neighbour interactions (eq. 3.1). 
Properties of these model magnetic systems were studied using neutron scatter­
ing techniques on powdered samples. In particular, the fact that these are low 
energy systems made it possible to integrate over energy transfer and measure the 
scattering function S(Q).
The ground states of all compounds (measured at 1.5 K) were found to be 
collinear antiferromagnetic. The ordered moments were approximately 0.55, 0.5 
and 0.42 /iB for the Li2V 0S i04, Pb2V 0 (P 0 4)2 and SrZnV 0(P04)2 compounds 
respectively. These low moments, characteristic of quantum disordered spin sys­
tems, are in line with the diffuse background coexisting ‘below’ the sharp mag­
netic Bragg reflections. Indeed, the substantial diffuse scattering intensity at low 
temperatures shows that there is considerable disorder. More specifically, the 
Pb2V 0 (P 0 4)2 and especially the SrZnV 0(P04)2 phosphates have higher diffuse 
scattering component levels, and consequently higher degrees of frustration, com­
pared to the Li2V 0S i04 (which has the highest /rord.).
Magnetic coupling interactions are ususally determined from single crystal 
excitation measurements from the ordered phase. In the absence of single crystals, 
we obtained information on the magnetic exchange interactions from the spin 
correlations in the paramagnetic phase of powders. In order to do so, we measured 
quasielastic diffuse scattering of polarised neutrons, integrated over the particular 
energy transfers of our systems, at temperatures much higher than Tn but well 
below room temperature. For Pb2V 0 (P 0 4)2 (A , J2) ~  (—2,6.5) K, whereas for 
SrZnV 0(P04)2 (Ji, J2) ~  (—4, 5.5) K. Thus the NNN AF exchange is comparable 
to, and even stronger than, the NN FM exchange. One can see that in such a 
case, the ground state will indeed be the CAF - as measured - and not the more
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Figure 6.1: Phase diagram for the general J\ — J2 model of square lattices [74], 
locating Pb2V 0 (P 0 4)2 and SrZnV0(P04)2. The latter is closer to the yellow 
theoretically predicted spin-liquid regime.
usual NAF characteristic of systems dominated by AF NN exchange.
We are investigating a new region of the phase diagram for the square-lattice 
AF, with FM NN interactions and AF NNN interactions. The measured com­
pounds Pb2V 0(P04)2 and SrZnV0(P04)2 are shown within the J\ — J2 phase 
diagram of fig. 6.1, where one can see that they approach a quantum disordered 
spin-liquid region.
An obvious extension of this work would be to study large single crystals of
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Pb2V 0 (P 0 4)2 and SrZnV 0(P04)2, using inelastic neutron scattering. The mea­
sured spinwave dispersions would give further information on the exhange, and 
the proximity of the quantum disordered region may lead to novel excitations. 
Some theoretical predictions with regards to this have already been made [74]. It 
would, of course, be possible to get more from the spin correlations in the para­
magnetic phase with single-crystal samples. Short-range spin correlation in the 
paramagnetic region have been calculated for both single crystal and polycrys­
talline materials using HTSE and are contrasted in fig. 6.2. In part (a) we assume 
only nearest-neighbour interactions (Ji =  —2 K), while in part (b) we have in­
cluded next-nearest neighbour interactions (Ji =  —2 K and J2 =  6.5 K, values 
taken from Pb2V 0 (P 0 4)2). It is clear from powder averaged calculations (shown 
on the right) that we have some sensitivity in extracting Ji and J2. However, 
information in Q is lost, as shown in the single crystal calculations on the left of 
the figure. These more detailed experiments would yield more accurate results for 
the properties of these novel quantum magnets and would provide theorists with 
further input in exploring this new area.
The single-crystal experiments would apply for Li2V0 Si04 , the most theo­
retically studied case due to the order-by-disorder phenomenon. At the limit of 
Ji —* 0, there are two decoupled Neel sublattices, which may be rotated contin­
uously. The CAF order is believed to be selected because the energy gain due 
to quantum fluctuations is maximised when the two sublattices are parallel. Ex­
periments, requiring non-absorbing Li isotopes, can give insights to theorists on 
establishing the exact nature of the mechanism.
The coexistence of quantum fluctuation and frustration may produce a novel 
ground state in the frustrated region (a =  J2/J1 — ±0.5), which is expected to 
be related to the mechanism of high-temperature superconductivity [71]. Conse­
quently, different ways of tuning systems closer to this quantum disordered phase 
are sought. The interlayer region between the two-dimensional magnetic square
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a) =  -2 K  (FM) and J 2=  0
QAN'l
b) Jj =  -2 K  (FM) and J 2= 6.5 K  (AF)
Qh [A ]
Figure 6.2: Short-range spin correlations of frustrated 2D ferromagnets on the 
square lattice, calculated at T =  20 K. Part (a) is for J\ — — 2 K (FM) and part 
(b) for J\ =  — 2 K (FM) and J2 =  6.5 K (AF). The left side is for a single crystal, 
while the right is for a powder where information in Q collapses in one dimension.
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lattices affects the structure, and seems to offer a way of tuning these systems to 
different areas of the J1 — J2 phase diagram, as seen in fig. 6.1. Pb, Sr and Zn can be 
substituted for Ba or Cd, giving for instance B aZnV 0(P04)2 or B aC dV 0(P04)2. 
It might also be possible to tune the exchange to be closer to the quantum disor­
dered region by other chemical substitutions. Doping with appropriate elements 
(such as sulphur) can alter structural and electronic properties, and could be 
helpful in testing theory. Another parameter that one could try is pressure, which 
would have an effect on the structure and, in turn, the magnetic properties. Once 
the zero-field phase is established, one would like to do experiments in an applied 
magnetic field [160]. This would be especially suited to these low energy systems.
6.2 Transition metal oxides with spin and or­
bital degrees of freedom
The GdV03 and LUVO3 single crystals studied here are Mott insulators described 
by the Hubbard model. Different aspects of their physics were investigated, how­
ever this does not exclude the possibility that properties measured on one can be 
found on the other (especially since they both have a C-type magnetic phase).
Combined neutron diffraction and resonant x-ray scattering techniques for 
G dV 03 yielded C-type magnetic and G-type orbitally ordered structures, in accor­
dance with the standard Goodenough-Kanamori rules [126]. Particularly for the 
RXS experiment, we were able to model the XANES spectrum, energy lineshapes 
and azimuthal dependencies with ab initio simulations from the FDMNES  pack­
age [11]. These theoretical calculations gave us the option to control parameters, 
and allowed us to conclude that the transitions involved are almost exclusively of 
dipolar nature (including the pre-edge feature). Hence, Is ^  4p resonant transi­
tions give rise to large Bragg peaks at forbidden reflections, associated with orbital 
order. The resonant intensity is proportional to the orbital order parameter A
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squared, hence one measures the appropriate correlation function on resonance. 
For our system, the splitting A  is caused by coherent Jahn-Teller distortions. It 
is interesting to note here that the FDM NES  RXS calculations are extremely 
sensitive to the local environment around the V ions (i.e. the V -0  bond lengths) 
and not so much to the precise C-AF structure (i.e. do not crucially depend on 
moment direction etc.). Furthermore, we emphasise the combination of a reso­
nant energy spectrum and its theoretical calculation in such experiments, rather 
than simply relying on the azimuthal dependence. The reason for that is that or­
bital ordering seems to be a more subtle effect compared to say magnetic ordering 
(which can usually be straight-forwardly backed up by neutron measurements).
The other RV0 3 perovskite studied is LuV03, which has a C-AF structure 
in the temperature range 84 K < T < 107 K (intermediate temperature phase) 
and a G-AF structure below that (low temperature phase). Spinwave disper­
sions were measured in both regimes, which are energetically close according to 
theoretical calculations [155]. In the C-AF exotic phase, two magnon branches 
appear, with a gap between them. This is not a classically expected result for 
a three-dimensional system. Indeed, in order to fit these branches, one needs a 
spin-orbital model [1,108,120,152] in which quasi-one-dimensional orbital chains 
appear. An additional orbital Peierls dimérisation of these chains can account for 
the observed gap between the two magnon modes. The values of the exchange 
and gap parameters in both phases of LuVC>3 can possibly help refine the exist­
ing theory. In the low temperature phase we deduced ( Jab, Jc) ~  (6.32, 4.02) meV 
while in the intermediate exotic regime we found ( Jab, Jc) — (2.5, —1.7) meV and a 
gap Ss ~  0.15. This picture contradicts the classical Goodenough-Kanamori rules 
with static spin and orbitally ordered structures. Here, quantum fluctuations in 
the orbital sector have important consequences on spin interactions, and these in 
turn are reflected in spinwave dispersions. In other words, both spin and orbital 
degrees of freedom need to be taken into account.
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The similarities of RXS GdVO .3 results and inelastic LuV03 measurements 
with the more extensively studied YVO3 compound [35,151] point to the direction 
of more comprehensive measurements for the former oxides. It would be interest­
ing to see if spinwave dispersions in the G-AF phase of G dV 03 will indeed reveal 
a dimerised orbital structure. In that case orbital fluctuations will be part of the 
model, like in LuV03 and Y V 0 3, and the orbitals will not be rigid. This informa­
tion is not accessible (at the moment) with x-rays. The orbital dimérisation can 
in principle show up in the crystal structure of all of these compounds, although it 
has never been possible to detect any signs of it. A very high resolution x-ray scat­
tering experiment could perhaps give some indications and justifications to both 
theorists and experimentalists. A natural thing to do, from an experimental point 
of view, would of course be to try and measure magnons in G dV 03 below 8 K, 
where the Gd ions order. In this low temperature phase, SQUID measurements 
reveal unique magnetic phase transitions and memory effects for G dV 03 [125] 
among all other RV0 3 compounds. Neutron field-dependent experiments in this 
phase are already under way. Resonant x-ray scattering under magnetic field 
would involve a complicated setup, but one could try it in the future. The re­
verse ideas apply to LuV03. It would be crucial to fully characterise its exact 
structural and magnetic transitions in a diffraction experiment. Following that, 
an RXS experiment could give information on the orbital ordering/fluctuations 
of this system in both phases. The exact structural/magnetic refinement results 
would form the input to the FDM NES  package, calculating the XANES and 
RXS spectra, as well as the azimuthal dependencies. The fact that RXS gives 
very strong intensities means that, in addition to investigating the orbital param­
eter, one could also look at critical fluctuations just above the phase transition. 
This might give an insight in what is driving phase transitions. As already noted, 
the energy difference between G- and C- type spin orderings is very small, there­
fore they can interchange upon small perturbations. For instance, pressure may
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reduce the GdFeC>3 distortions and hence trigger the first-order phase transition 
from G to C’-AF SO. Injection of charge carriers is yet another possibility, where 
one expects the C-AF phase to be energetically favourable again. Charge carriers 
strongly favour the spin-C phase, as they can freely move along the ferromagnetic 
spin chains in the c direction, while a hole-motion is frustrated in the spin-G phase 
in all three directions [108]. The “fine” phase-selection of these strongly correlated 
electron systems by small changes in temperature, distortions, doping, pressure 
and magnetic fields is a consequence of the different interactions and degrees of 
freedom that are inevitably in competition.
Ideally one should study the orbital waves directly. It may be possible in the 
future to perform inelastic x-ray scattering studies of orbital dispersions. X-ray 
spectrometers at synchrotrons already have sufficient energy resolution. A key 
ingredient will again be the need to compare directly with theory.
Appendix A
F D M N E S  calculations
A number of spectroscopies are related to the transition process of a core electron 
to some upper empty level. The success of such spectroscopies is due to the fact 
that the photoelectron is an efficient localised probe around a specific atom. Due 
to the final state selection rules, these spectroscopies selectively probe the empty 
valence states allowing analysis of electronic as well as crystallographic structures. 
In particular, spectroscopies near an ionisation edge are important because it is 
at these energies that the signal is very sensitive to the three-dimensional crystal­
lographic, electronic and magnetic structures [1 1 ].
The FDMNES  program is a first-principles method of calculating spectra 
of different spectroscopies related to the real or virtual absorption of x-rays in 
materials. This sophisticated software has been developed by Yves Joly at CNRS, 
Grenoble during the past 10 years. It gives the absorption cross sections of photons 
around the ionisation edge (extending up to around 50 eV above the threshold), 
that is in the energy range of XANES (X-ray Absorption Near-Edge Structure) 
in the EXAFS (Extended X-ray Absorption Fine Structure). Calculations can 
be performed with linear (a — a and a — w) or circular photon polarisations. At 
the same time, it can calculate structure factors and intensities of the anomalous 
or resonant diffraction spectra DAFS, DANES and RXS (Diffraction Anomalous
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Fine Structure, Diffraction Anomalous Near-Edge Structure and Resonant X-ray 
Scattering). FDMNES  also allows the comparison of the simulated spectra to 
experimental data with the help of objective criteria [143].
This code, starting from the atomic positions and an associated electronic den­
sity, solves the Schrodinger equation to determine the intermediate states probed 
by the photoelectron. The resulting structure factors can be evaluated by taking 
into account the different excitation-deexcitation channels in the crystal, including 
dipole and/or quadrupole transitions. FDM NES  uses two techniques of mono- 
electronic calculations. The first one is based on the Green formalism (multiple 
scattering) on a muffin-tin potential. The important approximation employed 
here is a spherical averaging of the potential needed for the expansion of the wave 
functions. The second technique uses the Finite Difference Method (FDM) to 
solve Schrodinger’s equation using the local density approximation. In that way, 
the shape of the potential is free and in particular the muffin-tin approximation 
is avoided. This approach can be more precise but is slower, since FDM requires 
significant computing power. The program is partially symmetrised, with auto­
matically calculated symmetry operations [11,143].
Let us now describe some practical aspects of running the program and particu­
larly creating an ‘indata’ file for calculating general absorption and RXS spectra. 
The general trend of FDM NES  is writing a “keyword” and directly below it 
specify a value (or values) for it.
An electronic configuration is used by default for all atoms. That can be 
modified under the keyword “ atom” , where atoms are identified by their atomic 
numbers. Every input fine of an electronic configuration under “atom” is automat­
ically indexed by an integer number, starting from 1 (the “atom type number” ). 
Under “crystal” one inputs the lattice constants & angles (in A  & degrees) and 
unit cell fractional coordinates of all atoms. The magnetic structure (if any) can 
be entered here too by simply typing a '+ ’ or ‘ — ’ in front of the line with the
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fractional coordinates of an atom, suggesting a spin ‘up’ or ‘down’ configuration. 
Directly after this sign one must put the “atom type number” . By default, the 
calculated spectra correspond to the sum of the scattering produced by all the 
atoms with the same atomic number as the first one in the list under “crystal” . 
For example, in the case of a vanadate with the V 3d2As2 configuration one has: 
Atom
23 2 3 2 2 . 0 0 . 0  4 0 1 . 0 1 . 0
Crystal
1.9 1.9 1.9 90. 90. 90.
-1 0.0 0.5  0.0
where 23 is the atomic number of V (and it is taken as atom type number ‘ 1’ by 
the software) and 2 signifies the number of valence orbitals (n, 1, up population, 
down population). In this example we have 2 up 3d electrons and a 4s orbital 
with 1 up and 1 down electron. The hypothetical crystal is cubic with a lattice 
constant of 1.9 A, and the vanadium atom here has a spin down (due to the minus 
sign; the 1 is the atom type number) and fractional coordinates (0 x/i 0).
The final states are calculated inside a sphere (cluster), whose radius is defined 
with the keyword “radius” , with typical values ranging between 3 and 7 A.
The energy range (keyword “range” ) is -5 to 60 eV with a 0.5 eV step by 
default. That can be changed by the user, even with a variable step size. The 
zero is set arbitrarily by the software with no real physical meaning. However, it 
turns out that in most cases the Fermi level E? (specified by “Efermi” ) is around 
-5 eV. That can be checked by a calculation of the density of states (d.o.s., keyword 
“Density” ). To get Ep one needs to look at the integrated d.o.s. of the total spin 
up+spin down sum. EF corresponds to the energy at which this d.o.s. integral 
equals to the total number of electrons in the outer shell of the absorbing atom.
For employing the multiple scattering mode, the keyword “green” can be used. 
Then the potential is automatically a muffin-tin one, with much faster calculations
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than in the finite difference method.
Quadrupole-quadrupole and dipole-quadrupole terms can be calculated by in­
troducing the keyword “ quadrupole” . With “nondipole” one can avoid calculating 
the dipolar-dipolar component, for example in order to investigate the purely 
quadrupolar signal (since it is usually extremely small).
Resonant scattering of a specific reflection for a particular polarisation and 
azimuthal angle can be calculated by the keyword “rxs” . In order to calculate the
(Oil) reflection in a — 7r (cr =  1 and 7r =  2) at 90° type: 
rxs
O i l  1 2  90
Azimuthal scans are calculated by the keyword “scan” , followed by appropriate 
input and output filenames. The origin of the azimuth can be chosen by using 
“Zero-azim” and the specific vector one wants in the direct crystal lattice.
In order to have a magnetic calculation one needs the keyword “spinorbit” 
or “magnetism” (this does not include spin-orbit interaction) and a magnetic 
structure in the input file. Note that apart from indicating the spin directions of 
the magnetic atoms, a non-equal population of up and down electrons within an 
orbital is required in order to get some magnetism in the crystal. The spin axis 
is by default along (001) but can be oriented along any direction by “axe.spin”
The program runs in two steps: (i) the main calculation of the XANES spec­
tra and RXS/DAFS amplitudes and (ii) their convolution with other parameters 
(widths, energy shifts...), so that calculations can be compared with actual exper­
iments. For example, one can include a finite energy transition width (broadening 
of a ¿»-function related to the lifetime of a decay) with the “arc” keyword. This 
specifies an ‘arctangent’ shape for the broadening. The above mentioned “Efermi” 
and “scan” instructions are also performed in the convolution part, i.e. in the sec­
ond step of the calculation.
For more information on how to create an input file for a specific experiment,
APPENDIX A. FDMNES CALCULATIONS 160
one can refer to [143], the FDM NES  User’s Guide, which includes much more 
detail for the expert user.
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