This paper considers the flow control and resource allocation problem as applied to the generic multipath communication networks with heterogeneous applications. We propose a novel distributed algorithm, show and prove that among all the sources with positive increasing and bounded utilities (no need to be concave) in steady state, the utility max-min fairness is achieved, which is essential for balancing QoS (Quality of Service) for different applications. By combining the first order Lagrangian method and filtering mechanism, the adopted approach eliminates typical oscillation behavior in multipath networks and possesses a rapid convergence property. In addition, the algorithm is capable of deciding the optimal routing strategy and distributing the total traffic evenly out of the available paths. The performance of our utility max-min fair flow control algorithm is evaluated through simulations under two representative case studies, as well as the real implementation issues are addressed deliberately for the practical purpose.
INTRODUCTION
Though current communication networks, like the prevailing Internet, have become a great success in providing efficient data transmission services, e.g., electronic mail, web browsing and file transfer, it is still far from sufficient to support the increasing demand of real-time services, e.g., audio, video and multimedia delivery through the network. These real-time applications usually have stringent Quality of Service (QoS) requirements, and are sensitive to allocated bandwidth, time delay and packet loss ratio, which are not easy to be guaranteed in the TCP-based Internet service architecture nowadays. Therefore, future communication networks are expected to support heterogeneous applications with diverse QoS requirements.
To provide a better traffic management for communication networks than the traditional TCP does, an extensive study has been carried out in the literature.
Among them, the most successful result in the area of network congestion control and resource allocation is the "Optimal Flow Control"(OFC) approach proposed by Kelly [1] . This pioneer work was further advanced by the researches in single path networks [2, 3, 4, 5, 6] , multipath networks [7, 8, 9] and multirate multicast networks [10, 11, 12] .
The main idea of OFC is essentially the same to formulate flow control as an optimization problem and then maximize the total utilities with network bandwidth constraints. The utility function of bandwidth associated with each application mathematically models its QoS performance. Following that, OFC algorithm is derived by solving the optimization problem distributively. It consists of a link algorithm that measures the congestion in the network and a source algorithm that adapts the transmission rate by the feedback congestion signals. This optimization approach not only leads to social utility maximization at convergence, what is more, the resulting bandwidth allocation in equilibrium is in a fair manner.
Very popularly by selecting the utility as a logarithmic function, Kelly [1] shows that the OFC approach achieves a proportional fairness of bandwidth allocation. Also by using the OFC strategy, Mo and Walrand [13] and La and Anatharam [4] investigate another important fairness criterion called max-min fair allocation [14] (which emphasizes equal sharing compared with proportional fairness). In their work, the authors define a family of utility functions to approximate arbitrarily close to a max-min fair allocation. Unfortunately, the utility function used becomes ill-conditioned when the max-min fairness is reached, and the related link prices at congested links either turn to 0 or diverge to ∞.
Hence, their max-min fair flow control algorithms are impractical from an engineering point of view. On the other hand, in order to cope with heterogeneous network applications of different QoS requirements, Cao and Zegura [15] propose a new criterion named utility max-min fairness and the corresponding allocation algorithm. In their approach, each link requires the information of utility functions from all the traversed sources, which makes network implementation difficult.
Even though the optimal flow control approach has made great advances in dealing with congestion control and resource allocation, it also exposes serious limitations as pointed out in our paper [16] .
• At the current stage, OFC approach is only suitable for elastic traffic, where each application attains a strictly increasing and concave utility function to ensure the feasible optimal solution and the convergence of utility maximization process. It cannot deal with congestion control and resource allocation for communication networks where real-time applications are involved.
• In the utility maximization approach, if users select different utility functions based on their real performance requirement, the OFC approach usually leads to a totally unfair resource allocation for practical use. In particular, an application with low demand on the contrary is allocated with a high bandwidth.
As the network topographical complexity increases, there always exist multiple paths between transmitting source and receiving destination. Indeed, mul-tipath communication networks have already attracted significant research attention since they well cater for traffic load balancing and bandwidth usage efficiency. For instance, the most common IP networks, which more or less require single path routing previously, allow the traffic to split across several paths with the help of MPLS technology. Thus, in this paper, we propose a novel distributed flow control algorithm for multipath communication networks to be friendly with both elastic traffic and real-time applications. Especially, the utility max-min fair resource allocation is achieved among heterogeneous applications of different QoS requirements.
The rest of the paper is organized as follows. In Section 2, we describe and formulate the problem. Section 3 proposes the utility max-min fair flow control algorithm. After that, the actual implementation issues are discussed in Section 4. Finally, we provide two typical case studies through simulations to illustrate the algorithm performance in Section 5 and draw conclusions in Section 6.
PROBLEM FORMULATION
For a practical network application, bandwidth allocation may be a concern, but a more important and direct concern to an application is really the utility or QoS performance. The utility function of an application is a measure of its QoS performance based on provided network services. In this paper, we characterize utility in terms of allocated bandwidth, which is a common modelling approach in the optimal flow control literature. The model emphasizes the important relationship between bandwidth allocation and QoS performance.
Referring to the paper [17] , traditional data applications such as file transfer are rather tolerant of throughput and time-delays. They are termed as elastic applications and have been extensively studied under the OFC framework. The utility function can be described as a strictly concave function as shown in There are some applications that may take a stepwise utility function as shown in Figure 1 Different from single path networks, in this paper, each source s has n s available paths or routes from the source to the destination. Denote L × 1 vector R s,i the set of links used by source s ∈ S for its path i ∈ {1, 2, . . . , n s }, whose lth element is equal to 1 if and only if the path passes through link l, and 0 otherwise. Then the set of all available paths of user s is defined by
and the whole set of paths in the network is defined by a L × N routing matrix
where N = n 1 + n 2 + . . . + n S is the total number of paths.
For each source s, define x s,i be the rate of source s on path R s,i , and obviously the source rate 
where
T is the vector of link capacities.
When considering different QoS requirements of heterogeneous applications,
it may not be appreciative for the network to simply share the bandwidth as conventional max-min fairness does. Instead, the network should allocate the bandwidth to the competing applications according to their different QoS utilities.
This motivates the concept of the utility max-min fairness suggested by [15] .
Definition 2. A source rate allocation is utility max-min fair, if it is feasible
and for each user s, its utility U s (x s ) cannot be increased while maintaining feasibility, without decreasing the utility U s (x s ) for some user s with a lower
It is even more complicated in the environment of multipath networks, where the source rate is made up of constituted path rates. Our objective is to guide traffic to a feasible path rate allocation, in such a way that the sum-up source rate is utility max-min fair. In other words, each source is treated in a fair manner and guaranteed high QoS performance. In the following section, we will develop a new flow control algorithm to achieve utility max-min fairness within a given multipath network and study its properties in detail.
UTILITY MAX-MIN FAIR FLOW CONTROL ALGORITHM
Consider the flow control problem formulated in Section 2. Now, we propose a distributed algorithm that achieves utility max-min fairness for multipath communication networks.
A Distributed Utility Based Flow Control Algorithm
The utility max-min fair flow control algorithm adopts the similar flow control structure as the optimal flow control approach [2] does, making use of pricing scheme. There are three price vectors α ∈ R
+ associated with constraint (1) and (2) 
as two separated constraints x s ≥ m s and x s ≤ M s ) respectively. It is designed in a fully distributed manner, i.e., a link algorithm is deployed at each link to update the link price depending on the severity of link congestion, and a source algorithm is implemented at each source edge to adapt the transmission rate based on the above three prices.
Both link algorithm and source algorithm are iterative. At time t + 1, each link l updates its link price p l according to:
where γ > 0 is a small step size, and x l (t) = R l .x is the aggregate path rate at link l. Equation (3) implies that if the aggregate path rate at link l exceeds the link capacity c l , the link price will be increased; otherwise it will be decreased.
The projection [z] + = max{0, z} ensures that the link price is always nonnegative.
For each source s, we use the following first-order Lagrangian algorithm to update its ith path rate:
and then calculate the source rate:
are the lower bound and upper bound price to enforce the source rate constraint
is the path price, namely the maximum of the link prices along the particular route. Algorithm 1 summarizes all the above and list out the utility max-min fair flow control for multiple paths.
For the multipath networks, the set of feasible path rates x s,i may not be unique, so that the first-order Lagrangian algorithm usually oscillates. This is one of the typical difficulties researchers face when dealing with multipath networks. In order to eliminate the undesirable effect and further improve the convergence speed, we purposely introduce another augmented variable x s,i , called the optimal estimation of path rate x s,i . In this way, Equation (4) is slightly modified by applying the concept of low-pass filtering as
By the theory of filtering, at optimality, x s,i = x s,i (t + 1), and notice that the augmented variable is assisted solely to remove the oscillation without changing the optimal solution of x s,i . This will be clearly illustrated in Case Study 1 of Section 5.
It is worthy emphasizing that the convergence of the algorithm is guaranteed by two methods together, i.e., the first-order Lagrangian method and low-pass filtering method. In particular, the first-order Lagrangian method guides the flows around the neighborhood of the equilibrium. Meanwhile, due to the nonuniqueness of feasible path rates in this context, oscillation is observed. Thus, Algorithm 1 Utility max-min fair flow control algorithm
• Link l's algorithm:
At time t = 1, 2, . . ., each link l:
1. Aggregates flow rates x s,i (t) for all paths R s,i that contain link l.
Computes a new link price
3. Communicates the new price p l (t + 1) to all sources whose path R s,i contains link l.
• Source s's algorithm:
At time t = 1, 2, . . ., each source s:
Receives from the network the path prices
for all its paths R s,i , i = 1, 2, . . . , n s .
2. Updates the path rate x s,i (t + 1) and source rate x s (t + 1) using Equation (4) and (5). 3. Computes new lower bound and upper bound price α(t + 1) and β(t + 1) for the next step according to Equation (6) and (7). the low-pass filtering method is further employed to remove it and accelerate the convergence. It is critical to choose the parameter γ which has a impact on the convergence rate. Usually, larger γ will lead to faster convergence rate. According to our earlier results shown in [16, 18] , however, it should not be chosen larger than some positive γ * , otherwise, the first-order Lagrangian algorithm will diverge.
Utility Max-Min Fairness
Recalling (4) simplifies to
From Equation (10), at convergence, it is observed that either . Theorem 1 states that the source rate will be determined by the minimum path price among all the paths, which is however defined as the maximum link price along the path. In a nutshell, each source will be bottlenecked by a particular link.
Let S l be the set of sources which are bottlenecked at link l. Assume in steady state, there are K different link prices in the network with
We first select the links associated with the highest link price p 1 and refer them as l p1 , then all the sources s ∈ S lp 1 attain the same utility U s = 1/p 1 , which are the smallest allocated utilities compared with others. If we apply the utility max-min condition only to this set of sources (S l p 1 ), we see that they are utility max-min fair. Because if there is a source s ∈ S l p 1 that increases the utility U s by increasing its transmission rate x s , there must be another source s ∈ S l p 1 to decrease its rate x s and further decrease its utility U s which is previously equal to U s . In other words, no source can increase its utility without decreasing another one's within S l p 1 , which is the definition of utility max-min fairness exactly. We now extend this argument to include sources bottlenecked by links with price p 2 .
The l p 2 set of links are the links with the second highest link price p 2 ,
Since we have already shown that the sources in S l p 1 are utility max-min fair and the utility for the sources in S lp 2 are equal, if there is a source s ∈ S lp 2 that increases its rate and utility, there must be another source s ∈ S l p 2 ∪ S l p 1 to decrease its rate which already has a lower utility U s ≤ U s . Thus the utility max-min fairness holds for all the sources within S lp 2 ∪ S lp 1 .
Continuing in this way, selecting all the links with positive link prices in the order p 1 , p 2 , · · · , p K−1 , p K , it is concluded by induction that the entire source rate allocation is utility max-min fair and the global fairness is achieved.
Another interesting finding of Theorem 1 is that the proposed algorithm is able to implicitly select the optimal paths among all the available routings.
In that regard, we refer to the utility max-min fairest resource allocation with respect to all possible routings as optimal utility max-min fairness. The path price can be thought of a kind of information feedback about the congestion status along the particular path. According to Theorem 1, since only the path bearing the minimum price, i.e. the least congested path, will carry the data forwards, the sources dynamically coordinate the path rate allocation and always pick up the best traffic distribution strategy. In view of the entire network, the optimal utility max-min fairness is achieved or traffic loads are well balanced.
Case Study 2 of Section 5 specifically exemplifies this nice property.
NETWORK IMPLEMENTATIONS
In this section, we discuss about the implementation issues of the proposed utility max-min fair flow control algorithm. First, a buffer management scheme is provided to further improve the performance of the link algorithm, aiming at avoiding the buffer overflow and reducing the delay. It is followed by a real implementation illustration in the Internet.
On-line Buffer Measurement
When the utility max-min flow control algorithm converges, the aggregate source rate at each bottleneck link will be equal to the link capacity. Since there is no mechanism in link algorithm to control the buffer occupancy, due to the statistical process of packet transmission in the practical network, it will lead to the serious buffer overflow and significant queuing delay. Hence, we make the following enhancements to the basic link algorithm by using "on-line measurement" technique [19] .
At time t, the buffer backlog b l (t) of link l is updated automatically according
in which we assume the buffer size at each link is sufficiently large and never induces a buffer overflow.
Multiplying both sides of (11) by γ, the step size in link algorithm (3), we have
Comparing Equation (12) with (3), we yield the alternative link price adaptation rule based on the buffer backlog information b l (t) at link l
In the new link algorithm (13), the individual link price is updated by the local buffer backlog information only. It is much simpler than that of the basic algorithm (3). Furthermore, with the implementation of source algorithm, the buffer backlog at each link can be well maintained under such a built-in close loop feedback system, and the packet loss from overflow is greatly prevented.
Implementation Issues in the Internet
Here we present an implementation scheme of the proposed algorithm in the Internet. Recall that, in order to support real-time traffic without disturbing the current IP structure, IETF adopted a new architecture named "Differentiated Services" (Diff-Serv) in 1998, in which the first 6 bits (with a potential for all 2 Here we use a deterministic approach to estimate the buffer dynamics, and assume the updating time interval is 1. Otherwise
and this only results in a weighting coefficient change from γ to γ/time interval in the new link algorithm (13).
8 bits) of the IPv4 ToS (Type of Service) octet [20] and the IPv6 Traffic Class octet [21] are reserved as Differentiated Services Code Point (DSCP) [22] . One suggestion of DSCP is for the priority assignment, in which applications with strict QoS requirements are intuitively assigned with a high priority and receive a better and faster service than the low priority classes. Another suggestion, which this paper fits into, is to treat DSCP as an explicit congestion feedback mechanism to provide a better solution for congestion control and resource allocation for the future Internet.
Through the Differentiated Services Code Point (DSCP) in the IP header, the maximal path price p r s,i (t) defined by (8) can be easily informed to the source s. When a packet is sent by the source, the DSCP field is initialized to 0. As the packet makes its way through the network, each link reads the DSCP field and sets it to a new value new DSCP = max(old DSCP, current link price), i.e., each link examines the packet's DSCP field and compares it with the current link price. If the link price is greater than the value in the DSCP field, the link sets the DSCP field to its current link price, otherwise keeps it unchanged. In this way, when the packet reaches the destination, it contains the maximal link price along the path. After the source receives the acknowledgment from the destination, it is able to use the new path price in the DSCP field to updates the path / source rate.
In the networking case, the implementation complexity of the algorithm or protocol mostly concerns whether it is distributive and whether it is scalable.
For the Internet, it is impractical to have the central authority that performs the centralized control, thus the algorithm must be implementable in a distributed manner. Also it is desired that the algorithm is scalable to the large-scale network. We then analyze the complexity of the proposed algorithm from the above two aspects. As discussed, our approach only requires each link (actually executed by the corresponding router) to estimate the link price based on the local buffer backlog information and carry on one additional comparison opera- (LN ) . Hence, the overhead incurred is low and scalable. Therefore, the proposed utility max-min fair flow control algorithm is practical and realizable in the real Internet.
CASE STUDIES AND SIMULATIONS
In this section, we have two simple but illustrative case studies to show the algorithm performance over certain classes of network topologies. To be concrete, in the first case, we apply the proposed algorithm to a specific network and demonstrate the dynamic behavior. In the second case, we show that our algorithm is able to choose the optimal strategy for the traffic distribution.
Case 1
In this case, we evaluate the dynamics of our utility max-min fair flow control algorithm for multipath communication networks through simulations. with rate x 1,1 and l 2 with rate x 1,2 . S 2 with a total rate of x 2 uses the paths: The utility function of each source is given by: 6) ) and U 4 (x 4 ) = 0.1x 4 .
All the sources have their maximum rate requirement at 10 Mbps. Figure 3 illustrates these utility functions. The logarithmic utility function represents an elastic data flow application whereas the sigmoidal function approximates the real-time application. The linear utility function corresponds to the application whose satisfaction increases linearly.
In the simulation, we run the original algorithm with γ = 0.2. The simulation results are given in Figure 4 . Note that time scale in all the relevant figures is in terms of number of iterations. As expected, the oscillation is observed, which motives the modification replacing Equation (4) by Equation (9) in the algorithm. Figure 5 shows the behavior of the modified algorithm. This confirms that the flow control algorithm given in this paper can provide an efficient utility max-min fair resource allocation for multipath communication networks containing heterogeneous applications, for both elastic traffic and inelastic real-time applications. More importantly, their utility functions (i.e., U 1 (x 1 ) and U 3 (x 3 )) may not need to satisfy the critical strictly concave condition which is strongly required by optimal flow control approach [2, 6] . Even in the simple single path network, if we directly apply optimal flow control algorithms for a multi-application network (with both concave and nonconcave utility functions), it could lead to instability and high network congestion [23] .
Additional admission control [23] or link capacity provisioning techniques [24] are necessarily involved. Instead of maximizing the total utility, which may lead to unfairness as we suggested previously, our goal is to allocate the resources such that utility max-min fairness is achieved among different applications. 
Case 2
In Case 2, for comparison purpose, we assign all the utility functions U (x) = x. In this sense, the utility max-min fairness degenerates to (bandwidth) maxmin fairness. The same example as [25] is adopted to show how our algorithm achieve the optimal max-min fair distribution of the traffic. Consider the net- In the simulation, we choose γ = 0.2 and the results are given in Figure 7 .
The utilities (or source rates in this scenario) allocated to S 1 −S 5 are (1, 1, 2, 1, 1) and S 5 automatically chooses the path A → C → D. It is indeed the optimal max-min rate allocation suggested by [25] . Meanwhile, Table 1 is obtained consequently. The traffic is obviously biased regarding the load distribution. Moreover, let us consider the popular OFC approach [2, 6] with the aim to maximize the overall throughput. We will get the rates for source takes account of bandwidth allocations merely, our algorithm emphasizes the actual performance of heterogeneous applications, i.e., the utility. Of course, the bandwidth consideration can be easily realized by assigning the utility functions U (x) = x as this example does. Therefore, we show by comparison that the proposed algorithm has the desirable property of possessing the optimal utility (or bandwidth) max-min fair resource allocation, or equivalently, balancing the traffic loads evenly.
CONCLUSIONS
In this paper, we have developed a distributive flow control algorithm for networks with multiple paths between source-destination pairs, and the objective is to achieve the utility max-min fair resource allocation among competing users. We have shown that in steady state, the algorithm does meet the goal for any choice of utility functions and leads to very desirable results. The utility max-min fair flow control algorithm presented in this paper only requires that each source utility function is positive, strictly increasing and bounded over the bandwidth. It is more suitable for practical networks where the utility functions of real-time applications usually do not satisfy the strict concavity condition that is strongly assumed by the standard optimal flow control approach. The simulation reveals that the means we have taken to speed up the convergence and remove the oscillation in multipath networks is effective. Furthermore, the proposed algorithm well balances the traffic and eventually leads to the optimal utility max-min fair resource allocation. For our future work, more factors including delays will be incorporated to model the utility functions, as well as the dynamic behavior such as stability will be studied and analyzed in all details.
