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Abstract
This final project shows the main concepts related to privacy in Data Scien-
ce. We present the definition of Differential Privacy (DP), which has emerged
as the standard privacy notion for research in this topic, and focus on some
of its key properties. Then, we explore the Laplacian Mechanism and the Ex-
ponential Mechanism as two fundamental tools for achieving DP, i.e. strong
guarantee against an open world environment. We also give a case study about
these questions and provide a theoretical analysis of the Sparse Vector Techni-
que, presenting some experimental libraries to see how its works in detail.
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Resumen
En este trabajo presentamos los conceptos principales sobre privacidad en
Ciencia de Datos. Introducimos la definicio´n de Privacidad Diferencial, que se
ha desarrollado en los u´ltimos an˜os como una nocio´n fundamental para la inves-
tigacio´n en esta materia. Desarrollamos sus propiedades y hacemos un estudio
introductorio y autocontenido de dos herramientas clave: el mecanismo de La-
place y el mecanismo exponencial. Ofrecemos tambie´n un caso pra´ctico donde
vemos la teor´ıa en ejecucio´n; exponemos la Te´cnica del Vector Disperso como
un me´todo con abundantes usos en el ana´lisis de datos y terminamos mencio-
nando dos librer´ıas con el co´digo informa´tico oportuno para aproximarnos a
estas cuestiones.
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Introduccio´n
Motivacio´n
La privacidad en Ciencia de Datos es una necesidad que ha ido ganando
importancia en los u´ltimos tiempos. A la vez que aumentan el volumen, la
variedad y la masificacio´n de los datos (debido entre otros factores al bajo coste
de almacenamiento y la utilidad de te´cnicas predictivas sobre ellos), se abre un
riesgo para el individuo sobre la exposicio´n a la que se somete. En particular,
es muy importante estudiar la relacio´n entre los permisos que el usuario pueda
ofrecer para el uso de la informacio´n que genera diariamente y la seguridad de
no verse directa o indirectamente comprometido hacia algu´n tercero.
En este trabajo pretendemos trazar un camino sobre los problemas que sur-
gen de esta cuestio´n y los principales me´todos y te´cnicas para proteger nuestra
privacidad, teniendo en cuenta que una anonimizacio´n completa de los datos
choca frontalmente con el uso que podamos obtener en muchas ocasiones a
trave´s de ellos. Buscamos, por tanto, un equilibrio entre las propiedades o re-
sultados que podamos extraer de grandes grupos de datos y la proteccio´n de los
elementos particulares que los componen.
La privacidad diferencial surge como la herramienta principal para hacer
frente a esta materia. Despue´s de considerar otras aproximaciones relativamente
recientes, como la k-anonimizacio´n (en ingle´s, k-anonimity1[16]), o el esta´ndar
((puerto seguro)) (Standard Safe Harbor 2), se presenta como la forma ma´s po-
tente de ((blindar)) datos sensibles expuestos en un mundo abierto (es decir,
1Dividimos los datos en cuasi-identificadores y en atributos sensitivos, donde se supone
que el adversario solo puede conocer los primeros. La k-anonimity consiste en liberar una
tabla de resultados donde cada cuasi-identificador aparece al menos k veces, para prevenir la
reidentificacio´n.
2Una especificacio´n de 18 tipos de elementos (nombres, nu´meros de tele´fono, ciertas subdi-
visiones geogra´ficas...) que deben ser eliminadas o distorsionadas para cumplir los esta´ndares
de desidentificacio´n de la HIPAA (Health Insurance Portability and Accountability Act).
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existe la posibilidad de que se usen fuentes de datos ajenas a las que conocemos
en a´mbito local, lo que ofrece una posibilidad adicional de reidentificar a los
usuarios a trave´s del cruce y la combinacio´n de esta informacio´n).
Riesgos generales
Se deben considerar dos interpretaciones de Privacidad: la privacidad como
secreto y la privacidad como control [12]. Veremos que la primera es imposible:
En [5], T. Dalenius propone la siguiente definicio´n: El acceso a una base de
datos estad´ıstica no deber´ıa permitir que alguien pueda aprender algo sobre un
individuo que no pueda ser descubierto sin el acceso a ella. Sin embargo, tal
propuesta es inviable [7]: si imaginamos que no se sabe que fumar causa ca´ncer
de pulmo´n, y un estudio demuestra que esto es cierto, un fumador cualquiera
x, no envuelto en la investigacio´n, vera´ afectada su privacidad: se podra´ dedu-
cir que tiene ma´s riesgo que otras personas de padecer esa enfermedad y, por
ejemplo, su seguro me´dico podr´ıa subir de precio. Por tanto, la privacidad ad
omnia es inalcanzable.
Para estudiar la otra opcio´n, la privacidad como control, se introduce el
Principio de Datos Personales (PDP, Personal Data Principle):
PDP: La privacidad de datos proporciona un control individual sobre nues-
tra propia informacio´n personal. La privacidad de una persona no se ve alterada
si sus datos no son utilizados. Esto no significa que no se pueda aprender in-
formacio´n sobre el individuo o no se le pueda provocar ningu´n dan˜o; tener esta
pretensio´n no es realista.
El enfoque que aborda la privacidad diferencial (DP, Differential Privacy)
es el de conservar, con una medida ε-δ, las mismas conclusiones a partir de
unos datos independientemente de si la informacio´n de un individuo particular
esta´ contenida en ellos o no. Una forma de alcanzarla consiste en introducir
cierto ruido en los datos revelados de forma que la probabilidad de obtener
algu´n resultado de ellos sea parecida (en funcio´n de ε y δ) a la que se podr´ıa
obtener de otro conjunto de datos que difiera del original en un elemento.
Enumeramos a continuacio´n una serie de aspectos te´cnicos que se dan en la
pra´ctica sobre el problema de la privacidad:
1. Demasiado ruido inutiliza los datos: ye´ndonos al caso ma´s extre-
mo, podemos anonimizar totalmente un conjunto de datos devolviendo
un resultado completamente aleatorio. Por otro lado, devolver los datos
3sin alterar (en su versio´n ma´s enriquecida) puede abrir la posibilidad de
que recibamos ataques mediante reidentificacio´n v´ıa comparacio´n con los
datos de otras bases de datos. Incluso esquivando la reidentificacio´n total,
la exposicio´n de ciertos datos puede ser dan˜ina3.
2. Revelar datos inofensivos no es viable. Publicar cualquier tipo de
informacio´n, incluso la ordinaria, puede acabar siendo problema´tico. Ima-
ginemos que sabemos cua´ndo una persona compra algu´n tipo de alimento;
si de repente deja de comprar algo, podemos suponer que ha habido algu´n
cambio en su vida. Sea cierta la hipo´tesis o no, el usuario esta´ comprome-
tido.
3. Debemos proteger la informacio´n de todos los sujetos. A veces se
abre la posibilidad de revelar completamente los datos de solo unos pocos
elementos de la base de datos para permitir preservar la privacidad de la
mayor´ıa. Esto no nos resulta aceptable.
4. En el contexto de peticiones (queries) a una base de datos, fil-
trarlas bajo algu´n criterio no es una opcio´n. Nos enfrentar´ıamos a
dos problemas principales: primero, rechazar ciertas peticiones puede ofre-
cer en s´ı mismo pistas de lo que estamos ocultando. Segundo, un algorit-
mo que compruebe que´ peticiones se esta´n haciendo intentando descubrir
algu´n dato particular a trave´s de varias respuestas podr´ıa no ser eficiente;
a ma´s complejidad, las peticiones se pueden maquillar para pasar por alto
estas barreras.
Por ejemplo, no responder a las peticiones que se realicen sobre conjuntos
pequen˜os o espec´ıficos (para proteger la individualidad, respetando por
ejemplo el protocolo Safe Harbor) puede comprometerse de la siguiente
forma: supongamos que tenemos un elemento llamado x en un conjunto S,
y queremos saber si tiene la propiedad P . Podemos preguntar: ¿cua´ntos
elementos de S cumplen P? y seguidamente ¿cua´ntos elementos de S, que
no sean x, cumplen P?
5. Los resu´menes estad´ısticos no conservan la privacidad. Se puede
deducir del punto anterior que se puede lograr un ataque diferencial para
reconstruir el conjunto total de datos a partir de las muestras obtenidas.
En [8] se evidencian las dificultades que supone proteger una base de datos
incluso para una cantidad lineal de peticiones4.
3Por ejemplo, el registro de facturas en un restaurante durante un d´ıa puede servir para
acotar la informacio´n que tenemos para saber que´ plato ha podido consumir alguno de los
clientes.
4Responder con cierta precisio´n un nu´mero grande de peticiones lleva a que la privacidad
se consuma gradualmente o incluso a que se agote. A esto se le ha llamado Ley Fundamental
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6. Cuando existe correlacio´n entre los datos, el nivel de la protec-
cio´n de la privacidad puede verse muy reducido. Tomemos por
ejemplo un grupo de personas del que sabemos que es probable que todos
pertenezcan a una misma asociacio´n, sin saber cua´l es. Aunque los datos
extra´ıdos tengan ruido y los puedan proteger a cada uno individualmente,
es fa´cil ver que una vez comprometida la privacidad del grupo, la privaci-
dad individual (incluso en su versio´n de privacidad como control) queda
fundamentalmente afectada. Sobre estos casos, como el control de un tu-
tor sobre los datos de un menor o una familia, o el de cualquier directivo
sobre una asociacio´n completa, entran en juego cuestiones morales, e´ticas
y legales ma´s delicadas.
7. Aplicar modelos de aprendizaje sobre datos privados requiere
al menos dos capas de privacidad. La primera, la que tratamos, es
la de extraer informacio´n u´til sobre un grupo mientras los datos de cada
individuo esta´n protegidos. La segunda, y que habr´ıa que considerar, es
la del uso de las predicciones sobre el grupo. En [6] se cuenta que una
familia descubrio´ que su hija estaba embarazada porque les empezo´ a
llegar publicidad de productos de bebe´s a partir de un modelo predictivo
aplicado sobre la familia completa. Esto pone de manifiesto que aplicar
DP en los datos sobre los que se aprende el modelo no es suficiente.
Incidentes notables
El problema de la privacidad ha alcanzado su estatus por sus antecedentes. A
modo de ilustracio´n, describimos algunos casos donde no se tuvieron en cuenta
los riesgos enumerados en el apartado anterior:
• En 1997 se identifico´ el registro me´dico del gobernador de Massachusetts,
a partir de la relacio´n de varias bases de datos de registros pu´blicos. Al
ser una personalidad importante, al caer enfermo se sab´ıa que sus datos
estaban registrados en la factura me´dica de algu´n hospital. A trave´s del
uso de los censos de voto, se pudo reidentificar (esto es, un linkage attack
en el a´mbito del mundo abierto) su informacio´n [3].
• En 2006 Netflix libero´ los datos de 500.000 usuarios para un concurso
pu´blico que consist´ıa en intentar mejorar su sistema de recomendaciones,
de Recuperacio´n de Informacio´n (Fundamental Law of Information Recovery) [1]. Con ma´s
precisio´n, cuando el ruido an˜adido es de o(
√
n), puede hacerse un ataque eficiente usando n
peticiones. Una de las ideas que evoluciono´ hasta lo que hoy es la (ε, δ)-DP es la de estudiar
protecciones frente a una cantidad de peticiones de orden sublineal.
5tomando como principal medida de privacidad la eliminacio´n de datos
sensibles (nombres de usuario, etc). En [14] se hizo un estudio sobre co´mo
otro linkage attack, utilizando los datos pu´blicos de The Internet Movie
Database (IMDb), permitio´ reidentificar a usuarios que aparecieron en las
muestras que publico´ Netflix.
• AOL (una empresa de servicios de Internet) libero´ los historiales de bu´sque-
da, en un espacio de tres meses, de 650.000 de sus usuarios. La medida ma´s
destacable de proteccio´n fue sustituir las identificaciones de los usuarios
por nu´meros aleatorios. Dos periodistas del New York Times reidentifica-
ron a una sen˜ora de 62 an˜os, Thelma Arnold, usando los datos de agendas
telefo´nicas y observando que varias de sus bu´squedas eran sobre informa-
cio´n cercana a su entorno [2].
• Durante un tiempo, instituciones como U.S. National Institute of Health
(NIH) permit´ıan el acceso pu´blico a datos como las frecuencias agregadas
de SNPs (single-nucleotide polymorphisms, mutaciones de ADN en loca-
lizaciones espec´ıficas). Eran estudios que comparaban las secuencias de
ADN de dos grupos de participantes, unos con la mutacio´n que se estudia
y un grupo de control. En [9] propusieron ataques que pod´ıan localizar
con una alta probabilidad en que´ grupo se encontraba alguna persona
suponiendo que dispon´ıamos de la informacio´n de su ADN. Tras esto, se
restringio´ el acceso pu´blico a estos datos.
Aproximacio´n a la Privacidad Diferencial
Antes de presentar la definicio´n de DP necesitamos aclarar tres cuestiones
previas:
• La Privacidad Diferencial no es una propiedad sobre los datos finales una
vez que los hayamos procesado (privacidad sinta´ctica), ni un algoritmo o
conjunto de ellos: es una propiedad que se estudia sobre el algoritmo o el
me´todo que utilizamos por el que liberamos los datos.
• Otras aproximaciones de privacidad involucran la relacio´n ((conocimiento a
priori)) frente al ((conocimiento a posteriori)) del adversario, usando la regla
de Bayes. En un mundo abierto donde no conocemos de que´ informacio´n
dispone el atacante antes de acceder a los datos revelados, y dada esta
imposibilidad de acotar lo que sabe o puede saber, no podemos pretender
aplicar esta idea a la DP.
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• La introduccio´n de ruido no determinista (aleatoriedad) es esencial. Con-
cretamente, cualquier garant´ıa de privacidad ((no trivial)) que se mantenga
independientemente del resto de fuentes o informacio´n auxiliar, incluyen-
do otras bases de datos, estudios, rumores, noticias, estad´ısticas... requiere
aleatoriedad. Para justificarlo, supongamos que utilizamos un algoritmo
determinista como proteccio´n. Entonces existir´ıan dos bases de datos que
difieran solo en los datos de un individuo que frente a la misma pregun-
ta dar´ıan informacio´n distinta. Haciendo los ajustes necesarios podr´ıamos
atacarlo convenientemente.
En [10], C. Dwork propone una caracterizacio´n de la DP como garant´ıa:
Independientemente de la informacio´n externa, un adversario con acceso a la
base de datos ((protegida)) extrae las mismas conclusiones este´n los datos del
sujeto en ella o no.
Mecanismo ba´sico de respuesta aleatoria
Veamos un caso pra´ctico donde se aplica todo lo mencionado anteriormente
[7]. Supongamos que queremos hacer un estudio entre un conjunto de personas
(digamos un aula de alumnos) sobre alguna materia de la que queremos extraer
datos generales respetando la privacidad individual de cada participante, como
por ejemplo el consumo de tabaco. Lo planteamos de la siguiente forma:
Cada alumno tiene que responder a la pregunta con un s´ı o un no. Para ello,
les decimos que tiren una moneda con estas condiciones:
Responden la verdad si sale cara
Tiran otra moneda si sale cruz −→
{
Responden s´ı si sale cara
Responden no si sale cruz
De esta forma, la introduccio´n de ruido nos permite sacar conclusiones gene-
rales del estudio a la vez que podemos proteger la privacidad de los participantes.
A este caso, variando los para´metros si es necesario, lo llamaremos mecanismo
ba´sico de respuesta aleatoria.
Objetivo de la memoria
El objetivo de este trabajo es estudiar, de una forma autocontenida, los
fundamentos de la (ε, δ)-DP desde una perspectiva matema´tica y rigurosa: su
7definicio´n, los aspectos que abarca, las te´cnicas ma´s comunes y las garant´ıas
que nos puede ofrecer.
Somos conscientes de que desde un estudio completamente teo´rico normal-
mente no se aprecia una diferencia entre los problemas y la teor´ıa. Esto s´ı ocurre
en la pra´ctica. Buscamos combinar, en la medida de lo posible y entendiendo lo
amplio que es este campo, au´n siendo reciente, la base fundamentada de los con-
ceptos y las herramientas y co´mo todo este corpus se traduce en los algoritmos
que se aplican en los casos reales.
Estructura del trabajo
El contenido de la memoria se divide en cinco cap´ıtulos y otro final dedicado
a las conclusiones de este trabajo. El primero sirve de introduccio´n a las bases
de la Privacidad Diferencial, la modelizacio´n matema´tica y el significado de
las variables ma´s importantes: el presupuesto y la pe´rdida de privacidad, sus
propiedades de composicio´n, tanto de forma secuencial como en paralelo, y un
ejemplo final.
En los cap´ıtulos 2 y 3 veremos las dos te´cnicas ma´s comunes para asegurar
el cumplimiento de la (ε, δ)-DP: el mecanismo de Laplace y el mecanismo expo-
nencial, que an˜aden ruido de forma conveniente y precisa respetando la utilidad
de los datos.
En el cap´ıtulo 4 aplicaremos, a trave´s de un problema de ca´lculo de la media,
la teor´ıa vista hasta entonces: sera´ un recorrido entre varios algoritmos y unas
conclusiones sobre sus ventajas y diferencias.
Por u´ltimo, en el cap´ıtulo 5 estudiaremos la Te´cnica del Vector Disperso
(Sparse Vector Technique), que permite identificar las queries ma´s importan-
tes de entre un conjunto de ellas. Incluimos estudios sobre la optimizacio´n de
estas te´cnicas y software para aplicarlas. Un resultado llamativo es que an˜adien-
do un ((bajo coste)) de privacidad podremos no solo filtrar las peticiones sino
responderlas.

Cap´ıtulo 1
Privacidad Diferencial
En este cap´ıtulo introducimos la definicio´n de la DP y sus te´rminos y propie-
dades ma´s notables. Para situar al lector, nos moveremos en un contexto oﬄine
donde en cada problema nuestro objetivo es liberar unos datos saneados (que
han pasado por los filtros de privacidad) al pu´blico en general.
1.1. Definicio´n de Privacidad Diferencial
Primero necesitamos introducir los conceptos principales sobre los que tra-
bajaremos:
Definicio´n 1.1.1 Llamamos base de datos D a un conjunto de datos, nor-
malmente dispuestos en n filas, donde cada una de ellas representa los datos de
algu´n individuo.
Definicio´n 1.1.2 Una peticio´n (query) es una funcio´n que se aplica a una
base de datos D.
Definicio´n 1.1.3 Un mecanismo M (con rango B) es un algoritmo que
actu´a sobre una base de datos D, un conjunto de datos X llamado universo
compuesto por todas las filas posibles de D, un conjunto de peticiones (opcional),
y devuelve una respuesta aleatoria:
M : A→ B
a 7−→ b con probabilidad (M(a))b.
Con A = D × X × F , llamando F al conjunto de peticiones. A veces, por
comodidad de notacio´n, se puede suprimir X y F del conjunto de entrada.
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Ejemplo 1.1.4 Tomando de referencia el mecanismo ba´sico de la introduccio´n,
siendo n el nu´mero de alumnos que participan, escribiendo > como ((s´ı)) y ⊥
como ((no)), tenemos que:
X = {>,⊥}n
D = (a1, ..., an) ∈ {>,⊥}n (conjunto de datos verdaderos)
F = {fi, i = 1, ..., n : fi(D) = ai}
Donde cada M(D,X , F ) = M(D) es un experimento aleatorio descrito como
vimos.
Notemos que podemos representar cualquier base de datos D como un con-
junto de determinados x ∈ X . Durante los cap´ıtulos 2 y 3, por simplificacio´n (y
asumiendo que podemos caracterizar los elementos de una base de datos como
elementos de N), hablaremos de bases de datos como variables x ∈ N|X |.
Definicio´n 1.1.5 Al nu´mero de filas de una base de datos D lo llamaremos
taman˜o de D y lo notaremos |D|.
Definicio´n 1.1.6 Llamaremos distancia entre bases de datos al nu´me-
ro de filas en que difieran dos bases de datos (es decir, es la distancia de
Hamming adaptada para bases de datos).
Definicio´n 1.1.7 A dos bases de datos D y D′ que difieran en a lo sumo una
fila, las llamaremos bases de datos adyacentes.
Observacio´n 1.1.8 En las dos definiciones anteriores, las bases de datos pue-
den tener el mismo taman˜o o no.
A partir del ejemplo 1.1.4 podemos hacernos una idea de lo que nos interesa
estudiar principalmente:
Definicio´n 1.1.9 Llamamos pe´rdida de privacidad a la cantidad:
L(ξ)M(D)||M(D′) = ln
(
Pr[M(D) = ξ]
Pr[M(D′) = ξ]
)
La pe´rdida de privacidad L indica, si es positiva, que ξ es ma´s probable
de ocurrir sobre D que sobre D′, y rec´ıprocamente si es negativa. La motiva-
cio´n de la Privacidad Diferencial es asegurar que para D y D′ adyacentes, esta
pe´rdida de privacidad esta´ acotada por ε con probabilidad de al menos 1 − δ.
Formalmente, generalizando el conjunto de valores aceptados T (en vez de ξ),
y tomando la exponencial en la expresio´n anterior:
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Definicio´n 1.1.10 Un mecanismo M cumple (ε, δ)-Privacidad Diferen-
cial (que denotaremos (ε, δ)-DP), con ε ≥ 0, si y solo si para dos bases de
datos adyacentes cualesquiera D y D′, se tiene que:
∀T ⊆ Rango(M) Pr[M(D) ∈ T ] ≤ eε Pr[M(D′) ∈ T ] + δ
Donde parametrizamos la pe´rdida de privacidad desconocida L a trave´s de
ε y an˜adiendo una variable adicional δ.
Una interpretacio´n de la DP es la siguiente: ε y δ estiman la variacio´n de
la privacidad de algu´n individuo segu´n este decida que sus datos pertenezcan
a algu´n estudio (o base de datos) o no. Es decir, podemos considerar D como
una base de datos que incluye la informacio´n del sujeto x, y D′ como la base
de datos donde, o se ha eliminado la fila que contiene los datos de x, o se ha
sustituido por otra. La DP, siguiendo a Dwork, ofrece la garant´ıa de ((ocultar))
los datos de cada individuo minimizando el perjuicio sobre la utilidad que se
pueda extraer de ellos. La variable ε, segu´n hemos visto, esta´ muy relacionada
con una cota superior de L, y δ es un margen que nos permitimos debido a los
ca´lculos.
Normalmente estaremos interesados en valores de δ menores que las inversas
de cualquier polinomio respecto a |D|. En particular, para δ del orden de 1/|D|
la definicio´n permitir´ıa la publicacio´n de los registros de un porcentaje pequen˜o
de los individuos sin ningu´n ruido, es decir, sin sanear [7]. Como vimos en la
introduccio´n, es uno de los casos que hay que evitar.
Una cuestio´n importante a considerar es que´ valores de ε consideraremos
que son suficientemente pequen˜os o deseables. Si podemos conseguir ε muy
cercanos al 0, podr´ıamos aspirar a alcanzar, por ejemplo, (2ε, 0)-DP sin que sea
demasiado alarmante.
Pero ¿que´ medida tiene que tener un ε para ser indeseable? Un valor alto
(digamos, ε = 10) indica que existen dos bases de datos adyacentes donde
existe una misma publicacio´n t para la que la probabilidad de que se hubiera
publicado t bajo una de ellas (y no en la otra) es muy alta. Por otro lado, dicha
publicacio´n t podr´ıa ser muy improbable de ocurrir frente a todas las del rango
del mecanismo, o si el adversario no tiene la suficiente informacio´n auxiliar,
podr´ıa no tener que reconocer que t es una respuesta sensible.
En [12] se ofrece una tabla (figura 1.1) que concreta, en te´rminos generales,
los intervalos de seguridad que implican cada eleccio´n de un ε. Para una hipo´tesis
que el adversario tome con probabilidad p = Pr[M(D) = ξ], indica el rango de
probabilidad p′ al que esta var´ıa al aplicar ε-DP. Por ejemplo, para un ε = 1,
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Figura 1.1: Tabla sobre la eleccio´n de ε. Extra´ıdo de [12].
una creencia que el adversario toma con posibilidad p = 0,5 podr´ıa llegar a
variar a algu´n valor dentro de (0,1839, 0,8161).
En algunas partes de la teor´ıa suavizaremos el concepto que estudiaremos,
tomando δ = 0:
Definicio´n 1.1.11 Un mecanismoM cumple ε-Privacidad Diferencial (ε-
DP) si cumple (ε, 0)-DP.
Destaquemos que bajo ε-DP, cualquier salida ξ es (casi siempre) igualmente
probable de resultar en cualquier base de datos adyacente a D. Con la (ε, δ)-DP
introducimos ventajas o desventajas sobre estas otras bases de datos.
Lema 1.1.12 Con las condiciones anteriores, un mecanismo M cumple ε-DP
si:
∀t ∈ Rango(M) Pr[M(D) = t]
Pr[M(D′) = t] ≤ e
ε
donde asumimos que 0
0
= 1
Es decir, cuando δ = 0:
exp
(
L(t)M(D)||M(D′)
)
=
Pr[M(D) = t]
Pr[M(D′) = t] ≤ exp(ε)
=⇒ L(t)M(D)||M(D′) ≤ ε
Segu´n la relacio´n entre D y D′ (la forma en la que difieran en un elemento)
tenemos dos tipos de privacidad diferencial:
Definicio´n 1.1.13 Si |D| = |D′| en las condiciones de la definicio´n anterior,
hablaremos de DP acotada, es decir, D y D′ solo difieren en los elementos de
una fila. Si |D| 6= |D′| (an˜adiendo o eliminando una fila) lo llamaremos DP
no acotada.
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Proposicio´n 1.1.14 Notamos que si un mecanismo M cumple ε-DP acotada,
entonces cumple 2ε-DP no acotada.
Demostracio´n: Basta observar que reemplazar una fila por una distinta es
lo mismo que eliminar una fila y luego an˜adir otra. 2
1.2. Propiedades
Una de las ventajas que tiene la definicio´n matema´tica de DP es que, una vez
retirados los datos de un individuo respetando la utilidad (que en general no nos
sirve como objetivo, pues deseamos retirar los datos de todos los participantes),
podemos repetir el proceso hasta abarcar toda la muestra. Para describir esta
idea necesitamos formalizar la nocio´n de composicio´n de mecanismos.
1.2.1. Composicio´n en serie
Vamos a ver dos tipos de composicio´n en este sentido, una de post-procesado
donde aplicamos cada mecanismo sobre el resultado del anterior, y otra secuen-
cial en la que aplicamos los mecanismos tanto a los resultados de los anteriores
como a la base de datos original.
Proposicio´n 1.2.1 (Composicio´n, post-procesado) Sean M1 y M2 dos
mecanismos tales que M1 cumple (ε, δ)-DP. Entonces M2 ◦M1 cumple (ε, δ)-
DP.
Demostracio´n: Tomamos dos bases de datos adyacentes cualesquiera D y
D′. Sea S ⊆ Rango(M2) fijo, y T = {r ∈ Rango(M1) :M2(r) ∈ S}:
D
M1−−→ T M2−−→ S
Entonces:
Pr[M2 ◦M1(D) ∈ S] = Pr[M1(D) ∈ T ]
≤ eεPr[M1(D′) ∈ T ] + δ
= eεPr[M2 ◦M1(D′) ∈ S] + δ
2
Este resultado no solo permite una composicio´n co´moda de mecanismos, sino
que indica que cualquier analista de datos, sin conocimiento previo sobre D, no
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puede tratar un respuesta saneada a trave´s de un M que cumpla (ε, δ)-DP y
hacerlo menos privado.
Proposicio´n 1.2.2 (Composicio´n, secuencial) SeanM1(D) yM2(s,D) dos
mecanismos que cumplen ε1-DP y ε2-DP respectivamente. Entonces M(D) =
M2(M1(D), D) cumple (ε1 + ε2)-DP.
Demostracio´n: Tomamos dos bases de datos adyacentes cualesquiera D y
D′. Sea S = Rango(M1). Entonces, ∀t ∈ Rango(M2):
Pr[M2(M1(D), D) = t] =
∑
s∈S
Pr[M1(D) = s]Pr[M2(s,D) = t]
≤
∑
s∈S
eε1Pr[M1(D′) = s]eε2Pr[M2(s,D′) = t]
= eε1+ε2Pr[M2(M1(D′), D′) = t]
Hemos hecho los ca´lculos en el caso discreto. El razonamiento es ana´logo
para el caso continuo. 2
Notemos que si en la proposicio´n 1.2.1 consideramos solo la ε-DP, esta se
convierte en un caso particular de la proposicio´n 1.2.2, interpretando que M2
cumple 0-DP. Esto podemos ampliarlo a un resultado ma´s general.
Lema 1.2.3 (Composicio´n general secuencial) Sean Mi un conjunto de
mecanismos (que puedan recibir de entrada no solo necesariamente la base
de datos) que cumplen, respectivamente, εi-DP para i = 1, ..., k. Entonces,
M(D) = t, donde t = 〈t1, t2, ..., tk〉 y
t1 =M1(D), t2 =M2(t1, D), ..., tk =Mk(〈t1, t2, ..., tk − 1〉, D)
cumple (
∑k
i=1 εi)-DP.
Debido a estos resultados, al para´metro ε se le llama presupuesto de pri-
vacidad (privacy budget), ya que lo dividimos en una suma de composiciones
que se van consumiendo durante el procesado.
Nota 1.2.4 En las dos proposiciones anteriores se pueden obtener los mismos
resultados para (ε, δ)-DP, de forma que se cumple que la composicio´n general
secuencial de Mi para i = 1, ..., k, donde cada uno de ellos cumple (εi, δi)-DP,
cumple (
∑k
i=1 εi,
∑k
i=1 δi)-DP. La demostracio´n puede verse en [7].
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1.2.2. Convexidad
La DP tambie´n satisface propiedades interesantes que nos servira´n ma´s ade-
lante para otros tipos de composicio´n.
Proposicio´n 1.2.5 Sean M1 y M2 dos mecanismos que cumplen ε-DP, y p ∈
[0, 1]. Consideremos M al mecanismo que aplica M1 con probabilidad p y M2
en el caso contrario. Entonces M cumple ε-DP.
Demostracio´n: Tomamos dos bases de datos adyacentes cualesquiera D y
D′. Tenemos que, ∀t ∈ Rango(M):
Pr[M(D) = t] = pPr[M1(D) = t] + (1− p)Pr[M2(D) = t]
≤ peεPr[M1(D′) = t] + (1− p)eεPr[M2(D′) = t]
= eε(pPr[M1(D′) = t] + (1− p)Pr[M2(D′) = t])
= eεPr[M(D′) = t]
2
Como en el caso anterior, este resultado lo podemos generalizar:
Proposicio´n 1.2.6 (Convexidad en el caso general) SeanMi mecanismos
que cumplen ε-DP y pi ∈ [0, 1] tales que
∑k
i=1 pi = 1, con i = 1, ..., k. Sea M el
mecanismo que aplica Mi con probabilidad pi. Entonces M cumple ε-DP.
1.2.3. Composicio´n en paralelo
En vez de componer utilizando una sucesio´n de mecanismos sobre la misma
base de datos, ahora vamos a estudiar co´mo aplicar la te´cnica de divide y ven-
cera´s, es decir, subdividir el conjunto D en otros ma´s pequen˜os para aplicar la
DP ((en paralelo)) a lo largo de D.
Definicio´n 1.2.7 Definimos una funcio´n de particio´n f sobre D (con rango
k) como sigue: sea g una funcio´n auxiliar que se aplica sobre cada fila de D
devolviendo para cada una un entero entre 1 y k. Entonces el resultado de aplicar
f sobre D son las particiones D1, D2, ..., Dk donde cada Di contiene a las filas
d ∈ D tales que g(d) = i. Es decir, f proporciona las clases de equivalencia de
la relacio´n:
x ∼ x′ ⇔ g(x) = g(x′)
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Definicio´n 1.2.8 Diremos que un algoritmo es no determinista si dos ejecu-
ciones sobre la misma entrada pueden diferir. Una funcio´n no determinista
f es la funcio´n que calcula el resultado de un algoritmo no determinista. En caso
contrario diremos que f es determinista.
Ahora estamos en condiciones de formular y demostrar los dos resultados
principales de esta subseccio´n.
Proposicio´n 1.2.9 (Composicio´n en paralelo, DP no acotada) SeanMi
un conjunto de k mecanismos que cumplen, respectivamente, εi-DP no acotada
para todo i = 1, ..., k, y una funcio´n de particio´n determinista f que divide a D
en D1, ..., Dk. La composicio´n:
M1(D1),M2(D2), ...,Mk(Dk)
satisface (ma´xi∈[1..k] εi)-DP.
Demostracio´n: Tomamos dos bases de datos cualesquiera D y D′ donde
asumimos sin pe´rdida de generalidad que D contiene una fila ma´s que D′. Sean
{Di}i=ki=1 y {D′i}i=ki=1 las particiones de D y D′ bajo f , respectivamente. Observa-
mos que existe un ı´ndice j tal que Dj tiene una fila ma´s que D
′
j y que ∀i 6= j,
Di = D
′
i. Llamemos M(D) a la composicio´n
M1(D1),M2(D2), ...,Mk(Dk)
Como cada mecanismo se ejecuta independientemente en cada Di, podemos
construir t = (t1, ..., tk) con cada ti ∈ Rango(Mi) y:
Pr[M(D) = t] = Pr[(M1(D1) = t1) ∧ ... ∧ (Mk(Dk) = tk)]
= Pr[Mj(Dj) = tj]
∏
i 6=j
Pr[Mi(Di) = ti]
≤ eεjPr[Mj(D′j) = tj]
∏
i 6=j
Pr[Mi(D′i) = ti]
≤ ema´xi∈[1..k] εiPr[M(D′) = t]
2
Remarcamos que la composicio´n en paralelo se da solo bajo DP no acotada.
De lo contrario, en la demostracio´n anterior no habr´ıamos podido escoger un
u´nico ı´ndice j con las propiedades adecuadas, sino que al ser |D| = |D′| podr´ıa
existir otro i 6= j de modo que Di contiene una fila ma´s que D′i a la vez que D′j
es una fila mayor que Dj. Esto llevar´ıa a que
Pr[Mi(Di)]
Pr[M′i(Di)] podr´ıa no estar acotado
por ser |Di| 6= |D′i|.
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Podemos extender la composicio´n en paralelo usando funciones de particio´n
f no deterministas:
Proposicio´n 1.2.10 (Composicio´n en paralelo, particiones aleatorias)
Sean Mi un conjunto de k mecanismos que cumplen, respectivamente, εi-DP
no acotada para todo i = 1, ..., k, y una funcio´n de particio´n no determinista f
que divide a D en D1, ..., Dk. La composicio´n:
M1(D1),M2(D2), ...,Mk(Dk)
satisface (ma´xi∈[1..k] εi)-DP.
Demostracio´n: Sea ε = ma´xi∈[1..k] εi. Consideremos todas las posibles parti-
ciones que pueden resultar de aplicar f a D, que son un nu´mero finito. Podemos
enumerar todos los resultados y considerar la sucesio´n de funciones determinis-
tas fi, donde cada una de ellas produce la particio´n i-e´sima de D. En cada uno
de estos casos, por la proposicio´n 1.2.9, sabemos que se cumple la composicio´n
en paralelo. Por u´ltimo, sabemos que el efecto no determinista de f se puede
reducir a tomar alguna de las ciertas fi gracias al resultado de convexidad de
la proposicio´n 1.2.6. 2
1.2.4. Composicio´n avanzada
Adema´s de conseguir que los para´metros de privacidad se puedan degradar
ma´s lentamente al ejecutar composiciones de mecanismos, buscamos tambie´n la
posibilidad de poder manejar formas ma´s complejas de composicio´n. En parti-
cular queremos cubrir los dos siguientes escenarios:
1. Uso repetido de diferentes mecanismos sobre la misma base de datos.
Incluimos el caso de la repeticio´n de un mismo mecanismo varias veces, y la
separacio´n de los datos en bloques privados para tratarlos modularmente.
Aqu´ı consideramos, por tanto, la composicio´n secuencial y la composicio´n
en paralelo que hemos visto anteriormente.
2. Uso repetido de diferentes mecanismos en diferentes bases de datos, que
podr´ıan o no contener la informacio´n de un mismo individuo. Esto nos
permite razonar sobre la acumulacio´n de la pe´rdida de privacidad de una
persona cuyos datos pueden estar dispersos en distintas fuentes. Frente a
un mundo abierto, este es un problema fundamentalmente distinto al de
estar atacando a una base de datos fija.
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Para estudiar este segundo caso, vamos a suponer que el adversario puede
cambiar no solo las peticiones que le hace a los mecanismos, sino las bases de
datos con las que trata. Sea F una familia de mecanismos con acceso a bases de
datos cualesquiera, por ejemplo, el conjunto de mecanismos que cumplen ε-DP.
Imaginemos a un adversario A que dispone de F . Veamos el siguiente caso:
Experimento de composicio´n adaptativa
Para i = 1, ..., k:
1. A ataca dos bases de datos adyacentes x0i y x
1
i , con un mecanismoMi ∈ F
y unos para´metros wi.
2. A recibe yi ∈Mi(wi, xji ).
Asumimos que el adversario tiene libertad y conocimientos para elegir las
bases de datos, los mecanismos y los para´metros que utilizara´ en funcio´n de los
resultados que consiga de sus pasos anteriores.
Definicio´n 1.2.11 Definimos la vista de A del experimento como las eleccio-
nes que ha hecho de las bases de datos adyacentes (los super´ındices j) y todas
las respuestas de los mecanismos con los que ha atacado, (y1, ..., yk). (Los x
j
i ,
Mi y los wi pueden reidentificarse a partir de aqu´ı)
Consideremos que las elecciones x0i mantienen los datos de un individuo B
en la base de datos y que difieren de las x1i en que en estas u´ltimas no aparecen.
Es decir, pueden darse dos casos extremos, donde en el primero (j = 0) el
individuo B permite que sus datos sean liberados pu´blicamente en distintos
sitios (((mundo real))) y en el caso de j = 1 (((mundo ideal))) los datos que se
liberan no dependen de los para´metros de B. El propo´sito es que estos dos casos
este´n ((cercanos)) en el sentido que requiere la DP: que el adversario no pueda
((saber)), dadas sus vistas del experimento, si los datos reales de B se han usado
o no.
Para plantear formalmente la cuestio´n necesitamos unos conceptos prelimi-
nares:
Definicio´n 1.2.12 Notaremos V 0 a la vista de A en el ((mundo real)), es decir,
cuando todas las elecciones del individuo B han sido acceder a liberar sus da-
tos. Ana´logamente, notaremos V 1 a la vista de A en el ((mundo ideal)) descrito
anteriormente.
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Definicio´n 1.2.13 Llamamos soporte de una funcio´n al conjunto de puntos
de su dominio donde esta no se anula:
Sop(f) = {x ∈ dom(f) : f(x) 6= 0}
Definicio´n 1.2.14 Se define la ma´xima divergencia entre dos variables
aleatorias Y y Z que tienen el mismo dominio como:
D∞(Y ||Z) = ma´x
S⊆Sop(Y )∩Sop(Z)
[
ln
Pr[Y ∈ S]
Pr[Z ∈ S]
]
Notemos su relacio´n con la pe´rdida de privacidad vista en la definicio´n 1.1.9.
Definicio´n 1.2.15 La ma´xima divergencia δ-aproximada entre Y y Z es:
Dδ∞(Y ||Z) = ma´x
S⊆Sop(Y )∩Sop(Z)
Pr[Y ∈S]≥δ
[
ln
Pr[Y ∈ S]− δ
Pr[Z ∈ S]
]
Definicio´n 1.2.16 Diremos que la familia F de mecanismos con acceso a bases
de datos cualesquiera cumple ε-DP bajo composicio´n k-adaptativa1 si para
cada adversario A, tenemos que D∞(V 0||V 1) ≤ ε, donde V j indica la vista de
A en el experimento de composicio´n adaptativa. Hablaremos de (ε, δ)-DP en el
mismo sentido si se cumple que Dδ∞(V
0||V 1) ≤ ε
Teorema 1.2.17 (Composicio´n avanzada) Para todo ε, δ, δ′ ≥ 0, la clase
de mecanismos que cumplen (ε, δ)-DP, satisfacen tambie´n (ε′, kδ + δ′)-DP bajo
composicio´n k-adaptativa para:
ε′ =
√
2k ln(1/δ′)ε+ kε(eε − 1)
La demostracio´n de este resultado puede verse en [7].
Ejemplo 1.2.18 Supongamos que a lo largo de toda su vida una persona acaba
siendo parte de k = 10,000 bases de datos donde todas cumplen (ε0, 0)-DP.
Asumiendo que no hay ninguna coordinacio´n entre ellas, ¿cua´l deber´ıa ser el
valor de ε0 que debemos asegurar para que la pe´rdida de privacidad acumulativa
de esta persona este´ acotada por ε = 1 con probabilidad de al menos 1−e−32? A
partir del teorema 1.2.17 podemos decir, escogiendo δ′ = e−32, que es suficiente
con tener ε0 ≤ 1/801. Siendo una medida contra cualquier adversario aleatorio
en un mundo abierto, es un resultado destacable.
1Differential privacy under k-fold adaptative composition.
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1.3. Aplicaciones
Despue´s de haber visto los te´rminos principales de la DP, podemos aplicarla
a casos particulares. Veamos algunos:
1.3.1. Aplicacio´n del mecanismo ba´sico
Recordemos el ejemplo de la introduccio´n. Ante los datos puros, verdade-
ros, introdujimos el siguiente sistema para an˜adir ruido. Frente a cada dato
individual, tiramos una moneda con estas opciones:
Se responde la verdad si sale cara
Tiramos otra moneda si sale cruz −→
{
Respuesta: s´ı si sale cara
Respuesta: no si sale cruz
Se puede interpretar que en los casos donde sale cruz en la primera tirada es
como si retira´ramos al individuo correspondiente del estudio, de forma a priori
desconocida para algu´n adversario que pretenda la reidentificacio´n. Digamos que
un sujeto responde ((s´ı)) con probabilidad p, y ((no)) en caso contrario. Conociendo
el procedimiento por el que los hemos hecho pasar, podemos estimar p como
sigue:
La probabilidad de obtener un ((s´ı)) es (regla de la probabilidad total):
p ∗ (1/2) + (1/2)2 = p/2 + 1/4
Considerando que tras el experimento la proporcio´n de ((s´ıes)) ha sido s, como:
2(p/2 + 1/4)− 1/2 = p
Basta hacer:
pˆ = 2s− 1/2
Con lo que podemos rescatar la informacio´n que busca´bamos sin exponer (en
teor´ıa) directamente a ningu´n individuo. Veamos ahora el presupuesto de pri-
vacidad que ofrece este mecanismo, es decir, su relacio´n con la DP:
Proposicio´n 1.3.1 El mecanismo M descrito anteriormente cumple (ln 3)-
DP.
Demostracio´n: Partimos de una base de datos cualquiera D, de taman˜o n
y otra adyacente D′, que difiere de ella en la fila de un x ∈ D que podemos
considerar fijo. Sea, respectivamente, x′ ∈ D′. Notemos que la diferencia entre
1.3. Aplicaciones 21
x y x′ es lo que responder´ıan de verdad dos individuos que tendr´ıan respuestas
distintas. Tenemos que:
Rango(M(x)) = Rango(M(x′)) = {No, S´ı}
que se extiende trivialmente a:
Rango(M(D)) = Rango(M(D′)) = {No, S´ı}n ≡ {⊥,>}n
Estamos forzados a restringirnos a la DP acotada, de lo contrario no podr´ıa
darse la igualdad anterior. Para cada participante hay cuatro casos posibles:
Pr[Respuesta = No | Verdad = No] = Pr[Respuesta = S´ı | Verdad = S´ı] = 3/4
Pr[Respuesta = No | Verdad = S´ı] = Pr[Respuesta = S´ı | Verdad = No] = 1/4
Para cada cambio x → x′ tal y como hemos definido (con un rango fijo t,
digamos t = {S´ı} y ana´logo para el ((No))) ocurre que:
Pr[Respuesta = S´ı | Verdad = S´ı]
Pr[Respuesta = S´ı | Verdad = No] =
3/4
1/4
= 3
Pr[Respuesta = S´ı | Verdad = No]
Pr[Respuesta = S´ı | Verdad = S´ı] =
1/4
3/4
= 1/3
Ahora podemos aplicar el lema 1.1.12:
∀t ∈ Rango(M), t = (t1, t2, ..., tn) :
Pr[M(D) = t]
Pr[M(D′) = t] =
Pr[M(x) = ti]
Pr[M(x′) = ti] ≤ 3
2
1.3.2. Publicacio´n de histogramas
Se puede dar el caso de que deseemos un me´todo para publicar el nu´mero de
registros (o coincidencias dentro de alguna categor´ıa) dentro de otro grupo de
datos, mientras utilizamos DP. Podemos usar la composicio´n en paralelo para,
por ejemplo, publicar un histograma.
Un histograma divide el rango de valores en una serie de intervalos y luego
operamos para medir a que´ intervalo pertenece cada valor. Existen te´cnicas
espec´ıficas para esto que pueden verse tanto en [12] como en [7].

Cap´ıtulo 2
Mecanismo de Laplace
En este cap´ıtulo veremos uno de los me´todos principales y ma´s comunes para
satisfacer la DP: el mecanismo de Laplace. Siempre que tengamos un problema
donde tratemos con alguna funcio´n f : N|X | → Rn (donde podemos restringir R
a Z o N) esta sera´ una de las opciones inmediatas. Hablamos de problemas de
conteo de datos o valores (como los histogramas) o de, por ejemplo, resu´menes
estad´ısticos.
2.1. Introduccio´n
La idea del mecanismo de Laplace es buscar alguna funcio´n de distribucio´n
que introduzca el ruido (aleatorio) deseado a los datos de forma co´moda y
que adema´s cumpla ε-DP. La distribucio´n ido´nea para el caso (y de donde el
mecanismo toma el nombre) es la distribucio´n de Laplace:
Definicio´n 2.1.1 La distribucio´n de Laplace (figura 2.1) centrada en µ y
con escala b > 0 es la distribucio´n con funcio´n de densidad:
Lap(z|µ, b) = 1
2b
exp
(
−|z − µ|
b
)
La distribucio´n de Laplace es una versio´n sime´trica de la distribucio´n expo-
nencial. Tiene esperanza µ y varianza σ2 = 2b2. Normalmente nos referiremos a
ella como Lap(b) (asumiendo que µ = 0) para indicar que hablamos de alguna
distribucio´n X ∼ Lap(0, b).
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Figura 2.1: Distribucio´n de Laplace, con varios valores para los para´metros µ y
b.
Por otro lado, necesitamos medir la escala del ruido segu´n nuestra situacio´n.
Para ello usaremos la `1-sensibilidad:
Definicio´n 2.1.2 La `1-sensibilidad de una funcio´n f : N|X | → Rn, respecto
de dos bases de datos adyacentes x e y, es:
∆f = ma´x
x,y∈N|X|
‖x−y‖1=1
||f(x)− f(y)||1
Recue´rdese que se define la norma-1 ||x− y||1 = |x1 − y1|+ ...+ |xk − yk| como
uno de los casos particulares de la norma-p1.
Con esto podemos tener una acotacio´n sobre la forma en la que un cambio
en dos bases de datos adyacentes (es decir, de un u´nico sujeto) afecta a los
resultados de la funcio´n f .
1La norma-p de un vector x se define como ||x||p = p
√|x1|p + ...+ |xk|p. Haciendo tender
p a infinito, se tiene que ||x||∞ = ma´xi=1,...,k |xi|.
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Figura 2.2: Mecanismo de Laplace, extra´ıdo de [12].
En estas condiciones ya podemos definir el mecanismo de Laplace. La idea
es introducir perturbaciones en los resultados del mecanismo aprovechando las
propiedades de la distribucio´n de Laplace, que tendra´ una esperanza 0 y una
escala en funcio´n de la `1-sensibilidad que deseemos:
Definicio´n 2.1.3 Dada una funcio´n f : N|X | → Rn y una base de datos x, el
mecanismo de Laplace se define como:
ML(x, f(·), ε) = f(x) + (Y1, .., Yn)
donde cada Yi es una variable aleatoria independiente e ide´nticamente distri-
buida a una Lap(∆f/ε).
Nota 2.1.1 La funcio´n de densidad de la distribucio´n Lap(∆f/ε) es:
Lap(z|0,∆f/ε) = ε
2∆f
exp
(−ε|z|
∆f
)
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Teorema 2.1.2 El mecanismo de Laplace conserva la ε-DP.
Demostracio´n: Fijemos x ∈ N|X | y y ∈ N|X | tales que ||x−y||1 ≤ 1. Sea px la
funcio´n de densidad de ML(x, f, ε) y, ana´logamente, py la funcio´n de densidad
de ML(y, f, ε). Comparamos las dos en un punto arbitrario z:
px(z)
py(z)
=
n∏
i=1
exp
(
−ε|f(x)i − zi|
∆f
)
exp
(
−ε|f(y)i − zi|
∆f
) = n∏
i=1
exp
(
ε(|f(y)i − zi| − |f(x)i − zi|)
∆f
)
≤
n∏
i=1
exp
(
ε|f(x)i − f(y)i|
∆f
)
= exp
(
ε · ||f(x)− f(y)||1
∆f
)
≤ eε
Esto prueba que px(z) ≤ eεpy(z). Para ver que es ana´logo para py(x) ≤ eεpx(z),
basta repetir el razonamiento anterior con px(z)
py(z)
≥ e−ε. 2
Nota 2.1.3 Existe un mecanismo similar, llamado mecanismo gaussiano,
que toma una `2-sensibilidad
2 y un para´metro σ dependiente de ella, para an˜adir
ruido mediante una distribucio´n N (0, σ). Puede verse ma´s en profundidad en
el ape´ndice A de [7]. El mecanismo gaussiano cumple (ε, δ)-DP y tiene un com-
portamiento similar al de Laplace; sin embargo nos decantamos por el que es-
tudiamos en este tema por ser ma´s simple (y popular) manteniendo resultados
casi equivalentes.
Veremos ahora una cota para calcular la precisio´n que se puede alcanzar con
este mecanismo. Primero necesitamos el siguiente resultado:
Lema 2.1.4 Sea Y ∼ Lap(b). Se cumple, siempre que t ≥ 0:
Pr
[|Y | ≥ t · b] = e−t
Demostracio´n: Operando directamente:
Pr
[|Y | ≥ t · b] = 1− Pr [|Y | ≤ t · b] = 1− Pr [Y ≤ t · b]− Pr [− Y ≤ t · b]
= 2− Pr [Y ≤ t · b]− Pr [Y ≤ t · b] = 2[1− Pr [Y ≤ t · b]]
Como t ≥ 0, Pr [Y ≤ t · b] = 1− 1
2
e−tb/b = 1− 1
2
e−t, luego
Pr
[|Y | ≥ t · b] = 2[1− Pr [Y ≤ t · b]] = 2[1− 1 + 1
2
e−t
]
= e−t
2
2∆2f = ma´x x,y∈N|X|
‖x−y‖1=1
||f(x)− f(y)||2
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Teorema 2.1.5 Sean f : N|X | → Rn, y = ML(x, f(·), ε). Entonces, ∀α ∈
(0, 1]:
Pr
[
||f(x)− y||∞ ≥ ln
(n
α
)
·
(
∆f
ε
)]
≤ α
Demostracio´n: Con las condiciones anteriores:
Pr
[
||f(x)− y||∞ ≥ ln
(n
α
)
·
(
∆f
ε
)]
= Pr
[
ma´x
i∈[1..n]
|Yi| ≥ ln
(n
α
)
·
(
∆f
ε
)]
≤ n · Pr
[
|Y1| ≥ ln
(n
α
)
·
(
∆f
ε
)]
= n · α
n
= α
Donde en la primera igualdad hemos usado la definicio´n de la norma del
ma´ximo y las distribuciones Y ∼ Lap(∆f/ε) son las que aparecen en el meca-
nismo de Laplace. En la penu´ltima igualdad hemos usado el lema 2.1.4, ya que
ln (n/α) ≥ 0. 2
2.2. Aplicaciones
Ser capaces de aplicar un algoritmo que garantice que los resultados cumplan
ε-DP y que adema´s es rico en propiedades de composicio´n proporciona muchas
ventajas. Veamos una serie de ejemplos sobre problemas reales:
Ejemplo 2.2.1 Una de las aplicaciones principales del mecanismo de Laplace
es la del conteo de peticiones3 (counting queries), es decir, dar una res-
puesta (nume´rica) a una pregunta del tipo ((¿Cua´ntos elementos de X tienen la
propiedad P?)) Esta formulacio´n es muy sencilla porque sobre una pregunta de
conteo, la `1-sensibilidad es 1: basta notar que es lo ma´ximo que puede alterar
cualquier pregunta el hecho de an˜adir o eliminar los datos de un solo indivi-
duo. Esto tambie´n significa que el error introducido, que viene de Lap(1/ε), es
independiente del taman˜o de la base de datos.
Si en vez de contar una sola propiedad P lo hacemos con varias, digamos una
cantidad m, podemos modelar el problema hacia el caso vectorial teniendo en
3Aunque trabajando con funciones del tipo f : NN → Rn, podemos ampliar estas cues-
tiones a otras relativas al porcentaje de elementos de una base de datos que cumplen alguna
propiedad, o hacer combinaciones lineales sobre el conteo de resultados estableciendo un sis-
tema de pesos, por ejemplo.
28 Cap´ıtulo 2. Mecanismo de Laplace
cuenta que en este caso la `1-sensibilidad se convierte en m, y la privacidad
proviene de una Lap(m/ε).
Al problema de responder un gran nu´mero de preguntas se le llama Problema
de Liberar Peticiones (Query Release Problem). En el cap´ıtulo 5 veremos que el
mecanismo de Laplace es una de las herramientas fundamentales para abordarlo.
Ejemplo 2.2.2 (Histogramas) En el conteo de varias peticiones, si se da el
caso de que estas puedan ser disjuntas (como en los histogramas, donde dividi-
mos en rangos los resultados posibles), podemos mejorar la `1-sensibilidad del
problema para que vuelva a ser 1, ya que como antes, an˜adir o eliminar los
datos de un individuo solo afecta al rango al que este pertenece.
Veamos ahora una aplicacio´n del teorema 2.1.5:
Ejemplo 2.2.3 Supongamos que queremos calcular los nombres ma´s comunes
entre algu´n censo de una poblacio´n (cuyo taman˜o puede llegar a ser todo lo
grande que queramos, pongamos 300.000 habitantes), de entre una lista de
unos 10,000. Esto puede entenderse como una peticio´n (query) de la forma
f : N300,000 → N10,000, que adema´s puede formar un histograma. Por tanto, te-
nemos que la sensibilidad es ∆f = 1 y podemos alcanzar una (1, 0)-DP con una
probabilidad de error de un 5 % para un ruido de ln(10000/0,5) ≈ 12,2. Tenien-
do en cuenta la cantidad de la poblacio´n o el nu´mero de nombres potenciales,
es una cantidad pequen˜a.
2.2.1. Informe del ma´ximo con ruido4
Veremos ahora un me´todo utilizado para responder a las peticiones de conteo
que implican varias propiedades a la vez, donde igual que con los histogramas
(donde las propiedades son u´nicas y disjuntas), lo que buscamos es reducir la
sensibilidad del error: aunque tengamos m propiedades (o peticiones, conteos)
que nos llevar´ıan a una Lap(m/ε), si es posible aplicaremos una Lap(1/ε). Para
ello, la idea es aplicar esta Lap(1/ε) a cada peticio´n y revelar u´nicamente el
nombre (o el ı´ndice) de la que haya tenido el resultado ma´s alto.
Observemos que aqu´ı aplicamos el principio de minimizar la informacio´n
que abrimos al pu´blico: no decimos ni en que´ cantidad se alcanza en el ma´ximo
ni damos ninguna informacio´n sobre el resto de peticiones, incluso ignoramos
el caso de empate en dicho ma´ximo al revelar solo ((la etiqueta)) de una u´nica
propiedad.
4En ingle´s, report noisy max.
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Teorema 2.2.4 El informe del ma´ximo con ruido cumple ε-DP.
Demostracio´n: Fijemos D = D′∪{a}. Sea c (y respectivamente c′) el vector
de los conteos sobre D (respectivamente D′). Se cumplen dos propiedades:
cj ≥ c′j ∀j = 1, ...,m
1 + c′j ≥ cj ∀j = 1, ...,m
Vamos a fijar un ı´ndice i ∈ [1..m] y acotar superior e inferiormente las proba-
bilidades con lo que lo escogeremos.
Notemos por r−i al resultado del experimento aleatorio de una distribucio´n
[Lap(1/ε)]m−1, usado para an˜adir ruido a todos los componentes de c menos a
la coordenada i-e´sima. Tambie´n denotaremos Pr[i|ξ] a la probabilidad de que
el resultado del me´todo del informe ma´ximo sea i condicionada a ξ. Argumen-
tamos para cada r−i independientemente en dos partes: primero veremos que
Pr[i|D, r−i] ≤ eε Pr[i|D′, r−i] y luego que Pr[i|D′, r−i] ≤ eε Pr[i|D, r−i].
En el primer caso, definimos:
r∗ = mı´n
ri
: ci + ri > cj + rj ∀j 6= i.
Para un r−i fijo, el resultado que devuelve el me´todo sera´ i (cuando la base de
datos es D) si y solo si ri ≥ r∗. Tenemos, con 1 ≤ j 6= i ≤ m:
ci + r
∗ > cj + rj
⇒ (1 + c′i) + r∗ ≥ ci + r∗ > cj + rj ≥ c′j + rj
⇒ c′i + (r∗ + 1) > c′j + rj
Esto es, si ri ≥ r∗ + 1, entonces el ma´ximo estara´ en la i-e´sima coordenada
cuando la base de datos sea D′ y el vector de ruido sea (ri, r−i). Tomando cada
ri ∼ Lap(1/ε):
Pr[ri ≥ 1 + r∗] ≥ e−ε Pr[ri ≥ r∗] = e−ε Pr[i|D, r−i]⇒
Pr[i|D′, r−i] ≥ Pr[ri ≥ 1 + r∗] ≥ e−ε Pr[i|D, r−i]⇒
Pr[i|D, r−i] ≤ eε Pr[i|D′, r−i]
Ana´logamente, escogiendo:
r∗ = mı´n
ri
: c′i + ri > c
′
j + rj ∀j 6= i.
Y como antes, para un r−i fijo, el resultado que devuelve el me´todo sera´ i
(cuando la base de datos es D′) si y solo si ri ≥ r∗. Para 1 ≤ j 6= i ≤ m:
c′i + r
∗ > c′j + rj
⇒ c′i + (r∗ + 1) > (1 + c′j) + rj
⇒ ci + (r∗ + 1) ≥ c′i + (r∗ + 1) > (1 + c′j) + rj ≥ cj + rj
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De donde se sigue el mismo razonamiento anterior: si ri ≥ r∗ + 1, el ma´ximo
estara´ en la i-e´sima coordenada en la base de datos sea D con el vector de ruido
(ri, r−i). Por u´ltimo,
Pr[i|D, r−i] ≥ Pr[ri ≥ 1 + r∗] ≥ Pr[ri ≥ r∗] = e−ε Pr[i|D′, r−i]
⇒ eε Pr[i|D′, r−i] ≤ Pr[i|D, r−i]
2
Ejemplo 2.2.5 Supongamos que queremos saber cua´l es la enfermedad ma´s
comu´n que ha padecido algu´n conjunto de personas. Para ello debemos saber
que´ historial me´dico ha tenido cada individuo, lo que implica una gran cantidad
de peticiones; en este caso, por cua´ntas enfermedades (((propiedades))) ha pasa-
do cada paciente. Esto disparar´ıa la sensibilidad de la funcio´n que aplicar´ıamos
en caso de usar directamente el mecanismo de Laplace. Sin embargo, el infor-
me del ma´ximo con ruido proporciona exactamente lo que queremos reduciendo
notablemente la variacio´n necesaria del ruido.
Cap´ıtulo 3
Mecanismo exponencial
El mecanismo exponencial tiene dos principales diferencias con el de Laplace.
Por un lado podemos ampliar el rango de los resultados posibles (no tenemos
que restringirnos a funciones f : N|X | → Rn). Por otro, esta´ disen˜ado para casos
donde una mı´nima cantidad de ruido en la respuesta puede desestabilizar la
utilidad de los datos.
Para asegurar la privacidad en este u´ltimo caso usaremos una funcio´n u (de
utilidad) que, intuitivamente, asignara´ a cada respuesta de la base de datos
algu´n nu´mero que represente su valor, y entonces operaremos con ellos. Sera´ lo
que veremos en este cap´ıtulo.
3.1. Introduccio´n
Dado un rango arbitrario R, el mecanismo exponencial se define respecto
a una funcio´n de utilidad u : N|X | × R → R, donde normalmente buscamos
obtener el elemento r ∈ R que maximice el resultado de esa funcio´n. Ponemos
a continuacio´n un caso particular (extra´ıdo de [7]) con estas condiciones:
Ejemplo 3.1.1 Supongamos que tenemos una subasta de calabazas y cuatro
pujantes por ellas. El primero ofrece 3, 01$ y los otros tres, 1$ cada uno. ¿Cua´l
es el precio o´ptimo? Ponie´ndolas a 3$ o a 1$, el beneficio ser´ıa de 3$. Si ponemos
3, 01$, ganar´ıamos 3, 01$. Pero con 3, 02$ como precio, la ganancia ser´ıa nula.
Veamos los primeros pasos para an˜adir privacidad diferencial a este tipo de
problemas.
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Definicio´n 3.1.1 Llamamos sensibilidad de la funcio´n de utilidad u :
N|X | ×R → R a la cantidad:
∆u = ma´x
r∈R
ma´x
x,y∈N|X|
‖x−y‖1=1
|u(x, r)− u(y, r)|
Es importante tener en cuenta que esta sensibilidad de u es respecto del
argumento r que le puede llegar de la base de datos, fuera de ese rango puede
tener cualquier comportamiento arbitrario.
Definicio´n 3.1.2 El mecanismo exponencialME(x, u,R) se basa en esco-
ger (y devolver) un elemento r ∈ R con probabilidad proporcional a
exp
(
εu(x, r)
2∆u
)
Ejemplo 3.1.2 Siguiendo el ejemplo 3.1.1, la utilidad de un precio p dada una
base de datos D es el beneficio obtenido segu´n refleje la curva de demanda que se
desarrolle. Habra´ una posibilidad exponencialmente ma´s grande frente al resto
de precios de escoger el o´ptimo.
Observacio´n 3.1.3 La intuicio´n es que la probabilidad con que deber´ıa funcio-
nar el mecanismo exponencial fuera proporcional a exp(εu(x, r)/∆u). De esta
forma tendr´ıamos que la pe´rdida de privacidad ser´ıa:
LME(x,u,R)||ME(y,u,R) = ln
(
exp(εu(x, r)/∆u)
exp(εu(y, r)/∆u)
)
=
ε[u(x, r)− u(y, r)]
∆u
≤ ε
Sin embargo, se puede dar el caso de que al an˜adir (o eliminar) los datos de
algu´n individuo de la base de datos, la utilidad de algunos elementos r ∈ R
se incremente o se vea perjudicada. Por este motivo se reserva la mitad del
presupuesto de privacidad, como se ve en la definicio´n.
El mecanismo exponencial puede llegar a definir una distribucio´n compleja
sobre un dominio arbitrariamente grande, de modo que su puesta en pra´cti-
ca puede no ser eficiente, especialmente si el rango de u es super-polino´mico1
respecto a los para´metros naturales del problema.
Teorema 3.1.4 El mecanismo exponencial cumple ε-DP.
1Es un concepto que se usa para hacer referencia a la complejidad en tiempo (time com-
plexity), es decir, la medicio´n o estimacio´n el tiempo de ejecucio´n de un algoritmo. Decimos
que un algoritmo es de tiempo super-polino´mico si no puede ser acotado superiormente por
ningu´n polinomio. Esto sucede, por ejemplo, para funciones que son de tipo exponencial
(como, digamos, 2n).
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Demostracio´n: Vamos a asumir por comodidad que el rango R es finito,
aunque no es necesario. Para dos bases de datos adyacentes cualesquiera x e y
(||x− y||1 ≤ 1) y algu´n r ∈ R fijo:
Pr[ME(x, u,R) = r]
Pr[ME(y, u,R) = r] =
(
exp [εu(x, r)/(2∆u)]∑
r′∈R exp [εu(x, r
′)/(2∆u)]
)
(
exp [εu(y, r)/(2∆u)]∑
r′∈R exp [εu(y, r
′)/(2∆u)]
)
=
exp
(
εu(x, r)
2∆u
)
exp
(
εu(y, r)
2∆u
) ·
∑
r′∈R exp
(
εu(y, r′)
2∆u
)
∑
r′∈R exp
(
εu(x, r′)
2∆u
) (3.1)
= exp
(
ε[u(x, r)− u(y, r)]
2∆u
)
·
∑
r′∈R exp
(
εu(y, r′)
2∆u
)
∑
r′∈R exp
(
εu(x, r′)
2∆u
)
≤ exp
(ε
2
)
· exp
(ε
2
)
·
∑
r′∈R exp
(
εu(x, r′)
2∆u
)
∑
r′∈R exp
(
εu(x, r′)
2∆u
) = eε
En la u´ltima desigualdad hemos usado que, por la simetr´ıa de las bases de datos
adyacentes:
exp
(
εu(y, r′)
2∆u
)
≤ exp
(ε
2
)(εu(x, r′)
∆u
)
(3.2)
Para ver que Pr[ME(y, u,R) = r] ≤ eε Pr[ME(x, u,R) = r], basta repetir el
mismo proceso con:
Pr[ME(x, u,R) = r]
Pr[ME(y, u,R) = r] ≥ e
−ε
2
Una de las garant´ıas de este mecanismo es que proporciona respuestas cer-
canas a la o´ptima, ya que descarta con una probabilidad exponencialmente alta
a las que se van alejando de ese resultado.
Definicio´n 3.1.3 Dada una base de datos x y una funcio´n de utilidad u, lla-
maremos valor ma´ximo de u en x a:
OPTu(x) = ma´x
r∈R
u(x, r)
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Vamos a acotar la probabilidad con la que el mecanismo exponencial de-
vuelve un ((buen)) elemento de R, y para ello tendremos que hacerlo en relacio´n
a OPTu(x). El resultado sera´ que la probabilidad de devolver un elemento con
una utilidad menor que la del valor ma´ximo va a ser del orden de (∆u/ε) ln |R|.
Teorema 3.1.5 Sea una base de datos x ∈ N|X |, y
ROPT = {r ∈ R : u(x, r) = OPTu(x)}
Entonces:
Pr
[
u
(
x,ME(x, u,R)
) ≤ OPTu(x)− 2∆u
ε
(
ln
( |R|
|ROPT |
)
+ t
)]
≤ e−t
Demostracio´n:
Pr
[
u
(
x,ME(x, u,R)
) ≤ c] ≤ |R| exp [εc/(2∆u)]|ROPT | exp [εOPTu(x)/(2∆u)]
=
|R|
|ROPT | exp
(
ε(c−OPTu(x))
2∆u
)
La desigualdad se explica como sigue: cada r ∈ R con u(x, r) ≤ c tiene, mediante
el mecanismo exponencial, un valor en su funcio´n de probabilidad de como
mucho exp[εc/(2∆u)], y por tanto podemos acotar el conjunto completo por
|R| exp[εc/(2∆u)]. Adema´s, como hay al menos |ROPT | ≥ 1 elementos con
u(x, r) = OPTu(x), la probabilidad del conjunto total (en el denominador) es
de |ROPT | exp[(εOPTu(x)/(2∆u)].
El resultado del teorema procede de usar este razonamiento escogiendo el c
que se muestra en el enunciado. 2
Como siempre se cumple que |ROPT | ≥ 1, podemos usar directamente este
corolario:
Corolario 3.1.6 Para cualquier base de datos x ∈ N|X |:
Pr
[
u
(
x,ME(x, u,R)
) ≤ OPTu(x)− 2∆u
ε
(
ln
(|R|)+ t)] ≤ e−t
Veamos una aplicacio´n directa:
Ejemplo 3.1.7 Supongamos que queremos saber que´ condicio´n me´dica es ma´s
comu´n de entre dos posibilidades, A y B. Tenemos 0 casos de A y c > 0 para B.
La nocio´n de utilidad se basa en este caso (como en el mecanismo de Laplace)
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en el conteo de los datos: a ma´s casos pertenecientes a alguna condicio´n, ma´s
utilidad, y ∆u = 1. Esto implica que la utilidad de A es 0 y la de B es c. Aplican-
do el corolario 3.1.6 concluimos que la probabilidad de devolver como resultado
(erro´neo) la condicio´n me´dica A esta´ acotada por 2e−c(ε/(2∆u)) = 2e−cε/2. Para
ello estudiamos la probabilidad de que la utilidad del resultado del mecanismo
sea menor o igual a 0, es decir,
OPTu(x)− 2∆u
ε
(
ln
(|R|)+ t) = 0
y sustituyendo con los datos del problema:
c− 2
ε
(ln 2 + t) = 0
de donde despejamos la variable t de la funcio´n exponencial que acota a la
probabilidad. Es decir,
t =
cε
2
− ln 2
Observacio´n 3.1.8 Aplicando el mecanismo exponencial, hemos visto que la
probabilidad de que salga un resultado de baja utilidad es exponencialmente pe-
quen˜a. Ahora bien, si el nu´mero de posibles resultados potenciales es exponen-
cialmente grande comparado al nu´mero de respuestas con buena utilidad, la
precisio´n del mecanismo puede verse reducida.
3.2. Funciones mono´tonas
Existen casos en los que si se dan las condiciones indicadas, se puede mejorar
la precisio´n del mecanismo exponencial.
Definicio´n 3.2.1 Una funcio´n de utilidad u es mono´tona si para dos bases
de datos adyacentes cualesquiera x e y, ocurre que:
u(x, r) ≥ u(y, r) ∀r ∈ R
o bien,
u(x, r) ≤ u(y, r) ∀r ∈ R
En los problemas de conteo, por ejemplo, la funcio´n de utilidad es mono´tona.
Proposicio´n 3.2.1 El mecanismo exponencial ME(x, u,R), aplicado en fun-
ciones de utilidad mono´tonas, puede mejorar el presupuesto de privacidad devol-
viendo una respuesta con probabilidad proporcional a exp
(
εu(x, r)
∆u
)
, en lugar
de exp
(
εu(x, r)
2∆u
)
, manteniendo la ε-DP.
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Demostracio´n: Es ana´loga a la demostracio´n del teorema 3.1.4. La ecuacio´n
3.1 pasa a ser:
Pr[ME(x, u,R) = r]
Pr[ME(y, u,R) = r] =
(
exp(εu(x, r)/∆u)∑
r′∈R exp(εu(x, r
′)/∆u)
)
(
exp(εu(y, r)/∆u)∑
r′∈R exp(εu(y, r
′)/∆u)
)
=
exp
(
εu(x, r)
∆u
)
exp
(
εu(y, r)
∆u
) ·
∑
r′∈R exp
(
εu(y, r′)
∆u
)
∑
r′∈R exp
(
εu(x, r′)
∆u
)
≤ eε
La u´ltima desigualdad se da porque al ser u mono´tona, se puede ver que en el pa-
so anterior, cuando el primer te´rmino crece, el segundo decrece (o al contrario),
con lo que se puede hacer la acotacio´n sobre el primero:
exp
(
εu(x, r)
∆u
)
exp
(
εu(y, r)
∆u
) = exp(ε[u(x, r)− u(y, r)]
∆u
)
≤ eε
O sobre el segundo, como en (3.2):
exp
(
εu(y, r′)
∆u
)
≤ eε exp
(
εu(x, r′)
∆u
)
2
Corolario 3.2.2 Para cualquier base de datos x ∈ N|X |, con u mono´tona:
Pr
[
u
(
x,ME(x, u,R)
) ≤ OPTu(x)− ∆u
ε
(
ln
(|R|)+ t)] ≤ e−t
Una de las consecuencias se puede ver en el ejemplo 3.1.7: cambiando ade-
cuadamente el ruido que se introduce con el mecanismo exponencial, la proba-
bilidad de observar una respuesta erro´nea pasa a ser 2 exp(−cε), que mejora la
cota que ten´ıamos.
Definicio´n 3.2.2 Llamamos informe del argumento ma´ximo con ruido
unilateral (Report One-Sided Noisy Arg-Max) al algoritmo que consiste en
an˜adir ruido a la utilidad de cada respuesta con el mecanismo exponencial,
con para´metro ε/∆u si la funcio´n de utilidad es mono´tona, o con para´metro
ε/(2∆u) en caso contrario, y devolver el ı´ndice de la categor´ıa que haya tenido
el resultado ma´s alto.
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Este algoritmo es semejante al del informe del ma´ximo con ruido, estudiado
en 2.2.1. Podr´ıamos compararlos en el caso de que ∆f = ∆u = 1, con funcio´n
mono´tona o no, pero la preferencias sobre su uso dependen de para´metros ma´s
concretos de cada problema.
3.3. Relacio´n con el mecanismo de Laplace
En [13] se argumenta que el mecanismo de Laplace se puede considerar como
un caso particular del mecanismo exponencial, usando una funcio´n de utilidad
adecuada. Incluso que, te´cnicamente, afinando con el valor de la funcio´n de
utilidad, el mecanismo exponencial podr´ıa ((capturar a la clase completa de los
mecanismos de la DP)).
Teorema 3.3.1 Dada una funcio´n f : N|X | → Rn, tomando
u : N|X | ×R →R
u(x, r) 7−→ − |f(x)− r|
la sensibilidad de u es igual a la `1-sensibilidad de f .
Demostracio´n:
∆u = ma´x
r∈R
ma´x
x,y∈N|X|
‖x−y‖1=1
|u(x, r)− u(y, r)|
= ma´x
r∈R
ma´x
x,y∈N|X|
‖x−y‖1=1
||f(y)− r| − |f(x)− r||
= ma´x
x,y∈N|X|
‖x−y‖1=1
||f(x)− f(y)||1 = ∆f
2
Sin embargo, en [12] se contraargumenta esta tesis: no tenemos garant´ıa
de que la funcio´n de utilidad resultante sea mono´tona, y por tanto el meca-
nismo exponencial devuelve un resultado r con probabilidad proporcional a
exp
(−ε|f(x)− r|
2∆f
)
, en lugar de lo que resultar´ıa de usar el mecanismo de
Laplace, esto es, una probabilidad proporcional a exp
(−ε|f(x)− r|
∆f
)
.
Observacio´n 3.3.2 Del mismo modo, dado un mecanismo cualquiera M que
cumpla ε-DP, se puede escoger u(x, r) como el logaritmo de la funcio´n de densi-
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dad deM en el punto r. Como antes, nos encontramos con un problema: el me-
canismo exponencial devuelve r con probabilidad proporcional a exp
(
u(x, r)
2
)
,
no a exp (u(x, r)).
Cap´ıtulo 4
Casos pra´cticos
En este cap´ıtulo vamos a ver varias formas pra´cticas de aplicar la DP sa-
tisfactoriamente, as´ı como algunas complicaciones que se pueden dar. Veremos
que algu´n cambio en la implementacio´n del algoritmo puede comprometer la
privacidad, y compararemos algunos acercamientos distintos a un mismo pro-
blema.
El caso que trataremos sera´ el de hallar el valor de la media de un atribu-
to sobre un subconjunto de los datos totales que cumpla alguna condicio´n, o
pertenezca a alguna categor´ıa. Nos referimos a responder preguntas de la forma
((¿Cua´ntos paquetes de cigarros fuman, de media, lo sujetos de la base de datos
que llevan fumando ma´s de 15 an˜os?)), o ((¿cua´ntas ventas producen, de media,
los productos de una marca que llevan ma´s de 6 meses en el mercado?))
Formalmente, tenemos la base de datos D, una condicio´n de seleccio´n ϕ, un
conjunto σϕ(D) que representa a todos los elementos de D que cumplen ϕ, un
atributo a que toma valores entre [amin, amax]. Sea tambie´n ∆a = amax−amin. y
xa el valor (en el atributo a) del elemento x ∈ D. Vamos a estudiar la funcio´n:
Avgaϕ(D) =

∑
x∈σϕ(D) xa
|σϕ(D)| si σϕ(D) 6= ∅
amin + amax
2
si σϕ(D) = ∅
Que devuelve la media de los valores xa de los elementos x que cumplen ϕ en
el caso de que haya ma´s de un elemento que cumpla dicha condicio´n en D, o la
media de los valores ma´ximo y mı´nimo del atributo en caso contrario.
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4.1. Procedimiento general
Veamos co´mo ser´ıa el primer acercamiento natural, aplicando la teor´ıa que
hemos visto en los cap´ıtulos anteriores.
4.1.1. Mecanismo exponencial
Primero necesitamos seleccionar la funcio´n de utilidad que nos resulte ma´s
conveniente. Lo usual en este caso es elegir:
u(D, r) = −|
∑
x∈σϕ(D)
(xa − r)|
Esto es, la utilidad de la media ((verdadera)) (Avgaϕ = µ) es 0 y para cualquier
otro valor r, tendremos como resultado −|σϕ(D)| · |r − µ|. La sensibilidad de
la funcio´n u es ∆a = amax − amin, ya que en el peor de los casos (r = amin)
an˜adir un nuevo valor amax cambiar´ıa la utilidad en ∆a (o sime´tricamente,
intercambiando amin y amax).
Destacamos que que esta funcio´n no es mono´tona. Si |σϕ(D)| es grande, cual-
quier valor que se aleje de la media tendra´ una probabilidad exponencialmente
pequen˜a de ser seleccionado.
4.1.2. Mecanismo de Laplace
La primera opcio´n es aplicar un ruido proporcional a la sensibilidad global
de la funcio´n de la media, es decir, |amax−amin|
2
, que es demasiado grande. Una
aplicacio´n directa en este sentido tiene poca precisio´n, al an˜adir ruido suficiente
para los peores casos, donde hay pocos puntos con esas condiciones. Esto es, la
respuesta del mecanismo se puede ver muy alterada an˜adiendo o retirando el
valor de un u´nico elemento.
4.2. Mecanismo de Laplace y composicio´n
En este punto veremos co´mo mejorar las aplicaciones pra´cticas del mecanis-
mo de Laplace a trave´s de las propiedades de composicio´n de mecanismos que
vimos en el cap´ıtulo 1. Por simplificacio´n, tomaremos la base de datos D, sobre
la que actu´a el algoritmo, como el conjunto de los atributos a ∈ σϕ(D) de todos
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los elementos que cumplen la condicio´n ϕ. Adema´s tendremos en cuenta otras
dos funciones: una de Suma que devuelve la suma de los valores de los a ∈ D,
y otra, Conteo, que cuenta el nu´mero de elementos a. Sobre estas dos queries
(peticiones a la base de datos D que estamos utilizando) tendremos que dividir
el presupuesto de privacidad ε.
Algoritmo 1: Media con ruido, Laplace simple
Datos: D, [amin, amax], ε.
S˜ ← D.Suma+ Lap(2(amax − amin)/ε)
C˜ ← D.Conteo+ Lap(2/ε)
si C˜ ≤ 1 entonces
devolver
amin + amax
2
en otro caso
devolver
S˜
C˜
fin
Para ver que el algoritmo 1 cumple ε-DP, observemos que tanto S˜ como
C˜ cumplen (ε/2)-DP, y en los datos que devolvemos aplicamos la composicio´n
secuencial de la proposicio´n 1.2.2.
4.2.1. Un algoritmo no privado
Podemos intentar mejorar el algoritmo 1: antes an˜adimos ruido a la funcio´n
de conteo, pero ¿es necesario, si solo queremos devolver con ruido el valor de la
media? Consideremos la siguiente funcio´n (Noisy Average):
NAvgaϕ(D) =

(∑
x∈σϕ(D) xa
)
+ Lap (∆a/ε)
|σϕ(D)| si σϕ(D) 6= ∅
U([amin, amax]) si σϕ(D) = ∅
Con U([c, d]) la distribucio´n uniforme.
Teorema 4.2.1 El mecanismo que usa la funcio´n NAvgaϕ(D) no cumple ε-DP.
Demostracio´n: Sean D y D′ dos bases de datos adyacentes, e Y una variable
aleatoria que sigue la funcio´n de distribucio´n de Lap (∆a/ε). Sin pe´rdida de
generalidad, podemos asumir que σϕ(D) contiene un elemento ma´s que σϕ(D
′), y
42 Cap´ıtulo 4. Casos pra´cticos
que este elemento tiene un valor a′. Sea entonces |σϕ(D′)| = n y |σϕ(D)| = n+1.
Para cualquier z en el rango del mecanismo:
Pr
[
NAvgaϕ(D) = z
]
Pr
[
NAvgaϕ(D
′) = z
] = Pr
[(
Y +
∑
x∈σϕ(D) xa
)
/(n+ 1) = z
]
Pr
[(
Y +
∑
x∈σϕ(D′) xa
)
/n = z
]
=
Pr
[
Y = zn−
(
+
∑
x∈σϕ(D′) xa
)
+ z − a′
]
Pr
[
Y = zn−
(
+
∑
x∈σϕ(D′) xa
)]
= ez−a
′
Como z no esta´ acotado, z − a′ puede ser arbitrariamente grande. 2
Sin embargo, podemos restringir el rango de la respuesta del mecanismo. Es-
to es, imponiendo que el resultado pertenezca al intervalo [amin, amax], podemos
asegurar que |z − a′| ≤ ∆a y s´ı podr´ıamos aproximarnos a la ε-DP.
Algoritmo 2: Media con ruido, re-muestreo (Noisy Average Resam-
pling)
Datos: D, [amin, amax], ε.
S ← D.Suma
C ← D.Conteo
si C = 1 entonces
devolver U([amin, amax])
fin
A← S + Lap((amax − amin)/ε)
C
mientras A < amin o A > amax hacer
A← S + Lap((amax − amin)/ε)
C
fin
devolver A
En este algoritmo utilizamos la funcio´n de conteo sin ruido, y repetimos
la distorsio´n al resultado que le da el mecanismo de Laplace hasta que cae
en el rango que buscamos. Esto, por otro lado, tiene el efecto de escalar las
probabilidades para cada valor dentro de [amin, amax]. Cuando dos bases de
datos adyacentes tienen una media distinta, este factor de escala se ve alterado,
afectando a la ε-DP.
Teorema 4.2.2 El mecanismo que resulta de aplicar el algoritmo 2 no cumple
ε-DP.
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Demostracio´n: Vamos a hacerlo con un contraejemeplo. Consideremos D =
{−1}, D′ = {−1,1} y [amin, amax] = [−1, 1]. Utilizamos, por tanto, Y ∼
Lap(2/ε), y llamaremos M al mecanismo del algoritmo 2.
Para la base de datos D, la media (verdadera) es −1. Este resultado se
obtendra´ cuando Y = 0, y el recorrido que admitimos para los resultados de Y ,
para que la respuesta no salga de [amin, amax] = [−1, 1], debe ser [0, 2]. Con esto
en cuenta:
Pr
[
M(D) = −1
]
= Pr
[
Y = 0|Y ∈ [0, 2]
]
=
ε
4
exp
(
−ε
2
|0|
)
∫ 2
0
ε
4
exp
(
−ε
2
|t|
)
dt
=
=
ε
4
1− exp(−ε)
2
=
ε
2(1− exp(−ε))
Para D′, la media es 0 y el ruido an˜adido es Y
2
, ya que aqu´ı la funcio´n conteo
vale 2. Por tanto, tendremos el resultado −1 cuando Y = −2, y ahora Y recorre
el intervalo [−2, 2]:
Pr
[
M(D′) = −1
]
= Pr
[
Y = −2|Y ∈ [−2, 2]
]
=
ε
4
exp
(
−ε
2
| − 2|
)
∫ 2
−2
ε
4
exp
(
−ε
2
|t|
)
dt
=
=
ε
4
exp(−ε)
1− exp(−ε) =
ε exp(−ε)
4(1− exp(−ε))
De modo que:
Pr
[
M(D) = −1
]
Pr
[
M(D′) = −1
] =
ε
2(1− exp(−ε))
ε exp(−ε)
4(1− exp(−ε))
= 2eε > eε
2
4.2.2. Un algoritmo privado
La pe´rdida de las propiedades de la privacidad se deben al me´todo usado
en el algoritmo 2 para ajustar el resultado dentro del rango que damos por
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va´lido. En vez de repetir la muestra aleatoria de la distribucio´n de Laplace (re-
muestreo) hasta que caiga donde queramos, podemos aplicar una funcio´n que
haga de limitacio´n:
Π[amin,amax](z) =

amin si z < amin
z si amin ≤ z ≤ amax
amax si z > amax
Esto hace que la distribucio´n del mecanismo sea discreta en los puntos amin y
amax, y continua entre ellos. Podemos asegurar la ε-DP mediante esta funcio´n,
an˜adiendo unos cambios convenientes em el algoritmo:
Algoritmo 3: Media con ruido, restringida (Noisy Average Clamping-
Down)
Datos: D, [amin, amax], ε.
S ← D.Suma
C ← D.Conteo
si C = 0 entonces
devolver Ψ([amin, amax], ε)
fin
A← S + Lap((amax − amin)/ε)
C
si A < amin entonces
devolver amin
si no, si A > amax entonces
devolver amaz
en otro caso
devolver A
fin
Donde
Ψ([amin, amax], ε) =

amin con probabilidad (e
−ε/2)/2
amax con probabilidad (e
−ε/2)/2
U([amin, amax]) con probabilidad 1− e−ε/2
Teorema 4.2.3 El mecanismo que funciona aplicando el algoritmo 3 satisface
ε-DP.
La demostracio´n se basa en analizar los casos posibles, y no an˜ade ninguna
idea que no se haya visto en las pa´ginas anteriores, adema´s de ser algo extensa.
Puede verse completa en [12].
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4.2.3. Normalizacio´n
Lo que hemos conseguido con el algoritmo 3 es la mejora que pretend´ıamos
sobre el algoritmo 1 al no tener que introducir ruido en la funcio´n de conteo,
de modo que podemos usar el presupuesto de privacidad ε completo en vez de
tener que dividirlo en dos.
Sin embargo, desde el principio tomamos a la sensibilidad ∆a como amax −
amin, pero podemos mejorarla cambiando el enfoque: en vez de sumar cada
valor y dividirlo por el conteo, partimos de un resultado esperado, (amin +
amax)/2, y por cada elemento x an˜adimos xa − (amin + amax)/2 al total. Esto
hace que pasemos a tener una sensibilidad de ∆a = (amax−amin)/2, mejorando
considerablemente la anterior. Esto nos lleva a proponer el siguiente algoritmo:
Algoritmo 4: Media con ruido, normalizada (Noisy Average Norma-
lization)
Datos: D, [amin, amax], ε.
S˜ ← D.Suma−D.Conteo · (amin + amax)/2 + Lap((amax − amin)/ε)
C˜ ← D.Conteo+ Lap(ε/2)
si C˜ ≤ 1 entonces
devolver (amin + amax)/2
en otro caso
devolver
S˜
C˜
+ (amin + amax)/2
fin
Que sabemos que satisface ε-DP por el mismo argumento de composicio´n
que usamos en el algoritmo 1.
4.3. Conclusiones
Tomando como medida el uso del presupuesto de privacidad ε, tanto el
algoritmo 3 como el 4 duplican la eficacia del algoritmo 1. Au´n as´ı, podemos
preguntarnos cua´l es el mejor. En [12], de modo emp´ırico (aunque no se ofrecen
las medidas computacionales pertinentes) se concluye que el algoritmo 3 es
preferible al 4, seguido del me´todo que aplica el mecanismo exponencial, y luego
el 1. Cuando ε es grande, 3 y 4 son similares, y sus errores bajo la norma `1
son aproximadamente la mitad que los de 1 y 2. Si ε es pequen˜o, la ventaja de
3 sobre 4 se hace considerable.

Cap´ıtulo 5
Te´cnica del vector disperso1
Frente a una gran cantidad de peticiones (queries) a la base de datos, la
garant´ıa de privacidad puede no ser del todo alcanzable. Una aproximacio´n
para resolver este problema consiste en filtrar, de un conjunto normalmente
grande de peticiones, las que sobrepasen algu´n umbral que fijemos. Esto es,
podemos descartar las peticiones que no sean relevantes para responder de forma
adaptativa y versa´til, y as´ı no gastar presupuesto de privacidad (ε) con ellas.
Esta te´cnica se usa en dos entornos de formas diferentes: uno oﬄine, no
interactivo, donde conocemos el conjunto de peticiones de antemano, y otro
online, o dina´mico, donde no tendremos este conocimiento previo. Notemos que
en el caso oﬄine el problema es similar al mecanismo del informe del ma´ximo
con ruido visto en 2.2.1, y que tambie´n se puede abordar mediante el mecanismo
exponencial.
Para un contexto online debemos recordar la Ley Fundamental de Recupe-
racio´n de la Informacio´n que vimos en la introduccio´n de este trabajo: responder
una cantidad lineal de peticiones, au´n an˜adiendo un pequen˜o ruido, puede po-
ner en riesgo gran parte de la privacidad de los datos. Uno de los modos de
enfrentar esto es precisamente a partir de las posibilidades que nos ofrece la
SVT.
1En ingle´s, Sparse Vector Technique (SVT).
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5.1. Introduccio´n
Empezaremos mostrando los primeros pasos hacia un algoritmo SVT y a la
vez definiendo las propiedades y los te´rminos ma´s importantes.
Sea m el nu´mero de peticiones totales que tendremos, que exigiremos que
tengan sensibilidad 1. Sin pe´rdida de generalidad podemos elegir un umbral T ,
pu´blico, fijado de antemano2. Lo que haremos sera´ an˜adir ruido a las peticiones
y compararlas una a una con el umbral: un resultado positivo (>) indicara´ que
lo ha sobrepasado, y por tanto sera´ una peticio´n que nos interese, y un resultado
negativo (⊥) nos hara´ descartarla. Normalmente usaremos un l´ımite c para las
peticiones que aceptaremos por encima de dicho umbral. Solo consumiremos
presupuesto de privacidad ε con las peticiones aceptadas.
Algo importante a tener en cuenta es que al comparar las peticiones con el
umbral, no usaremos T sino una versio´n Tˆ con ruido, que sera´ privada. Esto se
debe a razones te´cnicas para el cumplimiento de (ε, δ)-DP que aparecera´n en la
demostracio´n del teorema 5.1.1.
5.1.1. Primeros pasos
El primer algoritmo que presentamos se detiene al encontrar la primera
peticio´n que sobrepasa el umbral, es decir, usando c = 1, y veremos que es
(ε, δ)-DP sea cual sea la cantidad m de peticiones recibidas. Estudiaremos el
caso de c > 1 a partir de los teoremas de composicio´n.
Teorema 5.1.1 El algoritmo 5 satisface (ε, δ)-DP.
Demostracio´n: Fijemos dos bases de datos adyacentes D y D′. Sea A el
resultado aleatorio del algoritmo 5 con los datos de entrada (D, {fi}, T , ε) y A′
el resultado ana´logo para (D′, {fi}, T , ε). Lo que devuelve el algoritmo es una
secuencia de k elementos a ∈ {>,⊥}k donde para cada i < k, ai = ⊥ y ak = >.
Hay dos realizaciones de variables aleatorias dentro del mecanismo: el umbral
con ruido Tˆ y las perturbaciones que sufre cada peticio´n, {νi}ki=1. Fijaremos los
valores (aleatorios) de ν1, ..., νk−1 y tomaremos probabilidades en νk y en Tˆ .
Sea g(D) = ma´xi<k(fi(D) + νi) el ma´ximo valor con ruido de las peticiones
que se hacen en D antes de sobrepasar el umbral con la k-e´sima. Escribiremos,
2Si queremos aplicar un umbral distinto para cada peticio´n, se puede tomar T =
{T1, T2, ..., Tm} y, dado el conjunto de peticiones f = {f1, f2, ..., fm}, definir una nueva se-
cuencia qi = fi− Ti de peticiones sobre la que aplicar la SVT, poniendo como umbral T = 0.
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Algoritmo 5: SobrepasaUmbral (AboveThreshold)
Datos: D, {fi}, T , ε.
Tˆ ← T + Lap (2/ε)
para cada peticio´n fi hacer
νi ← Lap (4/ε)
si fi(D) + νi ≥ Tˆ entonces
devolver ai = >
detener
en otro caso
devolver ai = ⊥
fin
fin
abusando de la notacio´n, Pr[Tˆ = t] como el valor de la funcio´n de densidad
de Tˆ en t, y ana´logamente para νk. Tambie´n usaremos 1[x] como la funcio´n
indicador del evento x. Entonces:
Pr
Tˆ ,νk
[A = a] = Pr
Tˆ ,νk
[(Tˆ > g(D)) ∧ (fk(D) + νk ≥ Tˆ )]
= Pr
Tˆ ,νk
[
Tˆ ∈ (g(D), fk(D) + νk)]
]
=
∫ ∞
−∞
∫ ∞
−∞
Pr[νk = v] · Pr[Tˆ = t] · 1[t ∈ (g(D), fk(D) + νk]]dvdt
= ∗
Haciendo el cambio de variables:
vˆ = v + g(D)− g(D′) + fk(D′)− fk(D)
tˆ = t+ g(D)− g(D′)
Y teniendo en cuenta que, para cualesquiera D y D′ adyacentes, como cada
peticio´n fi(D) tiene sensibilidad 1 (y por tanto g(D) tambie´n), se tiene que
|vˆ − v| ≤ 2 y |tˆ− t| ≤ 1. Aplicando esto:
∗ =
∫ ∞
−∞
∫ ∞
−∞
Pr[νk = vˆ] · Pr[Tˆ = tˆ]·
· 1[t+ g(D)− g(D′) ∈ (g(D), fk(D′) + v + g(D)− g(D′)]]dvdt
=
∫ ∞
−∞
∫ ∞
−∞
Pr[νk = vˆ] · Pr[Tˆ = tˆ] · 1[t ∈ (g(D′), fk(D′) + v]]dvdt
≤
∫ ∞
−∞
∫ ∞
−∞
eε/2 Pr[νk = v]e
ε/2 · Pr[Tˆ = t] · 1[t ∈ (g(D′), fk(D′) + v]]dvdt
= eε Pr
Tˆ ,νk
[(Tˆ > g(D′)) ∧ (fk(D′) + νk ≥ Tˆ )] = eε Pr
Tˆ ,νk
[A′ = a]
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2
Para garantizar y medir adecuadamente la funcionalidad de este tipo de
algoritmos necesitar´ıamos un conocimiento exhaustivo de los errores posibles.
Como an˜adimos ruido tanto al umbral como a las peticiones, se abre las po-
sibilidad (aunque es exponencialmente pequen˜a) de que una peticio´n con un
valor pequen˜o nos salga como aceptada o que otra con un valor grande resulte
rechazada.
Notacio´n 5.1.2 Usaremos * como exponente para referirnos a un nu´mero in-
determinado a priori.
Definicio´n 5.1.3 Diremos que un algoritmo que devuelve a1, a2, ... ∈ {>,⊥}∗
en respuesta a un conjunto de peticiones f1, ..., fk es (α, β)-preciso respecto al
umbral T si, con probabilidad de error de como mucho β, el algoritmo no se
detiene antes de procesar fk y,{
fi(D) ≥ T − α si ai = >
fi(D) ≤ T + α si ai = ⊥
Notemos que en la variable α se incluye tanto la perturbacio´n en Tˆ como en
los νi.
Teorema 5.1.4 Para cualquier secuencia de peticiones f1, ..., fk tales que se
cumpla |{i < k : fi(D) ≥ T − α}| = 0 (es decir, que la u´nica peticio´n que se
aproxima al umbral o lo sobrepasa es la u´ltima), el algoritmo 5 es (α, β)-preciso
para:
α =
8(log k + log(2/β))
ε
Demostracio´n: Equivalentemente al enunciado, vamos a probar que, excepto
con probabilidad de a lo sumo β:
ma´x
i=1,...,k
|νi|+ |T − Tˆ | ≤ α
O lo que es lo mismo, para todo ai = > se tiene:
fi(D) + νi ≥ Tˆ ≥ T − |T − Tˆ | =⇒ fi(D) ≥ T − |T − Tˆ | − |νi| ≥ T − α
Y para todo ai = ⊥:
fi(D) < Tˆ ≤ T + |T − Tˆ |+ |νi| ≤ T + α
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Tambie´n, para los i < k,
fi(D) < T − α < T − |νi| − |T − Tˆ | =⇒ fi(D) + νi ≤ Tˆ
As´ı, como condicio´n para que el algoritmo no pare antes de responder la k
peticiones, sera´ ai = ⊥. Dividiremos el margen de error α en α/2 para el error
en Tˆ , con probabilidad de como mucho β/2, y haremos lo ana´logo para el error
en νi. Aplicando el lema 2.1.4:
Pr
[
|T − Tˆ | ≥ α
2
]
= exp
(
−εα
4
)
Sustituyendo para que la probabilidad sea como mucho β/2, debe ser
α ≥ 4 log(2/β)
ε
Por otro lado:
Pr
[
ma´x
i∈[k]
|νi| ≥ α
2
]
≤ k · exp
(
−εα
8
)
Estableciendo otra vez que sea como mucho β/2, resulta que
α ≥ 8(log(2/β) + log k)
ε
Con estos dos resultados se completa la prueba. 2
5.1.2. Algoritmo de dispersio´n
El estudio del caso anterior, donde c = 1, nos sirve de base para establecer
cotas mayores. En estos casos, frente a un flujo de peticiones que vayan lle-
gando, usaremos el algoritmo anterior hasta encontrar el primer positivo, y lo
reiniciaremos c veces a medida que consumimos las peticiones entrantes. Cada
uso del algoritmo 5 es (ε, 0)-DP, con lo que podemos aplicar los teoremas de
composicio´n.
Teorema 5.1.5 El algoritmo 6 satisface (ε, δ)-DP.
Demostracio´n: Notemos que el algoritmo 6 es equivalente a aplicar el algo-
ritmo 5 con los para´metros (D, {fi}, T, ε′) en la misma secuencia de peticiones
{fi} estableciendo
ε′ =
{
ε/c si δ = 0
ε/
√
8c ln(1/δ) en otro caso
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Algoritmo 6: Dispersio´n (Sparse)
Datos: D, {fi}, T , c, ε, δ.
si δ = 0 entonces
σ ← 2c/ε
en otro caso
σ ←
(√
32c ln(1/δ)
)
/ε
fin
Tˆ0 ← T + Lap(σ)
contador ← 0
para cada peticio´n fi hacer
νi ← Lap(2σ)
si fi(D) + νi ≥ Tˆcontador entonces
devolver ai = >
contador ← contador +1
Tˆcontador ← T + Lap(σ)
en otro caso
devolver ai = ⊥
fin
si contador ≥ c entonces
detener
fin
fin
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Cuando el algoritmo 5 se detiene, lo volvemos a aplicar sobre el siguiente con-
junto de peticiones de la secuencia de entrada, hasta agotar estos reinicios c
veces.
Ya hemos probado que el algoritmo 5 cumple ε-DP, de modo que aplicando
el teorema 1.2.17 (de composicio´n avanzada) c veces con la eleccio´n de ε′ que
hemos tomado, se tiene el resultado. 2
Queda probar la precisio´n de este algoritmo, que podemos hacer de nuevo por
composicio´n. Basta ver que si cada ejecucio´n de 5 es (α, β/c)-precisa, entonces
6 es (α, β)-preciso.
Teorema 5.1.6 Para cualquier secuencia de k peticiones f1, ..., fk tales que
|{i : fi(D) ≥ T − α}| ≥ c, si δ > 0, el algoritmo 6 es (α, β)-preciso para:
α =
(ln k + ln 2c
β
)
√
512c ln 1
δ
ε
Y si δ = 0, es (α, β)-preciso para:
α =
8c(ln k + ln(2c/β)
ε
Demostracio´n: Basta aplicar el teorema 5.1.4 escogiendo β/c como β y ε
como el ε′ de la demostracio´n del teorema 5.1.5. 2
5.1.3. Dispersio´n nume´rica
En esta seccio´n se presenta una modificacio´n del algoritmo de dispersio´n
que hemos visto: cuando aceptamos una peticio´n (es decir, supera el umbral
que hayamos fijado) devolveremos, en vez de un indicador, su valor nume´rico.
Veremos que esto se puede conseguir a costa de solo un factor constante de
pe´rdida de privacidad.
Teorema 5.1.7 El algoritmo 7 cumple (ε, δ)-DP.
Demostracio´n: Se prueba por composicio´n. Si δ = 0, aplicar el algoritmo
con los para´metros (D, {fi}, T, c, ε, 0) es ejecutar Dispersio´n(D, {fi}, T, c, 89ε, 0)
y luego un mecanismo de Laplace con (ε′, δ′) = (1
9
ε, 0).
Si δ > 0, entonces Dispersio´nNume´rica(D, {fi}, T, c, ε, δ) es componer Dis-
persio´n(D, {fi}, T, c, ε
√
512/(
√
512 + 1), δ/2) con un mecanismo de Laplace de
(ε′, δ′) = (ε/(
√
512 + 1), δ/2). 2
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Algoritmo 7: Dispersio´nNume´rica (NumericSparse)
Datos: D, {fi}, T , c, ε, δ.
si δ = 0 entonces
ε1 ← 8ε/9
ε2 ← 2ε/9
en otro caso
ε1 ← ε
√
512/(
√
512 + 1)
ε2 ← 2ε/(
√
512 + 1)
fin
si δ = 0 entonces
σ(ε)← 2c/ε
en otro caso
σ(ε)←
(√
32c ln(2/δ)
)
/ε
fin
Tˆ0 ← T + Lap(σ(ε1))
contador ← 0
para cada peticio´n fi hacer
νi ← Lap(2σ(ε1))
si fi(D) + νi ≥ Tˆcontador entonces
νi ← Lap(σ(ε2))
devolver ai = fi(D) + νi
contador ← contador +1
Tˆcontador ← T + Lap(σ(ε1))
en otro caso
devolver ai = ⊥
fin
si contador ≥ c entonces
detener
fin
fin
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Para hablar de la precisio´n en este caso, que cambia el conjunto de salida,
tenemos que redefinir el concepto.
Definicio´n 5.1.8 Diremos que un algoritmo que recibe un conjunto de k pe-
ticiones f1, ..., fk y devuelve una respuesta a1, a2, ... ∈ (R ∪ {⊥})∗ es (α, β)-
preciso respecto a un umbral T si, con una posibilidad de error de como mucho
β, el algoritmo no se detiene antes de procesar todas las peticiones (hasta fk)
y: { |fi(D)− ai| ≤ α si ai ∈ R
fi(D) ≤ T + α si ai = ⊥
Teorema 5.1.9 Dada una secuencia de k peticiones f1, ..., fk tales que
|{i : fi(D) ≥ T − α}| ≥ c
si δ > 0, el algoritmo 7 es (α, β)-preciso para:
α =
(ln k + ln 4c
β
)(
√
512 + 1)
√
c ln 2
δ
ε
Y si δ = 0, es (α, β)-preciso para:
α =
9c(ln k + ln(4c/β))
ε
Demostracio´n: La precisio´n requiere dos condiciones. La primera, que para
todo i ≤ k tal que ai = ⊥, debe ser fi(D) ≤ T + α. Esto se cumple con
probabilidad de 1 − β/2 por el teorema 5.1.6. La otra condicio´n es que para
todo i ≤ k tal que ai ∈ R, es |fi(D) − ai| ≤ α, que se cumple igualmente con
probabilidad de 1− β/2 por la accio´n del mecanismo de Laplace. 2
Este resultado es de gran intere´s: esta precisio´n es igual, con una diferencia
de constantes y de un factor de ln k, a la que podemos obtener con el mismo
presupuesto de privacidad si conocie´ramos las peticiones de antemano y las
respondie´ramos con el mecanismo de Laplace. Esto es, la SVT nos permite
identificar el valor de las peticiones que sobrepasan un umbral a bajo coste: de
orden logar´ıtmico respecto al nu´mero de peticiones irrelevantes. Es similar a lo
que podr´ıamos conseguir seleccionando primero las peticiones con el mecanismo
exponencial y luego respondie´ndolas con el mecanismo de Laplace.
5.2. Otros algoritmos
La Privacidad Diferencial, y concretamente la Te´cnica del Vector Disperso,
son herramientas que han tenido su aparicio´n en los u´ltimos an˜os. En esta
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Figura 5.1: Una seleccio´n de distintos mecanismos de SVT (1).
seccio´n veremos algunas variantes de SVT que se han dado a lo largo de varios
autores, aunque no estudiaremos los algoritmos tan a fondo como hemos hecho
con los de la seccio´n anterior. Entre los algoritmos que aparecen en la figuras
5.1 y 5.2 resulta conveniente tener en cuenta a los que se demostro´ que no
satisfac´ıan ε-DP: aunque esto les quite la utilidad (el propo´sito de la SVT es
mantener la privacidad) el ana´lisis de las diferencias que presentan nos parece
interesante.
La estructura, en general, es la misma:
1. Se genera ruido σ para perturbar el umbral T , que se aplicara´ luego en la
comparacio´n con las peticiones.
2. Se genera ruido νi para cada peticio´n fi.
3. Realizamos la comparacio´n entre las peticiones y el umbral, considerando
la distorsio´n an˜adida, y devolvemos el resultado.
4. Mantenemos la cuenta de positivos y paramos cuando llegamos a c.
Podemos ver una tabla con las propiedades y diferencias entre cada algoritmo
de la figuras 5.1 y 5.2 en la figura 5.3. Hemos introducido otro para´metro ∆
que indica la sensibilidad (ma´xima) que puede tener el conjunto de peticiones.
En el estudio anterior, por comodidad, utilizamos ∆ = 1.
El mecanismo A.2 de la figura es el algoritmo 6 que vimos en la seccio´n
anterior, que probamos que cumple ε-DP. El algoritmo A.1 ofrece una ventaja
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Figura 5.2: Una seleccio´n de distintos mecanismos de SVT (2).
frente a este: no es necesario hacer a σ dependiente de c, ni alterar σ despue´s
de cada positivo, para mantener la ε-DP. Esto lo hace ma´s eficaz.
El mecanismo A.3 se probo´ ineficiente por el siguiente hecho: al revelar
el valor de las peticiones aceptadas, au´n con ruido, se proporciona tambie´n
informacio´n sobre Tˆ , a costa de la garant´ıa de privacidad. Esto se soluciona en
el algoritmo 7 que ya hemos visto, actualizando el ruido contenido en Tˆ despue´s
de cada positivo.
Las demostraciones que se ofrecieron de la privacidad de los mecanismos
A.4-A.6 resultaron ser erro´neas a partir de un error de integracio´n que se des-
cribe someramente en [12], aunque no vemos necesario entrar en los detalles.
Sin embargo, el mecanismo A.4 se utilizo´ en [11] como me´todo para encontrar
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Figura 5.3: Diferencias entre los algoritmos A.1-A.6. Traducido de [12].
art´ıculos frecuentes (finding frequent itemsets) en un contexto donde las peti-
ciones eran mono´tonas, de modo que el presupuesto de privacidad puede variar
segu´n se cumpla esta condicio´n o no, y se puede alcanzar alguna ε-DP con e´l.
Veremos la relacio´n de la SVT y este tipo de funciones en la seccio´n 5.3.2.
Notemos que en los mecanismos A.1 y A.6 se han usado umbrales vectoriales
T = T1, T2, ... en contraposicio´n a los usados en el resto.
Aunque existan te´cnicas como las que hemos visto en el teorema 5.1.7 para
estudiar la (ε, δ)-DP, cabe destacar que en las aplicaciones pra´cticas que se usan
para miner´ıa de datos se ha preferido fijar la atencio´n en el cumplimiento de
((solo)) ε-DP.
5.3. Optimizacio´n
En esta seccio´n vamos a estudiar las te´cnicas principales con las que podemos
alterar los para´metros de las SVT para hacerlos ma´s eficientes. Lo dividiremos
en tres partes: un estudio de co´mo repartir el presupuesto de privacidad entre
las fases de cada algoritmo, la influencia que puede tener operar sobre peticio-
nes mono´tonas, y una comparacio´n en el caso oﬄine de SVT y el mecanismo
exponencial.
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5.3.1. Presupuesto de privacidad
Dado un presupuesto de privacidad ε, vamos a estudiar co´mo repartirlo entre
la cantidad que vaya dirigida a perturbar el umbral T y la que se use para las
peticiones. Por ejemplo, el mecanismo A.1 usa una relacio´n de 1 : 1 mientras
que en A.4 vemos una de 1 : 3.
Algoritmo 8: SVT Esta´ndar (Standard SVT )
Datos: D, {fi}, ∆, T , c, ε1, ε2, ε3.
σ ← Lap(∆/ε1)
contador ← 0
para cada peticio´n fi hacer
νi ← Lap(2c∆/ε2)
si fi(D) + νi ≥ Ti + σ entonces
si ε3 > 0 entonces
devolver ai = fi(D) + Lap(c∆/ε3)
en otro caso
devolver ai = >
fin
contador ← contador +1
si contador ≥ c entonces
detener
fin
en otro caso
devolver ai = ⊥
fin
fin
En general, usamos ε = ε1+ε2+ε3 como presupuesto de privacidad. ε1 indica
el ruido que an˜adimos al umbral, ε2 el de las peticiones, y ε3, en el caso de que
usemos la dispersio´n nume´rica, el que se le an˜ade al valor de las peticiones.
Teorema 5.3.1 El algoritmo 8 es (ε1 + ε2 + ε3)-DP.
Demostracio´n: La prueba se puede dividir en dos partes: en la primera se
detecta si una peticio´n sobrepasa el umbral, y en la segunda se usa el mecanismo
de Laplace. Este u´ltimo cumple ε3-DP, y es el que revela, con ruido, las peti-
ciones aceptadas. Como esto es una composicio´n que ya hemos visto, basta ver
que la primera parte cumple (ε1 +ε2)-DP. SeaM el mecanismo que estudiamos
y a ∈ {>,⊥}`:
Pr [M(D) = a] =
∫ ∞
−∞
Pr[σ = z]gD(z)hD(z)dz
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Notando:
gD(z) =
∏
i∈I⊥
Pr[fi(D) + νi < Ti + z]
hD(z) =
∏
i∈I>
Pr[fi(D) + νi ≥ Ti + z]
I⊥ = {j = 1, ..., ` : aj = ⊥}
I> = {j = 1, ..., ` : aj = >}
Veamos que:
gD(z) ≤ gD′(z + ∆) (5.1)
hD(z) ≤ eε2hD′(z + ∆) (5.2)
Pr[σ = z] ≤ eε1 Pr[σ = z + ∆] (5.3)
Donde hemos supuesto, sin pe´rdida de generalidad, que en las bases de datos
adyacentes D y D′ se tiene que fi(D) ≤ fi(D′)−∆ para toda peticio´n fi.
Por tanto, para (5.1):
Pr[fi(D) + νi < Ti + z] = Pr[νi < Ti − fi(D) + z]
≤ Pr[νi < Ti + ∆− fi(D′) + z] (5.4)
= Pr[fi(D
′) + νi < Ti + (z + ∆)]
La desigualdad (5.4) es una consecuencia de que |fi(D)− fi(D′)| ≤ ∆.
En (5.2):
hD(z) =
∏
i∈I>
Pr[νi ≥ Ti + z − fi(D)]
≤
∏
i∈I>
Pr[νi ≥ Ti + z −∆− fi(D′)] (5.5)
≤
∏
i∈I>
eε2/c Pr[νi ≥ Ti + z −∆− fi(D′) + 2∆] (5.6)
≤ eε2
∏
i∈I>
Pr[fi(D
′) + νi ≥ Ti + z + ∆] (5.7)
= eε2hD′(z + ∆)
(5.5) se justifica de la misma forma que (5.4). (5.7) se sigue de que |I>| ≤ c. Las
ecuaciones (5.6) y (5.3) se demuestran al operar con la distribucio´n de Laplace,
con para´metros 2c∆/ε2 y ∆/ε1 respectivamente.
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Utilizando (5.1), (5.2) y (5.3):
Pr [M(D) = a] =
∫ ∞
−∞
Pr[σ = z]gD(z)hD(z)dz
≤
∫ ∞
−∞
eε1+ε2 Pr[σ = z + ∆]gD′(z + ∆)hD′(z + ∆)dz
= eε1+ε2 Pr [M(D′) = a]
2
Mientras usamos ε1+ε2 para aceptar las peticiones, ε3 depende del contexto,
el dominio con el que liberamos los resultados. Es decir, la proporcio´n (ε1 +ε2) :
ε3 dependera´ de cada caso particular.
Por otra parte, la proporcio´n ε1 : ε2 afecta a la precisio´n de la SVT. Tenemos:
fi(D) + Lap
(
2c∆
ε2
)
≥ T + Lap
(
∆
ε1
)
Si minimizamos la varianza de la comparacio´n, esto es, de Lap
(
∆
ε1
)
−Lap
(
2c∆
ε2
)
,
que es:
2
(
∆
ε1
)2
+ 2
(
2c∆
ε2
)2
Fijando ε1 + ε2, queda que se debe cumplir:
ε1 : ε2 = 1 : (2c)
2/3
En un contexto dina´mico, online, el algoritmo 8 con estos para´metros es el que
mejor funciona de todos los que hemos visto.
5.3.2. Peticiones mono´tonas
El resultado principal en el caso de que las peticiones sean mono´tonas es
que podemos usar, para an˜adir ruido a las peticiones, Lap (c∆/ε2) en vez de
Lap (2c∆/ε2).
Teorema 5.3.2 Si todas las peticiones son mono´tonas, sustituyendo en el algo-
ritmo 8 el ruido νi = Lap (2c∆/ε2) por νi = Lap (c∆/ε2), se sigue cumpliendo
la (ε1 + ε2 + ε3)-DP.
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Demostracio´n: Como en la demostracio´n del teorema 5.3.1, el ruido que
introduce ε3 es una composicio´n con el mecanismo de Laplace en la u´ltima
etapa. Vamos a probar que, para todo a ∈ {>,⊥}`:
Pr [M(D) = a] =
∫ ∞
−∞
Pr[σ = z]gD(z)hD(z)dz
≤ eε1+ε2 Pr [M(D′) = a]
(5.8)
Donde, como antes:
gD(z) =
∏
i∈I⊥
Pr[fi(D) + νi < Ti + z]
hD(z) =
∏
i∈I>
Pr[fi(D) + νi ≥ Ti + z]
Se pueden dar dos casos distintos en los que se cumple 5.8. Por un lado:
Pr[σ = z]gD(z)hD(z) ≤ eε1+ε2 Pr [σ = z] gD′(z)hD′(z) (5.9)
O bien:
Pr[σ = z]gD(z)hD(z) ≤ eε1+ε2 Pr [σ = z + ∆] gD′(z + ∆)hD′(z + ∆) (5.10)
Consideraremos primero el caso (5.9) en el que fi(D) ≥ fi(D′) para todas las
peticiones fi. Entonces:
Pr[fi(D) + νi < Ti + z] ≤ Pr[fi(D′) + νi < Ti + z] =⇒ gD(z) ≤ gD′(z)
Adema´s,
hD(z) ≤ eε2hD′(z)
Sin que sea necesario incrementar cada umbral Ti en ∆, porque por el mismo
argumento que el usado en la ecuacio´n (5.2):
Pr[fi + νi ≥ Ti + z] ≤ Pr[fi(D′) + νi ≥ Ti + z −∆]
≤ eε2/c Pr[fi(D′) + νi ≥ Ti + z] (5.11)
Con la diferencia entre (5.11) y (5.6) de que ahora podemos usar νi ∼ Lap
(
c∆
ε2
)
.
La ecuacio´n (5.10) ocurre cuando fi(D) ≤ fi(D′). Como antes, se cumple
que:
gD(z) ≤ gD′(z + ∆)
Pr[σ = z] ≤ eε1 Pr[σ = z + ∆]
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Y para la condicio´n:
hD(z) ≤ eε2hD′(z)
Basta usar, como antes, νi ∼ Lap
(
c∆
ε2
)
para asegurar:
Pr[fi + νi ≥ Ti + z] ≤ eε2/c Pr[fi(D′) + νi ≥ Ti + ∆ + z]
2
Proposicio´n 5.3.3 Para peticiones mono´tonas, la distribucio´n o´ptima del pre-
supuesto de privacidad entre ε1 y ε2 es:
ε1 : ε2 = 1 : c
2/3
5.3.3. Relacio´n con el mecanismo exponencial
La forma en la que abordemos las SVT es distinta segu´n el caso oﬄine, en
el que las peticiones se conozcan de antemano, o el dina´mico, online, donde no
ocurra as´ı.
En [4, 11, 17], esto es, una parte de la bibliograf´ıa reciente en la que se
propusieron los algoritmos A.4, A.5 y A.6 respectivamente, algunas de las mo-
tivaciones fueron:
• Encontrar los c art´ıculos ma´s frecuentes de una coleccio´n.
• Determinar la estructura de una red bayesiana3 que preserve tanta infor-
macio´n como sea posible respecto de los datos originales.
• Elegir que´ para´metros compartir al intentar desarrollar un modelo de red
neuronal privado sobre los datos
En todos estos casos (notemos, adema´s, que son contextos oﬄine) el objetivo
era seleccionar grupos de datos que tengan el valor de algu´n atributo ma´s alto
que el resto.
Como vimos en el cap´ıtulo 3, este problema tambie´n se puede abordar con
el mecanismo exponencial. Espec´ıficamente, bastar´ıa con aplicarlo c veces, cada
3Una red bayesiana es un modelo gra´fico probabil´ıstico que representa un conjunto de
variables y las relaciones condicionadas de dependencia entre ellas. Por ejemplo, las relaciones
entre distintas enfermedades y s´ıntomas.
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una de ellas con presupuesto de privacidad ε/c, y en cada paso eliminar de la
lista de peticiones a la que hayamos obtenido como resultado. Relacionando la
funcio´n de utilidad con el valor del para´metro que queremos filtrar, se tiene que
la probabilidad de escoger alguna peticio´n es proporcional a exp(ε/2c∆) y, en
el caso de peticiones mono´tonas, a exp(ε/c∆).
Entonces, de entre SVT o el mecanismo exponencial, ¿cua´l ofrece ma´s ga-
rant´ıas?
Definicio´n 5.3.4 Diremos que un algoritmo de SVT es (α, β)-correcto si, al
recibir una lista de k peticiones f1, ..., fk, rechaza las k − 1 primeras y elige fk
con un valor de como mı´nimo T + α, con probabilidad de al menos 1− β.
Ana´logamente,
Definicio´n 5.3.5 Un algoritmo de seleccio´n de peticiones que se base en el
mecanismo exponencial es (α, β)-correcto si, al recibir una lista de k peticiones
f1, ..., fk, rechaza una cantidad k − 1 de ellas con valor menor o igual a T − α
y elige la restante con un valor de como mı´nimo T + α, con probabilidad de al
menos 1− β.
Estos conceptos son similares a la (α, β)-precisio´n que ya hemos estudiado.
Mientras tenemos que, para las SVT:
αSV T =
8(ln k + ln(2/β))
ε
Para el mecanismo exponencial, aplicando su definicio´n resulta que la probabi-
lidad de seleccionar una peticio´n con una respuesta mayor o igual que T + α,
debe ser, como mı´nimo:
exp(ε(T + α)/2)
(k − 1) exp(ε(T + α)/2) + exp(ε(T + α)/2)
Ajusta´ndolo para que la probabilidad de este caso sea de al menos 1− β, de la
misma forma que en la demostracio´n del teorema 5.1.4, se obtiene:
αME =
(ln(k − 1) + ln((1− β)/β))
ε
Que es menos que 8 veces αSV T , lo que nos indica que el mecanismo exponencial
es ma´s ((preciso)) en los te´rminos en los que hemos hablado.
Con todo, con la definicio´n de (α, β)-correcto hemos supuesto que las pri-
meras k − 1 peticiones tienen un valor menor que T − α. Si esto no fuera as´ı,
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los me´todos que se proporcionan para el ana´lisis de la comparacio´n entre SVT
y el mecanismo exponencial son los de mediciones experimentales.
En [12] se ofrece una evaluacio´n de estos resultados: para el caso oﬄine, el
mecanismo exponencial supera las garant´ıas de todas las variantes de SVT que
hemos visto hasta ahora. Por otro lado, en el caso online, el algoritmo 8 es el
ma´s efectivo.
5.4. Software
Una versio´n de SVT escrita en Java dirigida al aprendizaje automa´tico puede
encontrarse en:
https://github.com/mimno/Mallet/blob/master/src/cc/mallet/types/
SparseVector.java
Existe una librer´ıa muy reciente escrita en Python que incluye no solo las
SVT, sino algunos de los mecanismos que hemos visto a lo largo del trabajo
(como el informe del ma´ximo con ruido de la seccio´n 2.2.1), que esta´ disponible
en:
https://github.com/fricklerhandwerk/differential-privacy

Conclusiones
Aunque la Privacidad Diferencial es un campo reciente de la Ciencia de
Datos, dispone de una bibliograf´ıa matema´tica rigurosamente formalizada que
ofrece teoremas, propiedades y mecanismos que garantizan una correcta protec-
cio´n sobre el control de la informacio´n particular que puede ejercer cada usuario
sobre sus datos. A su vez, mientras anonimiza la informacio´n de cada individuo,
permite la extraccio´n de conclusiones u´tiles sobre un conjunto grande de datos.
Destacamos que esta perspectiva au´n flaquea en al menos dos cuestiones
principales que no queda claro co´mo abordar: cuando los datos que podemos
distorsionar de los particulares esta´n correlados, y cuando entra en juego el
concepto de privacidad de grupo.
En el primer caso hablamos de proteccio´n contra un atacante que posea
informacio´n, no ya de otras bases de datos, sino de las relaciones existentes
entre los datos que pretende inferir. En el segundo, aunque entran en juego
otras cuestiones (e´ticas, morales, judiciales), la Privacidad Diferencial no tendr´ıa
mucho que poder hacer tal y como esta´ planteada aqu´ı.
Trabajo futuro
Los aspectos a estudiar del concepto de privacidad son muy numerosos.
Ofrecemos una lista con varios temas en los que la DP debe ser tratada ma-
tema´ticamente y no ha sido posible abarcar en este trabajo:
• Un recorrido por los ataques posibles a los mecanismos de privacidad
y las contramedidas que se podr´ıan ofrecer frente a ellos, enumerando
las principales te´cnicas existentes. Tambie´n cabr´ıa hablar de la relacio´n
entre las protecciones sobre la privacidad y la criptograf´ıa o la seguridad
informa´tica.
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• La aplicacio´n efectiva de los mecanismos de la Privacidad Diferencial ne-
cesita una medicio´n clara del tiempo computacional que requieren. En
algunos casos esto podr´ıa ser un impedimento frente a la exigencia de una
velocidad adecuada en Ciencia de Datos.
• Existen te´cnicas ma´s espec´ıficas para la aplicacio´n de la Privacidad Di-
ferencial en la miner´ıa de datos, aprendizaje automa´tico, publicacio´n de
histogramas, y un amplio rango de casos pra´cticos sobre el ana´lisis o la
inferencia de datos donde entran en juego las particularidades de cada
problema.
• En la subseccio´n 1.2.3 estudiamos las propiedades de composicio´n en pa-
ralelo cuando separa´bamos los datos en clases de equivalencia disjuntas.
Sin embargo, los procedimientos de Big Data implican de forma inevita-
ble situaciones donde lo corriente es el solapamiento de los datos. Una
cuestio´n pendiente ser´ıa la ampliacio´n de los teoremas de composicio´n en
paralelo a estos casos.
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