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A History and Explanation of Major Neural
Network Developments
Dipenkumar Patel

Dr. Rhonda Gaede

April 30th, 2019

Abstract
This paper provides a history and detailed explanation of neural networks and their
incarnations from their inception in the form of perceptrons to modern neural networks such
as Long Short-Term Memory (LTSM) networks and Gated Recurrent Units (GRUs). It also
outlines the evolution of neural networks through the various incarnations and provides
detailed descriptions of the networks. We will also discuss other aspects relating to neural
networks, such as the training process and hardware implementations.
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1. Introduction
This paper discusses the major neural network developments from their inception to
modern variations of neural networks. The goal of this paper is to provide the reader a survey
of developments in neural network technology. The idea for this paper came about as a result
of the Donkey Car Convoy CPE Senior Design Project. Since that project involved training a
neural network to allow the vehicles used in the project be able to autonomously traverse a
track in a convoy situation, it was thought that a deep dive into the history and mechanics of
neural networks would be beneficial and enlightening.

2. McColloch-Pitts and Perceptrons
The model of neural networks as we know it was first developed in 1943 by Warren S.
McCulloch, a neuroscientist, and Walter Pitts, a logician [6] and [7]. In their model of neural
networks, the neurons were divided up into two main constituent parts, as seen in Figure 1. The
first part takes the inputs, performs an summation, and passed that sum along to the second
portion of the neuron. The second part takes that sum value that the first part calculated and
processes that sum by means of a transfer function and makes some sort of decision.
In the second portion of the neuron, the transfer function is the key process that
determines whether a neuron has an output or not. The transfer function acts like a step
function, with a threshold value key in determining whether the neuron fires or not. The
generic equation for the output of a McColloch-Pitts artificial neuron is :
1𝑖𝑓 ∑ 𝑥𝑛 ≥ 𝑡ℎ𝑟𝑒𝑠ℎ𝑜𝑙𝑑𝑣𝑎𝑙𝑢𝑒

𝑦={
0𝑖𝑓 ∑ 𝑥𝑛 < 𝑡ℎ𝑟𝑒𝑠ℎ𝑜𝑙𝑑 𝑣𝑎𝑙𝑢𝑒

(1)

4

One of the key items to note for this model is that the input and outputs of the neuron
are binary, either 0 or 1. This type of activity is called excitatory if the value is positive, or 1, and
inhibitory is the value is negative, or 0. This type of binary behavior makes these types of
artificial neurons very useful as binary classifiers.

Figure 1: The McColloch-Pitts model of an artificial neuron [6]

In 1958, the perceptron algorithm was created by Frank Rosenblatt [7]. This particular
type of algorithm was originally intended to be a physical machine, but the core goal of pattern
recognition allowed the model to be used in later years as the basis for software-based neuron
networks and their subsequent evolutions. The perceptron algorithm is similar to the
McColloch-Pitts model of the neuron, except with a few key differences.
1𝑖𝑓 ∑ 𝑤𝑛 𝑥𝑛 + 𝑏 ≥ 𝑡ℎ𝑟𝑒𝑠ℎ𝑜𝑙𝑑𝑣𝑎𝑙𝑢𝑒
𝑦={
0𝑖𝑓 ∑ 𝑤𝑛 𝑥𝑛 + 𝑏 < 𝑡ℎ𝑟𝑒𝑠ℎ𝑜𝑙𝑑 𝑣𝑎𝑙𝑢𝑒

(2)
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Figure 2 demonstrates what this type of neuron looks like. It adds weights and biases to
the McColloch-Pitts model, particularly in regard, as denoted by wn and b in the equation.

Figure 2: The model of the perceptron without a bias
These weight values are an important development as they allow one input to have more
influence on the output than another input. Additionally, the input values no longer need to be
binary; they can be either integer or floating-point values. The optional bias value is another
addition. The bias value is used to add a constant value to the entire layer of inputs. The bias is
useful to shift the input values in the summation to allow for the threshold be either easier or
harder to achieve, which modifies the ability of the neuron to be activated.

Figure 3. A multi-layer perceptron model
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One final, key development that occurred during development of the perceptron
algorithm is the development of the multi-layer perceptron model, as seen in Figure 3. This type
of model is also known as a feed forward network. The multi-layer perceptron model involves
stacking multiple perceptrons into layers and connecting those layers to other layers. The input
layer of perceptrons take user inputs. The hidden layer of perceptrons simply perform that
calculation of their output based on values previous layers and pass the output along to any
subsequent layers, and, finally, to the output.
From the discussion so far, the reader might be wondering how the weights and bias
values are set to provide the optimal output value. This goes into the discussion of how the
weights are initialized and the network is trained. Through the use of the backpropagation
algorithm, the neural network is trained by an input dataset, which allows the weights and
biases of the network up be updated. Simply put, the neural network gue sses what the output
of an input will be, determines how far off the network output is from the actual output, and
then updates the weights and biases based on how much how much that particular weight or
bias influenced the output. This algorithm will be discussed in detail in Section 5:
Backpropagation.
Additionally, later research found that it is not strictly necessary, or beneficial in some
instances, to have a step function as the activation, or transfer, function. Through research and
experimentation, researchers have found a number of functions that can be used for the
activation function of the neuron. Each of these activation functions are useful and have their
place, depending on the specific application. Normally, using any of these activations function
(3)

eliminates the need to have binary data and expands the possibility of what type of data can be
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processed, i.e. integer or floating point. A list of many of the commonly used activation
functions can be seen in Table 1 on the next page. One key component of the table is the
derivative column. This is an important feature of these functions, as we will see later Section 5:
Backpropagation. Also, when implementing artificial neurons with these different activation
functions, the equations for the calculation of the output of the neuron changes slightly. The
new equation becomes:
𝑦 = 𝐴 (∑ 𝑤𝑛 𝑥𝑛 + 𝑏)

where A represents the activation function for that neuron. The summation and the variables
wn, xn, and b remain the same as from equation (2).

Table 1: Commonly Used Activation Functions [11]
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3. Convolutional Neural Networks
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The origins of the convolutional neural network go back to 1980 with Kunihiko
Fukushima [3]. His research led to the creation of convolutional neural networks (CNN) as we
know them today. Convolutional neural networks are a class of neural networks that contain a
type of hidden layer called a convolutional layer. Convolutional neural networks are particularly
useful for image recognition and image analysis applications.
These convolutional layers are able to detect patterns within input images through the

Figure 4: A high-level overview of a CNN [10]
use of filters. Initial convolutional layers are able to detect simple features, such as edges,
circles, squares, etc. Later layers are able to detect more complex features, such as eyes, hair,
arms, faces, etc. In the final convolutional layers, they are able to detect people, dogs, cars, etc.
The filters that are used in the convolutional layers are matrices of n x n dimensions, with 3 or 5
being the most commonly used values for n.
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The process in which filtering occurs can be seen in
Figure 5. The bottom blue grid represents the input
image, with each blue tile representing a pixel value and
the white tile representing a pad. The input image is
padded in order to prevent the convolution process from
reducing the resolution of the image as it goes through
the convolution process. In this example, we have a 3 x 3
Figure 5: A high level overview
of filtering [10]

filter, as shown with the shaded portion of the bottom

grid. The actual convolutional process is a dot product. For this example, the calculation of the
of the output pixel at row 0, column 0 is as follows:
𝑦 = 𝑖[0][0]𝑓[0][0] + 𝑖[0][1]𝑓[0][1] + 𝑖[0][2]𝑓[0][2] +
𝑖[1][0]𝑓[1][0] + 𝑖[1][1]𝑓[1][1] + 𝑖[1][2]𝑓[1][2] +

(4)

𝑖[2][0]𝑓[2][0] + 𝑖[2][1]𝑓[2][1] + 𝑖[2][2]𝑓[2][2],

where i[n][n] represents in input image, f[m][m] represents the filter, and y represents the
output pixel value.
Mapping that computation on network layers yields Figure 6. In Figure 6, each of the
neurons that are within the area in the image relevant to the computation sends its outputs to
the relevant neurons in the next layer. This area is known as the receptive field. Unlike the
network shown in Figure 3, which is fully connected, convolutional layers are not fully
connected, instead the connections are limited to the receptive field.
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Of course, this example only uses one filter. In
reality, each convolutional layer may have multiple
filters and multiple feature maps as shown in Figure 4,
where after each of the Conv steps, you see n1 and n2
number of channels, or feature maps. Each of these
feature maps is created by performing a convolution on
the input image with different filters and shows a
particular feature within the image, such as circles, lines,
curves, etc.
After creating multiple feature maps per
convolutional layer, the next usual step is to perform
some form of pooling which is done in its own layer.
Pooling layers reduce the spatial size of the convolved

Figure 6: A neural network view
of filtering

feature maps. This is due to the computational power required to process the data. As one can
imagine, after creating more and more feature maps after each convolutional layer n1, n2, n3,
n4, …. feature maps get significantly more computationally intensive. By reducing the size of
the feature maps after performing the convolutions, the subsequent convolutional layers will
have an easier time computationally.
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The most common type of
pooling is called max pooling.
In max pooling, the maximum
value for the portion of the
Figure 7: Max Pooling Example

image covered by the kernel is
taken as output for that area.

The kernel is the dimension size that you want to take the pool of. Figure 7 demonstrates the
concept of pooling by performing a max pool on an 8 x 8 feature map with a kernel of size 2 x 2.
As one can see, the maximum value that is within the 2 x 2 kernel chunks is sent to the output.
Once the image has been fully processed into multiple feature maps, each of the feature
maps is then passed on to a the fully connected portion of the CNN. The question arises as to
how all of the feature maps created on the last convolutional layer are able to be sent to
individual neurons. This is done through the process of flattening. The process of flattening
takes all of the feature maps at the end of the convolutional layers, breaks them down pixel by
pixel, and then sends each pixel value to a separate neuron. For example, in Figure 4, at the last
convolutional layer, there are 4 x 4 x n2 pixels, which means there are n2 feature maps that are
of size 4 x 4. If we say n2 is equal to 5, then there will be 4 * 4 * 5 = 80 pixels total. Those 80
pixel values will then be sent to a separate neuron, which will then be processed by the fully
connected portion of the CNN.
The fully connected portion of the CNN is a standard feed forward network. Once the
fully connected layers has all of the feature maps from the convolutional layers, the network
can then determine what the appropriate outputs should be. From Figure 4, the fully connected
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layer is able to take all of the feature maps from the convolutional layers and determine that
the number 2 is represented in the input image.

4. Recurrent Neural Network
Recurrent Neural Networks (RNNs) originated in 1986
with David Rumelhart, but only recently showed their
potential due to increasingly available computational power
and data that can be used to train the networks [5]. RNNs are
some of the most powerful and robust types of neural
networks, primarily due to the fact that they are one of the
few types of neural networks with an internal memory state.

Figure 8: An RNN neuron
model [2] and [8]

This internal memory state allows them to exhibit temporal dynamic behavior. This means they
are able to remember calculations from previous iterations. This ability to “remember” makes
RNNs able to process data when context is important, such as when one has sequential data,
such as time series, audio, video, and text.
Figure 8 shows what RNN neurons look like. In this model, xt represents the input to the
activation function, which is the summation of the inputs from the previous layer multiplied by
the weights for each of the connections, and ht represents the output of the neuron after xt is
processed through the activation function. The key item to note is the loop. This loop
represents the passing of information from one time step to the next time step. These time
dependencies requires modifying equation (3) from page 7. The RNN neuron hidden layer
calculation is:
ℎ𝑡 = 𝐴 (∑ 𝑊𝑥ℎ 𝑥𝑡 + 𝑊ℎℎ ℎ𝑡−1 + 𝑏)

(5)
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where ht is the hidden layer value, Wxh is the weight for the input, xt is the input, Whh is the
weight for the previous hidden layers value, and ht-1 is the value of the previous hidden layer.
Once the hidden layer calculation is completed, it is stored in the internal memory and can be
used to calculate the output by the following formula:
𝑦𝑡 = 𝑊ℎ𝑦 ℎ𝑡

(6)

Figure 9: An unrolled RNN neuron from time 0 to time t [2], [4], and [8]

where yt is the output value of the neuron, Why is the weight for the updated hidden state, and
ht is the updated hidden state.
Figure 9 shows how a RNN neuron passes information from one time step to the next
time step. It also visualizes how RNNs are capable of operating on sequences of data. The input
x sends a vector of data at time = 0, time = 1, and so on to time = t. . During that process, the
neuron takes in the hidden state of the previous step as an input in the current calculation in
order to have temporal context.
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Figure 10: Various mappings for RNNs [2]

A key benefit to RNNs is the ability to use storage process data over sequences of
vectors and the ability to utilize different input-output mappings. Unlike feed forward neural
networks, RNNs do not strictly require a fixed size input and a fixed size output. As seen in
Figure 10, RNNs can have a variety of input-output size mappings. Each of these mappings is
beneficial for a particular application. For example, the one to many mapping is useful in tasks
such as image captioning. Image captioning is the process of taking an image, a fixed size input,
and creating text, of variable size, to describe the image. Another example with many to one
mappings is sentiment classification. Sentiment classification entails taking a string of text of
variable size, and determining what sentiment is associated with that text. Finally, many to
many works well for text translation, character prediction, and video classification per frame.
One final note worth mentioning is that the training methodology for RNNs is slightly
different. Normally, training a feed forward network requires the backpropagation algorithm.
Since RNNs contain an internal memory state and have data traveling through time steps, a
modified algorithm balled backpropagation through time must be used, which will be discussed
in Section 5: Backpropagation.
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Figure 11: Internal Structure of a standard LSTM [8]

4.1 Long Short-Term Memory (LSTM) Networks
In theory, RNNs are capable of handling data dependencies, especially long-term
dependencies, but in practice, they have difficulty with this. It has been shown that as the gap
between the information grows, RNNs are unable to connect the information together. In order
to help combat this problem with long term data dependencies, Hochreiter and Schmidhuber
developed Long Short-Term Memory (LSTM) Networks [8]. LSTMs are a special class of RNNs
that are capable of learning long term dependencies by design.
Along with a hidden state that is present in all RNNs, LSTMs also contain a cell state. The
cell state is the component that allows LSTMs to maintain long term dependencies. The cell
state simply stores selective memory of the past, which is passed through multiple time steps in
order to be used in later computations.
In an LSTM, there are three gates called the input, output, and forget gates. The gates
are used to optionally let information pass through to the cell state and are composed of a
sigmoid and a pointwise multiplication. In Figure 11, one can see the three σ symbols, which
represent the sigmoid, and a multiplication following the sigmoid. That represents the gates for
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the LSTM. The sigmoid outputs a number between 0 and 1, which determines how much of a
component should be let through.
The first step is to determine what
information we need to get rid of in the cell
state. This is done in the forget gate, ft, in
Figure 12. The input, xt, and previous cell
state, ht-1, are used to determine ft by:
Figure 12: The forget gate [8]

𝑓𝑡 = 𝜎(𝑊𝑓 𝑥𝑡 + 𝑈𝑓 ℎ𝑡−1 + 𝑏𝑓 ) (7)

The next step is to determine what
new information to add to the cell state.
This consists of two parts, the input gate, it,
and candidate values, Ĉt.
𝑖𝑡 = 𝜎(𝑊𝑖 𝑥𝑡 + 𝑈𝑖 ℎ𝑡−1 + 𝑏𝑖 ) (8)
Figure 13: The input gate [8]

Ĉ𝑡 = 𝑡𝑎𝑛ℎ(𝑊𝐶 𝑥𝑡 + 𝑈𝐶 ℎ𝑡−1 + 𝑏𝐶 )(9)
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Next, we can begin updating the cell
state. In this step, we take the previous
calculations in the last two steps and bring
them together.
𝐶𝑡 = 𝑓𝑡 ∗ 𝐶𝑡−1 + 𝑖𝑡 ∗ Ĉ𝑡

(10)

Figure
cellgate
gate[8]
[8]
Figure14:
15:The
Thenew
output

The final step is to calculate the output. Using the input gate, i t, and the updated cell
state, Ct, we can then calculate the hidden state, ht, of the LSTM neuron. Also note that the cell
state is put through a tanh to push the values to be between -1 and 1. The newly calculated
value becomes the new hidden state for that neuron, which gets output and sent back to the
neuron in the next time step.
𝑜𝑡 = 𝜎(𝑊𝑜 𝑥𝑡 + 𝑈𝑜 ℎ𝑡−1 + 𝑏𝑜 )
ℎ𝑡 = 𝑜𝑡 ∗ 𝑡𝑎𝑛ℎ(𝐶𝑡 )

LSTMs, due to their additional memory state, have been able to achieve remarkable
feats handling long term dependencies. Since 1997, LSTM networks have been used to great
(11)
effect in various fields, including speech recognition, language translation, and gaming. (12)

4.2. Gated Recurrent Unit (GRU) Networks
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In 2014, Cho, et al. introduced the Gated Recurrent Unit (GRU) Networks [5] and [8].
GRUs are a variation of RNN and are actually rather similar to LSTMs. One of the main
differences between LSTMs and GRUs is
that LSTMs have three gates, while GRUs
have two. GRUs combine the input and
forget gates into a single update gate,
decreasing the overall complexity of the
GRU. Not only that, it has been shown that

Figure 16: Structure of a GRU neuron [5] and [8]

in certain specific applications, GRUs are able to perform certain tasks with accuracy
comparable to LSTMs, such as in speech and music modeling, despite having simpler structures.
It is worth noting that LSTM networks are strictly more powerful than GRU networks, despite
comparable accuracy in certain situations.
In GRUs, the update gate, zt, reset gate, rt, and current memory content, ĥt, (shown in
Figure 16) are used to determine what the final output value will be. The update gate’s
functionality is such that it controls how much of the previous hidden state to retain and
determines how much of the current hidden state affects the new hidden state. Equations (13)
through (16) govern the update of the hidden state GRUs:
𝑧𝑡 = 𝜎(𝑊𝑧 𝑥𝑡 + 𝑈𝑧 ℎ𝑡−1 + 𝑏𝑧 )
𝑟𝑡 = 𝜎(𝑊𝑟 𝑥𝑡 + 𝑈𝑟 ℎ𝑡−1 + 𝑏𝑟 )
𝑟
𝑊ℎ 𝑥𝑡 + 𝑊ℎ (𝑡 ∗ ℎ𝑡−1 )
ĥ𝑡 = 𝑡𝑎𝑛ℎ
ℎ𝑡 = (1 − 𝑧𝑡 ) ∗ ℎ𝑡−1 + 𝑧𝑡 ∗ ĥ𝑡

(13)
(14)
(15)
(16)
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Like LSTMs and RNNs, the output of the GRU neuron’s hidden state for one time step is
the input for the next time step.

5. Backpropagation
When working with neural networks, one of the most important, if not the most
important, aspects is training the neural network optimize the weight and bias values. The
backpropagation algorithm is the backbone for training neural networks and uses the gradient
descent method in order to minimize the overall cost of the neural network. The general idea
with the backpropagation algorithm initialization the weights and biases in the neural network
to random values is followed by a forward pass. In this forward pass, the output values for the
network were determined, and the cost, or loss, function based on those output values is
calculated. From there, a backwards pass follows, which calculates the gradients for each of the
weights and biases. Of course, that was a very simplified explanation of what is a complex
algorithm. In order to understand the details and mathematics behind the algorithm, the
proper notation is required. This notation is below:
•

L = number of layers in the network
o Neurons in layer ℓ are indexed as j = 0 … n-1
o Neurons in layer ℓ – 1 are indexed as k = 0 … n-1

•

yj = the desired output of neuron j in the output layer

•

C0 = the cost function of the network for a training example

•

wjk(ℓ) = the weight of the connection between the kth neuron in layer ℓ – 1 and the jth neuron
in layer ℓ
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•

zj(ℓ) = the input for neuron j in layer ℓ

•

g(ℓ) = the activation function used in layer ℓ

•

aj(ℓ) = the output of neuron j at layer ℓ
Also required are the formulas for the cost function, the neuron input terms, and neuron

output terms. Each of these terms are used frequently in the calculations and mathematical
explanation of the algorithm. For the neuron input terms equation, the bias is an optional
component. Not every layer will have a bias so we will assume the bias is 0.
𝑛−1

2

(17)

+ 𝑏 (𝑙)

(18)

(𝑙)

𝐶𝑜𝑠𝑡𝑓𝑢𝑛𝑐𝑡𝑖𝑜𝑛𝐶0 = ∑ (𝑎𝑗 − 𝑦𝑗 )
𝑗=0
𝑛−1

𝑁𝑒𝑢𝑟𝑜𝑛𝐼𝑛𝑝𝑢𝑡𝑧

(𝑙)

(𝑙)

(𝑙−1)

= ∑ 𝑤𝑗𝑘 𝑎𝑘
𝑘=0
(𝑙)

(𝑙)

𝑁𝑒𝑢𝑟𝑜𝑛𝑜𝑢𝑡𝑝𝑢𝑡𝑎𝑗 = 𝑔(𝑙) (𝑧𝑗 )

(19)

The goal of the backpropagation algorithm is to calculate a gradient for each of the
weights and biases in the neural network. A gradient is a partial derivative that describes how
much of an effect that a particular weight or bias has on the overall cost of the network. The
cost of the network is a measure of the network’s ability to correctly get the desired outputs
based on the inputs. If the cost is high, then the network is not close to replicating the desired
output, but if the cost is small, then the neural network is confident in the output that it is
computing. Thus, the goal of the backpropagation algorithm is the get the overall cost of the
network to be as low as possible.
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Consider two different cases for backpropagation. The first case is the calculation of a
gradient for a weight that is at the output layer and the second case is the calculation of a
gradient for a weight that is in a hidden layer. These two cases are significant because the
calculation of the gradient for each of these two situations is slightly different, but that small
difference is a key aspect as to what makes backpropagation what it is. From the second case,
we will see that calculations from previous layers will be needed for calculations in for hidden
layers, which is what puts that back in backpropagation.

First, consider the weights in
the output layer. This generic
equation is used to calculate the
gradient for a weight in a neural
network:
𝜕𝐶0
𝜕𝐶0 𝜕𝑎(𝑙) 𝜕𝑧 (𝑙)
=
(20)
𝜕𝑤 (𝑙) 𝜕𝑎(𝑙) 𝜕𝑧 (𝑙) 𝜕𝑤 (𝑙)

For the specific example of
finding the gradient of w12(ℓ)
(Figure 17), the equation is:
𝜕𝐶0
𝜕𝐶0 𝜕𝑎1 (𝑙) 𝜕𝑧1 (𝑙)
=
𝜕𝑤12 (𝑙) 𝜕𝑎1 (𝑙) 𝜕𝑧1 (𝑙) 𝜕𝑤12 (𝑙) (21)

Figure 17: Case 1 of backpropagation

𝜕𝐶0

First term: 𝜕𝑎

1

(𝑙)
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Substituting equation (17), we get:
𝑛−1

2
𝜕𝐶0
𝜕
(𝑙)
=
(∑ (𝑎𝑗 − 𝑦𝑗 ) )
(𝑙)
(𝑙)
𝜕𝑎1
𝜕𝑎1
𝑗=0

2
2
2
2
𝜕𝐶0
𝜕
(𝑙)
(𝑙)
(𝑙)
(𝑙)
=
((𝑎0 − 𝑦0 ) + (𝑎1 − 𝑦1 ) + (𝑎2 − 𝑦2 ) + (𝑎3 − 𝑦3 ) )
(𝑙)
(𝑙)
𝜕𝑎1
𝜕𝑎1
2

Due to only the (𝑎1(𝑙) − 𝑦1 ) term having an 𝑎1(𝑙) component, it will be the only term that
will be differentiated. All other terms do not have 𝑎1(𝑙) and will go to 0. This means that for this
weight, the cost calculation is only relevant for the activation output for neuron in the output
layer that the weight w12(ℓ) is connected to.
2
𝜕𝐶0
𝜕
(𝑙)
=
((𝑎
−
𝑦
)
)
1
1
𝜕𝑎1 (𝑙) 𝜕𝑎1 (𝑙)

𝜕𝐶0
(𝑙)
= 2 (𝑎1 − 𝑦1 )
𝜕𝑎1 (𝑙)
𝜕𝑎 (𝑙)

Second term: 𝜕𝑧1(𝑙)
1

Substituting equation (19), we get:
𝜕𝑎1 (𝑙)
𝜕
(𝑙)
=
(𝑔(𝑙) (𝑧1 ))
(𝑙)
(𝑙)
𝜕𝑧1
𝜕𝑧1
𝜕𝑎1 (𝑙)
(𝑙)
= 𝑔′(𝑙) (𝑧1 )
𝜕𝑧1 (𝑙)
𝜕𝑧 (𝑙)

Third term: 𝜕𝑤 1 (𝑙)
12

Substituting equation (18), we get:
𝑛−1

𝜕𝑧1 (𝑙)
𝜕
(𝑙) (𝑙−1)
=
(∑ 𝑤1𝑘 𝑎𝑘 )
(𝑙)
(𝑙)
𝜕𝑤12
𝜕𝑤12
𝑘=0

𝜕𝑧1 (𝑙)
(𝑙) (𝑙−1)
(𝑙) (𝑙−1)
(𝑙) (𝑙−1)
(𝑙) (𝑙−1)
(𝑙) (𝑙−1)
(𝑙) (𝑙−1)
= 𝑤10 𝑎0
+ 𝑤11 𝑎1
+ 𝑤12 𝑎2
+ 𝑤13 𝑎3
+ 𝑤14 𝑎4
+ 𝑤14 𝑎4
𝜕𝑤12 (𝑙)

24
𝜕𝑧1 (𝑙)
(𝑙−1)
= 𝑎2
𝜕𝑤12 (𝑙)

Combining all three terms we get:
𝜕𝐶0
(𝑙)
(𝑙)
(𝑙−1)
= 2 (𝑎1 − 𝑦1 ) (𝑔′(𝑙) (𝑧1 )) (𝑎2 )
𝜕𝑤12 (𝑙)

With that you are now able to calculate the gradient for a single weight in the output
layer for a single training example. One should also take note of the second term’s result. It is
the derivative of the activation function. This means that for backpropagation to work, you
need an activation function that has a derivative that exists and can be calculated. From looking
at Table 1, you can see every activation function listed there has a first derivative.

25

Figure 18: Case 2 of backpropagation

In this second case, as shown in Figure 18, we will be determining the gradient for the
weight in a hidden layer. Using the generic formula for the gradient, we get :
𝜕𝐶0
𝜕𝐶0 𝜕𝑎2 (𝑙−1) 𝜕𝑧2 (𝑙−1)
=
𝜕𝑤22 (𝑙−1) 𝜕𝑎2 (𝑙−1) 𝜕𝑧2 (𝑙−1) 𝜕𝑤22 (𝑙−1)

(22)

Notice the similarity between this equation and the equation previously used in case 1.
Due to the similarity between those two equations, one might notice that the approach for
calculating the 2nd and 3rd terms in the equation are the same, so we will only need to go
through the process of calculating the 1st term.
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First term:

𝜕𝐶0
𝜕𝑎2 (𝑙−1)

Notice that the loss is not a direct function for the activation of neuron 2. Since the
activation is not being directly passed to the cost calculation, one has to take into account all of
the activations in subsequent layers that are affected by the activation of the neuron we are
looking at.
𝑛−1

𝜕𝐶0
𝜕𝐶0 𝜕𝑎𝑗 (𝑙) 𝜕𝑧𝑗 (𝑙)
=
∑
(
)
𝜕𝑎2 (𝑙−1)
𝜕𝑎𝑗 (𝑙) 𝜕𝑧𝑗 (𝑙) 𝜕𝑎2 (𝑙−1)

(23)

𝑗=0

Notice that the 1st and 2nd terms are similar to terms we have evaluated in case 1. The
only difference is term 3. Term 1 and 2 will evaluate out to be the same as in case 1, so we need
to evaluate term 3.
𝜕𝑧𝑗 (𝑙)

Third term 𝜕𝑎

2

(𝑙−1)

:

Substituting equation (18), we get:
𝜕𝑧𝑗 (𝑙)
𝜕𝑎2 (𝑙−1)

=

𝑛−1

𝜕

(𝑙)

𝜕𝑎2 (𝑙−1)

(𝑙−1)

(∑ 𝑤𝑗𝑘 𝑎𝑘

)

𝑘=0

Expanding the summation, we get:
𝜕𝑧𝑗 (𝑙)
𝜕𝑎2

(𝑙−1)

=

𝜕
𝜕𝑎2 (𝑙−1)

(𝑙) (𝑙−1)

(𝑤𝑗0 𝑎0

(𝑙) (𝑙−1)

+ 𝑤𝑗1 𝑎1

(𝑙) (𝑙−1)

+ 𝑤𝑗2 𝑎2

(𝑙) (𝑙−1)

+ ⋯ + 𝑤𝑗5 𝑎5

)

At this point, we are looking for any term in the expanded summation that contains an
𝑎2 (𝑙−1). Due to the partial derivative, only terms that contain 𝑎2 (𝑙−1) will be differentiated and

all other terms will go to 0.
𝜕𝑧𝑗 (𝑙)
𝜕𝑎2 (𝑙−1)

(𝑙)

= 𝑤𝑗2

(24)
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From the expanded summation we find that only the 𝑤𝑗2(𝑙) 𝑎2(𝑙−1) term contains 𝑎2 (𝑙−1) so
that term will be differentiated to give us the resultant value above.

Combining terms:
Our original equation for the first term (23) is:
𝑛−1

𝜕𝐶0
𝜕𝐶0 𝜕𝑎𝑗 (𝑙) 𝜕𝑧𝑗 (𝑙)
= ∑ ( (𝑙)
)
𝜕𝑎2 (𝑙−1)
𝜕𝑎𝑗 𝜕𝑧𝑗 (𝑙) 𝜕𝑎2 (𝑙−1)
𝑗=0

Substituting known values for the first, second, and calculated third (24) term:
𝑛−1

𝜕𝐶0
(𝑙)
(𝑙)
(𝑙)
= ∑ (2 (𝑎1 − 𝑦1 ) (𝑔′(𝑙) (𝑧1 )) (𝑤𝑗2 ))
(𝑙−1)
𝜕𝑎2

(25)

𝑗=0

Going back to our original equation (22) for the gradient, now that we have calculated
the first term (25), we can substitute it into the equation, giving us:
𝑛−1

𝜕𝐶0
(𝑙)
(𝑙)
(𝑙)
(𝑙−1)
(𝑙−2)
= (∑ (2 (𝑎1 − 𝑦1 ) (𝑔′(𝑙) (𝑧1 )) (𝑤𝑗2 ))) (𝑔′(𝑙−1) (𝑧2
)) (𝑎2 )
𝜕𝑤22 (𝑙−1)
𝑗=0

where the second and third terms are known through the process of evaluating case 1.
Now that we have this massive equation, we can compute the gradient for the weight
w22(ℓ-1). Additionally, if one also had biases within the network, one could compute them by
using the equation:
𝜕𝐶0
𝜕𝐶0 𝜕𝑎(𝑙) 𝜕𝑧 (𝑙)
=
𝜕𝑏 (𝑙) 𝜕𝑎(𝑙) 𝜕𝑧 (𝑙) 𝜕𝑏 (𝑙)
𝜕𝑧 (𝑙)
𝜕
= (𝑙) (𝑤 (𝑙) 𝑎(𝑙−1) + 𝑏 (𝑙) ) = 1
(𝑙)
𝜕𝑏
𝜕𝑏
𝜕𝐶0
𝜕𝐶0 𝜕𝑎(𝑙)
(1)
=
𝜕𝑏 (𝑙) 𝜕𝑎(𝑙) 𝜕𝑧 (𝑙)
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𝜕𝐶0
= −2(𝑎(𝑙) − 𝑦) (𝑔′(𝑙) (𝑧 (𝑙) )) (1)
𝜕𝑏 (𝑙)

Once all of the gradients for the weights and biases for the network have been
calculated, one can then begin the process of updating the weights and biases. There are three
primary methods that one can implement to update weights and biases.
1. Gradient Descent
This type of weight updating takes place after the whole training set has been run
through the network. For example, if there are n training examples for the network to go
through, then the backpropagation algorithm will take the average of the gradients for each
weight and bias for the n training examples. Once it has taken the average, it then goes and
updates each of the weights and biases.
2. Stochastic Gradient Descent
Stochastic Gradient Descent is similar to regular Gradient Descent except that the
weights and biases are updated each time the gradients are calculated. For example, if there
are n training examples, then after going through one training example, the weights will be
updated before going to the next training example. This means that the weights will be updated
n number of times when running through the training examples once.
3. Mini-batch based Gradient Descent
Mini-batch descent is a compromise between the two extremes of gradient descent.
The whole set of training examples is broken up into batches. When a batch of training
examples backpropagate through the network, it then updates the weights and biases. The next
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batch then begins backpropagating until all of the batches finish and update the weights and
biases.

6. Neural Network in Hardware
When it came to implementing neural networks, it has primarily been through the use
of software. Recently, due to significant advancements in computational power, there have
been developments in GPU, FPGA, and ASIC technology that allows hardware systems to handle
neural networks much more efficiently.
GPUs present themselves as a prime candidate for use in neural network computation.
GPUs excel in addition and multiplication, along with the ability to parallelize many aspects of
neural networks highly parallelizable structure. Nvidia’s Volta microarchitecture introduced
TensorCores, which are accelerators for fused multiply-adds of 4x4 16-bit floating point
matrices [1]. This is relevant because neural networks can be represented with matrices. Each
TensorCore is able to perform 64 floating point fused multiply additions per clock cycle, making
them very beneficial for of processing neural network data.
FPGAs also present themselves a candidate for use in neural network computations for
their power efficiency, on-chip memory, and overall flexibility. Additionally, since FPGAs are

Figure 19: The fused multiply-add a TensorCore performs [1]

30

able to support many data types such as integers, binary, floating point, etc., along with
reconfigurability, they are a much more flexible platform than GPUs as they ca be reconfigured
to meet changing demands and requirements.
The final category is application specific integrated circuits (ASICs). There are times
when the offerings of GPUs and FPGAs are simply not enough. In those situations, specific
hardware, dedicated to processing neural network data has to be used. One such example is
Google’s Tensor Processing Unit (TPU). This TPU specialized in int8 matrix multiplication and a
single TPU could process 100,000,000,000 (100 billion) images per day.
Overall, the developments in the hardware realm have been only recently accomplished
because of the recent expansion in computational power. In the future, we might significant
improvements in neural network processing power in hardware.

7. Conclusion
This paper outlined the major developments regarding neural networks. Through the
research on neural networks that has been done throughout this semester, the author and the
audience have come away with a greater understanding of neural network theory, the vast
computational needs, and the great potential that they show.

31

8. Reference List
[1] J. Appleyard and S. Yokim, “Programming Tensor Cores in CUDA 9,” NVIDIA Developer Blog,
29-Mar-2019. [Online]. Available: https://devblogs.nvidia.com/programming-tensor-corescuda-9/. [Accessed: 30-Apr-2019].
[2] S. Banerjee, “An Introduction to Recurrent Neural Networks,” Medium, 23-May-2018.
[Online]. Available: https://medium.com/explore-artificial-intelligence/an-introduction-torecurrent-neural-networks-72c97bf0912. [Accessed: 30-Apr-2019].

32

[3] R. Demush, “A Brief History of Computer Vision (and Convolutional Neural
Networks),” Hacker Noon, 27-Feb-2019. [Online]. Available: https://hackernoon.com/abrief-history-of-computer-vision-and-convolutional-neural-networks-8fe8aacc79f3.
[Accessed: 30-Apr-2019].
[4] N. Donges, “Recurrent Neural Networks and LSTM,” Towards Data Science, 25-Feb-2018.
[Online]. Available: https://towardsdatascience.com/recurrent-neural-networks-and-lstm4b601dd822a5. [Accessed: 30-Apr-2019].
[5] G. Drakos, “What is a Recurrent NNs and Gated Recurrent Unit (GRUS),” Towards Data
Science, 05-Feb-2019. [Online]. Available: https://towardsdatascience.com/what-is-arecurrent-nns-and-gated-recurrent-unit-grus-ea71d2a05a69. [Accessed: 30-Apr-2019].
[6] A. C. Lagandula, “McCulloch-Pitts Neuron - Mankind's First Mathematical Model Of A
Biological Neuron,” Towards Data Science, 24-Jul-2018. [Online]. Available:
https://towardsdatascience.com/mcculloch-pitts-model-5fdf65ac5dd1. [Accessed: 30-Apr2019].
[7] M. Marsalli, McCulloch-Pitts Neurons (Overview). [Online]. Available:
http://www.mind.ilstu.edu/curriculum/modOverview.php?modGUI=212. [Accessed: 30Apr-2019].
[8] C. Olah, “Understanding LSTM Networks,” Understanding LSTM Networks -- colah's blog.
[Online]. Available: http://colah.github.io/posts/2015-08-Understanding-LSTMs/. [Accessed:
30-Apr-2019].
[9] H. Pokharna, “The best explanation of Convolutional Neural Networks on the
Internet!,” Medium, 28-Jul-2016. [Online]. Available:

33

https://medium.com/technologymadeeasy/the-best-explanation-of-convolutional-neuralnetworks-on-the-internet-fbb8b1ad5df8. [Accessed: 30-Apr-2019].
[10]

S. Saha, “A Comprehensive Guide to Convolutional Neural Networks - the ELI5

way,” Towards Data Science, 15-Dec-2018. [Online]. Available:
https://towardsdatascience.com/a-comprehensive-guide-to-convolutional-neuralnetworks-the-eli5-way-3bd2b1164a53. [Accessed: 30-Apr-2019].
[11]

S. Sharma, “Activation Functions in Neural Networks,” Towards Data Science, 06-Sep-

2017. [Online]. Available: https://towardsdatascience.com/activation-functions-neuralnetworks-1cbd9f8d91d6. [Accessed: 30-Apr-2019].
[12]

A. Tch, “The mostly complete chart of Neural Networks, explained,” Towards Data

Science, 04-Aug-2017. [Online]. Available: https://towardsdatascience.com/the-mostlycomplete-chart-of-neural-networks-explained-3fb6f2367464. [Accessed: 30-Apr-2019].

