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How should we price contingent claims in incomplete markets? What is the
optimal hedging structure in incomplete markets? These two questions are
most important topics for finance theory. Markets are complete if any claim
in the market is attainable. In general there is no friction like transaction
costs and so on. The prices of contingent claims in complete markets are
given as the initial cost of its self-financing strategies. Complete markets
are characterized in terms of the martingale measure: The market model is
complete if, and only if, the martingale measure is unique. In this models
any contingent claim can be priced by no-arbitrage considerations. It is true
our real markets are not complete. Therefore we face the problem of an in-
complete market. In such markets a contingent claim cannot be perfectly
hedged by choosing a unique self-financing trading strategy. There are in-
finitely many martingale measures, each of which produces a no-arbitrage
price. To treat this problem we consider an ’optimal’ hedging strategy and
regard its initial cost as price. In this paper we choose Local risk minimiza-
tion (LRM) strategies as such ’optimal’ hedging strategies. LRM strategies
for incomplete market models whose asset price process is described by a
stochastic diﬀerential equation (SDE) driven by a Le´vy process, are typical
framework of incomplete market models.
Local risk minimization, which has a history of more than twenty years, is
a very famous hedging method for contingent claims in incomplete markets.
Although its theoretical aspects have been very well studied, corresponding
computational methods have yet to be thoroughly developed. This paper
aims to illustrate how to numerically calculate LRM for call options in ex-
ponential Le´vy models.
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8Our aims, in this paper, are two points: The first point is how to and how
fast to compute local risk minimization (LRM) of call options for exponential
Le´vy models. Here, LRM is a popular hedging method through a quadratic
criterion for contingent claims in incomplete markets. [Arai & Suzuki(2015.1)]
have previously obtained a representation of LRM for call options; here we
transform it into a form that allows use of the fast Fourier transform (FFT)
method suggested by [Carr & Madan(1999)]. FFT is a very forceful algo-
rithm to compute the Discrete Fourier Transform (DFT). Using FFT, we
can reduce computational complexity O(N2) to O(N logN), where N is the
size of data. Considering Merton jump-diﬀusion models and variance gamma
models as typical examples of exponential Le´vy models, we provide the forms
for the FFT explicitly; and compute the values of LRM numerically for given
parameter sets. We show that our FFT method can reduce computation time
to calculate LRM dramatically. When Monte Carlo methods, in general, need
hours or days to calculate, our FFT method needs only one–tenth seconds.
Considering Merton jump-diﬀusion models and variance gamma models as
typical examples of exponential Le´vy models, we provide the forms for the
FFT explicitly; and compute the values of LRM numerically for given param-
eter sets. Furthermore, we illustrate numerical results for a variance gamma
model with estimated parameters from the Nikkei 225 index.
In response to this, the second is comparing delta hedging strategies and
LRM strategies. We discuss the diﬀerences of LRM strategies and delta hedg-
ing strategies, in exponential Le´vy models, where delta hedging strategies in
this paper (∆∗) are defined under the minimal martingale measures (MMM).
We give inequality estimations for the diﬀerences of LRM and delta hedging
strategies, and then show numerical examples for the two typical exponential
Le´vy models, Merton models and variance gamma models. Furthermore we
show FFT can calculate ∆∗ in a one–tenth seconds as an application of the
first point.
In order to calculate LRMt numerically, we have to calculate conditional
expectations of functionals of ST under P∗. However, there does not appear
to be any straightforward way to specify the probability density function of
ST (or equivalently LT ) under P∗. Instead, since L is a Le´vy process, it
may be comparatively easy to specify its characteristic function under P∗.
Hence, a numerical method based on the Fourier transform is appropriate
for computing LRM. Moreover, [Carr & Madan(1999)] introduced a numer-
ical method for valuing options based on the FFT. We take advantage of
this to develop a numerical method for LRM. In this paper, we consider two
9concrete exponential Le´vy processes for L. The first is a jump-diﬀusion pro-
cess as introduced by [Merton(1976)]. Note that he also suggested a hedging
method for these models, but this is diﬀerent from LRM. For additional de-
tails, see Section 10.1 of [Cont & Tankov(2004)]. This jump-diﬀusion process
consists of a Brownian motion and compound Poisson jumps with normally
distributed jump sizes. The second is a variance gamma process, which is
a Le´vy process with infinitely many jumps in any finite time interval and
no Brownian component. This was introduced by [Madan & Seneta(1987)]
and can be defined as a time-changed Brownian motion. Many papers (e.g.,
[Carr & Madan (1999)], [Madan et al. (1998)]) have studied it in the context
of asset prices. [Schoutens(2003)] provides more details on these two Le´vy
processes and more examples of exponential Le´vy models.
There is great deal of literature on numerical experiments related to LRM
(e.g., [Bonetti et al. (2015)], [Ewald, Nawar & Siu (2013)], [Kang & Lee
(2014)], [Lee & Song (2007)], [Leoni et al. (2014)] and [Yang et al. (2010)]),
but to our knowledge, ours is the first attempt to develop an FFT-based
numerical LRM scheme for exponential Le´vy models.
[Ke´lani & Quittard-Pinon(2014) ] studied an optimal hedging strategy that
they call θ-hedging, which is similar to but diﬀerent from LRM, for exponen-
tial Le´vy models, and adopted a Fourier transform approach separate from
[Carr & Madan(1999)]’s method. As an important diﬀerence, they assumed
that S is a martingale under the underlying probability measure. In contrast,
we do not make this assumption. We therefore need to treat S under P∗, that
is, calculate conditional expectations of functionals of S under P∗. However,
the structure of S is no longer preserved under a change of measure. For
example, when L is a variance gamma process under P, it is not so under P∗.
Thus, our setting is more challenging but also more natural.
Delta hedging strategies, which are also well-known and often used by
practitioners, are given by diﬀerentiating the option price under a certain
martingale measure with respect to the underlying asset price. Due to the
relationship between LRM and the MMM, we consider delta hedging strate-
gies under the MMM.
This paper is organized as follows: Chapter 2 gives a short introduction
of a LRM and its representations.
In Chapter 3, we illustrate how to compute LRM of call options for expo-
nential Le´vy models. [Arai & Suzuki(2015.1)] have previously obtained a
representation of LRM for call options; here we transform it into a form that
allows use of the FFT method suggested by [Carr & Madan(1999)]. Consid-
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ering Merton jump-diﬀusion models and variance gamma models as typical
examples of exponential Le´vy models, we provide the forms for the FFT
explicitly; and compute the values of LRM numerically for given parame-
ter sets. Furthermore, we illustrate numerical results for a variance gamma
model with estimated parameters from the Nikkei 225 index.
In chapter 4, we discuss the diﬀerences of LRM and delta hedging strategies,
in exponential Le´vy models, where delta hedging strategies in this paper are
defined under the MMM. First of all we give inequality estimations for the
diﬀerences of LRM and delta hedging strategies, and then show numerical





We will give a short survey of LRM here. More precise definitions or exam-
ples are shown in [Schweizer(2001)], [Schweizer(2008)],
[Arai & Suzuki(2015.1)], and [Arai & Suzuki(2015.0)]. We consider a finan-
cial market which is composed of one risk-free asset and one risky asset with
maturity T. We may assume that the interest rate of the market is given
by 0. To put it plainly, the price of the risk-free asset is 1 at all time. The
fluctuation of the risky asset is assumed to be given by a solution to the








, S0 > 0 , (2.1)
where α, β and γ are predictable processes. Let (Ω,F ,P) be a complete
probability space and F = {Ft}t∈[0,T ] be the canonical filtration completed
for P. Wt is 1-dim. standard Brownian motion, N(dt, dz) is Poisson random
measure, and N˜(dt, dz) is its composed random measure. In other words,
using Le´vy measure ν we can write N˜(dt, dz) = N(dt, dz)−ν(dz)dt. Moreover
γ is a stochastic process measurable with respect to the σ-algebra generated
by A × (s, u] × B, A ∈ Fs, 0 ≤ s < u ≤ T , B ∈ B(R0). Now, we specurate
the following:
Assumption 2.0.1. 1. (2.1) has a solution S satisfying the so-called struc-
ture condition. More precisely, S is a special semimartingale with the
canonical decomposition S = S0 +M + A such that
11
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where dMt = St−(βtdWt +
∫
R0 γt,zN˜(dt, dz)) and dAt = St−αtdt.







, we have A =∫
λd⟨M⟩.





Id est KT is finite P-a.s.
These conditions (a)-(c) are called structure condition (see [Schweizer(2001)],
[Schweizer(2008)]).







0?Remark that this condition guarantees St > 0 for arbitrary t ∈ [0, T ].
We define LRM for a contingent claim F ∈ L2(P) based on Theorem 1.6
of [Schweizer(2008)].
Definition 2.0.2. 1. ΘS denotes the space of all R-valued predictable pro-









2. An L2-strategy is given by a pair ϕ = (ξ, η), where ξ ∈ ΘS and η is
an adopted process such that V (ϕ) := ξS + η is a right continuous
process with E[V 2t (ϕ)] <∞ for every t ∈ [0, T ]. Note that ξt (resp. ηt)
represents the amount of units of the risky asset (resp. risk-free asset)
an investor holds at time t.
3. For F ∈ L2(P), the process CF (ϕ) defined by CFt (ϕ) := F1{t=T} +
Vt(ϕ)−
∫ t
0 ξsdSs is called the cost process of ϕ = (ξ, η) for F .
4. An L2-strategy ϕ is called locally risk-minimizing for F if VT (ϕ) = 0
and CF (ϕ) is a martingale orthogonal to M , that is, [CF (ϕ),M ] is a
uniformly integrable martingale.
Now we discuss a representation of LRM here. First of all, we recall
Fo¨llmer-Schweizer decomposition here.
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Definition 2.0.3. An F ∈ L2(P) admits Fo¨llmer-Schweizer decomposition
if it can be described
F = F0 +
∫ T
0
ξFt dSt + L
F
T (2.2)
where F0 ∈ R, ξF ∈ ΘS and LF is a square-integrable martingale orthogonal
to M with LF0 = 0.
Proposition 5.2 of [Schweizer(2008)] shows the following:
Proposition 2.0.4. (Proposition 5.2 of [Schweizer(2008)])
Under Assumption 2.0.1, an LRM ϕ = (ξ, η) for F exists if and only if F
admits a Fo¨llmer-Schweizer decomposition. Its relationship is given by
ξt = ξ
F
t , ηt = F0 +
∫ t
0
ξFs dSs + L
F
t − F1{t=T} − ξFt St.
As a result, it suﬃces to obtain a representation of ξF in 2.2 in order
to obtain LRM. Throughout of this paper we identify ξF with LRM. We
consider the process Z := E(− ∫ λdM), where E(Y ) represents the stochastic
exponential of Y , that is, Z is a solution to the SDE dZt = −λtZt−dMt. In
addition to Assumption 2.0.1, we suppose the following:
Assumption 2.0.5. Z is a positive square-integrable martingale; and ZTF ∈
L2(P).
A martingale measure P∗ ∼ P is called ’minimal’ if any square-integrable
P-martingale orthogonal to M remains a martingale under P∗. We can see
the following:
Lemma 2.0.6. Under the Assumption 2.0.1, if Z is a positive square-integrable
martingale, then a minimal martingale measure P∗ exists with dP∗ = ZTdP.
Example 2.0.7. We provide a framework here. The postulates are that As-
sumption 2.0.1 is satisfied, and Z is a positive square integrable martingale.
We consider the following three conditions:
1.
γt,z > −1 , (t, z,ω)-a.e.
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t,zν(dz)) < C. for some C > 0







< 1− ε and β2t +
∫
R0
γ2t,zν(dz) > ε, (t, z,ω)-a.e.
The above condition 2 ensures the existence of a unique solution S to (2.1)
satisfying supt∈[0,T ] |St| ∈ L2(P) by Theorem 117 of [Situ(2005)]. Hence an
MMM exists by Lemma 2.0.6
Next, we concentrate on representations of LRM ξF for contingent claim
F . As a first step, we study the representation through the martingale rep-
resentation theorem.
We assume Assumptions 2.0.1 and 2.0.5. Let P∗ be a minimal martingale
measure, that is, dP∗ = ZTdP holds. The martingale representation theorem
(see, e.g. Proposition 9.4 of [Cooley & Tukey (1965)]) provides









for some predictable processes g0t and g
1
t,z. From Ito’s lemma, we have
F =EP∗ [F ] +
∫ T
0










g1t,z + E[ZTF |Ft−]θt,z
Zt−(1− θt,z) N˜
P∗(dt, dz)












where ut := λtSt−βt, θt,z := λtSt−γt,z, dW P
∗
t := dWt+utdt, and N˜
P∗(dt, dz) :=
N˜(dt, dz) + θt,zν(dz)dt. Girsanov’s theorem implies that the compensated
Poisson random measure of N under P∗ and W P∗ and N˜P∗ are a Brownian
















Denoting i0t := h
0












t,zγt,zν(dz) = 0 for any t ∈ [0, T ]. This implies i0tut +∫
R0 i
1
t,zθt,zν(dz) = 0. We have then
























The following lemma implies that LFt := E[F − EP∗ [F ] −
∫ T
0 ξsdSs|Ft] is a
square-integrable martingale orthogonal to M with LF0 = 0.














Consequently, we can conclude the following:
Proposition 2.0.9. Assume that Assumption 2.0.1, 2.0.5, and equation
(2.3). We have then ξF = ξ defined equation (2.4).
In the above proposition, a representation of LRM ξF is obtained under a
soft setting. The processes h0 and h1 appeared in equation (2.4) are induced
by the martingale representation theorem so that it is almost impossible to
calculate them explicitly, and confirm wheather equation (2.3) holds. In
the paragraph, we introduce concrete expressions for h0 and h1 by use of
Malliavin calculus.
In this part, we prepare some definitions and terminologies with respect
to Malliavin calculus. We treat a Clark-Ocone type formula under change of
measure (under P∗) particurarly, see [Sole´ et al.(2007)] and
[Delong & Imkeller (2010)].
We adopt the canonical Le´vy space framework treated by [Sole´ et al.(2007)].
Remark that Malliavin calculus is discussed based on the underlying Le´vy
16




R0 zN˜(ds, dz) here. In the first place, we















where δ0 is the Dirac measure at 0 and E ∈ B([0, T ] × R). Deterministic




|h((t1, z1), · · · , (tn, zn))|2q(dt1, dz1) · · · q(tn, zn) <∞ ,
where we denote that L2T,q,n is the set of product measurable. For h ∈ L2T,q,n




h((t1, z1), · · · , (tn, zn))Q(dt1, dz1) · · ·Q(dtn, dzn) .
To make it formal we denote I0(h) := h for h ∈ R and L2T,q,0 := R. Under this
preparations, any F ∈ L2(P) has the unique representation F =∑∞n=0 In(hn)
with functions hn ∈ L2T,q,n that are symmetric in the n pairs (ti, zi), 1 ≤ i ≤ n,
and we have E[F 2] =
∑∞
n=0 n!∥hn∥2L2T,q,n . This is called chaos expansion.
Note that chaos expansion is unique expansion. Then we define Malliavin
derivative.
Definition 2.0.10. 1. Set Sobolev space D1,2 as follows:
D1,2 :=
{













nIn−1(hn((t, z), •)) .
Then we call this DF as Malliavin derivative of F .
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We can obtain Clark-Ocone type formula under MMM P∗ with this Malli-
avin derivation and some additional assumptions. Here we omit the precise
introduction of Clark-Ocone type formula. Under the above preparations,
we obtain the representations of h0 and h1 as follows:
Proposition 2.0.11. If Clark-Ocone type formula under MMM, Assumption


















h1t,z = EP∗ [F (H∗t,z − 1) + zH∗t,zDt,zF |Ft−] . (2.6)
Moreover, LRM ξF is given by substituting equations (2.5) and (2.6) for h0
and h1 in equation (2.4) respectively, if equation (2.3) holds.
In a very real sense, the condition ’if Clark-Ocone type formula under
MMM holds’ is most important. To check the condition whether this Clark-
Ocone type formula holds or not is very complicated. Whereas SDE (2.1)
are deterministic function, we need not to check this condition. We propose
a framework which satisfies all the above Assumptions here.
Corollary 2.0.12. We consider the case where α, β, and γ in SDE (2.1) are
deterministic functions satisfying the three conditions 2.0.7. Additionally, we
assume that
1. ZTF ∈ L2(P),
2. F ∈ D1,2,
3. ZTDt,zF + FDt,zZT + zDt,zF ·Dt,zZT ∈ L2(q × P)
Then all conditions in Proposition 2.0.11 are satisfied and LRM ξF is given
by
ξFt =
βtEP∗ [Dt,0F |Ft−] +
∫










Now, we discuss the representations of LRM for call options as the last
part of this chapter. The pay-oﬀ of the call option is expressed (ST −K)+,
where K > 0 is strike price, T > 0 is maturity, and X+ := max(X, 0). We
regard (ST − K)+ as a function of F which is continuous but not smooth.
Because of that we can not use the chain rule, we use the mollifier approx-
imation. As a preparation for a representation of LRM for call options, we
show the following without proof.
Proposition 2.0.13. For any F ∈ D1,2, K ∈ R and q-a.e. (t, z) ∈ [0, T ]×R,
we have (F −K)+ ∈ D1,2 and
Dt,z(F −K)+ = 1{F>K}Dt,0F · 1{0}(z) + (F + zDt,zF −K)
+ − (F −K)+
z
1R0(z) .
Lemma 2.0.14. For any F ∈ D1,2, we have 1{F=0}Dt,0F = 0, (t,ω)-a.e.




{γ4t,z + | log(1 + γt,z)|2}ν(dz) < C for some C > 0. (2.7)
When this condition 2.7 and there conditions on Example 2.0.7 are sat-
isfied, then all conditions on Corollary 2.0.12 are automatically satisfied. By
using the preparation, which is the above proposition and lemma, we obtain
an explicit representation of LRM for call options.
























We introduced a general representation of LRM for call options by using
Malliavin calculus for Le´vy processes based on the canonical Le´vy space on
Chapter 1. One of our main purpose is to transform that result into a form
that allows the fast Fourier transform method suggested by [Carr & Madan(1999)]
to be applied. In particular, Merton jump-diﬀusion and variance gamma
models, being common classes of exponential Le´vy models, are discussed as
concrete applications of our approach.
The fluctuation of the risky asset (e.g. liquidity, transaction costs, portfo-
lio constraints, non-continuous trading, and so on) is assumed to be described
by an exponential Le´vy process S on a complete probability space (Ω,F ,P),
described by







for t ∈ [0, T ] ,
where S0 > 0, µ ∈ R, σ > 0, and R0 := R\{0}. HereW is a one-dimensional
Brownian motion and N˜ is the compensated version of a Poisson random
measure N . Denoting the Le´vy measure of N by ν, we have N˜([0, t], A) =
N([0, t], A) − tν(A) for any t ∈ [0, T ] and A ∈ B(R0). Now, (Ω,F ,P) is
19
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taken as the product of a one-dimensional Wiener space and the canonical
Le´vy space for N . In addition, we take F = {Ft}t∈[0,T ] as the completed
canonical filtration for P. For more details on the canonical Le´vy space,
see [Sole´ et al.(2007)] and [Arai & Suzuki(2015.1)]. Moreover, S is also a
solution to the stochastic diﬀerential equation
dSt = St−
[
µS dt+ σ dWt +
∫
R0










(ex − 1− x)ν(dx).
Without loss of generality, we may assume that S0 = 1 for simplicity. Now,






(ex − 1)N˜(dt, dx)]
is the martingale part of S.
Our focus is the development of a computational method for LRM with
respect to a call option (ST −K)+ with strike price K > 0. We do not review
the definition of LRM in this paper; for details, see [Schweizer(2001)] and
[Schweizer(2008)].We first briefly introduce the explicit LRM representation
of such options in exponential Le´vy models given in [Arai & Suzuki(2015.1)].
Define the minimal martingale measure (MMM) P∗ as an equivalent mar-
tingale measure under which any square-integrable P-martingale orthogonal



































∞ for n = 4.
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2. 0 ≥ µS > −σ2 − ∫R0(ex − 1)2ν(dx).
The first condition ensures that µS, ξ, and θx are well defined, the square
integrability of L, and the finiteness of
∫
R0(e
x − 1)nν(dx) for n = 1, 3. The








([0, t], dx) := θxν(dx)t+ N˜([0, t], dx)
are a P∗-Brownian motion and the compensated Poisson random measure of
















(x− ex + 1)(1− θx)ν(dx).
Note that L is a Le´vy process even under P∗, with Le´vy measure given by
νP
∗
(dx) := (1− θx)ν(dx).
The LRM will be given as a predictable process LRMt, which represents the
number of units of the risky asset the investor holds at time t. First, we
define




EP∗ [(ST ex −K)+ − (ST −K)+ | Ft−](ex − 1)ν(dx) . (3.2)
Our explicit representation of LRM for call option (ST − K)+ is then as
follows:








x − 1)2ν(dx)) . (3.3)
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Remark 3.1.3. 1. The assumption
∫
R0(e
x− 1)4ν(dx) <∞ is imposed in
Proposition 4.6 of [Arai & Suzuki(2015.1)].










x − 1)2ν(dx)) ,





y − 1)2ν(dy) and




y − 1)2ν(dy) ,
respectively. Moreover, the second condition in Assumption 3.1.1 would
be revised to




That is, a nonzero r requires only that we replace µ with µ − r and
multiply the the expression for LRMt by e−r(T−t), which means that we
can easily generalize results for the r = 0 case to those for r > 0. For
simplicity, in this paper we treat only the case r = 0.
From the point of view of Proposition 3.1.2, we have to calculate condi-
tional expectations of functionals of ST under P∗ in order to calculate LRMt
numerically. However, there does not appear to be any straightforward way
to specify the probability density function of ST (or equivalently LT ) un-
der P∗. Instead, since L is a Le´vy process, it may be comparatively easy
to specify its characteristic function under P∗. Hence, a numerical method
based on the Fourier transform is appropriate for computing LRM. More-
over, [Carr & Madan(1999)] introduced a numerical method for valuing op-
tions based on the fast Fourier transform (FFT). We take advantage of this
to develop a numerical method for LRM. To this end, we induce integral ex-
pressions for I1 and I2 in terms of the characteristic function of LT−t under
P∗ and recast them into a form that allows the Carr–Madan approach to be
applied. In particular, I2 will be given as a linear combination of Fourier
transforms.
The rest of this section is organized as follows: An introductory review
of the Carr–Madan approach is given in Subsection 2.1.1, and the integral
23
representations of I1 and I2 are presented in Subsection 2.1.2. Merton jump-
diﬀusion models are examined in Section 2.2, which starts with mathematical
preliminaries and proceeds to numerical results. Section 2.3 is similarly de-
voted to variance gamma models.
3.1.1 Numerical method
We briefly review the Carr–Madan approach, which is an FFT-based numeri-
cal approach for option pricing. The FFT, introduced by [Cooley & Tukey (1965)],





for l = 0, . . . , N − 1, where {xj}j=0,...,N−1 is a sequence on R and where N
is typically a power of 2. The FFT requires only O(N log2N) arithmetic
operations, as compared with the usual Fourier transform method’s O(N2).
The aim of the Carr–Madan approach is eﬃcient calculation of E[(ST −
K)+] when S is a P-martingale. Recall that we are considering only the
case in which the interest rate is zero. Denoting k := logK and C(k) :=







φ(v − iα− i)
i(v − iα)[i(v − iα) + 1] dv (3.5)
for α > 0 with E[Sα+1T ] < ∞, where φ is the characteristic function of LT .
Note that the right-hand side of equation (3.5) is independent of the choice









e−i(ηj−iα)kψ(ηj − iα)η , (3.6)
where N represents the number of grid points and η > 0 is the distance
between adjacent grid points. The right-hand side of equation (3.6) corre-
sponds to the integral in equation (3.5) over the interval [0, Nη], so we need
24




∣∣∣∣ < ε (3.7)
for a suﬃciently small value ε > 0, which represents the allowable error. By







(3 + (−1)j+1 − δj),








N jleiπjψ(ηj − iα)η
3
(3 + (−1)j+1 − δj)












So long as we take η so that |k| < π/η, we can employ the FFT to compute
C(k).
3.1.2 Integral representations
We next induce integral expressions for I1 and I2, defined in equations (3.1)
and (3.2), and evolve them so that the Carr–Madan approach is available.
Recall that Assumption 3.1.1 applies throughout. As can be seen from Sub-
section 2.1, if I1 and I2 are represented in the same form as equation (3.5)
we can compute them by means of the Carr–Madan approach. Because the
conditional expectations appearing in I1 and I2 are under P∗, the functions
corresponding to ψ in equation (3.5) should include the characteristic func-
tion of LT−t under P∗, denoted by
φT−t(z) := EP∗ [eizLT−t ]
for z ∈ C.
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First, we induce an integral representation for
I1(= EP∗ [1{ST>K}ST | Ft−])
with φT−t by using Proposition 2 from [Tankov(2010)]:
Proposition 3.1.4. For K > 0,






α− 1 + ivφT−t(v − iα)S
α+iv
t− dv (3.8)
for all t ∈ [0, T ] and α ∈ (1, 2]. Note that the right-hand side is independent
of the choice of α.
Proof. Define G(x) := 1{x>K} · x, g(x) := G(ex) for any x ∈ R, and gˆ(z) :=∫
R e
izxg(x)dx for any z ∈ C. We employ one lemma:








means that A = B in law for P∗.
Proof of Lemma 3.1.5. Proposition I.7 of [Bertoin(1998)] implies that




Because Le´vy processes have independent and stationary increments, we have
LT = LT − Lt + Lt P
∗-d
= L′T−t + Lt.
!
Returning to the proof of Proposition 3.1.4, from Lemma 3.1.5 we have





where p(A) := P∗(L′T−t ∈ A) for any A ∈ B(R). By (22)–(25) in the proof
of Proposition 2 of [Tankov(2010)], if any α ∈ (1, 2] satisfies the conditions
that
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(a) g(x)e−αx has finite variation on R,
(b) g(x)e−αx ∈ L1(R),













gˆ(v + iα)φT−t(−v − iα)Sα−ivt− dv
for α ∈ (1, 2], which is independent of the choice of α. As a result, under
conditions (a)–(d), we have


















α− 1 + ivφT−t(v − iα)S
α+iv
t− dv.
We need only to confirm that conditions (a)–(d) hold. Conditions (a)
and (b) are obvious. To demonstrate condition (c), it suﬃces to show ST−t ∈














(ex − 1)3ν(dx) <∞ .
Because S is a solution to





(ex − 1)N˜P∗(dt, dx)),
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In addition, we obtain∣∣EP∗ [exp{(iv + α)σW P∗T−t}]∣∣ = exp{(α2 − v2)σ2(T − t)2
}
. (3.10)
As a result, we have from equations (3.9)–(3.10)∫
R
|φT−t(v − iα)|












for some C > 0. This completes the proof of Proposition 3.1.4.
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We evolve (3.8) into the same form as (3.5) as follows:














e−i(v−iα)kψ1(v − iα)dv (3.11)




for z ∈ C. Thus, we can compute I1 with the FFT based on Subsection 2.1.






EP∗ [(ST ex −K)+ − (ST −K)+ | Ft−](ex − 1)ν(dx)
)
.
First, we have the following integral representation:
Proposition 3.1.6. For any K > 0,






(α− 1 + iv)(α + iv) dv (3.12)
for any t ∈ [0, T ] and any α ∈ (1, 2]. Note that the right-hand side is inde-
pendent of the choice of α.
Proof. We can see this in the same manner as Proposition 3.1.4 but with
G(x) = (x−K)+.
Note that (3.12) coincides with (3.5), where α − 1 in (3.12) corresponds to




for z ∈ C and ζ := v − iα, we have























K−iζ+1ψ2(ζ)dv =: f(K). (3.13)













































(eiζx − 1)(ex − 1)ν(dx)ψ2(ζ)dv , (3.14)
which is the same form as (3.5), because the integrand of (3.14) is a function
of ζ. However, we cannot compute (3.14) numerically as it stands, because
it is not possible to compute the integral
∫
R0(e
iζx − 1)(ex − 1)ν(dx) directly.
Thus, we need to make further model-dependent calculations. In Sections 3
and 4, respectively, we evolve (3.14) into a linear combination of Fourier
transforms for Merton jump-diﬀusion models and variance gamma models.
Remark 3.1.7. Regarding LRMt, I1, and I2 as functions of St− and K, we
have Ii(St−, K)/St− = Ii(1, K/St−) for i = 1, 2 by (3.8) and (3.14), and
LRMt(St−, K) =






x − 1)2ν(dx)) = σ2I1(1, K/St−) + I2(1, K/St−)σ2 + ∫R0(ex − 1)2ν(dx)
by (3.3). As a result, LRMt is given as a function of K/St− =: mt−,
where mt− is called moneyness. Thus, we denote LRMt by LRMt(mt−).
As a by-product of this, we can analyze jump impacts on LRM. If the pro-
cess L has a jump with size y ∈ R0 at time t, then the moneyness mt−
changes into mt−e−y at the moment when the jump occurs. Thus, LRM also
changes from LRMt(mt−) to LRMt(mt−e−y). We can regard the diﬀerence
LRMt(mt−e−y)−LRMt(mt−) as a jump impact. In particular, LRMt(e−y)−
LRMt(1) represents a jump impact when the option is at the money.
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Remark 3.1.8. Hereafter, we fix α ∈ (1, 2] arbitrarily. Moreover, we denote
ζ := v − iα for v ∈ R, so we may regard ζ as a function of v.
3.2 The Merton Jump-Diﬀusion Model
We consider the case in which L is given as a Merton jump-diﬀusion process,
which consists of a diﬀusion component with volatility σ > 0 and compound
Poisson jumps with three parameters, m ∈ R, δ > 0, and γ > 0. Note that γ
represents the jump intensity and that the sizes of the jumps are distributed












When it desirable to emphasize the parameters, we write ν as ν[γ,m, δ]. Note
that the first condition of Assumption 3.1.1 is satisfied for any m ∈ R, δ > 0,
and γ > 0. In addition, the second condition is equivalent to




























We consider only the case in which the parameters satisfy Assumption 3.1.1.
3.2.1 Mathematical preliminaries
Our aim here is threefold: (1) to give an analytic form for
φT−t(z)(:= EP∗ [eizLT−t ]);
(2) to evolve (3.14) into a linear combination of three Fourier transforms; and
(3) to give suﬃcient conditions for Nη under which (3.7) holds for a given
ε > 0.





Proposition 3.2.1. We have
νP
∗

















x − 1)2ν(dx) .
Proof. By Assumption 3.1.1, 0 ≥ h > −1. Hence,
νP
∗



































from which (3.15) follows.
Next, we calculate φT−t(ζ) for t ∈ [0, T ].




















+ (1 + h)γ(eimζ−
ζ2δ2




2)ζ− ζ2δ22 − 1− iζ(m+ δ2)]
]}
.












([0, T − t], dx)
]}]
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(eiζx − 1− iζx)νP∗(dx)
]}
.
Second, we evolve (3.14). We define













Remark that f˜ is computed with the FFT as well as f defined in (3.13). The
following proposition demonstrates (3.14), namely, I2 is given by a linear
combination of three Fourier transforms.
Proposition 3.2.3. We have∫
R0







)− γemf˜(Ke−m) + γ(1− em+ δ22 )f(K) (3.16)
for any t ∈ [0, T ].
Proof. We calculate∫
R0





















































)− γemf˜(Ke−m) + γ(1− em+ δ22 )f(K).
Third, we provide suﬃcient conditions for the product Nη under which
(3.7) holds for a given allowable error ε > 0. First of all, we determine an
upper estimate for φT−t.
Proposition 3.2.4. We have


























+ (1 + h)γ(emα+
α2δ2








2 − 1− α(m+ δ2)
] ]}
.


















(iv + α)µ∗ − σ
































































(eαx − 1− αx)νP∗(dx)
]}
.
Propositions 3.2.5 and 3.2.6 below give suﬃcient conditions for Nη under
which I1 and I2 satisfy (3.7) for a given allowable error ε > 0, respectively.












T − tε1/4 ≤ a, (3.17)


































































































(eiζx − 1)(ex − 1)ν(dx)ψ2(ζ)dv
∣∣∣∣ < ε . (3.19)
Proof. First, we estimate
∫∞
a |ψ2(ζ)|dv. Noting that∣∣∣∣ 1(iζ − 1)iζ
∣∣∣∣ = ∣∣∣∣ 1(iv + α− 1)(iv + α)
∣∣∣∣ ≤ 1v2 ,
























5σ4(T − t)2a5 .






























∣∣∣e2m+ 32 δ2(Ke−m−δ2)−iv−α+1 − em(Ke−m)−iv−α+1∣∣∣ |ψ2(ζ)| ∣∣∣∣e− δ2ζ22 ∣∣∣∣ dv
+





























































As seen in the previous subsection, substituting (3.11) and (3.16) for I1 and
I2 respectively, we can compute LRMt given in (3.3) with the FFT. Note
that we need Proposition 3.2.2 in order to calculate ψ1, ψ2, and ψ˜. In this
subsection, we provide numerical results for a Merton jump-diﬀusion model
with parameters T = 1, µ = −0.7, σ = 0.2, γ = 1, m = 0, and δ = 1. Note
that µS is given by −0.03, which satisfies the second condition of Assump-
tion 3.1.1. In particular, we consider the following two cases: First, fixing
the strike price K to 1, we compute LRMt for times t = 0, 0.05, . . . , 0.95.
Second, t is fixed to 0.5 and we instead vary K from 1 to 8 at steps of 0.25
and compute LRM0.5. Note that we take Lt− = 1 whatever the value of t is
taken. Moreover, we choose N = 214, η = 0.025, and α = 1.75 as parame-
ters related to the FFT. We have then Nη = 409.6. For any parameter set
mentioned above, both (3.17) and (3.18) are satisfied for ϵ = 10−2. Figure
3.1 shows the results for these two cases. The computation time to obtain
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Fig. 3.1(b) was 0.59 s. Note that all numerical experiments in this paper were
carried out using MATLAB (8.1.0.604 R2013a) on an Intel Core i7 3.4 GHz
CPU with 16 GB 1333 MHz DDR3 memory.
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(a) Values of LRMt of a call option with strike price K = 1 and maturity
T = 1 vs. times t = 0, 0.05, . . . , 0.95 for a Merton jump-diﬀusion
model with parameters µ = −0.7, σ = 0.2, γ = 1, m = 0, and δ = 1.
These parameters satisfy the second condition of Assumption 3.1.1.
Moreover, the FFT parameters are chosen as N = 214, η = 0.025, and
α = 1.75.













(b) Values of LRM0.5 of call options at a fixed time 0.5 vs. strike price K
from 1 to 8 at steps of 0.25 for the same Merton jump-diﬀusion model
as (a) with S0.5 = 1.
Figure 3.1: Merton jump-diﬀusion model
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3.3 The Variance Gamma Model
We now consider the case in which L is given as a variance gamma process.
Note that L does not have a diﬀusion component. This means that σ = 0,
that is, I1 vanishes. A variance gamma process, which has three parameters
κ > 0, m ∈ R, and δ > 0, is defined as a time-changed Brownian motion
with volatility δ, drift m, and subordinator Gt, where Gt is a gamma process
with parameters (1/κ, 1/κ). In summary, L is represented as
Lt = mGt + δBGt for t ∈ [0, T ] ,
where B is a one-dimensional standard Brownian motion. Moreover, the
Le´vy measure of L is given by






























Note that C, G, and M are positive. To emphasize the parameters, we
write ν with parameters κ, m, and δ as ν(dx) = ν[κ,m, δ](dx). Moreover,
by regarding C, G, and M as parameters, we may express ν as ν(dx) =
νC,G,M(dx). In addition, we assume M > 4 in this section, which ensures
that the first condition of Assumption 3.1.1 holds, by the following lemma:
Lemma 3.3.1. When M > 4,
∫
R0(e
x − 1)nν(dx) <∞ for n = 2, 4.
Proof. For n = 2, 4, we have∫ ∞
1
(ex − 1)nν(dx) ≤ C
∫ ∞
1
e(n−M)xdx <∞ ,∫ 1
0
(ex − 1)nν(dx) ≤
∫ 1
0
xn(e− 1)nν(dx) ≤ C(e− 1)n <∞ ,∫ 0
−1






(−x)n−1dx <∞ ,∫ −1
−∞







because n−M < 0, 0 ≤ ex− 1 ≤ x(e− 1) whenever x ∈ [0, 1], 1+ x ≤ ex for
any x ∈ R, and ex ≤ 1 if x ≤ 0.
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Remark 3.3.2. We can generalize this lemma to
∫
R0 |ex− 1|aν(dx) <∞ for
any a ∈ [1,M).
Because µ =
∫
R0 xν(dx), (3.21) below implies that the second condition of
Assumption 3.1.1 can be rewritten as
log
(
(M − 1)(G+ 1)
(M − 2)(G+ 2)
)
> 0 ≥ log
(
MG
(M − 1)(G+ 1)
)
,
which is equivalent to −3 < G−M ≤ −1.
3.3.1 Mathematical preliminaries
The approach to variance gamma models is similar to that in Subsection 3.1.











x − 1)2ν(dx) .
Proof. By the same argument as Proposition 3.2.1,
νP
∗
(dx) = (1 + h)ν(dx)− hexν(dx).









because M − 1 > 0.
Remark 3.3.4. For any λ > 0, λν[κ,m, δ](dx) is a Le´vy measure corre-
sponding to the variance gamma process with parameters κ/λ, λm, and δ
√
λ.
However, νC,G+1,M−1(dx) is not necessarily a Le´vy measure corresponding to
a variance gamma process.
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Next we calculate the characteristic function φT−t of L under P∗:





















µ∗ + (1 + h)C
M −G
GM
− hC M −G− 2







(x− ex + 1)νP∗(dx).
































































































Together with Proposition 3.3.3, we obtain∫
R0






















+ i(1 + h)Cζ
M −G
GM
− ihCζ M −G− 2
(G+ 1)(M − 1) ,
from which Proposition 3.3.5 follows.
Now, we reformulate (3.14) into a linear combination of two Fourier trans-
forms in order to allow use of the FFT. As preparation, we show the following:
Lemma 3.3.6.∫
R0
eiζx(ex − 1)ν(dx) = C log
(
M − iζ
M − 1− iζ
G+ iζ
G+ 1 + iζ
)
. (3.21)






























e−ax sin bx dx
































(a− 1)2 + b2
)
. (3.23)














− tan−1 a− 1
b
. (3.24)




























(M − α)2 + v2












M − α− iv
M − α− 1− iv
)
. (3.25)
Calculating the first term of the right-hand side of (3.22) in the same way as




e−(G+α+1+iv)x dx = log
(
G+ α + iv
G+ α + 1 + iv
)
. (3.26)
Substituting (3.25) and (3.26) for (3.22), we arrive at (3.21).
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From the above lemma, I2 is given as follows:∫
R0



























ψ˜V G(ζ) := C log
(
M − iζ
M − 1− iζ
G+ iζ








(iζ − 1)iζ .
As a result, we need only use the FFT twice for computing I2.
As the final item of this subsection, we estimate a suﬃcient length for the
integration interval of (3.27) for a given allowable error ε > 0 in the sense of
(3.7). We first provide an upper estimate of φT−t as follows:
Proposition 3.3.7. For any v ∈ R,
|φT−t(v − iα)| ≤ C2|v|−2C(T−t),
where
C2 = (GM)





µ∗ + (1 + h)C
M −G
GM
− hC M −G− 2










for any a > 0.
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∣∣∣∣ ≤ C { 1G+ α + 1M − α− 1
}
. (3.29)
















































M − α− 1
}
.
When we calculate (3.27), N and η should be taken so that Nη satisfies
(3.30) below for a given allowable error ε > 0.
Proposition 3.3.9. Let ε > 0. When a > 0 satisfies
CC2K−α+1Sαt−






M − α− 1 +









(eiζx − 1)(ex − 1)ν(dx)ψ2(ζ)dv
∣∣∣∣ < ε , (3.31)
where C2 is defined in (3.28).
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M − α− 1 +

















we have, together with (3.32),









M − α− 1 +
















M − α− 1 +




2C(T − t) + 1 .
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3.3.2 Numerical results
We illustrate our numerical results for a variance gamma model. Choosing
the model parameters as κ = 0.15, m = −0.2, and δ = 0.45, which meet
the second condition of Assumption 3.1.1, we compute LRMt for the same
numerical experiments as in Subsection 3.2. Note that M > 4 is satisfied.
Moreover, we also take the same parameters related to the FFT as in Sub-
section 3.2. Nη satisfies (3.30) for any parameter set. The results are shown
in Fig. 3.2. The computation time to obtain Fig. 3.2(b) was 0.19 s.
In addition, we implemented the same type of numerical experiments as
the above based on market data. We used the Nikkei 225 index for March
2014. We need to set the log price Lt := log(St/S0), where S0 is the price on
28 February 2014, which was 14841.07. We estimate the parameters C, G,
and M in Table 3.1 from the mean, variance, and skewness of the log price
by using the generalized method of moments and the Levenberg–Marquardt
method.




Because G−M ≈ −1.16, this parameter set satisfies Assumption 3.1.1. We
take T = 1 and St− = 14841.07, that is, Lt− = 0. First, fixing the strike
price K = 14000, we compute LRMt for t = 0, 0.05, . . . , 0.95. Next, fixing t
to 0.5, the values of LRM0.5 are computed for K = 10000, 11000, . . . , 20000.
Note that Nη satisfies (3.30). The results of the computation are illustrated
in Fig. 3.3.
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(a) Values of LRMt of a call option with strike price K = 1 and maturity
T = 1 vs. times t = 0, 0.05, . . . , 0.95 for a variance gamma model with
parameters κ = 0.15, m = −0.2, and δ = 0.45. These parameters
meet the second condition of Assumption 3.1.1. Moreover, the same
FFT parameters as Figure 3.1 are taken.

















(b) Values of LRM0.5 of call options at a fixed time 0.5 vs. strike price
K from 1 to 8 at steps of 0.25 for the same variance gamma model as
(a) with S0.5 = 1.
Figure 3.2: Variance gamma model with parameters κ = 0.15, m = −0.2, δ =
0.45
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(a) Values of LRMt for a variance gamma model with strike price K =
14000 and St− = 14841.07 vs. t = 0, 0.05, . . . , 0.95. The three pa-
rameters C, G, and M , given in Table 3.1, are estimated from the
Nikkei 225 index for March 2014. This parameter set satisfies As-
sumption 3.1.1.

















(b) Values of LRM0.5 at a fixed time 0.5 vs. strike price K =
10000, 11000, . . . , 20000 for the same variance gamma model as (a)
with S0.5 = 14841.07.




Comparison of Local Risk
Minimization and Delta
Hedging for Exponential Le´vy
Models
Delta hedging strategies, which are also well-known and often used by prac-
titioners, are given by diﬀerentiating the option price under a certain mar-
tingale measure with respect to the underlying asset price. Due to the rela-
tionship between LRM and the MMM, we consider delta hedging strategies
under the MMM. Its precise definition will be introduced in Section 3.1.
[Arai & Suzuki(2015.1)] showed explicit representations of LRM for call
options by using Malliavin calculus for Le´vy processes based on the canoni-
cal Le´vy space. Carr and Madan introduced a numerical method for valuing
options based on the FFT, see [Carr & Madan(1999)]. In Chapter 2, we
adopted Carr and Madan’s method to compute LRM of call options for ex-
ponential Le´vy models. In particular, the authors discussed Merton models
and variance Gamma (VG) models as typical examples of exponential Le´vy
models.
This chapter aims to illustrate, based on [Arai & Suzuki(2015.1)], how
diﬀerent is LRM from delta hedging strategies for call options in exponential
Le´vy models. Furthermore, we show that delta hedging strategies are easily
calculated by using the numerical scheme developed in Chapter 2. We give
inequality estimations of the diﬀerences of LRM and delta hedging strategies
for the typical exponential Le´vy models, known as Merton models and VG
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models. Merton models are composed of a Brownian motion and compound
Poisson jumps with normally distributed jump sizes. VG models, which
are exponential Le´vy processes with infinitely many jumps in any finite time
interval and no Brownian component, are the second example. We show that
the diﬀerence of LRM and delta hedging strategies converges to zero when
moneyness tends to zero or infinity. In addition to this, we give numerical
results of the diﬀerence of LRM and delta hedging strategies since there are
mathematical diﬃculties to follow the behaviours of the option prices around
at the money.
4.1 Preliminaries
We consider a financial market composed of one risk-free asset and one risky
asset with finite maturity T > 0. For simplicity, we assume that market’s
interest rate is zero, that is, the price of the risk-free asset is 1 at all times.
The fluctuation of the risky asset is assumed to be described by an expo-
nential Le´vy process S on a complete probability space (Ω,F ,P), described
by







for any t ∈ [0, T ], where S0 > 0, µ ∈ R, σ > 0, and R0 := R \ {0}. Here W is
a one-dimensional Brownian motion and N˜ is the compensated version of a
Poisson random measure N . Denoting the Le´vy measure of N by ν, we have
N˜([0, t], A) = N([0, t], A)− tν(A)




µS dt+ σ dWt +
∫
R0










(ex − 1− x)ν(dx) .
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Without loss of generality, we may assume that S0 = 1 for simplicity. Now,






(ex − 1)N˜(dt, dx)]
is the martingale part of S.
Our focus is to compare LRM to delta hedging strategies with respect to a
call option (ST−K)+ with strike priceK > 0. We first give some preparations
and assumptions to introduce an explicit LRM representation of such options
in exponential Le´vy models. Define the MMM P∗ as an equivalent martingale
measure under which any square-integrable P-martingale orthogonal to M
remains a martingale. Its density is given by
dP∗
dP = exp































∞ for n = 4.
2. 0 ≥ µS > −σ2 − ∫R0(ex − 1)2ν(dx).
The first condition ensures that µS, ξ, and θx are well defined, the square
integrability of L, and the finiteness of
∫
R0(e
x − 1)nν(dx) for n = 1, 3. The




t := Wt + ξt and N˜
P∗([0, t], dx) := θxν(dx)t+ N˜([0, t], dx)
are a P∗-Brownian motion and the compensated Poisson random measure of

















(x− ex + 1)(1− θx)ν(dx) .
Note that L is a Le´vy process even under P∗, with Le´vy measure given by
νP
∗
(dx) := (1− θx)ν(dx). LRM will be given as a predictable process LRMt,
which represents the number of units of the risky asset the investor holds at
time t. We introduce a representation of LRM for call option. We define




EP∗ [(ST ex −K)+ − (ST −K)+ | Ft−]× (ex − 1)ν(dx) ,
where F = {Ft}t∈[0,T ] is the P-completed filtration generated by W and N .
By using these symbols, we can write an explicit representation of LRM for
call option (ST −K)+ as follows:
Proposition 4.1.2 (Proposition 4.6 of [Arai & Suzuki(2015.1)]). For any








x − 1)2ν(dx)) . (4.1)
Next, we introduce integral representations of I1 and I2 given in
[Arai & Suzuki(2015.1)] in order to show we can adopt Carr and Madan’s
method. The characteristic function of LT−t under P∗ is denoted by
φT−t(z) := EP∗ [eizLT−t ] for z ∈ C .
We induce an integral representation for I1 with φT−t firstly.





















and α ∈ (1, 2]. Note that the right-hand side is independent of the choice of

















(eiζx − 1)(ex − 1)ν(dx)ψ2(ζ)dv . (4.2)
Note that we can not calculate (4.2) numerically as it stands, because it is




we introduce model-dependent calculations for Merton models in Secs. 3.2
and for VG models in Secs. 3.3, respectively. Regarding LRMt, I1, and I2 as
functions of St− and K, we have Ii(St−, K)/St− = Ii(1, K/St−) for i = 1, 2.
We obtain
LRMt(St−, K) =





from (4.1). As a result, LRMt is given as a function of K/St− =: χt−, where
χt− is called moneyness. Thus, we denote LRMt by LRMt(χt−). Moreover,






α−1+iv φT−t(v− iα)Bα+ivdv and the same thing
is valid for I2. Hereinafter we fix α ∈ (1, 2] arbitrarily. Moreover, we denote
ζ := v − iα for v ∈ R, so we may regard ζ as a function of v.
Next, we define delta hedging strategies.
Definition 4.1.3. For any K > 0 and s > 0, a delta hedging strategy under




∂EP∗ [(ST −K)+ | St− = s]
∂s
.
Remark that the above definition of delta hedging strategies coincide
with the usual delta hedging strategies in the case of Black–Scholes. The









Remark 4.1.5. Using the numerical scheme developed in Chapter 2, we can
calculate ∆P
∗
t (χt−) easily from Theorem 4.1.4.
Remark 4.1.6. [Denkl, et al. (2013)] introduced the definition of ∆-strategies
which are generalized delta hedging strategies. The authors derived semi-
explicit formulas for the mean-squared hedging error of a European-style con-
tingent claim in terms of ∆-strategies. This has been done for delta hedg-
ing strategies including Black-Scholes hedging strategies. They also showed
two numerical examples. First, they compared the performance of Black-
Scholes strategies and variance-optimal strategies in the normal Gaussian
Le´vy model. Second, they assessed the hedging errors of Black-Scholes strate-
gies, the delta hedge and the variance-optimal strategy in a diﬀusion-extended
CGMY Le´vy model. As in Example 3.2, they discussed the delta hedge by
computing the derivatives of a price process with respect to the underlying
exponential Le´vy models. This delta hedge is equivalent to our ∆P
∗
t .
We see behaviours of LRMt(χt−) and ∆P
∗
t (χt−), when moneyness χt−
suﬃciently small. Taking strike price K → 0 then St− goes to relatively
and suﬃciently large. Under such a condition, we write χt− → 0 as one
representation of suﬃciently small moneyness.






|LRMt(χt−)−∆P∗t (χt−)| = 0 . (4.3)
Proof. From monotone convergence theorem,
I1
St−













→χt−→0 EP∗ [eLT−t ]
= 1 .












EP∗ [(eLT−t+x − χt−)+ − (eLT−t − χt−)+](ex − 1)ν(dx) (4.4)






























































The next part is J2. We can adopt Lebesgue’s dominated convergence




















The last part is J3. This part is the same as the former parts so Adopting

















(ey − χt−)1y+x<− logχt−1y≥− logχt−p∗(dy)(ex − 1)ν(dx)
= 0





























(LRMt −∆P∗t ) =
C




4.2 The Merton Jump-Diﬀusion Model
We consider the case where L is given as a Merton jump-diﬀusion process,
which consists of a diﬀusion component with volatility σ > 0 and compound
Poisson jumps with three parameters, m ∈ R, δ > 0, and γ > 0. Note that γ
represents the jump intensity, and that the sizes of the jumps are distributed
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Note that the first condition of Assumption 4.1.1 is satisfied for any m ∈ R,
δ > 0, and γ > 0. We consider only parameter sets satisfying the second
condition of Assumption 4.1.1.
4.2.1 Mathematical preliminaries
Our aim here is to give an inequality estimation of |LRMt −∆P∗t |. An ana-
lytic form of φT−t was given in Proposition 3.2.1 and of νP
∗
can be seen in
Proposition 3.2.2 also. The letter C and others denote generic constants and
the values of constants C may change from line to line.
Theorem 4.2.1. There exists a positive constant C such that
|LRMt(χt−)−∆P∗t (χt−)| ≤ Cχ1−αt− . (4.5)













(e(α+iv)x − 1)(ex − 1)ν(dx) φT−t(v − iα)S
α+iv
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(ex − 1)2ν(dx)φT−t(v − iα)S
α+iv
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K−(α+iv)+1(F (α + iv)− F (1))φT−t(v − iα)S
α+iv
t−











|K−(α+iv)+1||F (α + iv)− F (1)| |φT−t(v − iα)||S
α+iv
t− |







|F (α + iv)− F (1)| |φT−t(v − iα)||α + iv − 1| dv
=: I .
Now we take
y(t) = (α + iv − 1)t+ 1 ,
then












F ′(y(t))||(α + iv − 1)|
















































Finally taking a constant C as∫
R0
(ex − 1)2ν(dx) =: C <∞ ,
we obtain the following estimate:












σ(σ2 + C)√2π(T − t) χ1−αt− .
From
4.2.2 Numerical results
We compute |LRMt −∆P∗t | with the FFT. In this subsection, we provide a
numerical result for a Merton jump-diﬀusion model with parameters T = 0.5,
Lt = 0, µ = −0.7, σ = 0.2, γ = 1, m = 0, and δ = 1. Note that µS is given by
−0.03, which satisfies the second condition of Assumption 4.1.1. We compute
and plot the data of |LRM0.5 −∆P∗t | shown as Figure 4.1. FFT parameters
are chosen as N = 214, η = 0.025 and α = 1.75.
4.3 The Variance Gamma Model
We now consider the case where L is given as a variance Gamma process,
which has three parameters κ > 0, m ∈ R, and δ > 0. This is defined as a
time-changed Brownian motion with volatility δ, drift m, and subordinator
Gt, where Gt is a Gamma process with parameters (1/κ, 1/κ). In summary,
L is represented as
Lt = mGt + δBGt for t ∈ [0, T ] ,
where B is a one-dimensional standard Brownian motion. Moreover, the
Le´vy measure of L is given by



























In addition, we assume M > 4, which ensures that the first condition of
Assumption 4.1.1 holds. An analytic form of φT−t was given in Proposition
3.3.5, and that of νP
∗
can be seen in Proposition 3.3.3 also. The letter C and
others denote generic constants and the values of constants C may change
from line to line.
Theorem 4.3.1. There exists a positive constant C such that














(e(α+iv)x − 1)(ex − 1)ν(dx) φT−t(v − iα)S
α+iv
t−








(ex − 1)2ν(dx)φT−t(v − iα)S
α+iv
t−


















K−(α+iv)+1(F (α + iv)− F (1))φT−t(v − iα)S
α+iv
t−











|K−(α+iv)+1||F (α + iv)− F (1)| |φT−t(v − iα)||S
α+iv
t− |







|F (α + iv)− F (1)| |φT−t(v − iα)||α + iv − 1| dv
=: I .
Now we take
y(t) = (α + iv − 1)t+ 1 ,
then












F ′(y(t))||(α + iv − 1)|
≤ C(C,G,M,α)|(α + iv − 1)| .
From the characteristic function of VG


















(T − t)(iv + α)
[
µ∗ + (1 + h)C
M −G
GM
− hC M −G− 2































1− iv + α
M − 1
)]a2
=: IV G .
We estimate IV G here.
First of all we estimate | (1 + iv+αG ) (1− iv+αM ) |−a1 .∣∣∣∣1 + iv + αG




















where C0 := 1 + 2αG + ( αG)2 > 1 .
∣∣∣∣1− iv + αM









Let ϵ := (1− αM )2, then∣∣∣∣(1 + iv + αG
)(
1− iv + α
M








= |ϵC0 + C1v2 + C2v4|−
a1
2 , (4.6)
where we put C1 := C0M2 + ϵG2 and C2 := 1M2G2 .
The next is | (1 + iv+αG+1 ) (1− iv+αM−1) |a2 .∣∣∣∣(1 + iv + αG+ 1
)(

















































































(G+ 1)2(M − 1)2 .
From (4.6) and (4.7),
I = |ϵC0 + C1v2 + C2v4|−
a1
2 |K˜ + C3v2 + C4v4|
a2
2
= |ϵC0 + C1v2 + C2v4|− 12 (1+h)(T−t)C |K˜ + C3v2 + C4v4| 12h(T−t)C
≤ (ϵC0)− 12 (1+h)(T−t)C |K˜ + C3v2 + C4v4| 12h(T−t)C .
∫ ∞
0
|I| ≤ (ϵC0)− 12 (1+h)(T−t)C
∫ ∞
0
|K˜ + C3v2 + C4v4| 12h(T−t)Cdv






)|K˜ + C3v2 + C4v4| 12h(T−t)Cdv













































Finally we obtain the following estimate:

















The latter part is the same as the proof of Theorem 4.2.1
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4.3.1 Numerical results
In this subsection, we compute |LRMt − ∆P∗t | for a VG model with a pa-
rameter set based on market data. We use the Nikkei 225 index for March
2014, as in numerical part of VG models in Section 2. We need to set the
log price Lt := log(St/S0), where S0 is the price on 28 February 2014, which
is 14841.07. The parameters C, G, and M are estimated from the mean,
variance, and skewness of the log price by using the generalized method
of moments and the Levenberg–Marquardt method. The values of C, G
and M are C = 2.469395026815120, G = 23.743109051760964 and M =
24.903251787154687. For G −M ≈ −1.16, this parameter set satisfies As-
sumption 4.1.1. We take T = 1 and St− = 14841.07, that is, Lt− = 0.
We fix t to 0.5, the values of LRM0.5 and ∆P
∗
0.5 are computed for K =
10000, 10250, . . . , 20000. The computational results are given as Figure 4.2.
4.4 Conclusion
For Merton models and VG models, we have derived inequality estimations
for the diﬀerences of LRMt and ∆P
∗
t . Moreover the diﬀerence converges to
zero when moneyness tends to zero or infinity. We have computed the be-
haviours of |LRMt−∆P∗t | for two cases. The first case is a Merton model with
an artificial parameter set. The other is a VG model with a parameter set
based on market data. Numerical examples have shown that the behaviours
of |LRMt −∆P∗t | are diﬀerent between the two cases. We have deduced four
points from the numerical experiments: (i) the diﬀerences in VG models have
converged faster than the Merton models when moneyness tends to zero or
infinity. (ii) Under the given conditions, the values of |LRMt −∆P∗t | for the
Merton models are larger than that for the VG models. (iii) For the Merton
model, |LRMt−∆P∗t | has the maximum value around at the money. (iv) For
the VG model, the behaviours of |LRMt −∆P∗t | are unstable around at the
money.
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(a) Merton models, plotted |LRM0.5 −∆P∗0.5|






















(b) Merton models, plotted LRM0.5 and ∆P
∗
0.5 separetely
Figure 4.1: LRM0.5 and ∆P
∗
0.5 for Merton models
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(a) VG models, plotted |LRM0.5 −∆P∗0.5|





















(b) VG models, plotted LRM0.5 and ∆P
∗
0.5 separetely
Figure 4.2: LRM0.5 and ∆P
∗
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