ABSTRACT Providing accurate real-time environmental monitoring services is a meaningful but difficult task. Whereas recent developments in the Internet of Things and the fog computing paradigm have brought new opportunities to improve the service, achieving accurate environmental monitoring faces several challenges. First, data collected by the Internet of Things varies in temporal-spatial distribution, quality, and relevance to objectives. Second, due to the limited communication cost and stability, local real-time monitoring systems can be hardly achieved by adopting centralized cloud paradigm solutions in the real world. Third, the amount of data at a single edge node of fog computing paradigm is usually not sufficient for accurate environmental monitoring. In this paper, we propose a framework for environmental monitoring based on fog computing that uses multi-source heterogeneous data collected from the Internet of Things sensors. At each edge node, we employ local sub-classifiers to analyze the collected data and afterwards, a deep neural network based model to aggregate results from sub-classifiers. For the homologous sub-classifiers at different edge nodes, we design a federated learning mechanism to update sub-classifiers in concert by model transmission. We use multi-source heterogeneous data collected in Beijing to evaluate the proposed fog computing framework. Experimental results show that our federated learning mechanism has almost the same performance compared with centralized data fusion mechanism when training rounds are increased.
I. INTRODUCTION
As a new generation of information technology, the Internet of Things (IoT) has attracted wide attention from academia and industry in recent years [1] , especially in the field of industrial 4.0. During the process of industrial automation, the local real-time environmental monitoring systems based on IoT sensors can improve production efficiency and provide warnings for emergencies [1] . The large volumes of data collected by IoT sensors (such as fixed sensing facilities, portable sensing equipment) bring a new opportunity for environmental monitoring. Meanwhile, IoT is usually discussed with respect to the cloud computing paradigm which has strong computing and storage capabilities. When cloud computing paradigm supports pushing data analytics
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to edge nodes (fog computing paradigm), the demands of local real-time environmental monitoring systems may be satisfied [2] , [3] .
However, it is not easy to provide real-time systems for environmental monitoring since making good usage of multi-source heterogeneous data collected by IoT sensors is still difficult. The data collected from different sensors usually have different forms (such as number, image, video, audio, and text) and temporal-spatial distributions. Moreover, data of the same type or data collected from a single place always has a sparse region and is hard to build a local accurate model. In addition, the weakness of cloud computing paradigm makes the problem even worse, that it is difficult to implement centralized model training in the real world, because the collected data needs to consume lots of network resources and time during the transmission. Another issue is, some data is even private or not allowed to upload such as sensitive industrial data. And when data collection is attracted by commercial interests, fraudulent data may be uploaded [4] .
Some studies tried to use centralized models for real-time environmental monitoring. For example, Zheng et al. [5] proposed U-Air to estimate fine-grained air quality in real time based on urban data from various data sources. Feng et al. [6] used crowd sensing data and a variety of other data to evaluate air quality. These methods need to upload all data to the cloud, which is impractical due to network resources and privacy issues. McMahan et al. [7] proposed a practical method for the federated learning of deep networks based on iterative model averaging. In fog computing paradigm, federated learning can be used for model training. However, most of the federated learning mechanisms need that the models on all nodes must be consistent which is unacceptable in our case.
In this paper, we propose a collaborative training mechanism based on fog computing paradigm and federated learning. On each edge node, data is divided into sub-classifiers according to the data characteristics, and each sub-classifier analyses the relationship between data and the target. Then we extract features from the data and get the estimation model. For a sub-classifier, it would be easy to get its companions on different edge nodes. The Centralized Homologous data Training System (CHTS) at center cloud achieves the model fusion of the companions on different edge nodes. In CHTS, a Stochastic Gradient Descent (SGD) based model average algorithm is applied. The transmission between edge nodes and center cloud only include model parameters without any raw data. In Local Multi-source heterogeneous data Fusion System (LMFS), the aggregator based on Deep Neural Network (DNN) aggregates the evaluation of all sub-classifiers to get the final assessment model locally on each edge node. We evaluate the proposed mechanism in a simulation environment using the public data of air quality from Beijing, China. The experimental results show that CHTS and centralized local data fusion have high consistency with the increase of training rounds. LMFS can significantly improve the accuracy of assessment compared with other local centralized baselines.
The main contributions of this paper are summarized as follows:
• We propose a collaborative training mechanism based on fog computing paradigm and federated learning, including CHTS and LMFS.
• We demonstrate the equivalent conditions between the distributed model average algorithm and the centralized solution based on SGD optimization in our mechanism.
• We evaluate the proposed mechanism in a simulation environment using the public data of air quality from Beijing, China. 1 The rest of this paper is organized as follows. Section II discusses the motivation and briefly reviews related works. Section III presents the system architecture. Section IV and 1 China Meteorological Data Service Center, http://data.cma.cn/en Section V present details of LMFS and CHTS. Section VI describes experimental results. Section VII draws conclusions and discusses future works.
II. PRELIMINARIES A. MOTIVATION
Although IoT is developing rapidly in recent years, IoT applications are still in early stage [1] . Up to now, the applications have covered environmental monitoring, healthcare, transportation, and many others. Different from smart city applications for civil usage, many industrial applications have their own characteristics:
• Individualization: For applications in different domains, their goals and processes are usually quite different. Even in the same domain, different application users still have their own individualization requirements. Such as, water quality monitoring [8] in sea or lake is quite different and also varies from the goals such as pollution detection, ocean current detection or many others.
• Real-time system: Many applications have real-time requirements. The real-time system based on target detection has been widely used in many application scenarios, such as autopilot, mine safety production [9] , etc. Real-time requirement means the network delay caused by various factors cannot be tolerated. With the development and popularization of fog computing, building real-time systems on edge nodes could be a better solution.
• Non-data sharing: Different industrial applications always have their own security and privacy requirements [10] . In addition, many industrial applications are applied in the special scenes such as seabed [8] or deep underground [9] , which means it would be very difficult for the networks to support large amounts of real-time data transmission.
In summary, the general IoT application is to collect data from the sensing layer, transfer data to the center cloud for processing, and finally provide services for users, but it is quite hard to achieve in many industrial applications. With the development of technologies, edge nodes of fog computing gain more and more power of computing and storage, which makes it possible to apply the systems in the nearest edge nodes of the sensing layer. However, data collected from the nearest edge nodes of the sensing layer is easy to have data sparse regions, which may cause overfitting. So our design targets include two aspects: the first one is LMFS function, which is applied on the edge nodes; the second one is CHTS function in the cloud, which has the ability to adjust the LMFSs on edge nodes.
B. RELATED WORK
In recent years, IoT is developing at a high speed [1] , [11] . Most of IoT objects are expected to be embedded with sensors, such as vehicle sensors [12] , [13] or wearable devices [14] , [15] . With the development of hardware technology, more and more sensing devices have the ability for computing, storage and communication, which makes great contributions to the development of fog computing [16] .
The fog computing paradigm does not necessarily stick to one architecture, instead, it represents a notion that supports to push data analytics towards leaves [17] . Different from centralized cloud computing, fog computing stores most of the data at edge nodes without uploading data to the center cloud [18] . The edge nodes can also have edge network and analytical ability [19] , which makes great contributions to the development of local real-time systems, such as real-time traffic forecasting system [20] , wearable sensors for health monitoring or activity recognition [21] , [22] and so on. However, the distributed structure of fog computing may cause some other problems. For each edge node, the unbalanced distribution of data may cause overfitting or cold start. In addition, the fusion and analysis of heterogeneous data are both hard to achieve in fog computing environment.
The methods of building the learning models in fog computing paradigm are usually based on transfer learning [23] or federated learning [7] . McMahan et al. [7] proposed a practical method for the federated learning of DNN based on iterative model averaging. Tang et al. [24] proposed a migration modeling method for containers in fog computing. However, transfer learning does not support collaborative training, and federated learning requires that the model of each node is consistent, which can not be directly applied to our scenario.
To solve the problem of heterogeneous data fusion and analysis in fog computing paradigm, symmetric and asymmetric transformation are widely used [25] . Duan et al. [26] proposed Heterogeneous Feature Augmentation (HFA) to achieve symmetric transformation. Hoffman et al. [27] proposed a heterogeneous domain adaptation method for multi-class image classification called Max-Margin Domain Transforms (MMDT) to achieve the asymmetric transformation. However, most of the heterogeneous data fusion and analysis can only be implemented in a centralized environment.
In our paper, with the combination of LMFS and CHTS, we can achieve the heterogeneous data fusion and analysis in distributed fog computing paradigm.
III. SYSTEM ARCHITECTURE
Typically, the service-oriented architecture for IoT have four layers: sensing layer, networking layer, service layer and interface layer [1] . Sensing layer is made up of hardware for data acquisition, such as RFID, sensors, actuators, etc. Networking layer provides data transfer service over heterogonous networks (such as fixed, wireless, mobile, etc.). Service layer is a user-oriented layer, which can create and manage services. Interface layer realizes human-computer interaction or provides interaction methods for applications. Figure 1 shows the network characteristic and topology based on fog computing paradigm and Figure 2 shows the framework of the air quality estimation system we proposed in this paper, which includes two parts: 1) Fog Gateway Devices (FGD), the edge nodes of fog computing paradigm, which are used to collect data uploaded by Internet Connected Object (ICOs) [28] and have some computing ability; 2) center cloud, the server connected with FGDs, which is used to update the LMFS on the FGDs. According to IETF's definition, 2 center cloud is the constrained node of fog computing paradigm. The constraints are mainly embodied in storage cost, communication cost, and calculation cost.
A. NETWORK CHARACTERISTIC AND TOPOLOGY
As shown in Figure 1 , FGD and center cloud are connected through the core network. The components of the core network are core routers, regional servers, WAN switches, etc. The FGDs in LMFS and ICOs in sensing layer are connected through both edge network and core network. The edge network is mainly composed of end devices (e.g., mobile phones, 2 https://tools.ietf.org/html/rfc7228 smart objects, etc.), edge devices (e.g., border routers, set-top boxes, bridges, base stations, wireless access points, etc.), and edge servers, etc.
B. LOCAL MULTI-SOURCE HETEROGENEOUS DATA FUSION SYSTEM (LMFS)
LMFS is a centralized heterogeneous data fusion system, which goes straight to sensing layer. LMFS collects data from sensing layer and divides data into different sub-classifiers according to temporal-spatial distribution and other characteristics of data. LMFS performs local evaluation in real time only based on local data without any communication or data transmission from the center cloud. On the other hand, the sub-classifiers of LMFS can be updated by the center cloud which aims to avoid the local overfitting or the sparseness of local data. LMFS will be discussed in detail in Section IV.
C. CENTRALIZED HOMOLOGOUS DATA TRAINING SYSTEM (CHTS)
CHTS is a distributed federated learning system based on model averaging. CHTS goes straight to the FGDs and achieves the model updating of FGDs with parameter transmission. Data quantity and quality are both considered in parameter integration. In CHTS, the edge nodes and the center cloud only transfer model parameters without any data. Furthermore, we compress the model parameters to improve transmission efficiency. CHTS will be discussed in detail in Section V.
IV. LOCAL MULTI-SOURCE HETEROGENEOUS DATA FUSION SYSTEM (LMFS)
If there is a certain correlation between data and the target, a large amount of data with various types is usually helpful to achieve accurate estimation. In LMFS, based on the characteristics (such as temporal and spatial distribution, data expression, relevance and so on) of sub-datasets, we apply sub-datasets into different sub-classifiers and then use a DNN to integrate the results of all sub-classifiers. Figure 3 shows the framework of LMFS in the scenario of urban AQI estimation. It includes three parts, the feature engineering, the process of constructing local sub-classifiers and the final fusion based on DNN.
A. FEATURE ENGINEERING
We collected five kinds of data in this section to estimate AQI in Beijing as shown in Figure 3 . The relevance between the data sets and AQI has been fully discussed by Feng et al. [6] . In this section, we give the methods of feature extractions of all data sets. The main symbols and their definitions used in this paper are shown in Table 1 .
1) IMAGE FEATURES (F I )
One of the data sources in this paper is crowd sensing data (photos captured by smartphones). According to the analysis of Feng et al. [6] , three kinds of image features of the photos taken by the smartphone users are strongly correlated with air quality.
The spatial contrast F ig is derived from atmospheric transport theory [29] . We define F ig as
where I (x) denotes the image irradiance, t(x) denotes the atmospheric transmission, and J (x) denotes the scene radiance. Priori knowledge [30] indicates that the dark channel of a haze-free image is zero:
where (x) denotes a small area around the pixel x, and J c denotes the color channel. We define the dark channel feature F id as the estimated transmission t(x) with the dark channel priori:
In HSI color space, the color difference of sky is exponentially related to the extinction of light [31] : b le = αe β D , where b le denotes the extinction of light, α and β are coefficients, D denotes the difference in HSI color space. We define the difference of three basic features (Hue, Saturation and Intensity) in HSI color space as HSI features:
It is generally believed that meteorological conditions have a great influence on the concentration of air pollutants. We extract the following features from meteorological data: weather (F ww ), temperature (F wt ), humidity (F wh ), wind speed (F ws ), and barometric pressure (F wb ).
3) TRAFFIC FEATURES (F T )
It is widely accepted that automobile exhaust is one of the causes of air pollution. We extract the traffic data from Baidu Map. 3 Pixels of different colors (green, yellow and red) generated by HTTP requests can represent traffic conditions [6] . We define the traffic feature F t of grid g as F t (g) = {g.g, g.y, g.r}, where g.g, g.y and g.r are the number of green, yellow and red pixels in the grid, respectively.
4) POI FEATURES (F P )
The POI category indicates the land use and function of the area. Some POI categories are even directly related to air pollution. We divide the POIs into ten categories, and define the POI feature F p of grid g as F p (g) = g.({n(C 1 ), n(C 2 ), . . . , n(C 10 )}), where n(C i ) is the number of the POIs ∈ C i . 
B. CONSTRUCTING LOCAL SUB-CLASSIFIERS
In this section, we give the methods of constructing local sub-classifiers. The following sub-classifiers are used: 1) The time classifier using local data to estimate AQI, mainly based on historical data; 2) The spatial classifier estimates AQI considering the spatial correlation between monitoring stations; 3) The image classifier using real-time images captured by smartphone users to estimate AQI.
1) TEMPORAL CLASSIFIER BASED ON LINEAR REGRESSION
The temporal classifier estimates the AQI of a station based on the AQI of the past 24 hours. Since the data of temporal classifier has strong continuity in time series, linear regression model based on Akaike criterion has good performance in this situation.
2) SPATIAL CLASSIFIER BASED ON SCALABLE TREE BOOSTING
Gases and fine particulates can be transmitted from one place to another, thus AQI in adjacent areas has spatial correlation. For the spatial classifier, the major problem is the asymmetry of data, for example, data sets at different locations are quite different on type and density. In addition, the data correlation always has negative correlation to distance. Random forest model based on scalable tree boosting can easily deal with the asymmetric data sets and has good performance on the spatial data sets. The spatial classifier evaluates AQI using the spatial neighborhood data of the last three hours (e.g., temperature, humidity, and wind speed).
Given a data set containing n instances and m features, = {(x i , y i )} (| | = n, x i R m , y i R), we use K additive function to build a tree for prediction [32] :
where
, q denotes the structure of each tree, instances are mapped to T leaves, f k denotes a tree structure q and leaf weights w, w i is the score on ith leaf. The prediction is obtained by summarizing the scores of the corresponding leaves. The optimization objective with regularization is as follows:
3) IMAGE CLASSIFIER BASED ON FTRL-PROXIMAL ONLINE LEARNING
Images taken by smartphones are irregular real-time data labeled by geographic location information and timestamp. For the image classifier, it is actually a cold start problem in our situation. FTRL-Proximal Online Learning method can achieve the online model updating, which is quite necessary in our situation. Given a vector g t R d , where t indexes the current training instance, the i th entry is denoted as g t,i . Given feature vector x t R d and model parameters w t , the prediction of the instance is p t = (ω t · x t ). The probabilistic model based on multi-class logistic regression is as follows:
P(y = K |x) = 1
where k, K y t , y t ∈ {1, 2, 3, 4, 5}. We use the FTRL-Proximal algorithm [33] for online learning. Given a sequence of gradients G t R, the update is as follows:
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C. LOCAL ASSESSMENT MODEL BASED ON DNN
We extract the numerical features from all sub-classifiers at each edge node to get the local assessment result, which can be applied to the DNN based on extreme learning machine (ELM) [34] . The DNN with i layers is represented as follows:
where i (·) is the ith layer activation function, W ji denotes the input weights, a j denotes the biases, and W kj denotes the output weights. For additive layers with activation function ξ , i is as follows:
ELM aims to achieve minimum training error and minimum output weight norm, as follows:
where θ 1 > 0, θ 2 > 0, µ, ν = 0, 0.5, 1, 2, . . . , +∞, H denotes the output matrix and T denotes the target matrix. ELM auto-encoder uses encoded output to approximate the original input by minimizing reconstruction errors. The auto-encoder maps the input data X to a higher level and then uses latent representation Y through a deterministic mapping 
V. CENTRALIZED HOMOLOGOUS DATA TRAINING SYSTEM (CHTS)
In this section, we will describe the model average mechanism based on data quantity and data quality, then give the equivalent conditions between the proposed distributed model average algorithm and centralized model algorithm. To reduce the consumption in model transmission, a parameter compression algorithm is used.
A. MODEL AVERAGE BASED ON DATA QUANTITY AND DATA QUALITY
In this section, we will introduce the details of model average based on data quantity and data quality. The pseudo-code of our proposed algorithm is shown in Algorithm 1. The required inputs of Algorithm 1 are the K edge nodes indexed by k, the S set of sub-classifiers, the number of the epochs E, and the learning rate η. The expected output is a high-quality final model w f by collaborative training.
In the central cloud, given an initial model ω 0 , the following processes are repeated until the maximum number of rounds (Endround) is reached: f i (ω) = (x i , y i ; ω) is typically used for the general definition of a machine learning problem, that is, the loss of the prediction on instance i: (x i , y i ) made with the parameters ω. We assume there are k edge nodes, the method at round t can be described as
n k * q k (13) in which n k is the number of samples at edge node k, q k is the evaluation parameters of data quality at edge node k with the range 0 → ∞. For each federated learning sub-classifier, the widely used cross-entropy loss (ω) can be defined as
in which x ∈ X, y ∈ Y, Y = [C], where [C] = 1, 2, 3, . . . , C. The data point (x, y) distributes over X × Y following the distribution p. At each edge node, the parameter weights of the model are optimized in each training round. Recently, successful applications almost exclusively rely on variants of SGD for optimization [7] . Thus, we apply SGD to the federated optimization.
Algorithm 1 Model Average Based on Data Quantity and Data Quality

Require:
The K edge nodes are indexed by k The S set of sub-classifiers The number of epochs E The learning rate η Ensure:
Center cloud implements: initialize ω 0 for s = 1 to Max s ∈ S do for t = 1 to Endround do choose the k ∈ K s which includes the sub-classifier s for each k ∈ K s in parallel do Update the Edge Node:
k=1 n k * q k end for end for end for return final model ω f EdgeNodeUpdate(k, ω t ): Implemented on edge node k for i = 1 to E do ω ← ω − η (ω) end for Send ω to the center cloud
B. MATHEMATICAL DEMONSTRATION
In this section, we will give the equivalent conditions between the distributed model average algorithm (Algorithm 1) and the proposed centralized solution based on SGD optimization. To simplify the analysis, we ignore the generalization error and optimize the population loss directly, the problem can be simplified as:
127160 VOLUME 7, 2019 We apply SGD to the centralized solution, the update of ω at round t could be denoted as:
where η is the learning rate mentioned in Algorithm 1. We apply Eq. 15 to Eq.16, the ω t can be denoted as
In the proposed distributed model average algorithm, ω k t at round t on the edge node k is calculated as follows:
We apply the ω k t to the Eq.13, the ω t of the distributed model average algorithm can be denoted as:
By comparing Eq.16 and Eq.19, we can obtain the equivalent conditions.
• The consistency of initial time: In each round t, ω k t−1 at each edge node k must be the same. In order to ensure the consistency of the initial time, the initial parameters at each edge node should be downloaded from the center cloud. The parameters should be updated to the center cloud by edge nodes before the next training round begins.
• The consistency of weight: The weight of each edge node is based on the data quantity and quality. Although we can modify the weights of each edge node flexibly, we must ensure the sum of all the weights be 100 percents. In this paper, we define the weight of edge node k as
, which can ensure the consistency of the weight.
• The consistency of probability distribution: That means the probability distribution at each edge node should be consistent, which is hard to achieve in real world. With the increase of training rounds, the results of the proposed distributed model average algorithm become better and very close to the centralized solution, which will be tested in both approximate independent identical distribution (IID) data sets and non-independent identical distribution (non-IID) data sets from real world in Section VI.
C. PARAMETER COMPRESSION
In order to further reduce the transmission consumption between the edge nodes and the center cloud, we apply deep gradient compression [35] to our scenario. The parameter matrix can be defined as
According to the study proposed by Lin et al. [35] , the update of the local model can be enforced to a low rank matrix. Then the H i t can be expressed as
t can be generated by a same random seed in each edge node. So the A i t can be regarded as a constant during each round. Only B i t needs to be computed and transmitted, which could be very small compared with H i t .
VI. EVALUATION
In this section, we evaluate the proposed mechanism in a simulation environment using the public data of air quality from Beijing, China.
A. SETTINGS 1) DATA SETS
Public data of air quality from February 2016 to March 2017 in Beijing is used in our experiments.
• Crowd sensing data: The experiment uses images collected by smartphone users. Each image has geographic location information and timestamp.
• Meteorological data: Meteorological data collected from 102 monitoring stations is used in this experiment, and the acquisition frequency is 1 hour.
• Traffic data: Traffic data is collected from Baidu Map, which uses different colors (green, yellow, red) to mark traffic status.
• POI data: POI data is collected from Baidu Map. We divide POI into ten categories.
• Air quality records: Air quality records are collected from 38 monitoring stations 4 every hour. Each air quality record includes AQI readings and the concentration of six air pollutants.
2) EVALUATION ENVIRONMENT
We implement the proposed mechanism based on the machine learning framework Tensorflow 1.9.0 [36] . We evaluate the performance of the proposed mechanism in a simulation environment using the public data of air quality from Beijing, China. The hardware configuration of the simulation environment is as follows: an NVIDIA Tesla P100 GPU, an Intel(R) 16-core CPU and 64 GB RAM. The distributed model average algorithm is simulated by polling. Specifically, each fog node carries out the training process in turn, and the parameters are averaged by the cloud node after the training is completed. Fog nodes only use CPU for training, and the cloud node uses GPU for accelerating training.
In the scenario of this paper, the cloud node is responsible for model fusion and data fusion based on the whole data sets. Fog nodes at different locations have independent data sets and models. Such as fog nodes at factories may care more about pollutant monitoring while fog nodes at residential areas are mainly focused on air quality. In practice, the configuration specification of cloud node and fog nodes should be different typically. For example, the cloud node could be deployed on a GPU cluster with high computing and storage capacity and fog nodes could be equipped with CPU or GPU with low computing capacity.
3) EVALUATION METRICS AND GROUND TRUTH
• Evaluation metrics: Five evaluation metrics are used in this experiment: precision, recall, TP rate, FP rate, and F-score.
• Ground truth: For each evaluation, a station is deleted from the data set and AQI of the station is used as ground truth.
4) BASELINES OF LMFS a: SUBCLASSES
We compare the results of temporal subclass (TS), spatial subclass (SS) and image subclass (IS), and compare them with the results of the complete data set (FINAL).
b: SINGLE MODELS
These baselines incorporate all features into a model, including Gauss Radial Basis Function Network (RBF), Decision Tree (DT), Logistic (LO) and Naive Bayesian (NB). RBF uses K-means clustering algorithm to get basic functions and then uses logistic regression to learn. DT is a random tree, which constructs a tree and considers K randomly selected features on each node without pruning. LO uses polynomial logistic regression model with ridge estimation to construct classes. NB uses estimation classes based on training data analysis to construct classes.
c: U-AIR
U-Air [5] estimates fine-grained air quality by dividing data into temporal and spatial classifier with co-training.
d: MCS-RF
MCS-RF [37] uses crowd sensing data and a variety of other data to evaluate air quality by combining online random forest with offline random forest.
5) BASELINES OF CHTS a: LOCAL MODEL WITHOUT CHTS
We make a comparison between the local training model based on LMFS and the updated model based on CHTS with the same data sets.
b: CHTS AT DIFFERENT DATA DISPERSION DEGREES
We divide the whole data sets into different dispersion degrees, such as 20 nodes, 50 nodes and 100 nodes to show the convergence rate of CHTS. The data set is also divided into IID parts and non-IID parts to show the results. 
c: PARAMETER COMPRESSION
We validate the feasibility of parameter compression method with a compression ratio of 1 to 1000 both on IID and non-IID data sets. Table 2 shows the results of each subclass and the complete data set. The performance of SS is better than that of other subclasses, which indicates that the data of adjacent areas can be well used for air quality assessment. In addition, adding other data can significantly improve the evaluation accuracy. The experimental results show that the precision is improved by 12.15% and the FP rate is reduced by 34%. Figure 4 shows the results of the proposed mechanism compared with RBF, DT, LO, and NB. Compared with other baselines, our method is better. For example, the average precision is increased by 13%. Results of other metrics are consistent with the result of precision.
B. RESULTS
1) THE RESULTS OF LMFS a: THE RESULTS OF SUBCLASSES
b: THE RESULTS OF SINGLE MODELS
c: THE RESULTS OF U-AIR AND MCS-RF
Figure 5(a) shows the results of precision. Compared with other categories, it is easy to distinguish between excellent and heavy categories. The proposed mechanism can significantly improve the precision of intermediate categories.
The same conclusion can be drawn from the recall results, as shown in Figure 5 (b). Figure 6 shows the results of the local model compared with CHTS. We divide the whole data set into 20 equal parts. For each part, we regard it as an edge node of the fog computing paradigm. The blue dashed line in Figure 6 represents the mean value of local LMFS of each edge node without CHTS. The solid line represents the mean value of local LMFS updated by CHTS. The green dashed line represents the centralized solution based on the whole data set. From the blue dashed line, we can see that local LMFS converges quickly but the precision is difficult to improve. CHTS converges slower than the local LMFS, but with the increasing of rounds, CHTS's accuracy is quite similar to the centralized solution.
2) THE RESULTS OF CHTS a: THE RESULTS OF LOCAL MODEL COMPARED WITH CHTS
b: CHTS AT DIFFERENT DATA DISPERSION DEGREES
Figure 7(a) shows the results of CHTS at different data dispersion degrees based on IID data sets. To achieve the IID data sets, we divide the whole data sets equally based on the classifications. For each data set of the edge nodes, the instances of each classification are almost equal. From Figure 7 (a) we can see that the convergence becomes slower when the dispersion of data becomes bigger. To achieve the non-IID data sets, we divide the whole data sets extremely uneven based on the classifications. For some data sets of the edge nodes, the instances may only cover one classification. 
c: THE RESULTS OF PARAMETER COMPRESSION
Figure 8(a) shows the results of parameter compression based on IID data sets. The compression ratio in this section is 1000 to 1. The parameter compression slows the convergence at the very beginning, but with the increasing of rounds, the side effects of the parameter compression could be ignored. When it comes to the non-IID data sets, we can draw a similar conclusion as shown in Figure 8 (b).
VII. CONCLUSION
In order to achieve accurate heterogeneous data fusion and analysis in real time, we proposed a novel service framework including a distributed model average algorithm based on fog computing paradigm and federated learning. We applied SGD optimization to the distributed model average algorithm and gave the equivalent conditions between the distributed model average algorithm and the centralized solution based on SGD optimization, which could be achieved in the real world. Take environment monitoring as an application example, we use the public air quality data of Beijing to evaluate the proposed mechanism. Although this mechanism may cause the convergence time increased, with the increase of training rounds, our mechanism has almost the same performance compared with centralized solution with IID data sets or low data dispersion degrees.
In the future, we plan to improve the performance of the proposed mechanism and optimize the consider factors, such as data amount and data distribution in the model average algorithm. We also hope to provide personalized models for fog nodes by leveraging transfer learning. 
