Abstract. Making use of a convolution structure, we introduce a new class of analytic functions defined in the open unit disc and investigate its various characteristics. Apart from deriving a set of coefficient bounds, we establish several inclusion relationships involving the (n, δ)-neighborhoods of analytic functions with negative coefficients belonging to this subclass.
Introduction and preliminaries
Let A(n) denote the class of functions normalized by which are analytic and univalent in the open unit disc U = {z : z ∈ C, |z| < 1}. For functions f ∈ A(n) given by (1.1) and g(z) ∈ A(n) given by
we recall the Hadamard product (or convolution) of f and g by
In terms of the Hadamard product (or convolution), we choose g as a fixed function in A(n) such that (f * g)(z) exists for any f ∈ A(n), and for various choices of g we get different linear operators which have been studied in recent past. To illustrate some of these cases which arise from the convolution structure (1.3), we consider the following examples.
(1) If
where
then the convolution (1.3) gives the Dziok-Srivastava operator [6] :
, where α 1 , · · · , α p ; β 1 , · · · , β q are positive real numbers, p ≤ q + 1; p, q ∈ N ∪ {0} , and (a) k denotes the familiar Pochhammer symbol (or shifted factorial).
Remark 1. When p = 1, q = 1; α 1 = a, α 2 = 1; β 1 = c, then the DziokSrivastava operator (1.4) corresponds to the operator due to Carlson-Shaffer operator [3] given by
and F (a, b; c; z) is the well known Gaussian hypergeometric function.
Remark 2. When p = 1, q = 0; α 1 = m + 1, α 2 = 1; β 1 = 1, then the the above Dziok-Srivastava operator yields the Ruscheweyh derivative operator [9] given by
then the convolution (1.3) yields the operator I(σ, m)f : A(n) → A(n) which was studied by Cho and Kim [4] (see also [5] ). (3) Lastly, if
On a certain class of analytic functions 553 then (1.3) gives the multiplier transformation J (µ, l)f : A(n) → A(n), which was introduced by Cho and Srivastava [5] .
Remark 3. For µ = 0, the operator defined with (1.8) gives the Sȃlȃgean operator
which was initially studied by Sȃlȃgean [11] .
Following Goodman [7] , Ruscheweyh [10] , Silverman [12] (see also [1, 2, 8] ), we define the (n, δ)-neighborhood of a function f ∈ A(n) by
In particular, for the identity function
we immediately have
For the purpose of this paper, we introduce here a subclass of A(n) denoted by S n (g; λ, b) which involves the convolution (1.3) and consist of functions of the form (1.1) satisfying the inequality:
The definition of the function class S n (g; λ, b) is essentially motivated by earlier investigations in [1] and [8] in each of which further details and references to other closely related subclasses can be found.
We deem it proper to mention below some of the function classes which emerge from the function class S n (g; λ, b) defined above. Indeed, we observe that if we specialize the function g(z) by means of (1.4) to (1.9), and denote the corresponding reducible classes of functions of S n (g; λ, b), respectively, by
The purpose of the present paper is to investigate the various properties and characteristics of functions belonging to the above defined subclass S n (g; λ, b) of analytic functions in the open unit disk U. Apart from deriving a set of coefficient bounds for this function class, we also establish several inclusion relationships involving the (n, δ)-neighborhoods of analytic functions with negative and missing coefficients belonging to this subclass. Special cases of some of these inclusion relations are also mentioned.
Coefficient inequalities
The following result gives the necessary and sufficient condition for the function f (z) ∈ A(n) to be in the class S n (g; λ, b). Theorem 1. Let the function f ∈ A(n) be defined by (1.1), then f (z) is in the class S n (g; λ, b) if and only if (2.1)
P r o o f. Let a function f (z) of the form (1.1) belong to the class S n (g; λ, b). Then in view of (1.12), we obtain the following inequality:
Thus putting z = r (0 ≤ r < 1), we obtain (2.2)
We observe that the expression in denominator on the left-hand side of (2.2) is positive for r = 0 and also for all r(0 < r < 1). Thus after some simplification, we obtain (2.3)
and letting r → 1 − through real values, (2.3) leads to the desired assertion (2.1) of Theorem 1. Conversely, by applying (2.1), we find that
Hence, by (1.12), we infer that f (z) ∈ S n (g; λ, b), which evidently completes the proof of Theorem 1.
Corresponding to the various subclasses which arise from the function class S n (g; λ, b) by suitably choosing the function g(z) as mentioned in (1.13) to (1.18), we arrive at the following corollaries giving the coefficient bound inequalities for these subclasses of functions. 
Remark 4. For specific choices of parameters p, q, α 1 , β 1 (as mentioned in the Remarks 1 and 2), Corollary 1 would yield the coefficient bound inequalities for the subclasses of functions P a c (λ, b) and Q m n (λ, b).
Corollary 3. Let the function f ∈ A(n) be defined by (1.1), then f (z) is in the class M µ n (λ, b, l) if and only if (2.6)
Remark 5. When µ = 0, Corollary 3 would give the coefficient bound inequality for the subclass of functions R l n (λ, b).
Inclusion relations involving (n, δ)-neighborhoods
In this section, we establish several inclusion relations for the normalized analytic function class S n (g; λ, b) involving the (n, δ)-neighborhood defined by (1.11).
P r o o f. Let f (z) ∈ S n (g; λ, b). Then, in view of the assertion (2.1) of Theorem 1, we obtain
which readily implies that
Making use of (2.1) again in conjunction with (3.3), we get
On a certain class of analytic functions 557 Hence (3.4)
which, by means of the definition (1.11), establishes the inclusion relation (3.2) asserted by Theorem 2.
4. Neighborhoods for the class S n (g, λ, η, b)
In this section, we determine the neighborhood properties for the function class S n (g, λ, η, b) which we define as follows.
A function f ∈ A(n) is said to be in S n (g, λ, η, b) if there exists a function h(z) ∈ S n (g, λ, b) such that (4.1) f (z) h(z) − 1 < 1 − η (z ∈ U ; 0 ≤ η < 1).
Theorem 3. If h ∈ S n (g, λ, b) and P r o o f. Suppose that f ∈ N n,δ (h). We then find from the definition (1.10) that ∞ k=n+1 k|a k − c k | ≤ δ which readily implies the coefficient inequality:
(n ∈ N).
Next, since h ∈ S n (g, λ, b), therefore we infer that 
