ABSTRACT The intrinsic ability of humans to rapidly detect, differentiate, and classify objects allows us to make quick decisions in regards to what we see. Several appliances can make use of fast and lightweight automated object detection for images or videos. Throughout the last five years, the technology industry has constantly introduced computational and hardware solutions, such as devices with impressive processing and storage capabilities. However, object detection methods usually require either high processing power or large storage availability, making it hard for resource constrained devices to perform the detection in real-time without a connection to a powerful server. The model presented in this paper requires only 95 megabytes of storage and took 113 ms in average per image running on a laptop CPU, making it suitable for standalone devices that can be used on the go.
I. INTRODUCTION
Object detection is a crucial step for a great object recognition, specially if there are many objects in the image [1] . Objects, opposed to background, are standalone things with well defined boundaries and center [2] . Object detection techniques localize instances of objects in an image or a video, generally outputting bounding-box coordinates [3] , as seen in Fig. 1 [4] . A common technique to perform object detection is to formulate it as a classification problem, where either convolutions or sliding windows are used over feature maps or the image itself to classify small regions. The classifier is often evaluated over a list of positions, scales, and aspect ratios [5] . In the literature, many works had success using this technique while trying to decrease the amount of computation and the number of evaluated windows [6] - [9] . State-of-the-art methods like Faster R-CNN [10] relies on multi-scale sliding windows over the feature maps to propose regions using a neural network specifically trained for this task. A detected object has to be classified using object recognition techniques to obtain its label.
By the 2000s, multi-core systems and graphic processing units (GPUs) were expensive and inefficient, besides, image databases had insufficient images to train a neural network. At that time, one effective way to implement object recognition was to use the bag-of-features method [11] with feature extractors for images, like scale-invariant feature transform (SIFT). The classification of these features were done using support vector machines (SVMs) [12] , [13] . The key factors to the rise of neural networks after 2010 were the availability of powerful GPUs [14] , multi-core systems [15] , advances in algorithms that reduce the number of calculations per parameter [16] and the creation of the ImageNet database containing images for machine learning [17] . It has then become feasible to train large and complex machine learning models on databases containing a large amount of data [18] . Currently, convolutional neural networks (CNNs) are known to be an efficient and powerful way to classify objects in images [19] , beating feature extractor based approaches by a large margin [20] . CNNs reduces the number of connections between layers in comparison to a regular neural network by establishing a region-based connection between neurons, reducing the computational cost [21] - [23] . Since GPUs are currently the most efficient way to train neural networks, different frameworks to handle the parallelism in machine learning were created, such as TensorFlow [24] , Theano [25] and Torch [26] . In object classification, both detection and recognition are modeled so that each object type is a class, an image is associated with one or multiple instances of those classes (objects), and there is a finite set of object types. Typically, an advanced and complex classifier, such as very deep CNN, is required to achieve high detection exactness. However, the usage of these complex models greatly decreases the speed of the processing due to the increased computational cost [27] .
Nevertheless, training a deep CNN from scratch requires a greater number of training samples than the techniques previously used. Depending on the application, this kind of data can be very expensive or not feasible to acquire. Furthermore, neural networks are very sensitive to differences in lighting, contrast, or rotation of objects. If the images used for training do not present a wide variety of these conditions, the classifier cannot adapt to these details, reducing the classification accuracy. Also, unwanted data like parts of the background or noise can make the system memorize to overfit the training data, leading to poor generalization [28] . One common way to avoid those problems is to artificially increase the number of training samples by generating synthetic data based on transformations in the original database [29] , as seen in Fig. 2 . The use of this type of data has provided a significant gain in accuracy [29] - [31] . Since the transformations can change the position of the objects, it is also necessary to export the new coordinates for the created image using Comma-Separated Values (CSV) or Extensible Markup Language (XML) files.
Techniques to detect objects requiring less resources are important in order to achieve fast object detection on resource constrained devices [32] . It can benefit areas such as: consumer electronics, transportation, health care and security systems, among others. Since the CNNs can extract features from different locations of the image, it is more tolerant to shift, scale and distortions when compared to a regular neural network [33] .
This work focuses on the development of the Fast and Lightweight Object Detection Network (FLODNet). A CNN model that can provide fast object detection and recognition while saving resources like storage space, processing and memory. These restrictions allow for portable devices to achieve high frame-rate object detection without the use of a GPU. Even when executing in more capable hardware, a simpler and shallower CNN model will be more energy efficient and will dissipate less heat [34] . As an example of real world application, the case study presented in this paper shows the FLODNet being used to detect and recognize the content of meals in a plate. The goal for this task is to detect the content of the plate and label it. The exactness of the positioning of the proposed bounding boxes can be weakened in favor of a faster detection, without impairing the object recognition.
The paper is organized as follows: Sec. II summarizes the related work. Sec. III provides a detailed description of the FLODNet, the training process and the metrics used to evaluate the results. Sec. IV presents as case study the usage of the FLODNet to recognize the content of dishes. The conclusions and future work are drawn in Sec. V.
II. RELATED WORK
Currently, several works have shown the potential of CNNs in different areas. For example, some of them exploit these networks to create tools that help the visually impaired [35] , [36] . The research presented in [35] uses neural networks to recognize products in markets. The TensorFlow library with a pre-trained Inception-v3 neural network was used to achieve high accuracy and fast training. In [36] , Facebook shows a system that describes the content of images in audible text using a deep CNNs to identify specific image details and convert them into words. The work seen in [37] uses neural networks to automatically identify tourist spots in Singapore photos. Images taken from the internet and trusty services were used for the training.
In 2012, one of the first efficient CNNs for image classification was proposed by Alex Krizhevsky. The model named AlexNet [29] consisted of five convolution layers, three fully-connected layers, 650,000 neurons and 60 million parameters. Using two CUDA GPUs, it provided one of the best results in the ImageNet Large Scale Visual Recognition Competition (ILSVRC) [29] . R-CNN [38] is one of the first successful attempts to perform object detection within the image. Due to its high computational cost and slow detection, different approaches were proposed to improve the detection task. In [39] , the results VOLUME 6, 2018 show that a hybrid region proposal method that uses the complementary information of color and edge detection can significantly improve the recall rate, boosting the accuracy of the entire system. Another hybrid approach, seen in [40] , combines feature extractors like SIFT with neural networks to reduce the training time. Alexe et al. [41] presents a technique that, using sliding windows, perform an objectness measure on crops of the image to distinguish object windows from background ones. In [4] , a segmentation strategy is used for object recognition, reducing the number of considered windows by 20 times. In [42] the sliding window approach is used to evaluate regions with a CNN to count palm trees using unmanned aerial vehicle (UAV) imagery. A direct evolution of R-CNN is the Fast R-CNN [43] , that uses a region of interest (ROI) pooling layer to reduce the amount of forward passes per image from around 2000 to a single one by sharing the forward pass across its subregions. Faster R-CNN [10] reduces the time taken by the object detection to less than half a second, while the accuracy is slightly increased over Fast R-CNN. It is done by replacing the selective search step by a region proposal network that takes as input the features that were already calculated by the forward pass, reducing the computational cost by sharing those features.
In [44] , different transfer learning techniques were compared with the complete training from scratch. The tested techniques were: fine-tuning only the top layer, fine-tuning the top 3 layers, fine-tuning all the layers and training the whole network from scratch. For their dataset the best result was achieved by retraining only the top 3 layers. The usage of a CNN as feature extractor trained on a different dataset was explored on [45] . They used AlexNet [29] trained on ImageNet [17] and a recursive neural network with a softmax classifier to classify the images.
Some works make use of data augmentation techniques to improve training and avoid overfit. In this process, several techniques are applied to generate images that will be used for training. In [31] , a dataset of faces was used to synthesize new images with changes in pose, appearance and facial expressions. Different combinations of techniques were explored and presented significant gains compared to the original dataset. In [30] only the background and internal details of the image were changed. The original dataset was obtained using a green background so that the software could recognize it and make changes to create new images.
III. THE FAST AND LIGHTWEIGHT OBJECT DETECTION NETWORK (FLODNET)
In order to achieve high speed detection that can compete in evaluation time with state-of-the-art networks, the FLODNet sacrifices the detection exactness by using a shallower CNN model ( Fig. 3) and by performing only a single pass through the image. Typically, networks for object detection uses over than 30 layers while FLODNet only contains 10 layers. Rather than using different aspect ratio sliding windows for the detection, the proposed architecture assumes a fixed size convolution mask over the feature maps to perform a faster detection. This simplification can affect some tasks, but those that do not rely on exact positioning for the detections can truly benefit from the lightweight nature of the FLODNet.
A. OBTAINING AND PREPARING THE DATASET
A collection of 200 field-captured images of plates containing one or more types of food was obtained in a local cafeteria for this project. These images had their content manually segmented and classified with the aid of the software LabelMe [46] . Before being used, the images were first resized to 1936 × 1296 to reduce the computational cost of the preprocessing phase, as explained in subsection III-C. The dataset was then split in two subsets, training and testing datasets, so that the testing images are guaranteed to be seen only during the test.
To reduce the overfit and increase the amount of samples in the dataset, different techniques were used to create synthetic data. Neural networks are very sensible to transformations in the image, which can make it harder to detect and recognize objects in conditions different than the ones it was trained for. The techniques used to create synthetic data in this work were: altering the background of images by adding random noise, rotating objects, scaling the image, altering the aspect ratio, cropping random parts, transforming the internal texture, changing the brightness and the contrast. In general, training the network with a dataset that already contains those transformations allows the network to better generalize the features of each class and recognize them under those conditions. Using these techniques 20,200 images were obtained to train and test the network.
B. MODEL
The steps of the execution for a single image can be seen in Fig. 5 . First, the images that were resized to 1936 × 1296 during the dataset preparation are resized to 500 × 500 to further reduce the computational cost. This is the dimension that is used as input vector in the training and testing phase. Since each pixel is a neuron in the first layer, reducing the size of the image also reduces the number of neurons and convolutions. Then, the image is processed by the FLODNet that outputs class and confidence values for each detected region. Those regions are resized to match the original image size and bounding boxes are generated.
The architecture of the FLODNet can be seen in Fig. 3 . There are three 3 × 3 convolutional layers with 1 × 1 strides, each of them using rectified linear unit (ReLU) as activation functions followed by a max-pooling layer. The convolution kernel sizes were set based on related works and experimentation on the food dataset presented earlier. The 3×3 convolution reduces the connectivity between pixels and forces the network to learn simpler features, while the 1 × 1 strides increases the translation invariance as it allow the filter to convolve on each possible position. The convolutional layers create a feature map of the image, seen in Fig. 6 . A 6 × 6 convolution layer over the feature map divides it into regions that are fed to the fully-connected layers which are in charge for classifying those regions as one of the trained classes, creating a heatmap-like representation as seen in Fig. 7 .
Since the ratio and size of the feature map is different than the original image, the coordinates of the classified regions cannot be used directly in the original image. However, it is possible to obtain the ratio and coordinates in the original image by using cross-multiplication. The output contains a large number of small detected regions, as seen in Fig. 4 . To generate larger regions, those small regions are combined if they overlap each other by 10% or more.
To reduce the overfitting, each fully-connected layer implements a dropout technique, which consists in temporarily removing some randomly selected neurons and all their connections during a forward pass to reduce co-adaptations on the training data [47] . The dropout greatly improves the performance of neural networks on a wide variety of applications, with the only downside being the increased training time [48] .
After completing the detection phase, the regions are analyzed to remove low confidence detections. High confidence regions overlapping each other, if belonging to the same class, are merged to create larger bounding boxes. After completing, a new image is exported with bounding boxes highlighting the detected objects, as seen in Fig. 8 .
C. TRAINING
The images are preprocessed by a script that prepares the dataset for training. The images are divided into regions (Fig. 9 ) that are classified either as part of an object or background. A CSV file containing the map of objects in each VOLUME 6, 2018 FIGURE 6. Representation of the feature map created by stacking all feature maps generated by the last convolutional layer into a single matrix. region is created so that the network can be trained to classify them. The model was implemented in TensorFlow [24] using Python for easy deployment on devices with different architectures. To train a CNN from scratch, a huge amount of data with high variability is required. It increases the likelyhood of the network to learn how to detect generalized low level features properly, increasing the accuracy on new data and reducing the overfit. The intermediate layers of a CNN are usually feature extractors that can be generalized to different datasets and a common solution for the training is to use a bigger dataset to pre-train the network and then re-train the classification layers for the classes in the project [49] . This technique is widely used to achieve high accuracy when training networks on a limited dataset or limited amount of time. The dataset Dogs vs. Cats, from Kaggle [50] , was used to pre-train the FLODNet. It contains 25,000 images labeled either as dog or cat. The amount of data and the variability in colors and shapes in this dataset helps the generalization of the convolutional filters.
A deep model like AlexNet [29] can take up to 11 GB of GPU memory, making it impossible to train from scratch in most of the GPUs. Since it is expected for FLODNet to be used in resource constrained devices, the training was divided in three training phases, as seen in Fig. 3 . Moreover, the input images are reduced to 500×500, for both training and testing, in order to reduce the amount of GPU memory required. The downsizing did not impair the object recognition in the case study. Each training phase takes part of the network with an extra fully connected layer (for output) and train it for Kaggle's dataset [50] , as seen in Fig. 10 . The first training phase takes the first four layers. For the second training phase, the weights trained on the first training phase are frozen while the rest of the convolutional part is added to the network as trainable layers. After training the second training phase, the fully connected layers are added and the network is ready to be re-trained for detection using the target dataset. Allied to the batch size of 32 samples it was possible to train the network using less than 3 GB of GPU memory. These characteristics allow for the FLODNet to be retrained by the user anytime, on regular desktop computers or laptops. To achieve faster convergence and avoid overfit due to the order of the samples in the batches, the training data is shuffled for each epoch [51] , [52] .
D. RESULT ANALYSIS
The accuracy is used to measure how good the detections were. It is decribed by the following Eq: Classification Accuracy = True Positives + True Negatives Positives + Negatives (1) The analysis of the final results are made by comparing the bounding boxes proposed by the FLODNet with the manually created ones (ground truth). To measure the exactness of an object detection, the intersection over union (IoU) is used. It can be described as the Eq:
where A and B are the bounding boxes manually found and detected by the CNN, respectively. As shown in [53] and [54] , the IoU can accurately describe the pixel-wise region similarity. It's an important metric for the tests on the network since the positioning and size of the bounding boxes are considered to be the weakest point of a model that uses a single pass for object detection. Detected objects are considered a true positive if they match the correct class and their bounding boxes overlap by at least 50%.
The average IoU for a given class C, named IoU c , can be obtained as shown in the following Eq.:
IoU(bbox,ground truth) bboxes (
With bboxes being the detected bounding boxes for all images in the dataset restricted to a given class.
To better reflect the advantages of FLODNet, a metric that takes into account the execution time is necessary. It can be described by the following Eq:
In order to execute the FLODNet in a constrained device, all the training phases were performed on a laptop with Intel Core i7-6700HQ GHz CPU, GeForce GTX 970m 3 GB, 500 GB solid state drive, and Arch Linux. The tests were executed on a laptop with Intel Core i7-3610QM CPU, 500 GB 5400rpm hard disk, and Arch Linux.
IV. CASE STUDY: FOOD RECOGNITION
Dietary restrictions can make the simple act of eating risky. Meals can sometimes be hard to recognize, even by people without visual impairment. Some factors can increase the importance of recognition, for example: if the person is intolerant to a particular aliment, it might be dangerous to eat without knowing if it is safe or not, especially when visiting another country. Food detection and recognition are considered difficult tasks since there are several different types of food and combinations [55] .
One of the greatest challenges of modern society is to socially include people with disabilities. In order to make them more independent, several adaptations are made in commercial establishments, schools and public places [56] . Although it makes them more independent, they are still limited to places that offer this type of infrastructure. A better approach would be to create tools for these people to use the same spaces as non-disabled people. People with partial or total vision impairment are often able to identify objects through the touch. However, several factors make this task difficult or even impossible to perform, such as: lack of prior knowledge of the object, similarity with other objects or the impossibility to touch.
A. OBJECTIVE
The purpose of this case study is primarily evaluate the FLODNet in the task of food detection and recognition. The objective is to be able to identify different types of food in a plate using less resources and time than state-of-the-art approaches, outputting an annotated image as seen in Fig. 13 . When compared to these networks, the FLODNet is much simpler and it is expected to have some drawbacks related to the aspect ratio, size and positioning of the detected bounding boxes. However, for this purpose, the advantages of the fast detection and reduced resource usage overcome those minor drawbacks and allow it to be deployed on standalone mobile devices.
B. RESULTS
Training the network from scratch on the food dataset, without the pre-training step, yielded inconsistent results and did not converge properly for most of the classes, achieving low accuracy on the cross-validation. The amount of original samples and the variability were not enough to train the whole neural network, what makes the pre-training a necessary step. Thus, the results from the experiments in this section were obtained on pre-trained networks. Thanks to the pre-trained model, it was possible to retrain the model for the food dataset in about 4 hours. This retraining resulted in the same accuracy obtained by the Faster R-CNN [38] , with both being able to correctly classify all objects in the dataset, outputting bounding boxes as seen in Fig. 13 . Prior to the version using a convolutional layer over the feature map generated by the 6 × 6 convolution to perform the detection, the FLODNet used a fixed sliding window over the input image. Although it had some advantages, such as the ability to work on different sized images, it greatly increased the evaluation time for the detection phase.
The convolutional layer over the feature map allows for better optimizations and since the feature map is much smaller than the image, the classifier is used on a smaller batch of crops, resulting in a decrease of 98% on the single image average evaluation time (SIAET), as seen in Table 1 . All the tests reported in this table were executed using the same dataset. The original R-CNN [38] uses SVM classifiers to recognize the objects after being filtered by the network layers. Thus, the usage of storage space after training depends on the number of classes involved in the training set, often reaching over 2GB. Fast R-CNN [43] and Faster R-CNN [10] , in the other hand, uses a softmax classifier which generates a file that is dataset independent. In comparison to those networks, the FLODNet is shallower and uses less parameters. As seen in Table 1 , FLODNet is also dataset independent in regards to the filesize, which is about 5.5 times smaller. Since the image is only evaluated once and the detection regions have a fixed aspect ratio and size, the average time taken for a single image is 3.4 times lower than using Faster R-CNN [10] .
The charts in Figs. 11 and 12 compare the IoU c using different training techniques on the FLODNet with one of the state-of-the-art models on object detection, the Faster R-CNN [10] . The values are calculated by using the Eq. 3.
As seen in the charts, the D.A. technique alone increased the IoU in about 4%. Since part of the transformations used to generate the artificial images alter the internal texture and the position of the objects, the technique had more effect on objects that usually have high variability on those aspects. For example, tater tots can have different texture, color and positioning making it harder for the CNN to generalize for smaller datasets. However, muffins hardly change in shape, color or texture which results in no IoU gains when using D.A. for this specific class.
By retraining the convolutional layers on FLODNet, the IoU c improved about 1% overall. Since the dataset used to pre-train the network had high variability on shapes, sizes, colors and textures, it was expected for those layers to be generalized enough to achieve good IoU c in the food dataset by training only the fully connected layers. The gain seems to be consistent across different classes, which shows that retraining only did minor changes on those layers to better fit the dataset.
Combined, the D.A. and re-training techniques provided the best results for every class. The results follow the same trend seen in each technique separately, showing an increase of 1% in the worst case scenario, as seen for sliced peaches, and up to 4% in the best case. The major advantage on using both techniques is that the combination of them consistently increases the IoU c for all the classes due to the retraining while giving an extra boost in the IoU for specific classes.
Food types that usually appear in multiple instances within the same plate or that present higher variation in color or texture, as seen in Fig. 11 , have shown a greater improvement when using the D.A. technique when compared to denser ones, like seen in Fig. 12 . The more complex architecture of Faster R-CNN [10] allowed it to better approximate the bounding boxes for those objects, obtaining a higher IoU c .
Objects that present less variability and are less affected by lighting conditions, Fig. 12 , were less affected by the D.A. and got a lower overall score in any test condition. The C.L.R. increased the IoU c by 1%. Since those objects are usually seen as a single instance, the simpler bounding box approximation on FLODNet was enough to generate good bounding box proposals.
Overall, classes with more detailed and grainy texture performed better for all the networks and techniques tested. Classes with softer texture and outline, e.g.: muffin, had the worst results in the tests.
In FLODNet, the lack of convolutions using different aspect ratio and size as the ones present in the Faster R-CNN [10] , coupled with the single pass nature of the proposed architecture, impacted negatively in the size and positioning of the proposed bounding boxes. As seen in Fig. 14, FIGURE 16 . Different training techniques on FLODNet and the state-of-the-art Faster R-CNN score/evaluation time ratio comparison for muffin and fried egg.
the dimensions and aspect ratio of the bounding boxes are a rough approximation of the object position and size. Overall, the IoU between the proposed bounding boxes and the ground truth ones are slightly worse than ones achieved by the deeper Faster R-CNN [10] . In spite of this, object classification accuracy was not affected.
The IoU disadvantage is compensated by the reduced execution time. As seen in Figs. 15 and 16 , when compared to Faster R-CNN [10] using the Eq. 4, the FLODNet has scored a higher ratio for every tested class. It shows its efficiency gain over the deeper network time-wise.
V. CONCLUSION AND FUTURE WORK
As seen in the case study, the FLODNet is capable of quickly identifying the objects present in the image by evaluating each region of the image just once. Since it only requires a single pass throughout the image, the proposed network reduces the computational cost of the evaluation, which reduces the hardware requirement, energy consumption and execution time. Some trade-offs on the proposed architecture are expected, since it reduces resources usage. For FLODNet, the drawbacks are mostly related to the aspect ratio and size of the proposed bounding boxes which might not accurately represent the format of the object. The exactness of the positioning of the proposed bounding boxes are weakened in favor of a faster detection, without impairing the object recognition.
The training techniques presented in this paper, especially when combined, improved the IoU of the bounding boxes proposed by the network. Pre-training the network on a more diverse and bigger dataset allowed the convolution layers to learn more generalized filters, reducing the overfit and improving the IoU while allowing a faster training for new datasets. Although the usage of D.A. increased the training time by adding new samples to the the dataset, the IoU improved greatly.
Since the FLODNet uses a bounding-box approach to represent the detected objects, it is limited to objects that can be easily surrounded by a squared polygon. For objects that requires segmentation to obtain an accurate localization, like wires and snakes, the proposed architecture might not work properly [57] .
Several appliances can benefit from the FLODNet without being heavily impacted by the positioning of the bounding boxes. Among others, food detection, license plate detection and road sign detection are examples of tasks that do not require high exactness of the bounding box positioning but can greatly make use of the quick detection. For those tasks it is important to achieve real-time detection on low specification devices, justifying the usage of the Eq. 4. Some of those devices may rely on batteries or solar panels, highlighting the importance for low energy consumption.
Since the bounding box positioning is the greatest drawback of the FLODNet, a future work can improve the positioning without impacting too much the performance of the detection. It would make the architecture suitable for even more applications, since most of them can make use of a faster detection.
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