A new method for diffusion tensor (DT) image regularization is presented that relies on heat diffusion on discrete structures. We represent a DT image using a weighted undirected graph, where the weights of the edges are determined from the geometry of the white matter fiber pathways. Diffusion across this weighted graph is captured by the heat equation, and the solution, i.e. the heat kernel, is found by exponentiating the Laplacian eigen-system with time. DT image regularization is accomplished by convolving the heat kernel with each component of the diffusion tensors, and its numerical implementation is realized by using the Krylov subspace technique. The algorithm is tested and analyzed both on synthetic and real DT images.
Introduction
DT-MRI is an important tool for non-invasive exploration of the anatomic structure of white matter in vivo. At each voxel, the DT-MRI produces a 3 × 3 diffusion tenor which measures the anisotropic behavior of water diffusion in brain white matter. The diffusion tensor at each voxel is able to distinguish the principal orientation of diffusion, which corresponds to the dominant axis of the white matter fiber bundles traversing the voxel. However, due to the motion of the ventricles and the partial volume effect, DT images are often noisy. Thus, regularization is necessary before fiber tracking can commence.
Generally, DT image regularization can be realized in one of the three ways. These are a) directly smoothing the diffusion weighted images (DWIs) before computing the tensors [11, 8] , b) separately smoothing the eigenvectors and eigenvalues of the tensors [2, 3, 5] , and c) smoothing whole tensors [1, 7] . In the first method, one borrows techniques from classical gray-scale image processing to smooth the DWIs before estimation of the diffusion tensors. For instance, Parker et al. [11] applied the Perona-Malik algorithm to perform nonlinear smoothing of the raw DWIs, while Vemuri et al. [8] used a smoothing scheme based on the weighted total variation norm. The main drawback of this first group of methods is that the DWIs are smoothed independently without any constraints imposed by the tensors. In the second group of methods, vector regularization methods are used to smooth the principal eigenvectors of the tensors, and this is followed by diffusivity restoration. These methods make use of the fact that the fiber orientations are aligned with the principal eigenvectors. Poupon et al. [2] used a Markovian model to regularize the principal directions according to the structure of the fiber bundles. Using the same framework, Coulon et al. [5] regularized the principal diffusion directions using the classical total variational model. Since this second class of methods only consider the principal eigenvectors and the corresponding eigenvalues, information conveyed by the tensors may lost. Moreover, due to the partial volume effect in DT images, the principal eigenvectors of voxels containing fiber crossings no longer coincide with the local orientations of the fibers. In the third class of methods, full diffusion tensor data are used for regularization. Due to the high dimensionality and the positive-definite constraint for tensor data, traditional image smoothing techniques are often inappropriate for DT images. The space of tensor data is no longer a linear one, but a curved convex half-cone. It is hence a Riemannian manifold with an affine-invariant metric [4, 7] . Chefd'Hotel et al. [1] regularized tensor fields using the flow of matrix-valued functions under orthogonal and spectral constraints. The numerical solution is implemented using geodesic marching on the manifold. Pennec et al. [7] developed a statistical framework for the tensor manifolds, and used this to generalize the operations of interpolation, Gaussian and anisotropic regularization for tensor fields. Previous methods falling into the third group did not consider information concerning the structure of the white matter. In addition, these approaches are often relatively complex and the computational demands can be high.
In this paper we present a new diffusion-based regularization method for DT images which combines the advantages of the second and third groups of algorithm discussed above. We drive the diffusion process along the white matter fiber pathways, and smooth the full tensor data. Unlike previous methods for image smoothing using continuous partial differential equations (PDEs), our method is based on heat diffusion on a discrete structure [10, 12] . We treat a DT image as a purely discrete object -a weighted undirected graph which encodes the geometry of the whiter matter fiber pathways. The advantage of formulating the problem on a graph is that purely combinatorial operators that require no discretization may be used. We therefore incur no discretization errors. Diffusion across this weighted graph with time is captured by the heat equation, and the solution, i.e. the heat kernel, is found by exponentiating the Laplacian eigen-system with time. DT image regularization is accomplished by convolving the heat kernel with each component of the diffusion tensors. The positive-definiteness of the tensors is naturally preserved. The solution of the algorithm is implemented using the Krylov subspace projection techniques [15] . The proposed method is able to smooth out noise while preserving the structure of the fiber bundles.
The next section of this paper presents the preliminaries concerning DT images. Section 3 describes the new graph diffusion method in detail. Experimental results on synthetic and real data are shown in Section 4. Section 5 concludes the paper.
Preliminaries

DT Images
At each voxel, a diffusion tensor D is represented by a 3 × 3 symmetric (semi)positivedefinite matrix, e.g. 2, 3 . Then, the diffusivity in any directionν is given by a quadratic formν T Dν. Let β 1 ≥ β 2 ≥ β 3 ≥ 0 be the eigenvalues of D, and letε i be the normalized eigenvector corresponding to β i . The tensor D can then be described by
The first eigenvectorε 1 , called the principal direction of diffusion, plays the most important role in the eigensystem, since it coincides with the local orientation of fibers in the white matter. However, in gray matter or cerebrospinal fluid, the water diffusion is almost isotropic, so theε 1 field loses its coherence and becomes meaningless and has a random orientation. We can use fractional anisotropy (FA) [6] to evaluate the tissue microstructure at each voxel:
FA takes on values between 0 (fully isotropic diffusion) and 1 (infinite anisotropy). Thus low values indicate media with no preferred orientation, such as gray matter, whereas high values indicate tissues with strong orientation.
Space of Diffusion Tensors
Let us denote the space of all diffusion tensors as M, which forms a convex half-cone in the vector space of 3 × 3 matrices. The differential geometry of M has been used in [1, 4, 7] for DT image smoothing, segmentation and interpolation. The space M is a Riemannian symmetric manifold with an affine-invariant metric. Following [4, 7] , we define the Riemannian metric at each point P ∈ M as the positive-definite inner product
As discussed in [4] , the geodesic with initial point at identity matrix I and tangent vector X ∈ T I M is given by exp(tX). Using the group action, an arbitrary geodesic Γ(t) such that Γ(0) = P and Γ (0) = X is given by Γ (P,X) (t) = P 1 2 exp(tP
. Thus, the geodesic distance between two points A and B in M is
where δ i are the eigenvalues of
is a natural measurement of the similarity between the two diffusion tensors A and B, and may be used instead of the Euclidean distance between them in the vector space of matrices.
Method
The algorithm described in this paper is motivated by heat diffusion, which is one of the main techniques in image processing since the pioneering work of Perona and Malik [14] . We formulate the DT image smoothing through heat diffusion on graphs, which provides us a simple and elegant method to solve the problem. We describe the algorithm in three stages. These are a) generating the graph weights, b) establishing and solving the system of diffusion equations, and c) practical details of implementation.
To commence, we represent a DT image volume using a weighted undirected graph G = (V, E), where the nodes (vertices) V of the graph are the voxels of the image, and an edge is formed between every pair of nodes, i.e. two nodes v i and v j are connected by an edge e i j ∈ E. The weight of an edge, e i j , is denoted by w(e i j ) or simply w i j . The edge weights play an important role in our graph diffusion method, since they control the flow of heat across the graph. If the edge weight w i j is large, then heat can flow easily between nodes v i and v j . By contrast, if w i j is small, it is difficult for heat to flow from v i to v j .
Edge Weights
In order to represent the image structure by a graph without losing information, we must define a function that maps changes in the image data to edge weights. This is a common feature of all graph-based algorithms for image analysis [17, 13] . Amongst them, the Gaussian weighting function is the most popular one used to characterize the relationship between different pixels (voxels). In order to apply the Gaussian weighting function to DT images, we measure the similarity of two diffusion tensors using the geodesic distance between them (instead of the Euclidean distance used by the scalar and vector images). Thus, we compute the edge weight of e i j by
where D i and D j are the diffusion tensors at voxels i and j respectively and d g is the geodesic distance given in Equation (2). In adapt the choice of σ to images of different contrast, we normalize the distances d g before application of (3). Although the above weighting method works well for traditional MRI volumes and gray-scale images whose image intensities are piecewise constant, it is not useful for distinguishing the details in brain white matter in DT images, where a large number of thin and long fibers may cross each other. In order to encode the geometry of the fiber bundles into our graph representation, we calculate the edge weight in white matter using the principal directions of the diffusion tensors [2] . These directions are consistent with the local orientations of the fibers. Thus, for each edge e i j connecting voxels i and j in white matter, we compute the angle
is an obtuse angle, we choose its supplementary angle. If voxels i and j belong to the same bundle, the angle θ (i, j) is small. Moreover, we can determine whether a voxel is in gray matter or white matter by evaluating the value of the fractional anisotropy. Therefore, for an edge e i j in white matter, we compute the edge weight using
where FA(·) is defined in Equation (1) and κ is typically set to 0.1 ∼ 0.2 (as in fiber tracking algorithms [16] ). Also, we normalize the angles θ (i, j) before application of (4). We have evaluated both the weighting functions (3) and (4) in our experiments, and (4) works better for DT images. However, (4) is only for DT images, while (3) can be used to all tensor-valued fields without preferred structures (as DT images have).
Graph Diffusion
Since we want to adopt a graph-spectral approach we introduce the weighted adjacency matrix W for the graph G whose elements W (i, j) are w i j if e i j ∈ E, and 0 otherwise. We also construct the diagonal degree matrix T with entries
From the degree matrix and the weighted adjacency matrix we construct the combinatorial Laplacian matrix L = T −W , whose elements are
The spectral decomposition of the Laplacian is L = ΦΛΦ T , where Λ = diag(λ 1 , λ 2 , ..., λ |V | ) is the diagonal matrix with the eigenvalues ordered according to increasing magnitude (0 = λ 1 < λ 2 ≤ λ 3 ...) as elements and Φ = (φ 1 |φ 2 |....|φ |V | ) is the matrix with the correspondingly ordered eigenvectors as columns. Since L is symmetric and positive semidefinite, the eigenvalues of the Laplacian are all positive. The eigenvector φ 2 associated with the smallest non-zero eigenvalue λ 2 is referred to as the Fiedler-vector.
With these definitions in place, we introduce the heat equation on graphs associated with the Laplacian [10] , i.e.,
where h t is the heat kernel and t is time. The heat kernel satisfies the initial condition h 0 = I |V | where I |V | is the |V | × |V | identity matrix. The heat kernel can hence be viewed as describing the flow of heat across the edges of the graph with time. The rate of flow is determined by the Laplacian of the graph. The solution to the heat equation is found by exponentiating the Laplacian eigen-spectrum, i.e.
The heat kernel is a |V | × |V | symmetric matrix, and for the nodes i and j of the graph G the resulting element is
When t tends to zero, then h t I − Lt, i.e. the kernel depends on the local connectivity structure or topology of the graph. If, on the other hand, t is large, then h t e −tλ 2 φ 2 φ T 2 , where λ 2 is the smallest non-zero eigenvalue and φ 2 is the associated eigenvector, i.e. the Fiedler vector. Hence, the large time behavior is governed by the global structure of the graph.
The hear kernel h t (i, j) decays exponentially with the weight w i j of the edge e i j . It is useful to consider the following picture of the heat diffusion process on graphs. Suppose we inject a unit amount of heat at the node m of a graph, and allow the heat to diffuse through the edges of the graph. The rate of diffusion along the edge e i j is determined by the edge weight w(i, j). At time t, the value of the heat kernel h t (m, j) can be interpreted as the amount of heat accumulated at node j.
In order to use the diffusion to smooth a scalar image volume, we inject at each node an amount of heat energy equal to the intensity of the associated voxel (pixel). The heat at each node diffuses through the graph edges as time t progresses. The edge weight plays the role of thermal conductivity. This heat diffusion process is governed by the same differential equation as (6), however, the initial conditions are different. If we encode the intensities of the image as a column vector ρ, then the evolution of the image intensity ρ follows the equation
and the solution is
As a result the smoothed image intensity of voxel j at time t is
. This is a measure of the total intensity to flow from the remaining nodes to node j during the elapsed time t.
Since DT images are multidimensional, we let each component of the tensors diffuse on the graph constructed from the weighting function (4) . The values of the image data in white matter can flow easily along the fiber bundles, while it is difficult for image data to flow from one bundle to another. In order to regularize DT images, we thus apply Equation (8) on each of the six independent components of the DT images, and this forms a system of six coupled PDEs. The coupling results from the fact that the edge weight (diffusivity) depends on all the image channels. As a result the smoothed diffusion tensor of voxel j at time t is
Since each row i of the heat kernel h t satisfies the conditions 0 ≤ h t (i, j) ≤ 1 for ∀ j and ∑ |V | j=1 h t (i, j) = 1, the smoothed result in (10) not only preserves the total tensor value over the set of voxels in the DT image, but also preserves the (semi)positive-definiteness of the diffusion tensors as proved in the following.
Proof of Positive-definiteness Conservation:
Note that a diffusion tensor D is semipositive definite if x T Dx ≥ 0 for ∀ x ∈ R 3 . Then, for each smoothed tenor at voxel j, we have
This proves the statement.
Numerical Implementation
A direct method to compute the smoothed images from (9) is via the heat kernel h t , which can be found by spectral decomposition of the sparse matrix L, e.g.
Unfortunately, current DT image volumes often exceed 128 × 128 × 64 1 × 10 6 voxels, thus, most available computers do not have the ability to calculate all the eigenvalues and eigenvectors of such a large matrix, even using the well-known Lanczos algorithm which is often used to find the extremal eigenvalues of large sparse matrices. It is also impossible to calculate the polynomial series defined by the matrix exponential due to the uncertainty of the terms and computation complexity of the matrix-matrix multiplication.
As an alternative to find the heat kernel, the Krylov subspace projection technique [15, 9] allow us to compute the action of a matrix exponential operator on an operand vector, e.g. e −tL ρ, without having to compute explicitly the matrix exponential operator in isolation. The underlying principal of the Krylov subspace technique is to approximate e −tL ρ by an element of the Krylov subspace spanned by the vectors {ρ, (−tL)ρ, ..., (−tL) m ρ} for some m that is typically small compared to the dimension of L. The Krylov subspace technique is one of the iterative methods for sparse matrix problems, in which only matrix-vector multiplication is needed. These methods have the advantages of small memory requirement and the ability to represent the matrix-vector multiplication as a function (matrix-free method). For our '26-connected' 3D lattices from DT images, the Laplacian matrix L is very sparse with at most 26 circulant nonzero elements in each row and one may store the entire matrix as a vector of weights. Therefore, the operation of matrix-vector product may be performed very economically even for large L if memory is at a premium. Moreover, Krylov subspace methods may be efficiently parallelized [9] .
Obviously, solving the equation defined in (9) is the main computational bottleneck for the algorithm and requires the most time. The implementation of the Krylov subspace method for solving (9) in this paper relies on the Matlab subroutines from the Expokit package [15] . Tests on a PC with an Intel P4 2.4GHZ and 1.5GB memory show that it requires approximately 100, 75, 50, 25 seconds to solve (9) for the Laplacian matrices of '26-connected' graphs with 128 × 128 × 40, 30, 20, 10 nodes respectively.
Algorithm
To summarise, the steps of the algorithm are:
1. Use the fractional anisotropy defined in (1) to choose the voxels of white matter and compute their principal directions. 2. Use (4) (If we choose the weight function (3), step one is not needed) to generate edge weights, w i j , between "26-connected" nodes v i and v j . 3. Solve (9) for each component of DT images using the Krylov subspace techniques.
Experiments
In this section, we present the experimental results of applying the proposed algorithm to both synthetic and real DT image volumes. Synthetic images of varying complexity were used to evaluate both qualitatively and quantitatively the effectiveness of the method. All our experiments use "26-connected" graphs.
There are two free parameters of our algorithm: 1) the width σ of the Gaussian for edge weights and 2) the time t used to terminate the diffusion. Due to the normalization of the distances for computing the edge weights, the algorithm performs in a stable way and obtains good results over a large range of values of these parameters. To demonstrate this, we generate a synthetic 8 × 8 × 6 tensor field, and add the same quantity of independent and identically distributed (IID) additive noise into the eigenvalues and eigenvectors of the tensors, as shown in (a) and (b) of Fig. 2 respectively. We then apply our graph diffusion with weight function (4) to regularize the noisy tensor field using various values of σ and t. To evaluate the regularized images, we use the root-mean-square error (RMSE) measure for the tensor field between a restored image and the corresponding noise-free
or Riemannian distance defined in (2) between two tensors. For each pair of values of (σ ,t), we compute the RMSE and plot the result in panel (c) of Fig. 2 . The figure shows that the RMSE reaches its minimum values when 0.1 ≤ σ ≤ 0.25, t ≥ 5. The RMSE is insensitive to the value of t if σ is in this range. If σ is too large (i.e. σ > 0.25 in this case), then the image will be over-regularized, i.e. too smooth. In the other hand, σ is too small (< 0.1 in this case), then the data is smoothing negligible even when t is very large. As a result noise can not be eliminated efficiently. Fig. 3 shows the results of our graph diffusion on there synthetic noisy tensor fields. Field (a1) is fairly simple, while (a2) contains crossing fibers and (a3) mimics a fiber bundle. We regularize these images using both weight functions (4) and (3). The results of which are shown in column two and column three respectively. The diffusion based on weighting function (4) preserves well, and even restores, the fine details in the images while suppressing the noise. Although the weight function (3) can also work well in certain circumstances, it fails to restore the left edge of image (a2). Another problem for edge function (3), as shown in subfigure (c1), is that it may suffer from the eigenvalue swelling effect reported in [1] . The reason of this is as follows: When the noise does not affect the tensor eigenvectors (orientations) as much as the eigenvalues (diffusivities), the eigenvalues may contribute more than the eigenvectors for the edge weights computed using weight function (3). Thus, our global matrix regularization process may smooth the eigenvalues faster than the eigenvectors, resulting in an eigenvalue swelling effect for large-t regularization. On the other hand, edge weight function (4) only uses the main eigenvectors (which is the most important information for DT images). Thus, in this case the diffusion is dominated by the genuine structure of the white matter. For the
(a2) (b2) (c2) Figure 1 : (a1)(b1)(c1): A sample DTI slice, its FA map and a Region-Of-Interest from it. (a2)(b2)(c2): The corresponding regularized slice, FA map and ROI. purposes of visual comparison with an alternative diffusion-based method, Fig. 3 shows the results of Riemannian anisotropic filtering (RAF) [7] , which is computationally very time-consuming. The method performs rather badly on the noisy image (a2). Our experiments show empirically that RAF may reduce the length of the tensors (as shown in subfigure (d1)), especially when a large number of iterations are used.
In order to better analyze the behavior of our method, we also present quantitative comparisons of the proposed algorithm with RAF. We take the noise-free tensor field (a) in Fig.2 as the ground truth, and generate a sequence of noisy images with different levels of IID additive noise. Our method using both edge weight function (4) and (3) and RAF [7] were applied to the sequence of noisy images. To compare these methods, we computed the RMSE of the reconstructed images based on both Euclidean distance, which prefers our two methods, and the Riemannian distance, which prefers RAF. The results are plotted in Fig. 4 . The plot shows that our method with weight function (4) gives the best result under both Euclidean and Riemannian RMSE, although the result of RAF is comparable with our method if we use Riemannian RMSE measurement.
We have applied our algorithm to a real-world DT-MR brain image of size 128 × 128 × 33. We threshold the white matter voxels (131667 voxels in total in this case) from the FA map using a value of 0.15, and use graph diffusion with weight function (4) to regularize these voxels. On the other hand, we use graph diffusion with weight function (3) to smooth the voxels (26490 voxels in total in this case) of the gray matter where FA < 0.15. The entire process requires approximately 3.5 minutes using Matlab programming on the machine described before. Fig. 1 shows the results on a sample slice. The first row shows an ellipsoid representation, FA map and a Region-Of-Interest (ROI). The second row shows the smoothed counterparts. As shown by the smoothed FA map in subfigure (b2), discontinuities are well preserved and the local coherence of the anisotropy map is largely enhanced by the graph diffusion. The zoomed ROI in (c2) further validates the effectiveness of our method, which makes the fiber streamlines smoother while also smoothing out noise in the surrounding isotropic matter.
Conclusion
We have presented a new method for DT image regularization based on heat diffusion on graphs. We admit the discrete nature of images from the outset, and use graphs to represent DT images. Diffusion on these graphs is driven by the prior geometry of the whiter matter fiber bundles. The exact solution of the method is directly solved without numerical iteration as is the case with most PDE-based methods. This leads to simple and fast implementation. The algorithm smoothes the whole tensor while automatically ensuring the positive-definiteness constraint. Results on synthetic and real DT image data show that the method can preserve, and even enhance, the coherence of fiber structures while effectively smoothing out noise. 
