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Let B be a partially ordered product of three finite chains. For any group G of 
automorphisms of B, let N,(B, q) denote the rank generating function for 
G-invariant order ideals of B. If we regard B as a rectangular prism, N,(B, q) can 
be viewed as a generating function for plane partitions that fit inside B. Similarly, 
define Nh(B, 4) to be the rank generating function for order ideals of the quotient 
poset B/G. We prove that N,(B, - 1) and N&(B, - 1) count the number of plane 
partitions (i.e., order ideals of B) that are invariant under certain automorphisms 
and complementation operations on B. Consequently, one discovers that the 
number of plane partitions belonging to each of the ten symmetry classes identified 
by Stanley is of the form N&B,* 1) or N&(B,+ 1) for some subgroup G of S,, 
and conversely. We also discuss the occurrence of this phenomenon in genera1 
partially ordered sets, and use the theory of P-partitions to derive a criterion for 
OIIC ZISpeCt Of it. 0 1994 Academic Press, Inc. 
0. INTRODUCTION 
The problem of determining the number of plane partitions invariant 
under various symmetry groups is among the most difficult problems in 
enumerative combinatorics. There are ten distinct symmetry classes of 
plane partitions, and hence essentially ten distinct enumerative problems, 
not counting the various q-analogues that some of the cases possess. A 
tremendous amount of work has been devoted to these problems (see 
References), starting with MacMahon at the beginning of this century. 
Considerable progress has been made in the past 15 years, particularly in 
the past few years, to the point that, with the exception of one q-analogue, 
all of the conjectures have been completely solved. 
On the other hand, we still have no good explanation as to why these 
ten enumerative problems should have nice answers. Furthermore, al- 
though there are a number of elegant techniques that have been devel- 
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oped for these problems, so far there has been no unified method of proof. 
For example, the permanent-determinant method and non-intersecting 
path methods are only “half-methods” in the sense that they provide an 
elegant means of encoding the number of plane partitions in a given 
symmetry class as a determinant or Pfaffian. But these methods end there 
-we are still left with the evaluation of the determinants. Some of them 
are not too difficult to evaluate, but others among them are extraordinarily 
difficult. In any case, we are left with an unsatisfying miracle: Why should 
a collection of ten families of determinants and Pfaffians all have explicit 
closed formulas? Other approaches involving representation theory have 
been brought to bear on these problems and, where these have succeeded, 
they manage to “explain” the existence of the miraculous closed formulas 
as special instances of the Weyl denominator or dimension formulas. 
However, the use of representation theory has been successful in only five 
of the ten cases. 
A second difficulty is with the formulas themselves. The ten symmetry 
classes can be conveniently divided into two families of sizes six and four. 
One family consists of the four symmetry classes of subgroups of S, that 
arise from ordinary permutations of three coordinate axes. The study of 
this family is quite old and can be traced back to MacMahon. All of the 
formulas for these cases (some known, some conjectured) were shown by 
Macdonald and Stanley [St11 to have a nice, uniform presentation. The 
second family consists of the six symmetry classes that involve the comple- 
mentation operation first defined by Mills et al. [MRR2]. Until now, the 
known formulas for these cases have been ad hoc, but one of the results of 
the present paper is an extension of the Macdonald-Stanley format which 
shows that all ten of the formulas can be given a unified presentation. 
This unified presentation is a consequence of what we call “the q = - 1 
phenomenon.” We show that, for each of the enumerative problems in the 
six cases involving complementation, one obtains the number of such 
plane partitions by setting q = - 1 in the q-analogue of one of the cases 
from the original family of four. (Some of the four cases have more than 
one q-analogue, which explains how six cases can be covered by four.) 
Our proof of this phenomenon is unsatisfying. For most cases, it is 
simply a matter of comparing the known formulas. If there were nothing 
else to the proof, the result would still be interesting, but it would not 
require a paper of this length. But in fact there is something else: in one 
case, the q-analogue is still unproved; what we do amounts to proving this 
conjecture in the case q = - 1. In another case, there is a q-analogue that 
is not only unproved, it is also false. Nevertheless we prove that it is true 
when q = -1. 
Although our proof is unsatisfying, it raises a compelling possibility. If a 
nice (perhaps combinatorial) explanation of the q = - 1 phenomenon 
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could be found, it would substantially reduce the number of “miraculous” 
closed formulas one is forced to accept. In a sequel to this paper, we will 
use representation theory to give nice explanations of the 9 = - 1 phe- 
nomenon in at least two of the cases (cf. the discussion in Section 6). 
Kuperberg [private communication] has recently discovered some similar 
explanations. 
The paper is organized as follows. In Section 1, we describe the main 
results in detail (Theorems 1.1 and 1.2). The proofs of these results are 
spread over Sections 2-5. In Section 2 we dispense with the simple cases 
that amount to repackaging of known results. In Section 3, we treat the 
case of cyclic symmetry. Although this is still a matter of repackaging, 
the details are somewhat more delicate. In Sections 4 and 5 we treat the 
nonroutine cases referred to above. Finally, in the last two sections, we 
consider the more general possibility of the 9 = - 1 phenomenon occur- 
ring in the context of partially ordered sets, and derive a criterion for the 
phenomenon in one circumstance based on linear extensions of posets 
(Theorem 7.7). 
1. THE MAIN RESULTS 
A plane partition 7~ is an array of nonnegative integers [rrijli, jZ i, with 
finitely many nonzero entries, such that rij r max(rT, j+ i, ri+ i, j). Alter- 
natively, one may identify r with the set of lattice points {(i, j, k) E 
Z3 : 1 I k I xij}; in this form, plane partitions are the (finite) order ideals 
of the poset P3. Note that the symmetric group S, acts on P3 by 
permuting coordinates, hence also on the set of plane partitions. 
For any positive integer m, let [ml = (1,2, . . . , m}. Fix positive integers 
a, b, and c, and let B = B(a, b, c) denote the subposet of P3 induced by 
[a] X [bl x [cl. The order ideals of B correspond to the plane partitions 
rr with at most a (nonzero) rows, at most b (nonzero) columns, and the 
property that rij _< c. Note that the mapping 
(i, j, k) - (i, j, k)’ := ( a+l-i,b+l-j,c+l-k) 
defines an order-reversing involution on B, so B is a “complemented 
poset” in the sense to be defined in Section 6. In particular, following 
Mills, Robbins, Rumsey, and Stanley, we can define the complement of a 
plane partition r (regarded as an order ideal) by setting 7~’ := {(i, j, k) E 
B : (i, j, k)’ G T}. 
Let K = {id, c} denote the two-element symmetry group generated by 
complementation, and let r z S, x K denote the 12-element group gen- 
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erated by coordinate permutations and complementation. For any sub- 
group G of r, let nc(B> denote the number of G-invariant order ideals of 
B (i.e., the number of G-invariant plane partitions r such that x LB). 
Without loss of generality, we will always assume that, for a given symme- 
try group G, the parameters a, b, and c are chosen so that B itself is 
G-invariant. (For example, if G is the group of cyclic permutations of the 
coordinates, this requires a = b = c>. 
If G is a subgroup of S,, then there are two natural q-analogues of the 
quantity n,(B) that have arisen previously in the enumeration of symme- 
try classes of plane partitions: the first is with respect to the size of the 
plane partition (as an order ideal of B); the second is with respect to the 
number of G-orbits of elements of B in the order ideal. Thus we define 
N&B, q) := c q’“‘, 
7-rtJ(B)G 
N&(B,q) := c q’r’G’T 
TrEJ(BF 
where both sums range over the set J(BIG of all G-invariant plane 
partitions rr contained in B, and rr/G denotes the set of G-orbits in rr. 
The second sum can also be identified as the rank generating function for 
order ideals of the quotient poset B/G. 
Note that N&(B, q) is not defined for subgroups G of r that contain an 
order-reversing symmetry, since a G-invariant plane partition is not a 
union of G-orbits of B in such cases. On the other hand, one could in 
principle study the generating function N,(B, q) for arbitrary subgroups 
G of r, but if G contains an order-reversing symmetry, then any G-in- 
variant order ideal must contain exactly IB I/2 elements. Thus for such 
groups, one has N,(B, q) = ql’l’*nc(B). 
For each subgroup G of S,, define the pair of rational functions 
P,(B,q) := n 
1 - qlxlv(x)+2) 
x~B,G 1 - ql~lw)+l) ’ 
1-q 
r(x)+2 
f’&(B,q) := n xtB,G 1 - qrCx)+* ’ 
where u( .> denotes the rank function on B/G (or B), and IX 1 denotes the 
size of the G-orbit of X. It was Macdonald who first realized that P,(B, q) 












N;; : p;; 
[MaI 
h-21, [Ml, IGI 
false 
? 
agreed with all of the known or conjectured product formulas for N&B, q), 
and Stanley later realized that PA(B, s> agreed with the known or conjec- 
tured product formulas for N&(B, 4). This is not to say that N,(B, 4) = 
P,(B, 4) and N’(B, 4) = P&(B, 4) for all G (see Table 1). In this table we 
have listed each instance where equality occurs, together with a reference 
to the first proof(s). Note that in the case G = {l} there is just one case, 
not two, since the generating functions N,(B, 4) and N&(B, q) are obvi- 
ously identical (and the same is true for the corresponding product 
formulas). 
The “false” and “?” cases deserve further comment. First, in the case 
G = C,, we have N&(B, q> f P&(B, q). Furthermore, there probably is no 
simple formula for N&JB, q), since for small instances of B, the generating 
function does not factor significantly over the rationals. On the other 
hand, it can be proved that P,$B, q) is a polynomial’ in this case (see 
Proposition 3.2), and based on calculations in special cases, it appears to 
have nonnegative coefficients. It would be int,eresting to find a parameter 
associated with cyclically symmetric plane partitions whose generating 
function is P;13(B, q). 
In the case G = S,, we have N,(B, 4) # P,(B, q) in an even stronger 
sense than in the previous case-not only does N,$B, q) appear not to 
factor significantly over the rationals, but Ps,(B, q) is also not a polyno- 
mial. Finally, in the “?” case, the fact that N&(B, q) = P&(B, q) for 
G = S, is at this time only a conjecture, although the special case 4 = 1 
has been proved recently [Ste2]. It is also unknown whether P&$B, q) is a 
polynomial, but of course this would follow from the conjecture. 
As we noted in the Introduction, it is now known that there are explicit 
product formulas for n,(B) for euery subgroup of r, although the 
formulas for the six subgroups that involve complementation have been 
ad hoc, and have not enjoyed the degree of unity found in the four 
un-complemented cases. One of the objectives of the present paper is to 
provide a unification of the formulas for the ten cases. 
‘In [Stl] and later also [0], P&(B, q) was erroneously reported not to be a polynomial. 
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To present our unification, it will be worthwhile to first classify in an 
organized way the ten conjugacy classes of subgroups of r. In order to 
discard all but the essential features, let us consider the task of classifying 
the subgroups of G X Z,, where G is an arbitrary group, and Z, = {A 1) 
is the two-element group. 
Let g * S denote the natural surjection G X Z, --f G. Extending this 
map to subgroups, we thus can label any subgroup H of G x Z, by a 
subgroup g of G. Conversely, given any subgroup g of G, there are 
three possibilities for the preimage H: 
(1) H = g (i.e., H = {(h, 1): h E B}). 
(2) H = @ x Z, (i.e., H = {(h,+ 1): h E fl>>. 
(3) H is a “twist” of p; i.e., there is an epimorphism 6’ : B -+ Z, 
such that 
H = {(h, 1) : h d?,CI(h) = l} u {(h,- 1):h d?,B(h) = -11. 
Returning to r and G = S,, we can arrange the ten conjugacy classes of 
subgroups of r into three families according to the above classification. 
First, there are the four conjugacy classes of subgroups of S, itself, 
namely, the trivial group, S,, C,, and S,. In the second class there are also 
four, obtained by adjoining the operation of complementation to each of 
the subgroups in the first class; this yields K, S, x K, C, X K, and 
r = S, x K. In the third class, note that only S, and S, afford homomor- 
phisms onto Z,, so there are only two subgroups in this class; we shall 
denote them by S; and S;, respectively. The plane partitions invariant 
under S; are those whose transpose coincides with their complement; the 
symmetry class ST consists of those plane partitions invariant under both 
C, and Sf . 
We are now ready to state the main results of this paper. 
THEOREM 1.1. If G is a subgroup of S,, then 
n,,,(B) = N;;(B,- 1) = P;;(B,- 1). 
A corollary of this result is the case q = - 1 of the conjecture 
N&W, q> = I’;& s>. 
THEOREM 1.2. If G is a subgroup of S,, and G* is a twist of G, then 
n,*(B) = N,(B,- 1) = P&B,- 1). 
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These two results cover the six symmetry classes that involve comple- 
mentation. For the sake of completeness we should point out that the 
known formulas for n,(B) in the four classes without complementation 
are covered by the following result. 
THEOREM 1.3. If G is a subgroup of S,, then 
n&B) = P&B, 1) = P;;(B, 1). 
In summary, the number of plane partitions in each of the ten symmetry 
classes is of the form P,(B, + 1) or P&(B,t- 1) for some G c S,, and 
conversely. 
2. THE ROUTINE CASES 
For positive integers a, let (a) = 1 - qa, and consider 
lim (aI> . . . (al> 
q--l (b,) . . . (b,) 
for arbitrary positive integers ai and bi (1 I i i 1). It is easy to see that 
the limit is finite and nonzero if and only if there are equal numbers of 
even integers among the ai and bj (or equivalently, equal numbers of odd 
integers). Furthermore, since (2a + 1)/(2b + 1) + 1 and (2a)/ 
(2b) -+ a/b as q + - 1, it follows that the limit can be obtained by 
suppressing odd terms pairwise. 
2.1. The Trivial Group 
For clarity, let us write N(a, b, c; q) and P(a, 6, c; q) in place of 
N,(B, q) = N&(B, q) and P,(B, q) = P(,(B, q) (resp.), where B = [a] X 
[b] X [c] and G is the trivial group. By the result of MacMahon (see 
Table 1) it is known that N(a, b, c; q) = P(a, b, c; q), so to prove Theo- 
rem 1.1 in this case we need only to show that P(a, b, c;- 1) = n,(B). 
Note that if abc is odd, the complementation map r H rTTc hanges the 
parity of 1~1, and thus proves N(a, b, c; - 1) = n,(B) = 0. Thus we may 
henceforth assume that B = [a] X [b] X [2c] for positive integers, a, b, 
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and c. In this case, it is easy to see that 
b (2c+i+j- 1) 
P(a,b,2c;q) = fI I-l (i + j _ 1) . i=l j-1 
Odd terms occur in this expression when i + j is even, so we have 
P(a, b,2c;- 1) 
2c + 2i + 2j - 2 = n I-I 2i+2j-2 . n r-I 2c2::i2;?i;2 
2i&lsa 2jsh 2isa 2j- 1 <b 
is(a+l)/2 jsb/2 i~a/2 js(b+1)/2 
= P( Ku + w4 9 [b/21, 0) .P(lU2], L(b + 1)/2],c;l). 
It is easy to see that this expression agrees with the known formulas for 
n,(B) due to Stanley (see Eqs. (3a)-(3c) of [Stl]). 
2.2. The Two-Element Group 
First consider the G = S, case of Theorem 1.1. Note that, in order for 
B to be &-invariant, we may assume B = [aI2 x [b]. Since it is known 
that Ni7(B, 4) = Pi$B, s> (see Table l), it suffices merely to show that 
P!JB,--1) = nS2.&B). 
Using the elements (i, j, k) E B with i I j as orbit representatives for 
B/S,, we obtain 
b (i+j+k-1) 
p’iB’q)= lI~Iok~l (i+j+k-2) = I3 
(b+i+j-1) 
Isiljla (i+j-1) ’ 
(2.1) 
Note that if b is odd, then the number of even terms in the numerator of 
this expression is the number of pairs (i, j) such that 1 I i I j I a and 
i + j is even, whereas the number of even terms in the denominator is the 
same except that i + j should be odd. In this case, the map (i, j) e 
(i, j - 1) defines an injection of the latter into the former. Since this 
injection is not a bijection (for example, the pair (a, a> is absent from the 
range), this proves that - 1 is a zero of P$B; 4). Furthermore, it is easy 
to check that if rr = rrij is a plane partition invariant under S, X K, then 
77 a, 1 = b/2. Thus Pi$B;- 1) = ns,x,(B> = 0 if b is odd. 
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We still must treat the case of even b, so let us assume that B = [al* x 
[2b]. By cancelling the odd terms in (2.1), we obtain 
P&.,(B;- 1) = 
1 
2b + 2i + 2j - 2 
-ISa 2i + 2j 2 - 
r-I 
2b + 22’ + 2j - 2 
ls2i-152jsa 2i + 2j 2 - 
b+i+j-1 b+i+j-1 
= n . I-I 
lri<jl(a+l)/2 i+j-1 1 <isjla/2 i-i-j-l 
=n l-I 
b+i+j-1 
11isa/2 lsjs(a+1)/2 i+j-1 
=P([O],[(a + 1)/21,W). 
It is easy to see that this expression agrees with the known formula for 
rzSzxK(B) due to P rector (see the discussion of Case 7 in [Stl]; for the 
proof, see [Pll). 
We remark that since (B/S,1 = (’ i ‘lb, the complementation map is 
parity-reversing (and thus proves N$B; - 1) = 0) only if a l’ ( 1 and b are 
both odd. 
Now consider the G = S, case of Theorem 1.2. Again, since it is already 
known that N,JB, q) = PsJB, q) (see Table 11, we need only to show that 
Ps,(B, - 1) = n,;(B). Assuming B = [a]* x [b], we have 
a b (2i + k - 1) b (i + j + k - 112 
Ps~B’ ‘) = lcl kc1 (2i + k - 2) ’ ,,z,. k!l (i +j + k - 2) 2 
n (2.2) 
lli<j<a 
where (a), := (ra) = 1 - q”. If b is odd, it is easy to see that this 
expression has a zero of order a at q = - 1. One can also check that B 
contains no $-invariant plane partitions unless b is even. Thus we have 
Psz(B,- 1) = nsz(B) = 0 for odd b. As in the previous case, the trans- 
pose-complementation map (i.e., the nontrivial element of ST) does not 
succeed in proving that N,*(B,- 1) = 0 in all of these cases; it succeeds 
only if IBI = a*b is odd. 
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To treat the case of even b, we instead assume B = [aI2 x [2b]. Note 
that, by cancelling the odd terms in (2.2) we obtain 
&P(B,- 1) = n 
2b+i+j-1 
1 li<jsa i+j-1 . 
This expression is easily seen to be equivalent to the formula for n,;(B) 
due to Proctor (see Corollary 4.1 of [P31; cf. also Case 6 of [Stl]). 
3. CYCLIC SYMMETRY 
We now prove that G = C, case of Theorem 1.1. The proof of this 
case cannot proceed as in the previous cases since N&JB, q) # PL$B, q). 
However, since C,-orbits are of sizes one and three, it follows that 
ITI = Irr/C,lmod2 f or any C&variant plane partition 7~, and hence 
N,?(B, - 1) = A$@, - 1). Since it is known that N,$B, 9) = P,,<B, q) 
(see Table l), it will therefore suffice to prove that P&?(B,- 1) = 
P&3,- 1) = nc,,,rJB>. 
Assume B = [a13. Using the elements (i, j, k) E B with either (1) i = 
j = k, (2) i _< j < k, or (3) i 2 j > k as orbit representatives for B/C,, we 
obtain 
a (3i - 1) 
pc,(B,q) = IJ (3i - 2) . rI 
(i + j + k - 1)3 
l<i<j<k<a (i +j + k - 2)~ 
(i + j + k - 1)3 
’ Ir-i<ikcn (i +j f k - 2) 3 
. n (a+i+j-l), 
lli<jsa (i + 2j - 2)3 ’ 
The multiset decomposition 
={2i+j-l:lIi5jIa} U{a+i+j-l:lIi<jSa} 
shows that (roughly) half the terms in the above expression can be 
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cancelled, yielding 
a (3i - 1) 
PcSB’q) = ill (3i _ 2) ’ n 
(a+i+j-l), 
l<iijla (2i + j - 1)3 ’ 
Essentially the same reasoning also shows that 
a (3i - 1) 
PhsB’q) = LG (3i - 2) ’ lcflfsa 
(a+i+j-1) 
(2i + j - 1) ’ 
In view of the similarity of these two expressions, let us define 
Q (q) = fI (3: - l) (a+i+j-1) 
a i=l (31 - 2) ’ D,(q) = I-I lsisjsa (2i + j - 1) ’ 
so that Pc,([a13, q) = Q,(s>D,(s3> and P$a13, q) = Q,(s)D,(s>. 
One can check directly that the number of even terms in the numerators 
and denominators of D,,(q) and D,,+,(q) are a2 and (a + 1)2, respec- 
tively. Hence, D,(- 1) is finite (and nonzero). It is also easy to check that 
Q,( - 1) is finite, so we may conclude that P,,([u13, - 1) = P&.3([u13, - 1) = 
Q,(- l)D,( - 1). Furthermore, since Q2,+l(q> has a zero at q = - 1, it 
follows that P$2u + 113,- 1) = 0. Note also that the complementation 
map reverses parity if IBI is odd, which proves ncXxa([2a + 113) = 0. 
To finish the proof, we show that P&,([2u13,- 1) = n,-,,,([2~]~). For 
this we have 
Q,,(-1) = fj G = l/Q,(l)) 
and we claim that there is a similar relation involving D,,(q), namely, 
D2,(-1) = Q,(l)[W)]'. (3.1) 
Once this is established, it will follow that P;1$[2u13, - 1) = D,(1)2. This 
agrees with the known formula for nC3,,([2a13) due to Kuperberg [Kl. 
Remark 3.1. The numbers D,(l) for a = 0, 1,2,. . . comprise the infa- 
mous sequence that begins 1,2,7,42,429,7436,. . . [RI. They were first 
considered by Andrews [A3], who proved that D,(l) is the number of 
descending plane partitions with parts I a. He also conjectured that 
D,(q) was the generating function for these plane partitions, weighted 
according to the sum of the parts. This conjecture was later proved by 
Mills et al. [MRR~]. Note that this implies the non-obvious fact that D,(q) 
is a polynomial with (nonnegative) integer coefficients. Mills et al. later 
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conjectured that D,(1>2 = n,~xK([2u13) and D,(l) = n,3,,([2a13> (see 
[MRR2] and [Stl]); these conjectures were proved by Kuperberg (as cited 
above) and Andrews [A4], respectively. 
Thus it remains only to verify (3.1). For this, we begin by noting that, 
since L&(q) has a finite, nonzero limit at q = - 1, we can evaluate the 
limit by means of the cancellation rule mentioned at the beginning of 
Section 2. Since the even terms in the numerator of D,,(q) occur for i + j 
odd, their contribution amounts to 
I-I 2a + 2i + 2j - 2 n 2a + 2i + 2j - 2 
152i12j-112a 152i-152ji2a 
= n 2a+2i+2j-2. 
1 <i, jla 
Similarly, the contributions from the denominator amount to 
l-I 2i + 2j - 2 = n 4i + 2j - 2 
lli12j-ls2a 112i12j-ls2a 
x I-I 4i + 2j - 4, 
112i-12j~152a 
so we have 
thus proving (3.1). 
Although it was not needed to prove Theorem 1.1, the following fact is 
noteworthy. 
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PROPOSITION 3.2. We hue P;l,< B, q) E Z[ q]. 
Proof Let @r(4) E Z[q] denote the rth cyclotomic polynomial, i.e., 
the minimal polynomial of a primitive rth root of unity over Q. Let 




@3r(q) if 31r 
@3r(4)@r(4) if3 -t- r. 
It follows that if B(q) E Z[q] divides A(q3>, and no zeros of B(q) are 
primitive rth roots of unity with 31r, then B(q) divides A(q). 
Now let A(q) = D,(q) (known to be a polynomial by Remark 3.1), and 
let B(q) be the denominator obtained when Q,(q) is expressed as a 
quotient of relatively prime polynomials. It is clear from their definitions 
that the zeros of D,(q) and P,$[u]~, q) occur only at roots of unity. 
Therefore, since Pc$a]3, q) = Q,(q>D,(q3) is known to be a polynomial 
with integer coefficients (Table l), it follows that B(q) divides A(q3>. 
From the definition of Q,(q) it is clear that B(q) is a divisor of nF=r(l - 
4 3i-2), so no zero of B(q) is of order divisible by 3. Thus we have met the 
above hypotheses, so we conclude that B(q) divides D,(q), and therefore 
P$a13, q) = Q,(s>Qh> E Z[sl. I 
4. TOTAL SYMMETRY WITH COMPLEMENTATION 
In this section, we prove Theorem 1.1 in the case 6 = S,. 
Consider the evaluation of P;13(B - l), where B = [a13. By taking the 
elements (i, j, k) with 1 5 i 5 j I k I a as orbit representatives for B/S, 
we obtain 
P&(&q) = n 
(i+j+k-1) 
lsisjsk<a (i+j+k-2) = n 
(a+i+j-1) 
15i5j5a (i + 2j - 2) ’ 
(4.1) 
If a is odd, it is easy to show that this rational function has a zero of order 
(a -t- 1)/2 at q = - 1, so we have P&(B, - 1) = 0 in such cases. If B = 
[2a13, then the even terms in the numerator of (4.1) occur when i + j is 
odd; in the denominator they occur when i is even. In both cases there are 
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a2 such terms, so the limit is finite and nonzero (cf. the discussion at the 
beginning of Section 2). Suppressing the odd terms in the numerator yields 
n 2a + 2i + 2j - 2. JJ 2a + 2i + 2j - 2 
2i&!--1s2a 21- 112js2u 
= n 2a + 2i+ 2j- 2. 
i, jla 
Similarly, suppressing the odd terms in the denominator yields 
JJ 2i+ 2j-2= fl 2i+2j-2. 
2isjs2a 2lsjsa+i a+igs2a2i + 2j - 2 
= n 4i+ Zj- 2. n 2a +2i + Zj- 2, 
isjla i<jsa 
so we have 
. 
~;3(Pa13,- 1) = n "2: ::1,' = D,(l). (4.2) 
1 <isjsa 
By the result of Andrews [A41 (see Remark 3.1) we know that D,(l) = 
ns,,,([2a13>. Since nSyxK ([2a + 113) is obviously zero, we therefore have 
P$B,- 1) = TZ~,~~(B) for all B. 
The remainder (and bulk) of this section is devoted to proving that 
N&(B,- 1) = P;,<B,- 1) (4.3) 
for all B. Before starting the proof, let us note that the number of S,- 
orbits in B = [aI3 is a i 2 
( 1 
. This quantity need not be odd when a is odd, 
so the complementation map cannot be used to prove that Ni3([2a + 113, 
- 1) = 0 for all a. We will have to establish this fact by less direct 
means. 
The outline of the proof of (4.3) is as follows. First, we use non-inter- 
secting path methods to construct a skew-symmetric matrix whose Pfaffian 
is N$[a13, q). The matrices are obtained by elaborating the construction 
in [Ste2], where a Pfaffian is given for n,$[a13>. (Another Pfaffian for 
N$[a13, q) has been given by Okada [Ol.) Once the Pfaffian is obtained, 
we specialize to q = - 1, and use linear algebra to reduce the Pfaffian to a 
determinant that is known to be the number of descending plane parti- 
tions with parts I a. Since it is relatively easy to prove that descending 
plane partitions are enumerated by this determinant (Theorem 3 of [A3]), 
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but relatively hard to prove that the determinant agrees with (4.2) (Theo- 
rem 10 of [A31), the argument we give below can thus be viewed as a 
(nearly) self-contained proof that N$2a13, - 1) is the number of descend- 
ing plane partitions with parts I a. 
4.1. Non-intersecting Paths 
Let g0 be the directed graph with vertex set {(i, j): 0 2 i 5 j < a} and 
arcs directed from vertex u to vertex u if u - u = (1,O) or (0, - 1). In 
Section 1 of [Ste2] we proved that there is a one-to-one correspondence 
between S,-invariant plane partitions in B = [aI3 and sets of non-inter- 
secting (directed) paths in 9a in which the initial points of the paths are 
of the form (0, i>, and the terminal points of the paths are of the form 
(.i, j>. 
It will be necessary for what follows to create an enlarged graph 9: by 
adding a new vertices of the form (- 1, O), (- 1, l), . . . , (-- 1, a - 11, with 
arcs directed from (- 1, i) to (0, i). For example, the graph 9; is displayed 
in Fig. 1. Note that, by deleting each first arc in a set of non-intersecting 
paths with initial points of the form (- 1, i), we obtain a set of such paths 
with initial points of the form (0, i), and conversely. 
Let g0 denote the set of paths in g: with initial and terminal points of 
the form (- 1, i) and (j, j) for some i and j. Define the area bounded by a 
path P to be the number of vertices (i, j> such that there is a vertex of the 
form (i, k) on P with i 2 0 and j 5 k. Let lPI denote the area bounded 
by P. Note that IPI can be obtained by assigning weights to the arcs as in 
Fig. 1 (horizontal arcs are given weight O), and then adding the weights of 
the arcs of P. 
FIGURE 1 
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Let {P,,..., P,} be a set of non-intersecting paths in 9?:, and assume 
that the paths are ordered so that the initial points (- 1, ir), . . . , (- 1, i,) of 
PI,..., P, satisfy i, > . . . > i,. The S,-invariant plane partition 7~ in 
B = [aI3 that corresponds to this set of paths (according to the bijection in 
[Ste2]> can be described as follows: the vertex (j, k) of 9a is bounded by 
the path P, if and only if (i, i + j, i + k) E r. In particular, since i < i + 
j 5 i + k, it follows that the number of S,-orbits of points in rr corre- 
sponds to the sum of the areas bounded by the paths Pi. 
Summarizing Lemma 1.2 of [Ste2] and the preceding analysis, we have 
where S ranges over all non-intersecting subsets of PO, and IS] denotes 
the sum of the areas bounded by the paths in S. 
4.2. PfaJtans 
For i 2 0, define ui(q) = Cpr9q IpI to be the area generating function 
for all paths P EgO with initial p&nt (- 1, i). For j > i 2 0, define 
q,(q) = C qlpI+IQI, 
p, QE.Ya 
where the sum ranges over all non-intersecting pairs P, Q ~9, such that 
the initial points of P and Q are (- 1, i) and (- 1, j). Note that ui and uij 
are independent of a. 
Given the path interpretation of Ni3([u13, q) from (4.41, we can use 
Theorem 4.1 of [Stel] to construct a skew-symmetric matrix whose Pfaffian 
is A?$u]~, q). (This has been done already for the case q = 1 in Section 2 
of [Ste2].) In particular, by applying Theorem 4.1(b) of [Stel], we obtain 
LEMMA 4.1. We have N$2a + 113,q) = Pff~~lL~~~,~~~~, where [u$] 
is the unique skew-symmetric matrix satisfying 
u;. = 
i 
( -l)i+j-l + uj(q) if -1 = i <j, 
( -lF1 + uij(q) if 0 I i <j. 
582a/68/2-11 
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Similarly, by applying Theorem 4.1(c) of [Stel], we obtain 
LEMMA 4.2. We have N$2a13, q) = Pf[z$*l-Zli,jiZa, where [uy] is 
the unique skew-symmetric matrix satisfying 
I 
WY if -2=i<j, 
u;.* = (-l)i+j-l + uj(q) if -1 = i <j, 
(-1Y + Uij(q) if 0 I i <j. 
It should be noted that the rows and columns we have used for these 
two matrices are in a permuted order relative to the ordering used in 
[Stel], but is easy to check that this particular rearrangement does not 
affect the sign of the Pfaffian. It should also be noted that it will not suffice 
to merely evaluate the square roots of the determinants of the above 
matrices (at q = - 1); we have no way of knowing a priori that N.$a13, 
- 1) is nonnegative. In particular, the sign of the outcome of our calcula- 
tions depends on the branch of the Pfaffian chosen, so we should explicitly 
note that the branch used here and in [Stell is the one for which the direct 
sum of n copies of the matrix -1 o 1 1 ’ ’ has Pfaffian equ al to one. 
To explicitly describe the polynomials ui(q) and uij(q), it will be 
convenient to introduce two notations. First, if z is any indeterminate and 
y1 is a nonnegative integer, define 
(z; q)n := (1 - z)(l - zq) . . . (1 - zq”-1). 
Second, for any Laurent polynomial f(t), let [t”] f( t) denote the coeffi- 
cient of tn in f(t ). In particular, [ 11 f(t) denotes the constant term. 
LEMMA 4.3. For j > i 2 0, we have 
(a) lli(q) = qi+l(-q; q)i* 
(b) uij(q) = -qi+jt2[1]& [(qt; 4)i(qt-‘; S>j - (qt-‘; 4)i(qt, 4)jl. 
Proof. (a) Let cij(q) denote the generating function for paths in 9: 
with initial and terminal points (- 1, i) and (j, j). Such paths can be 
specified by recording the series of weights on the vertical arcs of the path 
(cf. Fig. 1). The seque,nces so obtained consist of j + 1 strictly decreasing 
positive integers starting with i + 1 (and are characterized as such), so we 
have 
cij(q) = qi+l[ tj]( -qt; qji = qi+l[ t-j]( -qt-l; q)i. 
PLANE PARTITIONS 389 
Therefore, 
‘i(q) = C’jj(9) = q’+l( -4; 4)i. 
For (b), note that, by the fundamental theorem on non-intersecting 
paths (e.g., Theorem 1 of [GV], or Theorem 1.2 of [Stell), we have 
',j(q> = C Cik(q)Cjl(q) - cil(4)cjk(q) 
Osk<lsj 
= O-~l<icik(s)cj,j-i(4) - c ‘i,i-l(q)‘jk(q) 
< Osk+l<i 
_ i+j+2 
C [tk](-qt;q)i. [t’-‘](-qt-1;4)j 
Osk+l<j 
-4 
i+j+2 o,E<jLw( -K’; S>i . Vl( -@i 915 
zz 4 itJt2 C [t’-‘]( -qt; q),(-qt-l; q)j - q’+j+2 
Osr<j 
x c [t’-‘I(-qtr’; S)i< -@; S>j 
O<r<i 
=9 i+j+2[11 &[(l - t’)(-qt;q)i(-qt-‘;4)’ J 
-(l - t'>(-qtp'; 4)i( -qt; S)j]. 
To see that this does agree with the claimed formula, note that the 
transformation t + -t does not affect the constant term, and also that 
the Laurent polynomial 
&[tj(-qt;q)i(-qt-‘:q). - ti(-qt-Qq).(-qt.q)-] J I ) J 
has no constant term. 1 
Following [Ste2], let us define a skew-symmetric bilinear form on Q[t] by 
setting 
(f,g> := [‘I& LfWdl/t) -fW)df)l 
for all f, g E Q[t]. Among the many useful properties of this form, let us 
explicitly note the following (cf. Lemma 3.1 of [Ste2]). 
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LEMMA 4.4. For all j > i 2 0 and f, g E Q[t] we have 
(a) (t’, tj) = (- 1y+j-1. 
(b) (f, 1) = f(- 1) - f(O). 
(c) uij(q) = -q2(qi(qt; q)i, qj(qt; q)j). 
(d) ((t + t2)f(t2>,(t + t2>g(t2>> = 0. 
Proof. Parts (a> and (b) are routine. Part (c) follows directly from 
Lemma 4.3. Part (d) is a simple consequence of (a). 1 
4.3. Linear Algebra 
We now specialize to the case q = - 1. 
Let ( . ; > denote the skew-symmetric bilinear form on Q[t] defined by 
the property that for i, j 2 0, (t’, tj) is the i, j-entry of the matrices in 
Lemmas 4.1 and 4.2 at q = - 1. By Lemma 4.4 we have 
(t’,tJ) = (CC) - ((-l)‘(-t;- l)J-l)‘(-t;- l)j). 
Since C-t;- l)2i = (1 - t2)’ and C-t;- 1)2i+l = (1 + t>(l - t2)‘, it fol- 
lows that 
(f,g> = (f,s> - (fo(1 - t2> - (1 + t)fdl - t2), 
g,(l - t2) - (1 + t)g1(1 - t”)) (4.5) 
for all f, g E Q[t], where f(t) =f&t2> + tfl(t2> and g(t) = go(t2> + 
tg@2>. 
Now extend ( . , . ) skew-symmetrically to t - ’ Q[ t I by defining 
(t-Q-> =f(-1) -f(O) (4.6) 
for all f E Q[t]. It is easy to see that (t-l, t’) = (- 1)’ + ui(- 1) (cf. 
Lemma 4.3(a)), so Lemma 4.1 implies 
%,([2a + 113,- 1) = Pf[(t’, tj)]-lri,,<20. 
We claim that ( * , . > is degenerate on t- ’ Q[ t]. More precisely, we 
claim that 
(2t-’ + 1, t-’ +f(t)> = 0-l + l,f(t)> = 0 (4.7) 
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for all f E Q[t]. Considering (4.6) this amounts to showing that (1, f> = 
2f(O) - 2f( - 1). However, by (4.5) and Lemma 4.4(b), we have 
(l,f> = (l,f) - (Lf& - t2> - (1 + W1(t2)) 
= (f(0) - f( - 1)) - (f&) - fl(l) -MO>> = 2f(O) - 2.f( - 117 
(4.8) 
as desired. Consequently, we have N$2a + 113,- 1) = 0. 
For the even cases, let us further extend ( . , . > skew-symmetrically to 
tp2Q[t] by defining 
(t-*J(t)) = -f(-1) 
for all .f’ E t- ‘Q[t]. By Lemma 4.2, it follows that 
N,3([2a]3,- 1) = Pf[(t’, t')]-2si,j<2a. 
It will be convenient to eliminate the first two rows of this Pfaffian. To 
achieve this, consider the linear transformation 4: tp2Q[tl --) t-*Q[t] 
defined by 
cL(f(t)) =f(t) + W1lfW 
for all f E tp2Q[t]. This is a lower triangular, unit-diagonal transforma- 
tion with respect to the ordered basis te2, t-l, 1, t, . . . , so it follows that 
N;([2a13,- l) = Pf[(+(t’), +Ct’>)l -2si,j<2a’ 
However, ($,(tr2>, t/d-‘)) = (tm2, t-’ + l/2) = l/2, and 
<$(f(q),$(t-‘>> = (f(t),t-’ + l/2) = 0 
for all f E Q[ t] by (4.7), so, by a Laplace-type expansion along the first 
two rows and columns of the Pfaffian, we obtain 
2Ni,([2CZ]‘,- 1) = Pf[(lC,(t’), $(ti))]“<i,j<2n = Pf[(t’~ti)10<i,j<2~~ 
Now define another linear map cp: Q[tl + Q[t] by setting cp(tf(t2)) = 
tf(t2> and 
P(W2)) = (1 + l/t)(f(t’) -f(O)) +f(O> 
=W2) + t-‘(w2) -f(O)) 
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for all f E Q[tl. It is easy to see that cp is an upper-triangular, unit-diago- 
nal transformation with respect to the ordered basis 1, t, t2,. . . , so we 
have 
2Ni,([2a13>- ‘) = Pf[(cp(t’),cp(fj))]ll~i,j<2u’ 
We claim that the image of Q[t2] under cp is isotropic; i.e., 
b(f(t2)), 9(g(t2))> = 0 
for all f, g E Q[t]. To prove this, it suffices by linearity and skew-symme- 
try to consider two cases: (1) f(0) = g(0) = 0, and (2) f(t) = 1, g(0) = 0. 
In the first case, we have (p(f(t2>> = (1 + l/t)f(t2) and (p(g(t2>) = (1 + 
l/t>g(t2>, so (4.5) implies 
b(f(t2)), ‘p(g(t2))) = (( t2 + t)f*(P),(P + t)g*(P)) 
+((t2 + t)f*(l - t2),(t2 + t)g*(l - t’)), 
where f *(t> = f(t)/t and g*(t) = g(t>/t. Both terms in this expression 
are zero, by Lemma 4.4(d). In the second case, note that (4.8) implies 
b(f(t2)), q(g(t2))> = (1, (t2 + t>g*(t2)> = 0, 
so the claim follows. 
Thus (4.9) is the Pfaffian of a matrix [bij] with the property that 
b2,,2j = 0 for all i, j. It is easy to show that for such matrices one has 
Pf[biJ]Oci,j<2a = det[b2i,2j+l]iJ<i,jia’ 
(4.10) 
so we have 
2~:~([2a]“,- 1) = det[(cp(t2’),cp(t2i+1))10Li,j<o. 
More generally, it follows that 
2Ni,([2a139- 1)= det[((p(f;(t’)),(p(tf,(tZ))l,i,i<n’ 
wheref,,f,,f,,..., is any sequence of manic polynomials with deg( fi> = 
i. 
To simplify matters, let us introduce another bilinear form on Q[t] by 
defining 
(f, g>’ := b(f(t2)), cp(tg(t”>)> 
for all f,g E Q[t]. If f(O) = 0, then we have cpo(f(t2>) = (1 + l/t>f(t2>, 
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so, in such cases, 
(f,d’ = ((1 + l/qf(t”>,tg(t”)> = ((t + t2>f*(t2),tg(t2)) 
-((t + t’)f*(l - t”),(l + t)g(l - t”)), 
where f*(t) = f(t)/t. Using the definition of (. , . ), we obtain 
(f, g)’ = Dl& [(I + t>f*(t2)g(t-*> - (1 + l/t>f*(t-2>g(t2)] 
-[l]&[(l + t)‘f*(1 - P)g(l - t-2) 
- (1 + l/t)“f”(l - t-‘)g(l - t*)] 
= [l]tf”(tZ)g(t-2) - [l]f*(t-‘)g(t”) 
-[l](t + t’)f*(l - P)g(l - t-2) 
+[1](1 + l/t)f*(l - tP)g(l - t*> 
= -[l]f*(t-2)g(tZ) + [l](l - t’)f*(l - P)g(l - t-2) 
= Dlf(l - t)g(l - l/t> - [mf(l/t)dq. 
Note that the third equality is obtained by deleting the odd powers of t. 
In the case f(t) = 1, (4.8) implies (1, g)’ = (1, tg(t2>) = 2g(l), whereas 
the above expression yields g(l). Thus, to summarize the above calcula- 
tions, we have proved 
LEMMA 4.5. Iffo, fl, f2,. . . E Q[t] are manic and deg(f,) = i, then 
Ni3([2a13,- 1) = det[cijIOsi,j<as 
where ci, = [l]fi(l - t>f,(l - l/t> - tfi(l/t)fj(t). 
By choosing fj(t> = (t - l)‘, we obtain 
Cij = [I]( -t)i-’ + [l]( -t)-yt - qL+j = &, + (-q’+’ 
If we rescale the ith row and column of [cij] by (- l)‘, we obtain 
N;J([~cz]~,- 1) = det 6.. + 
[ ‘I ilr:ilO<i,,<a’ 
The first row of this matrix is [l, 0, 0, . . 1; eliminating this row and the first 
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column therefore yields 
2 )I Osi,j<a-1 
By Theorem 10 of [A31 this determinant is known to be D,(l) (cf. (4.211, so 
the proof of (4.3) is now complete. 
5. TOTAL SYMMETRY WITH A TWIST 
In this section, we prove Theorem 1.2 in the case G = S,. 
Assume B = [a]“. Using the notation introduced in Section 2.2, we have 
. I-I 
(a + i + j - 1)~ 
lsi<jsa (i + 2j - 1)6 
a (3i - 1)(3i - 2)a(a + 2i - 1)s 
= lQ (3i - 2)(3i - 1)3(2i - 1)3 
. n (a+i+j-l)fj 
(i + 2j - 1)~ ’ (5.1) lli<j<a 
If a is odd, it is easy to see that this rational function has a zero of order a 
at q = - 1, so we have Ps,(B, - 1) = 0 in such cases. In the even cases, 
one can show that the first of the two factors in (5.1) approaches 1 in the 
limit q -+ - 1, so we have 
Q(Pd- 1) = rI 
2a+i+j-1 
1 <i<j<2a i+2j-1 
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On the other hand, there is an explicit formula for n,?(B) due to Mills 
et al. [MRR3]. By Theorem 5.3 of [Steal (an alternative proof of an 
equivalent formula) it is known that 
22"-'n,r([2a]3) = ns3([2u - 113) = P;.,([2a - 113,1). 
Furthermore, by (4.1) we have 
P;.,([2a - 113, 1) = n 
2a+i+j-2 
lriij<2a i+2j-2 
= ygo2 (3j’+“il;~gy-+:i’!l)~ . (5.3) 
Using (5.2) and (5.31, it is now a routine matter to check that 
$([2a - 113, 1) = 2”“-$([2+ l), 
thus proving P,3([2a13, - 1) = n,$[2a13>. 
Now consider the evaluation of N,$B,- 1). If a is odd, then IBI is odd, 
so the complementation map provides a sign-reversing involution that 
proves N,JB,- 1) = n,:(B) = 0, and this agrees with the above analysis 
of Ps,(B, - 1). 
The remainder (and bulk) of this section is devoted to proving that 
4;([2a13,- 1) = n,:p13). 
The proof will be similar to the proof of (4.3). We use non-intersecting 
path methods to construct a skew-symmetric matrix whose Pfaffian is 
N,3([2a13, 41, and then use linear algebra to show that, for 4 = - 1, the 
Pfaffian can be reduced to a determinant whose value is known to be 
n,,([2al3>. 
5.1. Non-intersecting Paths 
Let g0 and 9: denote the directed graphs we defined in Section 4.1, 
and let 9a continue to denote the set of all paths in &Z$ whose initial and 
terminal points are of the form (- 1, i> and (j, j>. Recall that there is a 
one-to-one correspondence between S,-invariant plane partitions in B = 
[al3 and non-intersecting subsets of pa. 
Let {P,, . . . , PJ denote the set of paths corresponding to some S,- 
invariant plane partition 77, numbered so that the initial points 
(- 1, ii), . . . , (- 1, i,.) of P,, . . . , P,. satisfy i, > . . . > i,. Recall that if the 
vertex (j, k) (where j 2 0) is in the area bounded by the path P,, then 
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FIGURE 2 
(i, i + j, i + k) E r, and conversely. Therefore, let us modify the defini- 
tion of the “area” bounded by a path P to be a weighted sum over the 
vertices of ~8~ bounded by P. The weight of a vertex should be the size of 
the S,-orbit of the corresponding element of B. Thus, the vertex (0,O) has 
weight 1, the vertices of the form (j, j) or (0, j) (where j > 0) have weight 
3, and the vertices of the form (j, k) (where k > j > 0) have weight 6. As a 
counterpart to (4.4), we therefore have 
N,;(b13,q) = c P*, (5.4) .scPa 
where S ranges over all non-intersecting subsets of pa, and ISI * denotes 
the sum of the weighted areas bounded by the paths in S. If we assign 
weights to the arcs of g: as in Fig. 2 (with horizontal arcs having weight 
O), then the weighted area bounded by a path P ~9~ can be obtained as 
the sum of the weights of the arcs of P. 
5.2. Pfafians 
Proceeding as in Section 4.2, let ui(q) = Cpt9,qlP1* denote the generat- 
ing function for the weighted area of all paths $ .9* with initial points 
(-l,i>, and for j > i 2 0 define 
where the sum ranges over all non-intersecting pairs P, Q E 9a such that 
the initial points of P and Q are (- 1, i) and (- 1, j). 
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Given the path interpretation of N,JB, q) in (5.4), the following is a 
direct consequence of Theorem 4.1(c) of [Stel] (cf. Lemmas 4.1 and 4.2). 
LEMMA 5.1. We have Ns3([2a13, q) = Pfl v:]-~ s 1,, <2a, where 1: vi’;:] is the 
unique skew-symmetric matrix satisfying 
I 
t -1Y’ if -2=i<j, 
vf$ = (-l)‘+j-i + v,(q) if -1 = i <j, 
t - lY +vLj(q) ifOsi<j. 
The following result provides a simple formula for vi(q), and expresses 
vii(q) in terms of the skew-symmetric form (. , . > we introduced in 
Section 4.2. 
LEMMA 5.2. For j > i 2 0, we have 
(a> uj(q) = 9 3i+y -93; 96). 
(b) uij(q) = -q2(q3i(q3t; q6)i> q3j(q3t; S”>j>. 
PYOO~. Using the weights in Fig. 2, let cij(q) denote the generating 
function for paths in g; with initial and terminal points (- 1, i> and (j, j). 
It is easily shown that 
cij(q) = qj’+‘[tj]( -4%; q6)i. 
The remainder of the proof is now essentially identical to that of 
Lemma 4.3. i 
5.3. Linear Algebra 
Now specialize to the case q = - 1. 
Let us define a skew-symmetric bilinear form [., . ] on td2Q[ t ] by setting 
[f,gl := (“WLdt)) - (f(-1 - t>,g(-1 -t)) 
for all f, g E Qbl, 
(5.5) 
[t-l,f] :=f(-1) -f(O) 
for all f E Q[t], and 
[t-2, f] := -f( - 1) 
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for all f E t-‘Q[t]. Using Lemma 5.2, it is easy to check that [t’, tj] is the 
matrix of Lemma 5.1 at q = - 1, so we have 
(5.6) 
To eliminate the first two rows and columns of this Pfaffian, let us 
define a linear map Jr : t-‘Q[t] + tp2Q[t] by setting 
~(bt-~ + ct-’ +f(t)) = bt-2 + (c +f( -l))t-’ +f(t) 
for all f E Q[t] and b, c E Q. Note that this mapping has an upper-trian- 
gular, unit-diagonal matrix with respect to the ordered basis 
t-2, t-1,1, t,. . . . The Pfaffian in (5.6) will therefore be unaffected if we 
replace [t’, tj] with [t/d?>, t,b(tj>]. H owever, we have [t,W2>, t/A-‘)] = 
[tp2, t-‘I = 1, and 
[y?(t-“),f)(f(t))] = [t-‘J-q-‘+f(t)l =f(-1) -0-l) =o 
for all f E Q[t]. Thus, by a Laplace-type expansion of the Pfaffian, we can 
delete the first two rows and columns of [q!dt’>, q!dt’>], obtaining 
The same effect can be achieved by defining a new bilinear form on Q[ t ] 
so that 
[f,g]':= [yqf),$(g)] = [f(-l)t-'+f(q>s(-l>t-'+ml 
= [f,g] +f(-1)[t-‘,g(t)] -g(-l)[t-‘Jwl 
= [f,gl +f(O>g(-1) -t-cl)g(O) (5.7) 
for all f, g E Q[t]. In these terms, we have 
and more generally, 
(5.8) 
where fO, f,, . . . is any manic basis of Q[t] with deg(f,) = i. 
Now consider the involution on Q[ t ] defined by f(t) e f +( t ) := f( - 1 - 
t).LetQ[tl+= {f~ Q[tl:f(t> = *f(-1 - t)}denotethetwoeigenspaces 
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for ’ on Q[t]. By (5.51, it is easy to see that 
[fh’] = -[f,g] 
for all f, g E Q[ t], and the same is true for [f, g]‘. It follows that 
[f, gl = [f, gl’ = 0 for f, g E Qktl’ or f, g E Q[t]-; i.e., Q[t]’ are both 
isotropic subspaces with respect to both forms. Since the mapping f +-+ 
f(t - l/2) defines linear isomorphisms between Q[t] * and the subspaces 
of even and odd polynomials in Q[t], it follows that there exist bases f,(t) 
of Q[tl such that deg(f,) = i and fo, f2,. . (resp., f,, f3,. . .) span Q[t]’ 
(resp., Q[tl-1. In such cases, we have [fzi, fzj]’ = 0, so (4.10) and (5.8) 
imply 
NSi,j([2a13~- ‘) = det( [f2i, fij+l]‘)“<l,j<aj 
assuming that f, is manic. Furthermore, since the mapping f(t) * (t + 
1/2>f(t) defines a linear isomorphism from Q[tl’ onto Q[tl-, it follows 
that once we have chosen fzi, we can then choose f2i+l(t) = (t + 
1/2)f,,(t>, obtaining 
Ns3([2a13,- 1)= det([f&L (t + ‘/‘)f*j(t)]‘)Ori,jcfll 
where fo, f2,. . is any manic basis of Q[t]’ with deg (fzj> = 2i. 
We now introduce a linear map cp : Q[t]‘-+ Q[t]’ defined by 
t(t + l) df)W := (t - l)(t + 2) (f(f) -fW) +f(1>. 
Note that if f(1) = 0 then f(- 2) = 0, since f(t) = f( - 1 - t), so this map 
is indeed well-defined. It is easy to see that f ++ p( f > preserves the degree 
and leading coefficient of f, so we have 
NS;([2a13~- ‘) = det([V(f2i)(t)~(t + 1/2)f21(f)]‘)O~i,j<a’ (5'9) 
where fo, f2,. . . are as above. 
LEMMA 5.3. For all f, g E Q[t]‘, we have 
b(fHWt + WMt)l’ = [~lf(wl/~). 
Proof. First note that if f+E Q[t]’ and f-E Q[t]-, then (5.7) simpli- 
fies to 
[f+xl = [f+>f-l - 2f+(o)f-(o) = qf+,f-) - 2f’(0)fp(O), 
(5.10) 
using (5.5). 
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By linearity, it suffices to consider two cases: f(t) = 1, and f(1) = 0. In 
the first case, we have cp(f) = 1, and therefore 
b(f)(t)> (t + W)g(f)l = 2(L (f + W)g(t)) - &T(O) = s(O) 
by successive applications of (5.10) and Lemma 4.4(b). This agrees with 
[llfWdl/t). 
In the second case, we have &f)(t) = t(t + l>f(t)/(t - l>(t + 2). Us- 
ing (5.10) and the definition of (*, . >, we obtain 
b(f)W~ (t + WgWl’ 
=i 
t(t + l) 
2 (t - l)(t + 2) 
f(t),(t + 1/2)g(t) 
= [l]; y I)jf~t2~2~t)i(t)g(l,t) 
[ 
(1 + l/t)(1/2 + t)/t 
(l/t - 1)(1/t + 2) f(l’t)g(t) 
= PI 
= PI -+w/r) - 111 of = [ufwdl/~)~ 
Note that both summands in the third equality are Laurent polynomials 
(since f(l) = O), so we justified in substituting t + l/t in the following 
step. 1 
As a manic basis for Q[t]‘, let us choose f2Jt) = t’(t + 1)‘. Since 
. 
[l]f,i(t)f,j(l/t) = [l]t’-‘(1 + t);(l + l/t)’ = I+‘i ) 
i I 
it follows that . 
1V~,([2a]~,- 1) = det ii’P’i [i )I > O<i, j<a 
by (5.9) and Lemma 5.3. Using non-intersecting path methods, Mills et al. 
have shown that this determinant is the number of ST-invariant plane 
partitions in [2a13 (see Theorem 3 of [MRR3]). Hence, the proof of 
Theorem 1.2 is now complete. 
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6. POSETS WITH GOOD COMPLEMENTS 
By a complemented poset we mean a triple P = (X, I, c) consisting of 
a finite set X, a partial order I on X, and an order-reversing involution 
c: X + X. By abuse of notation we will sometimes identify P with the 
underlying set X. 
Let J(P) denote the lattice of order ideals of P. Note that the 
involution c can be lifted to J(P) in an obvious way by defining I ++ I” := 
{n E X: xc +C 1) for all I E J(P). Let N(P, q) denote the rank generating 
function of J(P), i.e., 
N( P, q) := c q’I’, 
ICI(P) 
and let SC(P) denote the number of self-complementary (i.e., I = I”) order 
ideals of P. The part of the “q = - 1 phenomenon” covered by Theorem 
1.1 amounts to the assertion that 
N(P,- 1) = SC(P) 
for any of the (complemented) posets P of the form B/G, where G is a 
subgroup of S,, and B is a product of three chains. Of course, our proof 
that these posets have this nice property is unsatisfactory in that it gives no 
insight into why the result is true. In an attempt to improve our under- 
standing, it is natural to look for general classes of posets for which (6.1) 
holds. Of course, one obvious class of such posets is that for which /XI is 
odd. In this case, the involution 1 H I’ changes the parity of III, and thus 
proves N( P, - 1) = SC(P) = 0. 
At the extreme, one might desire a general classification of all posets 
that satisfy (6.1) (or, even more generally, one could replace N(P, q) by 
the rank generating function of any ranked, complemented poset, and look 
for instances where setting q = - 1 yields the number of self-complemen- 
tary elements), but such a task is probably so unwieldy as to be hopeless. A 
more realistic goal is to look for restricted circumstances where (6.1) 
holds. In this and the following section we will study one such circum- 
stance in detail. 
Assume that P = (X, 5, c> is a complemented poset. For each k > 0, 
define P X [kl to be the complemented poset obtained by partially order- 
ing X X [k] via the product of the order on P and the natural total order 
on [k], using (x, i> ++ (xc, k + 1 - i) as the order-reversing involution. 
Let N,(P, q) = N(P X [k], q) denote the rank generating function for 
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J(P X [kl), and let SC,(P) = sc(P X [k]) denote the number of self-com- 
plementary order ideals of P X [k]. We will say that c is a good comple- 
ment for P if 
Nk( P,- 1) = SC/J P) 
for all k > 0; i.e., a good complement is one for which P x [k] satisfies 
(6.1) for all k. 
By Theorem 1.1 (in the cases with ]G] 5 2) we know that the posets 
P = [al X [bl and P = [a12/S2 = J([21 x [a - 11) have good comple- 
ments. In fact, there is a general class of posets with good complements, 
arising from representations of Lie algebras, that includes these two 
examples as special cases. To explain, let V be an irreducible representa- 
tion of highest weight w for some simple Lie algebra g, The weights of I/ 
are partially ordered by the rule that p > v whenever p - v is a sum of 
positive roots. If o is a minuscule weight, then this poset is a distributive 
lattice, and thus of the form J(P,) for some poset P,. (For a proof and 
further details see [P2].) The posets P, are known as minuscule posets. 
A uniform, representation-theoretic proof of the following result will 
appear in a sequel to this paper. 
THEOREM 6.1. Minuscule pose@ have good complements. 
The poset P = [a] X [b] is indeed minuscule; it is associated with the 
ath exterior power of the defining representation of sl, (n = a + b). 
Similarly, the poset P = J([2] X [n]) is the minuscule poset associated with 
the spin representation of SO~,,+~. For a list of all minuscule posets, see 
Proposition 4.2 of [P2] or Exercise 4.25(f) of [St2]. We should remark that 
Theorem 6.1 immediately suggests the conjecture that Gaussian posets2 
have good complements. However, there are no known connected Gauss- 
ian posets that are not minuscule, and it is unknown whether all Gaussian 
posets are self-dual. 
In the following section, we will derive a criterion (see Theorem 7.7) 
that makes it feasible, at least for small posets, to check whether a given 
order-reversing involution is a good complement. We have implemented a 
computer program that uses this criterion to find connected posets with 
good complements. We found that the numbers of such posets up to 
isomorphism on 4, 5, 6, and 7 vertices are 2, 4, 5, and 21, respectively. The 
smallest examples not covered by Theorem 6.1 are illustrated in Fig. 3. 
Dotted lines have been drawn to indicate the action of the order-reversing 
involution in cases that would otherwise be ambiguous. 
Given that a product of two chains has a good complement, it is natural 
to ask whether a product of three or more chains might have this property. 
‘For the definition of a Gaussian poset, see Exercise 4.25 of [St2]. 
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FIGLJRE~ 
In fact, by explicit computations (and Theorem 7.7), one can show that the 
poset [213 (i.e., the boolean algebra generated by three points) does have a 
good complement, but that neither [214 nor [2]* X [3] has this property. 
7. SELF-COMPLEMENTARY P-PARTITIONS 
If P = (X, 5) is an arbitrary finite poset (not necessarily comple- 
mented), then the order ideals of P X [k] can also be regarded as the set 
of all P-partitions with parts I k, i.e., the set of order-reversing maps 
f : P + (0, 1, . . . , k}. The order ideal corresponding to the P-partition f is 
given by {(x, i): 1 I i 5 f(x)]. Define IfI = C, EXf(~), so that Ifi is the 
size of the order ideal corresponding to f. In these terms, the quantity 
N,(P, 4) can be viewed as the generating function for P-partitions with 
parts 2 k, weighted by the sum of the parts. 
Assume 1x1 = n, and let X = {xi,. . . , x,] be a natural labeling of the 
elements of X, i.e., a linear ordering with the property that 
Let 
xi I xj implies i 5 j. (7.1) 
9(P) = (w E S, : xw, I xw, implies i 5 j} 
denote the set of linear extensions of P. For w E S,, let D(w) = {i E 
[n - 11: wi > w~+~] denote the descent set of w, and define d(w) := ID(w)] 
and maj(w) := Ci ~ oCw) i. The following result is Exercise 4.24(b) of [St2]. 
We include a sketch of the proof since the details will be important for 
what follows. 
LEMMA 7.1. For any naturally labeled poset P on n elements, we haue 
N,(p,q) = C qm4(w) ’ + “, d(w) , 
w Es%? [ I 4 
where n [I k 4 denotes the Gaussian polynomial. 
582a/68/2-12 
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ProojI For any P-partition f, write f(i) as an abbreviation for f(xi). By 
the fundamental lemma on P-partitions (Lemma 4.5.3 of [St211 one knows 
that the set of P-partitions with parts I k is the disjoint union of the sets 
where w ranges over all of T(P). 
In the special case w = id, it is clear that 
c qlfl = n+k 
f EdJW) [ 1 n 4’ (7.2) 
In the general case, let e, denote the unique minimal element of tik(w) 
with respect to I . I. It is easy to show that lewl = maj(,>, and that 
f-f-e, defines a bijection between dk(w) and &k-dCw)(idl. Hence 
(7.2) implies 
c qlfl = qmaj(w) n + k - d(w) 1 > f Ed/@) n 4 
and the result follows. 1 
We now seek a counterpart to Lemma 7.1 for the quantity SC,(P) we 
defined in Section 6. Thus, let us assume that P = (X, I, c) is a comple- 
mented partial order of an n-set X. The order-reversing involution on 
P X [k], when translated into the language of P-partitions, corresponds to 
the involution f ++ f ‘, where f”(x) := k - f(xc>. In these terms, SC,(P) is 
the number of self-complementary P-partitions (i.e., f = f”) with parts 
I k. 
Let us define a labeling X = {xi, . . . , x,} of P to be c-compatible if it is 
natural (i.e., satisfies (7.1)), and (x,>c = x,+tei for 1 5 i I n. 
LEMMA 7.2. A complemented poset P = (X, 5, c> has a c-compatible 
labeling ifand only if 1(x E X: x = xc}1 I 1. 
Proof. We claim that X can be partitioned into three sets, L, I, and U, 
where L is an order ideal of P, I = (x E X : x = xc}, and U = {x E X : 
xc E L} (an order filter of P). The proof is by induction on 1x1, the case 
(XI < 2 being trivial. We begin by choosing a minimal element of P such 
that x # xc. If no such element exists, then all minimal elements of P are 
c-invariant and thus belong to 1. However, in this case, the fact that 
x H xc is order-reversing forces X = I. Otherwise, we may delete x and 
xc from P, obtaining a smaller complemented poset P’. By induction, we 
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may therefore partition X - {x, xc} into sets L’, I, and u’, where L’ is an 
order ideal of P’ and u’ is the filter complementary to L’. In this case, it is 
easy to see that L = L’ U {x} and U = u’ U {xc} are a complementary 
ideal/filter pair for P, so the claim follows. 
To prove the lemma, note that if P has a c-compatible labeling, then 
there is clearly at most one c-invariant element, namely xi, where i = 
(n + 1)/2. For the converse, partition X into L, I, and U as above, where 
111 5 1. We obtain a c-compatible ordering of X by first choosing a linear 
extension of L, followed by the single element of I (if it exists), and then 
followed by the ordering of U that is complementary to the one chosen 
for L. 1 
For the moment, let us fix a particular c-compatible labeling of P (and 
assume that P has one). For any linear extension w E-Y’(P), define the 
complement wc ET(P) by setting (w’),+, --I := IZ + 1 - wi, and let 
T’(P) := {w E-S?(P): w = wc} denote the set of self-complementary lin- 
ear extensions. Note that i E D(w) if and only if y1 - i E D(w”). 
LEMMA 7.3. If P = (X, 5 , c) is a complemented poset of size n with a 
c-compatible labeling, then 
SCk(P) = 
n + k - d(w) 
rl 1 . -1 
Pro05 Using notation from the proof of Lemma 7.1, note that if 
f E &‘Jw), then fc E J$~(w’>. Therefore, self-complementary P-partitions 







for each such w. Thus let us fix some w E T’(P), and suppose f = fc E 
J&(W). As before, we write f(i) in place of f(xi>. 
Case 1. Assume II is odd, and let r = (n - 1)/2. In this case, wr+i = 
r + 1 and f(r + 1) = k/2 are forced, so there are no such f unless k is 
even. Assuming that k is indeed even, the constraints characterizing 
membership in dk(w) (given that f = f “> are 
k 2 f(wJ 2 ... of r k/2, 
i ED(w) *fCWi) >f(wi+l) (1 5 i s r). (7.4) 
Since w = wc, it follows that exactly half the elements of D(w) are in the 
range 1 2 i 4 r, so the number of such f satisfying (7.4) is also the 
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number of sequences fi, . . . , f, such that k - d(w)/2 2 fl 2 . . . r f, 2 
k/2; i.e., 
( 
r f k/2 - d(w)/2 ). Thus.agrees with (7.31, since [ “,“I I:] -1 = (T). 
Similarly, the faclthat there are no solutions if k is odd agrees with (7.3) 
since 2a [ 1 2r+l -1= 0. 
Case 2. Assume n and k are even, and let r = n/2. In this case, the 
constraints characterizing membership in &k(w) (given that f = f”) are 
identical to (7.4). In particular, note that if r E D(w), then the constraint 
f(Y) > fkt 1) can be replaced by the constraint f(w,> > k/2. Further- 
more, since w = wc, it follows that the number of strict inequalities that 
occur in (7.4) is either (d(w) + 1)/2 or d(w)/2, according to whether 
r E D(w). Hence, the number of solutions for f in this case is 
( 
I + k/2 - [d(w)/21 
i- 
). This agrees with (7.3), since [ 2a2: ‘] -1 = [ ty] -1 = (F). 
Case 3. Assume n is even and k is odd, and let r = n/2. In this case, 
the presence or absence of r E D(w) is immaterial since f(w,> = f(w,+i> 
(and f = f”) can only happen if f(w,.) = f(w,+i> = k/2. Therefore, the 
conditions for membership in dk(w) are 
k >f(w,) 2 ... 20~) 1 (k + 1)/T 
i E D(w) * f(Wi) ‘f(M”i+1) (1 5 i < r). 
The number of strict inequalities that occur in these constraints is either 
(d(w) - U/2 or d(w)/2, according to whether r E D(w). Hence, the 
number of solutions for f in this case is 
( 
r + (k - 1)‘2 - ld(w)‘21 . Again, it is 
’ easy to check that this agrees with (7.3). 1 
1 
The problem of enumerating self-complementary P-partitions in a gen- 
eral complemented poset is reducible to the case in which there exists a 
c-compatible labeling. Indeed, if f is a self-complementary P-partition 
with parts 2 k, then f(x) = k/2 for every x E I, where I = {x E X : x = 
xc}. We therefore define the contraction of P to be the complemented 
poset P, obtained by identifying all the elements of I (if any exist). In 
other words, if I is empty, then P, = P; otherwise, we delete I from X, 
replacing the deleted elements by a single element, say x,, with the 
property that if x < y (resp. x > y> for some x E Z and y E X - Z, then 
x* <y (resp., x* > y). To maintain transitivity, it may also be necessary 
to add the relation y < z if y < x .+ < z. In any case, the fact that this 
construction does yield a partial order relies only on the fact that I is an 
antichain of P. If f is a self-complementary P-partition with parts I k, 
we may define the contraction fx by setting f*(x) = f(x) for x $C I, and 
(if I # 0) f, (x *) = k/2 = the common value of f on I. It is clear that 
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SC,(P) = sc,(P,), since f ++ f* defines a bijection between self-comple- 
mentary P-partitions and P,-partitions. Thus we can replace Lemma 7.3 
with the following more general result. 
LEMMA 7.4. Let P = (X, 5, c) be a complemented poset with contrac- 
tion P, . If P, is given a c-compatible labeling, then 
sc/JP) = 
m + k - d(w) 
m 1 ’ -1 
where m = IP, I 
From this result it follows that SC,,(P) and SC~~+~(P) are polynomial 
functions of k. A more precise statement is as follows. 
COROLLARY 7.5. If P = (X, 2, c> is a complemented poset, then 
(a) SC,,(P) is a polynomial of degree (n - i)/2, 
(b) SC 2k+ 1( P) is either identically 0 (if i > 01, or a polynomial of degree 
n/2(ifi=O),wheren= IX/andi= I{x~X:x=x~}/. 
Proof. Let m = IP, I. If m is even, then i = 0 and both assertions 
follow directly from Lemma 7.4 and the fact that for fixed a, [ 1 a L2k -1 is 
a polynomial of degree m/2 with a positive leading coefficient. If m is odd 
then i > 0 and d(w) is even for every w E~‘(P+.). Part (a) thus follows 
from the fact that 
1 
2a +: + ’ 1 _ 1 is a polynomial of degree (m - 1)/2 with 
a positive leading coefficient, and part (b) is a consequence of the fact that 
2a t 2k 
i I m -1=o. I 
For example, let P be the second poset in Fig. 3. This complemented 
poset has the property that P = P,, and it has two self-complementary 
linear extensions-one with no descent and one with two descents. Thus 
by Lemma 7.4, we have SC~~+~(P) = 0 and 
sczk(P) = 1’“; ‘I-, + [“, “I, = (k + 1)‘. 
Remark 7.6. Assuming that P = (X, I , c> is a complemented 
poset, let us partition X into three parts L, I, and U, as in the proof of 
Lemma 7.2. If f is any self-complementary P-partition with parts I k, 
then f is completely determined by its restriction to L. Let us translate f 
by defining f(x) := f(x) - k/2, and assume that the elements of L are 
labeled xi, x2,. . . , x,. If we disregard certain integrality conditions, the 
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inequalities that characterize f are of the form 
(a) f(xj) 2 f(:(xj) if xi 5 xi, 
(b) f(x,) + f(x,) I 0 if xi 5 (xi)“, 
(c) J”<xj> 5 0 if xi 5 x for some x E I, 
together with the bounds $(x,)1 5 k/2. If we regard f as a linear 
functional on the real vector space freely generated by L, then conditions 
(a)-(c) can be viewed as asserting that ?((a) 2 0 for all a in some subset 
of the root system B, (or C,). This shows that the notion of a self-comple- 
mentary P-partition is an example of Reiner’s root-system analogue of 
P-partitions [Re]. 
The following result gives the promised characterization of good com- 
plements. 
THEOREM 7.7. Let P = (X, I, c) be a complemented poset with con- 
traction P,. Assuming that P and P, are naturally labeled, and that the 
labeling of P, is c-compatible, then c is a good complement if and only if 
c C-1) maj(w)p(w) = ct;- l)n-m c p+), 
w t2yP) we”(P*) 
where n = IPI and m = IP, I. 
Proof Let F(P, t, q) = C,,,N,(P, q)tk. Since 
= [” It “I, tk = l/(t; 9)n+l 
kz0 
(e.g., see Example 1.2.3 of [MI), Lemma 7.1 implies that 
1 
F(P, t, 9) = (t; 4)n+l w~~(p)4maJ(M’)td(W). 
Similarly, if G(P, t) = Ck z O sck(P)tk, then Lemma 7.4 implies 
1 
G(P7 t, = (t;- l)m+l wt~(p*)‘d’“‘~ 
By definition, c is a good complement if and only if G( P, t) = F( P, t, - 1). 
Since n = m or m is odd, it follows that (t;- l),+,/(t;- l),+i = (t; 
- l),-,. Now compare the two expressions for F and G. 1 
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