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UNE REMARQUE SUR L’ARTICLE
« UN THÉORÈME À LA “THOM-SEBASTIANI” POUR
LES INTÉGRALES-FIBRES » DE D. BARLET
par
Claude Sabbah
Résumé. Dans cette note, nous donnons une autre démonstration du résultat dé-
montré par D.Barlet dans [2], en nous appuyant sur la transformation de Mellin
et des propriétés classiques des fonctions de Bessel (au lieu de la convolution). Le
théorème principal de cette note est un peu plus précis que l’énoncé donné dans [2].
Abstract (A remark on the article “Un théorème à la “Thom-Sebastiani”
pour les intégrales-fibres” by D. Barlet)
In this article, we give another proof of the result shown by D.Barlet in [2], relying
on the Mellin transform and on classical properties of Bessel functions (instead of
convolution). The main theorem of this note is somewhat more precise than the
statement given in [2].
1. Introduction. Soient f : (Cm, 0)→ (C, 0) et g : (Cn, 0)→ (C, 0) deux germes de
fonctions holomorphes, et f⊕g : (Cm+n, 0)→ (C, 0) leur somme de Thom-Sebastiani,
définie par (f ⊕ g)(x, y) = f(x) + g(y). Si f (resp. g) est définie sur un ouvert U
(resp. V ), fixons une forme ϕ (resp. ψ) de degré maximum sur U (resp. V ), qui est
C∞ à support compact et considérons la distribution à support compact sur C qui, à
toute fonction C∞ χ(s) associe〈
Tf,ϕ, χ
〉
=
i
2π
∫
Cm
(χ ◦ f) · ϕ =
∫
C
(∫
f=s
ϕ
df ∧ df
)
χ(s) i2π ds ∧ ds,
et idem pour g. C’est en particulier une distribution tempérée sur C.
Il est connu (cf. [1]) que Tf,ϕ peut s’écrire sous la forme d’une somme finie
Tf,ϕ =
∑
r∈]−1,0]
∑
k>0
θr,k(s)|s|2r(log |s|)k,
avec θr,k(s) C∞ au voisinage de s = 0. On s’intéressera seulement à la partie singulière
de ce développement, provoquée par les singularités de f , c’est-à-dire qu’on travaillera
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modulo les germes de fonctions C∞ en s = 0. Le problème de Thom-Sebastiani dans
ce cadre consiste à exprimer le développement de Tf⊕g,ϕ∧ψ (modulo fonctions C∞)
en fonction de ceux de Tf,ϕ et Tg,ψ. Il est clair qu’une formule complète ne peut être
que compliquée, mais on cherche à récupérer les termes dominants de ce développe-
ment. On introduit donc la notion de polygone de Newton, qu’on note N(T/C∞), en
considérant le développement ci-dessus comme un développement en série de deux
variables s et s à coefficients dans l’anneau des polynômes en log |s|. Nous allons
montrer la relation (où la somme des polygones est la somme de Minkowski) :
N(Tf⊕g,ϕ∧ψ/C∞) = N(Tf,ϕ/C∞) + N(Tg,ψ/C∞) + (1, 1).
Le résultat est cependant plus précis. À tout sommet (m′+r,m′′+r) de N(T/C∞),
nous attachons un nombre complexe non nul et un entier, sous la forme d’un monôme
Ĉr,m′,m′′u
ℓ et obtenons ainsi un polygone de Newton décoré N̂(T/C∞). Le résultat
principal est alors :
Théorème (de type « Thom-Sebastiani »). On a la relation entre polygones de Newton
décorés :
N̂(Tf⊕g,ϕ∧ψ/C∞) = N̂(Tf,ϕ/C∞) + N̂(Tg,ψ/C∞) + (1, 1).
Expliquons la signification de la somme de Minkowski dans ce cadre.
Lemme. Étant donnés deux convexes N1 et N2 dans R2 qui sont chacun enveloppe
convexe d’un nombre fini de quadrants m+(R+)2 (m ∈ R2), la somme de Minkowski
N1 + N2 est du même type et, pour chaque sommet m de N1 + N2, l’écriture m =
m1+m2 avec m1 ∈ N1 et m2 ∈ N2 est unique, et mi est un sommet de Ni (i = 1, 2).
Démonstration. On considère deux ensembles finis Σ1,Σ2 ⊂ R2, tels que Ni =
conv
(
{mi+(R+)2 | mi ∈ Σi}
)
. L’ensemble Si des sommets de Ni est contenu dans Σi.
Il est clair que N1 + N2 est l’enveloppe convexe des quadrants (m1 + m2) + (R+)2,
avec mi ∈ Σi, et l’ensemble S des sommets est donc contenu dans Σ1 +Σ2.
Soitm ∈ Σ1+Σ2. Supposons quem = m1+m2 = m′1+m
′
2 avecmi,m
′
i ∈ Σi. Posons
n = m1−m′1 = m
′
2−m2. Alors, pour tous λi ∈ [0, 1] (i = 1, 2), λimi+(1−λi)m
′
i ∈ Ni,
donc m + (λ1 − λ2)n ∈ (N1 + N2). Si m′i 6= mi, alors n 6= 0 et m est intérieur à un
segment entièrement contenu dans N, donc m 6∈ S.
Étant donnés deux polygones de Newton décorés N˜1 et N˜2, il y a alors un sens
à parler de la somme de Minkowski N˜1 + N˜2 des polygones décorés : le polygone de
Newton sous-jacent est N1 + N2, et chaque sommet m s’écrivant de manière unique
comme somme d’un sommet m1 de N1 et d’un sommet m2 de N2, on peut décorer m
du produit des monômes correspondant à m1 et m2.
2. Thom-Sebastiani et transformation de Fourier. La relation du théorème
est plus simple à comprendre après transformation de Fourier entre le plan de la
variable complexe s et celui de la variable complexe σ. Notons T̂f,ϕ la transformée de
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Fourier de Tf,ϕ : pour une fonction η(σ) dans la classe de Schwartz (ou C∞ à support
compact), on a 〈
T̂f,ϕ, η
〉
=
〈
Tf,ϕ, η̂
〉
=
〈
Tf,ϕ,
∫
C
esσ−sση(σ) i2π dσ ∧ dσ
〉
=
∫
Cm×C
efσ−fση(σ) i2πϕ ∧ dσ ∧ dσ.
Puisque Tf,ϕ est à support compact, T̂f,ϕ est une fonction C∞, à croissance modérée
en σ =∞, et〈
T̂f,ϕ, η
〉
=
∫
T̂f,ϕ(σ)η(σ) i2π dσ ∧ dσ avec T̂f,ϕ(σ) =
∫
Cm
efσ−fσϕ.
Il est clair que
(1) T̂f⊕g,ϕ∧ψ(σ) = T̂f,ϕ(σ) · T̂g,ψ(σ).
Cette remarque est à la base de beaucoup de démonstrations de formules de type
Thom-Sebastiani. En définissant de manière naturelle (cf. §5) un polygone de Newton
décoré N˜(T̂f,ϕ), la formule (1) implique de manière évidente
(2) N˜(T̂f⊕g,ϕ∧ψ) = N˜(T̂f,ϕ) + N˜(T̂g,ψ).
Aussi le théorème de type « Thom-Sebastiani » est une conséquence immédiate
de la comparaison faite à la proposition 11 entre N˜(T̂ ) et N̂(T/C∞) pour certaines
distributions T holonomes régulières telles que Tf,ϕ, Tg,ψ.
3. Localisation et transformation de Fourier locale. Notons C∞RH l’espace
des germes en s = 0 de distributions qui sont combinaisons linéaires finies à coeffi-
cients C∞ de distributions holonomes régulières (cf. [4], voir aussi [3]). Ce sont aussi
les combinaisons linéaires finies à coefficients C∞ des distributions |s|2r(log |s|)ℓ, avec
Re´(r) ∈ ] − 1, 0] et ℓ ∈ N, et de leurs dérivées (holomorphes et anti-holomorphes),
comme par exemple la distribution de Dirac δ = i2π∂s∂s log |s|
2. Dans la suite, nous
nous restreindrons au sous-espace (noté de la même manière) pour lequel les r pos-
sibles sont réels (on a même r ∈ Q pour Tf,ϕ).
Pour un tel germe T , nous sous-entendrons en général le choix d’un représentant,
que nous verrons comme une distribution à support compact sur le plan de la variable s
par multiplication par une fonction C∞ à support compact ρ(s), identiquement égale
à 1 au voisinage de s = 0 où T est définie. Nous noterons alors ρT cette distribution
à support compact.
Notons C∞RHmod le quotient de C∞RH par l’espace des germes de distributions
à support l’origine. C’est l’espace des combinaisons linéaires finies à coefficients C∞
des |s|2(r−ν)(log |s|)ℓ, avec r, ℓ comme ci-dessus et ν ∈ N. Pour T ∈ C∞RH, notons T˜
son image dans C∞RHmod.
Si S est dans C∞RH, la transformée de Fourier ρ̂S est une fonction C∞ de la
variable σ, à croissance modérée lorsque σ → ∞. Si on modifie ρ, on perturbe ρ̂S
par une fonction de la classe de Schwartz en σ, c’est-à-dire asymptotiquement plate à
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l’infini. De plus, on s’intéressera uniquement au germe de ρ̂S en σ =∞. Ceci revient à
se permettre de multiplier ρ̂S par une fonction ̺̂(σ) qui est nulle sur un grand disque
et identiquement égale à 1 au voisinage de σ = ∞. Par transformation de Fourier
inverse, on se permet de perturber ρS par une fonction de la classe de Schwartz en s.
On peut ainsi perturber S par n’importe quel germe de fonction C∞.
Ici, nous considérons les distributions comme des fonctions généralisées, qui s’ac-
couplent à des fonctions C∞ à support compact ou de la classe de Schwartz via le
choix des formes volume i2π ds∧ ds et
i
2π dσ ∧ dσ. Alors, la transformation de Fourier
T 7→ T̂ des distributions tempérées sur C, de noyau esσ−sσ induit un isomorphisme
(transformation de Fourier locale (0,∞)){
germes de distrib. en s = 0
modulo fonct. C∞ en s = 0
}
←→
{
germes de fonct. modérées en σ =∞
modulo fonct. infiniment plates en σ =∞
}
Elle a pour inverse la transformation de Fourier locale (∞, 0) de noyau esσ−sσ . Autre-
ment dit, en posant τ = 1/σ et en notant la variable en indice, on a une correspondance
bijective
C∞RHs /C
∞
s ←→ C
∞RHmodτ /C
∞,plates
τ .
4. Polygone de Newton décoré. Soit T ∈ C∞RHs. Supposons que T s’écrive
comme une somme finie
(3) T =
∑
r∈]−1,0]
∑
k>0
θr,k(s)|s|
2r(log |s|)k
avec θr,k(s) C∞ au voisinage de s = 0. Considérons T modulo les germes de fonc-
tions C∞. On définit alors le polygone de Newton N(T/C∞) comme l’enveloppe
convexe des quadrants (avec (m′,m′′) ∈ N2)
– (m′+r,m′′+r)+(R+)2 pour lesquels il existe k > 0 tel que (∂m
′
s ∂
m′′
s θr,k)(0) 6= 0,
si r 6= 0,
– (m′,m′′) + (R+)2 pour lesquels il existe k > 0 tel que (∂m
′
s ∂
m′′
s θ0,k+1)(0) 6= 0, si
r = 0 (ce décalage est dû à la négligence des fonctions C∞).
En prenant le développement de Taylor des θr,k, on obtient
T =
∑
r∈]−1,0]
∑
m′,m′′∈N
P(m′+r,m′′+r)(log |s|) · |s|
2rsm
′
sm
′′
,
où les P(m′+r,m′′+r) sont des polynômes dans C[u], et on peut raffiner la donnée du
polygone N(T/C∞). Appelons polygone de Newton décoré N˜(T/C∞) de T la donnée
du polygone de Newton N(T/C∞) et,
– pour chaque sommet (m′+r,m′′+r) non entier, la donnée du monôme dominant
Cr,m′,m′′(T )u
ℓ de P(m′+r,m′′+r),
– pour chaque sommet entier (m′,m′′), la donnée de C0,m′,m′′(T )uℓ−1, monôme
dominant de P(m′,m′′) divisé par u (par définition, pour un tel sommet, on a ℓ > 1).
Une autre décoration sera plus utile, et nous noterons N̂(T/C∞) le polygone décoré
correspondant. Nous noterons de même Ĉr,m′,m′′(T )uℓ (resp. Ĉ0,m′,m′′(T )uℓ−1) les
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monômes associés au sommet (m′ + r,m′′ + r) (resp. (m′,m′′)) de N(T/C∞), avec
(pour r ∈ ]− 1, 0[)
Ĉr,m′,m′′ = (−1)
m′′ 1
π
Γ(r +m′ + 1)Γ(r +m′′ + 1) sin(πr)Cr,m′,m′′(4)
Ĉ0,m′,m′′ = (−1)
m′′+1 ℓ
2
m′!m′′!C0,m′,m′′(5)
5. Polygone de Newton et de Newton-Mellin décorés d’une distribution
modérée. Notons t une coordonnée sur C (qui pourra être s ou τ = 1/σ suivant
les cas) et considérons un germe de distribution modérée T ∈ C∞RHmodt (qui pourra
être T˜ ou T̂ suivant les cas), qui est par définition une combinaison linéaire finie à
coefficients C∞ en t de fonctions modérées |t|2α(log |t|)ℓ. Pour une telle distribution
modérée T, en développant
T(t) =
∑
r∈]−1,0]
∑
m′,m′′∈Z
P(m′+r,m′′+r)(log |t|) · |t|
2rtm
′
tm
′′
,
où les P(m′+r,m′′+r) sont des polynômes dans C[u], j’associe le polyèdre N(T) de R2 en-
veloppe convexe des quadrants (m′+r,m′′+r)+(R+)2, pour lesquels P(m′+r,m′′+r) 6= 0
dans C[u]. Ceci ne dépend que du germe de T modulo les fonctions infiniment plates.
Appelons polygone de Newton décoré N˜(T) de T la donnée du polygone de Newton
N(T) et, pour chaque sommet (m′+r,m′′+r), du monôme dominant de P(m′+r,m′′+r)
(c’est-à-dire le couple formé du degré ℓ de P et du coefficient dominant).
Remarque. Pour T ∈ C∞RH, de distribution modérée associée T˜ ∈ C∞RHmod, les
polygones N(T/C∞) et N(T˜ ) ne coïncident pas nécessairement.
Nous allons retrouver, pour T comme ci-dessus, le polygone de Newton décoré N˜(T)
de T à partir de données des transformées de Mellin de T (c’est-à-dire les fonctions
données par les formules (6) ci-dessous). Nous allons donc définir un polygone de
Newton-Mellin décoré de T et montrer qu’il coïncide avec N˜(T). Commençons par
définir les coefficients de Mellin de T.
Soit T ∈ C∞RHmodt . Pour tous m
′,m′′ ∈ Z, choisissons ν ∈ N de sorte que k′ :=
m′ + ν ∈ N et k′′ := m′′ + ν ∈ N. Soit ρ(t) une fonction de troncature comme au §3.
Considérons la fonction
(6) I (k
′,k′′)
T
(λ) =
∫
T · |t|2λt−k
′
t−k
′′
ρ(t) i2π dt ∧ dt.
Cette fonction est holomorphe en λ pour λ≫ 0 et il est classique qu’elle se prolonge en
une fonction méromorphe sur le plan complexe de la variable λ. Pour tout r ∈ ]−1, 0]
et tout k ∈ N, notons cr,m′,m′′,k(T) (appelé coefficient de Mellin) le coefficient de
(λ + r − ν + 1)−(k+1). Si on change le choix de ρ, on ajoute à cette fonction une
fonction entière en λ, donc cr,m′,m′′,k(T) ne dépend pas de ρ (nous utiliserons ρ et ρ2
dans la démonstration de la proposition 9). Si on change ν en ν + 1, alors on change
k′, k′′ en k′ + 1, k′′ + 1, et on a I (k
′+1,k′′+1)
T
(λ) = I
(k′,k′′)
T
(λ− 1), et de même on ne
change pas cr,m′,m′′,k(T˜ ).
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Posons alors
(7) Cr,m′,m′′,k(T) =
(−2)k
k!
cr,m′,m′′,k(T).
Définition.
(a) Le polygone de Newton-Mellin NM(T) est l’enveloppe convexe des quadrants
(m′ + r,m′′ + r) + (R+)
2 pour lesquels il existe k > 0 avec Cr,m′,m′′,k(T) 6= 0.
(b) Le polygone de Newton-Mellin décoré N˜M(T) est obtenu en décorant chaque
sommet (m′ + r,m′′ + r) de NM(T) par le monôme Cr,m′,m′′(T) · uℓ, où ℓ est le plus
grand entier k > 0 tel que Cr,m′,m′′,k(T) 6= 0 et Cr,m′,m′′(T) = Cr,m′,m′′,ℓ(T).
Lemme. Les polygones décorés de Newton et de Newton-Mellin associés à une fonction
T ∈ C∞RHmodt sont égaux.
Démonstration. Il suffit de le montrer pour la fonction T(t) = |t|2rtm
′
tm
′′
(log |t|)ℓ.
Alors, pour k′, k′′ ∈ N, I (k
′,k′′)
T
(λ) a un pôle si et seulement si m′ − k′ = m′′ − k′′ =:
−ν. Dans ce cas, le pôle est en λo = ν − r − 1, il est d’ordre ℓ + 1 et le coefficient
dominant est (−1)ℓℓ!/2ℓ.
6. Coefficients de Mellin et transformation de Fourier locale. À T ∈ C∞RHs
on associe d’une part T˜ ∈ C∞RHmods et d’autre part T̂ ∈ C
∞RHmodτ (plus exacte-
ment ρ̂T ). La proposition suivante compare les coefficients de Mellin de T˜ et T̂ .
Proposition 8.
(a) Si r ∈ ] − 1, 0[, on a, avec les notations ci-dessus, pour tous m′,m′′ ∈ Z et
k ∈ N,
cr,m′+1,m′′+1,k(ρ̂T ) = (−1)
m′′ 1
π
Γ(r +m′ + 1)Γ(r +m′′ + 1) sin(πr) cr,m′,m′′,k(T˜ ).
(b) Si r = 0, on a, pour tous m′,m′′ ∈ N et tout k ∈ N,
c0,m′+1,m′′+1,k(ρ̂T ) = (−1)
m′′m′!m′′! c0,m′,m′′,k+1(T˜ );(b)>(1,1)
c0,m′+1,0,k(ρ̂T ) = m
′! c0,m′,−1,k(T˜ );(b)(>1,0)
c0,0,m′′+1,k(ρ̂T ) = (−1)
m′′+1m′′! c0,−1,m′′,k(T˜ ).(b)(0,>1)
Le résultat de base est la proposition ci-dessous, qui se montre à l’aide de résultats
sur les fonctions de Bessel (voir l’appendice). Pour une fonction I (λ) méromorphe
en λo, notons PλoI sa partie polaire en λo et, pour k > 0, P
k
λo
I le coefficient de
(λ− λo)
−(k+1).
Proposition 9. Pour tout λo ∈ C, on a
(9)(∗) Pλo
1
Γ(−λ)
I
(1,1)
ρ̂T
(λ) = Pλo
1
Γ(λ+ 1)
I
(0,0)
T˜
(λ).
On a aussi
(9)(∗∗)
P−1I
(1,0)
ρ̂T
(λ) = P0I
(1,0)
T˜
(λ)
P−1I
(0,1)
ρ̂T
(λ) = −P0I
(0,1)
T˜
(λ).
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Corollaire 10. Pour tous k′, k′′ ∈ N et tout λo ∈ C on a
(10)(∗) Pλo
1
Γ(−λ)
I
(k′+1,k′′+1)
ρ̂T
(λ) = Pλo
(−1)k
′
Γ(λ+ 1)
Γ(λ+ 1− k′)Γ(λ+ 1− k′′)
I
(k′,k′′)
T˜
(λ).
On a aussi, pour tous m′,m′′ > 0,
(10)(∗∗)
P−1I
(m′+1,0)
ρ̂T
(λ) = m′!P0I
(m′+1,0)
T˜
(λ)
P−1I
(0,m′′+1)
ρ̂T
(λ) = (−1)m
′′+1m′′!P0I
(0,m′′+1)
T˜
(λ).
Démonstration du corollaire 10. Pour la transformation de Fourier considérée, on a〈
∂s(ρT ), η̂
〉
= −
〈
ρT, ∂sη̂
〉
=
〈
ρT, σ̂η
〉
, i.e. . σρ̂T = ∂̂s(ρT ),〈
∂s(ρT ), η̂
〉
= −
〈
ρT, ∂sη̂
〉
= −
〈
ρT, σ̂η
〉
, i.e. . σρ̂T = −̂∂
′
sρT ),
et de même
∂σ ρ̂T = −ŝρT , ∂σ ρ̂T = ŝρT .
On en déduit alors, pour k′, k′′ ∈ N, en notant • à la place des formes volumes
adéquates, pour simplifier l’écriture, et en considérant aussi une fonction de troncaturê̺(σ) comme au §3 :
Pλo
1
Γ(−λ)
I
(k′+1,k′′+1)
ρ̂T
(λ) = Pλo
1
Γ(−λ)
∫
ρ̂T · |τ |2(λ−1)τ−k
′
τ−k
′′ ̺̂(1/τ)•
= Pλo
1
Γ(−λ)
∫
ρ̂T · |σ|−2(λ+1)σk
′
σk
′′ ̺̂(σ)•
= Pλo
(−1)k
′′
Γ(−λ)
∫
(∂k
′
s ∂
k′′
s ρT )
∧ · |σ|−2(λ+1) ̺̂(σ)•
= Pλo
(−1)k
′′
Γ(λ+ 1)
∫
(∂k
′
s ∂
k′′
s T˜ ) · |s|
2λρ(s)• d’après (9)(∗)
= Pλo
(−1)k
′
Γ(λ + 1)
Γ(λ+ 1− k′)Γ(λ+ 1− k′′)
∫
T˜ · |s|2λs−k
′
s−k
′′
ρ(s)•.
De même, pour m′′ > 0, on a
P−1I
(0,m′′+1)
ρ̂T
(λ) = P−1
∫
ρ̂T · |τ |2λτ−(m
′′+1) ̺̂(τ)•
= (−1)m
′′
P−1
∫
(∂m
′′
s ρT )
∧ · |τ |2λτ−1 ̺̂(τ)•
= (−1)m
′′+1
P−1
∫
∂m
′′
s T˜ · |s|
2λsρ(s)•
= −P−1
[
λ · · · (λ−m′′ + 1)
∫
T˜ · |s|2λss−m
′′
ρ(s)•
]
= (−1)m
′′+1m′′!P0I
(0,m′′+1)
T˜
(λ).
Le calcul de P−1I
(m′+1,0)
ρ̂T
(λ) est analogue.
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Démonstration de la proposition 8. Si r 6= 0, les facteurs Γ dans (10)(∗) n’ont ni zéro
ni pôle en −r + ν − 1, donc
cr,m′+1,m′′+1,k(ρ̂T ) = P
k
−r+ν−1I
(k′+1,k′′+1)
ρ̂T
(λ)
=
(−1)k
′
Γ(r + 1− ν)Γ(ν − r)
Γ(ν − r − k′)Γ(ν − r − k′′)
P
k
−r+ν−1I
(k′,k′′)
T˜
(λ)
= (−1)m
′′ 1
π
Γ(r +m′ + 1)Γ(r +m′′ + 1) sin(πr) cr,m′,m′′,k(T˜ ).
Supposons maintenant r = 0 etm′,m′′ ∈ N. On peut alors choisir k′ = m′, k′′ = m′′
et ν = 0. (10)(∗) devient
P−1I
(m′+1,m′′+1)
ρ̂T
(λ) = (−1)m
′′
m′!m′′!P−1
1
Γ(λ+ 1)
I
(m′,m′′)
T˜
(λ).
Si r = 0, m′ = −1 et m′′ > 0, (10)(∗∗) donne, pour k > 0,
c0,0,m′′+1,k(ρ̂T ) = P
k
−1I
(0,m′′+1)
ρ̂T
(λ)
= (−1)m
′′+1m′′!Pk0I
(0,m′′+1)
T˜
(λ)
= (−1)m
′′+1m′′! c0,−1,m′′,k(T˜ ).
L’égalité pour c0,m′+1,0,k(ρ̂T ) se montre de même.
7. Polygone de Newton décoré et transformation de Fourier locale
Proposition 11. Pour T de la forme (3), on a l’égalité des polygones décorés
N˜(ρ̂T ) = N̂(T/C∞) + (1, 1).
Démonstration. Vu la forme de son développement, T est L1 au voisinage de s = 0,
et donc ρ̂T est continue au voisinage de ∞ et tend vers 0 quand σ → ∞, d’après
Riemann-Lebesgue. On en déduit que
Cr,m′,m′′,k(ρ̂T ) 6= 0 =⇒
{
m′,m′′ > 1 si r ∈ ]− 1, 0[,
m′,m′′ > 0 et non tous deux nuls si r = 0.
Pour r 6= 0, un point (r +m′, r +m′′) + (1, 1) est donc dans N(ρ̂T ) si et seulement
si m′,m′′ > 0 et Cr,m′+1,m′′+1,k(ρ̂T ) 6= 0. La formule (a) de la proposition 8, jointe
à (7), dit que ceci est équivalent à m′,m′′ > 0 et Cr,m′,m′′,k(T˜ ) 6= 0. Enfin, puisque
r 6= 0, ceci est équivalent à Cr,m′,m′′,k(T ) 6= 0. En considérant les monômes dominants
en ce point, on obtient (4) en ce point.
Supposons r = 0. Alors, d’après les relations (b)(>1,0) et (b)(0,>1) de la proposi-
tion 8, jointes à (7) et (3), on a C0,m′,0,k(ρ̂T ) = 0 et C0,0,m′′,k(ρ̂T ) = 0 pour tous
k > 0 et m′ > 1 ou m′′ > 1. Par suite, C0,m′,m′′,k(ρ̂T ) 6= 0 implique m′,m′′ > 1, et la
formule (b)>(1,1) de la proposition 8, jointe à (7), montre que C0,m′+1,m′′+1,k(ρ̂T ) 6= 0
si et seulement si m′,m′′ > 0 et Cr,m′,m′′,k+1(T˜ ) 6= 0, et donc, puisque k > 0, si et
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seulement si Cr,m′,m′′,k+1(T ) 6= 0. On a alors, pour tout k > 0,
C0,m′,m′′,k(ρ̂T ) =
(−2)k
k!
c0,m′,m′′,k(ρ̂T )
=
(−2)k
k!
(−1)m
′′
m′!m′′!
(k + 1)!
(−2)k+1
Cr,m′,m′′,k+1(T˜ )
= (−1)m
′′+1 (k + 1)
2
m′!m′′!Cr,m′,m′′,k+1(T ).
Par conséquent, (m′,m′′) + (1, 1) ∈ N(ρ̂T ) si et seulement si (m′,m′′) ∈ N(T/C∞).
On a de plus en ce point la relation (5).
En conclusion, les relations (4) et (5) valent en tous les points du support des
développements de ρ̂T et T modulo C∞, donc les polygones décorés coïncident.
Appendice : démonstration de la proposition 9. C’est la même que celles de
[6, Prop. 5.8] et de [5, Lemme 3.6.21], en supprimant les considérations inutiles ici.
Notons, pour ρ(s) C∞ à support compact et ≡ 1 près de s = 0, et pour tous ℓ′, ℓ′′ ∈ Z,
Î(ℓ
′,ℓ′′)
ρ (σ, λ) =
∫
esσ−sσ|s|2λsℓ
′
sℓ
′′
ρ(s) i2π ds ∧ ds
et Îρ(σ, λ) = Î
(0,0)
ρ (σ, λ) pour simplifier. On a les propriétés suivantes :
(a) Si Re´(λ+1+(ℓ′+ℓ′′)/2) > 0, alors (σ, λ) 7→ Î(ℓ
′,ℓ′′)
ρ (σ, λ) est C∞ et holomorphe
en λ et limσ→∞ Î
(ℓ′,ℓ′′)
ρ (σ, λ) = 0 localement uniformément par rapport à λ. C’est
la transformée de Fourier (inverse, si on prend la définition du §2) de la fonction
s 7→ |s|2λsℓ
′
sℓ
′′
ρ(s).
(b) On a, sur le domaine où les termes d’une égalité sont C∞,
−σÎ(ℓ
′,ℓ′′)
ρ = (λ+ ℓ
′)Î(ℓ
′−1,ℓ′′)
ρ + Î
(ℓ′,ℓ′′)
∂sρ
∂σ Î
(ℓ′,ℓ′′)
ρ = Î
(ℓ′+1,ℓ′′)
ρ
σÎ(ℓ
′,ℓ′′)
ρ = (λ+ ℓ
′′)Î(ℓ
′,ℓ′′−1)
ρ + Î
(ℓ′,ℓ′′)
∂sρ
−∂σ Î
(ℓ′,ℓ′′)
ρ = Î
(ℓ′,ℓ′′+1)
ρ
et on remarque aussi que Î(ℓ
′,ℓ′′)
∂sρ
et Î(ℓ
′,ℓ′′)
∂sρ
sont C∞ sur P1×C et holomorphes en λ, et
infiniment plats en σ =∞ localement uniformément par rapport à λ. En particulier,
pour Re´(λ+ 1) > 0, on a
−σ∂σ Îρ = (λ+ 1)Îρ + Î
(1,0)
∂sρ
−σ∂σ Îρ = (λ+ 1)Îρ + Î
(0,1)
∂sρ
.
Démonstration de (9)(∗). Notons maintenant
Ĵρ(σ, λ) = |σ|
2(λ+1)Îρ(σ, λ).
Alors, d’après les relations ci-dessus, en se rappelant que τ∂τ agit comme −σ∂σ, on a,
pour Re´(λ+ 1) > 0,
τ∂τ Ĵρ = Ĵ
(1,0)
∂sρ
, τ∂τ Ĵρ = Ĵ
(0,1)
∂sρ
,
et ces deux fonctions s’étendent en des fonctions C∞ au voisinage de τ = 0, holo-
morphes par rapport à λ, et sont infiniment plates en τ = 0, localement uniformément
par rapport à λ ∈ C.
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Lemme. Pour Re´(λ+ 1) ∈ ]0, 1/4[, on a limσ→∞ Ĵρ(σ, λ) = Γ(λ+ 1)/Γ(−λ).
Démonstration. On peut supposer que ρ ≡ 1 pour |s| 6 1, et on est amené à calculer
la limite de
|σ|2(λ+1)
∫
|s|61
esσ−sσ|s|2λ i2π ds ∧ ds.
Cette limite s’écrit (en posant u = sσ puis r′ = |u| et θ = arg u)∫ ∞
0
1
π
∫ 2π
0
e2ir
′ sin θr′2λ+1dθ dr′.
En utilisant la fonction de Bessel J0(r) = 12π
∫ 2π
0 e
−ir sin θdθ = 12π
∫ 2π
0 e
ir sin θdθ, cette
limite est
2
∫ ∞
0
r′2λ+1J0(2r
′)dr′ =
1
22λ+1
∫ ∞
0
r2λ+1J0(r)dr
et il est connu (cf. [7, § 13.24, p. 391]) que, sur la bande Re´(λ+1) ∈ ]0, 1/4[, l’intégrale
précédente vaut 22λ+1Γ(λ+ 1)/Γ(−λ).
Considérons la fonction
K̂ρ(τ, λ) =
∫ 1
0
[
Ĵ
(1,0)
∂sρ
(uτ, λ) + Ĵ
(0,1)
∂sρ
(uτ, λ)
]
du.
Cette fonction est C∞ au voisinage de τ = 0, holomorphe en λ ∈ C et infiniment
plate en τ = 0, localement uniformément par rapport à λ (puisque c’est le cas pour
l’intégrant). Il en est de même de la fonction L̂ρ(τ, λ) = |τ |2(λ+1)K̂ρ(τ, λ).
Sur la bande donnée dans le lemme, on peut donc écrire, au voisinage de τ = 0,
Ĵρ(σ, λ) =
Γ(λ+ 1)
Γ(−λ)
+ K̂ρ(τ, λ),
et donc Îρ(σ, λ) = |σ|−2(λ+1)
Γ(λ+1)
Γ(−λ) + L̂ρ(τ, λ). Puisque, pour τ 6= 0 fixé, ces deux
fonctions sont holomorphes sur Re´(λ+ 1) > 0 et coïncident sur la bande Re´(λ+ 1) ∈
]0, 1/4[, elles coïncident sur Re´(λ+ 1) > 0.
Revenons à la proposition. Le terme de gauche de (9)(∗) s’écrit encore
Pλo
1
Γ(−λ)
∫
ρ̂T · |σ|−2(λ+1) ̺̂(σ) i2π dσ ∧ dσ.
On voit alors que ∫
ρ̂T ̺̂(σ)L̂ρ(σ, λ) i2π dσ ∧ dσ
est une fonction entière de λ. Par ailleurs, on a
(12)
∫
T˜ · |s|2λρ(s)2 i2π ds ∧ ds =
〈
ρT, |s|2λρ(s) i2π ds ∧ ds
〉
=
∫
ρ̂T · Îρ(σ, λ)
i
2π dσ ∧ dσ.
Pour ̺̂(σ) ≡ 1 près de σ = ∞ et ≡ 0 près de σ = 0, (1 − ̺̂(σ)) · ρ̂T est à support
compact, sa transformé de Fourier inverse η est dans la classe de Schwartz en s, et (12)
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lue en sens inverse appliquée à (1− ̺̂(σ)) · ρ̂T donne
(13)
∫
(1− ̺̂(σ)) · ρ̂T · Îρ(σ, λ) i2π dσ ∧ dσ = ∫ ηρ(s)|s|2λ i2πds∧ ds = Γ(λ+1) ·h(λ)
où h est entière par rapport à λ. On obtient finalement l’égalité de fonctions méro-
morphes sur C :
(14)
∫
T˜ · |s|2λρ(s)2 i2π ds ∧ ds =
Γ(λ + 1)
Γ(−λ)
∫
ρ̂T · |σ|−2(λ+1) ̺̂(σ) i2π dσ ∧ dσ
+
∫
ρ̂T ̺̂(σ)L̂ρ(σ, λ) i2π dσ ∧ dσ + Γ(λ+ 1)h(λ),
et on conclut en utilisant le fait que le deuxième terme du membre de droite est une
fonction entière de λ, de même que le troisième divisé par Γ(λ+ 1).
Démonstration de (9)(∗∗). Considérons maintenant Î(1,0)ρ et Ĵ
(1,0)
ρ = σ|σ|2(λ+1) Î
(1,0)
ρ .
On a une propriété analogue à celle de Ĵρ pour les dérivées τ∂τ Ĵ
(1,0)
ρ et τ∂τ Ĵ
(1,0)
ρ .
Lemme. Pour Re´(λ+1) ∈ ]−1,−1/4[, on a limσ→∞ Ĵ (1,0)ρ (σ, λ) = −Γ(λ+2)/Γ(−λ).
Démonstration. Comme pour le cas (9)(∗), on se ramène à calculer la limite de
σ|σ|2(λ+1)
∫
|s|61
esσ−sσs|s|2λ i2π ds ∧ ds.
En utilisant la fonction de Bessel J±1(r) = 12π
∫ 2π
0 e
−ir sin θe±iθdθ, cette limite s’écrit
(15) 2
∫ ∞
0
r′2(λ+1)J−1(2r
′)dr′ =
−1
22(λ+1)
∫ ∞
0
r2(λ+1)J1(r)dr,
puisque J1 = −J−1. Pour Re´(λ + 1) ∈ ] − 1,−1/4[, il est connu (cf. loc. cit.) que
l’intégrale précédente est égale à 22(λ+1)Γ(λ+ 2)/Γ(−λ).
On peut donc écrire Î(1,0)ρ (σ, λ) = −σ−1|σ|−2(λ+1)
Γ(λ+2)
Γ(−λ) + L̂
(1,0)
ρ (τ, λ), où L̂
(1,0)
ρ a
les mêmes propriétés que L̂ρ ci-dessus. D’autre part,
I
(0,1)
ρ̂T
(λ) =
∫
ρ̂T |τ |2λ τ−1 ̺̂(1/τ) i2πdτ ∧ dτ = ∫ ρ̂Tσ−1 |σ|−2(λ+1) ̺̂(σ) i2πdσ ∧ dσ.
Comme avec (13), on montre que∫
ρ̂T · (1 − ̺̂)Î(1,0)ρ (σ, λ) i2π dσ ∧ dσ = Γ(λ+ 2)h(λ)
avec h(λ) entière. Comme en (12), on trouve∫
T˜ · |s|2λsρ(s)2 i2π ds ∧ ds =
∫
ρ̂T · Î(1,0)ρ (σ, λ)
i
2π dσ ∧ dσ,
et (14) devient
−1
Γ(λ+ 2)
∫
T˜ · |s|2λsρ(s)2 i2π ds ∧ ds
=
1
Γ(−λ)
∫
ρ̂Tσ−1 |σ|−2(λ+1) ̺̂(σ) i2πdσ ∧ dσ + g(λ)
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avec g(λ) entière, c’est-à-dire
−1
Γ(λ+ 2)
I
(0,1)
T˜
(λ + 1) =
−1
Γ(λ+ 2)
I
(−1,0)
T˜
(λ) =
1
Γ(−λ)
I
(0,1)
ρ̂T
(λ) + g(λ).
On utilise alors le fait que Γ(1) = 1 pour conclure. Le calcul pour Î(1,0)ρ est analogue,
l’absence de signe provenant du fait qu’on obtient directement la fonction J1 dans
(15).
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