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Abstract—This work proposes a parallel implementation, with
fixed point, of the Particle Swarm Optimization (PSO) algorithm
on Field-Programmable Gate Array (FPGA). Results associated
with the processing time and area occupancy on FPGA for several
numbers of particles and dimensions were analyzed. Studies
concerning the accuracy of the PSO response for the optimization
problem using the Rastrigin function were also analyzed for the
hardware implementation. The project was developed on the
Virtex-6 xc6vcx240t 1ff1156 FPGA.
Index Terms—Particle Swarm Optimization, Reconfigurable
Hardware, FPGA, Parallel Computing.
I. INTRODUCTION
PROBLEM solving using metaheuristics has been theobject of study in literature and industry research. One
of the most important aspects associated with metaheuristic
algorithms is their capacity of providing a good approximate
solution (sometimes the best solution) to a complex problem
within a reasonable time [1], [2]. This characteristic ensured
the widespread use of metaheuristics for solving real-time
problems [3], [4]. The Particle Swarm Optimization (PSO)
is a nature-inspired metaheuristic related to both Swarm
Intelligence and Evolutionary Computation. It requires only
primitive mathematical operators and is computationally inex-
pensive regarding both memory requirements and speed [5].
Although initially designed for solving nonlinear continuous
functions, PSO is currently used to solve several other types
of problems.
Parallel to the demands associated with metaheuristics, there
are also the demands associated with processing large volumes
of data, creating the novel lines of knowledge such as Big Data
and Mining of Massive Datasets. This new demand shows that
even simple algorithms may require a high computational ef-
fort when the volume of data grows exponentially [6]. One way
to minimize this problem is the parallelization of algorithms.
Parallelism comes naturally not only to reduce the search time
but also to improve the quality of the solutions provided by
[7]. The performance improvement provided by parallelization
techniques can be intensified with an implementation of high-
performance hardware platforms such as High-Performance
Processors, Application-specific Integrated Circuits (ASIC)
and Field-programmable Gate Arrays (FPGA). Among these
platforms, FPGAs have been noteworthy as an alternative that
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combines high processing, low consumption and low cost
when compared to other ones. FPGAs presents good rates
when analyzing the power consumption and the silicon area
efficiency [8]. In addition, as stated in [9], [10].
Thus, this paper aims to present a parallel implementation
of the PSO algorithm in FPGA. It is important to note that
the architecture proposed in this work seeks to optimize the
performance of the PSO by reducing its processing time,
making possible its use in real-time systems with large volume
of data and severe processing time restrictions. All the details
associated to the implementation, as well as the performance
analyzes of the proposed system for different dimensions and
number of particles are presented in the following sections.
II. PARTICLE SWARM OPTIMIZATION
Particle Swarm Optimization is a stochastic population-
based metaheuristic algorithm that mimics the social behavior
of natural creatures like bird flocking and fish schooling. In
these swarms, the coordinated behavior using local movements
emerges without central control. A swarm consists of a pop-
ulation of N particles flying through a d-dimensional search
space. Each particle is a candidate solution to the optimization
problem.
The PSO operation starts by generating an initial population
of particles, and iteratively moving these particles over the
search space, so the swarm reaches the optimal (or quasi-
optimal) solution or any other stop criterion is met. Each
particle’s movement is guided toward its best position found
(local best position) and toward the best position ever found
by the swarm (global best position), which are updated as
better positions are found. The success of a particle, i.e. the
particle being in a better position than the other ones is
measured by the fitness function, which often corresponds
to the objective function of the addressed problem. Simple
mathematical equations over the particle’s position pj(k+1) =
pj(k) + vj(k + 1), and particle’s velocity vj(k + 1) =
wvj(k) + c1r1(pBestj − pj(k)) + c2r2(gBest − pj(k)) are
required to perform each particle’s movement. Where pj(k) =
[pj1(k), . . . , pj,d] and vj(k) = [vj1(k), . . . , vj,d] represent the
position and velocity of the j-th particle, respectively; k indi-
cates the current iteration; pBestj = [pBestj1, . . . , pBestjd]
and gBest = [gBest1, . . . , gBestd] represents the local and
global best positions; r1 and r2 are random values in the range
[0, 1]; and w, c1 and c2 are configurable parameters of the
algorithm. Let N be the number of particles in the swarm
P(k) = [p1(k), . . . ,pN (k)], each one having a length of m
bits, a fitness value Fj , a j-th position pj(k) in the search
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space. The basic operation of PSO presented in the Algorithm
1.
Algorithm 1: Particle Swarm Optimization.
1 Initialize P[m](1) with random-valued particles;
2 for k ← 1 to K do
3 g˜BestF[m]← Big-number;
4 for j ← 1 to N do
5 Fj(k)[m]← FitnessEval(pj [m](k));
6 if (Fj [m](k) < pBestFj [m]) then
7 pBestFj [m]← Fj [m](k);
8 for i← 1 to d do
9 pBestji[m]← pji[m](k);
10 end
11 end
12 if (Fj [m](k) < g˜BestF[m]) then
13 g˜BestF[m]← Fj [m](k);
14 for i← 1 to d do
15 g˜Besti[m]← pji[m](k);
16 end
17 end
18 end
19 if (g˜BestF[m] < gBestF[m]) then
20 gBestF[m]← g˜BestF[m];
21 for i← 1 to d do
22 gBesti[m]← g˜Besti[m];
23 end
24 end
25 if (stop criterion is met) then return(gBest[m]);
26 for j ← 1 to N do
27 for i← 1 to d do
28 vji[m](k + 1)← wvji[m](k)
+c1r1(pBestji[m]− pji[m](k))
+c2r2(gBesti[m]− pji[m](k));
29 pji[m](k+1)← pji[m](k)+ vji[m](k+1);
30 end
31 end
32 end
III. PARALLEL METAHEURISTICS
Although the use of metaheuristic algorithms significantly
allows reducing the processing time of a complex problem,
for nontrivial problems, executing the reproductive cycle of a
simple population-based method on long particles and/or large
populations usually requires high computational resources. In
general, evaluating a fitness function for every particle is
frequently the most costly operation of this algorithm [7], [11].
In this context, parallelization techniques can be used for
an even greater processing time reduction. Among the several
techniques of parallelization, the data decomposition arises
intuitively for population-based metaheuristics. The most com-
mon data decomposition strategies for this class of meta-
heuristics are the parallelization of the fitness computation;
and the concurrent execution of metaheuristics over multiple
subpopulations. Indeed, the performance of population-based
algorithms is often improved when running in parallel [7].
In the first case, the parallelization strategy does not modify
the characteristics of convergence of the algorithm, since only
the computation of fitness values of the particles is performed
concurrently. In the second strategy, the population is split into
different parts where several processes concurrently execute
iterations of the corresponding metaheuristics, including the
fitness evaluation computation, on different subpopulations.
According to the modeling, every process either can exploit
distinct search subspaces, or can use the entire search space.
Although the first alternative may be more interesting from an
optimization point of view, the second one is more often used
for simpler and more comprehensive modeling. Thus, the con-
vergence behavior could be different in sequential and parallel
versions of the algorithms as the different subpopulations usu-
ally evolve concurrently and only exchange some information
about their particles after completing some iterations [12]. In
this work, a fine-grained concurrent execution of a Particle
Swarm Optimization over a number of particles searching the
entire search space is performed. This approach is particularly
suitable for algorithms like PSO since the evaluation of the
fitness function and the application of movement operators to
the particles can be independently done.
IV. PARALLEL PSO HARDWARE IMPLEMENTATION
Figure 1 presents a general architecture of the hardware
implementation of a parallel PSO algorithm. As discussed
in Section III, the whole algorithm was developed using
a parallel architecture in order to accelerate the processing
speed, taking advantage of the resources available in hardware.
The structure shown allows the visualization of four main
blocks: the particles module (PM), the comparison module
of gBest (CM gBest), the register bank of gBest (RB gBest)
and, the register of the gBest fitness value (R gBestF). In
this implementation, a set of N particles of dimension d is
optimized for K generations. The R gBestF register is used
to store the fitness value of the gBest coordinates, gBestF[m].
This value is updated with each generation, in case there
is a better fitness value from PM, g˜BestF[m] (Lines 19-
24 of Algorithm 1). The modules previously mentioned and
depicted in Figure 1 are going to be detailed in the following
subsections.
A. Particles Module (PM)
The particles module is shown in Figure 2 and it is com-
posed of N PM Pj, and N −1 CM Pjv submodules. The PM
module input are the coordinates of gBest[m](k) with depth
d. In Figure 2 the coordinates are shown by the bus size d,
which is the input of the module and then it is distributed to
all PM Pj. The set of N PM Pj implements the Lines 4-11
and Lines 26-31 of Algorithm 1, in parallel. Each j-th PM Pj
is shown in details in Figure 3.
The CM Pjv implementation is shown in detail in Figure
4. They are used to compare which of the particles in the
swarm has obtained the best fitness value, and thus pass the
information on this particle forward. The CM Pjv compares
the j-th with the v-th particle and pass to forward the best one.
In each CM Pjv, d+1 two-input multiplexers are responsible
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Fig. 1. Parallel PSO implementation.
for forwarding information about the particle with the lowest
fitness value (see Figure 4). This includes the fitness value
itself and the d components of the particle coordinates. The
outputs of the multiplexers (CM MUX0jv and CM MUX1jv
to CM MUXdjv) are selected by the CM COMPjv comparator
that selects the lowest fitness value. This notation will be
adopted throughout the whole work. After the N − 1 CM Pjv
submodules processing (parallel implementation of the Lines
12-17 of the Algorithm 1) is generated the best particle of the
k-th iteration, g˜Best[m](k), and it is passed to the CM gBest
module.
PM_P1
PM_P2
PM_PN
CM_P12
CM_Pjv
dgBest[m](k) d+1
d+1
FN[m](k+1)
pN1[m](k+1)
pN2[m](k+1)
pNd[m](k+1)
gBestF[m](k)
gBestd[m](k)˜
gBest1[m](k)˜
˜
gBest2[m](k)˜
d+1
d+1
Fig. 2. PM implementation.
B. Comparison Module of gBest (CM gBest) and Register
Bank of gBest (RB gBest)
This module is similar to the comparator module, CM Pjv,
showed in Figure 4. Therefore, in this case the inputs are
the g˜BestF and gBestF) plus d pairs of coordinates (a set of
coordinates for each particle to be compared) where d is the
particle dimension. The objective of this module, it is updated
the gBest particle if necessary. This module implements the
Lines 19-24, in parallel.
The RB gBest module is designed entirely with registers
only. Each one of the d registers holds one of the dimensions
of the best particle position in the swarm, called gBest. The
values stored in these registers, in turn, will be forwarded to
the CM gBest in order to be compared with the new position
found in the swarm, and thus, to detect if gBest has been
exceeded or not.
V. RESULTS AND DISCUSSION
In order to validate the PSO implementation proposal on
FPGA, the algorithm was analyzed by optimizing the Rastrigin
function [13], [14], defined by the expression f(x) = Ad +∑d
i=1
(
x2i −A cos(2pixi)
)
, where A = 10 is a constant and d
is the number of dimensions of the function. This function is
widely used to validate optimization techniques due to its high
complexity which is a result of its numerous local minimums.
The presented work used the Rastrigin function with d = 3,
d = 6, and d = 10 dimensions. For each dimension, different
implementations of the PSO were tested, whose swarms were
composed of n = 5, n = 10 or n = 15 particles. In addition,
the m size (in bits) of the particles had also undergone
variations. The target FPGA was the Virtex 6 xc6vcx240t
1ff1156. This Virtex 6 FPGA has 301440 registers, 150720
logical cells (LUT) that can be used to implement logical
functions or memories and 768 DSP cells with multipliers and
accumulators.
In all tests carried out, the PSO operations were performed
at a sampling rate (or throughput) Rs = 1Ts (Sample per
second - Sps), where Ts is the time for each k-th iteration.
Thus, Rs also can represent iterations per second (Ips). How
the design uses the full parallel technique, it spends one clock
cycle per iteration, in other words, Ts is the length of the one
clock cycle.
The Tables I, II and III present the synthesis results in
the target FPGA for PSO implementations with swarms of
n = 5, n = 10, and n = 15 particles, respectively. It
was observed that, in general, the sampling rate Rs and the
occupation of logic cells were very sensitive both to the
increase in the number of particles in the swarm and to the
increase in the number of bits of the particles that make up
the particles. The columns RN, LN and MN show the number
of registers, number of LUTs and number of multipliers
already embedded in hardware, respectively. The columns RF
show the occupation rate (in percent) of the fitness function
(PM FitnessEvalPj blocks) with regard to the total of logic
cells occupation, columns LN. The estimate of the dynamic
power consumption in watts is presented in the columns called
of DP.
The logical cells (LUTs) occupation, LN columns, was
crescent and approximately linear according to the increase
of the number of particles, as for the increase of the size
of the particles and as to the increase of the size of the
optimization function. In the most critical implementations
(n = 15 particles, d = 10 dimensions and m = 20 bits,
and n = 15 particles, d = 6 dimensions and m = 32 bits),
the LUTs occupancy rate did not even reach 30%. This fact
is important for implementations that demand larger popu-
lations or particles carrying more information, that is, more
bits to represent them. The most critical situation regarding
occupation was observed in the use of the FPGA embedded
multipliers (DSP blocks), column MN. It was used 79% of
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Fig. 3. PM Pj submodule.
TABLE I
FPGA SYNTHESIS RESULTS FOR PSO WITH N = 5 PARTICLES.
m
d = 3 d = 6 d = 10
RN LN MN RF Rs DP RN LN MN RF Rs DP RN LN MN RF Rs DP(%) (MSps) (W) (%) (MSps) (W) (%) (MSps) (W)
12 723 2936 45 52 66.94 0.160 1366 5774 90 55 61.56 0.308 2224 9301 150 58 53.75 0.436
16 928 3808 45 45 61.67 0.187 1790 7380 90 48 55.99 0.332 2895 12239 150 49 50.64 0.499
20 1192 4808 60 38 59.66 0.239 2259 9350 120 40 51.83 0.396 3680 15327 200 42 46.00 0.617
32 1903 7924 120 24 45.54 0.311 3609 15134 240 27 42.29 0.596 5882 24765 400 28 34.89 0.738
TABLE II
FPGA SYNTHESIS RESULTS FOR PSO WITH N = 10 PARTICLES.
m
d = 3 d = 6 d = 10
RN LN MN RF Rs DP RN LN MN RF Rs DP RN LN MN RF Rs DP(%) (MSps) (W) (%) (MSps) (W) (%) (MSps) (W)
12 1436 5933 90 52 62.13 0.223 2674 11239 180 56 44.00 0.346 4386 18590 300 58 42.44 0.530
16 1826 7673 90 45 52.84 0.244 3499 14704 180 48 42.12 0.390 5716 24980 300 48 37.96 0.567
20 2308 9767 120 37 50.72 0.309 4414 18743 240 40 41.70 0.487 7187 31084 400 41 33.34 0.621
32 3693 15717 240 24 39.07 0.410 7010 30215 480 27 32.68 0.642 − − − − − −
TABLE III
FPGA SYNTHESIS RESULTS FOR PSO WITH N = 15 PARTICLES.
m
d = 3 d = 6 d = 10
RN LN MN RF Rs DP RN LN MN RF Rs DP RN LN MN RF Rs DP(%) (MSps) (W) (%) (MSps) (W) (%) (MSps) (W)
12 2128 8634 135 53 53.83 0.244 4029 17394 270 54 45.06 0.453 6496 28007 450 58 39.52 0.648
16 2710 11179 135 46 49.50 0.296 5229 22018 270 48 38.52 0.444 8462 36574 450 49 33.52 0.663
20 3452 14609 180 37 41.52 0.325 6541 28906 360 39 35.03 0.523 10706 46683 600 41 33.10 0.693
32 5469 23357 360 25 33.36 0.440 10425 46293 720 26 28.75 0.535 − − − − − −
these resources to a configuration of n = 15 particles with
d = 10 dimensions. Alternatively, this problem can be solved
by implementing part of the multipliers with logical cells.
The results showed significant gains in comparison to the
studies in the literature presented in [15]–[19] where, for
the Rastrigin function with n = 10 particles and d = 6
dimensions, the throughput obtained was between 44MSps
(or 44 mega iterations per second) and 32MSps (or 32 mega
iterations per second) for 12 and 32 bits, respectively. These
values are equivalent to a speedup of ≈ 212× ( 44MSps207KSps ) for
12 bits and of ≈ 154× ( 32MSps207KSps ), for 32 bits [18].
The architecture proposed in [15], [19] used a semi-parallel
approach where there is a general purpose processor to for
computing the velocity and position of all particle (Lines 26-
31 of Algorithm 1), and this creates a serialization process
(a bottleneck). In the scheme proposed in this paper, each
particle has a specific processor for computing their velocity
and position avoiding the bottleneck. The works [15], [19]
need N × d clocks for computing the velocity and position of
all particle, and in this paper, the Lines 26-31 of Algorithm
1 were parallelized, and all information is computed in one
clock. Similar to works presented in [15] and [19], the papers
[16]–[18] shared five specific processor for computing the
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Fig. 4. CM Pjv submodule.
velocity and position of all particles. Another bottleneck found
in [16]–[18] is about the information storage. The velocity,
position, and best position are store on, and this way creates
serial access. The architecture proposed in this paper, each
particle has specific registers for storage the velocity, position,
and best position, in other words, there is parallel access for
all information.
Regarding the hardware occupation, it was observed that
the implementation proposed in this work also obtained gains
when compared to other similar works from the literature. In
[15], ≈ 145000 LUTs were used from a Virtex FPGA 6 for
n = 10 particles and d = 6, by contrast, in the proposal
here presented only ≈ 30000 were used, that represents, a
reduction of 4.8×. For the same PSO configurations, the work
[18] used 24025 registers and 73881 LUTs, already in work
here presented were used 7010 registers and 30215 LUTs, a
reduction about 3.4× and 2.4× for the registers and LUTs,
respectively.
In order to compare with multi-core platform the PSO,
based on Algorithm 1, was implemented on Intel(R) Core(TM)
i7-7820HQ CPU 2.90 GHz 16 GB 2133 MHz LPDDR3
500 GB SSD. For the same PSO parameter used to FPGA,
the multi-core platform had a throughput about the 9.5 Kps
(or 9500 iterations per second). The FPGA speedup was of
≈ 4631× ( 44MSps9.5KSps ) for 12 bits and of ≈ 3368× ( 32MSps9.5KSps ), for
32 bits.
It is important to note that in none of the observed works
a hardware with n = 15 particles and dimension d = 10 was
mentioned. These results show that this proposed implemen-
tation can be used as a reference for several other associated
works.
VI. CONCLUSION
This paper presented a proposal for a parallel implemen-
tation of the Particle Swarm Optimization algorithm (PSO)
at fixed point on FPGA. All details regarding the proposal
implementation were presented and analyzed in terms of oc-
cupation area and processing time. The proposed architecture
was submitted to tests with the Rastrigin function obtaining the
expected results. The results obtained were quite significant
and point to new possibilities of using embedded PSO in
hardware for real time applications with large data volume.
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