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Photocount statistics are an important tool for the characterization of electromagnetic fields,
especially for fields with an irrelevant phase. In the microwave domain, continuous rather than
discrete measurements are the norm. Using a novel approach, we recover discrete photon stastistics
from the cumulants of a continuous distribution of field quadrature measurements. The use of
cumulants allows the separation between the signal of interest and experimental noise. Using a
parametric amplifier as the first stage of the amplification chain, we extract useful data from up
to the sixth cumulant of the continuous distribution of a coherent field, hence recovering up to the
third moment of the discrete statistics associated with a signal with much less than one average
photon.
Introduction. Photon statistics measurements provide
a wealth of information on the state of the electromag-
netic field. For instance, Glauber’s theory of optical co-
herence [1] is solely based on correlations between mul-
tiple photon measurements. As the discrete nature of
the interaction between light and matter is essentially a
quantum feature, statistical distributions can also char-
acterize the classicality of photonic states. For instance,
single photon states [2, 3] exhibit sub-Poisson photo-
count distributions that are not predicted by classical
theories [4]. These states are not just of theoretical in-
terest, as they feature prominently in proposals for the
development of quantum computation [5] and quantum
communication networks [6].
With the advent of circuit QED [7], there is currently
a great interest in quantum states of the electomagnetic
field in the microwave domain. From early on, predic-
tions have been made on the specific type of photon
statistics that can be expected in mesoscopic conduc-
tors [8–10]. Recently, purely quantum photonic states
have been demonstated in the microwave domain, us-
ing superconducting devices [11, 12]. Entanglement has
also been demonstrated in the GHz range using nor-
mal conductors [13, 14]. The detection of single pho-
tons in the microwave domain remains a challenge, but
schemes have been proposed for the extraction of pho-
tocounts from continuous measurements with linear de-
tectors [15]. Experiments have already been performed
to specifically extract discrete statistics from continuous
measurements [16–18], although they focused on the cal-
culation of centered moments of the continuous distribu-
tions, rather than the cumulants, as is the case herein.
In this Letter, we derive simple formulas linking the
cumulants [19] of the continuous variable (CV) distribu-
tion of field quadrature measurements to the centered
moments of the photocount statistics. The latter fully
characterize the state of the electromagnetic field when
its phase is either not well defined or irrelevant. The
additive nature of cumulants is especially important in
the quantum regime, when we reconstruct photon statis-
tics for signals with much less than one photon per mea-
surement on average and noise contributions cannot be
discarded. We also use a quantum-limited parametric
amplifier as the initial stage of the amplification chain,
in order to lower the noise background to a few photons
per measurement. With both techniques, we can charac-
terize quantum sources with much less than one average
photon in just a few seconds, without the need for exces-
sive averaging.
This Letter is organized as follows. We first derive
formulas linking the cumulants of the CV distribution to
the discrete moments of the photocount distribution. We
then discuss semi-classical limits and show how quantum
states can be characterized from their statistics. Finally,
in the experimental section, we recover the first three mo-
ments of the photocount distribution associated with a
weak coherent state (featuring much less than one pho-
ton on average per measurement) by measuring the first
six sumulants of the CV distribution.
Theory. We measure quadratures of a bosonic input
field by mixing the signal with a local oscillator (hetero-
dyne interferometric measurement). If the input field is
associated with the ladder operator aˆ, observables are of
the form
Xˆaˆ,θ =
eiθ aˆ† + e−iθ aˆ√
2
, (1)
with θ the phase between the input field and the local
oscillator.
We focus on the case of a measurement where the phase
difference θ is effectively averaged during the full time τ
of statistics accumulation. This is the case when the
phase varies randomly during the detection, but also in
the narrow-band limit, when the pulsations ω0 of the
local oscillator and ω of the measured signal differ by δω,
with δω τ 1. As the phase θ is averaged, expectations
of all odd centered moments of the measured signal are
zero, while expectations of the 2kth centered moments
are 〈
X2kaˆ,θ
〉
θ
=
(
1
2
)k〈∑
c.s.
aˆk aˆ†k
〉
, (2)
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2with “c.s.” standing for completely symmetric (i.e., the
sum is taken on all possible permutations of the non-
commuting operators). Here, 〈•〉 represents averaging
over the quantum ensemble, while 〈•〉θ represents aver-
aging over both the quantum ensemble and the phase
θ. To simplify notations, we drop the θ indices in the
calculations below.
The completely symmetric sum of Eq. 2 can be ex-
plicitely evaluated and yields [20]
∑
c.s.
aˆk aˆ†k =
k∑
i=0
(
1
2
)k−i
(2k)!
(i!)2(k − i)! aˆ
†i aˆi
=
k∑
i=0
(
1
2
)k−i
(2k)!
(i!)2(k − i)!
i−1∏
j=0
(nˆ− j) ,
(3)
with nˆ = aˆ† aˆ the usual number operator. We have ex-
plicitely linked the even moments
〈
X2kaˆ
〉
of the measured
CV distribution to the moments
〈
n`
〉
of the discrete pho-
tocount distribution.
As explicited before, we actually want to work with
the cumulants Ck =
〈
Xkaˆ
〉
of the CV distribution rather
than its moments. Cumulants characterize the distribu-
tion in the exact same way as its moments, but they also
have the advantage of being additive for independant dis-
tributions. This is crucial when unavoidable noise con-
tributions, including vacuum fluctuations and the weak
thermal contributions of the amplification process, are
taken into account. With the use of cumulants, these
independant contributions can be measured separately
and removed form the final measurement, leaving only
the signal, however weak.
Simple algebra leads from Eq. 3 to the first three mo-
ments of the photocount distribution in the form
〈n〉 = C2 − 1
2
; (4)〈
δn2
〉
=
2
3
C4 + C
2
2 −
1
4
; (5)〈
δn3
〉
=
2
5
C6 + 4C4 C2 + 2C
3
2 −
1
2
C2, (6)
where
〈
δn`
〉
=
〈
(n− 〈n〉)`
〉
is the `th centered moment
of the photocount distribution.
Cumulants can also be obtained through the use of
the second cumulant-generating function [19], which is
the natural logarithm of the characteristic function, or
Γ(λ) = ln
[〈exp(iλXaˆ,θ)〉θ] , (7)
as
Ck = (−i)k d
k Γ
d λk
(0). (8)
The second cumulant-generating function can be com-
puted for some usual states [21]. For a thermal state,
Γ(λ) = −(〈n〉+ 1/2)λ2/2. This is the second cumulant-
generating function of a gaussian distribution, leading to
C2 = 〈n〉 + 1/2 and Ck = 0, ∀k ≥ 3. In other words,
there is an equivalence between gaussian distribution of
quadratures and thermal (chaotic) statistics. When the
fourth-order cumulant is not zero, the statistics is not
chaotic. This is in contradiction with a claim made in
ref. [18] for the noise emitted by a tunnel junction. Such
noise is known to be caused by Poissonian charge tun-
neling statistics [22] and thus features a non-vanishing
fourth-order current cumulant (C4 ∝ e3B3 I¯ where e is
the unit charge, B the bandwidth and I¯ the average cur-
rent). For this reason, the associated photocount statis-
tics is not chaotic. However, the ratio C4/C
2
2 ∝ eB/I¯
of the current statistics is typically small (10−4 to 10−3
in [18]). It can then be difficult to discern between chaotic
and non-chaotic statistics, especially in the presence of
detection noise.
For a coherent state, Γ(λ) = −λ2/4+ln[I0(i√2 |α|λ)],
where I0 is the modified Bessel function of the first kind.
This leads to C2 = |α|2 + 1/2, C4 = −3 |α|4 /2 and C6 =
10 |α|6. Using Eqs. 4, 5, 6 we get, as expected, 〈n〉 =〈
δn2
〉
=
〈
δn3
〉
= |α|2.
Semi-classical narrow-band model. We wish to extract
useful limits for semi-classical narrow-band signals. We
first model the amplitude of a fully classical narrow-band
signal as
s(t) = a(t) cos(ωt) + b(t) sin(ωt), (9)
where a and b are real functions of time with slow varia-
tions (in the sense that the time scale of their variations
is much smaller than 1/ω). We consider a measurement
process that cannot resolve the fast oscillations at ω. The
intensity of a such a signal is then defined by
i(t) =
1
2
[
a2(t) + b2(t)
]
. (10)
A semi-classical prolongation of the model requires
adding an ersatz for the vacuum, in the form
svac(t) = ξa(t) cos(ωt) + ξb(t) sin(ωt), (11)
where ξa and ξb are two independant gaussian random
processes with null average and 1/2 variance.
By identifying Xaˆ,ωt with s(t) + svac(t), and applying
Eqs. 4, 5, 6 we get (after averaging ωt over many cycles)
〈n〉 = 〈i〉 ; (12)〈
δn2
〉
= 〈i〉+ 〈δi2〉 , (13)〈
δn3
〉
= 〈i〉+ 3 〈δi2〉+ 〈δi3〉 , (14)
where
〈
δik
〉
is the kth centered moment of the intensity
distribution.
3Eqs. ?? provide interesting limits for classical signals.
There exists inequalities verified by continuous distribu-
tions. For instance
〈
δi2
〉 ≥ 0 implies〈
δn2
〉 ≥ 〈n〉 . (15)
Thus, we recover the fact that classical signals cannot
obey sub-poissonian statistics [23]. When the intensity is
constant, all moments
〈
δik
〉
vanish and we recognize the
Poisson statistics of coherent signals. Super-poissonian
statistics exists as soon as i(t) is not constant. This is
the case, for instance, when the intensity is modulated,
as shown in the experimental section.
Additional inequalities stem from Stieltjes moments
theorem [24]. For instance,
〈
δi3
〉 ≥ −3 〈i〉 〈δi2〉 leads
to 〈
δn3
〉 ≥ 〈n〉+ 3 (〈δn2〉− 〈n〉) (1− 〈n〉) . (16)
In particular, if 〈n〉 ≤ 1, 〈δn3〉 ≥ 〈n〉.
In addition to the “hard” inequalities of Eqs. 15, 16,
we can derive relations in the vanishing signal limit. For
a classical signal, a reduction in intensity is equivalent
to the addition of an attenuator in the line. It is pos-
sible to write 〈i〉 = η 〈I〉 and 〈δik〉 = ηk 〈δIk〉 with a
fixed intensity I and a varying attenuation factor η. Ac-
cordingly, the vanishing signal limit 〈i〉 → 0 is equiv-
alent to the limit η → 0. Thus, Eqs. 12, 13, 14 yield〈
δn2
〉
,
〈
δn3
〉 ∼ 〈n〉 as 〈n〉 → 0. Hence, the Fano fac-
tor [25] F = 〈δn2〉 / 〈n〉 of a narrow-band classical signal
verifies
F → 1 as 〈n〉 → 0. (17)
In fact, the Fano factor is a great tool for characteriz-
ing distributions in the low 〈n〉 limit. It should always be
close to 1 for classical states and only deviate reasonably
from this value for non-classical states such as Fock states
or squeezed vacua. Although Fano factors of a few hun-
dreds have been reported in previous experiments [16],
they only reflect the fact that moments were used, rather
than cumulants, thus mixing signal and noise. They do
not reflect the underlying statistics of coherent states.
Fig. 1 identifies classical and non-classical regions in
the
(〈n〉 , 〈δn2〉) plane. For a given photon average, co-
herent states feature the lowest variance of all classical
states. As shown above, there also exists an upper limit
for narrow-band classial signals as the photon average
vanishes, with a Fano factor approaching unity. There
are thus two distinct non-classical zones in the plane.
Quantum states below the
〈
δn2
〉
= 〈n〉 line (i.e. states
with sub-Poisson statistics) are well-known and include
Fock states (on the x-axis). On the other side, squeezed
vacuum states exhibit super-poissonian statistics even as
〈n〉 → 0 (with a limit 〈δn2〉 ∼ 2 〈n〉 that reflects the
production of photon pairs in these states). Although
the two non-classical regions seem segregated, it is pos-
sible in some cases to move a state from one to the other
using a symplectic operation, such as a displacement.
For instance, when a squeezed vacuum is displaced in
the quadrature plane in the direction of squeezing, it
can cross the clasical region and end up as an ampli-
tude squeezed state in the sub-Poisson region [26, 27].
Indeed, under application of the Glauber displacement
operator [23] Dˆ
(
r eiθ
)
, the average photon number and
variance of the photocount distribution become
〈n〉 → 〈n〉+
√
2 r 〈Xaˆ,θ〉+ r2 (18)
and〈
δn2
〉→ 〈δn2〉+2 r2 〈δXˆ2aˆ,θ〉+2√2 r cov(nˆ, Xˆaˆ,θ), (19)
where the covariance between two operators is defined as
cov(pˆ, qˆ) =
1
2
(〈pˆ qˆ〉+ 〈qˆ pˆ〉)− 〈pˆ〉 〈qˆ〉 . (20)
The migration from one non-classical region to the
other is due to the presence of the covariance term that
reflects correlations between nˆ and Xˆaˆ,θ.
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FIG. 1 (color online). States of a narrow-band semi-classical
electromagnetic field are restricted in the (〈n〉 , 〈δn2〉) plane.
They can only exist in the shaded region. The lower limit
(thick blue line) represents coherent states and poissonian
statistics. The shaded region is not bounded by a “hard”
upper curve as classical states are only constrained in the
limit 〈n〉 → 0. Squeezed vacua (solid red line) can exist in
the non-classical upper part. They can cross from the upper
to the lower non-classical parts when appropriately displaced
(green arrow).
Experiment. We tested the results of Eqs. 5, 6 on a
weak coherent state. The full experimental setup is repre-
sented in Fig. 2. The ideal signal is well approximated by
a phase and amplitude-controlled sine wave at 6.01 GHz
generated by an analog signal generator. It is attenuated
down to much less than a photon per measurement bin
before going through a Josephson parametric amplifier
(paramp) [28] placed in a dilution refrigerator and ther-
malized at 7 mK. The parametric amplifier is pumped in
4voltage by a second signal from an analog signal gener-
ator at 6.00 GHz. The measured gain is close to 15 dB.
The parametric amplifier is protected from the noise of
the rest of the amplification chain by two cryogenic circu-
lators. The amplification chain continues with secondary
cryogenic low noise amplifier thermalized at 3 K, and
additional amplifiers at room temperature. The para-
metric amplifier pump is also used as a local oscillator
for an in-phase/quadrature mixer. The phase of the lo-
cal oscillator is controlled by a phase shifter. The signal
at 6.01 GHz is thus downconverted to 10 MHz, band-
pass filtered and acquired by a fast acquisition card with
14-bit resolution and a 400 MSa/s sampling rate.
300 K
3 K
7 mK
Pump
6.00 GHz
Signal
6.01 GHz
ϕ
-45 dB
-40 dB
4-7.8 GHz
Paramp
50 Ω
-30 dB
I
RF
LO
9-11 MHz
Acq.
FIG. 2 (color online). Experimental setup (details in text).
Cumulants are extracted from raw power data using a
model with a single free parameter (number of noise of
photons in the cavity of the parametric amplifier). The
value of this parameter is obtained by replacing the sig-
nal source by a DC-biased tunnel junction (not shown)
placed in the dilution refrigerator. The characteristic
noise curve is fitted to extract the background noise,
about one average photon in the 50-MHz bandwidth cav-
ity of the parametric amplifier (-125 dBm). Experimen-
tal data is obtained by sweeping the signal source power
in order to get from 10−3 signal photon on average (-
155 dBm) to 10 signal photons on average (-115 dBm)
in the cavity. Data above one average signal photon was
discarded due to the very nonlinear response of the para-
metric amplifier.
The first six cumulants of the CV distribution are
computed in real time, allowing the extraction of the
first three moments of the photocount distribution. Re-
sults are presented in Fig. 3. Each point of the graph
is computed from close to 800 million samples and is
acquired and processed in about 2 s. Experimental re-
sults agree remarkably well with expected values for a
coherent state, for which the Poisson distribution verifies〈
δn3
〉
=
〈
δn2
〉
= 〈n〉. The small deviation at higher 〈n〉
can be ascribed to the strong nonlinearity of the paramet-
ric amplifier. Essential features in the graph, including
the unit Fano factor, are robust with respect to variations
in the value of the free parameter.
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FIG. 3 (color online). Measured variance and skewness of
photon statistics for a coherent state. All centered moments
of the Poisson distribution verify
〈
δnk
〉
= 〈n〉.
Fig. 4 illustrates the positive contribution of intensity
fluctuations in the variance of the measured signal. This
set of data was obtained by slowly modulating the coher-
ent state of Fig. 3 with various schemes. The modulation
rate was slightly less than 100 kHz, at a rate incommen-
surable with the frequency of the coherent state and that
of the pump/local oscillator. The various modulation
schemes correspond to different variances of the intensity
distribution. All variances are of the form
〈
δi2
〉
= α 〈i〉2,
with α = 1/3 for triangular modulation, α = 1/2 for si-
nusoidal modulation, and α = 1 for square modulation.
The unit Fano factors predicted by Eq. 17 are clearly
visible in Fig. 4 (which can be compared to Fig. 1).
Conclusion. Discrete photon statistics can be recov-
ered from the cumulants of the continuous distribution
of field quadratures. Cumulants allow the signal to be
completely separated from the noise, leading to measure-
ments of signals with much less than one average pho-
ton. We performed a proof of principle experiment with
coherent states and modulated signals featuring super-
poissonian statistics. Thanks to the segregation between
signal and noise, and the use of a parametric amplifier,
we recovered the first three moments of the photocount
statistics. This type of experiment can differentiate be-
tween classical and non-classical states of the microwave
radiation in mesoscopic conductors. In particular, the
sub-poissonian statistics of single photon sources would
be recognized. In the case of squeezed vacua, the genera-
tion of pairs of photons would yield a non-classical Fano
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FIG. 4 (color online). Variance of photon statistics for dif-
ferent modulations schemes. Although all distributions are
super-poissonian, in the small signal limit all variances move
towards 〈n〉, as expected for classical states.
factor of 2 in the limit of vanishing 〈n〉.
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