We know that the marginals in a Dirichlet distribution are beta variates exhibiting a negative correlation. But we can construct two linear combinations of such marginals in such a way to obtain a positive correlation. We discuss the restrictions that are to be imposed on the parameters to accomplish such a result. In the case the sampling from the Dirichlet distribution is performed through a generalization of Johnk's method we discuss the efficiency of the algorithm implementing the method.
Introduction
Let {X 1 , X 2 , X 3 } be distributed according to a Dirichlet distribution (see, for example, [2, pages 231-235] ), which will be denoted by {X 1 , X 2 , X 3 } ∼ D(3, α 0 , α 1 , α 2 , α 3 ). To fix notation in this case
where Z j , j = 0, . . . , 3 are independent gamma variables: Z j ∼ G(λ, α j ). Define
It follows Y 1 ∼ Be(α 1 + α 3 , α 0 + α 2 ) Y 2 ∼ Be(α 2 + α 3 , α 0 + α 1 ),
where Be(·, ·) denotes a beta distribution. Set γ = α 0 + α 1 + α 2 + α 3 . Then we have
.
we have
It follows that the correlation coefficient is given by
, and the correlation is positive if α 0 α 3 > α 1 α 2 . Suppose now that we want to sample from a bivariate density with beta marginals, with parameters, respectively, c 1 , c 2 and c 3 , c 4 , and a given positive correlation coefficient r. To fit into the previous framework we set
which implies c 1 + c 2 > c 3 .
We assume r > 0. We solve for {α 0 , α 1 , α 2 , α 3 }, as functions of {c 1 , c 2 , c 3 , r}.
We get
It follows α 3 > 0, as required. And
All the parameters have to be positive, so we must have
To determine in the general case the conditions upon which these restrictions are satisfied is rather cumbersome. We analyze in details some particular cases.
I Case: c 1 = c 3 . In this case the two marginal have the same distribution Be(c 1 , c 2 ). We have
We see that the first two condition in Equation 3 are identical and
As for the third condition we have
1.
To be greater than zero it requires
2.
To be greater than zero it requires c 2 > rc 1 .
The two conditions are then satisfied if
3.
III Case: c 1 = c 2 .
In this case c 1 + c 2 − c 3 = 2c 1 − c 3 , so we must have δ = 2c 1 − c 3 > 0, which implies
. We have
To be greater than zero it requires δ > r c 3 δ, that is δ > r 2 c 3 . That means
if we have c 1 ≥ c 3 the above condition is always satisfied.
same as before.
To be greater than zero we must have
that is c 3 > r 2 δ, which leads to
Putting the two conditions together we have
which can be rewritten as
4.
IV Case: c 1 = c 2 = c 3 . Then
2 Efficiency with Johnk's method 
To give an idea we present the following data, referred to the case c 1 = c 3 . Table 1 refers to the case where r = 0.5, Table 2 when r = 0.75. 
