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Abstract
Plasticity after stroke is a complex phenomenon initiated by the functional reorganization of the
brain, especially in the perilesional tissue. At macroscales, the reestablishment of segregation
within the affected hemisphere and interhemispheric integration has been extensively documented
in the reconfiguration of brain networks and proved to be a potential biomarker of functional
recovery. However, the local connection mechanisms generating such global network changes
are still largely unknown as well as their potential to better predict the outcome of patients.
To address this question, time must be considered as a formal variable of the problem and not
just a simple repeated observation. Here, we hypothesize that the temporal formation of basic
connection blocks such as intermodule links -or edges- and intramodule connected triads -or
triangles- would be sufficient to determine the large-scale brain reorganization after stroke.
To test our hypothesis, we adopted a statistical approach based on temporal exponential
random graph models (tERGMs). First, we validated the overall performance on synthetic time-
varying networks simulating the reconfiguration process after stroke. Then, using longitudinal
functional connectivity measurements of resting-state brain activity, we showed that both the
formation of triangles within the affected hemisphere and interhemispheric links are sufficient
to reproduce the longitudinal brain network changes from 2 weeks to 1 year after the stroke.
Finally, we showed that these temporal connection mechanisms are over-expressed in the
subacute phase as compared to healthy controls and predicted the chronic language and visual
outcome respectively in patients with subcortical and cortical lesions, whereas static approaches
failed to do so. Our results indicate the importance of considering time-varying connection
properties when modeling dynamic complex systems and provide fresh insights into the network
mechanisms of stroke recovery.
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Introduction
The brain is a networked system whose parts dynamically interact over multiple temporal
and spatial scales. Such network properties are at the basis of neuroplasticity allowing
for the acquisition of new skills (e.g., learning) as well as for the functional recovery after
brain injuries (e.g., stroke). When locally damaged, the brain tends to spontaneously
adapt by recruiting new resources through the network to compensate for the loss of the
neuronal tissue and recover the associated motor or cognitive functions. At micro/meso
spatial scales, dendritic remodeling, axonal sprouting, and synapse formation have been
best demonstrated in the peri-lesional tissue of animal models during the first weeks after
stroke [1–3]. At larger macro scales, it has been shown that post-stroke plasticity also
involves regions outside the peri-infarct cortex - including the contralesional hemisphere
- and that the associated brain activity and connectivity changes can last several months
in an effort to return to a normal condition [4–9].
Recovery after stroke is a temporally dynamic network phenomenon, but only recent
longitudinal studies have allowed to demonstrate a direct association between changes
in brain functional connectivity (FC) networks and spontaneous recovery in humans [10].
Both increased interhemispheric homotopic integration and intrahemispheric segregation
appear to be fundamental principles for recovery of associative/higher cognitive functions
(e.g. attention, language), as quantified by the return to a normal modular organiza-
tion [11]. Indeed, the role of time in complex networks has been recently revised as a
fundamental variable to model and analyze real-world connection phenomena [12,13].
By introducing time, new higher-order properties emerge that cannot be captured by
static network, or graph, approaches. In a temporal network two disconnected nodes
can, for example, still interact if there exists a time-ordered sequence of links connecting
their neighbors [12, 13]. This way of rethinking networks naturally extend standard
topological properties with purely temporal concepts such as latency, persistence, or
formation of connectivity patterns or motifs. Interestingly, the inherent ability of
temporal-topological graph metrics to characterize dynamic brain networks, as well as to
predict future behavior, have been increasingly demonstrated in the context of human
neuroscience [14–19].
To date, however, the existence of dynamic brain network signatures in stroke and
their ability to predict functional outcome in individual patients has not been proved
directly. Based on these theoretical and empirical grounds, we hypothesized that temporal
connection mechanisms constitute fundamental building blocks of the recovery process
after stroke. More specifically, we expected that the formation of interhemispheric links
and intrahemispheric clustering connections, and not just their static appearance, would
characterize the crucial phases of brain reorganization after stroke. Furthermore, we
hypothesized that these temporal connection signatures in the subacute phase would
allow to predict the future behavior of patients in the chronic phase.
To test this hypothesis, we considered longitudinal brain networks derived from
resting-state fMRI BOLD activity recorded in a group of patients at 2 weeks, 3 months
and 1 year after their first-ever unilateral stroke. Neurological impairments were described
using multidomain behavioral measurements at each visit. We evaluated the significance
of the hypothesized temporal connection mechanisms through a rigorous statistical
network approach based on temporal exponential random graph models (tERGMs).
We compared our results with respect to a group of demographically-matched healthy
subjects and we tested their ability to predict the future outcome of stroke patients. See
Material and Methods for more details on the experimental design and methods of
analysis.
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Results
A statistical model of temporal networks
It has been theoretically hypothesized and recently empirically observed that recovery
after stroke is accompanied by the emergence of FC patterns supporting interhemispheric
integration and intrahemispheric segregation (Fig 1A). To quantify these dynamic
network properties we introduced two temporal graph metrics which account respectively
for the formation of edges between hemispheres (E) and triangles -i.e., interconnected
triads- within hemispheres (T ) (Material and methods). Both E and T quantify
connection patterns through time that cannot be derived by looking within single time
steps (Fig 1B). Without loss of generality, time steps corresponded here to different
longitudinal visits, or sessions.
Fig 1. Dynamic network hypothesis of brain reorganization after stroke A) Graphical
representation of the known resting-state functional connectivity (FC) changes occurring after
stroke. Brain networks tend to restablish functional segregation within the affected hemisphere
(orange) as well as functional intergation with the homotopic areas in the unaffected hemisphere
(blue) [11]. B) Temporal graph metrics to quantify the hypothesized local mechanisms underlying
the global network FC changes, i.e. formation of interhemispheric links (temporal edge E)
and clustering connections within the affected hemisphere (temporal triangle T ). Both E
and T quantify connection patterns taking place across consecutive time steps. Hence, the
closure of a triangle from time t− 1 to t, does not necessarily imply the existence of a complete
interconnected triad as illustrated by the dashed edges in T .
To validate the relevance of these metrics we first generated synthetic dynamic graphs
that reproduce the known topological changes observed in resting state brain networks
after stroke [5, 11]. The model consisted of a network of two modules - representing the
hemispheres - that were initially not interconnected and randomly initiated with a fixed
connection density. This condition ideally reproduce the effects of stroke with complete
destruction of between-hemisphere integration and within-hemisphere segregation. To
simulate the reorganization process underlying recovery, a fraction of links was randomly
rewired in each subsequent time step to form inter-module edges (E) and intra-module
triangles (T ) (Fig 2A). To simulate realistic time dependencies [12, 13], we applied the
rewiring rule in a way that each network at time t could be obtained by the network at
time t− 1 (Materials and methods).
By construction, the cumulative occurrence of temporal edges E and triangles T
in the synthetic networks increased over time (Fig 2B). To evaluate the extent to
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which these connection mechanisms were also sufficient for statistically reproducing
the observed networks we adopted a general framework based on temporal exponential
graph models (tERGM) [20]. The probability of observing the entire series of networks
was here controlled by two main parameters, θE and θT , which weighted the relative
contribution of E and T . Because tERGMs are in practice fitted through numerical
approximations, we also introduced two secondary parameters to ensure the convergence
to an optimal solution, namely the connection density and stability (Material and
methods).
Results showed a high goodness-of-fit in terms of link prediction capacity 〈AUP 〉 =
0.8(0.02) and 〈AUR〉 = 0.88(0.01) (Fig 2C), which we did not obtain when using static
graph metrics merely counting the appearance of edges and triangles 〈AUP 〉 = 0.22(0.01)
and 〈AUR〉 = 0.59(0.05). Global dynamic network changes were determined by the
local formation of temporal edges and triangles as indicated by the positive values of
the corresponding parameters meaning that they occur more often than expected by
chance (θT = 0.13, θE = 0.16). Furthermore, we showed that the networks sampled with
the fitted tERGM also captured the global integration and segregation changes, here
quantified by a decreasing network modularity Q [21], which were not directly included
in the model but indirectly resulting from the simulated process. Instead, the use of
static metrics which simply account for the presence of edges and triangles in each time
step failed to retrieve the actual trend (Fig 2D, Supp. text) .
Fig 2. Validation of temporal exponential graph models (tERGMs) on synthetic
networks. A) Sequence of connectivity matrices representing a time-varying synthetic network.
Unweighted and undirected networks are generated by a model that reproduces the large-
scale reconfiguration changes after stroke. Interhemispheric integration and within-hemisphere
segregation are obtained by allowing the formation of temporal edges E between blocks and
temporal triangles T within blocks. Blocks (i.e. red squares) represent the hemispheres
(Material and methods). B) Cumulative counts of E and T between consecutive time steps
for the synthetic temporal network. C) Prediction performance: area under the curve for the
receiver operating characteristic (AUR, red curve) and precision recall (AUP, blue curve) of
the out-of-sample link prediction in the networks simulated by the tERGM. Different curves
correspond to different time steps. D) Validation: modularity Q values for i) the actual
time-varying synthetic network (black line), ii) the ones simulated by the tERGM (green line),
and iii) those simulated by a static version of the tERGM where the graph metrics were only
accounting for the presence - not the formation - of edges and triangles (gray line) (Material
and methods)
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Dynamic connection mechanisms after stroke
We next considered longitudinal brain networks underlying functional recovery in uni-
lateral stroke patients (Material and methods). Brain networks were obtained by
computing functional connectivity between fMRI activity of different regions of interest
(ROIs) (Fig 3A) [22]. Damaged ROIs and the corresponding connections were excluded
by the network analysis (Materials and methods). Stroke lesions involved both
subcortical and cortical ROIs, with cortical lesions mainly covering cingulo-opercular,
auditory, ventral-attention and default mode network systems (Fig 3B). While the
number of occurrences was slightly higher for the left hemisphere, the average size of the
lesion was larger for the right hemisphere, i.e. 5, 6 cm3 versus 4, 7 cm3 (File S1).
Previous analysis demonstrated a progressive restoration of modularity in the large-
scale functional brain network after stroke that was associated with good recovery (Fig
3C,D) [11]. These network changes were more evident in the sub-acute phases (from
2 weeks to 3 months), but, critically, they were obtained separately in each session
thus ignoring the time-ordered nature of the reorganization process. Here, we used
tERGMs to statistically identify the temporal reconfiguration mechanisms after stroke
and evaluate their ability to predict the future behavioral outcome of patients. In this
experimental setting, the temporal graph metrics E and T now quantify respectively
homotopic integration between the hemispheres and segregation within the lesioned
hemisphere. To increase the specificity of our approach, we restricted the analysis to
the subnetwork corresponding to the affected system for patients with cortical lesions
(n = 23), while we considered the whole hemisphere as affected for subcortical-lesioned
patients (n = 26) (Materials and methods).
After fitting a tERGM to each patient, we found a general high goodness-of-fit
regardless of the observation window (i.e. 3 months or 1 year) and location of the lesion
(i.e. subcortical/cortical)(Tab S1). Sometimes, the parameter coefficients were not
assigned because the respective counts were not sufficiently represented in the network.
This mainly occurred for the θT coefficients of cortical-lesioned patients, whose network
were relatively small (Materials and methods). These situations were excluded from
any subsequent analysis. We then focused on the subacute phase (from 2 weeks to 3
months), where most changes were previously observed [11]. The main parameter values
θE and θT were in average positive indicating that both the formation of interhemispheric
connections and triangles within the lesioned hemisphere are peculiar mechanisms of
brain network reconfiguration after stroke (File S2). We validated this result in the
subcortical-lesioned group by showing that both θE and θT values were significantly
higher compared to those obtained in a group of demographically-matched healthy
controls (Wilcoxon test p < 0.01, Fig 4A, File S1).
A similar group comparison could not be performed for cortical-lesioned patients
because tERGMs were fitted to the subnetwork affected by the lesion, and there was a high
variability in the lesion locations and size across patients (Material and methods).
Nevertheless, such variability allowed us to elucidate the relationship between the
observed dynamic network mechanisms and the cortical system that was affected. Results
showed that different systems were not responding in the same way to the lesion and that
primary cortical areas reacted with a higher formation of temporal edges and triangles.
Specifically, we found higher θE values when the stroke involved visual and sensorimotor
systems (Fig 4B). θT values were higher in visual and default-mode systems prevalently
in the right hemisphere, whose damages were in average larger compared to the left
hemisphere. However, we reported no significant relationships between the size of the
lesion and the tERGM coefficients.
Taken together, these findings unveil the specific local connection mechanisms giving
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Fig 3. Longitudinal brain networks and behavior after stroke. A) Cortical parcel-
lation used to define the nodes (i.e. ROIs) of brain networks [22]. Different colors highlight
the belonging to different functional systems. B) Spatial position of the ROIs affected by the
stroke and their occurrences in the cortical-lesioned subgroup of patients (n = 23). 55, 82%
of the damages are in the left hemisphere; 44, 18% are in the right hemisphere. The average
size of the lesion is however larger for the right hemisphere (5, 6 cm3 versus 4, 7 cm3). C)
Dynamic brain network of a stroke patient over time. Nodes are spatially arranged according to
a spring layout. Network are filtered and binarized to retain the 10% of the links with strongest
functional connectivity (FC) values. D) Longitudinal multidomain behavioral scores for the
stroke population including both cortical- and subcortical-lesioned patients. Only patients with
score in every visit are reported here (n = 23). Values are Z-normalized with respect to a
demographically-matched control group (n = 21). Bars show the group-averaged values and
whiskers indicate standard error means (SEM). Behavior is significantly recovering in all domains
but visual and regardless of the damage location, i.e. cortical/subcortical (Repeated-measures
ANOVAs, p < 0.05, File S3).
rise to global network segregation within the lesioned hemisphere and interhemispheric
homotopic integration after stroke.
Prediction of future outcome
Given the dynamic nature of brain connectivity after stroke, we finally asked whether
such temporal network properties could predict the future outcome of patients. To do
so, we correlated the values of the tERGM parameters fitted over the dynamic brain
networks in the subacute phase with the multi-domain behavioral scores gathered in
the chronic phase (1 year) (Materials and methods). Due to patient dropouts, some
behavioral scores were missing. For the correlations analysis we only considered patients
with all scores in all the visits (Fig 3D).
For subcortical lesions (n = 14), we found that both the formation of interhemispheric
temporal edges (θE) and intrahemispheric temporal triangles (θT ) significantly predicted
the future language score (Spearman correlation R > 0.62, p < 0.02, Fig 4C). This
tendency was also confirmed in patients with stronger deficit (n = 13), i.e. when the
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behavioral score at 2 weeks was at least one SD below the mean of the healthy group
(R = 0.74, p = 0.005 for θE ; R = 0.64, p = 0.021 for θT ). For cortical lesions (n = 9),
we only reported a significant correlation between θE values and the visual score in the
chronic phase (R = 0.73, p = 0.031), which however we could not assess for the few
patients with greater impairment (n = 3). No other significant predictions were found
for the other behavioral scores (Tab S2).
In a separate analysis, we verified that these predictions could be obtained neither
when we calculated the temporal graph metrics outside the tERGMs nor when we
considered equivalent static graph metrics for E and T , by neglecting the past networks
(Supp. text). Notably, language and visual outcomes after 1 year were not predicted
by the precedent values at 2 weeks or by the relative difference between 3 months and
2 weeks. In addition, no significant correlations were reported when we considered
the lesion size as predictor. Only the age factor exhibited a weak correlation with the
future visual outcome in cortical-lesioned patients (R = 0.56, p = 0.04), but it was not a
significant predictor for the language outcome in the subcortical-lesioned group.
These results indicate that the statistical occurrence of temporal connection mech-
anisms reflecting within-hemisphere segregation and interhemispheric homotopic inte-
gration after unilateral stroke, might be also crucial for the prediction of functional
recovery.
Fig 4. Temporal connection mechanisms after stroke and prediction of outcome A)
Statistical comparison between the main tERGM coefficients of subcortical lesioned patients
(red shape) and healthy controls (white shape). Violin plots show the distribution of the
values, while innze box-plots denote median and quartiles. Significant increases in the stroke
group are reported for both temporal formation of interhemispheric edges (θE , Wilcoxon test
t = 4.75, p = 0.002) and within-hemisphere triangles (θT , Wilcoxon test t = 3.59, p = 0.002).
B) Cortical maps of the main tERGM coefficients for the cortical-lesioned group of patients.
Colors denote the average of the parameter values (violet for θE , green for θT ) for the ROIs
within the affected functional systems. C) Correlation plots of the tERGM coefficients and
future outcome in the subcortical-lesioned group. Both temporal edges and triangles in the
subacute phase (from 2 weeks to 3 months) significantly predict the global language score in
the chronic phase (1 year) normalized to the control group (Spearman correlation R = 0.62,
p = 0.0186 for θE ; R = 0.69, p = 0.006 for θT ).
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Discussion
Modeling dynamic networks
Many natural and social interconnected systems are characterized by time-varying
interactions so that the network’s structure changes over time. Such temporality has
been shown to affect many dynamical processes on the network such as slowing down
synchronization and diffusion of information [23], impeding exploration and accessibility
[24,25], as well as favoring system control [12].
More pertinent to this paper, recent evidence suggests that brain functional connec-
tivity is inherently dynamic and exhibits relatively fast fluctuations that support normal
cognitive abilities [26, 27] as well as slower changes associated to neurodegenerative dis-
eases [28] or recovery after brain injuries [29]. Despite the ubiquity of temporality, brain
connectivity networks have been mostly studied with cross-sectional experiments and
static graph approaches. Furthermore, the statistical relevance of the extracted network
properties remain largely unknown and group-level analysis is typically used to determine
the confidence intervals, thus leading to a critical loss of individual specificity [30].
To address these limitations we adopted a model-based statistical framework to
test the significance of specific local connection rules to generate an observed sequence
of temporal networks. We showed that the temporal formation of local clustering
connections and long-range edges, i.e. basic components of segregation and integration
of information [31–33], are sufficient to statistically reproduce longitudinally dynamic
brain networks in single stroke patients and reproduce the main global changes.
Brain plasticity and stroke
Although stroke represents a focal damage, it is well known that consequences involve
areas that are also outside the perilesional tissue [1, 4, 34]. Efforts to characterize brain
network reorganization after stroke has focused almost exclusively on the static repre-
sentation of underlying connectivity patterns [35]. However, both scientific intuition and
recent evidence suggest that temporal network properties might also contain important
information about the mechanisms of brain plasticity [14].
Our exploration of temporal network properties provides new insights into the
brain organizational principles after unilateral stroke. We found that the formation
of clustering connections within the affected hemisphere and of functional interactions
with the contralesional hemisphere, constitute fundamental building blocks of cortical
plasticity during the initial phases after stroke. Biologically, these local connection
processes can be seen as precursors of the large-scale within-hemisphere segregation
and between-hemisphere integration, which have been hypothesized to underlie stroke
recovery [5] and are in line with recent evidence showing a progressive return to a normal
modular organization [11].
Specifically, both temporal triangles and edges were evident in the visual system, with
temporal edges being also pronounced in the sensorimotor system. These primary systems
are known to be more densely connected as compared to other secondary ones [36–38],
with many anatomical fibers crossing the hemispheres for the integration of lower-level
visuomotor functions [39]. Vulnerability and modeling analyses indicate that attacking
such systems will indeed have relatively little effect in terms of widespread connectivity
disruption as compared, for example, to midline and fronto-temporal cortices [40, 41].
This higher structural redundancy would therefore represent a potential reserve of the
primary cortical systems to functionally react and reorganize after stroke [42]. In parallel,
we showed that the higher values of temporal edges and triangles observed in the right
hemisphere might not only reflect the lesion size. Patients with right lesions often suffer
from severe attention disorders [43] which cause poorer outcome overall [44, 45], as well
July 24, 2019 8/18
as stronger cognitive deficits including language [46]. It is possible that the higher
propensity of the right hemisphere to reorganize would therefore reflect attentional
increases that are known to globally support recovery. Further studies will be crucial to
elucidate how these temporal connection mechanisms are affected by the lesion side and
by the intrinsic FC lateralization [47,48].
Forecasting behavior and recovery
Forecasting behavior is paramount in many real-life situations. In clinical neuroscience,
a correct prognosis can have concrete impact on the life of people allowing to identify
appropriate therapeutics to slow down the progression of disease or promote effective
recovery. Our results show that the intrinsic temporal brain network signatures in the
subacute phase after unilateral stroke (from 2 weeks to 3 months) can predict the future
outcome of patients in the chronic phase (1 year), whereas static approaches failed to do
so.
In the case of subcortical lesions, where the entire hemisphere is concerned, both
the temporal formation of interhemispheric links and clustering connections within the
affected hemisphere were associated with a better language recovery. These results are
in line with previous evidence showing that large-scale functional connectivity changes
correlate with cognitive and integrative functions, whereas structural changes such as
the lesion location better predict motor deficits [5, 11]. Language disorders can indeed
arise not only from the disruption of language processing, but also from the deterioration
of distributed support functions including auditory processing, visual attention as in
reading, and motor planning for speech [49].
As for cortical lesions, where specific systems are attacked, the formation of new
connections between the perilesional tissue and the homotopic area in the unaffected
hemisphere was found to be predictive of the future visual outcome. While it has been
demonstrated that lesions to the visuomotor system mainly affect the corresponding
functions [40], the visual pathway involve several remote regions including frontal,
temporal, and parietal lobes [50]. Hence, deficits to visual fields can be also given by
damages of other areas controlling for example the eye movement or interpreting what
we see. This evidence would support the oberved predicition in spite of the heterogenity
of the cortical systems that are damaged.
In conclusion, our results highlight the importance of the formation of specific
connection mechanisms in the initial phases after stroke. Further research will be crucial
to elucidate the intermingled relationship between the damaged brain systems and the
affected functions.
Limitations/perspectives
The studied dynamic brain networks consisted of three time points - two for the subacute
phase and one for the chronic phase - allowing to have a partial sampling of the
reorganizational mechanisms taking place after stroke. From a methodological perspective
tERGMs can fit short network time series and do not make any assumptions as to whether
the time that passes between time steps is long or short [51]. Nevertheless, a denser follow-
up would have provided more detailed dynamics on the brain network reconfiguration
after stroke, but this remains difficult because of the scarce availability of patients to
be recruited frequently over long periods. This is the reason why the large parts of the
studies are cross-sectional or only consider two time points [35,52]. Although the dataset
used here is one of the most complete currently available, longitudinal studies with more
frequent visits will be important to assess dynamic neural mechanisms after stroke at a
finer temporal resolution.
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The temporal graph metrics implemented in our tERGMs were designed to capture
monotonic network changes over time, such as the formation of specific connectivity
motifs. This means that in general, these models cannot capture inverse trends - e.g.
pattern dissolution - or more complex dynamics. While this is not a major issue in the
case of neural recovery and neurodegeneration, the study of functional brain networks at
shorter time scales might need more sophisticated approaches to also model connectivity
fluctuations. More research is needed in this direction and possible solutions may come
from the development of ERGMs with time-varying parameters [53] and stochastic
actor-oriented models [54].
The cohort of stroke patients was heterogeneous in terms of stroke lesion type and
location. Because patients suffered from unilateral lesions - except for brainstem damages
- we only considered the corresponding cortical hemisphere as the affected one. However,
unilateral lesions of subcortical structures including white matter and cerebellum, might
result in a more complex pattern which partly involving both cortical hemispheres [4].
In a supplemental analysis, we showed that considering both the hemispheres as affected
significantly decreases the predictive power of the temporal triangle θT coefficients
(Tab S3). These findings confirmed that the formation of clustering connections after
unilateral lesions to white matter or cerebellum were actually taking place within the
corresponding affected hemisphere in the cortex.
Finally, head motion and hemodynamic lags can both alter resting-state fMRI FC
[55,56] and impact FC-behavior relationships [57]. While both motion and hemodynamic
lags are areas of ongoing methods development, the data used in this study have
been carefully censored and cleaned following state-of-the art procedures, including
head motion and frame-to-frame fMRI signal intensity change thresholds, tissue-based
timecourse regression and excluding subjects showing severe hemodynamic disruption
(hemodynamic lag > 1 s) (more details in [58]).
Conclusion
Consistent with our hypothesis, we have identified two significant temporal network
signatures that characterize dynamic brain networks after stroke. The formation of both
clustering connections within the perilesional tissue and interhemispheric interactions
with the homotopic regions are significantly abundant in stroke patients as compared
to healthy controls. These temporal signatures, which are respectively related to
intrahemispheric segregation and interhemispheric integration, varied over individuals
during the subacute phases of stroke and were specific predictors of language outcome
in the chronic phase. Furthermore, we reported a general framework for the statistical
validation of hypothesized connection rules in time-varying complex networks. Taken
together, our results offer new insights into the crucial role of temporal connection
mechanisms in the prediction of the system performance.
Material and Methods
Temporal exponential random graph models (tERGMs)
To evaluate the relevance of the hypothesized local connection mechanisms in generating
the observed time-varying networks, we adopted a statistical framework based on
temporal exponential random graph models (tERGM) [20].
Let A0, ..., AT be a time-ordered series of graphs with N fixed nodes that represents
a temporally dynamic network. By assuming one-step time dependencies, the probability
of observing the entire sequence of graphs can be then written as
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P (A1, A2, ..., AT |A0) =
T∏
t=1
P (At|At−1) (1)
.
The transition probability P (At|At−1) has the following exponential form
P (At|At−1,θ) = exp(θ
′
g(At, At−1))
Z(θ)
(2)
where θ is the vector of r model parameters which weight the different graph metrics
(or statistics) g = [g1, g2, ..., gr], and Z is a normalizing constant estimated over the
space of all the graphs of size N .
To incorporate temporal dependencies between time steps graph metrics can incorpo-
rate memory terms as a function of consecutive graphs. Here, we define the temporal
formation of edges between components (E) and the formation of triangles within
modules (T ) as
E =
∑
ij
(1−At−1ij )Atij(1− δij) (3)
T =
∑
ijk
At−1ik A
t−1
kj (1−At−1ij )Atijδikδkjδij (4)
where δij = 1 if node i and j belong to the same component or module. In brain
networks, components correspond to the cortical hemispheres so that E quantifies the
formation of interhemispheric interactions and T the formation of within-hemisphere
clustering connections (Fig. 1B).
Because the parameter values cannot be obtained analytically, due to the compu-
tational intractability of the normalizing constant Z, numerical approximations are
typically employed. Here, we used Markov-chain MonteCarlo maximum likelihood esti-
mates (MCMCMLE) which is relatively fast and robust for short network sequences as
compared to maximum pseudolikelihood estimates (MPLE) [51].
To ensure the convergence to a meaningful solution, we introduced two secondary
parameters in the tERGM, namely the instantaneous connection density L and the
stability S =
∑
ij A
t
ijA
t−1
ij +(1−Atij)(1−At−1ij ), which measures the number of persisting
dyads (tied or not) between two consecutive time points. These metrics have been shown
to help avoiding combinations of parameter values leading to degenerate simulations (i.e.
full or empty graphs) [51].
Hence, the transition probability that we used in Eq. 1 to fit our data reads as
P (At|At−1,θ) = exp(θLL+ θEE + θTT + θSS
Z(θ)
(5)
The estimated parameter coefficients can be interpreted as the (log-odds) likelihood
of establishing an edge given the rest of the network and up to previous ones [51]. θ
values can be negative or positive, with higher values indicating that the connection
mechanism measured by the graph metric occurs in the network transition more often
than we would expect by chance alone.
To evaluate the adequacy of the fit, we compared the actual network sequence with
the ones generated by the tERMG drawing new samples from the probability function
P . Here, we generated 100 simulated network sequences. First, we assessed the extent
to which the links in the temporal network are predicted accurately by the generated
simulations in each time step. We measured the prediction performance by using receiver
operating characteristic and precision-recall curves and by computing the respective area
under the curve AUP and AUR [51]. Then, we validated the goodness of fit by comparing
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the simulated values of graph quantities that were not explicitly included in the tERGM
to their observed counterparts [20, 59, 60]. Here, we used the modularity index Q as
defined in [21], which intuitively captures both the integration and segregation properties
of a network.
Network model of brain reorganization after stroke
We tested our tERGM on a series of time-varying networks generated by a dynamic
toy-model where we could control for the formation of temporal edges and triangles over
time. The initial network A0 consists of a graph with two disconnected modules (i.e.
the hemispheres) having the same size N and density L. This condition would represent
the extreme limit for the acute effects of a stroke, i.e. low intrahemispheric segregation
and low interhemispheric integration.
To simulate the reestablishment to a normal condition, we imposed the formation
of inter-module edges and intra-module triangles as time elapses. For each time-step
t = 1, 2, ..., τ each link of the previous network At−1 will be selected with a probability q
and rewired to form either an inter-module edge or an intra-module triangle.
Specifically, for each selected link
if random(0, 1) < p
(a) reassign it between two random nodes (i, j) belonging to different modules for
which Aij = 0
else
(b) reassign it between two random nodes (i, j) in the same module for which Aik =
Akj = 1 and Aij = 0
When p = 1, only inter-module connections are formed over time, while when p = 0
only intra-module triangles are formed and the modules are kept disconnected. Because
the links can be rewired multiple times depending on the random selection, we could
generate arbitrary long network sequences. Without loss of generality, we considered
here undirected and unweighted modules with N = 50, L = 0.2, τ = 5, q = 0.2, and
p = 0.5 as model parameters. Note that the size of the entire network is 2×N = 100
and its density is 0.0495 (∼ L/2 for large N), which are comparable to the values of the
actual brain networks.
Experimental protocol and data acquisition
The experimental data were taken after permission from a longitudinal cohort of stroke
patients and healthy subjects used in a recently published study [5, 11]. We remind to
those papers for all details related to data acquisition and processing, ethical issues,
clinical and demographic information. For the purposes of this work, we considered a
group of 49 first time human stroke patients with clinical evidence of motor, language,
attention, visual, or memory deficits based on neurological examination and a group of
demographically matched healthy controls (n = 21). Lesions were unilateral (26/49 in
the left hemisphere), 23 of them occurring at the level of the cortex (Fig. 3B) and 26
at subcortical level including cerebellum, white matter and brainstem (File S1).
All subjects were recruited and underwent the same neuroimaging and behavioral
exams at the Washington University School of Medicine (WUSM). Stroke patients had
three longitudinal visits, i.e. 2 weeks, 3 months and 1 year after the stroke onset. Healthy
controls only had two longitudinal visits at a distance of about 3 months. At each visit,
resting-state functional magnetic resonance imaging (rs-fMRI) data were acquired by a
Siemens 3T Tim-Trio scanner with a standard 12-channel head coil and with gradient
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echo EPI sequence (TR = 200 msec, TE = 2 msec, 32 contiguous 4 mm slices,4× 4 mm
in-plane resolution). The acquisitions were six to eight resting state fMRI runs, each
including 128 volumes (30 min total).
Neuropsychological behavioral data were measured by assessing six different functional
domains i.e., 1) spatial attention - assessing visual attention to the contralesional
hemifield, 2) spatial memory, 3) verbal memory, 4) global language - both comprehension
and production, 5) contralesional motor, and 6) contralesional visual field. Scores in each
domain were normalized to have a mean of 0 and standard deviation of 1 in controls,
with lower scores indicating a greater deficit (see Fig. 3D).
fMRI preprocessing and functional connectivity
For each patient, lesions were manually segmented using structural MRI images (T1-
weighted MP-RAGE, T2-weighted spin echo images, and FLAIR images obtained 1-3
weeks post-stroke) using the Analyze biomedical imaging software system (www.mayo.
edu). Preprocessing of fMRI data included: 1) compensation for asynchronous slice
acquisition; 2) elimination of odd/even slice intensity differences; 3) whole brain intensity
normalization; 4) removal of distortion using synthetic field map estimation and spatial
realignment within and across fMRI runs and 5) resampling to 3 mm cubic voxels in atlas
space. Cross-modal image registration was accomplished by aligning image gradients.
Following cross-modal registration, data were passed through several additional
preprocessing steps: 1) tissue-based regressors were computed based on FreeSurfer
segmentation surfer.nmr.mgh.harvard.edu/; 2) removal by regression of the following
sources of spurious variance; 3) temporal filtering retaining frequencies in the .009-.08
Hz range; and 4) frame censoring. Surface generation and processing of functional data
followed procedures similar to [61], with additional consideration for cortical segmentation
in stroke patients. The left and right hemispheres were then resampled to 164000 vertices
and registered to each other [62], and finally down-sampled to 10242 vertices each for
projection of functional data. fMRI signals were then smoothed using a 3 mm Gaussian
kernel.
The cortical surface was parcellated according to the Gordon & Laumann atlas which
includes 324 regions of interest (ROI) [22]. To generate parcel-wise connectivity matrices,
time-courses of all vertices within a ROI were averaged. Functional connectivity (FC)
was then computed between the signals of each ROI using Fisher z-transformed Pearson
correlation. All vertices that fell within the lesion were masked out, and ROIs with
greater than 50% lesion overlap were excluded from all analyses together with their
connections. To increase the interpretation of the results, we eventually excluded ROIs
that were not assigned to known systems (e.g., visual, salience, default, etc). As a
result, we obtained FC connectivity matrices with slightly different number of nodes
(〈N〉 = 275.6, sd=6.8).
Brain network construction and modeling
ERGMs assume that there is a homogeneous process operating on the entire network.
In stroke, the reconfiguration processes are mainly taking place within and between
the affected regions of the brain. To take into account such heterogeneity and improve
the specificity our approach we modeled for each patient only the network impacted
by the damage. For cortical lesions, we considered only the connections among the
ROIs of the systems directly affected by the lesion (e.g. Fig. 3B). This procedure
gave in average connectivity matrices with smaller size (〈N〉 = 81.13, sd= 47.78, File
S1). For subcortical lesions - including damages to cerebellum, white matter, and
brainstem - we considered that all the ROIs were potentially affected and we preserved
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the entire connectivity matrix. To ensure a fair comparison we also considered the whole
connectivity matrix for the healthy controls.
Because tERMGs have been mainly studied for unweighted networks, we thresholded
the connectivity matrices to retain a same percentage of strongest links in each brain
network. While loosing information, this procedure has the advantage to ensure a
more robust comparison across different subjects and conditions [30]. Specifically, we
considered a connection density of 0.1, which falls in the range of typically studied
values, i.e. (0.05, 0.2) [11,63,64] . The resulting sparse time-varying brain networks were
represented by adjacency matrices At, where each entry indicated the presence Atij = 1
or the absence Atij = 0 of a link between nodes i and j at the visit t.
We modeled every network sequence through a tERGM as described in Eq. 5.
Because the graph metric T counts the number of triangles formation within the affected
hemisphere, we specified this information in the model by restricting opportunely the
sum indices in Eq. 4. For cortical lesions the affected hemisphere corresponded to the
lesion side. For subcortical-lesioned patients, the affected hemisphere corresponded to
the lesion side if the damage was in white matter, while we considered the contralesional
hemisphere if the stroke was in the cerebellum; if the damage was in the brainstem we
labelled both the cortical hemispheres as affected. Finally, because we were interested in
the strict formation of triangles over time we added the product term (1−Atik)(1−Atkj)
in Eq. 4. This term imposes that complete triangles can never occur in one step; instead
the closure of triangles can only exist longitudinally.
Acknowledgments
Authors would like to acknowledge Gordon Shulman for the design/collection of the
experiemntal data used in this work. The research leading to these results has received
funding from the program “Investissements d’avenir” ANR-10-IAIHU-06 (Agence Na-
tionale de la Recherche-10-IA Institut Hospitalo-Universitaire-6). FD acknowledges
support from the “Agence Nationale de la Recherche” through contract number ANR-
15-NEUC-0006-02. MC acknowledges support from the “National Institute of Health”
through contracts number R01-HD06117 and R01-NS095741. The content is solely the
responsibility of the authors and does not necessarily represent the official views of any
of the funding agencies.
July 24, 2019 14/18
References
1. Mostany R, Portera-Cailliau C. Absence of Large-Scale Dendritic Plasticity of Layer 5
Pyramidal Neurons in Peri-Infarct Cortex. Journal of Neuroscience. 2011;31(5):1734–1738.
doi:10.1523/jneurosci.4386-10.2011.
2. Brown CE, Wong C, Murphy TH. Rapid Morphologic Plasticity of Peri-Infarct
Dendritic Spines After Focal Ischemic Stroke. Stroke. 2008;39(4):1286–1291.
doi:10.1161/strokeaha.107.498238.
3. Carmichael ST, Wei L, Rovainen CM, Woolsey TA. New Patterns of Intracortical
Projections after Focal Cortical Stroke. Neurobiology of Disease. 2001;8(5):910–922.
doi:10.1006/nbdi.2001.0425.
4. Carrera E, Tononi G. Diaschisis: past present, future. Brain. 2014;137(9):2408–2422.
doi:10.1093/brain/awu101.
5. Siegel JS, Ramsey LE, Snyder AZ, Metcalf NV, Chacko RV, Weinberger K, et al.
Disruptions of network connectivity predict impairment in multiple behavioral domains
after stroke. Proceedings of the National Academy of Sciences. 2016;113(30):E4367–E4376.
doi:10.1073/pnas.1521083113.
6. Weiller C, Chollet F, Friston KJ, Wise RJS, Frackowiak RSJ. Functional reorganization
of the brain in recovery from striatocapsular infarction in man. Annals of Neurology.
1992;31(5):463–472. doi:10.1002/ana.410310502.
7. Dancause N. Extensive Cortical Rewiring after Brain Injury. Journal of Neuroscience.
2005;25(44):10167–10179. doi:10.1523/jneurosci.3256-05.2005.
8. van Meer MPA, van der Marel K, Wang K, Otte WM, el Bouazati S, Roeling TAP, et al.
Recovery of Sensorimotor Function after Experimental Stroke Correlates with Restoration
of Resting-State Interhemispheric Functional Connectivity. Journal of Neuroscience.
2010;30(11):3964–3972. doi:10.1523/jneurosci.5709-09.2010.
9. He BJ, Snyder AZ, Vincent JL, Epstein A, Shulman GL, Corbetta M. Breakdown of
Functional Connectivity in Frontoparietal Networks Underlies Behavioral Deficits in
Spatial Neglect. Neuron. 2007;53(6):905–918. doi:10.1016/j.neuron.2007.02.013.
10. Ramsey LE, Siegel JS, Baldassarre A, Metcalf NV, Zinn K, Shulman GL, et al. Nor-
malization of network connectivity in hemispatial neglect recovery. Annals of Neurology.
2016;80(1):127–141. doi:10.1002/ana.24690.
11. Siegel JS, Seitzman BA, Ramsey LE, Ortega M, Gordon EM, Dosenbach NUF, et al.
Re-emergence of modular brain networks in stroke recovery. Cortex. 2018;101:44–59.
doi:10.1016/j.cortex.2017.12.019.
12. Li A, Cornelius SP, Liu YY, Wang L, Barabasi AL. The fundamental advantages of
temporal networks. Science. 2017;358(6366):1042–1046. doi:10.1126/science.aai7488.
13. Holme P, Sarama¨ki J. Temporal networks. Physics Reports. 2012;519(3):97–125.
doi:10.1016/j.physrep.2012.03.001.
14. Bassett DS, Wymbs NF, Porter MA, Mucha PJ, Carlson JM, Grafton ST. Dynamic
reconfiguration of human brain networks during learning. Proceedings of the National
Academy of Sciences. 2011;108(18):7641–7646. doi:10.1073/pnas.1018985108.
15. Tang J, Scellato S, Musolesi M, Mascolo C, Latora V. Small-world behavior in time-
varying graphs. Physical Review E. 2010;81(5). doi:10.1103/physreve.81.055101.
16. Thompson WH, Brantefors P, Fransson P. From static to temporal network theory
Applications to functional brain connectivity. Network Neuroscience. 2017;1(2):69–99.
doi:10.1162/netn00011.
17. Braun U, Scha¨fer A, Bassett DS, Rausch F, Schweiger JI, Bilek E, et al. Dynamic
brain network reconfiguration as a potential schizophrenia genetic risk mechanism modu-
lated by NMDA receptor function. Proceedings of the National Academy of Sciences.
2016;113(44):12568–12573. doi:10.1073/pnas.1608819113.
July 24, 2019 15/18
18. Cole MW, Reynolds JR, Power JD, Repovs G, Anticevic A, Braver TS. Multi-task connec-
tivity reveals flexible hubs for adaptive task control. Nature Neuroscience. 2013;16(9):1348–
1355. doi:10.1038/nn.3470.
19. Ekman M, Derrfuss J, Tittgemeyer M, Fiebach CJ. Predicting errors from reconfiguration
patterns in human brain networks. Proceedings of the National Academy of Sciences.
2012;109(41):16714–16719. doi:10.1073/pnas.1207523109.
20. Hanneke S, Fu W, Xing EP. Discrete temporal models of social networks. Electronic
Journal of Statistics. 2010;4(0):585–605. doi:10.1214/09-ejs548.
21. Newman MEJ. Modularity and community structure in networks. Proceedings of the
National Academy of Sciences. 2006;103(23):8577–8582. doi:10.1073/pnas.0601602103.
22. Gordon EM, Laumann TO, Adeyemo B, Huckins JF, Kelley WM, Petersen SE. Generation
and Evaluation of a Cortical Area Parcellation from Resting-State Correlations. Cerebral
Cortex. 2014;26(1):288–303. doi:10.1093/cercor/bhu239.
23. Masuda N, Klemm K, Eguiluz VM. Temporal Networks: Slowing Down Dif-
fusion by Long Lasting Interactions. Physical Review Letters. 2013;111(18).
doi:10.1103/physrevlett.111.188701.
24. Lentz HHK, Selhorst T, Sokolov IM. Unfolding Accessibility Provides a Macro-
scopic Approach to Temporal Networks. Physical Review Letters. 2013;110(11).
doi:10.1103/physrevlett.110.118701.
25. Starnini M, Baronchelli A, Barrat A, Pastor-Satorras R. Random walks on temporal
networks. Physical Review E. 2012;85(5). doi:10.1103/physreve.85.056115.
26. Vidaurre D, Smith SM, Woolrich MW. Brain network dynamics are hierarchically
organized in time. Proceedings of the National Academy of Sciences. 2017;114(48):12827–
12832. doi:10.1073/pnas.1705120114.
27. Deco G, Kringelbach ML, Jirsa VK, Ritter P. The dynamics of resting fluctuations in
the brain: metastability and its dynamical cortical core. Scientific Reports. 2017;7(1).
doi:10.1038/s41598-017-03073-5.
28. L S, Cercignani M, Mastropasqua C, Torso M, Spano` B, Makovac E, et al. Longitudinal
Changes in Functional Brain Connectivity Predicts Conversion to Alzheimer’s Disease.
Journal of Alzheimer’s Disease. 2016;.
29. Ovadia-Caro S, Villringer K, Fiebach J, Jungehulsing GJ, van der Meer E, Margulies DS,
et al. Longitudinal Effects of Lesions on Functional Networks after Stroke. Journal of
Cerebral Blood Flow & Metabolism. 2013;33(8):1279–1285. doi:10.1038/jcbfm.2013.80.
30. De Vico Fallani F, Richiardi J, Chavez M, Achard S. Graph analysis of functional
brain networks: practical issues in translational neuroscience. Philosophical Transac-
tions of the Royal Society B: Biological Sciences. 2014;369(1653):20130521–20130521.
doi:10.1098/rstb.2013.0521.
31. Watts DJ, Strogatz SH. Collective dynamics of small-world networks. Nature.
1998;393(6684):440–442. doi:10.1038/30918.
32. BOCCALETTI S, LATORA V, MORENO Y, CHAVEZ M, HWANG D. Com-
plex networks: Structure and dynamics. Physics Reports. 2006;424(4-5):175–308.
doi:10.1016/j.physrep.2005.10.009.
33. Sporns O. Network attributes for segregation and integration in the human brain. Current
Opinion in Neurobiology. 2013;23(2):162–171. doi:10.1016/j.conb.2012.11.015.
34. Nudo RJ. Recovery after brain injury: mechanisms and principles. Frontiers in Human
Neuroscience. 2013;7. doi:10.3389/fnhum.2013.00887.
35. Grefkes C, Fink GR. Reorganization of cerebral networks after stroke: new in-
sights from neuroimaging with connectivity approaches. Brain. 2011;134(5):1264–1276.
doi:10.1093/brain/awr033.
36. Narayanan NS. Redundancy and Synergy of Neuronal Ensembles in Motor Cortex.
Journal of Neuroscience. 2005;25(17):4207–4216. doi:10.1523/jneurosci.4697-04.2005.
July 24, 2019 16/18
37. Reich DS. Independent and Redundant Information in Nearby Cortical Neurons. Science.
2001;294(5551):2566–2568. doi:10.1126/science.1065839.
38. So K, Ganguly K, Jimenez J, Gastpar MC, Carmena JM. Redundant information
encoding in primary motor cortex during natural and prosthetic motor control. Journal
of Computational Neuroscience. 2011;32(3):555–561. doi:10.1007/s10827-011-0369-1.
39. Schulte T, Mu¨ller-Oehring EM. Contribution of Callosal Connections to the Interhemi-
spheric Integration of Visuomotor and Cognitive Processes. Neuropsychology Review.
2010;20(2):174–190. doi:10.1007/s11065-010-9130-1.
40. Alstott J, Breakspear M, Hagmann P, Cammoun L, Sporns O. Modeling the Impact
of Lesions in the Human Brain. PLoS Computational Biology. 2009;5(6):e1000408.
doi:10.1371/journal.pcbi.1000408.
41. Honey CJ, Sporns O. Dynamical consequences of lesions in cortical networks. Human
Brain Mapping. 2008;29(7):802–809. doi:10.1002/hbm.20579.
42. Medaglia JD, Pasqualetti F, Hamilton RH, Thompson-Schill SL, Bassett DS. Brain and
cognitive reserve: Translation via network control theory. Neuroscience & Biobehavioral
Reviews. 2017;75:53–64. doi:10.1016/j.neubiorev.2017.01.016.
43. Corbetta M, Shulman GL. Spatial Neglect and Attention Networks. Annual Review of
Neuroscience. 2011;34(1):569–599. doi:10.1146/annurev-neuro-061010-113731.
44. Ween JE, Alexander MP, D’Esposito M, Roberts M. Factors predictive of stroke outcome
in a rehabilitation setting. Neurology. 1996;47(2):388–392. doi:10.1212/wnl.47.2.388.
45. Aszalo´s Z, Barsi P, Vitrai J, Nagy Z. Lateralization as a Factor in the Prognosis of Middle
Cerebral Artery Territorial Infarct. ENE. 2002;48(3):141–145. doi:10.1159/000065515.
46. Connor LT, Albert ML, Helm-Estabrooks N, Obler LK. Attentional Modulation of Lan-
guage Performance. Brain and Language. 2000;71(1):52–55. doi:10.1006/brln.1999.2210.
47. Liu H, Stufflebeam SM, Sepulcre J, Hedden T, Buckner RL. Evidence from intrinsic
activity that asymmetry of the human brain is controlled by multiple factors. PNAS.
2009;106(48):20499–20503. doi:10.1073/pnas.0908073106.
48. Wang D, Buckner RL, Liu H. Functional Specialization in the Human Brain Es-
timated By Intrinsic Hemispheric Interaction. J Neurosci. 2014;34(37):12341–12352.
doi:10.1523/JNEUROSCI.0787-14.2014.
49. Fedorenko E, Thompson-Schill SL. Reworking the language network. Trends in Cognitive
Sciences. 2014;18(3):120–126. doi:10.1016/j.tics.2013.12.006.
50. Rowe FJ, Wright D, Brand D, Jackson C, Harrison S, Maan T, et al. A Prospective Profile
of Visual Field Loss following Stroke: Prevalence Type, Rehabilitation, and Outcome.
BioMed Research International. 2013;2013:1–12. doi:10.1155/2013/719096.
51. Leifeld P, Cranmer SJ. A theoretical and empirical comparison of the temporal expo-
nential random graph model and the stochastic actor-oriented model. Network Science.
2019;7(1):20–51. doi:10.1017/nws.2018.26.
52. Westlake KP, Nagarajan SS. Functional Connectivity in Relation to Motor Per-
formance and Recovery After Stroke. Frontiers in Systems Neuroscience. 2011;5.
doi:10.3389/fnsys.2011.00008.
53. Lee J, Li G, Wilson JD. Varying-coefficient models for dynamic networks. arXiv preprint
arXiv:170203632. 2017;.
54. Kolar M, Song L, Ahmed A, Xing EP. Estimating time-varying networks. The Annals of
Applied Statistics. 2010;4(1):94–123. doi:10.1214/09-aoas308.
55. Power JD, Barnes KA, Snyder AZ, Schlaggar BL, Petersen SE. Spurious but system-
atic correlations in functional connectivity MRI networks arise from subject motion.
NeuroImage. 2012;59(3):2142–2154. doi:10.1016/j.neuroimage.2011.10.018.
56. Satterthwaite TD, Wolf DH, Loughead J, Ruparel K, Elliott MA, Hakonarson H, et al.
Impact of in-scanner head motion on multiple measures of functional connectivity:
Relevance for studies of neurodevelopment in youth. NeuroImage. 2012;60(1):623–632.
doi:10.1016/j.neuroimage.2011.12.063.
July 24, 2019 17/18
57. Siegel JS, Mitra A, Laumann TO, Seitzman BA, Raichle M, Corbetta M, et al. Data
Quality Influences Observed Links Between Functional Connectivity and Behavior. Cereb
Cortex. 2017;27(9):4492–4502. doi:10.1093/cercor/bhw253.
58. Siegel JS, Shulman GL, Corbetta M. Measuring functional connectivity in stroke:
approaches and considerations. 2017;doi:10.1101/177618.
59. Betzel RF, Bassett DS. Generative models for network neuroscience: prospects
and promise. Journal of The Royal Society Interface. 2017;14(136):20170623.
doi:10.1098/rsif.2017.0623.
60. Obando C, De Vico Fallani F. A statistical model for brain networks inferred
from large-scale electrophysiological signals. Journal of The Royal Society Interface.
2017;14(128):20160940. doi:10.1098/rsif.2016.0940.
61. Glasser MF, Sotiropoulos SN, Wilson JA, Coalson TS, Fischl B, Andersson JL, et al.
The minimal preprocessing pipelines for the Human Connectome Project. Neuroimage.
2013;80:105–124. doi:10.1016/j.neuroimage.2013.04.127.
62. Van Essen DC, Drury HA, Dickson J, Harwell J, Hanlon D, Anderson CH. An Integrated
Software Suite for Surface-based Analyses of Cerebral Cortex. J Am Med Inform Assoc.
2001;8(5):443–459. doi:10.1136/jamia.2001.0080443.
63. Lord A, Horn D, Breakspear M, Walter M. Changes in Community Structure of Resting
State Functional Connectivity in Unipolar Depression. PLOS ONE. 2012;7(8):e41282.
doi:10.1371/journal.pone.0041282.
64. De Vico Fallani F, Latora V, Chavez M. A Topological Criterion for Filtering Informa-
tion in Complex Brain Networks. PLOS Computational Biology. 2017;13(1):e1005305.
doi:10.1371/journal.pcbi.1005305.
July 24, 2019 18/18
