Introduction
Cardiovascular diseases are the leading cause of death in Western countries (Allender et al., 2008; Lloyd-Jones, 2010) . Diagnosis and treatment follow-up of these pathologies can rely on numerous cardiac imaging modalities, which include echography, CT (computerized tomography), coronary angiography and cardiac MRI. Today recognized as a reference modality for the non-invasive assessment of left ventricular function, MRI also supplies accurate information on morphology, muscle perfusion, tissue viability or blood flow, using adequate protocols. The cardiac contractile function can be quantified through ventricle volumes, masses and ejection fraction, by segmenting the left (LV) and right (RV) ventricles from cine MR images. Manual segmentation is a long and tedious task, which requires about 20 minutes per ventricle by a clinician. Because this task is also prone to intra-and interobserver variability, there has been a lot of research work about automated segmentation methods. In particular, commercial software packages such as MASS (Medis, Leiden, The Netherlands) (van der Geest et al., 1994) and Argus (Siemens Medical Systems, Germany) (O'Donnell et al., 2006) are today available for automatic ventricle delineation. Even though processing time has been greatly reduced, the provided contour detection still needs to be improved to equal manual contour tracing Mahnken et al., 2006) . While reviews on cardiac image analysis (Suri, 2000; Frangi et al., 2001) and medical image segmentation (Suri et al., 2001; Pham et al., 2000) exist, we have focused on methods dedicated to cardiac MR segmentation: the particular shape of both ventricles, as well as MR characteristics, have required specific developments. Despite more than 15 years of research, the problem is still open, as shown by the holding of a segmentation contest on the LV in 2009 during the MICCAI conference 1 , and remains completely unsolved for the RV.
In the present paper, we will review automatic and semi-automatic segmentation methods of cine MR images of the cardiac ventricles, using the short-axis view, the most common imaging plane to assess the cardiac function. We wish to provide the reader with (i) major challenges linked to this segmentation task, (ii) a state-of-the art of cardiac segmentation methods, including debut methods and current ones, and (iii) future trends in this field. This paper is intended for researchers in the field of cardiac segmentation, but also to image processing and pattern recognition researchers interested to see how different segmentation techniques apply for a given application. The remaining of the paper is as follows. Short-axis MR images and the challenge of their segmentation are presented in Section 2. In Section 3, a categorization for segmentation methods is proposed and justified. Segmentation methods are presented in Section 4 and their results are discussed in Section 5. At last conclusion and perspectives are drawn in Section 6.
Cardiac MR image processing

Description of short-axis MR images
The complexity of segmenting heart chambers and myocardium mainly relies on heart anatomy and MRI acquisition specificity. The LV function consists in pumping the oxygenated blood to the aorta and consequently to the systemic circuit. The LV cavity has a well-known shape of ellipsoid ( Figure 1 ) and is surrounded by the myocardium, whose normal values for thickness range from 6 to 16 mm. On the contrary, the RV has a complex crescent shape. It also faces lower pressure to eject blood to the lungs and is thus three to six times thinner than the LV, reaching the limit of MRI spatial resolution. For those reasons, and because its function is less vital than the LV's, most research effort has focused on the LV, even though MRI has proven to provide an accurate quantification of RV mass .
Let us now describe the data that compose a typical cardiac MR examination. The standard imaging plane is perpendicular to the long (apex-base) axis and called short axis plane ( Figure 2 ). Imaging of the heart in MRI covers the whole organ with about 8 to 10 short-axis slices, distance between two adjacent slices ranging from 10 to 20 mm. As the heart is a moving organ, images are acquired throughout the cardiac cycle, thanks to the synchronisation of MR acquisition to the ECG signal and the use of cine (i.e. dynamic) MR sequences. In full-size images, the ventricles cover quite a small surface in cardiac MR images and processing is usually restricted to a smaller region of interest (ROI). About thirty phases (or images) can be obtained during one cardiac cycle with the currently available equipment, yielding a temporal resolution of about 30 ms. The number of phases decreases proportionally to the heart rate. A single examination can thus be made up of 250 images. On a typical MR image ( Figure 2 ), blood pools appear bright and myocardium and surrounding structures appear dark, with a spatial resolution of around 1.5mm per pixel. This aspect is due to the use of balanced Fast Field Echo (bFFE) sequences. These MR sequences have been replacing standard gradient echo for the last 5 years, thus considerably improving image quality. As shown in Figure 3 , cardiac MR image exhibit a great variability, be it in terms of gray levels or structure shapes. Gray level intensities can also differ due to the use of different MRI scans or different bFFE sequences. Fuzziness can be observed on some parts of the images, mostly due to blood flow and partial volume effects, aggravated by respiration motion artefacts. This former effect is a consequence of non-zero thickness of MRI slices: in some areas, a voxel can be a mixture of several tissue types. In terms of shape, the ventricle varies over patients, over time and over the long axis. This variability must be accounted for in segmentation algorithms.
Issues in cardiac MR image segmentation
Segmentation of the heart on these images consists in delineating the outer wall, also called epicardium and the inner wall, called endocardium ( Figure 2 ). Each contour to be delineated presents specific segmentation difficulties, as described below.
Epicardium segmentation
The epicardial wall is at the frontier between the myocardium and surrounding tissues (fat, lung), which have different intensity profiles and show poor contrast with the myocardium. Segmentation of the epicardial wall is thus difficult, especially for the RV because Endocardium segmentation Endocardium surrounds the LV cavity. MRI provides quite good contrast between myocardium and the blood flow without the need of contrast medium. Still segmentation difficulties exist, that mostly originate from gray level inhomogeneities because of blood flow, and particularly because of the presence of papillary muscles and trabeculations (wall irregularities) inside the heart chambers, which have the same intensity profile as the myocardium (Figure 2 ). They can thus prevent from clearly delineating this wall. According to clinical standards, they should not be taken into account for endocardial wall segmentation. Because the endocardial wall is less difficult to segment that the epicardial one, and since it is the only contour required to compute ventricular volume, some segmentation methods only focus on its segmentation.
Position along the apex-base axis Segmentation complexity also depends on the slice level of the image. Apical and basal slice images are more difficult to segment than mid-ventricular images. Indeed, MRI resolution is not high enough to resolve size of small structures at the apex and ventricle shapes are strongly modified close to the base of the heart, because of the vincinity of the atria. Note also that the RV shape varies much throughout the apex-base axis, whereas the LV remains close to a ring shape, as shown in Figure 4 .
Quantification of cardiac systolic function
Endocardial and epicardial contours are used to quantify the heart function. Physicians are especially interested by the computation of the RV and LV mass and volume at two precise moments of the cardiac cycle: the time of greatest contraction (end systole, ES) and the time of maximum filling (end diastole, ED) ( Figure 5 ). Volume is obtained by integrating surfaces obtained on the endocardium only, whereas mass computation requires the integration of both endocardial and epicardial surfaces. Volumes at end systole and end diastole are then compared by computing the so-called ejection fraction, defined as the ratio of the difference in heart volume during ED and ES times to the ED time. The computation of clinical parameters thus only requires contours at two instants of the cardiac cycle. Full cycle segmentation of the ventricles, although not used currently in clinical routine, allows to assess temporal volume and mass variations and would be of great interest as an indicator of cardiac performance (Caudron et al., 2011) . It also allows to compute endocardial and epicardial wall motion, as well as myocardium thickening. Note that, because of the aperture problem, intramyocardial motion cannot be analyzed from standard cine-MR images but requires dedicated modalities such as tagged MRI (Rougon et al., 2005) .
Overview of segmentation methods
For this review, we have been considering the papers among peer-reviewed publications, that included (i) a segmentation method for delineating the LV, the RV, or both, (ii) qualitative or quantitive assessment of the method and (iii) illustrations on cardiac MR data. All 70 reviewed papers have been listed in Table 2 . Classifying these methods is not a trivial task. A common categorization for medical image segmentation includes thresholding, edge-based and region-based approaches, pixel-based classification, and atlas-guided approaches (Dawant and Zijdenbos, 2000; Pham et al., 2000) . In the following section we explain how this categorization can be used with a few nuances and what criteria is chosen to classify the different methods.
A categorization of short-axis MR image segmentation methods
Numerous segmentation problems require the use of a priori knowledge so as to increase their robustness and accuracy. On one hand, user interaction, an important consideration in any segmentation problem , can be regarded as a priori knowledge. In our application, it can consist in pointing the center of the LV cavity or manually tracing the ventricle border. These two levels of user interaction do not have the same impact in terms of reproductibility, neither require the same level of expertise, and are thus going to be distinguished. On the other hand, as medical expertise is available on cardiac ventricles, it can be used during the segmentation process, with different levels of information as well. Prior information can consist in weak assumptions such as simple spatial relationships between objects (for instance, the RV is to the left of the LV) or anatomical assumptions making use of the circular geometry of the LV. The knowledge of the heart biomechanics can also be integrated into the segmentation process, to constrain adequately the segmentation of the different phases. More accurate information regarding the shape of the heart can also be obtained through higher-level information, such as a statistical shape model. On some images, especially at the apex, myocardium borders are very fuzzy and ill-defined, and it is very difficult to rely on the image alone to perform segmentation. The use of a shape model for example is thereby particularly useful, but at the expense of building a training data set with manually generated segmentations. We will thus distinguish three main levels of information used during the segmentation process: (i) no prior, (ii) weak prior, that includes anatomical and biomechanical models, or (iii) strong prior. In this review, we shall see how the level of information used is correlated to the type of segmentation method and the level of user interaction.
Image-driven techniques, such as thresholding, region-based or edge-based techniques, or else pixel classification, offer a limited framework for strong prior incorporation. Deformable models, including snakes and their variants, on the contrary, offer a great, versatile framework for using either weak or strong prior. They can include geometrical information, as well as high level information, in the so-called shape prior based segmentation framework, or through active shape models (ASM) and active appearance models (AAM). At last, atlas guided segmentation also make use of a set of manually segmented images. Considering both the usual segmentation method categorization and the level of external information, we propose the following two • segmentation based on no or weak prior, that includes image-based and pixel classification based methods, as well as deformable models ;
• segmentation based on strong prior, that includes shape prior based deformable models, active shape and appearance models, and atlas based methods.
Methods combining strong and weak priors have been categorized in the strong prior section. In the next section, comparison criteria for segmentation methods are detailed.
Points of comparison for segmentation methods
Segmentation methods are compared in Table 2 , on the basis of their experimental conditions. Notations and acronyms used in this table are explained below.
LV/RV This flag indicates whether segmentation results are provided on both LV (resp. RV) epicardial and endocardial contours (LV, RV), or endocardial only (LVv, RVv).
User interaction (U)
User interaction may be used for segmentation initialization. We will distinguish between limited user interaction (U1), such as pointing the LV center or dragging a circle, and advanced user interaction (U2), that consists in manually segmenting the first image of the sequence. When no user interaction is needed, most methods start with an automatic localization of the heart (A). Methods for which no user interaction nor automatic heart localization is reported are specified with a hyphen (-).
Use of external information (E) External information incorporated
during the segmentation process may be a weak prior, that can be based on anatomical modeling (AM) such as (i) the circular aspect of the LV: transformation into polar coordinates, use of radial lines, (ii) simple spatial relationships, e.g. the RV is positioned on the left side of the LV, or (iii) the use of an ellipsoid, cylinder or bullet-shaped volumetric model. Assumptions based on heart motion and deformations, such as the fiber stiffness, can be integrated into a biophysical model (BM). A strong prior (SP), namely a set of manually drawn borders gathered and synthetized into a statistical model, may also be used. Methods making no use of external information at all are specified with a hyphen (-).
Use of motion information (M)
As the heart is a moving organ, its motion can be taken into account in the segmentation process. We are not interested in the underlying contour point tracking problem, that would consist in recovering the trajectories of material points, but rather by how the time dimension can help the segmentation process (Montagnat and Delingette, 2005) . We will distinguish between approaches that propagate an initial segmentation result (P) on the whole cardiac cycle by repeating their algorithm on each image, and approaches that explicitely take motion into account (M). Methods that do not make use of heart motion at all are specified with a hyphen (-).
Assessment of segmentation accuracy (ASA)
The performance of segmentation method is quantified through validation against a ground truth. Gold standard in this domain is manual delineation by an expert. Although qualitative visual evaluation is sometimes provided in certain studies (specified with a hyphen), segmentation accuracy is usually assessed by computing and comparing quantitative measures such as ventricle surface (S), volume (V) and mass (M), and ejection fraction (EF) based on contours obtained manually and automatically. Note that because of error compensation, these measures do not totally ensure accurate segmentation results. In order to compare contours (resp. surfaces), accuracy is better estimated by computing the mean perpendicular distance between them, denoted as point-to-curve (P2C) error (resp. point-to-surface (P2S) error). Correlation between manual tracing and automatic method, as well as inter-expert variability may be estimated through linear regression and Bland-Altman analysis. This latter analysis allows for comparison between two measurements by plotting the difference between the two measurements against their mean (Bland and Altman, 1986) .
We shall now review segmentation methods and explain how issues presented in Section 2.2 are handled, with a first focus on how the heart is roughly localized in the MR image.
Ventricle segmentation in cardiac MRI
Automatic localization of the heart
As mentioned above, a ROI centered on the heart is generally extracted from the original MR image, in order not to process the whole image, thus decreasing computational load. Automatic approaches are twofold: timebased approaches, that take advantage of the fact that the heart is the only moving organ in the images, or object detection techniques. They both have in common the use of the Hough transform, that allows to detect the position of the LV thanks to its circular aspect. Note that works presented in Huang et al., 2007; Jolly, 2008) are entirely devoted to this preliminary step, highlighting its importance.
When using time dimension, a difference or a variance image can be computed over all the data. In (Pednekar et al., 2006) , a difference image is computed between two images where the heart is the largest, i.e. in basal slices of the LV and during end diastole. The resulting image contains a circular region around the LV boundaries, which is detected thanks to a Hough transform. Image difference is also used in (Huang et al., 2007) followed by texture analysis and k-means clustering to isolate heart region. Works proposed in Gering, 2003) rely on variance computation. Starting from a 3D+t original image, variability along the time dimension is computed with standard deviation of each voxel. The maximum intensity of this resulting 3D image is projected onto a 2D image, binarized using Otsu's method (Otsu, 1979) , and dilated several times. The convex hull of the finally obtained region is the final 2D ROI ( Figure 6 ). Some authors found that variance image can be quite noisy and have thus proposed a method based on a Fourier analysis of the image (Lin et al., 2006; Jolly, 2008) . A pixelwise Fourier transform of the image sequence over time provides an image of moving structures. Since the heart is the only moving organ in an MR image, processing of the first harmonic image allows for localizing the heart.
Contrary to time-based approaches that solely rely on the MR dataset, object detection techniques require a learning stage. Their principle is to extract rectangular subwindows from the image, to compute subwindow features, and to train a classifier to accept the ones containing the heart and reject the rest. The key point lies in the feature extraction step. In (Jolly et al., 2001) , it consists in sampling 4 radial intensity profiles centered on the subwindow, and concatenating their gray levels. This global profile is modeled using a Markov chain. The system is trained using positive and negative examples. The detection stage provides a cluster of pixels classified as left ventricle and the final choice among these candidates is made using a Hough based voting procedure on the individual profiles, allowing for sketching a circle roughly positionned on the LV. The method proposed in (Pavani et al., 2010) is based on a popular face detection approach (Viola and Jones, 2001) , that consists in a Haar description of the subwindows and a cascade of adaboosted classifiers. Authors suggest to optimize Haar-like features for a given object detection problem by assigning optimal weights to its different Haar basis functions.
Segmentation with weak or no prior
This section gathers segmentation methods with weak or no prior, including image-based, pixel classification-based and deformable models.
Image-based methods
As seen in Section 2.2, endocardial and epicardial contours present specific segmentation difficulties. Image-based methods propose to process them differently and separately, hence the focusing of certain methods on the LV endocardium only. The first step consists in finding the endocardial contour, usually with thresholding (Goshtasby and Turner, 1995; Weng et al., 1997; Nachtomy et al., 1998; Katouzian et al., 2006) and/or dynamic programming (DP) (Gupta et al., 1993; van der Geest et al., 1994; Geiger et al., 1995; Lalande et al., 1999; Fu et al., 2000; Yeh et al., 2005; Liu et al., 2005; Uzümcü et al., 2006) . DP applied to image segmentation consists in searching for the optimal path in a cost matrix that assigns a low cost to object frontiers. Here, the circular geometry of the LV is taken advantage of using polar coordinates, so as to make the search problem one-dimensional. The design of the cost matrix, which is the main difficulty in this problem, can be based on thresholding (van der Geest et al., 1994; Liu et al., 2005) , fuzzy logic (Lalande et al., 1999) , gray levels, using wavelet-based enhancement (Fu et al., 2000) or radial lines (Yeh et al., 2005) , or on the gradient values, used in (Cousty et al., 2010) to weight a spatio-temporal graph. In Jolly et al. (2009) , a shortest path algorithm is applied on an image obtained by averaging all the phases over one cardiac cycle, and contours in each individual image are recovered using minimum surface segmentation.
Several solutions are proposed, in order not to include papillary muscles: computation of the convex hull of the contour (van der Geest et al., 1994; Lin et al., 2006) , applications of mathematical morphology (MM) operations such as opening and closing on the contour (Nachtomy et al., 1998; Cousty et al., 2010) , or fitting a parametric curve to the contour, allowing it to be smooth (Waiter et al., 1999) . The epicardium is found during a second step, often relying on the endocardial contour, that makes use of a spatial model incorporating myocardial thickness or MM operators, applied on the endocardial contour. Note that for their initialization, most of these methods rely on a simple user intervention, such as pointing the center of the LV or dragging circles next to the myocardium contours.
When contours are processed identically, the segmentation process is initialized with manually drawn borders on the first image (Cassen et al., 2001; Noble et al., 2003; Üzümcü et al., 2006) . Manual contours are then propagated through all subsequent images, using split-and-merge (Cassen et al., 2001) , non-rigid registration (Noble et al., 2003) , or multidimensional DP: in (Üzümcü et al., 2006) the initial contours provided by the user are resampled to 32 landmarks. Each sample is tracked separately over time by defining a search space around each landmark. Cost hypercubes are then filled with image-feature derived cost function values. The optimal connected path is tracked through cost hypercubes using DP.
Pixel classification based methods
In medical image segmentation, pixel classification is mostly used when multiple images of the same scene are available, as for instance with multispectral MRI or multimodality imaging, e.g. PETscan images (Dawant and Zijdenbos, 2000) . Each voxel can be described by several complementary features, and is considered as an item to be classified into a single class among several. The image is partitioned into regions or classes, composed of pixels that have close feature values, using either supervised techniques (with learning samples) or unsupervised ones. In our application, features are usually gray level values and segmentation is mostly performed using two standard unsupervised techniques which are Gaussian Mixture Model (GMM) fitting and clustering. During the segmentation process, methods use geometrical assumptions regarding the location of the ventricle, in order to compensate the lack of spatial information, inherent to classification based methods, but do not require user interaction in general. As for image-based methods, both contours may be processed differently, as shown below.
The principle of GMM is to fit the image histogram with a mixture of gaussians using the Expectation-Minimization (EM) algorithm (Dempster et al., 1977) . The number of gaussians, that corresponds to the number of modes in the histogram, must be fixed a priori. Usually, between two and five modes corresponding to encountered tissue types (myocardium, fat, background, blood pool for example) are chosen. Partial volume effect may be accounted for by adding gaussians representing partial voluming between myocardium and blood, myocardium and air (Pednekar et al., 2006) . Papillary muscles can be taken into account by assigning a mixture of two gaus-sians to the ventricle cavity: the blood pool and the myocardium (Sénégas et al., 2004) . The EM algorithm can be initialized by using the preliminary step of heart localization (Pednekar et al., 2006) or using an atlas ((Lorenzo-Valdés et al., 2004) , see Section 4.3.3). The EM segmentation result can be embedded in a cost matrix for dynamic programming (Pednekar et al., 2006) , or precedes a step based on Markov Random Fields (MRF) in order to incorporate spatial correlations into the segmentation process (Gering, 2003) . The clustering approach consists in aggregating data in clusters in a feature space. Clustering can be performed through K-means algorithm (Lynch et al., 2006a) or fuzzy C-means, a generalization of K-means allowing partial membership in classes (Boudraa, 1997) . After obtaining separate cluster regions, the LV cavity is identified by computing the distance to a circle (Lynch et al., 2006a) . The closest blood pool being the one of the RV, the wall between these two cavities is measured to assess the myocardium thickness, which acts as a guide for segmenting the epicardium, using edge information. The epicardium contour is closed using a spline.
Only a few supervised approaches have been proposed, since they require a tedious learning phase, that consists in providing the algorithm with gray levels of labeled pixels. It can be performed by the user, who is required to click on a few sample pixels belonging to myocardium, blood and lung (Stalidis et al., 2002) . Theses samples are provided to a generating-shrinking neural network, combined with a spatiotemporal parametric modeling. In this work, the epicardial boundary is found through a radial search, using the previously defined endocardial model. Another possibility is to use a spatial mask applied onto the image, that automatically provides tissue sample to a k-nearest neighbor algorithm, from which a cost map is computed for graphcut segmentation (Kedenburg et al., 2006) .
Deformable models
Deformable models have been made popular through the seminal work by Kass et al. (Kass et al., 1988) , who introduced active contours, or snakes. Thanks to their flexibility, active contours have been widely used in medical image segmentation . There are iteratively deforming curves according to the minimization of an energy functional, comprising a data-driven term, that provides information about object frontiers and a regularization term, that controls the smoothness of the curve. This energy functional is minimized by implementing the Euler-Lagrange equations in a partial differential equation (PDE). In problems of curve evolution, the level set framework has been widely used because it allows for topological changes (Osher and Sethian, 1988) . It consists in considering the deforming contour as the zero level of a higher-dimensional function. This implicit representation of the contour allows in particular the segmentation of multiple objects (Caselles et al., 1993) . Deformable models have widely been applied to the ventricle segmentation problem either in the parametric framework or in the implicit one using level sets (Yezzi et al., 1997; Battani et al., 2003) .
In most of the studies, the regularization term does not change much and is often curvature-based. The contributions regarding ventricle segmentation using deformable models have mainly dealt with the design of the data-driven term. Initially gradient-based (Gupta et al., 1993; Ranganath, 1995; Geiger et al., 1995) and thus sensitive to noise, region-based terms have been introduced, that are based on a measure of region homogeneity (Paragios, 2002; Pluempitiwiriyawej et al., 2005; Chakraborty et al., 1996) . In (Ben Ayed et al., 2009) , the authors take into account the intensity distribution overlap that exists between myocardium and cavity, and background and myocardium, and introduce a functional that measures how close the overlaps are to a segmentation model, manually obtained in the first frame. The Gradient Vector Flow (GVF) has also been widely used (Xu and Prince, 1998) . Initially designed to pull the contour into the object concavities, the GVF consists in diffusing the gradient of an edge map. Authors have noticed that it increases efficiency regarding initialization and convergence, hence its wide use (Pham et al., 2001; Santarelli et al., 2003; Wang and Jia, 2006; El Berbari et al., 2007) . Other energy terms have been introduced: in particular, Paragios proposes a coupled propagation of the epicardial and endocardial contours that combines both GVF and level sets (Paragios, 2002) (Figure 7) . The relative positions of the endocardium and the epicardium are constrained inside the process. In order to ensure the smoothness of the contour, a parametric shape model (circle, elliptic, spline), e.g. the direct Fourier parameterization of the contour (Staib and Duncan, 1992) allows for compact representation, and easing the formulation of energy (Chakraborty et al., 1996; Gotardo et al., 2006) . Note that contour initialization, a crucial step with deformable models, can be carried out through image preprocessing, such as MM operations (El Berbari et al., 2007) or the EM algorithm (Jolly, 2006) , or else user interaction, as shown in Table 2 . Deformable models offer a great framework for 3D extension (Pham et al., 2001; Zhukov et al., 2002; Montagnat and Delingette, 2005; Heiberg et al., 2005) 2 , thanks to 3D mesh models, but also to obtain ventricle contours throughout the entire cardiac cycle. A first approach to temporal extension is to apply the segmentation result obtained on the image at time t on the following phase image at time t + 1. Whereas it has the advantage of low complexity, this sequential approach does not integrate motion information and does not really exploit the temporal aspect of heart motion. Recent approaches have been developped, that apply constraints on temporal evolution of the contour or surface points: it can be a weak constraint such as averaging point trajectories or a strong constraint such as encoding prior knowledge about cardiac temporal evolution (Montagnat and Delingette, 2005; Lynch et al., 2008) or use a segmentation/registration coupled approach .
Volumetric modeling is particularly useful for tracking the LV cavity over time, using a biomechnical model to constrain the segmentation (Pham et al., 2001; Papademetris et al., 2002; Sermesant et al., 2006; Yan et al., 2007; Billet et al., 2009; Casta et al., 2009) . The LV myocardium is modeled as a linear elastic material defined by several parameters (Poisson's ratio and Young's modulus, or equivalently Lamé's constants), integrated into the so-called stiffness matrix, that defines the material properties of the deforming body in three dimensions. (Pham et al., 2001; Papademetris et al., 2002) . The contractility of the myocardium is linked to the muscle fiber directions, which is not isotropic. Fiber orientation can be taken into account by considering different stiffness values for the different material axes (Papademetris et al., 2002) . In (Billet et al., 2009) , the fiber orientation is part of an electromechanical model, that simulates the cardiac electrophysiology. This model is used to regularize the deformations of the volumetric model. This volumetric meshing is usually initialized with 2D contours manually obtained on the first phases. The mesh is then deformed using an image force and an internal force derived from the biomechanical model as the regularizing term. Segmentation over the whole cardiac cycle is then obtained by minimizing an energy that couples the volumetric deformable model and the image data ( Figure 8 ). The dynamic law of motion expressed in partial diffentiel equations can be solved using finite element method (Pham et al., 2001; Papademetris et al., 2002; Sermesant et al., 2003) . Note that these approaches generally include further investigations regarding cardiac motion estimation, tissue deformation analysis and strain computation from 3D image sequences. In particular, the introduction of heart functional information can help recover tangential motion of the ventricle, which cannot be obtained from standard tracking approaches because of the aperture problem (Billet et al., 2009 ).
Conclusion
A wide variety of image-driven approaches using weak or no prior have been proposed to tackle the ventricle segmentation in cardiac MRI. Almost all of these methods require either minimal or great user intervention. If imagebased and pixel classification-based approaches offer a limited framework for incorporating strong prior, straightforward extensions of deformable models in this sense have been extensively studied. In the next section are presented methods relying on strong prior for heart segmentation.
Segmentation with strong prior
As shown by the growing literature on this matter, automatic organ segmentation can benefit from the use a statistical model regarding shape and/or gray levels, to increase its robustness and accuracy. This especially applies if the nature of the shape does not change much from an individual to another, which is typically the case for the heart. Statistical-model based segmentation techniques comprise three steps:
1. Spatial (and temporal if required) alignment of manually segmented contours or images is of utmost importance to compensate for differences in ventricle position and size, and can be very difficult, especially in 3D (Frangi et al., 2002) . One subject in the database is arbitrarily chosen as reference. Every other subject is affinely registered on the reference, and an average shape is computed. This procedure can be performed iteratively by replacing the reference subject with the mean model. When segmentation is computed over the complete cardiac cycle, temporal alignement is needed as well: the number of phases of each individual must be aligned on the number of phases of the reference and thus requires resampling and interpolation (Figure 9 ). 2. Model construction generally implies the computation of an average shape or image and the modeling of variability present in the training images and contours. This latter can be made via the widely used principal component analysis (PCA), when point correspondences between contour points are available, or else via variance computation or probability density modeling. The PCA provides the eigenvalue decomposition of the shape set covariance matrix, yielding principal eigenvectors (or components), that account for as much of the variability in the data as possible. Each instance of a new shape can thus be described as the mean shape and a weighted linear combination of eigenvectors. Methods based on a statistical model mainly fall into three categories: shape prior segmentation (Cremers et al., 2007) , active shape and appearance models (Heimann and Meinzer, 2009 ) and atlas-based segmentation techniques (Rohlfing et al., 2005) . Whereas step 1 and 2 are globally common to these methods, they mostly differ by step 3, i.e. the application of the model for segmentation.
Deformable models based segmentation using strong prior
The principle of deformable models with strong prior takes up the variational framework defined in Section 4.2.3. The principle is to modify the energy functional to be minimized by introducing a new term, that embeds an anatomical constraint on the deforming contour, such as a distance to a reference shape model. To construct the reference model, an original variational technique to compute the mean signed distance map is proposed in . Then an aligment transformation to this reference is incorporated into the criterion to be minimized. A probability density function (PDF) or probabilistic map can be computed from the data by adding the binary segmented images of both contours, after scaling and alignment. This PDF is embedded as a multiplicative term in the evolution equation (Lynch et al., 2006b) or integrated into the energy function of a graphcut Lin et al. (2005) . An alternative to the use of a PDE is proposed in (Tsai et al., 2003; Kaus et al., 2004) , with the advantage of being fast and direct, based on a preliminary PCA on the training data. For a new contour to be segmented, eigenvector weights as well as pose parameters are iteratively updated with a gradient descent, by minimizing the region-based energy terms. Note that these approaches include the coupled propagation of both contours described in Section 4.2.3, that maintains the relative positions of the endocardium and the epicardium according to a distance model (Kaus et al., 2004; Lynch et al., 2006b; Paragios et al., 2002) .
To address the temporal aspect of segmentation, approaches relying on bayesian formulation are proposed (Sénégas et al., 2004; Sun et al., 2005) . Under the statistical modeling of the image, the segmentation process becomes a MAP (Maximum A Posteriori) estimation. Here, the regularity term is based on the prior, that contains a shape model and a motion model, thus allowing to track ventricle contour over time. The shape model is obtained from an PCA (Sun et al., 2005) or based on a Fourier representation, whose parameters are learned on a database of segmented images (Sénégas et al., 2004) . Segmentation is performed with Monte-Carlo techniques or particle filtering.
Active shape and appearance models
The ASM consist of a statistical shape model, called Point Distribution Model (PDM), obtained by a PCA on the set of aligned shapes, and a method for searching the model in an image (Cootes et al., 1995) . Segmentation is performed by placing the model on the image, and iteratively estimating rotation, translation and scaling parameters using least square estimation, while constraining the weights of the instance shape to stay within suitable limits for similar shapes. ASM have been extended to gray level modeling, yielding Active appearance models (AAM) (Cootes et al., 1998) , that represent both the shape and texture variability seen in a training set. This technique ensures to have a realistic solution, since only shapes similar to the training set are allowed.
AAM applied to LV segmentation are first presented independently in (Mitchell et al., 2000) and in (Stegmann et al., 2001) , demonstrating the clinical potential of the approach for the segmentation of both the endocardium and epicardium. Strengths of AAM and ASM can be combined in a hybrid model Zambal et al., 2006; Zhang et al., 22 2010 ). In , the authors introduce a multistage hybrid model, arguing that AAM are optimized on global appearance but provide imprecise border locations, whereas ASM have a great ability to find local structures. They thus propose to concatenate several independant matching phases, starting with an AAM early stage, that positions the model onto the heart, followed by a hybrid ASM/AAM stage, that allows for position refinement. A final stage of AAM aids in escaping a possible local minimum found during the ASM/AAM stage. Although this method provides accurate results, and, for the first time with AAM, results on the RV, the current model training has been limited to mid-ventricular, end-diastolic images 3 . The idea of combining AAM and ASM has also been used in (Zambal et al., 2006) , where the global model construction consists in interconnecting a set of 2D AAMs by a 3D shape model. The goal of the AAM is to match contours on each image individually, while the 3D shape model provides an overall consistency to the instance of the model. The obtained segmentation result is improved on apical slices: if the local matching of 2D AAM fails, is it corrected by the 3D model, through iterative global and local matching.
Several modifications of the original framework have been proposed to increase segmentation accuracy such as the use of an Independent Component Analysis instead of a PCA (Üzümcü et al., 2003) , the introduction of ASM with Invariant Optimal Features (IOF) (Ordas et al., 2003) , a technique that replaces the Mahalanobis distance with feature selection from a set of optimal local features. The current model training for these studies has also been limited to mid-ventricular, end-diastolic images. The local search of corresponding points during ASM segmentation can be made more reliable by the use of a robust estimator, such as Robust Point Matching, a technique that allows to match two sets of features using thin-plate splines (Abi-Nahed et al., 2006) . This method has been specifically applied to the RV segmentation.
Extension of the model to the temporal dimension is proposed in , with the introduction of 2D+time Active Appearance Motion Model (AAMM). Authors propose to extend the 2D AAM framework by considering the whole sequence of images over one cardiac cycle and by modeling not only shape and gray levels of the heart, but also its motion. Since the number of images per cardiac cycle varies from one patient to another (from 16 to 25 in their study), a temporal normalization is required, here set to 16 phases. The model allows to obtain in a fast manner segmentation over the whole cardiac cycle, still limited to mid-ventricular slice. The extension to 3D AAM and ASM is presented in (Mitchell et al., 2002; Stegmann and Pedersen, 2005; van Assen et al., 2006) , although not straightforward, especially because the model requires point correspondences between shapes ( Figure  10) . The great amount of data to be processed in 3D models leads to an increase of the computational load, that can be lowered thanks to the use of techniques such as grid computing Ordas et al. (2005) .
Atlas-guided segmentation and registration
An atlas describes the different structures present in a given type of image. It can be generated by manually segmenting an image or by integrating information from multiple segmented images from different individuals. Given an atlas, an image can be segmented by mapping its coordinate space to that of the atlas, using a registration process (Rohlfing et al., 2005) . Widely applied to brain segmentation (Collins et al., 1995) , this technique has also been used for heart segmentation. As shown in Figure 11 , the principle is to register the labeled atlas onto the image to be segmented, and then apply the obtained transformation to the atlas, so as to obtain the final segmentation. Segmentation can thus easily be propagated throughout the cardiac cycle using the same principle.
In the literature, the construction of an anatomical heart atlas is based on the segmentation of a single images (Lorenzo-Valdés et al., 2002) , an average segmentation result obtained over a population of healthy volunteers (14 (Lorenzo-Valdés et al., 2004) or 25 (Lötjönen et al., 2004) ), or a cadaver atlas (Zhuang et al., 2008) . The atlas or model can be matched on a new individual using non-rigid registration (NRR), a transformation that accounts for elastic deformations. NRR consists in maximizing a similarity measure between a source image S (the atlas) and a target or reference image R (the unsegmented image). Since the atlas and the MR image can have non corresponding gray levels, the similarity criterion must only account for statistical dependencies between them. The normalized mutual information measure E NMI , widely used in NRR (Studholme et al., 1999) , is based on individual and joint gray level distributions. It is defined as:
where H(·) denotes marginal entropy and H(·, ·) joint entropy of corresponding pixel or voxel pairs. Maximizing only the similarity criterion provides under-constrained equations, that makes image registration an ill-posed problem and thus requires the use of additional constraints. One way is to restrict the transformation space to parametric transformations, such as cubic splines (Lorenzo-Valdés et al., 2002) or the basis of eigenshapes, obtained with a PCA on the database of shapes (Lötjönen et al., 2004) . Another way is to add a regularization term to the similarity criterion, such as a classical viscous fluid model (Zhuang et al., 2008) , or a statistical model (Lötjönen et al., 2004) . In this latter work, the variability of the shape in the database of subjects is used as a regularizer. This variability is modeled with probabilistic shape models, including a probabilistic atlas, that provides the probability that a structure appears at each pixel. It is constructed by affinely registering all subjects to the reference, blurring the registered segmentation image with a Gaussian kernel and averaging all blurred segmentation. It has the advantage not to require point correspondence. Note also the use of a probabilistic atlas in (Lorenzo-Valdés et al., 2004) , to initialize the parameters of an EM algorithm. The segmentation obtained after convergence of the EM algorithm is refined thanks to contextual spatial information modeled through Markov random fields.
Conclusion
By imposing constraints on the final contour through the use of a statistical model, strong prior based methods can overcome the previously defined segmentation problems (ill-defined cavity borders, presence of papillary muscles and gray level variations around the myocardium), without the need of user interaction, but at the expense of manually building a training set. The composition of the training set is questionable, as variability depend upon initial data. ASM cannot approximate data that are not in the training set and have to be representative enough of all possible heart shapes to achieve high accuracy. In (Zhang et al., 2010) , the authors compensate the limited size of their training set by introducing manual segmentation of the first frame, thus improving the robustness of their method. Note that incorporation of time dimension and the third dimension into the model is not straightforward. For AAM, its high dimension increases the risk of overfitting. The non-rigid registration framework is more flexible, allowing for shapes not present in the training set, but does not impose anatomical constraint on the transformation. As a result, the composition of the atlas has little influence on the segmentation results, since it is only used as a starting point for registration (Zhuang et al., 2008) .
Results and discussion
Methodological issues
Now let us examine how issues presented in Section 3.2 have been dealt with, according to the type of methods, by commenting Table 2 . Among the 70 papers that have been reviewed in this paper, only three studies are entirely devoted to the RV, while a quarter of the rest of the papers show segmentation results on both ventricles. As mentioned above, physical characteristics of the RV as well as its lesser vital function has restrained research efforts on its segmentation. Nonetheless there is an increasing interest for the segmentation and volume computation of the RV, since MRI is increasingly used as a standard tool in the evaluation of RV function, being the most accurate tool for assessing RV volume (Haddad et al., 2008) . Furthermore, in some pathologies (RV outflow tract obstruction, pulmonary stenosis, transposition of great vessels, tetralogy of Fallot, pulmonary hypertension), the RV is generally hypertrophied, which could help the segmentation process. Because of the RV's greatly varying shape, strong prior-based methods and in particular, atlas-based methods, thanks to their flexibility, seem of particular interest for RV segmentation. The endocardium and epicardium are of different nature, and thus present different segmentation challenges, as described in Section 2.2. For some categories of methods, namely image-driven methods and pixel-classification based approaches, specific solutions for each contour have been developed. On the contrary, model-based approaches do not require the design of two different algorithms. One of the segmentation challenges is the handling of papillary muscles. Currently, the common segmentation standards recommend to consider them as part as the ventricle cavity and to contour only the wall, because manual segmentation is more reproductible in this case, than when papillary muscles are segmented as well. But the exact cavity volume computation should exclude the volume occupied by the papillary muscles. Indeed, in some methods, pillars are segmented as well, authors arguing that the radiologist should decide whether to incorporate them or not (Pednekar et al., 2006; Lynch et al., 2006a) .
Regarding the use of external information, this review highlights the fact that knowledge is necessarily integrated into the segmentation process, be it during the initialization phase (through user interaction) or during the process itself, with different prior levels. The tradeoff between user interaction levels and levels of external information is illustrated in Figure 12 .
Tracking and motion information
Only a few methods really exploit information provided by cardiac motion, partly because of the complexity and the variability of the motion model, but also because ED and ES image segmentation are sufficient for estimating the cardiac contractile function in a clinical context. Making use of the temporal dimension can help the segmentation process and yields temporally consistent solutions. Moreover, it allows to segment the ventricle borders over a complete cardiac cycle and to investigate in more details on cardiac deformations and strain. Temporal continuity is also of interest for the clinician during manual segmentation, as he often examines images that follow or precede the image to be segmented in the sequence, as well as corresponding images in slices below or above. The expert behavior can thus be emulated by considering that the neighborhood of each voxel includes its six spatial nearest neighbours and the voxels in the neighbouring time frames of the sequence, such as in MRF (Lorenzo-Valdés et al., 2004) or in (Cousty et al., 2010) , where a 4D graph corresponding to the 3D+t sequence is considered.
Tracking the ventricle contours over time may be performed with or without external knowledge. In this latter case, tracking relies on intrinsic properties of the segmentation methods. The variational approach of deformable models has been shown to be a very powerful and versatile framework for tracking the ventricle borders, the temporal resolution of cardiac MR allowing for using the segmentation result of the previous frame and propagating it to the next one (Pham et al., 2001; Gotardo et al., 2006; Hautvast et al., 2006; Ben Ayed et al., 2009) . In order to improve the robustness of the propagation results, solutions have been proposed, like tracking the contours both backwards and forwards in time (Gotardo et al., 2006) and constraining the contour to respect the user's preference by maintaining it to a constant position, through the matching of gray level profiles (Hautvast et al., 2006) . Non-rigid registration may also be used to propagate manually obtained contours or a heart atlas (Lorenzo-Valdés et al., 2002; Noble et al., 2003; Zhuang et al., 2008) . In this case, the segmentation boils down to a registration problem: the transformation to match one (segmented) image to the other (unsegmented) is then applied to the contour of the segmented image. Segmentation and registration can also be coupled together by searching jointly for the epicardial and encocardial contours, and for an aligment transformation to a shape reference .
Deformable models also are a good way to incorporate knowledge regarding heart motion. Prior knowledge about cardiac motion can be encoded in a weak manner, by temporally averaging the trajectories of the contour or surface points (Heiberg et al., 2005; Montagnat and Delingette, 2005) , or in a strong manner, by using external knowledge. In (Lynch et al., 2008) , the authors observed that the change of the blood volume of the ventricle is intrinsically linked to the boundary motion and that the volume decreases and increases during one cardiac cycle. The movement of the contour points are then modeled by an inverted Gaussian function, used to constrain the deformation of the level set. The dynamics of the heart can be taken into account via a biomechanical model (see Section 4.2.3), used not to predict motion but to regularize the deformation of the volumetric model, or by considering the moving boundaries as constituting a dynamic system, whose state must be estimated thanks to observations (the images) and a model, learned from training date (Sénégas et al., 2004; Sun et al., 2005) . This explicit combination of shape and motion information, together with the appearance of the heart, can also be embedded in an ASM/AAM framework as a single shape and intensity sample .
Assessment of segmentation accuracy
The assessment of segmentation accuracy greatly varies among reported works and ranges from visual qualitative assessment to perpendicular distance between contours computation, via surface overlap, ventricle volume, mass and EF computation. Note that almost all of the strong prior-based approaches are assessed via the mean P2C error. Test conditions change also a lot from one study to another: the number of test images, the number and nature of the patients (healthy and/or pathological), the phase of the cardiac cycle (only ED vs. all phases), the slice levels (only mid-ventricular level vs. all slice levels), not to forget that these conditions are sometimes not or only partly specified. Since these conditions have an influence on the segmentation complexity and thus on the final result, they have been reported in the results table (Table 3 ). The last lines of this table include the MICCAI'09 challenge studies 4 . In the MICCAI'09 contest, two databases (one for training and the other for validation) have been provided to the participants, and results are provided either on one or both databases. Interestingly, the methods that have been assessed during this challenge are quite representative of existing methods. They range from simple image-based techniques, as proposed in (Huang et al., 2009; Lu et al., 2009) , to ASM and AAM (O'Brien et al., 2009; Wijnhout et al., 2009) , including deformable models (Constantinides et al., 2009 ) (an improved version of (El Berbari et al., 2007) ) and (Casta et al., 2009) , taking over works from (Pham et al., 2001) , a 4D watershed framework (Marak et al., 2009 ), based on (Cousty et al., 2007) , and Jolly's image-based method (Jolly, 2009 ) based on .
In order to limit the scope of our comparison, and also because it provides the best estimate of segmentation accuracy, the focus is given in this review to the mean distance between contours. The choice of mean P2C error allows for comparison with intra and inter-observer variability of manual contouring, which is in the range 1-2mm (Ordas et al., 2005; van Assen et al., 2006; Lötjönen et al., 2004; Marak et al., 2009 ). On the whole, reported errors compare favorably to this value. As expected, error is higher on the epicardial wall than on the endocardial one, a result that can be verified in almost all studies. Results obtained on ED images are also better than results obtained on other phases. Note that a few segmentation results, especially on the RV endocardium, have been obtained on a reduced number of slices, highlighting the difficulty of segmenting apical and basal images. In a restricted number of papers, the spatial distribution of errors is reported (Lin et al., 2006; Jolly et al., 2009; Grosgeorge et al., 2010) . Results confirm that segmentation is more difficult in apical than in basal or mid-ventricular slices. Because testing conditions differ from one study to another, it seems difficult to draw more conclusions. Regarding the MICCAI Challenge studies, the ambiguity in the database choice does not allow for full comparison of the results. Nonetheless, one can note that among the eight tested methods, the ones that obtained the best results are image-based techniques (Lu et al., 2009; Huang et al., 2009) . However these techniques require user interaction and cannot assess the ventricular surface in all phases, contrary to (O'Brien et al., 2009; Casta et al., 2009; Jolly, 2009) . In this sense, the work described in (Jolly, 2009 ) offers a good compromise. Although results presented in (Lu et al., 2009; Huang et al., 2009; Constantinides et al., 2009 ) are interesting, their associated methodologies are LV specific and not applicable to the RV, whereas it would straightforwardly possible with more generic methodologies such as in (O'Brien et al., 2009; Wijnhout et al., 2009 ). These trends illustrates the compromise between method performance and specificity.
Conclusion and perspectives
This paper has been presenting segmentation methods in cardiac MRI. It seemed important to us to integrate the recent developments of the last decade about prior knowledge based segmentation, almost 10 years after Frangi et al.'s comprehensive review (Frangi et al., 2001) . We have proposed a categorization for these methods, highlighting the key role of the type of prior information used during segmentation, and have distinguished three levels of information: (i) no information is used, but our study shows that in this case user interaction is required, (ii) weak prior, that is, low level information such as geometrical assumptions on the ventricle shape, often combined to low-level user interaction, (iii) strong prior such as statistical models, constructed or learned from a large number of manually segmented images, not requiring user interaction. Our image segmentation categoriza- tion includes on the one hand image-driven and pixel classification based approaches, and deformable models, making use of weak or no prior. On the other hand, strong prior approaches comprise shape prior deformable models, ASM and AAM, and atlas-based segmentation. We have tried to point out that segmentation results on cardiac images have been obtained in diverse experimental conditions, on different, private image databases and using varying error measures, thus making it difficult to conclude on the efficiency or the superiority of one method over the others. One result of our review is that segmentation results are generally satisfying for the LV, especially on mid-ventricular slices, since the precision is of the order of manual tracing variability. These results are suitable for clinical pratice and finally show that room for improvement on the LV segmentation problem might be limited and restricted to basal and apical slices. On the other hand, although comparable to LV results, the RV segmentation results have been reported in a limited number of papers. This task is still a critical issue, due to the varying and complex shape of this ventricle and to its thin and ill-defined borders, appearing fuzzy in apical slices.
Other challenging image processing and pattern recognition issues connected to short axis MR images include the automatic identification of ED and ES frames, currently made by browsing through all the image sequence (Lalande et al., 2004) . Another topic is the determination of imaging slices that can be taken into account for volume computation. Physicians are confronted to a hard choice for those situated around the base of the heart, since certain slices are above the ventricle and include atria.
Until now, the problem of LV segmentation was still open, partly because of the lack of publicly available image database and of common performance evaluation protocols. Today, such an image database, initially made available during the MICCAI'09 contest, exists and should be used to assess and compare further proposed algorithms, along with the proposed validation tools, namely the mean perpendicular distance between contours, and the Dice metric (surface overlap). An equivalent database of segmented images would be of great help for RV segmentation, especially because of the growing interest for this very challenging segmentation task.
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