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Several works have been done in the area of image retrieval systems, and many are still trying 
to provide improvements for a better model for retrieving said images. Image segmentation 
using clustering techniques is one of the most used approaches. There are various clustering 
methods available, but the non-linear k-means clustering technique is the most used method.  
In the following research, a model of retrieving images using a non-linear classifier aided with 
a convolutional neural network is proposed. Both algorithms were exploited and paired in terms 
of feature extraction and classification. Comprehensive evaluations over a dataset containing 
over 7,000 pill images of 1,000 pill types obtained from the National Library of Medicine 
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CHAPTER 1 
1.1 BACKGROUND OF THE PROBLEM 
Information retrieval describes the process of sourcing information from a storage system. The 
information obtained may be in text, image, sound, or metadata describing a database or data. 
Image information retrieval on a computer system enables a user to identify the searches from 
an extensive digital image database visually. The World Wide Web facilitates access to the 
largest database – the internet. Over the last few years, the population of individuals surfing 
the internet has tremendously increased; the increased internet presence owes mostly to an 
increase in mobile phones. Moreover, recent smartphones have computer functionalities that 
are comparable to those of the computers of yesterday. The increased dependency on 
smartphones for information retrieval has made mobile Informational retrieval a growing 
branch (Crestani, 2017), giving rise to the development of effective representative techniques 
for model building, indexing, retrieving, and information presentation.   
Traditionally, metadata's inclusion, such as keywords, captioning, or title to an image, enables 
its retrieval. However, this manual approach consumes time, effort, and cost. With increasing 
internet activities, including social web applications, researches on Content-Based Information 
Retrieval (CBIR) has become prominent in the field of Information Retrieval. The CBIR is an 
automated image retrieval technique that can identify an image based on its features, such as 
its shape, texture, and color (Eakins, 1999) (Goodrum, 2000). Researches are ongoing to 
improve the effectiveness of the primitive (color and shape), logical (object identity), and 
abstraction (the importance of the scenery) levels of CBIR. The advances in image retrieval 
techniques have enabled the process to proffer solutions to a variety of needs. Moreover, image 
retrieval has found relevance in a wide field of applications, including medicine, law 
enforcement, and engineering. Automated pill image recognition remains a significant 
application of this technique to medicine.   
The use of medicines is necessary for everyone for the prevention and treatment of illnesses 
and diseases. There is a high possibility of mistakes occurring while the health personnel 
prescribe, dispenses, or administers drugs. Makary & Daniel (Makary, 2016) argued that 
medical error ranks third on the major causes of death among hospital inpatients in the US. The 
WHO statistics revealed that approximately 1.3 million patients are lost to preventable 
medication blunders annually in the United States, a minimum of one death daily; the WHO 
also admitted medical error to be one of the top ten causes of death and disability (Eakins, 
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1999). Adverse Drug Effect (ADE) can also result in severe ailments, including Stevens-
Johnson syndrome and Parkinson's syndrome (WHO, Medication Without Harm: Real-life 
stories, 2020). WHO statistics reported that health caregivers harm 4 of every ten patients 
globally (WHO, 10 facts on patient safety, 2020). In another survey, 39% are severe enough to 
cause injury to patients (Delgado, 2019). Consumers often find it challenging to identify pills 
and thereby run the risk of getting harm from consuming the wrong medication, underdose, or 
overdose. The frequent occasions are when pills are moved to different packaging containers, 
combined into a single container and when pills are shared into pillboxes for ease of 
administration.  
Due to the lack of good data, medication error's global impact cannot be entirely determined 
(Makary, 2016) (Eakins, 1999). Nevertheless, the rate of error occurrence is believed to be 
similarly high globally though the impact is more devastating in low and middle-income 
countries compared to high-income countries (Eakins, 1999). Aside from the human loss, the 
financial implications of medication error are alarming: One-seventh of the Canadian budget 
goes to mitigating the effects of medication error (WHO, 10 facts on patient safety, 2020) and 
about one percent (US$ 42 billion) of the total global health spending (Eakins, 1999).  
Therefore, to ensure a safe medication, it is imperative to avoid the common discrepancies 
involved in identifying a patient's medication. Efforts made in resolving pill identification 
difficulty includes the authorization of a distinctive appearance – from the combination of size, 
color, shape, and imprint - for every prescription medicine (Eakins, 1999) (Yu, 2014). An 
unidentified pill can, therefore, be cross-referenced by health practitioners against the database 
of prescription drugs. (Delgado, 2019) Pharmacists usually help their patients during a brown 
bag consultation with the drugs they bring in for identification. Manual search can be tedious, 
exhausting, and time-consuming, particularly when dealing with many pills with large generic 
variations (Delgado, 2019). Moreover, reading tiny imprints on small drugs can easily 
introduce human error (Yu, 2014). Alternatively, automated pill recognition techniques help to 
identify pill rather quickly, decrease the possibility of pill misidentification, and give visual 
assurance to the patient (Zeng, 2017). (Cunha, 2020) RxList Pill Identification Tool and 
(Cafasso, 2018) Healthline Pill Identifier are standard websites rendering pill identification 
services. 
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1.2 MOTIVATION  
The Pill Image Recognition Challenge organized by the National Institutes of Health (NLM) 
led to the Computational Photography Project for Pill Identification (C3PI) (NLM, 2016). The 
use of a high-resolution camera on smartphones combined with computer vision algorithms 
has proven to be an efficient means of retrieving image information (Zeng, 2017). Deep 
learning techniques are introduced into CBIR to enhance its capability to extract features 
(contents) from an input image to identify and retrieve similar images from a database (Bose, 
2020). With deep models, high-level features can be extracted along with the low-level 
features, which the conventional CBIR cannot extract (Bose, 2020). Deep learning has been 
impressive in its competence to recognize objects (Krizhevsky, 2014), faces (Taigman, 2014), 
and to handle extensive learning problems (LeCun, 2015). Deep learning has also improved 
clinical workflows – enhancing the experience of both the caregivers and the patients (Delgado, 
2019). A Convolutional Neural Network (CNN) is a deep technique for digital image retrieval. 
A CNN architecture comprises a sequence of interacting convolutional, pooling, and fully 
connected layers, which are stacked (Bose, 2020).  
MobileDeepPill's (Zeng, 2017) is a multi-CNN architecture based on AlexNet developed by 
Krizhevsky (Krizhevsky, 2014). The approach merged pill localization using color, gradients, 
and shape measurement to determine comparisons between consumer and reference images. 
Wang et al. (Wang, 2010) use canny edge detection and GoogLeNet Inception Network 
classifier for image recognition. GoogleNet - shape model, color model, and feature model for 
detecting the pill's shape, color, and imprint, respectively. However, pill data capture was taken 
in a highly controlled environment than the NINJH dataset (Delgado, 2019).  
Several other techniques have been developed for pill image recognition with different 
accuracy levels. C3PI techniques include using the color property and a support vector machine 
(SVM) learning algorithm (Guo P. S., 2017). The technique achieved 97.90% overall color 
classification accuracy. Despite this, the effectiveness of the technique is limited by factors 
such as the lighting condition, the camera resolution, and the pill and background color contrast 
(Guo P. S., 2017). Grigorescu et al. (Grigorescu, 2003) introduced Distance Set, a local 
descriptor. The technique examines distance sets between any given point and its k neighbor 
points on the pill shape contour. The technique's limitation includes distortion in reading the 
imprints due to noise, complex or irregular shapes. (Eakins, 1999) The Two-Step Sampling 
Distance Set (TSDS) improves the distance sets technique adding imprint and color properties 
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to the pill's shape. The technique recorded 93.64% accuracy from querying 12500 images. The 
deep Residual Network (ResNet) has been described as one of the best in computer vision (He 
& Zhang, 2016) with profound object detection and face recognition ability. The deep learning 
technique can achieve convincing results, even when training as much as thousands of layers 
(He & Zhang, 2016) (Yu, 2014). ResNet is a much deeper learning technique and therefore has 
a high comparative advantage over AlexNet, the VGG network, and GoogLeNet, which had 
just 5, 19, and 22 convolutional layers, respectively (Szegedy, 2015) (Simonyan, 2014). ResNet 
is a collection of smaller networks (Fung, 2017). 
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1.3 PROBLEM STATEMENT 
We informally describe our problem as follows: a query image is passed through a set of 5 
convolution layers which are then passed to two fully connected layers. The extracted features 
from these are then used in the classification layers where a kNN classifier is employed to 
handle the prediction more accurately and with less runtime, which then generates the final 
predicted class. 
The proposed identification approach was considered because it employs the techniques which 
captures the dynamics of the information needed for fast and accurate segmentation of both 
controlled and less controlled pill images. It addresses the issues relating to reliable matching 
between an input image and a KNN region, because the matching needs to handle the large 
spatial variance of semantic regions present in the query image. 
1.4 PROJECT DEFINITION AND GOALS 
Definition: Given a query image 𝑄, consisting of a set of distinct features (𝑄𝑖 , 𝑄𝑗 , 𝑄𝑘) 
representing shape, color and imprint respectively, we wish to produce feature vectors from 
this image and group them using classification to determine the distance between the center 
and each pixel of the query image for accurate retrieval. 
In this work, we presented comprehensive evaluations over a large dataset with over 7000 pill 
images of 1000 pill types obtained from the National Library of Medicine database (NLM, 
2016). The database used comprises of images designed for the Pill Image Recognition 
Challenge to well demonstrate the effectiveness of our framework. The major contributions are 
summarized as follows: 
• We developed a novel CNN + KNN image retrieval system that effectively solves both 
classification and regression problems via the placement of the KNN classifier in 
between the fully connected feature layer and the output layer in order to handle the 
prediction more accurately and with less runtime. 
• The developed model significantly outperforms some existing systems discussed such 
as ResNet-50 and CNN with SVM classifier. The advantage of using this model was 
that a classifier like kNN used alongside the proposed neural network appreciably 
increases the accuracy with low noise. 
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1.5 METHODOLOGY 
The proposed method was evaluated using the pills images on the publicly available National 
Library of Medicine database (NLM, 2016). The database used comprises 7000 pill images of 
1000 pill types, designed for the Pill Image Recognition Challenge.  The images were classified 
into two categories; the reference images and the consumer images, this is shown in Figure 6. 
Pharmaceutical companies took reference images under regulated conditions, ensuring 
appropriate control over lighting and background. There are 2000 images classified as 
reference – front and back images for 1000 pills. The consumer images were taken to portray 
the types of images that pill users would send to an automated pill recognition system. The 
images vary in quality, focus and device type. It comprises of 5000 jpeg images – front and 















CHAPTER 2  
LITERATURE REVIEW 
A huge amount of work has been done by researchers to improve the methods of information 
retrieval over the years which has led to the development of various models for information 
retrieval. These models have brought about significant improvements in all aspects of the 
retrieval process. Some of these models are reviewed and explained below. 
Firstly, probabilistic information retrieval, using weighted indexing was introduced in the ’60s 
by Maron and Kuhns, (Maron, 1960). They introduced the first paper on probabilistic 
information retrieval, proposing the use of weighted indexing. Meaning, the information 
retrieval system foretells which documents in the collection would most probably be relevant 
to a user's search "term" after the documents are weighted.  These stored documents were 
previously weighted by the probability that a user would search the collection using that 
particular term, thereby ranking the documents by the probability of relevance. The drawback 
to this model is that the user query's output is not a set of matched documents, rather a set of 
probabilities of relevance. 
Next, a tree-like structure was examined by the authors in (Adel'son-Vel'skii, 1962) which was 
named Adel'son-Vel'skiy and Landis tree (AVL), the AVL tree was further examined by Foster 
in (Foster, 1965) which led to the conclusion that the AVL tree provides a good compromise 
between the two extremes of complete balancing and unrestricted growth. Foster reviewed the 
number of probes (requests sent to computer memory) used to determine the posting and 
retrieval time of files in the tree while examining the AVL technique. There were 11 retrieval 
probes and 16 probes for posted files. Foster aimed to determine how an average computer 
would handle the probes. Conclusively, this examination showed that the number of probes 
needed to post or retrieve files in an AVL tree was small enough for an average computer with 
as low as 1.0 GHz processor speed to handle. However, would have a low retrieval and file 
maintenance time. 
The picture indexing and abstraction method proposed by Chang and Liu in (Chang, 1984) led 
to a paradigm shift in image retrieval. In (Chang, 1984), they improved on the work done by 
Foster in (Foster, 1965) by proposing a picture indexing and abstraction method. This method 
worked by constructing picture indices using an object and relational naming for identifying 
images in a tree-like structured database. The abstraction method was used to cluster and 
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classify stored images. The method used syntactic and semantic abstraction rules to ensure that 
only accurate images were retrieved. This method can be used to facilitate pictorial information 
retrieval, although the image database is tough to update due to its rigid structure. 
On the method of automatic indexing to assign identifiers to documents and search requests, 
the authors of (Salton, 1971) proposed one of the most prominent advancements to retrieval 
through the development of the System for the Mechanical Analysis and Retrieval of Text 
(SMART). The SMART system provided researchers with a framework to experiment with 
their proposed methods to improve the search quality.  SMART made use of fully automatic 
indexing methods to assign identifiers to documents and search requests. Another major 
advancement made in (Salton, 1971) was the possibility to collect related documents by 
similarity computations between stored items and incoming queries. This made it possible to 
rank the retrieved items in decreasing order of their similarity with the incoming queries. Also, 
In addition to SMART, the authors of (Robertson, 1976) carried out a series of experiments to 
improve the retrieval performance of documents. Robertson and Jones (Robertson, 1976) 
discovered that the retrieval time improved whenever a reoccurring search term was added to 
the information used to identify already stored documents. The significance of their research 
led to the discovery that the methodology would greatly improve the retrieval performance on 
small datasets. 
To improve the retrieval efficiency and accuracy, Bonchev and Maria in (Stanchev, 1987) 
proposed a non-text based approach for retrieving images from an extensive image database 
via the use of fuzzy set techniques to define the descriptions of stored images and the distances 
between these images. Using this method, a user query is not a text term but rather an image. 
The user first provides an image to the database; after that, the image description and distance 
are calculated and used to retrieve a stored image. This approach is limited to having all stored 
images described and their distances measured in advance.  
The use of colour histograms was explored by Wang et al. (Wang, 2010). They explained that 
Local Feature Regions (LFR) would be more effective in retrieving images. This is achieved 
by first extracting the feature points of an image. After that, the LFR color histogram is 
constructed, and the similarity between the colour images is computed using the colour 
histogram of LFR. The method aimed at reducing the limitation of color histograms, which 
lacked spatial information and were sensitive to intensity variation, colour distortion, and 
cropping. The evaluation outcome showed that the proposed method was more accurate and 
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efficient in retrieving the user-queried images. The disadvantage of this method is that in the 
case of inaccurate segmentation, the system may partition an object into several incorrect 
regions. Next in the field of colour histograms, Lee et al. (Lee, 2012) utilized Wang et al.'s 
color histogram approach (Wang, 2010) and proposed an automatic pill recognition system 
based on pill imprint, which encompasses three features: shape, color, and texture. Lee et al 
(Lee, 2012) extracted feature vectors based on edge localization and invariant moments of 
tablets as an identifier to match and retrieve images between illegal and legal drugs. The 
experimental results showed 73% matching accuracy over the 13,000 legal drug pill images.  
Neural network architecture is a pattern-recognition construct, which can detect and classify 
patterns in the input (LeCun, 2015). In recent times, information retrieval research exploits 
deep learning algorithms that tend to function like the human brain has been explored by 
numerous researchers. Neural Networks extract features (region of interest (Wang, 2010)) from 
the input data that can influence the output. The success rate achieved by convolutional neural 
networks during the ImageNet challenge highlighted the neural network capability in 
information retrieval (Ribera, 2017). Wang et al. (Wang, 2010) used GoogleNet models to 
extract color, shape, texture, and imprint features on a pill image. Therefore, the use of CNN 
has been considered basic to computer vision (Razavian, 2014) (Wang, 2010). MobileDeepPill 
built on AlexNet architecture attained 73:7% and 95:6% Top-1 and Top-5 accuracy 
respectively in two-side pill image recognition (Zeng, 2017), an advancement over 62.5% Top-
1 and 83.0% Top-5 accuracy recorded by Krizhevsky's AlexNet, the winner of the NLM 
competition (Krizhevsky, 2014). Back-propagation of data to previous layers is a considerable 
challenge in training data in CNN, resulting in the problem of vanishing gradient and reduced 
performance. (Szegedy, 2015) Unlike the less effective technique of adding an auxiliary loss 
middle layer, ResNet introduced an identity shortcut connection. Delgado et al. in (Delgado, 
2019), compared the accuracy of four different CNN architectures on NLM dataset, the 
research proved ResNet50 to be the most accurate with 77.0% Top-1 and 95.3% Top-5 others 
are MobileNet (77.1% Top-1, 94.4% Top-5), SqueezeNet (56.2% Top-1, 83.2% Top-5), 
InceptionV3 (76.3% Top-1, 94. Top-58). In (He & Zhang, 2016), a 1001-layer deep ResNet 
was trained which achieved higher accuracy than ResNet with fewer layers. 
Geradts and Bijhold (Geradts, 2002) also proposed a method that can be used to retrieve 
information in a forensics image database. A traditional forensics image database is made of 
images of fingerprints, faces, shoeprints, handwriting, and more. The method was proposed to 
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highlight the significance of image retrieval in the forensics world, specifically by allowing a 




A description of the preprocessing technique, the classification techniques, and the proposed 
convolutional neural network architecture used is provided in this section. This is followed by 
an explanation of how the proposed neural network is fused with the proposed classification 
technique. 
3.1 IMAGE SEGMENTATION 
A combination of image segmentation processes is applied to the pill image in order to make 
up for the color distortion and identify relevant information within the pill images. The first 
conversion is to grayscale format. This preprocessing method is used because a grayscale 
image regulates the intensity of the red, green and blue (RGB) components in an image, and 
so it is essential to denote a single intensity value for each pixel. The visibility of the pill in a 
colored image with its grayscale intensity image is shown in Figure 1.  
 
(a)                                                              (b) 
Figure 1 (a) Colored pill image; (b) Grayscale pill image. 
i. Color detection: Gaussian filter is applied to the greyscale images to blur the images, 
removing unwanted details and noise. Also, a mean filter is applied to the output of the 
Gaussian filter to smoothen the images. Thereafter the Histogram equalization is then 
used to enhance the output filter images, the color contrast, and to extract the colors 
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based on its measurement. The visibility of the pill after enacting the above filters and 
equalization is shown in Figure 2. 
 
ii. Shape detection and extraction: To further enhance the extraction of the pill images. 
By using Sobel filtering on the images, we are able to refine these images in order to 
reveal the edges and the boundary lines of the drug pills. The visibility of the pill after 
enacting the above filters is shown in Figure 3. 
 
iii. Imprint extraction: The use of a canny edge detector allowed all the edges in the image 
to be determined, next, a dilution operation was performed to soften it. Clear imprint 
on the image is finally revealed after applying Scale Invariant Feature Transform 
(SIFT) and Multi-scale Local Binary Pattern (MLBP) descriptors. The visibility of the 
pill after enacting the above convolutional dilution is shown are shown in Figure 4.  
  
(a)                                                  (b)                                                     (c) 
Figure 2 (a) Gaussian filtered pill image; (b) Mean pill filtered pill image; (c) 
Applied Local histogram equalized pill image. 
 
(a)                                                 (b)                                                     (c) 
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Figure 3 (a) Applied Local histogram equalized pill image (b) Sobel filtered pill image;  
(c) Segmented shape 
 
(a)                                                  (b)                                                     (c) 
Figure 4 (a) Segmented imprint using canny edge detector; (b) Diluted pill image; (c) 
Final segmented pill imprint. 
3.2 CLASSIFICATION 
 In order to make the neural network integrate well with the proposed classification techniques, 
the images are clustered and stored based on the features of each pill; color by means of k-
clustering.  For comparison the trained CNN is also tested with the techniques stated below: 
i. k-nearest neighbors (kNN) (Guo & Wang, 2003): it is an algorithm that can be used 
for classification. The idea behind the method is that it assumes that similar things exist 
in close proximity. The method takes into consideration the data points of each image 
in the dataset using Euclidean distance in other to group them together. So, when an 
image is applied to the model, the input image will be converted to a feature vector. 
Thereafter, the image will be used to construct a color histogram to classifier the color 
of the pills and then stored under a class label extracted from the image path. The simple 
Euclidean Distance formula described this as: 
 
i. d(𝑝, 𝑞) = √∑ (𝑞𝑖 − 𝑝𝑖)2
𝑛
𝑖=1                        (i) 
ii. Support vector machines (SVM) (Vapnik, 1998): It is an algorithm that can also be 
used for classification. The major stand out feature is that it extracts features from an 
image and then segregate them into classes with hyperplanes. Then the model will 
select the hyperplane with the best classifier to decide which hyperplane has the lowest 
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classification error and least match. In other words, it segregates the classes and chooses 
the most accurate hyperplane.  
 
iii. Residual network (He & Zhang, 2016): This is also known as the resnet50 technique 
is a model that can be used as a final identifier in a convolutional layout. It can 
accommodate more than 50 layers and also be used to classify and extract features in 
an image. This technique makes uses a skip connection which helps to add the output 






The concept of identifying pills images has been studied previously, particularly on deep neural 
networks. However, unlike the above-mentioned related techniques in the related works, the 
proposed approach is not performed only on the neural network but aided with a non-linear 
classifier (Guo & Wang, 2003). The proposed method was constructed on a technique (Guo & 
Wang, 2003) that has been extensively used for supervised machine learning to solve both 
classification and regression problems. The classifier which is commonly known as k-nearest 
neighbors (kNN) was placed in between the fully connected feature layer and the output layer. 
This was done so that the classifier can handle the prediction more accurately and with less 
runtime. According to Murphy (Murphy, 1990), kNN is effective in developing arbitrary 
decision regions, the classification is specific to its trained data and can be completed in 
polynomial time. The incentive of using kNN is that it is a non-linear method that obtains more 
convoluted decision boundaries than the usual mapping technique used in the prediction layer 
of a generic convolutional neural network.  
 
 
Figure 5. The Proposed Model  
The CNN architecture used has 25 layers: one input layer, one output layer, and 23 hidden 
layers. The hidden layers consist of five convolutional layers, three max-pooling layers, seven 
rectified linear unit (ReLU) layers, three fully connected layers, two cross-channel 
normalization layers, two dropout layers, and one softmax layer. Furthermore, both algorithms 
were both exploited and paired in terms of feature extraction and classification.  
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The dimension of the input image fed into AlexNet’s is 227 x 227 x 3. This input image was 
fed into (C1), the first convolutional layer. The first layer C1 has 96 kernels and a stride size 
of 4 x 4 which was then used in extracting the feature from each image (shape, color, and 
imprint). The extracted feature values from these images were then converted into feature 
vectors. Thereafter kNN was used in classifying the nearest feature vectors based on the 
proximity. This was done using the Euclidean (i) to determine the distance between the center 
and each pixel of each pill images. 
    
(a)                                                              (b) 
Figure 6 (a) Reference quality image; (b) Consumer quality image. 
4.1 DISCUSSION 
During comparison, the experimental results from trained CNN which was also tested on 
Support Vector Machine (SVM) alongside resNet50 for classification shows that the proposed 
model outperforms ResNet-50 and CNN with SVM classifier. Although all the three 
classification techniques performed well, the advantage of using this model was that a classifier 
like kNN used alongside the proposed neural network appreciably increases the accuracy with 
low noise. Also, the slightly higher segmentation and identification rates achieved by the 
proposed techniques indicated the features were more accurately classified when compared to 
the use of other techniques 
While we recorded significant success during the classification of data using the proposed 
model, some drawbacks were encountered due to the type of available data. The 
understatement on the shape of the pills due to conflicting light conditions, placement of the 
pills and the distance from the camera used in the consumer quality images led to some minor 
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difficulties during the shape extraction from the images. This highlights that the proposed 
model doesn’t perform efficiently as expected with high noise. 
However, with a supervised mode of taking the pills images the model performs very well as 
expected. Also, we were able to expand our experience with using convolutional neural 
network and other classifiers. The performance and efficiency of the proposed model was 
impressive and would be suitable for implementation in applications for real time pill 
recognition. 
4.2 EXPLORATORY DATA ANALYSIS 
In this section, we discuss the exploratory data analysis where we investigated the ground truth 
table data to derive the data summary and gain more insights into the data and image 
information.  
To uncover patterns, find irregularities, and generate sample summaries, we had to perform 
some investigations on the data. This was done by summarizing the data and gathering as many 
insights from it before training it. 
I. Summary: We decided to investigate the ground truth table data to derive the data 
summary and gain more insights into the data: Our investigation showed that the dataset 
is a categorical data type which comprises of 10,000 observations and 2 characteristics 
with 3000 missing values. We also describe the first 5 observations of the dataset which 
can be seen in the Table 1. 
















Table 1. First 5 observations of the dataset 
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II. Metadata: After investigating the data summary, we went ahead to gain more insight 
into the image information. We were able to discover the information embedded within 
the pill images as seen in Table 2. It was discovered that the images were all taken in 
2015, shot in a 24 bit-depth jpeg format, with TrueColor color type. The major 
differences; were the camera types, image sizes, and positioning. All the reference pill 
images were taken in a centered position while the consumer pill images were taken in 
a co-sited position. 
 Reference quality image Consumer quality image 
Format jpeg jpeg 
Width 2400 4416 
Height 1600 3312 
XResolution 72 180 
YResolution 72 180 
ColorType TrueColor TrueColor 
BitDepth 24 24 
YCbCrPositioning Centered Co-sited 
Table 2.  Metadata of a Reference image and of a Consumer quality image. 
III. Visualization: Figure 7 below presents a visual representation of the data points of 
each pill via a scatter plot of pixel values for the dataset. Here, the position of each dot 
on the graph indicates the values for a single data point. The locations where we had 




Figure 7. Scatter plot showing the data points of each pills. 
Experiments were carried out using MATLAB R2018 on an Intel Xeon Gold 6140 @ 2.30GHz, 
23 GB of RAM. After implementing the experiment using the aforementioned dataset, the 













                       (iv) 
Where, TP = true positive, TN = true negative, FP = false positive, and FN = false negative. 
The Recall measure indicated the percentage of the significant total result that was accurately 
classified by the methods used, while the Precision measure indicated the percentage of the 
significant result produced by the methods. A precision-recall curve was plotted for the 
different thresholds, Figure 8 shows the precision-recall curve of the ResNet-50 with the mean 
average precision (MAP) of 80% and the precision-recall curve of the proposed CNN 
integrated with support vector machine (SVM) with the MAP of 86%. Similarly, Figure 9 





















illustrated the precision-recall curve for CNN having KNN as a classifier and the mean 
precision accuracy (MAP) for this is 91%. 
 
(a)                                                              (b) 
Figure 8 (a) Precision Recall curve of ResNet-50, (b) Precision Recall curve of 
CNN+SVM. 
 
Figure 9. Precision Recall curve of CNN+KNN 



















































The accuracy measure indicated the degree of consistency of the segmented pill images. The 
results obtained from the classification of the pills images in Figure 12 also show the visual 
results using the proposed technique on the NLM database.  
(a)                                                              (b) 
Figure 10 (a) Confusion matrix of predictions grouped by pill shapes; (b) Confusion 
matrix of predictions grouped by pill colors. 
  











































































































































































































































































































































































































































































































































































































































































































































































































































































































































































4.3 DATA UTILITY 
Figure 14 shows the top-1 and top-5 accuracy rates of the different classification techniques 
using the NLM database. The Top 1 accuracy for the proposed CNN+KNN comes out to be 
81% while this accuracy for ResNet-50 and CNN+SVM is 70% and 78% respectively. While 
top-5 search accuracy of the CNN+KNN is 95% and this accuracy for ResNet-50 and 
CNN+SVM is 86% and 92% respectively.  Figure 13 shows that CNN+KNN achieves better 
top k accuracy than CNN+SVM and ResNet-50. From the CMC plot we can see the top 1 
accuracy of CNN+KNN is 81% while the top-5 accuracy is 95%. 
 




Figure 13. Cumulative Match Curves (CMC). 
 
Figure 14. Top k Accuracies of different methods 




























Top 1 Accuracy Top 5 Accuracy
Mean Average
Precision
ResNet-50 70% 86% 80%
CNN+SVM 78% 92% 86.30%



























Figure 15. Runtime Performance Evaluation 
Figure 15 shows the performance runtime of the techniques using the NLM database. The 
runtime of CNN + KNN is 1.02ms on CPU which is better than CNN+SVM and ResNet-50. 
The performance of the proposed system was also evaluated on the basis of precision and recall 
curves as defined below.  
We also created confusion matrices for this model’s predictions on the predicted classes. The 
confusion matrices show how accurate the model predicts each class and also evaluates the 
performance of the model. Figure 10 shows the confusion matrix of the proposed CNN 
integrated with kNN classifiers for the different colors of the pill drugs and the different shapes 
of the pill drugs. Similarly, Figure 11, shows the confusion matrix of CNN for the different 
imprints of the pill drugs. From these matrices we can see how accurate the model for each 























This paper proposed a hybrid method of image retrieval on a technique used for supervised 
machine learning to solve both classification and regression problems. The kNN classifier 
which is effective in developing arbitrary decision regions was placed in between the fully 
connected feature layer and the output layer to handle prediction accurately with less runtime. 
The results of the proposed method were compared with ResNet-50, CNN with SVM classifier. 
The results show that a classifier like kNN used alongside the proposed neural network 
appreciably increases the accuracy with low noise. In the future, we can introduce a more 
efficient method to tackle some drawbacks we encountered irrespective of the type of available 
data. This will help alleviate the underestimation of the shape of the pills due to conflicting 
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