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ASYMPTOTIC LIKELIHOOD OF CHAOS FOR SMOOTH
FAMILIES OF CIRCLE MAPS
HIROKI TAKAHASI
Abstract. We consider a smooth two-parameter family fa,L : θ 7→ θ+a+LΦ(θ)
of circle maps with a finite number of critical points. For sufficiently large L
we construct a set A
(∞)
L of a-values of positive Lebesgue measure for which the
corresponding fa,L exhibits an exponential growth of derivatives along the orbits
of the critical points. Our construction considerably improves the previous one of
Wang and Young for the same class of families, in that the following asymptotic
estimate holds: the Lebesgue measure of A
(∞)
L tends to full measure in a-space as
L tends to infinity.
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1. Introduction
In the study of one-dimensional dynamical systems, one important question is:
how often are dynamics chaotic? Here, ”often” should be understood in the sense of
Lebesgue measure in parameter space and ”chaotic dynamics” corresponds to maps
which have absolutely continuous invariant probability measures (acip for short).
In this direction, there is a huge gap between a general belief and the existing
theory. For the quadratic family x 7→ 1 − ax2, for instance, it is believed, and also
suggested by rigorous computations [19] that the set of parameters corresponding
to acips should have large Lebesgue measure. Meanwhile, what is presently known
at best is that this set has positive, yet very small Lebesgue measure [6]. The aim
of this paper is to narrow this gap, for certain smooth families of maps on the circle.
Let Φ: S1 = R/Z→ R be a Morse function. We consider a two-parameter family
of circle maps of the form
fa,L : θ 7→ θ + a+ LΦ(θ) a ∈ [0, 1), L > 0.
The family with Φ(θ) = sin(2πθ) was introduced by Arnol’d [1] and played an impor-
tant role in the creation of KAM theory. For small L, the map is a diffeomorphism,
and this case was intensively studied for its connection with quasi-periodic motions
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on invariant tori in conservative systems. We explore dynamics at the other end of
the spectrum, namely, the case with sufficiently large L. Then the map has a finite
number of critical points. Its graph has large slopes outside of a small neighborhood
of the critical points.
The family of circle maps with large L becomes important in the theory of rank-
one strange attractors, developed by Wang and Young [20] [21], based on the funda-
mental works of Jakobson [6], Benedicks and Carleson [3], Mora and Viana [12], and
others. In brief terms, the theory indicates that dynamics of strange attractors in
certain physically relevant multi-dimensional systems may be partially understood
by analyzing the above circle family with large L. Indeed, the existence of strange
attractors in certain periodically forced ODEs with fully stochastic behaviors was
rigorously proved along this line [21].
For large L, a positive measure set of values of a was constructed in [21] corre-
sponding to maps with a unique acip. However, their construction seems far from
optimal in that lim infL→∞ Leb ({a ∈ [0, 1) : fa,L has an acip }) > 0 does not follow.
Meanwhile, it is physically relevant to consider what happens in the asymptotic case
L→∞. An intuition is that parameters with acip are in abundance.
The reason for this deficiency is that their construction has to start with very
small parameter intervals containing ”good parameters”, and the dependence of the
sizes of the intervals on L is unclear. In this paper we develop another argument and
show that limL→∞ Leb ({a ∈ [0, 1) : fa,L has a unique acip }) = 1. A key ingredient
is to notice that for sufficiently large L it is possible to carry out an inductive
construction taking the whole parameter space [0, 1) as a start-up interval.
1.1. Statement of the result. Let C denote the set of critical points of fa,L,
which does not depend on a. Since all the critical points of Φ are non-degenerate,
the cardinality of C is constant for all large L. For each c ∈ C, all a ∈ [0, 1) and
i ≥ 0, write ci(a) for f i+1a c. Let | · | denote the one-dimensional Lebesgue measure.
Our main theorem states the abundance of parameters for which the derivatives
along orbits of all the critical points grow exponentially fast under iteration. It is
well-known [4] that this growth condition implies the existence of acips.
Main Theorem. For the above (fa,L) there exists λ > 0 such that for all sufficiently
large L there exists a set A
(∞)
L in [0, 1) with positive Lebesgue measure such that for
all a ∈ A(∞)L and each c ∈ C, |(fna,L)′c0| ≥ Lλn holds for every n ≥ 0. Moreover
limL→∞ |A(∞)L | = 1 holds.
For parameters in A
(∞)
L , following [20] [21] it is possible to construct a unique acip
µ for which Lebesgue almost every θ ∈ S1 is generic, that is,
lim
n→∞
1
n
n−1∑
i=0
ϕ(f ia,Lθ) =
∫
ϕdµ for all continuous ϕ : S1 → R.
In particular, parameters corresponding to maps with periodic attractors are con-
tained in the complement of A
(∞)
L . The same statement also follows from directly
showing that all periodic points are hyperbolic repelling for parameters in the the-
orem.
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Our construction yields an explicit measure estimate in terms of L (Proposition
6.1), and as a by-product gives a bound on the speed of the convergence |A(∞)L | → 1
as follows: the measure of the complement of A
(∞)
L decreases to zero as L → ∞,
faster than any power of L−1.
1.2. Outline of a proof. In the context of one-dimensional maps with critical
points, the existence of acips for a positive measure set of parameters was first
proved by Jakobson [6]. See [2] [5] [13] [3] [17] [18] [10] [15] [22] [14] for alternative
arguments and generalizations.
An outline of the proof of the theorem is similar in spirit to that of [6], and
(hence) to those of all the subsequent papers. The positive measure set A
(∞)
L is
constructed by induction: at each step we get rid of undesirable parameters for
which the corresponding maps may not have acips. In doing this we bring together
ideas from Benedicks and Carleson [2] [3], Tsujii [17] [18], and develop them further.
Key constants are σ, λ, α,N, L, chosen in this order. we have σ, α ≪ 1 and
N,L≫ 1. The choice of them are made explicit afterwards.
Our induction scheme is divided into two parts. The first part consists of finite
steps 0, 1, 2, · · · , N . The second part consists of the remaining steps N+1, N+2, · · · .
At each step n we construct a set A(n). The parameter set in the main theorem is
given by A(∞) =
⋂
n≥0A
(n).
For 0 ≤ n ≤ N , let A(n) denote the set of all a ∈ [0, 1) such that:
(1) d(ci(a), C) ≥ σ for every i ∈ [0, n] and c ∈ C.
It turns out that parameters in A(N) enjoy a uniformly expanding property outside
of a small neighborhood of the critical points of fixed size (Corollary 4.9). Since our
primary interest is an exponential growth of derivatives, this property permits us to
concentrate on returns of critical orbits to the inside of this small neighborhood.
Condition (1) for every n is satisfied only for parameters in a set with zero
Lebesgue measure. To get a set of positive measure we need to relax this condition.
For each n ≥ N and c ∈ C we introduce two conditions:
(X)c,n |(f j−ia )′ci| ≥ L ·min{σ, L−αi} for every 0 ≤ i < j ≤ n;
(Y )c,n |(f ia)′c0| ≥ Lλi for every 0 ≤ i ≤ n.
We say fa satisfies (X)n if (X)n,c holds for each c ∈ C. The meaning of (Y )n is
analogous. There two conditions are taken as assumptions of induction at step n.
To recover the assumptions of induction at the next step n + 1, we exclude from
further consideration all parameters inA(n) for which some analytic condition leading
to (X)n+1 (Y )n+1 fails. This condition is introduced in section 5. The remaining
parameters constitute A(n+1).
This paper is organized as follows. In section 2 we prove three lemmas which
will be frequently used later. In section 3 we perform the first part of the inductive
steps 0, 1, · · · , N and estimate the measure of A(0), A(1), · · · , A(N). In section 4
we establish a common technique, a recovery of expansion, which will be used to
estimate the measure of A(n) for n > N . In section 5 we introduce condition Wn
which defines the set A(n) for n > N . In section 6 we estimate the measure of A(∞).
Unless otherwise stated, we always assume that L is sufficiently large.
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2. Fundamental lemmas
We prove three lemmas which will be frequently used later. Lemma 2.2 gives
distortion bounds for iterations of one fixed map. Lemma 2.6 gives distortion bounds
for critical values for different parameters. Proofs are similar, by virtue of Lemma
2.4 which asserts a similarity between space and parameter derivatives, allowing us
to transfer estimates in phase space to parameter space.
Write f for fa,L. Let Cε denote the ε-neighborhood of C. There exists K0 ≥ 1
depending only on Φ and small ε > 0 such that for all large L we have:
K−10 L|c− θ|2 ≤ |f(c)− f(θ)| ≤ K0L|c− θ|2 for c ∈ C and θ ∈ Cε;
K−10 L|c− θ| ≤ |f ′θ| ≤ K0L|c− θ| for c ∈ C and θ ∈ Cε;
|f ′|, |f ′′| ≤ K0L.
2.1. Distortion in phase space. For θ ∈ S1, n ≥ 1 and i ∈ [0, n− 1], define
(2) di(a, θ) = |(f ia)′θ|−1 · |f ′a(f iaθ)|,
when it makes sense. Fix β ∈ (3
2
, 2
)
and define
Dn(a, θ) = L
−β ·
[ ∑
0≤i≤n−1
d−1i (a, θ)
]−1
.
Put
K = exp
(
2K0L
1−β) .
Note that K → 1 as L→∞.
Lemma 2.2. If θ ∈ S1, n ≥ 1 and f iaθ /∈ C holds for every 0 ≤ i ≤ n− 1, then
|(fna )′ϕ|
|(fna )′ψ|
≤ K for all ϕ, ψ ∈ [θ −Dn(a, θ), θ +Dn(a, θ)].
Proof. Write f , di, Dn for fa, di(a, θ), Dn(a, θ) correspondingly. Let I = [θ−Dn, θ+
Dn]. It suffices to prove the following for j = 0, · · · , n− 1 :
(3) |f jI| sup
fjI
|f ′′|
|f ′| ≤ logK · d
−1
j
[ ∑
0≤i≤n−1
d−1i
]−1
.
Indeed, summing this over all j = 0, 1, · · · , n− 1 gives
sup
θ,ψ∈I
log
|(fn)′θ|
|(fn)′ψ| ≤
∑
0≤j≤n−1
sup
θ,ψ∈I
log
|f ′(f jθ)|
|f ′(f jψ)|
≤
∑
0≤j≤n−1
|f jI| sup
fjI
|f ′′|
|f ′|
≤ logK.
We prove (3) by induction on j. We only give a proof for the general step of the
induction. A proof for the initial step (the case j = 0) is completely analogous.
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Summing (3) over all j = 0, 1, · · · , k − 1 implies |(fk)′ϕ||(fk)′ψ| ≤ K for all ϕ, ψ ∈ I.
Hence
|fkI| ≤ K|(fk)′θ||I|
= KDnd
−1
k |f ′(fkθ)| by the definition of dk
≤ KL−β|f ′(fkθ)|d−1k
(∑
d−1i
)−1
by the definition of Dn
≤ KL−β|f ′(fkθ)|.
Hence, for all ψ ∈ I we have
|f ′(fkθ)− f ′(fkψ)| ≤ K0L|fkI| ≤ KK0L1−β|f ′(fkθ)|.
This yields |f ′| ≥ (1−KK0L1−β)|f ′(fkθ)| on fkI, and therefore
|fkI| sup
fkI
|f ′′|
|f ′| ≤
KK0L
1−β
1−KK0L1−β · d
−1
k
(∑
d−1i
)−1
≤ 2K0L1−β · d−1k
(∑
d−1i
)−1
,
where the last inequality is because of K → 1 as L→∞. 
2.3. Transversality. For c ∈ C and i ≥ 0, write c′i(a) = dcida (a).
Lemma 2.4. Let fa satisfy (Y )n,c. Then we have
1− L−λ/2 ≤ |c
′
n(a)|
|(fna )′(c0(a))|
≤ 1 + L−λ/2.
Proof. Since c′n(a) = 1 + f
′
a(cn−1(a))c
′
n−1(a), we have
c′n(a) = 1 + f
′
a(cn−1) + f
′
a(cn−1)f
′
a(cn−2) + · · ·+ f ′a(cn−1)f ′a(cn−2) · · ·f ′a(c1)f ′a(c0).
Dividing both sides by (fna )
′(c0) = f ′a(cn−1)f
′
a(cn−2) · · ·f ′a(c1)f ′a(c0) gives
c′n(a)
(fna )
′c0
= 1 +
n∑
i=1
1
(f i)′(c0)
.
Hence
1−
n∑
i=1
1
|(f i)′c0| ≤
∣∣∣∣ c′n(a)(fna )′c0
∣∣∣∣ ≤ 1 +
n∑
i=1
1
|(f i)′c0| .
(Y )n,c yields the desired inequality. 
2.5. Distortion in parameter space. We transfer the distortion estimate in Lemma
2.2 to parameter space. For c ∈ C and n ≥ 1, Define
∆ˆn(a∗, c) = [a∗ −Dn(a∗, c0(a∗)), a+Dn(a∗, c0(a∗))].
Let
K ′ = exp
(
L−
1
4 + 3
)
.
Lemma 2.6. Let fa∗ satisfy (X)n,c and (Y )n,c. Then
|c′n(a)|
|c′n(b)|
≤ K ′ for all a, b ∈ ∆ˆn(a∗, c).
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Proof. Write di, Dn, ∆ˆn for di(c0(a∗)), Dn(c0(a∗)), ∆ˆn(a∗, c) correspondingly. We
argue by induction on k ∈ [0, n− 1], with the assumption that |c′j(a)||c′j(b)| ≤ K
′ holds for
all a, b ∈ ∆ and j = 0, 1, · · · , k. Note that this assumption for k = 0 is trivially
satisfied by c′0 = 1.
Sublemma 2.7. For all j = 0, 1, · · · , k we have
log
|(f ′a)cj(a)|
|(f ′b)cj(b)|
≤ 2K0K
′L1−β
1− 2K0K ′L1−β ·d
−1
j ·d−1j
[ ∑
0≤i≤n−1
d−1i
]−1
for all a, b ∈ ∆ˆn(a∗, c).
Proof. We have
|f ′acj(a)− f ′bcj(b)| ≤ |f ′acj(a)− f ′bcj(a)|+ |f ′bcj(a)− f ′bcj(b)|
= |f ′bcj(a)− f ′bcj(b)| since f ′aθ − f ′bθ = 0
≤ K0L|cj(∆)| since |f ′′| ≤ K0L.
Using the assumption of induction and Lemma 2.4,
|cj(∆)| ≤ 2K ′|(f ja∗)′c0(a∗)|djd−1j Dn
= 2K ′L−β|(f ′a∗)cj(a∗)|d−1j
(∑
d−1i
)−1
≤ 2K ′L−β |(f ′a∗)cj(a∗)|.
These two inequalities imply the desired inequality. 
If j ≥ 1, Lemma 2.4 and (Y )n,c for fa∗ give
|c′j(a)| ≥ K ′−1|c′j(a∗)| ≥
K ′−1
2
|(f ja∗)′c0(a∗)| ≥ L
λj
2 .
Since |c′0| = 1, the same inequality remains valid if j = 0. We have∣∣∣∣c′j+1(a)c′j(a) − (f ′a)cj(a)
∣∣∣∣ =
∣∣∣∣ 1c′j(a)
∣∣∣∣ ≤ L−λj2 .
The first factor in the right hand side of Sublemma 2.7 goes to 0 as L → 0. Using
this and (X)n,c give
|(fa)′cj(a)| ≥ 1
2
|(fa∗)′cj(a∗)| ≥
L
2
·min{σ, L−αj}.
Hence we have
|c′j+1(a)|
|c′j(a)|
≥ L
2
·min{σ, L−αj} − L−λj2 ≥ 1
3
L−αj .
These three inequalities imply∣∣∣∣log |c′j+1(a)||c′j(a)| − log |(fa)′cj(a)|
∣∣∣∣ ≤ L−λj3 .
By Sublemma 2.7,∣∣∣∣log |c′j+1(a)||c′j(a)| − log |(fa∗)′cj(a∗)|
∣∣∣∣ ≤ L−λj3 + 32 · d−1j
(∑
d−1i
)−1
.
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Thus, for all a, b ∈ ∆ˆn,∣∣∣∣log |c′j+1(a)||c′j+1(b)| − log
|c′j(a)|
|c′j(b)|
∣∣∣∣ ≤ 2L−λj3 + 3d−1j (∑ d−1i )−1 .
Summing this over all j = 1, · · · , k implies |c′k+1(a)||c′
k+1(b)|
≤ K ′, which restores the assump-
tion of the induction. 
3. Parameter exclusion: special steps
In this section we perform the fist part of the induction from step 0 to N . Recall
that the parameter sets A(n) for 0 ≤ n ≤ N are given by (1), where we set
(4) σ = K0L
−1+β
2 .
We estimate the measure of A(n) for n = 0, 1, · · · , N .
3.1. Expansion. We consider orbits of critical points which stay outside of Cσ.
Lemma 2.4 transmits the expansion along these orbits to parameter space. The next
lemma asserts that this expansion is large enough for critical values to completely
wrap S1.
Lemma 3.2. Let n ≤ N , a ∈ [0, 1) and c ∈ C. If ci(a) /∈ Cσ holds for i =
0, 1, · · · , n− 1, then cn(∆ˆn(a, c)) = [0, 1).
Proof. We have
|cn(∆ˆn(a, c))| ≥ K ′−1 |c′n(a)| |∆ˆn(a, c)| by Lemma 2.6
≥ K
′−1
1 + L
|(fna )′c0||∆ˆn(a, c)| by Lemma 2.4.
The assumption gives |(fna )′c0| ≥ (Lσ)n−i|(f ia)′c0|, which yields |(fn)′c0|di ≥ (Lσ)n−iLσ.
Therefore
|(fn)′c0|−1|∆ˆn(a, c)|−1 = Lβ
∑
0≤i≤n−1
|(fn)′c0|−1d−1i
≤ σ−1L−1+β
∑
i≥1
(Lσ)−i
≤ σ
−1L−1+β
Lσ − 1 .
Substituting this into the above inequalities we obtain the desired inequality. 
3.3. Amending the definition of parameter intervals. We now introduce pa-
rameter intervals which are central to our scheme. Let c ∈ C, n ≥ 1, and let fa
satisfy (X)n,c, (Y )n,c. As a result of Lemma 2.4, the map a ∈ ∆ˆn(a, c) 7→ cn(∆ˆn(a, c))
may not be injective (we have just shown that this is indeed the case if n ≤ N).
This causes silly combinatorial problems. To deal with this we shorten the interval
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as follows. For a compact interval I centered at a and r ∈ (0, 1), let r · I denote the
interval centered at a with length r · |I|. Define
∆n(a, c) =
{
∆ˆn(a, c) if |cn(∆ˆn(a, c))| ≤ 13 ;
1
9|cn(∆ˆn(a,c))| · ∆ˆn(a, c) otherwise
.
By definition, cn(∆n(a, c)) is strictly contained in the half circle centered at cn(a).
Proposition 3.4. For any sufficiently large N there exists L0 such that if L ≥ L0,
then for n = 0, 1, · · · , N we have |A(n)| ≥ (1− 3√σ)n+1.
Proof. The inequality for n = 0 follows from the identity faθ − fbθ = a − b. We
argue by induction on n. For (c, c˜) ∈ C × C, let
Bn(c, c˜) =
{
a ∈ A(n−1) \ A(n) : d(cn(a), c˜) ≤ σ
}
.
We have A(n−1) \ A(n) = ⋃Bn(c, c˜), where the union runs over all (c, c˜) ∈ C × C.
Lemma 3.5. Let a, b ∈ Bn(c, c˜) and assume that (i) ∆n(a, c) ∩ ∆n(b, c) 6= ∅; (ii)
b /∈ ∆n(a, c). Then we have ∆n(a, c) ⊂ ∆n(b, c).
Proof. Since a ∈ Bn(c, c˜) we have |cn(a) − c˜| ≤ σ. This and Lemma 3.2 together
imply the existence of a unique parameter a¯ ∈ √σ ·∆n(a, c) such that cn(a¯) = c˜. For
the same reason, there exists a unique b¯ ∈ √σ ·∆n(b, c) such that cn(b¯) = c˜. Since
the map aˆ ∈ ∆n(a, c) ∪ ∆n(b, c) → cn(aˆ) is injective (by the above amendment),
we have a¯ = b¯. This and the assumption (ii) implies that one of the connected
component of ∆n(a, c) −
√
σ · ∆n(a, c) is contained in
√
σ · ∆n(b, c), and thus the
inclusion holds. 
Let a1 ∈ Bn(c, c˜). We define a finite sequence a1, a2, · · · in Bn(c, c˜) inductively
as follows. Given a1, · · · , ak, if Bn(c, c˜) ⊂
⋃k
j=1∆n(aj , c), then we complete the
definition. Otherwise, choose ak+1 ∈ Bn(c, c˜) −
⋃k
j=1∆n(aj , c) arbitrarily. By (1),
the lengths of the intervals {∆n(aj, c)} are uniformly bounded from below, and thus
the definition makes sense.
By Lemma 3.5, any two of the intervals thus defined are either disjoint or nested
and altogether cover Bn(c, c˜). Moreover, by Lemma 2.6 and Lemma 3.2, the set
∆n(aj , c)−√σ ·∆n(aj, c) does not intersect Bn(c, c˜). Hence
|Bn(c, c˜)| ≤
√
σ ·
∑
∗
|∆n(aj , c)|,
where
∑
∗ denotes the summation over the maximal set of the subscript j for which
the corresponding intervals are pairwise disjoint. Since |∆n(aj, c))| ≤ L−β,∑
∗
|∆n(aj, c)| ≤ |A
(n−1)|
|A(n−1)|(1 + 2L
−β)
≤ (1 + 2L−β) |A
(n−1)|
(1− 3√σ)n
≤ 2|A(n−1)|,
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where the last inequality holds for sufficiently large L depending on N . This yields
|Bn(c, c˜)| ≤ 2
√
σ|A(n−1)|. Hence we have
|A(n−1) \ A(n)| ≤ (♯C)2 · 2√σ|A(n−1)| ≤ 3√σ|A(n−1)|,
or |A(n)| ≥ (1− 3√σ)|A(n−1)|. This restores the assumption of the induction. 
4. Recovering expansion
For large L, the dynamics is uniformly expanding in most of the phase space,
outside of a small neighborhood of the critical set C. Meanwhile, returns of typical
orbits to the inside of this neighborhood are inevitable. In this section we deal with
the loss of derivatives associated with these returns to keep the further evolution of
derivatives in track.
4.1. Constants. We introduce several constants. Let
(5) λ0 =
1
2
− β
4
and λ =
λ0
9
.
Fix α≪ λ and let
(6) δ0 = L
−1+λ0 and δ = L−αN .
We use three different sizes of neighborhoods of critical points, given by σ, δ, δ0.
We have δ/δ0, δ0/σ → 0 as L→∞. The last convergence follows from β < 2.
4.2. Bound periods. Let c ∈ C, and let f satisfy (X)n,c, (Y )n,c. For p ∈ [1, n−1],
let
Ip(c) =
(
c+
√
L−1Dp+1(c0), c+
√
L−1Dp(c0)
]
.
Let I−p(c) denote the interval which is the mirror image of Ip(c) with respect to c.
We call p a bound period for ϕ ∈ Ip(c) ∪ I−p(c). According to Lemma 2.2, the orbit
of f(ϕ) shadows the orbit of c0 for p iterates, with bounded distortion.
We claim that for all a ∈ A(N), the intervals {Ip(c) : 1 ≤ |p| ≤ N, c ∈ C} altogether
cover Cδ0 − Cδ. Indeed we have
L−1DN(c0) ≤ |(fN−1)′c0|−1|f ′cN−1| by the definition of DN(c0)
≤ (K−10 Lσ)−N+1K0L by (1)
< δ2 by (4) and (6).
On the other hand,
δ20 = L
−β+2λ0σ2 by (4)
≤ L−βσ by (5)
≤ L−1D1(c0) by κ > 1 and d(c0, C) ≥ σ in (1).
Hence
√
L−1DN (c0) < δ < δ0 <
√
L−1D1(c0), which implies the claim.
Lemma 4.3. Let f satisfy (X)n,c, (Y )n,c for some n ≥ N and c ∈ C. Then for
p ∈ [1, n− 1] and ϕ ∈ Ip(c) ∪ I−p(c) we have:
(a) log |c− ϕ|− 1logL ≤ p ≤ log |c− ϕ|− 2λ logL ;
(b) |(f p+1)′ϕ| ≥ max{|c− ϕ|−1+ 7αλ , Lλ(p+1)/3};
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(c) if p ≤ N , then |(f p+1)′ϕ| ≥ Lλ0(p+1)/3.
Proof. We use the notation O(1) to denote all constants which stay bounded and
bounded away from zero as L→∞.
Since |c0 − fϕ| ≤ K0L|c− ϕ|2, we have
|cp − f p+1ϕ| ≤ O(1)L|θ − ϕ|2|(f p)′c0| by Lemma 2.2
≤ O(1)Dp(c0)|(f p)′c0| since ϕ ∈ I−p(c) ∪ Ip(c).
To estimate the right hand side we need
Sublemma 4.4. We have |(fn)′θ|Dn(θ) ≤ K20L2−β.
Proof. We have
|(fn)′θ|dn−1d−1n−1Dn ≤ L−β|(fn)′θ|dn−1
= L−β |f ′(fn−1θ)|2
≤ K20L2−β .

Hence we have |cp − f p+1ϕ| ≤ O(1)L2−β . On the other hand, since |c0 − fϕ| ≥
K−10 L|c− ϕ|2 we have
|cp − f p+1ϕ| ≥ O(1)L|c− ϕ|2|(f p)′c0|
≥ O(1)L|c− ϕ|2Lλp by (Y )n,c.
Putting these two inequalities together and rearranging yields |c−ϕ|2Lλp ≤ 1, which
implies the upper estimate in (a).
Sublemma 4.5. We have |cp − f p+1ϕ| ≥ O(1)L2−β−3αp.
Proof. We have
|cp − f p+1ϕ| ≥ O(1)|(f p)′c0|Dp+1(c0)
= O(1)L−β
[
p∑
i=0
|(f p)′c0|−1d−1i
]−1
.
For the sum in the square bracket, |(f p)′c0|di ≥ L2 (min{σ, L−αi})2 which follows
from (X)n,c gives
p∑
i=0
|(f p)′c0|−1d−1i ≤ L−2σ−2 ·
− log σ
α logL
+ L−2
p∑
i=0
L2αi
≤ L−2+3αp.
This implies the desired inequality. 
Sublemma 4.5 and |f ′| ≤ K0L give
L−3αp ≤ |cp − f p+1ϕ| ≤ O(1)L|c− ϕ|2(K0L)p.
Rearranging this yields the lower estimate of p in (a).
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We have
|(f p+1)′ϕ| ≥ O(1)L|(f p)′c0||c− ϕ|
≥ O(1)|(f p)′c0|Dp+1(c0)|c− ϕ|−1.
Sublemma 4.5 gives |(f p)′c0|Dp+1(c0)| ≥ L2−β−3αp. Hence
|(f p+1)′ϕ| ≥ O(1)L2−β−3αp|c− ϕ|−1.
Substituting into this the upper estimate of p in (a) gives
|(f p+1)′ϕ| ≥ L2−β |c− ϕ|−1+ 6αλ .
Substituting |c− ϕ|−1 ≥ Lλp/2 into this which follows from (a),
|(f p+1)′ϕ| ≥ L2−β |c− ϕ|−1+ 6αλ ≥ Lλ(p+1)/3.
The last inequality is a consequence of 2 − β > λ0. This proves (b). A proof of (c)
is analogous to that of (b). 
4.6. Decompositions into ”bound” and ”free” segments. We introduce some
useful language along the way. For θ ∈ S1 such that f iθ /∈ C for all i ≥ 1, let
n1 < n1 + p1 + 1 ≤ n2 < n2 + p2 + 1 ≤ · · ·
be defined as follows: n1 is the smallest j ≥ 0 such that f jθ ∈ Cδ. For k ≥ 1, let pk
be the bound period of fnkθ, and let nk+1 be the smallest j ≥ nk + pk +1 such that
f jθ ∈ Cδ. (Note that an orbit may return to Cδ during its bound periods, i.e. ni
are not the only return times to Cδ.) This decomposes the orbit of θ into segments
corresponding to time intervals (nk, nk+pk] and [nk+pk+1, nk+1], during which we
describe the orbit of θ as being ”bound” and ”free” states respectively; nk are called
times of free returns. For orbits which return to Cδ0 but not to Cδ, we similarly
define bound and free states using Cδ0 instead of Cδ.
The next lemma asserts that no return to Cδ0 occurs during these bound periods.
Lemma 4.7. Let θ make a free return at time n to Cδ0 \Cδ, with p the corresponding
bound period. Then f i /∈ Cδ0 holds for every i ∈ [n + 1, n+ p+ 1].
Proof. Let c denote the critical point to which fnθ is bound. Lemma 2.2 gives
|f iθ − f i−nc| ≤ KK0|(f i−n)′(c0)|Dp(c0) ≤ L−β . Hence
d(f iθ, C) ≥ d(f i−nc, C)− |f iθ − f i−nc|
≥ σ − L−β by i− n ≤ N and (1)
> δ0.
This yields the claim. 
4.8. Exponential growth outside of critical neighborhoods. The next corol-
lary asserts an exponential growth of derivatives outside of Cδ. Our derivation of
this consists of two explicit parts: the obvious exponential growth outside of Cδ0
for free segments and the recovered expansion in Lemma 4.3 for bound segments
associated with returns to Cδ0.
Corollary 4.9. For any a ∈ A(N), f = fa satisfies the following:
(a) if n ≥ 1 and θ, faθ, · · · , fn−1a θ /∈ Cδ, then |(fna )′θ| ≥ L1−3λδL3λn;
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(b) if moreover fna θ ∈ Cδ, then |(fna )′θ| ≥ L3λn.
Proof. If the orbit of θ makes no return to Cδ0 in the first n − 1 iterates, then the
assertions are obvious. Otherwise, let 0 < n1 < · · · < ns ≤ n − 1 denote the
sequence of all free returns to Cδ0 in the first n− 1 iterates of θ, with p1, · · · , ps the
corresponding bound periods. We have
|(fns−n1)′fn1θ| =
∏
1≤k≤s−1
|(fnk+1−nk−pk−1)′fnk+pk+1θ||(f pk+1)′fnkθ|.
For each bound segment, (c) in Lemma 4.3 gives |(f pk+1)′fnkθ| ≥ L(pk+1)λ0/3. For
each free segment, we clearly have |(fnk+1−nk−pk−1)′fnk+pk+1θ| ≥ Lλ0(nk+1−nk−pk−1).
Hence
|(fns−n1)′fn1θ| ≥
∏
1≤k≤s−1
Lλ(nk+1−nk) ≥ Lλ03 (ns−n1).
Since |(fn1)′θ| ≥ Lλ0n1 we obtain |(fns)′θ| ≥ Lλ0ns3 .
For the remaining factor, by Lemma 4.7 we have f iθ /∈ Cδ0 for ns+1 ≤ i ≤ n−1.
This and d(fnsθ, C) ≥ δ gives
|(fn−ns)′fnsθ| ≥ K−10 LδLλ0(n−ns−1) ≥ δLλ0(n−ns) × L1−λ.
Consequently we obtain (a). If fn ∈ Cδ, then Lemma 4.7 gives n ≥ ns+ ps+1, and
thus |(fn−ns)′fnsθ| ≥ Lλ03 (n−ns). This proves (b). 
5. Recovering inductive assumptions
We have already defined the sets A(0), · · · , A(N) and estimated their measure. At
step n ≥ N , we exclude from A(n) all parameters for which Xn+1 or Yn+1 may fail.
We introduce condition Wn which determines a rule of exclusion. Parameters have
to satisfy this condition to be selected. In other words, for n ≥ N we define
A(n+1) = {a ∈ A(n) : Wn holds}.
5.1. Condition Wn. Let fa satisfy Xn, Yn. We say fa satisfies Wn,c if
(7)
∑
i≤k
free return
− log d(ci(a), C) ≤ αk logL
3
for every k ∈ [0, n].
The sum runs over all i at which the orbit of c0 makes a free return to Cδ. We say
fa satisfies (W )n if it satisfies (W )n,c for every c ∈ C.
The next proposition implies that the assumptions of the induction are recovered
for parameters in A(n+1).
Proposition 5.2. Let fa satisfy Wn,c. Then Xn+1,c and Yn+1,c hold for fa.
Proof. We begin with the particular case in which c0 makes no return to Cδ in the
first n iterates. (1) gives δ|(fN)′c0| ≥ δ(K−10 Lσ)N ≥ L3λN . Hence
|(fn+1)′c0| = |(fn+1−N)′cN ||(fN)′c0|
≥ δL3λ(n+1−N)|(fN)′c0| by Corollary 4.9
≥ L3λ(n+1),
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which proves Yn+1,c.
To check Xn+1,c we only need to consider inequalities which are not covered by
Xn,c. They are:
(8) |(fn+1−i)′ci| ≥ L ·min{σ, L−αi} for 0 ≤ i ≤ n.
Suppose that i ≥ N . Corollary 4.9 and the definition of δ in (6) give
|(fn+1−i)′ci| ≥ Lδ ≥ LL−αi.
Suppose that i < N . Since ci, ci+1, · · · , ci+N /∈ Cδ, Corollary 4.9 gives |(fN)′ci| ≥
δLλN and |(fn+1−i−N)′cN+i| ≥ Lδ. Therefore
|(fn+1−i)′ci| = |(fn+1−i−N)′cN+i||(fN)′ci| ≥ L,
where the last inequality follows from the definition of δ and α≪ λ.
Proceeding to the general case, let 0 < n1 < · · · < ns ≤ n denote all the free
returns to Cδ in the first n-iterates of c0, with p1, · · · , ps the corresponding bound
periods. Using Lemma 4.3 and then Wn,c,
(9)
s∑
k=1
pk ≤ 2
λ logL
s∑
k=1
− log d(cnk , C) ≤
2αn
3λ logL
.
The chain rule gives
|(fns+ps+1)′c0| = |(fn1)′c0| ·
s−1∏
k=1
|(fnk+1−nk−pk−1)′cnk+pk+1|
s∏
k=1
|(f pk+1)′cnk |.
For the first term, λ≫ α and n1 ≥ N give Lλn1 ≥ δ−1. This and Corollary 4.9 give
|(fn1)′c0| ≥ Lλn1L2λn1 ≥ δ−1L2λn1 . Using Lemma 4.3 for each term in the products,
we obtain
(10) |(fns+ps+1)′c0| ≥ δ−1L2λ(ns+ps+1−
Ps
k=1 pk).
The rest of the argument splits into two cases. First, suppose that ns + ps ≥ n.
Using |f ′| ≤ K0L and ps ≤ 2αn3λ logL in (9) we have
|(fns+ps+1)′c0|
|(fn+1)′c0| ≤ (K0L)
ps ≤ Lαn.
Hence
(11) |(fn+1)′c0| ≥ L2λ(ns+ps+1−
Ps
k=1 pk) ≥ L2λ(n+1−
Ps
k=1 pk).
Next, suppose that ns + ps < n. Since ns is the last free return, Corollary 4.9
gives |(fn+1−ns−ps−1)′cns+ps+1| ≥ K−10 δL3λ(n−ns−ps). Combining this with (10) gives
(12) |(fn+1)′c0| ≥ L2λ(n+1−
Ps
k=1 pk),
yielding the same inequality as in the previous case. In either of these two cases,
substituting the upper estimate of the sum of the bound periods in (9) into the
exponent of (12) yields the desired inequality.
Proof of Xn+1,c. We deal with four cases separately.
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Case (i): i, n+ 1 /∈ ∪1≤k≤s[nk + 1, nk + pk]. We have
|(fn+1−i)′θi| ≥ δLλ(n+1−i) by Corollary 4.9 and Lemma 4.3
≥ δLα(n+1)−αi since α < λ
≥ L1−αi since δLα(n+1) ≥ LδLαN ≥ L.
Case (ii): i /∈ ∪1≤k≤s[nk + 1, nk + pk] and n + 1 ∈ [ns + 1, ns + ps]. Let c˜ denote
the critical point to which cns is bound. We have:
d(cns, C) ≥ L−
αn
3 by Wn,c,
|(fn−ns)′cns+1| ≥ K−1Lλ(n−ns) by Lemma 2.2 and Yn,c˜,
|(fns−i)′ci| ≥ Lλ3 (ns−i) since i, ns are free and ns is a return.
Combining these altogether gives
|(fn+1−i)′ci| ≥ |(fn−ns)′cns+1|K−10 Ld(cns, C)|(fns−i)′ci|
≥ K−10 K−1L
λ
3
(n−i)+1L−αn/3
≥ K−10 K−1Lα(n−i)/3+1L−αn/3
≥ L1−αi/2,
where the last inequality holds because i ≥ 1 and K → 1 as L→∞.
Case (iii): i, n+ 1 ∈ [nk + 1, nk + pk] for some k ∈ [1, s]. Let c˜ denote the critical
point to which cnk is bound. If σ ≥ L−α(i−nk−1), then
|(fn+1−i)′ci| ≥ K−1|(fn+1−i)′c˜i−nk−1| by Lemma 2.2
≥ K−1L · L−α(i−nk−1) by Xn,c˜
≥ L · L−αi.
Suppose that σ < L−α(i−nk−1). Then the definition of σ in (4) gives i−nk ≤ 2α−1.
If n− i ≤ αN , then the bound period pk for nk remains in effect at time n, because
all bound periods are ≥ αN (Lemma 4.3). Hence
|(fn+1−i)′ci| ≥ K−1|(fn+1−i)′c˜i−nk−1|
≥ 1 by (1).
It is left to consider the subcase n− i ≥ αN . The proof of (ii) and nk < i imply
|(fn+1−nk)′cnk | ≥ L
λ
3
(n−nk)L1−αnk/2 ≥ Lλ3 (n−i)L1−αi/2.
Combining this with |(f i−nk)′cnk | ≤ (K0L)−2α
−1
we obtain
|(fn+1−i)′ci| = |(fn+1−nk)′cnk ||(f i−nk)′cnk |−1
≥ LλN3 L1−αi/2(K0L)−2α−1
≥ L1−αi/2.
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Case (iv): i ∈ [nk+1, nk+pk] for some k ∈ [1, s]. We may assume nk+pk < n+1,
for otherwise the case is covered by (iii). We have
|(fn−nk−pk)′cnk+pk+1| ≥ L1−α(nk+pk+1)/2 by (ii)
≥ L1−2αnk/3 by pk ≤ αnk from Wn,c.
To estimate the remaining factor, we consider two cases separately as before.
Suppose that σ < L−α(i−nk−1), then i− nk ≤ 2α−1.
|(fnk+pk+1−i)′ci| = |(f pk+1)′cnk ||(f i−nk)′cnk |−1 by Lemma 2.2
≥ Lλpk(K0L)−2α−1
≥ 1 since pk ≥ αN .
Combining this with the previous inequality implies the desired one.
Suppose that σ ≥ L−α(i−nk−1). Let c˜ denote the critical point to which cnk is
bound. Then
|(fnk+pk+1−i)′ci| ≥ K−1|(fnk+pk+1−i)′c˜i−nk−1| by Lemma 2.2
≥ K−1L1−α(i−nk−1) by Xn,c˜
Combining these two inequalities,
|(fn+1−i)′ci| ≥ L2−αi+α+αnk/3 ≥ L1−αi.
This completes the proof of Proposition 5.2. 
6. Parameter exclusion: general steps
Set A(∞) =
⋂
n≥0A
(n). In this last section we prove
Proposition 6.1. For all large integer N there exists L0 such that for all L ≥ L0,∣∣∣A(∞)L ∣∣∣ ≥ (1− L−αN10 ) (1− 3√σ)N .
We prove this by combining the estimate of |A(N)| in Proposition 3.4 with a new
estimate which shows that the measure of A(n) \ A(n+1) relative to |A(N)| decreases
exponentially in n.
6.2. Expansion in parameter space. We begin with a main technical estimate.
Let c ∈ C, a ∈ A(n) and suppose that c0(a) makes a free return to Cδ at time
ν ≤ n + 1. We say ν is an essential return time if
(13)
∑
i+1≤j≤ν
free return
2 log d(cj(a), C) ≤ log d(ci(a), C) for every free return i ≤ [0, ν − 1].
The sum ranges over all j ∈ [i+ 1, ν] at which c0(a) makes a free return to Cδ.
Lemma 6.3. Let a ∈ A(n) and c ∈ C. For every essential return ν in the first n+1
iterates of c0(a) we have
Dν(a, c0(a)) · |(f νa )′c0(a)| ≥
√
d(cν , C).
In particular, for all b ∈ ∆ν(a, c)− 5
√
d(cν(a), C) ·∆ν(a, c) we have
|cν(a)− cν(b)| ≥ 4
√
d(cν(a), C).
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Proof. We finish the proof of the second assertion assuming the first one. The
assumption on b gives b − a ≥ 1
2
· 5√d(cν(a), C) · |∆ν(a, c)|. Since |∆ν(a, c)| ≥
|∆ˆν(a,c))|
9|cn(∆ˆν(a,c))| and |cn(∆ˆν(a, c))| ≤ O(1)L
2−β by Sublemma 4.4, we have
b− a ≥ O(1)Lβ−2 · 5
√
d(cν(a), C) · |∆ν(a, c)|
≥ 4
√
d(cν(a), C)Dν(a, c0(a)),
where the last inequality is because of d(cν(a), C) ≤ δ. Hence we have
|cν(a)− cν(b)| ≥ K ′−1 |c′ν(a)| |a− b| by Lemma 2.6
≥ O(1)|(f νa )′c0(a)||a− b| by Lemma 2.4
≥ O(1)L−4|(f νa )′c0(a)|Dν(a, c0(a)) · 5
√
d(cν(a), C)
≥ 4
√
d(cν(a), C) by the first assertion.
Let 0 < n1 < · · · < nt < ν denote all the free returns in the first ν iterates of
c0(a), with p1, · · · , pt the corresponding bound periods. Let
Snk =
nk+pk∑
i=nk
d−1i (c0) and S0 =
ν−1∑
i=0
d−1i (c0)−
t∑
k=1
Snk .
Sublemma 6.4. We have S0|(f ν)′c0|−1 ≤ 1√δ .
Proof. Let i /∈ ∪1≤k≤t[nk, nk + pk]. Suppose ci /∈ C√δ. We have |f ′ci| ≥ K−10 L
√
δ.
Split the itinerary from time to i to ν into bound and free segments. Using Lemma
4.3 to each bound segment and Corollary 4.9 to each free segment, we have |(f ν−i)′ci| ≥
Lλ(ν−i)/3. Hence
|(f ν)′c0|di = |(f ν−i)′ci||f ′ci| ≥ Lλ(ν−i)/3K−10
√
δ.
Suppose ci /∈ C√δ. Let p denote the corresponding bound period. By ci /∈ Cδ and
Lemma 4.7, no bound return follows p. Thus, we can estimate |(f ν−i)′ci| by split the
itinerary of c0 into free and bound states and argue in the same way as the previous
case. Thus we have
|(f ν−i)′ci||f ′ci| ≥ (Lλ/3)ν−i−p−1|(f p+1)′ci||f ′ci|.
Lemma 4.3 gives
|(f p+1)′ci||f ′ci| =10
√
|(f p+1)′ci| ×10
√
|(f p+1)′ci|9|f ′ci| ≥ 4
√
δ · Lλ(p+1)10 .
These inequalities altogether yield |(f ν)′c0|di ≥ 4
√
δL
λ(ν−i)
10 .
Combining the above two estimates give
S0|(f ν)′c0|−1 ≤ 1
4
√
δ
ν−1∑
i=0
L−
(ν−i)
10 +
1√
δ
ν−1∑
i=0
L−λ(ν−i)/3 ≤ 1√
δ
.

Sublemma 6.5. For every 1 ≤ k ≤ t we have Snk |(fnk+pk+1)′c0|−1 ≤ |d(cνk , C)|−
3α
λ .
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Proof. Let c˜ denote the critical point to which cnk is bound. By Lemma 2.2, for
nk + 1 ≤ i ≤ nk + pk we have
|(fnk+pk+1)′c0|di(c0) = |(f
nk+pk+1)′c0|
|(f i+1)′c0|
|(f i+1)′c0|
|(f i)′c0|
≥ K−4 |(f
pk)′c˜0|
|(f i−nk)′c˜0|
|(f i−nk)′c˜0|
|(f i−nk−1)′c˜0| .
Using (X)n,c˜ to estimate the two fractions we have
|(fnk+pk+1)′c0|di(c0) ≥ K−4L2
(
min{σ, L−α(i−nk)})2 .
Proposition 4.3 gives |(fnk+pk+1)′c0|dnk ≥ |d(cnk , C)|
α
λ , and therefore
Snk |(fnk+pk+1)′c0|−1 ≤ |d(cnk , C)|−
α
λ +K4L−2
nk+pk∑
i=nk+1
(
min{σ, L−α(i−nk)})−2
≤ |d(cnk , C)|−
α
λ − σ−1α−1 log σ +
pk∑
i=0
Lαi
≤ |d(cnk , C)|−
3α
λ .
For the last inequality, we have used the upper estimate of pk in Lemma 4.3 to
estimate the last term. 
Write ν = nt+1. Since nt+1 is an essential return we have
|d(cnk , C)|−1 ≤
∏
k+1≤j≤t+1
|d(cnj , C)|−2 for every 1 ≤ k ≤ t.
Substituting this into the inequality in Sublemma 6.5 gives
(14) Snk |(fnk+pk+1)′c0|−1 ≤
∏
k+1≤j≤t+1
|d(cnj , C)|−
6α
λ .
Meanwhile, for 1 ≤ k ≤ t− 1 we have
|(f ν−nk−pk−1)′cnk+pk+1| =
∏
k≤j≤t
|(fnj+1−nj−pj−1)′cnj+pj+1| ·
∏
k+1≤u≤t
|(f pj+1)′cnj |
≥
∏
k+1≤j≤t
|(f pj+1)′cnj |.
Multiplying (14) with the above inequality gives
Snk |(f ν)′c0|−1 ≤ |d(cν, C)|−
6α
λ
∏
k+1≤j≤t
1
|d(cnj , C)|
6α
λ |(f pj+1)′cnj |
≤ δ(t−k)/2|d(cν , C)|− 6αλ by Lemma 4.3.
Summing this over all 1 ≤ k ≤ t− 1 and (14) for k = t gives
∑
1≤k≤t
Snk |(f ν)′c0|−1 ≤ |d(cν , C)|−
6α
λ
(
1 +
t−1∑
k=1
δ(t−k)/2
)
≤ 2|d(cν, C)|− 6αλ .
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Combining this with Sublemma 6.4 we obtain
|(f ν)′c0|−1D−1ν = Lβ
(
t∑
k=1
Snk |(f ν)′c0|−1 + S0|(f ν)′c0|−1
)
≤ 1√
d(cν, C)
.
This completes the proof of Lemma 6.3. 
6.6. Strategy. The estimate of the measure of A(n) \A(n+1) consists of three steps.
We first decompose the set into a finite number of subsets which are characterized by
combinatorial data describing the recurrence to the critical points. Then we estimate
the measure of each of the subsets. Finally we put these estimates together, counting
the total number of combinations.
6.7. Decomposition of the parameter set. For c ∈ C, q ≥ 1 and n ≥ N , let
Bq(c) =
{
a ∈ A(n) \ A(n+1) : c0(a) makes exactly q e.f.r.s in the first n iterates
}
.
We have A(n) \A(n+1) ≤ ⋃c∈C ⋃q≥1Bq(c).We further decompose the right hand side
as follows. For a q-tuple of pairs of positive integers X = ((ν1, τ1), · · · , (νq, τq)), let
BX (c) denote the set of all a ∈ Bq(c) such that c0(a) makes essential returns exactly
at 0 < ν1 < · · · < νq = n, with |cνi(a)− cτi | ≤ δ for every 1 ≤ i ≤ q. In other words,
cνi(a) is bound to c
τi . We write BX (c) =
⋃
RB
R
X (c), where
BRX (c) =
{
x ∈ BX (c) :
q∑
i=1
[− log d(cνi(a), C)] = R
}
,
where the square bracket denotes the integer part. For each partition Y = (r1, · · · , rq)
of R into q positive integers, define
BRX ,Y(c) =
{
a ∈ BRX (c) : [− log d(cνi(a), C)] = ri for every 1 ≤ i ≤ q
}
.
This set is a finite union of intervals. We clearly have Bq(c) =
⋃
X
⋃
R
⋃
Y B
R
X ,Y(c).
6.8. Hierarchical covering. Let rˆi = exp
(− ri+1
5
)
. In order to estimate the mea-
sure of BRX ,Y(c), we construct a hierarchical covering of it, which consists of for each
i = 1, 2, · · · , q a finite collection of pairwise disjoint intervals {I(i)j } intersecting [0, 1]
such that:
(i) BRX ,Y(c) ⊂ ∪j rˆi · I(i)j ;
(ii) for any j there exists k such that I
(i)
j ⊂ rˆi−1 · I(i−1)k .
Then we clearly have
∑
j |I(i)j | ≤ rˆi−1
∑
j |I(i−1)j | for each i = q, q − 1, · · · , 2,
and thus
∑
j |I(q)j | ≤ rˆ1rˆ2 · · · rˆq−1
∑
j |I(1)j |. (i) gives |BRX ,Y(c)| ≤ rˆq
∑
j |I(q)j |, and
thus |BRX ,Y(c)| ≤ rˆ1rˆ2 · · · rˆq
∑
j |I(1)j |. Since the intervals {I(1)j } are pairwise disjoint,
intersect [0, 1), and ≤ L−β in length, we obtain
(15) |BRX ,Y(c)| ≤ exp
(
−R + q
5
)(
1 + 2L−β
)
.
For the construction of the hierarchical covering we need a couple of lemmas. Let
∆n(a, c, r) = exp
(
−r
5
)
·∆n(a, c).
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Lemma 6.9. Let a, b ∈ BRX ,Y(c) and suppose νi < νj. If ∆νi(a, c, ri)∩∆νj(b, c, d) 6= ∅
holds for some d ≥ − log δ, then ∆νj(b, c) ⊂ ∆νi(a, c, ri − 1).
Proof. By Lemma 6.3, there exists aˆ ⊂ ∆νi(a, c, ri) such that cνi(aˆ) ∈ C. Propo-
sition 2.6 and νi < νj implies aˆ /∈ ∆νj (b, c), for otherwise Dist(γνj ,∆(b, νj , 0)) is
unbounded. This implies that one of the connected components of ∆νj (b, c) −
∆νj (b, c, d) is contained in ∆νi(a, c, ri). This implies
2−1(1− e−d/5)|∆νj (b, c)| ≤ |∆νi(a, c, ri)|,
and hence the inclusion holds. 
Lemma 6.10. Let a, b ∈ BRX ,Y(c). Assume that ∆νi(a, c) ∩ ∆νi(b, c) 6= ∅ and
b /∈ ∆νi(a, c). Then we have ∆νi(a, c) ⊂ ∆νi(b, c).
Proof. Analogous to the proof of Lemma 3.5. 
We are in position to construct a hierarchical covering of BRX ,Y(c). First of all we
claim that for all a ∈ BRX ,Y(c) and each i = 1, 2, · · · , q−1 there exists a finite sequence
a1, a2, · · · in BRX ,Y(c)∩∆νi(a, c) such that the corresponding intervals {∆νi+1(aj , c)}
are (a) pairwise disjoint, (b) contained in ∆νi(a, ri − 1), and (c) altogether cover
BRX ,Y(c) ∩∆νi(a, c).
This claim is proved as follows. We define the finite sequence in the statement
inductively as follows. Choose some a1 ∈ BRX ,Y(c) ∩∆νi(a, c). Given a1, · · · , ak, we
are done if BRX ,Y(c)∩∆νi(a, c) ⊂ ∪kj=1∆νi+1(aj , c). Otherwise we choose some ak+1 ∈
BRX ,Y(c)∩∆νi(a, c)−∪kj=1∆νi+1(aj , c). Since the length of the intervals {∆νi+1(aj , c)}
are bounded from below, this definition makes sense and the resultant finite number
of intervals altogether cover BRX ,Y(c) ∩ ∆νi(a, c). By Lemma 6.10, any two of them
are either disjoint or nested. This proves (a) (c).
By Lemma 6.3, the set ∆νi(a, c) − ∆νi(a, c, ri) does not intersect BRX ,Y(c). Since
aj ∈ BRX ,Y(c) and aj ∈ ∆νi(a, c) we have aj ∈ ∆νi(a, c, ri), which gives ∆νi+1(aj , c, ri+1)∩
∆νi(a, c, ri) 6= ∅. This and Lemma 6.9 yield (b).
We are in position to define the intervals {I(i)j } for each i = 1, 2, · · · , q. Lemma
6.10 implies the existence of a finite sequence a
(1)
1 , a
(1)
2 , · · · in BRX ,Y(c) such that
the corresponding intervals ∆ν1(a
(1)
1 , c),∆ν1(a
(1)
2 , c), · · · are pairwise disjoint and al-
together cover BRX ,Y(c). We set I
(1)
j = ∆ν1(a
(1)
j , c). Lemma 6.3 gives B
R
X ,Y(c) ⊂⋃
j rˆ1 · I(1)j .
Let i ∈ [1, q − 1]. Having defined I(i)k = ∆νi(a(i)k , c) for k = 1, 2, · · · , we define
the intervals {I(i+1)j } which are contained in rˆi · I(i)k as follows. According to the
above claim, there exists a finite set a
(i+1)
1 , a
(i+1)
2 , · · · in BRX ,Y(c)∩ I(i)k such that any
two of the corresponding intervals {∆νi+1(a(i+1)j , c)} are pairwise disjoint, contained
in rˆi · I(i)k , and altogether cover BRX ,Y(c) ∩ I(i)k . We set ∆νi+1(a(i+1)j , c) = I(i+1)j . By
construction we have BRX ,Y(c) ⊂
⋃
j I
(i+1)
j , where the union runs over all intervals
I
(i+1)
j defined in this way. Lemma 6.3 gives B
R
X ,Y(c) ⊂
⋃
j rˆi+1 ·I(i+1)j . This completes
the construction of the hierarchical covering. 
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6.11. Conclusion. We are in position to finish the estimate of the measure of A(∞).
We begin by counting all feasible R, Y , X , q.
The next lemma asserts that the the sum of essential return depths has a definite
proportion, and as a result gives a lower bound for R.
Lemma 6.12.
∑q
i=1 ri ≥ αn logL/2.
Proof. We call a free return inessential if it is not an essential return. Let µ ∈ (0, n)
be an inessential return. Let i(µ) denote the smallest k ≤ µ− 1 such that
(16)
∑
k+1≤j≤µ
free return
2 log d(cj, C) > log d(ck, C).
No essential return occurs during the period [i(µ)+1, µ]. We claim that there exists
a set F ⊂ (0, n) of inessential returns such that the intervals [i(µ) + 1, µ] for µ ∈ F
are mutually disjoint and cover all the inessential return times in (0, n). Indeed, it
suffices to define F = {µ1 > µ2 > · · · > µs} as follows: let µ1 denote the largest
inessential return in (0, n). Given µk ∈ F , let µk+1 denote the largest inessential
one which is < i(µk) + 1.
Summing (16) over all µ ∈ F gives∑
0≤j≤ν
inessential
2 log d(cj, C) >
∑
µ∈F
log d(ci(µ), C) ≥
∑
0≤i≤n
free
log d(ci, C).
Therefore
q∑
i=1
ri =
∑
0≤j≤ν
essential
− log d(cj, C) ≥ −1
2
∑
0≤i≤n
free
log d(ci, C) ≥ αn logL
2
.

Let pi denote the bound period for the orbit of c at the free return νi. Let
η = min{p1, p2, · · · , pq}. Since c is free at time n, we have
η(q − 1) ≤
q−1∑
i=1
pi ≤ n.
The upper estimate of the bound period in (a) Lemma 4.3 gives
ηq ≤
q∑
i=1
pi ≤ 2R
λ logL
.
Since all the free returns under consideration are to the inside of Cδ, the lower
estimate in (a) of Lemma 4.3 gives η ≥ αN . Hence, for sufficiently large N we have
q/n, q/R ≤ 2
αN
.
By Stirling’s formula for factorials, the number of all feasible Y = (r1, · · · , rq) is
bounded by the total number of combinations of dividing R objects into q groups,
which is
(
R+q
q
) ≤ ec(N)R , where c(N)→ 0 as N →∞. Similarly, the number of all
feasible X = ((ν1, τ1), · · · , (νq, τq)) is ≤ ec′(N)n · (♯C)q ≤ ec′′(N)n, where c′′(N) → 0
as N →∞.
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For n ≥ N we have∣∣A(n) \ A(n+1)∣∣ ≤∑
c∈C
∑
q
∑
X
∑
Y
∑
R≥αn logL/2
|BRX ,Y(c)|
≤
∑
c∈C
∑
q
∑
R≥αn logL/2
exp
(
c(N)R + c′′(N)n− R + q
5
)
(1 + 2L−β)
≤
∑
R≥αn logL/2
exp
(
c(N)R + c′′′(N)n− R
6
)
(1 + 2L−β)
≤
∑
R≥αn logL/2
exp
(
−R
7
)
,
where c′′′(N) → 0 as N → ∞. Substituting the estimate of |A(N)| in Proposition
3.4 gives
|A(n) \ A(n+1)|
|A(N)| ≤ (1−
3
√
σ)−N−1
∑
R
exp
(
−R
7
)
≤ L−αn15 .
Hence we obtain
|A(∞)| = |A(N)| −
∑
n≥N
|A(n) \ A(n+1)|
≥ |A(N)|
(
1−
∑
n≥N
L−
αn
15
)
≥ (1− 3√σ)N+1
(
1−
∑
n≥N
L−
αn
15
)
.
This completes the proof of Proposition 6.1 and hence that of the main theorem. 
References
1. V. I. Arnol’d, Small denominators, I. Mappings of the circumference onto itself, Amer. Math.
Soc. Transactions 46 (1965) 213-284.
2. M. Benedicks and L. Carleson, On iterations of 1 − ax2 on (−1, 1). Ann of Math. 122, 1–25,
(1985)
3. M. Benedicks and L. Carleson, The dynamics of the He´non map. Ann of Math. (2) 133, 73–169,
(1991)
4. P. Collet and J. P. Eckmann, On the abundance of aperiodic behavior for maps of the interval,
Comm. Math. Phys. 73 pp.115-160 (1980)
5. J. Guckenheimer, Renormalization of one dimensional mappings and strange attractors, Con-
temp. Math. Vol 58 III pp 143-160 (1987)
6. M. Jakobson, Absolutely continuous invariant measures for one-parameter families of one-
dimensional maps. Comm. Math. Phys. 81 (1981), 39–88.
7. M. Jakobson, Piecewise smooth maps with absolutely continuous invariant measures and uni-
formly scaled Markov partitions. Smooth ergodic theory and its applications, 825–881, Proc.
Sympos. Pure Math., 69, Amer. Math. Soc., Providence, RI, 2001
8. S. Luzzatto and W. Tucker, Non-uniformly expanding dynamics in maps with singularities and
criticalities, Inst. Hautes E´tudes Sci. Publ. Math. 179-226 1999
9. S. Luzzatto and M. Viana, Positive Lyapunov exponents for Lorenz-like families with critical-
ities, Aste´risque 13 201-37
22 HIROKI TAKAHASI
10. W. de Melo and S. van Strien, One-dimensional dynamics, Ergebnisse der Mathematik und
ihrer Grenzgebiete (3) vol 25 Springer Verlag, Berlin 1993
11. M. Misiurewicz, Absolutely continuous measures for certain maps of an interval, Inst. Hautes
E´tudes Sci. Publ. Math. 17-51 1981
12. L. Mora and M. Viana, Abundance of strange attractors. Acta Math. 171 1–71. (1993)
13. M. Rychlik, Another proof of Jakobson’s theorem and related results, Ergod. Th & Dynam.
Sys. (1988) 8 93-109
14. S. Senti, Dimension of weakly expanding points for quadratic maps, Bull. Soc. Math. France,
131 (2003) no.3 399-420
15. P. Thieullen, C. Tresser, L.S. Young, Positive Lyapunov exponent for generic one-parameter
families of one-dimensional maps, Journal d’Analyse Mathe´matique 64 (1994) 121-172
16. M. Thunberg, Positive exponent in families with flat critical point, Ergod. Th & Dynam. Sys.
(1999) 19 767-807
17. M. Tsujii, A proof of Benedicks-Carleson-Jakobson Theorem. Tokyo J. Math. 16 (1993), no. 2,
295–310.
18. M. Tsujii, Positive Lyapunov exponents in families of one-dimensional dynamical systems,
Invent. Math. 111 (1993), no. 1, 113–137
19. W. Tucker, A rigorous lower bound for the stability regions of the quadratic map, preprint
20. Q. Wang and L-S. Young, Strange attractors with one direction of instability. Comm. Math.
Phys. 218 (2001), 1–97.
21. Q. Wang and L. S. Young, From invariant curves to strange attractors, Comm. Math. Phys.
225 275-304
22. J-C. Yoccoz, Dynamique des polynoˆmes quadratiques, Panoramas & Synthe`ses 8, 1999 pp.
187-222
Department of Mathematics, Kyoto University, Kyoto 606-8502 Japan
E-mail address : takahasi@math.kyoto-u.ac.jp
