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a b s t r a c t
A fourth-order compact finite difference method is proposed for a class of nonlinear 2nth-
order multi-point boundary value problems. The multi-point boundary condition under
consideration includes various commonly discussed boundary conditions, such as the
three- or four-point boundary condition, (n+ 2)-point boundary condition and 2(n−m)-
point boundary condition. The existence and uniqueness of the finite difference solution
are investigated by the method of upper and lower solutions, without any monotone
requirement on the nonlinear term. The convergence and the fourth-order accuracy of the
method are proved. An efficient monotone iterative algorithm is developed for solving
the resulting nonlinear finite difference systems. Various sufficient conditions for the
construction of upper and lower solutions are obtained. Some applications and numerical
results are given to demonstrate the high efficiency and advantages of this new approach.
© 2011 Elsevier Ltd. All rights reserved.
1. Introduction
Multi-point boundary value problems for differential equations arise in various physical processes. A great deal of work
has been devoted to these problems, and most of the discussions are for the existence and multiplicity of solutions (see
e.g., [1–13]). In this paper, we seek an efficient numerical method for the following 2nth-order nonlinear multi-point
boundary value problem:
(−1)nu(2n)(x) = f (x, u(x),−u(2)(x), . . . , (−1)iu(2i)(x), . . . , (−1)n−1u(2(n−1))(x)), 0 < x < 1,
u(2i)(0) =
p−
j=1
αi,ju(2i)(ξi,j), u(2i)(1) =
p−
j=1
βi,ju(2i)(ηi,j), 0 ≤ i ≤ n− 1, (1.1)
where u(k) ≡ dku/dxk, n ≥ 1, f is a continuous function of its arguments, and for each i and j, αi,j, βi,j ∈ [0,+∞) and
ξi,j, ηi,j ∈ (0, 1). The above problemhas appeared inmany fields of applied science. For example, the problem forn = 1 arises
from the design of a large size bridgewithmulti-point supports (see e.g., [14]), while the case n = 2 of the problemdescribes
static deflection of an elastic bending beam. We refer the readers to the works of Zill and Cullen [15] and Timoshenko [16]
for a brief and easily accessible discussion and the physical interpretation for some of the boundary conditions associated
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with the beam equations. It is allowed in (1.1) that αi,j = 0 or βi,j = 0 for some or all i and j. Various combinations of αi,j = 0
and βi,j = 0 for each i and j lead to different boundary conditions. This implies that the boundary condition in (1.1) includes
various commonly discussed multi-point boundary conditions. In particular, the boundary condition in (1.1) is reduced to
u(2i)(0) = 0, u(2i)(1) =
p−
j=1
βi,ju(2i)(ηi,j), 0 ≤ i ≤ n− 1, (1.1a)
if αi,j = 0 for all i and j (see [17–20]); to the form
u(2i)(0) =
p−
j=1
αi,ju(2i)(ξi,j), u(2i)(1) = 0, 0 ≤ i ≤ n− 1, (1.1b)
if βi,j = 0 for all i and j (see [8]); to the 2(n−m)-point boundary condition
u(2i)(0) = u(2i)(1) = 0, 0 ≤ i ≤ m, m ≤ n− 2,
u(2i)(0) = aiu(2i)(ξi), u(2i)(1) = biu(2i)(ηi), m+ 1 ≤ i ≤ n− 1, (1.1c)
if p = 1 and αi,1 = βi,1 = 0 for all 0 ≤ i ≤ m (see [5,21]); to the four-point boundary condition
u(2i)(0) = aiu(2i)(ξ), u(2i)(1) = biu(2i)(η), 0 ≤ i ≤ n− 1, (1.1d)
if p = 1 and ξi,1 = ξ, ηi,1 = η for all 0 ≤ i ≤ n− 1 (see [22]); and to the two-point Lidstone boundary condition
u(2i)(0) = u(2i)(1) = 0, 0 ≤ i ≤ n− 1, (1.1e)
if αi,j = 0 and βi,j = 0 for all i and j (see [23–29]). Conditions (1.1a) and (1.1b) with p = 1 become, respectively, the
(n+ 2)-point boundary conditions (see [10,30])
u(2i)(0) = 0, u(2i)(1) = βi,1u(2i)(ηi,1), 0 ≤ i ≤ n− 1 (1.1f)
and
u(2i)(0) = αi,1u(2i)(ξi,1), u(2i)(1) = 0, 0 ≤ i ≤ n− 1. (1.1g)
Condition (1.1d) includes the three-point boundary condition when ξ = η (see [10,13]).
Literature dealing with the multi-point boundary value problem in the form (1.1) is extensive. Most of the investigations
are concerned with the existence and multiplicity of solutions by using different methods such as the fixed point index
theorem in cones and the method of upper and lower solutions. Using the fixed point theorem in cones, the works in [8,12,
17–20,23–29] showed the existence of one or more solutions to either the problem (1.1)–(1.1a) or the problem (1.1)–(1.1b)
or the problem (1.1)–(1.1e). The fourth-order equations under the fully multi-point boundary condition in (1.1) was treated
recently in [6] with αi,j = α∗j , βi,j = β∗j , ξi,j = ξ ∗j , ηi,j = η∗j and with a special function f (x, u(x),−u(2)(x)) =
f0(x, u(x)) − b0u(2)(x) + c0u(x) where b0 and c0 are two constants subjecting certain restrictions, and by the fixed point
index theorem in cones, the author obtained some sufficient conditions so that the problem has a positive solution. In [11,
31], the method of upper and lower solutions was applied to a fourth-order nonlinear four-point boundary value problem
with or without a bending term and an existence result was obtained. The same method was used in [8,30] for the fourth-
order equation in (1.1) with either the boundary condition (1.1f) or the boundary condition (1.1b). By constructing upper
and lower solutions, the work in [24,32,33] gave the existence of positive solutions to the 2nth-order equation in (1.1) with
the two-point Lidstone boundary condition (1.1e). More recently, the application of themethod of upper and lower solutions
was extended in [21] to the 2nth-order 2(n − m)-point boundary value problem (1.1)–(1.1c), and in [34,35] to the 2nth-
order multi-point boundary value problem (1.1) with the more general multi-point boundary conditions. Using the upper
and lower solutions as initial iterations, the authors of these works constructed two monotone iterative sequences which
converge to the extremal solutions or a unique solution of the problem.
On the other hand, there are also some works that are devoted to numerical methods for the solutions of multi-point
boundary value problems. The work in [36] made use of the Chebyshev series for approximating solutions of nonlinear first-
order multi-point boundary value problems, and the work in [37] showed how an adaptive finite difference technique can
be developed to produce efficient approximations to the solutions of nonlinear multi-point boundary value problems for
first-order systems of equations. Anothermethod for computing the solutions of nonlinear first-ordermulti-point boundary
value problems was described in [38], where a multiple shooting technique was developed. For some other works that deal
with computational methods for first-order multi-point boundary value problems, see e.g., [39–41]. In [42–44] the authors
gave several constructive methods for the solutions of multi-point discrete boundary value problems, including themethod
of adjoints, invariant embedding method and shooting type method. In the case of 2nth-order multi-point boundary value
problems, there are only a few computational algorithms in the literature. Based upon the shooting technique, a numerical
method was developed in [14] for approximating solutions and fold bifurcation solutions of a class of second-order multi-
point boundary value problems. The paper [45] set up a reproducing kernel Hilbert space method for the solution of a
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second-order three-point boundary value problem. This method was latterly extended in [46] to a fourth-order four-point
boundary value problem.
In the context of finite difference discretizations, aswe know, a reasonable approach is to develop a higher-order compact
finite difference method, which not only provides accurate numerical results and saves computational work, but also is
easier to treat boundary conditions. Recently, a fourth-order compact finite difference method was developed in [47] for
the 2nth-order differential equation in (1.1) with the two-point Lidstone boundary condition (1.1e). To the best of our
knowledge, no higher-order compact finite difference methods are available in the literature to the 2nth-order differential
equation in (1.1) with fully multi-point boundary conditions. The study presented in this paper is aimed at extending the
fourth-order compact finite difference method in [47] to the 2nth-order multi-point boundary value problem (1.1) with the
more general boundary conditions, including the multi-point boundary conditions (1.1a), (1.1b), (1.1c) and (1.1d). It is not
difficult to give a compact finite difference approximation to (1.1) in the samemanner as in [47]. However, a lack of explicit
information about the boundary value of the solution in the multi-point boundary conditions prevents us from using the
standard analysis process in [47] and sowe here develop a different approach for the analysis of the compact finite difference
approximation to (1.1). Our specific goals are (1) to establish the existence and uniqueness of the finite difference solution,
(2) to show the convergence of the finite difference solution to the analytic solutionwith the fourth-order accuracy, and (3) to
develop an efficient monotone iterative algorithm for solving the resulting nonlinear finite difference systems. To achieve
the above goals we use the method of upper and lower solutions and its associated monotone iterations. The proposed
approach has several advantages. Firstly, the proposed finite difference method possesses the fourth-oder accuracy and
thus provides precise numerical results. Next, the suggested monotone iterative algorithm offers two monotone sequences
which converge to the extremal solutions or a unique solution of the resulting nonlinear finite difference system, and the
iterative sequences improve the upper and lower bounds of the solution, step by step. Finally, these processes do not require
any monotonicity of the function f and so essentially enlarge their applications.
The outline of the paper is as follows. In Section 2, we transform (1.1) into a coupled system of nonlinear second-
order equations and then construct the compact finite difference scheme. In Section 3, we deal with the existence and
uniqueness of the finite difference solution, without any monotone requirement on the function f , by using the method of
upper and lower solutions. The convergence of the finite difference solution is discussed in Section 4, where the fourth-
order accuracy of the method is proved. Section 5 is devoted to an efficient monotone iterative algorithm for solving the
resulting nonlinear finite difference system. In Section 6,we discuss some techniques for the construction of upper and lower
solutions. In Section 7,we give some applications to twomodel problems and present somenumerical results demonstrating
the monotone convergence of the iterative sequences and the fourth-order accuracy of the method. We also compare our
method with the standard finite difference method and show its advantages. The final section contains some concluding
remarks.
2. Compact finite difference scheme
To derive a compact finite difference approximation, we let
u0 = u, ui = −u(2)i−1 (1 ≤ i ≤ n− 1), (2.1)
and transform problem (1.1) into the coupled system
−u(2)i (x) = ui+1(x) (0 ≤ i ≤ n− 2),
−u(2)n−1(x) = f (x, u0(x), u1(x), . . . , un−1(x)), 0 < x < 1,
ui(0) =
p−
j=1
αi,jui(ξi,j), ui(1) =
p−
j=1
βi,jui(ηi,j) (0 ≤ i ≤ n− 1).
(2.2)
Obviously, u is a solution of (1.1) if and only if (u0, u1, u2, . . . , un−1) is a solution of (2.2). Our compact finite difference
approximation to (1.1) is based on the coupled system (2.2).
Let h = 1/L be the mesh size and let xk = kh(0 ≤ k ≤ L) be the mesh points in [0, 1]. Assume that for all 0 ≤ i ≤ n− 1
and 1 ≤ j ≤ p, the points ξi,j and ηi,j in the boundary condition of (1.1) (or (2.2)) serve as mesh points. This assumption is
always satisfied by a proper choice of mesh size h. For convenience, we use the following notation:
u(x) = (u0(x), u1(x), . . . , un−1(x)), f (x,u(x)) = f (x, u0(x), u1(x), . . . , un−1(x)),
Sαi [u(ξi)] =
p−
j=1
αi,ju(ξi,j), S
β
i [u(ηi)] =
p−
j=1
βi,ju(ηi,j),
(2.3)
and introduce the finite difference operators δ2h and Ph as follows:δ
2
hv(xk) = v(xk−1)− 2v(xk)+ v(xk+1), 1 ≤ k ≤ L− 1,
Phv(xk) = h
2
12
(v(xk−1)+ 10v(xk)+ v(xk+1)) , 1 ≤ k ≤ L− 1. (2.4)
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Using the following Numerov’s formula (cf. [48–50])
δ2hv(xk) = Phv(2)(xk)+ O(h6), 1 ≤ k ≤ L− 1, (2.5)
we have from (2.2) and (2.3) that
−δ2hui(xk) = Phui+1(xk)+ O(h6) (0 ≤ i ≤ n− 2),
−δ2hun−1(xk) = Phf (xk,u(xk))+ O(h6), 1 ≤ k ≤ L− 1,
ui(0) = Sαi [ui(ξi)], ui(1) = Sβi [ui(ηi)] (0 ≤ i ≤ n− 1).
(2.6)
After dropping the O(h6) term, we derive a compact finite difference approximation to (2.2) as follows:
−δ2hui,h(xk) = Phui+1,h(xk) (0 ≤ i ≤ n− 2),
−δ2hun−1,h(xk) = Phf (xk,uh,k), 1 ≤ k ≤ L− 1,
ui,h(0) = Sαi [ui,h(ξi)], ui,h(1) = Sβi [ui,h(ηi)] (0 ≤ i ≤ n− 1),
(2.7)
where uh,k = (u0,h(xk), u1,h(xk), . . . , un−1,h(xk)) represents the approximation of u(xk).
For two constantsM andM satisfyingM ≥ M > −π2 we define
h(M,M) =


12
M
, M > −8, M > 0,
1, M > −8, M ≤ 0,
min

12
M
,

12
π2

1+ M
π2

, M ≤ −8, M > 0,
12
π2

1+ M
π2

, M ≤ −8, M ≤ 0.
(2.8)
A fundamental and useful property of the operators δ2h and Ph is stated below.
Lemma 2.1 (See Lemma 3.1 of [51]). Let M,M and Mk be some constants satisfying
− π2 < M ≤ Mk ≤ M, 0 ≤ k ≤ L. (2.9)
If −δ2huh(xk)+ Ph(Mkuh(xk)) ≥ 0, 1 ≤ k ≤ L− 1,
uh(0) ≥ 0, uh(1) ≥ 0, (2.10)
and h < h(M,M), then uh(xk) ≥ 0 for all 0 ≤ k ≤ L.
The following results are also useful for our forthcoming discussions. Their proofs will be given in Appendix.
Lemma 2.2. Assume
σi ≡ max

p−
j=1
αi,j,
p−
j=1
βi,j

< 1. (2.11)
Let M,M and Mk be the given constants such that
− 8(1− σi) < M ≤ Mk ≤ M, 0 ≤ k ≤ L. (2.12)
If −δ2huh(xk)+ Ph(Mkuh(xk)) ≥ 0, 1 ≤ k ≤ L− 1,
uh(0) ≥ Sαi [uh(ξi)], uh(1) ≥ Sβi [uh(ηi)],
(2.13)
and h < h(M,M), then uh(xk) ≥ 0 for all 0 ≤ k ≤ L.
Remark 2.1. It is clear from Lemma 2.1 that if σi = 0 then the condition (2.12) in Lemma 2.2 can be replaced by the weaker
condition (2.9). Lemmas 2.1 and2.2 guarantee that the linear problemsbased on (2.10) and (2.13)with the inequality relation
‘‘≥’’ replaced by the equality relation ‘‘=’’ are well-posed.
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Lemma 2.3. Let the condition (2.11) be satisfied, and let M,M and Mk be the given constants satisfying (2.12). Assume that the
functions uh(xk) and g(xk) satisfy−δ2huh(xk)+ Ph(Mkuh(xk)) = g(xk), 1 ≤ k ≤ L− 1,
uh(0) = Sαi [uh(ξi)], uh(1) = Sβi [uh(ηi)].
(2.14)
Then when h < h(M,M),
‖uh‖∞ ≤ ‖g‖∞/((8(1− σi)+min(M, 0))h2), (2.15)
where ‖uh‖∞ = max1≤k≤L−1 |uh(xk)| denotes discrete infinity norm for any mesh function uh(xk).
3. The existence and uniqueness of the solution
Bywriting the vectoru = (u0, u1, . . . , un−1) in the split formu = ([u]µ1 , [u]µ2 , un−1),whereµ1 andµ2 are nonnegative
integers satisfying µ1 + µ2 = n− 1 and [u]µ denotes a vector with µ components of u, we sometimes write
f (·,u) = f (·, [u]µ1 , [u]µ2 , un−1).
In particular, we have f (·,u) = f (·, [u]n−1, un−1) when µ1 = 0 or µ2 = 0. To investigate the existence and uniqueness
of the solution of (2.7), we use the method of upper and lower solutions. The definition of the upper and lower solutions is
given as follows.
Definition 3.1. Twovector functionsuh,k = (u0,h(xk),u1,h(xk), . . . ,un−1,h(xk)) anduh,k = (u0,h(xk),u1,h(xk), . . . ,un−1,h(xk))
are called a pair of coupled upper and lower solutions of (2.7) ifuh,k ≥uh,k, anduh,k satisfies
−δ2hui,h(xk) ≥ Phui+1,h(xk) (0 ≤ i ≤ n− 2),
−δ2hun−1,h(xk) ≥ Phf (xk, [vh,k]n−1,un−1,h(xk)) for alluh,k ≤ vh,k ≤uh,k,ui,h(0) ≥ Sαi [ui,h(ξi)], ui,h(1) ≥ Sβi [ui,h(ηi)] (0 ≤ i ≤ n− 1), 1 ≤ k ≤ L− 1, (3.1)
whileuh,k satisfies (3.1) with the reversed inequalities.
Here and below, inequalities between vectors are in the componentwise sense. Notice that the above definition does not
depend on any monotone property of the function f .
For a given pair of coupled upper and lower solutionsuh,k anduh,k, we set
⟨uh,k,uh,k⟩ = u ∈ Rn;uh,k ≤ u ≤uh,k ,
and make the following basic hypotheses:
(H1) For each 0 ≤ k ≤ L, there exists a constantMk such thatMk > −π2 and
f (xk, [v]n−1, vn−1)− f (xk, [v]n−1, v′n−1) ≥ −Mk(vn−1 − v′n−1) (3.2)
wheneveruh,k ≤ ([v]n−1, v′n−1) ≤ ([v]n−1, vn−1) ≤uh,k;
(H2) h < h(M,M), whereM = maxk Mk andM = mink Mk.
The existence of the constant Mk in (H1) is trivial if f (xk,u) is a C1-function of un−1 for u ∈ ⟨uh,k,uh,k⟩. In fact, Mk may
be taken as any nonnegative constant satisfying
Mk ≥ max
−fun−1(xk,u);u ∈ ⟨uh,k,uh,k⟩ .
Based on Lemma 2.1 we have the following existence result for (2.7).
Theorem 3.1. Let uh,k anduh,k be a pair of coupled upper and lower solutions of (2.7), and let hypotheses (H1) and (H2) be
satisfied. Then system (2.7) has at least one solution u∗h,k in ⟨uh,k,uh,k⟩.
Proof. For any u′h,k ∈ ⟨uh,k,uh,k⟩(0 ≤ k ≤ L), Lemma 2.1 ensures that the uncoupled linear problem
−δ2hui,h(xk) = Phu′i+1,h(xk) (0 ≤ i ≤ n− 2),
−δ2hun−1,h(xk) = Phf (xk,u′h,k), 1 ≤ k ≤ L− 1,
ui,h(0) = Sαi [u′i,h(ξi)], ui,h(1) = Sβi [u′i,h(ηi)] (0 ≤ i ≤ n− 1),
(3.3)
has a unique solution uh,k = (u0,h(xk), u1,h(xk), . . . , un−1,h(xk)) in Rn. Now, we define a map T : ⟨uh,k,uh,k⟩ −→ Rn by
T u′h,k = uh,k, ∀u′h,k ∈ ⟨uh,k,uh,k⟩. (3.4)
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Let wi,h(xk) =ui,h(xk)− ui,h(xk) (0 ≤ i ≤ n− 1). It follows from (3.1)–(3.3) that−δ
2
hwi,h(xk) ≥ 0 (0 ≤ i ≤ n− 2),
−δ2hwn−1,h(xk)+ Ph(Mkwn−1,h(xk)) ≥ 0, 1 ≤ k ≤ L− 1,wi,h(0) ≥ 0, wi,h(1) ≥ 0 (0 ≤ i ≤ n− 1). (3.5)
By Lemma 2.1, wi,h(xk) ≥ 0 (0 ≤ i ≤ n − 1), i.e., uh,k ≤ uh,k. Similarly, using the property of a lower solution, we have
uh,k ≥uh,k. Hence, T maps ⟨uh,k,uh,k⟩ into itself. This with the continuity of f implies that T is a bounded continuous map
on ⟨uh,k,uh,k⟩. By virtue of Brower’s fixed point theorem, there exists u∗h,k ∈ ⟨uh,k,uh,k⟩ such that
T u∗h,k = u∗h,k, 0 ≤ k ≤ L.
This proves that u∗h,k is a solution of system (2.7) in ⟨uh,k,uh,k⟩. 
Theorem 3.1 shows that (2.7) has at least one solution, provided that it possesses a pair of coupled upper and lower
solutions, which also serve as upper and lower bounds of this solution. Next, we consider the uniqueness of the solution by
developing a monotone iterative scheme, which also gives a computational algorithm and improves, step by step, the upper
and lower bounds of the solution.
Using the coupled upper and lower solutionsuh,k anduh,k as the initial iterations, we construct two vector sequences
{u(m)h,k } and {u(m)h,k } from the following iterative schemes:
−δ2hu(m)i,h (xk) = Phu(m−1)i+1,h (xk) (0 ≤ i ≤ n− 2),
−δ2hu(m)n−1,h(xk)+ Ph(Mku(m)n−1,h(xk))
= Ph
Mku(m−1)n−1,h (xk)+ max
vh,k∈⟨u(m−1)h,k ,u(m−1)h,k ⟩
f (xk, [vh,k]n−1, u(m−1)n−1,h (xk))
 , 1 ≤ k ≤ L− 1,
u(m)i,h (0) = Sαi [u(m−1)i,h (ξi)], u(m)i,h (1) = Sβi [u(m−1)i,h (ηi)] (0 ≤ i ≤ n− 1)
(3.6)
and 
−δ2hu(m)i,h (xk) = Phu(m−1)i+1,h (xk) (0 ≤ i ≤ n− 2),
−δ2hu(m)n−1,h(xk)+ Ph(Mku(m)n−1,h(xk))
= Ph
Mku(m−1)n−1,h (xk)+ min
vh,k∈⟨u(m−1)h,k ,u(m−1)h,k ⟩
f (xk, [vh,k]n−1, u(m−1)n−1,h (xk))
 , 1 ≤ k ≤ L− 1,
u(m)i,h (0) = Sαi [u(m−1)i,h (ξi)], u(m)i,h (1) = Sβi [u(m−1)i,h (ηi)] (0 ≤ i ≤ n− 1),
(3.7)
where Mk is the constant in hypothesis (H1). The following lemma shows that the above two sequences are well-defined
and monotone.
Lemma 3.1. Let uh,k anduh,k be a pair of coupled upper and lower solutions of (2.7), and let hypotheses (H1) and (H2) hold.
Then the sequences {u(m)h,k } and {u(m)h,k } from (3.6) and (3.7) with u(0)h,k = uh,k and u(0)h,k = uh,k are well-defined and possess the
monotone property
u(m)h,k ≤ u(m+1)h,k ≤ u(m+1)h,k ≤ u(m)h,k , 0 ≤ k ≤ L, m = 0, 1, . . . . (3.8)
Proof. Letm = 1 in (3.6) and (3.7). Since u(0)h,k =uh,k,u(0)h,k =uh,k anduh,k ≥uh,k, the right-hand sides of (3.6) and (3.7) are
known. Hence by Lemma2.1, the first iterationsu(1)h,k andu
(1)
h,k exist uniquely. Letw
(1)
i,h (xk) = u(1)i,h (xk)−u(1)i,h (xk) (0 ≤ i ≤ n−1).
Since by hypothesis (H1), the right-hand side of (3.6) is greater than or equal to that of (3.7), we have from (3.6) and (3.7)
that 
−δ2hw(1)i,h (xk) ≥ 0 (0 ≤ i ≤ n− 2),
−δ2hw(1)n−1,h(xk)+ Ph(Mkw(1)n−1,h(xk)) ≥ 0, 1 ≤ k ≤ L− 1,
w
(1)
i,h (0) ≥ 0, w(1)i,h (1) ≥ 0 (0 ≤ i ≤ n− 1).
(3.9)
It follows from Lemma 2.1 thatw(1)i,h (xk) ≥ 0 (0 ≤ i ≤ n− 1), i.e., u(1)h,k ≥ u(1)h,k.
Letw(0)i,h (xk) =ui,h(xk)− u(1)i,h (xk) (0 ≤ i ≤ n− 1). Since the inequality forun−1,h(xk) in (3.1) is equivalent to
− δ2hun−1,h(xk)+ Ph(Mkun−1,h(xk)) ≥ Ph Mkun−1,h(xk)+ maxvh,k∈⟨uh,k,uh,k⟩ f (xk, [vh,k]n−1,un−1,h(xk))

, (3.10)
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we have from (3.1) and (3.6) that w(0)i,h (xk) (0 ≤ i ≤ n − 1) satisfy (3.9). This ensures that w(0)i,h (xk) ≥ 0 (0 ≤ i ≤ n − 1),
i.e., uh,k ≥ u(1)h,k. A similar argument using (3.7) and the property of a lower solution shows uh,k ≤ u(1)h,k. This proves
u(0)h,k ≤ u(1)h,k ≤ u(1)h,k ≤ u(0)h,k which implies the monotone property (3.8) for m = 0. The conclusion of the lemma follows
by an induction argument. 
It follows from the monotone property (3.8) that the limits
lim
m→∞u
(m)
h,k = uh,k, limm→∞u
(m)
h,k = uh,k (3.11)
exist and
u(m)h,k ≤ u(m+1)h,k ≤ uh,k ≤ uh,k ≤ u(m+1)h,k ≤ u(m)h,k , 0 ≤ k ≤ L, m = 0, 1, . . . . (3.12)
We next show that the limits uh,k and uh,k satisfy
−δ2hui,h(xk) = Phui+1,h(xk) (0 ≤ i ≤ n− 2),
−δ2hun−1,h(xk) = Ph

max
vh,k∈⟨uh,k,uh,k⟩
f (xk, [vh,k]n−1, un−1,h(xk))

, 1 ≤ k ≤ L− 1,
ui,h(0) = Sαi [ui,h(ξi)], ui,h(1) = Sβi [ui,h(ηi)] (0 ≤ i ≤ n− 1)
(3.13)
and 
−δ2hui,h(xk) = Phui+1,h(xk) (0 ≤ i ≤ n− 2),
−δ2hun−1,h(xk) = Ph

min
vh,k∈⟨uh,k,uh,k⟩
f (xk, [vh,k]n−1, un−1,h(xk))

, 1 ≤ k ≤ L− 1,
ui,h(0) = Sαi [ui,h(ξi)], ui,h(1) = Sβi [ui,h(ηi)] (0 ≤ i ≤ n− 1).
(3.14)
Theorem 3.2. Let the conditions in Lemma 3.1 hold. Then the sequences {u(m)h,k } and {u(m)h,k } from (3.6) and (3.7) with u(0)h,k =uh,k
and u(0)h,k =uh,k convergemonotonically to the respective limits uh,k and uh,k that satisfy (3.12)–(3.14). Moreover, for any solution
u′h,k of system (2.7) in ⟨uh,k,uh,k⟩ we have u′h,k ∈ ⟨uh,k,uh,k⟩.
Proof. To prove (3.13), it suffices to show
lim
m→∞
Mku(m)n−1,h(xk)+ max
vh,k∈⟨u(m)h,k ,u(m)h,k ⟩
f (xk, [vh,k]n−1, u(m)n−1,h(xk))

= Mkun−1,h(xk)+ max
vh,k∈⟨uh,k,uh,k⟩
f (xk, [vh,k]n−1, un−1,h(xk)). (3.15)
Indeed, the above fact can be verified by exactly the same argument as that in proving Lemma A of the Appendix in [52]
(also see Appendix of [47]). The relation (3.14) can be similarly proved.
Let u′h,k be any solution of system (2.7) in ⟨uh,k,uh,k⟩. Then u(0)h,k ≤ u′h,k ≤ u(0)h,k. Assume, by induction, that for certain
m = m0 ≥ 0,
u(m)h,k ≤ u′h,k ≤ u(m)h,k . (3.16)
Letw(m0+1)i,h (xk) = u(m0+1)i,h (xk)− u′i,h(xk) (0 ≤ i ≤ n− 1). Since by hypothesis (H1),
Mku
(m0)
n−1,h(xk)+ max
vh,k∈⟨u(m0)h,k ,u
(m0)
h,k ⟩
f (xk, [vh,k]n−1, u(m0)n−1,h(xk)) ≥ Mku′n−1,h(xk)+ f (xk, [u′h,k]n−1, u′n−1,h(xk)),
we have from (2.7) and (3.6) that
−δ2hw(m0+1)i,h (xk) ≥ 0 (0 ≤ i ≤ n− 2),
−δ2hw(m0+1)n−1,h (xk)+ Ph(Mkw(m0+1)n−1,h (xk)) ≥ 0, 1 ≤ k ≤ L− 1,
w
(m0+1)
i,h (0) ≥ 0, w(m0+1)i,h (1) ≥ 0 (0 ≤ i ≤ n− 1).
(3.17)
This gives rise to w(m0+1)i,h (xk) ≥ 0 (0 ≤ i ≤ n − 1), i.e., u(m0+1)h,k ≥ u′h,k. In the same manner, we verify that u′h,k ≥ u(m0+1)h,k .
This completes the induction and so the inequality (3.16) is valid for allm ≥ 0. Lettingm →∞ in (3.16), we conclude that
u′h,k ∈ ⟨uh,k,uh,k⟩. 
It is clear from Theorem 3.2 that if f (·, [u]n−1, un−1) is monotone nondecreasing in [u]n−1 then the limits uh,k and uh,k in
(3.11) are the maximal and the minimal solutions of (2.7) in ⟨uh,k,uh,k⟩, respectively. This leads to the following conclusion.
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Corollary 3.1. Let the conditions in Lemma 3.1 hold. If, in addition, f (xk, [u]n−1, un−1) is monotone nondecreasing in [u]n−1
for all u ∈ ⟨uh,k,uh,k⟩, then system (2.7) has a maximal solution uh,k and a minimal solution uh,k in ⟨uh,k,uh,k⟩. Moreover, the
sequences {u(m)h,k } and {u(m)h,k } from (3.6) and (3.7)with u(0)h,k =uh,k and u(0)h,k =uh,k converge monotonically from above and below,
respectively, to uh,k and uh,k.
In general, the limit uh,k or uh,k is the unique solution of (2.7) in ⟨uh,k,uh,k⟩ if uh,k = uh,k. To ensure this it is necessary to
impose some additional conditions. Assume that f (x,u) is a C1-function of u and denote
M i = max
0≤k≤L
max
fui(xk,u) ;u ∈ ⟨uh,k,uh,k⟩ (0 ≤ i ≤ n− 1),
M
∗
n−1 = max0≤k≤Lmax
−fun−1(xk,u);u ∈ ⟨uh,k,uh,k⟩ ,
M∗n−1 = min0≤k≤Lmin
−fun−1(xk,u);u ∈ ⟨uh,k,uh,k⟩ .
(3.18)
The following theorems give several sufficient conditions for the uniqueness of the solution.
Theorem 3.3. Let the conditions in Lemma 3.1 hold. If, in addition,
αi,j ≡ αj, βi,j ≡ βj, ξi,j ≡ ξj, ηi,j ≡ ηj (0 ≤ i ≤ n− 1; j = 1, 2, . . . , p),
σ = max

p−
j=1
αj,
p−
j=1
βj

< 1, max
1≤i≤n−2
{M0, 1+M i, 1−M∗n−1} < 8(1− σ),
(3.19)
then system (2.7) has a unique solutionu∗h,k in ⟨uh,k,uh,k⟩. Moreover, the sequences {u(m)h,k } and {u(m)h,k } given by (3.6) and (3.7)with
u(0)h,k =uh,k and u(0)h,k =uh,k converge monotonically from above and below, respectively, to u∗h,k.
Proof. It suffices to show uh,k = uh,k, where uh,k and uh,k are the limits in (3.11). Letwi,h(xk) = ui,h(xk)− ui,h(xk) (0 ≤ i ≤
n− 1). Thenwi,h(xk) ≥ 0 and by (3.13) and (3.14),
−δ2hwi,h(xk) = Phwi+1,h(xk) (0 ≤ i ≤ n− 2),
−δ2hwn−1,h(xk) = Phg(xk), 1 ≤ k ≤ L− 1,
wi,h(0) = Sαi [wi,h(ξi)], wi,h(1) = Sβi [wi,h(ηi)] (0 ≤ i ≤ n− 1),
(3.20)
where
g(xk) = max
vh,k∈⟨uh,k,uh,k⟩
f (xk, [vh,k]n−1, un−1,h(xk))− min
vh,k∈⟨uh,k,uh,k⟩
f (xk, [vh,k]n−1, un−1,h(xk)).
Using the intermediate value and the mean-value theorems and then using the notation in (3.18), we have the estimate
g(xk) ≤
n−2
i=0
M iwi,h(xk)−M∗n−1wn−1,h(xk).
Let
wh(xk) =
n−1
i=0
wi,h(xk), Sα[wh(ξ)] =
p−
j=1
αjwh(ξj), Sβ [wh(η)] =
p−
j=1
βjwh(ηj). (3.21)
Then by (3.20),−δ2hwh(xk)− max1≤i≤n−2{M0, 1+M i, 1−M∗n−1}Phwh(xk) ≤ 0, 1 ≤ k ≤ L− 1,
wh(0) = Sα[wh(ξ)], wh(1) = Sβ [wh(η)] (0 ≤ i ≤ n− 1).
(3.22)
Applying Lemma 2.2 giveswh(xk) ≤ 0 (0 ≤ k ≤ L). This implies uh,k = uh,k. 
The following uniqueness results are for the more general boundary conditions.
Theorem 3.4. Let the conditions in Lemma 3.1 hold and let σi be defined by (2.11). If, in addition, (2.11) holds for all 0 ≤ i ≤ n−1
and
n−1
i=0
i−1∏
k=0
8(1− σk)M i <
n−1∏
k=0
8(1− σk), (3.23)
then the conclusions of Theorem 3.3 are also valid.
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Proof. Letwi,h = ui,h(xk)− ui,h(xk) (0 ≤ i ≤ n− 1). An application of Lemma 2.3 to (3.20) yields
‖wi,h‖∞ ≤ ‖wi+1,h‖∞/(8(1− σi)) (0 ≤ i ≤ n− 2), ‖wn−1,h‖∞ ≤ ‖g‖∞/(8(1− σn−1)). (3.24)
Since
‖g‖∞ ≤
n−1
i=0
M i‖wi,h‖∞, (3.25)
the estimate (3.24) implies that
‖wn−1,h‖∞ ≤
n−1
i=0
M i

n−1∏
k=i
8(1− σk)
−1
‖wn−1,h‖∞. (3.26)
In viewof (3.23), this is possible onlywhen‖wn−1,h‖∞ = 0which in turn, by (3.24), implies‖wi,h‖∞ = 0 for all 0 ≤ i ≤ n−2.
This proveswi,h(xk) = 0 for all i and k. The proof is completed. 
Theorem 3.5. Let the conditions in Lemma 3.1 hold and let σi be defined by (2.11). If, in addition, (2.11) holds for all 0 ≤ i ≤ n−1
and
M∗n−1 > −8(1− σn−1), h < h(M∗n−1,M∗n−1),
n−2
i=0
i−1∏
k=0
8(1− σk)M i <

8(1− σn−1)+min(M∗n−1, 0)
 n−2∏
k=0
8(1− σk),
(3.27)
then the conclusions of Theorem 3.3 are also valid.
Proof. Letwi,h = ui,h(xk)− ui,h(xk) (0 ≤ i ≤ n− 1). By the intermediate value and the mean-value theorems, the function
g(xk) in (3.20) may be written as
g(xk) = g∗(xk)−Mn−1,kwn−1,h(xk), (3.28)
where the functions g∗(xk) andMn−1,k satisfy
‖g∗‖∞ ≤
n−2
i=0
M i‖wi,h‖∞, M∗n−1 ≤ Mn−1,k ≤ M∗n−1. (3.29)
Thus system (3.20) is equivalent to
−δ2hwi,h(xk) = Phwi+1,h(xk) (0 ≤ i ≤ n− 2),
−δ2hwn−1,h(xk)+ Ph(Mn−1,kwn−1,h(xk)) = Phg∗(xk), 1 ≤ k ≤ L− 1,
wi,h(0) = Sαi [wi,h(ξi)], wi,h(1) = Sβi [wi,h(ηi)] (0 ≤ i ≤ n− 1).
(3.30)
Since−8(1− σn−1) < M∗n−1 ≤ Mn−1,k ≤ M∗n−1 and h < h(M∗n−1,M∗n−1), we have from Lemma 2.3 that‖wi,h‖∞ ≤ ‖wi+1,h‖∞/(8(1− σi)) (0 ≤ i ≤ n− 2),
‖wn−1,h‖∞ ≤ ‖g∗‖∞/(8(1− σn−1)+min(M∗n−1, 0)). (3.31)
The remaining proof is similar as that for Theorem 3.4 by using the estimate of ‖g∗‖∞ given in (3.29). 
4. Convergence of the compact scheme
In this section, we deal with the convergence of the finite difference solution and show the fourth-order accuracy of
the scheme (2.7). Throughout this section we assume that the function f (x,u) and the solution u(x) of (1.1) are sufficiently
smooth.
Let u(xk) = (u0(xk), u1(xk), . . . , un−1(xk)) be the value of the solution of (2.2) at the mesh point xk, and let uh,k be the
solution of (2.7). We consider the error ei,h(xk) = ui(xk)− ui,h(xk). In fact, we have from (2.6) and (2.7) that
−δ2hei,h(xk) = Phei+1,h(xk)+ O(h6) (0 ≤ i ≤ n− 2),
−δ2hen−1,h(xk) = Ph

f (xk,u(xk))− f (xk,uh,k)
+ O(h6), 1 ≤ k ≤ L− 1,
ei,h(0) = Sαi [ei,h(ξi)], ei,h(1) = Sβi [ei,h(ηi)] (0 ≤ i ≤ n− 1).
(4.1)
Theorem 4.1. Let

u∗,k,u∗k

be the set in Rn such that u(xk),uh.k ∈

u∗,k,u∗k

. Also let M i (0 ≤ i ≤ n − 1),M∗n−1 and M∗n−1
be the constants defined by (3.18) with respect to

u∗,k,u∗k

. Assume that (2.11) holds for all 0 ≤ i ≤ n − 1, and let either the
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condition (3.23) or the condition (3.27) hold. Then for sufficiently small h,
max
0≤k≤L
‖u(xk)− uh,k‖∞ ≤ C∗h4, (4.2)
where C∗ is a positive constant independent of h.
Proof. Assume that the condition (3.23) holds. Let g(xk) = f (xk,u(xk))− f (xk,uh,k). Applying Lemma 2.3 to (4.1) we obtain‖ei,h‖∞ ≤ ‖ei+1,h‖∞/(8(1− σi))+ O(h4) (0 ≤ i ≤ n− 2),
‖en−1,h‖∞ ≤ ‖g‖∞/(8(1− σn−1))+ O(h4). (4.3)
Since by the mean-value theorem,
‖g‖∞ ≤
n−1
i=0
M i‖ei,h‖∞,
we have from (4.3) that
‖ei,h‖∞ ≤

n−2∏
k=i
8(1− σk)
−1
‖en−1,h‖∞ + O(h4) (0 ≤ i ≤ n− 2),
‖en−1,h‖∞ ≤
n−1
i=0
M i

n−1∏
k=i
8(1− σk)
−1
‖en−1,h‖∞ + O(h4).
(4.4)
In view of the condition (3.23), there exists a positive constant C∗ independent of h such that ‖ei,h‖∞ ≤ C∗h4 for all
0 ≤ i ≤ n− 1. This proves the estimate (4.2).
We next assume that the condition (3.27) is satisfied. In this case, the estimate (4.2) can be similarly proved by using the
argument for the proof of Theorem 3.5. We omit the details. 
Theorem 4.1 shows that the proposed scheme (2.7) possesses the fourth-order accuracy under the conditions of the
theorem.
5. An efficient monotone iterative algorithm
To develop a more efficient monotone iterative algorithm for solving (2.7), we replace the set ⟨u(m−1)h,k ,u(m−1)h,k ⟩ andMk in
(3.6) and (3.7) by S(m)k and
M(m)k = max
u∈S(m)k
−fun−1(xk,u) , (5.1)
respectively, where
S
(m)
k =

u ∈ Rn; u(m)i,h (xk) ≤ ui ≤ u(m)i,h (xk) (0 ≤ i ≤ n− 2), u(m−1)n−1,h (xk) ≤ un−1 ≤ u(m−1)n−1,h (xk)

. (5.2)
This leads to the following iterative schemes:
−δ2hu(m)i,h (xk) = Phu(m−1)i+1,h (xk) (0 ≤ i ≤ n− 2),
−δ2hu(m)n−1,h(xk)+ Ph(M(m)k u(m)n−1,h(xk))
= Ph

M(m)k u
(m−1)
n−1,h (xk)+ max
vh,k∈S(m)k
f (xk, [vh,k]n−1, u(m−1)n−1,h (xk))

, 1 ≤ k ≤ L− 1,
u(m)i,h (0) = Sαi [u(m−1)i,h (ξi)], u(m)i,h (1) = Sβi [u(m−1)i,h (ηi)] (0 ≤ i ≤ n− 1)
(5.3)
and 
−δ2hu(m)i,h (xk) = Phu(m−1)i+1,h (xk) (0 ≤ i ≤ n− 2),
−δ2hu(m)n−1,h(xk)+ Ph(M(m)k u(m)n−1,h(xk))
= Ph

M(m)k u
(m−1)
n−1,h (xk)+ min
vh,k∈S(m)k
f (xk, [vh,k]n−1, u(m−1)n−1,h (xk))

, 1 ≤ k ≤ L− 1,
u(m)i,h (0) = Sαi [u(m−1)i,h (ξi)], u(m)i,h (1) = Sβi [u(m−1)i,h (ηi)] (0 ≤ i ≤ n− 1).
(5.4)
As we shall see later, the above new iterative schemes maintain the monotone convergence of sequences while exhibiting
a faster rate of convergence than the original iterative schemes (3.6) and (3.7). Thus, they indeed provide a more efficient
monotone iterative algorithm.
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In order to show that the sequences from (5.3) and (5.4) are well-defined and monotone, we let M
∗
n−1 and M
∗
n−1 be the
constants defined by (3.18) and assume
M∗n−1 > −π2, h < h(M∗n−1,M∗n−1). (5.5)
Lemma 5.1. Let uh,k anduh,k be a pair of coupled upper and lower solutions of (2.7), and let condition (5.5) be satisfied. Then
the sequences {u(m)h,k } and {u(m)h,k } from (5.3) and (5.4)with u(0)h,k =uh,k and u(0)h,k =uh,k are well-defined and possess the monotone
property (3.8).
Proof. Using the same argument as that for the proof of Lemma 3.1, we show that u(1)i,h (xk) and u
(1)
i,h (xk) (0 ≤ i ≤ n−2) exist
uniquely, and
ui,h(xk) ≤ u(1)i,h (xk) ≤ u(1)i,h (xk) ≤ui,h(xk) (0 ≤ i ≤ n− 2). (5.6)
This implies that S(1)k and M
(1)
k are well-defined, and thus the right-hand sides of the second equations in (5.3) and (5.4)
are known. Since −π2 < M∗n−1 ≤ M(1)k ≤ M∗n−1, we again use the argument for the proof of Lemma 3.1 to conclude that
u(1)n−1,h(xk) and u
(1)
n−1,h(xk) exist uniquely, and the monotone property (5.6) holds also for i = n − 1. This proves that the
first iterations u(1)h,k and u
(1)
h,k are well-defined and the monotone property (3.8) is true form = 0. Then the conclusion of the
lemma follows by an induction argument. 
As a consequence of Lemma 5.1 we have the following analogous result as that in Theorem 3.2.
Theorem 5.1. Let the conditions in Lemma 5.1 hold. Then the sequences {u(m)h,k } and {u(m)h,k } from (5.3) and (5.4) with u(0)h,k =uh,k
and u(0)h,k =uh,k convergemonotonically to the respective limits uh,k and uh,k that satisfy (3.12)–(3.14). Moreover, for any solution
u′h,k of system (2.7) in ⟨uh,k,uh,k⟩ we have u′h,k ∈ ⟨uh,k,uh,k⟩.
Proof. The monotone property (3.8) ensures that the sequence {M(m)k } is monotone nonincreasing and is bounded from
below by M∗n−1 given in (3.18). Therefore, the sequence {M(m)k } converges as m → ∞. Finally, the proof follows from the
similar argument as that for the proof of Theorem 3.2. 
In view of Theorem 5.1, all the conclusions in Corollary 3.1 and Theorems 3.3–3.5 hold true for the iterative schemes (5.3)
and (5.4). We summarize these conclusions for (5.3) and (5.4) in the following theorem.
Theorem 5.2. Let the conditions in Lemma 5.1 hold, and let {u(m)h,k } and {u(m)h,k } be the sequences from (5.3) and (5.4) with
u(0)h,k =uh,k and u(0)h,k =uh,k. Then (i) the sequences {u(m)h,k } and {u(m)h,k } convergemonotonically from above and below, respectively,
to themaximal solutionuh,k and theminimal solutionuh,k of (2.7) in ⟨uh,k,uh,k⟩ if f (xk, [u]n−1, un−1) ismonotone nondecreasing
in [u]n−1 for all u ∈ ⟨uh,k,uh,k⟩, and (ii) the sequences {u(m)h,k } and {u(m)h,k } converge monotonically from above and below,
respectively, to a unique solution u∗h,k of (2.7) in ⟨uh,k,uh,k⟩ if the condition (2.11) holds for all 0 ≤ i ≤ n − 1 and one of
the conditions (3.19), (3.23) and (3.27) is satisfied.
We now compare the iterative schemes (5.3) and (5.4) with the iterative schemes (3.6) and (3.7).
Theorem 5.3. Let the conditions in Lemmas 3.1 and 5.1 hold. Denote by ({u∗(m)h,k }, {u∗(m)h,k }) the sequences from (3.6) and (3.7),
and by ({u(m)h,k }, {u(m)h,k }) the sequences from (5.3) and (5.4), where u∗(0)h,k = u(0)h,k =uh,k and u∗(0)h,k = u(0)h,k =uh,k. Then
u(m)h,k ≤ u∗(m)h,k , u(m)h,k ≥ u∗(m)h,k , 0 ≤ k ≤ L, m = 0, 1, 2, . . . . (5.7)
Proof. Let w(m)i,h (xk) = u∗(m)i,h (xk) − u(m)i,h (xk) (0 ≤ i ≤ n − 1). It is clear from the monotone property of the sequences that
Mk ≥ M(m)k and u(m−1)n−1,h (xk) ≥ u(m)n−1,h(xk) for everym and k. Making use of this result and
Mkw
(m)
n−1,h(xk) = Mku∗(m)n−1,h(xk)−M(m)k u(m)n−1,h(xk)+ (M(m)k −Mk)u(m)n−1,h(xk),
we obtain from (3.6) and (5.3) that
− δ2hw(m)n−1,h(xk)+ Ph(Mkw(m)n−1,h(xk)) ≥ Ph

Mk(u
∗(m−1)
n−1,h (xk)− u(m−1)n−1,h (xk))+ g(m−1)(xk)

, (5.8)
where
g(m)(xk) = max
vh,k∈⟨u∗(m)h,k ,u∗(m)h,k ⟩
f (xk, [vh,k]n−1, u∗(m)n−1,h(xk))− max
vh,k∈S(m+1)k
f (xk, [vh,k]n−1, u(m)n−1,h(xk)).
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We use the induction to prove (5.7). Since u∗(0)h,k = u(0)h,k = uh,k and u∗(0)h,k = u(0)h,k = uh,k, it follows from the monotone
property of the sequences that S(1)k ⊆ ⟨u∗(0)h,k ,u∗(0)h,k ⟩. This implies that the right-hand side of (5.8) is nonnegativewhenm = 1.
Therefore by (3.6), (5.3) and (5.8),
−δ2hw(1)i,h (xk) = 0 (0 ≤ i ≤ n− 2),
−δ2hw(1)n−1,h(xk)+ Ph(Mkw(1)n−1,h(xk)) ≥ 0, 1 ≤ k ≤ L− 1,
w
(1)
i,h (0) = 0, w(1)i,h (1) = 0 (0 ≤ i ≤ n− 1).
(5.9)
This yields w(1)i,h (xk) = 0 (0 ≤ i ≤ n − 2) and w(1)n−1,h(xk) ≥ 0, i.e., u∗(1)i,h (xk) = u(1)i,h (xk) (0 ≤ i ≤ n − 2) and u∗(1)n−1,h(xk) ≥
u(1)n−1,h(xk). By a similar argument, u
(1)
i,h (xk) = u∗(1)i,h (xk) (0 ≤ i ≤ n − 2) and u(1)n−1,h(xk) ≥ u∗(1)n−1,h(xk). This proves (5.7) for
m = 1. Assume, by induction, that (5.7) holds true for some m0 ≥ 1. Then we have S(m0+1)k ⊆ ⟨u∗(m0)h,k ,u∗(m0)h,k ⟩. The similar
reasoning as that form = 1 gives that (5.7) holds also form = m0 + 1. The induction for (5.7) is completed. 
The comparison result (5.7) states that with the same initial iterations, which are coupled upper and lower solutions of
(2.7), the sequences from (5.3) and (5.4) converge faster than the corresponding sequences from (3.6) and (3.7).
Remark 5.1. Since we adopt the locally extreme values of f , at the right-hand sides of the iterative schemes (5.3) and (5.4)
(also (3.6) and (3.7)), the monotone convergence of the produced sequences follows without anymonotone requirement on
f . This extends the usual monotone iterative method and enlarges its applications.
Remark 5.2. If the function f (·, [u]n−1, un−1) ismonotone in [u]n−1, the computation of themaximumandminimumvalues
of the nonlinear function f in (5.3) and (5.4) (also (3.6) and (3.7)) is trivial. Otherwise, the maximum and minimum values
can be determined by considering the system fui = 0 (0 ≤ i ≤ n− 2). A similar remark is also valid for the computation of
M(m)k in (5.1). On the other hand, we see that in order to obtain the sequences {u(m)h,k } and {u(m)h,k } from (5.3) and (5.4) (also (3.6)
and (3.7)), one needs only to solve certain linear tridiagonal systems of equations for eachm, and so the Thomas algorithm
is applicable.
6. Construction of upper and lower solutions
It is seen from the previous section that in order to implement the monotone iterative schemes (5.3) and (5.4), it is
necessary to find a pair of coupled upper and lower solutions of (2.7). The construction of this pair depends mainly on the
function f (·,u), and much discussion on the subject can be found in [53] for the continuous problems. In this section, we
discuss some techniques for the construction of coupled upper and lower solutions of (2.7). It is assumed, throughout this
section, that (2.11) holds for all 0 ≤ i ≤ n− 1.
6.1. Bounded function f
Assume that
f (x, [u]n−1, 0) ≥ 0, f (x,u) ≤ ρ for x ∈ [0, 1], u ≥ 0, (6.1)
where ρ is a positive constant. Consider the following linear system:−δ2hun−1,h(xk) = h2ρ, 1 ≤ k ≤ L− 1,un−1,h(0) = Sαn−1[un−1,h(ξn−1)], un−1,h(1) = Sβn−1[un−1,h(ηn−1)]. (6.2)
Lemma 2.2 implies that the solutionun−1,h(xk) of the above system exists uniquely and is nonnegative. Usingun−1,h(xk) in
the following linear system:−δ2hui,h(xk) = Phui+1,h(xk), 1 ≤ k ≤ L− 1,ui,h(0) = Sαi [ui,h(ξi)], ui,h(1) = Sβi [ui,h(ηi)], (6.3)
we have again from Lemma 2.2 that for each i = n−2, n−1, . . . , 0, the solutionui,h(xk) exists uniquely and is nonnegative.
Letuh,k = (u0,h(xk),u1,h(xk), . . . ,un−1,h(xk)). Since by (6.1),
−δ2h0 = 0 ≤ Phf (xk, [vh,k]n−1, 0),
−δ2hun−1,h(xk) = h2ρ ≥ Phf (xk, [vh,k]n−1,un−1,h(xk)) for all 0 ≤ vh,k ≤uh,k, (6.4)
it is clear from (6.2) and (6.3) that the pairuh,k anduh,k = 0 are coupled upper and lower solutions of (2.7).
On the other hand, if there exists a positive constant c such that
f (x, [u]n−1, 0) ≥ 0, f (x, [u]n−1, c) ≤ 0 for x ∈ [0, 1], u ≥ 0, (6.5)
then
− δ2h0 = 0 ≤ Phf (xk, [vh,k]n−1, 0), −δ2hc = 0 ≥ Phf (xk, [vh,k]n−1, c) for all vh,k ≥ 0. (6.6)
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Letuh,k = (u0,h(xk),u1,h(xk), . . . ,un−2,h(xk), c), where for each i = n− 2, n− 1, . . . , 0,ui,h(xk) is the nonnegative solution
of (6.3) withun−1,h(xk) replaced by the constant c . Then the inequality (6.6) ensures that the pairuh,k anduh,k = 0 are
coupled upper and lower solutions of (2.7).
Assume that the condition (6.1) is replaced by
f (x, [u]n−1, 0) ≥ 0, f (x,u) ≤ ρ for x ∈ [0, 1], 0 ≤ u ≤ (δ0, δ1, . . . , δn−1), (6.7)
where ρ and δi are positive constants. Letui,h(xk) (0 ≤ i ≤ n − 1) be the nonnegative solutions of (6.2) and (6.3). Then by
Lemma 2.3,
‖ui,h‖∞ ≤ ρ n−1∏
k=i
8(1− σk)
−1
, 0 ≤ i ≤ n− 1. (6.8)
We see from (6.2) and (6.3) that the pairuh,k = (u0,h(xk),u1,h(xk), . . . ,un−1,h(xk)) anduh,k = 0 are coupled upper and
lower solutions of (2.7) if (6.4) holds. By the locally bounded property (6.7) and the estimate (6.8), the latter is true if
ρ

n−1∏
k=i
8(1− σk)
−1
≤ δi, 0 ≤ i ≤ n− 1. (6.9)
Similarly, we replace the condition (6.5) by
f (x, [u]n−1, 0) ≥ 0, f (x, [u]n−1, c) ≤ 0 for x ∈ [0, 1], 0 ≤ u ≤ (δ0, δ1, . . . , δn−1), (6.10)
where c and δi are positive constants. Let uh,k = (u0,h(xk),u1,h(xk), . . . ,un−2,h(xk), c), where for each i = n − 2, n −
1, . . . , 0,ui,h(xk) is the nonnegative solution of (6.3) withun−1,h(xk) replaced by the constant c. Then the pair uh,k anduh,k = 0 are coupled upper and lower solutions of (2.7) provided that
c

n−2∏
k=i
8(1− σk)
−1
≤ δi, 0 ≤ i ≤ n− 2. (6.11)
To see this we observe that the inequalities in (6.6) are satisfied for all 0 ≤ vh,k ≤ uh,k under the conditions (6.10) and
(6.11). This ensures thatuh,k anduh,k = 0 satisfy all the requirements of a pair of coupled upper and lower solutions.
6.2. Function f satisfying a linear growth
Assume that
f (x, [u]n−1, 0) ≥ 0, f (x,u) ≤ ρ∗(x)un−1 + ρ(x) for x ∈ [0, 1], u ≥ 0, (6.12)
where ρ∗(x) and ρ(x) are nonnegative continuous functions in [0, 1]. Letun−1,h(xk) be the solution of the linear system:−δ2hun−1,h(xk)− Ph(ρ∗(xk)un−1,h(xk)) = Phρ(xk), 1 ≤ k ≤ L− 1,un−1,h(0) = Sαn−1[un−1,h(ξn−1)], un−1,h(1) = Sβn−1[un−1,h(ηn−1)], (6.13)
and letui,h(xk) (i = n− 2, n− 1, . . . , 0) be the solution of (6.3). By Lemma 2.2, these solutions exist and are nonnegative if
ρ∗(x) < 8(1− σn−1) for all x ∈ [0, 1]. Moreover by (6.12),
−δ2h0 = 0 ≤ Phf (xk, [vh,k]n−1, 0),
−δ2hun−1,h(xk) = Ph(ρ∗(xk)un−1,h(xk)+ ρ(xk)) ≥ Phf (xk, [vh,k]n−1,un−1,h(xk)) (6.14)
for all 0 ≤ vh,k ≤ uh,k = (u0,h(xk),u1,h(xk), . . . ,un−1,h(xk)). This shows that the pairuh,k anduh,k = 0 are coupled upper
and lower solutions of (2.7) if ρ∗(x) < 8(1− σn−1) for all x ∈ [0, 1].
6.3. Mixed monotone function f
Assume that there exist nonnegative integers µ1 and µ2 satisfying µ1 + µ2 = n − 1 such that the function f (·, [u]µ1 ,[u]µ2 , un−1) is monotone nondecreasing in [u]µ1 and is monotone nonincreasing in [u]µ2 . Then the requirements of a pair
of coupled upper and lower solutionsuh,k anduh,k of (2.7) are reduced to
−δ2hui,h(xk) ≥ Phui+1,h(xk) (0 ≤ i ≤ n− 2),
−δ2hun−1,h(xk) ≥ Phf (xk, [uh,k]µ1 , [uh,k]µ2 ,un−1,h(xk)), 1 ≤ k ≤ L− 1,ui,h(0) ≥ Sαi [ui,h(ξi)], ui,h(1) ≥ Sβi [ui,h(ηi)] (0 ≤ i ≤ n− 1) (6.15)
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and 
−δ2hui,h(xk) ≤ Phui+1,h(xk) (0 ≤ i ≤ n− 2),
−δ2hun−1,h(xk) ≤ Phf (xk, [uh,k]µ1 , [uh,k]µ2 ,un−1,h(xk)), 1 ≤ k ≤ L− 1,ui,h(0) ≤ Sαi [ui,h(ξi)], ui,h(1) ≤ Sβi [ui,h(ηi)] (0 ≤ i ≤ n− 1). (6.16)
Assume, in addition, that
f (x, [0]µ1 , [u]µ2 , 0) ≥ 0,
f (x, [u]µ1 , [0]µ2 , un−1) ≤ ρ∗(x)un−1 + ρ(x) for x ∈ [0, 1], u ≥ 0, (6.17)
where ρ∗(x) and ρ(x) are nonnegative continuous functions satisfying ρ∗(x) < 8(1−σn−1) for all x ∈ [0, 1]. Letui,h(xk) (0 ≤
i ≤ n−1) be the nonnegative solutions of (6.13) and (6.3). Then a similar reasoning as that in the previous subsection shows
that the pairuh,k = (u0,h(xk),u1,h(xk), . . . ,un−1,h(xk)) anduh,k = 0 satisfy (6.15) and (6.16), and they therefore are a pair
of coupled upper and lower solutions of (2.7).
7. Applications and numerical results
In this section, we give some applications of the results in the previous sections to two model problems. We present
some numerical results to demonstrate the monotone convergence of the sequences from (5.3) and (5.4) and to show the
fourth-order accuracy of the scheme (2.7), as predicted in the analysis.
In each of the two problems, the analytic solution u(x) of (1.1) is explicitly known, against which we can compare the
finite difference solution u∗0,h(xk) to show the fourth-order accuracy of the scheme (2.7). The order of accuracy is calculated
by
error∞(h) = ‖u− u∗0,h‖∞, order∞(h) = log2 (error∞(h)/error∞(h/2)) . (7.1)
All computations are carried out by using a MATLAB subroutine on a Pentium-4 computer with 2G memory, and the
termination criterion of iterations for (5.3) and (5.4) is given by
n−1
i=0
‖u(m)i,h − u(m)i,h ‖∞ < 10−14. (7.2)
Example 1. Consider the fourth-order five-point boundary value problem:
u(4)(x) = σ(x) u
(2)(x)
1+ u(x) + q(x), 0 < x < 1,
u(0) = 1
2
u

1
2

, u(1) = 1
4
u

1
2

+
√
3
6
u

3
4

,
u(2)(0) =
√
3
3
u(2)

1
4

, u(2)(1) =
√
3
12
u(2)

1
4

+
√
3
4
u(2)

3
4

,
(7.3)
where σ(x) is a sign-changing continuous function and q(x) is a nonnegative continuous function. Clearly, problem (7.3) is
a special case of (1.1) with n = 2 and
f (x,u) = σ(x) −u1
1+ u0 + q(x). (7.4)
To obtain an explicit analytic solution of (7.3), we choose
q(x) = θ2

θ2 + σ(x)
1+ sin(θx+ π/6)

sin(θx+ π/6), θ = 2π
3
. (7.5)
Then u(x) = sin(θx+ π/6) is a solution of (7.3). Moreover, q(x) ≥ 0 if σ(x) ≥ −3θ2/2 in [0, 1].
For problem (7.3), the corresponding scheme (2.7) is now reduced to
−δ2hu0,h(xk) = Phu1,h(xk), −δ2hu1,h(xk) = Phf (xk,uh,k), 1 ≤ k ≤ L− 1,
u0,h(0) = 12u0,h

1
2

, u0,h(1) = 14u0,h

1
2

+
√
3
6
u0,h

3
4

,
u1,h(0) =
√
3
3
u1,h

1
4

, u1,h(1) =
√
3
12
u1,h

1
4

+
√
3
4
u1,h

3
4

.
(7.6)
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Fig. 7.1. The monotone convergence of ({u(m)0,h (xk)}, {u(m)0,h (xk)}) at xk = 0.5 for Example 1.
Table 7.1
Solutions u∗0,h(xk) and u(xk) of Example 1.
xk u∗0,h(xk) u(xk)
1/16 0.60876152207967 0.60876142900872
1/8 0.70710688929036 0.70710678118655
3/16 0.79335346157970 0.79335334029124
1/4 0.86602553618376 0.86602540378444
5/16 0.92387967375740 0.92387953251129
3/8 0.96592597396624 0.96592582628907
7/16 0.99144501295591 0.99144486137381
1/2 1.00000015289372 1
To find a pair of coupled upper and lower solutions of (7.6) we observe from (7.4) that
f (x, u0, 0) = q(x) ≥ 0, f (x,u) ≤ |σ(x)|u1 + q(x) for x ∈ [0, 1], u ≥ 0. (7.7)
This implies that the condition (6.12) is satisfied for the present function f with ρ∗(x) = |σ(x)| and ρ(x) = q(x). Letu1,h(xk)
andu0,h(xk) be the respective solutions of (6.13) and (6.3) (corresponding to (7.6)) with ρ∗(x) = |σ(x)| and ρ(x) = q(x).
Then we have from the construction of upper and lower solutions in Section 6 that the pairuh,k = (u0,h(xk),u1,h(xk)) anduh,k = 0 are coupled upper and lower solutions of (7.6) if |σ(x)| < 8(1−√3/3) for all x ∈ [0, 1].
Let σ(x) = sin(θπx). Using u(0)h,k = uh,k and u(0)h,k = 0, we compute the sequences {u(m)h,k } and {u(m)h,k } from the iterative
schemes (5.3) and (5.4) for (7.6) and various values of h. In all the numerical computations, the basic feature of monotone
convergence of the sequences was observed. Let h = 1/32. In Fig. 7.1, we present some numerical results of the sequences
{u(m)0,h (xk)} and {u(m)0,h (xk)} at xk = 0.5, where the solid line denotes the sequence {u(m)0,h (xk)} and the dashed–dotted line stands
for the sequence {u(m)0,h (xk)}. Since the sequences {u(m)h,k } and {u(m)h,k } converge to the same limit as m → ∞, their common
limit u∗h,k is the unique solution of (7.6) in ⟨0,uh,k⟩(n = 2). Some numerical results of u∗0,h(xk) at various xk are explicitly
given in Table 7.1. We also list the values of the analytic solution u(xk) in this table. Clearly, the finite difference solution
u∗0,h(xk)meets the analytic solution u(xk) closely.
To further demonstrate the accuracy of the solution u∗0,h(xk), we list the maximum error error∞(h) and the order
order∞(h) in the first three columns of Table 7.2 for various values of h. The data demonstrate that the solution u∗0,h(xk)
has the fourth-order accuracy. This coincides with the analysis very well.
For comparison,we also solve (7.3) by the standard finite difference (SFD)method. Thismethod leads to a finite difference
scheme in the form (7.6) with Ph = I (an identical operator). Thus, similar iterative schemes as (5.3) and (5.4) can be used
in actual computations. The corresponding maximum error error∞(h) and the order order∞(h) are listed in the last two
columns of Table 7.2. We see that the standard finite difference method possesses only the second-order accuracy.
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Table 7.2
The accuracy of the finite difference solution u∗0,h(xk) of Example 1.
h Scheme (7.6) SFD scheme
error∞(h) order∞(h) error∞(h) order∞(h)
1/4 6.33152701911888e−04 4.01210865143592 4.68529342010315e−02 2.02752953014674
1/8 3.92413025447347e−05 4.00296301570462 1.14918404688664e−02 2.00683238883561
1/16 2.44754945177839e−06 4.00073698405996 2.85938637299132e−03 2.00170516613723
1/32 1.52893716798275e−07 4.00018460296779 7.14002192937047e−04 2.00042611141611
1/64 9.55463463903072e−09 3.99996704288123 1.78447834467521e−04 2.00010651820098
1/128 5.97178306804835e−10 4.00154358992677 4.46086649130706e−05 2.00002660790801
1/256 3.72837316575669e−11 4.02957408135066 1.11519605485721e−05 2.00000668101603
1/512 2.28295160553671e−12 2.78797722619295e−06
Example 2. Our second example is for the following sixth-order five-point boundary value problem:
−u(6)(x) = σ1(x)e−u(x) + σ2(x)u(4)(x)(1− u(4)(x))+ q(x), 0 < x < 1,
u(0) =
√
3
3
u

1
4

, u(1) =
√
3
3
u

3
4

,
u(2)(0) = 13
17
u(2)

1
2

, u(2)(1) = 13
17
u(2)

1
2

,
u(4)(0) =
√
3
6
u(4)

1
4

+ 1
4
u(4)

1
2

, u(4)(1) = 1
5
u(4)

1
2

+
√
3
5
u(4)

3
4

,
(7.8)
where σ1(x), σ2(x) and q(x) are nonnegative continuous functions. The corresponding scheme (2.7) for this example is given
by 
−δ2hui,h(xk) = Phui+1,h(xk) (i = 0, 1),
−δ2hu2,h(xk) = Phf (xk,uh,k), 1 ≤ k ≤ L− 1,
u0,h(0) =
√
3
3
u0,h

1
4

, u0,h(1) =
√
3
3
u0,h

3
4

,
u1,h(0) = 1317u1,h

1
2

, u1,h(1) = 1317u1,h

1
2

,
u2,h(0) =
√
3
6
u2,h

1
4

+ 1
4
u2,h

1
2

, u2,h(1) = 15u2,h

1
2

+
√
3
5
u2,h

3
4

,
(7.9)
where for 0 ≤ k ≤ L,
f (xk,uh,k) = σ1(xk)e−u0,h(xk) + σ2(xk)u2,h(xk)(1− u2,h(xk))+ q(xk). (7.10)
Let
q(x) = θ4 sin

θx+ π
6
 
θ2

1+ θ2σ2(x) sin

θx+ π
6

− σ2(x)

− σ1(x)e−z(x),
z(x) = π
2
4
x(1− x)+ sin

θx+ π
6

+ 3(
√
3+ 1)π2
128
, θ = 2π
3
.
(7.11)
Then q(x) ≥ 0 in [0, 1] if 4σ1(x) + σ2(x) ≤ 4θ6 sin(θx + π/6), and u(x) = z(x) is a solution of (7.8). Let σ i ≥
max0≤x≤1 σi(x) (i = 1, 2) and q ≥ max0≤x≤1 q(x). It is clear that the condition (6.1) is satisfied for the present function
f with ρ = σ 1+σ 2/4+ q. Letui,h(xk) (0 ≤ i ≤ 2) be the solutions of (6.2) and (6.3) (corresponding to (7.9)) with respect to
the above ρ. Then the construction of upper and lower solutions in Section 6 implies thatuh,k = (u0,h(xk),u1,h(xk),u2,h(xk))
anduh,k = 0 form a pair of coupled upper and lower solutions of (7.9).
Let σ1(x) = sin(πx) sin(θx + π/6), σ2(x) = x2 sin(θx + π/6)/2, σ 1 = 1, σ 2 = 1/2 and q = θ6(1 + σ 2θ2). Using
u(0)h,k =uh,k and u(0)h,k = 0, we compute the sequences {u(m)h,k } and {u(m)h,k } from the iterative schemes (5.3) and (5.4) for (7.9) and
various values of h. Let h = 1/32. Some numerical results of the sequences {u(m)0,h (xk)} and {u(m)0,h (xk)} at xk = 0.5 are plotted in
Fig. 7.2, where the solid line denotes the sequence {u(m)0,h (xk)} and the dashed–dotted line stands for the sequence {u(m)0,h (xk)}.
We see that the sequences possess the monotone convergence described in Theorem 5.1. Since the sequences {u(m)h,k } and
{u(m)h,k } converge to the same limit asm →∞, their common limit u∗h,k is the unique solution of (7.9) in ⟨0,uh,k⟩(n = 3). The
maximum error error∞(h) and the order order∞(h) of the finite difference solution u∗0,h(xk) by scheme (7.9) and the SFD
scheme are presented in Table 7.3. The numerical results clearly indicate that the proposed scheme (7.9) is more efficient
than the SFD scheme.
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Fig. 7.2. The monotone convergence of ({u(m)0,h (xk)}, {u(m)0,h (xk)}) at xk = 0.5 for Example 2.
Table 7.3
The accuracy of the finite difference solution u∗0,h(xk) of Example 2.
h Scheme (7.9) SFD scheme
error∞(h) order∞(h) error∞(h) order∞(h)
1/4 1.38685904151270e−03 4.01177497749615 1.02368065546246e−01 2.02447045113128
1/8 8.59741158216743e−05 4.00294156988937 2.51615948651076e−02 2.00612429259062
1/16 5.36243739190923e−06 4.00073577674078 6.26375234379983e−03 2.00153188392965
1/32 3.34981452354555e−07 4.00019137208009 1.56427622242061e−03 2.00038302313399
1/64 2.09335637713082e−08 4.00023418282453 3.90965243913133e−04 2.00009576192319
1/128 1.30813537779773e−09 3.99208113392064 9.77348234081354e−05 2.00002394703099
1/256 8.22084622598140e−11 3.91229374943258 2.44333002847874e−05 2.00000577921932
1/512 5.46007683510652e−12 6.10830060221446e−06
8. Concluding remarks
In this paper, we proposed a fourth-order compact finite difference method for a class of nonlinear 2nth-order multi-
point boundary value problems. The existence and uniqueness of the finite difference solution and the convergence of the
method were discussed. An efficient monotone iterative algorithm was developed for solving the resulting nonlinear finite
difference systems. The proposed method is more attractive due to its fourth-order accuracy, compared to the standard
finite difference method. In this work, we generalized the method of upper and lower solutions to nonlinear higher-order
multi-point boundary value problems.We also developed a technique for designing and analyzing compact finite difference
schemes of nonlinear higher-order multi-point boundary value problems.
We conclude by taking note that the proposed fourth-order compact discretization methodology may be straightfor-
wardly extended to the following nonhomogeneous multi-point boundary condition:
u(2i)(0) =
p−
j=1
αi,ju(2i)(ξi,j)+ λ0,i, u(2i)(1) =
p−
j=1
βi,ju(2i)(ηi,j)+ λ1,i, 0 ≤ i ≤ n− 1,
where for each i, λ0,i and λ1,i are two prescribed constants. In particular, all the results in this paper hold true for the above
nonhomogeneous multi-point boundary condition.
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Appendix
In this Appendix, we prove Lemmas 2.2 and 2.3.
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For each 0 ≤ i ≤ n− 1 and 1 ≤ j ≤ L− 1, we define
α∗i,j =

αi,j′ , xj = ξi,j′ for some j′,
0, otherwise, β
∗
i,j =

βi,j′ , xj = ηi,j′ for some j′,
0, otherwise. (A.1)
Let A = (ak,l), B = (bk,l) and Di = (d(i)k,l) be the (L− 1)th-order matrices with
ak,l = 2δk,l − δk,l−1 − δk,l+1, bk,l = 56δk,l +
1
12
δk,l−1 + 112δk,l+1, d
(i)
k,l = δk,1α∗i,l + δk,L−1β∗i,l, (A.2)
where δk,l = 1 if k = l and δk,l = 0 if k ≠ l.
Lemma A.1. Let the condition (2.11) be satisfied. Then the inverse (A− Di)−1 > 0 and
‖(A− Di)−1‖∞ ≤ 18(1− σi)h2 . (A.3)
Proof. It can be checked by Corollary 3.20 on Page 91 of [54] that the inverse (A−Di)−1 > 0. Let E = (1, 1, . . . , 1)T ∈ RL−1
and Si = (A− Di)−1E. Then ‖(A− Di)−1‖∞ = ‖Si‖∞. It is known that the inverse A−1 = (Jk,l) exists and its elements Jk,l are
given by
Jk,l =

(L− l)k
L
, k ≤ l,
(L− k)l
L
, k > l.
A simple calculation shows that ‖A−1‖∞ ≤ L2/8 = 1/(8h2) and Jk,1 + Jk,L−1 = 1 for each 1 ≤ k ≤ L− 1. This implies
Si = A−1E + A−1DiSi ≤ ‖A−1‖∞E + σi‖Si‖∞E ≤

1
8h2

E + σi‖Si‖∞E.
Thus the estimate (A.3) follows immediately. 
Proof of Lemma 2.2. Define the following (L− 1)th-order matrices or vectors:
Uh = (uh(x1), uh(x2), . . . , uh(xL−1))T ,
M = diag(M1,M2, . . . ,ML−1), Mb = diag(M0, 0, . . . , 0,ML),
Gb =

1− h
2
12
M0

uh(0), 0, . . . , 0,

1− h
2
12
ML

uh(1)
T
.
(A.4)
Using the matrices A and B defined by (A.2), we have from (2.13) that
A+ h2BMUh ≥ Gb. (A.5)
SinceM > −8(1− σi) and h < h(M,M), it is easy to check that 1− h212Mk ≥ 0 (k = 0, L). Thus by the boundary condition
in (2.13),
Gb ≥ DiUh − h
2
12
MbDiUh, (A.6)
where Di is the (L− 1)th-order matrix defined by (A.2). This leads to
A− Di + h2BM + h
2
12
MbDi

Uh ≥ 0. (A.7)
Let Qi ≡ A− Di + h2BM + h212MbDi. To prove uh(xk) ≥ 0 for all 0 ≤ k ≤ L, it suffices to show that the inverse of Qi exists and
is nonnegative.
Case 1: M ≥ 0. In this case, the matrix Qi satisfies the condition of Corollary 3.20 on Page 91 of [54] and therefore, its
inverse Q−1i exists and is positive.
Case 2: 0 > M > −8(1− σi). For this case, we define
M+ = diag(M+1 ,M+2 , . . . ,M+L−1), M+k = max{Mk, 0}, M− = M −M+, (A.8)
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and M+b ,M
−
b can be similarly defined. Let Q i = A − Di + h2BM+ + h
2
12M
+
b Di. We know from Case 1 that Q
−1
i exists and is
positive. Since
Qi = Q i + h2BM− + h
2
12
M−b Di = Q i

I + h2Q−1i

BM− + 1
12
M−b Di

, (A.9)
we need only to prove that the inverse

I + h2Q−1i

BM− + 112M−b Di
−1
exists and is nonnegative. By Theorem 3 on
Page 298 of [55], this is true ifh2Q−1i BM− + 112M−b Di
∞ < 1. (A.10)
Since Q i ≥ A− Di which implies 0 < Q−1i ≤ (A− Di)−1, we have from Lemma A.1 thatQ−1i ∞ ≤ (A− Di)−1∞ ≤ 18(1− σi)h2 . (A.11)
It is clear that ‖B+ 112Di‖∞ = 1, ‖M−‖∞ ≤ −M and ‖M−b ‖∞ ≤ −M . Thus we haveh2Q−1i BM− + 112M−b Di
∞ ≤ −M8(1− σi) . (A.12)
The estimate (A.10) follows fromM > −8(1− σi). 
Proof of Lemma 2.3. Using the same notation as before, the system (2.14) can be written as
QiUh = G, (A.13)
where G = (g(x1), g(x2), . . . , g(xL−1))T .
Case 1:M ≥ 0. Since the matrix Q−1i exists and is positive, we have 0 < Q−1i ≤ (A− Di)−1. This showsQ−1i ∞ ≤ (A− Di)−1∞ ≤ 18(1− σi)h2 .
Thus by (A.13), ‖Uh‖∞ ≤ ‖G‖∞/(8(1− σi)h2)which implies the desired estimate (2.15).
Case 2: 0 > M > −8(1− σi). It follows from (A.9) thatQ−1i ∞ ≤ Q−1i ∞


I + h2Q−1i

BM− + 1
12
M−b Di
−1∞ .
By (A.11) and (A.12),Q−1i ∞ ≤ 18(1− σi)h2 · 8(1− σi)8(1− σi)+M = 1(8(1− σi)+M)h2 .
This together with (A.13) leads to the estimate (2.15). 
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