












A differential equation is an equation that defines a relationship be-




A differential equation is an equation that defines a relationship be-
tween a function and one or more derivatives of that function.




(x) := y′(x) = 2xy(x) (1)
states that the first derivative of the function y equals the product of
2x and the function y itself. An additional, implicit statement in this
differential equation is that the stated relationship holds only for all
x for which both the function and its first derivative are defined
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Given f : Ω ⊂ R2 → Ry′(x) = f(x, y(x)), x ∈ Iy(x0) = y0, x0 ∈ I, y0 ∈ J




If f(x, y) is continuous on R = [x0 − a, x0 + a]× [y0 − b, y0 + b], then
the initial value problemy′(x) = f(x, y(x))y(x0) = y0
has a solution in a neighborhood of x0
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Solution needs not to be unique.






Solution needs not to be unique.




For each pair of real numbers α < 0 < β
ϕα, β(x) =

−(x− α)2 if x < α
0 if α ≤ x ≤ β




Existence and uniqueness: Picard Lindelho¨f Theorem Let the
function f(x, y) continuous on a rectangle R = [x0− a, x0 + a]× [y0−
b, y0 + b]. Suppose, furthermore, that for any y1, y2 ∈ [y0 − b, y0 + b]
there exists L > 0 such that
|f(x, y1)− f(x, y2)| ≤ L |y1 − y2| (L)
for each x ∈ [a, b]. Then the initial value problemy′(x) = f(x, y(x))y(x0) = y0 (ivp)
has a unique solution defined in [x0−δ, x0+δ] where δ = min{a, b/M}





Condition (L) is said Lipschitz continuity condition. A sufficient con-
dition to ensure that a function f(x, y) is Lipschitz continuos is that




Condition (L) is said Lipschitz continuity condition. A sufficient con-
dition to ensure that a function f(x, y) is Lipschitz continuos is that
it admits partial derivative with respect to y which is bounded and
continuos.
In fact assume |fy(x, y)| =
∣∣∣∣∂f∂y (x, y)
∣∣∣∣ ≤ L then from the mean value
(Lagrange) theorem
|f(x, y1)− f(x, y2)| = |fy(x, y)| |y1 − y2|
with y between y1 and y2
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Observe that the y partial derivative of the function f(x, y) = 2
√|y|
which give rise to a situation of non uniqueness of the solutions to the
initial value problem is unbounded in a neighborhood of y0 = 0
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Observe that the y partial derivative of the function f(x, y) = 2
√|y|
which give rise to a situation of non uniqueness of the solutions to the
initial value problem is unbounded in a neighborhood of y0 = 0
We will not deliver the proof of the Picard-Lindelho¨f theorem we limit
to say that is a constructive proof: solution to (ivp) is the limit of
a sequence of function (yn) (called the successive approximations of
(ivp) defined recursively by:






Example Construct the Picard-Lindelho¨f iterates of the initial value
problem y′(x) = −2xy(x)y(0) = 1
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Example Construct the Picard-Lindelho¨f iterates of the initial value
problem y′(x) = −2xy(x)y(0) = 1
The first iterate is y0(x) = 1 and and subsequent iterates are
y1(x) = y0(x) +
∫ x
0
f(t, y0(t))dt = 1− 2
∫ x
0
tdt = 1− x2
y2(x) = y0(x) +
∫ x
0






Example Construct the Picard-Lindelho¨f iterates of the initial value
problem y′(x) = −2xy(x)y(0) = 1
The first iterate is y0(x) = 1 and and subsequent iterates are
y1(x) = y0(x) +
∫ x
0
f(t, y0(t))dt = 1− 2
∫ x
0
tdt = 1− x2
y2(x) = y0(x) +
∫ x
0
f(t, y1(t))dt = 1− 2
∫ x
0










































































































































That pattern that appears to be emerging is that
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Figure 1: blue: approximants of orders 1, 2, 3, 4; red exact solution
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Exercise Construct the successive approximations of the initial value
problem y′(x) = y(x)y(0) = 1
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Separable equations A differential equation is separable if it can be
written in the form y′(x) = a(x) b (y(x)) ,y(x0) = y0, (S)
where a(x) e b(y) are continuous functions defined on intervals Ia and
Ib such that x0 ∈ Ia and y0 ∈ Ib
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Separable equations A differential equation is separable if it can be
written in the form y′(x) = a(x) b (y(x)) ,y(x0) = y0, (S)
where a(x) e b(y) are continuous functions defined on intervals Ia and
Ib such that x0 ∈ Ia and y0 ∈ Ib
In order to obtain existence and uniqueness for solution to (S) we
























is the unique solution to (S)





















is the unique solution to (S)










This is a C1 function since













is the unique solution to (S)










This is a C1 function since
fx(x, y) = −a(x), fy(x, y) = 1
b(y)
Moreover by definition f(x0, y0) = 0
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Therefore we can invoke the implicit function theorem which ensures
that there exists an interval I ′a ⊂ Ia and a C1 function ϕ : I ′a → R
such that f(x, ϕ(x)) = 0ϕ(x0) = y0
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Therefore we can invoke the implicit function theorem which ensures
that there exists an interval I ′a ⊂ Ia and a C1 function ϕ : I ′a → R
such that f(x, ϕ(x)) = 0ϕ(x0) = y0
This function is actually solution to (R).
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that there exists an interval I ′a ⊂ Ia and a C1 function ϕ : I ′a → R
such that f(x, ϕ(x)) = 0ϕ(x0) = y0




Therefore we can invoke the implicit function theorem which ensures
that there exists an interval I ′a ⊂ Ia and a C1 function ϕ : I ′a → R
such that f(x, ϕ(x)) = 0ϕ(x0) = y0
This function is actually solution to (R). We only need to prove that
ϕ′(x) = a(x)b(ϕ(x)). We invoke again Dini’s theorem to infer that




But we already observed that





But we already observed that
fx(x, y) = −a(x), fy(x, y) = 1
b(y)
hence







But we already observed that
fx(x, y) = −a(x), fy(x, y) = 1
b(y)
hence








Proof is not complete: we have to show that solution defined by (R)
is the unique solution to (S)








Proof is not complete: we have to show that solution defined by (R)
is the unique solution to (S)

























Proof is not complete: we have to show that solution defined by (R)
is the unique solution to (S)























Notice that we used the fact that both y1(x) and y2(x) solve (S)
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But recalling that y1(x0) = y2(x0) = y0, there exists a neighborood
N(x0) of x0 such that for each x ∈ N(x0):
B (y1(x))−B (y2(x)) = 0.
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Now use the mean value theorem for integrals to infer that there
exists yx between y1(x) and y2(x) such that
B (y1(x))−B (y2(x)) = b(yx) (y1(x)− y2(x)) .
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Separable equation: Exampley′(x) = a(x) y(x)y(x0) = y0 (E1)
being a a continuous function.
20/23 Pi?
22333ML232
Separable equation: Exampley′(x) = a(x) y(x)y(x0) = y0 (E1)
being a a continuous function.















Separable equation: Exampley′(x) = a(x) y(x)y(x0) = y0 (E1)
being a a continuous function.




















For instance if a(x) = −x
2












Example y′(x) = a(x) y2(x)y(x0) = y0 (E2)
being a a continuous function.
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Example y′(x) = a(x) y2(x)y(x0) = y0 (E2)
being a a continuous function.










Example y′(x) = a(x) y2(x)y(x0) = y0 (E2)
being a a continuous function.







































For instance if a(x) = −2x the initial value problemy′(x) = −2x y2(x)y(0) = 1 (E2ap)
has solution
y =
1
1 + x2
