We present a superresolution image reconstruction from a sequence of aliased imagery. The subpixel shifts (displacement) among the images are unknown due to the uncontrolled natural jitter of the imager. A correlation method is utilized to estimate subpixel shifts between each low-resolution aliased image with respect to a reference image. An error-energy reduction algorithm is derived to reconstruct the high-resolution alias-free output image. The main feature of this proposed error-energy reduction algorithm is that we treat the spatial samples from low-resolution images that possess unknown and irregular (uncontrolled) subpixel shifts as a set of constraints to populate an oversampled (sampled above the desired output bandwidth) processing array. The estimated subpixel locations of these samples and their values constitute a spatial domain constraint. Furthermore, the bandwidth of the alias-free image (or the sensor imposed bandwidth) is the criterion used as a spatial frequency domain constraint on the oversampled processing array. The results of testing the proposed algorithm on the simulated lowresolution forward-looking infrared (FLIR) images, real-world FLIR images, and visible images are provided. A comparison of the proposed algorithm with a standard interpolation algorithm for processing the simulated low-resolution FLIR images is also provided.
Introduction
Many low-cost visible and thermal sensors spatially or electronically undersample an image. Undersampling results in aliased imagery in which the high frequency components are folded into the low frequency components in the image. Consequently, subtle or detailed information (high-frequency components) are lost in these images. An image-signal processing method, called superresolution image reconstruction, can increase image resolution without changing the design of the optics and the detectors, by using a sequence (or a few snapshots) of low-resolution images. The emphasis of the superresolution image reconstruction algorithm is to de-alias the undersampled images to obtain an alias-free or, as identified in the literature, a superresolved image.
Superresolution image reconstruction is especially important in infrared imaging systems. Typical focal planes in the infrared have detector sizes of the order of 20 to 50 m and sample spacings slightly larger than the detector. In contrast, visible band CCD cameras are around 3 m. The larger detector spacings are, in many cases, accompanied by a diffraction spot associated with the infrared optics that is smaller than the detector spacing. In this case, the imaging system is undersampled.
Scanned systems such as the second generation thermal imagers are sampled at spacings smaller than the detector and the diffraction spot, so they are not undersampled. Superresolution image reconstruction does not increase the performance of these systems. These systems are currently being replaced with large format staring focal planes that are undersampled. Today's focal planes in the uncooled thermal imagers, and especially the midwave infrared InSb and HgCdTe arrays, are significantly undersampled so that superresolution image reconstruction can provide a substantial benefit. Uncooled thermal imagers comprise detectors that sense light through a change in material temperature that is sensed by resistance or capacitance variations. These detectors have a higher noise level than photon detectors, so the shift estimation performance may be limited. The lower noise photon detector systems provide a higher signal-to-noise ratio, so they stand to benefit more from the increased resolution offered by superresolution processing.
When undersampled images have subpixel shifts between successive frames, they represent different information from the same scene. Therefore the information that is contained in the undersampled image sequence can be combined to obtain an alias-free (high-resolution) image. Superresolution image reconstruction from multiple snapshots provides far more detail information than any interpolated image from a single snapshot.
There are three major steps in superresolution image reconstruction methods. [1] [2] [3] [4] They are (i) acquiring a sequence of images from the same scene with subpixel shifts (fraction pixel displacements) among the images; (ii) estimating the subpixel (fraction pixel) shift or displacements among the images; and (iii) reconstructing the high-resolution image.
In the first step, there are two types of methods to acquire low-resolution images with subpixel shifts among them. One method is to have a controlled pixel displacement. 5, 6 In this method, a special sensor or scanner (hardware) is designed to capture multiple images in a known pattern, where each image is captured by displacing the sensor in a known distance that is a multiple of a pixel plus a known fraction of a pixel. Another method is to have a noncontrolled pixel displacement, e.g., natural jitter. This paper considers the natural jitter, which is more cost effective and practical. For example, in many applications, an imager is carried by a moving platform. In a rescue mission, the camera may be carried by a helicopter, or a moving vehicle. In a military reconnaissance situation, the camera may be carried by a person, an unmanned ground vehicle (UGV), or an unmanned aerial vehicle (UAV).
The second step is to estimate the subpixel shift or fraction pixel displacements. There are many methods that are addressed in the literature. Frame-toframe motion detection based on gradient decent methods is commonly used. [7] [8] [9] [10] The variations of these methods are to estimate the velocity vector field measurement based on a spatiotemporal image derivative. 11 Most of these methods need to calculate the matrix inversion or use an iterative method to calculate the motion vectors. Bergen et al. 9 describe a method to use warp information to obtain subpixel displacement. Stone et al. 12 and Kim et al. 13 present another method that estimates the phase difference between two images to obtain subpixel shifts. In this method, the minimum least-squares solution has to be obtained to find the linear Fourier phase relationship between two images. Hendriks et al. 14 compare different methods using cross correlation and a Taylor series. In this paper, we utilize a correlation method without solving the minimum least-squares problem to explore the translational differences (shifts in the x and y domains) of Fourier transforms of two images to estimate subpixel shifts between two low-resolution aliased images.
In most subpixel shift estimation methods, the subpixel shift values are obtained as the decimals of shift estimates. 15 In some of the methods, the lowresolution images are upsampled by the bilinear interpolation before the motion estimation algorithm is applied. 16 In our approach, we upsample the original low-resolution images prior to cross correlating them; the upsampling is achieved via zero padding the Fourier transform of each lowresolution image. The upsampling rate is chosen to yield low-resolution images whose grid size is the same as the processing image for the PapoulisGerchberg approach that is described later. Thus after cross correlating two of the upsampled lowresolution images, the location of the peak of the cross correlation in the spatial domain is the measure that identifies the relative shift in the upsampled grid (or subpixel shift in the original grid). This relative shift information in the upsampled processing grid is directly and conveniently used in the reconstruction phase via the iterative errorenergy reduction method.
The third step in superresolution image reconstruction is to reconstruct the high-resolution image. Many methods have been proposed to solve the problem. These can be divided into three categories: nonuniform interpolation, regularized inverse processing, and the iterative error-energy reduction method.
In the nonuniform interpolation method, the samples of the low-resolution images are viewed as the nonevenly spaced samples of the desired highresolution image. The relative locations of these samples are determined by a subpixel shift estimation algorithm. Many works described the nonuniform interpolation in a spatial domain using biharmonic spline interpolation, 17, 18 Delaunay triangulation interpolation, 19 generalized multichannel sampling, 20 warping procedure, 21, 22 weighted interpolation, 23 and convolving with a shifted-fractional kernel (polynomial kernel). 24 In the regularized inverse processing methods, an observation model is formulated to relate the original high-resolution image to the observed low-resolution images. The model includes the sensor blur, motion blur, downsampling, noise, etc. The high-resolution image solution is often obtained by inverting a matrix or an iterative procedure. The observation model can be formulated in either the spatial or frequency domain. The corresponding inverse methods are implemented in both domains. For the spatial domain inverse method, an initial guess of a high-resolution image is obtained first. 25 Then, an image acquisition procedure is simulated to obtain a set of lowresolution images. The differences between the simulated and observed low-resolution images are used to improve the initial guess of the high-resolution image. In this method, the initial guess of the highresolution image is crucial for the convergence of the algorithm. For the frequency domain inverse method, the relationship between low-resolution images and the high-resolution image is demonstrated in the frequency domain, 26 in which the relation between the continuous Fourier transform (CFT) of an original high-resolution image and the discrete Fourier trans-form (DFT) of observed aliased low-resolution images is formulated based on the shifting property of the Fourier transform. When a priori knowledge about the high-resolution image and the statistical information of noise can be defined, the inverse processing method can provide stabilized (regularized) estimates. These methods are called regularized superresolution approaches. [27] [28] [29] [30] [31] [32] [33] In the error-energy reduction algorithm, the highresolution image is reconstructed by applying nonuniform interpolation using the constraints both in the spatial and spatial frequency domains. The algorithm is based on the concept that the error energy is reduced by imposing both spatial and spatial frequency domain constraints: the samples from the low-resolution images and the bandwidth of the highresolution alias-free output image. The error-energy reduction algorithm has been utilized in other signal processing applications. Some of the well-known examples included the works by Papoulis, 34 Gerchberg, 35 De Santis et al., 36 and Stark et al. 37 Papoulis utilized the available information both in the spatial and frequency domains to extrapolate the distribution of an autocorrelation for spectral estimation. In Gerchberg's work, in order to achieve resolution beyond the diffraction limit, the spectrum of the reconstructed object is enhanced (expanded) by reducing the energy of the error spectrum from one snapshot (not a sequence). Stark and his associates described the projection onto convex sets (POCS) approach to combine the spatial observation model from a controlled rotation or scan and spatial domain constraints to achieve a high-resolution image.
We reported our work using iterative error-energy reduction algorithm in a conference paper. 38 At the same time, a similar approach by Vandewalle et al. was published in two conference papers. 39, 40 In Ref. 39 , the authors mentioned the use of the PapoulisGerchberg procedure, but it is not clear how the Papoulis-Gerchberg algorithm was implemented; particularly, the authors did not show any results using a large set of input images. In fact, they used only four input images to increase resolution in each spatial domain by factor of 2. In Ref. 40 , the authors modified their approach by replacing the PapoulisGerchberg algorithm with a method in which the Fourier series of the image were determined using linear algebra (matrix inversion); this is simply a nonuniform interpolation-based method. However, this method is not practical for a large number of snapshots that would occur, especially, when one tries to increase resolution four times in each spatial domain using 16 or more snapshots.
This paper outlines an iterative error-energy reduction method to reconstruct the high-resolution image. The algorithm utilizes a correlation method to estimate subpixel shifts among the members of the acquired image sequence. We begin with a signal model to relate the aliased images via gross shifts and subpixel shifts (Section 2). We present a method to estimate the gross shifts using the original acquired images. Then, upsampled versions of these images are constructed and used to estimate the finer (subpixel) shifts. The knowledge of the location of each low-resolution image in the upsampled grid (processing array) is the basis of an iterative error-energy reduction algorithm to reconstruct the high-resolution (alias-free) image (Section 3). For this purpose, spatial domain constraint (knowledge of samples of aliased images and their locations on the upsampled array) and spatial frequency domain constraint (bandwidth) are imposed in an iterative fashion to form the desired alias-free (superresolved) image. In Section 4, we provide experimental results using simulated lowresolution forward-looking infrared (FLIR) images, real-world FLIR images, and visible images where the subpixel shifts among frames are caused by natural jittering of the imager. Discussion and conclusion are provided in Sections 5 and 6, respectively.
Shift Estimation
An overview of the superresolution image reconstruction algorithm is illustrated in Fig. 1(a) . A sequence of original input low-resolution images is passed into the gross shift estimation algorithm to estimate the overall shift of each frame with respect to a reference frame. The undersampled low-resolution images are captured either by natural jitter or some kind of controlled motion of the camera. The images of successive frames contain not only subpixel shifts but also integer pixel shifts. The gross shifts among frames are compensated by realigning the input images. Then the subpixel shifts are estimated for each frame with respect to a reference frame. The error-energy reduction algorithm is applied to the low-resolution input images with the estimated subpixel shifts among images to obtain the high-resolution (aliasfree) output. The output is either a single highresolution image that is generated from a collective sequence of low-resolution images, or a sequence of high-resolution images such as in a video sequence that are generated from multiple sequences of lowresolution images. The detailed procedures for shift estimation in both integer pixel and subpixel accuracy, for the purpose of the proposed superresolution image reconstruction algorithm, are described in the Subsections 2.A and 2.B.
A. Gross Shift Estimation
The shifts between two images are estimated using a correlation method to explore the translational differences (shifts in x and y domains) of Fourier transforms of two images. We denote two members of the image sequence by f 1 ͑x, y͒ and f 2 ͑x, y͒. The second image is a shifted version of the first image, e.g.,
where ͑x s , y s ͒ are the relative shifts (translational differences) between f 1 ͑x, y͒ and f 2 ͑x, y͒. The shift ͑x s , y s ͒ can be calculated by the correlation method; that is, the relative shifts ͑x s , y s ͒ are found as the peak of inverse Fourier transform of the correlation G 12 ͑k x , k y ͒ between two images, which is defined in the following:
where F 1 ͑k x ͒ and F 2 ͑k x ͒ are Fourier transforms of two images, and F 1 *͑k x ͒ is the conjugate of F 1 ͑k x ͒.
However, both f 1 ͑x, y͒ and f 2 ͑x, y͒ are aliased, i.e., the high-frequency components are folded into a portion of low-frequency components. In general, for an aliased image, the image energy at lower-frequency components is stronger than the folded high-frequency components. Thus the signal to aliasing power ratio is relatively high, approximately ͑k x , k y ͒ Ϸ 0. Therefore a low-pass filtering is applied to the Fourier transforms before the correlation operation. To avoid the circular convolution aliasing in the spatial domain, the original images f 1 ͑x, y͒ and f 2 ͑x, y͒ are zero padded prior to the Fourier transforms.
B. Subpixel Shift Estimation
The operation of a subpixel shift estimator is identical to the gross shift estimation of Subsection 2.A. However, to achieve subpixel accuracy, the images are upsampled first. The upsampling is obtained by a Fourier windowing method. 41 In this Fourier windowing method, the zero padding with a window is applied to the Fourier transform of the input image to have an alias-free upsampled image. This special window is called the power window, which is a Fourier-based smoothing window that preserves most of the spatial frequency components in the passband and attenuates quickly at the transition band. The power window is differentiable at the transition point, which gives a desired smooth property and limits the ripple effect. Then, the correlation method is applied to two upsampled Fourier transforms of two input images to estimate the shifts in subpixel accuracy. Since the correlation of two upsampled images is equivalent to upsampling the correlated two original images, Fig. 1(b) shows a computationally efficient implementation of the subpixel shift estimation algorithm.
An example of subpixel shift estimation from 16 frames is shown in Fig. 2 , in which the subpixel shift of each frame with respect to a reference frame is illustrated. From this figure, we can see that the subpixel shifts among frames are randomly distributed in both x and y domains. The subpixel motion among frames is not controlled in a fixed pattern in this example.
Error-Energy Reduction Reconstruction Algorithm
The main feature of this proposed error-energy reduction algorithm is that we treat the spatial samples from low-resolution images as a set of constraints to populate an oversampled processing array; the processing array is sampled above the desired output bandwidth. The estimated subpixel locations of these samples and their values constitute a spatial domain constraint. Furthermore, the bandwidth of the aliasfree image (or the sensor imposed bandwidth) is the criterion used as a spatial frequency domain constraint on the oversampled processing array. One may also incorporate other spatial or spatial frequency domain constraints that have been used by others; e.g., positivity of the image in the spatial do- 
)
A. Image Acquisition Model Figure 3(a) shows the system model for acquiring an undersampled image in a 1D case. Let f͑x͒ be the ideal target signature that is interrogated by the sensor. The measured target signature g͑x͒ by the sensor is modeled as the output of a linear shift invariant (LSI) system whose impulse response is the sensor's point spread function (PSF), h͑x͒; this is also known as the sensor blurring function. The relationship between the measured target signature and the original target signature in the spatial frequency k x domain is
where G͑k x ͒, F͑k x ͒, and H͑k x ͒ are the Fourier transforms of g͑x͒, f͑x͒, and h͑x͒, respectively. Figure 3(b) shows the factors that dictate the bandwidth of the measured target signature. The bandwidth of the sensor's PSF is fixed and is determined by the support of the transfer function H͑k x ͒. The bandwidth of the ideal target signature depends on, e.g., the range of the target in FLIR, radar, sonar, visible light, etc. For a target at the short range, more details of the target are observable; in this case, the ideal target signature bandwidth is relatively large. For a target at the long range, the ideal target signature bandwidth is smaller. Two curves in Fig. 3(b) illustrate the bandwidths of the sensor and the ideal target signature. The wider one could be the bandwidth of the target or the sensor, or vice versa. The output bandwidth of the measured target signature is the minimum bandwidth of the ideal target signature and the sensor, that is,
where B o , B t , and B s are the bandwidths of the output target signature, the ideal target signature, and the sensor PSF, respectively. The proposed superresolution image reconstruction algorithm cannot produce an image whose bandwidth exceeds B o .
Suppose the measurement system stores the incoming images at the sample spacing of ⌬ x . The measured target signature, g͑x͒, is then sampled at the integer multiples of ⌬ x , e.g., x n ϭ n⌬ x , n ϭ 0, Ϯ1, Ϯ2, . . . , ϮN, to obtain the undersampled (aliased) image; the resultant can be modeled as the following delta-sampled signal in the spatial domain [see Fig. 3(a) ]:
The Fourier transform of the above delta-sampled signal is
An acquired image is aliased when
͑ Nyquist sample spacing ͒ .
As we mentioned earlier, many low-resolution sensors possess a spatial sample spacing ⌬ x that violates the Nyquist rate. The emphasis of the superresolution image reconstruction algorithm in this paper is to de-alias a sequence of undersampled aliased images to obtain the alias-free or, as identified in the literature, a superresolved image. We should emphasize again that the resolution of the alias-free output image is limited by the minimum bandwidth of the sensor and the ideal target signature. One of the issues in superresolution image reconstruction is the number of the undersampled images that are required to recover the alias-free image. Let the sampling space of the original undersampled images be ⌬ x . From an information-theory point of view, the sampling space of the output high-resolution image that is reconstructed from k frames (with distinct subpixel shifts) is ⌬ x ͞k in 1D imaging systems, and ͑⌬ x ͞ͱk, ⌬ y ͞ͱk͒ in 2D imaging systems. Theoretically, more frames should provide more information and, thus, larger bandwidth and͞or higher resolution. However, the superresolution image quality does not improve when the number of processed undersampled images exceeds a certain value. This is because the bandwidth recovery is limited by either bandwidth of the sensor or the target signature spectrum. Resolution is ultimately limited by diffraction and sensitivity is ultimately limited by the eye.
B. Implementation of Error-Energy Reduction Reconstruction Algorithm
Let the bandwidth of the input undersampled (aliased) images be B i . The bandwidth of the alias-free (highresolution) output image is denoted as B o . To recover the desired (alias-free) bandwidth, it is important to select a processing array with a sample spacing smaller than the sample spacing of the desired high- resolution image. In this case, the 2D fast Fourier transform (FFT) of the processing array yields a spectral coverage, B p , that is larger than the bandwidth of the output image. Figure 4 illustrates this phenomenon in the 2D spatial frequency domain.
Let p͑x, y͒ be the high-resolution alias-free image on the processing array (grid). The goal of this process is to recover this image. The low-resolution (aliased) snapshots only provide a subset of samples of this image. The location of each aliased image on the processing grid is dictated by its corresponding subpixel shifts in the ͑x, y͒ domain. Figure 5 (a) shows a diagram of the error-energy reduction algorithm. In the first step, the processing array is initialized by populating the grids using the input images according to the estimates of the subpixel shifts. In this procedure, the available image values (from multiple snapshots) are assigned to each subpixel shifted grid location of the processing array. At the other grid locations of the processing array, zero values are assigned. This can be written as
where ͓X p , Y p ͔ represents the set of grid locations where samples of the images are available from the aliased or undersampled input images. Then, we form the 2D Fourier transform P 1 ͑k x , k y ͒ of this processing array. Its spectrum has a wider bandwidth than the true (desired) output bandwidth. Therefore the spatial frequency domain constraint is applied; that is, replacing zeros outside the desired bandwidth. We form the function
where W p ͑k x , k y ͒ is a windowing function of realizing the spatial frequency domain constraint. The next step is to perform the inverse 2D Fourier transform p 2 ͑x, y͒ of the resultant array P 2 ͑k x , k y ͒. The resultant inverse array is not a true image because the image values at the known grid locations are not equal to the original image values. Then the spatial domain constraint is applied; that is, replacing those image values at the known grid locations with the known original image values. We obtain the function
We next form the Fourier transform P 3 ͑k x , k y ͒ of p 3 ͑x, y͒. We apply the spatial frequency domain constraint to form the function P 4 ͑k x , k y ͒ from P 3 ͑k x , k y ͒ similar to Eq. (2). Next, we compute the inverse Fourier transform p 4 ͑x, y͒ and apply the spatial domain constraint to form the function p 5 ͑x, y͒ from p 4 ͑x, y͒ and p͑x, y͒ similar to Eq. (3). The procedure continues until the nth iteration. The use of the available information in the spatial and spatial frequency domains results in a reduc- tion of the energy of the error at each iteration step. At the odd steps of the iteration, the error is defined by
In this paper the condition of the error-energy reduction is examined by defining the following ratio:
If SNR 2nϩ1 Ͻ SNR max (where SNR max is a preassigned threshold value), and the maximum iteration is not reached, the iteration continues. If SNR 2nϩ1 Ͼ SNR max , i.e., the stopping criterion is satisfied, the iteration is terminated. Before the final superresolution image is generated, the bandwidth of the output image is reduced from B p to B o using the Fourier windowing method. 41 Then the final superresolution image with the desired alias-free bandwidth is saved for the output.
An illustration of the error-energy reduction algorithm for a 1D signal is shown in Fig. 5(b) . The original signal is plotted as the continuous solid line signal. The dots at the horizontal line are the grid sample locations for the big processing array. The big processing array has a sample spacing that is eight times smaller than the original sample spacing in this example. There are two snapshots that are simulated from the original signal (alias-free). The samples from the first snapshot (reference signal) are plotted as the dark wider bars and are at 1, 9, 17, 25, . . . grid locations. There is no subpixel shift for this first snapshot. The samples from the second snapshot are plotted as the gray narrower bars. They possess a relative subpixel shift of 3 with respect to the first snapshot, and are at 4, 12, 20, 28, . . . grid locations. The processing array is populated with the samples of these two snapshots at 1, 4, 9, 12, 17, 20, 25, 28, . . . grid locations. The other grid locations, i.e., 2, 3, 5, 6, 7, 8, 10, 11, . . . , are assigned to be zeros at the start of the algorithm. The iterative error-energy reduction algorithm is applied to this processing array by imposing spatial and spatial frequency domain constraints at each iteration step. As the iteration continues, the error-energy between the output signal and the original signal is reduced. When the algorithm converges, the high-resolution output signal is band limited and is approximately equal to the original alias-free signal.
Results
A human observer study was performed in Ref. 38 that demonstrated the performance improvement of the proposed superresolution image reconstruction algorithm for undersampled FLIR imagers. In this section, we provide several examples to demonstrate the merits of the proposed superresolution image reconstruction algorithm. The first example is to use the simulated low-resolution undersampled images from a high-resolution FLIR image. Because the subpixel shift information for these simulated lowresolution images is predetermined, we can test the accuracy of the proposed subpixel shift estimate algorithm and the error-energy reduction reconstruction algorithm. Then real-world images of FLIR sensors and the visible images are utilized to test the proposed algorithm and demonstrate the merits of the proposed algorithm.
A. Simulated Low-Resolution Forward-Looking Infrared Images
The original FLIR tank image is shown in Fig. 6(a) . The size of this image is 40 pixels in the first dimension and 76 pixels in the second dimension. First, we upsample this image using the Fourier windowing method 41 by a factor of 4 to obtain a simulated highresolution image with a size of 160 ϫ 304 as shown in Fig. 6(b) . Then the low-resolution images are generated from this simulated high-resolution image by subsampling; the starting sample point (shift) is randomly generated for each low-resolution image.
Let the size of the low-resolution image be 20 ϫ 38. The resolution factor between the simulated highresolution image and the low-resolution images is 8. The low-resolution images are formed by subsampling every eight pixels in both dimensions from the simulated high-resolution image. The first samples of the four low-resolution images in the high-resolution upsampled image are at ͑0, 0͒, ͑2, 1͒, ͑1, 4͒, and ͑6, 2͒, that represent the subpixel shift locations. The lowresolution images are subsampled from the simulated high-resolution image based on the predescribed subpixel location points. For example, the simulated lowresolution image No. 2 is formed by subsampling the simulated high-resolution image starting at the second subpixel position in the first dimension and first subpixel position in the second dimension. Four simulated low-resolution images are shown in Figs. 6(c)-6(f) .
After applying the subpixel shift estimation algorithm to these four simulated low-resolution images, the subpixel shift values are obtained. The estimated subpixel shift values are all correct according to the actual shifts. Figure 6 (g) shows both the simulated and correlation estimated subpixel shifts (the horizontal shift represents the first dimension shift and the vertical shift represents the second dimension shift). For comparison purposes, we applied a gradient-based method 42 to obtain the estimated subpixel shifts for four simulated low-resolution images. Figure 6 (h)
shows both the simulated and gradient estimated subpixel shifts. The mean absolute error between the simulated and gradient estimated subpixel shifts is 1.67 out of 8 low-resolution pixels, or 0.21 of a whole lowresolution pixel. That shows that the gradient estimated subpixel shifts contain a 20% discrepancy from the actual shifts for these four simulated lowresolution images.
The reconstructed image from the error-energy reduction algorithm is shown in Fig. 6(l) . For comparison purposes, we also applied a standard interpolation algorithm based on the gradient estimated subpixel shifts among these four low-resolution images. The resultant image is shown in Fig. 6(k) . This image shows artifacts that could be because the subpixel shifts are not accurately estimated, and the number of the input low-resolution images is small. (It is stated in the literature that these algorithms require a large number of snapshots. 41 ) The ratio of signal to error [defined in Eq. (4)] between the high-resolution output image in Fig. 6(k) and the original image in Fig. 6(a) is 0.56 dB. This indicates that the error between the high-resolution output image and the original image is large. Figures 6(i) and 6(j) show one of the lowresolution images and its bilinear interpolated image, respectively. The ratio of signal to error between the bilinear interpolated image in Fig. 6(j) and the original image in Fig. 6(a) is 0.71 dB. This indicates that the error between the interpolated lowresolution image and the original image is also large. The ratio of signal to error between the superresolved image in Fig. 6(l) and the original image in Fig. 6(a) is 40.1 dB. This indicates that the image reconstructed via the proposed algorithm is a good estimate of the original image. By observing Figs. 6(l) and 6(j), we can see that the superresolved image shows a significant improvement by exhibiting the detailed information, especially around the road wheel area, of the tank.
B. Forward-Looking Infrared Images
A FLIR image sequence of a foliage area is acquired using a FLIR sensor, Indigo Systems Merlin LWIR uncooled microbolometer thermographic camera. The subpixel shifts among the frames are due to the natural jitter of the camera. Sixteen low-resolution frames are used to reconstruct the high-resolution (de-aliased) image with a resolution improvement factor of 4, as shown in Fig. 7(c) . For comparison, one of the original low-resolution images and one of the bilinear interpolated images are shown in Figs. 7(a) and 7(b), respectively. The reconstructed image in Fig. 7(c) shows a significant improvement by revealing high-frequency information on the tree branches.
Next we consider a sequence of FLIR images of a pickup truck that is acquired using the same FLIR sensor that was mentioned above. Similarly, the natural jittering camera produces the subpixel shifts among the frames. Figure 8(a) shows a bilinear interpolated image from one of the low-resolution images. Figure 8(b) shows the high-resolution pickup truck image that is reconstructed using 16 lowresolution images. This reconstructed image again illustrates a significant improvement by exhibiting the detailed information on the cabin and window area of the truck, which contains rich high-frequency information.
C. Visible Images
A sequence of visible images of a test pattern is acquired using a Canon GL-1 Digital Video Camcorder. Natural jittering by the handheld camera provides the subpixel shifts among the frames. Figure 9(a) shows the entire low-resolution test pattern image; Fig. 9(b) shows the bilinear interpolated image of a portion of this low-resolution image that is indicated in the box from Fig. 9(a) ; Fig. 9(c) is the reconstructed high-resolution image from four low-resolution images of the same portion.
The vertical bars that contain high-frequency information are severally aliased in the low-resolution image as shown in Fig. 9(b) . The vertical high frequency bars in the reconstructed high-resolution image clearly demonstrate the resolution improvement, where the high-frequency information is correctly extracted. Even the horizontal bars in the reconstructed highresolution image show a moderate resolution improvement. We believe that this is because the sensor limits the revelation of the high-frequency components in these horizontal bars. In other words, the highfrequency components in the horizontal bars are not aliased by the image acquisition process; they are limited by the sensor resolution. The superresolution image reconstruction algorithm can only correct for the aliased high-frequency information but cannot recover the high-frequency information that is lost by the limited bandwidth of the sensor.
Discussion
In this section, we will provide some insights on several practical issues for a successful superresolution image reconstruction algorithm, including input im- age requirements, noise, output bandwidth determination, and image warping effect.
A. Input Image Requirements
(i) The subpixel shifts among the acquired image frames should be widely distributed in the 2D spatial domain. Limited and͞or constrained subpixel shifts limit the additional information for the scene. For example, the subpixel shifts that exist only in one dimension do not provide the necessary information of another dimension. Sufficient subpixel shifts that distribute in both dimensions provide the necessary different "look" of the scene to reveal the hidden (aliased) high-frequency detail information.
(ii) Acquired images should possess relevant though aliased high-frequency components. It is the aliased high-frequency components that are extracted by the superresolution image reconstruction algorithm. If the scene does not have enough (relevant) highfrequency signals, e.g., for a long-range target, the high-frequency components are lost due to the sensor limitation; there is no high-frequency detail information that can be revealed.
(iii) Acquired images should possess the correct dynamic range. This requires that the imager is calibrated such that the signal is not saturated on the scene. The saturated signal appears as a step function. The superresolution image reconstruction algorithm interpolates the signal using the spatial and spatial frequency domain constraints. For the signal that is a step function, the interpolation results in ripple artifacts similar to the Gibb's phenomenon.
B. Noise
In many practical scenarios, noise in the input lowresolution aliased images would limit the subpixel shift estimation and registration, which is critical to the entire superresolution processing procedure. However, the subpixel shift estimation proposed in this paper applies the low-pass filtering to obtain the aliasfree portion of the images to estimate the shift. The high-frequency components, where typical noise inherently presents, are filtered out before the subpixel shift estimation. Therefore the proposed subpixel shift estimation algorithm is relatively less sensitive to noise.
C. Output Bandwidth Determination
The selection of the output bandwidth is also a practical consideration. Too small an output bandwidth ends up an undesired output high-resolution image. Too large an output bandwidth requires an unnecessary large number of input images and results in an unchanged output high-resolution image quality after a certain number of input images is used. Usually, the sensor system provides the sampling rate and optics information. The severity of the undersam- pling phenomenon is known. Therefore the output high-resolution bandwidth is easily determined by the sensor system that captures the input images.
D. Image Warping Effect
Because the warping effect might exist in the image acquisition process, the shifts among frames are not consistent across the image. The shifts in one region might be different from ones in another region. In order to minimize the warping effect and estimate the shifts accurately, the low-resolution input images are divided into small regions (subpatches) in the spatial domain in this paper. Among the individual subpatches, the superresolution image reconstruction algorithm, including the gross shift estimation, the subpixel shift estimation, and the error-energy reduction algorithm, is applied to obtain the high-resolution (alias-free) subpatch image. At the last step, all superresolved subpatches are combined to form the entire high-resolution output image.
Conclusion
This paper proposes an iterative error-energy reduction algorithm to reconstruct the highresolution (alias-free) output image that utilizes a correlation method to estimate the subpixel shifts among a sequence of low-resolution aliased imagery. The proposed superresolution image reconstruction algorithm provides a possibility to produce high-resolution images by using lowresolution images from existing low-cost imaging devices. Our numerical study has indicated that our superresolution image reconstruction algorithm can produce high-resolution images using four frames (doubling the original sampling rate) to 16 frames (quadrupling the original sampling rate), whereas most other superresolution image reconstruction methods require over 100 frames to achieve a similar performance. 43 In addition to the accuracy and robustness (stability) of the solution of our algorithm, the ability to use a relatively small number of frames that are acquired at subpixel shifts (instead of a continuous camera motion that is also required by many of the existing algorithms) brings a flexibility that is crucial in practical scenarios (operational systems), e.g., the Army's weapon system that requires low memory and fast processing. 
