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Atmtract--We present an algorithm for finding the global minimum of an indefinite quadratic 
function over the integers contained in a compact, convex set. To find this minJmmn, the algorithm 
first transforms the problem into an equivalent problem with a separable objective function. It then 
uses a branch and bound search on the values of the constraints, rather than the variables, of the 
transformed problem. 
1. INTRODUCTION 
The purpose of this article is to present an algorithm for solving the indefinite integer quadratic 
programming problem (P) given by 
minimize f (z )  = xTQ= + dr z, 
subject to 
g,(=) <_ o, 
Lj _< z~ _< Us, 
zj integer, 
i=1 ,2 , . . . ,m,  
j=  1 ,2 , . . . ,n ,  
j=  1 ,2 , . . . ,n ,  
where m and n are positive integers, Q is an n x n matrix of real numbers, d G R n, gi is a real- 
valued, convex function defined on H n for each i = 1, 2 , . . . ,  m, and Lj and Uj are real numbers 
for each j = 1, 2 , . . . ,  n. Without loss of generality, we may assume that Q is a symmetric matrix, 
that d = 0, and, for each j = 1, 2 , . . . ,  n, that Lj and Uj are integers. Let 0 denote the optimal 
objective function value for problem (P). 
Integer quadratic programming problems have received considerable attention in the opera- 
tions research literature. There are at least two reasons for this. First, several other important 
optimization models either can be formulated as integer quadratic programs or are special cases 
of such programs. These include the quadratic assignment problem [20], the quadratic knapsack 
problem [9], problems involving economies of scale [27] with integer variables, and the discrete 
version of the bilinear programming problem [1]. Second, many practical problems can be solved 
as integer quadratic programs. These problems include the media selection problem [33], the 
capital budgeting problem [19], certain facility location problems [30], electronic mail system 
design problems [9], and a variety of other practical problems [21,22]. 
Because of the importance of integer quadratic programming problems, many algorithms have 
been proposed for solving several types of these problems. However, to our knowledge, no algo- 
r ithm has yet been developed for solving the indefinite integer quadratic programming problem 
(P). Algorithms seem to exist only for two special cases of problem (P). 
One special case of problem (P) for which algorithms exist is the case where the variables are 
each constrained to equal zero or one. Two general approaches are used to solve such problems. 
The first is a linearization approach. It transforms the problem into an equivalent linear integer 
or mixed integer program through the use of additional variables and constraints. Included in 
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this approach are the works of Fortet [8], Watters [31], Zangwill [33], Glover and Woolsey [11,12], 
Glover [10], Rhys [25], and Adams and Sherali [2]. The second approach attacks the zero-one 
version of problem (P) directly. Algorithms of this type have been proposed by Hansen [15], Taha 
[28], McBride and Yormarck [24], Mao and Wallingford [23], Laughhunn [19], Granot and Granot 
[13], and Lu [17], and, more recently, Balas and Mazzola [4,5]. In addition, the extreme point 
ranking algorithm of Cabot and Francis [6] for continuous quadratic optimization can be applied 
to the zero-one version of problem (P). Since both the linearization and direct approaches rely on 
the structure of the unit hypercube, they cannot be directly used to create algorithms for solving 
problem (P). As is well known, they could be used to solve the equivalent zero-one problem (PB) 
obtained by expanding the integer variables in problem (P) as powers of two. This approach is, 
however, rather inefficient due to the generally large increase in the number of variables caused 
by this expansion. 
The second special case of problem (P) for which algorithms exist is the case where f is a 
convex or strictly convex function. Algorithms for this case include those of Balas [3], Kunzi and 
Oettli [18], Witzgall [32], Lazimy [21,22], and Gupta and Ravindran [14]. Since these algorithms 
exploit he convexity or strict convexity of f ,  they also cannot be generalized to create algorithms 
for solving the indefinite integer quadratic program (P). 
In this paper we present an algorithm for finding a globally-optimal solution for problem (P). 
To our knowledge, this algorithm is the first ever proposed for accomplishing this. To do so, 
the algorithm first transforms problem (P) into an equivalent problem (P) with a separable 
objective function. Then the algorithm uses a branch and bound procedure to find a globally- 
optimal solution for problem (]5). In this procedure, the branch and bound search is performed 
on the values of the constraints of (P), rather than on the variables. 
We organize the paper as follows. In the next section we explain how the algorithm trans- 
forms the problem into the separable form (/5). In Section 3 we present he branch and bound 
procedure used on problem (]5). We give a formal statement of the algorithm in Section 4. In 
Section 5, we solve a small, illustrative xample and, in Section 6, we discuss ome computational 
considerations. 
2. TRANSFORMATION TO SEPARABLE FORM 
The first step of our algorithm for solving problem (P) calls for transforming the problem into 
an equivalent problem with a separable objective function. In this section we explain how this is 
accomplished. 
Since Q is a real, symmetric matrix, it is well known that there exists an orthonormal basis 
{pl ,p2, . . . ,pn) of R" such that each vector pJ, j • (1,2,...  ,n} is an eigenvector of Q (see 
Theorem 20, p. 266, in Hoffman and Kunze [16], for example). We may assume, without loss 
of generality, that the matrix Q represents a linear transformation T from ~ into R n in the 
standard basis. Since each vector p/, j • {1,2 .. . .  , n} is an eigenvector f Q, the matrix D of T 
in the basis {pl,p2,.. .  ,pn) will be diagonal with the eigenvalues a l ,a2 , . . . ,  an of Q along the 
main diagonal. Furthermore, it is well known that the matrix D is given by 
D -" p -1Qp (1) 
where P is the n x n matrix with columns pl,p2, . . . ,pn.  The matrix P can be found, for 
instance, by using the characteristic polynomial of Q to compute the eigenvalues al, as , . . . ,  an. 
The corresponding orthonormal eigenvectors pl,p2,. . . ,pn can then be also easily found. Let us 
assume that the matrix P has been found. Then, using (1) and the fact that pT _ p - l ,  if we 
substitute Py for z in f(z), where y • R n is a vector of new decision variables, we transform f 
into an equivalent separable function q of y given by 
n 
q(y) = yT Dy = ~ ajy]. 
j=l 
Transformations of this sort have been suggested or used previously by Faik and Soland [7], Rosen 
and Pardalos [27], and Thakur [29]. If we also make the same substitution in the constraints 
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of  problem (P) and define, for each i E {1,2, . . . .  m}, the function hi by hi(y) = gi(PY) for all 
y E R n, then we obtain a quadratic programming problem (t5) which is equivalent to problem 
(P). Problem (/5) is given by 
n 
mini., ze q(y) = 
j=l 
subject to 
h (y) < O, 
L i <_ (Py)/ <_ U.i, 
(Py)j  integer, 
i = 1,2 , . . . ,m,  
j= l ,2 , . . . ,n ,  
j= l ,2 , . . . ,n ,  
where (Py) j ,  j = 1,2, . . .  ,n, is the j th  element of Py E R n. 
The first step of our algorithm transforms problem (P) into the equivalent problem (15) by using 
the substitutions described above. Notice that the quadratic objective function q in problem (/5) 
is separable. In addition, it is easy to show, for each i E {1,2 , . . . ,m},  since gi is a convex 
function on R'*, that hi is also a convex function on R'L Furthermore, by the following result, 
the feasible region of problem (/5) is bounded. Henceforth, let L = (La, L2 . . . . .  Ln) T and U = 
(us, g2,..., u,,) r. 
THEOREM 1. Let S = {y E R"[L <_ Py  < U}. I[ the set S is nonempt¥, then it is bounded. 
PROOF. It is easy to show that S is a closed, convex set. Suppose that S is not bounded. Then, 
from Rockafeller [26, Theorem 8.4], since S :~ 0, there exists a nonzero direction d E R n of 
recession of S such that y+ad E S for every a >_ 0 and y E S. Pick some vector 0 E S. Then, for 
all a > 0, L < P~ + aPd  <_ U. This implies that L - P~9 <_ aPd  < U - P~ for all a _> 0. Since 
L - P.~ and U - P9 are fixed vectors, aPd = 0 must hold for all a > 0. Therefore, Pd = 0 and, 
since P is an invertible matrix, d = 0. This contradicts that d is nonzero and thus establishes 
the theorem. 
We see, then, that both problems (P) and (/5) involve minimizations ofquadratic functions over 
vectors contained in bounded, convex sets. These sets are also closed. In problem (/5), however, 
the objective function q is separable in the decision variables y, whereas the objective function f
of problem (P) is not separable. The branch and bound procedure described in the next section 
solves problem (t5) instead of problem (P). By using the separability of q, this procedure is able 
to construct subproblems at each node which are convex programming problems. 
3. THE BRANCH AND BOUND PROCEDURE 
After converting problem (P) to the equivalent form (/5), the algorithm uses a branch and 
bound procedure which searches for an optimal solution to (/5). In this section, we describe this 
procedure. 
To facilitate our presentation, we will henceforth use the following notation. Let JCAVE denote 
{j[aj < 0} and JVEX denote {j[a I > 0}. In addition, let G = {y E R'~[hi(y) _< 0, i - 1,2, . . .  ,m}, 
and let C = {y 6 R'~IL <_ Py <_ U}. 
To explain the branch and bound procedure, we will describe the branch and bound tree that 
it creates. The nodes Nt , t  -- 0, 1,2, . . .  of the tree are numbered in the order in which they are 
created, where N o denotes the initial node. Associated with each node N t is a set C a of the 
form C ~ : {y E R'~[L t <_ Py <_ Ut}, where L ~ and U t are integer-valued vectors which satisfy 
L<L*<U*<Ufora l l t ,  L °=L ,andU °=U.  
The branch and bound tree is created in stages. At stage 0, the tree consists simply of the 
initial node N °. In a typical stage k, k > 1, two new nodes, N 2k-1 and N 2~, with associated sets 
C 2k-1 and C 2k, are added to the tree. This is accomplished by choosing some node N P currently 
in the tree and partitioning its associated set C P into two mutually exclusive sets C ~k-1 and 
C ~k. These two sets are constructed so that any feasible solution for problem (/5) which lies in 
C p must also lie in either C 2k- 1 or in C ~k. 
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After a node N t is added to the tree, a convex underestimating function qt of q over C t is 
constructed. As we shall see, this function is not difficult to find due to the separability of q. A 
lower bound LB t for the minimum of q over the set of feasible solutions to problem (P) which 
lie in C ~ is then found. This lower bound is found by computing the minimum value of the 
convex function qt over G n C t. If G N C t = 0, LB  t is set equal to +c~. As the lower bounds 
LB t are found, occasionally feasible solutions for problem (15) may be encountered. When this 
occurs, an update is performed, if necessary, of the minimum value UB that q achieves over the 
feasible solutions for problem (P) thus far encountered in the branch and bound search. Initially, 
UB = +~.  Subsequently, when UB is updated, the vector yc such that q(yC) = UB is also 
updated. This vector yC is called the incumbent solution. Notice that UB is an upper bound for 
the value O. 
As the branch and bound search proceeds, certain nodes are eliminated from further consid- 
eration. Such nodes are said to be fathomed. A node N t is fathomed whenever its lower bound 
LB t exceeds or equals UB. This is because, in this case, GNC t cannot contain a feasible solution 
to problem (P) with an objective function value in (P) smaller than UB = q(y~). 
Throughout the branch and bound procedure, a list of nodes not yet fathomed is maintained. 
This list is called the candidate list. At any stage of the algorithm, any optimal solution for 
problem (P) either has an objective function value in problem (/5) of UB or, if not, lies in one of 
the regions GnC t such that C t corresponds to some node in the candidate list. At each iteration 
of the algorithm, a check is made as to whether or not the candidate list is empty. If it is empty, 
then the search terminates, and we conclude that the current incumbent solution yC is an optimal 
solution for problem (/5). If the candidate list is not empty, then not all nodes have yet been 
fathomed. In this case, the branch and bound procedure continues by choosing any node N P 
from the candidate list and, if it cannot now be fathomed, dividing its associated set C P into 
two mutually exclusive sets C 2k-1 and C 2~ to create nodes N 2k-1 and N 2k. 
To complete our description of the procedure, we will explain how the branching process divides 
a set C P into two mutually exclusive sets and how, at each N t, the convex underestimating 
function qt of q over C -'t is constructed. 
At any stage k _> 1, when a node N P is chosen from the candidate list and cannot be fathomed, 
its associated set C P is divided into two mutually exclusive sets to help create two nodes N 2k-1 
and N 2t of the branch and bound tree. To explain how this is done, let yP denote the optimal 
solution found at node N P for the problem of minimizing qP over GNC P, and, for any real number 
w, let [w] denote the greatest integer less than or equal to w. To create the sets C 2t-1 and C 2k, 
a branching process is invoked. This process first chooses a branching index ) E {1, 2 , . . . ,  n}. 
This index 3 is chosen at random from among all indices j e {1,2, . . . ,  n} such that (PyP)j  is 
noninteger. If (PyP)j  is integer for all j E {1,2, . . . ,  n), then 3 is chosen at random from among 
all indices j such that L f  ¢Uf .  Next, the branching process divides C P into C 2k- 1 and C 2k. 
The lower and upper bounds for C 2k-1 and C 2k are set equal to those of C P, except for the 
upper bound on (Py) j  in C 2k-1 and the lower bound on (PY)3 in C 2k. If (PYP)3 ¢Uf ,  then, 
in C 2k-1, the upper bound on (Py)'j is set equal to [(PYP)3], and, in C 2t, the lower bound on 
(PY)'I is set equal to [(PYP)3] + 1. If (PYP)3 -- U ; ,  then, in C 2k-1, the upper.bound on (PY)3 
is set equal to U P - 1, and, in C 2k, the lower bound on (BY)] is set equal to Uf .  
At each node N t, the procedure finds a convex function qt which underestimates q over C t. To 
accomplish this, for each j E JCAVE, the minimum a~ of y/ over G N C t and the maximum b~ of 
yj over G N C t are first computed. Any convex programming procedure can be used to compute 
each of these two bounds. The function qt is then given, for any y E C t, by 
jE JvEx jEJcAv~. 
where, for each j E JCAV~., c~yj is the linear function which passes through the points 
(b~,aj(b~)). It is well known, in fact, that qt given by (2)is the convex envelope and ' ' 
of q taken over C t [7]. 
An algorithm for indefinite integer q~aelratic programming 103 
4. FORMAL ALGORITHM STATEMENT 
Step 1. 
Step 2. 
Step 3. 
Step 4. 
Step 5. 
Using the method given in Section 2, transform problem (P) to the equivalent problem 
(P). 
0and 0 Usinga °and Set k = 0 and UB = +oo. For each j E Jcxv~, find the bounds aj bj. 
b °, j E JCAVE, find q0. Compute LB ° and, if it exists, y0, by minimizing q0 over Gf lC  °. 
I fy ° exists and (pyO)j is an integer for each j E {1,2,...  ,n}, set UB = q(yO) and yC = y0. 
If, in addition, LB ° = q(yO), go to Step 5. Otherwise, add N o to the candidate list. Set 
k = 1 and go to Step 3. 
If the candidate list is empty, go to Step 5. Otherwise, continue. 
Remove any node N P from the candidate list. If LB P > UB,  go to Step 3. Otherwise, 
invoke the branching process to create sets C 2~-1 and C 2k and nodes N ~k-1 and N :~. 
t and bl for each j E JcxvE, and, using For t - 2k - 1 and t = 2k, find the bounds aj
these bounds, find q*. Compute LB 2k-1 and LB  2a' and, if they exist, y2k-1 and y2k, by 
minimizing q* over GNC t fort = 2k-1  and t = 2k. Update UB and y~, if necessary, either 
if y2k-1 exists and (py~k- l ) j  is an integer for each j E {1, 2, . . . ,  n}, or if y~k exists and 
(Py~' ) j  is an integer for each j E {1,2,... ,n}. For t = 2k - 1, and t = 2k, i f LB  t < UB,  
add node N t to the candidate list. Set k = k + 1, and go to Step 3. 
The vector y~ is an optimal solution for problem (/5), and the vector z* "- pyC is an 
optimal solution for problem (P). Also, 0 = UB.  Terminate. 
Notice that, with minor adjustments, the algorithm can be used to solve problem (P) in the 
mixed integer case, i.e., when only a nonempty strict subset of the variables ~j, j = 1, 2, . . . ,  n 
in problem (P) is required to be integer. Also, the algorithm is valid since, in the branch and 
bound search, the lower and upper bounds are valid, and no feasible solution for problem (/5) is 
excluded from consideration. Finally, the algorithm is finite since, in the worst case, it results in 
complete numeration. 
5. SMALL ILLUSTRATIVE EXAMPLE 
To illustrate the steps of the algorithm, we will solve a small example in this section. 
problem (P) to be solved is given by 
The 
minimize f(zl ,Z2) ---- [zl, z2] z2 ' 
subject o 
-3x l  - 2z~ + 6 < 0, 
0<z1<4,  0<z2<4,  zl,z2integer. 
Step 1. To transform the problem to the form of problem (P), we find two linearly independent 
eigenvectors pl and p2 of the matrix 
Two such eigenvectors are (p l )T  = (1, 1) and (p2)T = (1,-1).  Normalizing these vectors, 
we obtain the matrix P given by 
rye/2 v /21 P= v /2j 
Substituting Py  for z throughout the problem, where yT ._ (Yl, Y2) and x T = (xl, z2), we 
obtain the equivalent problem (15) given by 
minimize q(Yl, Y~) -- 3Y~l -- Y~ 
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Step 2. 
Step 3. 
Step 4. 
Step 3. 
Step 4. 
Step 3. 
Step 5. 
subject to 
- lOy l  - 2132 + 12V~ _< O, 
0 _< (yl + y2)/v  _< 4, 0 _< (yl - y2)/v  <_ 4, 
(y, + (y, - y,)lv'  integer. 
Thus, JOAVE = {2}, JvEx = {I}, G = {(YI,Yl)I- 10y, - 2y2 + 12V~ <_ 0}, and C O = 
{(yl,y2)lO < (yl + y2)/v  < 4, 0 < (yl - y2) /v3  < 4}. 
Set k = 0 and UB = +~.  The minimum a° and maximum b° of y2 over GNC ° are -2v~ 
and 2v/2, respectively. Using these numbers, we find that qO(yl, Y2) = 3y[ -  8. Minimizing 
qO over G n C °, we obtain LB ° = -2  and yO = (V~, V~). Since pyO = (2, 0) is all-integer, 
we set UB = q(yO) = 4 and ye = (2,0). Since LB ° ~ q(yO), we add N O to the candidate 
list, set k = 1, and proceed to Step 3. 
Since the candidate list is nonempty, we go to Step 4. 
We remove N O from the candidate list, which makes the candidate list empty. Since 
LB ° < UB,  we will branch to create nodes N 1 and N ~. We may choose either j = 1 or 
j = 2 as the branching index 3. Arbitrarily, we choose j = 2. Then C t = {(Yi,Y2)[0 _< 
(Yt + y2) /V~ <_ 4, 0 < (Yt - y2) /V~ _< 0), and C ~ = {(yt,y2)[0 _< (yt + y2) /v~ <_ 4, 1 < 
(y l -y2) /v~ <_ 4}. Next, by minimizing and maximizing Y2 over each ofGNC 1 and GNC ~, 
we find that a~ = V~, b I = 2v~, a~ = -2V~, and b~ = 2v~-  1/2. We use these numbers 
to obtain the formulas qt(yl ,  Yl) = 3y~- (3V~)yl+4 and q2(yt, Y2) = 3y~+(1/2)y2-6 .586  
for qt and q2. We find that the minimum LB t of ql over G N C 1 is LB  1 = 4, and that the 
minimum LB 2 ofq 2 over GNC 2 is LB ~ = 1.738. Also, (pyl )  _ (2, 0) and (py2)  = (4/3, 1). 
Although pyt  is all-integer, since q(yt) = 4, we need not update UB.  Since LB 1 ~ UB,  
node N t is not added to the candidate list. However, since LB ~ < UB,  we add node N 2 
to the candidate list. We set k = 2 and go to Step 3. 
The candidate list contains node N 2, so we continue to Step 4. 
We remove node N 2 from the candidate list, rendering it empty. Since LB ~ = 1.738 < 
4 = UB,  we use the branching process to create C 3 and C 4. The branching index ~ is 
1, C s = {(Yl, Y2)I0 < (Yl "~" y2)/V~ <~ 1, 1 __< (Yi -- Y2) lV~ <__ 4}, and C 4 = {(Yl, Y2)12 < 
(Yi + y2) /V~ ~ 4, 1 _< (Yl - y i ) lv~ < 4}. We find that al 3 = (5/4)V~, bl 3 -- (5/2)V~, 
bi = (3/2)V~, and bi = 4V~. Using these numbers, we obtain that q3(yl,92) = 3y~ - 
(15/4)x/~y2 + 25/4 and q4(yl,y2) = 3y~ - ( l l /2)V~y~ + 12. Then LB 3 = 17½ and 
LB 4 = 20 are found. Also, (By3) = (1,3/2) and (By4) = (2, 1). Although (By4) is all- 
integer, we do not update UB since q(y4) = 13 > 4 = UB.  Because LB 3 = 17½ > 4 = UB 
and LB 4 = 20 > 4 - UB,  neither node N ~ nor node N 4 is added to the candidate list. 
We set k = 3 and proceed to Step 3. 
The candidate list is empty, so we go to Step 5. 
The vector yC _ (v~, V~) is an optimal solution for problem (/3), and the vector x" = 
pye  = (2, 0) is an optimal solution for problem (P), with ~ = 4. Terminate. 
6. COMPUTATIONAL CONSIDERATIONS:  
COMPUTING BOUNDS ON VARIABLES 
At each node N i of the branch and bound tree created in the algorithm, for each j ~ JcAvv., the 
and the maximum b~ of y1 over GNC ~ are calculated. To find these bounds, for each minimum a/ 
j ~ JCAVE, two convex programming problems must be solved. There are various possibilities 
for enhancing the efficiency of these computations, depending on the nature of the functions gl, 
i e {1,2,. . . ,m}. 
If for each i ~ {1,2, . . . ,m},  gi is a linear function on R' ,  then at any node N l, G ~ C l is 
and a polyhedral set. Hence, in this case, the simplex method can be used to calculate a~ by, 
t and b~, j ~ JCAVE, differ j ~ JCAVE. Therefore, since the linear programs that are solved to find aj 
in their objective functions, simple postoptimality analysis procedures of the simplex method can 
be invoked to solve these problems relatively quickly. To accomplish this, an optimal solution to 
one subproblem can be used as a starting solution to the next. 
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If, for some i E {1, 2,. . . ,  m}, g~ is a nonlinear function, then the sets GNC t, t = O, 1, 2 , . . .  are 
convex, but not polyhedral. In this case, there are at least two avenues available for alleviating 
the computational burden that may arise from the need to calculate a~ and b~, j E JcAv~, 
t = 0,1,2,... 
First, at any node N t, t > 1, for arbitrary elements j of JCAVE, the calculation of both a; 
or b~ or both can be omitted. Instead, the corresponding values for these numbers used in the 
parent node to N t can be used in N t as well. This practice may yield underestimating functions 
qt, t = 0, 1,2,... which would not approximate the function q as well as those that would be 
found by the algorithm as stated. However, depending upon the characteristics of problem (P), 
the savings obtained by this modification may outweigh this drawback. 
A second possibility when the sets G N C "~, t = 0, 1, 2,... are nonpolyhedral is to replace 
the bounds a~ and b~, j E JCAVE called for in the algorithm with weaker bounds a~ and b~ at 
some or all of the nodes N t. For any t, weaker bounds a~ and b~ can often be found with less 
computational effort than that required to find a~ and b~, j 6 JCAVE. For instance, to accomplish 
this, at any node N t a dual convex programming algorithm can be applied to the minimization 
and maximization of I/j over G N C t, j E JCAVE. By terminating this algorithm prematurely, 
bounds weaker than a; and b; are found. 
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