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Abstract
The main aim of this paper is to develop some basic theories of stochastic functional differential equa-
tions (SFDEs). Firstly, we establish stochastic versions of the well-known Picard local existence–uniqueness
theorem given by Driver and continuation theorems given by Hale and Driver for functional differential
equations (FDEs). Then, we extend the global existence–uniqueness theorems of Wintner for ordinary dif-
ferential equations (ODEs), Driver for FDEs and Taniguchi for stochastic ordinary differential equations
(SODEs) to SFDEs. These show clearly the power of our new results.
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1. Introduction
Stochastic differential equations (SDEs) play a very important role in formulation and anal-
ysis in mechanical, electrical, control engineering and physical sciences, economic and social
sciences. Therefore, the theory of SDEs has been developed very quickly. Recently, the inves-
tigation for SFDEs has attracted the considerable attention of researchers and many qualitative
theories of SFDEs have been obtained. Many important results can be found in [1–19] and ref-
erences cited therein. To the best of our knowledge, most of the results on existence theory for
✩ The work is supported by National Natural Science Foundation of China under Grant 10671133 and by Key Research
Project of Sichuan Normal University.
* Corresponding author at: Yangtze Center of Mathematics, Sichuan University, Chengdu 610064, PR China.
E-mail address: zhiguoyang@126.com (Z. Yang).0022-0396/$ – see front matter © 2008 Elsevier Inc. All rights reserved.
doi:10.1016/j.jde.2008.03.029
1682 D. Xu et al. / J. Differential Equations 245 (2008) 1681–1703SODEs and SFDEs focused on developing the global existence–uniqueness to avoid the contin-
uation of the solutions. The important representative works are as follows.
Friedman [2] considered the following SODE of Itô-type
dx(t) = f (t, x(t))dt + g(t, x(t))dω(t), t ∈ [0, a], (1)
with the initial condition
x0 = ξ, (2)
where a > 0 is a constant. Employing the quasi-local Lipschitz condition: for each k = 1,2, . . . ,
there is a constant ck > 0 such that
∣∣f (t, x) − f (t, xˆ)∣∣∨ ∣∣g(t, x) − g(t, xˆ)∣∣ ck|x − xˆ|, (3)
for all t ∈ [0, a] and those x, xˆ ∈ Rn with |x| ∨ |xˆ| k, and the linear growth condition
∣∣f (t, x)∣∣∨ ∣∣g(t, x)∣∣ c(1 + |x|), ∀t ∈ [0, a], x ∈ Rn, (4)
where c is a constant, Friedman gave the global existence–uniqueness theorem [2, Theorem 2.2,
p. 104] (the earlier works can be found in [3,4]).
In [19], Mao generalized the above result in [2] to the following SFDE of Itô-type
dx(t) = B(t, xt ) dt + σ(t, xt ) dω(t), t0  t < T , (5)
with the initial condition
xt0 = ξ, (6)
where xt (s) = x(t + s), s ∈ [−τ,0], τ > 0, T is a constant, or T = ∞. Mao [19, Theorem 2.5,
p. 153] obtained the global existence–uniqueness of solutions of the initial value problem (5) and
(6) if B(t, xt ) and σ(t, xt ) satisfy the quasi-local Lipschitz condition1: for each k = 1,2, . . . ,
there is a constant ck > 0 such that
∣∣B(t,ϕ) −B(t,ψ)∣∣∨ ∣∣σ(t, ϕ)− σ(t,ψ)∣∣ ck‖ϕ −ψ‖, (7)
for all t ∈ [t0, T ) and those ϕ,ψ ∈ C([−τ,0],Rn) with ‖ϕ‖ ∨ ‖ψ‖  k, and the linear growth
condition
∣∣B(t,ϕ)∣∣∨ ∣∣σ(t, ϕ)∣∣ c(1 + ‖ϕ‖), ∀t ∈ [t0, T ), ϕ,ψ ∈ C([−τ,0],Rn), (8)
where c is a constant.
1 It is called the local Lipschitz condition in [19]. We call it the quasi-local Lipschitz condition to differentiate from
the ordinary local Lipschitz condition.
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restrictive and many SFDEs do not obey them. Recently, using a generalized Lipschitz condition
and a generalized linear growth condition, Taniguchi [8] discussed the existence–uniqueness of
solutions of the SODE (1) and (2). Employing the quasi-local Lipschitz condition (7) and a
Lyapunov function, Shen, Luo and Mao [10] dealt with the existence–uniqueness of solutions of
the SFDE (5) and (6) without the linear growth condition (8). The papers [8] and [10] presented
the local existence theorems of solutions of the SODEs and the SFDEs, respectively. However,
since there is no the stochastic version of continuation theorem, it is inconvenient to obtain the
global existence of solutions by using the results on the local existence. Motivated by the above
discussions, our first aim is to establish stochastic versions of Picard local existence–uniqueness
theorem and continuation theorems for SFDEs.
On the other hand, as is well known, the following Wintner theorem [20,26] for ODEs is
fundamental one to assure the global existence of solutions of ODEs
u˙ = U(t, u), u(t0) = u0. (9)
Wintner theorem. (See [20, p. 29].) Let U(t, u) be continuous for t0  t  t0 + a, u 0, and
let the maximal solution of (9), where u0  0, exist on [t0, t0 + a]. Let f (t, y) be continuous on
the strip t0  t  t0 + a, y arbitrary, and satisfy
∣∣f (t, y)∣∣U(t, |y|).
Then the maximal interval of existence of solutions of
y˙ = f (t, y), y(t0) = y0,
where |y0| u0, is [t0, t0 + a].
However, so far there seems to be also no stochastic version of Wintner theorem for SFDEs so
much as FDEs. Therefore, our another aim is to extend Wintner theorem from ODEs to SFDEs
and obtain the global solutions of (5) and (6).
This paper is organized as follows. We firstly obtain the local existence–uniqueness of solu-
tions of (5) and (6) by employing the ordinary local Lipschitz condition and Picard sequence.
Furthermore, a continuation theorem for the SFDE (5) with the initial condition (6) is given and
it is a generalization of the continuation theorem for FDEs in [21] and [22]. The key of its proof
is to deal with the complexity brought by the various sample paths. To overcome this difficult,
we construct an especial subset generated by all sample paths with explosion in the sample space
and derive a contradiction by the indicator function for this subset and using the analogous meth-
ods from FDEs (see [21]) if the continuation theorem is not true. Finally, we extend Wintner
theorem to SFDEs by establishing some powerful differential inequalities of continuous func-
tions with Dini derivative. Furthermore, we obtain some useful corollaries ensuring the global
existence–uniqueness of solutions of the SFDE (5) and (6), which extend and improve the global
existence–uniqueness theorems of Driver for FDEs [21] and Taniguchi for SODEs [7]. The main
methods used in the proofs of the theorems are motivated by the papers [7,8,18,19,21,22].
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In this section, we introduce some notations and recall some basic definitions.
For A,B ∈ Rm×n or A,B ∈ Rn, A  B (A  B , A > B , A < B) means that each pair of
corresponding elements of A and B satisfies the inequality “ (, >, <).”
C(X,Y ) denotes the space of continuous mappings from the topological space X to the topo-
logical space Y . Especially, let C  C([−τ,0],Rn) with the norm ‖ϕ‖ = max−τs0 |ϕ(s)|,
where τ > 0 and | . | is any norm in Rn.
Let (Ω,F , {Ft }tt0,P ) be a complete probability space with a filtration {Ft }tt0 satisfying
the usual conditions (i.e. it is right continuous and Ft0 contains all P -null sets in F ). w(t) =
(w1(t), . . . ,wm(t))T is an m-dimensional Brownian motion defined on (Ω,F , {Ft }tt0,P ).
The following discussions in L2 are valid for Lp . We shall adopt the usual manner (see [17–
19]) and let L2(Ω,C(J,Rn)) be the space of (F , Borel C)-measurable maps Ω → C(J,Rn)
which are L2 in the Bochner sense. Give L2(Ω,C(J,Rn)) the norm
‖ξ‖ΩJ =
[∫
Ω
max
t∈J
∣∣ξ(t,ω)∣∣2 dP (ω)] 12 = [Emax
t∈J
∣∣ξ(t,ω)∣∣2] 12 ,
where J ⊂ R is a bounded interval. Especially, when J = [−τ,0],
L2
(
Ω,C
(
J,Rn
))= L2(Ω,C).
For convenience, we denote the norm of ξ ∈ L2(Ω,C) by
‖ξ‖Ω  ‖ξ‖Ω[−τ,0] =
[
E‖ξ‖2] 12 .
Let L2D(Ω,C([t0 − τ, a],Rn)) be the space of all processes x(t) ∈ L2(Ω,C([t0 − τ, a],Rn))
such that x(t) is Ft0 -measurable for all t ∈ [t0 − τ, t0] and x(t) is Ft -measurable for all t ∈[t0, a]. Then, L2D(Ω,C([t0 − τ, a],Rn)) is a closed linear subspace of L2(Ω,C([t0 − τ, a],Rn))
[18, p. 31].
For ξ ∈ L2(Ω,C) and r > 0, we denote
S(ξ, r) = {φ ∈ L2(Ω,C): ‖φ − ξ‖Ω  r}.
For Banach space L2(Ω,Rn), we define the norm
|x|Ω 
(
E|x|2) 12 .
In this paper, we also employ | · |Ω to denote the norm of Banach space L2(Ω,Rn×m).
Throughout this paper, we suppose ξ ∈ L2(Ω,C) in (6) is an Ft0 -measurable process and
for (5), the drift coefficient function
B : [t0, T )×L2(Ω,C) → L2
(
Ω,Rn
)
,
and the diffusion coefficient
σ : [t0, T )×L2(Ω,C) → L2
(
Ω,Rn×m
)
,
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(Q) B and σ are continuous on [t0, T )×L2(Ω,C) and for eachFt -adapted process yt : [t0, T ) →
L2(Ω,C), the processes B(t, yt ) and σ(t, yt ) are also Ft -adapted.
Definition 1. Let J¯ = [t0 − τ, a) or J¯ = [t0 − τ, a], where t0 < a  T . Rn-value stochastic
process x(t) defined on J¯ is called a solution of (5) and (6) if x(t) ∈ L2D(Ω,C(J¯ ,Rn)) and
satisfies (5) and (6) almost surely. The solution x(t) of (5) and (6) on interval J¯ is said to be
unique if any other solution x¯(t) on interval J¯ is indistinguishable from it, that is,
P
{
x(t) = x¯(t) for all t ∈ J¯}= 1.
Definition 2. Let x(t) on J1 and x¯(t) on J2 both be solutions of (5) and (6). If J1 ⊂ J2, J1 
= J2
and P {x(t) = x¯(t) for all t ∈ J1} = 1, we say x¯(t) is a continuation of x(t), or x(t) can be
continued to J2. A solution x(t) is non-continuable if it has no continuation. The existing interval
of non-continuable solution x(t) is called the maximum existing interval of x(t).
Definition 3. It is said that a sample path x(t,ω) explodes in [t0 − τ, T ) if for any integer k > 0,
there exists a time s ∈ [t0 − τ, T ) such that |x(s,ω)| k. And the solution x(t,ω) of (5) and (6)
explodes in [t0 − τ, T ) if there exists a measurable subset S ⊂ Ω with P(S) > 0 such that the
sample path x(t,ω) explodes in [t0 − τ, T ) for almost all ω ∈ S.
Definition 4. The functional F : [t0, T ) × L2(Ω,C) → L2(Ω,Rn) is said to be quasi-bounded
if for any constants β ∈ (t0, T ) and α > 0, there exists a positive constant M such that
∣∣F(t,φ)∣∣
Ω
M,
provided that
t ∈ [t0, β] and ‖φ‖Ω  α.
Definition 5. The functional F : [t0, T ) × L2(Ω,C) → L2(Ω,Rn) is said to satisfy the local
Lipschitz condition at point (t¯0, ξ) if there exist positive constants b, r and K such that
∣∣F(t,φ) − F(t,ψ)∣∣
Ω
K‖φ −ψ‖Ω,
for all t ∈ [t¯0 − b, t¯0 + b] ∩ [t0, T ) and φ,ψ ∈ S(ξ, r). Moreover, F is said to satisfy the local
Lipschitz condition in the region [t0, T ) × L2(Ω,C) if F satisfies the local Lipschitz condition
for any point (t¯ , ξ¯ ) ∈ [t0, T )×L2(Ω,C).
Definition 6. A function h ∈ C(R × Rm × Rm,Rm) is called an Hm-function if for any
t  t0 ∈ R and any u(1), u(2), v(1), v(2) ∈ Rm, every ith element of h satisfies hi(t, u(1), v(1))
hi(t, u
(2), v(2)) when u(1)  u(2) with u(1)i = u(2)i and v(1)  v(2).
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In order to obtain the local existence and the uniqueness of solutions of the SFDE (5) with the
initial condition (6), define x0t0 = ξ and x0(t) = ξ(0), for t ∈ [t0, T ). Let xnt0 = ξ , n = 1,2, . . . ,
and define Picard sequence
xn(t) = ξ(0) +
t∫
t0
B
(
s, xn−1s
)
ds +
t∫
t0
σ
(
s, xn−1s
)
dω(s), t ∈ [t0, T ), n = 1,2, . . . .
Lemma 1. Assume B and σ satisfy the condition (Q) and the local Lipschitz condition at (t0, ξ) ∈
[t0, T )×L2(Ω,C), then there exists a t1 ∈ (t0, T ) such that
xn(t) ∈ L2D
(
Ω,C
([t0 − τ, t1],Rn)), n = 0,1, . . . , (10)
for each t ∈ [t0, t1], xnt ∈ L2(Ω,C), n = 0,1, . . . , (11)∥∥xn(t) − ξ(0)∥∥
Ω[t0,t1] 
r1
2
, n = 0,1, . . . , (12)∥∥xnt − ξ∥∥Ω  r1, t ∈ [t0, t1], n = 0,1, . . . , (13)
where r1 is a positive constant.
Proof. Since B and σ satisfy the local Lipschitz condition at (t0, ξ) ∈ [t0, T ) × L2(Ω,C), then
there exist positive constants K1, r1 and b1 with t0 + b1 < T such that
∣∣B(t,φ) −B(t,ψ)∣∣
Ω
K1‖φ −ψ‖Ω, (14)∣∣σ(t,φ)− σ(t,ψ)∣∣
Ω
K1‖φ −ψ‖Ω, (15)
for all t ∈ [t0, t0 + b1] and all φ,ψ ∈ S(ξ, r1). Since B and σ are continuous on [t0, T ) ×
L2(Ω,C), |B(t, ξ)|Ω and |σ(t, ξ)|Ω are continuous on t for the above given ξ ∈ L2(Ω,C).
So, there exists a positive constant M such that
∣∣B(t, ξ)∣∣
Ω
M,
∣∣σ(t, ξ)∣∣
Ω
M, for all t ∈ [t0, t0 + b1]. (16)
Choose t∗ ∈ (t0, t0 + b1] satisfying
4(b1 + 4)
(
K21 r
2
1 +M2
)(
t∗ − t0
)

r21
4
. (17)
Furthermore, from the definition of x0t , there exists a t1 ∈ (t0, t∗] such that
∥∥x0t − ξ∥∥Ω = ∥∥x0t − x0t0∥∥Ω  r12 , t ∈ [t0, t1]. (18)
Now, let us prove Lemma 1 by the mathematical induction. It follows from the definition of
x0(t) and (18) that (10)–(13) hold for n = 0. Now, for n = k, suppose (10)–(13) hold. Then for
n = k + 1, by Schwarz inequality, Doob’s martingale inequality and (14)–(17), we can obtain
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Ω[t0,t1] = E sup
t0tt1
∣∣∣∣∣
t∫
t0
B
(
s, xks
)
ds +
t∫
t0
σ
(
s, xks
)
dω(s)
∣∣∣∣∣
2
 2E sup
t0tt1
[∣∣∣∣∣
t∫
t0
B
(
s, xks
)
ds
∣∣∣∣∣
2
+
∣∣∣∣∣
t∫
t0
σ
(
s, xks
)
dω(s)
∣∣∣∣∣
2]
 2(t1 − t0)
t1∫
t0
E
∣∣B(s, xks )∣∣2 ds + 8
t1∫
t0
E
∣∣σ (s, xks )∣∣2 ds
 4b1
t1∫
t0
[∣∣B(s, xks )−B(s, ξ)∣∣2Ω + ∣∣B(s, ξ)∣∣2Ω]ds
+ 16
t1∫
t0
[∣∣σ (s, xks )− σ(s, ξ)∣∣2Ω + ∣∣σ(s, ξ)∣∣2Ω]ds
 4(b1 + 4)
t1∫
t0
[
K21
∥∥xks − ξ∥∥2Ω +M2]ds
 4(b1 + 4)
(
K21 r
2
1 +M2
)
(t1 − t0)

r21
4
. (19)
Therefore, by the definition of the sequence {xk+1(t)} on [t0 − τ, T ), (18) and (19),
∥∥xk+1t − ξ∥∥2Ω = E max−τs0
∣∣xk+1(t + s) − ξ(s)∣∣2
= E max
−τs0
∣∣xk+1(t + s) − x0(t + s) + x0(t + s) − ξ(s)∣∣2
 2E max
−τs0
[∣∣xk+1(t + s) − x0(t + s)∣∣2 + ∣∣x0(t + s)− ξ(s)∣∣2]
 2E
[
max
−τs0
∣∣∣xk+1(t + s)− x0(t + s)∣∣∣2 + max−τs0
∣∣x0(t + s)− ξ(s)∣∣2]
= 2E max
−τs0
t+st0
∣∣xk+1(t + s) − x0(t + s)∣∣2 + 2E∥∥x0t − ξ∥∥2
= 2E max
−τs0
t+st0
∣∣xk+1(t + s) − ξ(0)∣∣2 + 2∥∥x0t − ξ∥∥2Ω
 2
∥∥xk+1(t) − ξ(0)∥∥2
Ω[t0,t1] +
r21
2
 r2, t ∈ [t0, t1]. (20)1
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(10) and (11) hold for n = k + 1 by the condition (Q). Hence, by the mathematical induction,
(10)–(13) hold for every integer n 0. The proof is completed. 
Theorem 1 (Local existence–uniqueness theorem). Assume B and σ satisfy the condition (Q)
and the local Lipschitz condition at (t0, ξ) ∈ [t0, T )×L2(Ω,C), then there is a t1 ∈ (t0, T ) such
that the SFDE (5) with the initial condition (6) has a unique solution on [t0 − τ, t1].
Proof. Since B and σ satisfy the local Lipschitz condition at (t0, ξ) ∈ [t0, T )×L2(Ω,C), there
exist positive constants b1, r1 and K1 such that
∣∣B(t,φ) −B(t,ψ)∣∣
Ω
K1‖φ −ψ‖Ω, (21)∣∣σ(t,φ)− σ(t,ψ)∣∣
Ω
K1‖φ −ψ‖Ω, (22)
for all t ∈ [t0, t0 + b1] and φ,ψ ∈ S(ξ, r1). For the above constant r1, by Lemma 1, there exists
a t1 ∈ (t0, T ) such that (10)–(13) hold.
Now, by induction, we will derive that
∥∥xn+1(s) − xn(s)∥∥2
Ω[t0,t] 
r21 [M¯(t − t0)]n
4 × n! , t ∈ [t0, t1], (23)
where M¯ = 2(t1 − t0 + 4)K21 , n = 0,1, . . . .
From (12), we have
∥∥x1(s) − x0(s)∥∥2
Ω[t0,t] 
∥∥x1(s) − x0(s)∥∥2
Ω[t0,t1]
= ∥∥x1(s) − ξ(0)∥∥2
Ω[t0,t1]

r21
4
, t ∈ [t0, t1],
yielding the inequality (23) holds for n = 0. Now we suppose that (23) holds for n = k. Then, by
Schwarz inequality, Doob’s martingale inequality and (13), (21) and (22), for n = k+ 1, we have
∥∥xk+2(s) − xk+1(s)∥∥2
Ω[t0,t]
= E sup
t0st
∣∣∣∣∣
s∫
t0
[
B
(
s, xk+1s
)−B(s, xks )]ds +
s∫
t0
σ
(
s, xk+1s
)− σ (s, xks )dω(s)
∣∣∣∣∣
2
 2E sup
t0st
[∣∣∣∣∣
s∫
t0
[
B
(
s, xk+1s
)−B(s, xks )]ds
∣∣∣∣∣
2
+
∣∣∣∣∣
s∫
t0
σ
(
s, xk+1s
)− σ (s, xks )dω(s)
∣∣∣∣∣
2]
 2E
[
sup
t0st
∣∣∣∣∣
s∫ [
B
(
s, xk+1s
)−B(s, xks )]ds
∣∣∣∣∣
2
+ sup
t0st
∣∣∣∣∣
s∫
σ
(
s, xk+1s
)− σ (s, xks )dω(s)
∣∣∣∣∣
2]t0 t0
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t∫
t0
[
B
(
s, xk+1s
)−B(s, xks )]2 ds + 8E
t∫
t0
[
σ
(
s, xk+1s
)− σ (s, xks )]2 ds
 2(t1 − t0 + 4)K21
t∫
t0
∥∥xk+1s − xks ∥∥2Ω ds
= M¯
t∫
t0
E sup
−τ0
∣∣xk+1(s + )− xk(s + )∣∣2 ds
= M¯
t∫
t0
E sup
t0νs
∣∣xk+1(ν) − xk(ν)∣∣2 ds
= M¯
t∫
t0
∥∥xk+1(ν) − xk(ν)∥∥2
Ω[t0,s] ds
 M¯
t∫
t0
r21 [M¯(s − t0)]k
4 × k! ds
= r
2
1 [M¯(t − t0)]k+1
4 × (k + 1)! , t ∈ [t0, t1]. (24)
Thus, the inequality (23) holds. So, we have
∥∥xn+1(t)− xn(t)∥∥2
Ω[t0−τ,t1] =
∥∥xn+1(t)− xn(t)∥∥2
Ω[t0,t1] 
r21 [M¯(t1 − t0)]n
4 × n! , n = 0,1, . . . .
Since L2D(Ω,C([t0 − τ, t1],Rn)) is a closed linear subspace of L2(Ω,C([t0 − τ, t1],Rn)), the
series {xn(t)} converge to some x(t) ∈ L2D(Ω,C([t0 − τ, t1],Rn)).
Next, we shall show the stochastic process x(t) is a local solution of the SFDE (5) with the
initial condition (6). By the same ways in (24), we obtain
∥∥∥∥∥xn(t) −
[
ξ(0)+
t∫
t0
B(s, xs) ds +
t∫
t0
σ(s, xs) dω(s)
]∥∥∥∥∥
2
Ω[t0,t1]
= E sup
t0tt1
∣∣∣∣∣
t∫
t0
[
B
(
s, xn−1s
)−B(s, xs)]ds +
t∫
t0
[
σ
(
s, xn−1s
)− σ(s, xs)]dω(s)
∣∣∣∣∣
2
 M¯
t1∫ ∥∥xn−1(ν) − x(ν)∥∥2
Ω[t0,s] ds
t0
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t1∫
t0
∥∥xn−1(ν) − x(ν)∥∥2
Ω[t0,t1] ds
= M¯(t1 − t0)
∥∥xn−1(ν) − x(ν)∥∥2
Ω[t0,t1]
→ 0, n → ∞.
That is,
x(t) = ξ(0)+
t∫
t0
B(s, xs) ds +
t∫
t0
σ(s, xs) dω(s). (25)
The above expression demonstrate that x(t) is a solution of the SFDE (5) with the initial condi-
tion (6).
Finally, we shall show the uniqueness of the solutions of the initial value problem (5) and (6).
Let x(t) and y(t) be any two solutions of (5) and (6). By the same ways in (24), we obtain
∥∥x(s) − y(s)∥∥2
Ω[t0,t]  M¯
t∫
t0
∥∥x(ν) − y(ν)∥∥2
Ω[t0,s] ds, t ∈ [t0, t1].
Applying the Gronwall inequality to yield
∥∥x(s)− y(s)∥∥2
Ω[t0,t] = 0, t ∈ [t0, t1].
The above expression means that
P
{
x(t) = y(t), for all t ∈ [t0 − τ, t1]
}= 1.
Thus, the proof is completed. 
Remark 1. Theorem 1 is a natural generalization of the local existence and uniqueness theorem
[21, Theorem A, p. 301] of the functional differential equation
x˙(t) = f (t, xt ), xt0 = φ ∈ C, (26)
where x ∈ Rn and f ∈ C([t0,∞) ×C,Rn).
4. Continuation theorem
In this section, we present the following continuation theorem for the initial value problem
(5) and (6).
Theorem 2 (Continuation theorem). Assume that B and σ are quasi-bounded, satisfy the condi-
tion (Q) and the local Lipschitz condition in [t0, T ) × L2(Ω,C), the following conclusions are
true.
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maximum existing interval is assumed to be [t0 − τ,β1).
(II) For every closed bounded set A ⊂ [t0 − τ, T )×Rn,
P
{(
t, x(t)
)
/∈ A, for some t ∈ [t0, T )
}= 1. (27)
Proof. From Theorem 1, the SFDE (5) with initial condition (6) has a unique solution x(t) ∈
L2D(Ω,C([t0 − τ, t1],Rn)). Note that xt1 ∈ L2(Ω,C) and B , σ satisfy the local Lipschitz condi-
tion in [t0, T ) × L2(Ω,C). Thus applying Theorem 1 to the SFDE (5) with the initial condition
(t1, xt1), the solution x(t) of (5) and (6) can be continued to [t0 − τ, t1 + δ1], where δ1 is a pos-
itive constant satisfying t1 + δ1 < T . Furthermore, x(t) is the unique solution of (5) and (6) on
[t0 − τ, t1 + δ1]. Repeat the above procedure and define
β1 = sup
{
s ∈ R: x(t) can be continued to [t0 − τ, s]
}
.
Then β1 ∈ (t0, T ], x(t) is the unique non-continuable solution of the initial value problem (5) and
(6) and its maximum existing interval is [t0 − τ,β1). Obviously, its maximum existing interval
must not be [t0 − τ,β1] by the same continuation way of x(t) at t = t1.
Then, the proof of (I) is completed.
In (II), the case β1 = T is trivial. So we suppose β1 < T . If the conclusion of (II) is not true,
there must exist a closed bounded set A1 ⊂ [t0 − τ, T )×Rn such that
P
{(
t, x(t)
)
/∈ A1, for some t ∈ [t0, T )
}
< 1.
Denote
Ω1 =
{
ω ∈ Ω: (t, x(t)) /∈ A1, for some t ∈ [t0, T )}, Ω2 = Ω \Ω1.
Then, P(Ω1) < 1 and P(Ω2) = 1 − P(Ω1) > 0.
Let
xˆ(t) =
{
x(t), ω ∈ Ω2,
ξ(0), ω /∈ Ω2. (28)
Then xˆ(t) satisfies
⎧⎪⎪⎨
⎪⎪⎩
x(t) = ξ(0) +
t∫
t0
IΩ2B(s, xs) ds +
t∫
t0
IΩ2σ(s, xs) dω(s),
xt0 = ξ,
(29)
where IΩ2 denotes the indicator function (see [7]) for Ω2. On the other hand, by (I), the ini-
tial value problem (29) has a unique non-continuable solution. So, by uniqueness, xˆ(t) is the
unique non-continuable solution of (29). Let its maximum existing interval be [t0 − τ,β2). By
the definitions of Ω2, we obtain
(
t, xˆ(t)
) ∈ A1, for all t ∈ [t0, T ), ω ∈ Ω2. (30)
1692 D. Xu et al. / J. Differential Equations 245 (2008) 1681–1703Since A1 ⊂ [t0 − τ, T ) × Rn is a closed bounded set, we obtain that β2 ∈ [β1, T ) is finite. From
the boundedness of A1 and (30), there exists a constant α1 > ‖ξ‖Ω such that∣∣xˆ(t)∣∣< α1, for all t ∈ [t0, β2), ω ∈ Ω2.
Thus, from (28), we have
‖xˆt‖Ω < α1, for all t ∈ [t0, β2).
By the quasi-boundedness of B and σ , there is a positive constant μ1 such that
∣∣B(t, xˆt )∣∣Ω  μ1, ∣∣σ(t, xˆt )∣∣Ω  μ1, for all t ∈ [t0, β2). (31)
By using the properties of Brownian motion, (29), (31) and Schwarz inequality, we obtain for all
tˆ1, tˆ2 ∈ [t0, β2),
∣∣xˆ(tˆ1)− xˆ(tˆ2)∣∣2Ω = E∣∣xˆ(tˆ1)− xˆ(tˆ2)∣∣2
 2E
∣∣∣∣∣
tˆ2∫
tˆ1
IΩ2B(s, xˆs) ds
∣∣∣∣∣
2
+ 2E
∣∣∣∣∣
tˆ2∫
tˆ1
IΩ2σ(s, xˆs) dω(s)
∣∣∣∣∣
2
 2|tˆ2 − tˆ1|
tˆ2∫
tˆ1
∣∣IΩ2B(s, xˆs)∣∣2Ω ds + 2
tˆ2∫
tˆ1
∣∣IΩ2σ(s, xˆs)∣∣2Ω ds
 2|tˆ2 − tˆ1|
tˆ2∫
tˆ1
∣∣B(s, xˆs)∣∣2Ω ds + 2
tˆ2∫
tˆ1
∣∣σ(s, xˆs)∣∣2Ω ds
 2μ21(β2 − t0 + 1)|tˆ2 − tˆ1|. (32)
Then, there exists a ξ¯ ∈ L2(Ω,Rn) such that
lim
t→β−2
xˆ(t) = ξ¯ .
Let
x˜(t) =
{
xˆ(t), t ∈ [t0 − τ, β2),
ξ¯ , t = β2.
Then x˜(t) is the unique solution of the initial value problem (29). So, xˆ(t) can be continued to
[t0 − τ,β2]. This contradicts the fact that the maximum existing interval of xˆ(t) is [t0 − τ,β2).
So, (II) is true.
Then, the proof of Theorem 2 is completed. 
D. Xu et al. / J. Differential Equations 245 (2008) 1681–1703 1693Remark 2. For the FDE (26), (27) means that
(
t, x(t)
)
/∈ A, for some t ∈ [t0, β1).
So, Theorem 2 is a natural generalization of the continuation theorems (see [21, Theorem C,
p. 306] and [22, Theorem 3.2, p. 46]) of the FDE (26).
Corollary 1. With the same conditions in Theorem 2, the following conclusions are true.
(I) If β1 < T , the solution x(t) of the SFDE (5) with the initial condition (6) explodes in [t0 −
τ,β1).
(II) If the solution x(t) of (5) and (6) is bounded, x(t) exists on [t0 − τ, T ).
Proof. If β1 < T , we denote
Ω3 =
{
ω ∈ Ω: x(t) exist on [t0 − τ,β1) and x(β1) does not exist
}
.
Then, P(Ω3) > 0. Or else,
x(β1) exists for a.e. ω ∈ Ω,
which contradicts the fact that the maximum existing interval of x(t) is [t0 − τ,β1).
For every integer N > 0, choose closed bounded sets
AN =
{
z = (z1, . . . , zn)T ∈ Rn: |zi |N, i = 1,2, . . . , n
}
,
A¯N = [t0 − τ,β1] ×AN.
By (II) of Theorem 2,
P
{(
t, x(t)
)
/∈ A¯N , for some t ∈ [t0, T )
}= 1.
That is, for a.e. ω ∈ Ω3, (
t, x(t)
)
/∈ A¯N , for some t ∈ [t0, T ).
By the definition of Ω3, we have, for a.e. ω ∈ Ω3,
x(t) /∈ AN, for some t ∈ [t0, β1).
That is, for a.e. ω ∈ Ω3,
∣∣x(t)∣∣>N, for some t ∈ [t0, β1). (33)
This, together with P(Ω3) > 0, yields that the solution x(t) of (5) and (6) explodes in [t0 −τ,β1).
This completes the proof of (I).
(II) holds obviously by (I). Then, the proof of Corollary 1 is completed. 
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In this section, we first establish a delay differential inequality. Then by using this inequality,
properties of Hm-functions and Theorem 2, we obtain the global existence of solutions of (5) and
(6).
For the vector functions x(t) = (x1(t), . . . , xm(t))T ∈ C(R,Rm), we denote
x¯(t) = (x¯1(t), . . . , x¯m(t))T , x¯i(t) = sup
−τs0
xi(t + s), i = 1,2, . . . ,m,
and define the Dini upper right derivative as follows:
D+x(t) = (D+x1(t), . . . ,D+xm(t))T , D+xi(t) = lim sup
h→0+
xi(t + h)− xi(t)
h
,
i = 1,2, . . . ,m.
Lemma 2. Let h be an Hm-function, x(t) and y(t) be continuous and satisfy
x(t) y(t), t ∈ [t0 − τ, t0].
Furthermore, x(t) is a solution of
D+x(t) h
(
t, x(t), x¯(t)
)
, t  t0, (34)
y(t) is a solution of
y˙(t) = h(t, y(t), y¯(t)), t  t0.
Then for all t  t0,
x(t) y(t). (35)
Proof. For any positive constant ε > 0, denote by yε(t) the solution of the delay differential
equation
y˙ε(t) = h(t, yε(t), y¯ε(t))+ ε, t  t0,
with the initial condition yε(t) = y(t), ∀t ∈ [t0 − τ, t0]. We at first shall prove that
x(t) yε(t), ∀t  t0. (36)
If the inequality (36) is not true, then there must be a t∗  t0, some integer k and a positive
constant δ such that
xk
(
t∗
)= yεk (t∗), xk(t) > yεk (t), ∀t ∈ [t∗, t∗ + δ], (37)
xi(t) yε(t), t ∈
[
t0 − τ, t∗
]
, i = 1, . . . ,m. (38)i
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D+xk
(
t∗
)
 y˙εk
(
t∗
)
. (39)
On the other hand, from the equality in (37), (38) and properties of Hm-function h, the inequality
(34) implies that
D+xk
(
t∗
)
 hk
(
t∗, x
(
t∗
)
, x¯
(
t∗
))
 hk
(
t∗, yε
(
t∗
)
, y¯ε
(
t∗
))
< hk
(
t∗, yε
(
t∗
)
, y¯ε
(
t∗
))+ ε = y˙εk (t∗),
which contradicts the inequality (39). Thus the inequality (36) holds. By the continuous depen-
dence theorem [22, Theorem 2.2] of functional differential equations, we have
yε(t) → y(t), when ε → 0.
So the inequality (35) holds. The proof is completed. 
Remark 3. Actually, our Lemma 2 is natural generalization of Lemma 8.2 in [23, p. 72]. Here, we
use the Dini derivative to replace ordinary derivative and use the continuous dependence theorem
to replace the classical method using a family of functions. Lemma 2 also improves and extends
some known results, for example, Theorem 1 of [24] when x(t) and y(t) are differentiable,
Lemma 1 of [25] when the inequality (34) is strict. By the way, there is a gap in the proof of
Lemma 1 in [25] since they used an insufficient fact that the upper right derivative D+x(t∗) 0
if x(t) is increasing on the left side of t∗.
Corollary 2. (See Lemma 8.2 in [23, p. 72].) Let h ∈ C(R ×R,R), x(t) and y(t) be continuous.
Furthermore, x(t) is a solution of
D+x(t) h
(
t, x(t)
)
, t  t0,
y(t) is the maximal solution of
y˙(t) = h(t, y(t)), t  t0.
Then for all t  t0,
x(t) y(t),
provided that x(t0) y(t0).
Let C1,2(R×Rn,R) denote the family of all nonnegative functions V (t, x) on R×Rn which
are twice continuously differentiable in x and once in t . For each V (t, x) ∈ C1,2(R×Rn,R), we
define an operator LV , associated with the SFDE (5), from R ×Rn to R by
1696 D. Xu et al. / J. Differential Equations 245 (2008) 1681–1703LV (t, x) = Vt(t, x) + Vx(t, x)B(t, xt )+ 12 trace
[
σT (t, xt )Vxxσ (t, xt )
]
,
Vt (t, x) = ∂V (t, x)
∂t
, Vx(t, x) =
(
∂V (t, x)
∂x1
, . . . ,
∂V (t, x)
∂xn
)
,
Vxx(t, x) =
(
∂V 2(t, x)
∂xi∂xj
)
n×n
.
Theorem 3. Let the conditions of Theorem 2 hold. Assume that there are functions V ∈
C1,2([t0 − τ, T )×Rn,Rm+) and F ∈ C([t0, T )×Rm+ ×Rm+,Rm+) such that
max
1im
{
lim|x|→∞
[
inf
t0−τt<T
Vi(t, x)
]}
= ∞, (40)
ELV (t, x) F (t,EV (t, x),EV (t, x)), ∀t ∈ [t0, T ), x ∈ Rn, (41)
where LV = (LV1, . . . ,LVm)T , EV = (EV1, . . . ,EVm)T and R+ = [0,∞).
Assume moreover that F is an Hm-function and for arbitrary given initial condition, the
solution u(t) of the delay differential equation
u˙(t) = F (t, u(t), u¯(t)) (42)
exists on [t0 − τ, T ). Then any solution of (5) and (6) exists also on [t0 − τ, T ).
Proof. From Theorem 2, the SFDE (5) with the initial condition (6) has a unique solution x(t) =
x(t; t0, ξ) with maximum existing interval [t0 − τ,β). Now, we only need to prove β = T . If
β < T , by Corollary 1, there exists a measurable subset S ⊂ Ω with P(S) > 0 such that x(t)
explodes in [t0 − τ,β) for all ω ∈ S. For any sufficiently large integer n, we define the stopping
times
τn(t0, ξ) = β ∧ inf
{
t ∈ [t0, β):
∣∣x(t)∣∣ n},
where, as usual, we set inf∅ = ∞. Clearly, τn’s are increasing. So they have the limit β =
limn→∞ τn. By Itô’s formula, we get
V
(
t ∧ τn, x(t ∧ τn)
)= V (t0, x(t0))+
t∧τn∫
t0
LV (s, x(s))ds
+
t∧τn∫
t0
Vxx
(
s, x(s)
) · σ (s, x(s))dω(s), t ∈ [t0, β). (43)
From (41) and (43), for small enough t > 0, we have
EV (t ∧ τn) EV
(
(t +t)∧ τn, x
(
(t +t)∧ τn
))−EV (t ∧ τn, x(t ∧ τn))
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(t+t)∧τn∫
t∧τn
LV (s, x(s))ds

(t+t)∧τn∫
t∧τn
F
(
s,EV
(
s, x(s)
)
,EV
(
s, x(s)
))
ds, t ∈ [t0, β).
Noting t > 0, we have
EV (t ∧ τn)
t
 1
t
(t+t)∧τn∫
t∧τn
F
(
s,EV
(
s, x(s)
)
,EV
(
s, x(s)
))
ds, t ∈ [t0, β).
Letting t → 0+, we get
D+EV
(
t ∧ τn, x(t ∧ τn)
)
 F
(
t ∧ τn,EV
(
t ∧ τn, x(t ∧ τn)
)
,EV
(
t ∧ τn, x(t ∧ τn)
))
, (44)
for all t ∈ [t0, β). Since F is an Hm-function, by Lemma 2, we obtain that
EV
(
t ∧ τn, x(t ∧ τn)
)
 u(t ∧ τn), ∀t ∈ [t0, β), for each n  1,
provided that one chooses a suitable initial condition of (42) such that EV (t0 + s, ξ(s)) 
u(t0 + s), for all s ∈ [−τ,0]. So,
EV
(
β ∧ τn, x(β ∧ τn)
)
 u(β ∧ τn), for each n  1,
yielding
E inf
t0−τt<T
V
(
t, x(β ∧ τn)
)
 u(β ∧ τn), for each n  1. (45)
Letting n → ∞, u(β ∧ τn) → u(β), and by condition (40),
inf
t0−τt<T
Vi0
(
t, x(β ∧ τn)
)→ ∞, for some i0 ∈ {1, . . . ,m}, ∀ω ∈ S.
From P(S) > 0, we have
E inf
t0−τt<T
Vi0
(
t, x(β ∧ τn)
)→ ∞, for some i0 ∈ {1, . . . ,m}, when n → ∞.
This together with (45) implies that ∞ ui0(β). Since the solution of (42) exists in [t0 − τ, T ),
this is a contradiction. Consequently, the proof is completed. 
Lemma 3. If x(t) ∈ C([t0 − τ, T ),R), then V (t) = max−τs0 x(t + s) is a continuous function
of t for t ∈ [t0, T ).
1698 D. Xu et al. / J. Differential Equations 245 (2008) 1681–1703Proof. For arbitrary t, t + h ∈ (t0, T ), there are s1, s2 ∈ [−τ,0] such that
V (t) = max
−τs0
x(t + s) = x(t + s1), V (t + h) = max−τs0x(t + h+ s) = x(t + h+ s2).
Then, x(t + s1) x(t + s2), x(t + h+ s2) x(t + h+ s1) and
∣∣V (t) − V (t + h)∣∣= ∣∣x(t + s1)− x(t + h+ s2)∣∣

{
x(t + s1)− x(t + h+ s1), for V (t) V (t + h),
x(t + h+ s2)− x(t + s2), for V (t) V (t + h). (46)
Since x(t) is continuous in [t0 − τ, T ), the right side of (46) approaches to the zero as h tends to
the zero. Thus, we have
lim
h→0V (t + h) = V (t). (47)
Consequently, the proof is completed. 
Lemma 4. Let U(t, y) be continuous and nonnegative for t0  t < t0 + a, y  0, and u(t) ∈
C([t0 − τ, t0 + a),R) satisfy
D+u(t)U(t, u¯), t ∈ [t0, t + a). (48)
Then
D+V (t)U
(
t, V (t)
)
, t ∈ [t0, t + a),
where V (t) = u¯ = max−τs0 u(t + s).
Proof. From u(t) ∈ C([t0 − τ, t0 + a),R) and Lemma 3, V (t) = u¯ is continuous on [t0, t0 + a).
Then D+V (t) exists. For each given t ∈ [t0, t0 + a), we denote
t∗ = sup{tˆ ∈ [t − τ, t] ∣∣ V (t) = u(tˆ)}.
By the continuity of u(t), we have V (t) = u(t∗).
(1) If t∗ < t , then from the definitions of V (t) and t∗, we obtain
u(t˜) < u
(
t∗
)
, ∀t˜ ∈ (t∗, t], and u(t˜) u(t∗), ∀t˜ ∈ [t − τ, t∗].
Since u(t) ∈ C([t0 − τ, t0 + a),R), we can obtain that for small enough h > 0,
u(t˜) u
(
t∗
)
, ∀t˜ ∈ [t − τ, t + h].
So, V (t + h) u(t∗) = V (t). This implies that
D+V (t) = lim sup
+
V (t + h)− V (t)
h
 0.
h→0
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V (t + h) = u(t¯), t¯ → t as h → 0+ and u(t¯) u(t). Therefore, by (48),
D+V (t) = lim sup
h→0+
u(t¯)− u(t)
h
 lim sup
t¯→t+
u(t¯)− u(t)
t¯ − t
= D+u(t)U(t, u¯) = U(t, V (t)).
So, we have D+V (t)U(t,V (t)). This completes the proof. 
Theorem 4. Let the conditions of Theorem 2 hold. Assume that there are functions V ∈
C1,2([t0 − τ, T )×Rn,R+) and F ∈ C([t0, T )×R+,R+) such that
lim|x|→∞
[
inf
t0−τt<T
V (t, x)
]
= ∞,
ELV (t, x) F (t,EV (t, x)), ∀t ∈ [t0, T ), x ∈ Rn. (49)
Assume moreover that for arbitrary given initial condition, the maximal solution u(t) of the
differential equation
u˙(t) = F (t, u(t)) (50)
exists on [t0, T ). Then any solution of (5) and (6) exists also on [t0 − τ, T ).
Proof. Using the same method in (44), we obtain
D+EV
(
t ∧ τn, x(t ∧ τn)
)
 F
(
t ∧ τn,EV
(
t ∧ τn, x(t ∧ τn)
))
, t ∈ [t0, β).
By Lemma 4, we obtain
D+v(t) F
(
t, v(t)
)
, t ∈ [t0, β), (51)
where v(t) = EV (t ∧ τn, x(t ∧ τn)). From (50), (51) and Corollary 2, we have
v(t) u(t), t ∈ [t0, β),
provided that v(t0) u(t0). The remainder of proof is the same with the one in Theorem 3. 
Remark 4. Theorem 4 is a generalization of Wintner theorem in [20, p. 29] or [26]. In the proof
of Theorems 3 and 4, the inequalities (41) and (49) were used under considering an explosion of
the solutions x(t). Then, Theorems 3 and 4 are still valid if the inequalities (41) and (49) hold
for all x ∈ Rn with |x|  r for some positive constant r . Therefore, we can get the following
corollary.
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is replaced by the following inequality
LV (t, x) F (t, V (t, x)), (52)
for all t ∈ [t0, T ), x ∈ Rn with |x|  r , where r is a positive constant. Moreover, assume that
F(t, u) ∈ C([t0, T )×R+,R+) is concave with respect to u ∈ R+ for each fixed t ∈ [t0, T ). Then
the same conclusion of Theorem 4 holds.
Proof. Since F(t, u) is concave with respect to u, the inequality (52) implies that the inequal-
ity (49) holds. So, the conclusion of Corollary 3 is true by Theorem 4 and Remark 4. 
Remark 5. When τ = 0, the SFDE (5) becomes a SODE. For SODEs, the quasi-boundedness in
Theorems 2–4 and Corollary 3 may be taken out since the boundedness of a deterministic con-
tinuous function on a closed bounded region in Euclidean space is of course satisfied. Therefore,
Corollary 3 is natural generalization of Theorem 1 in [7] when τ = 0 and t0 = 0.
Remark 6. In Theorem 4 and Corollary 3, the assumption that the maximal solution of (50)
exists on [t0, T ) is easy to reach. The following lemma will be an example.
Lemma 5. Let F(t, u) = a(t)+ b(t)k(u) in [t0, T )×R+, where a(t), b(t) ∈ C([t0, T ),R+) and
k(u) ∈ C(R+,R+) satisfying
+∞∫
0
du
1 + k(u) = +∞. (53)
Then the maximal solution of (50) exists on [t0, T ).
Proof. By the continuousness of F(t, u), the maximal solution denoted by u(t) of (50) exists.
Assume the maximum existing interval of u(t) is [t0, δ) and δ < T , then
u(t) → +∞, when t → δ−. (54)
Since a(t), b(t) ∈ C([t0, T ),R+) and δ < T , there exists a constant M > 0 such that
a(t)M, b(t)M, ∀t ∈ [t0, δ].
So, we obtain
u˙(t) = F (t, u(t))= a(t)+ b(t)k(u(t))M(1 + k(u(t))), ∀t ∈ [t0, δ),
yielding
u˙(t) M, ∀t ∈ [t0, δ).1 + k(u(t))
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t∫
t0
u˙(t)
1 + k(u(t)) ds M(t − t0), ∀t ∈ [t0, δ),
yielding
u(t)∫
u(t0)
du
1 + k(u) M(t − t0), ∀t ∈ [t0, δ), (55)
where u(t0) 0. Let t → δ− in (55). Then, from (53)–(55), we obtain +∞M(δ − t0). This is
a contradiction. So, δ = T . Consequently, the proof is completed. 
Corollary 4. Suppose that the conditions of Theorem 2 hold and there exist functions
M(t),N(t) ∈ C([t0, T ),R+) such that
L∣∣x(t)∣∣M(t) +N(t)‖xt‖, ∀t ∈ [t0, T ), x ∈ Rn. (56)
Then any solution of (5) and (6) exists also on [t0 − τ, T ).
Proof. Obviously, the linear function F(t, u) = M(t)+N(t)u is concave with respect to u ∈ R+
for each fixed t ∈ [t0, T ). Thus, letting V (t, x) = |x|, the conclusion of Corollary 4 can be implied
by Corollary 3 and Lemma 5. 
In order to compare with the known results, we introduce the following lemma.
Lemma 6. If there is the right-hand derivative x˙(t) at t for a continuous function x(t), we have
D+
∣∣x(t)∣∣ ∣∣x˙(t)∣∣.
Proof. From the definition of right-hand derivative, for h > 0 small enough
x˙(t) = (x(t + h)− x(t))/h+ o(h).
That is,
x(t + h) = hx˙(t)+ x(t)+ o(h)h.
Thus
D+
∣∣x(t)∣∣= lim sup
h→0+
[∣∣x˙(t)h+ x(t)+ o(h)h∣∣− ∣∣x(t)∣∣]/h
 lim sup
h→0+
[∣∣x˙(t)h+ x(t)+ o(h)h − x(t)∣∣]/h = ∣∣x˙(t)∣∣. 
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ditions on stochastic variable are taken out (including the mathematical expectation), the differ-
entiable conditions on V are weakened as V ∈ C([t0 − τ, T )×Rn,Rm+) (or V ∈ C([t0 − τ, T )×
Rn,R+)) and the operator L is replaced by the upper right derivative D+ (in fact, for the
FDE (26), we can get (44) by direct calculating D+V ). In this way, Corollary 4 is a general-
ization of Corollary D in [21, p. 308]. In fact, for the FDE (26), the right-hand derivative of x(t)
exists [22, p. 38] and the inequality (56) becomes
D+
∣∣x(t)∣∣M(t)+N(t)‖xt‖, ∀t ∈ [t0, T ), x ∈ Rn. (57)
From Lemma 6 and the FDE (26), we have
D+
∣∣x(t)∣∣ ∣∣x˙(t)∣∣= ∣∣f (t, xt )∣∣.
Thus, the inequality (57) holds if the condition (5) in [21, p. 308] holds, that is,
∣∣f (t, xt )∣∣M(t)+N(t)‖xt‖, ∀t ∈ [t0, T ), x ∈ Rn.
Therefore, all conditions of Corollary 4 for the FDE (26) can be implied by Corollary D in
[21, p. 308].
Remark 8. The methods in this paper can be applied to the stochastic differential equations with
infinite delays and stochastic partial functional differential equations. They will appear in our
next publications.
Acknowledgments
The authors thank the reviewers for their constructive suggestions and helpful comments.
References
[1] L. Arnold, Stochastic Differential Equations: Theory and Applications, Wiley, New York, 1972.
[2] A. Friedman, Stochastic Differential Equations and Applications, Academic Press, New York, 1975.
[3] J.L. Doob, Martingales and one-dimensional diffusion, Trans. Amer. Math. Soc. 78 (1955) 168–208.
[4] E.B. Dynkin, Markov Processes, Fizmatgiz, Moscow, 1963.
[5] R.Z. Has’minskiı˘, Stochastic Stability of Differential Equations, Sijthoff and Noordhoff, Maryland, 1980.
[6] B. Øksendal, Stochastic Differential Equations: An Introduction with Applications, fourth ed., Springer-Verlag,
1995.
[7] T. Taniguchi, On sufficient conditions for nonexplosion of solutions to stochastic differential equations, J. Math.
Anal. Appl. 153 (1990) 549–561.
[8] T. Taniguchi, Successive approximations to solutions of stochastic differential equations, J. Differential Equa-
tions 96 (1992) 152–169.
[9] Kening Lu, B. Schmalfuss, Invariant manifolds for stochastic wave equations, J. Differential Equations 236 (2007)
460–492.
[10] Y. Shen, Q. Luo, X. Mao, The improved LaSalle-type theorems for stochastic functional differential equations,
J. Math. Anal. Appl. 318 (2006) 134–154.
[11] F. Wei, K. Wang, The existence and uniqueness of the solution for stochastic functional differential equations with
infinite delay, J. Math. Anal. Appl. 331 (2007) 516–531.
[12] Z. Yang, D. Xu, L. Xiang, Exponential p-stability of impulsive stochastic differential equations with delays, Phys.
Lett. A 359 (2006) 129–137.
D. Xu et al. / J. Differential Equations 245 (2008) 1681–1703 1703[13] K. Liu, Uniform stability of autonomous linear stochastic functional differential equations in infinite dimensions,
Stochastic Process. Appl. 115 (2005) 1131–1165.
[14] T. Taniguchi, K. Liu, A. Truman, Existence, uniqueness, and asymptotic behavior of mild solutions to stochastic
functional differential equations in Hilbert spaces, J. Differential Equations 181 (2002) 72–91.
[15] X. Mao, Razumikhin-type theorems on exponential stability of stochastic functional differential equations, Stochas-
tic Process. Appl. 65 (1996) 233–250.
[16] M. Chang, On Razumikhin-type stability conditions for stochastic functional differential equations, Math. Mod-
elling 5 (1984) 299–307.
[17] X. Mao, Exponential Stability of Stochastic Differential Equations, Marcel Dekker, New York, 1994.
[18] S.-E.A. Mohammed, Stochastic Functional Differential Equations, Pitman, 1984.
[19] X. Mao, Stochastic Differential Equations and Applications, Horwood, 1997.
[20] H. Philip, Ordinary Differential Equations, second ed., Birkhäuser, New York, 1982.
[21] R.D. Driver, Ordinary and Delay Differential Equations, Springer-Verlag, New York, 1977.
[22] J.K. Hale, S.M.V. Lunel, Introduction to Functional Differential Equations, Springer-Verlag, New York, 1993.
[23] Richard K. Miller, Anthony N. Michel, Ordinary Differential Equations, Academic Press, New York, 1982.
[24] T. Amemiya, On the stability of non-linearly interconnected systems, Internat. J. Control 34 (1981) 513–527.
[25] L. Wang, D. Xu, Global exponential stability of reaction–diffusion Hopfield neural networks with time-varying
delays, Sci. China Ser. E 33 (2003) 488–495.
[26] A. Wintner, The non-local existence problem of ordinary differential equations, Amer. J. Math. 67 (1945) 277–284.
