Introduction
Let M 0 (resp. M p ) denote the moduli space parametrizing semistable rank 2 bundles with determinant equal to O C (resp. O C (p)) over a smooth, projective curve C of genus g ≥ 2; p is a fixed point of C. The Picard group of both moduli spaces is isomorphic to ZZ and we denote by L (resp. L p ) their ample generators. Then the Verlinde formula gives the dimension of the vector spaces H Several authors have studied the geometry of the moduli space M 0 in connection with the Jacobian J and the Prym variety P x of an unramified double cover of the curve C associated to a nonzero 2-torsion point x. The Kummers of all these abelian varieties can be mapped naturally to M 0 and the intersection points of two distinct Kummers give the Schottky-Jung and Donagi relations between their theta-nulls [vG-P1] . As a consequence of these identities, van Geemen and Previato [vG-P m 4 
is surjective.
In analogy with M 0 , the moduli space M p also contains the Prym varieties P x and (a blown-up of) the JacobianĴ. We observe that the varietiesĴ and P x intersect and that two orthogonal Pryms P x and P y , although they don't intersect, verify a geometric property, which lead to new relations among theta-constants (see section 4). Finally, we can adapt the method of [vG-P1,2] to prove the main theorem: Theorem 1.1 For a generic curve, the multiplication map
is surjective
As was shown in [O-P] , surjectivity of m 2 implies that the natural homomorphism
is an isomorphism. Similarly, surjectivity of m 4 implies an analogous isomorphism of H 0 (M 0 , L 4 ) with theta spaces. Recently, Ramanan [R] obtained a different (and more general) proof of both isomorphisms.
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2 Theta functions and the geometry of M p We have the following formula:
Theta characteristics and the Heisenberg group
Suppose that A is the Jacobian J of a smooth projective curve C of genus g. A theta characteristic of C is a line bundle κ such that κ ⊗2 ∼ = K C . One can associate to κ a theta characteristic of J by κ(x) = (−1)
This correspondence gives a bijection between theta characteristics of J and those of C. Furthermore, x · κ corresponds to the line bundle κ ⊗ x and ε(κ) = (−1)
where t x denotes translation by x, and the Heisenberg group [M1] defined as a set by
) and multiplication is defined by
Via the theta structure Heis(g) acts on the vector space V and, by Mumford's theta theory, V is an irreducible representation of Heis(g). There exists a unique (up to scalar)
The theta structure allows us to define for (c,
One has the formula ε(κ) = γ(c).
The Abelian variety A can be identified to the quotient of the tangent space T 0 (A) by a lattice Γ. We choose a symplectic basis (γ 1 , . . . , γ 2g ) of Γ with respect to the nondegenerate skew-symmetric bilinear pairing given by the principal polarization on A. The first g vectors form a basis of T 0 (A) and there exists a matrix Ω of the Siegel upper half-space such that
. The space V can be identified to the space of Γ-quasi-periodic second order theta functions. The symplectic basis (γ 1 , . . . , γ 2g ) defines an isomorphism between K(g) × K(g) and A [2] , which extends to a theta structure for L.
where we sum over m ∈ ZZ g , andc andγ are representatives in ZZ g of c and γ (via the canonical isomorphism of K(g) with K(g)). This theta function will also be denoted by θ κ (z, Ω). A basis, verifying relation (2), is given by the functions
We can associate to a theta characteristic κ = κ c γ a character χ κ of order 2 of the Heisenberg group Heis(g) defined by χ κ (s, a, α) = s 2 γ(a)α(c), and an element
ξ κ is an eigenvector under the action of Heis(g) associated to the character χ κ and the
In the sequel, we will use the addition formula
Finally, recall that the theta functions θ κ (2z, Ω) of order 4 are eigenvectors under the natural action of
) associated to the character χ κ and that they form a basis of H
We recall the main results of [B2] . Let l ∈ J, such that l ⊗2 ∼ = O C . We can define a stable rank 2 bundle F l ∈ M p which fits in an exact sequence
The map l → F l can be extended to a morphism j p :Ĵ → M p whereĴ denotes the blow-up at the points of order 2 of J. Let F ∈ M p . For any surjective morphism u : F → l C p , the vector bundle ker(u) is semistable. Thus we obtain a morphism from the projective line IPF p , which parametrize, up to homothety, nonzero morphisms 
where w D is the Wahl map associated to the vector field D and the subscript − means odd theta functions. Choose a period matrix τ for the Jacobian J. In this paper we will assume that
These conditions are verified for a generic curve. Under these assumptions all the linear maps of the diagram above are isomorphisms and there exist a nonzero constant c such that
Prym varieties
We can associate to any nonzero 2-torsion point x ∈ J[2] an unramified double cover π x : C x → C. We shall denote by σ the involution of C x given by sheet-interchange over C. The norm map Nm
The kernel ker(Nm x ) has two connected components. We will denote by P x , the Prym variety, the component containing 0 and by P − x the other component. P x has a natural principal polarization Ξ x . Let's recall the following facts ([M2] and [vG-P1] 
We have ker(π * x ) = x and π * x induces a symplectic isomorphism
where
with x, y = −1 gives by tensor product with π *
we get a map:
The image of ψ x does not depend on the choice of z x (although ψ x does!) and ψ x is equivariant for the actions of J[2] on ker(Nm x ) and M 0 . The group J[2] acts by tensorization on M 0 and this action induces a projective representation of 
We can summarize these facts in the following commutative diagram:
Now we will describe an "odd degree" version of this diagram. Fix a point p x ∈ C x with π x (p x ) = p and consider the map:
This map is J[2]-equivariant and the image of P x ∪ P − x in M p does not depend on the choice of the point p x . Moreover, the images of both components are the same. Thus we will restrict ψ x to the zero component P x .
where α x ∈ P x is any point satisfying α
the duplication map on P x and Ξ N the theta divisor on
The line bundle N has degree 2g − 2 and can be computed (lemma 1.5 [B2] 
The decomposition into eigenspaces 
Lemma 3.2 The image of the composite
Now we can conclude using lemma 1.5 a) and b) of [B2] . 2 Thus we obtain a commutative diagram:
x z x , taking direct image by π x and using the projection formula gives
The other point is obtained in the same way from the exact sequence
Using lemma 3.2 and 3.3, we can decompose the composite
and µ maps the pair of points (ν, η) to the line in IPV passing through ν and η. Recall that the choice of α x determines a 2-torsion point
Fix a theta structure on J, such that x = 0 0 0 1
where Γ τ is the lattice associated to the period matrix τ of J. By the canonical isomorphism π *
This theta characteristic of P x will be denoted byκ =κ . This correspondence gives a (noncanonical) bijection
Lemma 3.4 Choose a period matrix ω x for the Prym P x . Then the composite h x induces by pull-back (up to homothety) the linear map
Proof: An easy computation shows that the pull-back µ *
:
) with the space of Γ ω x -quasi-periodic theta functions of order 4, we obtain a map (up to homothety)
where the last equality is obtained by the addition formula (3) andα x is a represen-
Schottky-Jung and Donagi relations
We shall now describe the intersection points of (the Kummers of) the Jacobian and the Pryms mapped to M 0 and M p . This method was used [vG-P1] to give a vector bundle theoretic proof of the Schottky-Jung and Donagi relations. We denote by ϕ L : J → IPV the map given by the linear series | 2Θ |. We consider two orthogonal nonzero 2-torsion points x, y ∈ J[2], x, y = 1, which define 2-torsion points of P x and P y , namelyx :
Proposition 4.1 (a) the Schottky-Jung relations:
The following proposition is an "odd degree" version of the classical relations.
Proposition 4.2 With the same notation as above, we have
where p x,y is the projection IPΛ
Remark: One can show, using proposition 2.4 [R] , that the Pryms P x and P y don't intersect in M p . However, two Pryms associated to nonorthogonal 2-torsion points intersect in M p . This intersection property, although natural, is not used in the sequel of this paper.
Taking the image by ϕ L gives the classical Schottky-Jung relation (prop. 4.1(a)). The two rank 2 bundles
As ψ x (α x ) is a stable bundle, it is nonsplit and hence isomorphic to j p (z x ). Now apply ϕ p to get the first relation.
The main step of the proof given by van Geemen of the Donagi relations is the existence of a stable rank 2 bundle
Consider the projective line IP := IPExt 1 (l C p , E), parametrizing isomorphism classes of extensions of l C p by E, and the classifying morphism IP → M p . The proof of the following lemma is similar to the proof of lemma 3.4 of [B2] . Consider the four lines in IPV (here we identify bundles in M p with their image by
with l x , l x ∈ IPW x and l y , l y ∈ IPW y . They pass through the point 
By lemma 3.3 the line l x passes through the point
Similarly we define the points (see picture)
Recall that the eigenspaces IPV x and IPV − x are stable under the action of y, since
), which implies that Consider the direct sum:
where W x,y = W x ∩ W y . We will show that p x,y (l y ) = l (up to a scalar) where p x,y : W x → W x,y is the projection given by the direct sum. Combining this result with its analogue p x,y (l x ) = l allows us to conclude.
Choose a theta structure for L = O(2Θ) on J. The point x ∈ J[2] is represented by x = (1, a, α). As in the proof of lemma 3.2, x acts on W x,y as −α(a)Id and on
Choose a representative in W y , which we also denote by l y , of the line l y = (AC) ∈ IPW y . As C = x.C and A = x.A, we have x.l y = (AC ) = l y and x.l y = l y . Thus we obtain the direct sum decomposition:
Now the line 
where the zeros in the first column belong to K(g −2). We also choose period matrices ω x and ω y for the Pryms P x and P y . We are now able to express the preceding relations in terms of theta-constants. 
Proof: We refer to proposition 5 of [vG] for (i) and to lemma 1 of [vG-P1] for (ii).
Proposition 4.5 ("odd version") There exist nonzero constants
Proof: (a) We express the coordinates of the point
γ g , τ ) = θ x·κ (0, τ ). By lemma 3.4 the coordinates of h x (α x ) are (up to scalar) Remark: One should notice that the statements (a) and (a') are equivalent, namely by applying the differential operator D to the addition formula (3) -treat one variable as a constant-evaluating at the origin and using the "even" Schottky-Jung relations.
and ε ∈ ZZ/2. A basis of the intersection V
(see proof of proposition 4.2 (b)) is the image of B by the projection IPV
Therefore the coordinates of S are (up to a scalar) (b') We can deduce relation (b') from (b) and the Donagi relations using the addition formula (3) with z = 2α x +ũ x and u =ũ x . Another method is to express the coordinates of the line l
We immediately get the result from lemma 3.4 .
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Remark: For a generic curve C, the conditions (*) are verified. Hence by relation (a)
Proposition 4.6 ("symmetry") There exists a nonzero constant e such that ∀d ∈
Proof: We need more information about the configuration of lines described in the proof of prop. 4.2 (b). First, the intersection point A (see picture) also lies on the Kummer of the Prym P x+y (see [D] ). Analogously, we can consider the lines l x+y and l x+y , which intersect the eigenspace IPV Consider the subgroup G of K(g) × K(g) generated by the elements x and y. Since G is totally isotropic, there exists a level subgroupG ⊂ Heis(g) over G. We can choosẽ x,ỹ ∈G such that they act as −Id on V − x and V − y . We have a decomposition
Consider the involution τ ∈ Aut(K(g) × K(g)) interchanging the points x and y and leaving the subgroup K(g − 2) × K(g − 2) invariant. Then τ lifts to an involutionτ of Heis(g), which interchangesx andỹ. By prop. 3 [M1] , Heis(g) has a unique irreducible representation ρ : Heis(g) → GL(V ) on which l C * acts by its natural character. Hence, there exists a linear involution i of V such that (DD ) is preserved under i and we can conclude that i(S ) = S . Now we express the coordinates of S and S in there natural bases and we obtain the relation for the theta-constants on the Prym P x+y . The same method gives the symmetric relations for P x and P y . . This action factors over the abelian group J [2] . Consider the decomposition into character spaces (1, a, α) . Then for any theta characteristic κ = κ c γ and 
Invariant quadrics
Fix a theta structure for O(2Θ) on J. We define a linear map for any nonzero x = a α
Remark: We defined the map M x using a theta structure on J. However, in the proposition 5.2, we will use the fact that M x admits an intrinsic definition (up to homothety): consider for x ∈ J[2] the linear automorphism U (x) of V , unique up to homothety, given by the projective representation of J[2] on IPV . Let v κ ⊗ v κ ∈ V ⊗ V be an eigenvector (unique up to scalar) w.r.t. the character χ κ for the action of G(L) on V ⊗ V (see section 2). Recall that v κ and ξ κ are proportional via a theta structure on J. We consider the automorphism
This defines a linear map, up to homothety, since the definition does not depend on the choice of the eigenvectors v κ . Let us check that the two definitions are equivalent. With the same notation as above:
V of degree 2 on the first factor and linear on the second one. 
First, we rephrase the condition that F vanishes on
. By the addition formula (3) we have: (4z, 2ω x )} is linearly independent. Therefore F vanishes on
Now we rephrase the condition that M x (F ) vanishes onĴ: the polynomial
V ) x restricts to the theta function (see section 2)
Again by the addition formula (3), we have:
Note that the family of theta functions of order 8 {θ
Therefore M x (F ) vanishes onĴ if and only if
The Schottky-Jung relations of proposition 4.4 and 4.5 implie that the set of equations (6) and (7) are proportional, hence the two vanishing conditions are equivalent.
Let us introduce the linear map Heis(g) . By abuse of notation we also call K(g) its lift in Heis(g). It is easy to check that N is an isomorphism. Consider the multiplication map of theta functions
where the first arrow is the Wahl map, which is an isomorphism under the assumption (*). The composite m is Heis(g)-equivariant. By Mumford's theta theory [M1] , H ). A result of Kempf [K] asserts that m is surjective. Take invariants under the level subgroup K(g), which gives a surjective map:
Now we can state the main theorem of this subsection
vanishes on all Pryms if and only if
. Let us prove the following relation, for x = 0:
The right-hand side is considered as an element of S
. By linearity, it suffices to prove this relation for
Hence, the right-hand side is equal to Assume
. By proposition 5.2 we deduce that F vanishes on P x .
Conversely, assume that F vanishes on all Pryms. Then, by proposition 5.
Taking suitable linear combinations of these polynomials, we deduce that ∀b ∈ K(g), X b+a ⊗ G b vanishes onĴ. Since X b+a does not vanish on J, we obtain that ∀b ∈ K(g), G b ∈ ker m. 2
Noninvariant quadrics
In this subsection we fix a nonzero x ∈ J[2] and we shall prove a similar result concerning the vanishing on all Pryms of a polynomial 
If ε(y · κ) = −1, the polynomial ξ κ ⊗ ξ x·κ vanishes on P y (lemma 3.2) ; if ε(y · κ) = 1, the polynomial ξ κ ⊗ ξ x+y·κ restricts to the theta function θκ(−2α y , ω y )θκ(2z, ω y )θxκ(−2α y , ω y )θxκ(2z, ω y )
By the addition formula, we have (4z, 2ω x )} is linearly independent. Hence F vanishes on P y if and only if
where we sum over κ ∈ ϑ − y (J) ∩ ϑ − x+y (J). The vanishing condition for the Prym P x+y is obtained from equation (9) 
where we sum over κ of the form (10) and d ∈ K(g − 2). The last equation is obtained using the addition formula (3). The polynomial M 
with the same summation as in (11). We apply the addition formula again: ∀(e, ) ∈
θκ(2α y , ω y )θxκ(2α y , ω y ) = 
