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1. Introduction
Establishing the global stability of the endemic equilibrium in host–parasite models has made great
progress in the last decade [4,14,27–32,45,52]. See [13] for an excellent survey. This progress is mainly
due to the adaptation to epidemic models of the classical Lyapunov function V (x) = x − a ln(x/a)
which has worked so well for Lotka–Volterra systems [15]. This function has been discovered by
Volterra himself [64, p. 15] who shows that a linear combination of functions of this form is constant
along the solutions of the Lotka–Volterra predator–prey system.
In hindsight, one may be surprised why this progress did not occur already twenty years ago.
A key insight which was missing then may have been that, given the choice whether to eliminate the
susceptible or the recovered class, one should deﬁnitely keep the susceptible class. Indeed, in models
where the removed class(es) cannot be eliminated, this Lyapunov function has only partially been
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H.R. Thieme / J. Differential Equations 250 (2011) 3772–3801 3773effective [38]. In some of those cases, Fourier transform [59,62,63] and ﬂuctuation [23,61] methods
have been useful.
Recently, even large epidemic systems have been successfully treated by Volterra Lyapunov func-
tions, ﬁrst systems with an arbitrary number of disease stages, both ﬁnite [1,17,25,26,46] and dis-
tributed [39,42,47–51], and then systems with an arbitrary, but ﬁnite number of subpopulations [13,
18,19,35,36], and ﬁnally combinations of both [37]. In most of the latter cases, graph-theoretic meth-
ods are used (Metzler matrices are used in [13]).
It is the aim of this note to show that, while using the same Lyapunov function [36], sometimes
graph theory can be replaced by positive operator theory. By means of the Krein–Rutman theorem
[56, App. 2.4], [10, Theorem 19.2], which generalizes parts of the Perron–Frobenius theorem, also
inﬁnite-dimensional population structures can be treated.
As in [2,42], the local stability of the endemic equilibrium is not obtained by a linearized stability
analysis. A stronger result than asymptotic stability is derived, namely, that the endemic equilibrium
is the compact attractor of all compact sets of initial data with non-zero infectives. In particular, the
endemic equilibrium is the compact attractor of all compact sets in a neighborhood of itself which
implies that it is stable [20, Theorem 3.3.2]. Similarly as in [42], though in a different context, we
show the existence of a compact “persistence attractor” of all compact sets of initial data with non-
zero infectives (Section 8) and use the Lyapunov function to show that this attractor is the singleton
set containing the endemic equilibrium (Sections 10 to 12).
The concept of a “persistence attractor” is as old as the inﬁnite-dimensional theory of persistence
itself [21]; which type of sets a persistence attractor actually attracts has been clariﬁed in [43]. See
also [41,58] for further results and references.
As usually, on our way to the asymptotic stability of the endemic equilibrium, we establish the
familiar threshold result, though in a stronger form. We establish a number R, which is the spectral
radius of a linear operator (called the threshold operator, Section 6), such that for R < 1, the disease-
free equilibrium is the compact attractor of all bounded sets and in particular globally asymptotically
stable (Section 9). If R > 1, the endemic equilibrium is stable and attracts all solutions with a non-
zero number of initial infectives.
Threshold operator is an operational name for what is often called the next generation operator [11].
We prefer it in this context because the interpretation as next generation operator is less compelling
than in other contexts because we include non-bilinear incidence [14,28–31,35,36,49,51]. Other trans-
mission terms than the bilinear κ S I have some history in mathematical biology (see [7, Chapter 3]
and [28] for surveys); as for epidemiological evidence see [6,16,47,60] and the references therein.
Possible mechanisms leading to non-bilinear incidence are saturation when the number of infec-
tives is very large [8], the need of multiple exposure for infection [40], and behavior change [24]
possibly inﬂuenced by media coverage [9] (see these citations for more references), and spatial or
physiological or other heterogeneity [5,44,60] (see the Discussion for more).
Together with the inﬁnite-dimensional nature of our system, the nonlinear incidence creates some
unexpected diﬃculties in establishing the existence of a global compact attractor (Section 4) and
of an endemic equilibrium (Section 7). Often the existence of an endemic equilibrium is the conse-
quence of the existence of a compact persistence attractor [43,66], but the compactness properties of
the solution semiﬂow do not seem to be strong enough to draw this conclusion. Instead, we adapt
Krasnosel’skii’s approach [33] to establish non-zero ﬁxed points in cones.
Only saturating transmission terms satisfy the assumptions for global stability of the endemic equi-
librium. Other non-bilinear transmission terms lead to multiple endemic equilibria and complicated
bifurcations [55]. Further the nonlinear incidence considered here does not cover contact functions
depending on population sizes (frequency-dependent alias standard incidence, e.g.) unless suscepti-
bles and infectives are the only epidemiological classes. So far, Volterra-type Lyapunov functions do
not seem to be effective for these unless the structural population sizes happen to be constant or to
converge as time tends to inﬁnity.
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We illustrate the use of positive operator theory in the construction of Lyapunov functions in
an epidemic model for a population with continuous structure. The structure space is given by a
compact subset Ω of Rm . For t  0, N(t, x) considered as a function of x ∈ Ω is the structural density
of individuals at time t . For instance, when we are interested in spatial spread of the disease, N(t, x)
is the density of individuals at location x at time t . The disease splits the population into susceptible,
infective, and possibly removed individuals
N = S + I + R. (2.1)
Since we do not assume that removed individuals return into the susceptible class, the removed class
does not need to be explicitly modeled,
∂t S(t, x) = Λ(x) − μ(x)S(t, x) −
∫
Ω
f
(
x, y, S(t, x), I(t, y)
)
dy,
∂t I(t, x) =
∫
Ω
f
(
x, y, S(t, x), I(t, y)
)
dy − ν(x)I(t, x), t  0, x ∈ Ω. (2.2)
Here ∂t denotes the partial derivative with respect to time. Λ(x) is the rate at which fresh suscepti-
bles are recruited into the population at location x, μ(x) is the per capita death rate of susceptible
individuals, and ν(x) is the per capita removal rate of infectious individuals which comprises natural
death rate, disease death rate, and recovery rate. The integral term describes the incidence at x at
time t , i.e., the rate of new infections.
The following assumptions are a compromise between generality and simplicity. R+ = [0,∞) de-
notes the non-negative half-line.
Assumption 2.1. Λ, μ, ν are strictly positive continuous bounded functions on Ω , μ and ν are also
bounded away from 0, infΩ μ > 0 and infΩ ν > 0. Since ν incorporates disease fatality and recovery
rate, we assume that ν(x)μ(x) for all x ∈ Ω .
The incidence function f :Ω2 × R2+ → R is continuous; for all x, y ∈ Ω ,
if I  0, f (x, y, S, I) is an increasing function of S  0,
with the increase being strict if x = y and I > 0, and,
if S  0, f (x, y, S, I) is an increasing function of I  0,
f (x, y,0, I) = 0 = f (x, y, S,0) for all x, y ∈ Ω , S, I  0.
Finally f is locally Lipschitz continuous in S and I: for any c > 0 there exists some c > 0 such that
∣∣ f (x, y, S, I) − f (x, y, Sˇ, Iˇ)∣∣ c(|S − Sˇ| + |I − Iˇ|)
whenever 0 S, Sˇ, I, Iˇ  c, x, y ∈ Ω. (2.3)
Notice that these assumptions imply that
f (x, x, S, I) > 0, x ∈ Ω, S, I > 0. (2.4)
More generally, Ω can be chosen as a compact metric space that is the closure of its non-empty
interior, and Lebesgue integration in (2.2) can be replaced by integration with a ﬁnite Baire measure
which is positive on all open non-empty subsets of Ω . This way, the case of a ﬁnite discrete struc-
ture is also covered by choosing Ω = {1, . . . ,m} with the discrete metric and replacing the Lebesgue
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trivially satisﬁed.
3. Existence of solutions
Recall that we assume that Ω is a compact subset of Rm . Deﬁne the density of the epidemiologi-
cally relevant part of the population as
M(t, x) = S(t, x) + I(t, x). (3.1)
We add the differential equations in (2.2) and use μ ν ,
∂tM(t, x)Λ(x) − μ(x)M(t, x). (3.2)
We integrate this differential inequality and obtain the a priori estimate
M(t, x) M(0, x)e−μ(x)t + S(x)(1− e−μ(x)t),
S(x) = Λ(x)
μ(x)
. (3.3)
This implies
M(t, x)max
{
M(0, x), S(x)
}=: M(x),
limsup
t→∞
M(t, x) S(x). (3.4)
Theorem 3.1. For any S0, I0 ∈ C+(Ω), there exists a unique continuous solution S, I :R+ ×Ω → R+ of (2.2)
with S(0, x) = S0(x) and I(0, x) = I0(x) for all x ∈ Ω .
Proof. We modify f as
fˇ (x, y, S, I) = f (x, y,h(x, S),h(x, I)),
h(x, S) = min{S+,M(x)}, (3.5)
where S+ = max{S,0} is the positive part of S . If S0 and I0 are continuous and thus bounded on the
compact set Ω , f˜ is globally Lipschitz continuous. Global existence of solutions with the modiﬁed fˇ
follows from Banach’s ﬁxed point theorem applied to the integral equations obtained by integrating
(2.2) in time. Since Λ(x) > 0, for any x there exists some τ > 0 such that the solutions ( Sˇ, Iˇ) of the
modiﬁed equation satisfy Sˇ(t, x) > 0 for t ∈ (0, τ ). Assume Sˇ(τ , x) = 0. Then ∂t S(τ , x) 0 on the one
hand and ∂t S(τ , x) = Λ(x) > 0 on the other, a contradiction. So Sˇ(t, x) > 0 for all t ∈ (0,∞). But then
Iˇ(t, x)  0 for all t  0, x ∈ Ω . Further Sˇ and Iˇ now satisfy the a priori estimates (3.3). So they are
solutions of the original equation. 
4. Global compact attractor
Since solutions to (2.2) are unique and translations of solutions are again solutions, the solutions
to (2.2) form a semiﬂow Φ :R+ × X → X , X = C+(Ω)2, given by
Φ
(
t, (S0, I0)
)= (S(t, ·, )I(t, ·)),
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by the sup-norm on C+(Ω), Gronwall arguments show that Φ is continuous. Sometimes, Φt(u) is
used instead of Φ(t,u) providing maps Φt : X → X .
Deﬁnition 4.1. A set A in X is called a compact attractor of a set B ⊆ X if A is compact, invariant,
and non-empty and Φt(B) → A as t → ∞. The last means that, for every open subset U of X with
A ⊆ U , there is some r > 0 such that Φt(B) ⊆ U for all t  r (i.e. Φ([r,∞) × B) ⊆ U ).
Since A is compact, equivalently d(Φ(t,u), A) → 0 as t → ∞, uniformly for u ∈ B . Here d(v, A) =
inf{d(v, z); z ∈ A} is the distance from v to the set A.
Theorem 4.2. Let Assumptions 2.1 be satisﬁed. Then the semiﬂow Φ has a compact attractor of bounded sets,
i.e., there exists a subset A of X that is the compact attractor of all bounded subsets of X .
Remark 4.3. A compact attractor of all bounded sets is uniquely determined and stable: for all open
sets U with A ⊆ U ⊆ X there exists some open set V with A ⊆ V ⊆ X such that Φ(R+ × V ) ⊆ U [20,
Theorem 3.3.2].
The rest of this section is spent on proving Theorem 4.2.
By (3.3) and (3.4), the semiﬂow is point-dissipative and Φ(R+ × B) is bounded for every bounded
subset B of X . By Theorem 3.4.6 in [20], the semiﬂow has a compact attractor of bounded sets if it
is asymptotically smooth. There are several suﬃcient conditions for asymptotic smoothness [20], but
none seems to apply here. So, as tedious as it will be, we check asymptotic smoothness directly.
Let B be a forward invariant bounded subset of X . It is suﬃcient to show that the semiﬂow is
asymptotically compact on B [57, 2.3.1]. This amounts to considering a sequence of solutions ((S j, I j))
that is equi-bounded and a sequence (t j) with t j → ∞ and showing that (S j(t j, ·), I j(t j, ·)) has a
converging subsequence in X . We consider the translated solutions S˜ j(t, x) = S(t+ t j, x) and I˜ j(t, x) =
I(t + t j, x). Then
∂t S˜ j(t, x) = Λ(x) − μ(x) S˜ j(t, x) −
∫
Ω
f
(
x, y, S˜ j(t, x), I˜ j(t, y)
)
dy,
∂t I˜ j(t, x) =
∫
Ω
f
(
x, y, S˜ j(t, x), I˜ j(t, y)
)
dy − ν(x) I˜ j(t, x), t −t j, x ∈ Ω. (4.1)
By the Arzela–Ascoli theorem, it is suﬃcient to show that ( S˜ j(0, ·)) and ( I˜ j(0, ·)) are equi-continuous.
Let x ∈ Ω be arbitrary but ﬁxed and z ∈ Ω be arbitrary. Then
∂t
(
S˜ j(t, z) − S˜ j(t, x)
)2
= 2( S˜ j(t, z) − S˜ j(t, x))
(
Λ(z) − Λ(x) − μ(z) S˜ j(t, z) + μ(x) S˜ j(t, x)
−
∫
Ω
[
f
(
z, y, S˜ j(t, z), I˜ j(t, y)
)− f (x, y, S˜ j(t, x), I˜ j(t, y))]dy
)
.
By a zero-trick,
∂t
(
S˜ j(t, z) − S˜ j(t, x)
)2
= 2(S˜ j(t, z) − S˜ j(t, x))(Λ(z) − Λ(x))− 2μ(z)( S˜ j(t, z) − S˜ j(t, x))2
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− 2
∫
Ω
(
S˜ j(t, z) − S˜ j(t, x)
)[
f
(
z, y, S˜ j(t, z), I˜ j(t, y)
)− f (z, y, S˜ j(t, x), I˜ j(t, y))]dy
− 2( S˜ j(t, z) − S˜ j(t, x))
∫
Ω
[
f
(
z, y, S˜ j(t, x), I˜ j(t, y)
)− f (x, y, S˜ j(t, x), I˜ j(t, y))]dy.
Since f (z, y, S, I) increases in S , the ﬁrst integral is non-negative. Further, since ab = δa(b/δ) 
([δa]2 + [b/δ]2)/2,
∂t
(
S˜ j(t, z) − S˜ j(t, x)
)2
 (Λ(z) − Λ(x))
2
δ2
− (2μ(z) − 3δ2)( S˜ j(t, z) − S˜ j(t, x))2 + (μ(z) − μ(x))2
δ2
S˜2j (t, x)
+ 1
δ2
(∫
Ω
[
f
(
z, y, S˜ j(t, x), I˜ j(t, y)
)− f (x, y, S˜ j(t, x), I˜ j(t, y))]dy
)2
.
Choose δ > 0 small enough that
2μ(z) − 3δ2  δ, x ∈ Ω.
We integrate this inequality from −t j to t −t j . Since S˜ j(−t j, x) = S j(0, x),
(
S˜ j(t, z) − S˜ j(t, x)
)2

(
S j(0, z) − S j(0, x)
)2
e−δ(t+t j) + (Λ(z) − Λ(x))
2
δ3
+ (μ(z) − μ(x))
2
δ3
sup
−t jrt
S˜2j (r, x)
+ 1
δ3
sup
−t jrt
(∫
Ω
[
f
(
z, y, S˜ j(r, x), I˜ j(r, y)
)− f (x, y, S˜ j(r, x), I˜ j(r, y))]dy
)2
.
The continuous function f is uniformly continuous on Ω2 × [0, c]2 for every c > 0. Further
supz∈Ω S j(0, z) is bounded and e−δt j → 0 as j → ∞. Hence ( S˜ j(t, z) − S˜ j(t, x))2 → 0 as z → x uni-
formly for j ∈ N and uniformly for t in compact subintervals of R.
This proves the equi-continuity of { S˜ j(t, ·); j ∈ N, t ∈ [−c, c]} for every c > 0.
For t −t j , by (4.1),
∂t
(
I˜ j(t, z) − I˜ j(t, x)
)2
= 2( I˜ j(t, z) − I˜ j(t, x))
(∫
Ω
f
(
z, y, S˜ j(t, z), I˜ j(t, y)
)
dy −
∫
Ω
f
(
x, y, S˜ j(t, x), I˜ j(t, y)
)
dy
− ν(z) I˜ j(t, z) + ν(x) I˜ j(t, x)
)
.
As before, we ﬁnd some δ > 0 such that
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(
I˜ j(t, z) − I˜ j(t, x)
)2
−δ( I˜ j(t, z) − I˜ j(t, x))2 + 1
δ2
(
ν(z) − ν(x))2 I˜2j (t, x)
+ 1
δ2
(∫
Ω
f
(
z, y, S˜ j(t, z), I˜ j(t, y)
)
dy −
∫
Ω
f
(
x, y, S˜ j(t, x), I˜ j(t, y)
)
dy
)2
.
We integrate this inequality from −t j to 0. Since I˜ j(−t j, x) = I j(0, x),
(
I˜ j(0, z) − I˜ j(0, x)
)2

(
I j(0, z) − I j(0, x)
)2
e−δt j + 1
δ3
(
ν(z) − ν(x))2 sup
−t jt0
I˜2j (t, x)
+ 1
δ2
0∫
−t j
eδt dt
(∫
Ω
[
f
(
z, y, S˜ j(t, z), I˜ j(t, y)
)− f (x, y, S˜ j(t, x), I˜ j(t, y))]dy
)2
.
Suppose that ( I˜ j(0, ·)) is not equi-continuous. Then there exists a sequence (z j) with z j → x as
j → ∞ and limsup j→∞( I˜ j(0, z j) − I˜ j(0, x))2 > 0 after choosing a subsequence of (I j). For each t ,
since { S˜ j(t, ·); j ∈ N} is equi-continuous, S j(t, z j) → S j(t, x) as j → ∞. By Fatou’s lemma and the
continuity of ν and f ,
limsup
j→∞
(
I˜ j(0, z j) − I˜ j(0, x)
)2
 1
δ2
0∫
−∞
eδt dt limsup
j→∞
(∫
Ω
[
f
(
z j, y, S˜ j(t, z j), I˜ j(t, y)
)− f (x, y, S˜ j(t, x), I˜ j(t, y))]dy
)2
= 0, a contradiction.
5. Positivity
From now on we impose the following condition on the incidence f and the set Ω .
Assumption 5.1. For all x, y ∈ Ω and S  0, f (x, y, S, I)/I is a decreasing function of I > 0.
Further the compact set Ω is the closure of its interior (which is non-empty) and either
(i) Ω is connected
or
(ii) Ω is the disjoint union of ﬁnitely many connected compact sets Ω1, . . . ,Ωm , and for any non-
empty proper subset N of {1, . . . ,m} there exist i ∈ N , j ∈ {1, . . . ,m} \ N and x ∈ Ω j , y ∈ Ωi such
that f (x, y, S, I) > 0 if S, I > 0.
Let
M(t, x) = S(t, x) + I(t, x). (5.1)
We add the differential equations in (2.2) and use μ ν ,
∂tM(t, x)Λ(x) − ν(x)M(t, x). (5.2)
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M(t, x) M(0, x)e−ν(x)t + Λ(x)
ν(x)
(
1− e−ν(x)t). (5.3)
In particular, the host population is bounded away from 0 for positive times.
By (3.3) and the local Lipschitz continuity of f , (2.3), we ﬁnd some  > 0 and some t0 > 0 such
that
∂t S(t, x)Λ(x) −
(
μ(x) + )S(t, x), t  t0.
Here t0 depends on the initial data of S and I , but Λ does not. We integrate this differential inequal-
ity,
S(t, x) Λ(x)
μ(x) + 
(
1− e−(μ(x)+)t). (5.4)
In particular, the susceptible part of the host population is bounded away from 0.
Theorem 5.2. Assume that Λ(x) > 0 for all x ∈ Ω and the initial data S0 and I0 are continuous. Then
S(t, x) > 0 for all t > 0 and x ∈ Ω . If I(0, x) > 0 for some x ∈ Ω , then I(t, x) > 0 for all t > 0, x ∈ Ω .
Proof. We ﬁrst assume that Ω is connected. For t  0 deﬁne Ωt := {y ∈ Ω; I(t, y) > 0}. By assump-
tion, Ω0 is a non-empty subset of Ω . Further, from the differential equation of I , I(t, x) e−μ(x)t I(0, x)
and so Ωt ⊇ Ω0. Suppose t > 0. Notice that Ωt is open in the relative topology of Ω . We will show
that Ωt is also closed in the relative topology of Ω . Since Ωt is not empty and Ω connected, this will
imply that Ωt = Ω . Let x ∈ Ω and assume that there exists sequence (x j) in Ωt such that x j → x as
j → ∞.
We integrate the differential equation for I in (2.2),
I(t, x) e−ν(x)t
t∫
0
∫
Ω
f
(
x, z, S(s, x), I(s, z)
)
dzds. (5.5)
It is suﬃcient to show that I(t, x) > 0. Suppose that I(t, x) = 0. Then f (x, z, S(s, x), I(s, z)) = 0
for almost all z ∈ Ω , s ∈ [0, t]. Since Ω is the closure of its interior and f (x, z, S(s, x), I(s, z))
is a continuous function of (s, z), f (x, z, S(s, x), I(s, z)) = 0 for all z ∈ Ω , s ∈ [0, t]. In particular,
f (x, x j, S(t, x), I(t, x j)) = 0 for all j ∈ N. Since I(t, x j) → I(t, x) = 0, we can assume that I(t, x j)  1
for all j ∈ N. By Assumption 5.1,
0 = f (x, x j, S(t, x), I(t, x j)) f (x, x j, S(t, x),1)I(t, x j).
Since x j ∈ Ωt , I(t, x j) > 0 and
0 = f (x, x j, S(t, x),1)→ f (x, x, S(t, x),1), j → ∞.
Since S(t, x) > 0, by (2.4), f (x, x, S(t, x),1) > 0 which yields a contradiction.
We now assume (ii) in Assumption 5.1. By assumption, there exists some x ∈ Ω such that
I(0, x) > 0. After renumbering, we can assume that x ∈ Ω1. Since Ω1 is connected, by our previ-
ous consideration I(t, x) > 0 for all t > 0, x ∈ Ω1. Let N be the subset of {1, . . . ,m} such that, for
i ∈ N , I(t, x) > 0 for all t > 0, x ∈ Ωi . Then 1 ∈ N . Suppose that N is a proper subset of {1, . . . ,m}.
By (ii), there exist i ∈ N , j ∈ {1, . . . ,m} \N and x ∈ Ω j and y ∈ Ωi such that f (x, y, S, I) > 0 if S, I > 0.
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each t > 0 there exist an open neighborhood O of y in Ωi and a non-empty open set O˜ in (0, t) such
that f (x, z, S(s, x), I(s, y)) > 0 for y ∈ O and s ∈ O˜. By (5.5),
I(t, x) e−ν(x)t
∫
O˜
∫
O
f
(
x, z, S(s, x), I(s, z)
)
dzds > 0.
By the ﬁrst part of this proof, after a shift in time, I(t˜, x) > 0 for all t˜ > t and x ∈ Ω . Since t > 0 has
been arbitrary, I(t˜, x) > 0 for all t˜ > 0, x ∈ Ω j . This implies j ∈ N , a contradiction. 
6. The threshold operator
It follows from Assumption 5.1, the Lipschitz continuity of f and f (x, y, S,0) = 0 (Assump-
tions 2.1) that the partial derivative of f with respect to I exists at I = 0,
∂I f (x, y, S,0) = lim
I→0+
f (x, y, S, I)
I
, (6.1)
and that
f (x, y, S, I) ∂I f (x, y, S,0)I, x, y ∈ Ω, S, I  0. (6.2)
We make the following additional assumption that holds from now on.
Assumption 6.1. ∂I f (x, y, S,0) is a continuous function of (x, y, S) ∈ Ω2 × (0,∞).
Dini’s lemma and the compactness of Ω imply
Lemma 6.2. For all c > 1, f (x, y, S, I)/I → ∂I f (x, y, S,0) as I → 0+ uniformly for (x, y, S) ∈ Ω2×[1/c, c].
The following linear operator plays a crucial role in establishing a threshold between disease ex-
tinction and disease persistence,
(Lu)(x) =
∫
Ω
∂I f (x, y, S(x),0)
ν(x)
u(y)dy, u ∈ C(Ω), x ∈ Ω, (6.3)
with S from (3.4). Since ∂I f (·,0) is continuous on Ω2 × (0,∞) and S is strictly positive, L is
a bounded linear operator and, by the Arzela–Ascoli theorem, even a compact linear operator. For
reasons that will become apparent later, we call L the threshold operator.
For a bounded linear operator L we have the following characterization of the spectral radius of L,
r(L),
r(L) = lim
n→∞
∥∥Ln∥∥1/n = inf
n∈N
∥∥Ln∥∥1/n, (6.4)
and for a compact linear operator L, if r(L) > 0,
r(L) = sup{|λ|; λ ∈ C, Lu = λu, u ∈ C(Ω), u = 0}. (6.5)
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(L1)(x)
∫
Ω
f (x, y, S(x),1)
ν(x)
dy > 0, x ∈ Ω.
Since L1 is continuous and Ω is a compact set, L1  1 for some  > 0. So Ln1  n1 for all n ∈ N
and ‖Ln‖ n . By (6.4), r(L)  and the characterization (6.5) holds for our operator L. By the Krein–
Rutman theorem [56, App. 2.4], [10, Theorem 19.2], which generalizes parts of the Perron–Frobenius
theorem to inﬁnite dimensions, we have
r(L) = sup{λ > 0; Lu = λu, u ∈ C+(Ω), u = 0}. (6.6)
In the next three sections (Theorems 7.2, 8.2, and 9.1), we will show that R = r(L) has the thresh-
old properties usually associated with the basic reproduction number (replacement ratio): if R > 1,
the disease persists and there exists an endemic equilibrium, whereas the disease dies out if R < 1.
However, L is not that easily interpreted as a next generation operator [11], and so, more neutrally,
we call L the threshold operator.
7. Endemic equilibrium
The equations for an equilibrium are obtained from (2.2) by setting the time derivatives equal to 0,
0 = Λ(x) − μ(x) S˜(x) −
∫
Ω
f
(
x, y, S˜(x), I˜(y)
)
dy
0 =
∫
Ω
f
(
x, y, S˜(x), I˜(y)
)
dy − ν(x) I˜(x)
⎫⎪⎪⎪⎪⎬
⎪⎪⎪⎪⎭
x ∈ Ω. (7.1)
We add the two equations,
Λ(x) = μ(x) S˜(x) + ν(x) I˜(x), (7.2)
and, since μ ν , obtain the estimates
Λ(x)
ν(x)
 S˜(x) + I˜(x) Λ(x)
μ(x)
. (7.3)
Theorem 7.1 (Schauder). Let X be a Banach space and C a non-empty closed convex subset of X . If K :C → C
is continuous and maps C into a compact subset of C , then there exists some x ∈ C such that K (x) = x.
We make Assumptions 2.1, 5.1, and 6.1, and we recall the threshold operator L on C(Ω) in Sec-
tion 6 and its spectral radius r(L).
Theorem 7.2. If r(L) > 1, then there exists a strictly positive endemic equilibrium.
Proof. Our aim is to apply Schauder’s ﬁxed point theorem. In order to obtain a convenient convex set
that is mapped into itself by an appropriate map, we modify the nonlinearity f as
fn(x, y, S, I) = f (x, y, S, I ∧ n), n ∈ N, (7.4)
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Sn(x) = Gn(I)(x) ∈ [0, S(x)] such that
0 = Λ(x) − μ(x)Sn(x) −
∫
Ω
fn
(
x, y, Sn(x), I(y)
)
dy. (7.5)
Lemma 7.3. For ﬁxed n ∈ N, Gn(I)(x) is continuous at x, uniformly for I in bounded subsets of C+(Ω).
Proof. Let x, z ∈ Ω . Then
(
Sn(z) − Sn(x)
)2 = (Sn(z) − Sn(x))(S(z) − S(x))
− (Sn(z) − Sn(x))
∫
Ω
(
fn(z, y, Sn(z), I(y))
μ(z)
− fn(x, y, Sn(x), I(y))
μ(x)
)
dy.
We add and subtract the same appropriate term,
(
Sn(z) − Sn(x)
)2
= (Sn(z) − Sn(x))(S(z) − S(x))
− (Sn(z) − Sn(x))
∫
Ω
(
fn(z, y, Sn(z), I(y))
μ(z)
− fn(z, y, Sn(x), I(y))
μ(z)
)
dy
− (Sn(z) − Sn(x))
∫
Ω
(
fn(z, y, Sn(x), I(y))
μ(z)
− fn(x, y, Sn(x), I(y))
μ(x)
)
dy.
Since fn is increasing in S ,
(
Sn(z) − Sn(x)
) ∫
Ω
(
fn(z, y, Sn(z), I(y))
μ(z)
− fn(z, y, Sn(x), I(y))
μ(z)
)
dy  0.
We also use the inequality ab = (a/2)(2b) a28 + 2b2,
(
Sn(z) − Sn(x)
)2  (Sn(z) − Sn(x))2/4+ 2(S(z) − S(x))2
+ 2
(∫
Ω
(
fn(z, y, Sn(x), I(y))
μ(z)
− fn(x, y, Sn(x), I(y))
μ(x)
)
dy
)2
.
We reorganize,
(
Sn(z) − Sn(x)
)2  8
3
(
S(z) − S(x))2
+ 8
3
(∫ (
fn(z, y, Sn(x), I(y))
μ(z)
− fn(x, y, Sn(x), I(y))
μ(x)
)
dy
)2
.Ω
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C(Ω). This implies the assertion. 
We continue the proof of Theorem 7.2 adopting ideas from [33, Section 4.2.3]. Let (n) be a de-
creasing sequence with n → 0 as n → ∞. For ﬁxed, but arbitrary n ∈ N, we consider the operator
Kn(I)(x) = 1
ν(x)
∫
Ω
fn
(
x, y,Gn(I)(x), I(y)
)
dy + n, I ∈ C+(Ω), x ∈ Ω. (7.6)
The term n is added to avoid having 0 as a ﬁxed point of Kn . Notice that
Kn(I)(x)
1
ν(x)
∫
Ω
f
(
x, y, S(x),n
)
dy + 1.
Let B+r = {I ∈ C(Ω); 0  I(x)  r, x ∈ Ω} be the closed non-negative ball of radius r. If r is large
enough, Kn maps B+r into itself. Further, by Lemma 7.3, Kn(I)(x) is continuous at each x ∈ Ω uniformly
for I in bounded subsets of C+(Ω). By the Arzela–Ascoli theorem, Kn(B+r ) is compact. By Schauder’s
ﬁxed point theorem (Theorem 7.1), there exists In ∈ C+(Ω) such that In = Kn(In). With Sn = G(In),
we have the equations
0 = Λ(x) − μ(x)Sn(x) −
∫
Ω
fn
(
x, y, Sn(x), In(y)
)
dy,
0 =
∫
Ω
fn
(
x, y, Sn(x), In(y)
)
dy − ν(x)In(x) + nν(x), t  0, x ∈ Ω. (7.7)
We add the equations,
Sn(x) + In(x) S(x) + n ν(x)
μ(x)
.
An argument similar to the one used in the proof of Lemma 7.3 shows that Sn(x) is continuous at
each x uniformly for n ∈ N . Then In(x) is continuous at each x uniformly for n ∈ N . The Arzela–Ascoli
theorem implies that, after choosing subsequences, Sn(x) → S˜(x) and In(x) → I˜(x) uniformly in x ∈ Ω ,
with appropriate non-negative continuous functions S˜ and I˜ . ( S˜, I˜) are solutions of (7.1).
It remains to show that I˜ is not identically equal to 0. Suppose it is. Then In(x) → 0 and Sn(x) →
S(x) uniformly for x ∈ Ω . For suﬃciently large n, In(x) n for all x ∈ Ω and so,
In(x) = Q (Sn, In)(x) + n, x ∈ Ω, (7.8)
where Q is the nonlinear integral operator on C(Ω)2,
Q (u, v)(x) =
∫
Ω
f (x, y,u(x), v(y))
ν(x)
dy, u, v ∈ C(Ω).
Let ‖ · ‖ denote the maximum norm on C(Ω). Since In(y) ‖In‖ for all y ∈ Ω ,
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‖In‖ = supx∈Ω
1
ν(x)
∫
Ω
∣∣∣∣ f (x, y, Sn(x), In(y))In(y) − ∂I f
(
x, y, S(x),0
)∣∣∣∣ In(y)‖In‖ dy
 sup
x∈Ω
1
ν(x)
∫
Ω
∣∣∣∣ f (x, y, Sn(x), In(y))In(y) − ∂I f
(
x, y, S(x),0
)∣∣∣∣dy
 sup
x∈Ω
1
ν(x)
∫
Ω
∣∣∣∣ f (x, y, Sn(x), In(y))In(y) − ∂I f
(
x, y, Sn(x),0
)∣∣∣∣dy
+ sup
x∈Ω
1
ν(x)
∫
Ω
∣∣∣∣∂I f (x, y, Sn(x),0)− ∂I f (x, y, S(x),0)
∣∣∣∣dy
→ 0, n → ∞,
by Lemma 6.2 and the continuity of ∂I f (·,0) on (0,∞). In the following, we identify any real number
with the constant function on Ω of that value. Deﬁne
un(x) = In(x)‖In‖
with ‖ · ‖ being the supremum norm. Then ‖In‖ → 0 as n → ∞, ‖un‖ = 1, and by (7.8),
un = Q (Sn, In)‖In‖ +
n
‖In‖ =
Q (Sn, In) − LIn
‖In‖ + Lun +
n
‖In‖ .
As we have shown, the ﬁrst expression on the right-hand side converges to 0 as n → ∞. Since
∂I f (·,0) is continuous on (0,∞) by Assumption 6.1, the linear operator L is compact by the Arzela–
Ascoli theorem. After choosing subsequences, we can assume that Lun → v as n → ∞. This implies
that n‖In‖ is a bounded sequence. After choosing subsequences another time, we can assume that
n‖In‖ → α for some α  0. So un → u as n → ∞ in C(Ω). The function u is non-negative and ‖u‖ = 1,
u − α = Lu.
By (6.2),
[Lu](x) =
∫
Ω
∂I f (x, y, S(x),0)
ν(x)
u(y)dy 
∫
Ω
f (x, y, S(x),u(y))
ν(x)
dy.
Since ‖u‖ = 1 and u  0, a similar argument as in Theorem 5.2 implies that u(x) > 0 for all x ∈ Ω .
Since the operator L is compact, by the Krein–Rutman theorem [56, App. 2.4], [10, Theorem 19.2]
there exists some v∗ ∈ C(Ω)∗ , v∗  0, v∗ = 0 such that L∗v∗ = r(L)v∗ . Since v∗ = 0, there exists
some w ∈ C(Ω) such that 〈w, v∗〉 > 0. Since w  ‖w‖, 0 < 〈‖w‖, v∗〉. This implies that v∗ provides a
positive value when applied to a positive constant function. Since u is strictly positive, infu > 0 and
so 〈
u, v∗
〉

〈
infu, v∗
〉
> 0.
Further 〈
u, v∗
〉= 〈Lu + α, v∗〉 〈u, L∗v∗〉= r(L)〈u, v∗〉.
Since r(L) > 1, this is a contradiction. 
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We make Assumptions 2.1, 5.1, and 6.1. Recall the compact linear operator L in (6.3), the threshold
operator, and its spectral radius r(L).
Proposition 8.1. If r(L) > 1, the disease is uniformly weakly persistent in the following sense: there exists
some  > 0 such that
limsup
t→∞
sup
x∈Ω
I(t, x) 
for all non-negative solutions of (2.2) with I0 = 0.
Proof. Suppose the disease is not uniformly weakly persistent. Let  > 0. Then there exists a non-
negative solution (S, I) with I0 = 0 and
limsup
t→∞
sup
x∈Ω
I(t, x) < .
After shifting forward in time and using Theorem 5.2, we can assume that 0 < I(t, x)  for all t  0,
x ∈ Ω . Further, by (3.4), we can assume that S(t, x) S(x) + 1 for all t  0, x ∈ Ω . Since f (x, y, S, I)
increases in both S and I ,
∂t S(t, x)Λ(x) −
∫
Ω
f
(
x, y, S(x) + 1, )dy − μ(x)S(t, x).
Since f is continuous and f (x, y, S,0) = 0, there is some increasing continuous function ψ :R+ →
(0,∞), ψ(0) = 0, such that
∂t S(t, x)Λ(x) − μ(x)ψ()
2
− μ(x)S(t, x).
We integrate this inequality and ﬁnd
S(t, x)
[
S(x) − ψ()
2
](
1− e−μ(x)t).
Shifting forward in time some more, we can assume that
S(t, x) S(x) − ψ(), t  0, x ∈ Ω.
Again, since f is increasing in S and I ,
∂t I(t, x)
∫
Ω
f
(
x, y, S(x) − ψ(), I(t, y))dy − ν(x)I(t, x).
Since I(t, x)  , by Assumption 5.1,
∂t I(t, x)
∫
f (x, y, S(x) − ψ(), )

I(t, y)dy − ν(x)I(t, x).
Ω
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0 < Iˆ(λ, x) /λ. We apply the Laplace transform to the differential inequality and obtain
λ Iˆ(λ, x)
∫
Ω
f (x, y, S(x) − ψ(), )

Iˆ(λ, y)dy − ν(x) Iˆ(λ, x).
We reorganize,
Iˆ(λ, x)
∫
Ω
f (x, y, S(x) − ψ(), )
(λ + ν(x)) Iˆ(λ, y)dy. (8.1)
Deﬁne linear operators Lλ, on C(Ω) by
[Lλ,u](x) =
∫
Ω
f (x, y, S(x) − ψ(), )
(λ + ν(x)) u(y)dy, u ∈ C(Ω), x ∈ Ω.
These are linear positive compact operators on C(Ω). Since Iˆ(λ, x) > 0, ‖u‖λ = supx∈Ω |u(x)|Iˆ(λ,x) is a
norm equivalent to the sup-norm. By (8.1), ‖Lλ,‖λ  1. Since the spectral radius does not depend on
equivalent norms, r(Lλ,) 1. By Lemma 6.2,
∣∣∣∣ f (x, y, S(x) − ψ(), ) − ∂I f
(
x, y, S(x) − ψ(),0)∣∣∣∣→ 0,  → 0,
uniformly for x, y ∈ Ω . Since ∂I f (x, y, S,0) is continuous in S > 0,
f (x, y, S(x) − ψ(), )

→ ∂I f
(
x, y, S(x),0
)
,  → 0,
uniformly for x, y ∈ Ω . This implies that Lλ, → L in operator norm for λ,  → 0. Since the spectral
radius is a continuous function of compact linear operators, r(L) 1, a contradiction. 
Theorem 8.2. Assume that the spectral radius of the linear operator L satisﬁed r(L) > 1. Then the disease
persists uniformly strongly in the sense that there exists some  > 0 such that lim inft→∞ infx∈Ω I(t, x)  
for all non-negative solutions of (2.2) with I0 = 0.
In the following we use the language of persistence theory. See [61, A.5], e.g.
Proof. We apply [61, Theorem A.34]. For (S0, I0) ∈ X = (C+(Ω))2 deﬁne
ρ(S0, I0) = sup
x∈Ω
I0(x), ρ˜(S0, I0) = inf
x∈Ω I0(x).
The functions ρ and ρ˜ are continuous if X is endowed with a metric that is induced by the sup-norm.
The compactness assumption of [61, Theorem A.34] is satisﬁed because the semiﬂow Φ induced by
the non-negative solutions of (2.2) has a compact attractor of bounded sets by Theorem 4.2. By The-
orem 5.2, ρ(S0, I0) > 0 implies ρ(Φ(t, (S0, I0))) = supx I(t, x) > 0. A bounded total orbit of Φ corre-
sponds to a bounded non-negative solution (S, I) of (2.2) that is deﬁned for all t ∈ R. By Theorem 5.2,
ρ(S(t, ·), I(t, ·)) = supx I(t, x) > 0 for some t < 0 implies that ρ˜(S(0, ·), I(0, ·)) = infx I(0, x) > 0 be-
cause I is continuous. By Proposition 8.1, Φ is uniformly weakly ρ-persistent. By [61, Theorem A.34],
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lates into the statement of the theorem. 
We show the existence of a persistence attractor, a concept proposed in [21] and clariﬁed in [43].
The speciﬁc term has been coined in [58].
Theorem 8.3. Assume that the spectral radius of the linear operator L satisﬁed r(L) > 1. Then there exists a
non-empty compact invariant set A1 in X with the following properties:
(i) inf{I0(x); x ∈ Ω, (S0, I0) ∈ A1} > 0.
(ii) A1 is a compact attractor for every compact set C in X which satisﬁes supx∈X I0(x) > 0 for all (S0, I0) ∈ C.
(iii) A1 is stable.
Proof. Again let ρ(S0, I0) = supx∈Ω I0(x). By Theorem 8.2, Φ is uniformly (strongly) ρ-persistent. By
[43, Theorem 3.7], there exists a compact invariant set A1 which satisﬁes (ii) and a weaker version
of (i),
(i′) For all (S0, I0) ∈ A1, supx∈Ω I0(x) > 0.
Since A1 is invariant, there exists a solution (S, I) of (2.2) that is deﬁned for all t ∈ R, takes its val-
ues in A1, and satisﬁes S(0, x) = S0(x) and I(0, x) = I0(x) for all x ∈ Ω . In particular, supx∈Ω I(t, x) > 0
for all t ∈ R. By Theorem 5.2, I(0, x) > 0 for all x ∈ Ω . Since Ω and A1 are compact and I0 continuous,
(i) follows. A1 is stable because it is the compact attractor of all compact sets in a neighborhood of
itself [20, Theorem 3.3.2]. 
Remark 8.4. The results taken from [43] are proved there for semiﬂows Φ :Z+ × X → X , but almost
the same proofs work for semiﬂows Φ :R+ × X → X [58].
9. Disease extinction
Recall Assumptions 2.1, 5.1, and 6.1 and the compact linear operator L in (6.3), the threshold
operator.
Theorem 9.1. Assume that the spectral radius of L satisﬁes r(L) < 1. Then I(t, x) → 0 and S(t, x) → S(x)
as t → ∞, uniformly for x ∈ Ω . More strongly, (S,0) is the compact attractor of all bounded subsets of X . In
particular, (S,0) is stable and there exists no endemic equilibrium.
Proof. It is suﬃcient to show that the compact attractor A of bounded sets which exists by Theo-
rem 4.2 is a singleton set formed by (S,0).
Let (S0, I0) ∈ A. Since A is invariant, there exists a solution (S, I) of (2.2) that is deﬁned for all
t ∈ R (rather R+), takes all its values in A, and satisﬁes S(0, x) = S0(x) and I(0, x) = I0(x) for all
x ∈ Ω . Deﬁne M(t, x) = S(t, x) + I(t, x). Since f (x, y, S, I) increases in S ,
∂tM(t, x)Λ(x) − μ(x)M(t, x)
∂t I(t, x)
∫
Ω
f
(
x, y,M(t, x), I(t, y)
)
dy − ν(x)I(t, x)
⎫⎪⎬
⎪⎭ t ∈ R, x ∈ Ω.
Let r < t . We integrate the two differential inequalities from r to t ,
M(t, x) M(r, x)e−μ(x)(t−r) +
t∫
Λ(x)e−μ(x)(t−s) ds,r
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t∫
r
∫
Ω
f
(
x, y,M(s, x), I(s, y)
)
dy e−ν(x)(t−s) ds.
We can take the limit as r → −∞,
M(t, x)
t∫
−∞
Λ(x)e−μ(x)(t−s) ds = S(x),
I(t, x)
t∫
−∞
∫
Ω
f
(
x, y,M(s, x), I(s, y)
)
dy e−ν(x)(t−s) ds.
Since I(t, x) M(t, x) S(x), we can consider
I¯(x) = sup
t∈R
I(t, x) = sup
t∈Q
I(t, x).
The second formula holds because I is continuous and shows that I¯ is measurable. Since f (x, y, S, I)
is increasing in both S and I ,
I(t, x)
t∫
−∞
∫
Ω
f
(
x, y, S(x), I¯(y)
)
dy e−ν(x)(t−s) ds
= 1
ν(x)
∫
Ω
f
(
x, y, S(x), I¯(y)
)
dy.
Since this holds for all t ∈ R,
I¯(x) 1
ν(x)
∫
Ω
f
(
x, y, S(x), I¯(y)
)
dy.
By (6.2), I¯  L( I¯) and 0  L( I¯)  LnL( I¯) for all n ∈ N by induction. Notice that L( I¯) is continuous
and non-negative. If L( I¯) = 0, then r(L) 1, a contradiction. Since I¯  L( I¯), I¯ = 0. By deﬁnition of I¯ ,
I(t, x) = 0 for all t ∈ R, x ∈ Ω . This implies ∂t S(t, x) = Λ(x) −μ(x)S(t, x) for all t ∈ R, x ∈ Ω . Integrat-
ing as above, this yields S(t, x) = S(x) for all t ∈ R, x ∈ Ω . We specialize to t = 0 and obtain S0 = S ,
I0 = 0. This shows that A is the singleton set formed by (S,0). 
10. Towards the Lyapunov function
We assume that an endemic equilibrium S˜, I˜ :Ω → R+ exists. By Theorem 5.2, S˜(x) > 0 and
I˜(x) > 0 for all x ∈ Ω .
For strictly positive functions S, I :Ω → R+ , we deﬁne
V (S, I)(x) =
S(x)∫
S˜(x)
f (x, x, s, I˜(x)) − f (x, x, S˜(x), I˜(x))
f (x, x, s, I˜(x))
ds + I(x) − I˜(x) ln I(x)
I˜(x)
. (10.1)
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care of a latency class which we have omitted to concentrate on the essential changes that must be
made in the transition from ﬁnite-dimensional to inﬁnite-dimensional structure.
Assumption 10.1. For all x, y ∈ Ω and S, S˜, I, I˜ > 0,
(
f (x, y, S, I) f (x, x, S˜, I˜) − f (x, y, S˜, I˜) f (x, x, S, I˜))
·
(
f (x, y, S, I)
I
f (x, x, S˜, I˜) − f (x, y, S˜, I˜)
I˜
f (x, x, S, I˜)
)
 0.
Let us consider the special case S = S˜ and recall that we have assumed f (x, y, S, I) is an increasing
function of I . Then we see that adding this assumption suggests that f (x, y, S, I)/I is a decreasing
function of I (Assumption 5.1).
The following are easily checked as a suﬃcient condition.
Lemma 10.2. Assumption 10.1 is satisﬁed if f (x, y, S, I) is an increasing function of I and f (x, y, S, I)/I is a
decreasing function of I and
f (x, y, S˜, I) f (x, x, S, I) = f (x, y, S, I) f (x, x, S˜, I), S, S˜, I  0. (10.2)
Corollary 10.3. (10.2) is satisﬁed if
f (x, y, S, I) = f1(x, S, I) f2(x, y, I), S, I  0.
Proof. Both sides of (10.2) equal f1(x, S˜, I) f1(x, S, I) f2(x, y, I) f2(x, x, I). 
Example 10.4. Assumption 10.1 is satisﬁed if
f (x, y, S, I) = f1(x, S) f2(x, y, I),
with non-negative f1, f2 and, for each x, y ∈ Ω , f2(x, y, z) is an increasing function of z and f2(x,y,z)z
is a decreasing function of z.
Example 10.5. Assumption 10.1 is satisﬁed if
f (x, y, S, I) = f1(x, S, I)κ(x, y), S, I  0,
with non-negative f1, κ , and for each x ∈ Ω , S  0, f1(x, S, I) is an increasing function of I and
f1(x,S,I)
I is a decreasing function of I .
For more concrete examples we refer to the Discussion and return to the discussion of the function
V introduced in (10.1).
The orbital derivative of V is deﬁned as
V˙ (S0, I0) = d
dt
V
(
S(t), I(t)
)
[t=0], (10.3)
where (S, I) are the solutions of (2.2) with initial data (S0, I0). Here we have written S(t) for S(t, ·)
and I(t) for I(t, ·). Notice that
V˙
(
S(t), I(t)
)= d V (S(t), I(t)). (10.4)
dt
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V˙ (x) = V˙ (S, I) =
(
1− f (x, x, S˜(x), I˜(x))
f (x, x, S(x), I˜(x))
)(
Λ(x) − μ(x)S(x) −
∫
Ω
f
(
x, y, S(x), I(y)
)
dy
)
+
(
1− I˜(x)
I(x)
)(∫
Ω
f
(
x, y, S(x), I(y)
)
dy − ν(x)I(x)
)
. (10.5)
The next result follows in essentially the same way as in [36]. A proof is provided in Appendix A
for the reader’s convenience and the author’s peace of mind.
Lemma 10.6. Let Assumptions 10.1 be satisﬁed. Then, for strictly positive S, I ∈ C+(Ω),
V˙ (x) = −T1(S)(x) +
∫
Ω
k(x, y)
(
g(I)(x) − g(I)(y))dy − T2(S, I)(x) (10.6)
with T2(S, I)(x) 0 and
T1(S)(x) = μ(x)(S(x) − S˜(x))
f (x, x, S(x), I˜(x))
(
f
(
x, x, S(x), I˜(x)
)− f (x, x, S˜(x), I˜(x))) (10.7)
and
k(x, y) = f (x, y, S˜(x), I˜(y)), x, y ∈ Ω, (10.8)
and
g(x) = g(I)(x) = − I(x)
I˜(x)
+ ln
(
I(x)
I˜(x)
)
. (10.9)
Since f (x, x, S, I˜) is strictly increasing in S, T1(S)(x) 0 and T1(S)(x) > 0 unless S(x) = S˜(x).
In order to obtain a Lyapunov function we set
W =
∫
Ω
w(x)V (x)dx (10.10)
with w to be determined in the next section. Formally, the orbital derivative of W satisﬁes
W˙ =
∫
Ω
w(x)V˙ (x)dx
= −
∫
Ω
w(x)
[
T1(S)(x) + T2(S, I)(x)
]
dx+
∫
Ω
w(x)
(∫
Ω
k(x, y)
(
g(I)(x) − g(I)(y))dy)dx.
Notice that g ∈ C(Ω) because I and I˜ are strictly positive on Ω . So W is a Lyapunov function if w can
be chosen in such a way that the last integral is non-positive. In [36], graph-theoretic arguments es-
tablish that the last integral is zero. Because of inﬁnite-dimensional nature of our problem, a different
approach is needed.
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Let k :Ω × Ω → R+ be continuous, k(x, x) > 0 for all x ∈ Ω . Then
γ (x) :=
∫
Ω
k(x, y)dy ∈ (0,∞), x ∈ Ω, (11.1)
deﬁnes a continuous strictly positive function on Ω . (These assumptions can be relaxed, but they are
satisﬁed in the application presented here.)
Proposition 11.1. There exists a non-negative Borel measurable function w on Ω , such that
∫
Ω
γ (x)w(x)dx < ∞, w(x) > 0, x ∈ Ω,
and
∫
Ω
w(x)
(∫
Ω
k(x, y)
(
v(x) − v(y))dy)dx = 0 (11.2)
for all v ∈ L∞(Ω). The function w also satisﬁes
∫
Ω
w(x)k(x, y)dx = w(y)
∫
Ω
k(y, z)dz, y ∈ Ω. (11.3)
If k is continuous, w is continuous and bounded away from 0 on Ω .
Proof. Using γ , (11.3) takes the form
∫
Ω
w(x)k(x, y)dx = w(y)γ (y), y ∈ Ω, (11.4)
and (11.2) takes the form
∫
Ω
w(x)γ (x)v(x)dx =
∫
Ω
w(x)
(∫
Ω
k(x, y)v(y)dy
)
dx. (11.5)
Since the right-hand side of (11.4) provides a function in L1+(Ω), it follows from Fubini’s theorem that
(11.4) implies (11.5). Setting w˜ = wγ , (11.5) becomes
w˜(y) =
∫
Ω
w˜(x)
k(x, y)
γ (x)
dx
=: K (w˜)(y)
⎫⎪⎬
⎪⎭ y ∈ Ω. (11.6)
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L1(Ω). This implies ‖K‖ = 1. Let K ∗ denote the dual operator of K on L∞(Ω),
K ∗(v)(x) =
∫
Ω
k(x, y)
γ (x)
v(y)dy, v ∈ L∞(Ω).
Then ‖K ∗‖ = ‖K‖ = 1. Further K ∗v∗ = v∗ where v∗ is the constant function of value 1. Thus K ∗ has
the spectral radius 1 and so has K . By the continuity of κ and the Arzela–Ascoli theorem, K ∗ is a
compact operator from L∞(Ω) into C(Ω¯) and in particular a compact operator on L∞(Ω). A theorem
by Schauder [65, X.4] implies that K is a compact operator on L1(Ω). By a theorem by Krein and
Rutman [56, App. 2.4], [10, Theorem 19.2], K has a non-zero eigenvector w˜ ∈ L1+(Ω) associated with
its spectral radius which is 1. Deﬁne w = w˜/γ . Then γ w ∈ L1+(Ω) and w satisﬁes (11.4). A proof
similar to the one of Theorem 5.2, using that Ω is connected, shows that w˜ is strictly positive on Ω
and so is w . 
12. Global stability of the endemic equilibrium
We assume that an endemic equilibrium S˜, I˜ : Ω → R+ exists. Then S˜(x) > 0 and I˜(x) > 0 for all
x ∈ Ω . Recall Assumptions 2.1, 5.1, 6.1, 10.1.
Theorem 12.1. If all these assumptions are satisﬁed, the endemic equilibrium is unique, stable, and attracts
any solution with I(0, x) > 0.
Remark 12.2. Actually {( S˜, I˜)} is the compact attractor of all compact subsets C of X = [C+(Ω)]2
which satisfy supx∈Ω I0(x) > 0 for all (S0, I0) ∈ C .
The remainder of this section is devoted to the proof of this theorem. It is suﬃcient to show that
the attractor A1 in Theorem 8.3 is a singleton set which is formed by the endemic equilibrium.
Let (S0, I0) ∈ A1. Since A1 is invariant, there exists a non-negative solution (S, I) of (2.2) that is
deﬁned for all t ∈ R, takes all its values in A1 and satisﬁes S(0, x) = S0(x) and I(0, x) = I0(x) for all
x ∈ Ω . By Theorem 8.3(i), inft∈R, x∈Ω I(t, x) > 0. It follows from (2.2), that inft∈R, x∈Ω S(t, x) > 0 for all
t ∈ R as well. This implies that V (S(t), I(t)) is deﬁned for all t ∈ R. By (10.4) and Lemma 10.6,
d
dt
V
(
S(t), I(t)
)
(x) = −T1
(
S(t)
)
(x) − T2
(
S(t), I(t)
)
(x)
+
∫
Ω
k(x, y)
(
g
(
I(t)
)
(x) − g(I(t))(y))dy.
We integrate,
V
(
S(t), I(t)
)
(x) − V (S(r), I(r))(x) = −
t∫
r
T1
(
S(s)
)
(x)ds −
t∫
r
T2
(
S(s), I(s)
)
(x)ds
+
t∫
r
(∫
Ω
k(x, y)
(
g
(
I(t)
)
(x) − g(I(t))(y))dy)ds.
By Fubini’s theorem and by Proposition 11.1,
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(
S(t), I(t)
)− W (S(r), I(r))= −∫
Ω
w(x)
( t∫
r
T1
(
S(s)
)
(x)ds
)
dx
−
∫
Ω
w(x)
( t∫
r
T2
(
S(s), I(s)
)
(x)ds
)
dx (12.1)
with T1  0 and T2  0. This implies that W (S(t), I(t)) is a decreasing function of t ∈ R .
Since A1 is compact, the ω and α limit sets of (S0, I0) are non-empty, compact, invariant and
attract (S(t), I(t)) as t → ±∞, respectively. Since W (S(t), I(t)) is a decreasing function of t , W is
constant on the ω and the α limit sets of (S0, I0). Let (S(·), I(·)) be a solution through a point in the
ω-limit set. Then W (S(t), I(t)) is a constant function of t . By (12.1),
0 =
t∫
r
(∫
Ω
w(x)T1
(
S(s)
)
(x)dx
)
ds, r  t.
By Lemma 10.6, S(s, x) = S˜(x) for all s ∈ R. By (2.2),
0 = Λ(x) − μ(x) S˜(x) −
∫
Ω
f
(
x, y, S˜(x), I(s, y)
)
dy, s ∈ R,
and
∂s I(s, x) = Λ(x) − μ(x) S˜(x) − ν(x)I(s, x), s ∈ R.
We integrate,
I(t, x) = I(r, x)e−ν(x)(t−r) +
t∫
r
(
Λ(x) − μ(x) S˜(x))e−ν(x)(t−s) ds.
We take the limit as r → −∞,
I(t, x) =
t∫
−∞
(
Λ(x) − μ(x) S˜(x))e−ν(x)(t−s) ds
= Λ(x) − μ(x) S˜(x)
ν(x)
= I˜(x).
This implies that the ω-limit set just consists of the endemic equilibrium. The same argument applies
to the α-limit set and shows that the α-limit set just consists of the endemic equilibrium ( S˜, I˜) as
well. This implies limt→±∞(S(t), I(t)) = ( S˜, I˜) and
lim
t→∞W
(
S(t), I(t)
)= W ( S˜, I˜) = lim
t→−∞W
(
S(t), I(t)
)
.
Since W (S(t), I(t)) is a decreasing function of t , it is constant. The same argument as before implies
that (S(t), I(t)) = ( S˜, I˜) for all t ∈ R. In particular (S0, I0) = (S(0), I(0)) = ( S˜, I˜). Since (S0, I0) has
been an arbitrary element in A1, A1 = {( S˜, I˜)}.
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We have considered a model for the spread of an infectious disease in a host population with
inﬁnite-dimensional structure which, among other things, could result from spatial distribution. In-
fection between individuals at different locations has been modeled by an integral. As main thrust,
conditions for the global stability of the endemic equilibrium have been established using a variant
of the Volterra Lyapunov function V (x) = x − a ln(x/a). Other than in ﬁnite-dimensional structures
[18,19,36,37], we have not used graph-theoretic arguments, but the Krein–Rutman theorem about
existence of a positive eigenfunction for a compact linear operator.
The results and the proofs remain valid if Ω is a compact metric space that is the closure of its
non-empty interior and the Lebesgue measure is replaced by a ﬁnite Baire measure that is positive
on every non-empty open set in Ω .
The analogous ﬁnite-dimensional result can be obtained by setting Ω = {1, . . . ,m} and endowing
it with the discrete metric and by replacing the Lebesgue measure by the counting measure. All
continuity assumptions pertinent to Ω are then trivially satisﬁed. Assumption 5.1(ii), with Ω j = { j},
then takes the following form: For every non-empty Ω˜ ⊆ Ω , Ω˜ = Ω , there exist y ∈ Ω˜ and x ∈
Ω \ Ω˜ such that f (x, y, S, I) > 0 if S, I > 0. In other words, if S, I > 0, the matrix (αxy) with αxy =
f (x, y, S, I) is irreducible.
As in [14,28–31,35,36,49,51], we have included also non-bilinear transmission terms. The critical
assumptions for global stability of the endemic equilibrium are satisﬁed (see Example 10.4) if the
transmission term is of the form
f (x, y, S, I) = f1(x, S) f2(x, y, I),
with non-negative f1, f2 such that, for each x, y ∈ Ω , f1(x, S) is a strictly increasing function of S and
f2(x, y, I) is an increasing function of I and
f2(x,y,I)
I is a decreasing function of I . The assumptions
for f1 have hardly been challenged in literature. In the following we mention functions f2 considered
in the literature that do not satisfy these assumptions (we drop the structural variables x and y).
Liu et al. [40] suggest f2(I) = Iq with q > 0. If q > 1 (which may model the need of multiple expo-
sure for successful infection), f2(I)/I is strictly increasing. If q < 1, we do not have the usual threshold
behavior for the stability of the disease-free equilibrium. Ruan and Wang [55] consider f2(I) = κ I21+α I2
and Regoes, Ebert and Bonhoeffer [53] f2(I) = α Iν1+α Iν , ν > 1, and again f2(I)/I is not monotone de-
creasing. To model the inﬂuence of media coverage, Cui, Sun, and Zhu [9] choose f2(I) = κ Ie−aI
which is not monotone increasing. In all these cases, global stability of the endemic equilibrium does
not hold in general; rather multiple endemic equilibria can exist, and Hopf bifurcation can occur.
Non-bilinear incidences that satisfy our assumptions (multiplicative constants have been absorbed
into f1) are
Examples
f2(I) = I1+α I [8],
f2(I) = ln(1 + κ I) (adopted from [5] where I is the amount of virus particles released after the
death of an infected insect),
f2(I) = 1− e−α I (adopted from [54] where it is used for a predator–prey model),
f2(I) = I1+κ1 I+√1+2κ1 I (adopted from [22] where it is used to model contact rates),
f2(I) = aI(aγ +Iγ )1/γ with the limit case (as γ → ∞) f2(I) = min{a, I} (adopted from [34] where it
is used for predation).
The critical assumptions for global stability are also satisﬁed (see Example 10.5) if
f (x, y, S, I) = f1(x, S, I)κ(x, y), S, I  0,
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a strictly increasing function of S in case I > 0 and f1(x,S,I)I is a decreasing function of I , κ(x, x) > 0.
A special case is
f (x, y, S, I) = κ(x, y)S I C(S + I)
S + I , S, I  0, (13.1)
where C :R+ → R+ is increasing and differentiable, and C(N)/N is decreasing in N > 0.
Assumptions 2.1, 5.1, and 6.1 also hold if, in addition, C(N) > 0 for N > 0 and κ :Ω2 → [0,∞) is a
non-negative continuous function, κ(x, x) > 0. Notice that C(N) = f2(N) has all these properties if f2
is one of the concrete functions mentioned as examples above.
If we only have susceptibles and infectives as epidemiological classes, C(N) is the rate of con-
tacts in a population of size N , i.e., the number of individuals in a population of size N with whom
one average individual has contacts per unit of time [3,12]. In this case, for constant C , this is so-
called frequency-dependent alias standard incidence. If there are also recovered individuals, R , this is
not frequency-dependent incidence which would be κ(x, y) S IS+I+R .
Notice that
∂I f (x, y, S,0) =
{
κ(x, y)C(S), S > 0,
0, S = 0,
so, if C(0) > 0, ∂I f (x, y, ·,0) is continuous on (0,∞) but not at S = 0 (cf. Assumption 6.1).
Another interesting class of non-bilinear incidence functions is
f (x, y, S, I) = κ(x, y) S I
((aS)α + (bI)β)γ
with a,b > 0 and α,β,γ  0. They satisfy the critical assumptions for global stability if, again, κ :
Ω2 → [0,∞) is continuous, κ(x, x) > 0 for all x ∈ Ω , and αγ  1 and βγ  1. That f strictly increases
in I > 0 for S > 0, e.g., can be seen from the equality
f (x, y, S, I) = κ(x, y) S
((aS)α I−1/γ + bβ Iβ−(1/γ ))γ .
For γ = 0 this is the familiar bilinear incidence, for γ = α = β = 1, we recover (13.1) with constant C .
For 1/γ = α = β → ∞ we have
f (x, y, S, I) → κ(x, y)min{S/b, I/a}.
Notice that the right-hand side is no longer strictly increasing in S > 0 and does not satisfy Assump-
tion 2.1.
There are few empirical or semi-empirical studies that give some information about the form of f .
Brown and Hasibuan [6] ﬁt f (S, I) = κ(S I)p (without structural dependence on variables x and y) for
a fungal disease in spider mites and found a best ﬁt with p = 0.4± 0.04. It should be mentioned that
the disease is transmitted to susceptible mites from the cadavers of infected mites.
Greer, Briggs, and Collins [16] report infection experiments with tiger salamander larvae and
ranavirus where they ﬁt transmission functions of the form
f (S, I) = κ Sp Iq, κ S ln(1+ (β/κ)I), κ S, κ S I
c + S + I .
Compared with their Table 2, we omitted special cases. Their ﬁts support a power law f (S, I) = κ S p Iq
with p = 0.953 and q = 0.255 or a logarithmic law f (S, I) = κ S ln(1 + (β/κ)I). They get a better ﬁt
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experimental set-up was appropriate to make parameter estimations at low salamander densities (the
lowest density of susceptible or infected larvae tested was one larva in 55 l of water, respectively).
Simulations of epidemics in cities where every person is explicitly represented were used to ﬁt a
power law for susceptible individuals [60]. It was found that f (S, I) = κ I(S/P )p was a best ﬁt with
p = 2.06 for Los Angeles, p = 2.0 for Chicago and p = 1.7 for Portland. Here P is the size of the
initial population. These powers were explained by variations in the strength, duration and number
of contacts per person.
From a theoretical point of view, a power law Iq with 0 < q < 1 is very problematic because it
makes the disease-free equilibrium always unstable [40]. This can be remedied by replacing Iq by
perturbations like
( + I)q − q or I
 + I1−q or
I
(α + Iα)γ , α,γ > 0, αγ  1.
Determining the parameter  > 0 then becomes critical for estimating the spectral radius r(L) which
decides whether the disease dies out (if r(L) < 1) or whether the disease dynamics converge towards
an endemic equilibrium (if r(L) > 1).
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Appendix A. Proof of the core estimate
This section is devoted to the proof of Lemma 10.6.
In the following we use the Nemytzkii operator notation,
F (S, I)(x, y) = f (x, y, S(x), I(y)). (A.1)
By (10.1) and (2.2), the orbital derivative of V (x) takes the form
V˙ (x) =
(
1− F ( S˜, I˜)(x, x)
F (S, I˜)(x, x)
)(
Λ(x) − μ(x)S(x) −
∫
Ω
F (S, I)(x, y)dy
)
+
(
1− I˜(x)
I(x)
)(∫
Ω
F (S, I)(x, y)dy − ν(x)I(x)
)
.
We use the equilibrium relations (7.1),
V˙ (x) =
(
1− F ( S˜, I˜)(x, x)
F (S, I˜)(x, x)
)
μ(x)
(
S˜(x) − S(x))
+
(
1− F ( S˜, I˜)(x, x)
F (S, I˜)(x, x)
)(∫
Ω
F ( S˜, I˜)(x, y)dy −
∫
Ω
F (S, I)(x, y)dy
)
+
(
1− I˜(x)
I(x)
)(∫
F (S, I)(x, y)dy −
∫
F ( S˜, I˜)(x, y)dy
I(x)
I˜(x)
)
.Ω Ω
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−T1(S)(x) =
(
F (S, I˜)(x, x) − F ( S˜, I˜)(x, x)
F (S, I˜)(x, x)
)
μ(x)
(
S˜(x) − S(x))
=
(
μ(x)( S˜(x) − S(x))
F (S, I˜)(x, x)
)(
f
(
x, x, S(x), I˜(x)
)− f (x, x, S˜(x), I˜(x))) 0
because f (x, x, S, I˜) is strictly increasing in S . Also notice that T1(x) > 0 unless S(x) = S˜(x). We
expand the other terms,
V˙ (x) = −T1(x) +
∫
Ω
F ( S˜, I˜)(x, y)dy −
∫
Ω
F ( S˜, I˜)(x, y)
F ( S˜, I˜)(x, x)
F (S, I˜)(x, x)
dy
+
∫
Ω
F (S, I)(x, y)
F ( S˜, I˜)(x, x)
F (S, I˜)(x, x)
dy +
∫
Ω
F ( S˜, I˜)(x, y)dy
−
∫
Ω
F ( S˜, I˜)(x, y)
I(x)
I˜(x)
dy −
∫
Ω
F (S, I)(x, y)
I˜(x)
I(x)
dy.
We rewrite this equation as
V˙ (x) = −T1(x) +
∫
Ω
k(x, y)G(S, S˜, I, I˜)(x, y)dy
with
k(x, y) = F ( S˜, I˜)(x, y) (A.2)
and
G(S, S˜, I, I˜)(x, y) = 1− F ( S˜, I˜)(x, x)
F (S, I˜)(x, x)
+ F (S, I)(x, y)
F ( S˜, I˜)(x, y)
F ( S˜, I˜)(x, x)
F (S, I˜)(x, x)
− I(x)
I˜(x)
+ 1− F (S, I)(x, y)
F ( S˜, I˜)(x, y)
I˜(x)
I(x)
. (A.3)
The further procedure relies on the fact that
φ(a) = 1− a + lna 0, a > 0 (A.4)
and φ(a) = 0 if and only if a = 1. Now
G(S, S˜, I, I˜)(x, y) = φ
(
F ( S˜, I˜)(x, x)
F (S, I˜)(x, x)
)
− ln
(
F ( S˜, I˜)(x, x)
F (S, I˜)(x, x)
)
− I(x)
I˜(x)
+ φ
(
F (S, I)(x, y)
F ( S˜, I˜)(x, y)
I˜(x)
I(x)
)
− ln
(
F (S, I)(x, y)
F ( S˜, I˜)(x, y)
I˜(x)
I(x)
)
+ F (S, I)(x, y)˜ ˜
F ( S˜, I˜)(x, x)
˜ .F (S, I)(x, y) F (S, I)(x, x)
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G(S, S˜, I, I˜)(x, y) = G0(S, S˜, I, I˜)(x, y) + ln
(
F ( S˜, I˜)(x, y)
F (S, I)(x, y)
F (S, I˜)(x, x)
F ( S˜, I˜)(x, x)
)
− I(x)
I˜(x)
+ ln
(
I(x)
I˜(x)
)
+ F (S, I)(x, y)
F ( S˜, I˜)(x, y)
F ( S˜, I˜)(x, x)
F (S, I˜)(x, x)
with
G0(S, S˜, I, I˜)(x, y) 0.
Deﬁne
g(x) = g(I)(x) = − I(x)
I˜(x)
+ ln
(
I(x)
I˜(x)
)
. (A.5)
Then
G(S, S˜, I, I˜)(x, y) − G0(S, S˜, I, I˜)(x, y)
= ln
(
F ( S˜, I˜)(x, y)
F (S, I)(x, y)
F (S, I˜)(x, x)
F ( S˜, I˜)(x, x)
)
+ g(x) − g(y)
− I(y)
I˜(y)
+ ln
(
I(y)
I˜(y)
)
+ F (S, I)(x, y)
F ( S˜, I˜)(x, y)
F ( S˜, I˜)(x, x)
F (S, I˜)(x, x)
.
By the properties of ln,
G(S, S˜, I, I˜)(x, y) − G0(S, S˜, I, I˜)(x, y)
= ln
(
F ( S˜, I˜)(x, y)
F (S, I)(x, y)
F (S, I˜)(x, x)
F ( S˜, I˜)(x, x)
I(y)
I˜(y)
)
+ g(x) − g(y) − I(y)
I˜(y)
+ F (S, I)(x, y)
F ( S˜, I˜)(x, y)
F ( S˜, I˜)(x, x)
F (S, I˜)(x, x)
.
We use φ again,
G(S, S˜, I, I˜)(x, y) − G0(S, S˜, I, I˜)(x, y)
= φ
(
F ( S˜, I˜)(x, y)
F (S, I)(x, y)
F (S, I˜)(x, x)
F ( S˜, I˜)(x, x)
I(y)
I˜(y)
)
+ g(x) − g(y)
+ F (S, I)(x, y)
F ( S˜, I˜)(x, y)
F ( S˜, I˜)(x, x)
F (S, I˜)(x, x)
− 1+ F ( S˜, I˜)(x, y)
F (S, I)(x, y)
F (S, I˜)(x, x)
F ( S˜, I˜)(x, x)
I(y)
I˜(y)
− I(y)
I˜(y)
.
Since φ  0 and G0  0,
G(S, S˜, I, I˜)(x, y) − G1(S, S˜, I, I˜)(x, y)
= g(x) − g(y) +
(
F (S, I)(x, y)
˜ ˜
F ( S˜, I˜)(x, x)
˜ − 1
)(
1− F ( S˜, I˜)(x, y)
F (S, I)(x, y)
F (S, I˜)(x, x)
˜ ˜
I(y)
˜
)
F (S, I)(x, y) F (S, I)(x, x) F (S, I)(x, x) I(y)
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G1(S, S˜, I, I˜)(x, y) 0.
Now assume that Assumption 10.1 is satisﬁed. Then
G(S, S˜, I, I˜)(x, y) = G1(S, S˜, I, I˜)(x, y) + G2(S, S˜, I, I˜)(x, y) + g(x) − g(y),
with
G2(S, S˜, I, I˜)(x, y) 0.
We set
T2(S, I)(x) = −
∫
Ω
k(x, y)(G1 + G2)(S, S˜, I, I˜)(x, y)dy, j = 1,2,
and the proof of Lemma 10.6 is completed.
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