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Preface
Symplectic structures show up naturally in connection to physics. The cotangent
bundle is an example of symplectic manifold endowed with the natural symplectic
structure dθ with θ is the Liouville one-form.
In dimension 2 symplectic structures coincide with area forms. Thus, any orientable
surface is a symplectic manifold of dimension 2.
The topological classification of compact surfaces resides on orientability and genus.
The geometrical classification of symplectic surfaces was established by Moser [20].
Moser’s proved that any two compact symplectic surfaces such that their symplectic
structures determine the same class in De Rham cohomology are equivalent in
the sense that there exists a diffeomorphism taking one symplectic structure to
the other symplectic structure. In order to do so, Moser developed a method
(called Moser’s path method) which has been widely used in Symplectic Geometry
to prove equivalence of structures without showing an actual symplectomorphism
but proving its existence by integration of a time-dependent vector field.
Poisson structures show up naturally in this scenario as a generalization of symplec-
tic structures where the non-degeneracy condition is violated. The first examples
of Poisson structures are Symplectic manifolds and manifolds with the zero Poisson
structure. In-between these two extreme examples there is a wide variety of Pois-
son manifolds. Poisson manifolds and Symplectic manifolds are closely connected.
Indeed any Poisson structure on a manifold defines a partition of the manifold into
symplectic manifolds (called symplectic leaves of the symplectic foliation).
In this master thesis we focus our attention on a particular class of Poisson man-
ifolds.This class of Poisson manifolds is defined by a condition of transversality of
nth-power of the Poisson bivector defining the Poisson structure. These manifolds
are called b-symplectic manifolds and it is possible to work with them using a gener-
alization of De Rham differential forms called b-symplectic forms. These structures
appeared naturally on the study of manifolds with boundary [18] and have been
recently studied by Guillemin-Miranda-Pires and others (see for instance [12, 11],
[10], [16, 17], [13, 14] and [15]).
As it has been proved in [11] the singular locus of a b-symplectic manifold is a
smooth hypersurface which is itself endowed with a regular Poisson structure.
In [22] and [12], a classification of b-symplectic surfaces was obtained in the same
spirit as Moser’s. The classification of b-symplectic surfaces is given by the class
determined by the b-symplectic structures. This result is the same kind of result as
the one of Moser for the global classification of symplectic surfaces using De Rham
cohomology classes. The class in b-cohomology determines, in its turn, the period
of the modular vector field along the curves which define the singular locus.
1It is possible to consider other classes of Poisson manifolds with simple singularities
like bn-symplectic manifolds [23] by relaxing the transversality condition for b-
symplectic manifolds, though this structures are not studied in this thesis. These
structures have relevance in mechanics: Most of the examples are found naturally
in the study of celestial mechanics (see [15]).
In this Master thesis we focus on two main new types of results: The classification
of non-orientable b-surfaces which was missing in the literature and the local classi-
fication of these Poisson structures on Poisson surfaces focusing on non-degenerate
singularities in the sense of Morse’s classification of critical points (see for instance
the classical text [29]).
It is possible to apply this classification scheme to more complicated singularities.
For that we should describe in detail all the classification theory for singularities
provided by Arnold [1]. In this Master thesis we include a classification for these
singularities but we do not include all the underlying theory in Arnold’s list.
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In this thesis we study and classify Poisson structures on surfaces which are symplectic on
a dense set. Our point of view and motivation on this study comes from the symplectic
world where the classification is given by De Rham class determined by the area form
(which is a symplectic structure in dimension 2).
In this Master thesis we prove that the local classification of Poisson structures is given by
the Arnold’s type of the singularity of a function concentrating in the non-degenerate case
(Morse-like singularity). Addressing the global classification problem is a difficult task:
When simple singularities are allowed (b-Poisson structures [12]) the global classification
becomes quite close to the symplectic one and the invariants are given by the b-cohomology
determined by the dual of the Poisson structure. This b-cohomology encodes the normal-
ized Liouville volume and a dynamical invariant: the period of the modular vector field
defined by the Poisson structure.
When singularities of the Poisson structure are more complicated the global classifica-
tion is a difficult endeavour but local classification in terms of Arnold’s classification of
singularities of smooth functions is still possible. Such a result is also included in this
thesis in a explicit way for non-degenerate singularities. The Master thesis also includes a
classification of non-orientable b-symplectic surfaces which was missing in the literature.
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Chapter 1
Classical results and definitions on
smooth manifolds
The aim of this chapter is to recall some classical results and definitions in differen-
tial geometry. The theorems will be mostly stated without proof. The appropriate
proofs can be found in the references [28], [29], [30] and [5]. The section of Embed-
dings and Submersions is a compilation of very basic results. The section of Morse
theory basically follows the reference [29]. And the section about Transversality is
based on the reference [30]. The other two sections of the chapter follow [5].
The results explained in this chapter were chosen either because they were repeat-
edly used in the thesis, or because in spite of being basic they were new for me.
Other results or concepts that I studied previously, as Lie groups, Lie algebras, De
Rham cohomology (see [6]), are not explained or introduced in this thesis, although
they can be considered more complicated that the ones introduced in this chapter.
Throughout this chapter M and N are going to denote differential manifolds, with
dimM = m and dimN = n.
1.1. Embeddings and submersions
Theorem 1.1.1. (Whitney). Any manifold M can be embedded in Rk with k big
enough.
Theorem 1.1.2. (Inverse Function). Let f : M → N be a smooth map, and
p ∈ M . If df |p : TpM → Tf(p)N is an isomorphism of vector spaces then f is a
diffeomorphism at some neighborhood of p, Up.
Definition 1.1.3. If m < n and f : M → N is a smooth map such that dfp is
injective, then f is called an immersion at p.
Theorem 1.1.4. (Local Function). Let f : M → N be an immersion at p, then
there exist local coordinates in some neighborhoods Up and Vf(p) of p and f(p)
respectively such that if q = (x1, . . . , xm) ∈ Up then f(q) = (x1, . . . , xm, 0, . . . , 0) ∈
Vf(p).
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Definition 1.1.5. Let f : M → N be a smooth map. If f is an immersion, it is
injective and it is also a proper map (a proper map is a map such that the pre-image
of any compact set is also compact), then f is called an embedding.
Theorem 1.1.6. (Embedding). Let f : M → N be an embedding, then M and
f(M) are diffeomorphic with diffeomorphism f : M → f(M).
Definition 1.1.7. Let m ≤ n, f : M → N be a smooth map and p ∈M . Then, if
dfpM is surjective, then f is said to be a submersion at p.
Theorem 1.1.8. (Local Submersion). Let f : M → N be a submersion at p ∈ M .
Then, there exist neighborhoods Up, Vf(p) of p and f(p) respectively such that if
q = (x1, . . . , xm) ∈ Up, then f(q) = (x1, . . . , xn).
Definition 1.1.9. Let f : M → N be a smooth map. Then q ∈ N is called to be
regular value if dfp : TpM → TqN is exhaustive at every point p such that f(p) = q.
And the points p ∈M such that dfp : TpM → TqN is exhaustive are called regular
points. If q is not a regular value, then it is a critical value, and if p is not a regular
point, then it is a critical point.
Remark 1.1.10. If p is a critical point, then q = f(p) is a critical value.
Theorem 1.1.11. (Regular Value Theorem) or (Preimage Theorem). Let f : M →
N be a smooth map, and let q ∈ N be a regular value. Then the preimage set of
q, f−1(q) = {p ∈ M, such that f(p) = q} is a submanifold of X. And moreover,
dimf−1(q) = dimM − dimN .
Theorem 1.1.12. Let f : M → N be a smooth map, then C = {p ∈M such that p
is a critical point} is a zero measure set in N .
1.2. Morse theory
Let f : M → N be a smooth map, then a normal form for f arround a point p is a
canonical local expression for f . That means that in some local coordinate system,
f is written as this normal form.
Examples 1.2.1. (i) The Local Immersion Theorem gives a normal form for f
in the case of the hypothesis of the theorem. Recall that in that case one has
that f can be expressed as f(x1, . . . , xm) = (x1, . . . , xm, 0, . . . , 0).
(ii) The Local Submersion Theorem gives a normal form for f in the case of the
hypothesis of the theorem. Recall that in that case one has that f can be
expressed as f(x1, . . . , xm) = (x1, . . . , xn).
The previous normal forms were only in the case that the points have really nice
properties. But one can extend the study of normal forms to other kind of points
with more complicated properties. Morse Theory studies the case of very particular
case of singular points, which are the ones that are going to be explained here. But
there are also more complex kinds of points that can be studied, in fact there is a
whole hierarchy of normal forms of singular points that was studied by Arnold and
one can found, for instance in [1], [2] and [3].
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Definition 1.2.2. Let f : M → R be a smooth function. And let p ∈M such that
df |p = 0. One says that p is a non-degenerated critical point if the hessian matrix
Hij =
(
∂2f
∂xi∂xj
)
is non-singular at p.
Definition 1.2.3. The index λ of f at a non-degenerate critical point is the number
of negative eigenvalues of Hij |p.
Theorem 1.2.4. Let f : M → R be a smooth map and p be a non-degenerated
critical point of f . Then, there exist neighborhoods Up and Vf(p) of p and f(p)
respectively and a local coordinated system in each one of those neighborhoods such
that p = (0, . . . , 0) and f(x1, . . . , xm) = f(p)− (x1)2− · · ·− (xλ)2 + (xλ+1)2 + · · ·+
(xn)
2.
Proof. This proof can be found, for instance in [29] or also in [28]. uunionsq
1.3. Transversality
Now, the objective is to present the notion of transversality in order to be able to
state some definitions properly in the following sections.
Proposition 1.3.1. Let f : M → N be a smooth map, and let Z be the pre-image of
a regular value q ∈ N under f . Then, the kernel of the derivative dfp : TpM → TqN ,
(where p ∈ M is such that f(p) = q) is equal to the tangent space at Z, that is
ker dfp = TpZ.
Proof. Since f is constant over Z, for any curve γ ⊂ Z parametrized by t ∈ [0, 1]
and such that γ(0) = p, one has that d/dt(f(γ(t)))|t=0 = dfp([γ]) = 0. And hence,
dfp(TpZ) = 0, so this implies the inclusion TpZ ⊂ ker dfp. Since the two sides have
the structure of vector space, if one can prove that the dimension of TpZ and the
dimension of ker dfp are equals the proof ends. Since dfp is exhaustive because q is
a regular value one can do the following argument:
dim ker dfp = dimTpM − dimTpN = dimM − dimN = dimZ,
where the last equality follows from the regular value theorem. uunionsq
Definition 1.3.2. Let f : M → N be a smooth map, and Z a submanifold of N .
It is said that f is transversal to Z if for each point p belonging to f−1(Z) the
pre-image of Z the following identity is hold:
Im(dfp) + Tf(p)Z = Tf(p)N.
An usual notation to say that f is transversal to Z is f t Z.
Theorem 1.3.3. Let f : M → N be a smooth map. Assume that f is transversal
to Z a submanifold of N . Then, the preimage of Z, f−1(Z) is a submanifold of M ,
moreover the codimension of f−1(Z) in M is equal to the codimension of Z in N .
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Proof. f−1(Z) is a manifold if and only if at every point p ∈ f−1(Z) one can
find a neighborhood Up of p in M , that f−1(Z) ∩ Up is a submanifold of M . Let
g1, . . . , gl be l independent functions defining Z, where l = codimZ.
Now consider the collection of functions g1 ◦ f, . . . , gl ◦ f , then, near p the preimage
f−1(Z) is the zero set of these functions. Let g : N → Rl be defined by g(q) =
(g1(q), . . . , gl(q)). Then, g is a submersion at p, if dg|p is surjective (and it is by
the assumption of g1, . . . , gl being independent). Now using the Theorem 1.1.11 on
g ◦ f : M → Rl one obtains that (g ◦ f)−1(0) is manifold when 0 is a regular value
of g ◦ f . And the condition for 0 to be a regular value of g ◦ f , can be written as
the following map being exhaustive:
d(g ◦ f)p = dgf(p) ◦ dfp : TpM → Rl.
And this map is surjective if and only if dgf(p)|Imdfp is surjective, but dgf(p) is
surjective and has kernel equal to Tf(p)(Z), if f(p) is a regular point of g at 0 (By
proposition 1.3.1). Then dgf(p) maps Imdfp into Rl if Imdfp and Tf(p)Z together
span all Tf(p)N . That is exactly the condition of f being transversal to Y .
And for the second statement of the theorem, one should observe that l (where
l = codimZ) independent functions g1, . . . , gl are needed to define the submanifold
Z . Recall that independent functions at point mean that dgi|p as vectors in TpM∗
are independent. And then, by definition d(gi◦f)|p = (dgi|f(p))◦(df |p). And hence,
gi ◦ f, . . . gl ◦ f are independent because
Im(dfp) + Tf(p)Z︸ ︷︷ ︸
ker dgf(p)
= Tf(p)N,
and moreover dim(Imdfp) = l and dim(ker dgf(p) = n− l), then Imdfp∩ker dgf(p) =
0. uunionsq
Definition 1.3.4. Let Z and Z ′ be two submanifolds of M . Then, one can take
iZ : Z → M the inclusion map of the submanifold Z into M and at any point
p ∈ Z ∩ Z ′ one define Z to be transversal to Z ′ (denoted Z t Z ′) if and only if
iZ t Z ′.
Remark 1.3.5. If Z is transversal to Z ′, then it is also true that Z ′ is transversal
to Z. Because
TpM = Im(d(iZ)p) + Tf(p)Z
′ = TpZ + TpZ ′ = Im(d(iZ′)p) + Tf(p)Z.
Theorem 1.3.6. (Intersection of transversal submanifolds) The intersection of Z
and Z ′ two transversal submanifolds of M is again a submanifold, and moreover
codim(Z ∩ Z ′) = codim(Z) + codim(Z ′).
Proof. Take iZ the inclusion of Z into M . Then, since Z t Z ′ if and only
if iZ t Z ′ then i−1Z (Z ∩ Z ′) is a submanifold by the Theorem 1.3.3. But since
i−1Z (Z ∩ Z ′) = Z ∩ Z ′ the intersection itself is a submanifold.
And the second statement of the theorem is true because
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codim(Z ∩ Z ′) = codim(i−1Z (Z ∩ Z ′)) = codim(Z) + codim(Z ′),
where the last equality holds because if lZ and lZ′ are sets of equations defining Z
and Z ′ respectively (as in the proof of the previous theorem) then lZ∩Z′ = lZ ∪ lZ′
is a set of equations defining Z ∩ Z ′ uunionsq
1.4. Tubular neighborhood theorem
In this section, the main reference that this thesis is follwing is [5].
Let M be a manifold of dimension m and Z be a k−dimensional submanifold such
that k < m. Consider i : Z →M the inclusion map.
Observation 1.4.1. At each p ∈ Z, the tangent space to Z at p, TpZ can be
identified via the linear inclusion i : TpZ ↪→ TpM with a subspace of TpM , where
p ∈M denotes i(p).
Definition 1.4.2. The quotient space NpZ := TpM/TpZ is an (n−k)−dimensional
vector space known as the normal space to Z at p.
Definition 1.4.3. The normal bundle of Z is defined as NZ = {(p, v)|p ∈ Z, v ∈
NpZ}. Note that it is well defined in the sense that NZ is a real vector bundle of
Z.
From now on i0 is going to denote the zero section of NZ, i0 : Z ↪→ NX, x 7→ (x, 0).
Observe that i0 is an embedding of X into NX.
Definition 1.4.4. A neighborbood U0 of the zero section X in NX is called convex
if the intersection U0 ∩NpX is convex for each p ∈ X.
Theorem 1.4.5. (Tubular Neighborhood Theorem) There exist a convex neighbor-
hood U0 of Z in NZ, a neighborhood U of Z in M , and a diffeomorphism ϕ : U0 → U
such that the following diagram commutes.
(1)
NZ ⊇ U0 ϕ' > U ⊆M
Z
i
>
i0
<
Proof. For this proof this thesis remit to the reference [5]. uunionsq
Observation 1.4.6. Let U be a tubular neighborhood of a submanifold Z in M .
HdDR(U ,R) ' HdDR(Z,R), because Z is a deformation retract of U , and by the
homotopy invariance of the De Rham cohomology.
Proposition 1.4.7. If a closed l-form ω on U has restriction i∗ω = 0, then ω is
exact (ω = dµ). And this µ can be taken in such a way that µ(x) = 0 for all x ∈ Z.
Proof. For this proposition there is also a detailed proof in the reference [5]. uunionsq
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1.5. Cartan’s magic formula
In this section the objective is to prove the Cartan’s magic formula. In order to do
so this thesis follows an exercice of [5].
Proposition 1.5.1. (Cartan’s magic formula) Given v a vector field and ω a dif-
ferential form, then Lvω = ιvdω + dιvω. It is also true that
(2)
d
dt
ρ∗tω = ρ
∗
tLvtω,
where ρt is the local isotopy generated by vt.
Proof. Recall that the Lie derivative of ω ∈ Ωd(M) with respect to the time-
depending vector field vt is defined by Lvtω = ddt
∣∣
t=0
ρ∗tω, where ρt is the local
isotopy generated by vt.
First of all let us prove Cartan’s magic formula. Here the proof is done by induction
on the order of the form.
(i) It holds for 0-forms (that means C∞(M) functions). Because dιvf = 0 then one
only has to prove that Lvf = ιvdf . And by definition Lvf = ddtρ∗t f
∣∣
t=0
= ιvdf .
(ii) Assume it true for (k − 1)−forms.
(iii) Let us prove it for k−forms. The procedure consists in proving the formula
for ω of the form fdx1 ∧ . . . ∧ dxk and then extend it to the other forms by
linearity. If ω = fdx1 ∧ . . . ∧ dxk = dx1 ∧ ω1, with ω1 = fdx2 ∧ . . . ∧ dxk.
Then, because of the properties of the Lie derivative,
Lvω = (LXdx1) ∧ ω1 + dx1 ∧ Lvω1.
And on the other hand,
dιv(dx
1 ∧ ω1) + ιvd(dx1 ∧ ω) = d((ιvdx1)ω1 − dx1 ∧ ιvω1)− ι(dx1 ∧ ω1)
= d(ιv(dx
1)) ∧ ω1 + (ιvdx1)dω1 + dx1 ∧ d(ιvω1)
−(ιvdx1)dω1 + dx1 ∧ ιv(dω1)
= d(Lx1) ∧ ω1 + dx1 ∧ Lvω1
= (Lvdx1) ∧ ω1 + dx1 ∧ Lvω1.
And to prove (2) one only has to do the following argument:
d
dtρ
∗
tω =
d
dt
∣∣
s=0
ρ∗t+sω
= dds
∣∣
s=0
ρ∗t ρ
∗
sω
= ρ∗t
d
ds
∣∣
s=0
ρ∗sω
= ρ∗t
d
dsρ
∗
sω = ρ
∗
tLvtω.
uunionsq
Then, one can obtain easily the following improved version for the equation (2).
Corollary 1.5.2. For a smooth family of d−forms ωt, t ∈ R we have
d
dt
ρ∗tωt = ρ
∗
t
(
Lvtωt +
dωt
dt
)
.
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Proof. Take f(x, y) a real function of two variables, then using the chain rule,
one deduces that
d
dt
f(t, t) =
d
dt
f(x, t)
∣∣∣∣
x=t
+
d
dy
f(t, y)
∣∣∣∣
y=t
.
Then, if one takes f(x, y) = ρ∗xωy and applies the previous formula obtains:
d
dt
ρ∗tωt =
d
dx
ρ∗xωt
∣∣∣∣
x=t︸ ︷︷ ︸
ρ∗xLvxωt|x=t
+
d
dy
ρ∗tωy
∣∣∣∣
y=t︸ ︷︷ ︸
ρ∗t
dωy
dy
∣∣∣
y=t
= ρ∗t
(
Lvtωt +
dωt
dt
)
.
uunionsq

Chapter 2
Brief introduction to symplectic man-
ifolds
The main reference followed in this chapter is [5]. The objective of the chapter is to
present basic definitions and results about symplectic geometry, that will be used
repeatedly in the following chapters.
2.1. Skew-symmetric bilinear maps
Definition 2.1.1. Let V be an R-vector space with dimension n. Let Ω : V ×V →
R be a bilinear map. Then Ω is called skew-symmetric if Ω(u, v) = −Ω(v, u), for
all u, v ∈ V .
Theorem 2.1.2. (Standard Form for Skew-symmetric Bilinear Maps) Let Ω be a
skew-symmetric bilinear map on V . Then, there exists a basis
e1, . . . , er, u1, . . . , us, v1, . . . , vs
of V such that:
Ω(ei, x) = 0 for all i ∈ {1, . . . r} and x ∈ V,
Ω(ui, uj) = Ω(vi, vj) = 0 for all i, j ∈ {1, . . . , s},
Ω(ui, vj) = δij = 0 for all i, j ∈ {1, . . . , s}.
Proof. Let U be a subspace of V defined as follows:
E := {e ∈ V such that Ω(e, v) = 0 for all v ∈ V }.
Take e1, . . . er any basis of E. Let U be the complementary space of E in V
(V = E ⊕ U). Take any nonzero u1 ∈ U . Then, there exist some v1 ∈ U such that
Ω(u1, v1) 6= 0. It is possible to assume that Ω(u1, v1) = 1 scaling one of the vectors.
Let U1 = 〈u1, v1〉 and let
UΩ1 = {u ∈ U such that Ω(u, v) = 0 for all v ∈ U1}.
Then, let us claim the following: U = U1 ⊕ UΩ1 . First of all, let us prove that
U1 ∩ UΩ1 = 0. If v ∈ U1 ∩ UΩ1 , then, v can be expressed as au1 + bv1 because it
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belongs to U1 and since v ∈ UΩ1 we have that
Ω(v, u1) = 0 i Ω(v, v1) = 0.
But, considering now the definitions of the vectors, the following equalities must
also be fulfilled.
Ω(au1 + bv1, u1) = −b and Ω(au1 + bv1, v1) = a.
And hence, this implies that b = a = 0, and also v = 0. Moreover, if v ∈ U is such
that Ω(v, u1) = x and Ω(v, v1) = y, then v = (−xu1 + yv1) + (v + xu1 − yv1). And
(−xu1+yv1) is in U1, and since Ω((−yu1+xv1), (v+yu1−xv1)) = xy−yx+yx−xy =
0. Then, it has been proved that U = U1 ⊕ UΩ1 .
Now, let u2 ∈ UΩ1 , u2 6= 0. There must exist v2 such that Ω(u2, v2) 6= 0, because
otherwise, since Ω(u2, u) = 0 for all u ∈ U1, u2 will be Ω(u2, v) = 0 for all v ∈ V .
Then, multiplying one of the vectors by a scalar, it is possible to assume, again,
that Ω(u2, v2) = 1. Let U2 = 〈u2, v2〉, and UΩ2 defined as before, then, UΩ1 =
U2 ⊕ UΩ2 . And by this way, it is possible to repeat the process at each step having
UΩi = U
Ω
i+1 ⊕ UΩi+1. This process will eventually finish, because dimV <∞. Then
the whole space V will be decomposed as follows:
V = E ⊕ U1 ⊕ . . .⊕ Un.
Where the vectors e1, . . . er, u1, . . . us, v1, . . . , vs that had appeared in the procedure
fulfill the desired properties.
uunionsq
Remark 2.1.3. In matrix notation, with respect to the basis obtained in the proof
the bilinear form Ω has the following form:
Ω(u, v) = u′
 0 0 00 0 Id
0 −Id 0
 v.
Definition 2.1.4. The basis obtained through the proof of the theorem 2.1.2 is
called canonical basis.
2.2. Symplectic vector spaces
Let us consider V an n−dimensional vector space over R, and let Ω : V × V → R
be a bilinear map.
Definition 2.2.1. The map Ω˜ : V → V ∗ is the linear map defined as Ω˜(v) : V → R,
where
(
Ω˜(v)
)
(u) = Ω(v, u).
Observation 2.2.2. The kernel of Ω˜ are the elements v ∈ V such that Ω(v, u) = 0
for all u ∈ V . The subspace of all those elements is the subspace E defined on the
previous section.
Definition 2.2.3. A skew-symmetric bilinear map Ω is called symplectic if Ω˜ is
bijective. This condition is usually referred as Ω being non-degenerate. The map Ω
is called a linear symplectic structure on V , and the pair (V,Ω) is called symplectic
vector space.
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Observation 2.2.4. Whenever in a linear space V we have a skew-symmetric
bilinear map Ω (that means that the pair (V,Ω) is a symplectic vector space),
by the proof of the theorem 2.1.2 the dimension of V must be even. And there
exists a basis u1, . . . , us, v1, . . . , vs of (V,Ω) satisfying that Ω(ui, vj) = δij for all
i, j ∈ {1, . . . , s} and Ω(ui, . . . , uj) = Ω(vi, . . . , vj) = 0 for all i, j ∈ {1, . . . , s}. And
in matrix notation, Ω is written as
Ω(u, v) = u′
[
0 Id
−Id 0
]
v.
Definition 2.2.5. The prototype of a symplectic vector space is (R2n,Ω0) with Ω0
such that the basis ui = (0, . . . , 0, 1︸︷︷︸
(i)
, 0, . . . , 0), and vi = (0, . . . , 0, 1︸︷︷︸
(n+i)
, 0, . . . , 0).
Definition 2.2.6. A symplectomorphism φ between symplectic vector spaces (V,Ω)
and (V ′,Ω′) is a linear isomorphism φ : V '−→ V ′ such that φ∗Ω′ = Ω, that by
definition means that Ω′(φ(u), φ(v)) = Ω(u, v). If there exist a symplectomorphism
between two symplectic vector spaces they are called symplectomorphic.
Observation 2.2.7. The relation of being symplectomorphic is an equivalence re-
lation in the set of all vector spaces of even dimension. Moreover, by theorem 2.1.2,
exist a change of basis that sends every symplectic vector space to the prototype
of symplectic vector spaces. Hence, the dimension identifies the equivalence classes
of symplectic vector spaces.
2.3. Symplectic manifolds
Definition 2.3.1. Let M be a manifold, and let ω ∈ Ω(M) be a closed smooth
form. ω is called symplectic if at each point ωp : TpM × TpM → R is a symplectic
map.
Definition 2.3.2. A symplectic manifold is a pair (M,ω) where M is a manifold
and ω is a symplectic form.
Observation 2.3.3. If M has a simplectic form ω, then dimTpM = dimM must
be even. Hence, M can only be a symplectic manifold if its dimension is even.
Examples 2.3.4. (i) Take M = R2n with the coordinates p1, . . . , pn, q1, . . . , qn.
The form
ω0 =
n∑
i=1
dpi ∧ dqi
is sympletic, because the following basis:{(
∂
∂p1
)
p
, . . . ,
(
∂
∂pn
)
p
,
(
∂
∂q1
)
p
, . . . ,
(
∂
∂qn
)
p
}
,
is such that at every point:
ω0
((
∂
∂pi
)
,
(
∂
∂qj
))
= δij ∀i, j ∈ {1, . . . , n},
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ω0
((
∂
∂qi
)
,
(
∂
∂qj
))
= 0 ∀i, j ∈ {1, . . . , n}, and
ω0
((
∂
∂pi
)
,
(
∂
∂pj
))
= 0 ∀i, j ∈ {1, . . . , n}.
(ii) Consider S2 the manifold formed by the vectors in R3 of norm 1. It is natural
to identify the tangent vectors to S2 at p with the vectors orthogonal to p.
The standard symplectic form on S2 is defined in terms of the inner and the
exterior products as follows:
ωˆp(u, v) := 〈p, u× v〉, for u, v ∈ TpS2 = {p}⊥.
This form is closed because is of maximal degree, it is non-degenerate because
〈p, u× v〉 6= 0 (we can take, for instance, v = u× p) and it is skew-symmetric
at each point because of the properties of the cross product.
Let us find the expression of this form in coordinates. Consider the cylindrical
polar coordinates (θ, h) on the sphere S2 where 0 ≤ θ < 2pi and −1 ≤ h ≤ 1.
In these coordinates, consider the from ω = dθ ∧ dh. Let us see that ω = ωˆ
and as a consequence it is a symplectic form. If the two forms coincide at the
vectors of a basis then we can extend by linearity the value at any point. Let
us find the canonical basis of S2. Lets consider the following chart of S2.
φ : [0, 2pi)× [−1, 1] → S2 ⊂ R2
(θ, h) 7→ (√h2 − 1 cos θ,√h2 − 1 sin θ, h).
Computing the differential of φ one obtains:
dφ =
 −
√
h2 − 1 sin θ h√
h2−1 cos θ√
h2 − 1 cos θ h√
h2−1 sin θ
0 1
 .
Then,
∂/∂θ = dφ
(
1
0
)
=
 −√h2 − 1 sin θ√h2 − 1 cos θ
0
 , and
∂/∂h = dφ
(
0
1
)
=

h√
h2−1 sin θ
h√
h2−1 cos θ
1
 .
It is clear that both ω(∂/∂θ, ∂/∂θ) and ω(∂/∂h, ∂/∂h) are zero as well as
ωˆ(∂/∂θ, ∂/∂θ) and ωˆ(∂/∂h, ∂/∂h) are zero. And moreover,
ω(∂/∂h, ∂/∂θ) = 1, and
ωˆp(∂/∂h, ∂/∂θ) = 〈p, ∂/∂h× ∂/∂θ〉 = . . . = 1, ∀p ∈ S2.
2.4. Symplectic volume
Let V be a vector space and let V ∗ denote its dual space.
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Definition 2.4.1. The exterior algebra of its dual space is
∧∗(V ∗) =
dimV⊕
k=0
∧k(V ∗),
where ∧k(V ∗) is the k−th exterior product of V ∗. The elements of ∧k(V ∗) are
usually called k−forms on V .
Observation 2.4.2. Recall that for the properties of the exterior product, the
space ∧k(V ∗) is isomorphic to the set of maps α : V × · · · × V︸ ︷︷ ︸
n
→ R which are
linear in each entry, an such that for any permutation pi, α(vpi1 , . . . , vpin) = (signpi) ·
α(v1, . . . , vk). For this reason, sometimes the elements of ∧k(V ∗) are called skew-
symmetric k-linear maps on V .
Proposition 2.4.3. Any Ω ∈ ∧2(V ∗) can be written as Ω = u∗1 ∧ v∗1 + . . . + u∗s ∧
v∗s , where e
∗
1, . . . , e
∗
r , u
∗
1, . . . , u
∗
s, v
∗
1 , . . . , v
∗
s is the basis of V
∗ dual to the standard
canonical basis associated to Ω looked as Ω : V ×V → R a bilinear map (recall that
r + 2s = n).
Proof. If one takes Ω ∈ ∧2(V ∗) and looks at it as Ω : V × V → R such that
Ω(u, v) = −Ω(v, u) (then the skew-symmetry is satisfied) and it is bilinear, then
using Theorem 2.1.2 there must exist e1, . . . , er, u1, . . . , us, v1, . . . , vs a basis of V
satisfying:
Ω(ei, x) = 0 for all i ∈ {1, . . . r} and x ∈ V
Ω(ui, uj) = Ω(vi, vj) = 0 for all i, j ∈ {1, . . . , s}
Ω(ui, vj) = δij = 0 for all i, j ∈ {1, . . . , s}
Let us define Ω′ = u∗1 ∧ v∗1 + . . . + u∗s ∧ v∗s . The forms Ω′ and Ω coincide when
applied to any couple of elements of the basis, thus these two forms are equal. uunionsq
Corollary 2.4.4. By the previous proposition if Ω is symplectic (that means that
the associated map is non-degenerate), then the s−th exterior power (if Ω has max-
imum rank 2s = n = dim(V )), Ωs = Ω ∧ . . . ∧ Ω︸ ︷︷ ︸
s
does not vanish. That is because
Ωs = u∗1 ∧ v1 ∧ . . . ∧ u∗s ∧ vs.
Observation 2.4.5. The converse is also true. That means that if Ω ∈ ∧2(V ∗)
is such that Ωn/2 6= 0, then Ω is symplectic. This is true because if the form is
written as Ω = u∗1 ∧ v∗1 + . . . + u∗s ∧ v∗s following the previous proposition, then if
Ωn/2 is equal to 0 only if s < n/2 (if Ω is not symplectic).
Definition 2.4.6. A volume form on a manifold is a non-vanishing form of top
degree.
Observation 2.4.7. The n−th power ωn of any symplectic form ω on a 2n-
dimensional manifold M is a volume form.
Definition 2.4.8. A manifold M is called orientable if there exists a nowhere
vanishing differential form ω of maximum degree on M .
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Observation 2.4.9. Hence, any symplectic manifold (M,ω) is canonically oriented
by the symplectic structure, and any nonorientable manifold cannot be symplectic.
Proposition 2.4.10. Let M be a 2n-dimensional manifold, then, if H2DR(M ;R) =
0, then M cannot be a symplectic manifold. That means, there cannot exists a
symplectic form on M .
Proof. Assume that M is a 2n-dimensional symplectic manifold, with symplectic
form ω. Then, ωn (the form obtained wedging ω n times with itself) is a volume
form. Then, [ωn] ∈ H2nDR(M ;R) has to be different from zero, because if it is
zero, then ∃α such that dα = ωn, then using Stokes and that M is compact,
0 =
∫
∂M
α = ± ∫
M
ωn (the sign depends on the orientation chosen), but
∫
M
ωn has
to be either strictly greater than 0 or strictly smaller, but not equal. Observe also
that [ωn] ∈ H2nDR(M ;R) makes sense, because ωn is also closed if ω is closed (dωn =
[(dω)︸︷︷︸
0
∧ωn−1]+(−1)2[ω∧d(ωn−1)] = [ω∧d(ωn−1)], and proceeding inductively, this
yields to dωn = 0). Then, [ω] is itself non-zero (because if [ω] = 0, then [ωn] = 0).
Thus H2DR(M ;R) can not be equal to zero.
uunionsq
Example 2.4.11. Let S2n be the 2n-dimensional sphere. If n ≥ 1 the de Rham
cohomology of S2n is:
HkDR(S
2n,R) =
{
R if k = 2n or k = 0,
0 otherwise.
Then, if n > 1, S2n cannot be a symplectic manifold.
2.5. Equivalence relations for symplectic structures
Let M be a 2n-dimensional manifold and let ω0 and ω1 be two symplectic forms,
and let (M,ω0) and (M,ω1) stand for the two corresponding symplectic structures.
Definition 2.5.1. A symplectomorphism between (M1, ω1) and (M2, ω2) is a dif-
feomorphism φ : M1 →M2 such that φ∗ω1 = ω0, where φ∗ is the pullback of forms,
what is defined in the following way:
(φ∗ω2)p(u, v) = (ω2)φ(p)(dφp(u), dφp(v)) ∀u, v ∈ TpM1.
Definition 2.5.2. Here, some relations between different symplectic structures on
the same manifold are defined.
(i) (M,ω0) and (M,ω1) are symplectomorphic if there is a difeomorphism φ :
M →M with φ∗ω1 = ω0.
(ii) (M,ω0) and (M,ω1) are strongly isotopic if there is an isotopy ρt : M → M
such that ρ∗1ω1 = ω0.
(iii) (M,ω0) and (M,ω1) are deformation-equivalent if there is a smooth family ωt
of symplectic forms joining ω0 to ω1.
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(iv) (M,ω0) and (M,ω1) are isotopic if they are deformation-equivalent with [ωt]
independent of t.
Proposition 2.5.3. With the relations defined above, one has the following impli-
cations:
(i) strongly isotopic ⇒ symplectomorphic,
(ii) isotopic ⇒ deformation-equivalent,
(iii) strongly isotopic ⇒ isotopic,
(iv) isotopic ⇒ strongly isotopic.
Proof. (i) One only has to take φ = ρ1.
(ii) By definition.
(iii) If ρt : M → M is an isotopy such that ρ∗1ω1 = ω0, then the set ωt := ρ∗tω1
is a smooth family of symplectic forms joining ω1 to ω0 and [ω1] = [ω0], ∀t,
because of the homotopy invariance for the de Rham cohomology.
(iv) This point is exactly the Moser Theorem, that will be explained in the next
chapter.
uunionsq

Chapter 3
Moser’s trick and applications
Through this chapter we keep following the reference [5]. The next sections explain
what is known as the Moser’s trick, and they also explain important results that
follows from it.
3.1. Moser’s trick
Now assume that M is a compact manifold. And consider two different symplectic
structures on M given by the two symplectic forms ω0 and ω1.
Theorem 3.1.1. (Moser Theorem - Version I) Suppose that [ω0] = [ω1] on a com-
pact manifold M and that the 2−form ωt = (1 − t)ω0 + tω1 is symplectic for each
t ∈ [0, 1]. Then there exists an isotopy ρ : M ×R→M such that ρ∗tωt = ω0 for all
t ∈ [0, 1].
Proof. Let vt the time-dependant vector field such that satisfies vt =
dρt
dt ◦ ρ−1t
for all t ∈ R. If the isotopy ρ : M × R such that ρ∗tωt = ω0, 0 ≤ t ≤ 1 existed, then
the following equation should be satisfied.
0 =
d
dt
(ρ∗tωt) = ρ
∗
t (Lvtωt +
dωt
dt
).
And this equality is satisfied if and only if Lvtωt + dωtdt = 0.
But, observe that if one is able to find a smooth time-dependent vector field vt,
t ∈ R such that satisfies Lvtωt + dωtdt = 0 for t ∈ [0, 1], then since M is compact, vt
can be integrated to an isotopy ρ : M × R→ M such that ddt (ρ∗tωt) = 0, and then
ρ∗tωt = ρ
∗
0ω0 = ω0.
Then, if one can find vt solving Lvtωt + dωtdt = 0, then one can also obtain ρt the
isotopy that states the theorem.
It only remains to see that it is possible to find such a vt. From the expression
ωt = (1 − t)ω0 + tω1 it follows that dωtdt = ω1 − ω0. Moreover, since [ω1] = [ω0],
then [ω1 − ω0] = 0, and there must exist a 1−form µ satisfying that ω1 − ω0 = dµ.
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Consider also Cartan’s magic formula, then Lvtωt = dιvtωt + ιvt dωt︸︷︷︸
0
. Putting
everything together, one must find vt such that dιvtωt + dµ = 0. But it is enough
to solve ιvtωt + µ = 0. By the non-degeneracy of ωt, this problem can be solved
pointwise and obtain a unique smooth solution vt.
uunionsq
Theorem 3.1.2. (Moser Theorem - Version II) Let M be a compact manifold with
symplectic forms ω0 and ω1. Suppose that ωt, 0 ≤ t ≤ 1, is a smooth family of
closed 2−forms joining ω0 and ω1 and satisfying the following two properties:
(i) [ωt] is independent of t, i.e.,
d
dt [ωt] =
[
d
dtωt
]
= 0,
(ii) ωt is nondegenerate for 0 ≤ t ≤ 1.
Then there exists an isotopy ρ : M × R→M such that ρ∗tωt = ω0, 0 ≤ t ≤ 1.
Proof. From the assumption that [ωt] is independent of t, one has that
dωt
dt
= dµt, 0 ≤ t ≤ 1.
Then, one can find a smooth family of 1−forms µt in such a way that they satisfy
that dωtdt = dµt. The argument is not completely trivial, it involves the Poincare´
lemma for compactly-supported forms, as well as the Mayer-Vietoris sequence. The
argument consists on make induction on the number of charts of the good cover of
M . A reference where the argument is detailed is [26].
Then, since ωt is non-degenerate, there exist a unique familily of vector fields vt
such that satisfy the Moser Equation, ιvtωt + µt = 0. Let ρ be the global isotopy
generated bu vt that has to exist since the compactness of M (the compactes of M
is used to be able to guarantee the existence of vt for all t ∈ R). Then,
d
dt
(ρ∗tωt) = ρ
∗(Lvtωt +
dωt
dt
) = ρ∗t (dιvtωt + dµt) = 0.
uunionsq
Remark 3.1.3. Take α ∈ H2DR(M,R) a cohomology class of a de Rham 2−form.
Let us call Sα = {ω ∈ Ω2(M) such that ω is symplectic and [ω] = α}. Then, as a
consequence of the moser theorem, all symplectic forms on the same path-connected
component of Sα are symplectomorphic.
Theorem 3.1.4. (Moser Theorem - Relative Version) Let M be a manifold and
let X be a compact submanifold of M . Consider i : X ↪→ M the inclusion map.
And suppose that ω0 and ω1 are two symplectic forms in M . Then, if ω0|p = ω1|p,
for all p ∈ X, there exist neighborhoods U0, U1 of X in M and a diffeomorphism
ϕ : U0 → U1 such that ϕ∗ω1 = ω0 and the following diagram commutes:
(3)
U0 ϕ > U1
X
i
>
i
<
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Proof. By tubular neighborhood theorem, one can pick a tubular neighborhood of
X, let us call it U0. Since ω0|p = ω1|p, for all p ∈ X, then, the 2−form (ω0−ω1)|p =
0, for all p ∈ X. Then by the homotopy formula on the tubular neighborhood, there
exists a 1−form µ on U0 such that (ω0 − ω1) = dµ and µp = 0 at all p ∈ X.
Now, one must consider the family ωt = (1−t)ω0+tω1 = ω0+tdµ of closed 2−forms
on U0. One can assume that ωt is symplectic for 0 ≤ t ≤ 1, because shrinking the
tubular neighborhood one can make dµ as “small” as necessary.
Now, if one solves the Moser equation ιvtωt = −µ one obtains a vector field vt
such that vt|p = 0, for all p ∈ X. Then, if vt is integrated, one obtains a flow
ρ : U0 × [0, 1] → M such that ρ∗tωt = ω0, for all t ∈ [0, 1]. Note that when
integrating vt one maybe has to shrink again the tubular neighborhood in order to
have existence of the solution. Then, since vt|X = 0, we have ρt|X = idX . Then,
one only has to set φ = ρ1 and U1 = ρ1(U0). uunionsq
3.2. Application I of Moser’s trick:
Darboux theorem
The aim of this section is to present a method to find the appropriate set of co-
ordinates in a symplectic manifold in such a way that the symplectic form look as
much nice as possible.
Theorem 3.2.1. (Darboux) Let (M,ω) be a 2n-dimensional symplectic manifold,
and let p be any point in M . Then there is a coordinate chart
(U, x1, . . . , xn, y1, . . . , yn)
centered at p such that on U
ω =
n∑
i=1
dxi ∧ dyi.
Proof. Use any symplectic basis for TpM to construct coordinates
(x′1, . . . , x
′
n, y
′
1, . . . , y
′
n)
centered at p and valid on some neighborhood U ′ such that
ωp =
∑
dx′i ∧ dy′i|p.
Observe that the previous condition on the expression of ω can be imposed since
it is only required at p. Then, one has two different symplectic forms on U ′, ω and
ω1 =
∑
dx′i ∧ dy′i. Then if one applies the Theorem 3.1.4 with X = {p}, then there
exist neighborhoods U0 and U1 of p and a diffeomorphism ϕ : U0 → U1 between
these neighborhoods such that
ϕ(p) = p and ϕ∗
(∑
dx′i ∧ dy′i
)
= ω.
But since the expression of the pull-back of the symplectic form is simply ϕ∗(
∑
dx′i∧
dy′i) =
∑
d(x′i ◦ ϕ) ∧ d(y′i ◦ φ), one only needs to set new coordinates xi = x′i ◦ ϕ
and yi = y
′
i ◦ ϕ. uunionsq
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Definition 3.2.2. A chart (U , x1, . . . , xn, y1, . . . , yn) fulfilling the hypotesis of the
Theorem 3.2.1 is said to be a Darboux chart.
Corollary 3.2.3. Locally, the prototype of symplectic structure is M = R2n,
with linear coordinates (x1, . . . , xn, y1, . . . , yn), and with symplectic form ω0 =∑n
i=1 dxi ∧ dyi.
3.3. Application II of Moser’s trick:
classification of compact symplectic surfaces
The aim of this section is to emphasise that the Darboux Theorem applied to the
case of surfaces gives not only a local classification but a global one.
Observation 3.3.1. Let ω0 = f(x, y)dx ∧ dy and ω1 = g(x, y)dx ∧ dy be two
symplectic structures on a surface S inducing the same orientation (that is equiv-
alent to f(x, y) and g(x, y) having the same sign). Then the smooth family of
forms ωt given by ωt = tω1 + (1 − t)ω0 is symplectic for each t, because ωt =
(tg(x, y)+(1−t)f(x, y))dx∧dy is non-zero at every point (and hence non-degenerate)
and is closed (because ω0 and ω1 are).
Remark 3.3.2. This is not true in general, since in greater dimension the path
ωt = tω1 + (1− t)ω0 can be degenerate, and hence non-symplectic.
Theorem 3.3.3. (Moser, [20]) If ω0 and ω1 are two symplectic structures on a
surface S, such that its De Rham cohomology class is the same ([ω0] = [ω1]) then
the two manifolds are symplectomorphic.
Proof. It is immediate from the Theorem 3.1.1. uunionsq
Observation 3.3.4. The De Rham theorem says that two closed forms ω0 and ω1
have the same cohomology class if and only if integrated over the representant of
the singular homology of degree two (that means over the whole surface), it is the
same. Then, one concludes that if ω0 and ω1 integrated over the surface give the
same result then they are symplectomporphic.
Chapter 4
Brief introduction to Poisson man-
ifolds
In this chapter the references that have been used as a guide are basically [7], [8],
but there are also influences of [9], and again [5]. The aim of this chapter is to give
an overview of what is Poisson geometry, by means of some basic definitions and
results.
First, the chapter begin with a section where the Poisson brackets and its corre-
sponding Poisson tensors are defined. After that it is presented a place where some
particular Poisson structures appear in a natural way (associated to the Lie alge-
bras). Then, it is presented the relation between Poisson Manifolds and Symplectic
Manifolds. Then, it is introduced the notion of Poisson morphism. After that, it is
presented a result similar that is the counterpoint of the Darboux coordinates, but
now with Poisson structures: the Splitting Theorem finds some coordinates where
the expression of the Poisson structure is simpler. And finally the chapter shows
some notions about the symplectic foliation of a Poisson Manifold.
4.1. Poisson brackets and Poisson tensors
Definition 4.1.1. A Poisson bracket on a manifold M is a bilinear operation,
denoted by {·, ·} : C∞(M) × C∞(M) → C∞(M) such that satisfies the following
properties:
(i) antisymmetry: {f, g} = −{g, f},
(ii) Leibniz identity: {f, gh} = {f, g}h+ g{f, h}, and
(iii) Jacobi identity: {{f, g}, h} + {{g, h}, f} + {{h, f}, g} = 0 for any functions
f, g, h ∈ C∞(M).
Remark 4.1.2. A Poisson bracket on a manifold M is a Lie bracket on the space
C∞(M) such that satisfies another property called the Leibniz identity.
Definition 4.1.3. A pair (M, {·, ·}) is called Poisson manifold.
Remark 4.1.4. By the conditions of antisymmetry and Leibniz identity imposed
in the bracket {·, ·}, it is a bi-derivation, and hence it can be given by a 2-vector
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field Π on M by the formula {f, g} = 〈Π, df ∧ dg〉. Conversely, if Π is a 2-vector
field, then by means of the previous formula it defines a bracket on M satisfying
the conditions of antisymmetry and Leibniz identity.
Definition 4.1.5. A Poisson tensor is a 2-vector field such that its associated
bracket also satisfies the Jacobi identity.
Observation 4.1.6. In a local system of coordinates (x1, . . . , xm), it is possible to
express any bivector Π in the usual expression in coordinates:
Π =
∑
i<j
Πij
∂
∂xi
∧ ∂
∂xj
=
1
2
∑
i,j
Πij
∂
∂xi
∧ ∂
∂xj
.
The functions Πij = 〈Π, dxi ∧ dxj〉 = −Πji are called the coefficients of Π in this
coordinate system.
Proposition 4.1.7. A 2-vector field Π =
∑
i<j Πij
∂
∂xi
∧ ∂∂xj expressed in terms
of a given system of coordinates (x1, . . . , xn) is a Poisson tensor (i.e. satisfies the
Jacobi identity) if and only if it satisfies the following system of equations:
(4)
∑
s
∂Πij
∂xs
Πsk +
∑
s
∂Πjk
∂xs
Πsi +
∑
s
∂Πki
∂xs
Πsj = 0,
for all i, j, k.
Proof. Lets compute the local expression of the bracket of a Poisson bivector field
Π with coefficients Πij :
{f, g} =
〈∑
i<j
Πij
∂
∂xi
∧ ∂
∂xj
,
(∑
i
∂f
∂xi
dxi
)
∧
∑
j
∂g
∂xj
dxj
〉 =
=
〈∑
i<j
Πij
∂
∂xi
∧ ∂
∂xj
,
∑
i,j
∂f
∂xi
∂g
∂xj
dxi ∧ dxj
〉
=
∑
i,j
Πij
∂f
∂xi
∂g
∂xj
.
Now let us compute how the Jacobi identity translates to coordinates.
{{f, g}, h}+ {{g, h}, f}+ {{h, f}, g} =
=
∑
i,j
Πij
∂f
∂xi
∂g
∂xj
, h
+
∑
j,k
Πjk
∂g
∂xj
∂h
∂xk
, f
+
∑
k,i
Πki
∂h
∂xk
∂f
∂xi
, g
 =
=
∑
s,k
Πsk
∂
(∑
i,j Πij
∂f
∂xi
∂g
∂xj
)
∂xs
∂h
∂xk
+
∑
s,i
Πsi
∂
(∑
j,k Πjk
∂g
∂xj
∂h
∂xk
)
∂xs
∂f
∂xi
+
∑
s,j
Πsj
∂
(∑
k,i Πki
∂h
∂xk
∂f
∂xi
)
∂xs
∂g
∂xj
=
4.1. POISSON BRACKETS AND POISSON TENSORS 23
=
∑
s
∑
i,j,k
Πsk
∂Πij
∂xs
· ∂f
∂xi
∂g
∂xj
∂h
∂xk
+
∑
s,k
Πsk
∑
i,j
Πij
∂
(
∂f
∂xi
∂g
∂xj
)
∂xs
∂h
∂xk
+
∑
s
∑
i,j,k
Πsi
∂Πjk
∂xs
· ∂f
∂xi
∂g
∂xj
∂h
∂xk
+
∑
s,i
Πsi
∑
j,k
Πjk
∂
(
∂g
∂xj
∂h
∂xk
)
∂xs
∂f
∂xi
+
∑
s
∑
i,j,k
Πsk
∂Πij
∂xs
· ∂f
∂xi
∂g
∂xj
∂h
∂xk
+
∑
s,j
Πsj
∑
k,i
Πki
∂
(
∂h
∂xk
∂f
∂xi
)
∂xs
∂g
∂xj
=
=
∑
s
∑
i,j,k
Πsk
∂Πij
∂xs
+ Πsi
∂Πjk
∂xs
+ Πsj
∂Πki
∂xs
 · ∂f
∂xi
∂g
∂xj
∂h
∂xk
+
∑
i,j
Πij
∑
s,k
Πsk
(
∂f
∂xi∂xs
∂g
∂xj
∂h
∂xk
+
∂f
∂xi
∂g
∂xj∂xs
∂h
∂xk
)
+
∑
j,k
Πjk
∑
s,i
Πsi
(
∂g
∂xj∂xs
∂h
∂xk
∂f
∂xi
+
∂g
∂xj
∂h
∂xk∂xs
∂f
∂xi
)
+
∑
k,i
Πki
∑
s,j
Πsj
(
∂h
∂xk∂xs
∂f
∂xi
∂g
∂xj
+
∂h
∂xk
∂f
∂xi∂xs
∂g
∂xj
)
.
Rearranging terms and using that Πij = −Πij the only terms remaining are:∑
s
∑
i,j,k
(
Πsk
∂Πij
∂xs
+ Πsi
∂Πjk
∂xs
+ Πsj
∂Πki
∂xs
)
· ∂f
∂xi
∂g
∂xj
∂h
∂xk
.
Then the Jacobi identity is satisfied if this expression is 0 for all f, g, h. Taking
f, g, h the coordinate functions, one sees that each term∑
s
∂Πij
∂xs
Πsk +
∑
s
∂Πjk
∂xs
Πsi +
∑
s
∂Πki
∂xs
Πsj
has to be 0. And if each one of these terms is 0, it the Jacobi identity is clearly
satisfied. Then, one has that the system of equations in the statement is satisfied
if and only if the Jacobi identity is satisfied. uunionsq
Definition 4.1.8. A function g is called first integral of a vector field X if g is a
constant with respect to X. More precisely X(g) = 0.
From now and until the end of the section, let the pair (M,ω) denote a symplectic
manifold,where M is a manifold and ω is a symplectic form.
Remark 4.1.9. The nondegeneracy of a differential 2-form ω is equivalent to asking
that the corresponding homomorphism
ω[ : TM → T ∗M
from the tangent space of M to its cotangent space, which associates to each vector
X the covector −ιXω, is an isomorphism. Where ιXω is the contraction of ω by X
and is defined by ιXω(Y ) := ω(X,Y ) = 〈ω,X ∧ Y 〉.
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Definition 4.1.10. If f : M → R is a function on a symplectic manifold (M,ω),
then one defines its Hamiltonian vector field, denoted by Xf , as follows:
ιXfω = −df.
Observation 4.1.11. Xf is the preimage of −df under the map ω[, (ω[)−1(−df).
Definition 4.1.12. Let (M,ω) be a symplectic manifold. Then, one can define a
natural bracket, called the Poisson bracket of ω, as follows:
{f, g} = ω(Xf , Xg) = −〈df,Xg〉 = −Xg(f) = Xf (g).
Definition 4.1.13. The concept of Hamiltonian vector fields can be generalized
to any Poisson manifold in the following way, which coincides in the case that the
Poisson bracket is obtained as before in terms of a symplectic form. The hamiltonian
field of a function f is Xf = {f, ·}.
Proposition 4.1.14. If (M,ω) is a smooth symplectic manifold, then the pair
(M, {·, ·}) given by M and the Poisson bracket of ω is a smooth Poisson struc-
ture on M.
Proof. Linearity and the Leibniz identity are clear. It remains to see that the
Jacobi identity is also fulfilled. In order to prove that, one can use the Cartan’s
formula for computing the differential of a k-form. Recall the Cartan’s formula:
dη(X1, . . . , Xk+1) =
k+1∑
i=1
(−1)i−1Xi
(
η(X1, . . . , Xˆi, . . . , Xk+1)
)
+∑
1≤i<j≤k+1
(−1)i+jη
(
[Xi, Xj ], X1, . . . , Xˆi, . . . , Xˆj , . . . , Xk+1
)
.
Where X1, . . . , Xk+1 are any vector fields where the differential of η is being applied.
And, as usual, the hat means that the corresponding entry is omitted. Now, let us
apply this formula to ω and Xf , Xg, Xh.
0 = dω(Xf , Xg, Xh)
= Xf (ω(Xg, Xh)) +Xg(ω(Xh, Xf )) +Xh(ω(Xf , Xg))
−ω([Xf , Xg], Xh)− ω([Xg, Xh], Xf )− ω([Xh, Xf ], Xg)
= Xf{g, h}+Xg{h, f}+Xh{f, g}+ [Xf , Xg](h) + [Xh, Xf ](g)
= {f, {g, h}}+ {g, {h, f}}+ {h, {f, g}}
+Xf (Xg(h))−Xg(Xf (h)) +Xg(Xh(f))
−Xh(Xg(f)) +Xh(Xf (g))−Xf (Xh(g))
= 3({f, {g, h}}+ {g, {h, f}}+ {h, {f, g}}).
uunionsq
Theorem 4.1.15. (Poisson). If g and h are first integrals of a Hamiltonian vector
field Xf on a Poisson manifold M , then the bracket {g, h} is also a first integral.
Proof. Another way to formulate this theorem is
{g, f} = 0 and {h, f} = 0, then {{g, h}, f} = 0.
But this is an immediate consequence of the Jacobi identity. uunionsq
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Lemma 4.1.16. Given a smooth Poisson manifold (M, {·, ·}), the map f 7→ Xf is a
homomorphism from the Lie algebra C∞(M) of smooth functions under the Poisson
bracket to the Lie algebra of smooth vector fields under the usual Lie bracket. In
other words, we have that [Xf , Xg] = X{f,g}.
Proof. For any f, g, h ∈ C∞(M) one has [Xf , Xg]h = Xf (Xgh) − Xg(Xfh) =
{f, {g, h}}−{g, {f, h}} = {{f, g}, h} = X{f,g}h. Since h is arbitrary, it means that
[Xf , Xg] = X{f,g}. uunionsq
Now let us show some interesting examples of Poisson structures.
Example 4.1.17. Given two functions H,K ∈ C∞(R3). Let us consider the follow-
ing brackets,
{f, g}H := det(df, dg, dH) {f, g}K := det(df, dg, dK),
were df and dg are looked at as vectors of R3 given by df = (∂f∂x ,
∂f
∂y ,
∂f
∂z ) and dg =
( ∂g∂x ,
∂g
∂y ,
∂g
∂z ). They are antisymmetric and satisfy Jacobi, {f, {g, h}}+ {g, {h, f}}+
{h, {f, g}} = 0, because of the properties of the determinant.
4.2. Schouten bracket
Observation 4.2.1. Since the condition of being Poisson in coordinates, or also
the condition of saying that the Poisson bracket satisfies the Jacobi identity is not
manageable in general, one uses the equivalent condition that will be explained in
the following lines, that follow the reference [4].
Definition 4.2.2. Let P ∈ XpM and Q ∈ XqM . Then one define the Schouten
bracket of P and Q as the p+ q− 1 vector field such that acts on ω ∈ Ωp+q−1M in
the following way:
〈ω, [P,Q]〉 = (−1)(p−1)(q−1)〈d(ιQω, P )〉 − 〈d(ιPω), Q〉+ (−1)p〈dω, P ∧Q〉.
Lemma 4.2.3. Let Π be a 2−vector field on M . Let ω be a 3−form on M . Then
〈ω, [Π,Π]〉 = −2〈d(ιΠω),Π〉.
Proof. From the definition, 〈ω, [Π,Π]〉 = 〈dω,Π ∧ Π〉. Recall that 〈ιΠω,X〉 =
〈ω,Π ∧X〉, and hence one has the result of the lemma. uunionsq
Lemma 4.2.4. The following formula holds:
〈df ∧ dg ∧ dh, [Π,Π]〉 = −2({{g, h}, f} − {{f, h}, g}+ {{f, g}, h}).
Proof. It follows from the following computation:
〈df ∧ dg ∧ dh, [Π,Π]〉 = −2〈d(ιΠ(df ∧ dg ∧ dh)),Π〉 =
= −2〈d({g, h}df − {f, h}dg + {f, g}dh),Π〉 =
= −2〈d{g, h} ∧ df − d{f, h} ∧ dg + d{f, g} ∧ dh,Π〉 =
= −2({{g, h}, f} − {{f, h}, g}+ {{f, g}, h}).
uunionsq
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Corollary 4.2.5. A bivector Π ∈ X2(M) is Poisson if and only if [Π,Π] = 0.
Remark 4.2.6. The most usual way of demanding that a bracket has to be Poisson
is to impose that the associated vector field satisfies that [Π,Π] = 0.
4.3. Lie algebras and linear Poisson structures
Definition 4.3.1. Let g be a finite dimensional Lie algebra. And let g∗ its dual
space. Then there is a natural Poisson structure in g∗ defined as follows:
{f, g}(α) := 〈[df(α), dg(α)], α〉,
where f and g are two functions on g∗, α is a point on g∗, and df(α) and dg(α) are
considered as elements of g via the identification of T ∗αg
∗ with g.
Remark 4.3.2. If (x1, . . . , xm) is a basis of g, considered also as a coordinate system
of g∗, [xi, xj ] =
∑
k c
k
ijxk, then the corresponding Poisson tensor on g
∗ is
Π =
1
2
∑
i,j,k
ckijxk
∂
∂xi
∧ ∂
∂xj
.
Observation 4.3.3. The Poisson tensor defined above is actually a Poisson struc-
ture because it is expressed as a vector field and the Jacobi identity for Π comes
from the Jacobi identity for g.
Definition 4.3.4. The above Poisson structure is called the Lie-Poisson structure
associated to g. And sometimes it is also called a Linear Poisson structure because
the coefficients Πij =
∑
k c
k
ijxk of Π are linear functions in the coordinate system
(x1, . . . , xm).
Example 4.3.5. The operation on matrices [A,B] = AB − BA is antisymmetric
and satisfies the Jacobi identity [X, [Y,Z]] + [Y, [Z,X]] + [Z, [X,Y ]] = 0. Consider
the Lie group SO(3,R) with the operation defined above. Recall the definition of
SO(3,R):
SO(3,R) = {A ∈ GL(3,R), ATA = Id. det(A) = 1}.
Its associated Lie algebra is
so(3, R) := TId(SO(3,R)) = {A ∈M(3,R), AT +A = 0. T r(A) = 0}.
Consider the following basis:
e1 :=
 0 1 0−1 0 0
0 0 0
 , e2 :=
 0 0 10 0 0
−1 0 0
 , e3 :=
0 0 00 0 1
0 −1 0
 .
Then, the operation above is determined by its action over this basis and it acts
as follows: [e1, e2] = −e3, [e1, e3] = e2, [e2, e3] = −e1. Then, it is possible to
define a Poisson bracket using the dual basis x1, x2, x3 in so(3, R)
∗ in the following
way:
{x1, x2} = −x3, {x1, x3} = x2, {x2, x3} = −x1
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By the results discussed before it satifies Jacobi {xi, {xj , xk}} + {xj , {xk, xi}} +
{xk, {xi, xj}} = 0 and then is a Poisson structure.
This natural correspondence between finite-dimensional Lie algebras and finite-
dimensional linear Poisson structures is a one to one correspondence. In a certain
sense, general Poisson structures are non-linear generalizations of Lie algebras.
4.4. Poisson vector fields
Definition 4.4.1. A vector field X on a Poisson manifold (M,Π) is called a Poisson
vector field if the Lie derivative of Π with respect to X vanishes:
LXΠ = 0.
Remark 4.4.2. It is equivalent to the definition of Poisson vector field to impose
that ϕtX the local flow of X, preserves the Poisson structure. And this is also
equivalent to asking for all t ∈ R, that (ϕtX) is a Poisson morphism wherever it is
well defined.
Proposition 4.4.3. Let X be a vector field, another equivalent condition for X to
be a Poisson vector field is that {Xf, g}+ {f,Xg} = X{f, g}.
Proof. By the Leibniz rule one has that:
〈X, f, g〉 = LX({f, g}) = LX(〈Π, df ∧ dg〉)
= 〈LXΠ, df ∧ dg〉+ 〈Π, dLXf ∧ dg〉+ 〈Π, df ∧ dLXg〉
= 〈LXΠ, df ∧ dg〉+ {X(f), g}+ {f,X(g)}.
Then, another way for asking X to be Poisson is to impose {Xf, g} + {f,Xg} =
X{f, g}. uunionsq
Remark 4.4.4. Observe that when X is a Hamiltonian vector field, the condition
{Xf, g} + {f,Xg} = X{f, g} is equivalent to the Jacobi identity (one only has to
replace X by {h, ·}). And hence, any Hamiltonian vector field is automatically a
Poisson vector field, but the inverse is not true in general.
4.5. Poisson morphisms
Definition 4.5.1. If (M1, {·, ·}1) and (M2, {·, ·}2) are two smooth Poisson mani-
folds, then a smooth map φ : (M1, {·, ·}1)→ (M2, {·, ·}2) is called Poisson morphism
or Poisson map if it is such that:
{φ∗f, φ∗g}1 = φ∗{f, g}2 ∀f, g ∈ C∞(M2).
Remark 4.5.2. Notice that a Poisson morphism which is also a diffeomorphism
will automatically be a Poisson isomorphism, because
{(φ−1)∗f, (φ−1)∗g}2 = (φ−1)∗{f, g}1 ∀f, g ∈ C∞(M1),
the inverse map is a Poisson map.
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Example 4.5.3. Direct product of Poisson manifolds. Let
(M1, {·, ·}1) and (M2, {·, ·}2)
be two Poisson manifolds. Then their direct product M1 ×M2 can be equipped
with the following natural bracket:
{f(x1, x2), g(x1, x2)} = {fx1 , gx2}1(x1) + {fx1 , gx1}2(x2)
where we use the notation hx1(x2) = hx2(x1) = h(x1, x2) for any function h on
M1×M2, x1 ∈M1 and x2 ∈M2. Using that {·, ·}1 and {·, ·}2 are Poisson brackets,
one verifies easily that this bracket is indeed a Poisson bracket on M1 ×M2. It
is called the product Poisson structure. It holds that with respect to this product
Poisson structure, the natural projections maps are Poisson maps.
Remark 4.5.4. Let φ : (M1,Π1) → (M2,Π2) is a Poisson morphism if and only if
for each point x ∈M we have that φ∗(Π1(x)) = Π2(φ(x)) (Π2 is the push-forward of
Π1 by φ). That means φ∗(Π1(x))(α1, α2) = (Π1(x))(φ∗α1, φ∗α2) = Π2(x)(α1, α2).
4.6. Local canonical coordinates
The main purpose of this section is to prove the splitting theorem. This theorem
says that locally a Poisson manifold is a direct product of a symplectic manifold
with another Poisson manifold whose Poisson tensor vanishes at a point. The
consequences of this theorem are many, for example the results that will be shown
in the next section about the characteristic foliation of a Poisson manifold.
Definition 4.6.1. Let Π be a Poisson structure, then the anchor map of Π is
defined as:
Π] : T ∗M → TM,
such that for all α ∈ T ∗pM its image by Π] is the unique element in TpM such that
〈α ∧ β,Π〉 = 〈β,Π](α)〉 for any β ∈ T ∗pM .
Remark 4.6.2. With this definition, the condition of being a Hamiltonian vector
field of a function f can be written as Xf = Π
](df).
Remark 4.6.3. Observe that in the case where Π is defined by a symplectic form
ω, then Π] is the inverse map of ω[.
Π] = (ω[)−1.
Remark 4.6.4. The operator induced in the sections (taking a 1-form and returning
a 1-vector field) will be denoted equally.
Definition 4.6.5. The restriction of the anchor map to a cotangent space in a
point p, T ∗pM will be denoted by ]p or ]Π(p).
Remark 4.6.6. The map Π] in coordinates (x1, . . . , xn) has the following expres-
sion:
Π](
n∑
i=1
aidxi) =
n∑
i=1
aiΠ
](dxi) =
∑
i,j
{xi, xj}ai ∂
∂xj
=
∑
i,j
Πijai
∂
∂xj
.
Thus, at a given point x, the operator ]x is linear and given by the matrix [Πij(x)]
in the linear bases (dxi, . . . , dxn) and (
∂
∂x1
, . . . , ∂∂xn ).
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Definition 4.6.7. Let (M,Π) be a Poisson manifold and x a point on M . Then
the image of the anchor map Cx := Im]x of ]x is called the characteristic space
or the characteristic distribution at x of the Poisson structure Π. The dimension
dimCx of Cx is called the rank of Π at x, and maxx∈M dimCx is called the rank of
Π.
Definition 4.6.8. If rankΠx = dimM it is said that Π is nondegenerate at x.
Definition 4.6.9. If rankΠx is constant on M , (it does not depend on the point
x), then Π is called a regular Poisson structure.
Theorem 4.6.10. (Splitting theorem). Let x be a point of rank 2s of a Poisson
m-dimensional manifolds (M,Π): dimCx = 2s where Cx is the characteristic space
at x. Let N be an arbitrary (m−2s)-dimensional submanifold of M which contains
x and is transverse to Cx at x, here transverse to Cx means that
TpN + Cx︸︷︷︸
Im]x
= TpM.
Then, there is a local system of coordinates (p1, . . . , ps, q1, . . . , qs, z1, . . . , zm−2s) in
a neighborhood of x, such that:
(i) pi(Nx) = qi(Nx) = 0 where Nx is a small neighborhood of x in N ,
(ii) {qi, qj} = {pi, pj} = 0 for all i, j; {pi, qj} = δij for all i, j,
(iii) {zi, pj} = {zi, qj} = 0 for all i, j, and
(iv) {zi, zj}(x) = 0 for all i, j.
Proof. The proof fo this theorem is written in detail in [8]. If Π(x) = 0 then
s = 0 and any system of coordinates does the job. Assume that Π(x) 6= 0. Let
p1 be a local function (defined in a small neighborhood of x in M) which vanishes
on N and such that dp1(x) 6= 0. Since Cx is transverse to N, there is a vector
Xg(x) ∈ Cx such that 〈Xg(x), dp1(x)〉 6= 0. Because if 〈Xg(x), dp1(x)〉 = 0 for all
Xg(x) ∈ Cx, then Cx ⊂ ker dp1(x), and TpN ⊂ ker dp1(x). But TpN + Cx = TpM ,
then Cx + TpN ⊂ ker dp1(x), and hence ker dp1(x) = TpM that is a contradiction
with the fact that dp1 6= 0.
〈Xg(x), dp1(x)〉 6= 0 is equivalent to Xp1(g)(x) 6= 0, where Xp1 denotes the Hamil-
tonian vector field of p1 as usual. Therefore Xp1(x) 6= 0. Since Cx 3 pi](dp1)(x) =
Xp1(x) 6= 0 and is not tangent to N , and because dimM and dimN are even, there
is a local function q1 such that q1(N) = 0 and Xp1(q1) = 1 in a neighborhood of x,
or
Xp1(q1) = {p1, q1} = 1.
It is clear that Xp1 and Xq1 are linearly independent because Xq1 = λXp1 would
imply that {p1, q1} = −λXp1(p1) = −λ{p1, p1} = 0. Moreover, it holds that
[Xp1 , Xq1 ] = X{p1,q1} = 0.
Thus, Xp1 and Xq1 are two linearly independent vector fields which commute. Let
us consider the distribution generated by this two vector fields, this distribution
is integrable because of the straightening theorem for vector fields. Then, as a
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consequence, one can find a system of coordinates (y1, . . . , ym) such that
Xq1 =
∂
∂y1
, Xp1 =
∂
∂y2
.
With these coordinates it holds that {q1, yi} = Xq1(yi) = 0 and {p1, yi} = Xp1(yi) =
0 for i = 1, . . . ,m. Then, by Poisson’s theorem (Theorem 4.1.15) one has that
{p1, {yi, yj}} = {q1, {yi, yj}} = 0 for i, j ≥ 3. Then,
{yi, yj} = ϕij(y3, . . . , yn) ∀i, j ≥ 3,
{p1, q1} = 1,
{p1, yj} = {q1, yj} = 0 ∀j ≥ 3.
Then, one can take (p1, q1, y3, . . . , yn) as a new local system of coordinates. In fact,
the Jacobian matrix of the map ϕ : (y1, y2, y3, . . . , ym) 7→ (p1, q1, y3, . . . , ym) is of
the form  0 1 ·−1 0 ·
0 0 Id
 .
It has this form because ∂q1∂y1 = Xq1q1 = 0,
∂q1
∂y2
= Xp1q1 = {q1, p1} = 1, . . .. This
matrix has a non-zero determinant, and hence the change is well defined. Then, in
the coordinates (q1, p1, y3, . . . , ym), one obtains that
Π =
∂
∂p1
∧ ∂
∂q1
+
1
2
∑
i,j≥3
Π′ij(y3, . . . , ym)
∂
∂yi
∧ ∂
∂yj
.
The above formula implies that the Poisson structure is locally the product of a
standard symplectic structure on a plane {p1, q1} with a Poisson structure on a
(m − 2)-dimensional manifold {y3, . . . , ym}. In this product, N is also the direct
product of a point (the origin) of the plane {p1 = 0, q1 = 0} with a local submanifold
in the Poisson manifold {(y3, . . . , ym)}. One proceeds by induction and obtains the
splitting theorem uunionsq
Definition 4.6.11. A local coordinate system which satisfies the conditions of the
splitting theorem is called a system of local canonical coordinates.
Remark 4.6.12. In a system of local canonical coordinates one has that:
{f, g} =
∑
i,j
{zi, zj} ∂f
∂zi
∧ ∂g
∂zj
+
s∑
i=1
∂f
∂pi
∧ ∂g
∂qi
= {f, g}N + {f, g}S .
Where {f, g}S is a non-degenerate Poisson structure on the local submanifold S =
{z1 = · · · = zm−2s = 0}, and
{f, g}N =
∑
i,j
{zi, zj} ∂f
∂zi
∂g
∂zj
defines a Poisson structure on a neighborhood of x in N .
Observation 4.6.13. Notice that, since {zi, pj} = {zi, qj} = 0 for all i, j, the
functions {zi, zj} do not depend on the variables (p1, . . . , ps, q1, . . . , qs), because
{zi, pj} = 0 means {zi, pj} = Xpjzi = LXpj zi = 0, that can be interpretated as zi
being constant in the direction of pj . The same argument works for qj .
Observation 4.6.14. The equality {zi, zj}(x) = 0 for all i, j means that the Poisson
tensor {, }N vanishes at x.
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Observation 4.6.15. The formula
{f, g} =
∑
i,j
{zi, zj} ∂f
∂zi
∧ ∂g
∂zj
+
s∑
i=1
∂f
∂pi
∧ ∂g
∂qi
= {f, g}N + {f, g}S .
means that the Poisson manifold (M,Π), in a neighborhood of x, is locally isomor-
phic to the direct product of a symplectic manifold (S,
∑s
1 dpi∧dqi) with a Poisson
manifold (Nx, {, }N ) whose Poisson tensor vanishes at x. That’s the reason why
the splitting theorem receives that name: locally (around x) one can split a Poisson
structure in two parts, a regular part and a singular part that vanishes at x.
4.7. Characteristic distribution and foliation
In this section, the aim is to show that a smooth Poisson manifold may be viewed
as a foliation by symplectic manifolds.
Definition 4.7.1. A smooth singular foliation on a smooth manifold M of di-
mension m is by definition a partition F = {Fα} of M into a disjoint union of
smooth immersed connected submanifolds Fα, called leaves. But this partition
has to satisfy the following local foliation property at any point x ∈ M which is
defined in the following lines. If one denotes the leaf containing x as Fx, with
dimFx = d, then there is a smooth local chart of M with coordinates y1, . . . , ym
in a neighborhood U of x, U = {−ε < y1 < ε, . . . ,−ε < ym < ε}, such that the
d-dimensional disk {yd+1 = . . . = ym = 0} coincides with the path-connected com-
ponent of the intersection of Fx with U which contains x, and each d-dimensional
dist {yd+1 = cd+1, . . . , ym = cm}, where cd+1, . . . , cm are constants, is wholly con-
tained in some leaf Fα of F
Definition 4.7.2. If all the leaves Fα of a singular foliation F have the same
dimension, then one says that F is a regular foliation.
Theorem 4.7.3. (Stefan-Sussmann). Let D be a smooth singular distribution on
a smooth manifold M . Then the following three conditions are equivalent:
(i) D is integrable.
(ii) D is generated by a family C of smooth vector fields, and is invariant with
respect to C.
(iii) D is the tangent distribution DF of a smooth singular foliation F .
Proof. There is a detailed proof for this theorem in [8]. uunionsq
Now, let us recall what the Frobenius theorem says.
Theorem 4.7.4. (Frobenius). If a smooth regular distribution is involutive then it
is integrable, i.e., it is the tangent distribution of a regular foliation.
Observation 4.7.5. If in Frobenius theorem one omits the word regular, then it
is false. The reason is that in the map (s1, . . . , s2) 7→ φs11 ◦ · · · ◦ φsds (x) although it
provides local invariant submanifolds, they are not necessarily of maximum dimen-
sion.
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(M,Π)
(Fx,Π′)
x
p1
q1
Fig. 1. Ilustration of the Splitting theorem and Proposition 4.7.12.
The Poisson Structure on M has expression Π = ∂∂pi ∧ ∂∂qj +
1
2
∑
i,j≥3 Π
′
ij(y3, . . . , ym)
∂
∂yi
∧ ∂∂yj , and in the leaves of the points
x where the Poisson structure is singular, Fx, there is a Poisson
structure Π′ with expression 12
∑
i,j≥3 Π
′
ij(y3, . . . , ym)
∂
∂yi
∧ ∂∂yj .
Example 4.7.6. Consider the following singular foliation D on R2 with coordinates
(x, y) : D(x,y) = T(x,y)R2 if x > 0, and D(x,y) is spanned by ∂∂x if x ≤ 0. Then D is
smooth involutive but not integrable.
However, there is a case where one can still assure integrability.
Definition 4.7.7. A smooth distributionD on a manifoldM is called locally finitely
generated if for any x ∈ M there is a neighborhood U of x such that there exists
a finite number of smooth vector fields X1, . . . , Xn in U such that are tangent to
D and any smooth vector field Y in U which is tangent to D can be written as
Y =
∑n
i=1 fiXi with fi ∈ C∞(U).
Theorem 4.7.8. (Hermann). Any locally finitely generated smooth involutive dis-
tribution on a smooth manifold is integrable.
Proof. One can find a proof of this theorem at [8]. uunionsq
Let Π] : T ∗M → TM be the anchor map of a Poisson manifold (M,Π). Recall that
the image of this anchor map is called the characteristic distribution of the Poisson
structure Π. This characteristic distribution will be denoted by C.
Remark 4.7.9. The characteristic distribution at a given point x is:
Cx = {Xf (x), f ∈ C∞(M), ∀x ∈M}.
Observation 4.7.10. Then, since the Hamiltonian vector fields preserve the Pois-
son structure, they also preserve the characteristic distribution.
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Definition 4.7.11. By the previous remark and according to Stefan-Sussmann’s
theorem, the characteristic foliation C is completely integrable and corresponds to
a singular foliation, which will be denoted by F = FΠ. This singular foliation is
called the symplectic foliation of the Poisson manifold (M,Π).
Proposition 4.7.12. The leaves F(x) of the symplectic foliation FΠ of a Poisson
manifold (M,Π) are immersed symplectic submanifolds, and the immersion is also
a Poisson morphism. The Poisson structure Π is completely determined by the
symplectic structures on the leaves of FΠ.
Proof. For this proposition there is also a proof in the reference [8] uunionsq

Chapter 5
Local classification of Poisson struc-
tures in surfaces
5.1. Examples
Classification of Poisson structures is a really hard subject where only very particu-
lar results have been achieved. Here we present some easy results classifying locally
some kinds of Poisson structures, as a consequence of other powerful theorems.
Observation 5.1.1. Let Π be a Poisson structure on S a surface such that its local
expression is f(x, y) ∂∂x ∧ ∂∂y . If one finds a normal form for f(x, y), that means a
canonical system of coordinates such that f is expressed naturally, then one has
a classification result for Π. Because if exist a diffeomorphism ϕ : S → S such
that the push-back ϕ∗(f) = f ◦ ϕ = f˜ is a normal form, then the push-forward
ϕ∗(Π) = ϕ∗(f(x, y) ∂∂x ∧ ∂∂y ) = f˜ ∂∂x¯ ∧ ∂∂y¯ , where (x¯, y¯) are the new coordinates.
Examples 5.1.2. Through this examples S is going to denote a surface, Π =
f(x, y) ∂∂x ∧ ∂∂y a Poisson structure on S and p ∈ S a point in the surface.
(i) Let p be such that f |p is different from 0, then, in a neighborhood of p, Π is
the dual of a symplectic form. And hence the local classification of symplectic
forms applies on Π in this neighborhood.
(ii) Let p such that f |p = 0, but dpf is different from 0. In this case, that will
be discussed in the following chapters and whose study of is one of the main
objective of this thesis, f can be written as x ∂∂x ∧ ∂∂y (by the local function
theorem). This is equivalent to say that Π is transverse to the image of the
zero section {0} : S → TS, and this is a notation that will be used later.
(iii) Let p be a Morse-type point (a point satisfying the conditions of the Morse
Theorem), then Π can be written either as (x2−y2) ∂∂x ∧ ∂∂y or as (x2 +y2) ∂∂x ∧
∂
∂y .
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5.2. Arnold’s Classification of Singularities
As has been stated before in this thesis, there are theorems for classification of
functions where the singularities are more complex than the presented until now.
The case of singularities of finite order was studied by Arnold and can be found in
[1], [2] and [3]. His result is stated in the following lines. The aim of this section is
not to present the result in the most rigorous way, but to give some idea of what the
result says and what are the consequences on the local study of Poisson structures.
Observation 5.2.1. There is a proper definition of multiplicity of a singularity
of a smooth function f , that is stated at [1], but the concepts used are beyond
the intentions of this thesis. Here the only thing that will be said is that if this
multiplicity is finite, then, there exists a change of coordinates in which the function
can be expressed as a polynomial.
Remark 5.2.2. The different kind of singularities have intrinsically associated a
hierarchy, that can be also seen in [1].
Theorem 5.2.3. The equivalence classes of singularities up to diffeomorphism that
lie first in the hierarchy of singularities are the following.
A0 A2k A
a
2k−1 D
a,b
2k D
a
2k+1 E6 E
a
7 E8
y x2 + y2k+1 x
2±y2k
1+ayk−1
x2y±y2k−1
1+ax+byk−1
x2y+y2k
1+ax x
3 + y4 x
3+xy3
1+ay2 x
3 + y5
Theorem 5.2.4. A Poisson structure on a surface either reduces in a neighborhood
of each point to one of the normal forms given by the table above, or has a singularity
that lies further in the hierarchy of singularities.
Observation 5.2.5. The Theorem 5.2.4 can be viewed as another example, like
the ones presented in the previous section.
Chapter 6
Radko’s classification of b-Poisson sur-
faces
6.1. b-Poisson structures
The aim of this section is to introduce the concept of b−Poisson structure, that is a
particular case of Poisson structure with really nice properties. This kind of Poisson
structures are the ones that will be studied in more detail in the following sections,
and are one of the main contents of this thesis. In this chapter the thesis presents
a global classification of this structures, and in the next chapter it is presented a
different way to look into this structures, and is the point of view of symplectic
geometry, through generalizing the concept of symplectic to b−symplectic in order
to include the dual forms of the b−Poisson structures. In this section the thesis
follows [12], but the main reference in this chapter is [22].
Definition 6.1.1. Let (M2n,Π) be an oriented Poisson manifold such that the
map
p ∈M 7→ (Π(p))n ∈ ∧2n(TM)
is transverse to the zero section (this is equivalent to asking that if (Π(p))n =
f(p)dx1∧ . . .∧dxn for some coordinates (x1, . . . , xn), then df |p 6= 0 when f(p) = 0).
Then Z = {p ∈M |(Π(p))n = 0} is a hypersurface and we say that Π is a b-Poisson
structure on (M,Z) and (M,Z) is a b-Poisson manifold.
Observation 6.1.2. Πn being transverse to the zero section imposes that Z is
locally a smooth submanifold of codimension 1. Moreover, since Z is the pre-image
of {0}, Z has to be a closed set. And if M is compact, Z being a cosed set in a
compact leads to the fact that Z is also compact.
Observation 6.1.3. In the case of surfaces, that will be studied in more detail in
the next chapter, the previous observation says that Z is the disjoint union of n
closed curves Z = unionsqni=1γi.
Example 6.1.4. On the sphere S2 with the usual coordinates (h, θ), the Poisson
structure Π = h ∂∂h ∧ ∂∂θ vanishes transversally along the equator Z = {h = 0}
and hence is a b-Poisson structure on (S2, Z). More generally, take any orientable
surface M and a curve Z on it with defining function f . Let ω0 be a symplectic
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S2
Π = h ∂∂θ ∧ ∂∂h
Z θ
h
Fig. 1. Example 6.1.4 of b-Poisson structure on the sphere.
form (then it is also a volume form) on M , and Π0 be the bivector field dual to
that form. Then fΠ0 is a b-Poisson structure on (M,Z).
Example 6.1.5. By considering product structures one can obtain examples in
higher dimensions: let (R,ΠR) be a b−Poisson compact surface and (S,ΠS) be
a compact symplectic surface, then (R × S,ΠR + ΠS) is a b-Poisson manifold of
dimension 4.
6.2. b-Poisson structures on surfaces
The objective of the whole chapter is to classify the b−Poisson structures in the
case that the manifold is actually a surface.
Let S be a compact connected oriented 2−dimensional surface. During the rest of
this chapter ω0 is going to refer to a symplectic form compatible with the orientation
of S and Π0 the associated Poisson bivector defined as ω
−1
0 .
Since it has been explained in the section of Poisson Manifolds, any 2−vector field
is actually a Poisson vector field (because [Π,Π] is a 3-vector and the only 3-vector
field on a surface is the null one), and hence it provides the surface with a Poisson
structure. Let us call by Π(S) the set of all Poisson structures on S that is also a
vector space (induced by the vector space structure of the 2−vector fields).
Definition 6.2.1. For any n ≥ 0 Gn(S) is defined as the set of Poisson structures Π
such that are b-Poisson structures and Z is the disjoint union of n different curves.
Remark 6.2.2. The Poisson structures on Gn(S) satisfy the following properties:
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(i) the set of points where the poisson structure vanishes Z(Π) (that means the
points p ∈ S such that Π(p) = 0) consists of n smooth disjoin curves, that are
going to be denoted by γ1(Π), . . . , γn(Π),
(ii) Π vanishes on each of the curves γ1(Π), . . . γn(Π).
Observation 6.2.3. In particular G0(S) is the set of symplectic structures on S.
Definition 6.2.4. Let G(S) := ⊔n≥0 Gn(S).
Observation 6.2.5. The symplectic leaves of a Poisson structure Π ∈ G(S) are the
points in Z(Π) =
⊔n
i=1 γi (the 0-dimensional leaves) and the connected components
of S\Z(Π) (the 2-dimensional leaves).
Observation 6.2.6. In her original article, Radko named the b-symplectic struc-
tures topologically stable structures because the topology of their zero sets remains
unchanged under small perturbations.
Observation 6.2.7. Let Π ∈ Π(S), then Π can be written as Π = f · Π0 for
some f ∈ C∞(S) because is a 2−vector and S is a surface, and then, if locally
Π0 = g
∂
∂x ∧ ∂∂y where g does not banish anywhere, and if Π1 = h ∂∂x ∧ ∂∂y , then
Π = hgΠ0.
Then, it is natural to write Π(S) = C∞(S) ·Π0.
Note also that the subspace Gn(S) corresponds in this way to the product Fn(S)×
Π0, where Fn(S) is the space of smooth functions such that the 0 is a regular value
and such that their zero sets consists of n smooth disjoint curves.
Definition 6.2.8. Two Poisson structures Π and Π′ on an oriented manifold M
are globally equivalent if there is an orientation-preserving Poisson isomorphism
φ : (P,Π)→ (P,Π′).
A topologically stable Poisson structure Π ∈ Gn(S) and let ω0 be a symplectic
form on S, and Π0 be the corresponding Poisson bivector. Since Π = f · Π0 and
f vanishes linearly on each of γi ∈ Z(Π) and nowhere else, f has constant sign on
each of the 2−dimensional symplectic leaves of Π. In addition, f has the opposite
signs on two leaves having a common bounding curve γi. Using this fact, is possible
to define an orientation on γi as will be done in the next lines.
Definition 6.2.9. For a non-vanishing vector field X tangent to the curve γi, it is
said that X is positive if w0(X,Y ) ≥ 0 for all the vector fields Y such that LY f ≥ 0.
And X is said to be negative if −X is positive. This orientation will be called the
orientation defined by Π.
Lemma 6.2.10. The previous definition of orientation on each of its zero curves
γi ∈ Z(Π) does not depend on the choice of orientation of S.
Proof. Suppose that X is a vector field tangent to γi and positive on γi with
respect to the chosen orientation of S. If ω′0 is a symplectic form inducing the
opposite orientation on S, then ω′0 = −α · ω0 with α ∈ C∞(S), α > 0, and Π =
−α · f · Π0. Since for Y ′ such that LY ′(−α · f) ≥ 0 we have LY ′f ≤ 0, it follows
that ω0(X,Y
′) ≤ 0 and, therefore,
ω′0(X,Y
′) = −α · ω0(X,Y ′) ≥ 0.
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Hence, if X is positive on γi with respect to a chosen orientation of S, it is also
positive on γi with respect to the reverse orientation of S. uunionsq
6.3. First invariant: diffeomorphism equivalence class
of sets of disjoint oriented curves.
Definition 6.3.1. Two sets of smooth disjoint oriented curves (γ1, . . . , γn) and
(γ′1, . . . , γ
′
n) on an oriented surface S are called diffeomorphism equivalent (denoted
by (γ1, . . . , γn) ∼ (γ′1, . . . , γ′n)) if there exists an orientation-preserving diffeomor-
phism φ : S → S mapping the first set onto the second one, in such a way that
the orientations of the curves (defined in the prefious section) are preserved. That
means that for each i ∈ {1, . . . , n}, there is j ∈ {1, . . . , n} such that φ(γi) = γ′j .
Definition 6.3.2. The space of n disjoint oriented curves on S will be denoted by
Cn(S).
Observation 6.3.3. The relation of diffeomorphism equivalent establishes an equiv-
alence relation in the set Cn(S).
Definition 6.3.4. Let Mn(S) = Cn(S)/ ∼ be the space of n disjoint oriented curves
modulo the equivalence relation of the previous observation, then [(γ1, . . . , γn)] ∈
Mn(S) will denote the equivalence class of (γ1, . . . , γn) ∈ Cn(S). And if Z(Π) is
a set of disjoint oriented curves given by a Poisson structure Π, then [Z(Π)] will
denote its equivalence class in Mn(S).
Lemma 6.3.5. If Π,Π′ ∈ Gn(S) are globally equivalent, then [Z(Π)] = [Z(Π′)] ∈
Mn(S).
Proof. If Π,Π′ ∈ Gn(S) are globally equivalent, then it exists an orienting-
preserving Poisson isomorphism φ : (S,Π) → (S,Π′). Then, this same orienting-
preserving Poisson isomorphism sends the zero sets of curves of Π to the zero sets
of curves of Π′, and since the orientation of these curves is totally defined by the
Poisson structure, the isomorphism also preserve the orientations. uunionsq
6.4. Second invariant: modular periods.
Definition 6.4.1. For a volume form Ω defined on an orientable Poisson mandifold
(M,Π) the modular vector field XΩ of (S,Π) with respect to Ω is defined by
XΩ · h := LXhΩ
Ω
, h ∈ C∞(M),
where Xh is the Hamiltonian vector field of h.
Proposition 6.4.2. For the modular vector field XΩ, the following properties are
hold:
(i) XΩ = 0 if and only if Ω is invariant under the flows of all hamiltonian vector
fields of Π,
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(ii) for any other Ω′ the difference XΩ
′ −XΩ is the hamiltonian vector field
Xlog |Ω′/Ω|,
(iii) The flow of XΩ preserves Π and Ω, LXΩΠ = 0 and LXΩΩ = 0,
(iv) XΩ is tangent to the symplectic leaves of maximal dimension.
Proof. The detailed proof of each one of thes properties can be found in [25]. uunionsq
Let now Π ∈ Gn(S) be a topologically stable Poisson structure on a surface S as
above. A symplectic form ω0 compatible with the orientation of S is also a volume
form on S. Since the modular vector field Xω0 preserves Π, it follows that the
restriction of Xω0 to a curve γi ∈ Z(Π) is tangent to γi for each i ∈ 1, . . . , n.
Lemma 6.4.3. Since for another volume form ω′0 the difference X
ω0 − Xω′0 is a
hamiltonian vector field and, therefore, vanishes on the zero set of Π, it follows that
the restrictions of Xω0 to γ1, · · · , γn are independent of the choice of volume form.
Observation 6.4.4. It is apparent from the definition of the modular vector field
that it is unchanged if the orientation of the surface is reversed, because
LXh(−Ω)
(−Ω) =
LXhΩ
Ω
.
Remark 6.4.5. One can define nice coordinates in a neigborhood of each γi. Sup-
pose that Π ∈ Π(S) vanishes linearly on a curve γ. On a small neighborhood of γ,
let θ be the coordinate along the flow of the modular vector field Xω0 with respect
to ω0 such that X
ω0 = ∂θ. Since Π vanishes linearly on γ, there exists an annular
coordinate neighborhood (U, z, θ) of the curve γ such that
U = {(z, θ)| |z| < R, θ ∈ [0, 2pi]}, for some R > 0,(5)
γ = {(z, θ)| z = 0},(6)
ω0|U = dz ∧ dθ,(7)
Π|U = cz∂z ∧ ∂θ, c > 0.(8)
Claim 6.4.6. The restriction of a modular vector field to a zero curve γ ∈ Z(Π)
on which the Poisson structure vanishes linearly is positive with respect to the
orientation on γ defined by Π.
Definition 6.4.7. For a Poisson structure Π ∈ Π(S) vanishing linearly on a curve
γ ∈ Z(Π) define the modular period of Π around γ to be
Tγ(Π) := period of X
ω0 |γ ,
where Xω0 is the modular vector field of Π with respect to a volume form ω0.
Observation 6.4.8. Since Xω0 |γ is independent of choice of ω0, the modular period
is well-defined.
Observation 6.4.9. Using the coordinate neighborhood (U, z, θ) of the curve γ,
we obtain
(9) Tγ(Π) =
2pi
c
,
where c > 0 is as in (8).
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It turns out that the modular period of the Poisson structure (8) on an annulus U
is the only invariant under Poisson isomorphisms:
Lemma 6.4.10. Let U(R) = {(z, θ)| |z| < R, θ ∈ [0, 2pi]} and U ′(R′) = {(z′, θ′)| |z′| <
R′, θ′ ∈ [0, 2pi]} be an open annuli with the orientations induced by the symplectic
forms ω0 = dz ∧ dθ and ω′0 = dz′ ∧ dθ′ respectively. Let Π = cz∂z ∧ ∂θ, c > 0 and
Π′ = c′z′∂z′ ∧ ∂θ′ , c′ > 0 be Poisson structures on U(R) and U ′(R′) for which the
modular periods around the zero curves γ = {(z, θ)|z = 0} and γ′ = {(z′, θ′)| z′ = 0}
are equal, Tγ(Π) = Tγ′(Π
′). Then there is an orientation-preserving Poisson iso-
morphism Φ : (U(R), Π)→ (U ′(R′), Π′).
Proof. Since the modular periods are equal, we have c = c′. The map Φ :
(U(R),Π)→ (U ′(R′),Π′) given by
Φ(z, θ) =
(
R′
R
z, θ
)
is a Poisson isomorphism since R
′
R z · RR′ ∂z ∧ ∂θ = z∂z ∧ ∂θ. It is easy to see that Φ
preserves the orientation. uunionsq
The fact that this Poisson isomorphism allows to change the radius of an annuli
will be used later in the proof of the classification theorem.
6.5. Third invariant: the regularized Liouville vol-
ume
To classify the topologically stable Poisson structures G(S) up to orientation-
preserving Poisson isomorphisms, one needs to introduce one last invariant.
Definition 6.5.1. The principal value (P.V.) of an integral is defined as follows:
P.V.
∫ b
a
f(x)dx := lim
ε→0+
[∫ b−ε
a
f(x)dx+
∫ b
c+ε
f(x)dx
]
.
Let ω be the dual form associated to the Poisson structure. This form is smooth
only on S \ Z(Π) and then, at these points defines a symplectic structure. The
symplectic volume of each of the 2-dimensional symplectic leaves is infinite because
the form ω blows up on the curves γ1, · · · , γn ∈ Z(Π). However, there is a way to
associate a certain finite volume invariant to a Poisson structure in G(S) by
(10) V (Π) = P.V.
∫
S
ω.
where P.V. in the equation means principal value.
More precisely, let h ∈ C∞(S) be a function vanishing linearly on γ1, · · · , γn and
not zero elsewhere. Let L be the set of 2-dimensional symplectic leaves of Π. For
L ∈ L the boundary ∂L is a union of curves γi1 , . . . , γik ∈ Z(Π). (Note that a leaf
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L cannot approach the same curve from both sides.) The function h has constant
sign on each of the leaves L ∈ L. Define
V εh (Π) :=
∫
|h|>ε
ω =
∑
L∈L
∫
L∩h−1((−∞,−ε)∪(ε,∞))
ω.
Theorem 6.5.2. The limit V (Π)
.
= limε→0 V εh (Π) exists and is independent of the
choice of function h.
Proof. To show that the limit in the definition of V (Π) exists and is well-defined,
it is enough to argue locally, in a neighborhood of the zero set of the Poisson
structure.
For i = 1, . . . , n, let Ui = {(zi, θi)| |zi| < Ri, θi ∈ [0, 2pi]} be annular coordinate
neighborhoods of curves γi such that the restriction of Π on Ui is given by Π|Ui =
cizi∂zi ∧ ∂θi , ci > 0 and Ui ∩ Z(Π) = γi. Let U =
⊔n
i=1 Ui. Let h be a function
vanishing linearly on the curves γ1, · · · , γn and not zero elsewhere. Let z±i be
functions of θi such that h(θi, z
±
i ) = ±ε (Since h banish linearly on γ1, . . . , γn, z±i
are linear when ε→ 0). It suffices to show that the following limit is equal to zero.
∫ 2pi
0
(
lim
ε→0
P.V.
∫ z+i
z−i
cidzi
zi
)
dθi = ci
∫ 2pi
0
lim
ε→0
ln
∣∣∣∣z+iz−i
∣∣∣∣ dθi = ci ∫ 2pi
0
lim
ε→0
ln 1dθi = 0.
uunionsq
Hence V (Π) ∈ R is a global equivalence invariant of a Poisson structure Π ∈ G(S)
on an oriented surface which we call the regularized Liouville volume since in the
case of a symplectic structure (i.e., Π ∈ G0(S)) it is exactly the Liouville volume.
If we reverse the orientation of S, the regularized volume invariant changes sign.
6.6. A classification of b-Poisson structures on a
compact surface
Theorem 6.6.1. Topologically stable Poisson structures Gn(S) on a compact con-
nected oriented surface S are completely classified (up to an orientation-preserving
Poisson isomorphism) by the following data:
(1) the equivalence class [Z(Π)] ∈Mn(S) of the set Z(Π) =
⊔n
i=1 γi of zero curves
with orientations defined by Π,
(2) the modular periods around the zero curves {γi 7→ Tγi(Π)| i = 1, . . . , n},
(3) the regularized Liouville volume V (Π).
In other words, two Poisson structures Π, Π′ ∈ Gn(S) are globally equivalent if and
only if their sets of oriented zero curves are diffeomorphism equivalent, the modular
periods around the corresponding curves are the same, and the regularized Liouville
volumes are equal.
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Proof. Let Π and Π′ be two topologically stable Poisson structures. Clearly, the
coincidence of all of the invariants listed in the theorem is necessary for Π and Π′
to be isomorphic.
Conversely, assume that all the invariants are the same. Then the zero sets Z(Π) ⊂
S and Z(Π′) ⊂ S are diffeomorphic and, therefore, we may assume that Z(Π) =
Z(Π′) by replacing Π′ with an isomorphic structure. Since both Π = f · Π0 and
Π′ = f ′ · Π0 vanish linearly on each connected component γ ⊂ Z(Π) = Z(Π′), it
is possible, by once again replacing Π′ by a Poisson-isomorphic structure, assume
that in an annular coordinate neighborhood Ui ' S1 × (−1, 1) = {(zi, θi)| θi ∈
[0, 2pi], |zi| < Ri} of γi one has
Π|Ui = cizi∂zi ∧ ∂θ, ci 6= 0,
Π′|Ui = c′izi∂zi ∧ ∂θ, c′i 6= 0.
Since the modular periods of Π and Π′ around the corresponding curves are assumed
to be the same, it holds that 2pi/|ci| = 2pi/|c′i|, which implies |ci| = |c′i|. The fact
that the orientations of the connected components of Z(Π) and Z(Π′) induced by
modular vector fields are the same implies that ci = c
′
i. Hence Π and Π
′ are equal
in a neighborhood of Z(Π). By replacing Π′ with an isomorphic structure one can
assume that Π = Π′ on a neighborhood U of Z(Π). In other words, Π and Π′ are
symplectomorphic in the tubular neighborhood U .
Pick one of the connected components of N\U , and calculate the symplectic volume
of it with respect to the two different symplectic forms. Then, if the volume agrees,
it is possible to extend the symplectomorphism over this component. If not, consider
one of the components of Z whose collar neighborhood is adjacent to this component
of N\U with which there is the problem (the volume does not agree), call this
component V . Next, pick the Poisson structure that integrates the smaller volume
on V .
Now, one can take a more thin collar neighborhood, and since the period will not
change, one can still apply the lemma 6.4.10 to this collar neighborhood, and have
a symplectomorphism in it. In this way, one increases the symplectic volume of
V , maintaining an isomorphism between the collar neighborhoods. This allows to
extend the symplectomorphism over V .
Finally, one has to pick another connected component of N\U and repeat the
process.
If in this process the connected components are chosen in the appropriate order
(one needs to be sure that while one collar neighborhood is being changed, then
the components where the symplectomorphism has been extended are not being
disturbed).
In this way, it is possible to extend the symplectomorphism over all connected com-
ponents of N\U except for one. For being able to extend the symplectomorphism to
this last one, one need the equality of the Liouville volume over the whole manifold.
Then one can argue that the symplectic volumes of the final component must agree,
end then it is possible to extend the symplectomorphism over the final remaining
component. uunionsq
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(S,Π) (S,Π′)
V
U˜
U
V ′
U ′
Fig. 2. If the volume of V given by the structure Π is smaller
than the volume of V ′ given by Π′, then one should shrink the
neighborhood U increasing the volume of V to the point that equals
the volume of V ′.
Note 6.6.2. The last part of the previous proof was suggested by Geoffrey Scott
as an alternative proof to the Radko’s one.
Example 6.6.3. Consider the unit 2-sphere S2 with the cylindrical polar coordi-
nates (z, θ) away from its poles. Let ω0 = dz ∧ dθ be a symplectic form on S2
with the corresponding Poisson bivector Π0. Let Π, Π
′ ∈ G2(S2) be the Poisson
structures given by
Π = (z − a)(z − b)∂z ∧ ∂θ, −1 < b < a < 1
and Π′ = −Π. Choose a and b in such a way that V (Π) = V (Π′) = 0. Let
γ1 = {(z, θ)| z = a} and γ2 = {(z, θ)| z = b} be the zero curves of Π, Π′. On both γ1
and γ2 the orientations defined by Π and Π
′ are opposite to each other. Let Ltop =
{(z, θ)| a < z < 1}, Lmiddle = {(z, θ)| b < z < a} and Lbottom = {(z, θ)| −1 < z < b}
be the 2-dimensional leaves (common for both structures). The structures Π and
Π′ can not be Poisson isomorphic in an orientation-preserving way since such a
diffeomorphism would have to exchange the two-dimensional disks Ltop and Lbottom
with the annulus Lmiddle. On the other hand, (S
2,Π) and (S2,Π′) are clearly
Poisson isomorphic by an orientation-reversing diffeomorphism (z, θ) 7→ (z,−θ).

Chapter 7
b-Symplectic structures
The aim of this chapter is to introduce the notion of b-manifold, to explain what
is a b-symplectic structure in this kind of manifold, and see that the notion of
b-symplectic structure corresponds to the notion of b-Poisson in a certain sense.
After that, the next sections present the modular vector fields in this kind of man-
ifols and then the b-cohomology is related with the usual De Rham cohomology by
means of the Mazzeo-Melrose Theorem. With all this tools, in the following chap-
ter, an alternative proof to Radko’s theorem is presented. The idea of the proof
is to extend the Moser’s Trick to the b-symplectic structures on compact surfaces
and obtain the result of classification of b-symplectic in the same way that in the
begining of the thesis it is obtained the classification of symplectic structures on
compact surfaces.
In this section the text basically follows the reference [12].
7.1. Differential forms on b-manifolds
The first step to be done is to define the concept of b-manifold.
Definition 7.1.1. A b−manifold is a pair (M,Z) of an oriented manifold M and
an oriented hypersurface Z ⊂M .
Definition 7.1.2. A b−morphism or a b−map is a map f : (M1, Z1) → (M2, Z2)
transverse to Z2, such that f
−1(Z2) = Z1.
Definition 7.1.3. A b−vector field on M is a vector field in the usual sense of the
term, but such that it also satisfies that is tangent to Z at every point p ∈ Z.
Now, let us present the statement of a theorem that one needs in order to follow
the following constructions.
Theorem 7.1.4. (Serre-Swan) Suppose M is a compact smooth manifold, and a V
is a smooth vector bundle over M. The space of smooth sections of V is a module
over C∞(M), then, this module is finitely generated and is projective over C∞(M).
Moreover the converse is also true. Every finitely generated projective module over
C∞(M) is the set of sections for some smooth vector bundle on M .
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Proof. The proof of this theorem is beyond the aims of this thesis, but one can
found a detailed proof and an extent explanation of the concepts needed for the
proof in the reference [27]. uunionsq
Observation 7.1.5. The b-vector fields form a projective module over the ring
C∞(M), and hence are sections of a vector bundle on M . We call this vector
bundle the b-tangent bundle and denote it bTM .
Observation 7.1.6. Let X be a b-vector field, by definition the restriction X|Z is
everywhere tangent to Z. Then, it defines a vector field XZ on Z. Then one has a
natural map Γ(bTM |Z) −→ Γ(TZ) that is in fact a morphism of C∞(Z)-modules,
and moreover induces a vector bundle morphism:
(11) bTM |Z → TZ.
Proposition 7.1.7. The kernel of the map (11) is a line bundle (a bundle with a
single generator) LZ with a canonical non-vanishing section.
Proof. Since Z is oriented, there exists a defining function for Z. Translating
this fact in terms of b−maps, one obtains a b-map f : (M,Z) → (R, 0). Let X
be a vector field on M with dfp(Xp) = 1 for all p ∈ Z. Then w = fX|Z is a
nonvanishing section of LZ (because is a non-zero vector field in bTM |Z that goes
to 0), independently on the choice of the function f or the vector field v. uunionsq
Definition 7.1.8. The non-vanishing section defined in the previous proof w ∈ LZ
is going to be called the normal b-vector field of the b-manifold (M,Z).
Observation 7.1.9. At points p ∈ M \ Z, the b-tangent space coincides with the
usual tangent space bTpM = TpM , while at points p ∈ Z, there is a surjective map
(12) bTpM → TpZ
with kernel spanned by wp.
Definition 7.1.10. One defines the b-cotangent bundle of M to be the vector
bundle bT ∗M dual to bTM .
Observation 7.1.11. At points p ∈ M \ Z, the b-cotangent space coincides with
the usual cotangent space: bT ∗pM = T
∗
pM . At points p ∈ Z, there is an embedding
T ∗pZ → bT ∗pM
whose image is
{
l ∈b T ∗pM |l(wp) = 0
}
. The embedding is defined as the dual map
to (12).
Lemma 7.1.12. Given a defining function f for Z, let µ ∈ Ω1(M \ Z) be the one-
form µ = dff . Then
(13) bT ∗pM = T
∗
pZ + span{µp}.
Proof. If v is a b-vector field then the pairing 〈v, µ〉 ∈ C∞(M\Z) extends smoothly
over Z and hence µ acts smoothly on the sections of bTM , and then µ is well defined
and makes sense to consider it as a section of bT ∗M . Moreover, µp(wp) = 1 for
p ∈ Z (where ω is the generator of Lp), then given f and dualizing the result 7.1.7
one gets the splitting. uunionsq
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Observation 7.1.13. For ease of notation, we will write µp =
dfp
f , even though the
expression on the right is not well-defined for p ∈ Z, but it intrisically defines µ at
the points p ∈ Z, that it is.
Definition 7.1.14. For each k, one defines bΩk(M) the space of b-de Rham k-forms
as the sections of the vector bundle ∧k(bT ∗M).
Remark 7.1.15. The usual space of de Rham k-forms sits inside the space of b-de
Rham k-forms. Given µ ∈ Ωk(M), one interprets it as a section of ∧k(bT ∗M) by
µp ∈ ∧k(T ∗pM) = ∧k(bT ∗pM) at p ∈M \ Z, and
µp = (i
∗µ)p ∈ ∧k(T ∗pZ) ⊂ ∧k(bT ∗pM) at p ∈ Z.
where i : Z ↪→M is the inclusion map.
Remark 7.1.16. With all the results presented till this point, (specially 13) one
deduces that given a defining function for Z, call it f , then every b-de Rham k-form
can be written as
(14) ω = α ∧ df
f
+ β, with α ∈ Ωk−1(M) and β ∈ Ωk(M).
Moreover, despite α and β are not unique, at a point p ∈ Z, αp and βp are unique.
To prove this uniquenes one only has to consider 13 and interprete αp and βp as
elements of ∧k−1(T ∗pZ) and ∧k−1(T ∗pZ) respectively.
Definition 7.1.17. The b-exterior differential d as a operator of b-de Rham forms
is defined as
dω = dα ∧ df
f
+ dβ,
where the d’s in the right part of the equation denote the usual exterior differential
in the de Rham complex.
Observation 7.1.18. The right hand side is well defined and agrees with the usual
exterior d operator on M \ Z and the image of a b−form in ∧k(bT ∗M) is a well
defined b−form in ∧k+1(bT ∗M).
Observation 7.1.19. The b-exterior differential fulfills that d2 = 0, this follows
easily form the previous definition.
Definition 7.1.20. By the previous observation, one can define the complex of
b-forms, the b-de Rham complex :
0→ bΩ0(M) d−→ bΩ1(M) d−→ bΩ2(M) d−→ . . .→ 0
Remark 7.1.21. To clarify notation in the following sections, ω|Z will denote a
section Z → bT ∗M |Z , and i∗ω will denote a section Z → T ∗Z.
Proposition 7.1.22. If ω ∈ bΩk(M) is such that ω|Z = 0, then ω ∈ Ωk(M).
Proof. Given ω = α ∧ dff + β ∈ bΩk(M), the condition ω|Z = 0 as a section
of bT ∗(M)|Z implies that α|Z = 0 and β|Z = 0. If α|Z = 0 then α1 := αf is in
bΩk−1(M). Thus ω = α1 ∧ df + β is in Ωk(M). uunionsq
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Definition 7.1.23. If ω ∈ bΩd(M) compactly supported (or in particular M is
comptact) one defines the integral of ω over M to be∫
M
ω = lim
ε→0
∫
|f |>ε
ω,
where f is a defining fuction for Z and dimM = 2d.
Proposition 7.1.24. The limit in the previous definition exists and is independent
of the choice of f .
Proof. The proof follows analogous to the argument done in 6.5.2. uunionsq
7.2. b-Symplectic manifolds
In this section the concept of b-Symplectic manifold is presented, as well as some
results on it.
Definition 7.2.1. Let (M,Z) be a 2n-dimensional b-manifold and let ω ∈ bΩ2(M)
be a closed b-form. We say that ω is b-symplectic if ωp is of maximal rank as an
element of ∧2( bT ∗pM) for all p ∈M .
Remark 7.2.2. Let f be a fixed defining function for Z. If one applies the expres-
sion (14) to the symplectic form, obtains the following decomposition:
(15) ω = α ∧ df
f
+ β, where α ∈ Ω1(M) and β ∈ Ω2(M).
The following proposition presents some properties of the forms α and β used in
the descomposition of a b−symplectic form, mentioned in the previous remark.
Proposition 7.2.3. Consider the forms α˜ = i∗α and β˜ = i∗β, where i : Z ↪→ M
is the inclusion map of Z in M . Then the forms α˜ and β˜ are closed. Moreover the
following properties are hold:
(i) The form α˜ is nowhere vanishing and it does not depend on the splitting (15).
(ii) For each leaf L
iL
↪→ Z of this foliation, the form i∗Lβ˜ is intrinsically defined,
and is a symplectic form on L.
(iii) In (15) one can assume without loss of generality that:
(a) α and β are closed,
(b) α ∧ βn−1 ∧ df does not banish anywhere,
(c) and in particular i∗(α ∧ βn−1) is nowhere vanishing.
Proof. There is a detailed proof in [12]. uunionsq
Remark 7.2.4. Since β˜ is closed and β˜n−1 is non-vanishing, applying the Darboux
theorem for β˜ one obtains that locally (around each point p ∈ Z) there exist
coordinates x1, x2, y2, . . . , xn, yn such that β˜ =
∑n
i=2 dxi ∧ dyi. Since α˜ is locally
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exact and α˜∧ β˜n−1 is nowhere vanishing, one can set α = dx1. And finally defining
y1 = f one can write:
(16) ω|Z = dx1 ∧ dy1
y1
+
n∑
i=2
dxi ∧ dyi,
and for the dual bivector field Π ∈ Γ(∧2(bT ∗M)):
Π|Z =
∂
∂x1
∧ y1 ∂
∂y1
+
n∑
i=2
∂
∂xi
∧ ∂
∂yi
.
This shows how the Poisson bivector field Π on M induces a regular Poisson struc-
ture on Z whose symplectic leaves are the level sets of y1 with symplectic structure
on each leaf given by
∑n
i=2 dxi ∧ dyi.
7.3. b-Poisson corresponds to b-symplectic
The aim of this section is to show the correspondence between b-Poisson structures
and b-symplectic structures. More precisely, the result is as follows.
Proposition 7.3.1. A two-form ω on a b-manifold (M,Z) is b-symplectic if and
only if its dual bivector field Π is a b-Poisson structure.
Proof. (Of Proposition 7.3.1) Since ω is of maximal rank in ∧2(bT ∗M) and Π is
of maximal rank in ∧2(bT ∗M), it makes sense to say that they are dual to each
other. Similarly, it makes sense to say that a volume form (of maximal rank in
∧2n(T ∗M)) has a dual 2n-vector field (of maximal rank in ∧2n(TM)).
Let Π be a b−Poisson structure on (M,Z), Ω its dual 2n-vector field and χ a volume
form on M .
Then, Πn = fχ for some f : M → R that vanishes on Z. But, since the 2n-vector
field Πn does not vanish identically, the rank of the Poisson structure is 2n out of
Z, and it is less than 2n on Z.
Observe that the fact that out of Z the rank of the Poisson structure is 2n implies
that the two-form ωΠ dual to Π is a smooth symplectic form on M \ Z.
Now let us use that Πn is transversal to de zero section. This fact implies that 0 is
a regular value of f and so Z = f−1(0) must be a codimension-one submanifold of
M , a union of hypersurfaces. Furthermore, one can assume that in a neighborhood
of a point p ∈ Z, the function f is simply the coordinate function z1, with z1 = 0
locally defining the hypersurface. By the Theorem 4.6.10 when restricted to Z,
the Poisson structure defines a symplectic foliation of codimension one, because
Πn vanishing transversally at Z implies that the transverse Poisson manifolds at
points of Z must be of dimension two. Then one conlcudes that Z is the union of
symplectic leaves of corank 2 in M . This defines a codimension-one foliation of Z
by symplectic leaves.
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Summarizing all that has been said implies that the dual bivector field of the
symplectic structure must be a b-Poisson structure; this proves the first direction
of Proposition 7.3.1.
Because it holds that being symplectic is a local property, Proposition 7.3.2 implies
that a b-Poisson manifold is b-symplectic, one of the directions of the Proposition
7.3.1.
uunionsq
Proposition 7.3.2. Let (M,Z) be a b-Poisson manifold, with Poisson bivector field
Π and dual two-form ωΠ. Then, on a neighborhood of a point p ∈ Z, there exist
coordinates (x1, y1, . . . xn−1, yn−1, z, t) centered at p such that
ωΠ =
n−1∑
i=1
dxi ∧ dyi + 1
z
dz ∧ dt.
Proof. Combining the first implication of Proposition 7.3.1 with Theorem 4.6.10,
one obtains a local normal form of the Poisson structure that dualize to the state-
ment of the proposition. This result resembles the Darboux theorem, which will
appear again as Theorem 8.2.1 and that we will reprove then using Moser path
methods. uunionsq
7.4. Modular vector fields of b-symplectic manifolds
The objective of this section is to extend the concept of modular vector field that has
been explained in the previous section, but now in a manifold M of any dimenison,
not only for surfaces. The modular vector field on a Poisson manifold measures the
variation of the volume form along the flows of the Hamiltonian vector fields.
There is a complete and exhaustive presentation of the modular vector fields in
[31].
Definition 7.4.1. Let (M,Π) be a Poisson manifold and Ω a volume form on
it. Denote by uf the Hamiltonian vector field associated to a smooth function
f : M → R. The modular vector field of (M,Π), denoted by XΩΠ (or simply XΩ if
the Poisson structure is fixed and hence implicit) is the derivation that acts on any
function f on M in the following way:
f 7→ LufΩ
Ω
.
This definition is equal to the one in the previous chapter, but in this case M has
not to be a surface. The properties stated in the previous chapter are also true in
this case.
Lemma 7.4.2. Let (M,Z) be a b-symplectic manifold. Consider the local coordinates
given by Proposition 7.3.2 in a neighborhood of a point p ∈ Z. The b-symplectic
form ω is writtes as
ω =
n−1∑
i=1
dxi ∧ dyi + 1
z
dz ∧ dt.
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In this coordinates also consider the volume form given by
Ω = dx1 ∧ dy1 ∧ · · · ∧ dxn−1 ∧ dyn−1 ∧ dz ∧ dt.
Then, the modular vector field in coordinates is
XΩ =
∂
∂t
.
Proof. In the coordinates mentioned in the statement of the lemma, the Poisson
vector field is written as
Π =
n−1∑
i=1
∂
∂xi
∧ ∂
∂yi
+ z
∂
∂z
∧ ∂
∂t
.
To compute the local expression of XΩ, what one can do is to apply it to the
coordinate functions. Take for instance the function t defined on M . Compute ut
the hamiltonian vector field for t. To do so, one only has to apply Π to f and
obtain uf = z
∂
∂z . Then, using the Cartan’s magic formula, one computes
Lz ∂∂z Ω = 0 + d((−1)
2(n−1)zdx1 ∧ dy1 ∧ . . . ∧ dyn−1 ∧ dt) = Ω.
Then, XΩ(dt) = 1, and hence XΩ = ∂∂t + . . . where the dots denote terms in the
other elements of the basis. One can compute these other terms, and see that they
are always 0. And hence, conclude what was desired. uunionsq
Proposition 7.4.3. The modular vector field of a b-symplectic manifold (M,Z)
is tangent to Z and transverse to the symplectic leaves inside Z, and this holds
independently of the volume form considered on M .
Proof. At each point p ∈ Z, one can work with the coordinates used in the
previous lemma, and hence one is able to write the modular vector field with respect
to the volume form Ω as
XΩ =
∂
∂t
.
This vector field is clearly tangent to Z, which is given locally by z = 0 (applied to
dz is zero). Moreover, the vector field is also transverse to the symplectic foliation
inside Z, because the leaves of that foliation are locally just the different levels of
the coordinate function t.
Now let us see the part of not depending on the volume form. If one considers
another volume form Ω′ = HΩ, where H ∈ C∞(M) is nonvaninshing, the modular
vector field becomes
XΩ
′
=
∂
∂t
+ ulog(|H|),
it differs from the previous one by a hamiltonian vector field (this fact was one of
the stated with the properties of the modular vector field in the surfaces case, and
as has been said before, one can found a detailed proof of this property in [25]).
Since Hamiltonian vector fields are tangent to the symplectic leaves of M , in par-
ticular they are also tangent to all the (2n − 2)-dimensional leaves whose union is
Z (and hence to Z itself). Then, the new modular vector field XΩ
′
will still be
tangent to Z (one is adding tangent fields and hence obtains another tangent field)
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and transverse to the symplectic leaves in it (because a tangent field is being added
to a transverse one and hence the result is a transverse vector field). uunionsq
Notation 7.4.4. From this point and till the end of the thesis, vmod will also denote
the modular vector field.
Remark 7.4.5. Using these local coordinates we also see that α˜(vmod|Z) = 1,
independently of choice of modular vector field vmod.
7.5. Mazzeo-Melrose
The objective of this section is to present the b-cohomology of a b-manifold (M,Z)
and to explain some results about the relation between this cohomology and the
usual de Rham cohomolgy of M and the usual de Rham cohomology of Z.
The first thing that will be done in this section is to prove the Mazzeo-Melrose
theorem for b-manifolds and then as a direct application obtain some results about
low degree b-cohomology for b-symplectic manifolds.
Let (M,Z) be a b-manifold with Z
i
↪→M compact.
Theorem 7.5.1. [Mazzeo-Melrose theorem] The b-cohomology groups at degree k
of M are computable by
bHk(M) ∼= Hk(M)⊕Hk−1(Z).
Proof. Let f : M → R be a defining function for Z. Then, every ω ∈ bΩk(M)
can be written as ω = α ∧ dff + β, with α, β ∈ Ω∗(M). Moreover, in b-de Rham
theory, α˜ := i∗α, where i : Z ↪→ M is the inclusion, is intrinsically defined and
independent of the choice of f . Then the following sequence is an exact sequence
of de Rham complexes.
0→ Ωk(M) → bΩk(M) → Ωk−1(Z)→ 0
ω 7→ 0 ∧ dff + ω
α ∧ dff + β 7→ α.
The first map is injective because if two forms go to the same image, then it is
clear that they were equal. The image of the first map is contained to the kernel
of the second map clearly, and the kernel of the second map is also contained in
the image of the first map. Then, it only remains to be seen that the second map
is surjective. But this is also an immediate consequence of all the results that has
been explained in the previous sections.
Then, one can consider the induced long exact sequence in cohomology
. . .→ Hk(M) i→ bHk(M) j→ Hk−1(Z) δ→ Hk−1(M)→ . . .
Moreover, one can split this sequence into short exact sequences because the map
j is surjective. Then, one obtains short exact sequences as follows
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0→ bHk(M)→ Hk(M)→ bHk−1(Z)→ 0.
That concludes the proof. But one still has to prove the surjectivity of j. In
order to prove that surjectivity consider U ∼= Z × (−ε, ε) a collar neighborhood
of Z in M , change f so that f ≡ 1 on the complement of Z × (− ε2 , ε2 ), and let
pi : Z × (− ε2 , ε2 ) → Z be the projection. Then, for any closed α˜ ∈ Ωk−1(Z), the
form ω = pi∗α˜ ∧ dff ∈ bΩk(M), and j[ω] = [α˜]. uunionsq
Observation 7.5.2. Let M be a compact manifold. Then the theorem above leads
to deduce that in the maximum degree cohomology one has
bHd(M) = Hd(M)⊕ (⊕iHd−1(Zi))
where Z1, Z2, . . . , Zr are the connected components of Z. And as a consequence
hence dim( bHd(M)) = r + 1.

Chapter 8
Moser’s trick for b-symplectic struc-
tures and applications
In this section the thesis keeps following [12].
8.1. b-Moser’s trick
The last chapter has presented a lot of tools and notions. Once all this concepts
have been properly set, let us prove the some b-analogues of standard symplectic
geometry theorems.
The name b-Moser’s trick stands for the analogous result of Moser’s trick, but in
the case of b-symplectic manifolds.
Theorem 8.1.1. Let ω0 and ω1 be two b-symplectic forms on (M,Z). If ω0|Z =
ω1|Z , then there exist neighborhoods U0,U1 of Z in M and a diffeomorphism γ :
U0 → U1 such that γ|Z = idZ and γ∗ω1 = ω0.
Proof. This proof is based on the Moser Trick. Consider the smooth family of
b-symplectic forms ωt = (1− t)ω0 + tω1. The idea of the proof is to prove that there
exist a neighborhood U of Z in M and an isotopy γt : U →M , with 0 ≤ t ≤ 1 such
that γt|Z = idZ and the pull-back for γt of ωt is constant equal to ω0: γ∗t ωt = ω0.
Assume for a moment that γt existed, by differentiating the equation γ
∗
t ωt = ω0
one obtains
(17) Lvtωt = ω0 − ω1.
Where vt =
dγt
dt ◦ γ−1t is the time dependant vector field which flow coincides whith
γt.
The condition of γt|Z = idZ translates to vt|Z = 0 in terms of the vector field.
Then vt would be a b-vector field, since it vanish on Z.
By the hypotesis of the theorem, one have that (ω0 − ω1)|Z = 0 and then it is
possible to apply by Proposition 7.1.22. Then, the b-form (ω0 − ω1) is also an
usual de Rham form. But this form is also closed, then, one is able to apply the
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Poincare´ lemma, and deduce that there exists a one-form µ ∈ Ω1(M) such that
(ω0−ω1) = d(fµ) on a neighborhood of Z, where f : M → R is a defining function
for Z.
Then, using this last identity, the equation (17) and Cartan’s magic formula one
obtains the following expression:
(18) ιvtωt = fµ.
This equation can be solved point-wise for vt, since ωt is non-degenerate as a b-
form. Moreover, it will exist a smooth solution vt in a small enough neighborhood
U of Z. Moreover this neighborhood can be such that ωt is symplectic b-symplectic
because near enough to Z, ωt has maximum rank.
Moreover, if vt is obtained in such a way explained above, since the right side of
the equation (18) vanishes, then it holds that the vector field vanishes too.
Then, integrating vt one obtains a γt such that fulfills the desired conditions. Ad-
ditionally the vector field vanishing on Z implies that γt|Z = idZ .
Finally, if one set γ := γ1 and the open sets U0 := U and U1 := γ1(U), then the
proof is done. uunionsq
Let us state and prove some variation of the previous result.
Theorem 8.1.2. Let ω0 and ω1 be two b-symplectic forms on (M,Z). If they induce
on Z the same restriction of the Poisson structure and their modular vector fields
differ on Z by a Hamiltonian vector field, then there exist neighborhoods U0,U1 of
Z in M and a diffeomorphism γ : U0 → U1 such that γ|Z = idZ and γ∗ω1 = ω0.
Proof. If one is capable of proving that ω0|Z = ω1|Z , then it will be possible to
apply the previous theorem (Theorem 8.1.1) and the proof would end.
Take f a defining function for Z and write ω0 = α0 ∧ dff + β0 as well as ω1 =
α1 ∧ dff + β1. Consider also the pull-backs of the forms αi by the inclusion of Z to
M , α˜j = i
∗αj and β˜j = i∗βj , where j = 0, 1 and i : Z ↪→M denotes the inclusion.
The objective is to prove that α˜0 = α˜1 and β˜0 = β˜1.
Note that vmod j being the modular vector field of ωj implies that α˜j(vmod j |Z) = 1
and also that ιvmod j |Z β˜j = 0.
The pullback of α˜j to each symplectic leaf contained in Z vanishes (see the coordi-
nate expression obtained in Remark 7.2.4). Then, if the objective is to prove that
α˜0 = α˜1 one only need to check that these forms are equal when are applied to a
vector field transversal to the leaves, for instance vmod 0|Z .
Then, since α˜0(vmod 0|Z) = 1 and
α˜1(vmod 0|Z) = α˜1(vmod 1|Z + (vmod 0|Z − vmod 1|Z)) = 1
because (vmod 0|Z−vmod 1|Z) is a Hamiltonian vector field on Z and as a consequence
it is tangent to Z.
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This concludes that ω0 and ω1 induce Poisson structure when restricted to the
hypersurface Z. And as a consequence, one obtains that i∗Lβ˜0 = i
∗
Lβ˜1 for all the
symplectic leaves L, where, as usual, i∗L : L ↪→ Z denotes the inclusion. Moreover,
and since ιvmod j |Z β˜j = 0, one concludes that β˜0 = β˜1 and hence the proof ends. uunionsq
8.2. Application I of b-Moser’s trick:
Darboux theorem for b-symplectic manifolds
The aim of this section is to prove a result on the local canonical form for b-
symplectic forms, which could be considered an analogue of the classical Darboux
theorem. The proof, as in the symplectic case, will use the relative Moser theorem.
Theorem 8.2.1. [b-Darboux theorem] Let ω be a b-symplectic form on (M,Z) and
p ∈ Z. Then we can find a coordinate chart (U , x1, y1, . . . , xn, yn) centered at p
such that on U the hypersurface Z is locally defined by y1 = 0 and
ω = dx1 ∧ dy1
y1
+
n∑
i=2
dxi ∧ dyi.
Proof. Let us write ω = α ∧ dff + β the decomposition that has been used in the
lasts chapters. And denote the pull-back by the inclusion map of Z to M by α˜ = i∗α
and β˜ = i∗β, where i : Z ↪→ M denotes the inclusion. As is stated in Proposition
7.2.3, for all p ∈ Z one has α˜p nonvanishing, α˜p∧ β˜p 6= 0 and β˜p ∈ Λ2(T ∗pZ) of rank
n− 1. And hence, by the Remark 7.2.4 one is allowed to write,
ω|Z =
(
dx1 ∧ dy1
y1
+
n∑
i=2
dxi ∧ dyi
)∣∣∣∣∣
Z
.
And finally, the desired result follows from Theorem 8.1.1. uunionsq
8.3. Application II of b-Moser’s trick:
classification of compact b-symplectic surfaces
Consider now M a compact manifold. In this case there is a global result similar
to the one in the usual symplectic structures.
Theorem 8.3.1. [b-Moser theorem] Suppose that M is compact and let ω0 and
ω1 be two b-symplectic forms on (M,Z). Suppose that ωt, for 0 ≤ t ≤ 1, is a
smooth family of b-symplectic forms on (M,Z) joining ω0 and ω1 and such that
the b-cohomology class [ωt] does not depend on t. Then, there exists a family of
diffeomorphisms γt : M → M , for 0 ≤ t ≤ 1 such that γt leaves Z invariant and
γ∗t ωt = ω0.
Proof. The proof is really similar to the one of Theorem 8.1.1 in the sense that
in order to prove the existence of the desired isotopy γt, it relies on the existence
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of a smooth family of b-vector fields vt such that satisfy the following equation.
(19) Lvtωt =
dωt
dt
.
And integrating this family of b-vector fields one obtains the desired γt.
Using the hypothesis that [ωt] is independent of t, one can write [
dωt
dt ] =
d[ωt]
dt = 0,
and then, there exists a family µt ∈ bΩ1(M) such that dωtdt = dµt. Again, arranging
the equations and manipulating, one obtains ιvtωt = µt, where ωt is a symplectic b-
form. Then, ωt defines an isomorphism between b-forms and b-vector fields. Then,
the vector field vt solution of the equation writen above is in fact a b-vector field,
and by definition it has to be tangent to Z.
Again, the flow integrating vt, γt gives the desired diffeomorphism γt : M → M ,
and moreover it leavis Z invariant because vt is tangent to Z and γ
∗
t ωt = ω0. uunionsq
8.4. Application III of b-Moser’s trick:
reproving Radko’s theorem
In this section the objective is to use a similar argument to the one used by moser
when classifying symplectic strucures adapting it to the case of b−symplectic. Af-
ter that, and by means of this classification the objective is to look again at the
classification given by Radko at [22] explained at the previous chapter.
As was shown at the second chapter of this thesis, in the case of classical symplectic
manifolds, the Moser theorem applied to the two-dimensional says that surfaces
with the same symplectic volume must be symplectomorphic. Using the b-version
of the Moser theorem (Theorem 8.3.1) one can extend this argument to Radko
structures and conclude that the b-cohomology class of b-symplectic forms classify
Radko structures. Moreover, there is a way to identify the b-cohomolgy classes with
the invariants, and through this way one obtains exactly the Theorem 6.6.1.
Theorem 8.4.1. Let M be a compact surface and Π0 and Π1 be two Radko struc-
tures on it which vanish along the same set of curves γ1, . . . , γn, induce the same
modular periods along these curves and have the same regularized Liouville volume.
Then, the respective dual b-symplectic forms ω0 and ω1 on (M,Z =
⋃n
i=1 γi) are
b-symplectomorphic.
Proof. Decompose the ω0 and ω1 as ω0 = α0 ∧ df0f0 + β0 and ω1 = α1 ∧
df1
f1
+ β1
as has been done in the previous sections. One can assume that f0 and f1 have
the same sign because d(−fi)−fi =
dfi
fi
for i = 0, 1. And also, taking the appropriate
diffeomorphism one can assure that f0 = f1 = f .
Now let us make some manipulations to this expressions. SinceM is a 2-dimensional
is possible to express βj as βj = µj ∧ df (is df is locally gx(x, y)dxx + gy(x, y)dy and
βj = hj(x, y)
dx
x ∧ dy one only has to take µj = ujx(x, y)dxx + ujy(x, y)dy in such a
way that ujxgy−ujygx = hj(x, y), and this can be done in multiple ways). Then by
renaming αj + fµj to αj , (note that this doesn’t change the value of its restriction
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to Z) one can write
ωj = αj ∧ df
f
.
Let ωt = (1 − t)ω0 + tω1 = αt ∧ dff , where αt = (1 − t)α0 + tα1. In order to
prove the theorem, one has to prove two things: that the b-cohomology class [ωt] is
independent of t, and that for all 0 ≤ t ≤ 1 the form ωt is b-symplectic.
Observe that in dimension two, the modular vector field is unique (because in gen-
eral the modular vector field is unique up to adding hamiltonian vector fields, which
are tangent to the symplectic leaves and in dimension two, the leaves contained in
Z are points).
Furthermore, a vector field on a closed simple curve is uniquely determined (up to
diffeomorphism) by its period, and so the periods of the modular vector field along
the curves γ1, . . . , γn completely determine the restriction of the modular vector
field to Z (again up to diffeomorphism). Then, one can assure that vmod 0|Z =
vmod 1|Z . And then, since the pullback α˜j = i∗αj fulfills that α˜j(vmod j |Z) = 1, one
has α˜0 = α˜1, and thus ω0|Z = ω1|Z . By Proposition 7.1.22, the two-form (ω0−ω1)
is an usual de Rham form. The regularized Liouville volumes associated with ω0
and ω1 being equal means that ∫
M
(ω0 − ω1) = 0
both as a b-integral (see Remark 7.1.23). Then, because it is an honest de Rham
form that, the integral is the usual integral of differential forms. Then, the usual
de Rham cohomology class of [ω0 − ω1] is zero, and so is its b-cohomology class.
Therefore, [ωt] = [ω0] = [ω1] ∈ bH2(M), and by the b-Moser, one obtains the
b-symplectomorphism.
Lastly, it remains to be seen that ωt is a b-symplectic form for all t. Away from
Z, the forms ω0 and ω1 are usual area forms inducing the same orientation, and
on Z the form α˜t does not vanish, so ωt = αt ∧ dff is nondegenerate and hence
b-symplectic. uunionsq
Remark 8.4.2. Let M be a compact manifold. Since
bHk(M,R) = HkDR(M,R)⊕Hk−1DR (Z,R),
one can think of the classes of k-forms in the b-cohomology as classes in the direct
sum of the de Rham cohomology at degree k of M and the de Rham cohomology
at degree (k − 1) of Z: [ω]b = ([β]DR, [α]DR) where [β]DR ∈ HkDR(M,R) and
[α]DR ∈ Hk−1DR (Z,R). Then, with k = 2, that is the case of symplectic forms, by the
de Rham theorem the equivalence class of [β]DR is given by volume (the integral of
the form over all the surface), and the class [α]DR is given by the periods on each
component of Z. And hence, one obtains the Radko’s invariants.

Chapter 9
Classification of b-symplectic struc-
tures on non-orientable surfaces
The aim of this chapter is to present an original new result. This result extends the
result obtained by Radko in [22], and then proved again through another point of
view by Guillemin-Miranda-Pire´s in [12] (the result that has been explained all over
the last two chapters). This result gives us the Classification of the generalization
of b−manifolds to the case that the manifold is non-orientable. After that we also
present some examples of b−symplectic structures on non-orientable surfaces.
9.1. The classification
Definition 9.1.1. A differentiable covering map is a differentiable surjective map
p : X˜ → X
from a manifold, X˜ to a manifold X, such that ∀x ∈ X there exists Ux a open
neighborhood of x such that p−1(Ux) is a union of disjoint open sets in X˜ such
that each one of these open sets is mapped diffeomorphically to Up. More exactly,
p−1(Ux) = unionsqki=1Vi, where k has to be the same at every point. In this case, C is
called a covering space of X and X the base space of the covering map.
Observation 9.1.2. Since the k in the previous definition is the same at every
point, usually the covering space is called k-fold covering.
Definition 9.1.3. Let M be a manifold of dimension m. Take (x1, . . . , xm) coor-
dinates on a neighborhood Up of p ∈ M . Consider {dpx1, . . . , dpxm} the basis of
T ∗pM associated to the coordinate system (x1, . . . , xm). Since the wedge product
of all this dpxi is a volume form, different choices of coordinates give different ori-
entations. Then the orientation covering of M , M˜ is given by M˜ → M where the
preimage of each p ∈M is formed by the two different orientations over p.
Observation 9.1.4. The previous construction can be done for any manifold M ,
then any manifold M admits an orientation covering. And this orientation covering
at its turn admits an orientation, then any manifold M can be covered by a 2-fold
oriented covering.
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Observation 9.1.5. Having a non-orientable manifold M , from which a 2-fold
covering space M˜ can be found, one can look at it as an action of Z/2Z acting on
M˜ , more concretely as the orbit space of Z/2Z over M˜ .
Remark 9.1.6. The notion of b-symplectic for non-orientable is introduced in [16].
One only has to remove the condition of orientable from the definitions.
Theorem 9.1.7. (Equivariant b−Moser theorem) Suppose that M is compact and
let ω0 and ω1 be two b−symplectic forms on (M,Z). Suppose that ωt for 0 ≤ t ≤ 1,
is a smooth family of b-symplectic forms on (M,Z) joining ω0 and ω1 such that
the b−cohomology class [ωt] does not depend on t. Then, there exists a family of
diffeomorphisms γt : M → M , for 0 ≤ t ≤ 1 such that γt leaces Z invariant and
γ∗t ωt = ω0. Moreover, if the b−symplectic forms are invariant by the action of a
compact Lie group, then γt can be made such that γt(gp) = gγt(p), where p is a
point in M and g is an element of the group (and gp means the action of g over
p).
Proof. One can find a proof in the reference [12]. uunionsq
Theorem 9.1.8. Let S be a non-orientable compact surface and let ω1 and ω2 be
two b−symplectic forms on S. Assume [ω1] = [ω2] in b-cohomology then (S, ω1) is
equivalent to (S, ω2). That is to say, there exists a diffeomorphism ϕ : S → S such
that ϕ∗ω2 = ω1.
Proof. Consider p : S˜ → S a covering map, and S˜ the orientation double cover.
Since [ω1] = [ω2] then [p
∗(ω1)] = [p∗(ω2)]. Because S˜ is orientable one is able to use
the b-Moser theorem in order to guarantee the existence of a symplectomorphism
ϕ˜ : (S˜, p∗(ω1))→ (S˜, p∗(ω2)). Then, one can draw the following diagram
(20)
(S˜, p∗(ω1))
ϕ˜
> (S˜, p∗(ω2))
(S, ω1)
p∨
ϕ
> (S, ω2)
p∨
and wonder if there exists such symplectomorphism ϕ making the diagram com-
mute. Since one can look p as as the morphism of taking the quotient, by the
Universal Property of the Quotient applied to p◦ ϕ˜, there exists a unique ϕ making
the diagram commute if and only if the images by p ◦ ϕ˜ of the points identified at
the quotient are the same. This translates to asking that the images of p by ϕ˜ go
to the orbit of p. And this is true because ϕ˜(gp) = gϕ˜(p) as a consequence of the
Theorem 9.1.7 (in the case that the Lie group acting on the manifold is the discrete
group Z/2Z). It is possible to apply this theorem since the symplectomorphism
between p∗ω1 and p∗ω2 given by b−Moser theorem, gives a family of forms with
invariant b−cohomology class. uunionsq
9.2. Examples
9.2.1. Projective Space. Consider the sphere S2 with the b−symplectic form
ω = 1hdh ∧ dθ. Let Z the critical set be equal to the equator. Then, take the
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p
x
−x
x ' −x
Fig. 1. The symplectic structure of the sphere S2 that vanishes at
the equator induces a symplectic structure on the projective space
P2R.
quotient by the action of the group Z/2Z× S2 → S2 such that the image of (1, x)
is (x) and the image of (−1, x) is (−x). Observe that ω is invariant by the action
(ω(x) = ω(−x)), and hence one obtains a b-symplectic form in P2R with critical set
Z, that is the the equator modulo the antipodal identification (that is diffeomorphic
to S1).
9.2.2. Klein Bottle. This example is based in the one in ([13].
Consider the b−symplectic manifold
(T2 = {(x, y) ∈ (R/Z)2}, Z = {x ∈ {0, pi}}, ω = dx
sin 2piy
∧ dy).
It is known that the torus S1 × S1 is homeomorphic to [0, 1] × [0, 1]/ ≡, where ≡
identifies the edges of the square by (x, 0) ≡ (x, 1) and (0, y) ≡ (1, y). We also
define the Klein bottle to be K = [0, 1]× [0, 1]/ ∼, where ∼ identifies the edges of
the square by (x, 0) ∼ (x, 1) and (0, y) ∼ (1, 1− y).
For the torus, we have an explicit continuous surjection
pi : [0, 1]× [0, 1]→ S1 × S1 : (x, y) 7→ (eipix, eipiy)
using the standard identification of S1 with the unit circle in the complex plane.
Note that we now have:
(x1, y1) ≡ (x2, y2)⇐⇒ pi(x1, y1) = pi(x2, y2).
What is equivalent to saying that pi induces a well-defined homeomorphism ([0, 1]×
[0, 1]/ ≡)→ S1 × S1.
Consider the following map:
φ : [0, 1]× [0, 1]→ [0, 1]× [0, 1] : (x, y) 7→
{
(2x, y) if x ≤ 12 ,
(1− 2x, y) if x ≥ 12 .
Composing this map with the projection pi∼ : [0, 1] × [0, 1] → K, we get the map
ψ = pi∼ ◦ φ from [0, 1] × [0, 1] to K. Let us now claim that this map ψ induces a
double cover from [0, 1]× [0, 1]/ ≡ to K. To show this, it is enough to see that:
|(ψ−1({~x})/ ≡)| = 2
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for each ~x ∈ K. In other words, each element of K has exactly two preimages in
[0, 1] × [0, 1], up to equivalence under ≡. Let (x, y) ∈ [0, 1] × [0, 1]/ ∼. Then the
only anti-images of (x, y) are (x/2, y) and ((x−1)/2, y) and this points will never be
equal. Then, the group Z/2Z acts on (x, y) in the following way: Id · (x, y) = (x, y)
and
-Id · (x, y) =
{
(x+ 1/2, y) if x ≤ 12 ,
(x− 1/2, y) if x ≥ 12 .
Then, the b−symplectic form ω = dxsin 2piy ∧ dy induces a b-symplectic structure in
T if ω is invariant by de action of the group. By the identity is obviously invariant
and. Let us compute the action by the element −id. Let ρ−id denote morphism
induced by the action of −id.
ρ∗−idω = ρ
∗
−id
(
dx
sin 2piy
∧ y
)
=
{
d(x+1/2)
sin 2piy ∧ dy = dxsin 2piy ∧ dy if x ≤ 12 ,
d(x−1/2)
sin 2piy ∧ dy = dxsin 2piy ∧ dy if x ≥ 12 .
Chapter 10
Conclusions and open problems
The aim of this chapter is two-fold:
On the one hand we streamline as conclusions the main results attained in this
Master thesis and on the other hand we present a list of open problems on which
we plan to work as a natural continuation of this Master Thesis.
Along the process of writing this Master thesis we got acquainted with a brand-
new area in Poisson Geometry which is currently experimenting important develop-
ments. This has obliged us to totally synchronize ourselves with the latest results
in the theory. It has been an interesting phase of my studies and really a sheer
introduction to the research career. Overall, this has been a very exciting trip to a
new phase in my Mathematical life. Having to learn from scratch the basics of the
theory has been an interesting, intense (and hard!) experience from which I have
learned a lot. The idea is to submit a paper for publication as an outcome of this
Master thesis.
10.1. Conclusions
In this Master thesis the following goals have been achieved:
• Main goals:
(1) We present the state-of-the-art in the study of b-Poisson Geometry. The
so-called b-Poisson Geometry started with the work of Guillemin-Miranda-
Pires [12] but the case of surfaces was already considered by Radko.
In this Master thesis we present the results of Radko in a unified way
connecting them to the classification of surfaces obtained by Guillemin-
Miranda-Pires in terms of b-cohomology.
(2) The connection of b-cohomology with Radko’s invariants and De Rham
cohomology of the underlying surface is investigated in detail.
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(3) An extension of these invariants is given for non-orientable surfaces. Even
if non-orientable b-symplectic manifolds have been considered by Caval-
canti, Frejlich-Martinez-Miranda and Marcut-Osorno. This classification
scheme was missing in the literature.
(4) A classification theorem for non-orientable b-symplectic surfaces is pre-
sented. This theorem generalizes the known results (Radko, Guillemin-
Miranda-Pires) for orientable surfaces. This result is new.
(5) Examples of non-orientable b-symplectic surfaces as covering orientable
b-symplectic surfaces are presented.
(6) A local classification theorem for Morse-type Poisson structures (whose
symplectic leaves are dense) is obtained.
(7) A local classification theorem for Arnold singularities is stated even though
the detailed description of Arnold theory is not contained in this thesis.
• Secondary goals:
(1) An introduction to the study of Transversality and critical point theory
for functions on manifolds ( Morse functions) is presented in Chapter one
together with some basic concepts in Differential Geometry.
(2) A comprehensive introduction to the basic concepts in Symplectic Geom-
etry is included in chapter 2. The starting point is the one of Symplectic
linear algebra.
(3) A guided tour through the basic concepts in Poisson geometry is pre-
sented in Chapter 3.
10.2. Open Problems
Some of the problems tackled in this thesis led naturally to new interesting open
questions. We realized that these problems were really beyond the scope of a Master
thesis and naturally pertain to the scope of a Ph.D thesis. We plan to address these
problems soon.
(1) Nambu structures and bn-singularities: In [23] a classification scheme is
presented for bn-symplectic surfaces with singular form with prototype form
ω = dx1 ∧ dy1
ym1
+
n∑
i=2
dxi ∧ dyi.
These singularities shown up naturally in problems in celestial mechanics like
the Elliptic Restricted Three Body Problem (confer subsection 3.2.1 in [15]).
In [Mt] the classification scheme of Radko is applied to obtain a neat classifi-
cation of Nambu structures, also called integrable p-forms, in any dimension.
Nambu structures are a natuaral generalization of Poisson structures which
model some problems in mechanics.
In [Mt] the classification is given in terms of Radko’s invariants. We can
rewrite those in terms of b-cohomology. Furthermore, we can consider the
non-orientable case.
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The invariants obtained by [23] for bn-symplectic surfaces (in terms of jets
spaces) can be used to classify higher-order singularities of Nambu structures.
We plan to use the classification scheme of [23] to classify bn-Nambu structures
in any dimension. We do plan to consider non-orientable cases too.
(2) Global classification problems for higher order singularities: The
most beautiful part of Moser’s classification theorem for symplectic surfaces is
that it captures the De Rham cohomology class determined by the two-form
as the sole invariant of a symplectic surface.
Guillemin-Miranda-Pires reinterpretation of Radko‘s classification via the class
determined by a b-symplectic form in b-cohomology yields a nice parallelism
with Moser’s classification scheme for symplectic surfaces.
In this Master thesis we have not considered global classification problems as-
sociated to Morse-type singularities or more complicated Arnold singularities.
We have realized that in order to do that we need to understand the vector
bundle underlying a particular choice of vector fields (whose existence is guar-
anteed by the theorem of Serre-Swan). We plan to consider this problem in
the future.
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