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Abstract
Liquid film flow is an important flow type in many applications of process engineering. For sup-
porting experiments, theoretical and numerical investigations are required. The present state of
the art is to model the liquid film flow with Navier–Stokes-based methods, whereas the lattice
Boltzmann method is employed here. The final model has been developed within this treatise by
means of a two-phase flow and a heat transfer model, and boundary and initial conditions. All
these sub-models have been applied to simple test cases.
It could be found that the two-phase model is capable of solving flow phenomena with a large
density ratio which has been shown impressively in conjunction with wall boundary conditions.
The heat transfer model was tested against spectral method results with a transient non-uniform
flow field. It was possible to find optimal parameters for computation. The final model has been
applied to steady-state film flow, and showed very good agreement to OpenFOAM simulations.
Tests with transient film flow demonstrated that the model is also able to predict these flow
phenomena.
Zusammenfassung
Flüssigkeitsfilmströmungen kommen in vielen verfahrenstechnischen Prozessen zum Einsatz. Zur
Unterstützung von Experimenten sind theoretische und numerische Untersuchungen nötig. Stand
der Technik ist es, Navier–Stokes-basierte Modelle zu verwenden, wohingegen hier die Lattice-
Boltzmann-Methode verwendet wird. Das finale Modell wurde unter Verwendung eines Zwei-
phasen- und eines Wärmeübertragungsmodell entwickelt und geeignete Rand- und Anfangsbe-
dingungen formuliert. Alle Untermodelle wurden anhand einfacher Testfälle überprüft.
Es konnte herausgefunden werden, dass das Zweiphasenmodell Strömungen großer Dichte-
unterschiede rechnen kann, was eindrucksvoll im Zusammenhang mit Wandrandbedingungen
gezeigt wurde. Das Wärmeübertragungsmodell wurde gegen eine Spektrallösung anhand eines
transienten und nichtuniformen Strömungsproblemes getestet. Stationäre Filmströmungen zeigten
sehr gute Übereinstimmungen mit OpenFOAM-Lösungen und instationäre Berechungen bewiesen,
dass das Model auch solche Strömungen abbilden kann.
Keywords
liquid film flow, two-phase flow, lattice Boltzmann method, LBM, boundary conditions, moment
method, advection-diffusion problem, heat transfer
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Symbols
Common symbols are summarised in this chapter, whereas symbols being rarely employed are
defined in the corresponding sections. Vectors are typeset with bold i t alics t ype, tensors with
sans serif type and unit tensors of any rank with bold type. Generally, vector notation is preferred
over index notation, but the latter is utilised for difficult terms. In these cases, Greek subscripts
(α,β ,γ,δ, . . .) are employed for the Cartesian coordinates and summation is assumed over re-
peating indices. The Latin subscript q is used for the discrete velocity directions in velocity space
V. Variables and functions of the source code, as well as file and directory names are displayed
with typewriter style.
Symbol Meaning Unit
Latin symbols
cp specific heat at constant pressure J/(kgK)
cs speed of sound in LB units lu/ts
C collision term
eq microscopic velocity vector in LB units: eq ∈ V lu/ts
E error vector: E = (Ex , Ey , Ez)T
f , f¯ density distribution function, modified distribution function kg/m3
F frequency of disturbance 1/s
F force N
Fq force term
g, g¯ energy distribution function, modified distribution function J/m3
g general acceleration m/s2
h heat transfer coefficient W/(m2 K)
i general index or counter
I unit tensor: Iαβ = 1 for α= β , Iαβ = 0 for α 6= β
k thermal conductivity W/(mK)
k wave number vector: k = (kx , ky , kz)T 1/m
L length m
m˙ mass flux kg/(m2s)
n unit normal vector
p pressure N/m2
q, Q velocity direction with q ∈ {0, 1, . . . ,Q− 1}
q˙ heat flux vector: q˙ = (q˙x , q˙y , q˙z)T W/m2
R relaxation tensor: R= diag(R0, R1, . . . , RQ−1)
R radius m
R specific gas constant J/(kgK)
s width of a layer m
S stress tensor N/m2
t time s
T temperature K
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Symbols VII
Symbol Meaning Unit
u velocity vector: u = (ux , uy , uz)T m/s
V velocity space V ⊂ RQ
wq weighting factors for velocity directions q
x location vector: x = (x , y, z)T m
Greek symbols
α thermal diffusivity m2/s
β , βA compressibility, artificial compressibility Nm
10/kg4
δ film thickness m
δαβ Kronecker delta: δαβ = 1 for α= β , δαβ = 0 for α 6= β
" relative amplitude of disturbance
η dynamic viscosity kg/(ms)
θ contact angle rad
κ interfacial tension parameter Nm6/kg2
Λ, ΛT ‘magic parameter’, thermal ‘magic parameter’ in LB units ts
2
µ chemical potential J/mol
ν kinematic viscosity m2/s
Πi moment of a distribution function with i ∈ {0,α,β , . . .}
ρ density kg/m3
σ interfacial tension N/m
σT interfacial tension coefficient N/(mK)
τ, τT relaxation time, thermal relaxation time in LB units ts
φ general quantity
ϕ phase index
ψ stream function m2/s
ψ Helmholtz free-energy density J/m3
Ψ Helmholtz free-energy J
ξ interface width m
ξ continous microscopic velocity vector: ξ= (ξx ,ξy ,ξz)T m/s
Non-dimensional numbers
Bi Biot number
Bo Bond number
Ka Kapitza number
Ma Mach number
Mn Marangoni number
Nu Nusselt number
Oh Ohnesorge number
Pr Prandtl number
Re Reynolds number
We Weber number
Operators (φ is a general variable)
‖φ‖ Euclidean norm: ‖φ‖=q∑iφ2i
l2(φ) relative Euclidean norm: l2 = ‖φ −φth‖2/‖φth‖2
〈φ〉 volume average: 〈φ〉= 1/V ∫ φ dx
∂i partial derivative: ∂i = ∂ /∂ i with i ∈ {t, x , y,α,β ,γ, . . .}
∂i j partial derivative: ∂i j = ∂
2/(∂ i∂ j) with i, j ∈ {t, x , y,α,β ,γ, . . .}
Dt substantial derivative: Dtφ = ∂tφ + (u ·∇)φ
Symbols VIII
Symbol Meaning Unit
∇ spatial gradient operator: ∇= (∂x ,∂y ,∂z)T
∆ difference operator; ∆ 6=∇2
Subscripts
0 initial
b bulk
l liquid
s solid
sc scaling value
th theory
v vapour
Superscripts
∗ non-dimensional quantity
? ratio of liquid and vapour values of a given quantity, e.g., ρ? = ρl/ρv
B biased
C central
eq equilibrium
M mixed
T transposed
Acronyms
BC boundary condition
D2Q5 two-dimensional lattice stencil with five velocity directions
D2Q9 two-dimensional lattice stencil with nine velocity directions
HC Neumann’s type heat flux condition
LBE lattice Boltzmann equation
LB(M) lattice Boltzmann (method)
MLNUPS million lattice node updates per second
MRT multiple-relaxation time
SRT single-relaxation time
TC Dirichlet’s type temperature condition
TRT two-relaxation time
1 Introduction
‘[. . . ] die Wissenschaft hebt allen Glauben auf und verwandelt ihn in Schauen.’
Johann Gottlieb Fichte (1762–1814)
Liquid film flow is a special type of multi-phase flow, characterised by a thin liquid layer at a
wall and some gas in the remainder of domain (for a graphical representation see Fig. 1.1). The
layer thickness is typically below a few millimetres. Contrary to pure-gas flows, liquid film flows
provide superior heat and mass transfer conditions due to the thin liquid layer, which improves
the performance even better when being wavy or turbulent and phase–change takes place.
Given the advantages, liquid film flows are widely in use in energy and process engineering.
One can find them in the condenser of power stations, in chemical industries for rectification and
distillation, in food industries for densification of milk and juice, in cooling devices utilising heat
pipes (also known as thermo-siphons), and geothermal heat exchangers based on phase–change
processes. The typical geometry of heat exchanger utilising liquid film flow is a tube, a flat-plate,
or a packed bed.
The experimental and theoretical investigation of liquid film flow dates back to Nußelt [1]
who created a model for laminar-waveless liquid films, assuming negligible shear stress at the
liquid–vapour interface. Since then, a lot of experimental work has been carried out, utilising
shadow graphs [3–7], interferometry [8–10], fluorescence [11, 12], needle [13], and particle
image velocimetry [11, 12, 14]. For a detailed overview see Groß [15].
x
y
z
y = 0
δ(x , z, t)
n
tz
tx
Fig. 1.1: Three-dimensional sketch of a
wavy liquid film flowing down a vertical
wall with the film thickness δ, and the in-
terfacial unit normal n and unit tangents
tx and tz (adopted from [2])
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However, with improved computer resources, numerical simulations of liquid film flow have
become also quite popular, especially due to fact that they are cheaper than experimental test
series in many cases. Theoretical and numerical studies were carried out on different levels and
complexities. One-dimensional film thickness evolution equations were utilised by [2, 16–23],
one- and two-dimensional integrated boundary conditions equations by [24–28], and the full two-
or three-dimensional balance equations for mass, momentum, and if applicable energy, by [29–
34]. For a detailed overview see Hantsch and Gross [35]. As can be seen from the dimensionality,
the latter models provide most detailed insight with a maximum of generality, but at a relatively
large computational cost.
In order to reduce the computational cost, it is worth considering substitutes for the full models
which are based on the balance equations. One of those substitutes might be the lattice Boltzmann
method (LBM) utilising the discretised Boltzmann equation on a discrete set of velocity directions,
which is the so-called lattice stencil. Due its kinetic origin, the method is local and has therefore
an intrinsically parallel algorithm. By now this method has proven to be reliable and efficient
and it is widely employed in many applications of single and multi-phase flow. [36–40] However,
literature on applied multi-phase models is rare, as the authors mostly concentrate on drop and
bubble flow. Hence, describing liquid film flow phenomena with lattice Boltzmann methods is
still an open field of research.
Objective and outline of this treatise
Based on earlier work by the present author [41, 42], the objective of this treatise is to develop
a lattice Boltzmann model capable solving thermal two-phase flow as being required for liquid
film flow. For each of the main components of the model, fluid flow, heat transfer, and boundary
conditions, a literature review will present the state of the art, followed by a description of the
necessary equations, and being finalised with some numerical test cases.
In order to facilitate this objective, this treatise is organised as follows: the theoretical back-
ground for fluid flow modelling, LBM, an boundary conditions will be provided in Chap. 2. Chap-
ter 3 is dedicated to two-phase fluid flow and Chap. 4 to heat transfer modelling. In Chap. 5,
the hydrodynamic and thermal boundary conditions will be provided and tested. The final model
and its application for laminar-waveless and laminar-wavy liquid film flow will be illustrated in
Chap. 6. In Chap. 7, the treatise will be summarised and in the appendices A–D, there will be
some additional figures and derivations presented, as well as some details on the implementation,
the parameters for the simulations and some typical physical values.
2 Theoretical Background
The theoretical background for this treatise will be given within this chapter.
At first, different scales for modelling fluid flow are discussed, and, second, the
balance equations for mass, momentum, and energy will be presented. The third
section is dedicated to the kinetic gas theory, and the fourth one to the lattice
Boltzmann equation method. The last two sections deal with interface physics
and with the scaling of the system by means of non-dimensional numbers.
2.1 Modelling fluid flow on different scales
Fluid flow can be modelled on different scales – micro-, meso-, and macro-scale. Each of these
scales has its own set of differential equations, describing the relevant physical effects.
On the micro-scale it is both possible and necessary to track individual particles. This approach
might be necessary for very dilute gases, but it is presently impossible to simulate liquids and even
gases in standard conditions in realistic geometries. For instance, a cubic centimetre of pure liquid
water with a temperature of 300 Kelvin at a pressure of 105 Pascals, has approximately 3.3 ·1022
molecules. The resulting system of equations is much too large for present computer capabilities.
Averaging over all particles on a meso-scopic scale has the main advantage of reducing the
computational effort dramatically with the disadvantage of loosing the information of individual
particle’s momentum and location. Since this information is usually not interesting for engi-
neering applications, the averaging does not sacrifice the generality of the resulting Boltzmann
equation related to transient and inhomogeneous flow. The Boltzmann equation, an integro-
differential equation, is difficult to solve due to its complicated collision integral and high dimen-
sionality of phase–space. Although many interesting things can be learned from analysing the
Boltzmann equation, but it is still impractical for real world applications.
In order to simulate fluid flow in geometries which are of practical relevance, the state of
the art is to employ the balancing equations for mass, momentum, and energy on a macroscopic
scale. The computational effort is least compared with micro and meso-scale, but the validity
of the equations is limited to continua, which implies that the characteristic length scale of the
geometry has to be much larger than the mean free path of the particles within the fluid. In most
engineering cases this requirement is fulfilled, but in vacua, very small channels, flow situations
with nano-meter sized particles, or shock waves, the balancing equations are no longer valid. In
this work, neither extremely small structures nor strong vacua are of interest. Hence, these cases
are not considered in the following.
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2.2 Balance equations of mass, momentum, and energy
Balance equations in conservative form
As mentioned above, the present standard in simulating fluid flow employs the balance equations
for mass, momentum, and energy, [43–45]
∂tρ +∇ · (ρu) = 0, (2.1a)
∂t(ρu) +∇ · (ρuu) = −∇p +∇ · S+ρg , (2.1b)
∂t(ρh) +∇ · (ρuh) = −∇ · q˙ + Dtp + S :∇u, (2.1c)
respectively. Herein, ρ, u, p, and h are the fluid mass density1, velocity, pressure, and specific
enthalpy, respectively, and S, q˙ , and g are the stress tensor, heat flux vector, and an acceleration
vector, respectively. The operator Dt is the substantial or material derivative and reads, applied
on the pressure, Dtp = ∂tp + (u ·∇)p.
Closure with linear laws
The system of Eqs. (2.1) is not closed, until the stress tensor, the heat flux vector, and the specific
enthalpy are specified. Following [43, 44], the stress tensor of a Newtonian fluid can be written
as:
S= Sαβ = η

∂αuβ + ∂βuα

+ ζ∂γuγδαβ , (2.2)
with Kronecker’s delta δαβ (δαβ = 1 if α= β , δαβ = 0 if α 6= β), the dynamic viscosity η, and, by
employing Stokes’ hypothesis, the volume dilatation ζ = −2/3η [44]. Assuming Fourier’s law of
thermal conduction, the heat flux vector reads [43, 46]
q˙ = −k∇T , (2.3)
wherein k is the thermal conductivity and T is the temperature. The specific enthalpy is defined
by the Caloric law as:
dh = dh(T, p) = cpdT , (2.4)
with the specific heat at constant pressure cp, assuming isobaric conditions. To finally close the
system (2.1), some suitable equation of state has to be employed for linking the thermodynamic
pressure p with the density ρ. This might be the ideal gas law:
p = ρRT , (2.5)
or the van der Waals equation of state [47]2
p =
RT
1
ρ − b
− aρ2, (2.6)
with the specific gas constant R, and the van der Waals coefficients a and b.
1In the remainder of this treatise, the term ‘density’ always refers to the mass density.
2The equation of state shown here differs from that in the reference since it is reformulated and transformed from
molecular to mass-based quantities.
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Incompressible balance equations with constant properties
The above balance equations (2.1) can be simplified by assuming incompressible flow with con-
stant material parameters and negligible viscous heating. By virtue of Eqs. (2.2) and (2.4), the
following equations can be derived:
∇ · u = 0, (2.7a)
∂tu + (u ·∇)u = − 1
ρ
∇p + ν∇2u + g , (2.7b)
∂tT + (u ·∇) T = α∇2T , (2.7c)
with the kinematic viscosity ν = η/ρ and the thermal diffusivity α = k/(ρcp). According to
Schwarze [48], Eqs. (2.7) can be solved numerically in a coupled or sequential manner. In the
sequential approach – which is the standard for incompressible flow – the pressure cannot be
calculated directly from the governing equations. Some effort is necessary which can be adduced
by a Poisson equation for the pressure or a predictor–corrector scheme. Both approaches require
time-intensive iterations until the pressure is correctly determined. Further details of these ap-
proaches can be found, e.g., in [48–50].
2.3 Kinetic gas theory
The kinetic gas theory is a logical predecessor of the lattice Boltzmann method (LBM). However,
a detailed derivation of Boltzmann’s equation and the discussion of related kinetic gas theory
features is left out here, since it is beyond the scope of the present work and since there are some
excellent textbooks illustrating this, e.g., see de Groot and Mazur [46], Chapman and Cowling
[51], Vincenti and Kruger [52]. Instead, a quick journey through kinetic gas theory is provided
here.
Boltzmann equation
The Boltzmann equation can be derived in two different ways. Firstly, by averaging the Liou-
ville equations, as stated above, and secondly, by balancing density distribution functions3 at
the boundary of a control volume in phase–space. The phase–space is the product of the vol-
ume ∆V = ∆x∆y∆z with the velocity volume ∆ξ = ∆ξx∆ξy∆ξz . Loosely written, this im-
plies that all particles having a location x = (x ± 1/2∆x , y ± 1/2∆y, z ± ∆z)T, and a velocity
ξ= (ξx ± 1/2∆ξx ,ξy ± 1/2∆ξy ,ξz ± 1/2∆ξz)T, belong to the same phase–space.
In brief, the Boltzmann equation balances the change of a density distribution function f due
to advection, forcing, and collision as follows: [51, 52]
∂ f
∂ t
+ ξ · ∂ f
∂x
+ F · ∂ f
∂ξ
= C ( f ) , (2.8)
C ( f ) =
∫
ξ1
∫
AC
 
f ′ f ′1 − f f1
 ξ1 − ξdAC dξ1. (2.9)
Herein, ξ= u+c, u, c, and F are the vectors of the absolute velocity, flow velocity, thermal velocity
and a general force, respectively, C ( f ) is the collision term, AC is the collisional cross–section, and
3Most references in kinetic gas theory use particle distribution functions, e.g., [46, 51–53], but in this work, density
distribution functions are employed. The difference between both is that the molecular mass of a particle is already
included in the density distribution function. However, in the majority of the LB models the latter expression is
employed, hence it is also utilised here.
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dξ1 = dξ1, xdξ1, ydξ1, z is the differential velocity volume. The integration over velocity space is,
unless otherwise stated, within the bounds −∞ and ∞, and the primed density distribution
functions f ′ and f ′1 represent the conditions after a collision of a density distribution function f
with its collision partner f1. Some explanation concerning how to derive the collisional cross–
section can be found in Vincenti and Kruger [52].
Moments of the density distribution function
Macroscopic quantities can be calculated directly from the density distribution function f by
employing moments, which are generally defined as follows: [53]
Π=
∫
φ f dξ with φ ∈ 1, c,ξ, 1/2c2, 1/2ξ2, cc,ξξ, 1/2c2c, . . .	 . (2.10)
Herein, cc and ξξ are dyadic products of the respective vectors. Inserting some of the values for
φ into Eq. (2.10), the following special moments can be derived: [53]
ρ =
∫
1 f dξ=
∫
1 f eqdξ (2.11a)
ρu =
∫
ξ f dξ=
∫
ξ f eqdξ (2.11b)
ρuu + pI− S=
∫
ξξ f dξ (2.11c)
ρuu + pI=
∫
ξξ f eqdξ (2.11d)
3/2ρRT = 1/2
∫
c2 f dc = 1/2
∫
c2 f eqdc (2.11e)
q˙ = 1/2
∫
c2c f dc (2.11f)
Note, that Eqs. (2.11a), (2.11b), and (2.11e) are collision invariant, and hence integrals over
both f and f eq lead to the same result. Hänel [53] provides a table with all the physical moments
of ideal gases on page 60 as Tab. 3.1.
Simplification of the collision integral
The analytical and even numerical solution of the collision integral, Eq. (2.9), is far too compli-
cated for non-trivial applications. A very common simplification has been suggested by Bhatnagar
et al. [54].4 Assuming small deviations from local equilibrium, the authors proposed that the colli-
sion term is proportional to the difference between the current and the corresponding equilibrium
state,
CSRT = −1
τ
( f − f eq) , (2.12)
with the relaxation time τ. It is possible to demonstrate the relation of this relaxation time to the
kinematic viscosity of the fluid by means of a formal procedure, which is called Chapman–Enskog
4The first letters of each author’s surname, Bhatnagar, Gross, and Krook, lead to the acronym BGK which is commonly
used. In this treatise, however, the acronym SRT will be employed due to the single-relaxation time.
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Fig. 2.1: Lattices for two dimensions with (a) five (D2Q5) and (b) nine velocity directions (D2Q9)
expansion.[52, 53] It is ν = τRT , where R and T are the specific gas constant and the tempera-
ture, respectively. The equilibrium state – also known as Maxwellian state – is characterised by
Maxwell’s distribution function and reads:
f eq =
ρ
(2piRT )2/3
exp
− ξ− u2
2RT
 . (2.13)
Equation (2.13) can be derived from Boltzmann’s equation considering collisions only and by
employing the above-shown moments (2.11a) and (2.11e). [51, 53] With a formal procedure,
known as H-theorem, it is possible to prove that this collision term is in accordance with the
second law of thermodynamics (see, e.g., [46, 51–53]).
2.4 Lattice Boltzmann equation method
Discrete velocity space
The lattice Boltzmann equation (LBE) can be derived from the Boltzmann equation with an in-
termediate step: the discrete Boltzmann equation. Contrary to the common discretisation, e.g.,
in finite difference methods, the term ‘discretisation’ implies here that possible velocity directions
are discretised. Whilst a fluid particle in the Boltzmann equation may fly in any direction ξ, the
directions are now limited to eq with q ∈ {0,1, . . . ,Q− 1}. A set of velocity directions is called lat-
tice stencil, or just lattice for short.5 Common two-dimensional lattices with the usual numbering
of the five (D2Q5) and nine (D2Q9) velocity directions are demonstrated in Fig. 2.1. The lattices
exhibit some useful symmetry properties, illustrated in Sec. B.1, leading to numerical values for
weighting factors wq and the lattice-depending speed of sound cs by employing a Gauss–Hermite
quadrature. [55] Table 2.1 provides the numerical values of c2s , wq, and eq of D2Q5 and D2Q9
lattices.
Discrete Boltzmann equation
With the velocity vectors eq introduced above, the discrete Boltzmann equation reads: [56]
∂ fq
∂ t
+ eq · ∂ fq
∂x
+ F · ∂ fq
∂eq
= Cq. (2.14)
5There exists a typical nomenclature of the lattices: DDQQ, whereby D is the number of spatial coordinates and Q is
the number of velocity directions.
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Tab. 2.1: Properties of D2Q5 and D2Q9 lattices [55]
Quantity Velocity direction
0 1 2 3 4 5 6 7 8
lattice D2Q5: c2s = 1/3
weighting factor, wq 1/3 1/6 1/6 1/6 1/6
velocity component, eq,x 0 1 0 -1 0
velocity component, eq,y 0 0 1 0 -1
lattice D2Q9: c2s = 1/3
weighting factor, wq 4/9 1/9 1/9 1/9 1/9 1/36 1/36 1/36 1/36
velocity component, eq,x 0 1 0 -1 0 1 -1 -1 1
velocity component, eq,y 0 0 1 0 -1 1 1 -1 -1
Herein, the density distribution functions are fq, corresponding to the directions q with the ve-
locity vectors eq belonging to the velocity space V as eq ∈ V ⊂ RQ. The discrete collision term Cq
will be elaborated subsequently.
Discrete collision term
The SRT collision term for the Boltzmann equation mentioned above exists for the discrete Boltz-
mann equation, too:
Cq, SRT = −1
τ

fq − f eqq

(2.15)
and is also quite common here. The equilibrium distribution function f eqq can be derived from
the Maxwell distribution by a Taylor expansion [53]:
f eqq = ρwq
1+ u · eq
RT
+
 
u · eq
2
2(RT )2
− u2
2RT
 (2.16)
with direction-dependent weights wq, neglecting terms higher order terms of u and hence of the
Mach number Ma. The term RT can be related to the speed of sound with c2s = RT [53].
Beside the SRT collision term, there exists a more generic formulation, the so-called generalised
or multiple-relaxation time collision term (MRT): [56–58]
Cq, MRT = −M−1 ·R · (Π−Πeq) . (2.17)
Herein, Π and Πeq are the vectors of the moments to be employed in their general and equilib-
rium form, respectively. A restriction for the moments is that they have to be mutually orthogo-
nal, which can be realised by a Gram–Schmidt orthogonalisation [58] or by employing Hermite
polynomials [56]. Due to the discretisation in velocity space, leading to Q density distribution
functions fq, Q degrees of freedom arise, which have to be fixed by Q moments. Among those
moments, all physical relevant ones should be utilised, and the remaining ones chosen in such a
way that the system is most stable and accurate. Lallemand and Luo [57], and d’Humières et al.
[58] provide some details on this issue and also the corresponding tensor M which is necessary
to map the density distribution functions to the moments by virtue of:
Π=M · f =  Π0,Π1, . . . ,ΠQ−1T , and (2.18)
Πeq =M · f eq = Πeq0 ,Πeq1 , . . . ,ΠeqQ−1T . (2.19)
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The mapping back to density distribution functions is carried out with the inverse ofM as provided
by:
f =M−1 ·Π. (2.20)
The tensor R is a diagonal tensor and contains the relaxation rates corresponding to the respective
moments:
R= diag
 
R0, R1, . . . , RQ−1

. (2.21)
Equations for the entries Rq will be provided subsequently.
Summarising the MRT collisional term, it can be stated that in order to carry out the collision,
the density distribution functions are transformed to moments, which are relaxed to the equilib-
rium moments with their corresponding relaxation rates, and, finally, the term in parentheses in
Eq. (2.17) is converted back to density distribution functions. With the cost of approximately 20%
more computational time of a SRT implementation, one has the freedom to tune the relaxation of
different moment differently in order to significantly enhance the accuracy and stability.
Beside single and multiple-relaxation time schemes, there are other methods, such as two-
relaxation time (TRT) [59], and entropic schemes [60]. The advantages of the TRT scheme over
SRT and MRT are that it can be more stable than SRT, but with less computational cost than
MRT. The idea behind the TRT operator is, to use different relaxation times for symmetric and
anti-symmetric parts of the density distribution functions. The TRT collisional operator reads in
reformulated form6 [59]:
Cq, TRT = −ω+

fq − f eqq
−ω−  fq′ − f eqq′  , (2.22)
where the directions q′ are related to q as eq = −eq ′ . The coefficients ω± are related to the
relaxation time τ as:
ω± = 1/2

R+(τ)± R−(Λ/τ) , (2.23)
by employing the so-called ‘magic parameter’ Λ. Ginzburg et al. [61] give a discussion on the
numerical value of Λ and discovered that the TRT scheme is most stable for Λ = 1/4 whilst it
coincides with the SRT scheme in the case of Λ= τ2.7 The equations for the relaxation terms R±
will be provided subsequently.
Integration along a characteristic
The lattice Boltzmann equation (LBE) can be derived from the discrete Boltzmann equation by in-
tegration along a characteristic line, which is the discrete velocity vector eq. [62, 63] Neglecting
the force for this procedure – it will be reinserted afterwards – the discrete Boltzmann equa-
tion (2.14) can be integrated. It should be stressed that the left-hand side can be integrated
analytically and correctly, whereas the right-hand side has to be integrated numerically. The
numerical integration should be carried out with the trapezium rule for obtaining the desired
accuracy. Finally,
fq(x + eq∆t, t +∆t)− fq(x , t) = ∆t2
Cq(x + eq∆t, t +∆t) + Cq(x , t)+O  ∆t3 (2.24)
6Ginzburg [59] presented the operator in a didactically better form (the symmetric and anti-symmetric parts can be
seen directly), which is, if being implemented in such a manner, slower than the one given here.
7It can be easily shown that the second term on the right-hand side of Eq. (2.22) vanishes as soon as Λ= τ2.
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can be derived. The result of the integration has the undesired feature to be an implicit algebraic
equation. In order to avoid the implicitness, He et al. [64] proposed to change the variables as
follows:
f¯q = fq − ∆t2 Cq = fq +
∆t
2τ

fq − f eqq

with Eq. (2.15) (2.25)
and reformulated:
fq = f¯q +
∆t
2
Cq =
f¯q +
∆t
2τ f
eq
q
1+ ∆t2τ
. (2.26)
Employing the first term of Eq. (2.25) and the second term of Eq. (2.26) and applying both on
Eq. (2.24), the explicit LBE can be derived:
f¯q(x + eq∆t, t +∆t)− f¯q(x , t) = − ∆t
τ+ 1/2∆t

f¯q − f eqq

+O  ∆t3 . (2.27)
Comparing the coefficient of the collision term in Eq. (2.27) with the MRT collision term (2.17),
it can be discovered that the relaxation rates Rq may be defined as:
Rq =
∆t
τq + 1/2∆t
. (2.28)
The variables τq are the relaxation rates of the corresponding q
th moment which have to be
chosen in such a way that the physical moments have the correct values and that the non-physical
moments have a less disturbing influence. In the case of τq = τ, ∀q ∈ {0, 1, . . . ,Q− 1}, the MRT
collisional operator reduces to the SRT one.
Force term approximation
The force term which has been neglected above requires some closer investigation: following Luo
[65], the force term can be approximated with a series expansion in eq as:
F · ∂ fq
∂eq
≈ −wq F ·

eq − u
RT
+
eq · u
(RT )2
eq

, (2.29)
satisfying ∑
q
F · ∂ fq
∂eq
= 0, (2.30a)
∑
q
eqF · ∂ fq
∂eq
= −F , (2.30b)
∑
q
eqeqF · ∂ fq
∂eq
= − (Fu + uF) . (2.30c)
With a different argumentation it can be stated whereby assuming that the gradient of fq is
dominated by the leading order equilibrium distribution function. Hence, the force term can be
approximated with [66, 67]:
F · ∂ fq
∂eq
≈ F · ∂ f
eq
q
∂eq
= −F · eq − u
RT
f eqq . (2.31)
It can be easily demonstrated that both expressions for the force term, Eqs. (2.29) and (2.31),
are equivalent when neglecting any terms which are non-linear in u in Eq. (2.31).
2.4 Lattice Boltzmann equation method 11
Lattice Boltzmann equation
Finally, the lattice Boltzmann equation (LBE) reads:
f¯q(x + eq∆t, t +∆t)− f¯q(x , t) = Cq + F · eq − uRT f
eq
q , (2.32)
with the SRT, TRT and MRT collision terms:
Cq, SRT = − ∆t
τ+ 1/2∆t

f¯q − f eqq

, (2.33)
Cq, TRT = −ω+

f¯q − f eqq
−ω−  f¯q′ − f eqq′  , (2.34)
Cq,MRT = −M−1 ·R ·
 
Π¯−Πeq . (2.35)
Hydrodynamic moments of the density distribution functions
The hydrodynamic moments of density distribution functions can be obtained analogous to the
moments in section 2.3. However, the change of the variables has to be considered correctly. In
order to distinguish the moments of f¯ from those of f , they are provided now as Π¯. Summation,
instead of integration as for the Boltzmann equation, leads to the following moments: [68]
Π¯0 = ρ =
∑
q
f¯q (2.36a)
Π¯α= ρuα =
∑
q
eq,α f¯q + ∆t/2Fα (2.36b)
Π
eq
αβ
= pδαβ +ρuαuβ =
∑
q
eq,αeq,β f
eq
q (2.36c)
Π¯αβ = pδαβ +ρuαuβ −

1+
∆t
2τ

η
 
∂αuβ + ∂βuα

=
∑
q
eq,αeq,β f¯q (2.36d)
A comparison of Eqs. (2.36b) and (2.36d) with their corresponding ones Eqs. (2.11b) and (2.11c)
reveals extra terms. The one in Eq. (2.36b) arises because forces are considered here. The one
in Eq. (2.36d) is due to the change of variables from fq to f¯q. Summation of Eq. (2.26) leads to
this extra term.
Lattice Boltzmann method algorithm
The LBM algorithm is rather simple, as it is a repetitive sequence of streaming, boundary con-
ditions, and collision. Hereby, the left-hand side of Eq. (2.32) is the so-called streaming step,
and right-hand side is the collision step plus the force. The boundary conditions have to be ap-
plied between streaming and collision in order to update all density distribution functions before
collision. Further details on the algorithm can be found in section 6.2.2.
Unit conversion from lattice Boltzmann to physical system
All physical quantities, such as density, velocity, pressure, and diffusivities, in the LBE (2.32) and
in its moments (2.36) are provided in LB units. These units have to be converted into physical ones
in order to simulate correctly. The conversion can be performed, in general, in two ways. Firstly,
by employing conversion factors for time, length, and mass and secondly, by non-dimensional
numbers. The conversion factors are computed with a ratio of the physical to LB value of the
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respective quantities. Complex units can be converted by combinations of the three basic factors.
Details on this can be found, e.g., in Lätt [69] and Hantsch [41].
The conversion with non-dimensional numbers, however, is preferred in this treatise, since it
is much more convenient to show results dimensionless. In general, it is not possible to proved a
certain set of non-dimensional numbers to be employed for conversion, since their choice depends
on the physical system. The non-dimensional numbers defining a system can be obtained from the
governing equations and the necessary boundary conditions as will be illustrated in section 2.6.
2.5 Interface physics
2.5.1 Theory of capillarity
Fluidfluid interfaces
Multi-phase flow of immiscible fluids is characterised by the presence of an interface separating
the fluids. The investigation of capillary effects dates back to Laplace and Young who created
this field of research at the beginning of the 19th century. Laplace provided a mechanical point of
view on generally curved interfaces, known as Laplace’s theorem: [47, 70]
∆p = σK = σ

1
R1
+
1
R2

, (2.37)
relating the difference of static pressure on both sides of the interface ∆p to the curvature K
through the interfacial tension σ. Both radii R1 and R2 have to be measured in mutually orthog-
onal planes. A practical consequence of Eq. (2.37) is that small radii lead to a large pressure
difference which, therefore, drives the fluid to regions with larger radii. This implies that small
drops and bubbles empty themselves into larger ones. [70]
The interfacial tension σ with its standard unit N/m may be understood as a force which is
necessary to increase the interface by unit length. Multiplying a meter to both numerator and
denominator, and employing the relation J = Nm, the interfacial tension unit J/m2 indicates
that σ can be also understood to be the energy which is necessary to increase the interface by
unit area. [47, 70] From a thermodynamic point of view, the interfacial tension can be defined
through thermodynamic potentials by differentiation with respect to the interface area at other-
wise constant conditions: [47]
σ =

∂U
∂A

{S,V,n}=const.
=

∂F
∂A

{T,V,n}=const.
=

∂Ω
∂A

{T,V,µ}=const.
(2.38)
Herein, the potentials U , F , and Ω are the internal energy, free-energy, and grand potential, re-
spectively, and T , S, n, and µ are the temperature, entropy, amount of substance, and chemical
potential, respectively. Depending upon the system under consideration and its constant vari-
ables, a convenient potential has to be selected. Usually the interfacial tension is derived from
the free-energy as proposed by van der Waals. [47] Following his ideas, the interfacial tension σ
is related to the excess free-energy density ψ= F/A with:
σ =
∞∫
−∞
Ψ(y)dy , and (2.39)
Ψ =ψ(y)−ψ(ρl,v, T ), (2.40)
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provided that:
∞∫
−∞

ρ(y)−ρl,v

dy = 0 (2.41)
holds. Herein, y is the coordinate perpendicular to the interface. [47] Note that Eq. (2.39) states,
that the interfacial tension – here treated as energy – is the integrated free-energy excess at the
interface. There might be an excess of free-energy at the interface as can be found in Eq. (2.40),
whereψ(y) is the position-dependent free-energy density andψ(ρl,v, T ) are those corresponding
to the temperature T and the saturation densities ρl and ρv in the bulk phases. A mass excess at
the interface, e.g., via adsorption, is neglected here as can be observed in Eq. (2.41).
From a theoretical point of view it is now important to model the excess free-energy density
Ψ. Van der Waals provided (cited after [47]):
Ψ(y) = p−µρ +ψ(ρ, T ) + 1/2a ∂yρ(y)2 , (2.42)
with the pressure p, the chemical potential µ, the densityρ, the temperature T , and the coefficient
a which is independent of derivatives of ρ with respect to y of any order. Further discussion of
the modelling of Ψ can be found, e.g., in Rowlinson and Widom [47].
Fluidfluidsolid interfaces
At fluid–fluid–solid interfaces exists a three-phase line, where both fluids and the solid surface
meet each other. From a mechanical point of view, three interfacial tensions balance there, leading
to the well-known Young equation: [47, 70]
cosθ eq =
σsv −σsl
σ
. (2.43)
Herein, σsv, σsl, and σ = σlv are the interfacial tensions between solid and vapour, solid and
liquid, and liquid and vapour8, respectively. The equilibrium contact angle9 θ eq indicates whether
a liquid wets a solid surface or not. In cases of θ = 0 one says that the liquid totally wets the
surface, whilst 0 < θ < 1/2pi and 1/2pi < θ < pi are called ‘mostly wetting’ and ‘mostly non-
wetting’ regime, respectively. The contact angle θ = 1/2pi is referred to as neutral wetting.
It can be observed from Eq. (2.43) that beside the interfacial tension σ, the surface energy
against the two fluid phases is important. When σsv > σsl then cosθ > 0, the liquid tends to wet
the surface (i.e., θ < 1/2pi) in order to minimise the total free-energy of the system. The opposite
is the case when σsv < σsl, the fluid tends to de-wet the surface (i.e., θ > 1/2pi). De Gennes et
al. [70] provide a brief explanation how surface energies σsl and σsv are influenced by the solid
material and therefore which forces have to be considered. This discussion, however, is beyond
the scope of this work. Here, the equilibrium contact angle θ eq is treated as a property of certain
solid–liquid–vapour combination and is intended to be known.
Extensive further information on wetting may be found in the textbooks of Rowlinson and
Widom [47], and de Gennes et al. [70], as well as in the review article of de Gennes [72]. A
special discussion on critical point wetting is provided by Cahn [73], and on diffuse interface
hydrodynamics by Anderson et al. [74] and Jacqmin [75].
8The interfacial tension/energy between vapour and liquid is just symbolised with σ for simplicity.
9Beside the equilibrium or static contact angle, there are also dynamic contact angles defined, which are known as
the so-called advancing and receding contact angles. They occur as soon as the three-phase line moves over an
imperfect substrate. [70]. Jamet et al. [71] provide a brief discussion of the implementation of variable contact
angles in transient systems. In the remainder of this treatise, the term ‘contact angle’ refers always to the equilibrium
one, unless otherwise stated.
2.5 Interface physics 14
2.5.2 Boundary conditions at fluidfluid interfaces
General conditions
There are certain conditions which have to be satisfied at a fluid–fluid interface. These are with
respect to mass, momentum, and energy conservation [76, 77]:
mass: m˙ = ρl (u l − u i) · n= ρv (uv − u i) · n (2.44a)
normal momentum: − (pl − pv) + n · (Sl − Sv) · n− m˙ (u l − uv) · n= σK (2.44b)
tangential momentum: n× (Sl − Sv) · n=∇iσ (2.44c)
energy: m˙∆hlv = kl∇T · n− kv∇T · n, Tl = Tv (2.44d)
Herein, n = ∇ϕ/|∇ϕ|, K = ∇ · n, ∇i = (I− nn) ·∇, σ, and u i are the interfacial unit normal
vector, interfacial curvature, interfacial gradient operator, interfacial tension, and the interfacial
velocity, respectively. The variable m˙ is the mass flux due to phase change in kg/(m2s), ∆hlv is
the latent heat of liquid–vapour phase–change, and ϕ is the phase index which is defined as:
ϕ =
ρ −ρv
ρl −ρv , (2.45)
with the saturation liquid ρl and vapour ρv densities.
Special conditions for liquid film flow
The general boundary conditions at fluid–fluid interfaces, Eqs. (2.44), can be reduced by assuming
negligible phase–change and vapour stress tensor. Therefore, [2]
mass: u i · n= u l · n= uv · n= ∂tδ+ u ·∇δ, (2.46a)
normal momentum: − (pl − pv) + n · Sl · n= σK , (2.46b)
tangential momentum: n× Sl · n=∇iσ, (2.46c)
energy: −kl∇T · n= h (Ti − Tv) . (2.46d)
Herein, δ is the film thickness, h is the heat transfer coefficient, and pv and Tv are considered to
be constant in the entire vapour phase.
2.5.3 Boundary conditions at fluidsolid interfaces
Fluid–solid boundaries are usually treated as impermeable surfaces which implies that us ·ns = 0.
The velocity component along the surface is constant – with consequences for the viscous stress
tensor – and might have any value. In this treatise, only cases will be considered where us =
0 holds. Assuming perfect hydrodynamic and thermodynamic accommodation it can be stated
that [76–78]:
uv,l = us, (2.47a)
Tv,l = Ts, (2.47b)
−kv,l∇Tv,l · ns = −ks∇Ts · ns, (2.47c)
n= ns cosθ + nt sinθ . (2.47d)
A geometrical representation for Eq. (2.47d), following a description provided by Brackbill et al.
[78], is illustrated in Fig. 2.2. There are three unit normal vectors drawn: n is the normal vector
of the interface, ns that of the surface, and nt is the projection of n into the plane of the solid
surface.
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Fig. 2.2: Liquid drop located on a solid surface: ns and n are unit normal vectors of the surface and
interface, respectively, and nt is the projection of n into the plane of the surface.
2.6 Non-dimensional numbers
The representation of fluid flow and heat transfer with non-dimensional numbers features su-
perior comparability to other systems over dimensional representation. In order to obtain non-
dimensional numbers, it is necessary to scale all the physical variables of the governing equations
with characteristic values. Thus,
x = Lscx
∗, u = uscu∗, p = pscp∗, T = Tmin +∆TscT ∗, t = tsc t∗, θ = θscθ ∗, (2.48)
wherein quantities with sub-script ‘sc’ are the scaling values and quantities with superscript ‘∗’
are non-dimensional values. Scales for the length and velocity are often directly given by the
system under consideration in terms of a characteristic length and velocity. The temperature is
usually non-dimensionalised by subtracting the minimum temperature and then dividing by the
maximum temperature difference in the system, and the contact angle by pi. It is not that easy for
the pressure and time scaling. Depending upon the dominating physical effects, both quantities
may be non-dimensionalised by a viscous, inertial, or capillary scaling as follows:
psc =

η
usc
Lsc
viscous scaling,
ρu2sc inertial scaling,
σ
Lsc
capillary scaling,
, tsc =

L2sc
ν
viscous scaling,
Lsc
usc
inertial scaling,
ηLsc
σ
capillary scaling.
(2.49)
The non-dimensional numbers which can be obtained from the governing equations and boundary
conditions differ, depending upon the scaling of pressure and time. Prosperetti and Tryggvason
[76] provide brief derivations of most of the relevant non-dimensional numbers for two-phase
flow. These are:
Reynolds number: Re =
usc Lsc
ν
(2.50)
Weber number: We =
ρu2sc Lsc
σ
(2.51)
Capillary number: Ca =
uscη
σ
(2.52)
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Marangoni number: Mn = −∆TσT Lsc
ηα
with σT = ∂σ/∂T < 0 (2.53)
Bond number: Bo =
g (ρl −ρv) L2sc
σ
(2.54)
Ohnesorge number: Oh =
ηp
σLscρ
(2.55)
Prandtl number: Pr =
ν
α
(2.56)
Biot number: Bi =
hLsc
ks
(2.57)
Nusselt number: Nu =
hLsc
kl,v
(2.58)
The Kapitza number10 can be derived directly from the Capillary number (2.52) by employing
viscous and inertial scales for the time, in Eq. (2.49), replacing the velocity usc with it, using the
viscous length Lsc = (ν2/g)
1/3, exponentiate by three, and employing ν= η/ρ. Hence,
Kapitza number: Ka =
η4 g
ρσ3
. (2.59)
For both compressible and incompressible fluid flow it is important to know the Mach number
which relates the fluid velocity u to the speed of sound cs as:
Mach number: Ma =
u
cs
. (2.60)
In addition to the non-dimensional numbers and the phase index introduced above, the ratios
of properties are interesting to know. These are defined in such a way that the value of the liquid
is related to that of the vapour, e.g.
ρ? =
ρl
ρv
, ν? =
νl
νv
, η? =
ηl
ηv
, and k? =
kl
kv
. (2.61)
10It should be noted that there exist various notations for the Kapitza number; for an overview see Gross et al. [6].
Note also, that the Kapitza number is called Morton number by some authors.
3 Two-Phase Lattice Boltzmann
Equation Model
Multi-phase or multi-component flow modelling can be carried out with different
LBM approaches, which will be presented in the literature review. The main ob-
jective within this chapter is to present models which might be worth considering
and provide a brief discussion of those. A suitable one will be selected and shown
in more detail. By means of a Chapman–Enskog expansion, the macroscopic gov-
erning equations will be derived and the result of this expansion used for further
discussion. The test cases under consideration are single-phase flow in a tran-
sient Taylor–Green vortex, and two-phase cases with constant and temperature-
dependent interfacial tension.
3.1 Literature review
Chen et al. [79] provide an excellent overview of the state of the art of LBM multi-phase flow
modelling. Here, the models are described briefly and newer approaches are demonstrated. Arti-
cles are not listed here, in which these models have been just applied, in order to keep the section
size finite.
3.1.1 Colour gradient models
The first multi-phase model for a lattice-Boltzmann-type method was proposed by Rothman and
Keller [80] for lattice gas algorithms.1 Gunstensen et al. [81] were the first who applied it to the
LBM.
The model can be employed for binary systems of immiscible fluid whereby the basic idea
behind the model is to give the fluids different colours (red and blue), which are tracked by two
LBEs (2.32); one for each fluid. The gradient of the colours is used for the interface dynamics
with a second collision term Cq2 = 1/2a|n|[(eq · n)2/|n|2 − 1/2], which, however, does not lead to
a phase separation. In order to separate the fluids it is necessary to perform a maximisation of
the inner product of colour gradient n=
∑
eq[ρred(x + eq∆t)−ρblue(x + eq∆t)] and colour flux
j =
∑
eq( f redq − f blueq ). Grunau et al. [82] extended the model in such a way that the viscosity
ratio can be up to ν? = 3 and improvements by Reis and Phillips [83] allowed a density ratio of
ρ? = 20. However, the authors discovered that a non-unity density ratio may lead to instability
1Lattice gas algorithms are predecessors for the LBM but are practically not used anymore due to their anisotropy
and lack of Galilean invariance. [53]
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and furthermore that the model suffers from lattice pinning.2 Latva-Kokko and Rothman [84],
Leclaire et al. [85], and Reis and Dellar [86] addressed the lattice pinning and found approaches
to reduce it. Whilst Latva-Kokko and Rothman [84] and Leclaire et al. [85] modified the recolour-
ing algorithm, Reis and Dellar [86] disturbed the sharpening with a random projection method.
Huang et al. [87] discovered erroneous terms in the macroscopic limit which disappear in the case
of a density ratio ρ? = 1. The authors derived schemes in order to cancel these terms for ρ? > 1
but found that they can only shift the upper bound to ρ? ≤ 10. Recently, Leclaire et al. [88] found
that large density ratios of approximately 1000 are possible, but not for layered Couette flow. In
this particular, case any density ratio larger than unity fails.
Finally, it should be mentioned that this model leads to spurious currents3 due to an anisotropic
interfacial tension. Furthermore, only density ratios of ρ? ≤ 10 are demonstrated yet to be
widely successful. Despite the maximum density ratio of approximately unity, this model was
widely utilised in the oil industry for various reasons. Firstly, the density ratio of water/oil is
indeed almost unity, and, secondly, the flow velocity is usually small enough that inertial effects
can be neglected, and hence, the density ratio, which is wrong in most practical cases, is less
important. [90]
3.1.2 Interaction potential models
Shan and Chen [91] proposed a model which can be applied for multi-component and multi-
phase flow, whereby a singular LBE (2.32) has to be employed for each component. The phase
separation is realised by a modified equilibrium moment for the velocity ρu =
∑
fqeq + τF
applied in the equilibrium distribution function (2.16), wherein F is a force defined by F =
−Gψ∑wqeqψ(x +eq∆t, t). The variable G is an interaction parameter, and ψ is the interaction
potential, which should be neither confused with the chemical potential nor with the free-energy
density, introduced before.
The choice of the potential defines the properties of the fluids, but it should be stressed that
in this model the liquid and vapour densities, and the interfacial tension are all linked through
the interaction parameter G. The original model [91] can lead to a density ratio of 5 . . . 10, whilst
newer publications [92, 93] reach ρ? = 1000. Kuzmin et al. [94] extended the model from SRT
to MRT collisional operator, and Sun et al. [95] provided an investigation of how accurate the
equation of state can be described by various interaction potential models.
Despite of the improvements, the model is still not thermodynamically consistent as has been
demonstrated by [96, 97], exhibits spurious currents at the interfaces, and is not locally mass-
conserving. But it is widely in use due its relatively easy implementation, good documenta-
tion [39] and cheap computation. [42, 98]
3.1.3 Free-energy models
Being motivated to overcome the lack of thermodynamic consistency of the earlier models, Swift
et al. [97] provided a binary-fluid model that is fully consistent with thermodynamics; i.e., all the
relevant quantities are linked to the free-energy through thermodynamic identities leading to the
separation of the phases.
In order to model the fluid flow, the normal LBE (2.32) is employed, but with a different
equilibrium distribution function f eqq = Aq + BQeq · n+ Cqu2 + DQ(u · eq)2 + eq · Gq · eq with the
2Lattice pinning is a numerical artefact characterised by fluid–fluid interfaces which are attached to lattices nodes.
The reason for this is that the velocity field is too weak to advect the interface beyond the lattice node it is pinned
to. [83]
3Spurious or parasitic currents are a numerical artefact in the form of a velocity field super-posed to the flow field,
whose amplitude is usually smaller than that of the flow field. Beware, that also ‘conventional’ Navier–Stokes
methods are plagued with spurious currents. [89]
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coefficients Aq, Bq, Cq, DQ, and Gq. A major drawback of this model is the non-Galilean invariant
viscous stress tensor which has the erroneous term ν/(RT )∂t
 ∑
f eqq eqeq −ρRT I−ρuu

. Swift
et al. [99] and Holdych et al. [100] addressed this issue and provided approaches to avoid the
error term. As with the earlier mentioned multi-phase models, the density ratio has to be small
(ρ? ® 5) and spurious currents can be observed close to interfaces.
A major extension of the model has been provided by Inamuro et al. [101], who were the
first to present a LBE multi-phase model with a density ratio of ρ? = 1000. In order to realise
the large density ratio, the authors forced exact incompressibility of both phases with the cost to
calculate the pressure iteratively from a separate Poisson equation at each time step, losing the
typical explicit nature of an LB algorithm.
3.1.4 Mean field models
He and co-workers [66, 96, 102] combined the mean field theory with Enskog’s theory of dense
gases in order to develop a multi-phase model. Therefore, the authors considered finite-sized
particle with their typical short-range forces and long-range forces, whereby the latter were not
considered in Enskog’s original work. [51] In addition to the normal collision term, the authors
incorporated two integrals, for each force range one, which had to be modelled suitably. The
separation of the phases is carried out by the forces. In principle it is possible to simulate both
thermal and isothermal systems with this model. But it is not widely in use due to its limita-
tions in density ratio (ρ? ® 5), complex approximations for the additional integrals, and the bad
numerical conditions for thermal flow due to the variable speed of sound.4
Lee and Fischer [103] joined the model of He et al. [66] with suggestions proposed by Jamet
et al. [104] and obtained a high-density ratio model (ρ? = 1000). Beside the large density ratio,
this model is remarkable since it is the first large-density-ratio, multi-phase LB model5 without
spurious currents at the fluid–fluid interface. Lee and Fischer [103] observed that the spurious
currents can be removed by discretising the force in its potential form instead of pressure form,
due to some force imbalance in the discretised equation. Guo et al. [67] provide a more detailed
discussion of the force discretisation, and Fakhari and Lee [106] extended the original model to
MRT collisional operator.
3.1.5 Other models
Pressure evolution and phase index models
Parallel to the mean field models shown above, He et al. [107] developed LB models with a
separate pressure evolution equation. Although there is an equation for the pressure, the entire
algorithm is explicit, in contrast to [101]. The second LBE is employed to calculate the density
and velocity fields.
Analogous to the pressure evolution models, there exist phase index models which also employ
a second equation. However, in these models, a phase index is tracked with the second equation
from which the density can be calculated. Lee and Lin [108] proposed such a model which was
later extended to partially-wetted walls by Lee and Liu [109], and to a MRT collision by Mukherjee
and Abraham [110], and Tölke et al. [111].
In both approaches, the separate equation increases the stability and reduces the compressibil-
ity of the model dramatically, but also increases the computational cost and memory consumption
by approximately factor two.
4More details on so-called multi-speed models can be found in section 4.1.2.
5Wagner [105] provided a discussion on how to avoid spurious currents already in 2003.
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Front tracking models
Inspired by ideas from multi-phase Navier–Stokes methods, Lallemand et al. [112] developed
a multi-phase MRT model where the interface is tracked with markers.6 The interface can be
constructed by triangulation of the markers and its dynamics modelled with suitable boundary
conditions.
Despite the fact that the interface location is exactly known, there are several shortcomings:
The model suffers from problems with the mass conservation, spurious currents, and, a density
ratio of unity. In direct communication, the authors stated that larger density ratios should be
possible in principle.
Free-surface models
The last type of multi-phase models to be shown here, are so-called free-surface models where
only the liquid phase is modelled whilst the influence of the vapour is neglected. The interface
location has to be captured with a separate LBE like a volume-of-fluid or level-set approach for
the Navier–Stokes equations, and the conditions (2.46) have to be applied there. [113–115]
3.1.6 Summary
Summarising the literature review on multi-phase LB models it can be stated that there is still
no best-practise recommendation available. Therefore, the present author tried some of the most
prospective ones: Shan and Chen [91], Inamuro [101], and Lee and Fischer [103]. The Mukherjee
and Abraham [110]model has been investigated by one of his students [116]. Free-surface models
will not be considered for this work in order to be able to model the vapour fluid dynamics.
From those models which have been tested, only the Lee and Fischer model remained for
various reasons. The Shan and Chen model is not physical at all and has strong limitations due
to the coupling of densities and interfacial tension through the interaction parameter. [42] The
Inamuro model implementation was extremely slow that even small academic test cases with
a couple of thousand grid points required several hours for some characteristic time intervals
(unpublished study). The Mukherjee and Abraham model is plagued with spurious currents and
is also quite slow due to many finite differences which have to be solved. [116]
The conclusion which has been drawn from the literature review and the test implementations
is that the model presented here, should be based on the Lee and Fischer model, which has also
a lot of gradients but only a single LBE, is relatively fast and thermodynamically consistent.
3.2 Numerical model
3.2.1 Discrete Boltzmann equation model
The model presented here is based on the Lee–Fischer model [103] with slight modifications. Its
discrete Boltzmann equation reads:
∂ fq
∂ t
+ eq · ∂ fq
∂x
+ F · ∂ fq
∂eq
= Cq. (2.14)
Herein, just to remind, fq is the density distribution function in direction q being associated to
the velocity vector eq, F is the force vector, and Cq is a general collisional operator. In the original
work of [103], the SRT operator has been employed.
6For details on the front tracking method in general, see Tryggvason et al. [89].
3.2 Numerical model 21
The force vector provided by Lee and Fischer [103] is constructed from earlier work carried
out by Chapman and Cowling [51] and He et al. [117], and has been extended by the present
author by gravity and a global pressure gradient7 (∇p)global:
F =∇ (ρRT − pb) +ρκ∇∇2ρ +ρg + (∇p)global (3.1)
Lee and Fischer [103] called this equation the pressure form of the force and pointed out that
truncation errors yield parasitic currents which can be avoided by employing the so-called poten-
tial form of the force:
F =∇ (ρRT )−ρ∇µ+ρg + (∇p)global, (3.2)
which is thermodynamically identical to the pressure form and has been derived through ther-
modynamic identities. The chemical potential µ introduced here can be obtained from:
µ= µb − κ∇2ρ. (3.3)
The quantities are the thermodynamic pressure in the bulk pb which is defined by the equation
of state [47]:
pb = ρ
∂Ψb
∂ρ
−Ψb = ρµb −Ψb, (3.4)
the bulk chemical potential µb
µb =
∂Ψb
∂ρ
, (3.5)
the bulk excess free-energy density Ψb [47, 71]
Ψb = β (ρ −ρv)2 (ρ −ρl)2 , (3.6)
and the saturation densities of liquid and vapour, ρl and ρv, respectively.
The parameters β and κ, describing the compressibility of bulk phases and the interface action,
respectively, are defined as follows: [103]
β =
12σ
ξ∆ρ4
, and κ=
3σξ
2∆ρ2
. (3.7)
Herein, σ = σlv and ξ are the liquid–vapour interfacial tension and the interface width, respec-
tively, and ∆ρ = ρl −ρv is the difference between the saturation densities.
With the given saturation densities and the interface width ξ it is possible to define the density
profile across the interface (e.g., for initial or boundary conditions) [103]:
ρ(y) =
ρl +ρv
2
+
ρl −ρv
2
tanh

2y
ξ

, (3.8)
which is in accordance with thermodynamics as requested above. The default value for the inter-
face thickness is ξ= 4.
7A global pressure gradient is necessary in order to drive a channel flow with periodic boundary conditions in axial
direction. More details on boundary conditions can be found in Chap. 5.
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3.2.2 Lattice Boltzmann equation
The lattice Boltzmann equation (LBE) can be derived from the discrete equation by integration
along characteristics. In order to obtain a second order accurate and explicit algebraic equation,
it is necessary to introduce new variables following He et al. [117], and Lee and Fischer [103].
It should be mentioned that the new variables defined here are different to those in section 2.4,
where f¯ eqq has not been introduced.
f¯q = fq +
fq − f eqq
2τ
− ∆t
2
 
eq − u
 · FC
ρc2s
f eqq , (3.9)
f¯ eqq = f
eq
q − ∆t2
 
eq − u
 · FC
ρc2s
f eqq (3.10)
The super-script ‘C’ in the force term indicates a special treatment of the gradient discretisation
which will be discussed in Sec. 3.2.3. The variable c2s = RT is the square of the speed of sound.
Hence, the resulting LBE reads [103]:
f¯q(x + eq∆t, t +∆t)− f¯q(x , t) = Cq(x , t) + ∆t2
 
eq − u
 · FM
ρc2s
f eqq (x , t), (3.11)
with the collision term Cq. In the original article of Lee and Fischer [103] the SRT term was
employed, whilst it is proposed here to use the TRT collision. Both terms read:
Cq, SRT = − ∆t
τ+ 1/2∆t

f¯q − f¯ eqq

, (3.12)
Cq, TRT = −ω+

f¯q − f¯ eqq
−ω−  f¯q′ − f¯ eqq′  . (3.13)
The velocity direction q′ points in opposite direction of q, i.e., eq = −eq′ with implications on the
force term discretisation. Directional derivatives point in the corresponding eq and eq′ velocity
direction (see subsequent sub-section). The coefficients ω± are related to the relaxation time τ
as:
ω± = 1/2

∆t
τ+ 1/2∆t
± ∆t
Λ/τ+ 1/2∆t

, (3.14)
by employing the so-called ‘magic parameter’ Λ= 1/4. [61, 118]
3.2.3 Gradient approximations
In order to discretise Eq. (3.11), the gradients in the force vector have to be investigated thor-
oughly. Lee and Fischer [103] distinguished two types of gradients: directional and moment-
based gradients. The directional gradients have to be employed for the eq ·∇ derivatives in the
force term and the moment-based gradients in the u ·∇ derivatives of the force term.
Each of the types has three approximations: centre, biased, and mixed ones, which are indi-
cated with the super-scripts C, B, and M, respectively. Here below are the directional derivatives
of a general quantity φ with φ ∈ {ρ,µ}, they read: [103]
∆t eq ·∇Cφ = φ(x + eq∆t)−φ(x − eq∆t)2 (3.15a)
∆t eq ·∇Bφ = −φ(x + 2eq∆t) + 4φ(x + eq∆t)− 3φ(x )2 (3.15b)
∆t eq ·∇Mφ = ∆teq ·∇
Cφ +∆teq ·∇Bφ
2
(3.15c)
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The reason for employing three different types lies in the instability of the central difference
approximation under certain conditions, whereas the biased type does not suffer from insta-
bilities. [103] The moment-based gradients can be calculated from the directional gradients by
weighted summation over all velocity directions q 6= 0
∇φ = 1
∆t c2s
∑
q 6=0
wqeq
 
∆t eq ·∇φ

, (3.16)
with the lattice-depending weights wq and the directional gradients (∆t eq ·∇φ) which can be
any of those given in Eqs. (3.15). The Laplacian can be computed from [103]
∇2φ = 1
c2s∆t
2
∑
q 6=0
wq

φ(x + eq∆t)− 2φ(x ) +φ(x − eq∆t)

. (3.17)
3.2.4 Moments of the distribution function
In order to calculate the density and momentum, the first three moments of the density distribu-
tion function f¯q can be taken as follows [103]:
ρ = Π¯0 =
∑
q
f¯q, (3.18a)
ρu = Π¯α=
∑
q
eq f¯q +
∆t
2
FC. (3.18b)
pI+ρuu −

1+
∆t
2τ

η
 ∇u + (∇u)T= Π¯αβ =∑
q
eqeq f¯q. (3.18c)
The pressure can be computed from the sum of the bulk pressure and an additional interface
contribution:8
p = pb − κ2
∇Cρ2 . (3.19)
3.3 Macroscopic limit
With a Chapman–Enskog expansion it is possible to obtain the macroscopic limit of the discrete
Boltzmann equation – the well-known Navier–Stokes equations (2.1). The starting point for this
derivation, which is adopted from Dellar [119] and will be performed in index notation, is the
discrete Boltzmann equation with a general forcing term Fβ on the right-hand side:
∂t fq + eq,β∂β fq = −1
τ

fq − f eqq

+
1
ρc2s
 
eq,β − uβ

Fβ f
eq
q︸ ︷︷ ︸
=Fq
, (2.32)
and the equilibrium distribution function:
f eqq = ρwq

1+
eq,αuα
c2s
+
 
eq,αuα
  
eq,βuβ

2c4s
− uαuα
2c2s

. (2.16)
8It should be mentioned that in the article of Lee and Fischer [103] the second term on the right-hand side of Eq. (3.19)
does not have consistently the power two which might be some typing mistake. Jamet et al. [104], the theoretical
base for the Lee–Fischer model, however, does have this power two. Considering the fact that the pressure is a
scalar, it is likely that the gradient of the density should be squared.
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Taking the moments of the discrete Boltzmann equation yields by definition:
0th : ∂tρ + ∂β
 
ρuβ

= 0, (3.20a)
1st : ∂t (ρuα) + ∂βΠαβ = Fα, (3.20b)
2nd : ∂tΠαβ+ ∂γΠαβγ= −τ−1
 
Παβ−Παβ0

+ uαFβ + uβFα, (3.20c)
such that the Navier–Stokes equations can be recovered later on. It can be seen from the 0th
moment that the continuity equation (2.1a) in their conservative form can be derived directly
from the Boltzmann equation. The momentum equation can be also derived, but the pressure
tensor Παβ is not yet defined. Hence, the 2
nd moment of the Boltzmann equation is necessary.
The corresponding moments Π of the density distribution function fq are defined in such a
manner that Eqs. (3.20) hold, whereby summations over odd exponents of eq vanish (for details
refer to Secs. B.1 and B.2): ∑
q
f eqq = Π0 = ρ, (3.21a)∑
q
eq,α f
eq
q = Πα = ρuα, (3.21b)∑
q
eq,αeq,β f
eq
q = Παβ0 = ρc
2
s δαβ +ρuαuβ, (3.21c)∑
q
eq,αeq,βeq,γ f
eq
q = Παβγ0 = ρc
2
s
 
uαδβγ + uβδαγ + uγδαβ

. (3.21d)
In addition to the moments of the density distribution function, the moments of the forcing
term Rq are also taken (for details refer to Sec. B.4):∑
q
Fq = 0, (3.22a)∑
q
eq,αFq = Fα, (3.22b)∑
q
eq,αeq,βFq = uαFβ + uβFα. (3.22c)
With the now following Chapman–Enskog expansion, the time derivative, the pressure tensor,
and the third-order tensor Παβγ are expanded as:
∂t = ∂t0 +τ∂t1 + . . . , (3.23a)
Παβ = Παβ0 +τΠαβ1 + . . . , (3.23b)
Παβγ= Παβγ0 +τΠαβγ1 + . . . , (3.23c)
respectively, assuming that τ tsc holds. The spatial derivative is not expanded since physical
effects, such as advection and diffusion have the same characteristic length scale in contrast to
their different time scales. The density ρ and momentum flux ρuα are also not expanded since
they are collision invariants and therefore conserved over collisions. Now, the moments of the
Boltzmann equation (3.20) can be expanded and the terms sorted according to their order of τ.
For terms of the order of τ0 this leads to:
∂t0ρ + ∂β
 
ρuβ

= 0, (3.24a)
∂t0 (ρuα) + ∂βΠαβ0 = Fα, (3.24b)
∂t0Παβ0 + ∂γΠαβγ0 = −Παβ1 + uαFβ + uβFα. (3.24c)
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In order to find Παβ1 in Eq. (3.24c), the terms ∂t0Παβ0 and ∂γΠαβγ0 have to be evaluated. The
first one reads:
∂t0Παβ0 = ∂t0
 
ρc2s δαβ +ρuαuβ

= c2s δαβ∂t0ρ + uβ∂t0 (ρuα) +ρuα∂t0uβ,
wherein the time derivative of the first term is substituted by Eq. (3.24a), and the second term by
Eq. (3.24b). The third term requires some closer investigation. By employing the product rule,
ρuα∂t0uβ = uα∂t0
 
ρuβ
 − uαuβ∂t0ρ, the last two terms have to be evaluated in the same way it
was previously carried out. Hence,
∂t0Παβ0 = −c2s ∂γ
 
ρuγ

δαβ + uα

Fβ − ∂γΠβγ0

+ uβ

Fα − ∂γΠαγ0 − uα∂γ
 
ρuγ

= −c2s ∂γ
 
ρuγ

δαβ + uαFβ + uβFα − uαc2s ∂γρδβγ − uβc2s ∂γρδαγ
− uα∂γ
 
ρuβuγ
− uβ∂γ  ρuαuγ− uαuβ∂γ  ρuγ
= −c2s

∂γ
 
ρuγ

δαβ + uα∂βρ + uβ∂αρ

+ uβFα + uαFβ +O
 
Ma3

. (3.25)
The term ∂γΠαβγ0 is then with the density ρ inside the parentheses:
∂γΠαβγ0 = c
2
s

∂γ
 
ρuγ

δαβ + ∂β (ρuα) + ∂α
 
ρuβ

. (3.26)
By reformulating Eq. (3.24c) and by virtue of Eqs. (3.25), (3.26), and the product rule, the
first order expanded pressure tensor Παβ1 can be obtained with:
Παβ1 = −∂t0Παβ0 − ∂γΠαβγ0 + uβFα + uαFβ +O
 
Ma3

(3.27)
= c2s

∂γ
 
ρuγ

δαβ − uα∂βρ − uβ∂αρ
− uβFα − uαFβ
− c2s

∂γ
 
ρuγ

δαβ + ∂β (ρuα) + ∂α
 
ρuβ

+ uβFα + uαFβ +O
 
Ma3

= −c2s
−uα∂βρ − uβ∂αρ + ∂β (ρuα) + ∂α  ρuβ+O  Ma3
= −c2s ρ

∂βuα+ ∂αuβ

+O  Ma3 . (3.28)
The pressure tensor Παβ finally reads:
Παβ = Παβ0 +τΠαβ1
= ρc2s δαβ +ρuαuβ −τc2s ρ
 
∂βuα+ ∂αuβ

+O  Ma3 . (3.29)
After substituting this into the momentum moment, Eq. (3.20b), and employing the ideal gas
law p = ρc2s , the Navier–Stokes equations in their conservative form, Eq. (2.1), can be derived:
∂t (ρuα) + ∂βΠαβ = Fα
∂t (ρuα) + ∂β
 
ρuαuβ

= −∂αp + ∂β

η
 
∂βuα+ ∂αuβ

+ Fα +O
 
Ma3

(3.30)
The dynamic viscosity can be now expressed by η= νρ = τc2s ρ = τp.
3.4 Numerical tests
3.4.1 Single-phase flow
Introduction
It is important to prove that the LB model is able to simulate single-phase flow correctly. Therefore,
a common benchmark test – the Taylor–Green vortex – is utilised. The reason for employing this
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Fig. 3.1: Velocity field u∗ = u/u0 of two-dimensional Taylor–Green vortices
test case is that there exists an analytical solution for a transient flow problem, whose solution is
given by [120–122]:
ux = u0 sin(kx x) cos(ky y)φ(t), (3.31a)
uy = −u0 cos(kx x) sin(ky y)φ(t), (3.31b)
with the transient function φ(t)
φ(t) = exp
 −2kx kyν t , (3.31c)
defining the temporal development and the wave numbers:
kx =
2pi
Lx
, and ky =
2pi
L y
. (3.31d)
Herein, Lx and L y are the number of grid points in x and y direction, respectively, u0 is the
velocity amplitude, and ν is the kinematic viscosity. The velocity field is shown in Fig. 3.1 as a
vector plot, where it can be seen that there are four vortices, each of those in one quadrant of the
coordinate system.
Method
Model variations
The numerical model is employed as given in section 3.2. Both SRT and TRT collisional operators
are tested.
Geometry and mesh
The geometry of the computational domain under consideration is two-dimensional, squarish as
can be observed in Fig. 3.1, and discretised with a uniform mesh, i.e., Lx = L y .
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Boundary and initial conditions
Periodicity is implemented at the boundaries.9 The domain is initialised with the flow field,
Eq. (3.31), and with a uniform density ρ = ρl.
Scaling and parameter values
The scaling of the system is carried out with the Reynolds number Re, Mach number Ma, and the
non-dimensional time t∗. The length, velocity, and time scales are Lsc = Lx , usc = u0 = Ma cs, and
tsc = Lsc/usc, respectively, yielding Re = 1000, and Ma ∈

0.5
p
3 · 10−2,p3 · 10−2,p3 · 10−1	.
The number of grid points is varied as Lx ∈ {64, 128,256, 512,1024}.
Results and discussion
Euclidean norm
In order to evaluate the computations it is necessary to reduce the amount of results by introducing
derived quantities. This is carried out with the Euclidean norm l2 of the relative difference to the
reference solution,
l2 =
‖φ −φth‖2
‖φth‖2 =
∑i  φi −φth,i2∑
iφ
2
th,i
1/2 , ∀ i ∈ {0, . . . , Lx − 1} × 0, . . . , L y − 1	 , (3.32)
which is provided by theory in this test case.
The results of this test case are illustrated in Figs. 3.2 and A.1 in terms of the global l2 norm of
the relative difference between numerical and theoretical velocity component ux and uy , respec-
tively, versus the non-dimensional time t∗. The parameter in each of the figures is the number
of grid points in x direction indicated by different line styles and the collisional operator (SRT in
the left-hand column and TRT in the right-hand column). A comparison of both Figs. 3.2 and A.1
points out that both are indistinguishable highlighting that both velocity components are equally
influenced by the underlying phenomena. Further explanation and discussion is conducted by
means of Fig. 3.2.
Influence of the collisional operator
The results for SRT and TRT collisional operators are demonstrated in sub-figures (a, c, e) and (b,
d, f), respectively. It can be seen that there are almost no differences between both operators.
However, by comparing Figs. 3.2a and 3.2b, the line representing Lx = 128 rises up earlier for the
TRT collision. The other lines in all other sub-figures, however, have an identical characteristics.
Hence, it can be stated that the influence of the collisional operator is marginal in this test case.
Influence of the Mach number and short time behaviour
The influence of the Mach number can be clearly seen by comparing the rows (a, b), (c, d), and (e,
f) with each other. For the largest Mach number Ma =
p
3·10−1 (a, b), an increase of the global l2
norm can be observed, whilst for both lower Mach numbers, some oscillations occur. The origin
of these oscillations lies in the compressibility of the LBE equation, which leads to sound waves
in the computational domain. Their characteristic is that the amplitude decreases with the Mach
number whilst the frequency increases. The reason for the decreasing amplitude with the Mach
number is that the compressibility error scales with Ma2 as has been shown by Dellar [56]. The
increasing wave frequency with the decreasing Mach number can be explained with the relation
that for a given geometry, only the viscosity can be decreased for also decreased Mach number
in order to keep the Reynolds number constant. Referring on Landau and Lifschitz [63] one can
argue that a characteristic time period is proportional to the viscosity.
9Details on boundary conditions can be found in Chap. 5.
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Fig. 3.2: Global l2 norm of the relative difference of ux to the analytical solution versus non-dimensional
time (tsc = Lsc/usc) for SRT (a, c, e) and TRT (b, d, f) collisional operators at Ma =
p
3 · 10−1 (a, b),
Ma =
p
3 · 10−2 (c, d), and Ma = 0.5p3 · 10−2 (e, f) with the number of grid points in x direction as a
parameter
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Fig. 3.3: Global l2 norm of the relative deviation of ux to the analytical solution versus non-dimensional
time t∗ for SRT and TRT collisional operators at Ma =
p
3 · 10−1 and Ma =p3 · 10−2 with Lx = L y = 512
A comparison to large eddy simulation results of Johnsen et al. [123] reveals that solving the
incompressible Navier–Stokes equations can be carried out quite accurately. Depending upon
the scheme they found differences to the semi-analytical solution for the total kinetic energy of
Brachet et al. [122] of below 0.2%. . . 8.4%.
Influence of the grid size
The influence of the grid size can be clearly seen in all sub-figures 3.2. It can be learned that for
the largest Mach number the lowest two grid resolutions yield an unstable simulation, whereby
Lx = 64 crashes immediately after the start, whilst the simulations with Lx = 128 diverge at
t∗ ≈ 0.2. The finer two grids demonstrate the grid independence due to their collapsing curves.
It should be stressed that both collisional operators lead to a grid independent solution.
Long-time behaviour of the oscillations
The oscillation long-time behaviour is demonstrated in Fig. 3.3 in terms of the global l2 norm
of the relative deviation of the ux velocity component versus the non-dimensional time. The
parameters are the collisional operators, indicated by different line styles and the Mach number
for a fixed grid size of Lx = 512. The results are a continuation of Fig. 3.2 until t∗ = 2. It can
be observed that for the larger Mach number, the l2 norm increases and approaches unity as time
t∗ → 2. For the larger Mach number the oscillations remain, but their amplitude decreases with
time due to frictional effects. As discussed before, SRT and TRT collisional operators produce
identical results.
Summary
Summarising the results of this test case it can be stated that it is equally good to employ SRT
and TRT schemes here. The Mach number should be significantly smaller than
p
3 · 10−1 which
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is, however, still widely used. Related to the present implementation of the model it can be
concluded that the bulk fluid flow is simulated correctly.
3.4.2 Two-phase flow with constant properties
Introduction
In this test case it will be investigated if the LB algorithm is capable of solving correctly the trans-
formation of a squarish drop into a circular one. From theoretical point of view it is expected
that the squarish drop begins to oscillate and finally reaches a circular equilibrium shape in or-
der to reduce the total free-energy of the system. In two dimensions it is the circle that has the
shortest arc length enclosing a given area and hence yields the lowest free-energy (remember
Sec. 2.5.1). Reis and Phillips [83] had shown that the colour gradient model is able to do this
correctly, and Hantsch [41] showed it for the interaction potential model. However, spurious cur-
rents might sacrifice the solution as has been pointed out by Lee and Fischer [103] for a different
discretisation scheme of their model and Tryggvason et al. [89] for Navier–Stokes simulations.
Method
Model variations
The numerical model is employed as given in section 3.2 with the TRT collisional operator.
Geometry and mesh
The geometry of the computational domain under consideration is two-dimensional, squarish and
discretised with a uniform mesh, i.e., Lx = L y .
Boundary and initial conditions:
Periodicity is implemented at the boundaries and the domain is initialised with zero velocity and
a density distribution (adopted from [124]):
ρ(x ) = ρv + (ρl −ρv) [1− tanh (φ(x ))] , (3.33)
with
φ(x ) =

5

x
Lx
− 1
2
20
+

5

y
L y
− 1
2
20
. (3.34)
The density initialisation (3.33) yields a liquid square, however with round corners and a smooth
transition from liquid to vapour density. The initial phase index contour line ϕ = 0.5 is shown in
a grey colour in Fig. 3.4.
Scaling and parameter values
The scaling of the system is carried out with the non-dimensional velocity u∗, the vapour Ohne-
sorge number Ohv, the density ratio ρ
?, and the non-dimensional time t∗. The length, time, and
velocity scales are Lsc = 0.388Lx , tsc = L2sc/νv, and usc = cs, respectively, and the density ratio
is ρ? = 10, yielding Ohv ∈ {0.1, 0.15,0.2}, whereby the length scale is represented by the edge
length of the square. The number of grid points is varied as Lx = L y ∈ {64, 128,256}. In addition,
some simulations are conducted with a density ratio of ρ? = 1000, yielding vapour Ohnesorge
numbers of Ohv ∈ {0.005, 0.01,0.02}.
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Fig. 3.4: Phase index contour line ϕ = 0.5 for three different non-dimensional times (tsc = L2sc/νv) for
Ohv = 0.15 and Lx = 256
Results and discussion
The results for this test case are shown in terms of isolines of the phase index (Fig. 3.4) and
maximum non-dimensional velocity in the domain versus the non-dimensional time (see Figs. 3.5
and 3.6).
The transformation of a squarish drop into a circular one for a vapour Ohnesorge number
Ohv = 0.15 is shown in Fig. 3.4 in terms of isolines of the phase index at ϕ = 0.5. One can clearly
see that the corners of the square are pulled back into the bulk liquid, approaching asymptotically
the equilibrium for this case. Already at t∗ = 0.1 the final shape is almost reached. In equilibrium,
which can be found at t∗ = 5.5, the drop has a perfect circular shape.
The relaxation to mechanical equilibrium, however, can be better seen in terms of the maxi-
mum non-dimensional velocity within the domain versus the non-dimensional time. In Fig. 3.5(a),
one can see the equilibration process for three different vapour Ohnesorge numbers and for three
different grid sizes for ten time units. Figure 3.5(b), however, is dedicated for the short time
behaviour, wherein, to keep the figure clear, only the lines of Ohv = 0.15 are plotted for one time
unit.
General time characteristics
The time characteristics of the maximum non-dimensional velocity is twofold. At first, one can ob-
serve some oscillations which are later on followed by an exponential decay of the non-dimensional
velocity until 10−13. The origin of these oscillations lies in the sound waves initiated by the re-
pelling interface which are damped by viscous friction.
Large density ratio results
The results for some simulations with a density ratio of ρ? = 1000 are shown in Fig. 3.6 in terms
of the maximum non-dimensional velocity versus the time, for three different vapour Ohnesorge
numbers and with Lx = 256. Compared to the results with ρ? = 10, one can apparently see
that much more time is necessary to equilibrate the system. The reason for this lies in the lower
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Fig. 3.5: Maximum non-dimensional velocity versus non-dimensional time with a density ratio of ρ? = 10
and numbers of grid points in x direction Lx (tsc = L2sc/ν, usc = cs, Lsc = 0.388Lx); for different Ohnesorge
numbers (a) and for Ohnesorge number Ohv = 0.15 (b)
dynamic viscosity η= ρν of the vapour which reduces the viscous friction. Furthermore, it can be
observed that for the lower two Ohnesorge numbers, the oscillations never disappear in contrast
to the larger one, which is due to the larger interfacial tension at lower Ohnesorge numbers
keeping capillary effects relatively strong compared to viscous effects.
Summary
Summarising this test case it can be stated that the present LB model is capable of solving two-
phase flow correctly and without spurious currents. The transformation of a squarish drop into
a circular one leads to a technical zero-velocity field which is in accordance with Lee and Fischer
[103]. In the cases of a large density ratio, it can be observed that the equilibration process
requires much more time than for a lower density ratio due to the reduced viscous friction in the
bulk vapour.
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Fig. 3.6: Maximum non-dimensional velocity versus non-dimensional time with a density ratio of ρ? =
1000, and Lx = 256 for different Ohnesorge numbers Ohv (tsc = L2sc/ν, usc = cs, Lsc = 0.388 · Lx)
3.4.3 Two-phase flow with variable interfacial tension
Introduction
Capillarity phenomena originating in a variable interfacial tension are known as the Marangoni
effect. The driving force is the interface gradient of the interfacial tension which can be varied
through the temperature (thermo-capillary effect) or through the chemical composition at the
interface (solute-capillary effect). In most technical applications of multi-component systems,
such as mixtures of various liquids with an interface to some gas, both effects are superposed.
Only in pure single-component systems, the solute-capillary effect can be avoided. Such a single-
component system is assumed here, and, hence, only the thermo-capillary effect is investigated.
Nonetheless, the results which will be obtained here are also valid for the solute-capillary effect
(e.g., through surface-active agents or nano-sized particles being adsorbed at the interface). [125,
126] There already exist some LBM publications, illustrating thermo-capillary effect, but with
interaction potential models. [92, 127, 128]
Considering the thermo-capillary effect, the fluid flows in a tangent to the interface in the
direction of lower temperatures, whilst the interface is moved in regions of larger temperatures.
These opposing movements lead to a deformation of the interface and, in the liquid film flow, to
some instability. [33, 70, 125] The test case in this section considers, however, a drop in reduced
gravity. Subramanian and Balasubramaniam [125] provided a theoretical solution for this prob-
lem, assuming small Marangoni and Reynolds numbers, by superimposing the results of the drop
terminal velocities due to gravity and the thermo-capillary effect. The equation for the neutral
gravity, where gravity and the Marangoni effect balance each other, can be derived and reads:
gth =
3 (Mn/Prl)ρlν2l
Lx (1+η?) (2+ k?) (ρl −ρv)R2 . (3.35)
Herein, Lx is the length of the discretised temperature gradient ∂xT =∆T/Lx , whose temperature
difference is part of the Marangoni number Mn. R is the radius of the drop.
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Method
Model variations
The model is employed as given in section 3.2, but with a different equation for the chemical po-
tential in order to consider the variable interfacial tension. Now, the interfacial tension parameter
κ is taken within the divergence term as follows (adopted from Jamet et al. [104]):
µ= µb −∇ · (κ∇ρ) . (3.36)
Herein, κ = 3/2σ(T )ξ/∆ρ2 is the interfacial tension parameter defined in Eq. (3.7), with the
interface thickness ξ and the temperature-dependent interfacial tensionσ(T ) = σ0+σT (T − T0).
The divergence term of Eq. (3.36) can be discretised, with central directional derivatives being
applied twice, and reads:
∇ · (κ∇ρ)≈ κi+1/2, j
 
ρi+1, j −ρi, j

+κi−1/2, j
 
ρi−1, j −ρi, j

∆x2
+
κi, j+1/2
 
ρi, j+1 −ρi, j

+ κi, j−1/2
 
ρi, j−1 −ρi, j

∆y2
, (3.37)
with the discrete coordinates i and j for the physical dimensions x and y , respectively. The
numerical values of κ half in-between two grid points have to be determined by interpolation. In
the this particular case, the temperature field is linear, and hence, linear interpolation is sufficient.
The collisional operator is the single-relaxation time version.
Geometry and mesh
The computational domain is two-dimensional, rectangular with Lx = 5/3L y , and discretised with
a uniform grid.
Boundary and initial conditions:
The boundary conditions are periodic in all directions and the initial density, velocity, and tem-
perature fields are given by:
ρ(x ) =
ρv +ρl
2
+
ρv −ρl
2
tanh
 2
ξ
hÇ
(x − 1/2Lx)2 +
 
y − 1/2L y
2 − R0i
 , (3.38a)
u(x ) = 0, (3.38b)
T ∗(x ) = x∗, (3.38c)
respectively. The density field is a radial version of Eq. (3.8) employing the interface thick-
ness ξ, where the centre of the drop coincides with that of the computational domain x centre =
1/2(Lx , L y)T. The linear gradient of the temperature remains constant over time, which implies
that the energy equation is not required to be solved and hence k? = kl/kv = 1.
Scaling and parameter values
The scaling of the system is carried out with the Bond number Bo, the reduced Marangoni num-
ber Mn/Prl, and the ratios of density, dynamic viscosity, and thermal conductivity ρ
? = 10,
η? = 10, and k? = 1, respectively, by employing the length scale Lsc = R = 0.16Lx with
Lx ∈ {250,500, 750} and Mn/Prl ∈ {0.001,0.002, 0.005,0.007, 0.01,0.02, 0.05,0.07, 0.1}. In
addition, the gravitational acceleration is varied in order to find the value where the terminal
velocity is zero.
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Results and discussion
Neutral stability curve
In the postprocessing of this test case, those values of the gravity are determined which are the
smallest ones leading to a gravity-driven flow and the largest ones still leading to a Marangoni-
driven flow. The arithmetic mean value of both is non-dimensionalised with the Bond number
and plotted versus the reduced Marangoni number Mn/Prl in Fig. 3.7. The interval of uncer-
tainty, where the neutral stability Bond number is within, is smaller than the vertical extent of the
symbols being utilised in Fig. 3.7. In addition, the theoretical solution (3.35) had been plotted as
a black solid line. One can observe that the numerical results collapse for different grid sizes, but
are systematically larger than required by theory. Interesting is to note that the numerical results
are approximately 3.5 times larger than the theoretical prediction for all reduced Marangoni num-
bers. The reason for this cannot be found by just investigating Fig. 3.7. It is necessary to inspect
the two-dimensional fields.
Streamline figures
Utilising streamlines is desirable for visualising the flow field. A brief description of how to derive
streamlines from a given velocity field is provided in section B.5. Subramanian and Balasubra-
maniam [125] presented theoretical equations for the stream function for pure gravity and pure
Marangoni-driven flow in two-dimensional polar coordinates (r–φ space) in a reference frame
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1
(2+ 3η?)(2+ k?)
. (3.43)
The conversion from polar to Cartesian coordinates can be carried out with:
r(x , y) =
Æ
x2 + y2, (3.44a)
φ(x , y) = tan−1(x/y). (3.44b)
The streamlines of the present LB simulations and those of the theoretical solutions are demon-
strated in Fig. 3.8. Herein, (a) is the pure Marangoni-driven LB simulation, whereby (b) and (c)
are the Marangoni and gravity-driven theoretical results, respectively. The flow direction is down-
wards as indicated by the arrow and the contour of the drop is given with the ϕ = 0.5 contour
line. One can see that the LB simulation does not exhibit a similar streamline pattern as the the-
ory. Moreover, it looks like a superposition of the gravity and Marangoni flow. This observation
coincides with that from Fig. 3.7, where the numerical results show a larger Bond number for a
given reduced Marangoni number. Hence, it can be discovered that the implementation of the
Marangoni effect behaves more like a volume force than a surface force; which implies that it acts
everywhere in the domain, leading to a larger gravity being necessary for balancing the forces.
Limiting the application of the variable surface tension to the interface width with a constant
interfacial tension everywhere else leads to severe numerical instabilities and, hence, cannot solve
the problem properly. Using the original equation for the chemical potential, Eq. (3.3), leads to
even stronger gravitational accelerations being necessary; approximately ten to twenty times the
theoretical value.
Summary
This test case illustrated, that the Lee–Fischer model in the present implementation is not capable
solving variable interfacial tension problems correctly. As soon as the interfacial tension is a
function of the temperature, which has a non-uniform distribution, the forcing occurs everywhere
in the domain, or when restricted to the interface, the algorithm becomes immediately unstable.
3.5 Summary
This chapter began with a literature review and a discussion of existing multi-phase LB models.
This was followed by a more detailed description of the model chosen for this treatise, namely the
Lee–Fischer model. [103] The model has been extended by the present author to a two-relaxation
time collisional operator and applied on various fluid flow problems.
10Subramanian and Balasubramaniam [125] give the stream function in the reference frame attached to the drop util-
ising symmetry conditions at both coordinate axes. The present author transformed the equations into a laboratory
reference frame. Due to the assumed symmetry, the curvature of the theoretical solution cannot be employed for
calculating the vorticity ω, and, hence, the direction of rotation.
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Fig. 3.8: Streamlines for pure Marangoni (a, b) and pure gravity-driven (c) flow of the present LB simu-
lations (a) and theory (b, c); circular shape of the drop indicated by ϕ = 0.5 phase index contour; ψ = 0
at the centre line, ∆ψ= 4 · 10−4 (a), ∆ψ= 10−3 (b), and ∆ψ= 10−1 (c)
The first test case was the single-phase Taylor–Green vortex flow where it could be shown that
the transient velocity field could be computed with good agreement to the theoretical solution and
second-order convergence. The second test case was the transformation of a squarish liquid drop
into a circular one within the vapour phase. It was found that for various Ohnesorge numbers it
is possible to reach a mechanical equilibrium without spurious currents in the domain, even for a
large density ratio of ρ? = 1000. The last test case was on variable interfacial tension flow, which
lead to the conclusion that the present model is not capable of solving problems like this.
Summarising this chapter, it can be stated that the Lee–Fischer model in its present imple-
mentation is capable of solving two-phase fluid flow without spurious currents and with constant
interfacial tension correctly.
4 Thermal Lattice Boltzmann Equation
Model
Heat transfer modelling with LBM can be performed with different approaches,
which are presented in the literature review. The main objective of this chapter
is to evaluate the effect of different equilibria on advection–diffusion processes.
Therefore, the macroscopic limits are derived and error terms found, which are
discussed theoretically and in conjunction with numerical results. The test cases
are heat conduction and the transient advection–diffusion Taylor–Green vortex.
4.1 Literature review
There are presently four approaches available for describing thermal flow with LBM which are
briefly outlined in this section. Already existing combinations of multi-phase and thermal models
will be presented in the Sec. 4.1.5.
4.1.1 Hybrid models
For a long time, hybrid models were the only ones which could be applied for thermal flows since
boundary conditions were difficult to be set up. These models utilise an LBE for the fluid flow
and separately the energy equation (2.1c) being discretised with finite difference or finite volume
methods. [129, 130] The coupling between both equations is realised by the velocity field and
suitable force terms (e.g., Boussinesq approximation1). Lallemand and Lou [131] pointed out
that a hybrid MRT-FDM scheme has superior stability compared to pure LB thermal models. Until
now, radiation problems have to be always solved with such a hybrid approach. [132, 133].
Hybrid models are considered to not be very elegant due to the coupling of two different
methods, but they are still common because of their simplicity. In addition, the LBM properties
might be sacrificed, especially the simplicity and locality of the algorithm.
4.1.2 Multi-speed models
A consequent deduction from the continuous Boltzmann equation is provided with the multi-
speed approach, where a single LBE is employed for both fluid flow and heat transfer. The tem-
perature can be calculated from the moment of the internal energy 3/2RT =
∑
q fq(eq−u)2. [134,
135] This leads to a variable speed of sound c2s = RT , which provides the name of the model,
1By employing the Boussinesq approximation it is assumed that the density is constant in the momentum equa-
tion (2.1b), but not within a special force term F = (ρ(T )−ρ(T0)) g ≈ −βρ0 (T − T0) wherein ρ0 and T0 are the
density and temperature at a reference point, and β is the isobaric volume expansion coefficient. [50]
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which triggers severe numerical instabilities. These can be only compensated to some extend
by employing higher-order lattices with more velocity directions, such as D2Q17. An additional
disadvantage is that the Prandtl number is fixed to unity. Due to these drawbacks, multi-speed
models are only rarely employed. [136]
4.1.3 Double-population models
He et al. [64] proposed a thermal model with two density distribution functions. The first one, fq,
was employed for the mass and momentum conservation, and the second one, gq = 1/2(eq−u)2 fq,
for the energy conservation. The temperature can be calculated from the zeroth moment of
gq with 3/2RT =
∑
q gq. The advantage of this approach is that it is possible to consider work
by compression and expansion, and frictional heating. Contrary to the multi-speed model, the
Prandtl number can be varied. [137] Chen et al. [138] provided a double-population model with
a distribution function for the total enthalpy.
4.1.4 Passive scalar models
In passive scalar models, there are also two LBEs employed, whereby the second one for the heat
transfer is not directly deduced from the first one, in contrast to the double-population model. By
defining suitable equilibrium distribution functions and moments it is possible to model the heat
transfer as desired. The temperature can be obtained from the zeroth moment as shown for the
double-population models and also the Prandtl number can varied freely. [98, 139–142] Depend-
ing upon the equilibrium distribution function, different error terms arise that may sacrifice the
solution, especially when the flow field is transient and non-uniform. Some details on this issue
will be demonstrated later on in this chapter.
4.1.5 Thermal multi-phase models
There exist some models which combine multi-phase and heat transfer physics. These are based
on interaction potentials [98, 143], free-energy [144, 145], and the mean field theory [96, 146].
Gonnella et al. [147] provided a model which has a free-energy-model-like extra term for the
interface dynamics.
The models mentioned in this section have been mostly applied to study pool boiling phenom-
ena [143, 144, 146], whilst others just proposed the model [96, 147]. All the models inherited
the properties of their respective multi-phase model and are thus limited in some way; especially
the interaction potential, free-energy, and the mean field models.
Although being classified as a free-energy model, the one proposed by Ryu and Ko [144]
appears to be a suitable model also for liquid film flow modelling. The authors showed that
the model is able to simulate density ratios up to ρ? = 1000 with partially-wetted walls having
contact angles of 50◦ ≤ θ eq ≤ 145◦, and heat transfer including liquid–vapour phase–change.
However, the authors did not report anything concerning spurious currents.
4.1.6 Summary
Summarising the literature review it can be stated that two of the models described here should
not be used: hybrid and multi-speed models. Both double-population and passive scalar models
are widely in use, but the latter one does not consider work by compression and viscous heating,
which are both not of interest in the present treatise, and has proven to be simpler, more accurate
and sufficient. From the existing thermal multi-phase models, the one by Ryu and Ko [144]
appears to be interesting and should be subject of further research.
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4.2 Numerical model
4.2.1 Lattice Boltzmann equation
From the models briefly described in the literature review, the passive scalar approach has been
applied within this treatise. Supplementary to the LBE for the fluid flow, the second one for the
temperature T ,
g¯q(x + eq∆t, t +∆t)− g¯q(x , t) = Cq, (4.1)
has been applied for the heat transfer. Remember, barred distribution functions can be derived
from the unbarred with g¯q = gq − 1/2∆tCq. Viscous heating, work done by compression, and
volumetric sources, such as thermal radiation or micro-waves are neglected here. The collisional
term Cq can be again the SRT, TRT, and MRT one. Here, only the SRT and TRT collisional terms
are considered:
Cq, SRT = − ∆t
τT + 1/2∆t

g¯q − geqq

, (4.2)
Cq, TRT = −ω+

g¯q − geqq
−ω−  g¯q′ − geqq′  . (4.3)
The coefficients ω± are related to the thermal relaxation time τT by:
ω± = 1/2

∆t
τT + 1/2∆t
± ∆t
ΛT/τT + 1/2∆t

, (4.4)
employing the so-called ‘magic parameter’ ΛT = 1/4 [61, 118] and τT = α/c2s = τT (ρ). The
relation between τT and ρ can be constructed by employing the phase index ϕ(ρ):
τT =
1
c2s
[ϕαl + (1−ϕ)αv] . (4.5)
It is necessary to define the equilibrium distribution functions properly. It is suggested to
employ one of the following:
F1: geqq = wqT

1+
eq · u
c2s

, (4.6a)
F2: geqq = wqT
1+ eq · u
c2s
+
 
eq · u
2
2c4s
− u2
2c2s
 , (4.6b)
F3: geqq = wqT
1+ eq · u
c2s
+
 
eq · u
2
2c4s
− u2
2c2s
+
eq · u
6c2s
( 
eq · u
2
c4s
− 3u2
c2s
) , (4.6c)
F4: geqq =

−wqρT u
2
2c2s
, for q = 0,
wqρT
3/2 + eq · u
2c2s
+
 
eq · u
2
2c4s
− u2
2c2s
 , for 1≤ q ≤ 4,
wqρT
3+ eq · u
2c2s
+
 
eq · u
2
2c4s
− u2
2c2s
 , for 5≤ q ≤ 8.
(4.6d)
Herein, the equilibria F1. . . F3 can be constructed from Hermite polynomials, a table of those
polynomials is given by Grad [148], and F4 has been proposed by Peng et al. [149].
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4.2.2 Moments of the distribution function
In analogy to the physical moments of the density distribution function, Eqs. (3.18), those of the
energy distribution function g¯q read:
T =
∑
q
g¯q, (4.7)
Tu −

1+
∆t
2τT

k∇T =∑
q
eq g¯q. (4.8)
However, contrary to Eq. (3.18b), where the first moment is collision invariant, the first one here
contains already an equilibrium part (first term of Eq. (4.8)) and a non-equilibrium one (second
term) similar to Eq. (3.18c).
4.3 Macroscopic limit
4.3.1 ChapmanEnskog expansion
The Chapman–Enskog expansion for the energy distribution function has to be performed simi-
larly to the one for the density distribution function, shown in section 3.3. The derivation follows
Reis and Dellar [86], who conducted it for the phase index, and is performed in index notation.
The starting point is the discrete temperature Boltzmann equation:
∂t gq + eq,β∂βgq = − 1
τT

gq − geqq

(4.9)
with the corresponding equilibrium distribution function geqq , which can be any of those provided
in Eqs. (4.6). Taking moments of Eq. (4.9) yields:
0th: ∂tT + ∂βΠβ = 0, (4.10a)
1st: ∂tΠα+ eq,β∂βΠαβ = − 1
τT
 
Πα−Πeqα

. (4.10b)
The quantities Π are the moments which are defined in such a way that Eqs. (4.10) hold. The
equilibrium moments depend, of course, on the choice of the equilibrium distribution function,
which is for this derivation F1:
geqq = wqT

1+
eq · u
c2s

. (4.6a)
By considering that the summation over odd powers of eq vanishes due to lattice symmetries, the
equilibrium moments read (for details refer to Sec. B.3):∑
q
geqq = Π
eq
0 = T , (4.11a)∑
q
eq,αg
eq
q = Π
eq
α = Tuα, (4.11b)∑
q
eq,αeq,βg
eq
q = Π
eq
αβ
= Tc2s δαβ . (4.11c)
In the Chapman–Enskog expansion, the time derivative, and the non-conserved moments, Πα
and Παβ are expanded as follows:
∂t = ∂t0 +τT∂t1 + . . . , (4.12a)
Πα= Πα0 +τTΠα1 + . . . , (4.12b)
Παβ = Παβ0 +τTΠαβ1 + . . . , (4.12c)
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and have to be inserted into the moments (4.10). The temperature T is not expanded due its
collision invariance and the spatial derivative is also not expanded for the same reason as given
in section 3.3. Sorting terms of the order of τ0T leads to:
∂t0T + ∂βΠβ0 = 0, (4.13a)
∂t0Πα0 + ∂βΠαβ0 = −Πα1. (4.13b)
By virtue of Eqs. (4.11) and the product rule, Eqs. (4.13) can be transformed to:
∂t0T + T∂βuβ + uβ∂βT = 0, (4.14a)
T∂t0uα+ uα∂t0T + ∂αTc
2
s = −Πα1. (4.14b)
At this point it should be stressed that the term T∂βuβ in Eq. (4.14a) is only zero in perfect
incompressible conditions, which is not necessarily the case here. Employing Eq. (4.14a) as a
substitute for the second term on the left-hand side of Eq. (4.14b) leads to:
−Πα1 = T∂t0uα+ ∂αTc2s − Tuα∂βuβ − uαuβ∂βT . (4.15)
Inserting Eq. (4.15) into Eq. (4.12b) and substituting both into Eq. (4.10a) yields:
∂tT + ∂β

Tuβ −τT
 
T∂t0uβ + ∂βTc
2
s − Tuβ∂γuγ− uβuγ∂γT

= 0
∂tT + ∂β
 
uβT

= ∂β
 
τT c
2
s ∂βT

+ ∂β

τT
 
T∂t0uβ − Tuβ∂γuγ− uβuγ∂γT
︸ ︷︷ ︸
error terms: ∂β(τT Eβ)
. (4.16)
4.3.2 Error terms
Depending upon the choice of the equilibrium distribution function, different error terms Eβ arise.
The Chapman–Enskog expansions for the temperature equilibrium distribution functions F2. . . F4
can be performed analogous to the derivation outlined above. The resulting error terms read:
F1: Eβ = T∂t0uβ − Tuβ∂γuγ − uβuγ∂γT (4.17a)
F2. . . F4: Eβ = T∂t0uβ + uγT∂γuβ (4.17b)
It can be seen that the error terms for the equilibria F2. . . F4 are the same due to the equal
equilibrium moments being required for the derivation (see appendix B.3). There are three cat-
egories of error terms: In the first column T∂t0u, in the second column −Tu(∇ · u) for F1 and
T (u ·∇)u for F2. . . F4, and in the third column −u(u ·∇)T . From the structure of these three
terms can be learned that they only arise in cases of fluid flow, whilst the first one vanishes in
steady-state conditions. The third term has, in principle, the structure of a diffusion term, and
contributes to numerical diffusion. There has been some effort reducing it, see [59, 118, 142],
and some discussion related to a numerical test case will be provided in Sec. 4.4.2.
4.4 Numerical tests
4.4.1 Steady-state thermal conduction
Introduction
The first test case is thermal conduction within a double-layered wall. Assuming that the wall is
thin compared to the extent in the other two dimensions, the problem can be reduced to a single
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Fig. 4.1: Sketch of the geometry for the one-dimensional thermal conduction test case. Material 1 is
indicated with grey colour.
dimension. In steady-state there exists an analytical solution for the temperature between both
layers, which is given by:2
T12 =
k1
s1
T0 +
k2
s2
T2
k1
s1
+ k2s2
, (4.18)
with the widths and thermal conductivities of the layers, si , and ki , respectively, with i ∈ {1, 2}.
The locations of the temperatures T0, T12, and T2 are shown in Fig. 4.1.
Method
Model variations
The model employed here is the temperature LBE, proposed in section 4.2 with the SRT collisional
operator and the temperature equilibrium distribution function F1 with D2Q5. There might be
any other equilibrium function chosen, since the velocity field is zero and all terms containing u
vanish.
Geometry and mesh
The geometry is quasi-one-dimensional with uniformly spaced grid having Lx × 3 grid points
(see Fig. 4.1). Three grid points in y direction are necessary in order to test the general two-
dimensional model.
Boundary and initial conditions
The boundary conditions for the temperature are of Dirichlet’s type3 with one side being hot T0
and the other cold T2. The temperature field is initialised with the cold temperature and the
velocity field is and remains zero.
Scaling and parameter values
The scaling of the present problem is carried out with the non-dimensional temperature, position,
and time T ∗, x∗, and t∗, respectively. The temperature, length and time scales are Tsc = Tmax −
Tmin, Lsc = Lx , and tsc = L2sc/α2, respectively. In addition, the ratio of thermal conductivities is
set as k? ∈ {2/3, 1, 2}, and the ratio of the layers widths of s1/s2 = 2/3. The grid size is varied as
Lx ∈ {10, 20,50, 100,200, 500}.
Results and discussion
The non-dimensional temperature distribution versus the non-dimensional position is illustrated
in Fig. 4.2. Layer 1 is indicated by a grey box with an interface location at x∗ = 0.4. The parameter
in the plot is the ratio of thermal conductivities k? and the corresponding theoretical temperature
2The temperature can be simply derived by balancing q˙1 = q˙2 with T1 = T2 = T12 at the interface.
3Some information on boundary conditions can be found in chapter 5.
4.4 Numerical tests 44
no
n−
di
m
en
si
on
al
 t
em
pe
ra
tu
re
non−dimensional position
k1
k2
k*=k1/k2
k*=2
k*=1
k*=2/3
theory
0.0
0.2
0.4
0.6
0.8
1.0
0.0 0.2 0.4 0.6 0.8 1.0
Fig. 4.2: Non-dimensional temperature versus non-dimensional position for various ratios of the thermal
conductivities k?
distributions are demonstrated as solid lines. It can be observed that the LB simulation perfectly
represents the theoretical prediction. This might by expected since the LBE model is second order
accurate in time and space and should thereby solve a linear problem perfectly.
The temporal development of the relative difference of the interface temperature T12 to the
theoretical one is given in Fig. 4.3. Herein, the ratio of thermal conductivities has been fixed at
k? = 2 and the interface location is at x∗ = 0.4. It can be observed that the time behaviour is
grid-dependent for the lowest two resolutions, where Lx ∈ {200,500} do not differ significantly.
However, in any case, the relative difference drops down to 10−10.
Summary
For the chosen parameter values, this test case proved that the present LBE model is capable of
solving pure thermal conduction problems correctly until machine precision.
4.4.2 Transient advectiondiffusion problem
Introduction
This test case has been designed in order to find a suitable thermal model by comparing the
different above-mentioned equilibrium distribution functions, lattices, and collisional operators at
various Mach numbers. Again, the Taylor–Green vortex has been employed with its advantage of
an analytical transient velocity field. However, there does not exist an analytical temperature field.
However, it can be computed numerically with the numerically. The spectral method results4 have
4Employing the spectral method means that the original differential equation governing the problem is transferred
into frequency space by a Fourier transformation, solved there numerically, and the results are subsequently trans-
ferred back. Despite the effort for the transformation, this method has the advantage to solve suitable problems
relatively fast and accurately. Further information on spectral method can be found, e.g., in Canuto et al. [150].
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Fig. 4.3: Relative difference of the interface temperature to the theoretical one versus the non-
dimensional time (tsc = L2x/α2) for various grid sizes Lx
been provided by Dellar [124], whose spectral code utilises a fourth-order accurate Runge–Kutta
time integration and an exponential-order space discretisation scheme.
Method
Model variations
The model has been employed in the form presented in Sec. 4.2 with SRT and TRT collisional
operators and the temperature equilibrium distribution functions F1. . . F4.
Geometry and mesh
The geometry is two-dimensional, squarish, and discretised uniformly with Lx = L y grid points.
Boundary and initial conditions
The boundary conditions are periodic and the non-dimensional temperature field is initialised
with [124]:
T ∗(x ) = 1− tanh(φ). (4.19)
The variableφ is defined in Eq. 3.34 and the velocity field has been initialised and calculated with
Eqs. (3.31) throughout the entire simulation. The non-dimensional isotherms T ∗ ∈ {0.1, 0.5,0.9}
are shown from outside to inside, respectively, in Fig. 4.4 beside the initial velocity field.
Scaling and parameter values
The numerical model is scaled with the Reynolds number Re, Prandtl number Pr, Mach number
Ma, and the non-dimensional time t∗, by employing the length, velocity, and time scales, Lsc = Lx ,
usc = u0 = Ma cs, and tsc = Lsc/usc, respectively. The non-dimensional numbers are fixed at
Re = 1000, Pr = 0.71, and Ma ∈ 0.5p3 · 10−2,p3 · 10−2,p3 · 10−1	, and the number of grid
points is varied as Lx = L y ∈ {64, 128,256,512, 1024}. In addition, the lattice type has been
varied (D2Q5 and D2Q9) and the equilibrium distribution function (F1. . . F4).
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Fig. 4.4: Initial velocity and non-dimensional temperature field. The isotherms are from outside to inside
0.1, 0.5,0.9, respectively.
Results and discussion
The results are presented in terms of the global l2 norm of the relative temperature difference
between the LB simulation and some reference versus the grid size. The parameters are the
Mach number, with decreasing values from top to bottom, the collisional operator, the left-hand
column is SRT and the right-hand column is the TRT operator, the equilibrium distribution function
indicated by various point types, and the lattice stencil, indicated by different line styles. Each of
the sub-figures has a grey line indicating the slope of a second-order converging function.
Two reference solutions are employed: Firstly, the spectral method solution provided by Del-
lar [124], and, secondly, LB solutions of the present solver with the finest grid. The respective
results are shown in the Figures 4.5 and A.2 for the non-dimensional time t∗ = 4. The following
discussion is based on Fig. 4.5 with the spectral method data as reference.
Influence of the Mach number
Irrespective of the lattice stencil and the equilibrium distribution function, the Mach number
influence is obvious. For the largest value under consideration, Ma =
p
3 · 10−1 (a, b), one can
observe that the global l2 norm approaches a limit for the given grid sizes. The slope of the curves
is always smaller than that of the grey line, indicating that the order of convergence is below two.
The reason for this lies in the compressibility of the system at the largest Mach number. Some
discussion on the influence of different error terms will be given below.
Influence of the energy distribution function
The energy equilibrium distribution functions being constructed from Hermite polynomials (F1. . . F3)
exhibit an almost indistinguishable behaviour, except for the largest Mach number. Here, in sub-
figures (a, b), the curves of the equilibrium F1 is below all the others and for a small grid converg-
ing with almost second order. However, equilibria F2 and F3 approach their limits of l2 ≈ 5 ·10−3
at Lx = 128. The equilibrium distribution function F4 does not converge to the spectral solution,
but approaches a limit of l2 ≈ 0.2. This different behaviour can be also observed with the tem-
perature field in Fig. 4.6, which is shown in terms of the isotherm T ∗ = 0.2 for three subsequent
non-dimensional times t∗ ∈ {0.1, 0.5,1} indicated by an increased line width. The coloured lines
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Fig. 4.5: Global l2 norm of the relative difference to spectral method (SM) results for Ma =
p
3 ·10−1 (a,
b), Ma =
p
3 ·10−2 (c, d), and Ma = 0.5p3 ·10−2 (e, f), SRT (a, c, e) and TRT collision operators (b, d, f),
two lattices (D2Q5, D2Q9), and various equilibrium distribution functions (F1. . . F4, Eqs. (4.6))
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Fig. 4.6: Non-dimensional temperature field (T ∗ = 0.2) for three subsequent non-dimensional times (t∗ ∈
{0.1, 0.5,1.0}) for the equilibria F1. . . F3 (which coincide perfectly), and F4 in colour black
correspond to the equilibria F1. . . F3, which perfectly coincide, whereas the black line belongs to
F4. The strong advection leads to the deformation of the initial high-temperature square and the
vortices drive the fluid accordingly. It can be clearly seen that the temperature field of F4 differs
from the others, but it is qualitatively the same. The reason for this is presently not known, but
it can be speculated that the source for the error lies in the compressible-fluid assumption which
has been made by Peng et al. [149]. Here, the density is constant and the velocity field given by
the analytical solution which might lead to the differences.
Influence of the lattice type
The influence of the lattice type can be clearly seen due to the different line types. For the SRT
collisional operator, the D2Q9 results have always a smaller l2 norm, than those of the D2Q5.
Only for the case of the largest grid at the largest Mach number and with the F1 equilibrium,
both lattices approach the same l2 norm. For the TRT operator, the difference of both lattices
is marginal, except for the largest Mach number, where F2 and F3 equilibria show significant
differences similar to those of the SRT collisional operator. The better performance of the D2Q9
is due to the better isotropy of the solution because of the additional four velocity directions.
Influence of the collisional operator
The two collisional operators exhibit some subtle differences. All TRT results indicate a slightly
larger l2 norm than their SRT counterparts. But, whilst for the SRT operator, the two lattice
types are significantly differently accurate, the difference of the accuracy is reduced for the TRT
operator. However, the compressibility influence at large Mach numbers can be only compensated
for the F1 equilibrium, yielding a second order convergence until Lx = 256. Furthermore, the
TRT collisional operator leads to a stable simulation of the smallest grid size with F4 at any Mach
number.
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Fig. 4.7: Non-dimensional thermal relaxation time τT/∆t versus the number of grid points in x direction
for various Mach numbers
Influence of the grid size
The influence of the grid size is clearly visible, since the l2 norm decreases with it for F1. . . F3, but
not for F4. For the smallest two Mach numbers (c, d, e, f), the slope is parallel to the second-order
convergence, however there appears to be a special grid size were the slope becomes larger and
the curve levels off. The reason for this behaviour will be discussed subsequently.
Influence of the different error terms
Compressibility error
For the largest Mach number, the compressibility error dominates all the other terms as can be
seen from the curves in sub-figures (a, b) of 4.5. Since the compressibility error scales with Ma2,
it becomes of minor importance for the lower Mach numbers. These results are in accordance
with [56, 142].
Error terms in general
The error terms being shown in Eqs. (4.17) become important from a certain threshold Lx de-
pending upon the Mach number as can be seen in Figs. 4.5. Due to the specific structure of the
error term,
error = ∂β

τT Eβ

,
the relaxation time τT acts as a coefficient limiting the error terms. The non-dimensional thermal
relaxation time plotted versus the number of grid points in x direction, is shown in Fig. 4.7, using
the Mach number as a parameter. By comparing the number of grid points Lx at the thermal
relaxation time τT = 10−2 with the positions where the curves deviate from second-order gradient
in Fig. 4.5, one can see that both Lx are approximately the same. This implies, that one percent
of the error terms are large enough to sacrifice the solution significantly.
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Error term (−u (u ·∇) T)
This error term has the structure of a viscous term with a diffusivity uu and a gradient∇T . Beside
the fact that this term is existent, it has the undesirable feature having an anisotropic artificial
diffusivity. The TRT collisional operator has been designed making this error term at least isotropic
up to the fourth order. [59, 61, 118] This is the reason why the TRT scheme does not have the
differences between the D2Q5 and D2Q9 lattices which can be observed with the SRT operator.
Error terms (T∂t0u, −Tu (∇ · u))
The influence of these error terms cannot be distinguished from each other in this test case.
Self-convergence study
In Figure A.2, the results of the self-convergence test are presented in terms of global l2 norm
versus the number of grid points in x direction. The l2 norm is determined with Eq. (3.32)
utilising the result of LB simulation on the finest grid (Lx = 1024) as reference. The columns
depict the results for the SRT and TRT collision operators on the left-hand and the right-hand
sides, respectively. The rows represent different Mach numbers: from top to bottom: Ma ∈p
3 · 10−1, p3 · 10−2, 0.5p3 · 10−2	. As parameters, the different equilibrium distribution func-
tions F1. . . F4, Eqs. (4.6), and a line indicating second order convergence are demonstrated. It
can be seen that the algorithm with all temperature equilibrium distribution functions converge
with second order accuracy. However, the l2 norm for the TRT collisional operator is slightly larger
than that of the SRT operator.
Summary
It could be illustrated with this test case that all equilibrium energy distribution functions, lat-
tices, and collisional operators converge with second order. Comparing the results with those
obtained by the spectral method indicates that at large Mach numbers only a poor accuracy can
be obtained, whilst at smaller Mach numbers the compressibility effect is of minor importance.
The temperature field for different equilibria revealed that F1. . . F3 have perfectly the same field,
whereas F4 differs slightly from the others. The direct comparison of D2Q5 and D2Q9 shows that
the results of the larger lattice are more accurate in almost all cases under consideration. Surpris-
ingly, the SRT collisional operator has a slightly smaller l2 norm than the TRT collisional operator,
whereby with the TRT operator both lattices perform equally well.
4.5 Summary
Heat transfer simulation utilising LBM has been investigated within this chapter. After a brief liter-
ature review, the model to be investigated has been presented and also its variational equilibrium
distribution functions, and lattice stencils. With a Chapman–Enskog expansion it was possible
to derive the macroscopic limit and the error terms corresponding to the different equilibria. In
conjunction with numerical experiments, major contributions on the errors could be identified:
Firstly, at the largest Mach number under consideration Ma =
p
3 · 10−1, compressibility errors
dominate all other terms. Secondly, the lattice D2Q9 yields a better solution than the D2Q5 lattice
utilising the SRT collisional operator. Thirdly, the TRT operator produces a larger error than the
SRT operator, but the difference between both lattice types diminish. Fourthly, the equilibrium F4
has qualitatively the same results as the others, but not exactly the same, hence the l2 does not
reduce with increasing grid. Summarising this chapter it can be stated that it is possible to solve
thermal flow in the passive-scalar limit (neglecting frictional heating, and compressibility effects)
sufficiently accurately. Further, cases with constant and also variable thermal diffusivity produce
accurate results compared to their respective reference solutions.
5 Boundary and Initial Conditions
Boundary conditions are vital for the analytical and numerical solution of steady-
state or transient field problems. In case of transient problems, additional initial
values have to defined. These restrictions apply to all numerical and analytical
methods, and therefore also for the LBM. The chapter is organised as follows: After
a literature review of existing boundary conditions for the LBM, a section follows
in which the boundary conditions under consideration for partially-wetted plane
are demonstrated. After that, inlet, outlet, and corner boundary conditions are
defined and investigated with numerical tests.
5.1 Literature review
Given the microscopic origin of the method, not only macroscopic quantities, such as mass, mo-
mentum, and energy, have to be defined suitably at the boundaries, but also the distribution
functions. Some of those, in certain velocity directions eq, need some special treatment at the
boundary, since they are not updated during the streaming step. In Fig. 5.1 one can see two rep-
resentative configurations for a computational domain (grey box) being discretised with a D2Q9
lattice: a south wall (a) and a south-west corner (b). Those incoming distribution functions which
have not been updated during streaming are indicated with solid lines whilst the updated distri-
bution functions are represented by dashed lines. The boundary conditions in this chapter aim to
define the distribution functions not been updated.
Fig. 5.1: Unknown incoming distribution functions (solid lines) at the boundaries of a computational
domain (grey box): at a south boundary (a), and a south-west corner (b)
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Tab. 5.1: Moment groups for plane horizontal (left) and vertical (right) boundary conditions (BC) with
corresponding unknown distribution functions (adopted from [40])
South BC North BC Moments
f¯2 + f¯5 + f¯6 f¯4 + f¯7 + f¯8 Π¯0, Π¯y, Π¯y y
f¯5 − f¯6 f¯8 − f¯7 Π¯x, Π¯x y
f¯5 + f¯6 f¯7 + f¯8 Π¯x x
West BC East BC Moments
f¯1 + f¯5 + f¯8 f¯3 + f¯6 + f¯7 Π¯0, Π¯x, Π¯x x
f¯5 − f¯8 f¯6 − f¯7 Π¯y, Π¯x y
f¯5 + f¯8 f¯6 + f¯7 Π¯y y
An overview of hydrodynamic and thermal boundary conditions will be provided here, and
subsequently initial conditions presented. One type of boundary condition, however, cannot be
sorted into hydrodynamic and thermal conditions: Periodicity. It is the most easiest one which
can be applied for all physics and is often utilised in order to avoid special boundary treatment.
In the practical LBM algorithm this implies that during the streaming step (solving the left-hand
side of the LBE) those density distribution functions leaving the computational domain enter it at
the other side. Hence, after the streaming step in each lattice node, all distributions functions are
updated and the algorithm can continue.
5.1.1 Moment method
The moment method is not a boundary condition on its own, but a tool for analysing existing
boundary conditions and creating new ones. Bennett [40] had the idea to calculate the missing
incoming density distribution functions rigorously from the physical moments of the distribution
functions, contrary to others as will be shown afterwards. Bennett [40] and Bennett et al. [151]
applied this method for gas mixtures, and Reis and Dellar [152] for slip flow in micro-channels.
In principle it is possible to create any kind of boundaries with this method: wall, velocity or
pressure inlet, pressure outlet, and zero-gradient outlet, etc.
The hydrodynamic moments of the density distribution functions can be calculated for a D2Q9
lattice by virtue of [68]:
Π¯0 = ρ = f¯0 + f¯1 + f¯2 + f¯3 + f¯4 + f¯5 + f¯6 + f¯7 + f¯8, (5.1a)
Π¯x = ρux = f¯1 − f¯3 + f¯5 − f¯6 − f¯7 + f¯8 + ∆t/2Fx , (5.1b)
Π¯y = ρuy = f¯2 − f¯4 + f¯5 + f¯6 − f¯7 − f¯8 + ∆t/2Fy , (5.1c)
Π¯x x = p +ρuxux − 2η′ ∂xux = f¯1 + f¯3 + f¯5 + f¯6 + f¯7 + f¯8, (5.1d)
Π¯x y = ρuxuy −η′
 
∂xuy + ∂yux

= f¯5 − f¯6 + f¯7 − f¯8, (5.1e)
Π¯y y = p +ρuyuy − 2η′ ∂yuy = f¯2 + f¯4 + f¯5 + f¯6 + f¯7 + f¯8, and (5.1f)
η′ =

1+
∆t
2τ

η. (5.1g)
Depending upon the orientation of the boundary, and hence the unknown distribution func-
tions, the moments in Eqs. (5.1) can be grouped. For example, at plane south wall, there are f¯2,
f¯5, and f¯6 unknown and therefore, three independent equations are required to compute these
values. In order to construct the system of equations it is necessary that the moments to be
employed belong to different groups, since moments of the same group are linearly dependent.
The moment groups for plane horizontal and vertical boundaries are provided in Tab. 5.1. Both
tables are adopted from Bennett [40], but extended with northern and eastern boundaries for
completeness.
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Discussion of other boundary conditions
A discussion of boundary conditions, which will be shown below, can be found in all three relevant
publications [40, 151, 152], but is actually based on Bennett [40]. Hence, it will not be repeated
in great detail within this work. In brief, the earlier boundary conditions employ other moments
than those presented in Eqs. (5.1), which implies that also non-hydrodynamic moments have
been employed. These non-hydrodynamic moments (also known as ghost moments) require non-
physical assumptions. [40].
5.1.2 Hydrodynamic boundary conditions
Plane no-slip wall boundary conditions
Plane wall boundary conditions without slip are characterised by a boundary being a straight line
in two-dimensional or a plane in three-dimensional space. The no-slip condition implies that the
fluid at the wall has the same velocity as the wall itself. There are several approaches to realise
this demand.
The most popular approach is the so-called bounce-back condition, which has been introduced
by Wolfram [153] for lattice gas automatons and then adopted for LB simulations by Lavallée
et al. [154]. The basic principle is that during the streaming step the distribution functions are
transported from the last fluid into a solid nodes layer and mirrored there. In the next time step,
the streaming step advects the distribution functions back to the fluid node, but in the opposite
direction to the one it was heading to before. This procedure leads to a velocity field which
becomes zero half-way between fluid and solid node. However, the bounce-back condition leaves
some mass flux along the wall (i.e., a slip velocity) and, in addition, the wall position is not fixed,
but variable around half-way. [39, 53] Some detailed discussion on the bounce-back boundary
condition can be found, e.g., in [79, 155].
Motivated by the shortcomings of the bounce-back scheme, Inamuro et al. [156], Ginzbourg
and d’Humières [157], and Chen et al. [158] proposed new schemes which, however, did not
become as popular as the bounce-back condition.
Curved no-slip wall boundary conditions
An inherent property of a curved wall is that it is, in general, not aligned with the grid points,
leading to a distance between the wall and a fluid node close to it. The distance depends upon
the velocity direction q and is symbolised with cq. There are different approaches available for
modelling the hydrodynamic conditions at the wall.
The bounce-back condition can be applied for curved walls only with a staircase approximation
of the correct wall topology, resulting into a flow field where the no-slip occurs at cq = 1/2. In
addition to the inaccurate geometry, parasitic pressure distributions arise on the wall, and, hence
the over-all solution is not satisfying. [159]
Filippova and Hänel [160] were the first who presented a scheme with second-order spatial
convergence, utilising linear interpolation of the distribution functions in such a way that the
bounce-back occurs exactly at the wall position. With a second interpolation it is possible to
calculate the incoming distribution function on the last fluid node. Bouzidi et al. [161] and Yu
et al. [37] extended the original condition [160] by quadratic interpolation instead of a linear
one, whereby Bouzidi et al. [161] utilised two different interpolation equations, one for cq < 1/2
and the other one for cq ≥ 1/2. The boundary condition of Yu et al. [37] requires, however, only
a single equation for the entire range 0≤ cq ≤ 1.
Ginzburg and d’Humières [162] proposed a third-order accurate multi-reflective boundary
scheme which allows one to simulate exactly linear Couette flow and Poiseuille flow with arbitrary
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channel inclinations to the lattice axes. Furthermore, the authors demonstrated, that the flow field
around cylinders fits a quasi-theoretical solution perfectly whilst the bounce-back scheme fails.
However, the linear interpolation scheme introduced by Bouzidi et al. [161] was equally good as
the multi-reflective condition in this test case, and became much more popular.
Inlet boundary conditions
All conditions being shown as inlet boundary conditions can be also employed for (non-)slip walls,
but have been originally designed for open boundaries. In addition they might also be employed
as outlet conditions.
For the so-called equilibrium condition it is assumed that the unknown distribution functions
can be calculated from the equilibrium distribution function. The macroscopic quantities which
are necessary for this, have to be given at the boundary or computed suitably. Considering a
velocity inlet, the density and the velocity have to be defined, whilst for a wall boundary the
density is not known a priori. Here, it is necessary to calculate the density from the known
distribution functions by assuming that the unknown ones have approximately the same values
as their known counterparts heading in the opposite direction. [53]
A classic inlet boundary condition is that proposed by Zou and He [163]. The authors utilised
the bounce-back condition, however did not apply it on the entire distribution function, but in-
stead on the non-equilibrium part ( fq − f eqq ). This approach leads to conditions for velocity and
pressure inlets and their respective corners. The good documentation in their original article and
textbooks [39] lead to great popularity.
Outlet boundary conditions
There exists a great variety of outlet conditions for the LBM, but not yet a best-practice recommen-
dation. The most easiest way to incorporate a zero-gradient condition at the outlet is to copy all
distribution functions fq from Lx−1 to Lx for all q ∈ {0,1, . . . ,Q− 1}. Despite being a quite stable
condition, the mass conservation is violated which can be seen in steady-state channel flow. [41]
Mohamad [164] proposed to copy only the unknown distribution functions and correct them in
such a way that one can obtain a zero second gradient.
Junk and Yang [165] implemented various outlet conditions into the LBM framework. These
are the Neumann ∂u/∂n = a, the zero-normal-shear stress (−pI+ S) · n = 0, and the do-nothing
condition −pn + ν∂u/∂n = 0, which is a special Neumann condition. In particular, Junk and
Yang [165] found that in steady-state flow all conditions are equally good. For transient flow,
the authors observed that the zero-normal-stress scheme is superior over the others. Yang [166]
compared the convective boundary condition ∂tu + 〈u〉∂u/∂n= 0 with those presented by [165]
and found even better results with the convective condition.
Mussa et al. [167] applied the equilibrium condition for the outlet by defining the density at
the outlet and extrapolating the velocity vectors from the grid points just before the outlet Lx −1
to the outlet at Lx .
Partially-wetted wall boundary conditions
The investigation of wetting phenomena using the LBM became quite popular in the last decade,
which lead to many publications. However, only the basic concepts are shown here, since the
details of the boundary conditions depend strongly on the multi-phase model underlying it.
Boundary conditions for the Shan–Chen model [91] are best described by Sukop and Thorne jr.
[39]. The basic idea is that in addition to the interaction potential between both phases, another
one between the phases and the wall is designed. With the contact angle being given, a cohesion
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parameter in the additional potential can be adjusted, and hence the unknown distribution func-
tions updated. Earlier work indicated that the actual contact angle is perfectly the same as the
nominal one. [39, 41, 168–170]
For free-energy-like models such as those of Swift et al. [97], Inamuro et al. [101], Lee and
Fischer [103], or Mukherjee and Abraham [110], a boundary condition has been proposed by
Briant et al. [171] and later extended by Lee and Liu [109]. Given a nominal contact angle, one
can calculate the non-dimensional wetting potential and from that the gradient of the phase index
on the wall. The unknown distribution functions on the wall, will, however, not be filled with this
boundary condition directly. Therefore, it is necessary to apply one of the above-mentioned wall
boundary conditions, additionally. Lee and Liu [109, 172] employ the equilibrium condition for
this purpose. Further details on this boundary condition will be provided later on in this chapter.
Further work in wetting with phase index models has been performed by Kim et al. [173],
who studied the influence of structured walls by modelling the influence of the structure on the
equilibrium contact angle. Shao et al. [174] combined the Briant’s type boundary [171] with
immersed boundary conditions and Wang et al. [175] studied the contact angle hysteresis by
implementing advancing and receding contact angles into the multi-phase model of He et al.
[117].
5.1.3 Thermal boundary conditions
Al-Zoubi and Brenner [137] proposed thermal boundary conditions of Dirichlet’s and Neumann’s
type. For this purpose, the authors employed the moments for the internal energy and heat flux
and computed the unknown distribution functions from the weighted difference between the
moments of the known distributions and the desired values of the moments at the boundary.
Dixit and Babu [176] proposed Dirichlet boundary conditions based on Inamuro’s counter-
slip approach [156] and applied them for differentially-heat square cavity tests. Tang et al. [177]
developed thermal conditions analogous to those of Zou and He [163] for fluid flow and Kuo
and Chen [178] utilised a non-equilibrium bounce-back. In contrast, Liu et al. [139] investigated
the influence of four schemes determining the unknown distribution functions and found that
the results are equivalently well for Dirichlet boundary conditions. Neumann’s type boundaries
are proposed to be set up with three-point finite difference approximations of the internal energy
gradient. Kang and Hassan [179] proposed thermal immersed boundary conditions in order
to simulate fluid flow, fluid–structure interaction, and heat transfer in a single-phase flow with
movable particles.
5.1.4 Initial conditions
Initial conditions are necessary for transient simulations. In case of a zero initial velocity field it
is safe and sufficient to initialise with a density field and calculate from that the distribution func-
tions from the equilibrium function. However, as soon as the velocity field is not zero, problems
arise. Some authors also just initialise with the equilibrium, but this is not correct for two reasons.
Firstly, the density field, and hence the pressure, might not correspond to the velocity field in case
of non-uniform velocities. Secondly, in case of fluid flow itself, non-equilibrium viscous effects
come into play which are not considered if initialised with the equilibrium distribution.
Skordos [180] investigated different initial routines for a hexagonal D2Q7 lattice. For this
purpose, the author extended the existing collision term by a second one consisting of gradients
of the velocity field employing finite difference schemes.
Mei et al. [181] proposed to run an iteration algorithm in order to initialise the problem
correctly. The authors just required the velocity field which is necessary for a pressure Poisson
equation. After successful iteration one can calculate the density from the pressure employing a
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suitable equation of state. Side-product of this procedure is the full set of distribution functions
being consistent with macroscopic fields. Van Leemput et al. [182] provided a more general point
of view of initial conditions, wherein those of Mei et al. [181] is a special case.
5.1.5 Summary
Summarising the literature review on initial and boundary conditions it can be stated that there
already exist conditions that are widely utilised and well-accepted. However, some of the bound-
ary conditions require assumptions on non-physical moments, and the correct initialisation of
non-uniform systems need iterations. Hence, the boundary conditions within this treatise will be
constructed with the moment method in order to avoid non-physical moments and the initialisa-
tion will be carried out with an iterative procedure.
5.2 Hydrodynamic boundary conditions
5.2.1 Partially-wetted plane wall boundary condition
Partial wetting: Theory
The partially-wetted wall boundary condition which will be utilised in the following is based
on Briant et al. [171] and has been extended by Lee and Liu [109, 172]. Starting point is the
equation for the total free energy [171]:
Ψb +Ψi +Ψs =
∫
V

ψb (ρ) +
κ
2
|∇ρ|2

dV −
∫
A
φ1ρ dA. (5.2)
The terms are the bulk, interfacial, and surface free energy, respectively. For the latter, only the
linear part of the series expansionψ= φ0−φ1ρ+. . . is used in accordance with de Gennes [72]1.
At equilibrium conditions, there are two solutions of Eq. (5.2) that satisfy [171]:
−φ1 = ±
Æ
2κψb (ρ). (5.3)
The boundary conditions which have to be applied at the solid surface are of Neumann’s type
and read for the density, and chemical potential [172]:
ρ: ns ·∇ρs = −φ1
κ
, (5.4a)
ρ: eq ·∇ρs = 0, (5.4b)
µ: eq ·∇µs = 0. (5.4c)
A discussion of these conditions concerning their implementation will be provided subsequently.
But before the boundary conditions will be defined completely: ns is the solid surface normal
vector, and φ1 can be determined with:
φ1 =
Ω
4
(ρl −ρv)2
Æ
2κβ , (5.5)
wherein ρl and ρv are the saturation liquid and vapour densities, respectively, κ is the surface
tension parameter, and β is a compressibility factor. The non-dimensional wetting potential Ω
can be evaluated with:
Ω= 2sgn
pi
2
− θ
n
cos
α
3
h
1− cos
α
3
io1/2
, (5.6)
and cosα= (sinθ )2. The function sgn returns the sign of the argument.
1Lee and Liu [109] employed also higher-order terms of this expansion.
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Partial wetting: Implementation
The implementation of Eqs. (5.4) is somewhat confusing for beginners with this model due its
two constraints for the density. In the first one, Eq. (5.4a), the density is treated as the phase
index in a single-component two-phase flow, and it is only applied in the interface term of the
chemical potential. The second and third terms, Eqs. (5.4b) and (5.4c) ensure that there is no
mass flux through the boundary and is applied everywhere else in the force term.
The partial wetting boundary condition is applied in the interface term−κ∇2ρ of the chemical
potential:
µ(ρ) = µb(ρ)−κ∇2ρ︸ ︷︷ ︸
Eq. (3.3)
+µA (5.7)
which has been extended by Lee and Liu [109] with the artificial chemical potential:
µA =
¨
2βAϕ (ρl −ρv)3 , for ϕ < 0,
0, else.
(5.8)
In the original article [109], the artificial chemical potential has been introduced for a binary-fluid
system with a phase index ϕ and therefore the additional saturation density difference has been
introduced here in order to keep the units correct. This artificial chemical potential leads to a
varied excess free-energy:
Ψ = Ψb +ΨA with µA = ∂ϕΨA. (5.9)
The influence of the artificial excess free-energy is visualised in Fig. 5.2 in terms of the non-
dimensional excess free-energy Ψ/(β(ρl −ρv)4) versus the phase index ϕ, wherein the artificial
compressibility βA is a multiple of the ‘normal’ compressibility β . Increasing ratios of βA/β lead to
steeper lines when the phase index becomes negative, which results in a stronger resistance of the
system against undershooting phase indices. The stabilising effect of this term will be discussed
below.
There are different approaches to incorporate the gradient condition (5.4a) into the Laplacian
term of the chemical potential. The best one is the following: [109]
∇2ρ(x s) = ∂x xρ + ∂y yρ
=
1
∆x2
 
ρi+1, j +ρi−1, j − 2ρi, j

+
1
2∆x
 −∂yρi, j+2 + 4∂yρi, j+1 − 3∂yρi, j , (5.10)
with:
∂yρi, j = −φ1
κ
, (5.11)
∂yρi, j+1 =
1
2∆x
 
ρi, j+2 −ρi, j

, and (5.12)
∂yρi, j+2 =
1
2∆x
 
3ρi, j+2 − 4ρi, j+1 +ρi, j

. (5.13)
By virtue of these gradients, the Laplacian operator for a south wall can be expressed with:
∇2ρs = 1/4

4
 
ρi−1, j +ρi+1, j +ρi, j+1
− 13ρi, j +ρi, j+2 + 6φ1
κ

. (5.14)
The conditions for the directional derivatives of the density, Eq. (5.4b), and the chemical
potential, Eq. (5.4c), have to be applied for all velocity directions eq crossing the wall. In order
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Fig. 5.2: Non-dimensional excess free-energy Ψ/(β(ρl −ρv)4) of the two-phase system depending upon
the phase index ϕ and the artificial compressibility βA; plot of Eq. (5.9)
to avoid inconsistency of the conditions it is recommended to calculate at first the directional
derivatives and take the moments of them afterwards. For an efficient implementation it is even
better deriving the moments of the directional derivatives at the partially-wetted wall on paper
and implement the results into the code instead of looping over all the directional derivatives in
the code.
Calculation of the missing incoming density distribution functions
What is still undefined are the missing incoming density distribution functions, e.g., f¯2, f¯5, and f¯6
for a south wall. As mentioned in the literature review, there are several approaches possible. Lee
and Liu [172] employed the equilibrium bounce-back which has the major draw back to impose
a zero velocity no-slip boundary condition. In order to be able to control the wall velocity, the
method of Zou and He [163] and the moment method proposed by Bennett [40] are implemented
and tested.
Zou and He method
The derivation of the discrete equations is somewhat tedious since the distribution functions f¯q
have to be transformed to fq in order to conduct the non-equilibrium bounce-back as proposed
by Zou and He [163]. Afterwards it is necessary to transform the distribution function back to f¯q.
Some details on this transformation can be found in Sec. B.6.
In order to save some space, only the results for a south wall are given here:
ρ =

f¯0 + f¯1 + f¯3 + 2
 
f¯4 + f¯7 + f¯8
− 1/2∆t Fy/  1+ uy , (5.15a)
f¯2 = f¯4 + f
eq
2 − f eq4 − 12ρc2s
 
f eq2 − f eq4

Fαuα− f eq2 e2,αFα+ f eq4 e4,αFα

, (5.15b)
f¯5 = 1/2

Π¯x + Π¯y− 1/2∆t
 
Fx + Fy
− f¯1 − f¯2 + f¯3 + f¯4 + 2 f¯7 , (5.15c)
f¯6 = 1/2
−Π¯x + Π¯y + 1/2∆t  Fx − Fy+ f¯1 − f¯2 − f¯3 + f¯4 + 2 f¯8 . (5.15d)
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Beware that summation over repeating Greek indices is assumed and that different discretisation
schemes have to be employed for uαFα and eq,αFα as discussed in section 3.2.3. In a similar manner
it is possible to derive the corresponding equations for any other wall.
Moment method
Beside the utilisation of the Zou and He method, the moment method is employed for defining
the missing incoming distribution functions. Therefore, it is necessary to chose three independent
moments of those listed in Tab. 5.1, which should be Πx, Πy, and Πx x. The density at the wall
can be calculated by employing Π¯y and the known distribution functions. Solving this system of
equations leads to:
ρ =

f¯0 + f¯1 + f¯3 + 2
 
f¯4 + f¯7 + f¯8
− 1/2∆t Fy/  1+ uy , (5.16a)
f¯2 = f¯1 + f¯3 + f¯4 + 2
 
f¯7 + f¯8
−Πx x− 1/2∆t Fy (5.16b)
f¯5 = − f¯1 − f¯8 + 1/2

Π¯x + Π¯x x− 1/2∆t Fx

, (5.16c)
f¯6 = f¯3 + f¯7 + 1/2

Π¯x− Π¯x x− 1/2∆t Fx

, (5.16d)
One can reduce the complexity of the second-order moment Πx x at the wall to:
Π¯x x = p(ρ) +ρuxux , with (5.17)
p(ρ) = pb(ρ)− 1/2κ
∂αCρ2 . (3.19)
assuming that the wall is rigid and hence the gradients of the wall velocity disappear. In addition
it is often possible to drop the second term also due to zero wall velocity.
Comparison of Zou and He, and moment methods
A comparison of both boundary conditions reveals some interesting points. Whilst the equations
for the density ρ and ( f¯5 − f¯6) are the same, those for f¯2 and ( f¯5 + f¯6) differ significantly. The
reason is that the moment Πx x is employed in the moment method whilst for the Zou and He
method, only Πx, and Πy are used in conjunction with some higher-order ghost moments, and
the non-equilibrium bounce-back. [40] This special bounce-back scheme requires the equilibrium
distribution function to be evaluated and, in addition, that directional derivatives within the force
term have to be calculated for computing f¯2. In the moment method it is just necessary to calculate
the moment-based derivatives. However, for the moment method it is necessary to calculate the
pressure at the wall from the density. In any case, all the gradients have to be discretised with a
central differencing scheme.
5.2.2 Inlet and outlet boundary condition
Gradient discretisation at open boundaries
The gradients within the force term have to be discretised consistently throughout the entire
algorithm. Here, it is proposed to employ conditions (5.4) in such a manner that the gradients
normal to the boundary diminish and also the directional ones on velocity directions crossing the
boundary. This requirement leads to ‘neutral wetting’ at the open boundaries.
Inlet boundary conditions
The inlet is assumed to be located at the west boundary of a rectangular computational domain.
Similar to the wall conditions described above, it is necessary to calculate the incoming distribu-
tion functions, f¯1, f¯5, and f¯8, since they are not updated during the streaming step. In order to
calculate them, different methods might be employed, but the moment method is utilised here
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for consistency purposes. Therefore, three linearly independent moments have to be chosen at
the inlet, which are Πx, Πy, and Πy y. By virtue of their respective equations in Eqs. (5.1), it is
possible to solve the system of equations, yielding:
f¯1 = Π¯x− Π¯y y + f¯2 + f¯3 + f¯4 + 2
 
f¯6 + f¯7
− 1/2∆t Fx , (5.18a)
f¯5 = − f¯2 − f¯6 + 1/2
 
Πy +Πy y− 1/2∆t Fy

, (5.18b)
f¯8 = − f¯4 − f¯7 − 1/2
 
Πy−Πy y− 1/2∆t Fy

. (5.18c)
The moments can be generally computed with:
Π¯x = ρux , Π¯y = ρuy , and Π¯y y = p +ρuyuy − 2

1+
∆t
2τ

η∂yuy , (5.19a)
and by assuming uy = 0
Π¯x = ρux , Π¯y = 0, Π¯y y = p. (5.19b)
Both ρ and ux might satisfy any function of y since there have not been made any assumptions
on this.
Outlet boundary conditions
The construction of correct outlet boundary conditions is quite difficult. To be consistent with
the other boundary conditions it is desired to derive them with the moment method. Assuming
the outlet to be the east boundary of a rectangular domain, the distribution functions f¯3, f¯6, and
f¯7 are unknown and need to be determined through boundary moments. In addition to three
moment method conditions, three other ones will be presented subsequently and tested for their
applicability.
a) moment method (Π¯0, Π¯y, Π¯y y)
b) moment method (Π¯x, Π¯y, Π¯y y)
c) moment method (Π¯y, Π¯x x, Π¯y y)
d) convective condition: ∂tu + 〈u〉∂nu = 0 [166]
e) copying unknown f¯q to boundary node
f) copying all f¯q to boundary node
All of the conditions proposed above will be briefly outlined in the following.
Condition (a)
For this moment method condition it is necessary to give Π¯0, Π¯y, and Π¯y y at the boundary. Solving
the system of equations yields:
f¯3 = − f¯0 − f¯1 + Π¯0− Π¯y y (5.20a)
f¯6 = − f¯2 − f¯5 + 1/2
 
Π¯y + Π¯y y− 1/2∆t Fy

(5.20b)
f¯7 = − f¯4 − f¯8 + 1/2
 −Π¯y + Π¯y y + 1/2∆t Fy (5.20c)
Herein, the density ρ and the velocity component uy have to be suitably defined at the boundary.
The pressure can be calculated from the density field.
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Condition (b)
For this moment method condition it is necessary to give Π¯x, Π¯y, and Π¯y y at the boundary. Solving
the system of equations yields:
f¯3 = f¯1 + f¯2 + f¯4 + 2( f¯5 + f¯8)− Π¯x− Π¯y y + 1/2∆t Fx (5.21a)
f¯6 = − f¯2 − f¯5 + 1/2
 
Π¯y + Π¯y y− 1/2∆t Fy

(5.21b)
f¯7 = − f¯4 − f¯8 + 1/2
 −Π¯y + Π¯y y + 1/2∆t Fy (5.21c)
ρ =

f¯0 + f¯2 + f¯4 + 2( f¯1 + f¯5 + f¯8) + 1/2∆t Fx

/(1+ ux) (5.21d)
Herein, the velocity components ux and uy have to be suitably defined at the boundary. The
pressure can be calculated from the density field.
Condition (c)
For this moment method condition it is necessary to give Π¯y, Π¯x x, and Π¯y y at the boundary.
Solving the system of equations yields:
f¯3 = − f¯1 + f¯2 + f¯4 + Π¯x x− Π¯y y (5.22a)
f¯6 = − f¯2 − f¯5 + 1/2
 
Π¯y + Π¯y y− 1/2∆t Fy

(5.22b)
f¯7 = − f¯4 − f¯8 + 1/2
 −Π¯y + Π¯y y + 1/2∆t Fy (5.22c)
ρ =

f¯0 + f¯2 + f¯4 + 2( f¯1 + f¯5 + f¯8) + 1/2∆t Fx

/(1+ ux) (5.22d)
Herein, the velocity components ux and uy have to be suitably defined at the boundary. The
pressure can be calculated from the density field.
Condition (d)
The convective boundary condition has been proposed by Yang [166] and provides a LB imple-
mentation of ∂tu + 〈u〉∂nu = 0 with:
f¯q(x = Lx , t +∆t) = f¯q(Lx , t) + 3wq
 
∆u · eq

, and (5.23a)
∆u = −〈u〉
2
[3u(Lx , t)− 4u(Lx − 1, t) + u(Lx − 2, t)] . (5.23b)
Herein, 〈u〉 is a positive representative velocity, e.g., the average velocity at the outlet.
Condition (e)
For this condition, the unknown distribution functions are updated with those from nodes being
located before the outlet.
f¯q(x = Lx) = f¯q( f¯q[Lx − 1], f¯q[Lx − 2], . . . ), ∀ q ∈ {3,6, 7} . (5.24)
The rules for the copying depends on the extrapolation scheme as shown subsequently.
Condition (f)
This condition is similar to condition (e), but with the difference that not only the unknown
distribution functions will be copied from neighbouring nodes, but all.
f¯q(x = Lx) = f¯q( f¯q[Lx − 1], f¯q[Lx − 2], . . . ), ∀ q ∈ {0,1, . . . ,Q− 1} . (5.25)
Extrapolation schemes
In order to define all the moments at the outlet correctly, it is necessary to extrapolate. Utilising
finite difference gradient schemes given by Fornberg [183], it is possible to construct the following
conditions for a general quantity φ:
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zero-gradient (φ′ = 0)
1st order (scheme A): φ(x)BC = φ(x − 1) (5.26a)
2nd order (scheme B): φ(x)BC = 1/3 [4φ(x − 1)−φ(x − 2)] (5.26b)
zero-second-gradient (φ′′ = 0)
1st order (scheme C): φ(x)BC = 2φ(x − 1)−φ(x − 2) (5.26c)
2nd order (scheme D): φ(x)BC = 1/3 [−φ(x − 1)− 3φ(x − 2) +φ(x − 3)] (5.26d)
other
(scheme E): φ(x)BC = φ(x) (5.26e)
5.2.3 Corner boundary conditions
A geometrical representation of a south-west corner is given in Fig. 5.1(b) on page 51. Herein,
dashed lines represent distribution functions which are known after the streaming and solid lines
represent the unknown ones. Those unknown distribution functions have to be defined by em-
ploying suitable moments at the corner. For a D2Q9 lattice there are five unknowns and for a
D2Q5 lattice just two.
From the moments in Eqs. (5.1) it is necessary to chose five independent ones which are given
at the corner under consideration. Assuming a velocity inlet joining a solid wall in the south-west
corner under consideration, it is recommended to employ Π¯0, Π¯x, Π¯y, Π¯x x, and Π¯y y. Solving the
system of equations leads to:
f¯1 = Π¯0− Π¯y y− f¯0 − f¯3 (5.27a)
f¯2 = Π¯0− Π¯x x− f¯0 − f¯4 (5.27b)
f¯5 = −Π¯0+ f¯0 + f¯3 + f¯4 + f¯7 + 1/2

Π¯x + Π¯y + Π¯x x + Π¯y y− 1/2∆t
 
Fx + Fy

(5.27c)
f¯6 = − f¯3 − f¯7 − 1/2
−Π¯x + Π¯x x + 1/2∆t Fx (5.27d)
f¯8 = Π¯0− f¯0 − f¯1 − f¯2 − f¯3 − f¯4 − f¯5 − f¯6 − f¯7 (5.27e)
Considering a fully-developed channel flow it is possible to evaluate the moments as follows:
Π¯x = ρux ,s (5.28)
Π¯y = 0 (5.29)
Π¯x x = p(ρ) +ρux ,sux ,s (5.30)
Π¯y y = p(ρ) (5.31)
with
p(ρ) = pb(ρ)− 1/2κ
∂αCρ2 . (3.19)
In case of a solid wall at rest, the x component of the solid velocity ux ,s is also zero. The other
corner conditions can be derived likewise.
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5.3 Thermal boundary conditions
It is proposed to utilise the moment method also for thermal boundary conditions. The physical
thermal moments of the energy density distribution function for the D2Q5 read:
Π¯0 = T = g¯0 + g¯1 + g¯2 + g¯3 + g¯4 (5.32a)
Π¯x = Tux −

1+
∆t
2τT

k∂xT = g¯1 − g¯3 (5.32b)
Π¯y = Tuy −

1+
∆t
2τT

k∂yT = g¯2 − g¯4 (5.32c)
Tables 5.1 can be also applied here, but one has to consider that for the D2Q5 only velocity
directions on the principle axes have to be employed and that the number of moments is reduced.
Considering a south wall, temperature conditions (TC) of Dirichlet’s kind, and heat flux con-
ditions (HC) of Neumann’s kind read:
TC: g¯2 = T − g¯0 − g¯1 − g¯3 − g¯4, (5.33a)
HC: g¯2 = g¯4 + Tuy +

1+
∆t
2τT

q˙y , (5.33b)
respectively, assuming Fourier’s law q˙y = −k∂yT holds.
5.4 Initial conditions
Correct initial conditions are vital for all transient simulations. In particular for the LBM it is
important to calculate the initial density distribution functions properly. As already mentioned
in the literature review, for zero-velocity fields it is possible to initialise with the equilibrium
distribution function. However, in the case of a non-zero-velocity field one has to calculate also
the non-equilibrium part of the distribution function.
In this treatise, the approach of Mei et al. [181] is followed. Mei et al. [181] proposed an iter-
ative procedure for determining the pressure field in accordance with a pressure Poisson equation
and – as a side product – the correct density distribution functions for a given velocity field. The
basic idea of this approach is to employ the LB algorithm twice: in a first step, as an iterative
solver for a steady-state advection–diffusion problem, and in a second one, as a transient two-
phase solver. The present implementation utilises the same functions in both steps, leading to an
increased maintainability.
In the first step, all the velocity calculations are prohibited, and the relaxation time is set to
τ/∆t = 1/2, leading to a maximum stability. The starting values for the density distribution func-
tions are given with their equilibrium values. The iterative procedure is performed as long as the l2
norm of the relative difference between the distribution function of two successive iteration steps
is above a certain threshold. As soon as the iteration is finished, the relaxation time is adjusted
according to the viscosity and the transient simulation can start. Details on the implementation
will be given in Sec. 6.2.3.
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Fig. 5.3: Three-phase point indicated by phase index isolines (ϕ ∈ {0.1,0.5, 0.9}) and blue tangent of
ϕ = 0.5 for ρ? = 100 and θ eqn = 0.25
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5.5.1 Partially-wetted plane wall boundary
Introduction
This test case has been designed in order to investigate the partial wetting capabilities of the
moment method boundary condition. A circular liquid drop is therefore placed close to a wall
which has a given wetting potential and hence a given contact angle. After equilibration, the
contact angle will be determined by visual means utilising figures such as Fig. 5.3 and an image
processing software. Here, one can see three isolines of the phase index and the tangent of
ϕ = 0.5. Very close to the wall one can observe an inflection point indicating that the vapour
density at the wall is slightly larger than those of the bulk which is in accordance with Lee and
Fischer [103].
Method
Model variations
The two-phase model has been employed as given in Sec. 3.2 with the SRT collisional operator.
Geometry and mesh
The computational domain is rectangular with Lx = 5/3L y = 12.5 R0 and discretised with a uni-
form grid.
Boundary and initial conditions
The boundary condition at the north and south no-slip walls are modelled with the moment
method and the Zou–He condition as introduced in Sec. 5.2.1. Periodicity is implemented at the
5.5 Numerical tests 65
east and west boundaries. The domain is initialised with a zero-velocity field and with:
ρ(x ) =
ρv +ρl
2
+
ρv −ρl
2
tanh
 2
ξ
Æ
(x − 1/2Lx)2 + (y − R0)2 − R0

 , (5.34)
representing a circle with a smooth transition from liquid to vapour density of the initial radius
R0 whose mass centre is located at x = (1/2Lx , R0)T and its interface width is ξ.
Scaling and parameter values
The scaling of this system is carried out with the density ratio ρ?, the non-dimensional time
and contact angle t∗ and θ ∗, respectively, and the ratio of artificial to ‘normal’ compressibility
βA/β , utilising tsc = ρlνl Lsc/σ, θsc = pi and Lsc = R0. The initial radius is varied as R0 ∈{20,50}, the density ratio ρ? ∈ {2,5, 7,10, 20,50, 70,100, 200,500, 700,1000, 2000,200000},
the nominal contact angle θ ∗n ∈ {1/36, 1/12, 1/6, 1/4, 1/3, 1/2, 2/3, 3/4, 5/6, 11/12, 35/36}, and the ratio of
compressibilities βA/β ∈ {0, 1,10, 100,1000, 2000}.
Results and discussion
The results of this test case are shown in terms of actual versus nominal non-dimensional contact
angle in Figs. 5.4, 5.6, and 5.7. In addition the maximum density ratio versus the nominal contact
angle is given in Fig. 5.5 and the maximum non-dimensional velocity in the domain versus the
non-dimensional time is presented in Fig. 5.8.
Influence of the boundary condition type
The influence of the boundary condition type can be seen in Fig. 5.4 where results for the moment
method are shown in sub-figure (a) and those of the Zou–He method are shown in (b). It is
obvious that the results are completely equivalent for both methods, irrespective of βA/β and θn.
For βA/β = 100, one can see an excellent agreement of the actual and nominal contact angles.
Only for the two most extreme contact angles, a significant departure from the ideal line can be
observed. Hence, it can be concluded that the moment method boundary condition is capable
solving partial wetting reasonably well. A discussion concerning the influence of βA/β will be
provided subsequently.
Influence of the artificial compressibility
As can be seen in Fig. 5.4, the numerical value of the artificial compressibility has an influence on
the stability of the boundary condition implementation. The value βA = 0 corresponds hereby to
the original boundary model of [171, 172] which leads to unstable simulations for ρ? = 100 and
non-dimensional contact angles deviating strongly from θ ∗n = 0.5. A value of βA/β = 100 leads
to stable simulations for all contact angles under consideration with good results.
In order to study the stabilising effect of βA, the maximum density ratio which still leads to
stable simulations is plotted versus the non-dimensional nominal contact angle in Fig. 5.5. One
can see that for βA/β = 0 a density ratio of ρ? = 10 can be used for small contact angles and
for the largest two only ρ? = 2. For moderate wetting conditions it is possible to increase the
density ratio further and at neutral wetting the limit is ρ? = 2 · 105. Increasing the βA leads to
the situation that the density ratio can be up to ρ? = 100 and for moderate contact angles a
few hundreds. Increasing the artificial compressibility even further up to βA/β = 2000 one can
find two stability bounds; a lower at ρ? = 20 and an upper one indicated by the grey area in
Fig. 5.5. For any case of βA, it is remarkably possible to reach a density ratio of ρ
? = 2 · 105 for
θ ∗ = 0.5, which has never been shown by any earlier publication utilising the Lee–Fischer model.
In addition it should be stressed that fluid movement took place in these simulations as the drop
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Fig. 5.4: Actual versus nominal non-dimensional contact angle for moment method (a) and Zou and He
(b) boundary conditions with ρ? = 100 and various artificial compressibilities βA
had to move to the wall in order to reach its equilibrium condition. In other literature, the drop
had been already initialised with its equilibrium shape. [172]
After investigating the stability improvements due to the artificial compressibility, their influ-
ence on the contact angle itself has been studied. In Fig. 5.6, the actual non-dimensional contact
angle is plotted versus the nominal one for different density ratios ρ? = 10 (a), ρ? = 200 (b),
ρ? = 500 (c), and ρ? = 1000 (d) as well as different βA/β ∈ {0,10, 100,2000} as parameters.
Missing symbols for a specific value of βA implies that the corresponding simulation was unstable.
It can be found in (a) that for the lowest density ratio, both higher βA lead to unstable simulations
whilst in the other three sub-figures the lowest two values for βA only lead to stable simulations
for neutral wetting. However, it can be stated that in any case the resulting actual contact angle
agrees well with the nominal provided that the simulation was stable.
Influence of the grid size
The influence of the grid size can be seen in Fig. 5.7 where the actual non-dimensional contact
angle is plotted versus the nominal one for ρ? = 10 (a) at ρ? = 100 with βA/β = 100 and
different drop resolutions. For the lower density ratio it is not possible to find any differences
between both sizes, whereas for the larger density ratio there are some. The simulations of the
smaller drop with both extreme contact angles were unstable; whilst the larger drop lead to stable
simulations with the same accuracy, as already known from the other cases demonstrated in this
test.
Temporal development of the velocity
Beside the contact angle and the stability bounds it is interesting to study the temporal devel-
opment of the maximum velocity within the domain. Therefore, the maximum non-dimensional
velocity is plotted versus the non-dimensional time (tsc = ρlνlR0/σ) for three different contact
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Fig. 5.5: Maximum stable density ratio versus nominal non-dimensional contact angle for the moment
method with various artificial compressibilities βA; stability range for βA/β = 2000 is indicated by the
grey colour
angles in Fig. 5.8. It can be found that the maximum non-dimensional velocity decreases expo-
nentially at the beginning and leads into a saturation below 10−9. However, the velocity field
does not equilibrate completely, but shows some oscillation with peaks of the order of 5 · 10−7.
The reason for these oscillations is not yet fully understood. There might be some discretisa-
tion discrepancy or a mistake in the computer code. Nonetheless, the absolute value of the peak
Mach number is several orders of magnitude below the Mach number, the flow should have and
is therefore considered to be negligible.
Summary
Summarising this test case it can be concluded that the moment method and Zou–He boundary
condition are equally well suitable for this task, but the moment method is preferred for con-
sistency purposes. Introducing the artificial compressibility stabilises the solver significantly and
leads to the situation that any contact angle under consideration can be applied up to a den-
sity ratio of ρ? = 200, for moderate deviations from neutral wetting ρ? = 700 . . . 1000, and
at neutral wetting ρ? = 2 · 105. In those configurations with a stable simulation, one can find
an excellent agreement between actual and nominal contact angle. Only for extremely small or
large contact angles one can find some differences. However, the temporal development of the
non-dimensional velocity is dissatisfying, since the maximum non-dimensional velocity does not
decay to zero, but remains finite at 10−9 with some repeating peaks at approximately 5 · 10−7.
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Fig. 5.6: Actual versus nominal non-dimensional contact angle for the moment method with various ar-
tificial compressibilities βA: (a) ρ
? = 10, (b) ρ? = 200, (c) ρ? = 500, (d) ρ? = 1000
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Fig. 5.7: Grid independence test for ρ? = 10 (a) and ρ? = 100 (b) for moment method with βA/β = 100
and various numbers of grid points within the initial drop radius
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Fig. 5.9: Non-dimensional velocity profile ux/ 〈ul〉 versus the non-dimensional y coordinate y∗ = y/δ for
various ratios of the dynamic viscosity η? = ηl/ηv
5.5.2 Outlet boundary conditions
Introduction
The outlet boundary conditions have been tested for their applicability for laminar, waveless liquid
film flow with a film thickness δ. In order to find the best working condition, the conditions and
extrapolation schemes, illustrated in Sec. 5.2.2, are implemented and tested.
Method
Model variations
The two-phase model is used was employed in Sec. 3.2 with the SRT and TRT collisional operators.
Geometry and mesh
The geometry is rectangular with Lx = 10δ = 20L y and discretised with a uniform grid.
Boundary and initial conditions
The boundary conditions are walls in the north and south boundary, as well as a velocity inlet at
the west boundary as introduced in Sec. 5.2.1. The outlet conditions are the subject of this study.
The domain is initialised with a two-phase Poiseuille profile (see Fig. 5.9 for an illustration)[184,
185]:
ux ,l = 〈ul〉6 y
2 + k y
2δ2 + 3kδ
, for
y
δ
∈ [0, 1] , (5.35a)
ux ,v = 〈ul〉6η?
y2 − L2y + k
 
y − L y

2δ2 + 3kδ
, for
y
δ
∈ 1, L y/δ , (5.35b)
uy,l = uy,v = 0, (5.35c)
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with
k = −η
?

L2y −δ2

+δ2
η?
 
L y −δ

+δ
, η? =
ηl
ηv
, (5.35d)
and the average velocity in the liquid 〈ul〉. The density is defined as:
ρ(y) =
ρl +ρv
2
+
ρl −ρv
2
tanh

2
 
0.5L y − y

ξ

. (3.8)
Scaling and parameter values
The scaling is carried out with the density ratio ρ? = 10, the Reynolds number Re = 10 and the
Mach number Ma = 0.5
p
3 · 10−2, utilising the reference length Lsc = δ = 35.
Results and discussion
The results of this test case are shown in Tab. 5.2. The columns are the boundary conditions
given in Sec. 5.2.2 and the rows are the extrapolation schemes given in Eqs. (5.26). It can be
Tab. 5.2: Results of the outlet boundary condition test
Scheme Condition (Sec. 5.2.2)
(a) (b) (c) (d) (e) (f)
A, (5.26a) ff sf sf u ff u
B, (5.26b) u u u — u s
C, (5.26c) u u u — u u
D, (5.26d) u ff ff — u u
E, (5.26e) u s s — — —
u. . . unstable, sf. . . slug flow, ff. . . fully filled, s. . . stable, —. . . not tested
seen that most of the combinations lead to unstable simulations (indicated by an ‘u’), some lead
to a domain fully filled with liquid (‘ff’), some yielded a slug flow (‘sf’), and some others were
not tested (‘—’).
Moment method conditions
The moment method conditions (a)–(c) lead to some unstable simulations, which means here that
the density becomes negative in some points. However, for the first-order zero-gradient scheme,
Eq. (5.26a), the simulations produced a domain which was fully filled with liquid in the steady-
state for the condition (a) and to some pulsating flow for the conditions (b) and (c). The latter
flow conditions is characterised by an almost fully filled domain, which is emptied abruptly and
then filled again, never reaching a steady-state. Fully-filled domains can be also produced with
the scheme (5.26d) applied on conditions (b) and (c). Only the combinations of scheme (5.26e)
with the conditions (b) and (c) lead to a steady-state with a partially-filled channel as intended.
Convective condition
The convective boundary condition could not be successfully applied for this kind of problem.
Distribution function extrapolation conditions
The extrapolation of known distribution functions from neighbouring nodes onto the boundary
lead to unstable simulations as for the other conditions, except for the combinations (5.26a)–(e)
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and (5.26b)–(f). The former produced a fully-filled channel, whereas the latter one yielded a
steady-state with a partially-filled channel.
The role of the collisional operator
An interesting observation could be made when changing the value of τ to any other value than
1/2 when employing the SRT collisional operator. It could be found that the simulation became
immediately unstable. However, when applying the TRT collisional operator it is possible to set
other values than 1/2 for τ. For this discussion one has to remember the LBE, Eq. (2.32), with
the SRT collisional operator, Eq. (2.15). One can see that for τ = 1/2 the system relaxes directly
to equilibrium during the collision step yielding most stable conditions. Employing the TRT colli-
sional operator it is possible to set any other value satisfying τ > 0.
Summary
The results of this test case showed unstable simulations, some with pulsating slug flow, others
with a fully-filled channel, and very few with a steady-state and a partially filled channel. How-
ever, those few combinations of extrapolation schemes and boundary conditions with a steady-
state are applicable for the purposes in this treatise. From those combinations the one utilising
Π¯y, Π¯x x, and Π¯y y in conjunction with scheme E, Eq. (5.26e). The reason is that the zero-gradient
condition of the velocity has already been implemented in Π¯x x Π¯y y and hence, the condition is
consistent with the others.
5.5.3 Thermal boundary conditions
Introduction
The implementation of temperature (TC) and heat flux (HC) boundary conditions will be tested
with this case. Therefore, a one-dimensional, steady-state advection–diffusion problem can be
constructed which is governed by the following differential equation and boundary conditions:
u∂xT = α∂x xT (5.36a)
T (x = 0) = T0 (TC), or − k∂xT |x=0 = q˙0 (HC), and (5.36b)
T (x = L) = TL . (5.36c)
System (5.36) can be solved analytically, yielding the non-dimensional temperature fields (for
details see Sec. B.7):
Dirichlet condition (TC): T ∗(x∗) = T (x
∗)− TL
T0 − TL = 1−
exp(Pe x∗)− 1
exp (Pe)− 1 (5.37)
Neumann condition (HC): T ∗(x∗) = T (x
∗)− TL
T0 − TL =
Nu
Pe
[exp(Pe)− exp(Pe x∗)] , (5.38)
employing the non-dimensional position x∗ = x/L, the Péclet number Pe = uL/α, and the Nusselt
number Nu = q˙0 L/[k(T0 − TL)].
Method
Model variations
The thermal model has been employed as presented in Sec. 4.2 with SRT and TRT collisional
operators and the energy density equilibrium distribution functions F1. . . F4. The velocity field is
given and constant, hence only the energy distribution is required to be solved.
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Geometry and mesh
Although the problem is one-dimensional, the computational domain is rectangular with L×3 grid
points. Resolving the y direction with three grid points allows to employ the boundary conditions
for two dimensions as given in Sec. 5.3.
Boundary and initial conditions
The boundary conditions are T ∗(x∗ = 0) = T ∗0 = 1 (TC) and q˙(x = 0) = q˙0(Nu) (HC), as well as
T ∗(x∗ = 1) = T ∗L = 0. The boundary conditions in y direction are periodic.
Scaling and parameter values
The numerical model is scaled with the Péclet number Pe, the Nusselt number Nu, and the Mach
number Ma, utilising Lsc = L ∈ {16,32, 64,128, 256}, usc = u, and leading to Pe ∈ {0,0.1, 1,10},
Nu = 1, and Ma ∈ 0.5p3 · 10−2,p3 · 10−2,p3 · 10−1	.
Results and discussion
The results of this test case are presented in terms of non-dimensional temperature fields depend-
ing upon the Péclet number and the kind of boundary condition at x = 0 in Fig. 5.10. Furthermore,
the grid convergence is shown in Fig. 5.11 in terms of the global l2 norm under variation of the
kind of boundary condition (a, c, e: TC; b, d, f: HC), the Péclet number (a, b), the equilibria and
collisional operators (c, d), and the Mach number (e, f). If not parameter in the sub-figure, the
Mach number is Ma =
p
3 ·10−2, the Péclet number is Pe = 1, the Nusselt number is Nu = 1, and
the collisional operator is TRT. The grey lines indicate second order convergence.
Temperature fields
The non-dimensional temperature fields for a 256 grid points in Fig. 5.10 illustrate clearly that
the numerical solution perfectly coincides with the theoretical solution for three different Péclet
numbers. Herein, Pe = 0 represents a pure thermal conduction. It should be stressed that the
non-dimensional reference temperature difference in the TC cases is unity, whereas it varies with
the Péclet number in the HC cases.
Influence of the Péclet number on the grid convergence
In order to visualise the influence of the Péclet number on the grid convergence, the results for
Ma =
p
3 ·10−1 and with the TRT collisional operator are shown in Figs. 5.11(a, b). It can be seen
that for Pe ∈ {0.1, 1} the solution converges with second-order, whereas for Pe = 0 the residuals
appear not to converge, but on a very low level of approximately 10−12 or below. The reason
for the latter observation lies in the fact that the magnitude of the l2 norm is low enough that
round-off errors become significant.
Influence of the equilibria and collisional operators on the grid convergence
In sub-figures (c, d) can be clearly observed that only F1 leads to a second-order converging
solution, whereas the results of F4 are off as has been already seen in Sec. 4.4.2. The equilibria
F2 and F3 are also not converging with second-order, but the global l2 norm approaches a limit of
5 · 10−5 for the TC and 7 · 10−4 for the HC condition. Hence it can be stated that the lattice D2Q5
cannot support non-linear equilibria. This effect is also visible in Fig. 4.5, page 47. However,
the effect is not so strongly visible there, due to overlying other effects, because of the non-linear
velocity field. The results of SRT and TRT collisional operators perfectly coincide indistinguishable
with each other.
Influence on the Mach number on the grid convergence
The influence of the Mach number on the grid convergence can be seen in sub-figures (e, f) for
the F1 equilibrium distribution function with the TRT collisional operator. Interestingly, there is
no influence visible. For all Mach numbers, the model converges with second-order accuracy at
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Fig. 5.10: Non-dimensional temperature versus non-dimensional position for various Péclet numbers;
theory with solid line and LB simulations with symbols for Lx = 256, utilising F1
the same l2 norm level.
Summary
This test case was designed to check the implementation of the thermal boundary conditions of
Dirichlet’s and Neumann’s kind with a steady-state advection–diffusion problem. The results have
been compared with the analytical solution of this problem and discovered that the energy equi-
librium distribution function F1 converges perfectly with second-order accuracy for all conditions
under consideration except for pure conduction. In this case no convergence can be observed, but
the final value of the l2 norm decreases down to 10
−12. The other equilibria F2. . . F4 are not as
suitable as F1. A difference between SRT and TRT cannot be found and also not for different Mach
numbers. Finally, it can be stated that the implementation works satisfactorily and employing F1
leads to stable and accurate results.
5.6 Summary
This chapter was dedicated to boundary and initial conditions. Beside the conditions for the
physical properties it is required with the lattice Boltzmann method to define the incoming dis-
tribution functions which have not been updated during the streaming step. There is a formal
procedure proposed by Bennett [40] which employs the physical moments at the boundary: the
moment method. Further, boundary conditions for fluid flow and heat transfer, as well as for
wetting conditions have been briefly described. From those, the moment method has been se-
lected to be employed for determining the unknown distribution functions for both fluid flow and
heat transfer and the method proposed by Briant et al. [171] has been used for wetting. Nu-
merical tests on wetting have shown that the moment method condition is well suited for this
task as it allows for rather extreme contact angles up to density ratios ρ? = 200 and for neutral
wetting up to ρ? = 2 ·105. Various outlet conditions have been tested from which the best work-
ing one was selected. The implementation of thermal boundary conditions has been tested with
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Fig. 5.11: Global l2 norm of the relative difference of the non-dimensional temperature to the theoretical
one for the Dirichlet (a, c, e) and Neumann (b, d, f) condition: for various Péclet numbers (a, b: + Pe = 0,
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 F4; SRT and TRT are identical), and Mach numbers (e, f: + Ma = p3 · 10−1, × Ma = p3 · 10−2,
 Ma = 0.5
p
3 · 10−2); the grey line indicates second-order convergence
a one-dimensional advection–diffusion problem and showed that the linear energy equilibrium
distribution function converges perfectly and produces excellent results for both Dirichlet and
Neumann conditions.
6 Liquid Film Flow
This chapter is dedicated to one of the results of this treatise: the final liquid film
flow model and its application to steady-state and transient flow. At first, the
final model is presented. Therefore, the underlying assumptions are repeated,
the governing equations, boundary and initial conditions presented, and details
of the scaling given. Second, the implementation of the model into a computer
program is shown briefly, including the overall algorithm and that of the initial-
isation procedure. Third, a test case for laminar-waveless liquid film flow will be
given, and, fourth, some outlook on transient laminar-wavy flow.
6.1 Final model
6.1.1 Physical assumptions
The assumptions for the final liquid film flow model are the following:
1. quasi-incompressible flow (compressible at low Mach number limit)
2. continuum limit
3. single-component and two-phase flow
4. Newtonian fluids
5. passive-scalar heat transfer model
6. physical properties linked linearly to the density, but independent of temperature
7. no thermal sources (such as latent heat of phase–change, radiation,. . . )
6.1.2 Governing equations, boundary, and initial conditions
Lattice Boltzmann model
The lattice Boltzmann (LB) model consists of two distribution functions: one for the two-phase
fluid flow and another one for the heat transfer. Both parts are employed as given in Secs. 3.2
and 4.2, respectively. From the variation which have been tested before, those presented in
Tab. 6.1 are finally implemented. Details of the implementation can be found in Sec. 6.2.
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Tab. 6.1: Final lattice Boltzmann model
Distribution Conditions
Fluid flow D2Q9, quadratic equilibrium distribution, TRT collisional
operator with Λ= 1/4
Heat transfer D2Q5, linear equilibrium distribution (F1), TRT collisional
operator with ΛT ∈

1/4,τ2T
	
Boundary and initial conditions
The computational domain with its boundaries is shown in Fig. 6.1 and characterised as follows:
both north and south boundaries are no-slip walls, the west boundary is a velocity inlet, and the
east boundary is a zero-gradient condition. The walls are implemented slightly differently. Whilst
the north wall has always neutral wetting (θ eq = 1/2pi), the contact angle for the south wall can
be adjusted as desired.
The velocity profile at the west inlet is given as: [184]
ux ,l = 〈ul〉6 y
2 + k y
2δ2 + 3kδ
, for
y
δ
∈ [0,1] , (5.35a)
ux ,v = 〈ul〉6η?
y2 − L2y + k
 
y − L y

2δ2 + 3kδ
, for
y
δ
∈ 1, L y/δ , (5.35b)
uy,l = uy,v = 0, (5.35c)
with
k = −η
?

L2y −δ2

+δ2
η?
 
L y −δ

+δ
, η? =
ηl
ηv
, (5.35d)
and the time-dependent average velocity in the liquid:
〈ul〉 (y, t) = u0 [1+ " sin(2pi F t)] , (6.1a)
with the relative disturbance amplitude and frequency " and F , respectively. The density profile
is given by Eq. (3.8), which reads:
ρ(y) =
ρl +ρv
2
+
ρl −ρv
2
tanh

2
 
0.5L y − y

ξ

. (3.8)
The outlet is defined by condition (c) with extrapolations carried out by scheme (5.26e), util-
ising the moments Π¯y, Π¯x x, and Π¯y y.
The thermal boundary conditions are set as follows:
x = 0 : T ∗ = 1 (6.2a)
x = Lx − 1 : Π¯x−Πeqx = 0 (6.2b)
y = 0 : T ∗ = 0 (6.2c)
y = L y − 1 : T ∗ = 0 (TC) or Π¯y−Πeqy = 0 (HC). (6.2d)
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Fig. 6.1: Hydrodynamic moment method boundary conditions for channel flow
6.1.3 Scaling of the model
The scaling of the model has been carried out with the Reynolds number Re, the liquid and
vapour Prandtl number Prl and Prv, respectively, the Kapitza number Ka, the Mach number Ma,
the density ratio ρ?, and the non-dimensional disturbance frequency and amplitude, F∗ and ε.
From those non-dimensional numbers it is possible to calculate the following quantities in LB
units (Numerical values depend upon the test case and will be reported later):
usc =
Reνl
δ
, Ma =
usc
cs
, Lx = ζx δ, L y = ζy δ, ρv =
ρl
ρ?
, αl =
νl
Prl
,
αv =
νv
Prv
, tsc =
δ
usc
, g =
3uscνl
δ2
, σ =

ν4l g
Ka
1/3
, F =
F∗
tsc
. (6.3)
Herein, ζx and ζy are the scaling factors in x and y direction, respectively, and the relation for
the gravity in Eqs. (6.3) has been given by Nußelt [1].
6.2 Implementation of the model
6.2.1 Research code
File structure
The final model as defined in Sec. 6.1 above has been transformed into a C++ computer code.1
Major aim was to provide a program in which the model is implemented correctly and which
is easy to maintain. The source code has been optimised in some way in order to reduce the
computational time. The list of files contributing to the code is given in Listing 6.1.
In addition to the main program, whose functions are distributed in main.cpp and three
header files (functions.hh, io.hh, lbm.hh), there are two Python scripts for pre and postpro-
cessing purposes. The preprocessing script is intended to create an input file (./system/controlDict)
from a given set of non-dimensional numbers, whilst the postprocessing script utilises gnuplot
in order to visualise the results automatically. The file a.out is the executable which reads the
input file in order to define all numerical values and carries out the computations.
1This research code will be published freely along with this treatise and will be made available under GNU/GPLv3.
Side-product of this research code is an educational code ‘EduLB’ which is freely available under the GNU/GPLv3
license [186]. The main objective is to provide interested people a small and easy to handle code to experiment
with.
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1 ./
2 results/ // directory for result files
3 system/ // directory for system files
4 system/controlDict // input file for simulation
5 a.out // executable file
6 functions.hh // general functions
7 io.hh // input/output functions
8 lbm.hh // LBM functions
9 main.cpp // main file
10 Makefile // Makefile
11 postprocessing.py // postprocessing using gnuplot
12 preprocessing.py // preprocessing creating ./ system/controlDict
Listing 6.1: File structure of the research code
Result files
Due to the large amount of data which can be produced during a simulation it is suggested to
store the results in cascaded files. The idea is to reduce the overall hard disk demand by storing
derived results more often than original field data.
There are three different types of result files intended for this program. Files containing data in
one-dimensional sets as a function of the axial x coordinate (e.g., interface location, wall temper-
ature and heat flux), two-dimensional data (e.g., density, pressure, velocity, temperature fields),
and the full set of distribution functions. The latter is required to continue simulations which
where stopped intendedly or unintendedly. This splitting leads to a dramatic reduction of the over-
all file size: For a particular case of Lx/L y = 1666/41 ≈ 40, the ratios of one-dimensional:two-
dimensional:full set are 1:35:50, yielding a file size of the one-dimensional file of 168 KiB.2 This
provides an estimate of how much hard disc space is required for a simulation. For some larger
grid sizes, one can easily find file sizes of several hundred MiB for the two-dimensional results
and some GiB for the full sets, where the advantage of this idea fully contributes.
6.2.2 Algorithm
The algorithm of the LBM is displayed in Listing 6.2, which illustrates some details in terms of
C++-like pseudo-code. At the same time, this algorithm represents the file main.cpp and will be
explained briefly in the following.
The program is divided into four parts. At first, all the functions are declared, which are sorted
into different header files, depending upon their classification. In functions.hh general math-
ematical expressions are stored, in lbm.hh all the LBM functions and in io.hh file and screen
in-/output functions. The main function contains the other three parts. The second one is dedi-
cated to preparations, the third one has the do-while loop and within the numerics. The fourth
part writes final results to the files mentioned above.
The second part requires some closer investigation, since it contains the numerics. The do-while
loop is carried out as long as some stopping criterion is not satisfied. Some details on the stopping
criteria can be found in Sec. 6.2.4. Four functions represent the basic features of a LB algorithm
within the loop: streaming, boundaries, calculation of macroscopic quantities, and collision. The
streaming step solves the left-hand side of the LBE, the boundary conditions fill the unknown
distribution functions utilising the moment method, the macroscopic quantities are determined
by taking moments of the distribution function, and the collision solves the right-hand side of
the LBE. After that, some screen and file output is carried out at certain times. Therefore, the
2A kibibyte (KiB) is 1024 bytes. Similarly, mebibytes (MiB) and gibibytes (GiB) are 10242 and 10243 bytes, respec-
tively.
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1 // 0. Functions
2 #include <functions.hh >
3 #include <lbm.hh>
4 #include <io.hh>
5
6 void main()
7 {
8 t++;
9 // 1. Preparations
10 read_parameter ();
11 initialisation ();
12 write_results (); // initial values
13
14 // 2. Numerics
15 do
16 {
17 streaming (); // solving LHS of LBE
18 boundaries (); // filling unknown distributions
19 calc_macr_quant (); // calculating rho , ux , uy, T
20 collision (); // solving RHS of LBE
21 // I/O
22 if (t%dt_density ==0)
23 {
24 check_density ();
25 write_wall ();
26 }
27 if ((t>0) && (t%dt_write ==0)){write_results ();}
28 if (((t%(10 dt_write)==0)){write_fulldistributions ();}
29 }
30 while(! stopping_criterion);
31
32 // 3. Postprocessing
33 write_results ();
34 write_fulldistributions ();
35 visualisation ();
36 }
Listing 6.2: Algorithm for solving the thermal two-phase lattice Boltzmann model (principle
structure of main.cpp)
expression t%dt_density==0 checks if the integer division has no rest over. This case leads to
a true if–statement and hence to a check of the density and to an output of information at the
wall boundary, i.e. one-dimensional field information of temperatures, interface location, and
heat fluxes. Afterwards, every dt_write the entire two-dimensional set of macroscopic variables,
such as density, pressure, velocities, temperature, is stored in a file and every 10dt_write all the
distribution functions are stored in a separate file.
6.2.3 Initialisation of the domain
The initialisation of the domain can be carried out in two different ways. The first one reads the
results from a previous simulation and the second one is to carry out an iterative procedure as
described in Sec. 5.4.
Listing 6.3 shows the underlying algorithm. In case of a new simulation starting from some
given initial conditions, startinitio has to be true. The vectors g0diaga and g0diagb are
required to check the convergence. They contain the density distribution functions f¯q for all
0 ≤ q ≤ Q− 1 and are placed diagonally in the rectangular domain. Some discussion of this will
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be given subsequently. The convergence test itself is carried out by calculating the l2 norm of both
vectors which are evaluated just before and after the collision step. In the converged solution f¯q
does not change during collision.
Within the do-while loop the iteration takes place. In principle it is the same as within the
similar loop in Listing 6.2, because the same functions are employed. The difference is only that
there is not any file and screen output here, and that the velocity and temperature fields are not
updated, indicated by calc_T=false and calc_u=false in lines 8 and 11. The iteration are
continued until diff<diffmax, where after the total mass in the system is calculated which is
required in the function check_density.
In case of continuing an earlier simulation startinitio should be false. Here, the stored
results are read. In order to save hard disk space, the data is stored in unstructured binary files.
Some tests had shown that the required disk space could be reduced to 10% of a structured file.
1 if(startinitio){
2 vector <double > g0diaga (9*lx), g0diagb (9*lx);
3 int count =0;
4 do{
5 diff =0.;
6 streaming_step ();
7 boundary ();
8 calc_moment(calc_T=false);
9 calc_chem_potential ();
10 fill_g0diaga ();
11 collision_step(calc_u=false);
12 fill_g0diagb ();
13 count ++;
14 diff=max(diff ,l2norm(g0diaga , g0diagb));
15 }while(diff >diffmax0);
16 intdensity0 =0.;
17 calc_init_mass ();
18 }
19 else{
20 read_finalresults ();
21 calc_moment ();
22 }
Listing 6.3: Algorithm for the initialisation procedure
6.2.4 Special features of the implementation
The research code has some special features to facilitate the implementation and maintenance of
the code, as well as the execution different test cases with a single program.
memory management The two- or three-dimensional arrays in the program are transformed
into one-dimensional ones utilising a variable pos, to have a maximum of control over the
memory access. Some details on the memory access can be found in [41].
automatic periodic boundary conditons Automatic periodic boundary conditions allow to
keep the boundary code sections without if statements checking for neighbour relations.
For this purpose pos=((x+lx)%lx) + lx*((y+ly)%ly) holds.
using an input file Such an input file (./system/controlDict) with all numerical values al-
lows to carry out parameter variation studies without re-compiling the source code. All
values are provided in LB units instead of non-dimensional numbers, in order to allow
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changing the scaling. It is possible to change the input file during a simulation, because the
program checks the time stamp of the last change of the file. If there is a newer version
it is read and the domain sizes are checked if they have been changed. If this is case, the
program stops, otherwise it continues with the new parameter.
creating the input file The ./system/controlDict can be created by the preprocessing.py
script which carries out the scaling for a given set of non-dimensional numbers.
hard disc memory management/results file cascade Numerical simulations can create enor-
mous loads of data which should be reduced in some way. Here, a cascade of three different
results file types is used as described in Sec. 6.2.1. Wall data is stored every dt_density,
two-dimensional data every dt_write, full distributions every 10dt_write.
computation statistics There are functions available which calculate the estimated random
access memory usage before and calculate the number of million lattice nodes updates per
second (MLNUPS) after the simulation.
checking for convergence with l2 norm on a diagonal line The l2 norm of the distribution
functions before and after the collision step is employed for checking the convergence. Here
it is necessary to save the state before for comparison purposes which requires an additional
field. However, in large grids this demand can limit the application dramatically, because
only the values are taken on the diagonal from left-bottom to right-top. Here, two corner
are included and also the liquid–vapour interface. The memory requirement is negligible
compared to the other fields.
stopping criteria The program allows for both steady-state and transient simulations, which
require different stopping criteria. Steady-state simulations are stopped when the l2 norm
of the density and energy distribution function at two subsequent iteration steps are below
certain thresholds. Contrary to this, transient simulations require often a final time. Both
types are handled by logical combinations in the do-while loop.
6.3 Steady-state laminar-waveless liquid film flow
Introduction
The first test case for thermal two-phase flow is steady-state, laminar-waveless liquid film flow.
This flow structure can be found when the Reynolds number of the liquid is Rel ® 1. Nußelt
[1] provided an analytical solution for the velocity field of this flow, which is commonly used for
reference purposes. However, he did not consider the vapour phase, but assumed zero tangential
stress at the liquid–vapour interface. Contrary here, both gas and vapour phases are considered
and fluid flow and heat transfer modelled. For this particular problem exists an analytical solution
of the temperature distribution, which requires the evaluation of infinite series expansions and
has been carried out for a radial system. [187] That is why a finite volume discretisation of the
balance equation has been employed for reference. It is already implemented in OpenFOAM3,
and has been extended and validated by Miehe [189] who kindly provided the solver.
3OpenFOAM is an object-oriented C++ library for many fluid flow and heat transfer problems, including multi-phase
flow, turbulance, and compressible flow. [188]
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Method
Model variation
The model, initial conditions, hydrodynamic boundary conditions, and non-dimensional numbers
have been employed as described in Sec. 6.1. The thermal conditions are T ∗ = 0 at the inlet,
T ∗ = 1 at y∗ = 0, and temperature TC or heat flux condition HC at y∗ = 2. The computational
domain is rectangular with Lx/L y = 4 and L y = 2δ.
Parameter values
The parameter values to be varied are the Péclet number Pe ∈ {0.1, 1,10}, the dynamic viscosity
ratio η? ∈ {10, 100}, the thermal diffusivity ratio α? ∈ {1,10, 100,1000}, the Mach number Ma ∈p
3 · 10−3,p3 · 10−2	, and the number of grid points in x direction are Lx ∈ {101, 201,401, 801}.
The Prandtl number of the liquid is Prl = 10. In case of TC at y∗ = 2, then T ∗ = 1 and in case
of HC q˙∗ = 0. The iteration stopping criterion is that both l2 norms for the f¯q and g¯q are below
10−12.
Parameter values for OpenFOAM simulations
The parameter values for the OpenFOAM simulations are the same as those of the LBM cases, but
on a smaller grid. With OpenFOAM it was sufficient to use a grid with Lx ∈ {101,201} grid points.
The flow field for these simulations is provided by the analytical solution. All the properties are
changed discontinuously with:
φ =
¨
φl, for 0≤ y∗ ≤ 1,
φv, for 1< y
∗ ≤ 2, for φ ∈ {ρ,η,α} . (6.4)
The iteration stopping criterion is 10−15 for the residual of the energy equation.
Results and discussion
The results of this test case are shown in Fig. 6.2 in terms of non-dimensional temperature versus
the non-dimensional y coordinate at x∗ = 1. The liquid–vapour interface is located at y∗ = 1.
Sub-figures a, c, e in the left-hand column represent the temperature condition and sub-figures b,
d, f in the right-hand column the heat flux condition. The results in the first row, sub-figures a, b,
show the influence of the Péclet number Pe, in the second row, c, d, the influence of the dynamic
viscosity ratio η?, and in the third row, e, f, the influence of the thermal diffusivity ratio α?. The
parameters in each sub-figure are the OpenFOAM results on two different grid sizes indicated
with symbols and the LBM results on two different grid sizes shown with lines.
The common parameter values are Pe = 1, η? = 10, α? = 10, and Ma =
p
3 · 10−2, if the
quantity is not a parameter in the sub-figure. It should be stressed that in sub-figures 6.2(a, b),
for Pe = 0.1 the Mach number is
p
3 · 10−3. An explanation of why will be provided below.
Comparison between LBM and OpenFOAM simulations
A comparison between LBM and OpenFOAM simulations can be carried out in each of sub-figures
of Fig. 6.2. The agreement is excellent, especially when considering that the OpenFOAM simula-
tions have a discontinuous property distribution. There are only some differences to be observed
in sub-figures 6.2(e, f) for α? = 1000, where the steep temperature gradient cannot be resolved
in the same manner. Having even more grid points perpendicular to the interface would lead to
the discontinuous limit, since the interface width ξ remains fixed. A direct comparison in terms
of computational time is quite unfair due to the fact that the LB solve calculates both velocity and
temperature field, whereas OpenFOAM utilises the analytical velocity field and, more importantly,
OpenFOAM is a quite sophisticated library optimised for high-performance computing, whereas
the present computer code is a first-draft implementation.
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Fig. 6.2: Non-dimensional temperature field versus the non-dimensional y coordinate at x∗ = x/δ = 1
with Dirichlet (TC: a, c, e) and Neumann (HC: b, d, f) conditions at y∗ = 2 obtained by OpenFOAM and
LBM simulations for various grid sizes, Péclet numbers Pe (a, b), dynamic viscosity ratios η? (c, d), and
thermal diffusivity ratios α? (e, f); their values are Pe = 1, η? = 10, α? = 10 if not parameter in sub-figure.
For all cases Ma =
p
3 · 10−2, except for Pe = 0.1 in (a, b), here Ma =p3 · 10−3.
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Influence of the boundary condition
The boundary condition at y∗ = 2 influences the temperature profile as shown in Fig. 6.2. Whilst
for the Dirichlet’s type temperature condition (TC) the non-dimensional temperature is unity,
for the Neumann’s type heat flux condition (HC) the temperature decreases depending upon the
parameter value under consideration. The overall energy stored in the system, indicated by the
area below the curves, is less in the HC case. This is obvious since only one side of the channel
transfers heat in the fluid.
Influence of the Péclet number
The influence of the Péclet number is shown in Figs. 6.2(a, b). One can clearly see that a larger
Péclet number leads to a stronger cooling of the system. This finding is in accordance with ex-
pectation, since advection becomes increasingly important and hence, the influence of the inlet
rises. In addition a sharp bend in the temperature curves can be seen at y∗ = 1 for the lowest
two Péclet numbers which is due to the change of the properties at the interface. For Pe = 10 the
bend is also existent, but less strong because of the decreased influence of diffusive effects.
Influence of the dynamic viscosity ratio
The influence of the dynamic viscosity ratio is displayed in Figs. 6.2(c, d). It can be observed that
an increased ratio leads to a stronger cooling. The reason is that for a given dynamic viscosity
of the liquid, the one for the vapour has to decrease in order to increase the ratio. Hence, due
to the lower vapour viscosity, the velocity increases there and with it the advection of the inlet
temperature information.
Influence of the thermal diffusivity ratio
The influence of the thermal diffusivity ratio is visualised in Fig. 6.2(e, f). The ratio is varied
over three orders of magnitude, but the lines for α? = 100 are omitted here, in order to keep the
figures clear. It can be observed that for α? = 1 the curve is almost symmetric. The asymmetry is
due to the asymmetric velocity profile. For larger ratios α? the liquid becomes warmer which is
due to the improved heat transfer there.
Influence of the Mach number
To show the influence of the Mach number, the use Fig. 6.3, which is basically a larger and
combined version of Figs. 6.2(a, b). But contrary to them, the LB simulations results are shown
here for two different Mach numbers. One can clearly see that the simulations for the larger Mach
number fail to predict the temperature distribution in the liquid correctly, whereas the vapour
temperature corresponds to the OpenFOAM simulations quite well. This finding is irrespective
of the boundary condition at y∗ = 2. However, the lower Mach number is small enough that
compressibility effects are negligible.
Summary
With this test case it has been investigated if the liquid film flow model is capable of solving
thermal two-phase flow. It was found that all the parameters under investigation, boundary
condition at the top channel wall, Péclet number, Mach number, and the ratios dynamic viscosity
and thermal diffusivity have a strong influence on the temperature distribution. A comparison
between the LB and OpenFOAM simulations show excellent agreement. Furthermore, it could be
observed that for the lowest Péclet number Pe = 0.1, the Mach number had to be decreased to
Ma =
p
3 · 10−3 in order to receive correct results.
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6.4 Outlook: Transient laminar-wavy liquid film flow
Introduction
Liquid film flow phenomena are seldom waveless as investigated in the previous test cases. Con-
trarily, depending upon the fluid, the interfaces becomes wavy already at Re ¦ 5. [6, 12, 190]
Moreover, in most technical applications, the Reynolds number is large enough for turbulent flow
in order to have sufficiently large heat transfer.
In this treatise, the study of turbulent effects is left out here, since the computer code is only
able to solve two-dimensional problems whilst turbulence is three-dimensional. Instead, transient
laminar-wavy liquid films are investigated here, with different Reynolds and Kapitza numbers, as
well as disturbance frequencies.
Method
Model variations
The model is employed as given in Sec. 6.1.
Parameter values
The parameter values to be varied are the Reynolds number Re ∈ {0.1, 1,10}, the Kapitza number
Ka ∈ 10−5, 10−4, 10−3, 0.01,0.1, 1,10	, the Prandtl numbers of liquid and vapour Prl = 10 and
Prv = 1, respectively, the initial and inlet film thickness Lsc = δ ∈ {16, 32,64} and the non-
dimensional disturbance frequency F∗ ∈ {0.01,0.1, 1,10}. Both SRT and TRT collisional operators
are employed for the energy LBE. 16, 32, and 64 grid points lead to a total of 160k, 640k, and
2.56M points and time scales of tscRe ∈ {1536, 6144,24576} time steps.
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Fig. 6.4: Grid independence test for the non-dimensional frequency F∗ = 0.1, three different Reynolds
numbers (a: Re = 0.1, b: Re = 1, c: Re = 10) and various resolutions for the film thickness (δ0 ∈{16, 32,64}) at t∗ = t usc/Lsc = 10
Results and discussion
The results of the present test case are presented in terms of non-dimensional interface locations
versus non-dimensional x coordinate with varied parameters in Figs. 6.4–6.6.
Grid independence test
In order to check the grid independence of the numerical solution, all computations have been
carried out on three different grid sizes controlled by the number of points within the nominal
film thickness. Figure 6.4 presents the axial dependence of the non-dimensional interface location
for various Reynolds numbers (a: Re = 0.1, b: Re = 1, c: Re = 10) at t∗ = 10. It can be clearly
seen that the line for 64 is missing in 6.4a and the one for 16 in 6.4c. The reason for the missing
first one is that the computation has not reached the time t∗ = 10 when printing this treatise, as
approximately 2.5M time steps are required, and for the second one is that this simulation was
numerically unstable. Furthermore, one can see that the results of the different grid sizes fit quite
well. However, a finer grid enables more detailed results.
From the present results it is not possible to finally prove to complete grid independence, but
the resolution of 32 is favoured since it provides a good compromise between accuracy, stability,
and computational demand.
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Fig. 6.5: Non-dimensional interface location versus non-dimensional x coordinate for the non-
dimensional frequency F∗ = 0.1, various Reynolds numbers and Ka = 0.1 at t∗ = t usc/Lsc = 30
Influence of the Reynolds number
The influence of the Reynolds number on the interface location is visualised in Fig. 6.5. It can
be seen that for the lowest Reynolds number, the amplitude of the interfacial waves is relatively
low whilst the waves are almost sinusoidal. The same holds for Re = 1, whereby wave modes
of different frequencies are superposed as can be seen at x∗ = 60. For the largest Reynolds
number under investigation Re = 10, one can see the initial disturbance is amplified, leading to
wave maxima of increasing amplitude at x∗ ∈ {20,42, 66}. The minima are decreasing likewise
and are located at x∗ ∈ {7,30, 50}. The reason for these observations is that the disturbance is
applied on the average liquid velocity, which is proportional to the Reynolds number. Thus, if
the Reynolds number is enlarged, the average velocity is enlarged, and since the disturbance is
applied as a relative measure, the absolute velocity amplitude is also enlarged. Furthermore, the
Reynolds number acts as stability indicator for different flow morphologies, with specific values
for characteristic changes. These values depend on the fluid under investigation. [6, 42]
Influence of the Kapitza number
The influence of the Kapitza number on the interface location for Re = 1 at t∗ = 30 is presented in
Fig. 6.6. It can be seen that all Kapitza numbers lead to the same principle interface profile, except
the lowest one. After some initial reduction of the film thickness, it remains almost constant at
unit for approximately twenty length units. After that region, the first three waves occur, whose
amplitude increases. Further downstream, the film thickness approaches unity again, as for this
time the inlet information just propagated until here. It can be observed that an increased Kapitza
number leads to a decreased amplitude of the waves. This result is expected since the interfacial
tension is determined through σ∝ Ka−1/3 as given in Eqs. (6.3). Hence, stronger capillary forces
lead to smaller amplitudes, or in other words, larger interfacial free-energy excess requires a
smaller interface area (line in two-dimensional space) in order to minimise the total free-energy
of the system. Furthermore, it can be learned that the smallest Kapitza numbers lead to an earlier
destabilisation of the interface.
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Fig. 6.6: Non-dimensional interface location versus non-dimensional x coordinate for the non-
dimensional frequency F∗ = 0.1, various Kapitza numbers and Re = 1 at t∗ = t usc/Lsc = 30
Numerical stability analysis
Beside the hydrodynamical stability, the numerical stability is an important issue. There are sev-
eral factors with influence on the numerical stability:
• Mach number Ma→ 0.3
• relaxation time τ→ 0, τT → 0
• interfacial tension σ→ 0,∞
Mach number effects are negligible in the cases of the lowest two Reynolds numbers, since the
maximum Mach number is Ma < 10−1 for all cases. The influence of the relaxation times is a
very stringent restriction, which leads to a lower bound of the viscosity. Hence, inviscid fluid
flow is impossible with the present implementation. However, for these simulations τ,τT  0.
Within this treatise the numerical stability issues triggered by large interfacial tensions are shown
in Fig. 6.7 in terms of minimum number of grid points within the liquid film versus the Kapitza
number for various Reynolds numbers. It can be found that for the lower Reynolds numbers the
required number of grid points decreases as the Kapitza number increases. Following Eqs. (6.3)
it can be seen that this requirement is fulfilled as the gravitational acceleration is g ∝ δ−2 and
hence compensates the influence of small Kapitza numbers in the equation for the interfacial
tension. The larger grid necessary for the largest Reynolds number is due to compressibility
effects in smaller grids. Here, the Mach number is not smaller than 0.1 any more.
Heat transfer results
Due to presently unknown effects, the heat transfer results are completely unusable for a system-
atic evaluation. Given the passive-scalar approach for the heat transfer if does not interfere with
the fluid flow simulation.
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Reynolds numbers Re leading to numerically stable simulations
Summary
The results of this test case showed that the present implementation can be employed for transient
liquid film flow successfully. A large variety of tests have been carried out over several orders of
magnitude of Reynolds and Kapitza number, as well as non-dimensional disturbance frequencies.
It can be found that with larger Reynolds numbers, the waves are amplified which is also the
case for large Kapitza numbers. Furthermore, a hydrodynamic stability criterion in terms of a
frequency has been found where vanishing disturbances are separated from amplified ones.
6.5 Summary
This chapter was dedicated to liquid film flow phenomena. Therefore, the final model with its gov-
erning equations, boundary and initial conditions, as well as its scaling has been presented along
with the underlying assumptions. The implementation into a computer code has been demon-
strated, describing the numerical algorithm and some special features such as the initialisation
procedure.
The test case carried out are steady-state laminar-waveless and transient laminar-wavy liquid
film flow. For the former has been a numerical OpenFOAM solution available for comparison pur-
poses. It could be illustrated that the results for both LBM and OpenFOAM simulations coincide
excellently, as long as the ratio of the thermal diffusivities α? and the Mach number are not too
large. The transient computations have been carried out for various Reynolds and Kapitza num-
bers with different disturbance frequencies. It has been found that the results are in accordance
with the literature or can be explained with the equations for scaling.
Summarising it can be stated that the model and its implementation are capable of solving
liquid film flow phenomena. The present computer code is therefore a good basis for further
investigations.
7 Summary and Future Work
Liquid film flow modelling is still a challenge. With increasing computer resources, the models
became much more complex and the detailed ones require enormous computer power. However,
the lattice Boltzmann method (LBM), utilising the discretised Boltzmann equation has proven to
be a reliable and efficient method for fluid flow simulations.
The objective of this treatise is to provide a model for liquid film flow, including heat transfer,
wetting on solid surfaces, and gravitational forces. Therefore, the main components of the model,
fluid flow, heat transfer, and boundary conditions have been presented chapter-wise in great
detail, and eventually combined to the final model.
A literature review of multi-phase and multi-component flow models revealed that there still is
no best-practice recommendation available, but preliminary tests of the present author have lead
to the decision to employ the model proposed by Lee and Fischer [103]. Numerical test cases have
been employed to verify that the implementation works correctly. These are the Taylor–Green
vortex, which provides an analytical solution for the velocity field, and a test with a distorted
drop which equilibrates to a perfect circle. Both tests demonstrated that the implementation
of the fluid flow model is correct and capable of solving single and two-phase flow problems
correctly. In the latter case it can be found that the fluid velocity is reduced to machine precision,
which implies that there the model is free of spurious velocities.
In the chapter for the thermal model, a literature review has been shown at first, finding
that there exists three major approaches for heat transfer modelling. The so-called passive-scalar
approach appeared to be the best one for the present purpose. Numerical tests have been carried
out. Among those, the thermal conduction within a double-layered wall has been investigated
with the result that the interface temperature can be predicted perfectly (difference to theoretical
solution reduces to machine precision). The second test case has been an advection–diffusion
problem utilising the Taylor–Green vortex velocity field. The reference for the temperature field
has been a spectral method’s solution. Various equilibrium distribution functions, two lattice
stencils, and two collision operators have been tested here and found that the linear equilibrium
distribution function in conjunction with a single-relaxation time (SRT) collision operator on a
two-dimensional lattice with five velocity directions (D2Q5) produces the most accurate results,
whilst the two-relaxation time (TRT) results show less dependence on the equilibrium distribution
function.
The literature review of the boundary conditions chapter indicated the present state of the art
and provided some details of the moment method. Furthermore, approaches for wetting mod-
elling are given. From those boundary conditions filling the unknown distribution functions, the
moment method has been selected and from the wetting conditions the free-energy approach by
Briant et al. [171] has been favoured. Both conditions have been shown for the present applica-
tion. The test cases which have been carried out are wetting on a plane wall, investigating the
influence of the artificial compressibility and density ratio on the numerical stability, the correct-
ness of the actual contact angle, and a comparison to another kind of boundary condition (Zou
and He method). The result is that the contact angles are very accurate. However, with increas-
ing density ratio, the simulation becomes numerically unstable which can be counteracted by the
artificial compressibility. Density ratios of approximately 100 are stable for all contact angles,
whereas close to neutral wetting the maximum density ratio can be much larger, in the extreme
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case of θn = pi is ρ?max = 200k. Different outlet conditions have been tested for two-phase flow
and the best suitable one selected. Thermal conditions have been applied on one-dimensional
advection–diffusion problem. Compared to the analytical solution, excellent agreement has been
found.
In the liquid film flow chapter, the final model with its underlying assumptions, governing
equations, boundary and initial conditions, and scaling have been presented. These equations
have been implemented into a C/C++ computer code, whose file structure and algorithm are given.
Some special features, such as memory reduction and initialisation procedure, are discussed in
more detail. The numerical test cases are steady-state laminar-waveless and transient laminar-
wavy liquid film flow. The results of the former are compared to OpenFOAM results for various
Péclet numbers and ratios of material properties. It could be found that there is an excellent
agreement between both methods. The latter test case provided insight into the influence of the
Reynolds and Kapitza numbers on the interface location. However, heat transfer results could not
be obtained.
Future work
There are some points which appear to be interesting for continuation:
• Extend the model to three-dimensional space
• Implementation of the model into one of the open-source LB codes (e.g., OpenLB, Palabos)
• Further investigation of the hydrodynamic outlet condition for transient flow
• Further investigation of the heat transfer modelling for transient flow
• Full liquid film flow simulation
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Fig. A.1: Global l2 norm of the relative difference of uy to the analytical solution versus non-dimensional
time (tsc = Lsc/usc) for SRT (a, c, e) and TRT (b, d, f) collisional operators at Ma =
p
3 · 10−1 (a, b),
Ma =
p
3 · 10−2 (c, d), and Ma = 0.5p3 · 10−2 (e, f) with the number of grid points in x direction as
parameter
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Fig. A.2: Global l2 norm of the relative deviation to lattice Boltzmann method results at the finest grid
(Lx = 1024) for Ma =
p
3 · 10−1 (a, b), Ma = p3 · 10−2 (c, d), and Ma = 0.5p3 · 10−2 (e, f), SRT (a, c,
e) and TRT collision operators (b, d, f), two lattices (D2Q5, D2Q9), and various equilibrium distribution
functions (F1. . . F4, Eqs. (4.6))
B Additional Derivations
B.1 Lattice symmetries
Lattice symmetries and their connexion to the weighting factors and the lattice constant c2s are: [69]∑
q
wqe
n
q = 0, ∀ n ∈ {1,3, 5, . . . }∑
q
wq = 1 (B.1)∑
q
wqeq,αeq,β = c
2
s δαβ (B.2)∑
q
wqeq,αeq,βeq,γeq,δ = c
4
s
 
δαβδγδ +δαγδβδ +δαδδβγ

(B.3)
B.2 Equilibrium density distribution moments
The moments of the equilibrium density distribution function can be evaluated as follows:∑
q
f eqq = ρ
∑
q
wq +
1
2c4s
uαuβ
∑
q
wqeq,αeq,β − 12c2s uαuα
∑
q
wq

= ρ (B.4)∑
q
eq,α f
eq
q =
ρ
c2s
uβ
∑
q
wqeq,αeq,β = ρuα (B.5)
∑
q
eq,αeq,β f
eq
q = ρ
∑
q
wqeq,αeq,β +
uγuδ
2c4s
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q
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
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eq
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ρuδ
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2
s
 
uαδβγ + uβδαγ + uγδαβ

(B.7)
B.3 Equilibrium energy density distribution moments
B.3.1 Equilibrium F1
The moments of the linear energy density equilibrium distribution function read:∑
q
geqq = T
∑
q
wq = T (B.8)∑
q
eq,αg
eq
q = T
uβ
c2s
∑
q
wqeq,αeq,β = Tuα (B.9)∑
q
eq,αeq,βg
eq
q = T
∑
q
eq,αeq,β = Tc
2
s δαβ (B.10)
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B.3.2 Equilibria F2. . . F4
The results of the quadratic equilibrium distribution function are analogous to those presented in
sec B.2 and equal when the ρ is substituted by T . The derivation for the equilibria F3 and F4 is
straight forward, yielding the same result, and is therefore left for the reader.
B.4 Forcing moments
In detail, the moments can be evaluated as:∑
q
Fq =
Fα
ρc2s
∑
q
eq,α f
eq
q − uα
∑
q
f eqq

=
Fα
ρc2s
[ρuα− uαρ] = 0 (B.11)
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q
eq,αFq =
Fβ
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q
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eq
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
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
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(B.12)∑
q
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
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Fγ
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ρc2s  uαδβγ + uβδαγ + uγδαβ−ρc2s uγδαβ −ρuαuβuγ0︸ ︷︷ ︸
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(B.13)
B.5 Calculating the stream function from the velocity field
Calculating the stream function from the velocity field is desirable for postprocessing purposes.
Following Aris [43], the stream function ψ can be related to the vorticity ω of the flow field in
two dimensions by virtue of1
∇2ψ= −ω, and ω=∇× u.
Beware that due to the restriction to two dimensions, the curl of the velocity is a scalar quantity,
and hence, one can obtain
∂x xψ+ ∂y yψ= −
 
∂xuy − ∂yux

(B.14)
in component notation, utilising ∂x x = ∂ 2/∂ x2. Equation (B.14) can be discretised with stan-
dard second-order accurate central finite differences on a uniform grid. After transformation, the
following equation can be derived:
ψi, j = 1/4

ψi+1, j +ψi, j+1 +ψi−1, j +ψi, j−1 + 1/2∆x

uy i+1, j + uy i−1, j − ux i, j+1 + ux i, j−1

(B.15)
Boundaries need some similar treatment leading to different algebraic equations. The resulting
system of discrete equations has to be solved now, which is conducted here with a successive over-
relaxation procedure, using a relaxation factor of 1.916 and the l2 norm of the relative difference
of two consecutive iterations l2 < 10
−15 as stopping criterion.
1The stream function ψ and the vorticity ω must not be confused with the free-energy density ψ and the coefficient
of the collisional term of the lattice Boltzmann equation ω introduced in Chap. 2.
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B.6 Derivation of the bounce-back scheme
The bounce-back scheme was originally designed for a ‘normal’ fq-scheme, but not for f¯q. Since
it is necessary to use f¯q in this model, one has to transform from f¯q to fq, do the bounce-back,
and then convert back. The equation to be used is Eq. (3.9) in a reformulated manner,
fq =

f¯q +
1
2
f eqq

1
τ
+
∆t
ρc2s
 
eq − u
 · F/1+ 1
2τ

(B.16)
f¯q′ = fq′

1+
1
2τ

− 1
2
f eqq′

1
τ
+
∆t
ρc2s
 
eq′ − u
 · F , (B.17)
whereby Eq. (B.16) and Eq. (B.17) are the transformations before and after bounce-back, respec-
tively. The velocity direction q′ heads in the opposite direction of q. The bounce-back itself has
to be conducted with
fq′ = fq (B.18)
at the wall (x s), where the no-slip condition (u = 0) is applied.
Due to symmetry reasons the projection of the force on velocity vector are
eq · F = −eq′ · F , (B.19a)
and the equilibrium distribution functions are
f eqq = f
eq
q′ . (B.19b)
Inserting Eq. (B.16) into Eq. (B.17), by applying the bounce-back (B.18), and symmetry condi-
tions, Eqs. (B.19), the final bounce-back equation can be obtained at the wall:
f¯q′ = f¯q +
∆t
ρc2s
f eqq eq · F (B.20)
In the Zou and He method [163], the non-equilibrium part of the distribution function will be
bounced back and Eq. (B.18) reads instead:
fq′ = f
eq
q′ + ( fq − f eqq ) (B.21)
B.7 Theoretical solution of steady-state advectiondiffusion
problems
Steady-state advection–diffusion problems of a constant-property fluid can be described with
ux∂xT = α∂x xT (B.22)
in one dimension. Employing the temperature condition (TC) of Dirichlet’s kind and the heat flux
(HC) condition of Neumann’s kind at x = 0
Dirichlet condition (TC) : T = T0, (B.23)
Neumann condition (HC) : −k∂xT = q˙0, (B.24)
B.8 Numerical integration 106
and at x = L
T = TL . (B.25)
Integrating the differential equation (B.22) twice, yields the following equation
T (x) = c1 +
α
ux
exp
ux
α
x

+ c2 (B.26)
with the constants of integration c1 and c2. The boundary conditions are now necessary to de-
fine these constants and by virtue of the Péclet and Nusselt numbers, Pe = ux Lsc/α and Nu =
q˙0 Lsc/(k(T0 − TL)), respectively, as well as the non-dimensional position x∗ = x/Lsc, the follow-
ing temperature fields can be derived:
Dirichlet condition (TC): T ∗(x∗) = T (x
∗)− TL
T0 − TL = 1−
exp(Pe x∗)− 1
exp (Pe)− 1 (B.27)
lim
Pe→0 T
∗ = 1− x∗ (B.28)
Neumann condition (HC): T ∗(x∗) = T (x
∗)− TL
T0 − TL =
Nu
Pe
[exp(Pe)− exp(Pe x∗)] (B.29)
lim
Pe→0 T
∗ = Nu (1− x∗) (B.30)
B.8 Numerical integration
The algorithm for numerical integration employs Simpson’s rule for fourth-order accuracy, which
requires an odd number of grid points (even number of intervals).[191] In case of an even number,
the last interval is integrated with the trapezium rule. Listing B.1 provides a pseudo-code function
for this task.
1 double numint(vector <double >& vec , double length) {
2 long i, n=vec.size();
3 double dx=length /(n-1), sum =0.5* vec [0];
4 if (n%2==0){ // Simpson and trapezium rules
5 sum += 0.5* vec[n-2];
6 for (i=1; i<n-2; i++)
7 { sum += (1-i%2)*vec[i] + (i%2) *2.* vec[i]; }
8 sum += 0.75*( vec[n-2] + vec[n-1]);
9 }
10 else{ // Simpson rule only
11 sum += 0.5* vec[n-1];
12 for (i=1; i<n-1; i++)
13 { sum += (1-i%2)*vec[i] + (i%2) *2.* vec[i]; }
14 }
15 return (sum*dx *2./3.);
16 }
Listing B.1: Algorithm for numerical integration utilising Simpson’s rule only for odd numbers
of grid points and a combination of Simpson’s and trapezium rule for even numbers of grid points.
C Parameters for Computations
The standard values of the parameters being defined are given in Tab. C.1. If not specified other-
wise those are employed in the calculations being shown within this treatise. Further, the so-called
‘magic parameters’ are Λ= ΛT = 1/4.
Tab. C.1: Values of the standard values of the parameters to be defined in the input file The values are
given in LB units as have to be inserted in the input file.
Quantity Variable Value
Geometry
number of grid points in x direction, Lx lx 128
number of grid points in y direction, L y ly 128
radius, film thickness, R, δ radius 16
interface thickness, ξ interface_thickness 4
Times
maximum time time_end 100000
time interval for check, wall information time_check 1000
time interval for writing results time_write 1000
periodic time of oscillation time_dist 10000
starting timea startinitio 0
Physical values
liquid density density_liquid 1
vapour density density_vapour 0.1
liquid kinematic viscosity kinvisc_liquid 1/6
vapour kinematic viscosity kinvisc_vapour 1/6
liquid thermal diffusivity alpha_liquid 1/6
vapour thermal diffusivity alpha_vapour 1/6
liquid specific heat spheat_liquid 1
vapour specific heat spheat_vapour 1
interfacial tension surface_tension 0.002
interfacial tension coefficient, σT gamma 0
ratio of βA/β mufact 0
reference velocity u0 0.01
contact angle in degree theta 90
relative amplitude of disturbance disturbance 0.05
gravitational acceleration (gx , g y) gravity (0, 0)
global pressure gradient (∂x p,∂yp) dp (0, 0)
Numerics
iteration stopping criterion initialisation diffmax0 10−6
iteration stopping criterion fluid flowb diffmax0 0
iteration stopping criterion energy diffmax0 10−10
aIf true (or unity) then starting from initialisation, if false (or zero) then continue previous
calculation if results are available.
bZero forces a transient simulation.
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D Typical Physical Values
Numerical values of various liquid and vapour properties are shown for water, ethanol, and
propane at saturation pressure in Tab. D.1. In addition, the properties of gaseous air at normal
pressure are given due to its importance in many water-air applications. Jasper [192] compiled
the temperature-dependent interfacial tension of 2200 materials in a review article.
Tab. D.1: Values of physical properties of water, ethanol, propane, and air at T = 300 K, and the coeffi-
cients for temperature-depending interfacial tension
Quantity Unit Watera Ethanolb Propanec Aird
pressuree, p Pa 3.57 · 103 8.75 · 103 9.78 · 105 105
liquid
density, ρ kg/m3 996.5 783.8 489.3 —
dynamic viscosity, η 10−3 Pa s 0.855 1.04 0.0951 —
thermal conductivity, k W/(mK) 0.610 0.175 0.092 —
specific heat, cp J/(kgK) 4181 2450 2767 —
interfacial tension, σ N/m 0.0717 0.0219 0.00669 —
Prandtl number, Pr 1 5.87 14.6 37.7 —
Kapitza numberf, Ka 1 1.43 · 10−11 1.45 · 10−9 5.47 · 10−12 —
Ohnesorge numberg, Oh 1 3.20 · 10−3 7.99 · 10−3 1.66 · 10−3 —
vapour
density, ρ kg/m3 0.0258 0.16 21.7 1.161
dynamic viscosity, η 10−6 Pa s 9.92 8.58 8.82 18.5
thermal conductivity, k W/(mK) 0.0185 0.0151 0.0194 0.0264
specific heat, cp J/(kgK) 1914 1670 2071 1007
Prandtl number, Pr 1 1.028 0.95 0.941 0.707
interfacial tension parameter: σ = σ0 −σT (T − 273 K), with T in Kh
interfacial tension, σ0 N/m 0.07583 0.02405 0.00922 —
temperature coefficient, σT N/(mK) 1.477 · 10−4 8.32 · 10−5 8.74 · 10−5 —
interval, [Tmin, Tmax] K [283, 373] [283,343] [183,283] —
uncertainty, ∆σ N/m 10−4 10−4 —i —
aSaturation property values interpolated from [193, pp. Dba3f.]
bSaturation property values read from [193, p. Dcb8]
cSaturation property values read from [193, p. Dcb15]
dProperty values at normal pressure interpolated from [193, p. Dbb2]
eIn case of water, ethanol, and propane, the saturation pressure is given, whilst some normal value is given for
air.
fThe Kapitza number has been calculated by employing g = 9.8065m/s2.
gThe Ohnesorge number has been calculated by employing Lsc = 10−3 m.
hData taken from [192]. Interfacial tension against air, except for propane; here against vapour
iNo data available.
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