Abstract. We address in this manuscript a problem arising in molecular biology, namely a problem of discovering dependencies among gene expression levels. The problem is formulated in mathematical terms as a search for a fully defined three valued function defined on three valued variables which is partially specified by the DNA microarray measurments. This formulation as well as our solution methods are strongly motivated by results in the area of logical analysis of data (LAD) and in the area of partially defined Boolean functions (pdBfs), in particular by procedures for finding fully defined extensions of pdBfs. On one hand we present several algorithms which (under some assumptions) construct the desired three valued functional extension of the input data, and on the other hand we derive several proofs showing that (under different assumptions) finding such an extension is NP-hard.
Introduction
One of the principal questions asked in molecular biology is how genes regulate each other or in other words how a status (expresion level) of some selected gene X depends on the expression levels of other genes. Answering this question means doing two things: 1) detecting the subset S of genes (among all measured genes) which influence the selected gene X and 2) discovering for each gene Y in the detected subset S in which way it influences the selected gene X. There are basically only two ways in which Y can influence X: either positively (if the expression level of Y goes up, so does the expression level of X) or negatively (if the expression level of Y goes up, the expression level of X goes down). The tool, which makes it possible to measure the expression levels of genes (in fact levels of thousands of genes in parallel), is the DNA microarray technology [19, 12] . There are many methods which attempt to use the DNA microarray data to discover dependencies among genes (in biological literature this is called gene regulatory network modeling) which use various tools: linear models [22, 13] , Bayesian networks [18, 14] , neural networks [23] , edge-labelled directed graphs [10] , graphical Gaussian modelling [21] , and dynamical system models based on differential equations [15] . A modeling method which is of a particular interest in this paper is the so-called Boolean Network model originally introduced in [16] . This model has been expanded in recent years in several directions, all attempting to identify the structure of gene regulatory networks from expression data [17, 1, 3, 4, 2, 20] . However, all these Boolean Network models assume that the expression levels of all genes are explicitely available and, moreover, that they can be discretized into just two Boolean values (gene is either ON or OFF). This is not a realistic assumption as the DNA microarray data in fact contain expression level ratios (not the levels themselves) [9] , and experimental evidence seems to suggest these ratios are clustered in three not two groups. Let us try to explain the last sentence in more detail.
The DNA microarray data consists of vectors, the length N of which corresponds to the number of measured genes (typically several thousand). Each vector is produced by a following experiment: the DNA is taken in a so called wild state in which no gene is artificially manipulated and then a selected gene i (where the number of a gene corresponds to its position in the vector of measurements) is disrupted (or suppressed) which means that its expression level is fixed to zero by some genetic manipulation. Such a disruption may of course cause expression levels of other genes to change as well. What is actually measured by the DNA microarray technology are the changes in the expression levels of individual genes during the disruption process, or more precisely logarithms of the ratios (for every gene j, 1 ≤ j ≤ N ) of the expression level e i (j) of gene j in the DNA with a disrupted gene i and the expression level of gene j in the starting wild state. We denote the value in component j of the resulting vector (measured in the experiment with gene i being disrupted) by r i (j). Hence r i (j) = log e i (j) e(j) = log e i (j) − log e(j) .
Let us note that e i (i) = 0 always holds (the level of the disrupted gene is fixed at zero 1 ), and this is the only expression level we always know for sure. All the other expression levels must be deduced from the ratios (which cannot be always done uniquely, as we shall see below). Finally let us note that a given DNA may have many different wild states (each individual wild state of the DNA may be determined by the exact conditions under which the particular experiment is taking place) and so the wild states in different experiments (each producing one vector of r i (j) values) may differ. Thus we can think of the DNA microarray data as a set of vectors, where each vector of ratios corresponds to a pair of unknown expression levels which should be deduced from the ratios, while there is no apparent dependency between the values of the same gene in different pairs.
As mentioned above, the expression levels of genes can be discretized in three levels denoted {0, L, H} where L stands for low and H for high. Consequently, the change in expression level can be of three types, namely no change, small change, or large change. However, since the change can be either positive or negative (expression level e i (j) of gene j goes either up or down compared to its wild state, i.e. the ratio r i (j) either increases or decreases) the values r i (j) are discretized in five levels {−H, −L, 0, L, H}. The corresppondence between the discretized values of r j (i) on one hand and the discretized values of e j (i) and e(i) can be specified as follows:
Note, that if the discretized value of ratio r i (j) is H or −H then the corresponding expression levels e(j) and e i (j) are fully determined and hence the values e(j) and e i (j) can be uniquely deduced from the value r i (j). In the following example in Figure 1 we consider three experiments and four genes. The fields in the right hand side table which contain an asterisk cannot be deduced uniquely. The values which can be determined uniquely are of two types: the expression levels of the disrupted gene (zero in the disrupted mutant DNA and an easily derivable value in the wild type) which are typed in boldface, and expression levels corresponding to H and −H ratios. Now let us assume that we want to find out whether the expression levels of the fourth gene depend on the expression levels of the first three. In other words we want to find a three-valued function f of three (or more, if we had more genes in our sample) three-valued variables which takes first three columns in the table as an input and outputs the fourth column. The table can be then viewed as a partial definition of the function where some rows are specified fully, some rows are specified partially (some values -missing bits -are replaced by asterisks) and some rows (combinations of input values) are missing form the table entirely. The sought function is then a fully defined extension of the partial definition. In fact there are three different natural problems we may consider:
1. Does there exist a feasible replacement of missing bits by {0, L, H} values for which there exist an extending function?
2. Does there for every feasible replacement of missing bits exists an extending function (possibly different functions for different replacements)?
3. Does there exists a function which is an extending function for all feasible replacements of missing bits?
All of the above problems will be addressed in this paper. However, first we have to discuss what are the natural conditions such a function must fulfil and next we have to specify what do we understand by a feasible replacement of missing bits. We already know from the discussion above that gene i can influence gene j in only two ways. Either an increase of the expression level of i always causes an increase of the expression level of j (possibly negligible or zero) or an increase of the expression level of i always causes a decrease of the expression level of j (possibly negligible or zero). This means that the desired function f must be monotone in all its variables, or in other words f must be unate. However, such a goal is most likely computationally intractable, as it was already shown [11] that even in the binary case (two-valued function on two-valued variables) with no missing bits (no asterisks in the input table) it is NP-hard to decide whether there exists a unate extension of the input data. Therefore we simplify the task by looking only for functions that are positive in all variables, which will allow us to design effective algorithms solving the task. Although this restriction is rather strong, for a reasonably small number of variables (genes) these algorithms can be used to find also general unate extensions by subsequently considering all possible combinations of positive and negative monotonicities of input variables, modifying in each case the input vectors accordingly, and searching for a positive functional dependency on the modified data. It should be noted, that if there are no missing bits, the positive extension problem is computationally quite easy. The binary case of this problem has been already studied (e.g. in [6] ) and it would not be hard to generalize the result in a straightforward way to the ternary case. So let us now look at the case with missing bits and the rules for their feasible replacements.
A similar extension problem called an extension of a partially defined Boolean functions with missing data was studied and solved in [7] . There are however, aside of the difference between binary (Boolean) and ternary values, two more issues in which the problem studied in [7] is different. First of all, the missing bits appear only in the input part of the table, i.e. the function value is always defined, which is not true in our ternary case (see example in Figure 1 ). Secondly, an arbitrary binary value can be substituted for every missing bit, i.e. there are no dependencies among the values of different missing bits. However, in our case the missing bits cannot be replaced arbitrarily because there are dependencies among the asterisks in the two vectors which were formed from a single vector of ratios. In fact there are three types of asterisks as can be seen from example in Figure 2: 1. The asterisks in a pair that corresponds to ratio value 0 must have the same value.
Hence these asterisks, e.g. in the first and second line in the third column and in the third and fourth line in the first column, are of an "equal" type. We will denote such asterisks by * = .
2. The asterisks in a pair that corresponds to ratio values −L or +L must have values that differ by "one step" (0 and L or L and H). Hence e.g the asterisk in the first line and the fourth column is of a "higher" type (we will denote it by * + ), and the asterisk second line and the fourth column is of a "lower" type (we will denote it by * − ).
Using the just defined types of asterisks we can rewrite the table from example in Figure 1 as in Figure 2 . The second table shows a feasible replacement of asterisks by ternary values and the third  table shows by one of the three types of asterisks. Furthermore, the rows in the table are paired to reflect the fact that each such pair corresponds to a single row of ratios. The goal is to find a positive ternary function which extends the partial definition given by the table. This problem broadly speaking belongs to the area of logical analysis of data (LAD) pioneered by Peter L. Hammer (see e.g. [5] for a review of LAD related papers) and more specifically to the study of partially defined functions. Our work is a generalization of extension problems on partially defined Boolean functions with missing data (pBmds) for which several variants were studied in [7] and [8] .
In practice, the situation is even more complicated. The measured vectors of ratios contain hundreds or even thousands of genes, which makes any extension problem computationally intractable. However, according to practical experience every gene depends on a relatively small number of other genes (no more than 30). Moreover, techniques are available, which reduce the number of possible candidates for the influencing genes from hundreds or thousands to below one hundred. This makes it possible to reduce the original table with hundreds or thousands of columns to a table with at most one hundred columns. The task which remaines to be solved is how to reduce this number of columns further to the desired number around 30. Obviously, trying all subsets of 30 coulumns out of roughly 100 columns is not computationally feasible. Therefore our simplified approach is still just a first step to practical usability of the proposed model. The paper is organized as follows. The next section introduces the necessary notation and formalizes the problems which are addressing in the rest of the paper. Section 3 studies the complexity of constructing various extensions with no monotonicity restriction on the extending functions. Section 4 then studies the same cases under the positivity constraint.
Definitions and basic properties
In this section we formalize the definitions outlined in the previous section. We consider three possible (discretized) expression levels of genes over Z 3 . For easier manipulation, we map L to 1 and H to 2 (and use the numeric values from now on) while the symbols O, L, H will be hereunder used as the names of sets of vectors. The way in which pd3fs emerge in our problem is the following: when we choose gene i and we want to decide whether it is functionally dependent on some other genes we look at the vectors of expression levels (obtained in pairs from the vectors of ratios), select the i-th component as the functional value (determining in which of the sets O, L, H the corresponding vector belongs) and take the values of other bits as the individual inputs of the function. This would work if we were given fully defined vectors of expression levels. However, since we have some asterisks (of three types) in the vectors of expression levels, and the vectors need to be paired to capture the missing data properly, we need the following definition to fully represent the situation in question. Definition 2.3 Let E = {0, 1, 2, * = , * − , * + } be an enlargement of Z 3 by three symbols for missing bits. A paired partially defined 3-valued function with missing bits and uncertain value (or p-p3mbuv in short ) on n variables is a pair F = (Ũ , π), whereŨ ⊆ E n+1 is a set of vectors and π :Ũ →Ũ is a pairing function satisfying
∈Ũ is a pair of vectors and 1 ≤ i ≤ n + 1 is an index then either u i , v i ∈ Z 3 , or both u i and v i are missing bits (or uncertain function values if i = n + 1), in which case
Given vector u ∈Ũ , let us denote I(u) = (u 1 , . . . , u n ) ∈ E n the input part of u and F (u) = u n+1 ∈ E the output value of u.
From now on we assume that the problem we are interested in takes a p-p3mbuv as its input. These are the pairs of vectors containing expression levels (and missing data marked by asterisks) which have been obtained from the vectors of discretized ratios using the procedure described in the previous section. The definition also expresses the fact that in paired vectors u, v there is an asterisk at u i if and only if there is an asterisk at v i . Moreover the type of asterisk at v i is fully determined by u i .
In the following we present a number of definitions and several simple lemmas. Our aim is to formalize the problem we are trying to solve. We start with definitions which help us easily describe assignments of values from Z 3 to the missing components of vectors which are marked by asterisks.
, then we define:
Let Q ⊆ AS(S) and let α : Q → Z 3 be an assignment of values to the set Q of missing bits (and uncertain function values). For a vector v ∈S let v α denote the vector obtained from v by replacing the * components which belong to Q, by the values assigned to them, i.e.
, and let Q , Q ⊆ AS(S) be two disjoint sets. Let α : Q → Z 3 and let α : Q → Z 3 . Then we define a composition of α and α as an assignment α = α • α : Q ∪ Q → Z 3 in a straightforward manner as follows:
Let α : Q → Z 3 and let Q ⊆ Q ⊆ AS(Ũ ), then we define a restriction of α to Q denoted by α Q : Q → Z 3 , as an assignment, for which for every v ∈S, and every j = 1, . . . , n, n + 1.
Not all assignments fulfill the conditions that we have specified for the asterisk components. First of all there are some forbidden values from Z 3 that a specific asterisk type cannot be assigned, e.g. asterisks * + cannot be assigned 0, and secondly the assignment must respect the pairing of vectors and hence, e.g., two corresponding asterisks * = in paired vectors must have the same value assigned. Moreover one of corresponding asterisks in paired vectors should be assigned a value from Z 3 if and only if the other one is also assigned a value. In the following definitions we capture these conditions in a notion of a feasible assignment. Definition 2.6 Let a ∈ E n+1 , and j ∈ {1, . . . , n, n + 1}. A domain of a position a j is a subset of Z 3 denoted by ∆(a, j) and defined as:
be a p-p3mbuv and let α : Q → Z 3 be an assignment of values to a subset Q ⊆ AS(Ũ ). We say, that α is a feasible assignment with respect to F , if for every pair of vectors u = π(v), v = π(u) ∈Ũ and every index j = 1, 2, . . . , n, n + 1 all the following conditions are satisfied:
α assigns values either to both or to none of the paired positions).
2. If (u, j) ∈ Q and u j = v j = * = , then α(u, j) = α(v, j).
3. If (u, j) ∈ Q, u j = * − , and v j = * + , then α(u, j) = α(v, j) − 1.
4. If (u, j) ∈ Q, u j = * + , and v j = * − , then α(u, j) = α(v, j) + 1.
The set of all feasible assignments α : AS(Ũ ) → Z 3 with respect to p-p3mbuv F = (Ũ , π) will be denoted by A(Ũ , π) or A(F ).
Moreover, if Q ⊆ ASI(Ũ ), and α : Q → Z 3 is a feasible assignment with respect to p-p3mbuv F = (Ũ , π), then we say that α is a feasible assignment to inputs of F . The set of all feasible assignments to inputs of F , α : ASI(Ũ ) → Z 3 , will be denoted by
Similarly, if Q ⊆ ASO(Ũ ), and α : Q → Z 3 is a feasible assignment with respect to p-p3mbuv F = (Ũ , π), then we say that α is a feasible assignment to outputs of F . The set of all feasible assignments to outputs of F , α : ASO(Ũ ) → Z 3 , will be denoted by
The following lemma states a simple fact that two feasible assignments on disjoint sets of asterisks are independent.
Lemma 2.8 Let F = (Ũ , π) be a p-p3mbuv, and let Q , Q ⊆ AS(Ũ ) be disjoint. Let α : Q → Z 3 and α : Q → Z 3 be two feasible assignments. Then also assignment α = α • α is a feasible assignment. In particular, if Q = ASI(Ũ ) and Q = ASO(Ũ ), then α ∈ A I (F ), α ∈ A O (F ), and α ∈ A(F ).
Similarly let Q ⊆ AS(Ũ ), and let α : Q → Z 3 be a feasible assignment. Furthermore let Q ⊆ Q be a subset satisfying the first property in Definition 2.
Proof : This is a mere observation which follows directly from the definition of feasibility.
For the purpose of finding functional dependencies in a p-p3mbuv it is important to know which vectors may become identical after an assignment of values to their asterisk components. If there is assignment which makes two vectors of input values identical then the corresponding functional value must also be identical otherwise there is no functional dependence. We define this notion as a potential identity.
Definition 2.9 Let F = (Ũ , π) be a p-p3mbuv on n variables, a, b ∈Ũ two vectors, and j ∈ {1, . . . , n, n + 1} an index. We define the following notation The following properties are easy to observe:
Lemma 2.10 Let F = (Ũ , π) be a p-p3mbuv on n variables, a, b ∈Ũ two vectors, and j ∈ {1, . . . , n + 1} an index. The following statements hold:
1. a j ≈ b j if and only if one of the following properties is satisfied:
• a = π(b) and a j = b j , or
2. a ≈ b if and only if a i ≈ b i holds for every index i ∈ {1, . . . , n + 1}.
3. a j b j if and only if one of the following properties is satisfied:
, and a j ≤ b j , or
4. a b if and only if a i b i holds for every index i ∈ {1, . . . , n + 1}.
5. a j b j if and only if one of the following properties is satisfied:
6. a b if and only if a i b i holds for every index i ∈ {1, . . . , n + 1}.
Proof : Follows directly from the above definitions. Note, that if a = π(b) then the identity a j = b j includes the case a j = b j = * = but excludes all cases when a j , b j ∈ { * − , * + }.
For the concept of robust extensions (defined at the end of this section), we shall need a weaker notion of potential identity and potential inequality, as well as a stronger notion of identity.
Definition 2.11 Let F = (Ũ , π) be a p-p3mbuv on n variables, a, b ∈Ũ two vectors, and j ∈ {1, . . . , n, n + 1} an index. We define the following notation 1. a j ∼ b j (an entry a j is robustly potentially identical to an entry b j with respect to F ) if there exist α, β ∈ A(F ), such that a
3. a j b j (an entry a j is robustly potentially smaller than an entry b j with respect to F ) if there exist α, β ∈ A(F ), such that a
4. a b (vector a is robustly potentially smaller than vector b with respect to F ) if there exist α, β ∈ A(F ), such that a α ≤ b β , i.e. for every index j ∈ {1, . . . , n, n+1}, a The following properties are also easy to observe: Lemma 2.12 Let F = (Ũ , π) be a p-p3mbuv on n variables, a, b ∈Ũ two vectors, and j ∈ {1, . . . , n + 1} an index. The following statements hold: 
a j b j , if and only if
6. a b, if and only if a i b i holds for every index i ∈ {1, . . . , n + 1}.
Proof : Follows directly from the above definitions.
If there are no missing bits (and uncertain function values) then the problem of finding an extension for a given pd3f F = (O, L, H) in the class C 3−all (i.e. finding a fully defined 3-valued function f that agrees with F on all vectors in the sets (O, L, H)) is very easy. Clearly, analogically to the binary case of pdBf (see [7] ), an extension of a pd3f F = (O, L, H) in C 3−all exists, if and only if the sets O, L, H are pairwise disjoint. For the case of missing bits (and uncertain function values) there are several problems to consider (we are trying to extend the terminology from [7] to the 3-valued case here). Definition 2.13 Given a p-p3mbuv F = (Ũ , π) on n variables and a class C ⊆ C 3−all of 3-valued functions on n variables, we define problems CEP3(C) (consistent extension problem), FCP3(C) (fully consistent extension problem), and REP3(C) (robust extension problem) as follows:
Looking at inputs and outputs separately, we consider the following variants FCOP3(C) (fully consistent output problem), and RCOP3(C) (robustly consistent output problem) as well:
3 General functions
Problems CEP3, FCP3, and REP3
In this section we shall show, that problems FCP3 and REP3 are polynomially solvable for the class of all three valued functions, while problem CEP3 is NP-complete.
Proof : Since the concept of a p-p3mbuv can be viewed as a generalization of concept of a pBmb, this result is a corollary of similar result in [7] (Theorem 9 therein). Now, we shall describe a polynomially checkable condition, under which a given p-p3mbuv has a fully consistent extension. Proof : The proof is similar to the case of pBmbs (see, Theorem 7 in [7] ). We claim, that the following equivalence holds: A p-p3mbuv F = (Ũ , π) has a positive fully consistent extension if and only if
This condition can be clearly checked in polynomial time using Lemma 2.10. Since validity of this claim is not as obvious as in case of pBmbs, we shall prove it in more details. Let us at first assume, that F has a fully consistent extension and let a, b ∈Ũ be arbitrary such that I(a) ≈ I(b), therefore there is an assignment α I ∈ A I (Ũ , π), for which I(a α I ) = I(b α I ). Let us proceed by a contradiction and assume, that there is
Since F has a fully consistent extension and since α ∈ A(F ) according to Lemma 2.8, there is a function f :
. Now let us assume, that the condition (1) is satisfied and let α ∈ A(F ) be arbitrary, we shall find a function f : Z 3 → Z 3 , which is consistent with F and α. Let
Our condition ensures, that O, L, H are pairwise disjoint. That means, that there exists an extension f of a pd3f (O, L, H). It can be observed, that f is a function consistent with F and α.
A similar condition can be found for robust extension, in fact, we only have to consider robust potential identity instead of a simple potential identity. Proof : The proof is similar to the case of FCP3, and also to the case of pBmbs, as it was done in Theorem 7 in [7] , we only have to use robust potential identity instead of potential identity, we also have to relax condition on difference of output values a bit. In particular, we claim, that the following equivalence holds. A p-p3mbuv F = (Ũ , π) has a robust extension if and only if
Let us at first assume, that F has a robust extension f and let a, b ∈Ũ be arbitrary, I(a) ∼ I(b), therefore there exist α I , β I ∈ A I (F ), for which I(a α I ) = I(b β I ). Let us proceed by contradiction and let us assume, that there exist
Since f is a robust extension of F , we have that
We can observe, that O, L, H are pairwise disjoint sets. This is ensured by condition (2), since if for some α, β and some a, b ∈Ũ would be a α = b β , then I(a) ∼ I(b) and according to condition (2) is F (a) F (b) and hence F (a α ) = F (b β ). Therefore a α , b β fall into the same set within O, L, H. Thus a pd3f (O, L, H) has an extension f , which is also a robust extension of F .
Problems FCOP3 and RCOP3
In this subsection, we shall present an algorithm, which for a given p-p3mbuv F = (Ũ , π) enumerates with polynomial delay all feasible assignments to outputs α O ∈ A O (F ), for which there is a fully consistent extension of (Ũ α O , π). Consequence of correctness of this algorithm will be, that problem FCOP3(C 3−all ) is solvable in polynomial time.
has a fully consistent extension.
1: Construct undirected graph G = (Ũ , E), where
2: Find all connected components C 1 , . . . , C k of graph G. 3: for i:=1 to k 4: do 5:
return empty set (no assignment) 9: endif 10: enddo 11: Construct directed graph D = (V, A), where V = {C 1 , . . . , C k } and
12: Find all connected components B 1 , . . . , B l of underlying undirected graph of D. 13: for j:=1 to l 14: do 15:
B j := ∅ {B j is a set of assignments.} 18:
for each e ∈ S j 1 19:
will denote value assigned to all vectors belonging to C i } 21:
Let T be a stack containing j 1 .
22:
while Z = ∅ 23: do 24:
i:=pop(T ) 25:
for each It is easy to see, that set S i contains exactly values, which can be assigned simultaneously outputs of all vectors in connected compontent C i . If S i = ∅ or there is a pair u, v = π(v) ∈ C, for which F (u) = * − and F (v) = * + , than clearly no value can be simultaneously to assigned to outputs of vectors in connected components and that means, that no assignment α O ∈ A O (F ) for which (Ũ α O , π) would have fully consistent extension, may exist.
We continue with proving that line 53 also correctly returns an empty set.
Lemma 3.6 Let F = (Ũ , π) be a p-p3mbuv on n variables. If Algorithm 3.4 returns empty set on line 53, then there is no α O ∈ A O (F ), for which (Ũ α O , π) has a fully consistent extension.
Proof : Let B j = (C j 1 , . . . , C j k ) be an arbitrary component of underlying undirected graph of D. Let Q = {(u, n + 1) | (u ∈ ∪B j ) ∧ (u, n + 1) ∈ { * = , * − , * + }}. We shall show, that α : Q → Z 3 ∈ B j if and only if α is feasible assignment. The proposition follows, since if no feasible assignment α : Q → Z 3 exists, then we correctly return empty set in step 53.
We claim, that if we choose an arbitrary element C ∈ B j and we set the output values of vectors in C, then the output values of remaining vectors in ∪B j are uniquely defined. In particular, let C i , C i ∈ B j be two components, we shall show, that if we set output values of vectors in C i , then the output values of vectors in C i are uniquely defined. This follows by a simple induction from fact, that if (C i , C i ) ∈ A or (C i , C i ) ∈ A, and we have assigned the value e ∈ Z 3 , then the value, which we have to assign to output values of vectors in C i is either e + 1 or e − 1, if it belongs to S i , otherwise, no value can be assigned to output values of vectors in C i . This fact follows directly from the definition of graph D.
In while cycle on lines 22-49 we traverse graph D in depth first search manner and we assign the values in unique way, starting from C j 1 , and if we successfully traverse entire graph, we add assignment which we have found to B j .
From this it follows, that when α ∈ B j , then it is feasible assignment to Q. If on the other hand α is a feasible assignment to Q, then it assigns some value to output values of vectors in C j 1 , and this value must be same for all vectors using arguments from proof of Lemma 3.5, moreover this value e belongs to S j 1 . Therefore our algorithm will consider this α and adds it into B j .
It remains to show, that Algorithm 3.4 returns exactly those assignments α O ∈ A O (Ũ , π), for which a p-p3mbuv (Ũ , π) has a fully consistent extension. Output of these assignments is done on line 57, correctness of which is justified by the following lemma. Proof : Only definition of set of edges of graph G in step 1 needs to be modified. In modified version, we set:
I.e. instead of potential identity we use robustly potential identity. It is not hard to check, that after this modification, Algorithm 3.4 solves problem RCOP3(C all ) in the same time as it did for FCOP3(C all ). We leave the details to the reader.
Positive functions
In this section we shall concentrate on positive functions. Throughout the section, we shall need the following condition which specifies, when a pd3f has a positive extension. 
Proof : The property is a simple extension of binary case (see [6] ), and we therefore leave the details to the reader.
A simple corollary, which we shall use throughout the section is following. Assume that we have a p-p3mbuv F = (Ũ , π) and a feasible assignment α ∈ A(F ), which assigns a value to every asterisk position in F . Then we can naturally associate a pd3f with F α , which has an extension, if and only if the following property is satisfied:
We shall start with problem CEP3, which is NP-complete, unlike its binary pBmb version. Then we consider FCP3 and REP3 and finally we shall solve problems FCOP3 and RCOP3, all these problems are polynomially solvable.
Problem CEP3
Problem CEP3(C + 3 ) seems to be harder to solve -we show in the next theorem that it is probably intractable in the general case.
Theorem 4.2 Problem CEP3(C
The problem is obviously in NP since when we get α ∈ A(F ) for p-p3mbuv F = (Ũ , π) we can verify (using Lemma 4.1) in polynomial time that pd3f function (Õ α ,L α ,H α ) has a positive extension.
To show that the problem is NP-hard we use the problem SAT restricted to instances where the input CNF consists only of positive and negative clauses. We shall denote this problem SAT PN . It is NP-hard because a general CNF F on variables x 1 , . . . , x n can be transformed into a CNF F which has only positive and negative clauses and which is satisfiable iff F is satisfiable. The transformation introduces new variables y 1 , . . . , y n such that x i ≡ y i for every i ∈ {1, . . . , n}. This can be achieved by adding the following two clauses (one positive and one negative) for every i:
which ensure that variables x i and y i have complementary values in every evaluation satisfying F. Now for each clause C ∈ F we can substitute suitable subset of its literals by complementary literals formed by corresponding varibles y i , e.g., we can substite all negative literals x i by positive literals y i to form a positive clause C . Then F will consist of all these C together with the pairs of clauses ensuring x i ≡ y i and hence F will contain only positive and negative clauses. Now we shall take CNF F on n variables which forms an instance of SAT PN and transform it to an instance of CEP3(C + 3 ). We will denote by P (F) the set of positive clauses of F and by N (F) the set of negative clauses of F. By χ 0,2 (C), where C is a clause of F, we denote the 0,2 characteristic vector of C, i.e., a vector v of length n containing only 0 and 2 and such that
We form p-p3mbuv F = (Ũ , π) on n+1 variables, i.e. with vectors of length n+2, as follows:
The pairing function π just associates the two vectors inL and it can be arbitrary for all other vectors (as there are no uncertain values in them).
We will finish the proof by showing that the p-p3mbuv (Ũ , π) has a positive consistent extension iff F is satisfiable. According to Lemma 4.1 and definition of consistent extension p-p3mbuv (Ũ , π) has a positive consistent extension iff there is α ∈ A(F ) such that
Condition (3) is equivalent to the following one:
Because of the artificial (n + 1)-st component of the vectors of F we immediately know that condition (4) is satisified in all of the following cases:
Therefore there is a positive consistent extension of F iff there is α ∈ A(F ) such that the following two conditions are satisfied:
Let us fix α ∈ A(F ). Since π(k) = l we have for every i ∈ {1, . . . , n} that k This is equivalent to the fact that every variable x i in CNF F can either satisfy all negative clauses containing literal x i (by evaluating x i to 0) or it can satisfy all positive clauses containing literal x i (by evaluating x i to 1). Hence satisfying conditions (5) and (6) for all a ∈H and b ∈Õ is equivalent to satisfying all clauses of CNF F. This completes the proof of NP-hardness of CEP3(C + 3 ).
Problems FCP3 and REP3
In this section we shall show, that problems FCP3 and REP3 are polynomially solvable for the class of positive three valued functions. We start with problem FCP3. Proof : We claim, that a p-p3mbuv F = (Ũ , π) has a fully consistent extension if and only if the following condition is satisfied:
This condition can easily be checked. Let us at first suppose, that F has a fully consistent positive extension and let a, b ∈Ũ be arbitrary, such that I(a) I(b), let α I ∈ A I (F ) be such, that I(a α I ) ≤ I(b α I ). Let α O ∈ A O (F ) be arbitrary and let α = α I • α O , according to Lemma 2.8 is α ∈ A(F ) and I(a α ) ≤ I(b α ) and therefore there is a positive function f α : Z n 3 → Z 3 which is a consistent extension ofŨ
. Now let us assume, that condition (7) is satisfied and let α ∈ A(F ) be arbitrary, we shall find a positive function f : Z n 3 → Z 3 , which is consistent with F and α. Let
Since according to Lemma 2.8 is (7) implies for given α the following:
This is exactly condition, which according to Lemma 4.1 implies existence of positive extension f α of a pd3f (O, L, H), which is clearly consistent with F and α, as well.
As in general case, problem REP3 can be solved in a very similar way as problem FCP3.
Theorem 4.4 Problem REP3(C +
3 ) can be solved in polynomial time. Proof : The proof is similar to the case of FCP3, and also to the case of pBmbs, as it was done in Theorem 7 in [7] , we only have to use robust potential inequality instead of potential inequality. We claim, that a p-p3mbuv F = (Ũ , π) has a positive robust extension if and only if the following condition is satisfied:
This condition can easily be checked. Let us at first suppose, that F has a robust positive extension f and let a, b ∈Ũ be arbitrary, such that I(a) I(b), let α I , β I ∈ A I (F ) be such, that I(a
. Now let us assume, that condition (8) is satisfied and let α ∈ A(F ) be arbitrary, we shall find a positive function f : Z n 3 → Z 3 , which is robustly consistent with F . Let (7) implies for every α, β ∈ A(F ) the following:
Therefore given a, b ∈ O ∪ L ∪ H such that a ≤ b, a = u α for some u ∈Ũ and α ∈ A(F ) and b = v β for some v ∈Ũ and β ∈ A(F ). Hence
According to Lemma 4.1, F has a positive extension f , which is clearly also a robust extension of F .
Problems FCOP3 and RCOP3
In this subsection we consider problems FCOP3 and RCOP3 for the class of positive three valued functions. As in case of general functions, we first solve problem FCOP3, solution of RCOP3 can be then found in the same way with considering robust potential inequality instead of simple potential inequality. We shall at first show, how to decide, whether problem FCOP3 has a solution for a given p-p3mbuv and if so, how to find one. Then we shall concentrate on output of all solutions of FCOP3 for positive three valued functions, i.e. all assignments to outputs for which given p-p3mbuv has a fully consistent extension, with polynomial delay.
The idea behind our algorithm is similar to the one behind Algorithm 3.4. We first associate a graph with given p-p3mbuv, which now will be directed, then we consider an acyclic condensation of this graph, i.e. graph, in which each strongly connected component becomes a single vertex. Then we shall reformulate problem FCOP3 as a problem of assigning values 0, 1, and 2 to vertices in this graph, which we then finally solve. We start with associating a graph with each p-p3mbuv.
Lemma 4.5 Let F = (Ũ , π) be a p-p3mbuv on n variables. Let G = (Ũ , E) be a directed graph withŨ as the set of vertices and the set of arcs E defined as For every a, b ∈Ũ , such that there is a directed path from a to 
and if there is a directed path from a to b, which contains an arc from E 2 , then
3. there is no arc in E 3 with both endpoints in C.
Proof : Let a, b ∈Ũ be arbitrary, such that there is a directed path from a to b, we shall observe, that in this case
and if this path contains an arc from E 2 , then this inequality is strict. We can proceed by a simple induction on the length of the path from a to b. If (a, b) ∈ E, then the proposition clearly holds, in case of (a, b) ∈ E 1 according to Theorem 4.3 and in case of (a, b) ∈ E 2 ∪E 3 according to definition. General step follow by the same arguments and transitivity of inequality. By this we have shown the first proposition.
The second proposition follows from the first one and the fact, that in case of a, b ∈ C there are directed path from a to b and from b to a. The third proposition follows easily from the second one. Now we shall define a graph problem, the solution of which will serve as the basic subroutine in all subsequent algorithms of this section. • The acyclic three valued inequality solving problem (AIS3) on D is the following: Assign a value c(v) ∈ {0, 1, 2} to every vertex of V such that for every (u, v) ∈ A 1 is c(u) ≤ c(v) and for every (u, v) ∈ A 2 is c(v) = c(u) + 1.
• The restricted acyclic three valued inequality solving problem (AIS3R) on D furthermore requires that for each v ∈ V the assigned value c(v) belongs to a preselected set S(v) ⊆ {0, 1, 2}, where S(v) can be any subset of {0, 1, 2} except {0, 2}.
We shall at first observe, that the problem AIS3R is equivalent to the problem we are solving, then we shall show, how to transform AIS3R to AIS3 and how to solve it in polynomial time. Then we shall describe all possible assignments solving problems AIS3 and AIS3R respectively. We shall use this description to find all these assignments with polynomial delay.
Lemma 4.7 Let F = (Ũ , π) be a p-p3mbuv on n variables and let G = (Ũ , E) be a directed graph defined as in Lemma 4.5. Let graph D = (V, A) be a directed graph, which is an acyclic condensation of G. I.e. V = {C 1 , . . . , C k }, where C 1 , . . . , C k are all strongly connected components of G and A = A 1 ∪ A 3 , where
If G satisfies the properties of Lemma 4.5, then there exists an assignment α O ∈ A O (F ), for which (Ũ α O , π) has a positive fully consistent extension if and only if problem AIS3R has solution for graph D. Moreover, there is one to one correspondence between feasible assignments α O ∈ A O (F ) for which (Ũ α O , π) has a positive fully consistent extension and solutions to the problem AIS3R for graph D.
Proof : This propostion is a mere observation, since problem AIS3R is a simple reformulation of the problem of finding the assignment to outputs, which would respect arcs of G. Note, that all vectors in a strongly connected component C of G have to receive same output value according to Lemma 4.5 and that their output values have to belong to S(C) = u∈C ∆(u, n+1). These sets put restriction on the values of vertices of D in problem AIS3R. According to this, it is not possible, that S(C) = {0, 2}, which we forbid in AIS3R. Now we shall show, how to transform problem AIS3R to problem AIS3. Proof : We shall proceed by induction on the number of vertices v ∈ V , for which S(v) = {0, 1, 2}. If there is no such vertex, then we may clearly set D = D. Now, let v ∈ V be an arbitrary vertex with S(v) = {0, 1, 2}. We shall at first construct a directed graph D and restrictions S , such that S (v) = {0, 1, 1} and S (v ) = S(v ) for v ∈ V \ {v}. At the begining we set D = (V , A 1 ∪ A 2 ) = D, with V = V , A 1 = A 2 and A 2 = A 2 and we add some new arcs and vertices. We shall distinguish several cases according to S(v).
• If S(v) = {0}, then we add two new vertices v and v into V and two new arcs (v, v ), (v , v ) into A 2 .
• If S(v) = {1}, then we add two new vertices v and v into V and two new arcs (v , v),
• If S(v) = {2}, then we add two new vertices v and v into V and two new arcs
• If S(v) = {0, 1}, then we add one new vertex v into V and one new arc (v, v ) into A 2 .
• If S(v) = {1, 2}, then we add one new vertex v into V and one new arc (v , v) into A 2 .
We Given that the added arcs belong to A 2 , there is only one possible extension, which is possible since these arcs respect S(v). We leave the details to the reader. By this we can also see, there there is one to one correspondence between the solutions of AIS3R for D with restrictions S and D with restrictions S. Since in D with restrictions S there is one vertex with S (v) = {0, 1, 2} less, we can use induction hypothesis to directly achieve the proposition of the lemma. Now, we shall concentrate on solving the problem AIS3. We shall at first describe how to find one solution for given graph D, then we shall show, how to generate all solutions with polynomial delay.
We shall start with observing, that we can assume, that D has only one source vertex (vertex with no incoming arc) and one sink vertex (with no outgoing arc). If this is not the case, then we can add vertices s, t to V , arcs from s to all source vertices of D to A 1 , and arcs from every sink of D to t to A 1 . It should be clear, that we in fact changed nothing on solvability of AIS3 on D, and if we denote the solution on the new graph c , then c restricted to the original vertices is clearly solution of AIS3 on original graph. From now on we shall often use the restriction that D has only one source and one sink. Algorithm 4.9 solves problem AIS3 for a given graph D.
Algorithm 4.9 AIS3
Input: 
Let W be a set of vertices, which can be reached by undirected path from some vertex in O ∪ L ∪ H in D using only arcs from A 2 .
22:
Find unique assignment of c to vertices in W using BFS (as in Algorithm 3.4).
23:
if such assignment does not exist 24: then 25:
return no 26: endif 27:
if exists vertices u and v, such that v ∈ O and there is a directed path from u to v which contains an arc from A 2 31: then 32:
return no 33: endif 34:
if exists vertices u and v, such that v ∈ H and there is a directed path from v to u which contains an arc from A 2 35: then 36: return no 37: endif 38:
Add to O all vertices v ∈ V , for which there is a vertex u ∈ O and directed path from v to u, or there is a vertex u ∈ L and directed path from v to u which contains an arc from A 2 , and assign c[v] := 0 for all these vertices.
39:
Add to H all vertices v ∈ V , for which there is a vertex u ∈ H and directed path from u to v, or there is a vertex u ∈ L and directed path from u to v which contains an arc from A 2 , and assign c • If (u, v) ∈ A 1 , and both u and v are among newly added vertices, then clearly on this arc the condition is satisfied.
• If (u, v) ∈ A 1 , and u is among newly added vertices, while v is not, then the only wrong case would be, if v ∈ O. However, in this case we would have added u into O in step 38, which was not the case.
• If (u, v) ∈ A 1 , and v is among newly added vertices, while u is not, then the only wrong case would be, if u ∈ H. However, in this case, we would have added v into H in step 39, which was not the case.
• If none of u and v is among newly added vertices, then clearly the condition of AIS3 solution is satisfied, provided it has been satisfied until now.
• If (u, v) ∈ A 2 , then it is not possible, that both u and v are among newly added vertices.
• If (u, v) ∈ A 2 , and u is among newly added vertices, while v is not, then the bad case would be, if v ∈ O ∪ L. If v ∈ O, then we would have rejected in step 32. If v ∈ L, we would have added u into O in step 38.
• If (u, v) ∈ A 2 , and v is among newly added vertices, while u is not, then the bad case would be, if u ∈ L ∪ H. If u ∈ H, then we would have rejected in step 36. if u ∈ L, we would have added v into H in step 39.
Therefore, c is still feasible on every arc of D. Now let us consider the last step on line 42. Let (u, v) ∈ A be arbitrary, and let us inspect several cases.
• If (u, v) ∈ A 1 , and both u and v are among newly added vertices, then clearly, on this arc the condition is satisfied.
• If (u, v) ∈ A 1 , and u is among newly added vertices, while v is not, then the bad case would be, if v ∈ O ∪ L. If v ∈ O, we would have added u into O in step 38. If v ∈ L, but we have not added u into L in step 41, then there is a path from s to u containing an arc from A 2 . Therefore, there is also a path from s to v containing an arc from A 2 , which means we have not added v into L in step 41. Thus we must have added v to L during the while cycle on step 28, in which case, we would have added u into O in step 38, which we did not, and hence v ∈ L.
• If (u, v) ∈ A 1 , and v is among newly added vertices, while u is not, then clearly condition of AIS3 solution is satisfied on (u, v).
• If (u, v) ∈ A 2 , then it is not possible, that both u and v are among newly added vertices, because otherwise there would be a path from s to v containing two arcs from A 2 and we would have put v into H at the beginning.
• If (u, v) ∈ A 2 , and u is among newly added vertices, while v is not, then let us distinguish three cases. If v ∈ O, then we would have rejected in step 32. If v ∈ L, then we have not put v into L in step 41, but we must have done this during the while cycle in step 28, in which case we would have put u into O in step 38. If v ∈ H but we have not added u into L in step 41, then there must be a path from s to u containing an arc from A 2 . Therefore, we would have added u into O during the initialization in step 5. Hence this case is not possible.
• If (u, v) ∈ A 2 , and v is among newly added vertices, while u is not, then the bad case would be, if u ∈ O ∪ H. If u ∈ H, then we would have rejected in step 36. if u ∈ O, we would have added v into L in step 28.
The only rejection step, which we have not mentioned yet is on line 3, which is obviously correct. Thus assignment c is returned if it exists and the returned assignment is correct, by which the proof is completed. Now, we are ready to present Algorithm 4.11, which solves problem FCOP3 for the class of positive three valued functions. 
Input:
A p-p3mbuv F = (Ũ , π).
has a positive fully consistent extension or no, if no such assignment exists.
1: Construct directed graph G = (Ũ , E), where
Find all strongly connected components C 1 , . . . , C k of graph G. 3: for i:=1 to k 4: do 5:
return no 9: endif 10: enddo 11: Let D = (V, A) be a directed graph, which is an acyclic condensation of G. I.e. V = {C 1 , . . . , C k } and A = A 1 ∪ A 3 , where
Add two new vertices C and C into V and two arcs (C, C ) and (C , C ) into A 2 . 17:
else if S(C) = {1} 18:
Add two new vertices C and C into V and two arcs (C , C) and (C, C ) into A 2 . 20:
else if S(C) = {2} 21:
Add two new vertices C and C into V and two arcs (C , C ) and (C , C) into A 2 .
23:
else if S(C) = {0, 1} 24: then 25:
Add one new vertex C into V and a new arc (C, C ) into A 2 . 26: Lemma 4.12 Algorithm 4.11 works correctly, i.e. given p-p3mbuv F = (Ũ , π), it outputs an assignment α 0 ∈ A O (f ), for which F has a positive fully consistent extension or rejects, if no such assignment exists.
Proof : Correctness of the algorithm is justified by Lemma 4.5, 4.7, 4.8, and 4.10. Let us describe particular steps of the algorithm. It at first construct the same directed graph G as in Lemma 4.5 in step 1 and then it checks its strongly connected components in cycle on lines 3 -10, correctness of possible rejecting on line 8 is justified by Lemma 4.5.
In step 11, we construct graph D, which is an input to the problem AIS3R as it was shown in Lemma 4.7. Then we construct an equivalent instance of problem AIS3 in steps 12 -32, as it was described in Lemma 4.8. Finally, we solve this instance of AIS3 using Algorithm 4.9 correctness of which was shown in Lemma 4.10. Now we shall inspect running time of our algorithms. We start with Algorithm 4.9.
Lemma 4.13 Algorithm 4.9 can be implemented in such a way, that its running time is bounded by O(|V | + |A|).
Proof : We shall at first describe, how to evaluate the maximum number of arcs on any path from s to all other vertices from V . We can do that simply using an algorithm for finding shortest path in a directed acyclic graphs, which works in time O(|V | + |A|), since if we set length of every arc in A 1 to 0 and length of every arc in A 2 to −1, then shortest path with these lengths corresponds to longest path with respect to the number of arcs from A 2 . Algorithm for finding shortest path in a directed acyclic graphs, which we would use, works also with negative weights.
By this it is clear, that condition on line 1 can be tested in linear time. Similarly construction of set O on line 5 and construction of set H on line 6 can be done in linear time as well. All steps until the start of while cycle on line 17 can be easily done in linear time, we shall therefore concentrate on how to implement the while cycle between lines 17 and 40.
If we represent sets O, L, H, O , L , H , O , L , H properly, e.g. as one list with several pointers to it, steps 19 and 20 can be done in constant time, i.e. in linear time over all cycles. On line 21 we have to be more careful. We can use for instance BFS for finding set W , we start from vertices in O ∪ L ∪ H and we do not use vertices in O ∪ L ∪ H in this search, since we have used them already in previous cycle. In this way, since all vertices in W will become members of future O ∪ L ∪ H in next cycle, we use every vertex only once in this BFS, therefore over all cycles, step 21 requires linear time. Note, that during this BFS, we can simultaneously find unique assignment to the vertices in W and we can update sets O, L, H accordingly, hence also steps 23 -29 can be done in linear time over all cycles. When we add a vertex v into O, we can also check, if there is a directed path from s to v which contains an arc from A 2 , since this we can have precomputed from the begining of algorithm for every vertex. Similarly, we can check if there is a directed path from u to t containing an arc from A 2 for every u which we have added into H. Clearly, by this we can check conditions in steps 30 and 34 can be checked in linear time over all cycles.
The first part of line 38 is simple, since we only have to consider new vertices which we have added into O in this cycle, we can for each such vertex traverse back to source with ignoring vertices being already in O , in this way, we visit each vertex only once over all cycles. A bit mor tricky is second part, i.e. checking, whether there is a vertex u ∈ L and a directed path from v to u containing an arc from A 2 . We have not time for traversing back to source, since we could spend too much time on visiting vertices which we would not add into O. Let us denote by d s (u) maximum number of arcs from A 2 on a path from s to u and let us suppose, that we have this value precomputed during initialization phase.
12:
output function c which assigns values to vertices according to sets O, L, H. |A|) ). This follows from the fact, that each instance of Algorithm 4.15 either rejects in linear time, or it outputs at least one solution. This is because, if it does not reject, then a solution exists and a vertex v which we choose has a value 0, 1, or 3 in this solution. If we use implementation described in the proof of Lemma 4.13, we can even observe, that the time required for rejecting is linear in |V \ (O ∪ L ∪ H)|. So the worst case scenario is, that we do not reject in step 1, and we receive rejection from the first two recursive calls. Hence, we have to account time O(|V | + |A|) for this situation. Since there is at most |V | vertices, recursive depth is at most |V | and hence we get together, that before we output first solution, we spend at most O(|V |(|V | + |A|)) time. Clearly, the same can be told about time between two subsequent calls and we therefore leave details to the reader.
It is easy to modify all techniques for problem RCOP3, in fact the only change is in definition of graph G in Lemma 4.5, namely of arcs in E 1 , where we would use robust potential inequality instead of potential inequality. We can conclude this section with the following theorem, proof which follows from other lemmas of this section.
Theorem 4.17 Given a p-p3mbuv F = (Ũ , π) on n variables, we can find all solutions of FCOP3 and RCOP3 of F in time O(n|Ũ | 3 ). We can test, whether problems FCOP3 and RCOP3 have solutions and output one solution in time O(n|Ũ | 2 ).
Conclusions
In this paper we have studied various extension problems for paired partially defined 3-valued functions with missing bits and uncertain value. In Section 3 we have concentrated on the unrestricted case when the extension can be any three valued function. We have shown that deciding about the existence of a consistent extension (CEP3) is NP-complete while constructing a fully consistent or robust extension (FCP3, RCP3) can be done in polynomial time (if one exists). These results are more or less straightforward extensions of similar results for the binary case for partially defined Boolean functions. Then we have extended the polynomial time results to problems of checking the existence of fully consistent outputs (FCOP3) and robustly consistent outputs (RCOP3). Section 4 deals with the same extension problems as Section 3 except that the extending functions are required to be positive in all variables, which is a necessary condition in the analysis of DNA microarray data (see the discussion of this issue in the Introduction). The main results of the paper are the following five statements: the CEP3 problem is NP-complete (unlike in the binary case, where it is solvable in polynomial time), while FCP3 and REP3 are polynomially solvable. Finally, the problems FCOP3 and RCOP3 are also shown to be solvable in polynomial time, with the additional property that not just one but in fact all solutions to these problems can be generated with a polynomial delay.
