Decoupled stochastic mapping (DSM) is a computationally efficient approach to large-scale concurrent mapping and localization. DSM reduces the computational burden of conventional stochastic mapping by dividing the environment into multiple overlapping submap regions, each with its own stochastic map. Two new approximation techniques are utilized for transferring vehicle state information from one submap to another, yielding a constant-time algorithm whose memory requirements scale linearly with the size of the operating area. The performance of two different variations of the algorithm is demonstrated through simulations of environments with 110 and 1200 features. Experimental results are presented for an environment with 93 features using sonar data obtained in a 3 by 9 by 1 meter testing tank.
Introduction
The objective of concurrent mapping and localization (CML) is to enable a mobile robot to build a map of an unknown environment while concurrently using that map to navigate. CML has been a central research topic in the field of mobile robotics due to its theoretical challenges and critical importance for applications [1, 2, 3] . Our approach is based on stochastic mapping (SM), a feature-based approach to CML first developed by Smith et al. [4] and Moutarlier and Chatila [5] . One of the key issues that has hampered previous work in feature-based CML is the map scaling problem [6] . The computational complexity of stochastic mapping is O(n 2 ), where n is the number of features in the environment [5] . This complexity arises from the need to represent an ever-growing number of correlations between the vehicle and the features in the map as the size of the map increases. Previous research has demonstrated that simple strategies which ignore correlations will become overconfident and di- verge [7, 8] .
In decoupled stochastic mapping (DSM), the environment is represented in terms of multiple globallyreferenced submaps, each with its own vehicle track. Two new approximation methods, referred to as (1) cross-map vehicle relocation and (2) cross-map vehicle updating, are developed for transferring vehicle state estimate information from one submap to another as the vehicle transitions between map regions. These transition strategies are utilized to realize two variations of the DSM algorithm, single-pass DSM and multi-pass DSM. Using single-pass DSM, the error bounds do not improve with time and they become larger for submap regions that are further from the origin. In contrast, the multi-pass DSM method can achieve spatial convergence across all submaps.
Stochastic Mapping
We consider the scenario of an autonomous underwater vehicle (AUV) using forward-looking sonar to perform CML in an environment consisting of point-like features [9, 10] . In our implementation, the AUV senses features in the environment through range and bearing measurements. These measurements are used to create a map of the environment and concurrently to localize the vehicle. The complete full covariance algorithm, incorporating data association and track initiation, is referred to as augmented stochastic mapping (ASM) and is illustrated in Figure 1 . More detail is provided in Feder et al. [10, 11] .
The estimated locations of the robot and the features in the map are represented by a single state vector [11] . between these states: 
where d x (u k]) is a white, Gaussian random process independent of x 0].
The observation model h() for the system is given 
Decoupled Stochastic Mapping
To overcome the O(n 2 ) complexity of the EKF, the 
In the current implementation, the size and location of each submap region is specified a priori based on an assumed density of features. Submap regions overlap slightly to prevent excessive map switching. If the vehicle travels into an area for which no submap exists, a new submap is created. If the vehicle travels into a previously visited region, then the earliest created submap containing the current estimated vehicle location is retrieved and either cross-map relocation or cross-map updating is performed.
To illustrate this process, suppose that the vehicle leaves submap A at time k and reenters submap B. Let j designate the most recent time step at which B was the active submap. Cross-map relocation performs the following steps:
The vehicle state estimate in submap B at time k is obtained by using the current vehicle state estimate from submap A and the feature state estimate from submap B from time step j. The current vehicle covariance from submap A is added to the vehicle covariance for submap B from time j, and the vehicle-to-feature correlation and feature covariance terms for submap B are left unchanged. The goal of cross-map updating is to bring more accurate vehicle estimates from lower to higher maps, to facilitate spatial convergence. It consists of two steps, (1) de-correlation (denoted by k ? ) and (2) EKF updating (denoted by k + ). First, the vehicle state estimate for submap B is randomized, the vehicle covariance for submap B is greatly inflated, and the feature covariance for submap B is doubled: where H is the 4 by (4 + 2N) matrix I 0]. More detail is provided in [12] . Single-pass DSM uses cross-map relocation for all submap transitions, and is summarized in Figure 2 . A constant time algorithm is obtained, because no operations need to be performed on the state estimates for inactive submaps. However, once a submap is created, the initial error present in the map can never be reduced, and spatial convergence does not occur. To slow the growth of spatial errors, a small number of features (called correspondence features) are included from the previous submap when a new submap is initialized [12] .
Multi-pass DSM is summarized in Figure 3 , and uses cross-map updating to transition from lower to higher submaps, and cross-map relocation to transition from higher to lower submaps. As the vehicle makes repeated passes through the environment, the error bounds of all submaps converge.
Comparison Between DSM and Full Covariance Stochastic Mapping
To compare each DSM method with the ASM full covariance algorithm, simulations were performed for a scenario with 110 features randomly distributed over a 1 km by 1 km area, in the presence of clutter and Figure 3 : Multi-pass decoupled stochastic mapping. Crossmap vehicle relocation is used when transitioning from higher to lower maps, and cross-map vehicle updating is used when transitioning from lower to higher maps. Figure 4 .
The top two plots of Figure 5 show the position errors of the vehicle versus time and the 3 error bounds for ASM. On the first pass through the environment, the uncertainty grows as the vehicle is furthest from the origin, and then decreases when the vehicle returns close to the origin. On subsequent traversals, the error bounds are reduced.
For each of the two DSM algorithms, the survey area is partitioned into four submaps. Each submap bounds a 525 m by 525 m square region. Figure 4 shows the location of the submaps as generated by the DSM algorithm. The numbers signify the order in which submaps were created.
The middle plots of Figure 5 show the position errors for single-pass DSM. As with the full covariance algorithm, the position uncertainty of the vehicle grows as the distance from the starting point increases. Further, after the first pass through the survey path, the ASM and the single-pass DSM results look very similar and achieve close to the same error bounds. The crucial difference between the methods is that ASM estimates the correlations between all features, while single-pass DSM only estimates the correlations within submaps. ASM is able to exploit all the correlations and thus reduce the global error at all locations. Singlepass DSM is unable to reduce the global uncertainty of submaps below the uncertainty upon creation of the submap. This can be seen from the "steps" in the north and east 3 bounds after the completion of the first pass through the survey area (that is, after the first 2 hours of the mission).
The bottom plots of Figure 5 show the position errors of the vehicle versus time and the 3 bounds for the survey performed by multi-pass DSM. The multipass errors resemble the results for ASM more than the results from single-pass DSM. Clearly, the vehicle does better after the first pass through the survey area (that is, after about 2 hours) than before. Thus, the algorithm is capable of reducing the global error everywhere and not only locally in the submaps, as for single-pass DSM. However, one can see that the error bounds are a little more uneven than those of ASM, and reducing the uncertainties takes a little more time.
Large-Scale Simulation Results
Next, we will demonstrate results using single-pass DSM and multi-pass DSM for surveying a large-scale environment with 1200 features for a mission duration of over 100 hours, sampling at a rate of 1 Hz. Figure 6 shows the desired path of the AUV through the 3 km by 3 km survey area, the partition of the survey area into submaps, and true and estimated positions of the features in the survey area for the multi-pass DSM simulation shown in Figure 8 . Figure 7 shows plots of the position errors of the vehicle versus time and the 3 bounds when using singlepass DSM for the survey area of Figure 6 . In this simulation, the vehicle completed 11 laps of the survey path. The position uncertainty of each submap grows as a function of submap number. Figures 8 and 9 show the position errors of the vehicle versus time when using multi-pass DSM for two different survey paths. In Figure 8 , the vehicle follows the survey path indicated in Figure 6 , whereas in Figure 9 the vehicle follows an alternating survey path that rotates the path given in Figure 6 by 90 degrees after The multi-pass DSM shows a considerable improvement over single-pass DSM in the long run as the survey area is revisited. However, during the first pass through the survey area, the maximum uncertainty when using multi-pass DSM is more than 30% higher than the result when using single-pass DSM. Singlepass DSM should be used when the survey area is to be traversed only once and multi-pass DSM should be used if one anticipates multiple traversals of the environment.
The normalized squared state errors [13] for the vehicle state estimates are also shown in Figures 7, 8 , and 9. The normalized squared errors are reasonably wellbehaved for the single-pass DSM run. However, Figure 8 indicates when the same repetitive survey path is used with multi-pass DSM, the amount of normalized squared errors falling outside the 99% error bounds is unacceptably high. However, this situation improves tremendously when the vehicle follows an alternating survey path, as illustrated by the mission shown in Figure 9 . When the vehicle is able to observe each feature from many different survey directions, the normalized errors are very well-behaved.
Testing Tank Experiment
We now present a simple multi-pass DSM experiment for further investigation of the approach. The parameters for the mission were chosen so as to simulate an AUV scaled down by a factor of 100. A 500 kHz mechanically scanned sonar was mounted on a robotic positioning system and scanned over a 40 sector at each sensing location. Each scan took approximately 2 minutes.
In the experiment, 93 fishing bobbers were used as features and were randomly placed in the testing tank as shown by the crosses in Figure 10 . The sonar returns from the tank walls were discarded by time gating. The sonar trajectory was set to perform a lawnmower path starting at the lower right corner of the tank and moving towards the left. The estimated result from the DSM algorithm was compared to the true position of the sonar as obtained from position encoders on the robotic positioning system. The entire mission lasted about 1250 time steps. The resulting position estimate errors and the normalized squared state errors for the experiment are shown in Figure 11 .
Conclusion
This paper has presented a new, computationally efficient method for large-scale CML and demonstrated its performance through simulations and experiments. The single-pass and multi-pass DSM algorithms yield performance that is comparable to full covariance stochastic mapping, while maintaining constant computational requirements. Further work is necessary to explore the limits of the approximations employed by the cross-map relocation and cross-map updating submap transition strategies. For example, the normalized squared errors of multi-pass DSM are too large when a repetitive survey path is followed (Figure 8 ), but are quite good when an alternating survey path is followed ( Figure 9 ). The results are encouraging, however, because they demonstrate successful stochastic mapping on a scale an order of magnitude larger than any results previously published.
Work in progress is investigating alternative submap transition strategies, for example using covariance intersection [7] . Provably consistent error bounds can be achieved at the expense of a linear-time algorithm that maintains current vehicle-to-feature cross-correlation terms for all inactive submaps. Our current and future research aims to achieve a provably consistent, constant-time algorithm that can achieve spatial and temporal convergence, without an undue increase in data association complexity. Figure 8 , except using an alternating survey strategy that rotates the path given in Figure 6 by 90 degrees after each complete circuit of the environment. The first two cycles through the environment result in the following submap transition sequence: 1, 2, 3, ..., 36, 25, 24, 13, 12, 1, 12, 13, 24, 25, 36, 35, 26, 23, 15, 11, 2, 3, 10, 15, 22, 27, 34, 33, 32, 29, 20, 17, 8, 5, 6, 7, 18, 19, 30, 31 . By varying the submap transition sequence in this manner, improved normalized squared errors are obtained. 
