In this note we are concerned about the generalization of the GHS inequality for the Potts model. We also obtain by a different method the proof of the GHS inequality for the Ising model. We take advantage of a polynomial expansion and we derive that some of the variables of the polynomial can be separated.
Introduction
In Statistical Mechanics the Ising model is one of the most important model. One possible extension of the Ising model is the Potts one. An excellent review is [1] . Recent works about the Potts model are [2] , [3] and [4] . The Potts model can be described as follows: Consider N particles and for each particle i we associate a number σi ∈ Σ = {1, 2, . . . , r} called the spin of the particle i. r is a positive integer bigger than one. The vector σ = (σ1, . . . , σN ) ∈ Σ N receives the name of the system configuration. In the nineteenth century people started using one function to describe a physical system: the energy function. In the Potts Model the energy function is:
where the numbers (Ji,j ) 1≤i<j≤N , (Bi) 1≤i≤N will be consider non-negative real numbers and the function δ(x, y) = 1 if x = y and zero otherwise. The Ji,j represents the exchange interaction between the particles i and j. As Ji,j ≥ 0 we have only ferromagnetic interactions. The Bi is the external field in the direction of the particle i. The probabilistic model is defined by the triple (Σ N , P(Σ N ), P) where
the term of normalization ZN = σ∈Σ N e E(σ) is named partition function. We obtain the Ising model if we take r = 2. Let J = (J1,2, . . . , JN−1,N ) and B = (B1, . . . , BN ), we define the local magnetization as: mi(J, B) =< δ(1, σi) >= σ∈Σ N δ(1, σi)P(σ).
It was proved in [5] which is called GHS inequality that Theorem 1.1 Let r be equal to two. Then, for all i, j, k ∈ {1, . . . , N } ∂mi(J, B) ∂Bj ∂B k ≤ 0.
Alternative proofs can be found in [6] or [7] . Naturally, we can ask for what does it happen with r bigger than two? This works gives an answer to this question. In fact, we prove: Theorem 1.2 (GHS inequality for the potts model)Given non-negative real numbers J and B the local magnetization has the following properties i) if r = 2 then
ii) if r ≥ 3 then
Item i) is the theorem 1.1 which we obtain by a different method. It was obtained in [8] the proof of the concavity of the magnetization for a model of spins that are real-valued random variables. In the work [9] they proved the GHS inequality for families of random variables which arise in certain ferromagnetic models of statistical mechanics and quantum field theory.
In the next section, we obtain an expression for the second derivative of the local magnetization. In the following section, we determine that this derivative can be seen as a polynomial. After, we verify that this polynomial can have almost all the variables separated. In the last section, we evaluate some coefficient and prove the GHS inequality for the Potts model.
The second derivative of the local magnetization
The first step is to evaluate the second derivative of the local magnetization.
Proposition 2.1 Let r be a positive integer bigger than one. J and B vectors with entries non-negative. Then, we have
Proof if we take the first derivative we have:
Now, we take the second derivative:
We pick up the idea introduced in [5] and we consider a ghost spin σ0. Consequently, we consider the energy as
where J0,i = Bi and if we set up i = 1, j = 2, k = 3 then the second derivative becomes:
We will study the signal of this last expression. By one remark in [5] this signal implies the signal of the second derivative of the Proposition 2.1.
3 The recursive property of the second derivative signal
We define
Thus, we pay attention for the following term:
Given a positive integer s let As be the set of matrix A = (ai,j) with index 1 ≤ i ≤ .Further, ai,j = 0 otherwise. We consider that the pairs of particles are in a spe-
2 ) }. The row p in A is associated to the pair of particles op.Let Hs be Hs(σ) = exp ( It means that we have many constraints of the type σi = σj which are defined by the element A. As For each row of A we have a pair op = (i, j) we consider its weight defined by n(p) : = a(p, 1) + a(p, 2) + a(p, 3) and also we designate by Jp : = Ji,j . Now, we can announce the following result which can be interpreted as I(J, B) is a polynomial in the variables Xp : = (e Jp − 1) with p = 1, . . . ,
Proposition 3.1 Let J and B be non-negative real numbers and s be a positive integer that belongs to {1, . . . ,
A particular case in which we are interested is when s = N+1 2
we have
2 ) (9) we remark that in this case H (
2 ) = 1. Proof The proof is by induction on s. Let s be equal to one. We observe that
In the second step we have just used the fact that
We use the notation [i1, . . . , in] if σi 1 = . . . = σi n . Then, If we replace expression (10) for each one of the elements in the equation (7) we obtain:
H1 .
Thus, the result follows. Now, we consider that we proved the formula for a positive integer s. That means,
.
(11)
we have that
In the last step, we used the fact that
Hs+1.
If we use expression (13) in the defintion of the term IA and we replace the result in the formula (11) we prove the proposition.
The separation formula
At this moment, we obtain the separation formula of the variable Xi's. Let O1 = O2 ∪O3 where O2 = {(1, 2), (1, 3), (2, 3)} and the set O3 be equal to {(0, 1), (0, 2), (0, 3)}. The pair of particles of O2 will take a particular importance, we denote them by p1 = (1, 2), p2 = (1, 3), p3 = (2, 3).
Proof We start by the expression (9) . Given A we defineÂ as the matrix with entries equal to the entries of A in all rows except in row p. At row p we haveâ(p, 1) =â(p, 2) =â(p, 3) = 0.
We consider the case that p / ∈ O1. Let n(p) be the weight of the row p of A. We observe the following relations, if n(p) = 0 then IA = IÂ. In the case that n(p) = 1 then IA = r −1 IÂ. For n(p) = 2 we have IA = r −2 IÂ. Finally, when n(p) = 3 we get IA = r −3 IÂ. We do the calculations for n(p) = 1. let p be the pair (i, j) then n(p) = 1 means that appears the condition σi = σj in one term of I1,A, I2,A, I3,A, I4,A and I5,A defined in (8) . Furthermore, this is the only additional constraint if we compare the conditions implied by A andÂ. These constraints define a partition of the elements {0, 1, . . . , N } where two elements ℓ,l belong to the same subset if σ ℓ = σl. When we sum up σ some constraints of the type σ ℓ = σl 1 we obtain r S where S is the number of subsets of the partition defined by the constraints. In the case that we are considering, we have one additional constraint if we compare A withÂ. Thus, the partition implied by the constraints of A has the number of subsets of the partition implied byÂ less one. Further, as (i, j) / ∈ O1 the constraint σi = σj is a new constraint. It is not an existent condition as σ0 = σ1 = σ2 = σ3 in I1,A. Thus, IA = r −1 IÂ. We observe that there exists eight elements belong to
2 ) that we associate the sameÂ. They differ one from each other by the possible values of a(p, 1), a(p, 2) and a(p, 3). We have one element with n(p) = 0, three elements with n(p) = 1, three elements with n(p) = 2 and one element with n(p) = 3. Hence, the formula
can be simplified
whereX means that this term does not appear. With more simplifications, we obtain
We can repeat the procedure for all p / ∈ O3 which produces
Now, we pay attention to the terms that belong to O1. Let p4 be (0, 1). For a matrix A ∈ A ( N +1
2 ) with entries a(p, 1) = a(p, 2) = a(p, 3) = 0 for all p / ∈ O3 we associate the matrixÂ with the same entries except for row p4 we haveâ(p, 1) =â(p, 2) =â(p, 3) = 0. We can show that if n(p4) = 0 then we have IA = IÂ. Also, we obtain
For n(p4) = 2 we have
And if n(p4) = 3 we get IA = r −2 IÂ. Again, we have eight matrix A which are associated for the sameÂ. We consider the three matrix with n(p4) = 1, i.e., the matrix A1 with a(p4, 1) = 1 the matrix A2 with a(p4, 2) = 1 and A3 with a(p4, 3) = 1. We have that
I5,A 1 = I 5,Â . In the last term does not appear the factor r −1 because the condition σ0 = σ1 appears independently of the matrix A1. We also obtain that I1,A 2 = r
and I5,A 2 = r −1 I 5,Â . There are two terms that do not appear r −1 it happens because again the condition σ0 = σ1 occurs independently of the matrix A2. For A3 we have I1,A 3 = I 1,Â ,I2,A 3 = r −1 I 2,Â ,I3,A 3 = r −1 I 3,Â ,I4,A 3 = I 4,Â and I5,A 3 = r −1 I 5,Â . Again the terms that do not appear r −1 are consequence of the constraint σ0 = σ1 happens independently of the matrix A3. Besides, equations (15) is a consequence of these facts. Now we look at the three matrices with n(p) = 2 let A4 be the matrix with a(p4, 1) = a(p4, 2) = 1 A5 be the matrix with a(p4, 1) = a(p4, 3) = 1 and A5 the one with a(p4, 2) = a(p4, 3) = 1. We obtain that I1,A 4 = r As a matter of facts we obtain from equation (14) that
By the remarks above and equation (15) and (16) we conclude that
We can repeat this last procedure for the other two elements of O3 which ends the proof.
Some coefficients and the main theorem
Now, We will evaluate the constants IA for A ∈ A (
2 ) with n(p) = 0 if op / ∈ O2. These matrices can have entries different from zero only in three rows, we will represent these matrices by matrices 3 × 3 where the first row is associated to the pair (1, 2) the second one to the pair (1, 3) and the third one to (2, 3) . We also define the coefficients
2 ) n(p1) = x, n(p2) = y n(p3) = z, for the other p n(p) = 0
IA
Using the fact that if σ1 = σ2 and σ1 = σ3 implies that σ2 = σ3 and the symmetries, we get α(3, 3, 3) = α(3, 0, 3) = α(0, 3, 3) = α(3, 3, 0) = I 1 1 1
We observe by the last remark, we have We also obtain α(n(p1), n(p2), n(p3))X
But we can easily verify that the coefficients α(n(p1), n(p2), n(p3)) are all of them non positive if r = 2 and are all of them non-negative if r ≥ 3.
