We consider words of length n, where the characters are independently generated with a geometric distribution. An element is a weak left-to-right maximum if it is larger than or equal to all the elements to its left. The positions of these maxima are counted from the right-hand side of the word hence the term large. We investigate two parameters, the value and the position of the rth left-to-right maxima for fixed r and n → ∞.
Introduction
In this paper we study strings of characters or words a 1 a 2 · · · a n where the letters a i ∈ N are independently generated with a geometric probability in such a way that P{X = k} = pq k−1 where p + q = 1.
An element is a left-to-right maximum if it is larger than (in the strict sense) or larger or equal to (in the weak sense) all the elements to its left. The positions r of these maxima are counted from the right, hence the term large. The last left-to-right maximum i.e., the one furthest to the right has position r = 1, the previous one has position r = 2, and so on.
For instance, the following word of length 17 9 , 8, 9 , 4, 11 , 7, 2, 3, 10, 7, 15, 11 , 12, 10, 7, 18 , 16
has five weak left-to-right maxima, as indicated. The maximum with position r = 1 has value 18. We consider two parameters, the 'value' and 'position' of the rth left-to-right maximum in the weak sense counted from the right.
We find that the average value of the rth maximum is roughly E (r) n = log Q n + r + r (log Q n) + o(1), where r is a constant defined in Theorem 2 and r (x) is a small periodic function. All the asymptotics are as n → ∞. We investigate the average positions for r = 1 and 2. In general, the average position is about n/2 r as q → 1.
Small left-to-right maxima where the position is counted from the left were studied in [2, 3] . Large left-to-right maxima have been studied by Prodinger in [4] but only the strict case was considered.
Notation used
• The q-factorial notation (a; q) n := (1 − a)(1 − aq)(1 − aq 2 ) · · · (1 − aq n−1 ) (2.1) together with Lemma 3. To find the average value of the rth maximum we need to extract coefficient in the iterated sum as shown below:
Proof. The proof requires the following two results: First, we use the principle laid out in Lemma 2, (3.2)
to obtain for n > m
Secondly, we have for n > b
We are now ready for the main proof, following the steps laid out in [2] . We first look at the case for r = 3 in (3.3): For the interval 1 h i 1 i 2 , we have
introducing l and unwinding from the right
(3.10)
Generalising over the interval 1 h i 1 i 2 · · · i r−1 yields the desired result.
Lemma 4 (Rice's method). We often have to deal with sums that are alternating and involving Binomial coefficients. We shall need to find an approximation for their asymptotic expansion, and for this we use Rice's method surveyed in [1] . Let C be a curve surrounding the points 1, 2, . . . , n in the complex plane and let f (z) be analytic inside C. Then
Extending the contour of integration, under suitable growth conditions on f (z), the asymptotic expansion of the alternating sum is given by
where the sum is taken over all poles z 0 different from 1, . . . , n. Poles that lie more to the left lead to smaller terms in the asymptotic expansion.
Lemma 5. Cauchy's theorem or the q-binomial theorem:
Lemma 6. The following asymptotic expansions to 2 terms will be useful
14)
and
Average value of the rth maximum
Suppose we have a word of length n, where h is the rth left-to-right maximum counted from the right.
We label i 1 the next left-to-right maximum, to its right, with position r − 1, and the last left-to-right maximum has therefore label i r−1 .
With the use of a probability generating function, where we mark each letter by a "z", the average value of the rth left-to-right maximum counting from the right is
The gap, for instance, between the maxima, h and i 1 , consists of any letter up to h − 1. This translates in the generating
The denominators therefore relate to all the gaps: the one before the first maximum, those in between the maxima and the last one after i r−1 .
The numerators are for the maxima. We make use of the substitution z = w/(w − 1), this will transform the sum (4.1) into an alternating sum which is the required form for Rice's method. The substitution together with Cauchy's integral formula (3.1) gives
After applying the above formula (4.2) to (4.1), we obtain a new expression for the expected value
So if we now use Lemma 3, we obtain the required form n k=1 ( n k ) (−1) k f (k) necessary for Rice's method:
The average value of the rth left-to-right maximum counted from the right is
The result obtained in [4] for the average value of the left-to-right maximum for the strict sense, has the same form as (4.4), but the difference is in the expression for r (k). For the strict case r (k) is
The average value of the rth maximum counted from the right in the weak sense is seen to be greater that in the strict sense. This is expected as repetition is allowed in the weak sense and we are counting the position from the right.
In the instance when r = 1, we get the value of the overall maximum. The results for the strict case and the weak case are of course exactly the same. It is a well-known result seen in [3] [4] [5] .
Average value-asymptotic expansion
We return to the expression for the expected value of the rth maximum, found in Theorem 1 in the previous section.
It is an alternating sum involving a Binomial coefficient, hence we shall use Rice's method to find an asymptotic expansion as mentioned in Lemma 4. It says that the sum has an asymptotic expansion which is the sum of the residues of the poles. We shall consider the dominant pole of order 2, k = 0. For this, we split the term r (k)/(1 − q k ) 2 as the product of r (k)/(1 − q k ) and 1/(1 − q k ).
Asymptotic expansion of r (k)/(1 − q k )
First, we want to write the expression for r (k) in (5.2) as a product using the q-factorial notation so that Cauchy's theorem in Lemma 5 can be used.
We let l to be l r−1 , thus
where the inner sum 0<i 1 <···<i s <j
where the q-factorial notation is used,
Then
With the use of Cauchy's theorem (q-binomial theorem) n 0 (a; q) n (q; q) n t n = (at; q) ∞ (t; q) ∞ ,
Using Cauchy's theorem again
This last expression for r (k) is particularly useful since when we divide r (k) by 1 − q k , we end up with the term 1 − q k cancelling out in the first three terms and (q; q) k−1 changing to (q; q) k in the last term.
This expression is particularly useful when substituting k = 0 since (a; q) 0 = 1 by definition, so that in particular
for r > 1 and 0 for r = 1. This result, at this stage, is the same as for the strict sense, in [4] . We extend r (k) to the complex plane by giving a meaningful definition of r (z) for z ∈ C. So
We shall find the asymptotic expansion of p r−1 [x r−1 ]
to two terms as z → 0.
We use Lemma 6, (3.14) and (3.15) .
to two terms.
We extract the coefficients of [x r−1 ] in the above expression and multiply by pq r−1 to obtain
So that, finally, the asymptotic expansion of r (z)/(1 − q z ) to two terms is
Residue of [n; z]
We still need the asymptotic expansions of [n; z] and of 1/(1 − q z ), about z = 0 to two terms. These are
So the required residue at z = 0 is just the coefficient of z −1 .
[z −1 ] [n; z]
If we look at Theorem 1, (5.1), we need to multiplying this result by (−1) r p q r−1 , to finally obtain the aymptotic expansion for the average value, hence: Theorem 2. The average value of the rth left-to-right maximum from the right is given by
where r (x) is a small periodic function of log Q n (originating from the poles at 2k i/ log Q), k ∈ Z\{0}).
It is of interest to note that lim q→1 (1 − q) r = − r m=2 (m). Errata: The corresponding limit in [4] should be r−3 k=3 (r −1−k) (k)+(r −3) (2)+ (r −2)− (r)−(r −2)(r −1)/2.
Average position of the rth maximum-generating function
We shall adapt the generating function (4.1) used for the average value of the rth maximum. The term [[h]] in the denominator was for the sequence of letters before the rth maximum with value h, where z counts the letters and
The letters before the rth maximum can also count the position of the rth maximum. We therefore add an extra variable v, associated with z. The position is in fact one more than the number of v's, but this error will be overlooked as it will be overshadowed by the error term. So, we consider the following generating function:
where z marks the letter and v marks the elements to the left of the rth left-to-right maximum from the right. As usual, to get the average we differentiate the generating function with respect to the variable of interest v and then set v = 1.
Again we use the substitution, z = w/(w − 1), so the expression G(z) becomes
The average for the position is therefore [z n ]G(z) but with the substitution z = w/(w − 1) which has the following effect on the coefficient:
we obtain
We notice that again we have an alternating sum with Binomial coefficients so Rice's method will be used.
Simplification of the inner sum
Lemma 7.
.
Proof. The steps are similar to the ones in Lemma 3 in Section 1, but since the proof is rather lengthy it is done here. First, we need
After the substitution M = m + 1 we have
. (6.5)
We are now ready to prove Lemma 7, (6.3) for the simple case where r = 3. We shall look at the sum over the interval 1 h i 1 i 2 ,
The proof is the same as for Lemma 3, the steps (3.6)-(3.9) are the same. The expression for the above sum equivalent to (3.9) is now
We eliminate h with (6.5), this gives
We generalise the required sum over the interval 1 h i 1 i 2 · · · i r−1 .
[w k ]
Hence:
Theorem 3. The average position of the rth left-to-right maximum counted from the right is
where r (k) := 0<l 1 <l 2 <···<l r−1 <k Q l 1 +l 2 +···+l r−1 Q l r−1 −r+1 (Q l 1 − 1) (Q l 2 − 1) · · · (Q l r−1 − 1) (k, l r−1 ) (6.8) and where
. (6.9) So for the general case, with Rice's method, looking at the dominant term of r (z) when z = 1, apart from small fluctuations, we can say that E (r) n ∼ (−1) r−1 p q r n r (1) .
Average position of the maximum with r = 1
In this section, we investigate the average position of the last maximum, i.e., when r = 1. In our example, 9 , 8, 9 , 4, 11 , 7, 2, 3, 10, 7, 15, 11 , 12, 10, 7, 18 , 16.
The last maximum, when r = 1 has value 18, it is the 16th letter. 
Asymptotic expansion-Rice's method
We use Rice's method for both sums of (7.1). The first sum is of the form n z=2 n z (−1) z f (z), where f (z) = 1 − zq z−1 /(Q z−1 − 1). The expression [n; z]f (z) has a simple pole at z = 1 where [n; z] = (−1) n−1 n!/z(z − 1)(z − 2) · · · (z − n) and
Hence the residue at z = 1 is
The second sum is of the form n z=2 n z (−1) z f (z), where f (z) = zq z /(Q z − 1). Again we have a simple pole at z = 1.
The residue at z = 1 is (z − 1) −1 [z; 1]f (1) = (−1) n−1 n! 1(−1)(−2) · · · (1 − n)
We only took into account the elements to the left of the maximum, so we should really add one to get the position. However since the error term is at least o(1), the estimate for the average position after substituting the residues into (7.1) is as follows:
Theorem 4. The average position of the first left-to-right maximum counted from the right is
apart from small flunctuations.
For example (i) if q = 0.5, E
n ∼ 0.628665n.
For the strict case, these constants would have been 0.442695 and 0.371335, respectively, which are, as expected, smaller than those for the weak case.
As q → 1 we have, E
n ∼ n/2 as expected.
Average position of the maximum with r = 2
In this section we wish to find the asymptotic expansion of the average position of the maximum where r = 2. By substituting r = 2 into (6.8) and putting l 1 = l we have
