connecting two points in the multiuser constellation is a Delaunay segment, thus facilitating the construction of the Voronoi diagram. In addition, we have shown a direct link between the algebraic notion of "indecomposable error sequences" introduced by Verdú and the geometric notion of a Delaunay segment.
1.
This family is very relevant in blind channel equalization, tracing back to Donoho's work on minimum entropy deconvolution and also underlying the Godard (or Constant Modulus) and the earlier Shalvi-Weinstein algorithms. Using this gradient search interpretation, which is more tractable for analytical study, we give a simple proof of convergence for the super-exponential algorithm. Finally, we show that the gradient step-size choice giving rise to the super-exponential algorithm is optimal.
I. INTRODUCTION
Most of the recent development of second-order statistics-based methods for blind channel identification/equalization are supported by the Bezout identity [1] . Among the more popular of the methods are subspace methods [1] , including cyclostationarity-based methods [2] , and least squares method [3] . The performance of these methods may, however, dregrade dramatically if the equalizer length is either larger (overmodeled) or smaller (undermodeled) than the length of the significant part of the true channel [4] .
Direct equalization methods, based on the minimization or maximization of a higher order statistics cost function, seem to be more robust to the violation of so-called length and zero conditions [5] . The popular Godard [6] algorithm and the earlier Shalvi-Weinstein algorithm [7] are well-known examples of this class of method. As a matter of fact, these two algorithms are closer than they initially appear as they both amount to seeking a maximum of a same cost function (see, e.g., [8] ), belonging to the family of Donoho's deconvolution objective functions [9] .
In this correspondence, we show that the super-exponential algorithm proposed by Shalvi and Weinstein [10] also belongs to this same family of algorithms. Indeed, this already appeared in our previous work [11] where we have shown that the convergent points of this algorithm correspond to the maxima, over the set of attainable combined channel-equalizer impulse responses, of some member of the above family. One important remaining question is whether, given an initial condition, there exists any dependency between the trajectory of the super-exponential algorithm and that of the Godard or the earlier Shalvi-Weinstein algorithm. The characterization of the stationary points of the super-exponential algorithm is not sufficient to deduce the domain of attraction of each maximum of the corresponding cost function nor how these maxima are approached. Section III is devoted to these questions. More explicitly, Proposition 1 establishes the equivalence between the super-exponential algorithm and a gradient-search algorithm whose associated cost function is precisely one member of Donoho's family of functions. The gradient search is constrained within the set of attainable combined channel-equalizer impulse responses. With this gradient search interpretation, the analysis of convergence reduces to an analytic description of the error surface. Indeed, this study becomes more classical although it may be a difficult task to obtain an analytic parametrization of the error surface [12] . From this follows a simple proof of convergence of the super-exponential algorithm. Finally, we show in Section IV that the gradient step-size choice giving rise to the super-exponential algorithm is optimal. Section II gives the notations and a brief review of the super-exponential algorithm.
II. PROBLEM SETTING AND PRELIMINARIES
We consider the cascade structure in Fig. 1 and we assume that the channel is real, stable, and causal. The combined channel-equalizer impulse response fs k g, mapping the source sequence fa n g to the equalizer output sequence fy n g as in
is the convolution of the channel fh h h k g k0 and the equalizer fg g g k g L k=0
impulse responses
Here, the length of the equalizer is L + 1. The received sequence fu u u ng
is N -dimensional, with N 1.
This accommodates both the baud rate case (N = 1) and the multisensor and/or the fractionally spaced case (N > 1). Each coefficient h h h k is, therefore, an N -column vector while each g g g k is an N -row vector. We assume that the channel and equalizer are both boundedinput-bounded-output stable so that the convolution in (2) This family of functions traces back to Donoho [9] and is very relevant in blind deconvolution. For example, the popular Godard algorithm [6] as well as the earlier Shalvi-Weinstein algorithm [7] both amount to seeking a maximum of f 4 (s s s) although they use different assumptions on the source signal statistics (see, e.g., [7] , [8] ).
The next section goes further into the interpretation of the super-exponential algorithm (4) by showing that it may be viewed as a gradient descent procedure.
III. A GRADIENT SEARCH METHOD
We recall that the directional derivative of a function f: m ! 
with the variable step-size parameter given by
In the sequel, we set q 1 = 2p 0 1. Proof: As the objective is to find a local maximum over S A of the cost functionf 2p (1), we consider the projected gradient r Sf 2p (1) r (10) and adding the normalization step, we recover the super-exponential algorithm (4).
To simplify further the expressions, let us fix the following notations:
and rewrite the gradient search algorithm (6) 
which provides another interpretation for the algorithm.
Having established that the super-exponential algorithm is a gradient search method, we now use this interpretation to give a simple and short proof of convergence (see also [11] ). We have Proposition 2: Let the two sequences f k g k0 and f k g k0 , where k and k are defined as above, be obtained at the successive iterations of (6) . Then, we have the strict interlacing property 0 < k < k < k+1 < 1; (13) This then implies hs s s (k) ; x x x (k) i = 0 and, applying the Pythagorean theorem to (11), we have
Since ks s s (k+1) k 2 = ks s s (k) k 2 = 1, we obtain 2 k = 2 k +kx x x (k) k 2 2 , which shows that k k for all k, with equality if and only if x x x (k) = 0, i.e., at a stationary point.
We now establish the inequality (14) and next complete the proof of the interlacing property (13) . To proceed, let us write s s s (k+1) from (11) as s s
where we identifyx
Since the function k 1 k 2p 2p is convex, its graph lies above its tangent hyperplane at x x x (k) . Therefore, ks s
The strict inequality (14) then follows upon noting that the coincidence set between the graph of k1k 2p 2p and its tangent hyperplane at s s s (k) does not contain the element (s s s (k+1) ; ks s s (k+1) k 2p 2p ) unlessx x x (k) = 0. Finally, subtracting k from both sides of that inequality yields k+1 > k + (2p 0 1) ( k 0 k ) > k which completes the proof.
The convergence of the algorithm is thus a direct consequence of the sequence f k g k0 being strictly increasing and bounded. In addition, observe that the interlacing property (13) shows that the two sequences f k g k0 and f k g k0 converge with the same rate, to the same limit.
Unfortunately, this observation does not allow one to deduce the rate of convergence of the algorithm in the undermodeled case. We shall show in the next section, however, that the step-size associated in Remark 3 to the gradient algorithm is optimal for convergence speed.
IV. STABILITY BOUND AND CONVERGENCE SPEED
As suggested in Remark 3, we consider the gradient algorithm of (6) in its general form = s s
where the (positive) variable step-size k is now a free parameter. In this section, we derive a bound for the range of k ensuring the stability of the algorithm. We also show that the selection of the step-size quoted in Remark 3 is optimal for the convergence speed. These results are established in the following theorem.
Theorem 1: Consider the algorithm of (18) A sufficient condition for the algorithm to remain stable is given by
Moreover, the condition h k ( k ) > 0 for all k, except at a stationary point, ensures a monotone convergence of (18) . One can readily check
Now, using the definition of k from (19), we deduce that for k > 0
This completes the proof of part 1) of the theorem. Part 2 of the theorem will be deduced from the simple observation that at each iteration k, the optimal value for k is the one which maximizes h k ( k ). Some straightforward algebra shows that the derivative h k (1) of h k (1) Thus the choice k = 1 is optimal, and this completes the proof.
V. CONCLUDING REMARKS
The super-exponential algorithm for blind channel equalization has been reviewed in the more realistic undermodeled case. In a previous work, we have characterized the possible convergence points of this algorithm as the maxima of a member (f 2p (s s s (k) )) of a family of blind equalization criteria including the popular Godard and the Shalvi-Weinstein cost functions. This association of the super-exponential algorithm with the principle of maximizing a cost function has been made more explicit in this correspondence. We have shown that the algorithm is seeking a local maximum over the set of attainable combined response is off 2p (1) , using agradient searchmethod.This hasallowedustorewrite the super-exponential algorithm in a form of a classical gradient algorithm which is more tractable for convergence studies. We have given in Proposition 2 a simple proof of convergence for the algorithm. Some issues concerning the convergence rate have also been considered: we have shown that the variable step-size associated with the algorithm is optimal for convergence speed. We have also given for each iteration, the range value of the step-size that guarantees the stability. In the absence of an analytic description of the "attainable" error surface, deriving a convergence rate remains open in the undermodeled case.
