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ABSTRACT
ANTENNA ANALYSIS/DESIGN AND PROPAGATION
CHANNEL MODELING FOR MIMO WIRELESS
COMMUNICATION SYSTEMS
Celal Alp Tunc¸
Ph.D. in Electrical and Electronics Engineering
Supervisor: Prof. Dr. Ayhan Altıntas¸
February 2009
Multiple-input-multiple-output (MIMO) wireless communication systems have
been attracting huge interest, since a boost in the data rate was shown to be
possible, using multiple antennas both at the transmitter and receiver. It is
obvious that the electromagnetic effects of the multiple antennas have to be
included in the wireless channel for an accurate system design, though they are
often neglected by the early studies.
In this thesis, the MIMO channel is investigated from an electromagnetics
point of view. A full-wave channel model based on the method of moments so-
lution of the electric field integral equation is developed and used in order to
evaluate the MIMO channel matrix accurately. The model is called the channel
model with electric fields (MEF) and it calculates the exact fields via the radia-
tion integrals, and hence, it is rigorous except the random scatterer environment.
The accuracy of the model is further verified by the measurement results. Thus,
it is concluded that MEF achieves the accuracy over other approaches which are
incapable of analyzing antenna effects in detail.
iii
Making use of the presented technique, MIMO performance of printed dipole
arrays is analyzed. Effects of the electrical properties of printed dipoles on the
MIMO capacity are explored in terms of the relative permittivity and thickness
of the dielectric material. Appropriate dielectric slab configurations yielding high
capacity printed dipole arrays are presented. The numerical efficiency of the tech-
nique (particularly for freestanding and printed dipoles) allows analyzing MIMO
performance of arrays with large number of antennas, and high performance ar-
ray design in conjunction with well-known optimization tools. Thus, MEF is
combined with particle swarm optimization (PSO) to design MIMO arrays of
dipole elements for superior capacity. Freestanding and printed dipole arrays are
analyzed and optimized, and the adaptive performance of printed dipole arrays in
the MIMO channel is investigated. Furthermore, capacity achieving input covari-
ance matrices for different types of arrays are obtained numerically using PSO
in conjunction with MEF. It is observed that, moderate capacity improvement is
possible for small antenna spacing values where the correlation is relatively high,
mainly utilizing nearly full or full covariance matrices. Otherwise, the selection
of the diagonal covariance is almost the optimal solution.
MIMO performance of printed rectangular patch arrays is analyzed using a
modified version of MEF. Various array configurations are designed, manufac-
tured, and their MIMO performance is measured in an indoor environment. The
channel properties, such as the power delay profile, mean excess delay and delay
spread, are obtained via measurements and compared with MEF results. Very
good agreement is achieved.
Keywords: MIMO, mutual coupling, planar printed arrays, microstrip dipole
arrays, microstrip patch arrays, method of moments (MoM), particle swarm op-
timization (PSO), indoor MIMO measurements, optimal input covariance.
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O¨ZET
MIMO KABLOSUZ HABERLES¸ME SISTEMLERI I˙C¸IN
ANTEN ANALIZI/TASARI˙MI˙ VE YAYI˙LI˙M KANALI˙
MODELLEMESI
Celal Alp Tunc¸
Elektrik ve Elektronik Mu¨hendislig¯i Bo¨lu¨mu¨ Doktora
Tez Yo¨neticisi: Prof. Dr. Ayhan Altıntas¸
S¸ubat 2009
Alıcı ve vericide c¸ok anten kullanılmasının veri hızında o¨nemli bir artıs¸
sag˘layacabileceg˘i go¨sterildig˘inden beri, c¸ok-giris¸li-c¸ok-c¸ıkıs¸lı (multiple-input-
multiple-output: MIMO) kablosuz haberles¸me sistemleri bu¨yu¨k ilgi go¨rmektedir-
ler. Dog˘ru bir sistem tasarımı ic¸in c¸oklu antenlerin elektromanyetik etkilerinin
kablosuz kanala eklenmeleri gereklidir. I˙lk c¸alıs¸malarda bu etkiler genelde ihmal
edilmis¸tir.
Bu c¸alıs¸mada, MIMO kanalı elektromanyetik bir bakıs¸ ac¸ısından ince-
lenmis¸tir. Elektrik alan integral denkleminin momentler metodu c¸o¨zu¨mu¨ne
dayalı bir tam dalga kanal modeli gelis¸tirilmis¸ ve MIMO kanal matrisinin dog˘ru
olarak elde edilmesi ic¸in kullanılmıs¸tır. Modele elektrik alanlı kanal modeli
(channel model with electric fields: MEF) adı verilmis¸tir. MEF ıs¸ıma in-
tegrallerinden uzak alanları tam olarak hesaplamaktadır. Modelin dog˘rulug˘u
o¨lc¸u¨mlerle dog˘rulanmıs¸tır. Sonuc¸ olarak, MEF anten etkilerini detaylıca inceleye-
meyen dig˘er yaklas¸ımlardan daha dog˘ru sonuc¸lar vermektedir.
v
MEF kullanılarak mikros¸erit baskı devre dipol dizilerinin MIMO bas¸arımları
incelenmis¸tir. Baskı devre dipol antenlerin elektriksel o¨zelliklerinin MIMO ka-
pasitesine etkisi aras¸tırılmıs¸tır. Yu¨ksek kapasite sag˘layan dielektrik tabaka
o¨zellikleri sunulmus¸tur. Teknig˘in nu¨merik etkinlig˘i sayesinde c¸ok sayıda antenli
dizilerin MIMO bas¸arımları incelenebilmekte ve bilinen optimizasyon algorit-
maları ile birlikte yu¨ksek bas¸arımlı anten dizisi tasarımları yapılabilmektedir.
Bo¨ylece, MEF parc¸acık su¨ru¨ optimizasyonu (particle swarm optimization: PSO)
ile birles¸tirilerek yu¨ksek kapasiteli MIMO dipol dizileri tasarlanmıs¸tır. Havada
asılı ince tel ve baskı devre dipol dizileri incelenmis¸ ve optimize edilmis¸tir.
MEF biraz deg˘is¸tirilerek, baskı devre dikdo¨rtgen yama anten dizilerinin
MIMO bas¸arımları incelenmis¸tir. Bir c¸ok deg˘is¸ik o¨zellikte yama anten dizileri
tasarlanmıs¸, u¨retilmis¸ ve MIMO bas¸arımları bir bina ic¸i ortamında o¨lc¸u¨lmu¨s¸tu¨r.
gu¨c¸ gecikme profili, ortalama artan gecikme ve gecikme dag˘ılımı gibi kanal
o¨zellikleri o¨lc¸u¨mlerden elde edilmis¸ ve MEF sonuc¸ları ile kars¸ılas¸tırmalar
yapılmıs¸ts¸r. C¸ok iyi bir uyum go¨zlenmis¸tir.
Bu c¸alıs¸ma Tu¨rkiye Bilimsel ve Teknolojik Aras¸tırma Kurumu (TU¨BI˙TAK)
tarafından EEEAG-106E081 kodlu proje kapsamında desteklenmis¸tir. Ayrıca
Avrupa Komisyonu 6. ve 7. C¸erc¸eve Programları (Network of Excellence in
Wireless COMmunications: NEWCOM ve NEWCOM++) kapsamında kısmi
destek sag˘lanmıs¸tır.
Anahtar Kelimeler: MIMO, ortak bag˘las¸ım, du¨zlemsel baskı devre anten dizileri,
mikros¸erit dipol dizileri, mikros¸erit yama dizileri, momentler metodu, parc¸acık
su¨ru¨ optimizasyonu, bina ic¸i MIMO o¨lc¸u¨mleri, en uygun giris¸ kovaryansı.
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Chapter 1
Introduction
Multiple-input-multiple-output (MIMO) wireless communication systems
have been attracting huge interest, since a boost in the data rate was shown to
be possible, using multiple antennas both at the transmitter and receiver [1, 2].
It is obvious that the electromagnetic effects of the multiple antennas have to be
correctly incorporated into the wireless channel for an accurate system design,
though they are often neglected by the early studies.
In this thesis, the MIMO channel is investigated from an electromagnetics
point of view. The accurate and efficient characterization of antenna arrays in
the MIMO channel is studied. To ensure the accuracy, we seek for a model for
the inclusion of the electromagnetic effects into the channel. Furthermore, the
efficiency will yield the rapid analysis of arrays in the MIMO channel that allows
the optimization of the system for high communication rate and design of arrays
with large number of antenna elements. Moreover, since the choice of the antenna
type may affect the channel behavior significantly, a proper model should have
the capability to allow performance comparison of different array types.
1
1.1 Previous Work
Inclusion of the electromagnetic effects of antenna arrays into the MIMO
channel has been generally studied from the mutual interactions point of view.
Mutual coupling effects on the spatial correlation and bit error rate (BER) were
firstly investigated by Luo et al. in [3] for a compact space time diversity receiver
in a Nakagami fading channel, considering the received signal as the multiplica-
tion of the signal without mutual coupling by the array admittance matrix. It
was concluded in [3] that, the mutual coupling reduces the spatial correlation
and improves BER performance. The reason behind this result was explained
by the pattern diversity provided by the distortion of the field pattern due to
coupling.
Later, the coupling matrices of [4] were considered. These matrices are ob-
tained via the mutual interactions matrix and termination impedances due to
one of the most common circuit models for an antenna array. Svantesson and
Ranheim presented results leading to the conclusion that coupling can have a
decorrelating effect on the channel matrix and increase the capacity [4].
Wallace and Jensen developed a rigorous network theory framework includ-
ing the effects of both mutual coupling and antenna matching [5, 6]. Realistic
models for channel noise and receiver noise were introduced in [5,6] as well. The
scattering parameter matrices were obtained using finite difference time domain
(FDTD) method for antenna simulations in different matching network cases,
in conjunction with a path-based channel model. It was also shown that, mu-
tual coupling can provide a capacity benefit even for antenna spacings between
0.1− 0.3 wavelengths (λ), using appropriate transmitting schemes. Another net-
work theory approach was presented by Waldschmidt et al. [7]; and different
array configurations exploiting spatial, polarization and pattern diversity were
compared in terms of channel capacity.
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Expressions were given to compute the correlation coefficient from the far field
radiation patterns including mutual coupling effects and termination impedances
in [8]; and results on the correlation under different termination conditions were
presented [8,9]. Rosengren et al. optimized the source impedances of two parallel
dipoles to maximize the effective diversity gain [10]. Lau et al. discussed the
impact of matching network on bandwidth in the wide band case [11]. Wallace
and Jensen applied their rigorous network theory framework to mitigate the
mutual coupling in compact antenna arrays and formulate optimal (Hermitian)
match condition for coupled networks [12]. In addition, they demonstrated the
potential of diversity benefit offered by different possible termination conditions.
Later, Morris and Jensen expanded the work in [5,6,12] for noisy amplifiers; and
showed that matching for minimum noise figure results in more capacity than
matching for maximum power transfer does [13]. They further improved the
framework to include the noise effects of the receiver front end in [14]. Pattern
diversity via coupled two element circular patch antenna array was analyzed
in [15] by the use of the network models in [6,7]. Warnick and Jensen generalized
the two-port optimal noise matching condition to the multiport case in [16]. The
transmission strategy with mutual coupling was discussed and optimal input
covariance matrix was given in [17] using the network framework.
The ease of the use of the technique in [4], which allows to obtain the cou-
pling included channel matrix by simply multiplicating the uncoupled one with
the coupling matrices of transmitter and receiver, has created lots of different
applications of the coupling matrices [18–36]. Janaswamy used them to show the
effects of mutual coupling on the received signal to noise ratio (SNR) in [18]. He
concluded that, mutual coupling substantially reduces the received SNR with de-
creasing interelement spacing, even though it can reduce the spatial correlation;
and hence the capacity actually falls. He also claimed that, the slight increase
in the capacity due to coupling may occur at certain interelement spacing values
causing lower spatial correlation, while the received SNR remains constant [18].
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Clerckx et al. analyzed the impact of mutual coupling on the performance of
spatial multiplexing and transmit diversity [19]. With the aid of the coupling
matrices, effect of mutual coupling on the interference rejection capabilities of
linear and circular arrays in code division multiple access (CDMA) systems was
analyzed [20]; and it was shown that, mutual coupling degrades the signal to in-
terference ratio (SIR) improvement capability of the linear array, particularly in
the broadside direction. Krusevac et al. estimated the MIMO channel capacity
in the presence of mutual coupling and spatially correlated noise [21]. Utilizing
the coupling matrices, Li and Nie obtained analytical expressions for both the
mean received power and spatial correlation [22]; and stated that the decorre-
lation due to coupling results from the trade off between the mean direction of
arrival (DOA) and the pattern diversity. In [23], the dependence of the capacity
on the eigenvalues of the coupling matrices was analyzed; and it was shown that,
reduced element spacing yields loss in the rank of the channel matrix, thereby
decreases the capacity, whereas it can yield an increase in the transmitter and/or
received power thus in the capacity, as well. MIMO performance comparison of
uniform linear arrays versus circular ones were given in [24, 25]. The coupling
matrices also helped in the investigation of the impact of mutual coupling on re-
verse link performance of a CDMA system with imperfect beam forming [26,27];
and on the performance of spatial modulation applied to orthogonal frequency
division multiplexing (OFDM) [28]. Mutual coupling effect on MIMO cube,
which is a twelve element array benefiting from space, polarization and pattern
diversities, was analyzed in [29]. Bialkowski et al. presented a MIMO channel
model [30], in which both antennas and scatterers are considered as wire dipoles,
and investigated the system in the strict electromagnetic sense with the aid of
the coupling matrices. Antenna selection in the presence of mutual coupling was
discussed in [31]; a capacity upper bound was derived and the conditions, under
which mutual coupling has positive effect on the capacity were stated in [32]; the
diversity order was increased using maximum ratio combining [33] and equal gain
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transmission techniques [34]; mutual coupling effects on MIMO adaptive beam
forming systems were investigated in [35].
1.2 Contributions of this Thesis
The major contributions of this thesis can be found in the following broad cate-
gories, along with the outline of the thesis:
1.2.1 Channel Model with Electric Fields (MEF)
Instead of using the existent channel models in the literature −great majority
of which is neither accurate nor efficient and does not allow the analysis of array
configurations other than uniform linear arrays of freestanding dipole elements−
a full wave electromagnetic model with electric fields (MEF) is developed to
evaluate the MIMO channel matrix accurately by including the electromagnetic
effects.
In the full-wave channel model proposed in the second chapter of this thesis,
the effects of mutual interactions among the array elements are included in the
channel matrix using the method of moments (MoM) solution of the electric field
integral equation on the antenna elements. Using the Green’s function of the en-
vironment and evaluating the radiation integrals, the exact fields referring to the
array elements are calculated. Hence, antenna effects are accurately incorporated
into the wireless channel, which allows us to make comparisons among arrays of
linear wire, printed dipole and rectangular patch antennas. Furthermore, the
technique is computationally efficient (particularly for freestanding and printed
dipoles) allowing MIMO performance analysis of arrays with large number of
elements, and high performance array design in conjunction with well-known
optimization tools.
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1.2.2 Capacity of Printed Dipole Arrays in the MIMO
Channel
Utilizing the developed full-wave channel model (MEF), the capacity per-
formance of microstrip printed dipole arrays in the MIMO channel is investi-
gated in this thesis. Freestanding linear arrays of uniform dipole antennas are
frequently investigated by incorporating the antenna coupling effects into the
MIMO channel [3–36]. However, the performance of printed dipole arrays in
MIMO applications are not studied as much as the freestanding ones, though
they are advantageous over other antenna types for their low cost, light weight,
conformability to the mounting surface and direct integrability with other printed
antennas and microwave devices.
In Chapter 3 of this thesis, MIMO capacity of printed dipole arrays is explored
and comparisons with freestanding ones are given. Furthermore, we investigate
the effects of geometrical and electrical properties of printed arrays (e.g., dielec-
tric thickness and permittivity, surface waves) on the performance in the MIMO
channel. Appropriate dielectric slab configurations yielding high capacity printed
dipole arrays are presented.
1.2.3 Design of Dipole Arrays with Superior MIMO Ca-
pacity
In the fourth chapter of this thesis, due to its numerically efficient nature,
MEF is combined with an optimization technique, in order to design dipole arrays
with superior MIMO capacity. The particle swarm optimization (PSO) algorithm
is chosen to aid MEF in this process. The accuracy and numerical efficiency of
the combination is shown by benchmarking its results with both measurements
and genetic algorithm (GA) based simulations.
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Afterwards, examples of MIMO system designs of freestanding and printed
dipoles are introduced. Uniform circular arrays (UCA) of freestanding dipoles
are shown to be a reasonable choice for high MIMO capacity, though results
for other array configurations outperforming UCAs are also given. Adaptive
MIMO array performance of printed dipole arrays with loaded parasitic elements
is investigated and compared with that of freestanding dipole arrays.
1.2.4 Capacity of Printed Planar Rectangular Patch An-
tenna Arrays in the MIMO Channel
MIMO performance of printed rectangular patch arrays is analyzed using
a modified version of MEF in Chapter 5. Microstrip patch arrays with vari-
ous configurations are designed, manufactured, and their MIMO performance is
measured in an indoor environment. Very good agreement is achieved between
the measurements and simulations by MEF. Effects of the electrical properties
of printed patches on the MIMO capacity are explored in terms of the relative
permittivity and thickness of the dielectric material.
1.2.5 Numerical Determination of the Optimal Input Co-
variance in the MIMO Channel
Telatar proved that one should transmit equal powers along each of the trans-
mit antennas to achieve the capacity, when the channel matrix is drawn inde-
pendent and identically distributed (i.i.d.) from circularly symmetric Gaussian
(c.s.g.) random variables in [1]. Since then, the capacity expression derived un-
der this channel assumption is utilized frequently in the literature, whether the
channel matrices investigated have i.i.d. c.s.g. entries or not.
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In the sixth chapter, considering the fact that the real life channels are cor-
related, we consider the problem of computing the optimal input covariance
matrix that achieves the capacity for three different types of transmitter arrays
of isotropic radiators, uncoupled dipoles and coupled ones. We develop a numer-
ical algorithm, based on the particle swarm optimization (PSO) along with our
channel model with electric fields (MEF), that allows us to compute the capacity
of the MIMO channel and the corresponding capacity achieving input covariance
matrix.
It is shown that, moderate capacity improvement is possible for small antenna
spacing values where the correlation is relatively high, mainly utilizing nearly full
or full covariance matrices.
Note that, an ejωt time convention is used and suppressed from the expressions
throughout this thesis, where ω is the angular frequency.
1.3 Further Reading
A number of different studies on mutual coupling in MIMO channels can
be listed as follows: Wyglinski et al. modeled the effects of mutual coupling
on beam pattern synthesis using a similar technique to [3]; and they presented
results of uplink CDMA cell capacity with mutual coupling [37]. It was shown
experimentally in [38] that, the link capacity for an interelement spacing of 0.2λ
is not much less than that of a dipole array with 0.5λ spacing, via wide band radio
channel measurements at 5.2 GHz. In [39], the diversity gain of a two element
array of inverted F-antennas (IFA) was presented, while the mutual coupling
effects are calculated by a commercial electromagnetic field solver. Ozdemir et
al. showed the potential of further decreasing the spatial correlation using near
field scatterers (NFS) in [40]. A technique to enhance the received signals in a
near field MIMO environment using transmit adaptivity, by selecting a set of
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weights adapted to each receiver to be applied to each transmitting antenna, was
presented in [41]. Exploiting the coupled radiation patterns in conjunction with
ray tracing, it was stated in [42] that, mutual coupling includes pattern diversity
into the channel and increases the capacity, when the angle spread of arriving
rays at the receiver is large. Rosengren and Kildal presented simulations with
the aid of mutually coupled radiation patterns, and experimentally validated
them that, the coupling reduces the spatial correlation but also the radiation
efficiency. The combined effect was specified to be a significant reduction in
capacity [43]. Morris et al. introduced the superdirectivity in MIMO systems
and stated that, under appropriate constraint on received power or with certain
characteristics of receiver noise, superdirectivity can have a dramatic impact
on the achievable MIMO performance [44]. Because of the impractical very
large capacity bounds, superdirectivity behavior in MIMO arrays is limited by
modeling antenna ohmic loss in [45]. The dependency of pattern correlation
on mutual coupling was analyzed in [46]. An analytical evaluation of spatial
correlation and capacity in the presence of mutual coupling was presented in
[47], using spherical eigenmode expansion. Spatial correlation of coupled planar
inverted F-antennas (PIFA) was analyzed using a commercial electromagnetic
tool in [48]; and Browne et al. showed the better performance of PIFA arrays
compared with uniform linear arrays via MIMO measurements [49]. Printed
planar and conformal dipole arrays in the MIMO channel were analyzed by a
method of moments (MoM)/Green’s function technique in [50, 51]. Nonuniform
dipole arrays were optimized for higher MIMO capacity in [52] using particle
swarm intelligence. Mutual coupling compensation for uniform circular arrays
was discussed in [36,53], and for PIFA arrays in [54]. Effect of line of sight (LOS)
signal blocking, due to moving objects, on the capacity of an indoor MIMO
system was investigated in [55]. Jensen and Wallace presented an approach to
construct the capacity bound of the continuous-space electromagnetic channel
[56].
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In the very recent years, novel array configurations for wireless applications
have been frequently encountered in the literature. Examples can be listed as
follows: printed planar antennas [57] and wrapped microstrips [58] integrated
with laptops for wireless local area network applications, reconfigurable anten-
nas [59–64], PIFA [65, 66] and multiband PIFA arrays for MIMO [61, 67, 68].
Vector antennas [69,70], circular polarized microstrips [71] were presented for po-
larization diversity. Adaptive MIMO arrays employing loaded parasitic elements
were studied to improve the channel capacity [72]. Compact microstrip anten-
nas exploiting multiple orthogonal modes [73]; printed monopole antennas [74],
microstrip Yagi antennas [75], PIFA antennas electromagnetic compatible with
nearby conducting elements [76] were presented for WiMAX and WLAN appli-
cations. The use of polarization-agile antennas were advised to improve MIMO
capacity [77] against rotation out of optimal polarization. A wideband adaptive
MIMO array is analyzed experimentally in [78].
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Chapter 2
Channel Model with Electric
Fields (MEF)
Multiple-input-multiple-output (MIMO) wireless communication systems
have been a focus of interest, due to their ability to increase the capacity in
rich scattering environments by using multi-element antenna (MEA) arrays both
at the transmitter and the receiver sides [1, 2]. The choice of MEA array type
may affect the wireless channel behavior significantly. Therefore, transmitter
and receiver antennas must be incorporated into the wireless channel model by
including as many electromagnetic effects as possible to have a better system
design.
In this chapter a full-wave electromagnetic model with electric fields (MEF)
is proposed, to evaluate the MIMO channel matrix accurately by including the
electromagnetic effects. Among these effects, emphasis in terms of numerical
results is given to incorporation of mutual coupling, since various studies on this
subject can be found in the literature [3–36].
Although effects of mutual coupling among the array elements may become
significant, they were often ignored in MIMO channel models in earlier studies.
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These effects were recently included in the MIMO channel matrix mainly for
freestanding linear arrays of uniform side-by-side thin-wire dipole antennas by
either performing a network analysis with the aid of the scattering (S-) parameter
matrices [5–16], or using coupling matrices obtained from the mutual interaction
matrix and terminations [17–36].
Making use of the coupling matrices is one of the most popular approaches
to estimate the MIMO channel capacity in the presence of mutual interactions
among the array elements. In this approach, firstly a channel matrix is deter-
mined which ignores the coupling effects. Then, this channel matrix is multiplied
by the coupling matrices for the transmitter and receiver to acquire the chan-
nel matrix that is assumed to include the mutual coupling effects accurately.
It is observed that, this technique is useful only for the inclusion of mutual
coupling. However, it has nothing to accomplish more, when the initially found
matrix is obtained via a MIMO channel model that is inadequate to involve other
electromagnetic properties of antennas, such as the radiation and/or scattering
characteristics. Therefore, performance comparisons among various array types
fail using such models, since they do not utilize electromagnetic parameters to
characterize different antennas.
The problem with the network model in [5] is that, the mutual coupling effects
are incorporated twice in the channel model. The network block representing
the channel is defined with coupled radiation patterns (active element patterns).
Furthermore, S-parameter matrices of the transmitter and receiver are attached
to the channel block. However, just the network blocks of the transmit and
receive arrays are adequate for the inclusion of mutual coupling, since the in- and
outward propagating waves related to these blocks are already coupled. Namely,
the channel block should be defined with uncoupled patterns. Another issue
with this technique is that, the S-parameters and coupled patterns were obtained
using finite difference time domain method or commercial tools that may become
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computationally cumbersome for some array configurations, especially for the
ones with large number of elements.
In the full-wave channel model proposed in this thesis, the effects of mu-
tual interactions among the array elements through space and surface waves
(when printed arrays are considered) are included in the channel matrix using
the method of moments (MoM) solution of the electric field integral equation
on the antenna elements. Using the Green’s function of the environment and
evaluating the radiation integrals, the exact fields referring to the array elements
are calculated. Hence, antenna effects are accurately incorporated into the wire-
less channel, which allows us to make comparisons among arrays of linear wire,
printed dipole and rectangular patch antennas for the cases whether mutual cou-
pling is significant or not. The stochastic nature of the model is due to randomly
distributed scatterers. Consequently, the presented method is rigorous except
the scatterer scenario. Furthermore, the technique is computationally efficient
allowing MIMO performance analysis of arrays with large number of elements,
and high performance array design in conjunction with well-known optimization
tools. The model also allows examining the effect of the termination impedance
on MIMO capacity.
In this chapter, the formulation of the proposed channel model with electric
fields is explained. Numerical results, mainly in the form of channel capac-
ity, correlations and received signal to noise ratio are given. First, the channel
model used is benchmarked by both the simulations and measurements of [72]
for adaptive freestanding dipole arrays. Assuring the accuracy of the technique,
comparisons with the technique in [4] are presented.
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Figure 2.1: Two-dimensional, single-bounce scatterer scenario.
2.1 The MIMO Channel and Capacity
As the scattering environment, a two dimensional (2D), single-bounce geo-
metric model is chosen similar to the one in [4], and is shown in Fig 2.1. It
assumes a transmitter (TX) and a receiver (RX) array, and a local cluster of scat-
terers around TX. The local cluster is a disk of radius RD including S uniformly
distributed scatterers. Note that, the use of any other geometrical scatterer sce-
nario, including multi-bounce ones, is possible but avoided in this chapter for
simplicity. The examples of different geometrical multipath scenarios will be
utilized in the succeeding chapters.
Assuming flat fading, the received signal vector, V¯ rx, can be written in terms
of the transmitted one, V¯ tx, and the additive white Gaussian noise vector, n¯,
with zero mean independent identically distributed (i.i.d.) elements with unit
variance as
V¯ rx = H V¯ tx + n¯. (2.1)
In (2.1), H denotes the R × T channel matrix, where R and T are the number
of antenna elements in receiver and transmitter arrays, respectively. Assuming
channel knowledge only at the receiver side, an achievable data rate assuming
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a diagonal transmission covariance matrix Q = E [V¯ tx(V¯ tx)h] = ρ
T
IT/T can be
evaluated as
C = E
[
log2
(∣∣∣IR + ρT
T
HHh
∣∣∣)] (2.2)
where IT,R are the T × T and R × R identity matrices, |.| is the matrix deter-
minant, ρ
T
= E [(V¯ tx)hV¯ tx] is the total transmitted signal to noise ratio (SNR)
with (.)h and E [.] denoting the conjugate transpose and expectation operations,
respectively. Note that, the information theoretic capacity of this channel under
total power constraint ρ
T
is
C = max
Q≥0
Tr(Q)≤ρ
T
{E [log2 (∣∣IR +HQHh∣∣)]} (2.3)
which is very challenging to compute when H is not from an i.i.d. circularly
symmetric Gaussian distribution, where Tr(.) is the trace operator. As a result,
in the rest of this chapter (and in Chapters 3-5), with a slight abuse of the
terminology we will refer to the achievable data rate in (2.2) as the capacity of
the system, as the vast majority of the literature does. Note that, in Chapter 6,
the expression in (2.3) will be used to compute the capacity of various antenna
array types.
2.2 Channel Model with Electric Fields (MEF)
The TX array can be modeled by a T -port network, hence by a T × T
impedance matrix, Ztx, which relates the port currents, I¯ tx, with the source
voltages, V¯ tx, via
I¯ tx =
(
Ztx + ZtxM + ZS
)−1
V¯ tx (2.4)
due to the circuit model for the nth antenna element of the transmit array shown
in Figure 2.2 (a); where ZS and Z
tx
M are diagonal matrices, non-zero entries of
which are the source and matching impedances, respectively, for each transmit
element.
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(a) (b)
Figure 2.2: The circuit model for the (a) nth TX element (b) mth RX element.
The incident electric field on the pth scatterer in the far zone of the TX array
due to the nth transmitter antenna is given by
E¯np =
−jωµ
0
4π
∫
Sn
J¯n(r¯
′
n) G(r¯p, r¯
′
n) dr
′
n. (2.5)
In (2.5), µ
0
is the permeability of free space, J¯n is the current density on the nth
TX element due to I txn , and
∫
Sn
dr′n(·) is the surface integration over the element.
In addition, G(r¯p, r¯
′
n) represents the Green’s function of the environment, where
r¯p and r¯
′
n are the position vectors pointing the pth scatterer and nth TX antenna,
respectively. The total incident field on the pth scatterer from TX array is
obtained as
E¯p =
T∑
n=1
E¯np = θˆ
p
1 Ep,θ + φˆ
p
1 Ep,φ (2.6)
where θˆp1 and φˆ
p
1 are the unit normal vectors due to elevation and azimuth angles
of the pth scatterer in the spherical coordinate system, whose origin coincides
with the center of the TX array.
Each scatterer is assumed to have a 2 × 2 scattering coefficient matrix, Ap,
whose entries are, without loss of generality, modeled as i.i.d. Gaussian random
variables with zero mean and unit variance. Ap is given by
Ap =

 αθθp αθφp
αφθp α
φφ
p

 . (2.7)
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Assuming each scatterer as an isotropic radiator, both θ and φ polarized field
scattered from the pth scatterer impinging on the mth receiver antenna, E¯pm,
can be expressed as follows in (2.8)-(2.10):
V
0
p,θ = α
θθ
p Ep,θ + α
θφ
p Ep,φ (2.8)
V
0
p,φ = α
φθ
p Ep,θ + α
φφ
p Ep,φ (2.9)
E¯pm =
(
θˆp2 V
0
p,θ + φˆ
p
2 V
0
p,φ
) e−jkrmp
rmp
(2.10)
where k denotes the free space propagation constant and rmp is the distance
between the mth RX element and pth scatterer. Note that, in (2.10), the unit
normal vectors (θˆp2, φˆ
p
2) are chosen for a different spherical coordinate system,
whose origin coincides with the center of the RX array. Total field received by
the mth receiver element is given by
E¯m =
S∑
p=1
E¯pm. (2.11)
Making use of another R-port network model for the RX array with the
R×R impedance matrix (Zrx) and the circuit model of the mth receiver element
depicted in Figure 2.2 (b), the received signal vector, V¯ rx, is obtained from the
system of linear equations given by
V¯ rx = ZL (Z
rx + ZrxM + ZL)
−1 V¯ (2.12)
where ZL and Z
rx
M are the load and matching impedance matrices (which are
diagonal), respectively; and V¯ is the induced voltages vector obtained from the
total received fields on RX elements. The entries of V¯ are evaluated by
Vm =
∫
Sm
Em(r
′
m) wm(r
′
m) dr
′
m (2.13)
where Em = uˆm · E¯m and uˆm is the unit normal vector denoting the polarization
direction of the element [79]. Furthermore, wm is the weighting function over the
mth receiver element and taken as the current distribution on the element (i.e.,
mth testing function) yielding indeed a Galerkin’s MoM solution.
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Figure 2.3: MIMO system with freestanding dipole arrays at TX and RX.
In order to find the entries of mutual coupling included H, the following
procedure of MEF is proposed:
i. Evaluate Ztx and Zrx.
ii. Start with n = 1.
iii. Activate nth TX element (V txn = 1V, V
tx
k 6=n = 0).
iv. Calculate the current vector utilizing (2.4).
v. Evaluate (2.5)-(2.13); then, the nth column of the MIMO channel matrix
can be simply evaluated as
hmn =
V rxm
V txn
= V rxm , (2.14)
since V txn = 1V and V
tx
k 6=n = 0.
vi. Increase n, and go to (iii).
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2.3 MEF for Freestanding Dipole Arrays
For arrays of thin-wire freestanding (FS) dipole elements, the impedance
matrices (Ztx,rx) can be evaluated by using the analytical expressions obtained via
the induced electromotive force (emf) method for the self (diagonal entries) [79]
and mutual impedances (off-diagonal entries) [80]. As well as the induced emf
method, the Method of Moments (MoM) solution of the electric field integral
equation (EFIE) on the antenna elements can be utilized [79].
Following the aforementioned MEF procedure, the integral in (2.5) can be
evaluated in closed form (with the far-zone approximations [79]) by using the
free space Green’s function given by
G(r¯p, r¯
′
n) =
e−jk|r¯p−r¯
′
n|
|r¯p − r¯′n|
(2.15)
and piecewise sinusoidal currents on dipole elements, such as
J¯n(r¯
′
n) = aˆx I
tx
n sin(k|hn − x′n|), (2.16)
where aˆx denotes the unit normal vector in x-direction, k is the propagation
constant in free space, hn is the half length of the nth dipole and x
′
n is defined
in the interval [−hn, hn]. Thus, (2.5), namely, the incident electric field on the
pth scatterer in the far zone of the TX array due to the nth transmitter antenna
turns out to be
Enp,θ = −j60 cos θp1 cosφp1 I txn fn(θp1, φp1)
e−jkrpn
rpn
(2.17)
Enp,φ = j60 sinφ
p
1 I
tx
n fn(θ
p
1, φ
p
1)
e−jkrpn
rpn
(2.18)
where
fn(θ
p
1, φ
p
1) =
cos(khn sin θ
p
1 cosφ
p
1)− cos(khn)
1− sin2 θp1 cos2 φp1
. (2.19)
The integral in (2.13) is in the same form with the one in (2.5) and can be
evaluated similarly. As a matter of fact, the result of the expression in (2.13) is
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nothing but the induced or open circuit voltage in [79] given by
Vm = E¯m · l¯em (2.20)
where l¯em is the vector effective length of the mth receive dipole. The vector
effective length of an antenna is defined in [79] as:
l¯e =
E¯rad(1A)
−j30k e−jkR
R
, (2.21)
where E¯rad(1A) is the radiation electric field of the antenna under unit current
applied at the antenna port. Then, the vector effective length of the mth free-
standing thin-wire dipole is
l¯em,p =
2
k
fm(θ
p
2, φ
p
2)
(
θˆp2 cos θ
p
2 cosφ
p
2 − φˆp2 sinφp2
)
. (2.22)
Hence, (2.13), namely the entries of V¯ for freestanding thin-wire dipoles are
equivalent to
Vm =
2
k
S∑
p=1
fm(θ
p
2, φ
p
2) (Epm,θ cos θ
p
2 cosφ
p
2 − Epm,φ sinφp2) . (2.23)
2.4 Numerical Results
In this section, using the presented MEF approach, performances of linear
arrays of freestanding dipole elements are investigated in terms of mean channel
capacity, received SNR and channel correlation, for the cases in which mutual
coupling is included and ignored (represented by MC and NoMC in the figures,
respectively).
First, the accuracy of the method is verified with measurement results of
[72]. Then the technique with coupling matrices of [4] is compared with MEF.
Freestanding dipole arrays in this chapter are considered to be formed by thin-
wire elements of λ/2 length and λ/200 radius. Note that λ is the wavelength in
free space.
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2.4.1 Validation of the Proposed MEF
In order to check the accuracy of the channel model used, we utilize experi-
mental measurements done in [72] under realistic test conditions. In [72], Migliore
et al. devised an Adaptive MIMO (AdaM) system of identical transmitter and
receiver arrays of freestanding (FS) dipoles with two active elements surrounded
by six parasitic elements. The geometry of the AdaM system used is rather
simple. Thin-wire dipole antennas were placed in a rectangular lattice of 2 × 4
square grids with edge length λ/4. Active elements were placed in the middle
of the lattice and were λ/2 apart from each other. On the other hand, the par-
asitic elements were placed to surround the lattice. Every antenna element was
placed at a height of one meter from the floor. The details of the geometry and
the experiment, are available in [72] and Chapter 4 of this thesis. Termination
impedances of parasitic elements (connected to microelectromechanical systems
(MEMS) switches both at TX and RX) were altered to determine the optimal
channel capacity using genetic algorithms (GA). For each configuration obtained
from GA evaluations of channel simulations, the channel matrix H is measured
by employing a vector network analyzer. The transmitted SNR was selected
so as to achieve a channel capacity of 4 bits/s/Hz solely with active antennas
and the performance of AdaM system were evaluated with this transmitted SNR
throughout the simulations and measurements.
Here, MEF is utilized to simulate the aforementioned measurement environ-
ment, and particle swarm optimization (PSO) [81] is employed to find the optimal
channel capacity. When modeling the scattering environment, parameters are set
to be the same as those of [72], details of which can be found in Chapter 4 of
this thesis. Under these conditions, the experiment performed in [72] is simu-
lated. It should be noted that, along with the experiment, the details on the
PSO algorithm are discussed in Chapter 4. The results of the channel model
in conjunction with PSO are depicted in Figure 2.4 [represented by MEF with
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Figure 2.4: Validation of MEF with both simulations and measurements of [72].
PSO] along with the measurement and GA simulation results of [72], and they
are all in very good agreement which illustrates the validity and accuracy of the
MIMO channel model used.
2.4.2 Comparison with the Coupling Matrices of [4]
As stated before, the coupling matrices of [4] are frequently utilized to include
the effects of mutual coupling for FS dipole arrays in various studies [17–36]. Here
we compare the method in [4] with MEF.
In [4], for the same circuit models in Figure 2.2, induced voltages are defined
as
V¯ txind = (ZS + Z
tx
M + Z
tx
diag)(ZS + Z
tx
M + Z
tx)−1 V¯tx = CT V¯tx (2.24)
V¯ rxind = (ZL + Z
rx
M + Z
rx
diag)(ZL + Z
rx
M + Z
rx)−1 V¯ = CR V¯ (2.25)
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where Zdiag is the diagonal matrix with self impedances. Afterwards, the channel
is defined referring to the induced voltages, such that hmn = V
rx
ind,m/V
tx
ind,n. Thus,
the mutual coupling included channel matrix (H) is expressed in terms of the
one without coupling (H′) as H = CR H
′ CT . Neglecting mutual coupling
(i.e., Ztx = Ztxdiag and Z
rx = Zrxdiag), coupling matrices (CR,T ) become identity
matrices. Whereas, MEF relates the channels to the source voltages at TX and
load voltages at RX.
Figures 2.5-2.7 show the comparison of two techniques in terms of the capacity
(Figure 2.5), correlation (Figure 2.6) and received SNR per RX branch (Figure
2.7) for a MIMO system formed by identical two element FS dipoles both at
RX and TX. For these results, the single-bounce scenario is formed by locating
S = 100 uniformly distributed scatterers around the transmitter within a disk of
radius of RD = 200λ, on the plane perpendicular to the direction of the current
on antenna elements. Transmit and receive arrays are assumed to be located 300λ
away from each other in a broadside manner, formed by R = T = 2 uniform side-
by-side dipoles, where the interelement spacing for both arrays is ∆. Results are
generated for different ∆ values between 0.1λ and λ. In the results, the transmit
SNR (ρ
T
) is fixed for all ∆ values in such a way that the average received SNR
including mutual coupling, averaged over all interelement spacing values, is 10
dB. The capacity results are obtained by averaging the MIMO channel capacity
over NR = 1000 channel realizations. It should be noted that, NR · S scatterer
locations and coefficient matrices are generated and kept in the memory, then
used for all numerical simulations. Therefore, effects of these random parameters
on comparisons are eliminated for the same scatterer geometry.
The impedances in the circuit models are chosen such that
ZS,n =
(
Ztxnn
)∗
(2.26)
ZL,m = (Z
rx
mm)
∗ (2.27)
ZtxM,n = Z
rx
M,m = 0 Ω (2.28)
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in order to have a conjugate matching condition, where (.)∗ is the conjugate
operator.
The channel correlation is defined by the correlation coefficient given by
ρ
h
=
∣∣∣∣∣ E [h11h
∗
12]√E [|h11|2] E [|h12|2]
∣∣∣∣∣ , (2.29)
and the received SNR per RX branch is calculated by
ρ
R
=
E [(v¯rx)h v¯rx]
R
(2.30)
where v¯rx is the received voltages vector obtained by v¯rx = H v¯tx, when v¯tx is the
input voltages vector under the condition that all transmit elements are given
the same amount of power, that is
v¯tx =


√
ρ
T
T
...√
ρ
T
T

 . (2.31)
First, results by MEF are plotted for a fixed transmit power of ρ
T
= 104
dB (for an average received SNR of 10 dB). Then, with the aid of the MEF,
coupling ignored channel matrix referred to the induced voltages (H′) is found
and mutual coupling effects are incorporated using the coupling matrices in [4],
which is denoted as MEFi in Figures 2.5-2.7. Similar behavior for mean capacity
and correlation is observed with a shift of received SNR around 5 dB. This offset
is due to the fact that channel coefficients without mutual coupling are defined
as hnomcmn = Vm/V
tx
n in [4] whereas h
nomc
mn = ZL,m/(ZL,m+Z
rx
M,m+Z
rx
mm) Vm/V
tx
n in
the MEF. Reducing the transmit power to 99 dB in the MEFi case, the perfect
agreement is obtained.
Therefore, one can say that, the use of coupling matrices of [4] is appropriate
under the following conditions:
• The channel should be defined referring to the induced voltages at the TX
and RX.
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Figure 2.5: Comparison of the proposed MEF with the method in [4] in terms
of capacity. Identical FLDA with 2 side-by-side dipoles are located both at TX
and RX. Conjugate matching is applied at the terminals.
• The model to generate the mutual coupling excluded channel matrix should
be sufficiently accurate that is capable of analyzing array characteristics
such as electrical and geometrical properties in detail.
For instance in [18], although these coupling matrices are utilized, the chan-
nels are defined referring to the terminal voltages, therefore the results may be
misleading.
Moreover, when a comparison between different antenna types is desired in
a negligible mutual coupling situation (CR,T ≈ IR,T ), the overall channel matri-
ces for both types will become roughly identical (H ≈ H′). If H′ is obtained
via a channel model that is inadequate to involve electromagnetic properties of
antennas, the technique in [4] will not completely integrate the antenna effects
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Figure 2.6: Comparison of the proposed MEF with the method in [4] in terms of
correlations. Note that the green and black curves are on the top of each other.
into the wireless channel, and hence, the comparison may fail. However, utiliz-
ing MEF, antenna effects are accurately incorporated by the computation of the
exact fields of array elements, for the cases whether mutual coupling is negligible
or not.
Inspecting Figures 2.5-2.7 from the MIMO performances of FS dipoles point
of view, one can conclude with the following remarks: As expected, for small
interelement spacings, the effect of mutual coupling reduces the capacity, due to
decreased received SNR even though the correlation is lower. Considering the
capacity results, mutual coupling can be said to be negligible for interelement
spacings larger than 0.5λ for freestanding dipole elements. It should be noted
that, for some interelement spacing values, mutual coupling included capacity
can be higher than the one without coupling. This phenomenon was explained
before in early studies [4, 6] by the deformation of the antenna pattern due to
mutual coupling. Later [19] stated that mutual coupling is beneficial to the
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Figure 2.7: Comparison of the proposed MEF with the method in [4] in terms
of received SNR per RX branch.
channel energy for antenna distances between 0.4 and 0.9λ, under the directional
scattering conditions and when the receiver array is oriented orthogonally to the
main direction of arrival.
2.5 Conclusions
A full-wave channel model (MEF) based on the method of moments solution
of the electric field integral equation is presented and used in order to evaluate
the MIMO channel matrix accurately. MEF calculates the exact fields via the
radiation integrals, and hence, it is rigorous except the scatterer scenario. The
accuracy of the model is further verified by the measurement results of [72]. Thus,
it is concluded that MEF achieves the accuracy over other approaches which are
incapable of analyzing antenna effects in detail.
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Making use of the presented technique may also help in the analysis of effects
of geometrical and electrical properties - such as dielectric thickness and permit-
tivity, surface waves or termination impedances - on the communication system
performance. Hence, investigation of printed dipole arrays in the MIMO channel
is accomplishable via MEF, and is discussed in the next chapter.
Moreover, the numerical efficiency of the technique allows analyzing MIMO
performance of arrays with large number of antennas, and high performance
array design in conjunction with well-known optimization tools. Our studies on
the particle swarm optimization of dipole arrays for superior MIMO capacity will
be presented in Chapter 4.
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Chapter 3
Capacity of Printed Dipole
Arrays in the MIMO Channel
The choice of the multi-element antenna array type in MIMO communica-
tion systems may affect the wireless channel behavior significantly. Freestanding
linear arrays of uniform dipole antennas are frequently investigated by incorpo-
rating the antenna coupling effects into the MIMO channel [3–36]. However, the
performance of printed dipole arrays in MIMO applications are not studied as
much as the freestanding ones, though they are advantageous over other antenna
types for their low cost, light weight, conformability to the mounting surface and
direct integrability with other printed antennas and microwave devices.
In this chapter, we examine the MIMO channel capacity of printed dipole ar-
rays. Antenna and electromagnetic effects, such as interactions among the dipoles
through space and surface waves and radiated fields, are accurately incorporated
into the wireless channel by MEF, namely, using the method of moments (MoM)
solution of the electric field integral equation (EFIE) and by calculating the
radiation integrals.
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TX RX
Figure 3.1: MIMO system with a printed dipole array at TX in a three dimen-
sional, single-bounce scatterer environment.
MIMO capacity of printed dipole arrays is explored and comparisons with
freestanding ones are given. Furthermore, we investigate the effects of geomet-
rical and electrical properties of printed arrays (e.g., dielectric thickness and
permittivity, surface waves) on the performance in the MIMO channel. Appro-
priate dielectric slab configurations yielding high capacity printed dipole arrays
are presented.
3.1 MEF for Printed Dipole Arrays
In this chapter, the scattering environment is considered to be a three dimen-
sional (3D), single-bounce geometric model as shown in Figure 3.1. It assumes
S uniformly distributed scatterers in a specified volume. As the capacity of the
system, the achievable data rate in (2.2) is used as well as the previous chapter.
As the first step of the MEF procedure in the case of printed arrays, different
Green’s function representations are used in a computationally optimized manner
based on the distance between array elements [82–86] for the evaluation of the
self and mutual interactions. The investigation of printed dipole arrays is done
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utilizing the more general two dimensional finite array of printed dipoles [82,84],
using a hybrid MoM/Green’s function technique. Assuming an ideal delta gap
generator at the terminals of each center-fed dipole and using Galerkin’s MoM
solution, entries of the mutual interaction matrices (Ztx,rx) are obtained as in
Bakır’s thesis [84]. The electric surface current density on each dipole is ex-
panded in terms of one piecewise sinusoidal mode which is found to be successful
in [82,83]. Bakır’s thesis [84] is a comprehensive study on the evaluation and im-
plementation of grounded dielectric slab Green’s functions that may be referred
along with [82,83] and [86], for in depth investigation.
The electric field of a single x-directed printed element in a transmit mode
printed dipole array resulting from the radiation integral in (2.5) and incident
on the pth scatterer is given by [82]
Enp,θ = −j60k P pθ cosφp1 I txn Fn(kup, kvp)
e−jkrpn
rpn
(3.1)
Enp,φ = j60k P
p
φ sinφ
p
1 I
tx
n Fn(kup, kvp)
e−jkrpn
rpn
(3.2)
where
P pφ =
cos θp1
cos θp1 − jγp cot(kdγp)
(3.3)
P pθ = P
p
φ
γp [γp + j cos θ
p
1 tan(kdγp)]
ǫr cos θ
p
1 + jγp tan(kdγp)
(3.4)
γp =
√
ǫr − sin2 θp1 (3.5)
up = sin θ
p
1 cosφ
p
1 (3.6)
vp = sin θ
p
1 sinφ
p
1 (3.7)
and ǫr is the relative permittivity of the dielectric slab with thickness d.
Fn(kup, kvp) is the Fourier transform of the single piecewise sinusoidal expan-
sion mode, and can be expressed as
Fn(kup, kvp) =
2ke [cos(kehn)− cos(kuphn)]
sin(kehn)
[
k2u2p − k2e
] (3.8)
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where hn is the half length of the nth dipole element, and ke is the wavenumber
of the expansion mode due to the dielectric slab, given by
ke = k
√
ǫr + 1
2
. (3.9)
Note that, Fn(kup, kvp) has no vp dependence here, due to the dipoles being on
the xy-plane and in x-direction.
Following the rest of the MEF procedure that is given in the previous chap-
ter, the channel matrix is evaluated accurately and efficiently for printed dipole
arrays, as well.
3.2 Numerical Results
In this section, numerical results on the MIMO capacity of printed dipole
antennas and comparisons with freestanding ones are given. The 3D scattering
environment is considered to be formed by 20 uniformly distributed point scat-
terers located in a common office room of dimensions 8 meters length, 3 meters
width and height as in [72]. The capacity results are obtained by averaging the
MIMO channel capacity over 1000 different channel realizations.
Freestanding dipole arrays in this section are considered to be formed by
thin-wire elements of λ/2 length and λ/200 radius, whereas printed ones are of
λe/2 length and λ/100 width that are placed on top of a dielectric substrate
with a dielectric constant of ǫr and a thickness of d above a ground plane. Note
that λ is the wavelength in free space and λe = λ/
√
0.5(ǫr + 1) is the effective
wavelength due to the dielectric material.
For all numerical results presented from this point forward, the following
receiver array configuration is used: R = 2 × 2 = 4 freestanding dipoles are
located in a plane broadside to the transmitter array. Here, 2 × 2 stands for a
configuration as the square matrix notation, such that, 2 side-by-side pairs of
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2 collinear antennas form the R = 4 element RX array, as illustrated in Figure
3.1. Both horizontal and vertical spacings between phase centers of dipoles are
set to be 0.75λ. The distance between the parallel TX and RX planes is taken
as 7.5 meters. Furthermore, for all the following numerical results, the circuit
models in Figure 2.2 are utilized. The termination impedances are considered
to be 50 Ω (i.e., ZS,n = ZL,m = 50 Ω) and conjugate matching is assumed (i.e.,
Ztxnn+Z
tx
M,n = Z
∗
S,n = 50 Ω and Z
rx
mm+Z
rx
M,m = Z
∗
L,m = 50 Ω). Also, the transmit
SNR is fixed; such that, the single input multiple output (SIMO) capacity for a
single freestanding dipole at TX is 4 bits/sec/Hz.
In Figure 3.2 and 3.3, the MIMO performance of printed dipole arrays is
compared with that of freestanding ones. For this purpose, first, the dielectric
slab parameters are selected as ǫr = 3.0 and d = 0.1λ yielding approximately the
same SIMO capacity of the freestanding dipole (see Figure 3.2). Then, MIMO
capacities of TX arrays of printed (PR) and freestanding (FS) dipoles with both
side-by-side (1 × T ) and collinear (T × 1) arrangements, are plotted versus the
interelement spacing for T = 2 in Figure 3.2 (a) and for T = 3 in Figure 3.2 (b)
along with the SIMO capacities.
Inspecting Figure 3.2 (a) and (b), it can be said that, the capacity of FS
dipoles show a fluctuating behavior versus interelement spacing, whereas printed
dipoles are more stable in that sense. Furthermore, as the number of antenna el-
ements increases, the variation in the capacity raises particularly for FS dipoles.
For both types of dipoles, it is observed that, after certain interelement spac-
ing values, the capacities of side-by-side or collinear arrangements do not differ
significantly.
The effect of mutual coupling is investigated in Figure 3.3 (a) and (b), by
plotting Cnomc − Cmc, where Cnomc is the capacity obtained ignoring mutual cou-
pling by setting the off-diagonal elements of the mutual interactions matrix to
zero; whereas Cmc is the capacity in the regular (coupled) case. It is observed
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Figure 3.2: Capacity versus interelement spacing for T -element freestanding (FS)
and printed (PR) dipole arrays with side-by-side (1 × T ) and collinear (T × 1)
arrangements. (a) T = 2, (b) T = 3.
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Figure 3.3: Mutual coupling effects on the capacity for T -element freestanding
(FS) and printed (PR) dipole arrays with side-by-side (1×T ) and collinear (T×1)
arrangements. (a) T = 2, (b) T = 3.
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that, printed dipole arrays are less sensitive to mutual coupling than the FS ones;
and coupling can be safely ignored for element separations larger than 0.5λ. For
the collinear arrangement of printed dipoles, the coupling is mainly due to the
surface waves; and it should be noted that, coupling through surface waves has
no significant effect on the MIMO channel capacity. The fluctuations for FS
dipoles are observed for the mutual coupling effect as well, whereas the curves
for printed dipoles are smoother. However, for higher ǫr values, Cnomc − Cmc
results for printed arrays may oscillate slightly due to increased surface waves.
In order to examine the effect of dielectric constant (ǫr) on the MIMO per-
formance, the capacity is plotted against varying ǫr and element separation (∆)
in Figure 3.4 for printed arrays with 3 side-by-side dipoles (1 × 3), while the
thickness of the material is kept as d = 0.1λ. It is observed that, the capac-
ity variation versus interelement spacing has a similar behavior for different ǫr
values. In Figure 3.6, the variation of the capacity is plotted for 4 different sepa-
ration values (i.e., ∆ = 0.45λ, 0.5λ, 0.55λ, 0.6λ), and it is seen that, increasing ǫr
slightly raises the channel capacity due to increased beam width in the azimuth
pattern of printed dipoles [82,87].
The effect of the dielectric thickness (d) on the capacity is explored in Figures
3.5 and 3.7. In Figure 3.5, the capacity is plotted versus varying d and element
separation, while the dielectric constant is kept constant at ǫr = 3. Exceeding
certain d values, capacity curves are observed to be bent. For the same cross-
sections in Figure 3.6, the variation of the capacity due to the dielectric thickness
is plotted in Figure 3.7. For small d values, the images due the ground plane
tend to cancel the effects of dipoles, and hence the capacity is low. Up to certain
thickness values, the capacity increases drastically due to increased radiation
intensity in both the azimuth and elevation planes, then it starts to decay because
of the increased number of surface wave modes so that the losses due to the
surface waves increase [88].
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Figure 3.4: Capacity versus dielectric permittivity (ǫr) and interelement spacing
(∆) for printed arrays with 3 side-by-side dipoles.
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Figure 3.5: Capacity versus dielectric thickness (d) and interelement spacing (∆)
for printed arrays with 3 side-by-side dipoles.
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Figure 3.7: Capacity versus dielectric thickness for printed arrays with 3 side-
by-side dipoles.
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In Figure 3.8, the capacity is plotted against varying ǫr and d, while the
element separation is kept constant at ∆ = 0.5λ. The maxima where the capacity
curves start to bent can be explicitly seen. Note that, all the capacity values
at these maxima are larger than the largest capacity of FS array. Figure 3.9
illustrates the (ǫr, d) configurations yielding the maximum capacity values. A
curve with the relation
d
λ
√
ǫr ≈ 0.55π (3.10)
can be fitted to the configuration data. Note that, the fitting curve relation in
(3.2) is found to be valid for other ∆ values as well.
The interelement spacing required to exceed the SIMO capacity for printed
dipoles, ∆exceed, depends on the dielectric parameters (more on d than ǫr). For
example, inspecting Figure 3.10, for a substrate of ǫr = 3, ∆exceed = 0.19λ when
d = 0.1λ, whereas it becomes 0.05λ when d = 0.17λ. Thus, printed arrays
with closely spaced elements that have a relatively high capacity can be designed
by using appropriate dielectric slabs. However, if the dielectric substrate is not
chosen carefully, then ∆exceed for printed dipoles can be larger than that of the
FS dipoles, as seen in Figure 3.2, resulting SIMO capacity to be better than
MIMO capacity. This is obviously an undesired situation for designers. Besides,
high MIMO capacity for arrays with elements closely placed can also be obtained
by properly adjusting the termination impedances. This is shown in [5,6] for FS
dipole cases.
3.3 Conclusions
MIMO performance of printed dipole arrays is analyzed using the full-wave
channel model (MEF), which is given in Chapter 2. The capacity comparisons of
printed dipole arrays with freestanding (FS) ones are given. It is observed that,
printed dipoles are less sensitive to the mutual coupling than FS ones in terms of
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Figure 3.8: Capacity versus dielectric thickness and permittivity for printed ar-
rays with 3 side-by-side dipoles.
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Figure 3.9: Dielectric thickness and permittivity configurations yielding maxi-
mum capacity.
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Figure 3.10: The interelement spacing required to exceed the SIMO capacity for
printed dipoles, ∆exceed, versus dielectric thickness, d.
MIMO capacity. Furthermore, coupling between printed dipoles through surface
waves is shown to have no significant effect on the channel capacity.
Effects of the electrical properties of printed dipoles on the MIMO capacity
are explored in terms of the relative permittivity and thickness of the dielec-
tric material. Appropriate dielectric slab configurations yielding high capacity
printed dipole arrays are presented.
It should be mentioned that, efficiency of the proposed MEF algorithm is gov-
erned by the evaluation of the interactions, in particular in the case of printed
arrays, and the inversion time of the MoM impedance matrix. However, consid-
ering the fact that typical MIMO systems do not contain thousands of antennas
at the transmitter and receiver sides, inversion time of the MoM matrix is fast
and the efficiency of MEF strongly depends on the calculation of self and mutual
interactions (especially the case for printed arrays). Because we use different
Green’s function representations for printed arrays in the MoM procedure in
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a computationally optimized manner (based on the distance between antenna
elements) [82–84,86], the proposed MEF yields accurate results within seconds.
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Chapter 4
Particle Swarm Optimization of
Dipole Arrays for Superior
MIMO Capacity
Even though MIMO offers high channel capacity in a limited bandwidth,
some work still needs to be done to achieve that. To acquire the superior ca-
pacity out of a MIMO channel, the choice of array type and configuration at
the transmitter (TX) and receiver (RX) is a fundamental design issue. Fore-
seeing that MIMO communication systems will be everywhere in near future, it
is envisioned that capability of designing these systems with optimum channel
capacities will be handy. For a classic MIMO system in which the transmitter
and/or receiver antennas are placed in a specified volume, it is important to
determine the individual antenna lengths and locations together with number of
elements used. For instance, uniform linear arrays (ULA) are intensely studied
for MIMO systems, however, the question of whether non-uniform linear arrays
are able to outperform ULA in terms of their capacity was unanswered. Further-
more, for an adaptive MIMO system, deciding which elements to activate or how
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to terminate the parasitic elements such that the channel capacity is maximized
are significant issues.
Aforementioned optimization may be accomplished when a MIMO channel
model, which has the ability of simulating real world cases, is armed with an
optimization algorithm. Particle swarm optimization (PSO), a popular and yet
evolving powerful optimization algorithm inspired by the swarm behavior [81],
can be employed for this purpose. PSO is proven to be fast, efficient and capable
of solving a vast variety of complex computational electromagnetics (EM) prob-
lems. It should be stressed that, an antenna optimization problem which aims
to maximize the channel capacity provides a more natural approach for antenna
synthesis, since it maximizes the quantity of true interest in any communication
system. The introduction of information theoretical cost functions in the design
of antennas turns out to be a promising approach [72].
Simulating real world cases is a vital issue for the accuracy and reliability
of the designs but this is hard to accomplish. The models used to simulate the
behavior of MIMO channels can yield accurate and reliable results only if they
are well tested and experimentally verified. Hence, throughout this study our
channel model with electric fields (MEF) is utilized. Since the technique is com-
putationally efficient, MEF allows analyzing MIMO performance of arrays with
large number of dipole elements, and high performance arrays can be designed
using a combination of MEF and optimization techniques.
In this chapter, MEF is combined with PSO, in order to design dipole ar-
rays with superior MIMO capacity. First, the accuracy and numerical efficiency
of PSO is demonstrated on a sample scenario. For this purpose, a predefined
problem is solved first in a brute force manner and then with PSO. As PSO
succeeds in solving the problem with great efficiency, MEF with PSO is bench-
marked with genetic algorithm (GA) based simulations and measurements of [72].
In [72], Migliore et al. designed an adaptive MIMO antenna system using GA
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and measured its channel capacity under various test conditions. MEF with
PSO is employed to solve the same setup in [72], and it is observed that the
results match with the simulations and measurements demonstrating the ability
of both MEF and PSO in designing MIMO systems. Then, examples of MIMO
system designs of freestanding and printed dipoles are introduced. Uniform cir-
cular arrays (UCA) of freestanding dipoles are shown to be a reasonable choice
for high MIMO capacity, though results for other array configurations outper-
forming UCAs are given. Adaptive MIMO array performance of printed dipole
arrays with loaded parasitic elements is investigated and compared with that of
freestanding dipole arrays.
4.1 MIMO Channel Model
In this chapter, as the scattering environment, two different three dimensional
(3D), single-bounce geometric models are considered. As the capacity of the
system, the achievable data rate in (2.2) is used as well. Following the MEF
procedure that is given in the previous chapters, the channel matrix is evaluated
accurately and efficiently both for freestanding dipole arrays and printed ones.
4.2 Particle Swarm Optimization
Particle swarm optimization (PSO) is a population based stochastic optimiza-
tion technique inspired by the social behavior of bee swarming or bird flocking.
In PSO, the swarm is initialized with a random population, namely particles.
Particles search for optimum solution by flying through the problem space by
following the current optimum particles. Each particle keeps track of its coor-
dinates in the problem space and associates the position with the personal best
solution, pbest, it has achieved so far. Another best value that is tracked by the
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particle swarm optimizer is the best value obtained so far by any particle in the
swarm and is called the global best, gbest.
In past several years, PSO has been successfully applied in many electromag-
netic problems. It is demonstrated that PSO gets better results in an easier and
faster way compared to other methods. The particle swarm optimization concept
requires, at each time step, accelerating each particle toward its pbest and gbest
locations. Acceleration is weighted by a random term, with separate random
numbers being generated for acceleration toward pbest and gbest locations as,
xn,t+1 = xn,t + vn,t ∆t (4.1)
vn,t+1 = K
[
vn,t + ϕ1 U(0, 1) (pbestn,t − xn,t) + ϕ2 U(0, 1) (gbestn,t − xn,t)
]
(4.2)
where xn,t and vn,t are the particle’s position and velocity in the nth dimension
at instant t, ∆t is the time step which is chosen to be one, K is the constriction
factor, U is drawn from the uniform distribution on the unit interval (0, 1], finally
ϕ1 and ϕ2 are the scaling factors that determine the relative pull of pbest and gbest
of the particles, respectively. As stated and analyzed in [81], the optimal selection
of constants mentioned above necessitates the choice of K to be 0.729, ϕ1 to be
2.8 and ϕ2 to be 1.3, thus removing the need for setting a maximum velocity
limit.
Occasionally, particles pass beyond the boundaries of given solution space,
hence adoption of a boundary policy to the algorithm is essential [89]. In order
to enforce particles to search inside the solution space of interest, damping wall
and invisible wall techniques suit our applications best and therefore are used in
this study. In the damping wall technique, when a particle attempts to search
outside the allowable solution space in one of the dimensions, it is relocated at
the boundary of the solution space and the velocity component in that dimension
is changed in the opposite direction and multiplied with a random factor between
zero and one. In the invisible wall technique, particles are allowed to fly outside
the allowable solution space in one of the dimensions, but assigned zero fitness
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values. Eventually, the particles are expected to return to the solution space
since fitness values (i.e., the capacity values evaluated for cases represented by
each particle) are larger inside the allowed space.
4.3 Numerical Results
We start by assessing the speed, accuracy and computational cost of the
PSO implementation. Next, we check the validity of the channel model that we
used. Finally, results for sample MIMO wireless system designs with arrays of
freestanding and printed dipoles are given.
We first solve a predefined problem in a brute force manner, i.e., without
employing PSO. The mission is to obtain the highest possible channel capacity
by using a two element fixed separation (i.e., ∆ = 0.61λ) varying length (i.e.,
from L = 0.01λ to L = 1λ with 0.01λ increments yielding 100 different lengths for
each antenna) freestanding linear dipole array (FSLA) at the transmitter. The
problem is to find the optimum individual element lengths of this transmitting
FSLA. On the other hand, the receiver array is assumed to be fixed, i.e., an
FSLA located 300λ away from the transmitter in a broadside manner, formed by
R = 10 uniform linear dipoles each of which is separated by a distance of λ/2.
Elements of both TX and RX array have a radius of λ/200 and are matched
to 50Ω source and load impedances, respectively. Transmit SNR of the array
is assumed to be fixed. The channel is modeled by locating S = 100 uniformly
distributed scatterers around the transmitter within a spherical region (i.e., in the
far zone of the transmitter) and the capacity results are obtained by simulating
NR = 1000 channel realizations.
Result of the brute force solution is presented in Figure 4.1 (a) which depicts
that the highest capacity is achieved when lengths of two elements are equal
to 0.46λ. Afterwards, PSO is applied to the abovementioned problem, and it
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Figure 4.1: Numerical validation of PSO. (a) Brute force solution with 10 000
cost function evaluations. (b) PSO solution yields the optimum configuration
(L1 = 0.46λ, L2 = 0.46λ) with the maximum capacity (8.7 b/s/Hz) in 181 cost
function evaluations.
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Figure 4.2: The geometry of adaptive MIMO array of FS dipoles.
is observed that the result of PSO coincides with that of brute force solution
as depicted in Figure 4.1 (b). Investigating Figure 4.1 (a) and (b), it is noted
that the brute force solution requires 1002 = 10000 cost (capacity) function
evaluations (since the element length for each antenna is quantized into 100
possible values) whereas PSO has completed it in less than 200 evaluations.
This computational test proves the efficiency and accuracy of PSO in solving
this sort of computational EM problems.
Second step of the validation of our implementation is to check how accurately
MEF models the MIMO channel. This step utilizes experimental measurements
under real life conditions. For this purpose, the work done in [72] is used. In [72],
Migliore et al. fabricated an Adaptive MIMO (AdaM) system of identical trans-
mitter and receiver of freestanding (FS) dipole arrays with two active elements
surrounded by six parasitic elements. The geometry of the AdaM system used
is rather simple as shown in Figure 4.2. λ/2 length thin-wire dipole antennas
were placed in a rectangular lattice of 2 × 4 square grids with edge length λ/4.
Active elements were placed in the middle of the lattice and were λ/2 apart from
each other. On the other hand, the parasitic elements were placed to surround
the lattice. Active elements were terminated in 50Ω dummy loads and parasitic
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elements were connected to microelectromechanical systems (MEMS) switches
with impedances Zon = 76.6 − j426Ω and Zoff = 5.2 − j8.8Ω. Every antenna
element was placed at a height of one meter from the floor. The measurements
were made in a common office room of 8 meters width and 3 meters height and
length. The measurement method was to measure each element of the channel
matrix H separately by employing a vector network analyzer. The transmitted
SNR was selected so as to achieve a channel capacity of 4 bits/s/Hz solely with
active antennas and the performance of AdaM system were evaluated with this
transmitted SNR throughout the measurements.
In this work, MEF with PSO is configured to simulate the aforementioned
measurement environment and employed to find the optimal channel capacity
that can be achieved. When modeling the office room in which measurements
were made, a scattering scenario of uniformly distributed 20 point scatterers is
considered. The capacity results of AdaM are obtained by averaging the MIMO
channel capacity over 1000 different channel realizations. Remaining parameters
are set to be the same as those of measurements of [72]. Under these conditions,
termination impedances of parasitic elements are altered to achieve the optimal
channel capacity, i.e., simulate the experiment done in [72]. The results of MEF
with PSO are depicted in Figure 4.3 [represented by MEF with PSO (FS)] along
with the measurement and GA simulation results of [72], and they are all in very
good agreement which proves the validity and accuracy of MEF in modeling
MIMO channels. Figure 4.3 also shows that, for small number of cost function
evaluations, PSO can reach higher capacity values than GA does; though after 80
evaluations, two optimization algorithms lead to approximately the same results.
At this point, both MEF and PSO are proven to be reliable, accurate and efficient
thus validating its use in MIMO system design. From now on, we may utilize
them to design sample MIMO arrays for superior channel capacity.
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Figure 4.3: Validation of MEF+PSO with both GA simulations and measure-
ments of [72] for freestanding adaptive dipoles; and comparison of adaptive per-
formance of printed dipoles obtained by MEF+PSO.
Uniform circular arrays (UCA) are among the most popular arrays that an-
tenna engineers use in their designs. It is interesting to investigate whether other
geometries can bring significant gains over them. For this purpose, we consider a
volume of λ× λ× λ in which the varying number of antenna elements are going
to be placed. In this volume, we employ MEF with PSO to find a better MIMO
design than λ/2 length UCA. As a first step, we seek for an improvement over
the circularity of uniform arrays, that is to say we look for optimum locations
rather than playing with the individual lengths of antennas which are set to be
the same as UCA (2D case). In the second step, we set PSO (3D case) completely
free to change both the locations and the lengths of every individual element in
the array. The geometry and environment that is used in this part of the work
is exactly the same to the one used to prove the validity of PSO.
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Since UCA is known to be a good antenna engineering solution and an im-
provement over UCA is sought, one PSO particle is smartly initialized with a
UCA design. This saved us from doing many fitness evaluations since with full
random initialization PSO could first reach the UCA configuration and then try
to improve that. Since we are looking for an improvement over circularity in
this stage of our work, we fix the element lengths to 0.5λ, i.e. PSO only varies
the positions of array elements in a 2D space which is in fact a square of area
λ2. The improvement over UCA is plotted in Figure 4.4 (a). Figure 4.4 (a) also
shows that the designs are made in less than 700 evaluations for a solution space
of order 1002T , i.e. O(1002T ), where each solution dimension (i.e., x and y which
are the phase center coordinates) has a size of 100 per each TX element.
In the 2D case, PSO finds the locations of antennas (in terms of wavelength)
as the optimum on a xy-plane of 1002 grid points. As is obvious from Figure 4.4
(a), for the plane we used PSO can find better results than UCA provided that
T does not exceed six. However if it is more than that, PSO agrees that UCA is
the best solution. Figure 4.5 (a) shows the geometry, which is not a circular one,
of the six element TX designed by PSO and Figure 4.5 (b) shows the geometry,
which is a circular one, of the seven element TX which is also designed by PSO.
As just mentioned and also illustrated in Figure 4.4 (a), in the geometry we
consider, PSO cannot improve UCA confidently when TX is a seven or more
element antenna array. This is the case since with the increase in the number of
TX elements used, due to physical limitations, elements are forced to be placed
closely which results in the generation of considerable amount of mutual coupling.
Therefore to achieve the optimum interelement spacing, elements of the TX array
are spaced in a circular fashion when T exceeds six. This yields us to conclude
that although there are improvements over circularity of uniform arrays, UCA
is still a good design option since improvements are comparatively small for this
λ2 geometry.
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Figure 4.5: Top view geometries of sample designs made by 2D PSO.
T Cuca C3D x(λ) y(λ) z(λ) L(λ)
2 8.5 9.0
0.45 0.47 −0.265 0.47
−0.5 −0.15 0.265 0.47
3 10.5 11.3
0.27 −0.05 0.27 0.46
0.15 0.5 −0.265 0.47
−0.32 −0.5 0.22 0.46
4 11.7 12.7
0.31 −0.07 0.01 0.46
0.26 0.5 −0.265 0.47
−0.42 −0.5 0.4 0.46
0.5 −0.5 0.27 0.46
5 12.3 13.7
0.37 −0.13 0.265 0.47
0.31 0.5 0.05 0.46
−0.5 0.5 −0.09 0.46
−0.39 −0.5 −0.05 0.46
0.5 −0.5 0.03 0.46
6 12.7 14.0
0.48 0.3 −0.035 0.47
0.5 0.5 0 0.46
−0.33 0.48 0.06 0.46
−0.28 0.04 0.05 0.46
−0.5 −0.5 0.005 0.47
0.48 −0.5 −0.005 0.47
7 13.0 14.3
0.44 −0.07 −0.02 0.46
0.44 0.46 0 0.46
−0.37 0.5 −0.005 0.45
−0.42 0.14 0.005 0.45
−0.49 −0.28 −0.27 0.46
−0.47 −0.5 0.04 0.46
0.44 −0.49 −0.05 0.46
Table 4.1: Optimum TX locations for 3D PSO optimization
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Thereafter, we modify the PSO so as to include the lengths of TX elements
into its variable basket. In other words, PSO is now employed to make a 3D
design in the cube mentioned at the beginning of this section. Our modified PSO
is now powered with the capability of analyzing arrays in nonstaggered, staggered
and collinear arrangement. In order to sustain our smart tradition, we initialize
one of our particles with the final designs made by PSO in 2D space while another
one still starts with a UCA. Remaining particles are released randomly to the
solution space of O(1004T ) where each solution dimension (i.e., x, y, z and L
where the first three are the phase center coordinates and L is the length) has a
size of 100 per each TX element.
Table 4.1 reviews the mean capacity obtained from the UCA and introduces
the one obtained from 3D PSO along with the optimum phase center location
and length for each element in the array. 3D PSO changed the xy locations of
phase centers of its 2D counterpart as well as changing the element lengths to
achieve more capacity. This improvement over 2D PSO is plotted in Figure 4.4
(b).
As mentioned in 2D PSO, we are unable to find a better solution than UCA
for seven element TX. On the other hand, the design by 3D PSO has managed to
outperform UCA because of its ability to place elements in staggered or collinear
arrangements. Figure 4.6 depicts the design made by PSO for seven element TX
where elements are seen to be arranged as mentioned before. It should be noted
for the Figure 4.6 (c) that since the x coordinate of the phase centers of three
elements are the same, it is seen as if there are five elements placed although
there are seven. Figure 4.7 shows that as the number of elements in the TX
array increases while keeping the volume constant, the capacity increases until a
point. It also suggests that UCA is still a good solution and even the best one
when the volume is relatively small or the array gets larger.
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Figure 4.6: Geometry of 7 element TX designed by 3D PSO.
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Figure 4.7: Capacity results obtained by PSO for freestanding dipoles in a λ2 area
(2D), and a λ3 volume (3D). Comparison with uniform circular arrays (UCA).
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Up to this point, only FS dipoles have been taken into account in all of
our MIMO array designs. Thus, as the next step MEF with PSO is used to
investigate printed dipoles for superior channel capacity. An adaptive MIMO
system of a printed TX array is optimized by expanding the work of [72] to
printed dipoles. The scenario, geometry and environment used in this new design
are very similar to the ones in [72]. The main difference between them is, as
expected, the geometry of the new TX, which is depicted in Figure 4.8. The
dielectric slab on the ground plane is assumed to have a thickness of d = 0.1λ
and a relative permittivity of ǫr = 3. The length of the dipoles is chosen as
l = λe/2, where λe = λ/
√
0.5(ǫr + 1) is the effective wavelength due to the
dielectric material; whereas their widths are considered to be λ/100. The other
difference from [72] is about the termination impedances of the TX elements. For
the sake of a fair comparison (i.e., to eliminate the effects of antenna impedance
mismatch between printed and FS dipoles), the termination impedance of the
printed dipole is matched to that of the FS one, and then connected to the MEMS
switch mentioned before.
Figure 4.3 also depicts the MIMO channel capacity performance of printed
adaptive TX array, represented by PSO with MEF (Printed). As the figure
suggests, the performance of FS dipoles is slightly better than the printed case.
For in depth investigation, solutions for all 4096 (212) possible terminations (since
we have a total of 12 parasitic elements and each of them can be either “on” or
“off”) are obtained for both cases. The histograms of channel capacities for all
possible solutions are given in Figure 4.9 (a) for FS dipoles and (b) for printed
ones. As can be seen from Figure 4.9, the maximum capacity for the FS adaptive
array is larger than that of the printed adaptive array. The reason behind this
result can be understood by inspecting the radiation patterns of single FS and
printed dipoles in Figure 4.10 (note that both dipoles are x-directed). Figure
4.10 (b) suggests that, the radiation pattern of FS dipole on azimuth plane
is isotropic whereas the one for printed dipole is curved due to the dielectric
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Figure 4.8: Printed array geometry.
slab on the ground plane, leading to less radiated power under fixed transmit
SNR. However, as Figure 4.9 suggests, the printed dipoles can be said to be less
sensitive to the termination impedances based on the used MEMS switches in
comparison with FS ones, since the minimum capacity of printed adaptive array
is significantly larger than that of FS one; due to the fact that FS array elements
are more mutually coupled than the printed ones for the configurations considered
here. In the FS adaptive array, all elements are designed to be located at the
maximum radiation direction of each other; and hence, FS array configuration
given in [72] and this work suffers more from mutual coupling than the printed
one does.
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Figure 4.9: MIMO performance of adaptive arrays for all possible termination
impedances. (a) Freestanding dipoles. (b) Printed dipoles.
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Figure 4.10: Radiation patterns of x-directed freestanding and printed dipoles.
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4.4 Conclusions
The channel model with electric fields is combined with particle swarm optimiza-
tion to design MIMO arrays of dipole elements for superior capacity. Validation of
both the channel model and PSO is done by comparing the results with measure-
ments and GA simulations. Freestanding and printed dipole arrays are analyzed
and optimized.
FS dipole arrays are designed for high MIMO performance by optimizing the
number of antenna elements, their individual locations and lengths, in a physi-
cally limited volume. It is shown that, the use of UCA is a reasonable choice for
high capacity, even though results for other array configurations outperforming
UCA are given as well.
The work of [72] is expanded to printed dipole arrays, and their adaptive
performance in the MIMO channel is investigated. Adaptive printed dipoles are
shown to be good alternatives to FS ones, due to less mutual coupling; though
their reduced radiated power under fixed transmit SNR leads to slightly decreased
MIMO capacity.
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Chapter 5
Capacity of Printed Planar
Rectangular Patch Antenna
Arrays in the MIMO Channel
5.1 Introduction
Microstrip patch antennas have gained immense popularity in microwave
communications applications owing to their conformal, lightweight and low cost
nature. Since their invention, microstrip patch antennas have been employed
heavily for military applications like airborne, guided missile and spacecraft sys-
tems. Due to the recent decline of the dielectric substrate prices, the utilization
of microstrip antennas by the commercial communication applications have also
been boosted.
Microstrip patch antennas have built their popularity on their inherent ability
to have polarization diversity and their ease of fabrication. A microstrip patch
antenna can be easily designed to have any desired polarization and can be easily
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fabricated by etching the antenna element from the metal that bonds the dielec-
tric substrate. With very little additional cost, patch antennas can be fabricated
as antenna arrays which allows achieving very high gain while preserving the
lightweight and planar nature of the antenna. Considering these splendid fea-
tures of microstrip patch antennas, their performance in MIMO systems seems
very promising but has yet to be investigated. Popular microstrip radiator shapes
include square, rectangular and circular but any continuous shape will do the job.
In this study, rectangular patches fed by a probe are chosen over others since
the input impedance of the probe-fed rectangular patch can be controlled easily.
Several probe-fed rectangular microstrip patches are fabricated and employed in
a MIMO wireless communication system. The performance of different patch
antenna arrays in terms of MIMO channel capacity is obtained by measurements
and compared with each other, as well as the numerical results of a modified
version of the developed channel model with electric fields (MEF).
5.2 Wireless Channel Measurement Using Vec-
tor Network Analyzer
Let us consider the wireless communication system with single antennas at
the transmitter and receiver sides as illustrated in Figure 5.1. Using network
analysis, the total port voltages and currents at the terminal planes for the
transmitter (port 1) and the receiver ports (port 2) can be written as
Vn = (an + bn)
√
Zin,n (5.1)
In =
an − bn√
Zin,n
(5.2)
where n = 1, 2; Zin,n is the input impedance seen through the port, an represents
an incident wave at the nth port, and bn represents a reflected wave from that
port. These in and outward propagating waves are related to each other via the
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Figure 5.1: SISO wireless communication system.
scatterer (S) parameters such that
b¯ = S a¯ (5.3)

 b1
b2

 =

 s11 s12
s21 s22



 a1
a2

 . (5.4)
Then, the voltage and the current at the transmitter antenna port become
V1 = (a1 + s11a1 + s12a2)
√
Zin,1 (5.5)
I1 =
a1 − s11a1 − s12a2√
Zin,1
. (5.6)
The source voltage (VS) can be expressed in terms of the source impedance (ZS),
the port voltage and current by
VS = V1 + I1ZS. (5.7)
If the input impedance of the transmit antenna is matched to the source
impedance such that Zin,1 = ZS, (5.7) turns out to be
VS = 2a1
√
Zin,1. (5.8)
Similarly, when the input impedance of the receiver antenna is matched to the
load impedance, i.e., Zin,2 = ZL, the following relations are valid:
V2 = (a2 + b2)
√
Zin,2 = −I2ZL (5.9)
= −(a2 − b2)
√
Zin,2. (5.10)
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The equality of (5.9) with (5.10) yields
a2 = 0 (5.11)
and
VL = b2
√
Zin,2. (5.12)
Assuming ZS = ZL, the channel response defined from the source voltage to the
load voltage can be expressed as,
h =
VL
VS
=
1
2
b2
a1
, (5.13)
which becomes
h =
s21
2
(5.14)
since a2 = 0.
Namely, if the input impedances of the transmitter and receiver antennas are
matched (Zin,1 = Zin,2 = ZS = ZL), measuring s21 of such a communication
system with the use of a 2-port vector network analyzer (VNA) will give twice
the channel response, since the impedances seen through the ports are usually
equal (ZS = ZL = 50Ω). Therefore, VNA systems have been used frequently to
measure the channel characteristics of indoor environments [72, 78, 90]. For the
measurement of the channel matrix entries of a 2 × 2 MIMO system, either a
4-port VNA alone or a 2-port one with appropriate switches can be used [72].
5.3 Design and Production of the Patch An-
tenna Arrays
Design of the coax-fed rectangular patch antennas with 50Ω input impedances
are done by employing the analytical expressions given in [91]. In [91], the input
impedance of a rectangular microstrip patch antenna excited by a coaxial feed
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Figure 5.2: Rectangular patch antenna.
Antenna A B C
ǫr 3.0 3.2 4.5
tan δ 0.0040 0.0045 0.0030
d (mm) 1.524 0.508 1.575
Table 5.1: Dielectric substrate parameters
probe is modeled by an equivalent resonant parallel RLC circuit and a serial
reactance. An analytical expression is given for the input impedance in terms
of the characteristic parameters of the rectangular patch antenna, such as the
width, length, dielectric thickness and permittivity and feed point coordinates
as shown in Figure 5.2.
Three sets of low loss dielectric substrates with copper at both sides are cho-
sen, characteristic parameters of which are given in Table 5.1. In Table 5.1, ǫr
and d represent the dielectric permittivity and thickness, respectively. Further-
more, tan δ = σ/(ωǫ
0
ǫr) is the loss tangent which represents the loss due to the
conductivity (σ).
The operating frequency is chosen to be f = 2 GHz, and using the analytical
expressions in [91], the width (W ) and length (L) of the rectangular patches and
the coordinates of the feed points [FP (x, y)] are obtained as in Table 5.2, to yield
Zin ≈ 50Ω or s11 ≈ 0.
Afterwards, the designs are checked by a software package called Ansoft En-
semble [92] to see whether the design objective is achieved. Ansoft Ensemble
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Antenna A B C
W 0.353λ 0.339λ 0.301λ
L 0.283λ 0.281λ 0.232λ
FP (x, y) 0.089λ,W/2 0.209λ,W/2 0.156λ,W/2
Table 5.2: Rectangular patch parameters
z
y
x
Figure 5.3: The triangular mesh and the magnitude of the current distribution
on Antenna A by Ansoft Ensemble.
divides the surface of the geometric model automatically into triangles, collec-
tion of which is referred to as the mesh. A mixed-potential integral equation
is applied and solved using the method of moments after the surface mesh has
been generated. This provides the current distribution throughout the geometry.
The solver then uses the current to calculate S-parameters and radiated fields.
Figure 5.3 shows the magnitude of the current distribution along with the trian-
gular mesh over Antenna A. Figure 5.4 (a) shows the real and imaginary parts
of the input impedances for all three patch antenna designs, and Figure 5.4 (b)
depicts the corresponding s11 results. Furthermore, the radiation field patterns
are illustrated in Figure 5.5.
Since the input impedance results obtained by simulations are quite appeal-
ing, antennas having the aforementioned parameters are fabricated. Applying
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Figure 5.4: Ansoft Ensemble results for single patch antennas (electrical and
geometrical parameters of antennas (A, B, C) are given in Tables 5.1 and 5.2).
(a) Input impedance. (b) Magnitude of s11.
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Figure 5.5: Radiation field patterns obtained using Ansoft Ensemble (electrical
and geometrical parameters of antennas (A, B, C) are given in Tables 5.1 and
5.2).
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Figure 5.6: Measured |s11| by the use of VNA for fabricated antennas (A, B, C).
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Antenna ∆/λ
A1×2C 0.403
A1×2F 0.800
A2×1C 0.333
A2×1F 0.800
B1×2C 0.388
B1×2F 0.800
Antenna ∆/λ
B2×1C 0.331
B2×1F 0.800
C1×2C 0.351
C1×2F 0.800
C2×1C 0.282
C2×1F 0.800
Table 5.3: Fabricated patch array configurations with distances between feed
point (∆/λ).
tiny clippings to the patches, all antennas are adjusted to operate at f = 1.9725
GHz, as can be seen from the measured s11 curves in Figure 5.6. The discrep-
ancy from the simulation results is due to the error limits of method of moments
solution of the Ansoft Ensemble, as well as any possible imperfection arising
from the fabrication process. Afterwards, arrays with various configurations are
fabricated. Mainly, for each substrate type, 2 element arrays are manufactured,
antennas of which are located in side-by-side or collinear agreements. To inves-
tigate the mutual coupling effects, antenna elements in an array are sited either
close to or far away from each other. Table 5.3 shows the configurations of fab-
ricated arrays explicitly. In the table, the collinear agreements are represented
by 2 × 1, whereas 1 × 2 is used to show the side-by-side elements, just like the
matrix notation. Furthermore, arrays with close antennas are symbolized by c,
while f stands for the far apart elements. Namely, for instance B1×2F stands
for an array with two side-by-side patch elements located apart from each other
on a grounded dielectric substrate of thickness 0.508 mm and ǫr = 3.2. In Ta-
ble 5.3, ∆ denotes the distance between feed points of antenna elements in an
array. Note that, for the closer element configurations, the patches are located
physically apart by 0.05λ, therefore, the distance between the feed points is dif-
ferent for each substrate, since the patch sizes are different as well. Moreover,
three single antennas on each substrate are fabricated to be the transmitter an-
tenna (i.e., A1×1, B1×1, C1×1) for the single-input-single-output (SISO), and
single-input-multiple-output (SIMO) cases. For the receiver array, two different
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A2x1FA2x1C
A1x2FA1x2C
Figure 5.7: 4 different array configurations on substrate A.
configurations are manufactured: (i) A1×1 for the SISO case and (ii) A1×2F
for SIMO and MIMO cases. That is to say, 17 different patch antenna/array
configurations are fabricated. In Figure 5.7, 4 of these configurations are shown.
5.4 Indoor MIMO Measurements of Printed
Rectangular Patch Antenna Arrays
An indoor measurement setup is established at the Antenna Laboratory of
Bilkent University. The schematic representation of the setup is given in Figure
5.8. Aforementioned technique, that is to measure the channel matrix entries by
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Figure 5.8: Schematic representation of the indoor MIMO measurement setup.
the use of a 2-port VNA and appropriate switches, is adopted as in [72]. The
VNA is of the Agilent Technologies, the model of which is ENA5062A. It can
work as a typical personal computer as well, since the Microsoft Windows 2000
operating system is installed on the equipment. Two coaxial switches, terminals
of which are ended by 50Ω impedances, and two 5 meter long phase stable cables
with subminiature version A (SMA) connectors are purchased, which can be seen
in Figure 5.9. Also in Figure 5.10, the 2 element receiver array with the switch
and cable attached is shown.
The measurement environment is given in 5.11 and sketched in Figure 5.12.
It is located at a corner of an empty room with dimensions 16.5 meters by
14.5 meters. The locations of the transmitting and receiving arrays are fixed
as the distance between is 3.66 meters, and the line of sight between them is
blocked by a box which is covered by aluminum folio. The use of the aluminum
here is to obtain conductive obstacles, namely to increase the reflections in the
environment. There exist two other covered boxes in the environment along with
a table, a chair and the VNA, as well.
For the array configurations given in Table 5.3, SISO, SIMO and MIMO
measurements are done. A code is written in Visual Basic Applications (VBA)
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Figure 5.9: The phase stable cable and the coaxial switch.
Figure 5.10: The 2 element receiver array with the switch and cable attached.
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Figure 5.11: The indoor MIMO measurement environment.
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Figure 5.12: The sketch of the environment.
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environment, which is inherently installed on the VNA, to trigger the measure-
ments and save the data output. The switches are controlled by the parallel port
of the VNA via the code written, by applying 3.3 Volts to one of the transistor-
transistor logic (TTL) inputs of the switch, which needs 2.5 Volts at least to
alter. Furthermore, the transistors require a 12 Volts biasing voltage to operate,
which is applied by a DC source. One measurement process is formed by 1000
successive realizations, and corresponding channel responses (i.e., s21 values) are
measured through a 201 point frequency sweep between 1.75 and 2.25 GHz and
saved. Figure 5.13 illustrates the average channel coefficients over 1000 different
measurements in the SISO cases for three different TX array configurations. The
narrow band channel can be clearly seen from the figure around 1.9725 GHz. One
can absolutely expect that the highest capacity will rise from Antenna A, since
the average channel response is the highest in magnitude. The histograms of
the magnitude and the phase of the channel response at the operating frequency
(1.9725 GHz) for Antenna A is given in Figure 5.14 (a) and (b), respectively.
Since there exist neither moving scatterers nor mobile antennas in the environ-
ment, the variation in the capacity is very low, and is considered to be due to
the inherently unpredictable fluctuations in the readings of the VNA.
Taking the inverse fast Fourier transform of the channel coefficients, the re-
sponse can be converted to the time domain, resulting a band-limited version of
the channel impulse response, h(t, τ), where t denotes the time and τ is the delay
component. As mentioned, the measured channel here is time-invariant. Hence,
the average power delay profile (PDP) can be obtained by
P (τ) =
1
1000
1000∑
r=1
|h(r, τ)|2 (5.15)
where r represents one of the 1000 realizations (or time instances). The normal-
ized average PDPs for Antennas A, B and C are plotted in Figure 5.15. Note
that, the power results greater than a threshold value are plotted. The threshold
is taken as -25 dB, which is the value of the power seems to contribute before
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Figure 5.13: The average channel coefficients over 1000 different measurements
in the SISO cases for three different TX array configurations.
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Figure 5.14: The histograms of the measured channel response at the operating
frequency (1.9725 GHz) for Antenna A. (a) Magnitude (b) Phase.
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Figure 5.15: The normalized average PDPs of measurements for Antennas A, B
and C. The solid black lines represent the exponential decays in the two clusters
of scatterers, whereas the dashed one represents the general exponential decay
of the power against delay.
the line-of-sight path (τ=12.2 ns). Investigating the figure, one can observe that,
there are 2 clusters of scatterers, one composed of paths with delays between 14
and 45 nanoseconds; whereas the paths in the other cluster have delay compo-
nents between 45 and 56 nanoseconds. Furthermore, the exponential decay of
the power (linear in dB scale) both within the clusters, and between the maxima
of the envelopes can be noticed, which is consistent with the literature [93].
The mean excess delay, which is the first moment of the given profile can be
expressed by
< τ >=
∑
k
P (τk)τk∑
k
P (τk)
(5.16)
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Antenna A B C
< τ > (ns) 31.2 33.0 31.2
στ (ns) 6.9 7 6.5
Table 5.4: Mean excess delay (< τ >) and rms delay spread (στ ) values obtained
from the measurements of three antennas.
and the mean square excess delay is
< τ 2 >=
∑
k
P (τk)τ
2
k∑
k
P (τk)
(5.17)
and finally, the standard deviation of the PDP gives the root mean square (rms)
delay spread, that is
στ =
√
< τ 2 > − < τ >2. (5.18)
Table 5.4 shows the mean delay time (mean excess delay) and rms delay spread
values obtained from the measurements of three antennas. Note that, these
delays are measured relative to the first detectable signal arriving at the receiver,
which is not necessarily the largest one [94].
It should be noticed that, although all three antennas are placed in the same
location and orientation in a fixed environment, the power delay profile, the mean
excess delay and rms delay spread values are different because of the different
transmission characteristics, such as the radiation intensities of the antennas.
Therefore, it can be concluded that, the channel is antenna dependent as well as
its response, time dispersion parameters and capacity.
5.5 Channel Model with Electric Fields (MEF)
for Patch Antenna Arrays
In the previously given versions of MEF, the current distribution over free-
standing or printed dipole elements was modeled by basis and weighting func-
tions of single mode piecewise sinusoidals. Furthermore, the port currents were
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Figure 5.16: SISO wireless communication system where TX and RX patch
antennas of are attached to a VNA.
assumed to be the magnitude of these sinusoidal functions, which is found to
be successful in [82, 83]. This assumption models the induced currents due to
mutual coupling in the same shape as the excited current has, with a difference
in the magnitude.
It is obvious that this assumption will fail, when patch antennas are under
consideration. Namely, the induced current distribution due to coupling on the
patch element under observation will not preserve the shape of the one on the
source element. Clearly, on the parts which are closer to the active antenna,
more current will be induced. Here we make use of the Ansoft Ensemble again,
to handle the patch elements, and modify our MEF accordingly.
5.5.1 SISO Case
Let us consider the SISO wireless communication system in Figure 5.16, TX
and RX patch antennas of which are assumed to be attached to a VNA as
mentioned in the previous sections. Between them, the pth propagation path is
represented by the angle of departure (AoD), ΩD,p, angle of arrival (AoA), ΩA,p,
the delay component, τp, and 2× 2 cross polarized scattering coefficient matrix,
Ap. Path angles are taken from both the elevation and azimuthal planes, to
create a three dimensional (3D) multipath environment. Namely, (ΘD,ΨD) and
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Figure 5.17: The circuit models for patch antennas at TX (left) and RX (right).
(ΘA,ΨA) pairs form the AoD and AoA, respectively. The elevation angles are
represented by Θ, whereas the azimuthal ones are shown by Ψ. As illustrated in
Figure 5.16, these angles are different from the conventional spherical coordinate
angles (θ, φ), though all are convertible to each other via simple trigonometric
relations. Note that, these parameters are drawn randomly from corresponding
probability density functions, which will be given later. It should also be noted
that, this multi-path model can involve not only single-bounce scattering but also
the multi-bounce one as well, since there is no such restriction on the departing
and arriving paths to intersect at one point.
Making use of the circuit models in Figure 5.17, the channel response will be
h = V rx (5.19)
if the source is activated by V tx = 1 V, as we did previously. The received voltage
can be expressed in terms of the induced one and the input impedance of the
receiver patch by
V rx = Irx ZL =
V oc
Zrxin + ZL
ZL. (5.20)
Since the system will be utilized to model a measurement setup in which a VNA
is used, source and load impedances are taken as ZS = ZL = 50 Ω, and Z
tx
in and
Zrxin will be the impedances read by the VNA seen through the transmitter and
receiver antenna ports, respectively.
In (5.20), V oc is the induced (or open circuit) voltage, expression of which is
given in [79] by
V oc = E¯rx · l¯e = leθErxθ + leφErxφ (5.21)
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where, E¯rx is the total electric field on the RX element, and l¯e is the vector
effective length [79] of it. Note that, E¯rx is the sum of the fields incident through
multi-paths and their reflection from the ground plane beneath the substrate.
Namely, the expression for E¯rx can be given by
Erxθ =
∑
p
(1−Rθ,p) Eincθ (θrp, φrp) (5.22)
Erxφ =
∑
p
(1 +Rφ,p) E
inc
φ (θ
r
p, φ
r
p) (5.23)
where Eincθ,φ(θ
r
p, φ
r
p) are the field components incident on the RX antenna arriving
through the pth path, corresponding spherical coordinate angles of which are
(θrp, φ
r
p) derived from the randomly generated ΩA,p. Rθ,p and Rφ,p are the reflec-
tion coefficients due to the field polarizations, expressions of which are given as
follows [95]:
Rθ,p =
kd cos θ
r
p − jzd
√
k2d − k2 sin2 θrp tan
(√
k2d − k2 sin2 θrp d
)
kd cos θrp + jzd
√
k2d − k2 sin2 θrp tan
(√
k2d − k2 sin2 θrp d
) (5.24)
Rφ,p =
kd cos θ
r
p + jyd
√
k2d − k2 sin2 θrp cot
(√
k2d − k2 sin2 θrp d
)
kd cos θrp − jyd
√
k2d − k2 sin2 θrp cot
(√
k2d − k2 sin2 θrp d
) (5.25)
with
yd =
√
ǫr, (5.26)
zd =
1
yd
(5.27)
and
kd =
√
ǫr k. (5.28)
From the definition of the vector effective length in [79], l¯e can be written for
the RX antenna as follows:
l¯e(θrp, φ
r
p) =
E¯rxrad(θ
r
p, φ
r
p)
−jk30Iin
R
e−jkR
(5.29)
where E¯rxrad is radiated field of the patch antenna at RX when a current I
in is
applied at the port, and R is the distance from RX. The usage of the Ansoft
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Ensemble intervenes at this very point. Since the Ansoft Ensemble can give us
E¯rxen(θ
r
p, φ
r
p) = E¯
rx
rad(θ
r
p, φ
r
p)
R
e−jkR
(5.30)
when Iin = 1 A, the vector effective length of the patch antenna at RX turns out
to be
l¯e(θrp, φ
r
p) =
E¯rxen(θ
r
p, φ
r
p)
−jk30 (5.31)
and finally the open circuit voltage induced on the RX antenna can be expressed
by
V oc =
j
30k
∑
p
{
Erxen,θ(θ
r
p, φ
r
p) E
inc
θ (θ
r
p, φ
r
p) (1−Rθ,p)
+ Erxen,φ(θ
r
p, φ
r
p) E
inc
φ (θ
r
p, φ
r
p) (1 +Rφ,p)
}
. (5.32)
The field arriving through the pth path can be written in terms of the radiated
fields by the transmitter patch antenna (E¯tx) by
E¯incp = Ap E¯
tx
p (5.33)
 Eincθ (θrp, φrp)
Eincφ (θ
r
p, φ
r
p)

 =

 αθθp αθφp
αφθp α
φφ
p



 Etxθ (θtp, φtp)
Etxφ (θ
t
p, φ
t
p)

 e−jkcτp (5.34)
where (θtp, φ
t
p) are the spherical coordinate angles of the departure, linked with
the pth path, derived from the randomly generated ΩD,p; and cτp is the total
length due to the same path.
We again appeal to the Ansoft Ensemble for the evaluation of the fields
radiated by the TX patch antenna. Note that, E¯tx(θtp, φ
t
p) is the field radiated by
the TX patch antenna, when V tx = 1 V (say the port current in this case is I tx).
However, Ansoft Ensemble gives us the radiated fields for Iin = 1 A. Then, by
the use of the circuit model for TX given in Figure 5.17, the transmitted fields
can be obtained via the fields by Ensemble as:
E¯tx(θtp, φ
t
p) = I
tx E¯txen(θ
t
p, φ
t
p) =
E¯txen(θ
t
p, φ
t
p)
Ztxin + ZS
. (5.35)
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Figure 5.18: Multiple antennas at the receiver side.
Equations (5.20)-(5.35) relate the source voltage of a TX patch antenna to
the received voltage by another one, and hence, are fully capable to obtain the
channel response, i.e., (5.19), for the SISO case.
5.5.2 Multiple Patches at RX
Inspecting Figure 5.18, let the electric field incident on the 2-element patch
array at RX, E¯inc, creates the currents Irx1,2 at the ports of the RX array, along
with the reflected fields from the ground plane. Let us denote the radiated field
by this array, when its antennas are excited by input currents I1 and I2, with
E¯rxrad(I1, I2). Utilizing the superposition principle, this field can be rewritten as,
E¯rxrad(I1, I2) = I1 E¯
rx
rad(1, 0) + I2 E¯
rx
rad(0, 1). (5.36)
where E¯rxrad(1, 0) and E¯
rx
rad(0, 1) are the complex active element field patterns for
the first and second patch, respectively, in which the mutual coupling is already
included, since zero port current does not mean zero induced current distribution
due to coupling on the passive element. The active element fields are obtained
via the method of moments solution by the Ansoft Ensemble as well, sample
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Figure 5.19: The active element patterns by the Ansoft Ensemble, E¯rxen(1, 0).
patterns of which are plotted in Figure 5.19 for the receiver array of 2 patch
elements considered in this work. It should be noted that, in the course of the
calculation of the active element pattern of one patch antenna, the other port is
assumed to be terminated by ZL = 50 Ω, as in the case of measurements done
by the VNA along with the switch operation.
Making use of the vector effective length definition given in (5.29) again, the
induced open circuit voltages on the receiving patch elements can be expressed
by,
V oc1 =
j
30k
E¯rxrad(1, 0) · [aˆθ Eincθ (1−Rθ) + aˆφ Eincφ (1 +Rφ)] (5.37)
V oc2 =
j
30k
E¯rxrad(0, 1) · [aˆθ Eincθ (1−Rθ) + aˆφ Eincφ (1 +Rφ)]. (5.38)
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Figure 5.20: Multiple antennas at the transmitter side.
Note that, the open circuit voltage expressions in (5.37)-(5.38) already include
the mutual coupling effects due to the active element patterns. Therefore, the
use of the circuit model given in Figure 5.17 is adequate to evaluate the received
voltages, i.e.,
V rx1 = I
rx
1 ZL,1 =
V oc1
Zrxin,1 + ZL,1
ZL,1 (5.39)
V rx2 = I
rx
2 ZL,2 =
V oc2
Zrxin,2 + ZL,2
ZL,2 (5.40)
where ZL,m = 50 Ω are the termination impedances with m = 1, 2, and Z
rx
in,m
is the input impedance seen through the mth antenna port by the VNA, in the
presence of the nth patch antenna with n 6= m, whilst the nth port is terminated
by 50 Ω.
Then in the SIMO case, relating the incident field upon the RX array to
the electric fields emitted by the transmitter patch antenna just the same as in
(5.34)-(5.35), the 2× 1 channel response matrix entries can be expressed by,
h11 =
V rx1
V tx
= V rx1 (5.41)
h21 =
V rx2
V tx
= V rx2 (5.42)
since the transmitter patch antenna is activated by V tx = 1 V.
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Figure 5.21: Currents induced on the array elements by Ensemble, when the first
antenna is activated.
5.5.3 Multiple Patch Antennas at TX
As we can evaluate the active element field patterns of given patch antenna
arrays, we may make use of them to obtain the radiated fields by the TX array
with mutual coupling, in the direction of the pth departing path as well. Noticing
Figure 5.20, utilizing the circuit model in Figure 5.17, and applying the MEF
procedure by activating the first antenna by V tx1 = 1 V and V
tx
2 = 0; the current
constituted upon the port of the first patch antenna is
I tx1 =
V tx1
Ztxin,1 + ZS,1
=
1
Ztxin,1 + ZS,1
(5.43)
where ZS,1 = 50 Ω = ZS,2 is the source impedance, and Z
tx
in,1 is the input
impedance seen through the first antenna port by the VNA, in the presence
of the other patch antenna, whilst the second port is terminated by 50 Ω. Then,
the field emitted by the TX array in the direction of the pth departing path,
E¯txp , can be written in terms of the active element pattern of the first antenna,
E¯txp (1, 0), by
E¯txp = I
tx
1 E¯
tx
p (1, 0). (5.44)
Note that, during the evaluation of the active element pattern of the first
antenna by the Ansoft Ensemble, E¯txp (1, 0), the port current at the second port
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is inherently forced to be I tx2 = 0. However, this does not mean that the second
antenna does not contribute to the radiated field, because of the current induced
on the passive element due to mutual coupling as seen in Figure 5.21.
Relating, in advance, the transmitted fields to the incident ones upon the RX
array as in (5.34)-(5.35), and then, the incident fields to the received voltages as
in (5.37)-(5.40); the channel matrix entries can be evaluated for the first antenna
is activated (i.e., h11 and h21).
Similarly, when the second antenna is activated by V tx2 = 1 V and V
tx
1 = 0,
the field emitted by the TX array can be written in terms of the active element
pattern of the second antenna, E¯txp = E¯
tx
p (0, 1)/(Z
tx
in,2 + ZS,2). Referring to the
corresponding equations again, which relate the transmitted fields to the received
voltages, the channel matrix entries can be evaluated as,
h12 =
V rx1
V tx2
= V rx1 (5.45)
h22 =
V rx2
V tx2
= V rx2 (5.46)
for the second antenna is activated.
5.6 Experimental and Numerical Results
5.6.1 The Multipath Scenario
The parameters of the aforementioned 3D, multi-bounce scattering environ-
ment for MEF are given here. Over NR = 1000 scenario realizations, all path
angles are defined with Laplacian distributions of zero mean and specific angular
spread values (σΘD , σΘA , σΨD , σΨA), as
Φ = − σ√
2
sgn (U − 0.5) ln (1− 2|U − 0.5|) . (5.47)
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σΘD σΘA σΨD σΨA
25◦ 25◦ 30◦ 30◦
Table 5.5: Multipath scenario parameters
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Figure 5.22: (a) The probability distribution function obtained from the mea-
sured PDPs (b) Generated delay components.
where U is drawn from the uniform distribution on the unit interval (0, 1]; and,
the entries of the cross polarized scattering coefficient matrix are chosen to be
independent and identically-distributed (iid) random variables of zero mean and
unit variance. Thus, we will have Laplacian power azimuth/elevation spectra.
Numerical values for all parameters for the distributions utilized in this work are
given in Table 5.5. In each channel realization, S = 50 paths are assumed. Note
that, the choice of the Laplacian distributed power azimuth/elevation spectra,
as well as the larger azimuthal spread, is consistent with the measurements in
the literature [93].
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Antenna A B C
ǫr 3.0 3.2 4.5
tan δ 0.0040 0.0045 0.0030
d (mm) 1.524 0.508 1.575
Table 5.6: Dielectric substrate parameters
The delay components are drawn randomly from a specific probability distri-
bution function (PDF). The measured power delay profiles previously given for
three different antenna types in Figure 5.15 are averaged (in the linear magni-
tude scale), and normalized to form a PDF (i.e., the integral of it over the delay
domain gives one). The resulting PDF is plotted in Figure 5.22 (a), along with
the histogram of generated NR ·S delay components in 5.22 (b). For each of the
NR = 1000 realizations, S = 50 of these delay components are chosen uniformly
and associated with the previously generated angles and scattering matrices to
form the corresponding paths.
5.6.2 SISO Results
The capacity result for the rth measurement realization is obtained by
Cr = log2
(∣∣∣IR + ρT
T
HHh
∣∣∣) (5.48)
and they are averaged overNR = 1000 total realizations to find the mean capacity
results, such as
C = E [Cr] = 1
NR
NR∑
r=1
Cr (5.49)
where IR is the R×R identity matrix, |.| is the matrix determinant, ρT is the total
transmitted signal to noise ratio (SNR) with (.)h and E [.] denoting the conjugate
transpose and expectation operations, respectively. Note that, R = T = 1 for
the SISO case.
Figure 5.23 shows the histograms of the measured capacities for three different
antenna configurations. The transmitted SNR is adjusted such that, the mean
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Figure 5.23: Histograms of the capacities for measurements of three different
antenna configurations.
capacity of Antenna A is 3 b/s/Hz. It is observed that, as expected from Figure
5.13, Antenna A has a larger capacity than the others. As concluded in Chapter
3, the thinner the substrate, the less the capacity, since the ground plane is closer
to the antenna, and tends to cancel the effects due to the image theory.
The comparison of the mean capacities by MEF and measurements is illus-
trated in Figure 5.24. Very good agreement is observed between the proposed
MEF and the measurement results within 5 percent absolute error. Since the
substrate upon which Antenna B is located, is very thin relative to other sub-
strates, the structure can be easily bent, and it is difficult to stabilize. The
discrepancy for Antenna B may arise from this reason.
Moreover, the PDP results by MEF and measurements are compared in Fig-
ure 5.25. The normalized received power versus delay is plotted in the linear
magnitude scale. Again, good agreement is observed. Finally, the received power
azimuth and elevation spectra obtained by MEF results are illustrated in Figure
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Figure 5.24: The comparison of the mean capacities by MEF and measurements.
5.26. The received power is normalized and plotted against ΨA and ΘA. Figure
5.26 also shows the Laplacian fit curves to the MEF data.
5.6.3 SIMO and MIMO Results
Figure 5.27 shows the histograms of the measured SIMO capacities for three
different antenna configurations at TX. Note that, in the course of the evaluation
of capacity values, R = 2 and T = 1 in the SIMO case. The receiver array is
taken as A1x2C for all SIMO and MIMO measurements. The comparison of the
mean capacities by MEF and measurements is illustrated in Figure 5.28. Very
good agreement is observed between the proposed MEF and the measurement
results with less than 6 percent absolute error.
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Figure 5.25: The received power delay profile results by MEF and measurements.
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Figure 5.26: The received power azimuth (top) and elevation (bottom) spectra
obtained by MEF.
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Figure 5.27: Histograms of the SIMO capacities for measurements of three dif-
ferent antenna configurations.
Next, the mean capacities by MEF and measurements are compared for R =
T = 2 MIMO system. Results are plotted for side-by-side configurations in
Figure 5.29, and for collinear agreements in in Figure 5.30. Again, very good
agreement is observed between the proposed MEF and the measurement results
with less than 9 percent absolute error.
Then, MEF is utilized to investigate the capacity of patch arrays in detail.
Let δ = ∆ − W denote the distance between the closest edges of the patches
of an array. For instance, for A1×2C, the distance between the feed points of
the patch elements was given as ∆ = 0.8λ. Then for this array configuration δ
becomes δ = (0.8− 0.353)λ = 0.447λ. We will use MEF to evaluate the MIMO
capacities of printed patch arrays for 20 different δ values from 0.05λ to λ in the
following part. However, the graphical results will be plotted against ∆, because
it is the electrically meaningful distance.
Figure 5.31 shows the mean MIMO capacity results of 6 different patch array
configurations, that is side-by-side and collinear agreement of patch antennas
on three different substrates (A, B and C), versus the distance between feed
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Figure 5.28: The comparison of the mean capacities by MEF and measurements.
points. Recalling the electrical properties of the substrates, it can be said that,
A (ǫr = 3.0, d = 1.524 mm) and B (ǫr = 3.2, d = 0.508 mm) might be compared in
terms of the substrate thickness, whereas inspecting A and C (ǫr = 4.5, d = 1.575
mm) may indicate the effect of dielectric permittivity.
As concluded in Chapter 3, the thinner the substrate, the less the capacity,
since the ground plane is closer to the antenna, and tends to cancel the effects
due to the image theory. It is observed that, the maximum improvement by
utilizing far apart patch antennas in an array can not exceed 1 b/s/Hz over very
closely spaced ones. Therefore, for the design cases in which the physical size is
limited, patch antennas can be located nearby.
For any kind of the substrate considered here, it is observed that, the side-
by-side configuration performs slightly better (i.e., around 0.1 b/s/Hz) than the
collinear one, since the side-by-side configuration cover a slightly large space.
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Figure 5.29: The MIMO capacities by MEF and measurements for side-by-side
patches at TX.
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Figure 5.30: The MIMO capacities by MEF and measurements for collinear
patches at TX.
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Figure 5.31: The MIMO capacity results of side-by-side and collinear agreement
of patch antennas on three different substrates (A, B and C), versus the distance
between feed points.
Printed patches here acts contrary to dipoles analyzed before that increasing ǫr
does not increase the capacity. This may be because both the electrical and
physical dimensions of antennas upon substrate B are the smallest ones among
the others [96]. However, using smaller antennas can be advantageous. For
instance, 3 closely spaced collinear patches on substrate B will occupy less space
than 2 side-by-side patch antennas on substrates A and C, but yield better
capacity. Note that, microstrip patch antennas are modeled by a cavity model as
mentioned before. Since, the width of dipole elements is very small compared to
patches, the cavity model is not suitable for microstrip dipoles. [96] also states the
reason of the smaller capacity of thinner substrates in the cavity model context.
Thinner substrates result in cavity models with higher quality factors, which
decrease the radiation efficiency as the stored energy is increased.
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5.7 Conclusions
MIMO performance of printed rectangular patch arrays is analyzed using a
modified version of the full-wave channel model (MEF) given in Chapter 2. Var-
ious array configurations are designed, manufactured, and their MIMO perfor-
mance is measured in an indoor environment. Very good agreement is achieved
between the measurements and simulations by MEF. Effects of the electrical
properties of printed patches on the MIMO capacity are explored in terms of the
relative permittivity and thickness of the dielectric material.
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Chapter 6
Numerical Determination of the
MIMO Capacity Achieving Input
Covariance
Telatar proved that [1] one should transmit equal powers along each of the
transmit antennas to achieve the MIMO channel capacity, when the channel
matrix is drawn independent and identically distributed (i.i.d.) from circularly
symmetric Gaussian (c.s.g.) random variables. Since then, the capacity expres-
sion derived under this channel assumption is utilized frequently in the literature,
whether the channel matrices investigated have i.i.d. c.s.g. entries or not.
Considering the fact that the real life channels are correlated, in this chapter,
we consider the problem of computing the optimal input covariance matrix that
achieves the capacity for three different types of transmitter arrays of isotropic
radiators, uncoupled dipoles and coupled ones. We develop a numerical algo-
rithm, based on the particle swarm optimization (PSO) along with our channel
model with electric fields (MEF), that allows us to compute the capacity and the
corresponding optimal input covariance.
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It is shown that, moderate data rate improvement is possible for small antenna
spacing values where the correlation is relatively high, mainly utilizing nearly full
or full covariance matrices.
6.1 Optimal Transmission Scheme
As Shannon stated in the classical paper [97], the channel capacity in the
presence of additive white Gaussian noise (AWGN) is given by
C = log2(1 + ρ) (6.1)
where ρ is the received signal to noise ratio (SNR). Now let us consider a 2 ×
2 MIMO system, in which the communication channels are defined from the
transmitted voltages (V¯ tx) to the received voltages (V¯ rx) and expressed assuming
flat fading by
V¯ rx = H V¯ tx + n¯. (6.2)
For an sth random realization of the channel, (6.2) becomes
y¯ = Hs x¯+ n¯s (6.3)
where n¯s represents the AWGN, x¯ and y¯ are the random vectors for the trans-
mitted and received signals, respectively. Assuming unit noise variance (i.e.,
σ2n = 1), the expected received SNR turns out to be
ρ = E [y¯hy¯] = E [|y1|2 + |y2|2] (6.4)
where (.)h and E(.) denotes the conjugate transpose and expectation operators,
respectively. The received SNR by each branch can be written as
|yi|2 = (hiixi + hijxj)(h∗iix∗i + h∗ijx∗j) (6.5)
for i = 1, 2 and (.)∗ is conjugate operation. Then, the total SNR can be rewritten
as
ρ = E
[
2∑
i=1
{|xi|2(|hii|2 + |hji|2) + xix∗j(hiih∗ij + hjih∗jj)}
]
. (6.6)
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The argument of the logarithm in (6.1) then becomes
1 + ρ =
∣∣IR +HsQHhs ∣∣ (6.7)
where |.| is the matrix determinant, IR is the R×R identity matrix and Q is the
input covariance matrix for sth channel realization, entries of which are given by
Q = E

 |x1|2 x1x∗2
x∗1x2 |x2|2

 = E [x¯x¯h] . (6.8)
The maximum amount of the data to be reliably transmitted (i.e., the channel
capacity) can be expressed as
C = max
Q≥0
Tr(Q)≤ρ
T
{E [log2 (∣∣IR +HQHh∣∣)]} (6.9)
where ρ
T
denotes the total transmit SNR and Tr(.) is the trace operator.
Note that, H is the random matrix, the sth independent realization of which
corresponds to Hs. Furthermore, there is a power constraint on the input covari-
ance such that Tr(Q) = E [x¯hx¯] ≤ ρ
T
.
Telatar proved in [1] that, the optimal input covariance happens to be
Qcsg =
ρ
T
T
IT (6.10)
when H is drawn independent and identically distributed (i.i.d.) from circularly
symmetric Gaussian (c.s.g.) random variables. In this very case, the capacity is
expressed as
C = E
[
log2
(∣∣∣IR + ρT
T
HHh
∣∣∣)] . (6.11)
This capacity expression in (6.11) is utilized frequently in the literature, whether
the channel matrices investigated have i.i.d. c.s.g. entries or not.
Considering the fact that, the real life channels are correlated, our purpose in
this work is to numerically find out the optimal transmission covariance matri-
ces, when TX array is formed by (i) isotropic radiators, (ii) uncoupled dipoles,
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Figure 6.1: Representation of the 3D multipath environment with TX and RX
arrays.
and (iii) coupled dipoles; for varying interelement spacing. For this aim, a ge-
ometrical multipath scenario and our channel model with electric fields (MEF)
formulations will be used along with a powerful optimization algorithm, that is
the particle swarm optimization (PSO).
6.2 The Multipath Scenario
The multipath environment in this chapter is a 3D geometrical model which
includes multi-bounce scattering as shown in Figure 6.1. It is very similar to
the one given in Chapter 5. The propagation paths are defined by the angle of
departure (AoD), ΩD, angle of arrival (AoA), ΩA, the delay component, τ , and
2 × 2 cross polarized scattering coefficient matrix. All these parameters except
the delay components are chosen the same as the ones in Chapter 5.
Over NR scenario realizations, the delay components are evaluated with an
exponential distribution having a delay spread of στ = 30 ns as
τ = −στ ln (U) , (6.12)
where U is drawn from the uniform distribution on the unit interval (0, 1]. Since
the entries of the cross polarized scattering coefficient matrix are chosen to be
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Figure 6.2: RX array (a) geometry (b) circuit model.
independent and identically-distributed (i.i.d.) complex Gaussian random vari-
ables of zero mean and unit variance, we will have an exponential delay profile.
6.3 Evaluation of the Channel Matrix
In this section, the formulation for the evaluation of the entries of the R× T
MIMO channel matrix (H) will be given, where R and T are the number of
antenna elements in TX and RX arrays, respectively. Assuming flat fading, the
received signal vector, V¯ rx, can be written in terms of the transmitted one, V¯ tx,
and the additive white Gaussian noise vector, n¯, i.i.d. elements with zero mean
and unit variance as
V¯ rx = H V¯ tx + n¯. (6.13)
For the sake of simplicity, and without loss of generality, both R and T are taken
as R = T = 2 in this work. Now let us have a deeper look at the RX and TX
array configurations utilized throughout this study.
6.3.1 The Receiver Array
The receiver array is considered to be formed by two isotropic radiators. The
geometry of the array is given in Figure 6.2 (a), and the circuit model for mth
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Figure 6.3: RX array geometry in detail.
radiator is assumed as illustrated in Figure 6.2 (b), where m = 1, 2. In Figure
6.2, (θr, φr) are the elevation and azimuth angles for the arrival direction in the
spherical coordinate system, origin of which coincides with the center of the
RX array. For the mth radiator, Zrxmm is the antenna impedance; ZL,m denotes
the load impedance, which is taken as 50Ω; ZrxM,m is the matching impedance.
Assuming conjugate matching, ZrxM,m is chosen to ensure the following relation:
ZL,m = Z
rx
M,m + Z
rx
mm = 50Ω. (6.14)
V ocm is the induced voltage, expression of which is given by
V ocm = E¯
rx
m · l¯e (6.15)
recalling the concept of the vector effective length in Chapter 5. In (6.15), E¯rxm
is the incident electric field on the mth RX element, and l¯e is the vector effective
length [79] of it.
Inspecting the RX array geometry in detail, as in Figure 6.3, we can note the
following for the received electric fields: Suppose an electric field originated from
the point P (xr, yr, zr) is arriving at the origin of the coordinate system, which
coincides with the center of the RX array. Let any component of this field can
be expressed by
Erx
0
= E
0
e−jkR
R
, (6.16)
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where k is the freespace wave number, and R is the magnitude of the position
vector (−R¯) pointing P , which is in the far zone of the RX array. Then the
incident field on the mth RX element can be given by
Erxm = E0
e−jkRm
Rm
≈ E
0
e−jkRm
R
, (6.17)
since R >> R′m, where R
′
m is the magnitude of the position vector (−R¯′m) point-
ing themth RX antenna; and, Rm is that of R¯−R¯′m, namely the distance between
P and the antenna. For the accurate evaluation of the phase terms, the approxi-
mation (R >> R′m) is not adequate. Instead, the operations in (6.18)-(6.20) are
utilized.
Rm =
√
(xr − xrm)2 + (yr − yrm)2 + (zr − zrm)2 (6.18)
=
√
x2r + y
2
r + z
2
r + x
2
rm + y
2
rm + z
2
rm − 2xrxrm − 2yryrm − 2zrzrm
= R
√
1 +
(R′m)
2
R2
− 2xrxrm
R2
− 2yryrm
R2
− 2zrzrm
R2
≈ R
√
1− 2 xrxrm + yryrm + zrzrm
R2
, (6.19)
since R2 >> (R′m)
2, where (xrm, yrm, zrm) is the coordinates of the mth antenna
in the same Cartesian system. The Taylor expansion of the square-root in (6.19)
till the second order terms
[(
R′m
R
)q
≈ 0, for q ≥ 2
]
yields,
Rm ≈ R− xrmxr
R
− yrmyr
R
− zrm zr
R
= R− xrm sin θr cosφr − yrm sin θr sinφr − zrm cos θr. (6.20)
Then, Erxm turns out to be
Erxm = E
rx
0
ejkrxxrmejkryyrmejkrzzrm , (6.21)
where krx = k sin θr cosφr, kry = k sin θr sinφr and krz = k cos θr.
The vector effective length of an antenna is defined in [79] as:
l¯e =
E¯rad(1A)
−j30k e−jkR
R
, (6.22)
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where E¯rad(1A) is the radiation electric field of the antenna under unit current
applied at the antenna port. In this work, the radiated electric field of the
isotropic radiator (when unit current applied) is assumed to be
E¯isotrad (1A) = (−aˆθ + aˆφ) j60
e−jkR
R
, (6.23)
in order to be convenient with the dipoles at the TX array to be discussed in
detail later. Hence, the vector effective length of the isotropic radiator becomes
l¯isot = (−aˆθ + aˆφ) 2
k
. (6.24)
Then, the induced voltage on the mth isotropic radiator can be expressed as
V ocm = E
rx
m,θ l
isot
θ + E
rx
m,φ l
isot
φ
=
2
k
ej(krxxrm+kryyrm+krzzrm)
(−Erx
0,θ
+ Erx
0,φ
)
, (6.25)
and the received voltage (i.e., voltage on the mth load impedance) becomes,
V rxm = ZL,m
V ocm
ZL,m + ZrxM,m + Z
rx
mm
=
V ocm
2
, (6.26)
utilizing the circuit model in Figure 6.2 (b) and due to the choice of the load
impedances and conjugate matching assumption in this work. Note that, the
circuit model for the mth RX element does not include the effect of mutual
coupling, since the RX elements are isotropic radiators.
The field components incident on the center of the RX array are given by the
superposition of arriving fields from each propagation path as
Erx
0,θ,φ
=
S∑
p=1
Escatp,θ,φ e
−jkcτp , (6.27)
where S is the total number of paths in each of the NR channel realizations, c is
the speed of light in freespace, τp is the delay component of the pth propagation
path, and 
 Escatp,θ
Escatp,φ

 =

 αθθp αθφp
αφθp α
φφ
p



 Etxp,θ
Etxp,φ

 . (6.28)
In (6.28), Etxp,θ,φ are the field components transmitted from the TX array in the
departure direction of pth propagation path. Now, let us examine these fields
via the TX array configurations adopted in this study.
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Figure 6.4: TX array (a) geometry (b) circuit model.
6.3.2 The Transmitter Array
Three different TX array configurations, the optimal transmission schemes of
which to be investigated, are chosen in this chapter. These are TX arrays of
• coupled dipole elements,
• uncoupled dipole elements,
• isotropic radiators.
TX Array of Coupled Dipole Elements
Equations (6.25)-(6.28) relate the received voltages (V rxm ) with the transmit-
ted field in the direction of AoD for each propagation path. Thus, if we associate
the transmitted voltages (V txn ) with the fields radiated by TX, we can simply eval-
uate the channel responses. For this purpose, the geometry and circuit model of
the nth transmit antenna as illustrated in Figure 6.4 (a) and (b) are considered.
In Figure 6.4, (θt, φt) are the elevation and azimuth angles for the departure
direction in the spherical coordinate system, origin of which coincides with the
center of the TX array; and, (xtn, ytn, ztn) is the coordinate of the nth dipole
antenna in its Cartesian equivalent, where n = 1, 2. The dipoles in this work are
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supposed to be identical with λ/2 length and λ/200 radius. For the nth dipole,
Ztxnn is the self impedance; ZS,n denotes the source impedance, which is taken as
50Ω; ZtxM,n is the matching impedance. Assuming conjugate matching, Z
tx
M,n is
chosen to ensure the following relation:
ZS,n = Z
tx
M,n + Z
tx
nn = 50Ω. (6.29)
Note that, the effect of mutual coupling due to other array elements (q 6= n)
is modeled by the term
∑
q 6=n
ZtxnqI
tx
q , where Z
tx
nq denotes the mutual impedance
between the nth and qth dipole elements; and, I txq is the magnitude of induced
current on the qth dipole antenna.
Following the MEF process, we first evaluate the mutual interactions matrix
(Ztx) by using the analytical expressions for self terms (Ztxnn) in [79] and for off-
diagonal ones (Ztxnq) in [80]. Then, we activate the first dipole element at TX
(i.e., n = 1), such that V txn = 1V and V
tx
q = 0V. Having Z
tx, the current vector
(I¯ tx) containing both the impressed current at the port of the activated dipole
(I txn ) and the induced ones due to mutual coupling (I
tx
p ) can be found by the
following matrix equation:
I¯ tx =
[
Ztx + ZS + Z
tx
M
]−1
V¯ tx, (6.30)
where ZS and Z
tx
M are the diagonal matrices, entries of which are the source
and matching impedances, respectively. It is obvious that, the radiated field by
the TX array depends on both the impressed current and induced ones due to
coupling, and hence, a superposition is needed. Assuming piecewise sinusoidal
currents on dipole elements, the current density can be expressed in terms of I¯ tx
as,
J¯ = aˆx
T∑
ν=1
I txν sin(k|hν − x′ν |) δ(ytν , ztν), (6.31)
where hν = λ/4 are the half lengths of the dipoles, x
′
ν are defined in the intervals
[−hν , hν ], and δ(.) is the Dirac delta function. Hence, the radiated electric field
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by the TX array in the far zone can be found by the radiation integral below:
E¯tx =
−jωµ
4π
∫
V
J¯
e−jkR
R
dV ′. (6.32)
Substituting (6.31) into (6.32), the volume integral reduces to a line integral
over dx′ν and it can be simply evaluated for a single dipole at the origin. For the
deviated ones, via similar approximations to (6.17)-(6.20), θ and φ components
of the mutual coupling included radiated electric field by the TX array in (θt, φt)
direction can be written as,
Etxθ = −j60 cos θt cosφt
T∑
ν=1
I txν fν(θt, φt) e
j(ktxxtν+ktyytν+ktzztν) (6.33)
Etxφ = j60 sinφt
T∑
ν=1
I txν fν(θt, φt) e
j(ktxxtν+ktyytν+ktzztν) (6.34)
where
fν(θt, φt) =
cos(ktxhν)− cos(khν)
1− sin2 θt cos2 φt
, (6.35)
and ktx = k sin θt cosφt, kty = k sin θt sinφt and ktz = k cos θt. Note that, all
1/R terms are eliminated from the final expressions, since path loss effects are
embedded into the model during the generation of delay components for an
exponential power delay profile in (6.12). Similarly, e−jkR are hidden in the
e−jkcτp term of (6.27) for each propagation path.
Associating the radiated fields of TX array with equations (6.25)-(6.28), the
received voltages (V rxm ) are found for the first TX antenna is active (V
tx
n = 1V ,
V txq 6=n = 0, n = 1). Hence, the first column of the channel coefficients matrix is
evaluated, since
hmn =
V rxm
V txn
∣∣∣∣
V tx
q 6=n
=0
. (6.36)
For the evaluation of the other columns, n is increased and the operations in
(6.30), (6.33)-(6.34), (6.25)-(6.28) are followed recursively till n = T .
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TX Array of Uncoupled Dipole Elements
In order to obtain the channel matrix entries for a case that mutual coupling is
neglected in the TX array, simply, the off-diagonal terms (Znqtx ) in (6.30) are taken
as zero, and the aforementioned procedure is followed. Note that, in this case, the
current vector has only one non-zero element that is the impressed current on the
activated antenna, and the other elements representing the induced currents due
to mutual coupling become zero. Thus the summations in (6.30), (6.33)-(6.34)
are reduced to single expressions for the very activated (nth) dipole, therefore,
the radiated field expressions turn into
Etxθ = −j60 cos θt cosφtI txn fn(θt, φt) ej(ktxxtn+ktyytn+ktzztn) (6.37)
Etxφ = j60 sinφtI
tx
n fn(θt, φt) e
j(ktxxtn+ktyytn+ktzztn). (6.38)
TX Array of Isotropic Radiators
The procedure for the evaluation of the channel matrix when TX array is
formed by isotropic radiators is very similar to the one in the previous case,
since mutual coupling is absent, as well. In addition, the radiated fields by the
TX array lose the dependency to the direction, and hence, (6.33)-(6.34) become
Etxθ = −j60I txn ej(ktxxtn+ktyytn+ktzztn) (6.39)
Etxφ = j60I
tx
n e
j(ktxxtn+ktyytn+ktzztn) (6.40)
for the activated radiator.
6.4 Numerical Results
In this section, the numerical results on the evaluation of optimal transmission
schemes for different array types are presented. First, the validation of PSO will
be given. Then, the other findings will be presented.
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Figure 6.5: Validation of PSO for i.i.d. c.s.g channel. PSO finds the optimum
solution of the input covariance (diagonal Qcsg) for capacity in less than 500
evaluations.
6.4.1 Validation of PSO
For the assessment of the accuracy of PSO, a 2 × 2 MIMO system with
channel matrices having i.i.d. c.s.g. characteristic is considered. Hs matrices are
generated for 1000 channel realizations and PSO is allowed to find the optimum
input covariance matrix by trying to solve the optimization problem given in
(6.9). For this purpose, PSO searched a solution space of four unknowns, such
that Q11 = E [|x1|2], Q22 = E [|x2|2], |Q12| = E [|x1x∗2|] and Φ12 = E [∠(x1x∗2)].
Setting the fixed transmit SNR at ρ
T
= 10 dB and the number of particles
in the population as 20, PSO finds the capacity achieving covariance matrix
(starting from a random initialization of the population, as shown in Figure 6.5)
in less than 500 evaluations as Q11 = 0.5ρT , Q22 = 0.5ρT and |Q12| = 0, which
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yields
Qopt = Qcsg =
ρ
T
T
IT . (6.41)
Occasionally, particles pass beyond the boundaries of given solution space,
hence adoption of a boundary policy to the algorithm is essential [89]. In order to
enforce particles to search inside the solution space of interest, the invisible wall
technique suits our application best and therefore is used in this study. In the
invisible wall technique, particles are allowed to fly outside the allowable solution
space (Tr(Q) > ρ
T
), but assigned zero fitness values. Eventually, the particles
are expected to return to the solution space since fitness values (i.e., the data
rate values evaluated for cases represented by each particle) are larger inside the
allowed space. Other details on the PSO algorithm can be found in Chapter 4.
As the accuracy of PSO is verified, we can proceed to obtain the optimal
input covariance matrices for different types of antenna arrays.
6.4.2 The Optimal Input Covariance for Various Array
Configurations
In this section, the transmission schemes to compute the MIMO channel
capacity are obtained numerically via PSO for transmitter antenna arrays of
isotropic radiators, uncoupled dipoles and coupled ones.
First, 1000 multipath scenarios are generated as described in Section 6.2, and
kept in the memory. Then, for a selected interelement spacing, the channel matrix
and data rate are obtained in an evaluation. PSO manages these evaluations
iteratively, in order to find the optimal input covariance matrix for maximized
data rate (i.e., the capacity).
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Figure 6.6 and 6.7 illustrate the obtained Qopt matrix entries for 20 different
antenna spacing values varying from 0.05λ to λ, where λ is the free space wave-
length. The transmit SNR is set to 20 dB and fixed. Inspecting Figure 6.6, it can
be observed that, Q11 ≈ 1−Q22 ≈ 0.5ρT for the diagonal entries of the optimal
covariance matrix for all different antenna spacing values. Figure 6.7 shows the
off-diagonal elements. The phase term of Q12 is significantly small for all in-
terelement spacings, yielding dominant real off-diagonal entries. The magnitude
of Q12 is 0.5ρT for small spacing values in the isotropic radiator and uncoupled
dipole cases, resulting in full covariance. For these cases, as the element spacing
increases, the covariance matrix tends to take a diagonal form, for which the use
of Qcsg and hence the expression in (6.11) for the evaluation of the capacity is
more valid.
In the coupled dipoles case, the optimal Q12 shows a different behavior. Es-
pecially for the typical 0.5λ spaced dipoles, almost a full-covariance input scheme
is the optimal one for high capacity. Coupled dipoles need less input correlation
than the other two types for small dipole spacings, and more correlation at larger
distances up to λ.
Achievable rates obtained via the optimum and diagonal (i.e., Qcsg) input
schemes are compared in Figure 6.8. In Figure 6.8 (a) the rate curves obtained
via both Qopt and Qcsg are plotted for the three types of transmitter arrays.
It should be noted that, for antenna distances between 0.4 and 0.9λ, mutual
coupling is beneficial to the channel energy because of the directional scattering
conditions and the receiver array is oriented orthogonally to the main direction
of arrival, as stated by Clerckx et al. in [98]. For the deeper investigation of
the rate improvement using the optimal input covariance instead of the diagonal
one, the differences are plotted in Figure 6.8 (b). It is observed that, data rate
improvement up to 1 bit is possible for all types of antennas using the optimal
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Figure 6.6: Optimal input covariance matrix entries. (a) Q11/ρT . (b) Q22/ρT .
ρ
T
= 20dB.
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Figure 6.8: (a) Data rate curves obtained via Qopt and Qcsg. (b) Rate improve-
ment with Qopt over Qcsg. ρT = 20dB.
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input schemes. For the coupled dipoles, improvement is available at very small
antenna spacings and at the typical 0.5λ distance.
The channel correlation is given by
ρ
h
=
∣∣∣∣∣ E [h11h
∗
12]√E [|h11|2] E [|h22|2]
∣∣∣∣∣ (6.42)
and plotted versus interelement spacing values for the isotropic radiators, uncou-
pled and coupled dipoles in Figure 6.9 (a). The slight difference of uncoupled
dipoles from isotropic radiators is due to the anisotropic behavior in the elevation
plane.
Another correlation coefficient for the optimal transmission scheme is defined
as
ρ
12
=
∣∣∣∣ Q12√Q11Q22
∣∣∣∣ . (6.43)
Results versus interelement spacing is illustrated in Figure 6.9 (b), in the cases
ρ
T
= 20 dB and 27 dB. It is observed again that, for achieving the channel capac-
ity, highly correlated input schemes should be used, when the channel correlation
is relatively large.
For the coupled dipoles, correlation curves are very similar to the ones in [98],
and also, they resemble the curves in the improvement graph [Figure 6.8 (b)].
Namely, it is possible to improve rates beyond that obtained with uncorrelated
inputs with equal power allocation by using the optimal covariance, when the
channel correlation is relatively large.
PSO is let to find the optimal input covariance for increased transmit SNR,
ρ
T
= 27 dB, as well. The data rate comparison and improvement via the use of
Qopt are given in Figure 6.10. Results for the entries of the covariance matrix
are given in Figure 6.11. The curves are similar in shape to the ones for ρ
T
= 10
dB case, though the decay towards the elements of the diagonal covariance is
more rapid. It is observed that, under increased SNR, the optimal transmission
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scheme results in significant improvement only for small antenna spacing values.
Otherwise, the use of the diagonal input covariance is suitable.
6.5 Conclusions
In this work, the optimal input covariance matrices for three different types of
transmitter arrays −of isotropic radiators, uncoupled dipoles and coupled ones−
are obtained numerically using the particle swarm optimization technique in
conjunction with a double directional multipath scenario for a 2 × 2 MIMO
system.
It is observed that, moderate data rate improvement is possible for small
antenna spacing values where the correlation is relatively high, mainly utilizing
118
nearly full or full covariance matrices. Otherwise, the selection of the diagonal
covariance matrix is almost the optimal solution.
The numerical technique utilized here may help in finding the optimal trans-
mission schemes for
• real life measurement campaigns and/or different channel models,
• different multipath scenarios; AoA, AoD, delay distributions;
• different array types (e.g., printed dipole/patch antennas);
• different/random array orientations.
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Chapter 7
Conclusions
In this thesis, the MIMO channel is investigated from an electromagnetics
perspective. The antenna dependency of the wireless channel is clearly shown.
A full-wave channel model (MEF) based on the method of moments solution
of the electric field integral equation is developed and used in order to evaluate
the MIMO channel matrix accurately. MEF calculates the exact fields via the
radiation integrals, and hence, it is rigorous except the scatterer scenario. The
accuracy of the model is further verified by the measurement results. Thus, it
is concluded that MEF achieves the accuracy over other approaches which are
incapable of analyzing antenna effects in detail.
Making use of the presented technique MIMO performance of printed dipole
arrays is analyzed. The capacity comparisons of printed dipole arrays with free-
standing (FS) ones are given. It is observed that, printed dipoles are less sensitive
to the mutual coupling than FS ones in terms of MIMO capacity. Furthermore,
coupling between printed dipoles through surface waves is shown to have no
significant effect on the channel capacity.
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Effects of the electrical properties of printed dipoles on the MIMO capacity
are explored in terms of the relative permittivity and thickness of the dielec-
tric material. Appropriate dielectric slab configurations yielding high capacity
printed dipole arrays are presented.
It should be mentioned that, efficiency of the proposed MEF algorithm is gov-
erned by the evaluation of the interactions, in particular in the case of printed
arrays, and the inversion time of the MoM impedance matrix. However, consid-
ering the fact that typical MIMO systems do not contain thousands of antennas
at the transmitter and receiver sides, inversion time of the MoM matrix is fast
and the efficiency of MEF strongly depends on the calculation of self and mutual
interactions (especially the case for printed arrays). Because we use different
Green’s function representations for printed arrays in the MoM procedure in
a computationally optimized manner (based on the distance between antenna
elements), the proposed MEF yields accurate results within seconds.
The numerical efficiency of the technique allows analyzing MIMO perfor-
mance of arrays with large number of antennas, and high performance array
design in conjunction with well-known optimization tools. Thus, MEF is com-
bined with particle swarm optimization to design MIMO arrays of dipole elements
for superior capacity. Validation of both the channel model and PSO is done by
comparing the results with measurements and GA simulations. Freestanding and
printed dipole arrays are analyzed and optimized.
FS dipole arrays are designed for high MIMO performance by optimizing
the number of antenna elements, their individual locations and lengths, in a
physically limited volume. It is shown that, the use of uniform circular arrays
(UCA) is a reasonable choice for high capacity, even though results for other
array configurations outperforming UCA are given as well.
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The adaptive performance of printed dipole arrays in the MIMO channel
is investigated by altering the termination impedances of the array elements
using microelectromechanical switches. Adaptive printed dipoles are shown to be
good alternatives to FS ones, due to less mutual coupling; though their reduced
radiated power under fixed transmit SNR leads to slightly decreased MIMO
capacity.
MIMO performance of printed rectangular patch arrays is analyzed using a
modified version of the full-wave channel model (MEF). Various array configu-
rations are designed, manufactured, and their MIMO performance is measured
in an indoor environment. The channel properties, such as the power delay pro-
file, mean excess delay and delay spread, are obtained via measurements and
compared with MEF results. Very good agreement is achieved between the mea-
surements and simulations by MEF. Microstrip patch arrays are found to be
very stable against mutual coupling in terms of MIMO capacity. Effects of the
electrical properties of printed patches on the MIMO capacity are explored in
terms of the relative permittivity and thickness of the dielectric material. It is
concluded that, the thinner the substrate, the less the capacity.
The optimal input covariance matrices for three different types of transmitter
arrays −of isotropic radiators, uncoupled dipoles and coupled ones− are obtained
numerically using the particle swarm optimization technique in conjunction with
MEF in a double directional multipath scenario for a 2× 2 MIMO system.
It is observed that, moderate data rate improvement is possible for small
antenna spacing values where the correlation is relatively high, mainly utilizing
nearly full or full covariance matrices. Otherwise, the selection of the diagonal
covariance is almost the optimal solution.
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