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THE STRUCTURE OF THE NILPOTENT CONE,
THE KAZHDAN–LUSZTIG MAP AND ALGEBRAIC GROUP ANALOGUES OF THE
SLODOWY SLICES
A. SEVOSTYANOV
Abstract. We define algebraic group analogues of the Slodowy transversal slices to adjoint orbits in a
complex semisimple Lie algebra g. The new slices are transversal to the conjugacy classes in an algebraic
group G with Lie algebra g. These slices are associated to (the conjugacy classes of) elements s of the Weyl
group W of g. For such slices we prove an analogue of the Kostant cross–section theorem for the action of
a unipotent group.
1. Introduction
Let g be a complex semisimple Lie algebra, G the adjoint group of g, e ∈ g a nonzero nilpotent element
in g. By the Jacobson–Morozov theorem there is an sl2–triple (e, h, f) associated to e, i.e. elements f, h ∈ g
such that [h, e] = 2e, [h, f ] = −2f , [e, f ] = h. Fix such an sl2–triple.
Let z(f) be the centralizer of f in g. The affine space s(e) = e + z(f) is called the Slodowy slice to the
adjoint orbit of e at point e. Slodowy slices were introduced in [21] as a technical tool for the study of the
singularities of the adjoint quotient of g. We recall that if h is a Cartan subalgebra in g and W is the Weyl
group of g then, after identification g ≃ g∗ with the help of the Killing form, the adjoint quotient can be
defined as the morphism δg : g → h/W induced by the inclusion C[h]
W ≃ C[g]G →֒ C[g]. The fibers of δg
are unions of adjoint orbits in g. Each fiber of δg contains a single orbit which consists of regular elements.
The singularities of the fibers correspond to irregular elements.
Slodowy studied the singularities of the adjoint quotient by restricting the morphism δg to the slices s(e)
which turn out to be transversal to the adjoint orbits in g. In particular, for regular nilpotent e the restriction
δg : s(e) → h/W is an isomorphism, and s(e) is a cross–section for the set of the adjoint orbits of regular
elements in g. For subregular e the fiber δ−1g (0) has one singular point which is a simple singularity, and
s(e) can be regarded as a deformation of this singularity.
In this paper we are going to outline a similar construction for algebraic groups. Let G be a complex simple
algebraic group with Lie algebra g. In case of algebraic groups, instead of the adjoint quotient map, one should
consider the conjugation quotient map δG : G→ H/W generated by the inclusion C[H ]
W ≃ C[G]G →֒ C[G],
where H is the maximal torus of G corresponding to the Cartan subalgebra h and W is the Weyl group of
the pair (G,H). Some fibers of this map are singular and one can study these singularities by restricting δG
to certain transversal slices to conjugacy classes in G. We are going to define such slices in this paper.
Note that the fibers of the adjoint quotient map and those of the conjugation quotient map are generally
not isomorphic. More precisely, by Theorem 3.15 in [21] there are open neighborhoods U of 1 in H/W and U ′
of 0 in h/W and a surjective morphism γ : U → U ′ such that the fibers δ−1G (u) and δ
−1
g (γ(u)) are isomorphic
for u ∈ U as G–spaces. But globally such isomorphisms do not exist. In fact any fiber of the adjoint quotient
map can be translated by a contracting C∗–action to a fiber over any small neighborhood of 0 in h/W . But
there is no similar statement for the fibers of the conjugation quotient map, and the problem of the study of
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singularities of the fibers of the conjugation quotient map and of their resolutions and deformations is more
difficult than the same problem in case of the adjoint quotient map.
The other construction where the Slodowy slices or, more precisely, noncommutative deformations of
algebras of regular functions on these slices, play an important role is the Whittaker or, more generally,
generalized Gelfand–Graev representations of the Lie algebra g (see [10, 13]). Namely, to each nilpotent
element in g one can associate the corresponding category of Gelfand–Graev representations. The category
of generalized Gelfand–Graev representations associated to a nilpotent element e ∈ g is equivalent to the
category of finitely generated left modules over the W–algebra associated to e. This remarkable result was
proved by Kostant in case of regular nilpotent e ∈ g (see [13]) and by Skryabin in the general case (see
Appendix to [15]). A more direct proof of Skryabin’s theorem was obtained in [7]. This proof, as well as the
original Kostant’s proof, is based on the study of the commutative graded algebra associated to the algebra
W–algebra.
The main observation of [7, 13] is that this commutative algebra is isomorphic to the algebra of regular
functions on the Slodowy slice s(e). This isomorphism is established with the help of a cross–section theorem
proved in [13] in case of regular nilpotent e and in [5, 7] in the general case. We briefly recall the main
statement of this theorem.
Let χ be the element of g∗ which corresponds to e under the isomorphism g ≃ g∗ induced by the Killing
form. Under the action of ad h we have a decomposition
(1.1) g = ⊕i∈Zg(i), where g(i) = {x ∈ g | [h, x] = ix}.
The skew–symmetric bilinear form ω on g(−1) defined by ω(x, y) = χ([x, y]) is nondegenerate. Fix an
isotropic subspace l of g(−1) with respect to ω and denote by l⊥ω the annihilator of l with respect to ω.
Let
(1.2) ml = l ⊕
⊕
i≤−2
g(i), nl = l
⊥ω ⊕
⊕
i≤−2
g(i).
Note that ml ⊂ nl, both ml and nl are nilpotent Lie subalgebras of g.
The Kostant cross–section theorem asserts that the adjoint action map Nl × s(e) → e + m
⊥g
l is an
isomorphism of varieties, where Nl is the Lie subgroup of G corresponding to the Lie subalgebra nl ⊂ g, and
m
⊥g
l is the annihilator of ml in g with respect to the Killing form.
Now a natural question is: are there any analogues of the Slodowy slices for algebraic groups? According
to a general theorem proved in [21], if G is an algebraic group one can construct a transversal slice to the
set of G–orbits at each point of any variety V equipped with a G–action. In particular, such slices exist for
V = G equipped with conjugation action. But we are rather interested in special transversal slices which
can be used for the study of singularities of the conjugation quotient map and for which an analogue of the
Kostant cross–section theorem holds.
In paper [24] R. Steinberg introduced a natural analogue of the slice s(e) for regular nilpotent e. We recall
that s(e) is a cross–section for the set of adjoint orbits of regular elements in g. In paper [24] a cross–section
for the set of conjugacy classes of regular elements in the connected simply connected group G′ with Lie
algebra g is constructed. We briefly recall Steinberg’s construction.
If e is regular nilpotent then, in the notation introduced above, g(−1) = 0, and nl = ml = n, where n
is a maximal nilpotent subalgebra of g. Let p =
⊕
i≤0 g(i) be the Borel subalgebra containing n, h = g(0)
the Cartan subalgebra of g, and W the Weyl group of the pair (g, h). Fix a system of positive simple roots
associated to the pair (h, p). Let s ∈ W be a Coxeter element, i.e. a product of the reflections corresponding
to the simple roots. Fix a representative for s in G′. We denote this representative by the same letter. Let
N be the unipotent subgroup in G′ corresponding to the Lie algebra n, and P the opposite Borel subgroup
with Lie algebra p =
⊕
i≥0 g(i).
Steinberg introduced a subgroup Ns ⊂ N , Ns = {n ∈ N | sns
−1 ∈ P}, and proved that the set Nss
−1
is a cross–section for the set of conjugacy classes of regular elements in the connected simply connected
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algebraic group G′ associated to the Lie algebra g. Moreover, in [17] it is shown that the conjugation map
N ×Nss
−1 → Ns−1N is an isomorphism of varieties. The last statement is an algebraic group analogue of
the Kostant cross–section theorem.
As it was observed in [19, 20] the analogue of the Kostant cross–section theorem for the slice Nss
−1 is
the main ingredient of the construction of the Whittaker model of the center of the quantum group and of
the Whittaker representations for quantum groups. The purpose of this paper is to construct other special
transversal slices to conjugacy classes in a complex semisimple algebraic group G and to find an analogue
of the Kostant cross–section theorem for these slices. We expect that these results can be applied to define
deformed W–algebras and the generalized Gelfand–Graev representations for quantum groups. An initial
step in this programme was realized in preprint [18] where the Poisson deformed W–algebras are defined
with the help of Poisson reduction in algebraic Poisson–Lie groups.
As we shall see in Section 2 transversal slices in G similar to the Steinberg slice appear in a quite general
setting. They are associated to Weyl group elements s ∈ W . Such a slice always contains a representative
s−1 ∈ G of the element s−1 ∈ W . Note that since any Weyl group element s ∈ W has finite order its
representative s ∈ G is semisimple, and hence the slice associated to s is always transversal to the set of
conjugacy classes in G at the semisimple element s−1 ∈ G while the Slodowy slice associated to a nilpotent
element e is always transversal to the set of adjoint orbits at the nilpotent element e.
An important ingredients of our construction are parabolic subgroups P associated to Weyl group elements
s ∈ W in such a way that the semisimple part of the Levi factor of a parabolic subgroup P associated to
s ∈ W is contained in the centralizer of the normal representative s ∈ G of the Weyl group element s ∈ W .
The parabolic subgroups associated to elements of the Weyl group play the role of parabolic subalgebras
p =
⊕
i≤0 g(i) associated to nilpotent elements of g with the help of grading (1.1).
The new transversal slices in G are of the form NsZs
−1 where s ∈ G is the normal representative of
an element of the Weyl group W , Ns = {n ∈ N | sns
−1 ∈ N}, N is the unipotent radical of a parabolic
subgroup P corresponding to s with Levi factor L, N is the unipotent radical of the opposite parabolic
subgroup, and Z = {z ∈ L | szs−1 = z} is the centralizer of s in L. In Proposition 1 we prove that the
quotient NZs−1N/N with respect to the action of N on NZs−1N by conjugations is isomorphic to NsZs
−1,
and hence NsZs
−1 is a subvariety of G/N . This is the algebraic group analogue of the Kostant cross–section
theorem.
In Section 3 we apply the results of Section 2 to describe simple singularities in terms of transversal slices
in algebraic groups. In our construction we use the subregular slices of dimension rank G+2 associated to the
elements of the Weyl group which are related to subregular nilpotent elements in g via the Kazhdan–Lusztig
map (see [12]). The intersections of the subregular slices NsZs
−1 of dimension rank G+2 with the fibers of
the conjugation quotient map may only have simple isolated singularities.
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2. Transversal slices to conjugacy classes in algebraic groups
In this section we introduce algebraic group counterparts of the Slodowy slices and prove an analogue
of the Kostant cross–section theorem for them. The new slices will be associated to Weyl group elements
and to certain parabolic subgroups defined with the help of the Weyl group elements. We start with some
preliminary facts about Weyl group actions on root systems.
Let G be a complex semisimple (connected) algebraic group, g its Lie algebra, H a maximal torus in G.
Denote by h the Cartan subalgebra in g corresponding to H . Let ∆ be the root system of the pair (g, h).
For any root α ∈ ∆ we denote by α∨ ∈ h the corresponding coroot.
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Let s be an element of the Weyl group W of the pair (g, h) and hR the real form of h, the real linear span
of simple coroots in h. The set of roots ∆ is a subset of the dual space h∗
R
.
The Weyl group element s naturally acts on hR as an orthogonal transformation with respect to the scalar
product induced by the Killing form of g. Using the spectral theory of orthogonal transformations we can
decompose hR into a direct orthogonal sum of s–invariant subspaces,
(2.1) hR =
K⊕
i=0
hi,
where we assume that h0 is the linear subspace of hR fixed by the action of s, and each of the other subspaces
hi ⊂ hR, i = 1, . . . ,K, is either two–dimensional or one–dimensional and the Weyl group element s acts on
it as rotation with angle θi, 0 < θi < π or as the reflection with respect to the origin, respectively. Note that
since s has finite order θi =
2pi
mi
, mi ∈ N.
Since the number of roots in the root system ∆ is finite one can always choose elements hi ∈ hi, i =
0, . . . ,K, such that hi(α) 6= 0 for any root α ∈ ∆ which is not orthogonal to the s–invariant subspace hi
with respect to the natural pairing between hR and h
∗
R
.
Now we consider certain s–invariant subsets of roots ∆i, i = 0, . . . ,K, defined as follows
(2.2) ∆i = {α ∈ ∆ : hj(α) = 0, j > i, hi(α) 6= 0},
where we formally assume that hK+1 = 0. Note that for some indexes i the subsets ∆i are empty, and that
the definition of these subsets depends on the order of terms in direct sum (2.1).
We also define other s–invariant subsets of roots ∆ik , k = 0, . . . ,M for all indexes ik > 0, k = 1, . . . ,M
such that ∆ik ,
(2.3) ∆ik =
⋃
ij≤ik
∆ij .
For convenience we assume that indexes ik are labeled in such a way that ij < ik if and only if j < k.
According to this definition we have a chain of strict inclusions
(2.4) ∆iM ⊃ ∆iM−1 ⊃ . . . ⊃ ∆i0 ,
such that ∆iM = ∆, ∆0 = {α ∈ ∆ : sα = α} is the set of roots fixed by the action of s, and ∆ik \∆ik−1 = ∆ik .
Observe also that the root system ∆ is the disjoint union of the subsets ∆ik ,
∆ =
M⋃
k=0
∆ik .
Now assume that
(2.5) |hik(α)| > |
∑
l≤j<k
hij (α)|, for any α ∈ ∆ik , k = 0, . . . ,M, l < k.
Condition (2.5) can be always fulfilled by suitable rescalings of the elements hik .
Consider the element
h¯ =
M∑
k=0
hik ∈ hR.
From definition (2.2) of the sets ∆i we obtain that for α ∈ ∆ik
(2.6) h¯(α) =
∑
j≤k
hij (α) = hik(α) +
∑
j<k
hij (α)
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Now condition (2.5), the previous identity and the inequality |x+ y| ≥ ||x| − |y|| imply that for α ∈ ∆ik we
have
|h¯(α)| ≥ ||hik(α)| − |
∑
j<k
hij (α)|| > 0.
Since ∆ is the disjoint union of the subsets ∆ik , ∆ =
⋃M
k=0∆ik , the last inequality ensures that h¯ belongs
to a Weyl chamber of the root system ∆, and one can define the subset of positive roots ∆+ and the set of
simple positive roots Γ with respect to that chamber. From condition (2.5) and formula (2.6) we also obtain
that a root α ∈ ∆ik is positive if and only if hik(α) > 0.
To define the algebraic group analogues of the Slodowy slices we shall also need a parabolic subalgebra
p of g associated to the semisimple element h¯0 =
∑M
k=0,ik>0
hik ∈ hR associated to s ∈ W . This subalgebra
is defined with the help of the linear eigenspace decomposition of g with respect to the adjoint action of h¯0
on g, g =
⊕
m(g)m, (g)m = {x ∈ g | [h¯0, x] = mx}, m ∈ R. By definition p =
⊕
m≤0(g)m is a parabolic
subalgebra in g, n =
⊕
m<0(g)m and l = {x ∈ g | [h¯0, x] = 0} are the nilradical and the Levi factor of p,
respectively. We denote by P the corresponding parabolic subgroup of G, by N the unipotent radical of P
and by L the Levi factor of P . The subgroups of P , N and L have Lie algebras p, n and l, respectively, and
both P and L are connected. Note that we have natural inclusions of Lie algebras p ⊃ b ⊃ n, where b is
the Borel subalgebra of g corresponding to the system −Γ of simple roots, and ∆0 is the root system of the
reductive Lie algebra l.
Let Xα ⊂ g be the root subspace of g corresponding to root α ∈ ∆. Fix a system of root vectors
eα ∈ Xα, α ∈ ∆ such that if [eα, eβ ] = Nα,βeα+β ∈ Xα+β for any pair α, β ∈ Γ of simple positive roots then
[e−α, e−β] = Nα,βe−α−β ∈ X−α−β .
Recall that by Theorem 5.4.2. in [8] one can uniquely choose a representative s ∈ G for the Weyl group
element s ∈W in such a way that the operator Ads sends root vectors e±α ∈ X±α to e±sα ∈ X±sα for any
simple positive root α ∈ Γ. We denote this representative by the same letter, s ∈ G. The representative
s ∈ G is called the normal representative of the Weyl group element s ∈ W . If the order of the Weyl group
element s ∈ W is equal to R then the inner automorphism Ads of the Lie algebra g has order at most 2R,
Ads2R = id. We also recall that the operator Ads sends each root subspace Xα ⊂ g, α ∈ ∆ to Xsα.
The element s ∈ G naturally acts on G by conjugations. Let Z be the set of s-fixed points in L,
(2.7) Z = {z ∈ L | szs−1 = z},
and
(2.8) Ns = {n ∈ N | sns
−1 ∈ N},
where N is the unipotent radical of the parabolic subgroup P ⊂ G opposite to P . Note that dim Ns = l(s),
where l(s) is the length of the Weyl group element s ∈ W with respect to the system Γ of simple roots.
Clearly, Z and Ns are subgroups in G, and Z normalizes both N and Ns. Denote by ns and z the Lie
algebras of Ns and Z, respectively.
Note that, since the operator Ads sends root vectors e±α ∈ X±α to e±sα ∈ X±sα for any simple positive
root α ∈ Γ and the root system of the reductive Lie algebra l is fixed by the action of s, the semisimple part
m of the Levi subalgebra l is fixed by the action of Ads. In fact in this case z = m ⊕ hz and z ∩ h = Ch0,
where hz is a Lie subalgebra of the center of l and Ch0 is the linear subspace of h fixed by the action of s.
Now consider the subvariety NsZs
−1 ⊂ G. We shall prove that the variety NsZs
−1 is transversal to the
set of conjugacy classes in G. In order to do that we shall need the following statement which is an analogue
of the Kostant cross–section theorem for the subvariety NsZs
−1 ⊂ G.
Proposition 1. Let s ∈ W be an element of the Weyl groupW of the pair (g, h). Let h0 ∈ hR be a semisimple
element associated to s, h0 =
∑M
k=0,ik>0
hik , where elements hik ∈ hik satisfy conditions (2.5) and hik ⊂ hR
are the subspaces of hR defined in (2.1). Let n ⊂ g be the nilradical of the parabolic subalgebra p defined with
the help of h0, n =
⊕
m<0(g)m,(g)m = {x ∈ g | [h¯0, x] = mx}, m ∈ R and l = (g)0 the Levi factor of p.
6 ALEXEY SEVOSTYANOV
Denote by P , N and L the corresponding subgroups of G and by s ∈ G the normal representative of the Weyl
group element s ∈W . Let Z be the centralizer of s in L,
Z = {z ∈ L | szs−1 = z},
and
Ns = {n ∈ N | sns
−1 ∈ N},
where N is the unipotent radical of the parabolic subgroup P ⊂ G opposite to P . Then the conjugation map
(2.9) α : N ×NsZs
−1 → NZs−1N
is an isomorphism of varieties.
Proof. First observe that using a decomposition of N as a product of one–dimensional subgroups corre-
sponding to roots one can write N = NsN
′
s, where N
′
s = N
⋂
s−1Ns, and hence
NZs−1N = NsN
′
ss
−1NZ = Nss
−1NZ = NsZs
−1N.
In order to prove that map (2.9) is an isomorphism is suffices to show that this map is bijective. Then by
Zariski’s main theorem the map α is an isomorphism of varieties.
Observe that map (2.9) is bijective if and only if for any given ns ∈ Ns, u ∈ N and z ∈ Z the equation
(2.10) nszs
−1u = nn′sz
′s−1n−1
has a unique solution n ∈ N,n′s ∈ Ns, z
′ ∈ Z. We prove the last statement by induction over certain s–
invariant reductive subgroups in G that we are going to define now. Consider the reductive Lie subalgebras
gik , k = 0, . . . ,M defined by induction as follows: giM = g, gik−1 = zgik (hik), where zgik (hik) is the centralizer
of hik in gik . We denote by Gik the corresponding subgroups in G.
By construction ∆ik is the root system of gik , and we have chains of strict inclusions
g = giM ⊃ giM−1 ⊃ . . . ⊃ g0 = l,(2.11)
G = GiM ⊃ GiM−1 ⊃ . . . ⊃ G0 = L(2.12)
corresponding to inclusions (2.4). Note that gik−1 is the Levi factor of the parabolic subalgebra pik−1 ⊂ gik
associated to the semisimple element hik in the same way as p ⊂ g is associated to h¯0, i.e. if gik =
⊕
m(gik)m,
(gik)m = {x ∈ gik | [hik , x] = mx}, m ∈ R then pik−1 =
⊕
m≤0(gik)m, and nik−1 =
⊕
m<0(gik)m is the
nilradical of pik−1 , gik−1 = (gik)0 is the Levi factor of pik−1 . We also denote by nik−1 =
⊕
m>0(gik)m the
nilradical of the opposite parabolic subalgebra. Let Pik−1 , Nik−1 , and N ik−1 be the corresponding subgroups
of Gik . Below we shall need the following direct decompositions of linear spaces
gik = pik−1 + nik−1 = nik−1 + gik−1 + nik−1 ,(2.13)
n =
M−1∑
k=0
nik(2.14)
following straightforwardly from the definitions of the subalgebras pik−1 , nik and nik−1 , and the root system
decomposition ∆+ =
⋃M
k=0(∆ik)+, (∆ik)+ = ∆ik
⋂
∆+ = {α ∈ ∆ik , hik(α) > 0}. Decompositions (2.13)
imply decompositions of a dense subset Gik ⊂ Gik ,
(2.15) Gik = Pik−1N ik−1 = Nik−1Gik−1N ik−1 ,
and decomposition (2.14) implies two decompositions
(2.16) N = NiM−1NiM−2 . . . Ni0 , N = Ni0Ni1 . . . NiM−1 .
Note that, since the subsets of roots ∆ik are s–invariant, the subalgebras gik are Ads–invariant and the
subgroups Gik are invariant with respect to the action of s on G by conjugations.
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Applying decomposition (2.15) successively we also obtain decompositions of dense subsets Gk ⊂ G,
(2.17) Gk = NkGikNk, Nk = NiM−1NiM−2 . . . Nik , Nk = N iM−1N iM−2 . . .N ik .
Due to the inclusions
(2.18) [gik−1 , nik−1 ] ⊂ nik−1 , [gik−1 , nik−1 ] ⊂ nik−1 , nik−2 ⊂ gik−1 , nik−2 ⊂ gik−1
Nk and Nk are Lie subgroups in G with Lie algebras
∑M−1
m=k nim and
∑M−1
m=k nim , respectively.
We shall prove that equation (2.10) has a unique solution by induction over the reductive subgroups Gik
starting with k = 0. First we rewrite equation (2.10) in a slightly different form,
(2.19) nszs
−1us = nn′sz
′s−1n−1s, n, u ∈ N,ns, n
′
s ∈ Ns, z, z
′ ∈ Z.
To establish the base of induction we first observe that both the l.h.s. and the r.h.s. of equation (2.19)
belong to the dense subset G0 ⊂ G and that the G0 = L–component of equation (2.19) with respect to
decomposition (2.17) for k = 0 is reduced to
(2.20) z = z′.
Indeed, using a decomposition of N as a product of one–dimensional subgroups corresponding to roots
one can write N = N ′
s−1
Ns−1 and N = Ns−1N
′
s−1
, where N ′
s−1
= N
⋂
sNs−1, Ns−1 = {n ∈ N, s
−1ns ∈ N},
and hence
(2.21) s−1Ns = s−1N ′s−1ss
−1Ns−1s ⊂ NN.
If u = u′us−1 and n = ns−1n
′ are the decompositions of u and n corresponding to the decompositions
N = N ′
s−1
Ns−1 and N = Ns−1N
′
s−1
, respectively, then recalling that Z normalizes both N and N we deduce
that the decompositions of the r.h.s. and of the l.h.s. of equation (2.19) corresponding to the decomposition
G0 = NLN take the form
(nszs
−1u′sz−1)z(s−1us−1s) = (nn
′
sz
′s−1n′
−1
sz′
−1
)z′(s−1n−1
s−1
s),
where nszs
−1u′sz−1, nn′sz
′s−1n′
−1
sz′
−1
∈ N and s−1us−1s, s
−1n−1
s−1
s ∈ N , z, z′ ∈ Z ⊂ L. This implies
(2.20) and establishes the base of induction.
Now let
(2.22) n = niM−1niM−2 . . . ni0 , u = ui0ui2 . . . uiM−1 , ns = nsiM−1nsiM−2 . . . nsi0 , n
′
s = n
′
si0
n′si2 . . . n
′
siM−1
be the decompositions of the elements n, u, ns and n
′
s corresponding to decompositions (2.16) and assume
that nij and n
′
sij
have already been uniquely defined for j < k− 1. We shall show that using equation (2.19)
one can find nik−1 and n
′
sik−1
in a unique way.
Observe that both the l.h.s. and the r.h.s. of equation (2.19) belong to the dense subset Gk ⊂ G and that
the Gik–component of equation (2.19) with respect to decomposition (2.17) is reduced to
(2.23) nsik−1 (ns)k−1zs
−1(u)k−1uik−1s = nik−1(n)k−1(n
′
s)k−1n
′
sik−1
zs−1(n)−1k−1n
−1
ik−1
s,
where (ns)k−1 = nsik−2 . . . nsi0 ∈ Gik−1 , (n)k−1 = nik−2 . . . ni0 ∈ Gik−1 , (n
′
s)k−1 = n
′
si0
. . . n′sik−2 ∈ Gik−1 ,
(u)k−1 = ui0 . . . uik−2 ∈ Gik−1 and (n)k−1, (ns)k−1, (n
′
s)k−1, (u)k−1, nsik−1 , uik−1 , z are already known. This
follows, similarly to the case k = 0, from decompositions (2.22), inclusions (2.18), which also imply that
Gik−1 normalizes both Nik−1 and N ik−1 , and the fact that the subgroups Gik are invariant with respect to
the action of s on G by conjugations.
Now recall that nik−1 ∈ Nik−1 and that the subgroup Nik−1 is generated by one–dimensional subgroups
corresponding to roots α ∈ −(∆ik)+. Recall also that a root α ∈ ∆ik belongs to the set −(∆ik)+ if and only
if hik(α) < 0. Identifying hR and h
∗
R
with the help of the Killing form one can orthogonally project the root
α onto the two–dimensional plane (or the line) hik containing hik . We denote this projection by αik . Now
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we conclude that α belongs to the set −(∆ik)+ if and only if the angle between αik and hik in the plane hik
is obtuse or equal to π.
Using this observation and noting that s acts in the plane hik by rotation with angle θik =
2pi
mik
≤ π,mik ∈
N we deduce that the set −(∆ik)+ is the disjoint union of the subsets ∆
l
ik
= {α ∈ −(∆ik)+ : s
−1α, . . . , s−lα ∈
−(∆ik)+, s
−(l+1)α ∈ (∆ik)+}, l = 0, . . . , Dk + 1. This can be easily seen from Figure 1 at which the plane
hik is shown.
hik
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0
ik
∆
1
ik
∆
2
ik
∆
Dk+1
ik
∆
Dk
ik
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✛✛✛✛✛✛✛✛✛✛✛✛✛✛✛✛✛✛✛✛✛✛✛✛✛
✰✰✰✰✰✰✰✰✰✰✰✰✰✰✰✰✰✰✰✰✰✰✰✰
❈❈❈❈❈❈❈❈❈❈❈❈❈❈❈❈❈❈❈❈❈❈❈❈
❲❲❲❲❲❲❲❲❲❲❲❲❲❲❲❲❲❲❲❲❲❲❲❲❲
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
θik
Fig.1
The vector hik is directed downwards at the picture, and the orthogonal projections of elements from−(∆ik)+
onto hik are contained in the upper half plane. The projections of the roots from the subset ∆
l
ik
onto hik
are contained in the interior of the sector labeled by ∆
l
ik
at Figure 1. All those sectors belong to the upper
half plane and have the same central angles equal to θik , except for the last sector labeled by ∆
Dk+1
ik
, which
can possibly have a smaller angle. The element s ∈ W acts on the plane hik by counterclockwise rotation
with angle θik .
Now consider the unipotent subgroups N lik−1 , l = 0, . . . , Dk + 1, generated by the one–dimensional sub-
groups corresponding to the roots from the sets ∆
l
ik
.
Obviously we have decompositions
(2.24) Nik−1 = N
0
ik−1
N1ik−1 . . . N
Dk+1
ik−1
, Nik−1 = N
Dk+1
ik−1
NDkik−1 . . .N
0
ik−1
.
Let
(2.25) nik−1 = n
0
ik−1
n1ik−1 . . . n
Dk+1
ik−1
, uik−1 = u
Dk+1
ik−1
uDkik−1 . . . u
0
ik−1
be the corresponding decomposition of elements nik−1 and uik−1 , respectively.
By definition the subgroups N lik−1 have the following properties:
s−pNp−1ik−1s
p ⊂ N ik−1 , p = 1, . . . , Dk + 2,(2.26)
s−1Npik−1s ⊂ N
p−1
ik−1
, p = 1, . . . , Dk + 1.(2.27)
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From Figure 1 it also can be seen that the elements nsik−1 and n
′
sik−1
have the following decompositions
(2.28) nsik−1 = ns
Dk
ik−1
ns
Dk+1
ik−1
, n′sik−1 = n
′
s
Dk+1
ik−1
n′s
Dk
ik−1
,
where ns
Dk
ik−1
, n′s
Dk
ik−1
∈ NDkik−1 , and ns
Dk+1
ik−1
, n′s
Dk+1
ik−1
∈ NDk+1ik−1 .
We claim that the components nlik−1 , l = 0, . . . , Dk + 1 can be uniquely calculated by induction starting
with n0ik−1 , and at the last two steps of the induction the element n
′
sik−1
is also uniquely computed.
The induction procedure is based on a very simple observation that can be visualized with the help of
Figure 1. Under the action of the operator s−1 the orthogonal projections onto hik of the roots from ∆
l
ik
are
moved into the sector labeled ∆
l−1
ik
on Figure 1, and each sector labeled by ∆
l
ik
, l = 0, . . . , Dk + 1 is moved
to the lower half plane by applying a large enough power of the operator s−1.
To establish the base of the induction we observe that using decompositions (2.25) one can immediately
deduce that both the l.h.s. and the r.h.s. of equation (2.23) belong to the dense subset Gik ⊂ Gik , and the
N ik−1–component of equation (2.23) with respect to decomposition (2.15) takes the form
s−1u0ik−1s = s
−1(n0ik−1)
−1s,
and hence n0ik−1 = (u
0
ik−1
)−1.
Now assume that elements nlik−1 , l = 0, . . . , p − 1, p ≤ Dk are uniquely defined. We show that
the component npik−1 can be found uniquely from equation (2.23). Indeed, consider the element mp =
n0ik−1n
1
ik−1
. . . np−1ik−1 . Multiplying equation (2.23) by the element m
−1
p from the left and by s
−1mps from the
right and conjugating the result by s−p we obtain
s−pm−1p nsik−1(ns)k−1zs
−1(u)k−1uik−1mps
p+1 =(2.29)
= s−pnpik−1 . . . n
Dk+1
ik−1
(n)k−1(n
′
s)k−1n
′
sik−1
zsps−p−1(n)−1k−1(n
Dk+1
ik−1
)−1 . . . (npik−1)
−1sp+1.
By the induction hypothesis the l.h.s. of (2.29) is uniquely expressed in terms of ns, z and u. Similarly to
the case l = 0 one can show that both the l.h.s. and the r.h.s. of equation (2.29) belong to the dense subset
Gik ⊂ Gik , and by the induction hypothesis and by properties (2.26) the N ik−1–component of equation
(2.29) with respect to decomposition (2.15) takes the form
xp = s
−p−1(npik−1)
−1sp+1,
where xp ∈ s
−p−1Npik−1s
p+1 = s−1N0ik−1s is expressed in terms of ns, z and u. Therefore n
p
ik−1
= sp+1x−1p s
−p−1.
If p = Dk + 1 then we rewrite equation (2.29) in the following form
s−Dk−1m−1p nsik−1 (ns)k−1zs
−1(u)k−1uik−1mps
Dk+1 =(2.30)
= s−Dk−1nDk+1ik−1 (n)k−1(n
′
s)k−1n
′
s
Dk+1
ik−1
sDk+1z(s−Dk−2(n)−1k−1s
Dk+2)vks
−Dk−2(nDk+1ik−1 )
−1sDk+2,
where vk = s
−Dk−1s−1(n)k−1sz
−1n′s
Dk
ik−1
zs−1(n)−1k−1ss
Dk+1. From the definition of the subgroups Npik−1 and
condition (2.5) it follows that the subgroupGik−1 normalizes each of the subgroupsN
p
ik−1
. Therefore recalling
that Z also normalizes each of the subgroups Npik−1 we deduce s
−1(n)k−1sz
−1n′s
Dk
ik−1
zs−1(n)−1k−1s ∈ N
Dk
ik−1
.
Now similarly to the case l = 0 one can show that both the l.h.s. and the r.h.s. of equation (2.30) belong to
the dense subset Gik ⊂ Gik , and by the induction hypothesis and by properties (2.26) the N ik−1–component
of equation (2.29) with respect to decomposition (2.15) takes the form
(2.31) xDk+1 = vks
−Dk−2(nDk+1ik−1 )
−1sDk+2,
where xDk+1 ∈ s
−1N0ik−1s is expressed in terms of ns, z and u.
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By definition the element n′s
Dk
ik−1
belongs to the unipotent subgroup NDks = Ns
⋂
NDkik−1 generated by
one–dimensional subgroups corresponding to roots from the set ∆Dks = s
−1(∆+)
⋂
∆
Dk
ik
. This subgroup
is normalized by Gik−1 since both Ns and N
Dk
ik−1
are normalized by Gik−1 by condition (2.5). Therefore
s−1(n)k−1sz
−1n′s
Dk
ik−1
zs−1(n)−1k−1s ∈ N
Dk
s , and vk ∈ s
−Dk−1NDks s
Dk+1. Recall also that the element nDk+1ik−1
belongs to the unipotent subgroup NDk+1ik−1 generated by one–dimensional subgroups corresponding to roots
from the set ∆
Dk+1
ik
= s−1(∆+)
⋂
∆
Dk+1
ik
.
Now consider the closed subset of roots s−1(∆
0
ik
) = ∆+
⋂
s−1(∆ik) ⊂ ∆+ and the corresponding unipo-
tent subgroup s−1N0ik−1s ⊂ N ik−1 . Observe that the closed subset of roots s
−1(∆
0
ik
) can be represented
as the following disjoint union s−1(∆
0
ik
) = s−Dk−1(∆Dks )
⋃
s−Dk−2(∆
Dk+1
ik
), and hence we have a unique
factorization
(2.32) s−1N0ik−1s = s
−Dk−1NDks s
Dk+1s−Dk−2NDk+1ik−1 s
Dk+2
Since in formula (2.31) vk ∈ s
−Dk−1NDks s
Dk+1 and s−Dk−2(nDk+1ik−1 )
−1sDk+2 ∈ s−Dk−2NDk+1ik−1 s
Dk+2 both vk
and s−Dk−2(nDk+1ik−1 )
−1sDk+2 can be uniquely defined in terms of the corresponding components of xDk+1,
xDk+1 = x
′
Dk+1
x′′Dk+1, x
′
Dk+1
∈ s−Dk−1NDks s
Dk+1, x′′Dk+1 ∈ s
−Dk−2NDk+1ik−1 s
Dk+2,
vk = x
′
Dk+1, s
−Dk−2(nDk+1ik−1 )
−1sDk+2 = x′′Dk+1,
and hence
n′s
Dk
ik−1
= zs−1(n)−1k−1ss
Dk+1x′Dk+1s
−Dk−1s−1(n)k−1sz
−1, nDk+1ik−1 = s
Dk+2x′′−1Dk+1s
−Dk−2.
Finally, one can uniquely compute the only remaining unknown n′s
Dk+1
ik−1
from equation (2.23) in a similar
way. This proves the induction step and concludes the proof of the theorem.

Remark 1. The particular choice of the normal representative s ∈ G for a Weyl group element s ∈ W
in the previous proposition is technically convenient but actually not important. Actually any representative
of s ∈ W in the normalizer of h in G is H–conjugate to an element from Zs, where s ∈ G is the normal
representative of s ∈W .
Now we can prove the main statement of this section.
Proposition 2. Under the conditions of Proposition 1 the variety NsZs
−1 ⊂ G is a transversal slice to the
set of conjugacy classes in G.
Proof. We have to show that the conjugation map
(2.33) γ : G×NsZs
−1 → G
has the surjective differential.
Note that the set of smooth points of map (2.33) is stable under the G–action by left translations on the
first factor of G ×NsZs
−1. Therefore it suffices to show that the differential of map (2.33) is surjective at
points (1, nszs
−1), ns ∈ Ns, z ∈ Z.
In terms of the right trivialization of the tangent bundle TG and the induced trivialization of T (NsZs
−1)
the differential of map (2.33) at points (1, nszs
−1) takes the form
dγ(1,nszs−1) : (x, (n,w))→ (Id−Ad(nszs
−1))x+ n+ w,(2.34)
x ∈ g ≃ T1(G), (n,w) ∈ ns + z ≃ Tnszs−1(NsZs
−1).
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In order to show that the image of map (2.34) coincides with Tnszs−1G ≃ g we shall need a direct
orthogonal, with respect to the Killing form, vector space decomposition of the Lie algebra g,
(2.35) g = n+ z+ n+ h⊥0 ,
where n is the nilradical of the parabolic subalgebra p opposite to p, and h⊥0 is the orthogonal complement
in h to Ch0.
We shall use the map α : N ×NsZs
−1 → NsZs
−1N introduced in Proposition 1. By definition α is the
restriction of the map γ to the subset N × NsZs
−1 ⊂ G × NsZs
−1. Observe that in terms of the right
trivialization of the tangent bundle TG the differential of the map α at points (1, nszs
−1) ∈ N ×NsZs
−1,
ns ∈ Ns, z ∈ Z is given by
dα(1,nszs−1) : (x, (n,w))→ (Id−Ad(nszs
−1))x + n+ w,(2.36)
x ∈ n ≃ T1(N), (n,w) ∈ ns + z ≃ Tnszs−1(NsZs
−1).
Recall that by Proposition 1 the conjugation map α : N × NsZs
−1 → NsZs
−1N is an isomorphism,
and hence its differential is an isomorphism of the corresponding tangent spaces at all points. Using the
right trivialization of the tangent bundle TG the tangent space Tnszs−1(NsZs
−1N) can be identified with
ns+ z+Ad(nszs
−1)n, Tnszs−1(NsZs
−1N) = ns+ z+Ad(nszs
−1)n. Therefore (2.36) and Proposition 1 imply
that
(2.37) (Id−Ad(nszs
−1))n+ ns + z = Ad(nszs
−1)n+ ns + z.
Now observe that by definition the subset (Id−Ad(nszs
−1))n ⊂ g is contained in the image of dα(1,nszs−1),
and by (2.37) the subset Ad(nszs
−1)n ⊂ g is also contained in the image of dα(1,nszs−1). Since n =
(Id − Ad(nszs
−1))n + Ad(nszs
−1)n, we deduce that n is contained in the image of dα(1,nszs−1), and hence
in the image of dγ(1,nszs−1),
(2.38) n ⊂ Im dγ(1,nszs−1).
Interchanging the roles N and N in Proposition 1 we immediately obtain that the conjugation map
α : N × s−1NsZ → Ns
−1NsZ, Ns = sNss
−1, is an isomorphism. Observe also that by definition the map α
is the restriction of γ to the subset N × s−1NsZ = N ×NsZs
−1 ⊂ G×NsZs
−1. Now using the differential
of the map α we immediately infer, similarly to inclusion (2.38), that
(2.39) n ⊂ Im dγ(1,nszs−1).
Now observe that since h normalizes n, and Z is a subgroup of L, which is, by definition, the centralizer
of h⊥0 , we have for any xh⊥
0
∈ h⊥0
(2.40)
(
(Id−Ad(nszs
−1))xh⊥
0
)
h⊥
0
= (Id−Ads−1)xh⊥
0
.
Since by definition the operator Ads−1 has no fixed points in the invariant subspace h⊥0 , from formula (2.40)
it follows that h⊥0 is contained in the image of (Id−Ad(nszs
−1)), and hence, by formula (2.34), in the image
of dγ(1,nszs−1). Recalling also inclusions (2.38) and (2.39) and taking into account the obvious inclusion
z ⊂ Im dγ(1,nszs−1) and decomposition (2.35) we deduce that the image of the map dγ(1,nszs−1) coincides
with g ≃ Tnszs−1G. Therefore the differential of the map γ is surjective at all points.

3. Subregular slices and simple singularities
Recall that the definition of transversal slices to adjoint orbits in a complex simple Lie algebra g and to
conjugacy classes in a complex simple algebraic group G given in [21] was motivated by the study of simple
singularities. Simple singularities appear in algebraic group theory as some singularities of the fibers of the
conjugation quotient map δG : G→ H/W generated by the inclusion C[H ]
W ≃ C[G]G →֒ C[G], where H is
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a maximal torus of G and W is the Weyl group of the pair (G,H). Some fibers of this map are singular, the
singularities correspond to irregular elements of G, and one can study these singularities by restricting δG
to certain transversal slices to conjugacy classes in G. Simple singularities can be identified with the help of
the following proposition proved in [21].
Proposition 3. ([21], Section 6.5) Let S be a transversal slice for the conjugation action of G on itself.
Assume that S has dimension r+2, where r is the rank of G. Then the fibers of the restriction of the adjoint
quotient map to S, δG : S → H/W , are normal surfaces with isolated singularities. A point x ∈ S is an
isolated singularity of such a fiber iff x is subregular in G, and S can be regarded as a deformation of this
singularity.
Moreover, if t ∈ H/W , and x ∈ S is a singular point of the fiber δ−1G (t), then x is a rational double
point of type h∆i for a suitable i ∈ {1, . . . ,m}, where ∆i are the components in the decomposition of the
Dynkin diagram ∆(t) of the centralizer ZG(t) of t in G, ∆(t) = ∆1 ∪ . . . ∪∆m. If ∆i is of type A, D or E
then h∆i = ∆i; otherwise h∆i is the homogeneous diagram of type A, D or E associated to ∆i by the rule
hBn = A2n−1, hCn = Dn+1, hF4 = E6, hG2 = D4.
Note that all simple singularities of types A, D and E were explicitly constructed in [21] using certain
special transversal slices in complex simple Lie algebras g and the adjoint quotient map δg : g → h/W
generated by the inclusion C[h]W ≃ C[g]G →֒ C[g], where h is a Cartan subalgebra of g and W is the
Weyl group of the pair (g, h). Below we give an alternative description of simple singularities in terms of
transversal slices in algebraic groups. In our construction we shall use the transversal slices defined in Section
2. The corresponding elements s ∈ W will be associated to subregular nilpotent elements e in g via the
Kazhdan–Lusztig map introduced in [12](recall that e ∈ g is subregular if the dimension of its centralizer in
g is equal to rank g+ 2). The Kazhdan–Lusztig map is a certain mapping from the set of nilpotent adjoint
orbits in g to the set of conjugacy classes in W . In this paper we do not need the definition of this map in
the general case. We shall only describe the values of this map on the subregular nilpotent adjoint orbits.
Lemma 4. Let g be a complex simple Lie algebra, b a Borel subalgebra of g containing a Cartan subalgebra
h ⊂ b. Let W be the Weyl group of the pair (g, h). Denote by Γ = {α1, . . . , αr}, r = rank g the corresponding
system of simple positive roots of g and by ∆ the root system of g. Fix a system of root vectors eα ∈ g, α ∈ ∆.
One can choose a representative e in the unique subregular nilpotent adjoint orbit of g and a representative
se in the conjugacy class in W , which corresponds to e under the Kazhdan–Lusztig map, as follows (below
we use the convention of [6] for the numbering of simple roots; for the exceptional lie algebras we give the
type of e according to classification [1] and the type of se according to classification [2]):
• Ar, g = slr+1,
e = eα1 + . . .+ eαr−1 ,
the class of se is the Coxeter class in a root subsystem Ar−1 ⊂ Ar, and all such subsystems are
W–conjugate,
se = sα1 . . . sαr−1 ;
• Br, g = so2r+1,
e = eα1 + . . .+ eαr−2 + eαr−1+αr + eαr ,
the class of se is the Coxeter class in a root subsystem Dr ⊂ Br, and all such subsystems are
W–conjugate,
se = sα1 . . . sαr−2sαr−1sαr−1+2αr ;
• Cr, g = sp2r,
e = eα1 + . . .+ eαr−2 + e2αr−1+αr + eαr ,
the class of se is the Coxeter class in a root subsystem Cr−1+A1 ⊂ Cr, and all such subsystems are
W–conjugate,
se = sα1 . . . sαr−2s2αr−1+αrsαr ;
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• Dr, g = so2r,
e = eα1 + . . .+ eαr−4 + eαr−3+αr−2 + eαr−2+αr−1 + eαr−1 + eαr ,
the class of se is the class D(a1),
se = sα1 . . . sαr−2sαr−1sαr−2+αr−1+αr ;
• E6, the type of e is E6(a1),
e = eα1 + eα2+α3 + eα4 + eα5 + eα3+α6 + eα6 ,
se has type E6(a1),
se = sα1sα2+α3sα4sα5sα3+α6sα6 ;
• E7, the type of e is E7(a1),
e = eα1 + eα2 + eα3+α4 + eα5 + eα6 + eα7 + eα4+α7 ,
se has type E7(a1),
se = sα1sα2sα3+α4sα5sα6sα7sα4+α7 ;
• E8, the type of e is E8(a1),
e = eα1 + eα2 + eα3 + eα4+α5 + eα5+α8 + eα6 + eα7 + eα8 ,
se has type E8(a1),
se = sα1sα2sα3sα4+α5sα5+α8sα6sα7sα8 ;
• F4, the type of e is F4(a1),
e = eα1 + eα2 + eα2+2α3 + eα3+α4 ,
se has type B4,
se = sα1sα2sα2+2α3sα3+α4 ;
• G2, the type of e is G2(a1),
e = e2α1+α2 + eα2 ,
se has type A2,
se = s3α1+α2sα2 .
Proof. For the classical Lie algebras this lemma follows from the formula for the dimension of the centralizer
z(e) of a nilpotent element e(see [9], Sect. 3.1–3.2). The values of the Kazhdan-Lusztig map for classical Lie
algebras are calculated in [22].
For the exceptional Lie algebras of types E6, E7 and E8 the subregular nilpotent elements are also semireg-
ular, and they are described explicitly in [6]. For the exceptional Lie algebras of types F4 and G2 the subreg-
ular nilpotent elements can be easily found using the tables of the dimensions of the centralizers of nilpotent
elements given in [6] and the classification of nilpotent elements [1]. The values of the Kazhdan–Lusztig map
for exceptional Lie algebras were calculated in [23]. The table of values given in [23] is not complete. But in
all cases one can find the value of the Kazhdan–Lusztig map on the subregular nilpotent orbit. Note that
for the semiregular elements the Kazhdan–Lusztig map has a very simple form,
∑
α∈∆ eα 7→
∏
α∈∆ sα (see
[2, 4]).

Now using elements se defined in Lemma 4 and Proposition 2 we construct transversal slices to conjugacy
classes in the algebraic group G. We start by fixing appropriate elements hi ∈ hi, where hi are the two–
dimensional se–invariant subspaces arising in decomposition (2.1), and se acts on hi as rotation with angle
θi =
2pi
mi
≤ π, mi ∈ N, or as the reflection with respect to the origin (which also can be regarded as rotation
with angle π). We consider all cases listed in Lemma 4 separately.
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(1) Ar
Let hmin be the unique two–dimensional plane on which se acts as rotation with the minimal
among of all θi, i = 1, . . . ,K angle θmin =
2pi
r
. Order the terms in (2.1) in such a way that hmin is
labeled by the maximal index. One checks straightforwardly that ∆min = ∆ and that for any choice
hmin ∈ hmin as in Section 2 the length l(se) of se with respect to the corresponding system of simple
positive roots is r + 1, l(se) = r + 1. Note that in this case h0 is one dimensional, h0 = Rωr, where
ωr is the fundamental weight corresponding to αr.
(2) Br
Let hmin be the unique two–dimensional plane on which se acts as rotation with the minimal
among of all θi, i = 1, . . . ,K angle θmin =
pi
r−1 , and h1 = Rα
∨
r . The Weyl group element se acts on
h1 as reflection with respect to the origin. Order the terms in (2.1) in such a way that hmin is labeled
by the maximal index. One checks straightforwardly that ∆min = ∆ \ {αr,−αr}, ∆1 = {αr,−αr},
∆ = ∆min
⋃
∆1 and that for any choice hmin ∈ hmin and h1 ∈ h1 as in Section 2 the length l(se)
of se with respect to the corresponding system of simple positive roots is r + 2, l(se) = r + 2. Note
that in this case h0 = 0.
(3) Cr
Let hmin be the unique two–dimensional plane on which se acts as rotation with the minimal
among of all θi, i = 1, . . . ,K angle θmin =
pi
r−1 , and h1 = Rα
∨
r . The Weyl group element se acts on
h1 as reflection with respect to the origin. Order the terms in (2.1) in such a way that hmin is labeled
by the maximal index. One checks straightforwardly that ∆min = ∆ \ {αr,−αr}, ∆1 = {αr,−αr},
∆ = ∆min
⋃
∆1 and that for any choice hmin ∈ hmin and h1 ∈ h1 as in Section 2 the length l(se)
of se with respect to the corresponding system of simple positive roots is r + 2, l(se) = r + 2. Note
that in this case h0 = 0.
(4) Dr
A root subsystem Dr−2 + D2 ⊂ Dr is invariant under the action of se, and se acts on Dr−2
(D2) as a Coxeter element of Dr−1 ⊃ Dr−2 (D3 ⊃ D2), respectively, with respect to the natural
inclusions. Let hmin be the unique two–dimensional plane in the Cartan subalgebra corresponding
to the root subsystem Dr−2 on which se acts as rotation with the angle θmin =
pi
r−2 , and let h1 be
the unique two–dimensional plane in the Cartan subalgebra corresponding to the root subsystem D2
on which se acts as rotation with the angle θ1 =
pi
2 . Order the terms in (2.1) in such a way that
hmin is labeled by the maximal index. One checks straightforwardly that ∆min = ∆ \D2, ∆1 = D2,
∆ = ∆min
⋃
∆1 and that for any choice hmin ∈ hmin and h1 ∈ h1 as in Section 2 the length l(se)
of se with respect to the corresponding system of simple positive roots is r + 2, l(se) = r + 2. Note
that in this case h0 = 0.
(5) E6, E7, E8, G2
Let hmin be the unique two–dimensional plane on which se acts as rotation with the minimal
among of all θi, i = 1, . . . ,K angle θmin, θmin =
2pi
9 for E6, θmin =
pi
7 for E7, θmin =
pi
12 for E8,
θmin =
pi
3 for G2. Order the terms in (2.1) in such a way that hmin is labeled by the maximal index.
One checks straightforwardly that ∆min = ∆ and that for any choice hmin ∈ hmin as in Section
2 the length l(se) of se with respect to the corresponding system of simple positive roots is r + 2,
l(se) = r + 2. Note that in this case h0 = 0.
(6) F4
The multiplicity of the eigenvalue e
pii
3 of se with the minimal possible argument is 2. Therefore
there are infinitely many two–dimensional planes in hR on which se acts as rotation with angle
θmin =
pi
3 . It turns out that one can choose a two–dimensional plane hmin ⊂ hR on which se acts
as rotation with angle θmin =
pi
3 and which is not orthogonal to any root. Order the terms in (2.1)
in such a way that hmin is labeled by the maximal index. Then ∆min = ∆ and for any choice
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hmin ∈ hmin and h1 ∈ h1 as in Section 2 the length l(se) of se with respect to the corresponding
system of simple positive roots is r + 2, l(se) = r + 2. Note that in this case h0 = 0.
Remark 2. Note that in all cases 1-6 considered above the parabolic subalgebra p associated to se with the
help of the corresponding element h¯0 is a Borel subalgebra.
The following proposition follows straightforwardly from Propositions 1 and 2.
Proposition 5. Let G be a complex simple algebraic group with Lie algebra g, H is a maximal torus of G, h
the Cartan subalgebra in g corresponding to H. Let e be the subregular nilpotent element in g defined in the
previous lemma and se the element of the Weyl group of the pair (g, h) associated to e in Lemma 4. Denote
by s ∈ G the normal representative of se in G constructed in Section 2. Denote by b the Borel subalgebra of
g associated to se in Remark 2. Let B be the Borel subgroup of G corresponding to the Borel subalgebra b,
N the unipotent radical of B, B the opposite Borel subgroup in G, N the unipotent radical of B.
Then the variety NsZs
−1, where Z = {z ∈ H | szs−1 = z}, Ns = {n ∈ N | sns
−1 ∈ N}, is a
transversal slice to the set of conjugacy classes in G and the conjugation map N ×NsZs
−1 → NZs−1N is
an isomorphism of varieties. The slice NsZs
−1 has dimension r + 2, r = rank g.
An immediate corollary of the last proposition and of Proposition 3 is the following construction of simple
singularities in terms of the conjugation quotient map.
Proposition 6. Let G be a complex simple algebraic group with Lie algebra g, H is a maximal torus of G,
h the Cartan subalgebra in g corresponding to H. Let e be the subregular nilpotent element in g defined in
the Lemma 4 and se the element of the Weyl group of the pair (g, h) associated to e in Lemma 4. Denote by
s ∈ G the representative of se in G constructed in Section 2. Let b be the Borel subalgebra of g associated
to se in Remark 2. Denote by B the Borel subgroup of G corresponding to the Borel subalgebra b, and by
N the unipotent radical of B. Let B be the opposite Borel subgroup in G, N the unipotent radical of B
Z = {z ∈ H | szs−1 = z} and Ns = {n ∈ N | sns
−1 ∈ N}.
Then fibers of the restriction of δG : G→ G/H to NsZs
−1 are normal surfaces with isolated singularities.
A point x ∈ NsZs
−1 is an isolated singularity of such a fiber iff x is subregular in G.
Moreover, if t ∈ H/W , and x ∈ NsZs
−1 is a singular point of the fiber δ−1G (t), then x is a rational double
point of type h∆i for a suitable i ∈ {1, . . . ,m}, where ∆i are the components in the decomposition of the
Dynkin diagram ∆(t) of the centralizer ZG(t) of t in G, ∆(t) = ∆1 ∪ . . . ∪∆m. If ∆i is of type A, D or E
then h∆i = ∆i; otherwise h∆i is the homogeneous diagram of type A, D or E associated to ∆i by the rule
hBn = A2n−1, hCn = Dn+1, hF4 = E6, hG2 = D4.
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