ABSTRACT In this paper, for the heterogeneous cellular networks (HCNs) with non-orthogonal multiple access (NOMA), we mainly concentrate on the design of green base station (BS) assignment integrating with power allocation. Note that the power allocation is mainly used for mitigating network interference and reducing energy consumption. To attain the goal of green communications, we take account of an optimization problem with maximizing the whole energy efficiency under users' signal-to-interference-plusnoise ratio (SINR) constraints, where such efficiency represents the ratio of the total throughput of users to the total power consumption of BSs selected by them. To solve the finally formulated problem in a nonconvex and nonlinear form, we first introduce an auxiliary parameter to convert it into a tractable one whose optimal solution can be found by employing an effective iterative algorithm. After that, the whole problem, being in a coupling form, can be broken into the BS assignment and power allocation subproblems that can be optimized alternately. To solve the former, a type of highly effective algorithm is designed according to a coalitional game. In addition, an approach based on a two-sided scalable (2.s.s.) function is developed for the latter. Then, we reveal the properties of these proposed algorithms, including computation complexity and convergence. In the simulation, we mainly investigate the impacts of densities of small BSs and users on the different performance indices of the designed and existing algorithms.
I. INTRODUCTION
To meet the rapid growth of wireless data traffic, fueled by the proliferation of mobile internet services and Internet of things (IoT), heterogeneous cellular networks (HCNs) have been emerging as a promising and scalable solution. Such a networking topology deploys many different types of lowpower base stations (BSs) into a macro-cellular network, which is beneficial to the improvement of spectrum and energy efficiencies [1] , [2] .
The associate editor coordinating the review of this manuscript and approving it for publication was Fuhui Zhou. However, triggered by the popularization of various wireless services, a huge number of devices may need to be connected to future wireless networks. It may mean an unprecedented surge in the global energy consumption. In addition, another key topic is how to effectively support so many mobile terminals under the limited resources. As a potential alternative to the orthogonal multiple access (OMA) techniques for fifth-generation (5G) communication systems, the non-orthogonal multiple access (NOMA) technique with successive interference cancellation (SIC), utilizing nonorthogonal resource allocation in the power domain, has been widely investigated in the literature [3] - [5] . In fact, such a technique can serve multiple users on the same timefrequency resource block simultaneously, and mitigate the co-channel interference. Certainly, NOMA can also provide the massive connectivity, reduce the transmission latency, and improve the spectral and energy efficiencies [6] , [7] .
The BS assignment (user association), selecting one BS for users to maximize some certain performance metric (e.g. spectral efficiency, energy efficiency [8] , computation workload, energy consumption, etc.) of interest, has been actively studied in HCNs [9] . However, when the NOMA technique is integrated into this framework, such a type of work may become highly intricate and difficult due to the coupling assignment indices and nonlinear optimization objectives. In other words, the BS assignment in NOMA-enabled HCNs should be an open and challenging topic.
A recent study shows that the energy consumption in the field of information and communication technologies (ICTs) already occupies the almost 10% of world's total energy consumption [10] . Moreover, the high carbon emission, caused by the ICT energy consumption, has an extremely negative effect on the environment. In view of this, some greener solutions (BS assignments) should be developed to enhance the network energy efficiency.
Next, we will recall some prior works on the energyefficient BS assignment in HCNs, especially in NOMAenabled HCNs.
A. RELATED WORK
To cope with dramatically growing energy consumption caused by the rapid development of ICTs, and finally achieve the goal of low-cost and green communications, the designed BS assignment schemes often integrate the power control, power allocation, BS operation (cell activation) and/or beamforming into the energy efficiency optimization. Indeed, such these techniques can mitigate the network interference and reduce the power consumption at the same time. According to the difference among some performance metrics that the designers are interested in, the existing efforts on energyefficient BS assignment can be roughly classified into four types as follows.
In the first type, the power (energy) consumption minimization is advocated by many designers. These ones often perform the BS assignment to minimize total uplink and/or downlink power consumption while maintaining users' QoS (quality-of-service) requirements. In [11] , a type of BS assignment, jointly considering the cell activation and multipattern resource allocation, was designed to minimize the total downlink power consumption. In [12] , a BS assignment with cell activation was developed to minimize the loaddependent power consumption of all BSs. In [13] , the joint optimization of BS operation, subcarrier assignment, power allocation and user association was considered to minimize the average power consumption of all BSs under a stochastic optimization framework. In [14] , a BS assignment, combining with BS switching, bandwidth allocation and power allocation, was proposed to achieve the goal of minimizing downlink power consumption under some QoS constraints. In [15] , the designers performed a BS assignment to minimize the downlink power consumption under the maximum ratio transmission (MRT) or zero forcing (ZF) precoding. In [16] , another beamforming-based BS assignment was advocated to minimize the uplink and downlink power consumption. However, the designers in [17] revealed that the beamforming may be unreasonably used for the BS assignment. The reason for this is that the former takes place at a fairly short time scale and employs a fast-fading channel, but the latter utilizes a longer time scale and occupies a slow-fading channel.
In the second type, the weighted sum of individual energy efficiencies or the sum of their utilities is maximized under users' QoS requirements, where the individual energy efficiency denotes the ratio of user's data rate to the power consumed by this user in the uplink; or the one of BS's throughput to the power consumed by this BS in the downlink. In addition, some designers thought that the individual energy efficiency also represents the ratio of user's data rate to the power consumption of some BS selected by this user. In [18] , the users were encouraged to utilize multiple BSs simultaneously, and finally maximized the weighted sum energy efficiency in the downlink. However, the multiple BS association may not be well implemented in the real system. In [19] , the designers developed a two-layer iterative algorithm for the BS assignment to maximize the weighted sum energy efficiency in the downlink. In [20] , the uplink energy efficiency optimization, integrating with the BS assignment, power control, channel allocation and transmission mode selection, was concentrated for HCNs. Unlike [18] - [20] , other designers in [21] - [23] tried to maximize the sum of individual utilities of energy efficiencies for the uplink and/or downlink. Surprisingly, another type of BS assignment in [24] was presented to maximize the sum ratio of rate utility to the net power consumption. In fact, it can certainly optimize the sum of individual energy efficiencies under guaranteeing users' fairness.
In the third type, the whole energy efficiency has been the center of attention in the design of BS assignment, which was defined as the ratio of total throughput of all users to their power consumption in the uplink, or the one of total throughput of all BSs to the power consumed by these BSs. In [25] , an energy-efficient BS assignment that considered the power control was put forward to optimize the whole energy efficiency in the downlink. In [26] , other designers also minimized the whole energy efficiency for the downlink, but they introduced the backhaul energy consumption.
In the last type, some hybrid performance metrics for energy-efficient BS assignments have received increasing attention. Such a type of BS assignments may try to achieve a tradeoff between two conflicting performance metrics, or enhance the system performance by jointly optimizing multiple metrics. In [27] , the designers jointly performed the dynamic BS operation and BS assignment to achieve an energy-delay tradeoff. In [28] , the joint optimization of BS assignment and power control was used for finding a tradeoff between energy and spectrum efficiencies. Based on [28] , the designers in [29] further considered the resource allocation. In [30] , a problem of joint BS assignment, resource allocation and interference mitigation was put forward, which tried to find a tradeoff between system throughput and energy consumption. In addition, Qian et al. in [31] also investigated such a tradeoff under the power allocation according to Bender's decomposition.
It is noteworthy that the most of aforementioned works take place in HCNs, and they hardly refer to the NOMA framework. So far, the energy-efficient BS assignments have been extensively explored in HCNs, but the design of them is relatively scarce in NOMA-enabled HCNs. As a simple example, Wang et al. in [32] designed the BS assignment to achieve a goal of throughput maximization for NOMA-enabled multiple access networks with two users. In [33] , Qian et al. designed a dynamic BS assignment with power allocation to maximize the network throughput for NOMA-enabled vehicle-to-small-cell networks. In [34] , Qian et al. also developed a BS assignment with power control to achieve a tradeoff between power consumption and rate utility for uplink NOMA-enabled small-cell networks. Under the hybrid energy supply, Xu et al. in [35] performed joint BS assignment and power allocation to optimize the whole energy efficiency for downlink NOMA-enabled HCNs. For the uplink hybrid NOMA-OMA, the designers in [36] took account of joint user association and power allocation to maximize the sum of individual energy efficiencies. In addition, other designers in [37] tried to performed the BS assignment and resource allocation for unified NOMA-enabled heterogeneous ultra-dense networks.
Unlike the aforementioned works, we mainly concentrate on the optimization of BS assignment and power allocation to maximize the whole energy efficiency for NOMA-enabled HCNs. Although such a type of performance metric has been considered in the literature, most of them are applied in HCNs without NOMA. Certainly, in NOMA-enabled HCNs, our algorithm designed for a BS assignment subproblem is also different from the one in [35] . In fact, the latter seems to be unreasonable since users' data rates are dependent on the BS assignment in it.
B. CONTRIBUTIONS AND ORGANIZATION
The main goal of this paper is to investigate an optimization problem with maximizing the whole energy efficiency for NOMA-enabled HCNs, which jointly considers the BS assignment and power allocation under users' QoS requirements. That is an open and challenging topic in such a relatively new paradigm. In addition, the finally formulated problem is highly complicated since it is in a non-convex fractional form. To solve it, we introduce an energy efficiency parameter to convert it into a tractable form, and finally design a feasible iterative algorithm. The main contributions of this paper can be summarized as follows:
The design of BS assignment in a relatively new framework. So far, a fairly few of efforts have been made to the design of BS assignment in NOMA-enabled HCNs, and some of them may be unreasonable due to the lack of power order constraints in the BS assignment and/or power optimization. In this paper, we will concentrate on a more reasonable BS assignment for such a new framework.
The joint BS assignment and power allocation designed for maximizing the whole energy efficiency. Such a type of BS assignment problem is in a non-convex fractional form and hard to tackle. To solve it, we introduce an energy efficiency parameter to convert it into a tractable form. In it, the optimization variables are in a coupling form, we need to design an algorithm to alternately optimize the BS assignment and power allocation subproblems. In fact, the former can be easily tackled using a designed algorithm based on a coalition game, and the latter can be solved by an approach based on a two-sided scalable (2.s.s.) function.
The convergence and computation complexity analyses. We give some detailed convergence analyses for the iterative loops used for finding the optimal energy efficiency parameter, BS assignment indices and power allocation. In addition, we also give some computation complexity analyses for the algorithms, and give some reasonable operations to enhance the executive efficiencies of these algorithms.
Numerical evaluation and analyses. We numerically evaluate the performance gains of existing and designed algorithms, and investigate the impacts of different network parameters on them. As for the simulation results, we give some deep insights and explanations. At last, we demonstrate the convergence of these algorithms.
The rest of this paper is organized as follows. In Section II, a clear system model of NOMA-enabled HCNs is described. In Section III, we consider the formulation and reformulation of joint BS assignment and power allocation problem, which maximizes the whole energy efficiency. In Section IV, we design some effective iterative algorithms to solve the formulated and reformulated problems, and give some detailed convergence and computation complexity analyses for them. In Section V, we give some numerical evaluation and analyses for the existing and designed algorithms. In Section VI, some further discussions and conclusions are made.
Notations: Any uppercase boldface letter (e.g., P) denotes a matrix, and any lowercase one (e.g., p) denotes a vector; U m U n represents the union of sets U m and U n , and U m U n represents the intersection of them; |z| is the absolute value of z, and E [z] denotes its expectation; [z] macro BSs (MBSs) and users respectively. In such a model, BSs allocate different power levels for their associated users according to the channel conditions, and each user is equipped with a SIC receiver. In general, the power allocated for a user is lower if its channel condition is better. As shown in Fig. 1 , we assume that the channel qualities of users associated with some BS has been sorted in a descending order. That is to say, the user 1 associated with PBS has the best channel condition and lowest power allocation, but the associated user n of this PBS is in a contrary case. At user 1, the signals for other users with higher power allocation will be firstly detected and subtracted from the received signal by applying SIC, and then the desired signal of itself can be attained. When user n detects its own signal, the signals for other users will be treated as noise.
According to the NOMA techniques in [38] , [39] , the signal received by user k associated with BS n is given by
where s nk is the normalized symbol with E |s nk | 2 = 1 transmitted by BS n for its served user k; p nk denotes the power allocated by BS n for its user k; ϑ n is the additive white Gaussian noise, and its power spectrum density is equal to σ 2 n ; x nk ∈ {0, 1} denotes a binary BS assignment indicator that can just be 1 or 0, indicating whether the user k is associated with BS n; h nk represents the channel gain between user k and BS n; I nk and J nk represent the intra-cell and inter-cell interferences received by k at BS n respectively.
In a NOMA-enabled system, the users often utilize the SIC techniques to cancel the intra-cell interference from the stronger users' data signals. Assume that there are k n (k n ≤ K ) users served by BS n on the same time-frequency band simultaneously, the corresponding channel gains should be ordered as
where k n represents the k-th user associated with BS n; k n ∈ U n , and U n is the set of users selected by BS n from K. It is noteworthy that k n and k are not the same thing. According the principle of multi-cell NOMA in [38] , the power allocated by BS n for its associated users needs to satisfy
wherep n represents the maximal allowed transmit power of BS n; the first line shows the power order constraint, and the second one gives the total power is allowed to be allocated to the associated users.
After SIC, the data rate of user k-th at BS n can be given by r nk n = Wlog 2 1 + nk n , where W denotes the system bandwidth; the signal-to-interference-plus-noise ratio (SINR) nk n can be written as
where V k n denotes a set of the first k −1 users sorted according to the rule (2); U n = |U n |; N m=1,m =n h mk n 2 i∈U m p mi represents the inter-cell interference; h nk n 2 i∈V k n p ni is the remaining intra-cell interference after SIC, and it should be non-existent if k = 1.
To proceed, we give the following definitions. Definition 1: The whole energy efficiency is defined as the ratio of total throughput of all BSs to their power consumption. Mathematically, it can be given by
where p c n represents the constant (circuit) power consumption of BS n; a n denotes the coefficient of power amplifier of BS n.
Definition 2 [40] : χ (P) = χ nk n (P) , ∀n ∈ N , k n ∈ U n is a two-sided scalable (2.s.s.) function with respect to P = p nk n , ∀n ∈ N , k n ∈ U n if for any constant c > 1 and anỹ P = p nk n , ∀n ∈ N , k n ∈ U n satisfying (1/c) P P cP, we have c −1 χ nk n (P) ≤ χ nk n P ≤ cχ nk n (P) for any n ∈ N and k n ∈ U n . VOLUME 7, 2019 To achieve the goal of green communications, we will try to design one type of energy-efficient BS assignment in the following sections.
III. PROBLEM FORMULATION AND REFORMULATION
In this paper, we jointly consider the BS assignment and power allocation for NOMA-enabled HCNs, maximizing the whole energy efficiency under users' QoS requirements. For the simplicity, such a scheme represents BA-WEE. Mathematically, it can be formulated as
where P = {p nk , ∀n ∈ N , ∀k ∈ K}; φ denotes an empty set; the first constraint guarantees the single association for any user; the second one shows that the total power allocated by some BS for its associated users cannot exceed the maximal available power of itself; the third constraint indicates the power order, which is used for SIC but often omitted in the existing works [41] ; the allocated power for associated users should be greater than or equal to 0, but the one for other users should be 0, which are revealed in the third, fourth and fifth constraints; the sixth constraint shows that all coalitions consist of a user partition S; the seventh one supports users' minimal SINR requirements. Significantly, the third constraint is considered for U n ≥ 2, and the fourth constraint is used for U n = 1. In addition, the third constraint (i.e., power order constraint) is in accord with (3) . As revealed in the aforementioned system model, the signals for other users with higher power allocation should be firstly detected and subtracted from the received signal by applying SIC, and then the desired signal of itself can be attained. When some user with highest power allocation detects its own signal, the signals for other users will be treated as noise.
It is easy to find that the formulated problem is in a nonlinear form, P and S in it are also coupling. Such these factors finally result in a non-convex optimization for the formulated problem. To solve it, we need to consider a transformation between nonlinear and linear forms by exploiting the relationship between parametric and fractional programming.
To this end, we introduce an auxiliary energy efficiency parameter κ * to convert it into a tractable form:
Theorem 1 (Problem Equivalence): κ * can be achieved if and only if
where D represents the feasible domain of P1.
Proof: Please see the Appendix A. K Theorem 1 shows the problem P1 is equivalent to the problem P2 if an optimal value κ * can be found. Although we cannot achieve its closed-form solution, there are two types of promising methods used for finding its feasible solution. In the first type, a bisection method can be utilized to search such a solution in the feasible domain [42] . In another type, an iterative algorithm can be used to update κ while ensuring that the corresponding solution {P, S} is still in D for each iteration [43] . Considering that the performance of the first type is closely related to lower and upper bounds of κ, but the tight bounds cannot be easily found, we mainly focus on the second type in this paper.
To solve the reformulated problem P2, we define an equivalent function F (κ) = max P,S∈D {E 1 (P, S) − κE 2 (P, S)}, which has the following properties [42] , [43] .
Lemma 1: For all feasible P, S and κ, F (κ) is a strictly monotonic decreasing function with respect to κ and F (κ) ≥ 0.
Proof: Please see the Appendix B. K In addition, it is easy to find that the function F (κ) should be continuous but non-differentiable since the feasible domain of S is a discrete and finite set consisting of all possible user partitions.
Although the optimal κ can be found using an iterative algorithm, the problem P2 is also in a complicated form since the optimized variables P and S are coupling. As a common approach, the alternating optimization may be a good option for solving the problem P2. According to its principle, the problem P2 should be cut into BS assignment and power allocation subproblems, whose equivalent forms are given as follows.
P4 : max
After the optimization problems are formulated and reformulated, the next main task is to design some effective algorithms to solve them. 5: Perform the RSRP-based BS assignment to achieve initial S t 2 . 6: Perform the equal power allocation for the selected users in S t 2 to achieve initial P t 2 . 7: Repeat(Inner Loop): 8:
Solve the problem P3 to achieve S t 2 using the BS assignment subbalgorithm. 9:
Solve the problem P4 to achieve P t 2 using the power allocation subalgorithm. 10:
Update the iteration index t 2 : t 2 = t 2 + 1. 11: Until P and S converge or t 2 = T 2 12: Update the energy efficiency parameter: κ t+1 = E 1( P t ,S t ) E 2 (P t ,S t ) . 13: Update the iteration index t 1 : t 1 = t 1 + 1. 14: Until κ converges or t 1 = T 1 .
IV. ALGORITHM DESIGN AND ANALYSIS

A. THE WHOLE ALGORITHM
First, we concentrate on the finding of optimal κ. To this end, we utilize the second type of method mentioned above. The detailed process for updating κ is shown in Algorithm 1, where the initial S is attained by performing a BS assignment based on RSRP (reference signal receiving power) [44] under the power limitation. In it, the step 2 sets the initial power for users under users' SINR thresholds, and the step 6 reinitializes the power for the associated users to meet the power order constraints.
To show the convergence of Algorithm 1 (Outer Loop), we first need to achieve the following results.
Theorem 2: Assume that P t , S t is the maximizer of P2 for the energy efficiency parameter κ t at the t-th iteration. If κ t+1 = E 1 P t , S t /E 2 P t , S t is used for updating κ at the (t + 1) -th iteration, then κ t is monotonically increasing in terms of t.
Proof: Please see the Appendix C. K Now, we know that κ t is monotonically increasing with respect to t. Under this condition, we can easily achieve the following result.
Lemma 2: Algorithm 1 (Outer Loop) converges after a few of iterations.
Proof: Please see the Appendix D. K Next, we will focus on the algorithm design for solving the BS assignment subproblem P3. If V (T ) > V, then 10:
11:
ElseIf V (T ) > V, then 12:
Set S t = T with the probability Pr = e ε t V(T )−V .
13: EndIf 14: EndIf 15: Update the iteration index t: t = t + 1. 16: Update the temperature ε: ε t = log (t + 1). 17:Until t = T 3 .
B. THE BS ASSIGNMENT SUBALGORITHM
To solve the BS assignment subproblem P3, we design an feasible algorithm according to the coalitional game [45] - [47] . To this end, we first define the total utility as V (S) = N n=1 U n k=1 r nk n − κp nk n under some user partition S, and then provide some detailed procedures in Algorithm 2.
In Algorithm 2, the step 5 establishes two temporal coalitions M 1 and M 2 through exchanging the users i and j VOLUME 7, 2019 between U m and U n ; the step 7 establishes a temporal user partition T ; the step 8 judges whether the power order, SINR and power constraints are met or not. The steps 9-13 show that the current partition S t takes T if the total utility achieved for T is greater than the maximal one of previous feasible iterations, and it happens with the probability Pr = e ε t V(T )−V otherwise. In fact, the latter operation can encourage the designed algorithm to fully search the space of S.
The convergence of Algorithm 2 can be established as follows.
Theorem 3: Algorithm 2 is convergent after a large number of iterations.
Proof: As illustrated in Algorithm 2, the step 12 may let the user partition be transformed to a worse case in some probability. However, such a probability decreases with the number of iterations. When T 3 is large enough, the step 12 is hardly performed. At this time, according to the steps 9-10 of Algorithm 2, we know that the maximum utility may be always increased. That is to say, Algorithm 2 is finally convergent after a large number of iterations. K
In the following section, we will concentrate on the algorithm design for solving the power allocation subproblem P4.
C. THE POWER ALLOCATION SUBALGORITHM
To solve the power allocation subproblem P4, we will design an iterative algorithm using a promising approach based on 2.s.s. function. For this purpose, we first take account of some necessary operations, e.g., log 2 (1 + nk ) ≈ log 2 ( nk ), q nk = log p nk and γ k = log τ k . Then, the problem P4 can be converted into
where α = W/log 2.
It is noteworthy that h nk n 2 i∈V k n p ni should be non-existent if k = 1. In addition, the problem P5 is also in a convex form.
We introduce the Lagrange multiplier µ = {µ n , ∀n ∈ N } for the first constraint of P5, ν = ν nk n , ∀n ∈ N , ∀k n ∈ U n for the second one of P5 and λ = λ nk n , ∀n ∈ N , ∀k n ∈ U n for the third one of P5, and then can achieve the following Lagrange function with respect to these constraints. (13) We assume ψ (Q) = N n=1 U n −1 k=1 ν nk n q n(k+1) n − q nk n , and then have
In addition, we let ϕ (Q) = N n=1 U n k=1 α + λ nk n log ϒ nk n (Q), and then have
where We let ∂L (Q)/∂q nk n = 0, and then have
where
According to the principle of box-constrained projection in [48] , the power update rule (19) can be equivalent to
whereC n P t = κa n + µ n + C n P t ;
According to the mentioned principle of box-constrained projection, the Lagrange multiplier λ nk n for any BS n ∈ N and its associated user k n ∈ U n can be updated by
the Lagrange multiplier µ n for any BS n ∈ N can be updated by
and the Lagrange multiplier ν nk n for any BS n ∈ N under 1 ≤ k ≤ U n − 1 and U n ≥ 2 can be updated by
where ξ 1 , ξ 2 and ξ 3 represent small enough stepsizes. Now, the detailed procedure for solving the problem P5 can be given in Algorithm 3.
Algorithm 3
The Power Allocation Subalgorithm 1: Initialization: Let t = 0; Set λ t , µ t , ν t and T 4 . 2: Repeat(Main Loop): 3: Update the power P t using (20) . 4: Update λ t , µ t and ν t using (24), (25) and (26) respectively. 5: Update the iteration index t: t = t + 1. 6: Until P converges or t = T 4 .
In the simulation, we find that Algorithm 3 can converge after a few of iterations. Theoretically, the convergence of Algorithm 3 has been established as follows.
Theorem 4: The Algorithm 3 converges to a unique fixed point.
Proof: Please see the Appendix E. K Next, we will give the corresponding computation complexity analyses for these designed algorithms.
D. COMPLEXITY ANALYSIS
In Algorithm 2, the computation complexity is heavily dependent on the calculation of total utility V (T ) that refers to the one of users' SINRs. Evidently, nk n at k-th user associated with BS n provides a complexity of O (max {k − 1, N m=1,m =n U m , and all users should occupy a complexity
After T 3 iterations, Algorithm 2 has a complexity of
In Algorithm 3, the main computation complexity is closely related to the step 3. It is noteworthy that B su (P) can be calculated before calculating C n (P) and D nk (P). Such an operation has a complexity of O (max {u − 1, N m=1,m =s U m . Then, the computation complexity of
The computation complexity of
At last, the one of step 3 is O (max
After T 4 iterations, Algorithm 3 has a complexity of
Consequently, Algorithm 1 can finally achieve a complex-
Note that U n for any BS n is often very small, especially in ultra-dense networks that may encourage any small BS to support only one user. In addition, we find that the inner loop of Algorithm 1 has converged after one iteration in the simulation, and the outer loop of Algorithm 1 can converge after a very few of iterations. In general, the designed algorithm can be well implemented in a real system, especially in a ultra-dense paradigm.
V. PERFORMANCE EVALUATION
Without loss of generality, we take account of NOMAenabled two-tier HCNs consisting of MBSs and PBSs. The setting of essential parameters can be found in TABLE 1, where the inter-site distance represents the one between two MBSs; d nk denotes the distance between BS n and user k in kilometers. In the simulation, we introduce another existing BS assignment with equal power allocation for comparison, which is named as BA-RSRP [26] . It is noteworthy that the result of such a BS assignment is used for initializing the optimization variables of the designed algorithm (i.e., BA-MWEE). Fig. 2 shows the impacts of ρ u (the density/number of users at each macrocell/MBS) on the average and total throughput of users in different BS assignments. In Fig. 2 (a) , the average throughput of associated users may decrease with ρ u due to the stronger and stronger intra-cell interference. However, in Fig. 2 (b) , the total throughput of these users may increase with ρ u since more and more users are served. In general, BA-MWEE achieves the better performance than BA-RSRP. The reason for this may be that the former performs the power optimization under users' QoS constraints, but the latter just considers the equal power allocation. Such different treatments may result in a case that the former may provide a lower intra-cell interference level than the latter after SIC. Fig. 3 shows the impacts of ρ b (the density/number of PBSs at each macrocell) on the average and total throughput of users in different BS assignments. In Fig. 3 , the average and total throughput of associated users may increase with ρ b since more dense PBSs shorten the distance between users and BSs. In general, BA-MWEE may have the higher throughput than BA-RSRP because of the facts mentioned above. Fig. 4 (a) shows the impacts of ρ u on the supported ratio for different BS assignments, and Fig. 4 (b) shows the impacts of ρ b on this ratio, where the supported ratio represents a ratio of the number of special users to the one of all users; the special users refer to some ones whose SINRs are greater than 53026 VOLUME 7, 2019 or equal to their thresholds. Since the increased density of users causes more and more stronger intra-cell interference, the supported ratio may decrease with ρ u . However, the supported ratio may increase with ρ b because of the shortened distance between users and BSs. In addition, BA-MWEE may have a higher supported ratio than BA-RSRP because of the power and minimal SINR treatments. Specifically, the former considers the power optimization and BS assignment under some SINR constraints, but the latter considers the equal power allocation without any SINR constraints. As shown in Fig. 2 and Fig. 3 , the power optimization may mitigate the intra-cell interference and thus improve the users' rates. In addition, the SINR constraints can further improve the supported ratio of users. Fig. 5 (a) shows the impacts of ρ u on the whole energy efficiency for different BS assignments, and Fig. 5 (b) shows the impacts of ρ b on such an energy efficiency. As revealed in Fig. 2 and Fig. 3 , the whole energy efficiency may increase with ρ u and ρ b because of increased total throughput. Since the total throughput of BA-MWEE is higher than the one of BA-RSRP, the former may achieve a higher whole energy efficiency than the latter. Fig . 6 shows the impacts of ρ u on the cumulative distribution functions (CDFs) of users' rates for different BS assignments. Seen from Fig. 6 , the number of low-rate users may increase with ρ u . That's because the increased density of users causes more and more stronger intra-cell interference. In Fig. 6 , BA-RSRP may attain a more worse rate CDF than BA-MWEE. The reason for this may be that BA-RSRP attracts most users for high-power BSs (i.e., MBSs), but these BSs haven't sufficient resources to serve them. However, BA-MWEE may avoid this case, and make full use of network resources. Fig. 7 shows the impacts of ρ b on the CDFs of users' rates for different BS assignments. Since the denser deployment of PBSs shortens the distance between users and BSs, users may have a better rate experience. Therefore, the rate CDF may be improved by employing a more denser deployment of small BSs. As revealed in Fig. 6 , BA-RSRP may attain a more worse rate CDF than BA-MWEE. Fig. 8 shows the convergence of designed algorithms, where Fig. 8 (a) shows the one of Algorithm 1 (i.e., Outer Loop in it); Fig. 8 (b) shows the one of Algorithm 2; Fig. 8 (c) VOLUME 7, 2019 shows the one of Algorithm 3. As shown in Fig. 8 , all these algorithms can converge after a few of iterations.
VI. CONCLUSION
In this paper, we designed a type of green BS assignment for NOMA-enabled HCNs, which integrated with power allocation. To solve the finally formulated problem in a nonconvex and fractional form, we developed an effective three-layer iterative algorithm by employing the coalition game and 2.s.s. function approach. Then, we gave some insights on the convergence and computation complexity of designed algorithms. In the simulation, we introduced another a common BS assignment for comparison, and investigated the impacts of different network parameters on the system performance indices of designed and existing algorithms. Future work can include the integration of BS on/off operation in the BS assignment, the application of designed algorithm in ultradense networks and the introduction of massive multipleinput multiple-output (MIMO).
APPENDIX A PROOF OF THEOREM 1
By following a similar process in [25] , [43] , we can prove the Theorem 1 using the following two steps.
At first, the sufficient condition of Theorem 1 needs to be proved. Assume that the maximal energy efficiency performance of P1 is defined as κ * = E 1( P * ,S * ) E 2 (P * ,S * ) , where P * and S * are the optimal power allocation and user partition policies respectively. Evidently, κ * holds
where P and S are the feasible power allocation and user partition policies for solving P1. Since the total power consumption is always greater than 0 in reality, we have E 2 (P, S) > 0 and finally achieve
It means that max P,S∈D {E 1 (P, S) − κ * E 2 (P, S)} = 0 and it can be achievable under the optimal power allocation P * and user partition S * . Until now, the sufficient condition has been proved.
Next, the necessary condition of Theorem 1 needs to be proved. Assume that P † and S † are the optimal power allocation and user partition policies of reformulated objective function G (P, S), and we can have E 1 P † , S † − κ * E 2 P † , S † = 0. Then, we can have the following result:
That means
It is evident that the power allocation and user partition policies P † and S † for the reformulated objective function in P2 are also the optimal ones for the original objective function E (P, S) in P1. Until now, the necessary condition of Theorem 1 has been established.
It means that F (κ) is a strictly monotonic decreasing function in κ. Assume thatP andS are any power allocation and user partition policies. Underκ =
, we have
Thus, we finally have F (κ) ≥ 0.
APPENDIX C PROOF OF THEOREM 2
Assume that P t , S t is the maximizer of P2 for the energy efficiency parameter κ t at the t-th iteration. According to the 53028 VOLUME 7, 2019
Theorem 1, we have
When κ t+1 = E 1 P t , S t /E 2 P t , S t is used for updating κ at the (t + 1) -th iteration, the equation (37) can be easily converted into
According to the results in Lemma 1, we know F κ t ≥ 0 and thus conclude κ t+1 ≥ κ t . That is to say, κ t is monotonically increasing with respect to t.
APPENDIX D PROOF OF LEMMA 2
Until now, it is clear that κ t is monotonically increasing with respect to t. In addition, we can easily conclude
wherer nk = Wlog 2 1 + p nk n h nk n 2 /σ 2 n represents the upper bound of data rate; n k = arg max n∈Nr nk shows that any user k selects some BS n with an upper bound of data rate. According to the inequalities mentioned above, we can have
That means κ should be bounded. According to the monotonic boundary sequence theorem in [49] , it is evident that Algorithm 1 should be convergent.
APPENDIX E PROOF OF THEOREM 4
To establish the proof for Theorem 4, the first step is to reveal that the power update function χ (P) = χ nk n (P) , ∀n ∈ N , k n ∈ U n is 2.s.s. with respect to P. Then, it can be easily proved according to some results of a power update rule based on a 2.s.s. function approach [40] . Assume that (1/c) P P cP for any constant c > 1. For any n and s, we have 
That means c −1 B su (P) ≤ B su P ≤ cB su (P) for any n ∈ N and k n ∈ U n . Similarly, we can easily prove c −1 C n (P) ≤ C n P ≤ cC n (P) , ∀n ∈ N n (43) and c −1 D nk n (P) ≤ D nk n P ≤ cD nk n (P) , ∀n ∈ N , k n ∈ U n .
Under the results mentioned above, we can easily prove c −1 χ nk n (P) ≤ χ nk n P ≤ cχ nk n (P) for any n ∈ N and k n ∈ U n . Until now, we know that χ (P) is a 2.s.s. function in terms of P according to Definition 2. By employing the results of a power update rule based on a 2.s.s. function approach [40] , we can easily conclude that Algorithm 3 converges to a unique fixed point. 
