Abstract. We have used recent Kurucz models and numerous standard stars to improve the calibration of the Geneva photometric system proposed a few years ago. A new photometric diagram for the classification of intermediate stars (8500 ≤ T eff ≤ 11000 K) is proposed and fills a gap that the previous calibration had left open. Evidence is given for a clear inadequacy of the new Kurucz models in the region of the parameter space where convection begins to take over radiation in the star's atmosphere. This problem makes the determination of the surface gravity difficult, but leaves that of the other parameters apparently unaffected. The determination of metallicity is considerably improved, thanks to the homogeneous spectroscopic data published recently by Edvardsson et al. (1993) . Instead of showing the traditional diagrams, we chose to publish the diagrams of the physical parameters with the inverted grids inside, i.e. the lines of constant photometric parameters
Introduction
The determination of the fundamental atmospheric parameters of stars remains an everlasting preoccupation of most stellar astronomers. The imminent release of the Hipparcos results certainly makes this problem especially acute. On the other hand, new and hopefully more realistic atmosphere models have become available in the last few years (Kurucz 1991 (Kurucz , 1993 (Kurucz , 1994 , as well as a large amount of precise, homogeneous [Fe/H] values (Edvardsson et al. 1993) . We found it worthwhile, therefore, to revise the already published calibrations (North & Nicolet 1990 , hereafter NN90; Kobi & North 1990, hereafter KN90) and Send offprint requests to: M. Künzli to take this opportunity to fill the gap that existed for stars with effective temperatures between 8500 and about 10500 K. The efficiency of the Geneva system is similar to that of the widely-used uvbyβ one, so it would be a pity not to exploit it fully. The only drawback of the Geneva system, compared to the uvbyβ one, is its sensitivity to interstellar reddening for A and cooler stars.
In the following, we shall present successively the three temperature domains which are treated separately (as in the uvbyβ system), discussing together the reference (or standard) stars and the theoretical grids. The possible applications and limits of this calibration are discussed in the conclusion. Cramer & Maeder (1979) , we use here the reddening-free parameters X and Y which have, as these authors showed, the optimum efficiency for determining the effective temperature and the surface gravity respectively. Although the definition of the X and Y parameters is given in several papers (Cramer & Maeder 1979 ; NN90), we recall it here for convenience: (Cramer & Maeder 1980 ); it will not be used here, however. The synthetic colours U , B1 etc. have been computed by one of us (BN) using recent Kurucz models with scaled solar metallicities and a constant microturbulent velocity ξ t = 2 km s −1 (Kurucz 1993) . The passbands used were those determined by Rufener & Nicolet (1988) . The X and Y parameters computed in this way are very similar to those obtained for older models, because the additional line opacity of the new models affects essentially the ultraviolet rather than the visible part of the energy distribution. As before, these synthetic parameters do not reproduce exactly the observations and should be corrected. However, we adopted for this particular point another philosophy than that generally adopted to date (Lester et al. 1986; Moon & Dworetsky 1985 etc.) . Instead of comparing the observed colour indices with those interpolated in the "direct" grids of synthetic colours from the known fundamental parameters, we preferred to compare the fundamental physical parameters with those interpolated in the inverted grid from the observed colours. Briefly, the inversion of a grid implies an iterative, two-dimensional spline interpolation in the "direct" grid (where colours are given for regularly spaced values of physical parameters like T eff and log g) and results in an "inverted" grid giving the physical parameters for regularly spaced values of the photometric parameters. In other words, we first invert the grid of the synthetic X and Y parameters once and for all, following the method described by NN90; then, we obtain for the standard stars interpolated physical parameters, which can be compared with the fundamental ones. For effective temperature, we use the quantity θ eff = 5040/T eff rather than T eff itself because θ eff varies linearly with the X parameter and the range of T eff is large. In this way, the rms scatter around the mean trend is roughly constant, while it would vary strongly if we used T eff directly; this is much safer from the point of view of the least-squares fit, and is equivalent to give a lower weight to the high effective temperatures. We obtain ∆θ eff = θ eff (interpolated) − θ eff (fundamental)
The B stars

Methods and results
Following
and we plot ∆θ eff vs. θ eff (fundamental) in Fig. 1 . The trend can be fitted by a straight horizontal line in the present case, because the slope indicated by the leastsquares method is smaller than its uncertainty. The interpolated reciprocal effective temperature will then be corrected using the formula:
where θ i stands for the interpolated value of θ eff . The advantage of this method over the previous one is that the grids need to be inverted only once, while different corrections can be tried thereafter, for example as new fundamental data are published. The fundamental stars are those used by NN90, supplemented by new data from Adelman (1988) and Adelman et al. (1993) . The Adelman effective temperatures cannot be considered as purely fundamental because they are partly based on a comparison between the observed energy distribution and a theoretical one. However, the Balmer lines were also used to estimate these temperatures, which appear a posteriori quite consistent with the purely fundamental ones of Code et al. (1976) . In any case, these temperatures are evidently independent from any possible systematic error in the passbands of the Geneva system. Fig. 1 . Difference between interpolated and fundamental θeff values vs. fundamental θeff for the hot stars. The fitted horizontal line is shown; see Table 1 for the key to the symbols
The fundamental T eff values are listed in Table 5 , together with the interpolated and corrected values. The uncertainties of the fundamental values are quoted from their authors, while those of the interpolated values are estimated from the photometric errors (for a photometric weight P = 1), as described in NN90. The θ eff and T eff values obtained from the observed colours by interpolation in the corrected grids are compared with their respective fundamental values in Figs. 2a and 2b. One clearly sees in Fig. 2b that for T eff , the scatter increases strongly towards small values of the X parameter, i.e. towards high temperatures, where the sensitivity of the photometry to temperature is known to strongly decrease. On average, the rms scatter of the difference amounts to 751 K. For X > 0.4 (T eff ≤ 21000 K), the scatter reduces to 386 K, while it increases to 1388 K for X < 0.4. This scatter is mostly attributable to errors in the fundamental data. Their contributions amount to about 96% of the total scatter. Photometric errors induce only a small dispersion. There is a small systematic zero-point shift of −73 K, essentially due to the hot stars, which were weighted differently by using θ eff instead of T eff to define the correction. A shift of about −180 K was present with the previous calibration of NN90. Table 1 for the key to the symbols. b) Same as a), but for Teff. The horizontal line is arbitrarily set to zero. Notice the large increase of the scatter towards small values of X, i.e. towards the hotter stars
The difference between the interpolated and fundamental log g values follows the trend shown in Fig. 3 , and the interpolated values have to be corrected according to the equation log g = log g i + 0.46 − 4.83 10
where log g i is the interpolated surface gravity while T * eff is the interpolated and corrected T eff . The fundamental values are listed in Tables 2 and 3 , as well as the interpolated and corrected ones with their standard deviations. Table 2 lists the eclipsing binaries, for which the most fundamental values of log g can be determined, and the non-eclipsing but well-known stars Sirius and Vega. In Table 3 we list the members of the Orion OB1 association, whose surface gravity is inferred from the models of internal structure of Schaller et al. (1992) for isochrones with log t = 6.8 (subgroup c) and 5.7 (subgroup d). Compared with the values given by NN90, the fundamental log g values given here are about 0.06 dex smaller. This is due to the new opacities used by Schaller et al. (1992) . Figure 4 compares the photometric and fundamental values of log g; we see that a very good accuracy can be achieved, of the order of 0.10 dex, provided the star is not too hot. On the whole range of B stars, the rms scatter of the residuals is only σ = 0.09 dex and it is chiefly due to errors in photometric data.
Finally, the inverted and corrected grid for solar metallicity is shown in Fig. 5 , in the form of a diagram log g vs. T eff containing the lines of constant X and constant Y parameters. Although such a diagram is unusual, it allows graphical interpolation with the same efficiency as the usual photometric diagrams where lines of constant physical parameters are shown.
Accuracy of the numerical interpolation
The reliability of the inverted grids and of the bicubic spline interpolation used to determine the physical parameters has been tested in the following way. Knowing the synthetic colours of each atmosphere model, we determined the corresponding physical parameters T eff and log g by interpolation in the inverted, but uncorrected grid. Then, we could verify that the interpolated T eff and log g values correspond to those defining the model to within 1 K for T eff and 0.01 dex for log g. This holds true not only for this particular grid, but also for all other grids presented below; the metallicity [M/H], for cool stars, is also interpolated with an accuracy better than 0.01 dex.
The intermediate stars
With the previous calibrations, the stars whose effective temperature lies between 8500 and about 10500 K could not be properly dealt with. This is why we have defined new photometric parameters we call pT and pG, which are sensitive to effective temperature and surface gravity respectively. These parameters have been defined in a similar way as the a 0 and r ones of the uvbyβ photometry, and have about the same sensitivity to the corresponding physical parameters. However, pT and pG are not reddeningfree, contrary to a 0 and r, because the Geneva system lacks an equivalent to the β index for the intermediate and cool stars. Therefore, the interstellar reddening must be either negligible or known and corrected to make the calibration meaningful. These parameters are defined by:
which is equivalent to: (1985) . If the colour excess E(B2 − V 1) is known, the correction of the pT and pG parameters has to be done through the relations
The standard stars used to correct the grid for T eff are listed in Table 4 while those used to correct log g are listed in Table 5 -8. The standard stars for T eff are taken from essentially the same sources as for the B stars. Table 5 lists the eclipsing binaries already used by Moon & Dworetsky (1985) while Tables 6-8 give the members of the Orion association, of the Pleiades and of IC 2391 respectively. The colour excess of the stars in Orion was determined from the intrinsic colours of Cramer (1982) , and the pT and pG parameters were corrected for it. For the Pleiades, the pT and pG parameters have been corrected for a mean colour excess E(B2−V 1) = 0.052 (Nicolet 1981) and for IC 2391, they have been corrected for E(B2 − V 1) = 0.005 (North & Cramer 1981) . For the Pleiades and IC 2391, the fundamental log g values were deduced from the estimated effective temperatures using the isochrones at log t = 8.0 and 7.7 respectively. The differences between the fundamental T eff and log g and their values interpolated in the (uncorrected) inverted grids from the observed Geneva colours of the standard stars are shown in Figs. 7 and 8 respectively. For effective temperatures, we obtain:
and for log g: log g = log g i + 3.38 − 5.975 10 −4 T i + 2.46 10 −8 T 2 i .(13) The inverted and corrected grids themselves are represented for the three metallicities [M/H] = −1, 0, +1 in Figs. 9-11. We show these three diagrams, just to make clear the effect of the metallicity on the T eff and log g estimates. As in the case of the X and Y parameters, we represent the physical parameters log g vs. T eff with the lines of constant pT and pG parameters, rather than the reverse. Note that for these stars, the metallicity is assumed to be known a priori so that the most relevant grid can be used; the colours are not sensitive enough to metallicity to give a significant estimate of it, except perhaps for a few hot Am stars.
The comparison between the fundamental and photometrically determined T eff and log g is shown in Figs. 12 and 13 respectively. The residual rms scatter is σ(T eff ) = 197 K for the effective temperature, and σ(log g) = 0.135 dex (c.g.s.) for the logarithmic surface gravity respectively. As for the hot stars, σ(T eff ) is mostly due to errors in the fondamental data and in the same proportion. This scatter represents the uncertainty in the determination of these physical parameters, but we insist that interstellar reddening must be negligible or corrected for. Table 4 for the key to the symbols 
The cool stars
This category includes the late A, the F and the early G stars. We did not explore the cooler stars although Kurucz models now exist for them, because their calibration is a delicate matter and was already explored by Grenon (1978 Grenon ( , 1982 and Grenon & Golay (1979) . The philosophy of the present calibration is roughly the same as in KN90: it uses the d vs. B2−V 1 and the m 2 vs. B2−V 1 diagrams, which are sensitive to effective temperature, surface gravity and metallicity.
Effective temperature and surface gravity
The B2 − V 1 index is mainly sensitive to T eff , while the reddening-free parameter d is sensitive to both T eff and log g. The new Kurucz models seem more realistic than the previous ones in the sense that the synthetic B2 − V 1 indices computed from them are closer to the observed values.
In the d vs. B2 − V 1 diagram, however, there was a conspicuous change in slope of the iso-log g lines for T eff ≈ 8000 K at high gravity and T eff ≈ 6500 K at log g ≈ 2.5. This change in slope seems to be linked with the onset of convection in the superficial layers of the star's envelope, and was especially conspicuous in the c 1 vs. b − y diagram of Strömgren's photometry (see e.g. Kurucz 1991) . Since then, a conceptual error has been detected in the ATLAS9 code by Dr. F. Castelli (1996) . The changes in slope occur when the convective flux is zero at the last depth in the model because the convection zone is wholely contained in the atmosphere. The program computed convection differently depending on whether the last value was zero or not. The program has now been changed to be consistent and the change in slope has been greatly reduced or removed. Kurucz has recomputed the convective models and fluxes and will distribute them on CD-ROMs (Kurucz 1996a, b) . We have computed new Strömgren and Geneva colours (the new Geneva colours were kindly computed for us by Dr. David Bersier). Figure 14 shows a comparison between the new grid (full lines) and the "old" one (i.e. before the change to ATLAS9, dotted lines) in the d vs. B2 − V 1 diagram for solar metallicity: there is a significant difference, the new grid looking much smoother. The grids represented in this figure have not been corrected to match any standard star. Although the differences involve essentially the cool stars, the "intermediate" grids are also concerned in the vicinity of their cool edge, i.e. for T eff = 8000 up to 8750 K. Therefore the intermediate grids have also been recomputed. Now, although the problem of the slope discontinuity of the iso-log g lines has been solved in the models, yet another problem remains in the observed main sequence of the Hyades. The same grid for the new models is represented in Fig. 15 together with the observed main sequence of the Hyades cluster: one clearly sees a sudden change of slope in the observed sequence around B2 − V 1 = 0.16 or T eff = 7000 K, which is not reproduced by the models. This feature is not seen only in the Hyades, since it is present also in the Praesepe cluster. It had not been noticed by KN90, because these authors used only the Pleiades cluster, where the scatter is larger. Though the internal structure models foresee a very small and gradual decrease of log g with increasing mass and decreasing T eff on the isochrone, they are quite unable to account for the sharp decrease around 7000 K the observed sequence would imply if the atmosphere models were entirely realistic. Therefore, something is missing in the atmosphere models.
The standard stars with known T eff are listed in Table 9 with their sources. They are taken essentially from Blackwell & Lynas-Gray (1994) , who relied on the infrared flux method. We did not use temperature estimates based on spectrophotometry, since they generally use a fit to the same Kurucz models and are therefore not fundamental nor independent from our photometric approach. The difference between the interpolated T eff and the fundamental one is shown in Fig. 16 . The interpolation was done taking luminosity effects into account, using log g estimates essentially from the previous version of our calibration, i.e. from KN90. The conspicuous gap seen between T eff = 7400 and 7900 K is that of Böhm-Vitense (1970) , corresponding to the onset of convection (see also Mendoza 1956; Böhm-Vitense & Canterna 1974; Jasniewicz 1984) . Since this gap represents a kind of physical discontinuity, we have fitted two different functions to either side of it: a horizontal straight line for the hot side (and the gap itself), and a regression line for the cool side. The correction in T eff takes the form:
Figure 17 compares the fundamental and photometric values of T eff . The rms scatter of the differences amounts to 54 K. The scatter induced by photometric errors is negligible in comparaison with errors in the fondamental data. The contribution are respectively 7% and 93%.
The standard stars with known log g are listed in Tables 10 and 11 , and belong to the Hyades and IC 2391 open clusters respectively. Their log g values have been determined from the models of Schaller et al. (1992) assuming ages log t = 8.8 for the Hyades and log t = 7.7 for IC 2391. The needed effective temperature was estimated from the previous calibration of KN90; the interstellar reddening was considered negligible for the Hyades, while a marginally significant colour excess E(B2 − V 1) = 0.005 (North & Cramer 1981) was assumed for IC 2391. In Tables 10 and 11 , the last two columns give the log g values and their uncertainty respectively, obtained from the grids corrected by Eqs. (14-15) above, not from the uncorrected grids. This holds for all tables where standard stars are listed, for all three physical quantities T eff , log g and
The difference ∆ log g between the interpolated and fundamental values is represented in Fig. 18a for the Hyades and IC 2391 clusters, as a function of T * eff , the corrected effective temperature. A dip about 0.3 dex deep is clearly visible at T eff ≈ 7000 K, which reflects the change of slope of the observed sequence mentioned above. Since the members of the Hyades cluster draw an isometallicity line in the ∆ log g vs. T * eff diagram (except for the Am stars of course), it is not possible to explore the possible effects of metallicity with these stars alone. Using other old clusters is of little help because their range in metallicity is small. Therefore, we used the numerous field F and G stars studied spectroscopically by Edvardsson et al. (1993, hereafter EAGLNT93) , which span about 1. clearly, the correction ∆ log g is very much dependent on metallicity for these cool stars. Fortunately, the metallicity dependence becomes vanishingly small at high effective temperatures (i.e. T eff > 6600 K), so that the correction of log g can be safely defined by the cluster stars in that range of T eff .
The correction is not very simple, and we had to fit several different functions of the type:
where T * i stands for the interpolated and corrected effective temperature. The coefficients a, b and c are listed in Table 12 . For T eff > 6916 K, we fitted a straight line rather than a parabola, so that the c coefficient is identical with zero there. Strictly speaking, this correction is valid only in the case of unevolved stars. The surface gravity of F giants will not be estimated correctly with this calibration. We made many different attempts to extend the validity of our calibration to giants, using e.g. very old clusters or well-classified field F giants, but none proved satisfactory. The present calibration in terms of log g must then be considered as being limited to unevolved, or only very slightly evolved stars. As a rule of thumb, we may say that it is valid for log g ≥ 4.0. The comparison between the interpolated and fundamental values is shown in Fig. 19 . The rms scatter of the differences is σ = 0.15 dex. But the scatter is larger for the cool stars than for the hotter ones, because the iso-log g lines come closer together as T eff diminishes. The stronger dependence on metallicity effects for cool stars probably also contributes to the larger σ.
Metallicity [M/H]
As in KN90, the metallicity is determined using the m 2 vs. B2−V 1 diagram. Fortunately, the recent Kurucz models are much more realistic in this diagram than were the preceding ones. In Comparison between the models before (dotted lines) and after the correction (solid lines) proposed by Castelli (1996) . Notice the much smoother iso-log g lines. These grids are the original ones, i.e. they have not been corrected to fit any standard star Table 9 for the key to symbols to obtain straightforward estimates of the physical parameters of Am stars. On the contrary, the new models show no more folding, i.e. the iso-T eff curves now have a monotonous behaviour and they are, furthermore, remarkably straight.
The standard stars used have been taken essentially from the huge work of EAGLNT93, which contains homogeneous, high-resolution spectroscopic results for 189 F and G stars. 157 of these stars have been measured in the Geneva photometric system, which allows an excellent calibration of our diagram in terms of [Fe/H] (we consider here [Fe/H] to be equivalent to [M/H], although Fig. 19 . Difference between the photometric and fundamental values of log g vs. B2 − V 1 for the cool stars. The solid line is the mean and the broken lines define the average rms scatter. Notice the larger scatter at large B2 − V 1. In the key to symbols, "Ed" stands for " Edvardsson et al. (1993)" it is not quite true for very metal-deficient stars). These standard stars are listed in Table 13 . Some other, hotter objects taken from other sources (Perrin et al. 1977; Cayrel de Strobel et al. 1992 and especially Burkhart & Coupry 1989 ) are listed in Table 14 . To correct the grid, we had to use a more complicated method than that of KN90. We first defined a preliminary correction ∆[M/H] 0 as a function of T * eff (the interpolated and corrected T eff ), which is the only step KN90 had done. A plot of ∆[M/H] 0 vs T * eff does not show any trend, only a zero point-shift
where the subscript 0 refers to this zeroth-order correction, while T * eff is the temperature obtained by interpolation in the grids corrected by Eq. (14) . This correction is shown in It is now possible to treat Am and other metallic stars like any other stars: for the typical Am star 63 Tau = HR 1376, we obtain T eff = 7247 ± 59 K, log g = 4.09 ± 0.08 and [M/H] = +0.55 ± 0.06. The effective temperature we find is in excellent agreement with the value T eff1 = 7250 − 7400 K estimated by Smalley (1993a) , who uses the infrared flux method and corrects for the presence of a cool companion. The surface gravity agrees perfectly with that obtained by Smalley (1993b) from the uvbyβ colours (log g = 4.13). Our metallicity is a bit smaller than, but still agrees well with that of Smalley (1993b) who found [M/H] = 0.651 ± 0.095. Notice that he adopted T eff1 = 7570 K, which seems too high, and lowering T eff1 would imply a lower [M/H] as well. On the other hand, Burkhart & Coupry (1989) found [Fe/H]= +0.4 on the basis of high-resolution spectroscopy, in very good agreement with our estimate.
The difference between our photometric [M/H] and the fundamental [Fe/H] values is shown in Fig. 22 . The average rms scatter of the differences amounts to σ = 0.097, which is similar to, though slightly larger than the scatter found by EAGLNT93 (their Eqs. (13-15) ) for the differences between their [Fe/H] values and the [M/H] values derived from uvbyβ photometry. When only the stars studied by EAGLNT93 are considered, our rms scatter drops to a value quite similar to theirs. Therefore the (16) is shown. The key to the symbols is explained in Table 14 ; "Ed" stands for " Edvardsson et al. (1993)" capability of the Geneva system to estimate metallicities is excellent; in this regard, this system is quite competitive with the uvbyβ one.
The inverted and corrected grids are shown in Figs 
Conclusion
We have presented an updated and complete calibration scheme of the Geneva photometric system in terms of effective temperature, surface gravity and metallicity for all B to mid-G stars of the main sequence or just above it. This calibration can be applied to giant B, A and F stars but not to red giants, and it will not give a reliable estimate of the surface gravity of giant F stars . It cannot be used either for B to G supergiants, since it is based on LTE atmosphere models and no supergiant has been included in our set of standard stars. Reddened B stars can be dealt with (provided the reddening is not too large, i.e. not greater than about E[B − V ] ≈ 0.6 and the reddening law is standard). For cool stars (T eff < ∼ 7000 K), metallicities can be safely estimated in the range −2.0 < ∼ [M/H] < ∼ +0.3 dex, and the upper limit of this range extends to about +0.6 in the case of Am stars, which are hotter (7000 − 8000 K).
The new features of this calibration are:
-A new, simpler way of fitting the theoretical grids to the standard stars The weakness of our calibration lies in the inadequacy of the atmosphere models around the transition between radiative and convective atmospheres, i.e. near T eff ∼ 7000 K. We have tested different ways of treating the convection, but found no simple way to reproduce the change of slope of the cluster sequences.
We also checked whether a change of the microturbulent velocity V turb could account for that; this is a reasonable assumption, since it is known empirically that V turb increases with T eff up to about 8000 K (EAGLNT93, Coupry & Burkhart 1992) . But, the increase of V turb from cool (5500 K) to hot (7000−7500 K) stars being observationally both small (about 2 km s −1 ) and smooth, it cannot account for the observed sequence of the Hyades in the d/B2 − V 1 diagram, since this sequence has a slope which increases abruptly around 7000 K. One would have to make both V turb increase e.g. from 2 to 4 km s −1 and overshooting disappear at T eff = 7000 K, to reproduce the observed sequence, but this would appear extremely ad hoc. Therefore, the cure seems far from straightforward. As a result, the photometrically estimated surface gravities of cool stars are not so reliable as one would expect from the accuracy and homogeneity of the Geneva data. The most reliable values are those obtained for unevolved, solar-metallicity stars.
The calibration we have just presented is not complete in the sense that it does not give explicitly the absolute magnitude, bolometric correction, mass, colour excess and distance of the star. In particular, we have dropped the determination of the mass which was offered by NN90 and KN90; the reason is that the Barcelona group (Prof. F. Figueras and co-workers) has devised a code which interpolates the mass and age of a star from its effective temperature and gravity, in evolutionary tracks from various authors including Schaller et al. (1992) . We had no reason to duplicate their work. The other physical parameters can be found using calibrations published by other authors. For the intrinsic colours (hence interstellar reddening) of O, B and early A stars (hereafter "hot stars"), see Cramer (1993) , who updated an earlier work (Cramer 1982) . Intrinsic colours of B2 to M0 stars have also been estimated by Hauck (1993) . The bolometric correction of the hot stars can be obtained from a formula given in Appendix by Cramer (1984a) ; a formula giving T eff as a function of X is also given in that paper, but it should be considered as superseded by our work. A calibration of the X and Y parameters in terms of Crawford's β index is worth mentioning too (Cramer 1984b ): it allows to detect H β emission when both Geneva and β photometric data are available. The absolute magnitude of hot stars can be obtained from a recent work by Cramer (1994) , which supersedes an earlier calibration (Cramer & Maeder 1979) . The absolute magnitude of A and F stars (excluding supergiants) can be obtained from the calibration of Hauck (1973) . The intrinsic colours of A and F supergiants have been estimated by Meynet & Hauck (1985) . Finally, the Geneva system has been calibrated for G, K and M-type stars essentially by Grenon (1978 Grenon ( , 1982 and Grenon & Golay (1979) , as mentioned above in Sect. 4.
A fortran code has been written, which applies our calibration to stars measured in the Geneva system. This code is available by anonymous ftp at the Centre de Données de Strasbourg (CDS), following the instructions given in A&A 280, E1-E2 (1993) . This code uses several ascii files containing the inverted grids, which are, of course, also available. The (uncorrected) Geneva colours of the Kurucz models are also available at the CDS. Andersen et al. (1983) . 1. Teff estimated from the X parameter and Cramer's (1984b) calibration. 2. Individual log g are 3.47 and 3.18 for the primary and the secondary components respectively. The adopted log g value is a mean, weighted by the respective visual luminosities. 3. Observed Geneva colours corrected for the contribution of the visual companion. : Blackwell et al. (1994) . B(91): Blackwell et al. (1991) . Le: Leggett et al. (1986) . L: Lanz (1987) . A(88): Adelman (1988) . A(93): Adelman et al. (1993) . C: Code et al. (1976) . 1. log g: calibration of North & Nicolet (1990) . 2. log g: calibration of Kobi & North (1990) . 3. log g: taken from North & Nicolet (1990), Table 1 . 4. log g: taken from Kobi & North (1990) , Table 1 5. log g: Cayrel de Strobel et al. (1992) . 6. Weighted mean of the results of several sources mentioned in Col. 9. 7. Lanz's temperatures have been increased by 1.15%. : Blackwell et al. (1994) . B(91): Blackwell et al. (1991) . Le: Leggett et al. (1986) . MD: Moon et Dworetsky (1985) . C: Code et al. (1976) . 1. [M/H]: calibration of Kobi & North (1990) . 2. log g: calibration of Kobi & North (1990) . 3. [M/H]: Cayrel de Strobel et al. (1992) . 4. log g: Cayrel de Strobel et al. (1992) . 3. log g: taken from Kobi & North (1990) , Table 1 . < −0.5 Table 13 . Stars of Edvardsson et al. (1993) used as metallicity and surface gravity standards (cool stars) Andersen et al. (1989) . Feh : Cayrel de Strobel et al. (1992) . Ber: Berthet (1990) . Boe: Boesgaard (1989) . Per: Perrin et al. (1977) . BC: Burkhart & Coupry (1989) .
