Abstract-We consider a power-controlled wireless network with an established network topology in which the communication links (transmitter-receiver pairs) are subject to some constraints on transmit powers and corrupted by the cochannel interference and background noise. The interference is completely determined by a so-called gain matrix. Assuming irreducibility of the gain matrix, we provide an elegant characterization of the max-min SIR-balanced power allocation under general power constraints. This characterization gives rise to two types of algorithms for com puting the max-min SIR-balanced power allocation. It also allows for an interesting saddle point characterization of the Perron root of extended gain matrices.
I. INTRODUCTION
The max-min SIR-balancing problem is a widely studied resource allocation problem for wireless networks (see, for instance, [1] , [2] , [3, Sections 3.1 and 5.6], [4] , [5, Section 5.6] ) and references therein). A key feature of this strategy is that any given SIR (signal-to-interference ratio) targets are feasible if and only if they are satisfied under a max-min SIR-balanced power allocation. Moreover, the notion of maxmin SIR-balancing is closely related to max-min fairness, the most common notion of fairness 1 . In the noiseless case, where power constraints play no role in the analysis, it is widely known [1] , [3, Sections 3 .1] that any positive eigenvector of the (irreducible) gain matrix scaled by a diagonal matrix of SIR targets is a solution to the max-min SIR-balancing problem. As far as the noisy case is concerned, [2] solved the problem for a downlink channel that is constrained on total power. The sum constraint on transmit powers was captured by an additional equation so that the optimal solution is characterized in terms of some unique eigenvector of a certain irreducible gain matrix of higher dimension (see also [3, pp. 111-113] ). In this paper (Sections III-IV), under the assumption of irreducibility on the gain matrix, we extend these results to any convex polytope as the set of admissible power vectors. Of main interest is, however, a characterization of a max-min SIR-balanced power vector from an eigenvalue problem of the same dimension as the original problem. In other words, the power vector is a unique eigenvector of an irreducible matrix whose dimension is equal to the number of users. Interestingly, the matrix was used in [6] to characterize the rate region in power1Under some non-restrictive conditions, the unique max-min SIR-balanced power allocation corresponds to the unique max-min fair rate vector. constrained wireless networks. In Section V, we use the latter characterization to establish a connection between the maxmin SIR-balancing power control problem and the utilitybased power control problem. More precisely, we show how to choose the weight vector so that the max-min SIR-balanced power vector is a solution to the problem of maximizing a weighted sum of sum utility functions. A similar connection is known in the noiseless case [5, Section 5.9] and constitutes the starting point for the analysis in [4] . Thus, the results presented in this paper can be used to extend the results of [4] to noisy channels under general power constraints. Finally, we point out in Section V-B that our characterization leads to a saddle point characterization of some Perron roots, which will be a basis for the future development of efficient saddle point algorithms converging to a max-min SIR-balanced power vector. For the lack of space, the proofs are omitted throughout the paper. Some proofs can be found in [7] .
II. DEFINITIONS AND PROBLEM STATEMENT
We consider a wireless network with an established network topology, in which all links share a common wireless spectrum. Let K 2:: 2 users (logical links) compete for access to the wireless links and let X == {I, ... ,K} denote the set of all users. The transmit powers Pk, k E X, of the users are collected in the vector P == (PI, ... , PK) 2:: 0, which is referred to as power vector or power allocation. The transmit powers are subject to power constraints so that pEP where/ P == {p E IR~: Cp < p, C E {O, I}NXK} C IRK (1) for some given p == (PI' ... ' P N ) > 0 and C with at least one 1 in each column so that P is a compact set. Throughout the paper, we use N == {I, ... ,N} where N is the number of power constraints. The main figure of merit is the SIR at the output of each receiver given by (2) . For this reason, rk can also be interpreted as a desired SIR value of link k. A trivial but important observation is that p > 0, allowing us to focus on P + == P n IR.~+.
III. SOME PRELIMINARY OBSERVATIONS
In general, p of Definition 1 is not unique. For general power constraints, the uniqueness is ensured if V is irreducible [8] , [9] since then the links are mutually dependent through the interference. In order to see this, notice that the problem (2) (6) .
Note that the boundary of F (denoted by BF) is the set of all points of F such that, if p is the corresponding power vector in (6), then Cp ::; P holds with at least one equality. With the above theorem, we can easily observe the following. 
where p is a max-min SIR-balanced power vector defined by (2) . With (5) in hand, we can prove a sufficient condition for the uniqueness of p under general power constraints. To this end, given ¢, we define the set F C QK as
IV. CHARACTERIZATION OF MAX-MIN SIR-BALANCING
In this section, we characterize pEP+ defined by (2) under the assumption that V is irreducible. We point out possible extensions to reducible matrices at the end of this section. We assume that P C IR.~is a convex polytope given by (1) . So, throughout this section, maxnEN gn (p) ::; 1 where (7) and en E {O, l}K is a (column) vector equal to the nth row of the matrix C. Now, using (7), the max-min SIR power vector p defined by (2) can be written as p == arg max min(SIR k (p) Irk) s.t. max gn (p) < 1. (8) p2::0 kEX nEN where rk > 0, k E X, is arbitrary but fixed.
Lemma 1: Let p be any power vector that solves (8) . Then, the following holds
(ii) If V 2:: 0 is irreducible, then p is unique and Because p maximizes minkEx(SIRk(p)lrk) over P, it follows from (9) that 11j3 > 0 is the corresponding maximum. It must be emphasized that (9) is not true for general nonnegative matrices V 2:: O. In the lemma, we require that the gain matrix be irreducible, which is sufficient for (9) to hold but not 3 p(X) denotes the spectral radius of matrix X. 4The feasible SIR region is the subset of IR~of all SIR levels that can be achieved by means of power control. F defined by (6) becomes the feasible SIR region if ¢(x) = x and rrk = 1, k E X. 5 The reader should bearin mind that the existence of such a bijective map allows us to prove some results in F.
6The set F~IR~is saidto be downward comprehensive if for all q E F and q' E IR~there holds q' :::; q =* q' E F. 
(ii) For each n E N, there is exactly one positive vector
The lemma says that, for each n E N, the matrix equation p(B(n) 
gn(P) == 1 .
necessary. The irreducibility property ensures that, regardless of the choice of P, there is no subnetwork being completely decoupled from the rest of the network. To be more precise, if V is irreducible, then the network is entirely coupled by interference so that the type of power constraints is irrelevant for this issue (see also the remark at the end of this section 
Alternatively, we can write (11) as j3p == TVp + T'z . gn(P), from which we obtain, for each n E No(p),
where B(n) E IR~XK is defined to be (for each n E N) B(n) 0= rv +~rzcT = r(v +~zcT) = rv':" (15) .~n~ñ :== V + pZc n , n E N. So, given p defined by (8), the equations (12) aiid (14) hold for each n E No(p). In other words, the solution of (8) in a network entirely coupled by interference must satisfy (12) and (14) for each node n E N whose power constraints are active at the maximum. This is summarized in the following lemma.
Lemma 2: If V 2:: 0 is irreducible and p solves the maxmin SIR-balancing problem (8) , then p satisfies both (12) and (14) for some j3 > 0 and each n E No(p).
Note that the lemma is an immediate consequence of parts (i) and (ii) of Lemma 1, from which (12) and (14) follow for an arbitrary n E No(p). Now we are in a position to prove the following result.
Lemma 3: Suppose that V 2:: 0 is irreducible. Then, for any constants Cl > 0 and C2 > 0, the following holds. 
Now we are in a position to prove the following. 
Moreover, the feasible SIR region F, is characterized as
Remark 1 (Remark on reducible matrices): We point out that all the statements in this paper hold if B (n) is irreducible for each n E N, which may be satisfied even if V is reducible. This is for instance true in the case of a sum power constraint 
V. ApPLICATIONS
In this section, we discuss two other applications of the results. In doing so, V is assumed to be irreducible. The characterization of the feasible SIR region in (18) can be deduced directly from [6] as the authors show that SIRk(p)/,k :::; min(l/p(B n ) ) , without characterizing, hownEN ever, the corresponding power allocation vector p. Theorems 2 and 3 directly lead to the following procedure for computing the max-min SIR power vector p given by (2) .
Input

A. Computation via utility-based power control
In this section, we show that p can be obtained by maxi- 
Although P + is not compact, it can be shown [5] that the maximum exists if (A.2) and (A.3) are fulfilled. Furthermore, it is obvious that in the maximum, at least one power constraint is active, that is, Cp* :::; P holds at least with one equality.
Thus, we have q*(w) == (qi(w), ... , qk(w)) E BF for
In words, p* (w) corresponds to a boundary point of F defined by (6) . Different boundary points can be achieved by choosing different weight vectors in (19). In particular, Theorem 1 implies that q E BF if and only if q == q *(w) for some w > O. For the analysis in this section, it is important to N ow we are in a position to present the saddle point characterization of the Perron root ofB(n), n E No(p), similar to the one for the noiseless case which can be found in [5] . 
In words, at the saddle point the power vector is equal to the max-min SIR-balanced power allocation, whereas the weight vector is any linear combination of the vectors w(n) for n E No(p).
With Theorems 2 and 5 in hand, the proof is similar to that in [5, Section 1.2.4]. The existence of a saddle point is ensured by irreducibility of the gain matrix since then positive left and right eigenvectors exist. The uniqueness follows from the irreducibility property and the normalizations.
The reason why the theorem is of interest is that it provides a basis for the design of alternative power control algorithms for saddle point problems that converge to p and may be amenable to distributed implementation. Basically, the idea of the algorithm is redolent of that of primal-dual algorithms that converge to a saddle point of the associated Lagrange function [12] . Development of new algorithms is currently a subject of our ongoing work; the main idea, however, consists in minimizing the function G (w , p) with respect to p, and simultaneously maximizing G (w, p) with respect to w. The straight-forward approach employs the gradient projection method, where in order for the objective function to be convex in the power variable the substitution s == log(p) is used.
Each iteration encompasses the calculation of the gradient of G (w, e"), and an update of the vectors wand s in the direction and against the direction of the gradient, respectively. This process requires a suitable step size to be chosen. The iteration is concluded with a projection of the updated values of wand s onto the corresponding sets of valid values.
The minimization of G (w, p) in the power domain using the gradient projection method corresponds to employing the ISIT 2009, Seoul, Korea, June 28 - July 3, 2009 power control algorithm presented in [5, Section 6.5] . In particular, the gradient can be computed in a distributed way, and the projection onto the feasible set is also distributedly implementable in many cases of interest. As for the optimization in the weights domain, the gradient can be computed independently by each node, but performing the projection requires in general centralized operation.
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