The dynamics of the arm-driven inverted pendulum (ADIP) has strong nonlinearity that depends on the arm angle, so that the performance of control laws from a linearized model is limited around an equilibrium point. In this paper, a multi-objective gain scheduling (GS) control is considered for a large reference angle of the arm. The design conditions are reduced to polynomially parameter-dependent linear matrix inequalities that can be solved by the sum of squares technique. The validity of the GS control is shown through some nonlinear simulations and experiments, in which performance comparisons are discussed with a linear quadratic control as well as a method of state-dependent Riccati equality (SDRE).
INTRODUCTION
Gain scheduling (GS) control is a powerful methodology of controller design for systems governed by nonlinearity. On the basis of linear parameter-varying (LPV) models of the systems, a lot of techniques have been proposed to design scheduling controllers. In most techniques, the problems of controller design are reduced to solving parameterdependent linear matrix inequalities (PDLMIs) for a box or a polytope region of the parameters (Packard, 1994; Scherer, 2001; Ebihara and Hagiwara, 2003) . For PDLMIs of higher degree of parameters, a direct solving of the polynomially PDLMIs has been proposed by (Watanabe et al., 1996) , in which each nonlinear term in the PDLMIs has to be handled carefully to reduce it to a finite number of LMIs. A recent way of solving the polynomially PDLMIs is the sum of squares (SOS) relaxations of symmetric matrix polynomials (Kojima, 2003; Chesi et al., 2005; Scherer and Hol, 2006) . The SOS relaxations of the polynomially PDLMIs produce LMIs, the solutions of which give us scheduling controllers. But there are only a few experimental results of this technique for mechanical control systems. For example, in (Ichihara and Kawata, 2010) , GS controllers based on the SOS technique are applied for the Acrobot. Simulation and experiment results show a large performance improvement.
On the other hand, as an on-line optimization methodology, the state-dependent Riccati equation (SDRE) method (Ç imen, 2008) has been arisen by utilizing a recent powerful computational environment. It could be an alternative way of the standard linear quadratic (LQ) method when evaluating controller design methods. The concept of the SDRE method is that it gives an approximate solution of the Hamilton-Jacobi equation of the system: it solves a Riccati equation based on each linear model at sampling time and constructs a feedback law. In general, the closedloop stability and solvability of the Riccati equations have not guaranteed, but it is a practical method for actual control systems.
In this paper, a multi-objective GS control based on the SOS technique is investigated for an arm-driven inverted pendulum (ADIP), which is called Pendubot (Kajiwara et al., 1999; Erdem and Alleyne, 2001 ). The ADIP is a two-link manipulator subject to gravity which has a single actuator placed at the first joint on the ground. For a large angle of the arm, or the first link, strong nonlinearity arises that cannot be coped with controller based on linearized models around an equilibrium point. The paper gives a LPV model with a scheduling parameter of the ADIP and then constructs design conditions by PDLMIs based on specifications. Such design conditions are relaxed by matrix sum of squares polynomials. In simulation and experiment, for evaluating our method, a standard LQ and parameter-dependent Riccati equation (PDRE) method are also investigated.
The paper is organized as follows: Section 2 starts with a modeling of the ADIP and derives a LPV model. Section 3 gives a structure of controller, design specifications and conditions by PDLMIs. Section 4 illustrates simulation and experiment results including comparisons with the PDRE method. Section 5 concludes with remarks.
Through out the paper, for a square matrix M , He {M } represents M + M .
ARM-DRIVEN INVERTED PENDULUM

Nonlinear Model
The experimental apparatus of the ADIP is shown in Fig.  1 . The ADIP has two links with joints. Each joint has an encoder to measure each relative angle. The joint 1 is active, which equips with a geared DC motor, while the joint 2 is passive. The control purpose of the ADIP here is to keep the link 2 upright position for a reference angle of the joint 1.
The behavior of the ADIP is described as the following motion equation:
where m i is mass of the link i, c i is coefficient of viscous friction of the joint i, J gi is moment of inertia about the center of gravity of the link i, i is length between the joint i and the center of gravity of the link i, L 1 is length between the joints 1 and 2 and g is the gravity acceleration. The values of physical parameters are shown in Table 1 .
Since the active joint is operated by the geared DC motor and a velocity control driver, (1) can be rewritten as
where α 1s , c 1s and k v are parameters from the links, the motor, characteristic of the driver of the motor. v is the reference of the velocity. Here α 1s , c 1s and k v are relatively large enough to approximate (2) as
where a s = c 1s /α 1s = 6.25 and 
LPV Model
To extract the intrinsic property of the system, it is assumed that the influence of the Coriolis and the centrifugal forces is small enough to ignore and that the link 2 is operated around θ 2 = 0, that is, cos θ 12 cos θ 1 and sin θ 2 θ 2 .
If the scheduling parameter is chosen as ρ(t) = 1 − cos θ 1 (t), then (3) is rewritten as the following LPV model of the descriptor form:
where
] .
MULTI-OBJECTIVE GS CONTROL
Structure of controllers
A structure of the GS controller
is adopted to regulate θ 1 , the angle of the link 1, to a given constant reference y ref .
The output equation is 
Then (4) can be rewritten as by a tedious calculation. Note from (8) that
Design Specifications
The aim here is to give two specifications, minimizing a guaranteed cost and a pole placement, that the GS controller (5) and (9) should satisfy. It is assumed that matrix functions A and B satisfy
Guaranteed Cost
Let us consider a constraint on the integral of the quadratic form
where Q = Q h Q h 0 and R > 0. Minimizing γ under (10) is a specification of the controller design.
Pole Placement Let λ = α + jβ be the eigenvalues of the system matrix of the closed-loop system, A + BK. Assigning α in D is another specification where
In our system, both the design specifications are essential. For example, without the pole placement, the control input of the closed-loop system often exceeds a limitation to degrade a performance of regulation.
Design Conditions
The design conditions are discussed here to make the controller satisfy both the design specifications (10) and (11). The regions of the parameter and its derivatives are assumed to be Ω ρ and Ω d , respectively. Theorem 1. Let Q, R and D be given. The GS controller (5) and (9) with
satisfies (10) and (11) if there exist a scalar γ > 0, matrix functions X:
that (17) makes X −1 in the theorem above converge an optimal solution of the PDRE
The conditions in Theorem 1 are too general to solve by numerical methods. In order to construct a GS controller, the forms of X and F , the regions Ω ρ and Ω d , and the initial conditions onx 0 and ρ 0 have to be restricted as follows:
X and F are assumed to be matrix polynomials described by
Then (13)- (16) are reduced to PDLMIs such as F 1 (ρ,ρ, q) 0, F i (ρ, q) 0 (i = 2, 3, 4), respectively, by similarity transformations where
. Note that q in F i and Θ represents the vector of the decision variables, that is, q includes γ and the elements in X (i) and F (i) .
The regions of ρ andρ are restricted by 0 ≤ ρ(t) ≤ρ, |ρ(t)| ≤ δ
where |θ 1 (t)| ≤θ 1 andρ = 1 − cosθ 1 . Then Ω ρ and Ω d can be written explicitly as
From the discussion in Remark 1, initial conditions on (x 0 , ρ 0 ) should be considered for a maximum reference y 
Then (17) for the two initial conditions is reduced to PDLMIs such as
can be written by X (0) and
respectively, if h 1 = 2, that is, the degree of X is 2.
Imposing these restrictions on Theorem 1, numerically tractable conditions are obtained in a straightforward manner. (5) and (9) with (12) satisfies (10) and (11) if there exist a scalar γ > 0, matrix polynomials in (19) such that (22) can be relaxed to LMIs by the technique of matrix SOS (Kojima, 2003; Scherer and Hol, 2006) .
SIMULATIONS AND EXPERIMENTS
In this section, simulations and experiments evaluate our design method through comparisons with the LQ method and a SDRE method. Each method adopts minimizing the cost J in (10) with Q = diag ( 5, 1, 0.05, 0.01 ) , R = 1. In experiments, the sampling period is 1 [ms] . A common software environment is MATLAB Ver. 6.5.1 (R13.1) and SIMULINK Ver. 5.1.
LQ Controller Design
A linearized model is obtained from the LPV model (4) by letting θ 1 = 0, ρ = 1 − cos 0 = 0. Solving the Riccati equation for the system (A(0), B(0)) results in a feedback law of the form (5) and (9) with ρ = 0.
SDRE Controller Design
Consider the PDRE (18) withṖ = 0. Since θ 1 (t) is measurable, it is possible to construct ρ(t) in the LPV model (4). If one admits solving the Riccati equation for (A(ρ), B(ρ)) at each sampling period, one can construct a time-varying feedback law (5) and (9) with K = K(t). This is called as a PDRE method, a kind of the SDRE method.
GS Controller Design
A GS controller (5) and (9) is designed by Lemma 1, in which γ is minimized to be 5.45. The software environment is as follows: YALMIP(R20101122) (Löfberg, 2004) , SeDuMi Ver. 1.3 (Sturm, 1998) . A direct minimization of γ sometimes occurs "Numerical problems", so that a bisection search is adopted to ensure the feasibility.
The design specifications are given by (10) and (11) 
Simulations and Experiments
The results of nonlinear simulations and experiments are shown in Fig.2 A reason of such better performance is that the LPV method takes into account of the pole placement specifications (11) as well as stability of the closed-loop system, while the LQ and PDRE methods do not.
CONCLUSIONS
A GS controller design method based on the SOS relaxation of the PDLMIs has been applied for the ADIP. The design specifications are the guaranteed cost and the pole placement. For large reference arm angles, the GS controller can stabilize the system and keep a good response while the LQ and the PDRE controllers deteriorate the stability and performance. 
