Abstract Proxy reconstructions suggest that peak global temperature during the past warm interval known as the Medieval Climate Anomaly (MCA, roughly 950-1250 AD) has been exceeded only during the most recent decades. To better understand the origin of this warm period, we use model simulations constrained by data assimilation establishing the spatial pattern of temperature changes that is most consistent with forcing estimates, model physics and the empirical information contained in paleoclimate proxy records. These numerical experiments demonstrate that the reconstructed spatial temperature pattern of the MCA can be explained by a simple thermodynamical response of the climate system to relatively weak changes in radiative forcing combined with a modification of the atmospheric circulation, displaying some similarities with the positive phase of the so-called Arctic Oscillation, and with northward shifts in the position of the Gulf Stream and Kuroshio currents. The mechanisms underlying the MCA are thus quite different from anthropogenic mechanisms responsible for modern global warming.
Introduction
Proxy temperature reconstructions indicate that the Medieval Climate Anomaly (MCA, roughly 950-1250 AD) was warm in many parts of the world (e.g., Hughes and Diaz 1994; Mann et al. 2008 Mann et al. , 2009 Esper and Frank 2009; Frank et al. 2010; Ljungqvist 2010; Graham et al. 2011) . Natural radiative forcing associated with quiescent volcanic activity and relatively high solar output may have contributed to large-scale warmth (e.g. Crowley 2000) . The solar forcing may also have modified the large-scale atmospheric circulation, inducing stronger mid-latitude westerlies in winter and further warming in substantial regions of the mid-latitude continents (e.g., Shindell et al. 2001 Shindell et al. , 2003 . In addition, the internal variability of the system, purely driven by its own dynamics, can also be responsible for some of the reconstructed changes, in particular at regional scale (Goosse et al. 2005a; Servonnat et al. 2010) .
When driven by estimates of past natural and anthropogenic forcings, models tend to produce warmer conditions during the MCA than during the colder ''Little Ice Age'' (LIA roughly 1400-1700 AD). The models, however, generally underestimate in magnitude the regional changes observed in the reconstructions or fail to coincide in timing with them (e.g., González-Rouco et al. 2003; Goosse et al. 2005a; Ammann et al. 2007; Jungclaus et al. 2010; Servonnat et al. 2010; Swingedouw et al. 2011; González-Rouco et al. 2011) . This disagreement could be related to uncertainties in the forcing estimates or in the dynamics of the models that would fail in reproducing the adequate response to those forcings (e.g. Goosse et al. 2005b; Osborn et al. 2006 ). This could also be related to the internal variability of the system as a model cannot simulate the observed time evolution of the climate state if it is not constrained directly by the observations, for instance through data assimilation.
The goal of data assimilation is to combine information coming from both simulations and observations, taking into account their uncertainties, in order to have results compatible with all the elements (e.g. Talagrand 1997 ). Data assimilation is relatively new in paleoclimatology (see Widmann et al. 2010 for a recent review of the application of data assimilation to the climate of the past millennium). Our goal here is to apply this technique to provide additional insights into the processes that may underlie the patterns of climate change during the MCA. To do so, we perform simulations with the LOVECLIM climate model ) using a so-called ''particle filter' ' (van Leeuwen 2009; Dubinkina et al. 2011 ) that constrains model results to follow the signal provided by an annual mean surface temperature reconstruction based on a global proxy data network ). Consequently, the central variable in our discussion is also the annual mean temperature, analyzing the simulated states obtained through data assimilation to interpret the mechanism responsible for the reconstructed changes. In particular, we focus our attention on the extra-tropical Northern Hemisphere, a data-rich region with a well-defined MCA signature. We thus acknowledge that, in this first study devoted to the past millennium at this temporal and spatial scale, we will investigate only one element of the MCA since we will not discuss important characteristics such as the seasonality of the changes, the connections between the tropics and the extra-tropics and the variations in the hydroclimate (e.g., Seager et al. 2007 , Jones et al. 2009 , Burgman et al. 2010 , Graham et al. 2011 .
The paper is organized as follows. The methodology, including the models used, the proxy based reconstruction, the data assimilation technique and the experimental design, is described in Sect. 2. The results are then presented in Sect. 3. Section 3.1 discusses the general characteristics of the temperature changes in the LOVECLIM model. The mechanisms responsible for those changes are then analysed in Sect. 3.2. There, we also discuss in more detail some of the hypotheses suggested up to now to explain the MCA that were only briefly mentioned in the introduction. In Sect. 3.3, a special focus is given to the change in the heat balance of the Earth between the MCA and the LIA. In order to consider the various processes that may have played a role in the MCA-LIA transition, including those not well reproduced in LOVECLIM, we analyze complementary simulations performed with the coupled atmosphere-ocean climate model GISS-ER in Sect. 3.4. This allows a deeper analysis of the response of the atmospheric circulation to the forcing. The role of the forcing in the temperature changes between the MCA and the LIA is then compared to the one observed during the recent decades in Sect. 3.5. In addition to the information provided on the MCA itself, this also demonstrates the validity of our approach in a well studied period such as the twentieth century characterized by large variations in the forcing. Finally, conclusions are given in Sect. 4.
2 Description of the models, the proxy based reconstruction, and the data assimilation method
Proxy-based reconstruction
In the data assimilation experiments, we make use of a large-scale surface temperature reconstruction spanning the past 1,500 years based on a global network of more than a thousand proxy records (primarily tree ring, ice core, coral, speleothem, and sediment records), as described in Mann et al. (2009) . Those records cover nearly all the globe but with a higher density on northern hemisphere continents. The reconstruction follow the RegEM climate field reconstruction approach that has been tested thoroughly using synthetic proxy networks derived from long-term forced climate model simulations (Mann et al. 2007) . As the target of the reconstruction is annual mean temperature, this methodology calibrates the proxy network against the spatial information contained within the instrumental annual mean surface temperature over an overlapping period. Uncertainties in the reconstructions are then estimated from the residual unexplained variance in statistical validation exercises (Mann et al. 2008 ). This, for instance, shows that the skill of the reconstruction is quite stable through time. As the reconstruction was produced at the decadal timescale, a similar filtering is applied to our simulations (see below) before performing any analysis, using an 11-year Butterworth filter.
2.2 The climate model LOVECLIM LOVECLIM 1.2 ) is a three-dimensional Earth system model of intermediate complexity whose components representing the atmosphere, the ocean, the sea ice, and the land surface (including vegetation) are activated here. The atmospheric component is ECBilt2 (Opsteegh et al. 1998 ), a quasi-geostrophic model with T21
horizontal resolution (corresponding to about 5.6°by 5.6°) and 3 levels in the vertical. The ocean component is CLIO3 (Goosse and Fichefet 1999) , which consists of an ocean general circulation model coupled to a comprehensive thermodynamic-dynamic sea-ice model. Its horizontal resolution is of 3°by 3°, and there are 20 levels in the ocean. ECBilt-CLIO is coupled to VECODE (Brovkin et al. 2002 ), a vegetation model that simulates the dynamics of two main terrestrial plant functional types, trees and grasses, as well as desert. Its resolution is the same as in ECBILT.
The particle filter
The particle filter (e.g., van Leeuwen 2009) used in the data assimilation experiments is implemented as explained in Dubinkina et al. (2011) . First, an ensemble of 96 simulations (called 'particles' or ensemble members) is initialized for year 501 AD by adding to a single model state small noise in the atmospheric streamfunction. Since the motion in the atmosphere is chaotic, such a perturbation of the atmospheric streamfunction guarantees a sufficiently wide spread of the ensemble on a time scale of a few days at most. Previous experiments (Goosse et al. 2006; Dubinkina et al. 2011) have shown that 96 particles provide a good sample of the large-scale variability of the system while being affordable for simulations with data assimilation covering several centuries. Each particle is then propagated in time by the climate model. After 1 year, the likelihood of each particle is computed from the difference between the proxy-based reconstruction of annual mean temperatures interpolated on the model grid and the simulated ones on all available points northward of 30°N. This region is selected as it is the focus of our study and because the skill of the model is much higher in the extra-tropics than in the tropical regions . The particles are then resampled according to their likelihood, i.e. to their ability to reproduce the signal derived from the proxy records, as in Liu and Chen (1998) . The particles with low likelihood are stopped, while the particles with a high likelihood are copied a number of times proportional to their likelihood in order to keep the total number of particles constant throughout the period covered by the simulations, the new weight of each particle being equal to one. A small noise is again added in the atmospheric streamfunction of each copy to obtain different time developments for the following year. The entire procedure is repeated sequentially every year until the final year of calculation. Except for the small perturbations applied at each resampling step, the model dynamics is thus fully respected by the methodology, allowing us to analyze the physical process responsible for the changes in a consistent way. The trajectory selected by the filter could even, in theory, be obtained in a single run without data assimilation covering the full period of interest. The probability of such an event is, however, virtually zero. In any case, it is in practice impossible to launch a number of simulations without data assimilation that is large enough to have a reasonable chance to find one that is close to the reconstructed changes over the whole past millennium, justifying the use of the particle filter. The likelihood is based on a Gaussian probability density (see van Leeuwen 2009; Dubinkina et al. 2011 for the exact formulation). The error covariance matrix used to compute this likelihood takes into account observation errors and the error of representativeness (i.e., the error related to the fact that data and models are not able to represent the same spatial structures because of grid and sub-grid scale variability present in the data and the lack of observations in some regions to display a true mean on the size of the model grid, see Kalnay 2003) . We assume that observation errors are uncorrelated in space and that the error of representativeness is proportional to the covariance between surface temperature at different locations in a long control run of LOVECLIM (Sansó et al. 2008) . The evaluation of the likelihood is performed on spatially smoothed fields in which the features with scales smaller than 4,000 km are efficiently removed in order to emphasize the contribution of large-scale structures. This smoothing is taken into account in the estimate of the errors.
Experimental design of the simulations with LOVECLIM
The simulations are performed over the period 501-2000 AD. They are driven by both natural forcings (orbital, volcanic and solar) and anthropogenic forcings (changes in greenhouse gas concentrations, in sulfate aerosols and land-use) in the same way as in Goosse et al. (2010) . The total solar irradiance changes follow the reconstruction of Muscheler et al. (2007) , scaled to provide an increase of 1 W m -2 between the Maunder minimum (late seventeenth century) and the late twentieth century (i.e. a radiative forcing of about 0.2 W m -2 ) and the long-term changes in orbital parameters are derived from Berger (1978) . External forcing due to explosive volcanism is prescribed according to Crowley et al. (2003) . The evolution of greenhouse gas concentrations is imposed from a compilation of ice core records as explained in Goosse et al. (2005a) . The influence of anthropogenic (AD 1850 (AD -2000 sulfate aerosols is represented through a modification of surface albedo (Charlson et al. 1991) . The forcing due to anthropogenic land-use changes (affecting surface albedo, surface evaporation and water storage) is applied as in Goosse et al. (2005a) , following Ramankutty and Foley (1999) . In order to take into account the uncertainties in the forcing, a random component is added to those natural and anthropogenic forcings for each member of the simulations with data assimilation. This random component, which is uncorrelated in time and between the particles, follows a Gaussian probability distribution with a standard deviation of 0.4 W m -2 . The initial conditions in 501 AD are obtained from the results of a transient simulation over the period 1-500 AD driven by the same forcings starting from a quasi-equilibrium simulation corresponding to the forcing estimates for year 1 AD.
We first perform an ensemble of 10 simulations without data assimilation starting from those initial conditions in 501 AD. In the standard simulations with data assimilation (referred to as STD when any confusion with another experiment can occur), which starts from the same initial conditions, the uncertainty of the reconstruction ) is assumed to be of 0.5°C. In addition to this standard experiment, several sensitivity experiments have been performed (Table 1) to illustrate the discussion proposed in Sect. 3. In the first group of simulations, we modify some parameters of the experimental design chosen in STD. In Norandom, no additional forcing is applied, while the one in Random0.8 is obtained from a distribution with a standard deviation of 0.8 W m -2 instead of 0.4 W m -2 in STD. In Uncertain0.7, we assume an uncertainty of the reconstruction of 0.7°C instead of 0.5°C in STD. In the second group of experiments, we do not simulate the full climate of the past millennium but only constrain the model to follow the atmospheric circulation anomalies obtained in STD during the MCA (CirculMCA) and during the LIA (CirculMCA). In those experiments, no forcing change is applied.
GISS-ER coupled atmosphere-ocean model simulations
In addition to the simulation performed with LOVECLIM, we analyze results from an ensemble of 6 climate simulations using the coupled atmosphere-ocean climate model GISS-ER without data assimilation, as in Mann et al. (2009) . This model has a more comprehensive representation of the atmospheric dynamical and physical processes than LOVECLIM. Its results will thus be used in Sect. 3.4 to analyze in more detail the response of the atmospheric circulation to the solar forcing. Following a control run to establish stable initial conditions, six transient runs extend from 850 to 1900 C.E. Solar forcing is applied across the ultraviolet, visible and infrared spectrum based on scaling the spectral variation versus total irradiance as seen in modern satellite observations. The total irradiance through time is based on the time series of Bard et al. (2007) derived from South Pole ice core 10 Be data and takes into account a small long-term geomagnetic modulation (Korte and Constable 2005) and a polar enhancement factor. The amplitude is scaled to give a top-of-the-atmosphere incoming irradiance change of 2.2 Wm -2 between the Maunder Minimum and the late twentieth century. This is twice the amplitude of previous studies or models (Wang et al. 2005; Shindell et al. 2006) , and is chosen to provide a larger signal and test the response to a more extreme forcing. It is equivalent to General analysis of the MCA-LIA transition Norandom Experiment with data assimilation using natural and anthropogenic forcings but without any additional forcing
Analysis of the role of the additional forcing
CirculMCA LOVECLIM is constrained using data assimilation to follow the geopotential height simulated in the simulation with data assimilation (STD) during the MCA (950-1250). A constant pre-industrial forcing is applied in this experiment Analysis of the influence of the circulation changes on the temperature difference between the MCA and the LIA CirculLIA LOVECLIM is constrained using data assimilation to follow the geopotential height simulated in the simulation with data assimilation (STD) during the LIA (1400-1700). A constant pre-industrial forcing is applied in this experiment
Random0.8 Experiment with data assimilation using natural and anthropogenic forcings and an additional forcing selected from a random distribution with a standard deviation of 0.
Analysis of the role of the additional forcing Uncertain0.7 Experiment with data assimilation but assuming an uncertainty of the proxy-based-reconstruction of 0.7°C instead of 0.5°C
Test of the sensitivity of the results to the estimation of the uncertainty of the proxy-based-reconstruction 0.39 W m -2 radiative forcing between the Maunder Minimum and the late twentieth century, and about half that between the MCA and LIA. The model includes the ozone response to solar irradiance variations, which is parameterized from the results of prior GISS modeling using a full atmospheric chemistry simulation ) for computational efficiency. The ensemble mean results are analyzed using time periods within (or very near) the MCA and LIA periods selected in the reconstruction that maximized the solar forcing: 1125-1275 for the MCA, 1650-1750 for the LIA.
Results

Temperature simulated during the past millennium
LOVECLIM simulations without data assimilation yield hemispheric-mean temperature histories similar to those observed in other simulations employing a similar forcing Jungclaus et al. 2010) . The mean of the ensemble of simulations also agrees well with proxy surface temperature reconstructions ) of the past six centuries, but it fails to capture the warmer conditions of the earlier MCA interval (Fig. 1a) . Nevertheless, the reconstruction generally lies in the range provided by the ensemble of simulations (not shown) that, in addition to the forced response estimated through the ensemble mean, also takes into account the internal variability simulated by the model.
The data assimilation strongly improves the agreement over this earlier interval by constraining the model to respond in a way that matches the reconstructed patterns of temperature change. The improvement is also present during the more recent past leading to a decadal correlation between the mean simulation with assimilation and instrumental record (Brohan et al. 2006 ) of r = 0.95 (p \ 0.01) over the 1850-2000 interval of overlap, compared to a correlation of 0.84 for the ensemble mean of simulations without data assimilation. This simulation with The time series have been filtered using an 11-year Butterworth filter to emphasize decadal and longer timescales. The uncertainty ranges (2 standard deviations) are shown for both the reconstruction (violet) and simulations with assimilation (light green, the overlap between the two uncertainty ranges is thus in dark green; the range is not shown for simulations without assimilation). b Annual mean surface temperature difference between MCA (950-1250) and LIA (1400-1700) in model simulation with data assimilation and c in the reconstruction of Mann et al. (2009) . (Note: The color scale is different in b, c because it has been independently chosen to highlight the large-scale structure of the changes in each case.) data assimilation, however, does not quite reproduce the level of warmth seen in the reconstruction over the interval prior to AD 1100. This is perfectly compatible with the data assimilation technique that assumes an error in the reconstruction itself and thus has no reason to force the model to give results identical to the one of the reconstruction.
The effect of data assimilation can be illustrated by analyzing the temperature distribution in the simulation with data assimilation, in the simulation without data assimilation and by comparing them with the reconstruction and its uncertainties (Fig. 2) . For the first part of the simulation (e.g., the years 1000-1010, Fig. 2a) , the simulation with data assimilation has its peak lying between the one of the simulation without data assimilation and the reconstruction. It is thus shifted towards higher temperatures compared to the simulation without data assimilation leading to a distribution displaying a larger overlap with the range of the reconstruction. In a period when the simulation without data assimilation has a mean close to one of the reconstruction, as for the years 1650-1660 (Fig. 2b) , the distribution of the simulation with data assimilation has just a sharper peak than the one without data assimilation, the mean being less affected. Data assimilation helps thus to reduce the uncertainties on model results for this period.
A useful way to measure the relative MCA warmth is through the difference with the LIA. Frank et al. (2010) , for example, defines a MCA-LIA difference using the LIA interval 1601-1630 and MCA interval 1071-1100, finding a relative hemispheric-mean MCA warmth of 0.38°C, which falls between the greater 0.44°C warmth based on the Mann et al. (2009) reconstruction and the lesser warmth of 0.33°C found in our simulation with data assimilation for the same periods. Note, however, that taking a slightly different interval for characterizing the LIA (i.e. 1620-1650) leads to a larger difference of 0.37°C in our simulations with data assimilation.
More interesting, however, is the regional pattern of the MCA-LIA surface temperature difference (Fig. 1b, c) . In both the reconstruction and the simulation with data assimilation, notable warmth is evident in North Western Russia and in the centre of the American continent, with little relative warmth or even slight cooling over Eastern Asia and parts of the North Atlantic southeast of Greenland.
Causes of the temperature changes
in the simulation with data assimilation
We can now investigate the causes of the complex pattern of MCA warmth. Firstly, the warmer conditions are partly due to the natural and anthropogenic forcings applied in all our simulations. It is illustrated by simulations without data assimilation that display a response to this forcing characterized by a general warming over the continents and smaller changes over the oceans (Fig. 3a) . This pattern represents a classical response to a large-scale forcing (e.g., Hegerl et al. 2000) and can be explained by relatively simple thermodynamic processes, the circulation changes in LOVECLIM for the ensemble mean of the simulations without data assimilation being very small. Secondly, in addition to this radiative forcing, the particle filter can select among a random distribution the forcing that leads to the best agreement with the reconstruction. In our experiment with data assimilation, this induces a slightly stronger forcing during the MCA (?0.07 W m -2 ) and a weaker one during the LIA (-0.06 W m -2 ) (Fig. 4) . It is interesting to note that, although the additional forcing imposed to each particle is uncorrelated in time (see Sect. 2.4), the final forcing displayed in Fig. 4 has a clear time correlation which is derived from the methodology itself and not from any a priori assumption. We have evaluated the contribution of this additional forcing in our standard experiment with data assimilation (STD) by making the temperature difference between the MCA and LIA in STD minus the one of a sensitivity experiment with data assimilation in which no additional random forcing is applied (Norandom, Table 1 ). It shows that the additional forcing also contributes to a small warming (Fig. 3b) . This leads in the simulation with data assimilation to a total effect of the forcing corresponding to about 60% of the temperature change between the LIA and the MCA averaged over the region 30°N-60°N.
Thirdly, the data assimilation also implies dynamic changes in atmospheric circulation, associated with a dipolar pattern of anomalous low (high) surface pressure at high (low) latitudes in the MCA relative to the LIA (Fig. 3e) . These changes in geopotential height between the two 300-year periods selected to represent the MCA and the LIA are relatively modest, corresponding to 1-3% Fig. 3 Causes of the temperature changes between the MCA (950-1250) and the LIA (1400-1700). a Difference of annual mean surface temperature (°C) between the MCA and LIA in an ensemble of model simulations without data assimilation driven by the same natural and anthropogenic forcings as the simulation with data assimilation. b Temperature difference between the MCA and LIA in the standard experiment with data assimilation (STD) minus the one obtained in an experiment with data assimilation in which no additional random forcing is applied (Norandom). c The difference in annual mean surface temperature (in°C) between two sensitivity experiments is shown: in the first one, LOVECLIM is constrained using data assimilation to follow the geopotential height simulated in the simulation with data assimilation during the MCA (CirculMCA); in the second one, LOVECLIM is constrained to follow the geopotential height simulated in the simulation with data assimilation during the LIA (CirculLIA). d Sum of the fields displayed in ac. e Annual mean difference in geopotential height at 800 hPa (in m) between MCA and LIA in model simulation with data assimilation (STD) of the climatological gradients in the model . Nevertheless, as illustrated by comparing two simulations, the first one being constrained using data assimilation to follow the geopotential height simulated in STD during the MCA (CirculMCA) while the second one follows the geopotential height simulated in STD during the LIA (CirculLIA), this atmospheric pattern induces significant temperature changes (Fig. 3c) . The temperature increase is large at mid and high latitudes, in particular over the Barents Sea, Northeast Europe and Canada, while a cooling is simulated over the North Atlantic and in Eastern Asia because of northerly winds there. The mechanisms responsible for this temperature pattern are relatively standard and have, for instance, been widely studied in the framework of the NAO (e.g., Wallace et al. 1995; Hurrel 1995; Wanner et al. 2001) . In addition to the effect of the meridional wind component mentioned above, the circulation changes are also associated with an enhanced heat transport from ocean to land in many regions. The ocean is thus generally cooling, and the land is mostly warming. Because of the lower inertia of the latter, the magnitude of the surface change is larger over the continents resulting in mean temperature increase. Nevertheless, because of the coarse resolution of our model, the contrast between land and ocean is not clearly expressed in coastal areas: some regions close to an ocean, such as parts of the Western America and Western Europe, are behaving more like the ocean itself than like continental areas.
We do not expect a perfect linear combination of the different contributions. Nevertheless, when the effect of this atmospheric pattern (Fig. 3c) is combined with the one of the changes in the natural and anthropogenic forcings (Fig. 3a) as well as with the one of the additional forcing (Fig. 3b) , the main characteristics of the reconstructed change (Fig. 1c) and thus also of the simulation with data assimilation (Fig. 1b) are well reproduced (Fig. 3d) . This shows that, on the basis of Fig. 3 , we are able to explain the major characteristics of the temperature changes in our simulation with data assimilation.
The annual mean changes in geopotential height mainly reflect the winter signal (Fig. 5a) , variations in summer being much weaker. This winter pattern is not strictly annular but has clear similarities with the positive phase of the Arctic Oscillation (AO, also referred as the Northern Annual Mode)/North Atlantic Oscillation (NAO) which has been proposed to play a strong role in the observed changes during the MCA (Shindell et al. 2001; Shindell et al. 2003; Trouet et al. 2009; Mann et al. 2009 ). The changes are not confined to the Atlantic sector and, in fact, the dipole is stronger over the Pacific sector both in LOVECLIM and in previous simulations with the climate model GISS-ER ). This characteristic is also present in the AO (defined here as the first principal component of the geopotential height at 800 hPa over the region northward of 30°N) simulated by LOVECLIM (Fig. 5b) and represents a bias compared to the observed pattern seen in many models (e.g. Miller et al. 2006 ; see also the GISS-ER results discussed in Sect. 3.4). When analysing the probability distribution of the AO in the model a clear shift towards its positive phase is seen during the MCA compared to the LIA (Fig. 5c, d) . The difference in geopotential height displays some differences compared to the AO itself, but this result demonstrates that a significant part of the winter circulation changes in our simulations can be interpreted as a modification in the distribution of the AO.
Associated with the modification of the atmospheric circulation discussed above, significant changes in the oceanic near-surface circulation are found between the MCA and the LIA. A clear intensification and northward shift of the subpolar gyre during the MCA are simulated in the Pacific resulting in a large warming off the North coast of Japan (Fig. 6a) . A northward shift of the Gulf Stream system is also simulated for the MCA in our standard simulation with data assimilation resulting in a warming off the east coast of North America between 35°N and 45°N (Fig. 6b) . This is consistent with some past studies that have argued for a potential role for such changes in the position or intensity of the near-surface oceanic currents in the West Atlantic and Pacific in long-term climate variability (Frankignoul et al. 2001; Lund et al. 2006; Kwon et al. 2010; Swingedouw et al. 2011) .
The intensification of the gyre in the Pacific is perfectly compatible with the intensification of the winds there. This is confirmed by the similar changes obtained by comparing Fig. 4 Changes in the radiative forcing applied at the tropopause in the simulation without data assimilation induced by natural and anthropogenic forcings (red), in the standard simulation with data assimilation (blue) and the difference between them (green). The green curve represents thus the additional random forcing selected by the particle filter in order to have the best agreement between the model results and the proxy-based temperature reconstruction. The time series have been filtered using an 11-year Butterworth filter CirculMCA and the CirculLIA (not shown). Besides, the changes in the North Atlantic appear to be more complex, and their link with the wind forcing is less straightforward. Nevertheless, as coarse resolution models such as LOVECLIM have trouble to adequately represent the subtle dynamics of western boundary currents (e.g., Kwon et al. 2010) , the mechanisms responsible for the changes in currents in the North Atlantic will not be discussed in more detail here.
The changes in oceanic meridional circulation appear to play a smaller role in the transition between the MCA and the LIA in our experiments with data assimilation. In addition to clear decadal and multidecadal variations, the maximum of the Meridional Overturning Circulation in the North Atlantic displays only a modest reduction of 0.3 Sv during the MCA relative to the LIA (Fig. 7) . This decrease is classical in models during the MCA (e.g. Swingedouw et al. 2011) and, more generally, as a response to a warming (Gregory et al. 2005) . It induces a slightly reduced northward heat transport in the Atlantic during the MCA and thus a weak negative feedback on the temperature change, not a positive one that could explain the simulated warming. higher during the MCA than during the LIA (Fig. 8a) . This is close to the difference in total radiative forcing at the tropopause between those two periods (0.28 W m -2 , see Fig. 4 ), illustrating the weak feedback on shortwave flux in LOVECLIM in the tropics . The changes between the MCA and the LIA increase in absolute value with latitude, reaching about 0.9 W m -2 close to the Pole. This characteristic appears even stronger when analysing the relative changes of the net incoming solar radiation as it varies from an increase of 0.1% at the Equator to 0.25% at 50°N and more than 1% at high latitudes (Fig. 8b) . This amplification of the response at high latitudes is mainly due to lower surface albedo values caused by the reduction of the snow cover b The spatial pattern associated with the first principal component of the winter mean geopotential height at 800 hPa in STD, representing the Arctic Oscillation in LOVECLIM. The probability density function (pdf) of this mode for the MCA (red) and the LIA (blue) and, d the difference between those two pdfs over land and sea ice melting at the ice edge during the MCA. The associated increase in surface solar radiation appears particularly large in the Barents Sea, in Northern Russia, and Northern Canada where marked temperature changes were also noticed. In those regions, the surface net solar radiation can be more than 1 W m -2 higher in annual mean during the MCA than during the LIA (Fig. 8c) . The larger net incoming solar radiation is nearly perfectly compensated by the increase in the outgoing longwave radiation in the same latitude band. There is thus no additional imbalance at the top of the atmosphere a b Fig. 6 Changes in ocean currents and temperature averaged over the top 100 m of the ocean a in the North Pacific and b in the North Atlantic. The difference of annual mean temperature (colors,°C) and velocity (vectors, in m/s, scaling below the figure) between MCA (950-1250) and LIA (1400-1700) in model simulation with data assimilation is shown Fig. 7 Maximum of the overturning circulation in the North Atlantic (in Sv) in simulations with data assimilation. The green line is the best estimate and the grey lines are this best estimate plus and minus two standard deviations of the ensemble. The time series have been filtered using an 11-year Butterworth filter. This maximum of the overturning circulation is a standard measure of the magnitude of the meridional circulation in ocean models defined as the maximum in the North Atlantic of the two dimensional (depth-latitude) streamfunction obtained by performing the integral of the velocity between the eastwest boundaries of the oceanic basin and from the surface to the depth considered that would require changes in the meridional heat transport. In a consistent way, oceanic and atmospheric meridional heat transports remain more or less similar between the LIA and the MCA in our experiments (not shown). The role of the changes in oceanic and atmospheric circulations have thus either a regional effect, as discussed above for the currents close to the western boundaries of the oceans, or have an influence on the zonal atmospheric transport, in particular because of enhanced exchanges between the land and the oceanic domains. We should, however, remind that our model has a coarse resolution in the atmosphere and is thus not able to account well for potential changes in the transport by transient eddies that play a dominant role in the meridional heat exchanges at mid latitudes. The situation is even worse in the ocean where the effect of those eddies is parameterized in a relatively simple way . It would thus be useful to check if our conclusions remain valid in high resolution models representing more accurately those processes.
Besides, the circulation changes still have an indirect impact on the heat balance. As they induce a warming in many continental areas and in the Arctic, they contribute to the changes in surface albedo. This is illustrated in CirculMCA and CirculLIA. Although no modification of the radiative forcing is applied in those experiments, the surface solar radiation is higher in the warmer regions and lower in the colder regions in response to the circulation changes, resulting in a net increase in the net incoming solar radiations at mid and high latitudes (Fig. 9) .
Forced response in the GISS coupled atmosphere-ocean model ER simulations
One hypothesis to explain the small but persistent circulation shifts in STD, put forward by our simulation with ) between the MCA and the LIA data assimilation, is intrinsic, internal variability of the extratropical climate system. Alternatively, the reconstructed extratropical variations could be induced by tropical sea surface temperature changes (Seager et al. 2007; Trouet et al. 2009; Burgman et al. 2010; Graham et al. 2011 ). Several studies have indeed shown that a slight warming of the tropical Indian and western Pacific oceans, and some cooling of the eastern Pacific (which are consistent with available reconstructions for the MCA but have still an uncertain origin) can induce teleconnections explaining many of the circulation and climate changes deduced from proxy records for the MCA. In particular, several aspects of Medieval hydroclimate, such as the prolonged drought in America, are well reproduced in models driven by such surface temperature changes in the tropics (Burgman et al. 2010; Graham et al. 2011) . Unfortunately, this potential role of the tropics on extratropical climate cannot be studied in our framework, mainly because our model simulate an unrealistically weak response to tropical SST anomalies (Opsteegh et al. 1998 ). If such teleconnections leave an imprint in the midlatitudes, the anomalous circulation there can be selected by the particle filter among all the realisations of our ensemble but without being able to relate it to its tropical origin.
Another alternative hypothesis, alluded to in Mann et al. (2009) and in some earlier works (e.g. Shindell et al. 2001 Shindell et al. , 2003 , is that the observed changes are a result of a shift in the probability distribution of internal modes of extratropical variability due to external forcing (see also Corti et al. 1999) . We have investigated this latter hypothesis here in greater detail. We could not do so with LOVEC-LIM as the simulated response of the circulation to the forcing is too weak because of the simplifications applied in its representation of the atmospheric dynamics (Goosse and Renssen 2004; Goosse et al. 2010) . By contrast, useful information on the potential role of the forcing in the circulation shifts can be derived from the results of the much ) between the sensitivity experiments in which the model is constrained to follow the atmospheric circulation simulated for the MCA (CirculMCA) and the LIA (CirculLIA), respectively (red), of the outgoing longwave radiation at the top of the atmosphere (green) and of the imbalance between incoming and outgoing radiations (blue). b Relative change in the zonal mean of the annual mean net incoming solar radiation at the top of the atmosphere between the conditions corresponding to the MCA and the LIA. c Difference in annual mean net solar radiation at the surface (W m -2 ) between the conditions corresponding to the MCA and the LIA Fig. 10 Principal component analysis of the cold half year (November to April) sea level pressure in GISS-ER simulations over the past millennium. a The spatial pattern of the second eigenvector (associated with the time series of Principal Component PC2) and b of forth eigenvector (associated with PC4). c, d, the difference (in black) in the distribution of PC2 and PC4 between two periods of the MCA and LIA characterized by a strong difference in solar irradiance (in units of standard deviations). The full distribution is given on e, f in red for the MCA and in blue for the LIA. The significance of the difference is evaluated by comparing it with one (in blue) and two (in red) standard deviations of this distribution using the same number of samples from a control run more sophisticated GISS-ER coupled atmosphere-ocean climate model by comparing its results during sub-periods of high and low solar irradiance during the MCA and LIA, respectively.
In the GISS-ER model, the solar forcing clearly shifts the probability distribution of the key extratropical atmospheric circulation modes as shown by an analysis of the leading principal components of sea level pressure (PCs, also commonly referred to as empirical orthogonal functions, or EOFs). The spatial pattern associated with the 2nd ranked principal component (''PC2'') displays a zonallysymmetric structure similar to the AO (Fig. 10a) but with a stronger centre of action in the Pacific. Its distribution is moved towards the positive phase (Fig. 10 c, e) , while the more zonally-asymmetric 4th ranked PC (''PC4'') ( Fig. 10b) shifts towards the negative phase (Fig. 10d, f) . The distribution of the other PCs, which could not be associated simply to any standard mode of atmospheric variability, is less influenced by the solar forcing.
Principal components 2 and 4 explain 21 and 8% of the variance, respectively. Furthermore, the shifts in their probability distribution are modest in comparison with the intrinsic internal variability. They are nonetheless responsible for a multi-decadal high surface pressure anomaly over the North Atlantic and North/Central Pacific and for a negative surface pressure anomaly at higher latitudes of about 60°N-70°N. The associated circulation changes lead to significant temperature variations, as shown in Mann et al. (2009, see their Fig. 4 ). This clearly illustrates the potential role of such probability shifts induced by solar activity in the MCA-LIA transition.
3.5 Role of the forcing in the MCA-LIA transition compared to the twentieth century warming
In the standard simulation with data assimilation (STD), we assume that the uncertainty in the forcing can be represented by an additional forcing derived from a Gaussian distribution with a standard deviation of 0.4 W m -2 . This may appear large compared to recent estimates (Schmidt et al. 2011 ), but such a high value can also be a way to represent the uncertainty in model response. For instance, if the model tends to underestimate the response to a forcing, the particle filter will likely select a particle with a stronger forcing in order to have a closer match between simulated and reconstructed temperature changes. Furthermore, there are still uncertainties in the exact magnitude of past changes in radiative forcing, in particular the Fig. 11 Temperature changes in sensitivity experiments. a Anomaly of annual mean temperature (°C) averaged over the region 30°N-60°N in the standard simulation with data assimilation (green) and in two sensitivity experiments in which no additional random forcing is applied (experiment Norandom, dark blue) and in which the standard deviation of the uncertainty of the forcing is assumed to be 0.8 W m -2 (experiment Random0.8, light blue). The reconstruction of Mann et al. (2009) is in red. The reference period is 1850-1980. As in Fig. 1 , the time series have been filtered using an 11-year Butterworth filter. The grey lines represent the range of the standard simulation with data assimilation (best estimate plus and minus two standard deviations). b Annual mean surface temperature difference between MCA (950-1250) and LIA (1400-1700) in Norandom. c The same as b but in Random0.8 changes in solar irradiance that can justify such a high value (e.g. Schmidt et al. 2011; Shapiro et al. 2011) .
In order to further analyze the role of such an additional forcing and to further highlight the way the data assimilation method works, we have compared the results of STD with the ones of two additional sensitivity experiments. In Norandom, already discussed above, no additional forcing is applied. In the second sensitivity experiment, we assume for the distribution of the additional forcing a very high standard deviation of 0.8 W m -2 , to study the behaviour of the system in an extreme case (Random0.8).
As expected, because of the larger standard deviation of the forcing, the simulated temperature during the MCA increases in Random0.8, while it decreases in Norandom compared to the STD. Nevertheless, the differences appear relatively small. For the LIA, the difference in annual mean temperature averaged over the region 30°N-60°N is smaller than 0.03°C between the three simulations (Fig. 11a) . For the MCA, the range of the three simulations is 0.09°C. Slightly larger differences appear for some periods, such as around 1000 AD, but even in that case the three experiments are relatively close to each other. The spatial temperature pattern is also similar in the three experiments, only with a higher large-scale warming in Random0.8 compared to STD and then in STD compared to Norandom (Fig. 11b, c) . Furthermore, the changes in atmospheric circulation in all the experiments have the same characteristics (Fig. 12) . This demonstrates that this pattern, which strongly contributes to the spatial structure of the warming during the MCA, is very robust in our experiments. This pattern also depends weakly on reasonable changes of the uncertainty assigned to the reconstruction (see ''Appendix'').
The larger warming is achieved in Random0.8 thanks to a positive additional forcing of 0.2 W m -2 during the MCA and a negative one during the LIA of 0.14 W m -2 (Fig. 13) . As expected, it appears thus also possible to explain the MCA-LIA transition using a larger forcing difference between those two periods than in Norandom and STD. Those values of the forcing, however, are quite high and incompatible with present best estimates because of the extreme hypothesis followed in Random0.8. Furthermore, the simulated changes in Random0.8 are not strongly different from the ones obtained in Norandom and STD, and both experiments are compatible with the proxy based reconstruction within its own error bars. Consequently, there is no need to invoke a strong radiative forcing between the MCA and LIA to explain the reconstructed temperature changes. From the present estimates Fig. 12 Annual mean difference in geopotential height at 800 hPa (in m) between MCA (950-1250) and LIA (1400-1700) in additional model simulations with data assimilation. Compared to the standard experiment in a, no additional random forcing is applied (experiment Norandom) and in b the standard deviation of the uncertainty of the forcing is assumed to be 0.8 W m -2 (experiment Random0.8) Fig. 13 Additional random forcing selected by the particle filter in the standard experiment with data assimilation (STD, in green) and in a sensitivity experiment in which the standard deviation of the uncertainty of the forcing is assumed to be 0.8 W m -2 (experiment Random0.8, in blue) of past forcing, we can rather conclude that the role of the forcing is very likely overestimated in Random0.8.
For the more recent past, the situation is different. When driven by a reasonable estimate of the changes in radiative forcing over the twentieth century, the simulation with data assimilation reproduces very well the observed warming (Fig. 14a) . In order to evaluate the importance of this forcing, we have performed sensitivity tests using data assimilation over the period 1850-2000. In those experiments, in contrast to the standard one, the external forcing imposed to all the members is kept constant, corresponding to pre-industrial conditions. In addition to this common constant forcing, each ensemble member receives a different realization of a random forcing taken from a Gaussian distribution, as in the standard experiment with data assimilation. In the various experiments, the standard deviation of this distribution ranges from 0 (no additional forcing) to 1.4 W m -2 (Fig. 14b ). When using a distribution for the random forcing with a small standard deviation, the forcing selected by the particle filter is also small (Fig. 15) . As a consequence, it is not possible to reproduce the large warming observed over the last 50 years. When the standard deviation is smaller or equal to 0.2 W m -2 , the late twentieth century is less than 0.2°C warmer than the second half of the nineteenth century, compared to an observed warming of more than 0.6°C over the region 30°N-60°N (Brohan et al. 2006) . This means that, despite the data assimilation, it was not possible to find mechanisms internal to the system that could compensate for the absence of anthropogenic forcing.
When we consider a larger standard deviation of the distribution, the forcing selected by the filter increases (Brohan et al. 2006, blue) and in the standard simulations with LOVECLIM with data assimilation using both natural and anthropogenic forcings (green). b The anomalies of annual mean temperature (°C) averaged over the region 30°N-60°N in a group of simulations with data assimilation driven by a constant radiative forcing corresponding to pre-industrial conditions. In each of those experiments, we have assumed a different uncertainty of the forcing represented by a different standard deviation of the distribution of the random forcing applied for each particle:
. In addition, two experiments with data assimilation also driven by a constant radiative forcing corresponding to pre-industrial conditions but constrained to follow thermometer observations of Brohan et al. (2006) are also shown. In one experiment, the standard deviation of the additional random forcing is 0.8 W m -2 (dark blue) and in the other it is 1.2 W m -2 (light blue). The reference period is 1900-1950. The time series have been filtered using an 11-year Butterworth filter strongly. For the largest value, we reach at the end of the twentieth century a forcing of more than 1 W m -2 , which is a bit lower than the best estimate of 1.6 W m -2 (Forster et al. 2007 ) but well in the range of uncertainty of this forcing. As a result, the temperature increases strongly during the twentieth century, in particular during the last decades, but the temperature is still lower than the observed one. We must keep in mind that in those experiments, we start from a highly biased estimate of the forcing, considering that the best prior estimate is a constant forcing and that positive and negative values over the twentieth century are as likely. This could partly explain the bias to low temperature in all those sensitivity experiments. The choice of the dataset selected for the data assimilation also has an impact. If we perform simulations with data assimilation constrained to follow the HADC-RUT3 dataset (Brohan et al. 2006 ) as in Dubinkina et al. (2011) , the bias becomes very small when the forcing is derived from a distribution using a large standard deviation (Fig. 14b) . Finally, the range of those simulations with different estimates of the uncertainty of the radiative forcing is of 0.39°C, i.e. at least 4 times more than in our experiments for the LIA and the MCA, even if we take into account the extreme case of experiment Random0.8.
We should insist that the goal of those sensitivity experiments was not to obtain an optimal reconstruction of the temperature or of the forcing over the twentieth century. In that case, it would be better to start from reasonable estimates of the forcing and of its uncertainty as in the standard experiment. We neither wanted to discuss specifically the dynamics of the recent temperature changes that have already been widely studied but rather to demonstrate the validity of our approach for a period when the role of the forcing is dominant. In our comparison between the twentieth century warming and the MCA-LIA transition, we must also acknowledge that data availability is much lower and the uncertainty of data is higher for the earlier periods. This has an impact on our estimation of the role of the forcing as more reliable estimates of the spatial temperature change or of the forcing would provide stronger constrains on our results and thus more precise conclusions.
Conclusions
We can conclude that it is possible to explain the reconstructed temperature changes during the MCA by a simple thermodynamic response to relatively weak changes in the forcing (of the order of 0.25 W m -2 between the MCA and the LIA in our simulation with data assimilation), combined with the influence of oceanic and atmospheric circulation changes. The first contributor, which sets up a general warming, can be captured simply by energy balance considerations. The latter one amplifies the warming and imposes its spatial structure. It is characterized in our experiments with data assimilation by stronger westerlies over mid latitudes, sharing thus some clear similarities with the positive phase of the AO, as well as by a northward shift and an intensification of the western boundary current in the Pacific and, to a smaller extent, in the Atlantic.
Those circulation changes in LOVECLIM are mainly related to internal dynamics. The timing of the reconstructed changes can thus be reproduced by the model only if its development is directly constrained through data assimilation. The complementary results of the GISS-ER model suggest alternatively that the circulation shifts can be partly a consequence of the dynamical response to the radiative forcing. LOVECLIM, because of its simplified dynamics, would underestimate this forced contribution, compensating this bias by a stronger shift of the internal variability. Nevertheless, GISS-ER results were included here to discuss only qualitatively the potential mechanisms. Current uncertainties in the forcing and in the relevant physical processes preclude any definitive quantitative conclusions regarding the magnitude of this compensation in LOVECLIM, and thus it is still challenging to determine precisely the true role of internal versus external cause in the circulation changes.
Our results are based on the hypothesis chosen, in particular on our a priori estimate of the forcing and of its uncertainty. In our standard experiment, following the present-day knowledge, we have selected a relatively weak solar forcing and an uncertainty which may already appear large compared to some analyses. Nevertheless, experiments with an even larger uncertainty confirm that, as expected, the warm conditions during the MCA could also be explained as Fig. 15 Additional random forcing selected by the particle filter in experiments driven by a constant radiative forcing corresponding to pre-industrial conditions. In each of those experiments, we have assumed a different uncertainty of the forcing represented by a different standard deviation of the distribution of the random forcing applied for each particle: 0.2 W m -2 (magenta), 0.4 W m -2 (violet), 0.8 W m -2 (green), 1.2 W m -2 (yellow), 1.4 W m -2 (orange). An 11-year running mean has been applied to the time series a response to a larger forcing change. This larger forcing does not presently provide the most likely hypothesis but may be kept in mind if new evaluations of the range of possible forcing variations are proposed in the future. But, even with this forcing, the circulation changes simulated in our simulation with data assimilation appear very robust.
Anyway, the transition between the MCA and the LIA, in which only a weak forcing is necessary to have results compatible with the reconstruction, contrasts with the recent decades for which a direct response to a much stronger radiative forcing is required to provide a satisfactory explanation for the observed large-scale warming (e.g. Hegerl et al. 2007 ). In our experiments, a forcing of the order of 1 W m -2 is needed to reproduce the recent warming, even with data assimilation. This indicates that our methodology was able to catch the different contributions of the forcing in these periods.
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The data assimilation methodology applied here provides estimates of the uncertainties. In addition, to test the validity of our conclusions, we have launched one supplementary simulation with data assimilation (Fig. 16 ) in which we use a slightly higher value for the uncertainty associated with the proxy-based reconstruction (0.7°C instead of 0.5°C) (Experiment Uncertain0.7). For the mean temperature over the region 30°N-60°N, the results of this new experiment are remarkably similar to the one of the standard simulation. The obtained spatial patterns of the temperature as well as the changes in atmospheric circulation (Fig. 17) are also in very close agreement to the ones described for the standard experiment. Locally, some small differences can be noticed, Fig. 16 Temperature changes in an additional model simulation with data assimilation in which, compared to the standard experiment, the uncertainty of the proxy-based reconstruction is assumed to be 0.7°C instead of 0.5°C (experiment Uncertain0.7). a Anomaly of annual mean temperature (°C) averaged over the region 30°N-60°N in the standard simulation with data assimilation (green) and in Uncertain0.7 (light blue). The reference period is 1850-1980. As in Fig. 1 , the time series have been filtered using an 11-year Butterworth filter. The grey lines represent the range of the standard simulation with data assimilation (best estimate plus and minus two standard deviations). b Annual mean surface temperature difference between MCA (950-1250) and LIA (1400-1700) in the experiment Uncertain0.7 but they are too small to challenge the interpretation deduced from the results of the standard simulation, illustrating that our results are robust at least when using the model and proxy based reconstruction applied here.
