Entropy-type integral functionals of densities are widely used in mathematical statistics, information theory, and computer science. Examples include measures of closeness between distributions (e.g., density power divergence) and uncertainty characteristics for a random variable (e.g., Rényi entropy). In this paper, we study U -statistic estimators for a class of such functionals. The estimators are based on ǫ-close vector observations in the corresponding independent and identically distributed samples. We prove asymptotic properties of the estimators (consistency and asymptotic normality) under mild integrability and smoothness conditions for the densities. The results can be applied in diverse problems in mathematical statistics and computer science (e.g., distribution identification problems, approximate matching for random databases, two-sample problems).
Introduction
Let the distributions P X and P Y of the d-dimensional random variables X and Y have densities p X (x) and p Y (x), x ∈ R d , respectively. Various characteristics in mathematical statistics, information theory, and computer science, say entropy-type integral functionals, are expressed in terms of integrated polynomials in p X (x) and p Y (x). For example, a widely accepted measure of closeness between P X and P Y is the (quadratic) density power divergence (Basu et al., 1998) 
Other examples include the (integer order) Rényi entropy for quantifying uncertainty in X (Rényi, 1970) h k = h k (P X ) := 1 1 − k log R d p X (x) k dx , k = 2, 3, . . . , and the differential variability for some database problems (Seleznjev and Thalheim, 2010) v = v(P X , P Y ) := − log
Henceforth we use log x to denote the natural logarithm of x. For non-negative integers k 1 , k 2 ≥ 0, k := (k 1 , k 2 ), we consider the Rényi entropy functionals (Källberg et al., 2012) 
Moreover, given a set of constants a := {a 0 , a 1 , a 2 }, we introduce the related quadratic functionals q = q(a) := a 0 q 2,0 + a 1 q 1,1 + a 2 q 0,2 .
Note that the quadratic divergence D 2 = q 2,0 −2q 1,1 +q 0,2 , the Rényi entropy h k = log(q k,0 )/(1− k), k = 2, 3, . . ., and the variability v = − log(q 1,1 ). Some applications of Rényi entropy and divergence measures can be found, e.g., in information theoretic learning (Principe, 2010) . More applications of entropy and divergence in statistics (e.g., distribution identification problems and statistical inference), computer science (e.g., average case analysis for random databases, pattern recognition, and image matching), and econometrics are discussed, e.g., in Pardo (2006) , Broniatowski et al. (2012) , Leonenko et al. (2008) , Escolano et al. (2009) , Thalheim (2003, 2010) , Thalheim (2000) , Leonenko and Seleznjev (2010) , Neemuchwala et al. (2005) , and Ullah (1996) . The divergence D 2 belongs to a subclass of the Bregman divergences that find various applications in statistics (see, e.g., Basseville, 2010, and references therein) . In this paper, to demonstrate the general approach, we study estimation of some entropytype integral functionals, e.g., q k and q(a), using independent samples from P X and P Y . We prove asymptotic properties for a class of U -statistic estimators for these functionals. The estimators are based on ǫ-close vector observations in the corresponding samples. We generalize some results and techniques contained in Leonenko and Seleznjev (2010) and Källberg et al. (2012) . In particular, we obtain consistency of the estimators under more general density conditions and prove asymptotic normality of the estimators for the quadratic functionals q(a). Leonenko et al. (2008) study asymptotic properties of nearest-neighbor estimators for q k and establish consistency when the densities are bounded. Ahmad and Cerrito (1993) obtain asymptotic normality of a kernel estimate of the quadratic divergence D 2 , but only under quite strong differentiability conditions for the densities. In the one-dimensional case, Bickel and Ritov (1988) and Giné and Nickl (2008) show rate optimality, efficiency, and asymptotic normality of kernel-type estimators for q 2,0 . Laurent (1996) uses orthogonal projection to build an efficient and asymptotically normal estimator of q 2,0 for multivariate distributions.
The number of pairs of ǫ-close observations (or the number of small inter-point distances) in a random sample is among the most studied examples of U -statistics with kernels varying with the sample size (see, e.g., Weber, 1983 , Jammalamadaka and Janson, 1986 , Penrose, 1995 . A significant feature of this and related statistics is their asymptotically normality under weak assumptions. In our work, we extend this property to the two-sample case and construct asymptotically normal estimators of the quadratic functionals q(a) under mild smoothness conditions for the densities. In particular, the proposed method is valid for densities of low regularity (or smoothness) given that a rate of convergence slower than √ n is acceptable. This appears to be a clear advantage of our approach compared to similar studies, see, e.g., Bickel and Ritov (1988) , Giné and Nickl (2008) .
First we introduce some notation. Let d(x, y) := |x − y| denote the Euclidean distance in R d and define B ǫ (x) := {y : d(x, y) < ǫ} to be an open ǫ-ball in R d with center at x and radius ǫ. Denote by
, the volume of the ǫ-ball. Define the ǫ-ball probability as p X,ǫ (x) := P {X ∈ B ǫ (x)}.
We say that the vectors x and y are ǫ-close if d(x, y) < ǫ for some ǫ > 0. Let X 1 , . . . , X n 1 and Y 1 , . . . , Y n 2 be mutually independent samples of independent and identically distributed (i.i.d.) observations from P X and P Y , respectively. Define n := (n 1 , n 2 ), n := n 1 + n 2 , and say that n → ∞ if n 1 , n 2 → ∞. Throughout the paper, we assume that ǫ = ǫ(n) → 0 as n → ∞. Denote by D → and P → convergence in distribution and probability, respectively. For a sequence of random variables {V n }, we write V n = O P (1) as n → ∞ if for any δ > 0 and large enough n 1 , n 2 ≥ 1, there exists C > 0 such that
In what follows, we consider estimation problems for both one and two samples. However, in the statements of results and the proofs, it is assumed, for sake of space and clarity, that two samples are available, i.e. n 1 , n 2 ≥ 0. This can be done without loss of generality, because in the one-sample case, e.g., estimation of q k 1 ,0 , k 1 ≥ 2, from X 1 , . . . , X n 1 , an auxiliary sample Y 1 , . . . , Y n 2 can be used.
The main goal of this paper is to provide asymptotic properties for estimation under weak distributional assumptions. We leave for further research important matters such as efficiency of the estimators under study, optimality of the obtained convergence rates, and selection of an optimal parameter ǫ = ǫ(n).
The remaining part of the paper is organized as follows. In Section 2, we consider estimation of the Rényi entropy functional q k . Section 3 presents the asymptotic properties for estimation of the quadratic functional q(a). In Section 4, we consider applications of the results to estimation of divergence, the two-sample problem, and statistical inference for some entropytype characteristics. Numerical examples illustrate the rate of convergence of the asymptotic results. Section 5 contains the proofs of the statements from the previous sections.
Estimation of the Rényi entropy functional q k
We introduce the U -statistic estimators of q k proposed by Källberg et al. (2012) . For nonnegative integers r and m, define S m,r to be the set of all r-subsets of {1, . . . , m}. Let S ∈ S n 1 ,k 1 and T ∈ S n 2 ,k 2 . When k 1 ≥ 1, we define
i.e. the indicator of the event that the observations {X j , j ∈ S} and {Y l , l ∈ T } are ǫ-close to X i . In a similar way, for k 1 = 0 and k 2 ≥ 1, let
By conditioning, we have
Now, a U -statistic for q k,ǫ (see, e.g., Ch. 2, Lee, 1990 ) is given by
with the kernel ψ k,n (S; T ) defined by the symmetrization
By definition, Q k,n is an unbiased estimator of q k,ǫ . Let k := k 1 + k 2 , k ≥ 2, and define the estimator of q k asQ
The asymptotic properties ofQ k,n depend on the rate of decrease of ǫ(n). In our first theorem, we establish consistency under two different asymptotic rates of ǫ(n) with minimal density assumptions in (ii). Note that Källberg et al. (2012) prove (i) under stronger density conditions (i.e. boundedness and continuity).
3 Estimation of the quadratic functional q(a)
The following linear combination is considered as an estimator of the quadratic functional q, Q n =Q n (a) := a 0Q2,0,n + a 1Q1,1,n + a 2Q0,2,n .
Theorem 1 gives conditions for consistency of the estimatorQ n . Next we describe some asymptotic normality properties ofQ n . Letq
We also introduce the characteristics
Henceforth, in order to have η > 0, we exclude the (trivial) cases a 0 = a 2 = a 1 q 1,1 = 0.
To ensure a sufficient rate of decay for the bias of the estimatorQ n , we propose smoothness (or regularity) conditions for the densities. Denote by
Note that (1) holds if, e.g., for some function g ∈ L 2 (R d ),
2 (K) is wider than, e.g., the corresponding Hölder class considered by Bickel and Ritov (1988) . There are different ways to introduce the density smoothness, e.g., by the pointwise Hölder conditions (Källberg et al., 2012) or the Fourier characterization (Giné and Nickl, 2008) .
In the next theorem, we present a bound for the bias and the rate of convergence in probability ofQ n in terms of the density smoothness α. Let L(n), n ≥ 1, be a slowly varying function as n → ∞.
2 (K) and n 1 /n → ρ, 0 < ρ < 1.
(i) Then for the bias, we have
To make the asymptotic normality results of Theorem 2 practical (e.g., to construct approximate confidence intervals), the unknown asymptotic variances have to be estimated. For this, we need consistent estimators of ζ and η. By expanding the terms in ζ, we see that it is a function of ρ and the functionals {q i,j : 2
that {Q i,j,n,ǫ 0 : 2 ≤ i + j ≤ 3} are consistent estimators of these functionals. Hence, we set up a plug-in estimator of ζ according to
where ρ n := n 1 /n. Denote by v 2 n = v 2 n,ǫ 0 the corresponding estimator for η and let w 2 n = w 2 n,ǫ 0 := ζ n + v 2 n /(nǫ d ) be an estimate of ζ + η/β when nǫ d → β, 0 < β ≤ ∞. Now we combine the results of Theorem 2, the smoothness conditions, and variance estimators to construct asymptotically pivotal quantities. These can be used, e.g., for calculating asymptotic confidence intervals for the functional q. It is worth noting that normal limits are possible under any density smoothness 0 < α ≤ 1. However, observe that the obtained rate of convergence is slower than √ n in the 'low regularity case' α ≤ d/4.
The generality of this result can be formulated in the following way: given a lower bound α * for the smoothness α, we get from (i) and (ii) that an asymptotically normal estimator of q is available with n ν rate of convergence, where 0 < ν ≤ 1/2 is a function of α * and the dimension d. Furthermore, with no information about α, (iii ) implies that asymptotically normal estimation of q is still possible, but at the slower rate L(n).
Remark 1. (i)
The condition n 1 /n = ρ, 0 < ρ < 1, in Theorems 2 and 4 is technical and we claim that it can be replaced with the slightly weaker condition n 1 /n → ρ, 0 < ρ < 1.
(ii) Notice that the condition ζ > 0 in Theorems 2 and 4 is unnecessary if we let nǫ d → β, 0 ≤ β < ∞. In general, this condition imposes some restrictions on the densities. For example, when considering the divergence D 2 , ζ > 0 implies that p X (x) = p Y (x) on a set of positive measure. For the functional q 2,0 , we have ζ > 0 unless X is uniformly distributed on some set D ⊂ R d (Jammalamadaka and Janson, 1986) .
(iii) In the one-sample case, the results of Theorem 4 (and Theorem 2) are essentially independent of ρ. In fact, consider, e.g., the estimatorQ 2,0,n of q 2,0 , i.e. a = {1, 0, 0}, ζ = 4Var(p X (X))/ρ, and η = 2b
Hence, it follows from Theorem 4(i) that
Therefore, we obtain a result with √ n 1 -scaling that does not depend on ρ as desired. Similar modifications can be done for the scalings in (ii) and (iii).
Applications 4.1 Estimation of divergence
The introduced quadratic divergence D 2 belongs to the wide class of density power divergences (Basu et al., 1998) , defined by
Another family of divergences is the pseudodistances introduced in Broniatowski et al. (2012) 
Note that, for non-negative integers r = 2, 3, . . ., Theorem 1 enables the construction of consistent plug-in estimatorsD r,n andR r,n of the divergences D r and R r , respectively. Moreover, the quadratic estimatorD 2,n is asymptotically normal under the conditions of Theorem 4 (see also Remark 1(ii)). The quadratic divergence D 2 can be used as a dissimilarity measure to investigate pairwise differences among M populations or objects. Let the features of population l be represented by the random feature vector V l with density p V l (x), x ∈ R d , l = 1, . . . , M . Using independent samples from populations V l , l = 1, . . . , M , we apply, e.g., the Bonferroni method in combination with Theorem 4 and calculate the M 2 approximate simultaneous confidence intervals {I lm } for the quadratic divergences {D 2,l,m }, D 2,l,m := D 2 (P V l , P Vm ), for a given confidence level. These intervals can be used to determine which populations are different with respect to their feature densities. Example 1. We consider estimation of the quadratic density power divergence D 2 (P X , P Y ) between two three-dimensional distributions. The distribution of the components of X and Y are t(3)-i.i.d. and N (1, 1)-i.i.d., respectively. In this case it holds that D 2 ≈ 0.018. We simulate N sim = 500 pairs of independent samples from P X and P Y and calculate the corresponding normalized residuals R
. . , N sim , with n 1 = n 2 = 500, and ǫ = ǫ 0 = 1/4. The histogram and normal quantile plot in Figure 1 illustrate the performance of the normal approximation of R (i) n indicated by Theorem 4(i). The p-value (0.41) for the Kolmogorov-Smirnov test also fails to reject the hypothesis of standard normality of the residuals.
The two-sample problem
A general null hypothesis of closeness between P X and P Y is given by
We consider the problem of testing H 0 against the alternative H 1 that p X (x) and p Y (x) differ on a set of positive measure (often referred to as the two-sample problem). Note that the alternative can be written as H 1 : D 2 > 0. Hence, we define a test statistic based on the estimatorD 2,n for D 2 (see, e.g., Li, 1996) according to The next proposition presents the asymptotics for the distribution of T n . Li (1996) proves a similar result (for a general kernel) under more restrictive density conditions (i.e. boundedness and continuity) (see also Ahmad and Cerrito, 1993) . Let {c n } be a numerical sequence such that c n = o(nǫ d/2 ) as n → ∞.
Thus, we reject H 0 if T n > λ a , where λ a is the a−quantile of the standard normal distribution. This test has asymptotic significance level a and is consistent against all alternatives that
Estimation of Rényi entropy and differential variability
Consider the class of functionals
For P X = P Y , we have the Rényi entropy h k,0 , which is one of a family of functions for measuring uncertainty or randomness of a system (Rényi, 1970) . Another important example is the differential variability v = h 1,1 for some database problems (Seleznjev and Thalheim, 2010) . When the densities are bounded and continuous, the results in Källberg et al. (2012) imply consistency of the truncated plug-in estimator
for h k . It follows from Theorem 1 that H k,n is consistent under weaker (integrability) conditions for the densities. For the quadratic case k = 2, i.e. k = (2, 0), (1, 1), the asymptotic normality properties of H k,n are studied by Leonenko and Seleznjev (2010) and Källberg et al. (2012) . The following proposition generalizes some of these results (see also Remark 1).
2 (K) and n 1 /n = ρ, 0 < ρ < 1.
(ii) If α > (d/4)γ, for some 0 < γ < 1, and
The estimator H k,n of h k can be used, e.g., for distribution identification problems and approximate matching in stochastic databases (for a description, see Källberg et al., 2012) .
Example 2. Let X and Y be one-dimensional uniform random variables, i.e. X ∼ U (0, 1) and Y ∼ U (0, √ 2), and consider estimation of the differential variability v = h 1,1 = log(2)/2. We simulate samples from P X and P Y and obtain the residuals R (i) n := √ nQ 1,1,n (H 1,1,n − h 1,1 )/w n , i = 1, . . . , N sim , with n 1 = n 2 = 300, ǫ = ǫ 0 = 1/100, and N sim = 600. Figure 2 illustrates the normal approximation for these residuals indicated by Proposition 6(i). The histogram, quantile plot, and p-value (0.36) for the Kolmogorov-Smirnov test support the hypothesis of standard normality.
Proofs
The following lemma is used in the subsequent proofs. 
Normal QQ−plot
Figure 2: Uniform distributions, U (0, 1) and U (0, √ 2); sample sizes n 1 = n 2 = 300 and ǫ = ǫ 0 = 1/100. Standard normal approximation for the normalized residuals; N sim = 600.
We see that the assertion follows if the last two terms in (2) tend to 0 as ǫ → 0. By the extension of Hölder's inequality (see, e.g., Ch. 2, Bogachev, 2007) , we have
The Lebesgue differentiation theorem implies
If V = (V 1 , . . . , V d ) ′ is an auxiliary random vector uniformly distributed in the unit ball B 1 (d), thenp X,ǫ (x) = E(p X (x − ǫV )) and thus Jensen's inequality leads to
Since p X ∈ L a+b+1 (R d ), the Lebesgue differentiation theorem gives
Furthermore, Fubini's theorem yields
From (4)- (7) and a generalization of the dominated convergence theorem (see, e.g., Ch. 2, Bogachev, 2007) , we get that
In a similar way, we obtain
Now we use the following result (see, e.g., Ch. 1, Kallenberg, 1997) : for a sequence of functions
Note that (4), (8), and (10) imply
Finally, it follows from (3), (9), and (11) that
By a similar argument, this also holds for the second term in (2). This completes the proof. ✷ Proof of Theorem 1. For l = 0, . . . , k 1 , and m = 0, . . . , k 2 , let
, where we define σ 2 k,0,0,n = 0. From the conventional theory of U -statistics (see, e.g., Ch. 2, Lee, 1990) , we have
Without loss of generality, we assume that k 1 ≥ 1. Following the argument in Källberg et al. (2012) , it is straightforward to show
and so Lemma 1 yields
Using the condition n 1 /n → ρ, 0 < ρ < 1, we obtain
as n → ∞ (15)
for some constant C l,m > 0. For r = 1, . . . , k, we have
Now it follows from (12)-(16) and the condition nǫ
Finally, from Lemma 1 we get E( (17) implies the statement.
(ii) The argument is similar to that of (i), so we show the main steps only. Note that bound (13) and Lemma 1 give
→ 0 as n → ∞ for some C l,m > 0. By combining this with (12), we obtain Var(Q k,n ) → 0 and, since also in this case E(Q k,n ) = b ǫ (d) −(k−1) q k,ǫ → q k , the assertion follows. This completes the proof. ✷ Proof of Theorem 2. If the case β = ∞ is excluded, then (i) and (ii) can be expressed together as follows:
We only present the proof for (18) since the argument is similar for the remaining case β = ∞ in (i). If n 3 = n 3 (n) is defined to be the greatest common divisor of n 1 and n 2 , then n 1 = n 3 l and n 2 = n 3 m, where l and m are positive integers that satisfy l/(l + m) = ρ. Consider the following pooled random vectors in R d(l+m)
The method of proof relies on the decomposition
where U n , to be defined below, essentially is a one-sample U -statistic with respect to the i.i.d. sample {Z 1 , . . . , Z n 3 }. The idea is to prove that the remainder R n tends to 0 in probability and use the corresponding result from Jammalamadaka and Janson (1986) to show asymptotic normality for the first term in (19). For z i := (x l(i−1)+1 , . . . , x li , y m(i−1)+1 , . . . , y mi ), i = 1, . . . , n 3 , introduce the kernels Moreover, define
and note that
Now consider the decompositions
where
and define
With this definition of U n , it follows from (21) that decomposition (19) holds with remainder
n , where
n := a 2 n 2 2
n := a 1 (n 1 n 2 )
n := a 0 n 1 2
n .
By the conventional theory of one-sample U -statistics (see, e.g., Ch. 1, Lee, 1990) ,
We have
where we use the fact that φ
(1)
) and thus (22) yields
Further, since
it follows from (23) that
Similarly, for i = 2, 3, we get Var(R
Moreover, if a kernel is defined as
and Lemma 1 gives
In a similar way, for i=5, 6, we obtain
Now it follows from (31) and (33) that the conditions of Theorem 2.1 in Jammalamadaka and Janson (1986) are fulfilled. Consequently, it holds that
Furthermore, since nǫ d → β, 0 ≤ β < ∞, we get from (30) and Lemma 1 that
Finally, assertion (18) follows from (19), (28), (34), (35), and the Slutsky theorem. This completes the proof.
Proof of Theorem 3. (i)
The proof is similar to that of Theorem 7 in Leonenko and Seleznjev (2010) . Let V := (V 1 , . . . , V d ) ′ be an auxiliary random vector uniformly distributed in the unit ball B 1 (0). By definition, we haveq 1,
For the last term, using the change of variables z = y − ǫV and symmetry
From the above,
and hence Hölder's inequality and the density smoothness condition imply
Similar inequalities can be obtained forq 2,0,ǫ andq 0,2,ǫ . It follows that
and so the assertion is proved.
(ii) First note that the conditions ǫ ∼ cn −1/(2α+d/2) , c > 0, and 0 < α ≤ d/4 yield
For k ∈ {(2, 0), (1, 1), (0, 2)}, by combining (12), (14), (15), and (36), we get that
Moreover, from (i) we have (
2α+d/2 , C 1 > 0, which together with (37) gives
Using this, for some C 2 > 0, any A > 0, and large enough n 1 , n 2 , we obtain
and the assertion follows.
(iii) The argument is similar to that of (ii) and therefore is left out. This completes the proof.
Proof of Theorem 4. (i) We have
where, by Theorem 3(i) in combination with the conditions ǫ ∼ L(n)n −1/d and α > d/4, | √ n(q ǫ − q)| ≤ Cn 1/2 ǫ 2α ∼ CL(n) 2α n 1/2−2α/d → 0 as n → ∞.
The assertion thus follows from Theorem 2(i), (38), and the Slutsky theorem.
(ii) Consider the decomposition corresponding to (38):
Since ǫ ∼ cn −2/((1+γ)d) , c > 0, for some 0 < γ < 1, we get nǫ d → 0, n 2 ǫ d → ∞, and n γ/(1+γ) c d/2 ∼ nǫ d/2 , so Theorem 2(ii) implies the asymptotic normality 
Note also that ǫ ∼ L(n) 2/d n −2/d gives nǫ d → 0 and L(n) ∼ nǫ d/2 . Therefore, similarly as above, the assertion is implied by the decomposition corresponding to (39), (42), Theorem 2(ii), and the Slutsky theorem. This completes the proof.
Proof of Proposition 5. (i)
When n 2 ǫ d → ∞ and nǫ d → β, 0 ≤ β < ∞, Theorem 2 can be applied withQ n =D 2,n . Indeed, under H 0 we haveq ǫ = E(D 2,n ) = 0 and ζ = 0, so Theorem 2 yields nǫ (ii) Under H 1 , we get from Theorem 1 and the Slutsky theorem thatD 2,n /v n P → D 2 / √ η > 0.
Consequently, since c n = o(nǫ d/2 ), we see that P (T n > c n ) = P (D 2,n /v n > c n /(nǫ d/2 )) → 1 as n → ∞.
This completes the proof.
Proof of Proposition 6. The assertion follows straightforwardly from Theorem 4 in a similar way as in Leonenko and Seleznjev (2010) .
