Abstract. We prove the existence of global solutions to the Cauchy problem of the Hartree equation
Introduction and main results
In this paper we are interested in the existence of a global solution to the Cauchy problem for the Hartree equation (H) iu t + ∆u + (K * |u| 2 )u = 0, (t, x) ∈ Ê × Ê n , u(0, x) = φ(x), x ∈ Ê n , (1.1) where K(x) = |x| −γ , when data have an infinite L 2 norm. Especially, in this paper we seek a global solution of (H) for φ in L p -spaces with p < 2, which are typical classes of functions without square integrability. First of all, it is well known that (H) is globally well posed in L 2 when 0 < γ < min(2, n). Usually, the global existence of the nonlinear dispersive equations such as (H) is shown by exploiting conservation laws. In fact, extension of the local solution to a global one u ∈ C(Ê, L 2 (Ê n )) of (H) for large L 2 -data is achieved by the L 2 -conservation law and the fact that the life span of the local solution depends only on the norm of the initial data φ. For that reason, it is not easy to construct a global solution of (H) if the L 2 -norm of φ is infinite since there is no conservation law available below L 2 . In [10] Vargas and Vega proved the existence of a global solution of the 1D cubic nonlinear Schrödinger equation (C) iu t + u xx ± |u| 2 u = 0, u| t=0 = φ when φ is not in L 2 but is sufficiently close to an L 2 -function in a sense. Their approach is a data-decomposition argument which originally goes back to Bourgain [1] . They split φ into the sum of a large L 2 function φ N and a small remainder function ψ N to obtain global solution of (C). In [6, 7] , we considered nonlinear Schrödinger equations with pure power nonlinearity |u| α−1 u in general space dimensions and obtained similar global existence results for a class of data which is not included in L 2 , and as a corollary we constructed global solutions for L p data p < 2 when α < α 0 where α 0 < 1 + 4/n is some power. One aim of the present paper is to establish a global solution of the Cauchy problem (H) with any mass subcritical nonlinearity (i.e. γ < 2) for φ ∈ L p using a similar but more suitable approach for the L p setting. Another important problem is concerning the persistency of the solution. Let E be a class of initial data. A solution of (H) for φ ∈ E on some time interval I ∋ 0 is said to have the persistence property if u(t) ∈ C(I : E) for all t ∈ I. Unfortunately, when E = L p , one cannot expect this property for solutions of (H) except p = 2. Indeed, it is shown that in general, the solution u of the linear Cauchy problem iu t + ∆u = 0, u| t=0 = φ ∈ L p does not belong to L p unless p = 2. For that reason, the global solutions constructed in [6] for L p -data lack the persistence property. One recent progress in this direction was made by YI. Zhou [11] . He showed that after a linear transformation, the initial value problem of the 1D cubic NLS (C) becomes well posed in L p , 1 < p < 2. His result implies that the local solution u : [0, T ] × Ê → of the original Cauchy problem (C) with u| t=0 = φ ∈ L p satisfies
. Although his work [11] relies on a subtle cancellation of the cubic nonlinearity uuū and his approach cannot be applied to the pure power case |u| α−1 u, it is plausible that properties similar to (1.2) hold for solutions of other nonlinear dispersive equations. In fact, in [4, 5] , we showed that local solutions of (H) for L p data satisfying (1.2) can be established and this is the second aim in the present paper. Roughly speaking, the goal of the present paper is as follows: construct a global solution of (H) for large data φ ∈ L p satisfying the property (1.2) at least on a finite time interval [−T − , T + ]. This goal is achieved through two local existence theorems and a uniqueness result in appropriate Lebesgue spaces L q (L r ). We consider two solutions of (H). One is a global solution which is constructed by means of the splitting argument similar to the ones in [6, 7, 10] but we establish the solution in different function spaces based on the generalized Strichartz estimates, which is more suitable in the L p -framework. The other is a local solution based on [4, 5] which is defined on some finite interval I and satisfies (1.2). Then we get a desired global solution if we showed that these two solutions are identical on some finite interval. This is shown by the uniqueness assertion in the suitable L q (L r ) type spaces mentioned above. Throughout this paper generalized Strichartz type estimates for both homogeneous and inhomogeneous equations in the non L 2 setting play a fundamental role:
The estimates of this type is well known when (q, r) and (ρ ′ , γ ′ ) are admissible and p = 2 but we mainly use the estimates for non admissible pairs, since our analysis is done in the L p -framework (p = 2). Before we state our main results, we introduce several notations.
Notations.
• For any q ∈ [1, ∞], q ′ denotes the conjugate of q, that is, 1/q + 1/q ′ = 1.
• For T > 0, we set I T¸[ 0, T ].
• Let I ⊂ Ê and let q, r ∈ [2, ∞]. We define
We also use L q (I : L r ) to denote the same norm.
. Note that these function spaces were introduced by YI. Zhou in [11] to show local well-posedness results for 1D cubic NLS in L p -spaces for 1 < p < 2.
• Throughout this paper we use several particular exponents:
, ρ 0¸4 n 2n + γ and let σ p be defined by the relation
It is easy to check that (q p , r 0 ) satisfies the scaling condition
We also use an unspecified exponent p 0 ∈ (1, 2). For readability, we use q 0 , σ 0 to denote q p 0 , σ p 0 respectively. For convenience we present below some frequently used relations in the computations of exponents.
• We introduce a trilinear form associated with the Hartree-type nonlinearity: for three space variable functions f, g, h we define
We also write H γ (f )¸H γ (f, f, f ). Using this, the nonlinearity in (H) is expressed as H γ (u(t)).
• To describe the property (1.2) of solutions, we introduce the space C Schr (I : E): let I be an interval and let E be a Banach space of functions on Ê n . We define C Schr (I : E)¸{u :
Our global exsistence result is as follows. Theorem 1.1. Assume that 0 < γ < min(2, n) and
Then for any φ ∈ L p (Ê n ) there exists a unique global solution u of (H) in the form of
for some p 0 satisfying
Furthermore, the solution satisfies the followings:
and lim
Theorem 1.1 is a consequence of the following local existence theorem. Hereafter, we only consider positive time i.e. t > 0, the case t < 0 can be treated in the same manner. Theorem 1.2. Let 0 < γ < min(2, n) and assume that
also solve the same equation with the initial datum u λ | t=0 = φ λ (x)¸φ(λx). The exponent p c such that φ λ L pc = φ L pc is called a scaling limit and is considered one candidate for the thresholds of the local existence. A direct computation yields
Thus Theorem 1.2 indicates that a local solution satisfying (1.2) is established for any data in L p , p ∈ (p c , 2] when n ≥ 2 and 4/3 ≤ γ < 2.
We need another existence theorem in order to prove Theorem 1.1. This result is concerning the existence of a local solution for a class of initial data that is not included in L 2 but the solution can easily be extended to any arbitrarily large time if data are sufficiently close to an L 2 function in a sense. Let 1 ≤ p < 2 and let α > 0. We introduce the set of functions A p,α as follows: Definition 1.4. φ ∈ A p,α if and only if there exist two sequences of functions (
Our existence result for φ ∈ A p,α is as follows.
Then for any φ ∈ A p 0 ,α , there exists N 0 > 1 such that for any fixed N > N 0 , there is a local solution u of (H) in the form of
where T N is represented as
, the life span T N can reach any arbitrarily large time by taking N sufficiently large.
Remark 1.6. The condition (1.14) is stronger than (1.10). The assumption
is needed when extending a local solution using the L 2 -conservation. See the second step of Section 4.
Preliminary results

Basic properties of
2 is based on our local result in [4] where we established solutions of (H) for L p data in Y p λ,θ (T ) and it is shown that the global solutions given by Theorem 1.1 is an extension of these solutions if p is close to 2. This is proved by exploiting the following relevant properties of Y p λ,θ (T ) Lemma 2.1. Let T > 0. Assume that θλ ′ < 1. Then we have the following embeddings.
Proof. We give a proof for completeness, though it is essentially observed in [4, 11] . Throughout the proof we use the convention
. We also use the expression
We begin with (i). For t ∈ [0, T ], we have
. Since θλ ′ < 1, the norm in the right hand side is smaller than
for any t 1 , t 2 ∈ [0, T ]. Thus we get the desired inclusion in (i). We prove (ii). By (2.1), we may write
and take the L q (L r ) norm of both sides to get
.
By the assumption on (q, r) the first term of the right hand side is estimated by C v(0) L p . The second term is estimated as follows:
Consequently, we have
, from which we obtain the embedding in (ii). 
It is well known that the above estimate holds true if and only if (q, r) satisfies
As usual, we say that a pair (q, r) is admissible if it satisfies (2.3) and (2.4). In particular, (q 2 , r 0 ) and (σ ′ 2 , ρ ′ 0 ) are admissible as long as γ < 2. We need a generalization of these estimates of the form:
We see that, by a scaling argument, q, r, p satisfy
if (2.5) holds true. For the estimate of type (2.5) we present the following results by T.Kato:
Assume that (q, r) satisfies (2.6).
(i) Let n = 1 and 2 < r < ∞. Assume moreover that
Then the estimate (2.5) holds true.
(ii) Let n = 2 and 2 ≤ r < ∞. Assume moreover that
Then the estimate (2.5) holds true. (iii) Let n ≥ 3 and 2 ≤ r < 2n n−2 . Assume moreover that
Remark 2.3. Observe that (q p , r 0 ) satisfies the assumption of Lemma 2.2 if 4n 2n + γ < p ≤ 2.
Next we review estimates for the solution of the inhomogeneous equation
It is known that its solution u is given by
In this paper we need estimates of the form
which is true for appropriate choices of q, r, σ, ρ. For example, it is well known that (2.8) is valid if both (q, r) and (σ ′ , ρ ′ ) are admissible. In this paper we need estimates of type (2.8) for not necessarily admissible pairs.
(i) Let n = 1. Assume moreover that 2 < r < ∞, 1 < ρ < 2
Then the estimate (2.8) is true.
2.3.
Estimates of L 2 -solutions.
Lemma 2.5. Let A, B, C > 0 and let f : Ê + → Ê + be continuous, nondecreasing, and f (0) = 0.
Assume that
Then there exists K > 0 depending only on B, C such that
Proof. Set
and observe that lim ε↓0 δ(ε) = 0. Now if we take K such that (1 + 8BK C ) < 1.5
and take ε > 0 sufficiently small, we get
Proof. By Duhamel's principle, we may write
Taking the L q 2 I T (L r 0 )-norm of both sides and applying the standard Strichartz estimates (2.2), (2.8) for admissible pairs, we get
. See also the proof of Proposition 3.3 below. Now the assertion follows immediately from Lemma 2.5.
Lemma 2.7. Suppose that 0 < p 1 < p 2 ≤ ∞ and let p ∈ (p 1 , p 2 ) be given by
Moreover, for any f ∈ L p there are sequences of functions
where c > 0 is independent of t.
Proof. See [9] or [6, Lemma 3.1]. 
Then for any φ ∈ L p (Ê n ), there exist T = T ( φ L p ) > 0 and a unique local solution u of (H) satisfying
λ,θ (T ) for some λ ≥ 1 and θ > 0 with λ ′ θ < 1 depending only on n, γ, p. Moreover, the mapping
Thus if p satisfies (1.10), then for any φ ∈ L p there exists a unique local solution of (H) in Y 
Let u j , j = 1, 2 be two solutions of (H) with
Proof. The quadruple (q, r, σ, ρ) = (q p , r 0 , σ p , ρ 0 ) satisfies the assumption of Lemma 2.4 if 4n 2n + γ < p ≤ 2 as long as γ < 4. Hence
Now by the Hölder and Hardy-Littlewood-Sobolev inequalities, we have
Thus, using Hölder's inequality again, we have
This is possible since 2n n − γ + 2 < p ≤ 2.
Therefore, we get
By Duhamel's principle, u j , j = 1, 2 is represented as
Using this expression along with the estimate (3.3), we get the L qp (L r 0 ) estimate for the difference u 1 − u 2 :
Now taking T > 0 sufficiently small, we get the desired uniqueness assertion. In this section we prove Theorem 1.5. Basically, we follow the arguments in [6, 7, 10] , which prove the global existence of the Cauchy problem of Schrödinger equations with power type nonlinearities |u| α−1 u for data with an infinite L 2 norm. In [6, 10] , the standard Strichartz inequalities (2.2) were used to estimate the nonlinear term and in [7] , the solutions were established in function spaces based on admissible pairs but these approaches are not suitable for L p -framework. In fact, concerning the case of φ ∈ L p , the global existence results in these previous studies cannot cover all the mass-subcritical nonlinearities |u| α−1 u, 1 < α < 1 + 4/n. For instance, the global result of [7] for L p -data is obtained only for 1 < α < 1 + 3/n while global solutions are expected to exist for any α ∈ (1, 1 + 4/n). To overcome this difficulty, in this paper, we establish solutions in different spaces L q (L r ) based on the generalized Strichartz estimate (2.5), which is more suitable for L p framework. Indeed, choosing this setting yields global existence results for any mass-subcritical Hartree type nonlinearities, γ < 2. Now we prove Theorem 1.5. For φ ∈ A p 0 ,α we establish a local solution of (H) to the time T N given by (1.15) . Fix N > 1. Since φ ∈ A p 0 ,α , φ admits a decomposition satisfying (1.11)-(1.13). We seek a solution u of (H) in the form of u(t) = v(t) + w(t) where
The construction of a local solution proceeds in two steps. First
Step. Firstly, we prove the existence of a local solution to a small time
where M is a positive constant independent of N and will be determined below. Here in the first step we establish the local solution under a slightly weaker assumption
We first discuss the solution of (H 2 ). Since ϕ N ∈ L 2 , we see that there exists a unique global solution v of (H 2 ) with the L 2 conservation law:
Moreover, we observe that, by Proposition 2.6 and (4.2)
Next we prove that a local solution of (H e ) exists on [0, δ N ]. We seek a solution of the corresponding integral equation
in the complete metric space
where R will be determined below. We show that the operator given by
is well defined and is a contraction mapping from W R → W R . Assume that w ∈ W R . By the assumption (1.13) we have
Next, recalling that (q 0 , r 0 , σ 0 , ρ 0 ) satisfies the assumption of Lemma 2.4 if p 0 > 4n/(2n + γ), we use the generalized inhomogeneous Strichartz estimate (2.8) to obtain
To estimate the right hand side of (4.8), it is enough to consider the norm of terms such as:
Arguing as in the proof of Theorem 3.3 and using the Hölder inequality, we get
Using (4.1) and (4.4), the right hand side is estimated by
Similarly, we get
, and
where we have used the inequality (4.12) 2n 2 − γ
which follows from the assumption
Remark 4.1. For convenience we write down here how Hölder's inequality in the time variable has been applied to obtain (4.9)-(4.11):
and see the proof of Proposition 3.3 for (4.11).
We come back to the right hand side of (4.8). Collecting these estimates, we get
The right hand side is smaller than R/2N + R/2N = R/N and thus Φ : W R → W R is well defined, if M is sufficiently large, R > (2C 0 )/N , and N > N 0 for some sufficiently large N 0 > 1. Next we check that Φ is a contraction mapping. Assume that w 1 , w 2 ∈ W R . Then arguing similarly as above, we get
Again, it is enough to estimate the norm of the following terms:
. Arguing similarly as above, we get
−n(
Thus we have
which implies that Φ is a contraction mapping if M, N are sufficiently large. Consequently, by a standard fixed point argument, we have a local solution w ∈ L q 0 I δ N (L r 0 ) of (H e ) and therefore, we get a local solution of the original Cauchy problem (H) of the form
on the time interval [0, δ N ].
Second step. In the second step we try to extend the local solution to the time T N . We first observe that the third term in the right hand side of (4.14) is in L 2 . To see this, we use the inhomogeneous Strichartz estimate for the admissible pairs to obtain
As in the previous step, it is enough to consider the norm of three particular terms and they are estimated as follows:
(
Remark 4.2. As in the first step, we present how Hölder's inequality is applied. In view of the relation (1.6) and Remark 4.1, we immediately get:
In particular, we need the assumption p 0 > 6n 3n − 4γ + 2 to get (4.19), which implies that the first step is valid if we relax (1.14) to
while (1.14) is required to extend the solution to the time T N . Now we go back to (4.16), (4.18), and (4.20) . When N is large, the latter terms are smaller than the first one. Consequently, we have (4.21) sup
for some K 3 > 0 independent of N . We set
Then, by (4.21) and the conservation law for v, we have
Now if N is sufficiently large, we get (recall the inequality (4.12))
Therefore, we have
for any large N . In addition, we have
These estimates indicate that u(δ N ) is in an A p 0 ,α type space. Consequently, proceeding as in the first step, we see that the initial value problem
where
and w (1) (t) satisfies the integral equation
and ψ 2 N := e iδ N ψ 1 N = e 2iδ N ψ N . Then u(2δ N ) = ϕ 1 N + ψ 1 N and arguing as in the proof of (4.21), we have
By this estimate as well as (4.22) and (4.23), we have
Further, note also that e it∆ ψ 2 N L q 0 (L r 0 ) ≤ CN −1 . Thus u(2δ N ) admits a decomposition like (1.13) and (4.2). Therefore, using the argument in the first step once again, the local solution can be extended to the time 3δ N . One can repeat similar steps to extend the solution to the time 4δ n , 5δ n , · · · , until the L 2 -norm of the Duhamel term of the remainder part accumulates up to the size ∼ N α . In other words, one may use this procedure k 0 times as long as
from which we have
Consequently, one can establish a local solution of (H) to the time T N given by
Now if β(n, γ, α) > 0, T N can be arbitrarily large by taking N sufficiently large. This concludes the proof of Theorem 1.5. To prove Theorem 1.1 we first check that data in L p \ L 2 fullfill the assumption of the second local existence theorem.
Lemma 5.1. Assume that
Then for any p 0 satisfying Proof. Let φ ∈ L p \ L 2 . By Lemma 2.7, there exist (g t ) t>0 ⊂ L 2 and (h t ) t>0 ⊂ L p 0 satisfying φ = g t + h t , and ct
where θ ∈ (0, 1) satisfies
For N > 1 we take t N > 0 satisfying g t N L 2 = N 1−θ θ . This is possible since φ / ∈ L 2 ( see [6, Remark 3.3] ). Then,
From these inequalities, we get
Now we set ϕ N¸gt N and ψ N¸ht N . Then we see that (1.11) and (1.12) are fulfilled. Furthermore, (1.13) is also satisfied by the generalized Strichartz inequality if we assume (5.1).
£
Now we construct a global solution satisfying (1.8) and (1.9) for data φ ∈ L p . We first assume max 6n 3n − 2γ + 4 , 4n 2n + γ < p < 2.
In addition, we may assume φ / ∈ L 2 , as the global existence in L 2 is well known. By Theorem 1.2, there exist a local solution satisfying
We denote this solution by u 1 . Next, we fix p 0 so that max 6n 3n − 2γ + 4 , 4n 2n + γ < p 0 < p.
Then, by Lemma 5.1, φ ∈ A p 0 ,α with α being given by (5.2). Thus, by Theorem 1.5, there is a local solution u of (H) such that
for any sufficiently large N > 1. We denote this solution by u 2 . We show that the two solutions Consequently, we have established a global solution of (H) for φ ∈ L p satisfying (1.8) and (1.9). Finally, statement (ii) of Theorem 1.1 was essentially observed in the previous section. Indeed, arguing as in the proof of (4.19). We get: .
