We present nonparametric algorithms for estimating optimal individualized treatment rules. The proposed algorithms are based on the XGBoost algorithm, which is known as one of the most powerful algorithms in the machine learning literature. Our main idea is to model the conditional mean of clinical outcome or the decision rule via additive regression trees, and use the boosting technique to estimate each single tree iteratively. Our approaches overcome the challenge of correct model specification, which is required in current parametric methods. The major contribution of our proposed algorithms is providing efficient and accurate estimation of the highly nonlinear and complex optimal individualized treatment rules that often arise in practice. Finally, we illustrate the superior performance of our algorithms by extensive simulation studies and conclude with an application to the real data from a diabetes Phase III trial.
Introduction
Precision medicine, as an emerging medical approach for disease treatment and prevention, has received more and more attention among government, healthcare industry and academia in recent years. It is a well-known fact that there exists a significant heterogeneity for patients in response to treatments. For example, as demonstrated in [9] , for patients who are infected with human immunodeficiency virus and tuberculosis, their optimal timing of antiretroviral therapy (ART) varies significantly. [9] concludes that patients with CD4+ T-cell counts of less than 50 per cubic millimeter receive substantial benefits from the earlier ART, while those with larger CD4+ T-cell counts don't. Therefore, compared with the traditional one-size-fits-all approach, precision medicine aims to optimize clinical outcome by taking into account individual variability in clinical features, genes, environment, behaviors, and habits for each person.
In drug development, there are usually multiple available treatments for the same disease. For instance, there are different classes of oral and injectable treatments for treating Type II diabetes mellitus [7] . This motivates one current active line of research in statistics and machine learning, which is called individualized treatment recommendation. Generally speaking, the goal of individualized treatment recommendation is to decide an optimal rule which assigns a treatment from the set of possible ones to a patient based on their clinical characteristics. During the last decade, there is a large amount of literature on estimating the optimal individualized treatment rule [14, 17, 22, 11, 23, 3, 16] . In general, there are two frameworks, namely indirect learning and direct learning, among existing approaches to estimate the optimal individualized treatment rules. The key idea of indirect learning is first estimating the conditional mean outcome and then determining the optimal treatment rule by comparing the conditional means across various treatments [17] . In contrast, approaches in direct learning estimate the decision rule directly via optimizing some objective functions. For example, [22] proposes the outcome weighted learning (OWL), which transforms the value maximization problem to a weighted 0-1 loss minimization problem. Then OWL replaces the 0-1 loss by the hinge loss and uses techniques in the literature of support vector machine to seek the optimal rule. [11] and [23] further improve the performance of OWL by carefully choosing the weights. Another example of direct learning is [16] , which represents the optimal decision rule as a minimizer of a weighted least squares problem and proposes to optimize the corresponding empirical risk.
Indirect learning and direct learning open the door for statisticians and machine learning researchers to bring data-driven approaches to the area of precision medicine. However, there is still significant room for developing new efficient and accurate methods. First, most of the existing approaches in both of the indirect learning and direct learning assume a parametric linear form either for the conditional expectation of the outcome variable or for the decision rule. Therefore, the success of these approaches highly depends on the correct specification of the posited models. However, it is a very common opinion that decision rules which characterize the relationship between the clinical variables and the clinical response are highly nonlinear. Second, current proposed algorithms to solve objectives in indirect learning and direct learning don't scale for large-scale datasets. Third, the original OWL and most of its variants do not include the variable selection procedure, which is of great importance to improve the estimation accuracy when there is a large amount of clinical covariates. These challenges may result in bad performance of existing approaches in practice.
To alleviate problems discussed above, we develop several new methods, which model the conditional expectation of outcome variable and the decision rule by ad-ditive trees. Our proposed approaches use XGBoost-based boosting algorithms to estimate each regression tree iteratively. As a powerful boosting algorithm developed recently in [4] , XGBoost has been widely applied in different kinds of regression and classification problems in the machine learning community. The main contributions of our work are summarized as follows:
• Propose the flexible nonparametric framework which uses additive trees to model the conditional expectation and decision rule. This not only enlarges the model space, but also improves the estimation accuracy compared with methods using a single tree.
• Present novel XGBoost-based boosting algorithms for both of the indirect learning and direct learning. To the best of our knowledge, this work is the first study to apply the XGBoost algorithm to the area of estimating optimal individualized treatment rules.
• Develop a new direct learning approach (i.e., objective (25) in Section 3.2) and provide a theoretical analysis on Fisher consistency of our proposed method.
• Demonstrate that our algorithms outperform other existing methods in a wide variety of settings via extensive simulation studies and an application to the real data from a diabetes Phase III trial.
The remainder of our paper is organized as follows: Section 2 furnishes the mathematical background for the individualized treatment rule, indirect learning and direct learning to be considered in the paper. Section 3 presents our main methodological and theoretical contributions, providing the tree boosting algorithms and deriving the Fisher consistency of our proposed method in direct learning. Section 4 contains extensive simulation studies that are used to validate the performance of our proposed methods. In Section 5, we apply our methods to a clinical trial Phase III diabetes dataset. We conclude with a discussion in Section 6, including some avenues for future research.
Background and problem setup
In this section, we describe the individualized treatment rules, which are to be studied in our paper. We also discuss several popular existing approaches in the literature.
Individualized treatment rules
We observe a data set (X i , A i , Y i ) for 1 ≤ i ≤ n, where X i ∈ X ⊂ R p is the i-th patient's prognostic variable, A i ∈ A is the i-th patient's treatment assignment, and Y i ∈ R is the i-th patient's clinical outcome. In this paper, we focus on the binary treatments. That is, we assume A = {−1, +1}. Extensions to the multinary case where there are more than two treatments will be discussed in Section 6. Furthermore, we assume (X i , A i , Y i ) are i.i.d. copies of (X, A, Y ), which has an unknown underlying distribution P . The clinical outcome variable Y is also called reward in the literature of individualized treatment rules. In general, we assume that higher values of Y are better. Let f 0 (x) be the density function of X. For a ∈ A, let π a (x) = P (A = a|x) be the conditional probability of A = a given X = x. In this paper, we focus on the randomized controlled trial where A is independent of X and π a (x) is known. Let f 1 (y|X = x, A = a) be the conditional density of Y given X = x and A = a. Then the joint probability density function of (X, A, Y ) can be written as
An individualized treatment rule (ITR) D is a deterministic function, which maps from the covariate space X to the treatment set A. For a fixed ITR D, let A D = D(X). We assume (X, A D , Y ) have a joint distribution, denoted by P D , and we denote the corresponding joint density function by f D (x, a, y). Then we have
Let E D be the expectation operator with respect to P D . Then we define the following value function associated with an ITR D, which is used to describe the average clinical outcome when assigning treatments via the ITR D:
Furthermore, it is straightforward to show that
where the expectation operator E is with respect to the underlying joint distribution P . An optimal individualized treatment rule, denoted by D * , is the treatment assignment which maximizes the value function (1) . That is,
In this paper, we are interested in estimating the optimal ITR D * using observed data
Previous work
We now briefly introduce two different lines of previously proposed work for estimating the optimal ITR for binary treatments. We start with an indirect learning approach, which is often called Q-learning in the machine learning literature. The following Proposition provides an equivalent form of the optimal ITR defined in (2) .
Then the optimal ITR defined in (2) satisfies D * (X) = argmax a∈A Q(X, a) a.s.
The proof of Proposition 1 is contained in Appendix A.4. The conditional expectation Q(x, a) is usually called the quality of treatment a at observation x. Therefore, one standard regression-based approach to estimate the optimal ITR from Proposition 1 uses parametric forms of Q(x, +1) and Q(x, −1). For example, current Q-learning assumes
and estimates two sets of regression coefficients (β 1 0 , β T 1 ) and (β −1 0 , β T −1 ) respectively by either the ordinary least squares or penalized least squares. For example, the ordinary least squares approach solves
and
In the end, Q-learning indirectly estimates D * (x) via the sign function of difference of the estimated Q(x, +1) and Q(x, −1). That is,
Equation (5) implies that the decision rule is linear with respect to covariates x. Rather than estimating Q(x, +1) and Q(x, −1) separately, [17] considers a slightly different approach, which models Q(X, A) via basis functions from the interaction space of clinical covariates and treatments X × A. More specifically, [17] 
where θ is a vector in R 2p+2 . Then [17] solves the following objective
Next, we introduce two direct learning approaches for estimating the optimal ITR. Let
Then Proposition 1 implies that
Therefore, we can directly estimate the decision rule f * (x) and then use the sign of the estimated function. Furthermore, we have the following proposition:
Under the change of differential and expectation condition, f * is an optimal solution to
Proposition 2 is similar to results in [16] and its proof is contained in Appendix A.5. If we assume f * (x) is linear, that is, f * (x) = β * 0 + (β * ) T x, then Proposition 2 suggests that we can estimate β * 0 and β * via the empirical risk minimization
when the number of covariates is small, or via the regularized risk minimization
in the high-dimensional setting. Another popular work in the line of direct learning is called outcome weighted learning [22] . For a fixed ITR D, it's easy to see that
which is a constant. Therefore, the value maximization problem (2) is equivalent to the following risk minimization problem
Hence by equation (7), we have
where Af (X) is usually called the functional margin. The risk function in problem (10) can be viewed as a weighted expectation of 0-1 loss. It is well known that dealing with 0-1 loss is difficult due to its non-convexity. Therefore, under the assumption that Y i ≥ 0, for 1 ≤ i ≤ n, [22] replaces the 0-1 loss by the hinge loss and aims to optimize the following convex objective
where u + = max(u, 0), f is some norm of f , and F is some specified functional space. More specifically, [22] considers the linear decision rule for optimal ITR, which solves
When there exist negative outcomes, [22] subtracts the minimum observed outcome from all outcome responses.
Tree boosting algorithms
While those previous parametric approaches in Section 2.2 are easy to interpret, they face several challenges to be addressed. We highlight three key issues here: (1) They may suffer from the issue of model misspecification. On one hand, the linear assumption of Q(x, +1) and Q(x, −1) implicitly lead to the linear decision rule. On the other hand, objectives (8), (9) , and (12) directly assume that the optimal decision function f * (x) is linear with respect to x. However, in practice, the decision rule is usually highly nonlinear. (2) Numerical algorithms which are proposed to solve (8), (9) , and (12) are not scalable. Therefore, it is computationally expensive to deal with large-scale data sets. (3) In practice, a large amount of clinical covariates are often available for estimating the optimal ITR, but many of them might not be related to the prediction of outcomes. Hence, optimization problem (12) in outcome weighted learning, which does not incorporate the procedure of variable selection, may have a bad performance. Motivated by these challenges, in this section, we propose several efficient tree boosting algorithms, which are based on the well-known XGBoost algorithm [4] , for estimating the optimal ITR.
A tree boosting algorithm in indirect learning
We consider modeling quality functions in the indirect learning by additive trees. That is, we assume
where b 1 k and b −1 k are in the space of regression trees defined by
Here, the map q denotes the structure of a tree, T is the set of leaves of a tree, and w q(x) is the outcome of leaf indexed by q(x). Number of regression trees K is user-defined in practice. (13) and (14) are examples of boosting regression trees, which is known as one of the most powerful methods in statistical learning. We aim to estimate these basis functions via the following two objectives:
where J(b 1 k ) and J(b −1 k ) are penalties used to control the complexity of regression trees. Following [4] , in our proposed algorithm, for a tree b, we set
where |T | is the number of leaves, and γ > 0 and λ > 0 are tuning parameters. In practice, [4] sets a maximum depth of the regression tree in order to choose the appropriate tuning parameters. Next, we propose using forward stagewise additive algorithms to solve the above two optimization problems. We take objective (15) as an example. Letf 1 t−1 be estimated additive trees at the (t-1)-th iteration. Then at the t-th iteration, we solve minimize
Minimization problem (17) is a functional optimization, which needs to estimate tree structure and outcome of leaves. For a fixed tree with I j = {i : A i = 1, q(X i ) = j} as the instance set of leaf j, (17) is equivalent to the following minimization problem with respect to w:
It is straightforward to show that the optimal solution to (18) iŝ
and the corresponding optimal objective value is
This optimal value can be regarded as a score function to measure the quality of a tree. It remains to estimate the tree structure for problem (17) . Since it's impossible to enumerate all possible tree structures, we apply greedy split finding algorithms proposed in [4] . The key idea is starting from a single leaf and iteratively adding branches to the tree. For one node with instance set I, let I l and I r be instance sets of left and right nodes after the split. Note that we have I = I l ∪ I r . Then the loss reduction after the split is
This is the main criterion to evaluate the split candidates. For more details of split finding algorithms, we refer the interested reader to Section 3 of [4] and the references therein. Letb be the estimated tree by the greedy split finding algorithms with outcomes of leaves decided by (19) . Finally, to avoid overfitting, the estimated additive trees at the t-th iteration is given bŷ
where 0 < η < 1 is a shrinkage parameter and it needs to be tuned in practice. The above algorithm is implemented in the open-source software library of the XGBoost algorithm. To sum up, we propose the following tree boosting algorithm:
, number of iterations K, shrinkage parameter η and maximum tree depth d.
1. For observations with A i = +1, use the XGBoost algorithm to optimize (15).
Following the same notation used in this section, we denote the estimator of
2. For observations with A i = −1, use the XGBoost algorithm to optimize (16) , and denote the estimator of Q(x, −1) byf −1 K (x).
3. Output the estimated optimal ITR:
Remark 1. We provide a caveat while using Algorithm 1. This algorithm divides the whole data set into two classes: one with treatment +1 and the other with treatment −1. When the number of observations belonging to one class is significantly lower than those belonging to the other classes, this algorithm may come across the issue of imbalanced classes, which makes the estimation of one quality function not as efficient as the other one.
Tree boosting algorithms in direct learning
We now consider the direct learning framework. Our first tree boosting algorithm in this section is based on Proposition 2. We assume that the decision rule f * (x) is additive trees:
Then we have the following objective
The optimization problem (21) is a weighted least squares problem with weights 1/(π A i (X i )) and responses 2Y i A i . Therefore, similar to Algorithm 1, we propose the following algorithm:
1. Use the XGBoost algorithm with the weighted quadratic loss function in (21) to estimate f * (x). We denote the estimator byf (x).
2. Output the estimated optimal ITR: D (x) = sign f (x) .
Next, we consider the outcome weighted learning. Let φ be some margin-based convex loss function and define
Then we have the following result concerning Fisher consistency of (22) .
The proof of Theorem 1 is contained in Appendix A.1. In this paper we focus on boosting algorithms based on XGBoost, which requires that the loss function φ has the second derivative. So we consider the following deviance loss φ(x) = log(1 + e −2x ).
Note that squared loss and exponential loss also satisfy conditions in Theorem 1 and have second derivatives, but deviance loss is known to be more robust [8] . Figure 1 shows the comparison of 0-1 loss, hinge loss, deviance loss, squared loss, and exponential loss.
Furthermore, it is known that results from the outcome weighted learning in (11) are not stable due to the large variability of weights [7, 11, 23] . Therefore, to further improve the finite sample performance, we apply similar ideas in [11] and [23] . We assume that the outcome variable Y has the representation
where is the random error with zero mean, µ(X) is the common effect of covariates X, and δ(X) × A is the interaction effect between covariates and the treatment. Then we have the following result: (1 − x) 2 ; exponential loss: e −x . Note that the deviance loss in this figure uses base 2, but for simplicity, we use base e in our paper, which is up to a constant factor.
where φ(x) = log(1 + e −2x ). Then we have
The proof of Theorem 2 is contained in Appendix A.2. Therefore, we propose the following new objective in the outcome weighted learning:
whereμ(X i ) is an estimate of µ(X i ). It is easy to see that when the residual Y i −μ(X i ) is positive, minimizing the objective function in (25) encourages that the estimated ITR at X i is equal to the assigned true treatment A i . Similarly, when the residual is negative, the estimated ITR tends to move away from A i . In order to use (25), we need to plug in an estimateμ(X i ). There are various ways to estimate the common effect µ(x). We propose a method based on the following Theorem.
.
Furthermore, µ satisfies
The proof of Theorem 3 is contained in Appendix A.3. Similar to [23] , we consider two models of µ(X). In the first one, we assume a linear model µ(X) = α 0 + α T X. Then based on Theorem 3, we estimate regression coefficients α 0 and α via the weighted least squares
or the regularized weighted least squares
In the second model, we assume a null model µ(X) = α 0 . Then from Theorem 3, a simple estimator of α 0 isα
Finally, we consider to optimize (25) via the boosting technique. We assume the minimizer f * * φ in (24) can be characterized as additive trees. Then (25) becomes
(29) Direct minimization of (29) via the forward stagewise algorithm is challenging due to the non-quadratic form of the deviance loss. Instead, following the XGBoost algorithm, we consider its second-order approximation. More specifically, letf (t−1) be the estimated additive trees at the (t-1)-th iteration. Then at the t-th iteration, we optimize the objective
Therefore, we use split finding algorithms in XGBoost to solve (30) and then apply the shrinkage procedure as (20) in the end. In summary, we propose the following second XGBoost-based algorithm in direct learning:
Algorithm 3 Tree boosting algorithm II in direct learning
, number of iterations K, shrinkage parameter η and maximum tree depth d. 
Simulation studies
In this section, we report results of simulation studies that were used to examine the performance of our algorithms introduced in Section 3. We will refer to the three proposed algorithms as IndirectBoosting, DirectBoosting-I, and DirectBoosting-II, respectively.
Simulation settings
We generated the outcome from Model (23) . That is, for 1 ≤ i ≤ n, let
where each component of X i ∈ R p was independently generated from the uniform distribution U (−1, 1), the treatment assignment A i was generated from A = {−1, +1} independently of X i with P (A i = −1) = P (A i = +1) = 1 2 , and i was generated from the standard normal distribution N (0, 1). We set µ(X) = 1 + 2X (1) 
, where X (1) , X (2) and X (3) are the first, second, and third components of X. Furthermore, we considered the following five scenarios of δ(X):
(2) δ(X) = 1.3 × X (2) − 2X 2 (1) + 0.3 ;
These interaction functions are similar to those in [22] , [23] , and [16] . The first four scenarios correspond to tree-type, parabola-type, polynomial-type, and circle-type decision rules, while the last scenario was designed for simulating highly nonlinear and irregular decision rule. Explicit formulas of the optimal ITRs in these simulation settings are provided in Appendix B.
Performance measures
Following [23] and [16] , we assessed the performance of the estimated optimal ITR via the estimated value function and the misclassification error rate, respectively. In particular, we use the following estimator of value function proposed by [15] :
where D is a given ITR and
is an independent testing data. Next, let D be an estimated optimal ITR. Then the misclassification error rate is defined by
where D * is the known true optimal ITR in the simulation, and both of D * and D are applied to the testing data.
In our simulation studies, a testing data with 3000 observations was simulated from the joint distribution of (X, A, Y ) to evaluate the performance. We prefer methods with larger value function and smaller misclassification error rate.
Implementation and simulation results
We compared our proposed algorithms with the following methods:
(1) Q-learning described in (3) and (4);
(2) 1 -PLS proposed by [17] (i.e., (6));
(3) D-learning proposed by [16] (i.e., (8) and (9));
(4) Linear outcome weighted learning proposed by [22] (i.e., (12)); These five methods are referred to as Q-learning, 1 -PLS, D-learning, OWL-Linear, and OWL-RBF.
In DirectBoosting-II, we assumed a linear model for µ(X) and used the weighted least squares (26) to estimate the common effect. In D-learning, when the dimension of covariates was less than or equal to 10, we optimized the objective (8) . When the dimension of covariates was larger than 10, we estimated the decision rule via the 1 -regularized minimization problem (9) . Furthermore, we tuned the number of boosting iterations K, shrinkage parameter η, and maximum tree depth d in IndirectBoosting, DirectBoosting-I, and DirectBoosting-II from a prespecified set based on the 10-fold cross validation, which maximized the average of the estimated value function on the validation data set. The tuning parameter λ in other methods was selected with a same procedure. The bandwidth h in OWL-RBF was selected as the median of the pairwise Euclidean distance of the simulated covariates based on [19] . We implemented IndirectBoosting, DirectBoosting-I, and DirectBoosting-II with the XGBoost R package [5] , and implemented OWL-Linear and OWL-RBF with the DynTxRegime R package [10] .
For each scenario, we considered two dimensions of covariates: p = 10 and p = 50, and three sample sizes for training data: n = 100, n = 400 and n = 800. We repeated the simulation 100 times. Table 1 and Table 2 show the simulation results for p = 10 and p = 50, respectively. We now summarize the salient points below:
• IndirectBoosting, Q-learning, and 1 -PLS are in the framework of indirect learning. Q-learning and 1 -PLS had similar performance in terms of both misclassification error rate and empirical value function. Our proposed method IndirectBoosting outperformed these two methods in Scenario 1, Scenario 2, Scenario 3, and Scenario 4 across all sampling schemes. In Scenario 5, when (n, p) = (100, 10) and (n, p) = (100, 50), 1 -PLS performed slightly better than IndirectBoosting.
• D-learning was used to compare with our proposed method DirectBoosting-I, both of which are in the same framework of direct learning. DirectBoosting-I performed best in terms of both misclassification error rate and empirical value function, across all sampling schemes in all scenarios.
• DirectBoosting-II has the same framework with OWL-Linear and OWL-RBF.
In [22] , OWL-RBF is designed to estimate the nonlinear optimal ITR. However, interestingly, in some scenarios (e.g., Scenario 2 and p = 10), OWL-RBF failed since the misclassification error was increasing and the empirical value function was decreasing as the sample size increased from 100 to 800. Furthermore, when p = 50, OWL-RBF performed poorly and was very close to make a random guess in term of misclassification error rate, across all sampling schemes in all scenarios. Clearly, our proposed method DirectBoosting-II beated the other two significantly in terms of both misclassification error rate and empirical value function.
• Overall, our proposed methods had much better performance compared with other five methods listed in this section. Among three proposed methods, IndirectBoosting and DirectBoosting-II outperformed DirectBoosting-I in all simulation settings. 
Real data analysis
We analyzed a diabetes data set which was collected from a randomized, doubleblind, parallel-group Phase III trial [2] . This data set has been analyzed in several other papers on estimating the optimal ITR [7] . The randomized clinical trial was designed to compare drug efficacy of gliclazide and pioglitazone. In the comparison study, There were 1270 patients with Type 2 diabetes. Each of them was randomized to receive either pioglitazone up to 45 mg once daily or gliclazide up to 160 mg two times daily with equal probabilities. Therefore we set π A (X) = 1/2. The primary efficacy endpoint in the study was change from baseline HbA 1c to the last available post-treatment value during 52 weeks. In our analysis, after data preprocessing, we considered 1247 patients. 624 patients received gliclazide and 623 patients received pioglitazone. We focused on 21 baseline clinical covariates, including HDL, LDL, cholesterol, triglycerides, creatinine, fasting insulin, ALT, AST, GGT, duration of diabetes, age, weight, BMI, waist, fasting blood glucose, HomaS, HomaIR, HomaB, diastolic blood pressure, systolic blood pressure, and pulse. Detailed descriptions of these variables are in [2] . We compared eight methods listed in Section 4.3: IndirectBoosting, DirectBoosting-I, DirectBoosting-II, Q-learning, 1 -PLS, D-learning, OWL-Linear, and OWL-RBF. We applied the same procedures as those in Section 4.3 to tune parameters and train different models. Finally, to evaluate performance of estimated optimal treatment rules, we performed a 10-fold cross validation. More specifically, we split the data into 10 subsets with roughly equal sizes. We estimated the optimal ITR using 9 subsets of data, and then predicted the optimal treatments for the remaining subset of patients. We repeated the procedure 10 times to obtain the predicted optimal treatment for each patient. Following [23] , we considered two performance measures. The first one was the empirical value function evaluated on each fold. The second one was p-value described below. We divided all patients into two groups, Group 1 consisted of patients whose assigned treatments were same with the estimated optimal ITRs and Group 2 consisted of the remaining patients. Let µ 1 be the average reduction of HbA 1c for Group 1 in the study. Let µ 2 be the average reduction of HbA 1c for Group 2 in the study. Then we considered the following test:
We tested the above hypotheses with Welch's t-test. We repeated the simulation 100 times. Therefore, for each method, we obtained 1000 empirical value functions and 100 p-values.
In our analysis, a significant p-value is less than 0.05. Table 3 reports the sample averages (standard deviations) of empirical value functions, proportions of significant p-values and medians of p-values. In summary, the proposed algorithms achieved larger HbA 1c reduction compared with their corresponding competitors. The significant tests also confirmed their superior performance. 
Discussion
In this paper, we have proposed three tree boosting algorithms for estimating optimal individualized treatment rules. The goal of these boosting algorithms is to improve the finite sample performance of current existing methods in both of indirect learning and direct learning. Compared with other methods discussed in the paper, the proposed algorithms achieve higher value function and lower misclassification error rate as shown in the simulation studies and real data analysis. Our tree-based methods are nonparametric in the sense that they don't assume any parametric form of decision rules. This flexibility makes the proposed algorithms extremely useful in the era of big data. On the other hand, compared with the single tree, additive trees used in these algorithms are helpful to boost the performance of estimated optimal ITRs. Our paper naturally suggests several venues for future work. First, [1] points out 17.6% of published randomized controlled trial in 2009 had multiple arms. Therefore it would be interesting and worthwhile to generalize our study to the multinary case. There are several recent developments in this area [20, 16] . Here we take [20] as an example. Assume the treatment space is A = {1, 2, ..., M } where M > 2. Let
where 1 M −1 is a vector of 1's with length M − 1 and e j ∈ R M −1 is a vector with the j-th component 1 and 0 elsewhere. W j can be viewed as a class label that identifies treatment j. [20] proposes the following angle-based approach to estimate the decision rule:
where f is a function from X to
if Y i < 0 for a convex and strictly decreasing loss function (·). In particular, [20] considers the parametric form of f and uses the BFGS algorithm to solve (31).
On the other hand, [18] introduces a similar framework of multiclass boosting with coordinate descent or gradient descent. Therefore, it would be of interest to combine these two methods to develop new boosting algorithms for estimating optimal ITRs in the multinary setting. Second, results from boosting algorithms are not straightforward to explain. Recently, there is an active research line called interpretable machine learning, which concerns to make black box models explainable [13] . SHAP [12] , which originates from the Shapley value in cooperative game theory, is a unified and rigorous approach to explain the prediction of a machine learning model via the feature importance score. Therefore, it would be interesting to integrate SHAP to our proposed boosting algorithms. This would allow practitioners in the area of precision medicine to conduct valid personalized intervention. Third, our current work focuses on the continuous outcome. It would also be interesting to extend our methods to other types of outcome. In practice, other settings of interest in clinical studies involve the binary outcome or the survival outcome. [16] proposes the general direct learning framework to deal with these types, and it is quite straightforward to develop similar boosting algorithms under that framework via using appropriate loss functions.
Finally, our current work also remains several other challenging questions. An interesting and hard question to address is exploring the theoretical relationship between the performance of our boosting algorithms and the number of iterations, which would provide insights to practical aspects of boosting. Another direction to pursue would be studying the finite sample performance of our tree boosting algorithm II in direct learning using other appropriate loss functions rather than the deviance loss. This is both of theoretical interest that has largely remained open in the robust statistics literature, and of practical interest in observational studies where the observed data set may contain contaminations. Therefore,
When D * (x) = +1, we have E(Y |X = x, A = 1) > E(Y |X = x, A = −1). Thus, when φ (0) < 0, we have dS φ (w) dw | w=0 < 0. Therefore, there exists a constant δ > 0, such that
On the other hand, since we assume Y is positive, so E(Y |X = x, A = 1) and E(Y |X = x, A = −1) are both positive. Therefore when φ is convex, S φ (w) is also convex. Hence, for w < δ 4 ,
which implies f * φ (x) > 0. Similarly, when D * (x) = −1, we can show that f * φ (x) < 0. Therefore the proof is complete.
A.2 Proof of Theorem 2
Proof. For a fixed x, let S φ (w) = E |Y − µ(X)| π A (X) φ (wA × sign (Y − µ(X))) |X = x .
Furthermore, we have We first consider the case that D * (x) = 1, then a 1 − a 2 > 0. Therefore we have S φ (0) = (a 1 − a 2 )φ (0) < 0.
Using a similar argument with that in Theorem 1, we have f * * φ (x) > 0. When D * (x) = −1, we can also show f * * φ (x) < 0. Hence the proof is complete.
A.3 Proof of Theorem 3
Proof. Note that E(Y |X, A = 1) = µ(X) + δ(X), E(Y |X, A = −1) = µ(X) − δ(X), so we have
|X .
Next, for a fixed x, let
Then taking derivative over g and setting it to 0, we have
Therefore, we have
Hence the proof is complete.
A.4 Proof of Proposition 1
Proof. For any ITR D, following (1), we have V (D) = E Y I(A = D(X)) π A (X) = E X,A E Y Y I(A = D(X)) π A (X) |X, A = E X,A I(A = D(X)) π A (X) Q(X, A)
= E X E A I(A = D(X)) π A (X) Q(X, A)|X = E X a∈A I(a = D(X))Q(X, a)
= E X {Q(X, D(X))} .
Let d(x) = argmax a∈A Q(x, a). Then we have V (D * ) = E X {Q(X, D * (X))} ≤ E X max a∈A Q(X, a) = V (d).
On the other hand, by definition of D * , we have V (D * ) ≥ V (d). Therefore, we prove the result.
A.5 Proof of Proposition 2
Proof. For a fixed x, let
Then taking the derivative over g and setting it to 0, we have
Furthermore, we have
Hence, we have g = E Y A π A (X) |X = x .
B Optimal ITRs in simulation studies
In this Appendix, we provide the true optimal ITRs, which are known when generating the simulated data. In Scenario (1), the optimal decision rule is D * (X) = −1 X (1) ≤ 1 2 and X (2) ≤ − 1 2 1 otherwise, which is a decision tree. In Scenario (2), the optimal decision rule is a parabola, which can be expressed as D * (X) = 1 X (2) − 2X 2 (1) + 0.3 > 0 −1 X (2) − 2X 2
(1) + 0.3 < 0.
The optimal decision rule in Scenario (3) is a polynomial of degree 2:
D * (X) = 1 0.2 + X 2 (1) + X 2 (2) − X 2 (3) − X 2 (4) > 0 −1 0.2 + X 2 (1) + X 2 (2) − X 2 (3) − X 2 (4) < 0.
The optimal decision rule in Scenario (4) is a circle: D * (X) = 1 X 2 (1) + X 2 (2) < 0.8 −1 X 2 (1) + X 2 (2) > 0.8.
In Scenario (5), the optimal ITR is highly nonlinear which takes the form as follows:
D * (X) = 1 1 − X 3 (1) + exp (X 2 (3) + X (5) ) + 0.6X (6) − (X (7) + X (8) ) 2 > 0 −1 1 − X 3
(1) + exp (X 2 (3) + X (5) ) + 0.6X (6) − (X (7) + X (8) ) 2 < 0.
