The paper is concerned with the asymptotic behaviour of the correlation functions of the characteristic polynomials of the non-Hermitian random matrices with independent entries. It is shown that the correlation functions behave like that for Complex Ginibre Ensemble up to a factor depending only on the forth absolute moment of the common probability law of the matrix entries.
Introduction
The Random Matrix Theory has been developed for some sixty years. The story began with the study of symmetric and Hermitian random matrices. They have remained the most studied ever since. However, non-Hermitian matrices are not so well studied.
The present paper is concerned with the simplest non-Hermitian ensemble which is an analogue of the Wigner ensemble. The matrices are constructed of independent identically distributed (i.i.d.) complex random variables. More precisely, the matrices have the form Here and everywhere below E denotes the expectation with respect to (w.r.t.) all random variables. This ensemble has various applications in physics, neuroscience, economics, etc. For detailed information see [1] and references therein. Define the Normalised Counting Measure (NCM) of eigenvalues as N n (∆) = #{λ (n) j ∈ ∆, j = 1, . . . , n}/n, where ∆ is an arbitrary Borel set in the complex plane, λ
are the eigenvalues of M n .
The NCM is known to converge to the uniform distribution on the unit disc. This distribution is called the circular law. This result has a long and rich history. Mehta was the first who obtained it for x jk being complex Gaussian in 1967 [17] . The proof strongly relied on the explicit formula for the common probability density of eigenvalues due to Ginibre [10] . Unfortunately, there is no such formula in the general case. That is why other methods have to be used. The Hermitization approach introduced by Girko [11] appeared to be an effective method. The main idea is to reduce the study of the matrices (1.1) to the study of Hermitian matrices using the logarithmic potential of a measure P µ (z) = C log |z − ζ| dµ(ζ).
This approach was successfully developed by Girko in the next series of works [12, 13, 14, 15] . The final result in the most general case was established by Tao and Vu [27] . Notice that there are a lot of partial results besides those listed above. The interested reader is directed to [2] . The Central Limit Theorem (CLT) for the non-Hermitian random matrices linear statistics was proven in some partial cases in [7, 20, 21] . The best results for today were obtained by Kopel in [16] for smooth functions and by Tao and Vu in [28] for small radii disc indicators. The both mentioned results require ℜx jk and ℑx jk being independent and having the first four moments as in the Gaussian case (which is often referred as GinUE similarly to the Gaussian Unitary Ensemble (GUE) in Hermitian case). The article [28] also deals with a local regime for these matrices. It was established that under the same conditions the k-point correlation function converges in vague topology to that for GinUE.
One can observe that the non-Hermitian random matrices are more complicated than their Hermitian counterparts. Indeed, the Hermitian case was successfully dealt with using the Stieltjes transform or the moments method. However, a measure in the plane can not be recovered from its Stieltjes transform or its moments. Thus these approaches to the analysis fail in the non-Hermitian case.
The present article suggests to apply the supersymmetry technique (SUSY). It is a rather powerful method which is widely applied at the physical level of rigour (for instance [9, 19] ). There are also a lot of rigorous results obtained in the recent years, e.g. [5] , [22] , [23] , [24] , etc. SUSY is usually used in order to obtain an integral representation for ratios of determinants. Since the main spectral characteristics such as density of states, spectral correlation functions, etc. often can be expressed via ratios of determinants, SUSY allows to get the integral representation for these characteristics too. Let us consider the second spectral correlation function R 2 defined by the equality
where the function φ : C 2 → C is bounded, continuous and symmetric in its arguments. Using the logarithmic potential, R 2 can be represented via ratios of the determinants of M n with the most singular term of the form
The integral representation for (1.3) obtained by SUSY will contain both commuting and anti-commuting variables. Such type integrals are rather difficult to analyse. That is why one would investigate a more simple but similar integral to shed light on the situation. This integral arises from the study of the correlation functions of the characteristic polynomials.
Moreover, the correlation functions of the characteristic polynomials are of independent interest. They were studied for many ensembles of Hermitian and real symmetric matrices, for instance [3] , [4] , [25] , [26] , [23] etc. The other result on the asymptotic behavior of the correlation functions of the characteristic polynomials of the non-Hermitian matrices of the form H + iΓ, where H is from GUE and Γ is fixed, was obtained in [8] .
Let us introduce the m th correlation function of the characteristic polynomials
where
and z 1 , . . . , z m are complex parameters which may depend on n. We are interested in the asymptotic behaviour of (1.4), as n → ∞, for 6) where z 0 , ζ 1 , . . . , ζ m are n-independent complex numbers, and z 0 is in the bulk, i.e. |z 0 | < 1.
The main result of the paper is Theorem 1. Let an ensemble of non-Hermitian random matrices M n be defined by (1.1) and (1.2). Let also the first 2m absolute moments of the common distribution of the entries of M n be finite. Then the m th correlation function of the characteristic polynomials (1.4) for z j of the form (1.6) satisfies the asymptotic relation
where C is some absolute constant, K(z, w) = e −|z|
is a Vandermonde determinant of ζ 1 , . . . , ζ m and
The result of Theorem 1 shows that the asymptotics of F m 1 is similar to the asymptotics of the m-point spectral correlation function (see [28] ).
The paper is organized as follows. Section 2 is devoted to the derivation of the suitable integral representation for F m by using the SUSY approach. In Section 3 we apply the steepest descent method to the obtained integral representation and find out the asymptotic behaviour of F m . In order to compute it, the Harish-Chandra/Itsykson-Zuber formula is used. For the reader convenience both sections are divided into two parts treating the Gaussian and general cases respectively.
Notations
The term "Grassmann variable" is a synonym for "anti-commuting variable". The variables of integration ρ, ψ, Ψ, τ , υ and ν are Grassmann variables, all the other variables of integration unspecified by an integration domain are either complex or real. We split all the generators of Grassmann algebra into two equal sets and consider the generators from the second set as "conjugates" of that from the first set. I.e., for Grassmann variable ξ we use ξ * to denote its "conjugate". Furthermore, if ξ = (ξ jk ) means a matrix of Grassmann variables then ξ + is a matrix (ξ * kj ). 
Note that the space of matrices is a linear space over C. Thus the same notations are used for them as well.
Through out the article U (m) is a group of unitary m × m matrices. In order to simplify the notation we sometimes write Q j instead of Q j,j and q
αβ . In addition, C, C 1 denote various n-independent constants which can be different in different formulas.
Integral representation for F m
In this section we obtain a convenient integral representation for the second correlation function of characteristic polynomials F m defined by (1.4). 
with P a (Q), P c (Q) andh(Q 2 ) being certain polynomials specified in the proof below, andQ containing all Q p,s except Q 1 .
Remark 1. Let Q 1 = U ΛV * be the singular value decomposition of the matrix
. In order to perform asymptotic analysis let us change the
λ j we obtain
Notice that f 0 (U ΛV * ,Q) = f 0 (Λ,Q) and the same for g 0 .
Remark 2. In the special case m = 1 we have
Changing variables to polar coordinates and performing a simple Laplace integration, we obtain
Remark 3. In the Gaussian case the representations (2.1) and (2.5) become much more simple and have the form
Proof of Proposition 1
The proof is strongly relied on the SUSY techniques. A reader who is not familiar with Grassmann variables can find all the necessary facts in [6] . The key formulas of the subsection are well-known Gaussian integration formula
valid for any positive definite matrix B, and its Grassmann analogues
valid for arbitrary B. Rewrite the expression (1.4) for F m using (2.13) and (1.1)
where ψ j , τ j , j = 1, . . . , m are n-dimensional vectors with components ψ kj and τ kj respectively,
The terms in the exponent can be rearranged as following
where τ and ψ are matrices composed of columns τ 1 , . . . , τ m and ψ 1 , . . . , ψ m respectively, Z is defined in (1.5). Hence
To simplify the reading, the remaining steps are first explained in the case when the entries of X are Gaussian.
Gaussian case
Taking the expectation in (2.14) we get
Then the Hubbard-Stratonovich transformation is applied. The transformation is an application of (2.12) in the reverse direction. It yields
where Q 1 is a m × m matrix. Transforming the terms
one can rewrite (2.15) in the form
where A is defined in (2.4) and
Finally, integration via (2.13) leads us to (2.10).
General case
In order to treat the general case let us introduce a notation for a kind of "Laplace-Fourier transform"
Then the expectation in (2.14) can be written in the following form
Expansion of log Φ into series gives us
with
.
In particular, κ 0,0 = 0; where
At this point the Hubbard-Stratonovich transformation is applied. As it was mentioned before, the transformation is an employment of (2.12) or (2.13) in the reverse direction. It yields for even p + s 
(2.22)
Here and below we take a branch of the square root such that its argument is in [0, π).
Similarly where
In the formulas above ρ p,s , ρ + p,s , Q p,s ,χ k,p,s and χ k,p,s are matrices whose entries are ρ
respectively. The rows and columns are indexed by the elements of the set I m,p for corresponding p (or s) in the lexicographical order. Note also that P are the first degree homogeneous polynomials of ρ andQ respectively, wherê Q contains all the Q p,s except Q 1 . One more thing we need is that all the monomials of P 
where A is defined in (2.4),
28)
P c (Q) and P
a (ρ, Q) are polynomials such that (i) P c (0) = 0;
(ii) every monomial of P (2) a has at least second degree w.r.t. ρ.
Proof. The integral I k is computed by the expansion of the exponent into series. We start with 
where P
a (ρ, ψ, τ ) is a polynomial and its every monomial has degree at least 2 w.r.t. ρ and at least 2 w.r.t. ψ T k and τ T k . Note that
a (ρ, Q) satisfies condition (ii). Substitution of (2.31) into (2.30) yields
Further expansion implies
where P (2) c (Q, ψ, τ ) is again a polynomial such that P (2) c (0, ψ, τ ) = 0. Similarly to above we obtain
where P c (Q) satisfies condition (i). Let us consider the expression (2.26) for S k,4 in more detail. Every term in (2.26) with (p, s) = (2, 2) has different numbers of "non-conjugate" Grassmann variables (without "+" superscript) and "conjugates" (with "+" superscript). But every term of S k,2 has equal number of "non-conjugate" and "conjugate" Grassmann variables. The same is true for the expansion of e S k,2 and for top degree monomial of
a (ρ, Q). 
where A is defined in (2.4) and Ψ k is defined in (2.16). Then (2.32) and (2.13) imply the assertion of the lemma.
A substitution of (2.27) into (2.24) gives us 
because there are 2c m anti-commuting variables and every monomial of P (2) a has at least second degree w.r.t. ρ. Hence, is a polynomial and f (Q) is defined in (2.2). Taking into account (2.13) and the definition of an integral over anti-commuting variables, one can perform the integration over ρ in (2.34) and obtain (2.1).
Asymptotic analysis
The goal of the section is to investigate the asymptotic behavior of the integral representation (2.5). To this end, the steepest descent method is applied. As usual, the hardest step is to choose stationary points of f (Q) and a N -dimensional (real) manifold M * ⊂ C N such that for any chosen stationary point Q * ∈ M * ℜf (Q) < ℜf (Q * ), ∀Q ∈ M * , Q is not chosen.
Note that N is equal to the number of real variables of the integration, i.e. in our case N = 2 2m .
The present proof proceeds a slightly different but rather standard scheme for the case when function f (Q) has the form
where f 0 (Q) does not depend on n, whereas f r (Q) may depend on n. We choose stationary points of f 0 (Q) of the form
Then the steepest descent method is applied to the integral over Λ andQ. In the process U and V are being considered as parameters and all the estimates are uniform in U and V . As soon as the domain of integration is restricted by the small neighbourhood we recall about the integration over U and V . After several changes of the variables the integral is finally computed.
We start with the analysis of f 0 .
Lemma 2. Let the function f 0 : R 2 2m → [−∞, +∞) be defined by (2.6). Then f 0 (Λ,Q) attains its global maximum value only at the point
where λ 0 = 1 − |z 0 | 2 . Moreover, the matrix of the second derivatives of f 0 w.r.t. Λ andQ at this point is negative definite.
Proof. It is evident from (2.6) and (2.7) that f 0 (Λ,Q) has the form
Since f ′ * (λ) = 0 iff λ = λ 0 and lim λ→∞ f * (λ) = −∞, f * (λ) attains its global maximum value only at λ = λ 0 . Furthermore, f ′′ * (λ 0 ) = −4λ 2 0 . These facts and (3.1) immediately imply the assertion of the lemma.
As in the previous section we consider first the Gaussian case and then the general case.
Gaussian case
Now we proceed to the integral estimates. In a standard way the integration domain in (2.10) can be restricted as following
The next step is to restrict the integration domain by
where Λ 0 = λ 0 I, I is a unit matrix. To this end we need the estimate of ℜf given by the following lemmas.
Lemma 3. LetΛ be a m × m diagonal matrix such that Λ ≤ log n. Then uniformly in U and V
With these notations
uniformly in U and V . Moreover,
Combining (3.6), (3.7) and (2.11), we get
The last expansion yields (3.3).
Proof. First let us check that the first and the second derivatives of f r are bounded in the δ-neighbourhood of Λ 0 , where f r is defined in (2.8) and δ is n-independent. Indeed, since h and h 0 are polynomials and h ⇒ h 0 on compacts
For every diagonal matrix E = diag{e j } let v(E) denote a vector with components e j . Then for every diagonal matrix E with unit norm and for
where ·, · is a standard scalar product. Expanding the scalar product by the Taylor formula and considering that ∇ Λ f 0 (Λ 0 ) = 0, we obtain
where f ′′ 0 is a matrix of the second derivatives of f 0 w.r.t. Λ and
Notice that f r is bounded from above uniformly in n. This fact and Lemma 2 imply that δ in (3.8) can be replaced by R
It remains to deduce from Lemma 3 that f (U Λ 0 V * ) − f (Λ 0 ) = O(n −1 ) uniformly in U and V .
Lemma 4 yields
where Ω n is defined in (3.2) . Changing the variables Λ = Λ 0 + 1 √ nΛ and expanding f according to Lemma 3 we obtain
Let us change the variables V = W U . Taking into account that the Haar measure is invariant w.r.t. shifts we get
The next step is to change the variables H = UΛU * . The Jacobian is C△ −2 (Λ). Thus
where H m is a space of hermitian m × m matrices and
The Gaussian integration over H implies
For computing the integral over the unitary group, the following Harish-Chandra/ItsyksonZuber formula is used Proposition 2. Let A and B be normal n × n matrices with distinct eigenvalues {a j } n j=1 and {b j } n j=1 respectively. Then
where z is some constant, µ is a Haar measure, and
For the proof see, e.g., [18, Appendix 5] . Applying the Harish-Chandra/Itsykson-Zuber formula to (3.11) we obtain
which in combination with (2.9) yields the result of Theorem 1.
General case
In the general case the proof proceeds by the same scheme as in the Gaussian case. In this subsection we focus on the crucial distinctions from the Gaussian case and refine the corresponding assertions from previous subsection. Set Q = p+s is even 0≤p,s≤m (p,s) =(1,1)
The generalization of Lemma 3 is
where ζ B is defined in (3.4) and ∧ 2 B is the second exterior power of a linear operator B (see [29] for details).
Proof. Differently from the Gaussian case f has additional terms of the form tr Q * p,s Q p,s and additional term n −1/2h (Q 2 ) + n −1 P c (Q) under the logarithm (cf. (2.2) and (2.11)), whereh and P c are defined in the assertion of Lemma 1. The contribution of the terms tr Q * p,s Q p,s to the expansion (3.12) is evident. Furthermore, n −1 P c (n −1/2Q ) = O n −3/2 log 3 n because P c is a polynomial with zero constant term. Hence, it remains to determine the contribution of the term n −1/2h (Q 2 ).
In order to simplify notations, let us omit indices k and T in (2.28 where A 0 is defined in (3.5) and
The "differentials" change as follows
and for dτ likewise. Eventually, substitution of (3.14)-(3.17) into (3.13) yields (Q 2 ) = n −1 λ
