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Dr. Sadri investigated object classification techniques to improve performance of
smart devices in making decisions. His research introduces new methods to improve
classification outcomes by effectively and efficiently finding representative samples
of each group of objects. The outcome of this fundamental research can be used to
mimic human intelligence.
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Abstract
Identifying the underlying models in a set of data points contaminated by noise
and outliers, leads to a highly complex multi-model fitting problem. This problem
can be posed as a clustering problem by the construction of higher order affini-
ties between data points into a hypergraph, which can then be partitioned using
spectral clustering. Calculating the weights of all hyperedges is computationally
expensive. Hence an approximation is required. In this thesis, the aim is to find
an efficient and effective approximation that produces an excellent segmentation
outcome. Firstly, the effect of hyperedge sizes on the speed and accuracy of the
clustering is investigated. Almost all previous work on hypergraph clustering in
computer vision, has considered the smallest possible hyperedge size, due to the
lack of research into the potential benefits of large hyperedges and effective algo-
rithms to generate them. In this thesis, it is shown that large hyperedges are better
from both theoretical and empirical standpoints. The efficiency of this technique on
various higher-order grouping problems is investigated. In particular, we show that
our approach improves the accuracy and efficiency of motion segmentation from
dense, long-term, trajectories. A shortcoming of the above approach is that the
probability of a generated sample being impure increases as the size of the sample
increases. To address this issue, a novel guided sampling strategy for large hyper-
edges, based on the concept of minimizing the largest residual, is also included. It
is proposed to guide each sample by optimizing over a kth order statistics based cost
function. Samples are generated using a greedy algorithm coupled with a data sub-
CHAPTER 0:
sampling strategy. The experimental analysis shows that this proposed step is both
accurate and computationally efficient compared to state-of-the-art robust multi-
model fitting techniques. However, the optimization method for guiding samples
involves hard-to-tune parameters. Thus a sampling method is eventually developed
that significantly facilitates solving the segmentation problem using a new form of
the Markov-Chain-Monte-Carlo (MCMC) method to efficiently sample from hyper-
edge distribution. To sample from the above distribution effectively, the proposed
Markov Chain includes new types of long and short jumps to perform exploration
and exploitation of all structures. Unlike common sampling methods, this method
does not require any specific prior knowledge about the distribution of models. The
output set of samples leads to a clustering solution by which the final model param-
eters for each segment are obtained. The overall method competes favorably with
the state-of-the-art both in terms of computation power and segmentation accuracy.
2
CHAPTER 1
Introduction
Robust fitting of geometric models to data contaminated with both noise and out-
liers is a well-studied problem with many applications in computer vision [Fischler
and Bolles 1981, Delong et al. 2012a, Elhamifar and Vidal 2013, Haifeng and Meer
2003]. Visual data often contains multiple underlying structures and there are
pseudo-outliers (measurements representing structures other than the structure of
interest [Stewart 1997]) as well as gross-outliers (produced by errors in the data
generation process). Fitting models to this combination of data involves solving a
highly complex multi-model fitting problem which can be viewed as a combination
of two sub problems: data labeling and model estimation. Although solving one of
the sub-problems, when the solution to the other is given, is straightforward, solving
both problems simultaneously remains a challenge.
Traditional approaches to multi-model fitting were based on a fit and remove
strategy: apply a high breakdown robust estimator (e.g. RANSAC [Fischler and
Bolles 1981], least kth order residual) to generate a model estimate and remove its
inliers to prevent the estimator from converging to the same structure again. How-
ever, this approach is not optimal as errors made in the initial stages tend to make
the subsequent steps unreliable (e.g. small structures can be absorbed by models
that are created by accidental alignment of outliers with several structures) [Zuliani
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et al. 2005]. To address this issue, energy minimization methods have been pro-
posed. They are based on optimizing a cost function consisting of a combination of
data fidelity and model complexity (number of model instances) terms [Boykov et al.
2001]. In this approach, the cost function is optimized to simultaneously recover the
number of structures and their data association. Commonly such cost functions are
optimized using discrete optimization methods ( known as metric labeling [Delong
et al. 2012a]). The method starts from a large number of proposal hypotheses and
gradually converge to the true models. The outcomes of these methods depend on
the appropriate balance between the two terms in the cost function (controlled by
an input parameter) as well as the quality of initial hypotheses. By quality of hy-
potheses, we mean suitability of the sample subject to the choice of a robust fitting
method. The method proposed in this thesis is primarily designed to avoid the use
of parameters that are difficult to tune.
Another widely used clustering method is called Spectral Clustering [Ng et al.
2002]. Clustering is the problem of separating a set of input data into groups, where
the members in each group are similar to each other in some sense. The degree of
similarity is usually given by an affinity function, which takes as input a data-pair.
Some of the more popular clustering algorithms [Shi and Malik 2000, Von Luxburg
2007] take a graph theoretic view, in that the input data are the vertices of a graph,
and an edge is defined over each pair of data. The weight of an edge is taken as
the affinity value between the corresponding pair of data. Clustering is then solved
as a graph partitioning problem, where we aim to separate the graph into several
disjoint sub-graphs. The main challenge is to search for possible relations between
data points and form the graph that encodes the relations obtained by this search.
One of the simplest measures of similarity between a pair of points lying on a vector
field is the Euclidean distance.
In this approach, a weighted graph G = (V,E) is defined where a vertex v ∈ V
represents a data point and an edge e ∈ E represents the affinity between two data
4
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points. In a weighted graph each edge is associated with an element in a square
symmetric adjacency matrix A = (aij), A ∈ RN×N where aij corresponds to the
similarity between data points i and j. The graph is then partitioned into disjoint
sub-graphs to obtain the final labeling solution. This traditional notion of clustering
assumes that similarity can always be calculated from a pair of input data.
However, such measures based on just two points will not perform well when
the problem is to identify structures that are explained by a model with multiple
degrees of freedom. Many grouping problems in computer vision require a similarity
measure involving more than two input data. Such problems include: identifying
multiple independently moving objects in a scene using point correspondences in
two views [Torr and Murray 1997] or in multiple views [Tron and Vidal 2007], [Ochs
et al. 2014], [Vidal 2011]. This list extends to include identifying planes in 3D point
clouds [Bab-Hadiashar and Gheissari 2006], detecting homographies [Tat-Jun et al.
2012], [Rao et al. 2010] and illumination invariance face clustering [Georghiades
et al. 2001]. To solve the above robust geometric model fitting problems, it is
desired to define a similarity between a subset of points greater than two. For
example, in identifying multiple planes in a 3D point cloud, any two points will
perfectly fit an infinite number of planes irrespective of their underlying structure,
hence a similarity cannot be derived by just using two points. In another example,
in a 2D line fitting problem, any two points will perfectly fit a line irrespective of
their underlying structure, hence a similarity cannot be derived by just using two
points. In such cases, an effective similarity measure can be devised using higher
order affinities (e.g. for a 2D line fitting problem, the least square error between
three or more points will provide a suitable affinity measure indicating how well
those points approximate a line [Agarwal et al. 2005]).
There are several methods to represent higher order affinities using either a
hypergraph or a higher order tensor. Since spectral clustering cannot be applied
directly to those higher order representations, they are commonly projected to a
5
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graph (discussed further in section 2). It is also known that the number of elements
in a higher order affinity tensor (or number of edges, e, in a hypergraph) will in-
crease exponentially with the order of the affinities (|e|), which is directly related
to the complexity of the model (ρ). Hence, for complex models it would not be
computationally feasible (in terms of memory utilization or computation time) to
generate the full affinity tensor (or hypergraph) even for a moderate sized dataset.
The commonly used method to overcome this problem is to use a sampled version
of the full tensor (or hypergraph) obtained using sampling from tensor elements (or
hyperedges), e.g. by using random sampling as in [Govindu 2005], [Agarwal et al.
2005]. The information content of the projected graph is heavily dependent on the
quality of the samples used to form the tensor (or hypergraph) [Chen and Lerman
2009b], [Ochs and Brox 2012], [Purkait et al. 2017] and we discuss this sensitivity
in section 2.
Relationships between more than two data points are usually modeled using a
hypergraph. Following [Agarwal et al. 2006] a hypergraph is defined as H = (V , E)
where V and E are the set of vertices and hyperedges, respectively. A hyperedge
e ∈ E consists of a subset of the vertices e ⊆ V and in a weighted hypergraph each
hyperedge e is also assigned a weight w(e). A hypergraph with all of its hyperedges
having cardinality ρ (∀e ∈ E : |e| = ρ) is called a ρ-uniform hypergraph. Once the
hypergraph is constructed, the NCut method presented in [Agarwal et al. 2006] can
be used to partition the whole construct into disjoint segments.
As mentioned before, to construct a full hypergraph, one needs to consider all
the possible hyperedges, which is in the order of O(2N) where N = |V|. Even in a
ρ-uniform hypergraph with a small ρ, the number of edges grow exponentially with
the number of data points (i.e. for a problem with N data points, the number of
hyperedges is |E| = (N
ρ
)
). As such, building a full hypergraph is not practical in real
computer vision problems and needs to be approximated.
The theory of hypergraph clustering generalizes the traditional notion of clus-
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tering, whereby the affinity measure is now defined over more than a pair of vertices.
In the graph partitioning view, a partitioning of H separates the vertices V into C
mutually exclusive clusters. In particular, a 2-way partitioning results in (S, Sc),
where S ∪ Sc = V and S ∩ Sc = ∅. The “goodness” of the partitioning is inversely
proportional to the cost of the cut that separates the vertices, which in turn is a
function of the weights of those hyperedges with vertices in both clusters. Methods
have been proposed to find the best C-way partitioning [Agarwal et al. 2006], given
arbitrary H. Below, we give examples of higher order grouping problems, in the
context of hypergraph partitioning.
• Example 1: Subspace segmentation
Consider a set of data vectors V ∈ RD, e.g., face images [Ho et al. 2003] or
feature trajectories [Costeira and Kanade 1998], where the vectors are known
to lie on C ρ-dimensional subspaces. To segment V into C groups, we must
consider affinity measures defined over more than ρ vectors. Given a hyperedge
e ⊆ V with |e| > ρ, a subspace can be fitted (e.g., via SVD) and the fitting
error re can be converted into a weight w(e) = exp(−r2/2σ2) where σ2e is the
variance of the noise. A hyperedge e, thus conveys the existence of a subspace
with the evidence w(e).
• Example 2: Multiple homography estimation
Given a set of point correspondences V = {xi}Ni=1 between two images, where
each xi = (pi,qi), we wish to estimate C homographies [Tat-Jun et al. 2012].
Each homography models a plane in the scene, and a correspondence from the
same plane obeys the condition [pTi 1]H[q
T
i 1]
T = 0, where H ∈ R3×3. To
segment V into C groups based on their homography membership, an affinity
measure must be defined over more than 4 correspondences, since 4 is the
minimum number of correspondences to fit a homography. Given a hyperedge
7
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e ⊆ V with |e| > 4, a homography can be fitted (e.g., via DLT [Zhang 1997])
and the weight can be obtained from the fitting error as above.
Other examples where hypergraph partitioning has been applied successfully include
clustering multiple 2D geometric shapes [Govindu 2005], and two-view motion seg-
mentation where each motion is described as a fundamental matrix [Torr 1998].
Note that the above examples include nonlinear models and projective entities.
The key requirement to utilize the hypergraph clustering framework is a geometric
model that describes the “shape” of the underlying clusters, and the ability to
estimate the model parameters given a subset of V . The order ρ of the model is the
minimum number of data to instantiate the model, and a valid hyperedge must thus
be larger than ρ. Theoretically, the total number of hyperedges is O(2|V |), which is
gargantuan even for moderate size |V |. In practice, therefore, approximations are
necessary, which is the main focus of this thesis.
In this thesis we propose three main chapters to contribute to the accuracy and
speed of the approximation of hypergraphs, generally speaking, by sampling from
the distribution of hyperedges.
Structure of this thesis: A review of the related articles in the literature is
given in the next section. Afterwards, the first main chapter discusses the effect
of sample size on hypergraph clustering. It is argued that samples with larger
sizes can model underlying structures more accurately and the performance of the
hypergraph clustering method can be drastically increased if it is coupled with a
sampling method that generates pure large samples. In this chapter, the clustering
method is modified to deal with structures with different noise scales. Furthermore
the effects of different types of hypergraph projections are discussed. In order to
see the effects of larger hyperedges, scale estimation and projection method on the
accuracy and speed of the clustering method, a framework is developed to perform
experiments on real data.
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However, by simply changing the sample space, one may not generate high
quality samples since the probability that samples are impure increases with sample
size. In second chapter of this thesis we propose using a guiding method within the
framework of hypergraph clustering to improve over the previous chapter in terms
of accuracy of each sample. Since each sample is guided to represent the closest
structure, the number of required samples becomes even less compared to the first
chapter and the method is significantly faster while maintaining the same accuracy.
Increasing sample sizes and guiding each sample is very effective, but imple-
menting these methods remains a challenge for three reasons:
1. Sampling methods are usually inefficient in terms of improving samples over
time, since each sample is not associated with a probabilistic measure.
2. The guiding methods to help with sample accuracy are designed to find the
closest local optimum. In case where the local optimum is not a valid structure
these methods usually lack any mechanism to jump out of such local optima.
3. The guiding methods are usually dependent on knowing some parameters be-
fore hand, which makes their performance sensitive to proper tuning of those
parameters.
The most important contribution of this thesis, given in Chapter 5, is an effort
to construct a data segmentation method that does not incorporate parameters that
are difficult to tune. In this section we use three results of two previous sections
and add two new elements to tackle the challenges mentioned above. One is that
we propose sampling from the distribution of putative models in parameter space
and linking it to sampling from the distribution of hyperedges in a hypergraph.
Secondly we propose performing the sampling within a Bayesian framework which
allows estimation of parameters that are difficult to tune in the process of sampling.
9
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The conclusion about the performance of these methods and the effects of using
each part is provided in section 6.
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Background
In geometric constraint based data segmentation (via robust model fitting), the in-
tention is to cluster N data points, X = {xj}Nj=1, xj ∈ RD into C clusters, such that
points within clusters are related to each other by a set of models parametrized by
Θ =
{
θ(i)
}C
i=1
; θ(i) ∈ Rρ. The number of data points in each group is
{
kˆ(i)
}C
i=1
; kˆ(i) ∈
N. In this context kˆ represents the true structure and k represents the random vari-
able structure size. Clustering a data-set, in such a way that elements of the same
group have higher similarity than the elements in different groups, is a well-studied
problem with attractive solutions like spectral clustering.
2.1 An overview of related robust model fitting
approaches
A traditional approach to perform data segmentation is the fit-and-remove strategy
(such as in Sequential RANSAC [Vincent and Laganie´re 2001] in which RANSAC
[Fischler and Bolles 1981] is used to find and remove structures, sequentially. It is
well known that mistakes made in early removals within most sequential methods
can affect the remaining structures.
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The sequential dependency issue of the fit-and-remove approach has been tack-
led by energy minimization as well as data clustering methods. Energy minimization
methods such as those presented in [Boykov et al. 2001] and [Yu et al. 2011], define
and minimize an energy function that consists of a data fidelity term as well as
a model complexity term. The outcomes of these methods are fairly sensitive to
proper tuning of the parameters used for combining these factors. Also the per-
formance of these methods is highly dependent on finding of high quality samples
of the underlying structures. Compared to Energy Minimization methods, hyper-
graph clustering does not rely on hard-to-tune parameters and it is relatively faster
[Balakrishnan et al. 2011].
Many subspace learning and clustering methods also share the above issue and
are sensitive to the choice of regularization parameters. For instance, Robust-PCA
[Cande`s et al. 2011] splits the data matrix into a low-rank representation matrix
and a sparse error matrix and minimizes its cost function (which is some norm of
the error matrix) regularized by the rank of representation matrix. Finding the
appropriate degree of regularization is difficult. In factorization methods such as
[Cabral et al. 2013] the low-rank representation is obtained by learning a dictionary
and coefficients for each data point, involving a hard to tune regularization param-
eter. In the Sparse Subspace Clustering (SSC) method [Elhamifar and Vidal 2013]
a block-diagonal sparse matrix with an error matrix are again combined (with the
aid of a parameter) to quantify relations between data points in each cluster. To
identify structures, both the error and the L1 norm of the sparse matrix are mini-
mized, which involves tuning the regularization parameter. To improve the result,
in Low-Rank-Representation (LRR) method [Liu et al. 2013], the nuclear norm of
this sparse matrix is used as the regularization term, but tuning the regulariza-
tion parameter remains a challenge. To ease the tuning process, an estimate of
the regularization parameter, suggested by [Liu et al. 2016], includes the number of
data points. Despite its high speed and accuracy for small datasets, its extension
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to problems involving large datasets is unclear. Recently methods such as LRSR
[Wang et al. 2016] and CLUSTEN [Kim et al. 2016] have added more constraints to
the regularization used in LRR, which makes tuning even harder. Global Dimen-
sion Minimization in [Poling and Lerman 2014], used to estimate the fundamental
matrix for the problem of two-view motion segmentation, takes a similar strategy.
The method is relatively more accurate compared to LRR and SSC but remains
computationally expensive.
Generally speaking, these methods require high computational power while
the effect of regularization is controlled by parameters that are difficult to tune.
These parameters often depend on noise scales, complexity of structures and ever-
increasing number of structures and data points, which vary between data-sets and
applications. The main advantage of our proposed method is that it requires min-
imum prior knowledge and avoids such parameters. The promising performance of
the recent sampling-clustering approaches ( [Tennakoon et al. 2016], [Tennakoon
et al. 2016], [Sadri et al. 2016], [Purkait et al. 2017]) provides a clear motivation for
designing an effective sampling technique.
Tuning the optimization parameters of these algorithms is essentially the same
as sampling from the distribution of these parameters by an expert. The main in-
tuition of our strategy is to sample from the distribution of a putative model in the
parameter space similar to the approach proposed by [Li et al. 2015]. This method
uses a Mixture of Gaussians whose parameters are obtained through Expectation-
Maximization steps. As the locations of structures are unknown, using low numbers
of Gaussians may lead to missing the structures and increasing the number of Gaus-
sians is computationally expensive for EM. We propose to explore the parameter
space using the distribution of hyperedges, to form a hypergraph and to perform
segmentation using hypergraph clustering.
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2.2 Guided sampling methods for robust model
fitting
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Figure 2.1: (a) An example of a line fitting problem. Here segmentation method
used here is proposed in chapter 5(b) The contours of proposed PDF P˜Θ(θ) (c)
Un-normalized histogram of excessive number of samples produced by our MCMC
method (d) The proposed cost function with infered k explained in section 5.2.4
As described earlier, the focus of this thesis is on hypergraph clustering using
samples of hyperedges. Many sampling techniques have been developed for the
purpose of data segmentation (regardless of the method of segmentation). Methods
such as [Liu and Yan 2012], [Jain and Govindu 2013], [Chen and Lerman 2009b]
use uniform sampling from data. However it has been shown that uniform sampling
generates mostly low quality hypotheses specially when the size of samples is large,
as the probability of choosing a pure sample decreases for larger sizes. One way
to produce high quality samples is to use guided sampling methods such as Multi-
GS [Tat-Jun et al. 2012] and Swensden-Wang method [Swendsen and Wang 1987].
The latter, used by [Purkait et al. 2017], achieved higher speed compared to Multi-
GS. In this method using an iteratively refined set of random clusters (based on
work of [Pham et al. 2014]) and the Swensden-Wang method, a moderate number
of large pure samples were generated. However, the algorithm initially depends on
spatial continuity, so mistakes in early clusterings can lead to late generation of
impure samples. The same problem can be seen in the sampling method given in
[Ghoshdastidar and Dukkipati 2017]. In this thesis, we propose a sampling method
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that requires no such prior knowledge.
In the LBF method [Zhang et al. 2012], it is proposed to guide samples by
optimizing a cost function over the parameter space. The cost function of their
choice is the β-number of the residuals of a model. The suggested optimization
method relates to the gradients of the cost function rather than to second derivatives,
which limits its speed. Moreover, the cost function derivatives are very high in areas
close to structures, so prior knowledge such as spatial continuity is necessary to
produce good initializations [Tran et al. 2014].
Another guided sampling method using the Least kth Order Statistics (LkOS)
estimator was introduced in [Tennakoon et al. 2016] in a fit-and-remove segmen-
tation strategy. The cost function of the above estimator has minima around the
underlying structures in the parameter space and is biased towards structures with
low variance regardless of their size [Rousseeuw and Leroy 2005]; [Chin et al. 2009a].
The LkOS cost function is defined as:
C(θ) = r2[k],θ (2.1)
where r2[k],θ is the k
th sorted squared residual with respect to model with parameters
θ ∈ Rρ and k refers to the structure size. Performing local optimization on this
function is challenging as it is highly non-linear due to the sorting step (it is infeasible
to obtain derivatives of the target distribution with respect to parameters or state).
[Bab-Hadiashar and Hoseinnezhad 2008] presented Fast-LkOS (FLkOS) which uses
approximate second derivatives (similar to Newton method) to find a local minimum,
making the method fairly fast. Unlike the LBF optimization method, it does not
require prior knowledge about purity of the initial sample. [Tennakoon et al. 2016]
shows that this method can easily be extended to use larger sample sizes and find
more accurate estimates of the cost function minima. Other methods such as TSSE
[Wang and Suter 2004] (which uses mean shift), MLESAC [Torr and Zisserman
2000] (which uses EM) and IKOSE [Wang et al. 2012] have also been proposed to
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guide samples, but these methods are highly dependent on the quality of the initial
samples.
When a good sample is found and model parameters are derived, a robust scale
estimator is often used to find a structure. Traditional robust scale estimators such
as MED, MAD, KOSE, ALKS [Lee et al. 1998] and MSSE [Bab-Hadiashar and Suter
1999] provide the structure size as well as noise scale. The underlying assumption
of these methods is that the model fits the structure with very high probability and
the noise density is often assumed to be Gaussian. On one hand, the model may
not fit the structure perfectly before finding a good sample and on the other hand,
the optimization method relies on knowing the size of structure. The major issue is
that, if the sample is not ideal, robust scale estimators produce poor estimates of
the structure size. Our proposed sampling framework produces a useful estimate of
the structure size before optimization.
2.3 Robust model fitting by hypergraph clustering
Hypergraph clustering has a long history in VLSI design [Alpert and Kahng 1995].
There, vertices correspond to circuit elements and hyperedges correspond to wiring
that may connect more than two elements. Finding the minimum cost cuts al-
lows division of the elements into modules with minimum interconnections. Unlike
in computer vision, the hyperedges arise from the circuit design and need not be
sampled.
The introduction of hypergraph clustering to computer vision and machine
learning is relatively recent [Agarwal et al. 2005, Govindu 2005]. Zhou et al. [Zhou
et al. 2006] generalised the popular Normalised Cut (NCut) algorithm [Shi and
Malik 2000] to the hypergraph setting. Agarwal et al. [Agarwal et al. 2006] anal-
ysed different existing hypergraph clustering methods and showed that they can all
be expressed as different clique projection techniques onto standard graphs. More
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recent works have largely followed the basic concepts, with various algorithmic ex-
tensions [Chen and Lerman 2009b, Liu et al. 2010b, Liu and Yan 2012, Ochs and
Brox 2012, Jain and Govindu 2013].
Applications of hypergraph clustering to geometric grouping problems include
motion segmentation [Govindu 2005, Chen and Lerman 2009b, Ochs and Brox 2012],
grouping of categorical data [Zhou et al. 2006], and plane segmentation in RGBD
data [Jain and Govindu 2013] and two-view images [Liu and Yan 2012]. In these
problems, hyperedges are sampled from the data, and we again emphasise that
these previous works [Govindu 2005, Agarwal et al. 2005, Chen and Lerman 2009b,
Liu et al. 2010b, Liu and Yan 2012, Ochs and Brox 2012, Jain and Govindu 2013]
constrained the hyperedge size to ρ+ 1.
Hypergraph clustering is also used in image segmentation [Kim et al. 2014,
Rital 2009, Kappes et al. 2016], where the hyperedges represent higher order con-
nections/constraints between neighbouring pixels/superpixels. The hyperedges in
image segmentation are not sampled, but are constructed directly based on problem
design. Further, there is no notion of a geometric model. Our work focuses on
hypergraph clustering for higher-order geometric grouping problems.
A weighted hypergraph H = (V , E) can be fully defined by a binary incident
matrix H of size |V| × |E| and a diagonal weight matrix W = diag([w(e)]e=1···|E|).
Here, diag(·) refers to elements on the diagonal of the matrix, the e-th element of
the weight matrix, w(e), represents the affinity between the subset of vertices, e,
belonging to edge e and for all vertices v ∈ e we have H(v, e) = 1. Given a ρ-tuple of
data points in e, model parameters are obtained by fitting a model to the associated
data xe such that θe = minF(θ, xe), where F is a model fitting function to data xe.
To calculate the residuals for all ρ data points, a distance measure function R, is
defined such that rv,θe = R(v, θe) for all v ∈ e. The weight of the hyperedge e can
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then be defined as:
w(e) = exp
(
−
∑
v∈e r
2
v,θe
2σ2e
)
(2.2)
where σe is a normalization constant. In this method, σe is calculated by applying a
robust scale estimator (i.e. MSSE [Bab-Hadiashar and Suter 1999]) to all residuals.
By generating a number of samples of the hyperedges, accurate estimates of H
and W are obtained. Using matrix H the following two diagonal matrices can
be constructed: Dv = diag([d(vi)]i=1,...,|V|) and De = diag([|e|]e=1,...,|E|). Here
d(vi) =
∑
e∈E we × H(vi, e) is the sum of weights of all edges containing vi. The
matrices W , H, Dv and De are required to perform NCut on the hypergraph.
The original NCut was generalized to hypergraphs by [Zhou et al. 2006]. In
hypergraph NCut, the vertices V are partitioned in two non overlapping segments
(S ∪ Sc) = V such that the following criterion is minimized:
NCut(S, Sc) = vol(S, Sc)
(
1
vol(S)
+
1
vol(Sc)
)
(2.3)
where vol(S, Sc) =
∑
e∈c(S,Sc) w(e) × |e∩S||e∩S
c|
|e| with c(S, S
c) being the hyper edges
that need to be cut in order to partition S and Sc and vol(S) =
∑
e∈S d(v). Both
[Shi and Malik 2000] and [Zhou et al. 2006] solved a relaxed version of the above
problem by reducing the hypergraph to a graph with the following adjacency matrix:
A = HWD−1e H
> −Dv. (2.4)
To cut the hypergraph, the eigenvectors corresponding to the C largest eigen-
values of laplacian of A (defined as ∆A = I − 12D−1/2v AD−1/2v ) are found and data
points are then partitioned using a clustering method such as K-Means.
It is worth mentioning that, an algorithm was introduced in [Agarwal et al.
2005], where the higher order affinities (in multi-structural multi-model fitting prob-
lems) were represented as a hyper-graph. They proposed a two step approach to
partition a hyper-graph with |e| = ρ+1 (ρ is the number of parameters of the model)
affinities. In the first step, the hyper-graph was approximated with a weighted
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graph using clique averaging technique. The resulting graph was then segmented
using spectral clustering. Constructing the hyper-graph with all possible ρ + 1
edges is very expensive to implement. As such, they used a sampled version of the
hyper-graph constructed by random sampling. Govindu [Govindu 2005] posed the
same problem in a tensor theoretic approach where the higher order affinities were
represented as an h-dimensional tensor P . Using the relationship between higher
order SVD (HOSVD) of the h-mode representation and the eigenvalue decomposi-
tion [Govindu 2005] showed that the super symmetric tensor P (the similarity does
not depend on the ordering of points in the h-tuple) can be decomposed in to a
pairwise affinity matrix using G = PP>. Here P is the flattened matrix repre-
sentation1 of P along any dimension. The size of the matrix P is still very large.
For example, the size of P for a similarity tensor constructed using h-tuples from a
dataset containing N data points is N ×Nh−1. As with the hyper-graphs, to make
the computation tractable Govindu [Govindu 2005] suggested a sampled version of
the flattened matrix (H ≈ P ) to be used. Each column of H was obtained using
the residuals to a model (θ) estimated using randomly picked h − 1 data points.
In the remainder of text we adopt this tensor theoretic approach. The sampling
strategy used to construct the sample matrix H critically affects the clustering and
thus, overall performance of the model fitting solution.
2.3.1 Dense versus sparse sample reuse
It is crucial to reconcile the seemingly different tensor decomposition approach [Govindu
2005, Jain and Govindu 2013] with hypergraph clustering [Agarwal et al. 2005; 2006].
In the tensor decomposition approaches, subsets of V of size ρ are sampled. For
each ρ-tuple, the model is instantiated and evaluated (the affinity value is calcu-
lated) with respect to all points in V . Each ρ-tuple thus generates V entries in the
1The flattened matrix (Pd) along dimension d is a matrix with each column obtained by varying
the index along dimension d while holding all other dimensions fixed.
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ρ+ 1-dimensional affinity tensor, or equivalently, |V | hyperedges of degree ρ+ 1 in
a hypergraph. Govindu showed how the (sampled) affinity tensor can be flattened
into a matrix and decomposed into pair-wise affinity [Govindu 2005]. The other
methods that directly sample hyperedges of size ρ+ 1 and compute its weight from
the model instantiation error without testing them with the rest of the data [Agar-
wal et al. 2005, Chen and Lerman 2009b, Liu et al. 2010b, Liu and Yan 2012, Ochs
and Brox 2012]. We abbreviate the former sampling methods as “dense” and the
later as “sparse” hyperedge sampling.
As “dense” sampling methods generate |V | hyperedges per sample, they evi-
dently extract more information than “sparse” sampling methods per sample. Sec-
ondly, in most applications, model instantiation is computationally costlier than
model evaluation, and it was shown [Jain and Govindu 2013] that this “dense” sam-
pling approach outperforms “sparse” sampling, given the same sampling effort. We
adopt the dense reuse idea in this thesis.
2.3.2 Subspace segmentation
Subspace segmentation is an active topic in computer vision. The primary appli-
cation is multi-body motion segmentation [Costeira and Kanade 1998]. Whilst we
have established subspace segmentation as an instance of hypergraph partitioning,
most of the existing methods were not motivated from this viewpoint [Vidal et al.
2005, Ma et al. 2007, Elhamifar and Vidal 2009, Liu et al. 2010a, Zhang et al.
2012]. We show in Sec. 3.5 that that our approach achieves similar accuracies as
state-of-the-art subspace segmentation methods, even though it is not specialised
for subspaces.
It is interesting to note that, by attempting to linearly reconstruct a point
from a sparse set of neighbours, Sparse Subspace Clustering (SSC) [Elhamifar and
Vidal 2009] can be seen as generating hyperedges for clustering (a point and its
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selected neighbours are in the same hyperedge). However, SSC is tailored for linear
subspaces and may not be applicable to non-subspace models such as in some of the
examples above.
It is also crucial to distinguish motion segmentation under orthography [Costeira
and Kanade 1998] solved by subspace segmentation methods against other forms
of motion segmentation: two-view motion segmentation [Torr 1998] and motion
segmentation from dense long-term trajectories [Brox and Malik 2010], both of which
are not customarily solved by subspace segmentation. In particular, the latter is
increasingly gaining attention, and hypergraph clustering is shown to be an effective
framework [Ochs et al. 2014, Ochs and Brox 2012].
2.4 Quality of the resulting cut
A high quality graph has an adjacency matrix (A) with a block-diagonal structure.
Element aij of matrix A should have a high value if vertices vi and vj belong to same
structure and low otherwise. The dominant eigenvectors of this matrix are those
that span most of the columns of A. This means that block-diagonal shape happens
if chosen hypotheses are densely from underlying structures. If the density of low
quality samples is high, elements of A that represent vertices of different structures
can also have high values and the final cut can become inaccurate. Detailed expla-
nation on this phenomenon is provided in [Agarwal et al. 2005], [Ochs et al. 2014],
[Purkait et al. 2017].
To provide an example, an instance of a simple line fitting problem is shown in
figure 2.1a. In this example, the aim is to segment N = 500, 2D data points into C =
5 clusters in presence of outliers. The contours of putative model distribution P˜Θ(θ)
(based on exhaustive sampling) is shown in figure 2.1b while our approximation of
this distribution is shown in figure 2.1c. Comparison of these two figures shows
that the sampling strategy has been successful in generating samples, densely from
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the high probability areas. The success of method depends on the success of the
optimization step that finds local minima of the cost function in equation 2.1. The
contours of this function for the line fitting example is given in figure 2.1d.
2.5 The effect of Guided Sampling on hypergraph
clustering
Guided sampling methods are extensively used in robust model fitting [Tordoff and
Murray 2002, Raguram et al. 2008, Chin et al. 2010]. However, following RANSAC
only minimal subsets (of size ρ) have been considered.
For hypergraph clustering, a sampled subset must be of size > ρ. As mentioned
earlier, for feasibility the methods [Govindu 2005, Agarwal et al. 2005, Chen and
Lerman 2009b, Liu et al. 2010b, Liu and Yan 2012, Ochs and Brox 2012, Jain and
Govindu 2013] considered only (ρ+ 1)-uniform hypergraphs. Moreover, most of the
methods either use random sampling [Govindu 2005, Liu and Yan 2012] or spatial
proximity sampling [Ochs and Brox 2012] to generate hyperedges. Chen and Ler-
man [Chen and Lerman 2009b] presented an incremental clustering and sampling
technique which is more accurate than random or proximity sampling. However, a
naive extension to large hyperedges is impractical, since the probability to sample
pure hyperedges vanishes quickly with successive data selection. Pham et al. [Pham
et al. 2012] proposed using random cluster models [MacKay 2003] to sample large
clusters for geometric fitting, however, they did not pose their problem as hyper-
graph clustering. Moreover, they required Delaunay triangulation and graph cuts
to generate intermediate clustering, which are relatively costly. Nonetheless, we will
combine ideas from [Chen and Lerman 2009b, Pham et al. 2012] to develop our
algorithm.
There are several techniques in the literature that try to tackle the clustering
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problem by tapping into available information regarding the likelihood distribution
of good hypotheses. For instance, spectral curvature clustering [Chen and Lerman
2009b], which is an algorithm designed for affine subspace clustering, employs an
iterative sampling mechanism that increases the chance of finding good hypotheses.
In this scheme, a randomly chosen affinity matrix (H) is used to build a graph and
partitions it using the spectral clustering method to generate an initial segmentation
of the dataset. Data points within each segment of this clustering are then sampled
to generate a new set of columns of H. This process is repeated several times to
improve the final clustering results.
Similarly, Ochs and Brox [Ochs and Brox 2012] used higher order affinities in a
hyper-graph setting for motion segmentation of video sequences. In their method,
the affinity matrix is obtained using a sampling strategy that is partly random and
partly deterministic. The higher order affinities are based on 3-tuples generated by
choosing two points randomly. The third points are then chosen as a mixture of 12
spatially nearest neighbors and 30 random 3rd points.
The previous guided sampling approaches generate the columns of the affinity
matrix using the minimal size tuples. Purkait et al. [Purkait et al. 2017] advocated
the use of larger tuples and showed that if those tuples are selected correctly, the
hypotheses distribution would be closer to the true model parameters compared
to smaller tuples. However selecting larger all inlier (correct) tuples using random
sampling is highly unlikely. Purkait et al. [Purkait et al. 2017] suggested to use Ran-
dom Cluster Models (RCM) [Swendsen and Wang 1987] to improve the sampling
efficiency. RCM is based on selecting the tuples iteratively in a way that at every
iteration the samples are selected using the segmentation results obtained by enforc-
ing the spatial smoothness on the results of the previous iteration. This approach
is particularly advantageous where the application satisfies the spatial smoothness
requirements. Our proposed approach for constructing the affinity matrix, without
relying on the existence of spatial smoothness, is explained in the next section.
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2.6 Why distribution of sampling is important?
In the tensor theoretic approach, a pairwise affinity matrix G ∈ RN×N is constructed
by multiplying the matrix H with its transpose, where H(i, l) = e
−r2i,θl/2σ
2
l , r2i,θl is
the squared residual of point i to model θl (obtained by fitting to a tuple el) and σl
is a normalization constant.
G = HH> =
M∑
l=1
[
H(l)H(l)
>]︸ ︷︷ ︸
G(l)
(2.5)
where H(l) is the lth column of H corresponding to the hypothesis θl, G
(l) is the
contribution of hypothesis θl to the overall affinity matrix (G) and M is the total
number of hypotheses.
When a model hypothesis θl is close to an underlying structure in data (Hypoth-
esis A in Figure 2.2a), the inlier points of that structure would have relatively small
residuals and the resulting G(l) (Figure 2.2b) would have high affinities between the
inliers and low affinity values for all other point pairs (outlier-outlier, outlier-inlier).
On the other hand, when a model hypothesis θl is far (in the parameter space)
from any underlying structure, the presumption is that the resulting residual would
be large, leading to a G(l) ≈ 0 ∈ R[N×N ]. However, as seen in Figure 2.2a (for
Hypothesis B), this is not always the case in model fitting. It is highly likely that
there exists some data points that give small residuals even for such hypothesis (far
from any underlying model) leading to high H(i, l) values. The resulting G(l) (Fig-
ure 2.2c) would have high affinities between some unrelated points that can be seen
as noise in the overall graph. The effect of these bad hypothesis can be amplified
by the fact that the normalization factor, σ is often overestimated (using robust
statistical methods) when the hypothesis θl is far (in the parameter space) from any
underlying structure. It is important to note that if none of the hypotheses (used in
constructing the graph) are close to a underlying structure, then the overall graph
would not have higher affinities between the data points in that structure and the
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Figure 2.2: An example line fitting scenario on a synthetic dataset containing two
lines and some outliers. The lines A and B show two model hypotheses while the
shaded areas around the lines indicate to the corresponding σ values. (b) and (c)
show the contributions of hypotheses A and B to the overall graph respectively.
The data points are sorted according to their model affiliation, where the first 50
data points belong to line one followed by line two (50 points) and the outliers (20
points). The dashed lines indicate the cluster boundaries.
clustering methods would not be able to segment that structure.
The above example shows that the sampling process influences the level of
noise in the graph. While spectral clustering can tolerate some level of noise, it has
been proved that this noise level is related to the size of the smallest cluster we
want to recover (tolerable noise level goes up rapidly with the size of the smallest
cluster) [Balakrishnan et al. 2011]. As model fitting often involves recovering small
structures, it is highly important to limit the noise level in the affinity matrix.
For any two data points xi, xj we can write:
G(i, j) =
1
M
M∑
l=1
e−
(r2θl (i)+r
2
θl
(j))
2σ2︸ ︷︷ ︸
gij(θl)
as−−→
M↑
∫
Pθ · gij(θl) dθ (2.6)
For any model fitting problem with ρ > 2 there exists infinite number of models
θl where gij(θl) → 1. This implies that for any two points, G(i, j) (according to
Equation 2.6) can be maximized or minimized by choosing Pθ accordingly.
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For a graph to have the block diagonal structure suitable for clustering, G(i, j)
needs to be large when both xi and xj are in el, and small otherwise. If hypotheses
are selected from a Gaussian mixture distribution (with nG Gaussians) with sharp
peaks around the underlying model parameters and low density in other places and
θt representing the true underlying structures, we have:
Pθ =
nG∑
t=1
φt N (θt,Σt). (2.7)
the edge weights approach the following values when Σt → 0:
G(i, j)→
φt xi, xj ∈ et0 otw. (2.8)
The G results in a graph that has a block diagonal structure suitable for cluster-
ing. Of course, generating sample hypotheses from this distribution is not possible
because the distribution is unknown until the problem is solved.
This point is further illustrated using a simple model fitting experiment us-
ing a synthetic dataset containing four lines. Each line contain 100 data points
with additive Gaussian noise N (0, 0.022), while 50 gross outliers were also added to
those lines. First, 500 hypotheses were generated using uniform sampling, random
sampling (using 5-tuples) and the sampling scheme proposed in this thesis (called
cost based sampling, CBS). These hypotheses were then used to generate the three
graphs shown in Figure 2.3. As the data is arranged based on the structures mem-
bership, a properly constructed graph should show a block diagonal structure with
high similarities between points in the same structure and low similarities for data
from different structures.The figure shows that while the CBS method has resulted
in a graph favorable for clustering the other two sampling strategies have produced
graphs with little information. The corresponding hypothesis distributions (Fig-
ure 2.3 (e-f)) show that only CBS has generated high amount of hypotheses closer
to the underlying structure.
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Figure 2.3: The synthetic dataset containing four line structures is shown in (a)
while the graphs produced by the cost based sampling, random and uniform sam-
pling (-10,10) methods are shown in (b-d) respectively. The respective hypothesis
distributions are shown in (e-f). While the CBS method has resulted in a graph
favorable for clustering the other two sampling strategies have produced graphs with
little information.
Govindu [Govindu 2005] used randomly sampled ρ−1 (for affinities of order ρ)
data points and calculated a column of H by computing the affinity from those to
each point in the dataset. It is well known that the probability of obtaining a clean
sample, leading to a hypothesis close to a true structure in data, decreases exponen-
tially with the size of the tuple [Agarwal et al. 2005]. Hence it becomes increasingly
unlikely to obtain a good graph for models with high number of parameters using
random sampling.
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2.7 Markov Chain Monte Carlo sampling from multi
mode distributions
Markov Chain Monte Carlo (MCMC) is the most commonly used method in sam-
pling from a distribution that can be evaluated only up to a proportional constant.
Detailed description of this technique is outside the scope of this thesis and interested
readers are refereed to [Andrieu et al. 2003]. As the distribution of putative models
in the prescribed model fitting problem may include multiple isolated modes, a mode
jumping mechanism has to be included. Inspired by the mode jumping mechanism
developed in [Tjelmeland and Hegstad 2001] for continuous spaces, we designed a
similar Markov chain for the discrete space. In this method, the Markov Chain is
constructed by short jumps and long jumps as well as local optimization steps.
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CHAPTER 3
Clustering with Hypergraphs: The
Case for Large Hyperedges
3.1 Disclaimer
This chapter is a result of my contribution to the on-going research by my supervi-
sory team in Adelaide university in 2015 (whose names appear as the other authors
of the corresponding paper published in IEEE R© Transactions on Pattern Recogni-
tion and Machine Intelligence in 2017). Among many tasks, my contribution was
mainly focused on three parts:
1. To propose a method to deal with structures with different noise scales in the
data, presented in section 3.5.1, which significantly improved the accuracy of
the method due to its fundamental effect on the calculation of affinities of
hyperedges in the the final hypergraph.
2. To investigate the effect of different projection types of the hypergraph on the
segmentation results. Details of these discussions are provided in section 3.5,
which is the basis of choosing the best approximate method proposed in this
paper.
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3. To implement the proposed algorithm 1, and perform experiments on real data
from Berkley motion segmentation data set, presented in section 3.5.4, which
shows the applicability of the proposed method in real world regardless of the
video size and number of data points in the data set.
I have also contributed to the depth of the literature review, the overall read-
ability of the text and better presentation of the main concepts in the paper in
terms of more clear and easier to understand illustrations and figures. As the sole
graduate student in this team of authors, I have the authority from all authors to
include this paper as part of the first main chapter of my thesis.
3.2 Introduction
An overwhelming majority (if not all) of the previous works that utilized the hyper-
graph formalism [Govindu 2005, Agarwal et al. 2005, Chen and Lerman 2009b, Liu
et al. 2010b, Liu and Yan 2012, Ochs and Brox 2012, Jain and Govindu 2013] limited
the hyperedge size to ρ+ 1, i.e., the smallest possible. The resulting hypergraph is
thus (ρ+ 1)-uniform. Even with this limit, the number of possible hyperedges
( |V |
ρ+1
)
is too large for exhaustive listing. Previous works thus sample the set of hyperedges
of size (ρ + 1) to construct “sparse” hypergraphs. Concurrently, limiting to the
smallest size (ρ + 1) also maximises the chance of sampling pure hyperedges, i.e.,
those containing data that are likely from the same clusters. Note that obtaining as
many as possible pure hyperedges is crucial for accurate geometric clustering [Chen
and Lerman 2009b, Pham et al. 2012].
Whilst computational feasibility was the overriding factor in imposing the size
limit, we nevertheless ask in this chapter, is there any benefit in using large hyper-
edges (size > ρ + 1) for higher order grouping? This is a natural question since
the hypergraph formalism theoretically allows hyperedges of arbitrary size, and us-
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ing the smallest allowable size seems to limit the potential. We will answer in the
affirmative and provide theoretical and empirical justifications.
Secondly, how can we sample large hyperedges without expending too much ef-
fort? Previous guided sampling approaches that aim to produce pure hyperedges
select data one-by-one [Ochs and Brox 2012, Chen and Lerman 2009b]. Extending
them to large hyperedges will inevitably expose them to the effects of exponentially
decreasing probability of sampling pure hyperedges. We propose a novel guided sam-
pling strategy to sample large hyperedges based on random cluster models [MacKay
2003, Pham et al. 2012]. Our method generates large pure hyperedges accurately
without exponential increases in computational effort.
Notwithstanding the usage of large hyperedges, our guided sampling strategy
enables our technique to be orders of magnitude more efficient (in terms of num-
ber of hyperedges and actual time required) than previous hypergraph clustering
algorithms. Amongst other practical applications, we demonstrate that our method
achieves better performance in motion segmentation from dense long-term trajecto-
ries [Brox and Malik 2010], which has been recently solved as a hypergraph clustering
problem [Ochs and Brox 2012].
3.3 Why use large hyperedges?
Here we demonstrate the fact that the large hyperedges are better than the minimal
size hyperedges. In Sec. 3.3.2, we will motivate using normalised cut (NCut) [Shi
and Malik 2000], which is arguably one of the most well known clustering techniques
in computer vision; later in Sec. 3.3.3, we will extend our result to other hypergraph
clustering methods. We will also present some empirical justifications in Sec. 3.3.4.
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Figure 3.1: (a) A hypergraph with 10 vertices and 8 hyperedges. The weights of
the hyperedges are denoted by w1, . . . , w8. The vertical line cuts the green colored
hyperedges and separates the vertices into two clusters. (b) In hypergraph NCut,
each hyperedge is projected to become a clique (a fully connected subgraph) on a
standard graph. The weight of each edge in a clique corresponding to a hyperedge
e is w(e)/δ(e). The corresponding cut from (a) affects the edges marked by dotted
lines. The edges and the corresponding weights are marked with the same color
within (b).
3.3.1 Hypergraph normalised cut
Zhou et al. [Zhou et al. 2006] have generalised NCut to the hypergraph setting. Let
(S, Sc) be a partitioning of the vertices V inH, where S∪Sc = V . The corresponding
cut has the cut set cut(S, Sc) = {e ∈ E|e ∩ S 6= ∅, e ∩ Sc 6= ∅}, i.e., the removal of
the hyperedges in cut(S, Sc) yields the disjoint sets (S, Sc). Following [Zhou et al.
2006], the volume or cost of the cut is
vol(S, Sc) =
∑
e∈cut(S,Sc)
w(e)
|e ∩ S||e ∩ Sc|
δ(e)
. (3.1)
The volume of cluster S is
vol(S) =
∑
v∈S
d(v). (3.2)
The normalised cut criterion for partitioning V into (S, Sc) is
NCut(S, Sc) = vol(S, Sc)
(
1
vol(S)
+
1
vol(Sc)
)
. (3.3)
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Similar to [Shi and Malik 2000], Zhou et al. [Zhou et al. 2006] showed how a relaxed
version of the cost function (3.3), which involves continuous membership labels, can
be minimised globally by an eigendecomposition of the hypergraph Laplacian matrix
∆ = I − 1
2
D−1/2v HWD
−1
e H
TD−1/2v (3.4)
=
1
2
(I −D−1/2v AD−1/2v ), (3.5)
where I is the identity matrix, Dv is a diagonal matrix containing the vertex degrees,
H is a |V | × |E| incidence matrix with entries H(v, e) = 1 if v ∈ e and 0 otherwise,
W is a diagonal matrix of hyperedge weights, and
A = HWD−1e H
T −Dv (3.6)
is the adjacency (or affinity) matrix of the hypergraph.
3.3.2 Inherent bias in normalised cut
The existence of the multiplier
α(e|S, Sc) := |e ∩ S||e ∩ S
c|
δ(e)
(3.7)
:= |e ∩ S|
(
1− |e ∩ S|
δ(e)
)
. (3.8)
in the cut cost (3.1) is one of the major distinguishing features between NCut on
hypergraphs and standard graphs. Observe that if the hypergraph is 2-uniform,
|e ∩ S| = |e ∩ Sc| = 1 and δ(e) = 2 for all e (the multiplier becomes a constant),
and (3.1) reduces to the cut cost on a standard graph.
The rationale for the multiplier can be understood as follows: project hyper-
graph H into a standard graph by replacing each e ∈ E by a clique (a fully con-
nected subgraph) with vertices e, and assign each edge in the clique with the weight
w(e)/δ(e). The cut cost (3.1) is exactly the cut cost on the projected graph, given
the cut (S, Sc); see Fig. 3.1.
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Figure 3.2: α(e|S, Sc) vs η(e, S) for the range (3.11) for e of different degrees.
Observe that a partitioning (S, Sc) affects the multiplier (3.7) only in terms of
the ratio by which the edge e is cut. We can thus re-express the multiplier as
α(e|S, Sc) = η(e, S)(1− η(e, S))δ(e), (3.9)
where we define
η(e, S) :=
|e ∩ S|
δ(e)
(3.10)
as the size ratio of the partitioning of e based on the cut (S, Sc). Trivially, the range
1
δ(e)
≤ η(e, S) ≤ δ(e)− 1
δ(e)
(3.11)
can be established for all (S, Sc) that cuts e.
Fig. 3.2 plots α(e|S, Sc) against η(e, S) for hyperedges of different degrees δ(e) =
|e|. First, it is clear that the cost of cutting a hyperedge e is the highest if e is cut
into equal halves, i.e., η(e, S) = 0.5. More crucially, given the same η(e, S), the
value α(e|S, Sc) is always higher for larger hyperedges as it is linear in δ(e).
The second multiplicand in the NCut criterion (3.3) serves to normalise the
cut cost; as argued in [Shi and Malik 2000], this prevents degenerate (singleton)
clusters. As defined in (3.2), the volume of a cluster S is just the sum of the degrees
d(v) of individual vertices v in S. Moreover with the same number of hyperedges e
in S with same weights w(e), d(v) increases linearly with the hyperedge degree δ(e)
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and hence its sum of reciprocal 1/vol(S) decreases linearly with δ(e). Hence large
hyperedges would be inside S and avoid the cut set c(S, Sc).
The inherent bias in the criterion (3.3) means that, given an arbitrary hyper-
graph with hyperedges of different degrees, NCut will favour preserving the larger
hyperedges and cutting the smaller hyperedge. Effectively, the algorithm trusts larger
hyperedges more than smaller hyperedges. Despite the purely algebraic motivation,
the bias can be rationalised since larger hyperedges convey more evidence on the
existence of a cluster than smaller hyperedges, even if the model is fitted equally
well in both cases. Statistically, a larger data subset constrains the model better
and can more confidently estimate the parameters under noise [Tran et al. 2014].
Figs. 3.3a and 3.3b illustrate model instantiation for the task of clustering 2D
points into circles (ρ = 3). Four points (corresponding to a (ρ+1)-degree hyperedge)
may not constrain a circle well, especially if they are spatially close. In contrast,
using twelve points (corresponding to a large hyperedge) can produce much better
circle estimates.
Figure 3.3: Model instantiation for circle fitting (ρ = 3) using respectively a 4-degree
and 12-degree hyperedge.
3.3.3 Other hypergraph partitioning methods
The algebraic derivations above were based on the NCut criterion. Can we generalise
the result to other hypergraph clustering algorithms? As summarised in [Agarwal
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et al. 2006], the various hypergraph clustering techniques differ mainly in the way
the hypergraph is projected to become a standard graph. The source of the inherent
bias in NCut is the projection style that converts a hyperedge to a fully connected
subgraph; see Fig. 3.1. Any algorithm that conducts such a projection (either
explicitly or implicitly) contains this intrinsic bias.
As an example, the clique expansion algorithm [Zien et al. 1999, Agarwal et al.
2006] projects a hypergraph to a standard graph by replacing each hyperedge e by
an edge (u, v) for each pair of vertices u, v in e. The edge weight w(u, v) is computed
as the sum of the weights of all the hyperedges incident with u and v, i.e.,
w(u, v) =
∑
e
H(u, e)H(v, e)w(e). (3.12)
The clustering can be obtained by standard graph partitioning techniques. Evi-
dently the major difference between clique expansion and hypergraph NCut is the
additional factor of 1/δ(e) in the cut cost of a projected edge, cf. (3.3). Hence, the
inherent bias to preserve larger hyperedges will also exist in clique expansion. It
can be shown that clique averaging [Agarwal et al. 2005] and max projection [Ochs
and Brox 2012] also have this property.
3.3.4 Empirical justifications
The primary reason for using the smallest allowable hyperedge size previously is
the lack of algorithms that can sample pure large hyperedges; to tackle this issue,
we will propose a guided sampling algorithm in Sec. 3.4. In this subsection, we
demonstrate the benefits of using large hyperedges via an “oracle sampler” that
generates hyperedges based on ground truth cluster labels. This serves to preclude
the effects of inaccuracies in an imperfect sampling technique. Any differences in
the results are thus largely due to using hyperedges of different degrees.
Here, we used the 26 checkerboard sequences with 3 motions from the Hopkins
155 dataset [Tron and Vidal 2007] and the face images from the Extended Yale
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Face Database B (EYFDB) [Georghiades et al. 2001]. Each checkerboard sequence
contains C = 3 distinct rigid motions. Under affine cameras, the trajectories on a
distinct motion can be modelled by a 4D subspace (ρ = 4) [Costeira and Kanade
1998]. EYFDB contains frontal face images of C = 28 persons under 64 illumination
conditions. Under the Lambertian assumption, the face images of the same person
lie on a subspace of at most 9 dimensions [Belhumeur and Kriegman 1998, Basri
and Jacobs 2003]. We empirically estimated that a 3D subspace (ρ = 3) is sufficient
to accurately model the imges in EYFDB (in a further experiment in Sec. 3.5, we
will use both ρ = 3 and ρ = 9 for face clustering).
Given the data V , we wish to cluster them into C groups, where each group
lies on a ρ-subspace. Given a fixed hyperedge degree δ > ρ, we sampled M subsets
of size δ − 1 from V . Half of the samples were chosen purely within true clusters
(evenly among C groups), while the other half was chosen randomly to simulate
sampling inaccuracies. A ρ-subspace was fitted via SVD on each sample and evalu-
ated against V . Each sample thus produced |V | hyperedges of degree δ; recall that
we adopt Govindu’s [Govindu 2005, Jain and Govindu 2013] dense sample reuse ap-
proach (Sec. 2.3.1). Given the hyperedges, we conducted C-way partitioning of the
hypergraph using NCut. The average clustering error was then obtained by com-
paring with the ground truth. The steps are repeated by varying δ and M . Note
that the model complexity was fixed at ρ, whereas the hyperedge degree varied with
δ.
Results of this experiment are presented in Figs. 3.4a and 3.4b. Evidently, there
is an improvement in accuracy as the degree of the hyperedges is increased.
3.3.5 Choice of hyperedge size
We have shown that large hyperedges are better from both theoretical and empirical
standpoints. However, a question that remains is how large should the hyperedges
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Figure 3.4: (a)(b) Average clustering error plotted against number of samples and
size of hyperedges on the 3-motion checkerboard sequences from Hopkins 155 and
face images from EYFDB.
be? Our answer is “reasonably large but not too large”. Very large hyperedges
require more effort for sampling and fitting, and may not significantly improve
accuracy (the trends in Figs. 3.4b and 3.4a show diminishing decreases in error).
The proposed sampling method (to be described in Sec. 3.4) actually estimates the
hyperedge size adaptively.
There is also an obvious upper bound on the hyperedge size: the sampled hy-
peredges should be no larger than the smallest cluster in the data, else the structure
will be “masked” by significant amounts of irrelevant estimates. If the cluster sizes
are unknown a priori, we simply place an upper limit of 25 on the hyperedge size
in our algorithm.
3.4 Guided sampling for large hyperedges
Here, we propose a novel algorithm to sample large hyperedges. Our idea is to
combine the respective strengths of [Pham et al. 2012] (random cluster model to
sample large hyperedges) and [Chen and Lerman 2009b] (which conducts iterative
clustering and sampling).
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(a) (b) (c) (d)
Figure 3.5: A sample iteration of our SWS algorithm (Algorithm 1). (a) Labelling
f based on current hypergraph H with C = 2 unique labels (here, H is not shown).
(b) k-nearest neighbours based on A (k = 3), where two vertices are joined by a
solid edge if the are k-nearest neighbours. (c) An example generated graph C ′. (d)
Clusters in C ′ that are too small or too large are ignored. The remaining clusters
are sampled to form hyperedges.
3.4.1 Iterative clustering and sampling
Let f denote the labelling obtained from the hypergraph H = (V,E) based on the
current hyperedge set E. Any hypergraph partitioning criterion can be used to
obtain f ; in our work, we used hypergraph NCut. The main idea is to bootstrap
the generation of new hyperedges using f .
The labelling f separates V into C disjoint components, which can be sum-
marised by the graph
C = (V,Γ), Γi,j =

1 if fi = fj,
0 otherwise.
(3.13)
The algorithm of [Chen and Lerman 2009b] samples within each subgraph in C (i.e.,
among vertices V with the same labels f) to generate new hyperedges. However,
their algorithm samples purely randomly within each subgraph without considering
other sources of information or guidance.
Swendsen-Wang method
We alleviate the weaknesses of the above simple algorithm by incorporating ideas
from [Pham et al. 2012]. The method of [Pham et al. 2012] is interpreted from
the aspect of randomly proposing large clusters in an MCMC algorithm (i.e., the
39
CHAPTER 3: CLUSTERING WITH HYPERGRAPHS: THE CASE FOR LARGE
HYPEREDGES
Swendsen-Wang algorithm [Swendsen and Wang 1987, MacKay 2003, Barbu and
Zhu 2003]) for energy minimisation. For our purposes, we simplify the method
of [Pham et al. 2012] and adapt it to the problem of hypergraph partitioning.
Let A ∈ R|V |×|V | denote the affinity matrix (3.6) of the current hypergraph
H = (V,E). Define
Ni = {j | j 6= i, vertex j is a k-NN of vertex i}, (3.14)
where the distance between vertices i and j is taken as
‖ai − aj‖2, (3.15)
and ai is the i-th column of A. In our experiments, we use k = 3 nearest neighbours
by default. Given C, A and {Ni}, a new graph C ′ = (V,Γ′) is generated as follows:
• Initialise Γ′ as Γ.
• If j /∈ Ni and j /∈ Nj, then Γ′i,j = 0.
• Else, Γ′i,j is set to 1 with probability
p(Γ′i,j = 1) = exp
(
−λ‖ai − aj‖
2
2
2σ2
)
, (3.16)
where σ is the std. dev. of all pairwise column distances
σ = std{‖ai − aj‖2}, (3.17)
and λ implements an annealing effect (Sec. 3.4.2 will discuss the setting of λ).
Intuitively, two vertices are more likely to be joined by an edge in C ′ if they
have high affinity according to the current hypergraph H.
The realised graph C ′ corresponds to a set of sub-clusters of the partitioning of C,
one of which is then used to produce new hyperedges for H. Note that the size of
the sub-clusters in C ′ is variable. Fig. 3.5 illustrates an iteration of this process.
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Algorithm 1 Swendsen-Wang Sampling (SWS)
Require: Data V , number of clusters C, number of nearest neighbours k, lower and
upper limits of cluster size a and b, iteration counts T and M , and convergence
threshold  (see Secs. 3.4.1 and 3.4.2 for default settings).
1: Initialise E = ∅.
2: Initialise labels f (1) to a constant label.
3: Initialise A based on spatial proximity .
4: for t = 1, 2, . . . , T do
5: From f (t), obtain disjoint component graph C.
6: Generate new graph C ′ using λ = 1/t2 (Sec. 3.4.1).
7: for m = 1, 2, . . . ,M do
8: Sample a cluster Ps from C ′ with probability (3.20).
9: Fit the model on Ps and evaluate it against all data in V to generate |V |
hyperedges.
10: Insert all new hyperedges into E.
11: end for
12: Update adjacency matrix A based on current H (3.21).
13: Partition H to obtain f (t+1) with C labels.
14: If ‖f (t+1) − f (t)‖ ≤ , break.
15: end for
16: return Hypergraph H = (V,E).
(a) (b) ISS [Chen and
Lerman 2009b]
(c) PS [Ochs and
Brox 2012].
(d) SWS, Algo-
rithm 1.
Figure 3.6: Characteristics of different hyperedge sampling algorithms for higher
order grouping. (a) Labelling f based on current hypergraph H with C = 2 unique
labels. (b) In ISS [Chen and Lerman 2009b], the current labelling is taken into
account. However, it merely samples purely randomly within each cluster. (c) In
PS [Ochs and Brox 2012], the current labelling is ignored and it simply samples based
on proximity. (d) In SWS (Algorithm 1), guidance from f is exploited. Further,
large and variable-sized clusters are produced by probabilistically turning the edges
on and off based on the current adjacency matrix A.
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3.4.2 Sampling algorithm and parameter setting
Our method conducts the above steps iteratively to generate large and variable-
sized hyperedges. It also updates the labelling f based on the current H to refine
the sampling probabilities. Algorithm 1 summarises the method, henceforth called
Swendsen-Wang sampling (SWS).
To initialise the affinity matrix A before any hyperedges are available, SWS
uses spatial proximity information, i.e,
Ai,j = exp
(
− d
2
i,j
2σ2v
)
, (3.18)
where di,ji is the spatial distance between vertex i and j, and σ
2
v is the variance of
all pairwise distances. We also initialise f by a constant label, i.e., C is a complete
graph.
At each iteration t, a new graph C ′ is generated from C following the steps
described in Sec. 3.4.1. The sampling probability (3.16) is annealed by setting
λ = 1/t2. (3.19)
Intuitively, more confidence is placed on the guidance given by the current hyper-
graph as the algorithm proceeds.
At each t, M clusters are sampled from C ′ to form hyperedges. A cluster Ps is
sampled from C ′ with the probability
p(Ps) ∝

0 if |Ps| < a or |Ps| > b,∏
(i,j)∈Ps p(Γ
′
i,j = 1) otherwise.
(3.20)
Intuitively, a cluster is more likely to be chosen if it has high within-cluster affinity.
Each sampled cluster is then used to generate |V | hyperedges based on the dense
sample reuse approach (Sec. 2.3.1).
Here, [a, b] denotes the allowable range of cluster sizes. Since we conduct dense
sample reuse , a = ρ (number of parameters in the geometric model). The upper
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limit b should be close to the size of the smallest true cluster in the data; in the
absence of this information, we set b = 24 by default. In any case, we emphasise
again that SWS samples variable-sized clusters (and hence, hyperedges).
Note that a cluster Ps that has already been chosen in the current t is prevented
from being chosen again. Also, if all clusters have already been chosen before M
iterations, SWS simply proceeds to the next t. For brevity, we do not show these
steps in Algorithm 1.
In Line 12 in Algorithm 1, the hypergraph adjacency matrix A is updated to
incorporate the newly generated hyperedges at iteration t. This can be done simply
by adding the adjacency matrix corresponding to only the new hyperedges, to the
old adjacency matrix. Specifically, from (3.6),
A =HWD−1e H
T −Dv
=(H1W1D
−1
e1
HT1 −Dv1) + (H2W2D−1e2 HT2 −Dv2)
=A1 + A2, (3.21)
where H, W , De and Dv are concatenated from old and new data (subscripts 1 and
2) according to
H = [H1, H2], W =
 W1 0
0 W2
 , De =
 De1 0
0 De2

and Dv = Dv1 + Dv2 . Hence, the update of A can be done incrementally without
wasteful recomputations.
In our experiments in Sec. 3.5, unless mentioned otherwise, the iteration limits
T and M were respectively chosen as 6 and 100, which were sufficient to produce
good higher order grouping results on many data.
3.4.3 Why is SWS more effective?
In the context of hypergraph clustering for higher order grouping, the effectiveness
of a sampling algorithm is measured mainly by its accuracy in sampling large pure
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hyperedges. Sec. 3.5 will provide extensive results to demonstrate the accuracy of
SWS. Here, we give conceptual justifications on why SWS is more accurate than
previous techniques.
In [Ochs and Brox 2012], spatial proximity sampling (PS) was used, whereby
data that are spatially close are more likely to be included in the same hyperedge (of
size ρ+ 1). However, it is well-known that data that are spatially close cannot con-
strain the model well, even if they are from the same geometric structure [Tran et al.
2014] (see also Fig. 3.3). Although SWS also uses spatial proximity information,
this only takes effect in the initialisation (Line 3 in Algorithm 1). Further, unlike
SWS, the method of [Ochs and Brox 2012] does not conduct iterative clustering and
sampling to refine the sampling probabilities.
Although the iterative spectral sampling (ISS) approach of [Chen and Lerman
2009b] performs iterative clustering and sampling, it does not apply any other in-
formation to sample hyperedges (of size ρ + 1) within each cluster in the current
partitioning f (the data to include in a hyperedge is sampled purely randomly). In
contrast, SWS samples using guidance from the current adjacency matrix A using
the Swendsen-Wang method [MacKay 2003], which enables the algorithm to produce
large and variable-sized hyperedges.
Fig. 3.6 illustrates the differences in characteristics between the three sampling
algorithms.
3.5 Results
We conduct experiments on real datasets to verify the effectiveness and efficiency
of the proposed large hyperedge sampling method. Since we use Govindu’s dense
sample reuse approach [Govindu 2005, Jain and Govindu 2013], a δ-degree hyperedge
e is composed of e = {s ∪ v}, where s is a sampled (δ − 1)-tuple from V , and v
is an arbitrary vertex in V . In all the experiments, the hyperedge weight w(e) is
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calculated as
w(e) =

exp(−r2(v, φs)/2σ2) if v /∈ s;
0 otherwise,
(3.22)
where φs is the model fitted in a least squares manner on s, and r(v, φs) is the
residual of v with respect to φs. The parameter σ is problem dependent, and a
similar parameter needs to be tuned for all hypergraph clustering methods [Zhou
et al. 2006, Agarwal et al. 2005, Chen and Lerman 2009b].
3.5.1 Selection of scale parameter σ
Data points in different motions may have different variance scales. Usually, the
scale parameter for the Gaussian similarity kernel introduced before in (3.22) is
chosen globally and constant for all structures. Unlike previous experiment we tune
the scale parameter by cross-validation. Authors in [Zelnik-Manor and Perona 2004]
suggested that for pair-wise similarity, its best to assign different scale parameter
to each data point. Thus scales of both of them would contribute to the pair-wise
similarity, i.e. σ2e = σiσj where i and j are incident vertices of the edge e. The
scale parameters for each data point σi is estimated by the distance of the data
point to its k-nearest-neighbor. We seek to extend this for higher-order similarity,
by finding a proper state in the hypergraph forming routine to estimate scales σh
for hyperedge weights in (3.22). This will automatize the process of choosing scale
factors and should result in better accuracy when facing a multi-scale (different
scales for different structures) data. In order to calculate σ, we find:
arg min
σ
K∑
k=1
SSE(k, σ) (3.23)
where SSE(k, σ) is the sum of squared residuals of the data assigned to the k-th
cluster, given that σ was used to compute the hyperedge weight in (3.22). One
method to solve this is MSSE, given in [Bab-Hadiashar and Suter 1999]. In this
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Figure 3.7: Average clustering error of NCut on EYFDB for varying hyperedge
degree based on hyperedges sampled using four different methods. Row 1 shows
results using 3D subspaces (ρ = 3), while Row 2 shows results using 9D subspaces
(ρ = 9).
method the residuals are sorted and the standard deviation of first k data points
are calculated. If the k+ 1 sorted data point has a residual bigger than some factor
of this standard deviation (such as 3 times more) it is considered to be an outlier.
3.5.2 Face clustering
We repeated the face clustering experiment in Sec. 3.3.4 using EYFDB. The setting
here differs in the following manner:
• We used both ρ = 3 and ρ = 9 as the dimensionality of the subspace model;
and
• Hyperedges were sampled without ground truth labels.
In the following, for methods that require sampling (including our method), the
reported results were taken as the average over 100 runs.
Sampling accuracy and effects of large hyperedges.
Four hyperedge sampling methods were compared:
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• random sampling (RS);
• spatial proximity sampling (PS) [Ochs and Brox 2012];
• iterative spectral sampling (ISS) [Chen and Lerman 2009b]; and
• Swendsen-Wang sampling (SWS) (Algorithm 1).
To cogently demonstrate the benefit of using large hyperedges, here we sampled
only fixed-degree hyperedges, where degree δ ∈ {4, 6, . . . , 20} for ρ = 3 and δ ∈
{10, 12, . . . , 20} for ρ = 9. To apply our size-adaptive sampling algorithm here,
Algorithm 1 was modified as follows: the minimum cluster size a was set to δ − 1,
and instead of taking component Ps wholly, we sampled δ − 1 points randomly
from Ps. We extended ISS to sample large hyperedges by using the intermediate
clustering result to successively select data. Given the sampled hyperedges, NCut
was used for hypergraph clustering.
Fig. 3.7 plots the average clustering error against the number of samples for
varying hyperedge degree δ. For RS and ISS, as δ was increased, the clustering
error also increased. In contrast, for SWS, the opposite pattern is observed - as δ
was increased, the clustering error decreased. Further, for the same degree δ, the
clustering error using SWS is lower than the others by one order of magnitude.
Fig. 3.8a compares the sampling accuracy (% pure samples, where a pure sam-
ple contains data from the same cluster only) of all methods. Expectedly the sam-
pling accuracy of all methods decreased as δ was increased. However, the sampling
accuracy of SWS was significantly higher than the other methods, and remained
above 90% for all δ. The results above illustrate that SWS is able to provide accu-
rate sampling of large hyperedges, which results in superior higher order clustering
results.
Fig. 3.8b displays the average runtime of the different sampling methods. Un-
surprisingly, ISS and SWS are slower (by 4 to 5 times) compared to RS and PS,
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Figure 3.8: (a) Sampling accuracy for different degree δ. Note that it was almost
impossible for RS to generate pure samples. (b) Total runtime of the different
sampling methods.
since ISS and SWS calculate and exploit intermediate clustering information.
Benchmark against state-of-the-art
We now benchmark our higher order clustering approach (called SNcut) against
state-of-the-art subspace segmentation methods: Generalised PCA (GPCA) [Vidal
et al. 2005], Spectral Curvature Clustering (SCC) [Chen and Lerman 2009b], Sparse
Subspace Clustering SSC [Elhamifar and Vidal 2009], Spectral Local Best-fit Flat
(SLBF) [Zhang et al. 2012] and Agglomerative Lossy Compression (ALC) [Ma et al.
2007]. These methods have also recently been applied to face clustering.
Here, our sampling method SWS chooses hyperedges of adaptive size as de-
scribed in Algorithm 1. In this experiment, the maximum allowable hyperedge size
was set to 65 (by setting b = 64 in Algorithm 1), and the number of samples per
run was chosen to 600. Fig. 3.9 shows a histogram of the sizes of the hyperedges
sampled by SWS in a typical run on EYFDB (for ρ = 3 and C = 28). Evidently,
SWS was able to generate very large hyperedges.
The experimental settings in our benchmark are as follows: we varied C from
2 to 28. For each C, we used only the first-C subpopulations of faces from EYFDB.
This created successively harder clustering problems. The results (percent clustering
error and average runtime) are shown in Table 3.1. On the whole, the best clustering
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Figure 3.9: Histogram of sizes of hyperedges sampled by the SWS method (Algo-
rithm 1) in a typical run on the EYFDB.
Table 3.1: Clustering error (%) and runtime (s) of various face subspace clustering
methods on EFYDB.
C 2 3 4 5 8 10 13 15 18 20 25 28 time (s)
p
=
3
GPCA 33.59 45.31 22.65 21.87 59.17 62.34 56.73 61.87 67.88 – – – ≈ 109
SCC 2.34 0.00 0.00 1.56 9.57 25.46 18.26 18.33 11.71 14.60 14.00 16.96 34.81
SLBF 8.59 7.81 8.98 5.00 17.57 20.46 18.38 13.75 14.06 17.03 17.06 16.51 7.54
SSC 0.00 0.00 0.00 0.00 0.00 0.15 4.68 3.22 0.52 5.46 4.87 4.74 1423.79
ALC 0.0“033.33 3.90 21.56 1.95 0.78 0.84 13.54 6.25 10.46 0.81 0.66 14382.05
SNcut 0.00 2.60 1.95 1.56 0.39 2.93 3.36 2.50 5.72 3.20 6.31 7.70 43.81
p
=
9
GPCA 7.81 32.29 75.00 60.02 – – – – – – – – ≈ 109
SCC 3.12 2.60 1.95 1.56 8.78 17.18 21.87 34.79 40.88 43.35 11.68 42.85 62.12
SLBF 0.00 0.00 0.00 0.00 19.33 29.84 15.50 20.72 17.79 21.87 24.56 15.01 18.70
SSC 12.50 0.00 0.00 0.00 0.00 0.15 2.76 3.33 2.60 5.00 8.00 5.24 2501.91
ALC 3.91 2.60 0.00 3.75 0.19 0.00 8.65 0.31 0.35 0.41 0.69 0.46 23374.34
SNcut 0.00 0.00 0.00 0.00 2.92 0.31 0.24 0.10 6.45 4.53 0.56 1.39 48.63
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accuracies were exhibited by ALC, SSC and SNcut. However, SNcut was much faster
than ALC and SSC. The runtime of GPCA scaled badly with the size of the input
data - for larger C’s (i.e., larger data sizes) the runtime of GPCA became prohibitive
and we thus omitted some of its results. Fig. 3.10a plots runtime against C. Observe
that SNcut scaled much more efficiently than ALC and SSC.
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Figure 3.10: (a) Runtime and (b) RMS of subspace projection error of various
subspace segmentation methods on EYFDB for varying C. (c) Close-up of (b) to
allow better inspection.
As a more “geometric” validation of higher order clustering accuracy, for the
clustering result on each problem instance, we calculated the RMS of the projection
error of each image onto its assigned subspace. Using the ground truth labels,
the same error measures for the “ground truth” subspaces were also computed.
Fig. 3.10c depicts the projection error of all methods. It is clear that SNcut achieved
results that were consistent with the ground truth.
3.5.3 Motion segmentation with sparse trajectories
Given a set of sparse feature trajectories V containing C distinct motions, we can
separate the motions by clustering the data into 4D subspaces (ρ = 4). Here we
used the Hopkins 155 dataset [Tron and Vidal 2007], which consists of 155 video
sequences with 2 or 3 independent rigid motions. The sequences are of three types:
checker-board, traffic and articulated.
Again, we benchmark our higher order clustering approach (called SNcut)
against state-of-the-art subspace segmentation methods. Here, we also addition-
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Table 3.2: Subspace segmentation error (%) on Hopkins 155 dataset.
Two Motions Three Motions
Method Chck. (78) Trfc. (31) Artc. (11) all (120) Chck. (26) Trfc. (7) Artc. (2) all (35) all (155)
MN MD MN MD MN MD MN MD MN MD MN MD MN MD MN MD MN MD
GPCA 6.09 1.03 1.41 0.00 2.88 0.00 4.59 0.38 31.95 32.93 19.83 19.55 16.85 16.85 28.66 28.26 10.34 2.54
LSA 2.57 0.27 5.43 1.48 4.10 1.22 3.45 0.59 5.80 1.77 25.07 23.79 7.25 7.25 9.73 2.33 4.94 0.90
ALC 1.49 0.27 1.75 1.51 10.70 0.95 2.40 0.43 5.00 0.66 8.86 0.51 21.08 21.08 6.69 0.67 3.37 0.49
SCC 1.31 0.06 1.02 0.26 3.21 0.76 1.41 0.10 6.31 1.97 3.31 3.31 9.58 9.58 5.90 1.99 2.42 NA
SSC 1.12 0.00 0.02 0.00 0.62 0.00 0.82 0.00 2.97 0.27 0.58 0.00 1.42 1.42 2.45 0.20 1.24 0.00
DCT 0.71 0.00 0.05 0.00 0.96 0.00 0.56 NA 2.44 1.29 0.05 0.00 1.60 1.60 1.94 NA 0.87 NA
SNcut 1.86 0.00 0.08 0.00 1.13 0.00 1.33 0.06 2.72 0.00 0.00 0.00 1.06 1.06 2.08 1.45 1.50 0.00
MN: mean, MD: median, NA: not available
ally compared against Local Subspace Affinity (LSA) [Yan and Pollefeys 2006] and
the recent method of [Shi et al. 2013] which uses discrete cosine transform (DCT).
Unlike our method, these state-of-the-art techniques are dedicated to motion seg-
mentation.
For SNcut, we used 100 samples from each sequence. Across all sequences, we
observed that on average 98.34% the samples generated were pure, i.e., contained
trajectories from the same motion.
Table 3.2 presents the segmentation error of all the compared methods. It is
clear that our approach can achieve similar or better results than the other methods.
Comparing run time is non-trivial, since the methods are based on very differ-
ent principles. Our approach typically takes less than 5 minutes to execute. The
following subsection will examine the run time of our method more closely for dense
trajectories.
3.5.4 Motion segmentation with dense trajectories
Recently there has been a surge of interest in conducting video-based object seg-
mentation by clustering dense long-term feature trajectories [Brox and Malik 2010].
In contrast to the more traditional motion segmentation paradigm [Tron and Vidal
2007], the usage of long-term trajectories creates incomplete data, i.e., a particular
tracked feature is only observed in a subset of the frames of the video. This pre-
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cludes the usage of subspaces to model and segment objects based on their rigid
motions.
We first summarize previous approaches to this problem, before describing our
method and experimental results.
Brox and Malik’s (BM) approach
Given dense long-term trajectories V = {vi}, BM [Brox and Malik 2010] proposed
to calculate the affinity of a pair vi and vj as
w(vi, vj) = exp(−r(vi, vj)2/2σ2), (3.24)
where r(vi, vj) is a distance defined as
r(vi, vj) = max
t
‖vi(t)− vj(t)‖‖l(vi(t))− l(vj(t))‖
2
5γ2t
,
where v(t) is the image position of the trajectory v at frame t, and l(v(t)) is the
translational motion vector at position v(t) at frame t aggregated over the 5 frames.
i.e. l(v(t)) = [vx(t + 5) − vx(t), vy(t + 5) − vy(t)]T . Only frames t where vi and vj
were simultaneously observed are considered in the distance calculation; if vi and
vj do not temporally intersect, their affinity is set to 0. The pairwise affinity values
are then used in a conventional clustering technique to segment the trajectories.
To deal with scenarios with very fast and very slow motions, in BM there is a
further normalization step on the distance measure that utilizes the local optic flow
variation field. For brevity, we do not discuss this here, and the interested reader is
referred to [Brox and Malik 2010].
Ochs and Brox’s (OB) approach
OB [Ochs and Brox 2012] argued that using pairwise affinities restricts the segment-
able motions to be 2D translations. Hence, BM fails if the objects undertake more
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complex motions, which occur quite often in the videos used in [Brox and Malik
2010].
OB proposed to conduct segmentation of dense long-term trajectories as hy-
pergraph clustering. A 3-uniform hypergraph was used, where a hyperedge e =
{vi, vj, vk} contains a triplet of trajectories. The weight w(e) is
w(e) = exp(−r(e)2/2σ2) (3.25)
where distance r(e) can be summarised as
r(e) = max
t
max
v∈e
L(v, St,t+8(e \ v)). (3.26)
Here, e \ v represents the trajectories that remain after removing trajectory v from
e, and St,t+8(e \ v) is the 2D similarity that aligns the image points of e \ v at frame
t to frame t+ 8. The projection error L(v, St,t+8(e \ v)) is
L(v, St,t+8(e \ v)) = ‖St,t+8(e \ v)v(t)− v(t+ 8)‖. (3.27)
The distance of the trajectory motions can also be normalized using local optic flow
information, similar to BM; again, the reader is referred to [Brox and Malik 2010,
Ochs and Brox 2012] for details.
Recall that a minimum of two correspondences are required to fit a similarity
(ρ = 2), and 3 is thus the smallest possible hyperedge size. Effectively, the inner
max in (3.26) implements the max error fit of a triplet of point correspondences
across t and t + 8. For hyperedge e to exist, there must be a t where all of e were
observed in frames t and t+ 8.
Even with using only degree-3 hyperedges, enumerating them is not feasible
since their number scales as O(|V |3); recall that a short video can have thousands
of dense trajectories. OB sampled the hyperedges as follows: all |V | × |V | pairs of
trajectories are enumerated. For each pair of trajectories, 12 hyperedges are created
by including in the pair a third trajectory from the 12 nearest spatial neighbours of
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the pair. An additional 30 hyperedges are produced by randomly including a third
trajectory.
For example, the car1 sequence (the shortest in the Berkeley Motion Segmenta-
tion dataset [Brox and Malik 2010]) contains 4857 trajectories. OB thus generated
4857×4857× (30 + 12) = 990, 798, 858 (≈ 109) hyperedges. Approximately 48 min-
utes were required to sample the hyperedges and compute the hypergraph affinity
matrix of car1.
Proposed approach with large hyperedges
Recall that since we apply dense sample reuse (Sec. 3.5.4), a hyperedge e = {s∪ v}
consists of a sampled tuple s ⊆ V and a v /∈ s. To accommodate large (non-minimal)
hyperedges, we modified (3.26) to become
r(e) = max
t
L(v, St,t+8(s)), (3.28)
where St,t+8(s) is the 2D similarity (fitted via least squares) that aligns the image
points of s at frame t to frame t + 8. We used least squares to fit 2D similarities
since the number of combinations to test to find the max error becomes prohibitive
for large s. Another difference from (3.26) is that the max in (3.28) is taken over all
t where v and at least two other trajectories in s coexist in frames t and t+ 8. This
combats against the exponentially low probability of larger number of trajectories
to temporally intersect.
Based on SWS (Algorithm 1), we sampled |V | number of samples s, where the
sizes of the samples were varied and chosen automatically by the algorithm. Each
s was evaluated against all v ∈ V , thus producing |V | × |V | hyperedges in total.
The minimum and maximum size of s were 2 and 24 (thus leading to hyperedges of
degrees 3 to 25). Here, since not every pair of trajectories may intersect in time, the
k-nearest neighbourhoods (3.14) are computed on the average spatial distance in the
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common observed frames. If a pair of trajectories do not have common observed
frames, the corresponding spatial distance is set to infinity.
Under the above settings, for car1 a total of 4857 × 4857 = 23, 590, 449 (≈
23 × 106) hyperedges were generated, which is two orders of magnitude less than
OB. A histogram of the size of the hyperedges sampled by a typical run of SWS is
shown in Fig. 3.13. Our method was able to sample hyperedges and calculate the
hypergraph affinity matrix in ≈ 50 seconds. The significant difference in runtime
with OB is due primarily to the fact that OB estimates a 2D similarity for each
hyperedge, whereas we estimate a 2D similarity for every |V | hyperedges.
Effects of sampling method and hyperedge size
On the Berkeley motion segmentation dataset [Brox and Malik 2010], we ran the
provided tracker with 8-spacing, i.e., the tracker tracked only every 8-th pixel in the
vertical and horizontal directions. This yielded the trajectory set V = {vi}.
To cogently investigate the effects of different sampling methods and hyperedge
size on segmentation accuracy, we compared the following methods:
• Simple-BM: A simplified variant of BM [Brox and Malik 2010], where optic
flow information was not used in the pairwise affinity calculation. This enables
to focus on the core hyperedge sampling and hypergraph clustering steps.
• Simple-OB: A simplified variant of OB [Ochs and Brox 2012], where optic
flow information was not used in the hyperedge weight calculation. To sample
hyperedges, a simpler technique than the original one (described in Sec. 3.5.4)
was applied: |V | pairs of trajectories were sampled based on proximity. For
each pair of sampled trajectories, the motion model was fitted and evaluated
on all other trajectories in |V |, hence yielding |V | hyperedges. Effectively we
introduced dense sample reuse to the original method.
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Figure 3.11: Processing flow for Simple-BM, Simple-OB and SWS for the experiment
in Sec. 3.5.4.
• SWS (Algorithm 1) was used to sample variable-size large hyperedges. The
bounds on the hyperedge size for SWS were chosen as [3, 25]. Fig. 3.13 shows
a histogram of the degree of the hyperedges sampled by SWS in a typical run
on a sequence of the Berkeley data.
For all methods, NCut was used to perform clustering, where the correct number of
clusters C was given. Fig. 3.11 summarises the processing flow of all three methods.
We applied the evaluation tool of [Brox and Malik 2010] to calculate the per-
formance metrics, given the segmentation results. Unlike Hopkins 155 dataset [Tron
and Vidal 2007] where the ground truth labels of the trajectories are provided for
evaluation, the Berkeley datasets [Brox and Malik 2010] provides the ground truth
regions in terms of pixel labels for every 10th frames of each sequence. The evalua-
tion tool assigns clusters (in terms of trajectories) to the ground truth regions (in
terms of pixels). Based on the assignments, the tool produces five numbers for each
sequence based on the assignment, which are aggregated across all the sequences.
The meaning/definition of each performance metric is as follows:
• Density: It computes the density of the trajectories per unit pixels tracked
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over the frames. The higher density is better as it signifies more detailed
segmentation of the regions.
• Overall Error: The overall clustering error is the fraction of erroneously as-
signed cluster labels of the trajectories over the total number of labels on a
per-pixel basis.
• Average Error: The average clustering error is the average across the ground
truth regions after computing the error individually for each region. Note
that average error is higher than the overall error, as smaller objects are more
difficult to detect and it costs the full penalty for not covering an object.
• Over-segmentation Rate: As the tool allows to over-segment objects into mul-
tiple clusters (assigning multiple clusters into same region), an over-segmentation
error is also computed. Here the term over-segmentation is referred to as the
amount of times on average a ground truth region is divided into smaller re-
gions by the clusters. The over-segmentation error is computed as the number
of clusters need to combine to fill out the ground truth regions.
• Extracted Objects: The tool also reports the number of extracted objects. The
extracted objects are the matched ground truth regions enclosed by a clustered
trajectories with less than 10% error.
• Total time: We also compute the total time as sum of all the time expenditures
during sampling, affinity matrix computation and performing NCut for all the
sequence.
Note that the performance metrics addressed above are better if their values are less
(except density and extracted objects). The results are presented on the Table 3.3
(excluding marple7 as the tracker produces very large number of trajectories for this
sequence and we are unable to perform NCut on a standard system). We observe
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that under the same settings, overall the proposed method performs better in terms
of the evaluation matrices. As the difference between the pipelines of Simple-OB
and SWS is the hyperedge size and the sampling method, it illustrates that the
large hyperedges are better if we sample via SWS method.
(a) Orig-BM [Brox and
Malik 2010].
(b) Orig-OB [Ochs and
Brox 2012].
(c) SNcut (minimum). (d) SNcut (large).
Figure 3.12: Pipeline-to-pipeline comparisons (see Sec. 3.5.4): segmentation results
on sample frames of sequences car5, car9, marple8, marple13 and duck from the
Berkeley motion segmentation dataset [Brox and Malik 2010].
The first entry density indicates the density of the trajectories tracked over
the frames. This number is same as we use exactly same trajectories for all the
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methods. The tool optimally assigns clusters to ground truth (available with the
datasets) regions. The overall clustering error is the fraction of erroneously assigned
labels over the total number of labels. The average clustering error is the average
across the regions after computing the error individually for each region. Note that
average error is higher than the overall error, as smaller objects are more difficult
to detect and cost the full penalty for not covering an object. As the tool allows to
over-segment of an object into multiple clusters, an over-segmentation error is also
computed. The over-segmentation error is computed as the number of clusters need
to combine to fill out the ground truth regions. The tool also reports the number
of extracted regions that enclosed with less than 10% error.
In the first experiment we compare proposed method with a slight modifications
of BM[Brox and Malik 2010] and OB[Ochs and Brox 2012]. We call those methods
as relaxed-BM and relaxed-OB respectively. Proposed method requires the number
of clusters to be known, in contrast to BM and OB compute the number of clusters
automatically. In relaxed-BM and OB we compute the pairwise affinity and higher-
order affinity as the similar way as discussed in the last section. However, do not
use optical flow during the computation of affinity or other heuristic methods used
in BM and OB for post-processing. Then we provide the actual cluster numbers in
normalized cut formulation.
Moreover, in relaxed-OB, we use PS for sampling subsets of minimal size 2 and
use dense sample reuse to compute the higher-order affinity. The reason behind the
choice of dense sample reuse is that the sparse formulation requires a huge number
of samples and is painfully slow. In our Matlab implementation, we observe that
sparse formulation with same number of samples as OB is around 4−5 times slower
than the OB binaries. That makes it harder to evaluate on the whole datasets. We
only sample N hyper-edges and use dense sample reuse to compute the affinity as
discussed before. Moreover, to project onto pairwise affinity we use click expansion
rather than max-projection that is used in OB. Our method only differs from relaxed-
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Table 3.3: Effects of sampling method and hyperedge size; see Sec. 3.5.4.
Density Overall Error Average Error Over-segmentation Rate Extracted Objects Total Time (s)
Simple-BM 1.03% 13.95% 38.81% 1.51 14 24039
Simple-OB 1.03% 12.98% 34.02% 1.33 17 15254
SNcut 1.03% 10.74% 33.67% 1.48 18 16151
Table 3.4: Pipeline-to-pipeline comparisons; see Sec. 3.5.4
Density Overall Error Average Error Over-segmentation Rate Extracted Objects Total Time (s)
Orig-BM[Brox and Malik 2010] 1.03% 7.86% 28.76% 1.35 30 9323
Orig-OB[Ochs and Brox 2012] 1.03% 5.68% 24.74% 1.48 30 434545
SNcut (minimum) 1.03% 6.09% 23.34% 2.12 24 18654
SNcut (large) 1.03% 5.80% 22.62% 2.20 25 18966
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Figure 3.13: A histogram of the degree of hyperedges sampled by a typical run of
SWS on a sequence from the Berkeley dataset.
OB on sampling subsets. In contrast to relaxed-OB, our method uses SW sampling
to sample adaptive size subsets that would generate a hyper-graph with different
size hyperedges.
Pipeline-to-pipeline comparison
We conducted a full “pipeline-to-pipeline” comparisons with BM and OB. Specifi-
cally, we used the implementation in that work [Ochs et al. 2014] (which we call Orig-
BM and Orig-OB here), where the various steps of the respective methods (affinity
calculation, clustering, hyperedge generation, hypergraph partitioning, etc.) are as
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intended by the original authors.
Two important differences exist between Orig-BM/Orig-OB and the variants
Simple-BM/Simple-OB in Sec. 3.5.4:
• Orig-BM/Orig-OB use local optic flow information to normalize the affinity
or hyperedge weight calculation.
• Orig-BM/Orig-OB conducts model selection. Specifically, the trajectories are
first partitioned into a large number of clusters, before a heuristic merging
step is performed to combine similar clusters to yield the final clustering. See
Section 5 in [Ochs et al. 2014] for details of this merging heuristic.
Here, model selection was also conducted for the proposed method — note,
however, that this is based on our own understanding and implementation of [Ochs
et al. 2014], since we were unable to access model selection as a separate functionality
in the implementation. More specifically, we performed model selection as follows:
instead of supplying the correct C to NCut, the initial number of clusters was
determined as the number of eigenvalues of the normalized Laplacian matrix that
are greater than 0.2. We then iteratively merged a pair of clusters until the “energy”
value (as defined in equation 6), [Brox and Malik 2010]) did not decrease further. In
addition, optic flow information was not used for ours unlike Orig-BM and Orig-OB.
Two variants of our method were used:
• SNcut (minimum): only hyperdges of size ρ+ 1 were generated for the hyper-
graph using SWS.
• SNcut (large): large hyperedges were generated using Algorithm 1 with default
parameters.
Table 3.4 displays quantitative results, where the performance metrics were
calculated using the program. SNcut (large) outperformed SNcut (minimum), indi-
cating the superior accuracy of using large hyperedges.
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We observed similar accuracy (in terms of Overall Error and Average Error)
between SNcut (large) and Orig-OB; however, the former is ≈ 20 times faster. The
relatively extreme runtime of Orig-OB can be attributed to the manner in which it
generates hyperedges; see Sec. 3.5.4. For SNcut (large), ≈ 23% of the runtime was
devoted to generate the auxiliary graph for sampling, ≈ 65% to generate hyperedges
using SWS and conduct NCut, and ≈ 12% for model selection (merging). Note that
the results of Orig-BM and Orig-OB were produced using the pre-compiled binaries,
whereas SNcut was based on Matlab.
In terms of over-segmentation rate, the SNcut variants seem to be inferior to
Orig-BM and Orig-OB. Some objects in these sequences are made of parts that are
moving very differently. An example is the tennis sequence with an athlete whose
body parts have different motions and occlusions. Normalizing the affinity measure
with optic flow assists in significantly reducing over-segmentation on such objects; as
mentioned above, the SNcut variants were not provided with optic flow information.
Further, the model selection steps implemented in SNcut may also differ from the
actual algorithm used in Orig-BM and Orig-OB. We believe these factors explain
the discrepancy in the over-segmentation rates.
Qualitative results are shown in Fig. 3.12 for sequences car5, car9, marple8,
marple13 and duck. Despite the smaller computational expense, SNcut (large)
provides similar segmentation quality as Orig-OB. As observed in [Ochs and Brox
2012, Ochs et al. 2014], Orig-BM fails in duck due to the more complex motions.
3.6 Conclusion
We have established theoretically the benefits of using large hyperedges in hyper-
graph clustering. Our theoretical analysis is then reinforced by comprehensive ex-
periments. In particular, the experimental results clearly show that using large
hyperedges yields better clustering accuracy - this departs from previous methods
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that have exclusively used the smallest possible hyperedge. We have also proposed
a novel algorithm based on Swendsen-Wang method for accurately sampling ‘pure’
large hyperedges. Notwithstanding the usage of large hyperedges, our method is
very efficient.
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CHAPTER 4
Effective Sampling: Fast
Segmentation Using Robust
Geometric Model Fitting
4.1 Introduction
In previous chapter, the samples were generated randomly over a graph obtained
through iterations of RCM disregarding the quality of samples, i.e. with no cost. In
this chapter, we propose an efficient sampling method called cost based sampling
(CBS), to obtain a highly accurate approximation of the full graph required to solve
multi-structural model fitting problems in computer vision. The proposed method
is based on the observation that the usefulness of a graph for segmentation improves
as the distribution of hypotheses (used to build the graph) approaches the actual
parameter distribution for the given data.
The approach is similar to the one proposed in [Li et al. 2015] where Mix-
ture of Gaussian is used to find the structures in the parameter space. The search
is initialized by a few Gaussians and the parameters of the mixture is obtained
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through Expectation-Maximization steps. The grouping strategy is based on the
above mentioned optimization approach and similarly involves the use of a regu-
larization parameter that is difficult to tune. When the number of Gaussians is
too low, which is to seek a few perfect samples, the noise cannot be characterized
properly and some structures may be missed. Increasing the number of Gaussians
is computationally expensive for the EM part. This is where our approach is most
effective. Our proposed method benefits from a fast greedy optimization method
to generate many samples and makes use on the inherent robustness of Spectral
Clustering for occasional samples that may not be perfect.
The underlying assumption in this approach is that the parameter distribution
can reveal the underlying structures and the generation of many good samples is
the key to properly construct the distribution for successful clustering. This basic
approach can be implemented with different choices of cost functions and optimiza-
tion methods. The choice of the optimization method mostly determines the speed
and the choice of the cost function affects the accuracy. For example, LBF [Zhang
et al. 2012] attempts to improve the generated samples of the cost function (chosen
to be the β-number of the residuals of a model) by guiding the samples and increas-
ing their size. Its optimization method is slower than our proposed method, which
uses the derivatives of the cost function and the chosen cost function is very steep
around the structures, which makes the initialization of the method very difficult
and can lead to missing structures. The recipe to overcome these shortcomings is
based on using extra constraint, such as spatial contiguity, to ensure the purity of
samples before increasing their sizes. In this chapter, we approximate this actual
parameter distribution using the kth order cost function, which in turn enables us to
generate samples using a greedy algorithm that incorporates a faster optimization
method. The advantage of the proposed method is that it only uses information
present in data with respect to a putative model and does not require any additional
assumptions such as spatial smoothness.
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The main contribution of this chapter is the introduction of a fast and accurate
data segmentation method based on effective combination of the accuracy of a new
sampling method with the speed of a good clustering method. The chapter presents
a reformulation of these methods in way that it makes them complementary. The
proposed sampler is ensured to visit all structures in data (by a high probability) and
guide each sample to represent the closest structure. This is achieved by focusing
on the distribution of putative models in parameter space and by providing samples
with highest likelihoods from each structure. The choice of maximum likelihood
method plays an important role in the speed of the sampler where the accuracy is
still preserved. Furthermore, compared to other techniques, the proposed method
incorporates less sensitive parameters that are difficult to tune. In particular, we
compare the proposed method with ones using a scale parameter to combine two
unrelated cost functions. Such a parameter is often data dependent and difficult to
tune for a general solution.
The rest of this chapter is organized as follows. Next section discusses the
use of clustering techniques for robust model fitting and the need for better sam-
pling methods. Section 4.2 describes the proposed method in detail and Section 4.3
presents experimental results involving real data, and comparisons with state-of-
the-art model-fitting techniques. Additional discussion regarding the merits and
shortcomings of the method is presented in Section 4.4 followed by a conclusion in
Section 4.5.
4.2 Proposed Method
This section describes a new approach for multi-structural model fitting problem.
Similar to [Agarwal et al. 2005], [Govindu 2005], we approach multi-structural fit-
ting as a clustering problem with the intention of applying spectral clustering. In
this approach, the pairwise affinity matrix G for spectral clustering is obtained by
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projecting the higher order affinity tensor (P) via multiplying an approximated flat-
tened matrix H with its transpose. For affinities of order δ, each column of H is
obtained by sampling δ− 1 data points and calculating the affinity of each point to
those sampled points. The affinity of a data point i to a δ− 1 tuple is calculated as
e
−r2θl (i)/(2σ
2)
where θl is the model parameters fitted to δ − 1 tuple and σ is the nor-
malization factor. For the sake of clarity, in the remainder of this text, a δ−1 tuple
(τl) used to generate a column of H is referred to as an edge while its respective
model (θl) is called a hypothesis.
As discussed in Section 4.1, the way we sample the edges affects the information
content of the resulting graph and our ultimate goal is to sample edges in such a way
that the distribution of their associated hypotheses resembles the true distribution
of the model parameters. While the true distribution of the model parameters for a
given dataset p(θ | X) is unknown until the problem is solved, using Bayes’ theorem
it can be written as follows:
p(θ|X) ∝ p(X|θ)p(θ) (4.1)
where p(X|θ) is the likelihood of observing data X under the model θ and p(θ) is
the prior distribution of θ. Given that the prior is uninformative (i.e. any parameter
vector is equally likely), the posterior is largely determined by the data (the posterior
is data-driven) and can be approximated by: p(θ|X) ∝ p(X|θ).
A robust objective function is often used in multi-structural model fitting ap-
plications to quantify the likelihood of existence of a structure in data [Stewart
1997]. On that basis, we would argue that it can be a good approximation of the
model parameters likelihood. For example the sample consensus objective function
as employed in RANSAC is expected to have a peak in places where a true structure
is present (in the parameter space) and low values where there are no structures.
It should be noted here that when there are structures of different size, the sample
consensus function associates higher values for larger structures (hence it is biased
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towards large structures). In this work, we select the cost function of the least
kth order statistics (LkOS) estimator as the objective function, as it has shown to
perform with stability and high breakdown point [Rousseeuw and Leroy 2005] in
various applications and it is not biased towards large structures (LkOS is biased
towards structures with low variance, which is a desirable property). A modified
version of the LkOS cost function used in [Bab-Hadiashar and Hoseinnezhad 2008]
is as follows:
C(θ) =
p−1∑
j=0
r2ij−m,θ(θ) (4.2)
where r2i (θ) is the i-th sorted squared residual with respect to model θ and ik,θ is
the index of the k-th sorted squared residual with respect to model θ. Here k refers
to the minimum acceptable size of a structure in a given application and its value
should be significantly larger than the dimension of the parameter space (k  p).
Because the above cost function is designed to have minima around the underlying
structures, the model parameters likelihood function can be expressed as:
Pθ ∝ p(X|θ) ≈ 1
Z
e−C(θ). (4.3)
The above function is highly non-linear and its evaluation over the entire parameter
space, required for calculating the normalizing constant Z, would not be feasible.
The common approach for sampling from a distribution that can only be evaluated
up to a proportional constant on specified points is to use the Markov Chain Monte
Carlo (MCMC) method (e.g. by using Metropolis-Hasting algorithm). However
such algorithms need a good update distribution to be effective, and simple update
distributions like random walk would be inefficient and may not traverse the full
parameter space [Andrieu et al. 2003]. In particular, setting up random walk dis-
tributions need the information regarding the span of model parameters, which is
unknown until the problem is solved.
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4.2.1 Sampling edges using the robust cost function
Using derivatives of the order statistics function in (4.2), a greedy iterative sampling
strategy was proposed in [Bab-Hadiashar and Hoseinnezhad 2008] that is intention-
ally biased towards generating data samples from a structure in the data. This
sampling strategy was then used to generate putative model hypotheses for differ-
ent size tuples in conjunction with the fit and remove strategy to recover multiple
structures in data [Tennakoon et al. 2016], [Bab-Hadiashar and Hoseinnezhad 2008].
Because fit and remove strategy is susceptible to errors in the initial stages, the sam-
pling had to be reinitialized (randomly) several times to reduce the probability of
error propagation in the sequential fit and remove stages.
In this chapter, we propose a modified version of this iterative update procedure
(recalled in Algorithm 2) to generate model estimates (edges) that are close to the
peaks of the true parameter density function p(θ|X). Each edge used in constructing
the H matrix of the proposed method is obtained as follows: Initially a δ-tuple
(δ = p + 2) is picked according to the inclusion weights W (this will be explained
later). Using this tuple as the starting point the following update is run until
convergence. A model hypothesis is generated using the selected tuple, and the
residuals form each data point to this hypothesis are calculated. These residuals
are then sorted and the δ points around the k-th sorted index are selected as the
updated tuple for next iteration.
In practice, the above update step has the following property: If the current δ-
tuple is a clean sample (all inliers) from a structure in data, there is a high probability
that the next sample will also be from the same structure as there should be at least
k points agreeing to each true structure. On the other hand if the current hypothesis
is not supported by k points (not a structure in data), the next hypothesis would be
at a distance in the parameter space. It is shown that residuals of a data structure
with respect to an arbitrary hypothesis have a high probability of clustering together
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in the sorted residual space [Toldo and Fusiello 2008], [Haifeng and Meer 2003]. As
the next sample is selected from the sorted residual space, the probability of hitting
a clean sample would then be higher than selecting it randomly.
Following [Tennakoon et al. 2016], we use the following criterion to decide
whether the update procedure is converged to a structure in data:
Fstop =
r2ik,θl (θl) < 1δ
k∑
j=k−δ+1
r2ij,θ(l−1)
(θl)︸ ︷︷ ︸
(a)
∧
r2ik,θl (θl) < 1δ
k∑
j=k−δ+1
r2ij,θ(l−2)
(θl)︸ ︷︷ ︸
(b)
 .
(4.4)
Here (a) and (b) are the squared residuals of the edge points in iterations l− 1 and
l−2 with respect to the current parameters θl. This criterion checks the data points
associated with the two previous samples to see if the average residuals of those
points (with respect to the current parameters) are still lower than the inclusion
threshold associated with having k points (assuming that a structure has at least k
points implies that data points with residuals less than r2ik,θl
(θl) are all inliers). This
indicates that the samples selected in the last three iterations are likely to be from
the same structure hence the algorithm has converged.
In algorithm 2, the function SortedRes produces a vector including sorted resid-
ual and their new indices accordingly. The function LeastSquareFit is simply a model
fitting function based on minimizing total least squares. as described in previous
chapter, the function MSSE given in [Bab-Hadiashar and Suter 1999] performs a
robust segmentation over the sorted residuals.
4.2.2 Sub-sampling data
Although the above update procedure has a high probability of generating an edge
that results in a hypothesis close to a peak in p(θ|X), there is no guarantee that
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Algorithm 2 Step-by-step algorithm of sample generation (runCBS SG)
Inputs: Data Points (X ∈ [xi]Ni=1), minimum cluster size (k), T , inclusion weights
(W )
Output: Final data indexes Il, Scale σ
1: lmax ← 50, δ ← p+ 2, l← 0
2: Select a δ-tuple (I0) from the data points according to weights W .
3: Generate model hypothesis θ0 using the δ-tuple I0.
4: repeat
5: [r2(θl), iθl ] =SortedRes(X, θl).
6: Il+1 ← [xiθl (j)]kj=k−δ+1
7: θl+1 ← LeastSquareFit(Il+1)
8: Evaluate the stopping criterion (Fstop)
9: if Fstop then break end if
10: until (l++ > lmax)
11: σ ← MSSE(X, θl, k, T )
all the structures present in the data will be visited given that the update step is
reinitialized from random locations. If some of the structures were not visited by the
sampling procedure, the resulting graph would not contain the information required
to identify those structures.
To ensure that the algorithm would visit all the structures in data, we propose
to use a data sub-sampling strategy. Each run of the the update procedure in
Algorithm 2 is executed only on a subset of data selected based on an inclusion
weight (W ). The inclusion weight, which is initialized to one, is designed in such a
way that at every iteration, it will give higher importance to data points that are not
modeled by the hypothesis used in the previous iterations. This will progressively
increase the chance of unmodeled data to be included in the sampling process.
This idea is similar to the Bagging predictors [Breiman 1996] with boosting [Freund
and Schapire 1996], [Freund and Schapire 1997] in machine learning. In Bagging
predictors multiple subsets of data formed by bootstrap replicates of the dataset
are used to estimate the models, which are then aggregated to get the final model.
Boosting improves the bagging process by giving importance to unclassified data
points in successive classifiers.
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The overall edge generation procedure is as follows: A data subset of size Ns
is sampled from data using the inclusion weights W without replacement (W is
normalized in sampleData(·) function). This sub-sample is then used in the up-
date procedure in algorithm 2, which produces an edge. Next the inclusion weights
W of the inliers to the above hypothesis are decreased while the inclusion weights
of the remaining points are increased. This process is repeated for a fixed num-
ber of iterations. The complete steps of the proposed method (CBS) are listed in
Algorithm 3.
The scale of noise plays a crucial role in the success of segmentation methods.
In spectral clustering based model fitting methods, the scale is used to convert
the residuals to an affinity measure. While most competing algorithms require
this as an input parameter [Purkait et al. 2017], [Pham et al. 2014], the proposed
method estimates the scale of noise from the given data. In this implementation,
we selected the MSSE [Bab-Hadiashar and Suter 1999] to estimate the scale of
noise. The MSSE algorithm requires a constant threshold T as an input. This
threshold defines the inclusion percentage of inliers. Assuming a normal distribution
for noise, it is usually set to 2.5, i.e. T = 2.5 will include 99% of normally distributed
inliers. Desirable properties of this estimator for dealing with small structures were
discussed in [Hoseinnezhad et al. 2010].
4.3 Experimental Results
We have evaluated the performance of the proposed method for multi-object motion
segmentation in several well-known datasets. The results of the proposed cost-based
sampling method (CBS) were then compared with state-of-the-art robust multi-
model fitting methods. The selected methods use higher order affinities Spectral
Curvature Clustering (SCC [Chen and Lerman 2009b], HOSC[Purkait et al. 2017]
and OB [Ochs and Brox 2012]) or are based on energy minimization (RCMSA [Pham
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Algorithm 3 Step-by-step algorithm of proposed model-fitting methods
Inputs: Data Points (Xd×N ← [xi]Ni=1), minimum size of structure (k), Number of
structures (nc), number of hypothesis (M), T ← [2.0 ∼ 3.5]
1: W ← [ 1
N
. . . 1
N
]1×N ; Ns ← N/nc; w ← 20N
2: repeat
3: Sample Ns data points from X based on inclusion weights W ; [Xs,Ws] ←
sampleData(X,W, Sf ).
4: [Is, σ]← runCBS SG(Xs, k, T,Ws)
5: Calculate residuals (r2Is) to all data points from the δ-tuple Is.
6: H(:, i)← exp(−r2Is/2σ2i )
7: Calculate inliers Cinl using rIs , σi.
8: W ← W × 2
9: W (Cinl)← W (Cinl)÷ 4
10: W (W > w)← 1/N
11: W ← W/sum(W )
12: until i++ > M
13: G← HH>
14: [labels]← spectralClustering(G, nc)
et al. 2014], PEARL [Boykov et al. 2001] and QP-MF [Yu et al. 2011]).
The accuracy of all methods was evaluated using the commonly used clustering
error (CE) measure given in [Purkait et al. 2017]:
CE = min
Γ
∑N
i=1 1
(
L∗(i) 6= LΓr (i)
)
N
× 100 (4.5)
where L∗(i) is the true label of point i, Lr(i) is the label obtained via the method
under evaluation and Γ is a permutation of labels. The function 1(·) returns one
when the input condition is true and zero otherwise.
The proposed CBS algorithm was coded in MATLAB (The code is publicly
available: https://github.com/RuwanT/model-fitting-cbs) and the results for com-
peting methods were generated using the code provided by the authors of those
works. The experiments were run on a Dell Precision M3800 laptop with Intel
i7-4712HQ processor.
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4.3.1 Analysis of the proposed method
In this section we investigate the significance of each part of the proposed algorithm
and the effect of its parameters on its accuracy. This analysis was conducted using
a Two-view motion segmentation problem (see Section 4.3.2 for more details).
We used the “posters-checkerboard” sequence from RAS dataset [Rao et al.
2010] to evaluate the significance of the main components of the CBS method. This
sequence contain three rigid moving objects with 100, 99, 81 point matches respec-
tively and 99 outlier points. In the first experiment the matrix H was generated with
edges obtained by: pure random sampling (RDM), with the CBS method without
the sub-sampling strategy, i.e. lines 3, 7-10 removed from Algotihm 3 (CBS-nSS)
and the complete proposed method (CBS) respectively. For each sampling method
the number of hypothesis (M) was varied and the mean clustering error and the run
time was recorded (averaged over 100 runs per each M). Figure 4.1e shows the vari-
ation of mean clustering error with the sampling time (computing time). The results
show that for this problem accurate identification of models could not be achieved
with pure random sampling even when large number of edges were sampled. It also
shows that the sub-sampling strategy of the proposed CBS method significantly
contributes towards accurate and efficient identification of the underlying models in
data.
Next we use the same image sequence to study the variations in accuracy of the
proposed method with the value of parameter k. This parameter defines the minimal
acceptable size for a structure (in number of points) in a given application. Here we
vary the value of k from 10 to 80 (CBS use edge of size 10 and the smallest structure
in this sequence has only 81 points hence any value outside this range is not realistic).
The number of hypothesis was set to 100 for both sampling methods. Results plotted
in Figure 4.1f show that for CBS-nSS and CBS the clustering error reduces steeply
up to around k = 20. In CBS-nSS the CE remains relatively unchanged after that
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while in CBS the clustering error start to increase when k goes beyond 40. This
behavior can be explained as follows: The CBS method estimates the scale of noise
from data and the analysis of [Hoseinnezhad et al. 2010] showed that the estimation
of the noise scale from data requires at least 20 data points to limit the effects of
finite sample bias. As such, the CBS method would not have high accuracy when
k < 20. In addition the data sub-sampling in CBS reduces the number of points
available for each run of the sample generator hence the increased clustering error
for large k values. Using large values for k is also not desirable because the smaller
size structures would be ignored.
Next, we compared the proposed hypothesis generation process against several
well known sampling methods for robust model fitting (e.g. MultiGS [Tat-Jun et al.
2012] and Lo-RANSAC [Chum et al. 2003]). These methods are designed to bias the
sampling process towards selecting points from a structure in data. For completeness
we have also included pure spatial sampling (generate hypothesis using points closer
in space picked via a KDtree) and random sampling. Similar to the proposed method
the hypothesis from these sampling methods were used to generate a graph which is
cut to perform the clustering. The Figure 4.1f shows that the CBS method is capable
of generating highly accurate clusterings faster than other sampling methods.
It should be noted here that while we have only presented the results for one
two-view motion segmentation case, similar trends were observed across all other
problems tested in this chapter.
4.3.2 Two-view motion segmentation
Two-view motion segmentation is the task of identifying the points correspondences
of each object in two views of a dynamic scene that contains multiple independently
moving objects. Provided that the point matches between the two views are given
as [X1, X2] where Xi = (x, y, 1)
> is a coordinate of a point in view i, each motion
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Figure 4.1: The results on “posters-checkerboard” sequence, 4.1a shows the ground
truth clustering while 4.1b - 4.1d shows the clustering obtained with RDM, CBS-nss
and CBS at 1s. 4.1e and 4.1f shows the variation of clustering error with time and
the value of parameter k respectively, while 4.1g shows the variation in clustering
error with the value of parameter k (best viewed in color).
can be modeled using the fundamental matrix F ∈ R3×3 as [Torr and Murray 1997]:
X>1 FX2 = 0 (4.6)
The distance from a given model to a point pair can be measured using the Sampson
distance [Hartley and Zisserman 2003].
We tested the performance of the CBS method on the Adelaide-RMF dataset
[Wong et al. 2011] which contains key-point matches (obtained using SIFT) of dy-
namic scenes together with the ground truth clustering. The clustering error and
the computational time of the CBS method on each sequence together with those
of the competing methods (PEARL, FLOSS, RCMSA and QP-MF) are given in
Table 5.1. The results show that in comparison to the competing methods, the
proposed method has achieved comparable or better accuracy over all sequences.
Moreover, on average the computation time of the proposed method is around 4
times less than that of QP-MF and twice that of the RCMSA when its computa-
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tional bottlenecks are implemented using C (MATLAB MEX) whereas our method
is implemented using simple MATLAB script. One would expect significant im-
provements in terms of speed by using C language implementation.
In these experiments the parameter k of the proposed method was set to k =
min(0.1 × N, 20). The number of samples in QP-MF was set to 200 (determined
through trial and error: no significant improvement of accuracy was observed when
the number of samples were increased beyond 200 for a test sequence).
Table 4.1: Two-view motion segmentation results on Adelaide-RMF dataset. The
Median CE values of PEARL and FLOSS [Lazic et al. 2009] reported in [Pham et al.
2014] are used here.
PEARL FLOSS QP-MF RCMSA CBS
Median CE Median CE Median CE Time Median CE Time Median CE Time
biscuitbookbox 8.11 11.58 5.02 4.78 7.72 0.56 0.00 0.95
boardgame 16.85 17.92 17.38 4.49 12.09 0.50 11.28 0.99
breadcartoychips 12.24 15.82 8.65 4.52 9.97 0.64 5.63 0.93
breadcubechips 9.57 11.74 3.04 4.47 9.78 0.54 0.87 0.85
breadtoycar 10.24 11.75 6.33 4.20 8.73 0.44 3.96 0.75
carchipscube 10.30 16.97 17.27 3.59 4.85 0.42 2.44 0.65
cubebreadtoychips 9.02 11.31 2.14 5.07 8.87 0.71 1.91 1.13
dinobooks 19.17 20.28 17.92 5.20 17.50 0.73 12.98 1.25
toycubecar 12.00 13.75 14.50 3.71 11.00 0.38 19.19 0.70
4.3.3 3D-motion segmentation of rigid bodies
The objective of 3D motion segmentation is to identify multiple moving objects
using point trajectories through a video sequence. If the projections (to the image
plane) of N points tracked through F frames are available, [xfα]
f=1...F
α=1...N : xfα ∈ R2
then [Sugaya and Kanatani 2004] has shown that the point trajectories Pα =
[x1α, y1α, x2α, . . . xFα, yFα]
> ∈ R2F that belong to a single rigid moving object are
contained within a subspace of rank ≤ 4, under the affine camera projection model.
Hence, the problem of 3D motion segmentation can be reduced to a subspace clus-
tering problem.
One of the characteristics in subspace segmentation is that the dimension of the
subspaces may vary between two and four, depending on the nature of the motions.
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This means that the model we are estimating is not fixed. The proposed method,
which was not specifically developed to solve this problem (unlike some competing
techniques [Elhamifar and Vidal 2013]) is not capable of identifying the number
of dimensions of a given motion and requires this information as an input. In our
implementation we have used the Eigan values of the sampled data point to select
a dimension d of the model such that 2 ≤ d ≤ 4.
We utilized the commonly used “checkerboard” image sequence in the Hopkins
155 dataset [Tron and Vidal 2007] to evaluate the CBS algorithm. This dataset
contains trajectory information of 104 video sequences that are categorized into two
main groups depending on the number of motions in each sequence (two or three
motions).
The clustering error (mean and median) and the computation time for CBS
together with competing higher order affinity based methods are shown in Table 5.3.
The results show that CBS has achieved comparable clustering accuracies to those
achieved by competing methods while being significantly faster than those methods
(specially on 3-motion sequence). For completeness we have also included the results
for some energy minimization (PEARL[Boykov et al. 2001], QP-MF[Yu et al. 2011])
and fit & remove (RANSAC, HMSS[Tennakoon et al. 2016]) based methods as
reported in [Yu et al. 2011]. To gain a better understanding of the methods (that
has good accuracy) across all sequences we have plotted the cumulative distributions
of the errors per sequence in Figure 4.2a (two motion sequences) and Figure 4.2b
(three motion sequences). For algorithms with a random elements the mean error
across 100 runs is used.
To provide a qualitative measure of the performance the final segmentation re-
sults of several sequences in the Hopkins 155 dataset, where CBS was both successful
and unsucessful, are shown in Figure 4.3.
The sequences contained in the Hopkins 155 dataset are outlier-free. In order
to test robustness to outliers, we added synthetically generated outlier trajectories
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Figure 4.2: Cumulative distributions of the clustering errors (CE) per sequence of
the Hopkings dataset. Figure 4.2a Two motion sequences, Figure 4.2b Three motion
sequences and Figure 4.2c Three motion sequences with added synthetic outliers.
to each three-motion sequence of Hopkins 155 dataset1. The clustering results of the
CBS method together with those obtained by the best performing method (SCC)
are plotted in Figure 4.2c. The results show that CBS was able to achieve high
accuracy in the presence of outliers on higher number of sequences. It should be
noted here that the SSC algorithm is not designed to handle outliers and therefore
was not included in this analysis.
Table 4.2: Comparative performance in terms of accuracy and speed using Hopkings
155 checkerboard sequence.
RANSAC PEARL QP-MF HMSS SSC* SCC HOSC CBS
2 Motion Sequences
Mean 6.52 5.28 9.98 3.98 2.23 1.40 5.28 1.60
Median 1.75 1.83 1.38 0.00 0.00 0.04 0.02 0.10
Time - - - - 0.65 0.66 1.27 0.48
3 Motion Sequences
Mean 25.78 21.38 15.61 11.06 5.77 5.74 7.38 4.98
Median 26.01 21.14 8.82 1.20 0.95 1.48 1.53 1.04
Time - - - - 1.47 1.29 2.00 0.55
*The results for SSC are generated using the faster ADMM [Elhamifar and Vidal 2013] implementation provided
in http://vision.jhu.edu/ without any modifications. The SSC-CVX implementation
is more accurate but has significantly higher computational cost.
4.3.4 Long-term analysis of moving objects in video
The point trajectories of the “Hopkings155” dataset used in the above analysis are
hand tunned (i.e. the point trajectories of each sequence are cleaned by a human
1The MATLAB code provided by http://www.vision.jhu.edu/data/hopkins155/ was used.
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Figure 4.3: Clustering results obtained using the proposed method on several ex-
amples sequences from the Hopkings dataset. The top row show cases where the
proposed method has been sucessful whereas the bottom row show cases where the
proposed method failed to identify all the clusters correctly (best viewed in colour).
such that they do not contain gross-outliers or incomplete trajectories). Recently,
more realistic “Berkeley Motion Segmentation Dataset” (BMS-26) was introduced
by [Ochs et al. 2014], [Ochs and Brox 2012] for long-term analysis of moving objects
in video. This dataset consist of point trajectories that are obtained by running
a state of the art feature point tracker (the large displacement optical flow [Brox
and Malik 2011]), on 26 videos directly without any further post processing. Thus
those feature trajectories contain noise and outliers and most importantly include
incomplete trajectories. Incomplete trajectories are trajectories that do not run for
the whole duration of the video, they can appear in any frame of the video and
disappear on or before the last frame. These incomplete trajectories are mainly
caused by occlusion and disocclusion.
The traditional approach of using two views to segment objects is susceptible
to short term variations (e.g. human standing for a short time can be merged with
the background). Hence Brox and Malik [Ochs et al. 2014] proposed long-term
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video analysis where a similarity between two points trajectories was used to build
a graph that was segmented using spectral clustering. Such pairwise affinities only
model translations and do not account for scaling and rotation. Ochs and Brox
[Ochs and Brox 2012] used affinities defined on higher order tuples, which results in
a hyper-graph. Using a nonlinear projection this hyper-graph was then converted
to an ordinary graph which was segmented using spectral clustering.
In this analysis we use the approach proposed by Ochs and Brox [Ochs and Brox
2012] where a motion of an object is modeled using a special similarity transform T ∈
SSim(2), with parameters scaling (s), rotation (α) and translation (v). The distance
from a trajectory (ci(t) → ci(t′)) to the model Tt is calculated using L2-distance
dTt,i = ‖Ttci(t)− ci(t′)‖. A motion hypothesis Tt at time t can be obtained using
two or more point trajectories that exist in the interval [t, t′] . In our implementation
we used edges of size δ = p + 2 = 4 to generate hypotheses. It should be noted
here that the distance measure is only valid if the trajectories used to generate the
hypothesis and the trajectory to which the distance is calculated all coexist in time.
Hence a distance of infinity is assigned to all the points that does not exist in the
time interval [t, t′]. This behavior causes complications in the weight update of the
proposed method as now some trajectories can be identified as outliers even though
those belong to the same object. To overcome this we uniformly sample small
windows (of size 7 frames) and limit the weight updates to that window alone.
Another important feature of this dataset is that most sequences have a large
number of frames and data points (e.g. sequence ”tennis” even with 8 times down-
scaling [Ochs and Brox 2012], includes more than 450 frames and 40,000 data
points). Storing a graph of that size is challenging specially on a PC. Hence, in cases
where the number of frames is large, we divide the video into few large windows
(e.g. 100 frames) and solve the problem in each large window independently. Next
we calculated the mutual distance between each structure in different windows and
clustered them using k-means to get the desired number of structures. The number
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Table 4.3: Motion segmentation results on Berkeley Motion Segmentation Dataset
(BMS-26).
Density Overall error Average error Over-segmentation rate Extracted objects Total Time(s)
OB 1.03% 5.68% 24.74% 1.48 30 434545
HOSC 1.03% 8.05% 27.84% 2.1 22 11966
CBS 1.03% 7.80% 22.60% 2.08 22 7875
of clusters is a parameter selected such that it would result in reasonable accuracy
with least over-segmentation.
Once the clustering was obtained they were evaluated using the method pro-
vided along with the dataset (man made masks on specific frames of the videos).
We compare our results with [Ochs and Brox 2012], [Purkait et al. 2017], which are
based on higher order affinities. The results given in Table 4.3 show that our method
has achieved similar accuracies to those with significant improvements in compu-
tation time. The computation time is related to the number of hyper-edges used
and OB used N2 × (30 + 12) hyper edges in their implementation where as HOSC
used 2N/5 + N . In contrast our method uses fewer hyper-edges (N/10) selected
using the kth order cost function. The results show that if the edges are selected
appropriately similar accuracies can be achieved and lower number of edges means a
lower computational time. We also note here that while the two competing methods
[Ochs and Brox 2012], [Purkait et al. 2017] use spacial contiguity in selecting the
edges to construct the affinity graph, the proposed method have not used any such
additional information.
4.4 Discussion
This chapter presents an efficient sampling method to obtain a highly accurate
approximation of the full graph required to solve the multi-structural model fitting
problems in computer vision. The proposed method is based on the observation that
the usefulness of a graph for segmentation improves as the distribution of hypotheses
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(used to build the graph) approaches the actual parameter distribution for the given
data. In this chapter we approximate this actual parameter distribution using the
kth order cost function and the samples are generated using a greedy algorithm
coupled with a data sub-sampling strategy.
The proposed method requires the value of k, which defines the minimal ac-
ceptable size for a structure in a given application, as an input. Any robust model
fitting method needs to establish the minimal acceptable structure size (either ex-
plicitly or implicitly), or else it may result in a trivial solution. For example if we are
given a set of 2D points and asked to identify lines in data without any additional
constraint, there would be no basis to exclude the trivial solution because any two
points will result in a perfect line. Hence, in order to find a meaningful solutions
there must be some additional constraints such as the minimal acceptable size for
a structure. The proposed method estimates the scale of noise from data and the
analysis of [Hoseinnezhad et al. 2010] showed that the estimation of the noise scale
from data requires at least around 20 data points to limit the effects of finite sample
bias. This leads to a lower bound of k around 20.
Similar to competing clustering based methods (e.g. SCC [Chen and Lerman
2009b], SSC [Elhamifar and Vidal 2013]) the proposed method also requires prior
knowledge on the number of clusters. This is one of the limitations of the proposed
method. The problem of identifying the number of structures and the scale of noise
simultaneously is still a highly researched area. Remaining outliers can always be
seen as members of a model with large noise values. Zelnik-Manor and Perona
[Zelnik-Manor and Perona 2004] proposed a method to automatically estimate the
number of clusters in a graph using Eigenvector analysis. Since our focus in this
chapter is on efficiently generating the graph (not in how to cluster it), we have
not included this in the evaluations. Some model fitting methods that are based
on energy minimization [Boykov et al. 2001] are devised to estimate the number of
structures given the scale of noise. They achieve this by adding a model complexity
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term to the cost function that penalize additional structures in a given solution.
However, these methods require an additional parameter that balances the data
fidelity cost with the model complexity (number of structures in [Purkait et al.
2017]). Our experiments on [Purkait et al. 2017] showed that the output of these
methods were heavily dependent on this parameter and required hand tunning on
each image (of Table 5.1) to generate reliable results.
The proposed method uses a data-sub-sampling strategy based on a set of
inclusion weights to bias the algorithm to produce edges from different structures.
These inclusion weights iteratively calculated using the inlier/outlier dichotomy for
each edge. However in case there are additional information about the problem such
as spacial contiguity, one can use those to improve the sub-sampling. For example in
two-view motion segmentation, the euclidean distance between points can be used
to construct a KDtree, which can then be used to do the sampling directly (i.e.
select initial point randomly and include Ns points closest to that point as the data
sub-sample). It is important to note that in the performance evaluations of this
chapter we have not used any such additional information.
4.5 Conclusion
In this chapter we proposed an efficient sampling method to obtain a highly accurate
approximation of the full graph required to solve the multi-structural model fitting
problems in computer vision. The proposed method is based on the observation that
the usefulness of a graph for segmentation improves as the distribution of hypotheses
(used to build the graph) approaches the actual parameter distribution for the given
data. In this chapter we approximate this actual parameter distribution using the
kth order statistics cost function and the samples are generated using a greedy
algorithm coupled with a data sub-sampling strategy.
The performance of the algorithm in terms of accuracy and computational effi-
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ciency was evaluated on several instances of the multi-object motion segmentation
problems and was compared with state-of-the-art model fitting techniques. The
comparisons show that the proposed method is both highly accurate and computa-
tionally efficient.
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CHAPTER 5
Robust visual data segmentation:
Sampling from distribution of
model parameters
5.1 Introduction
In last two chapters we moved from random sampling with minimum sample size
to larger samples and witnessed the effect of increasing sample size on the accuracy
of given models. However since the samples were chose with no regard to any cost
function we proposed to use a cost based sampling in the next step. As will be
discussed more in detail in this chapter, there are a few issues with the previous
work. The most important problem is that it is not clear how the framework given
in last chapter allows for a flexible k. Also it is true that sampling is considering
the probability distribution of models but samples are generated independently and
thus no effort has been made such that most of the samples are from high probability
areas. The underlying process that suggests samples disregards improving samples
sequentially.
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In a series of theoretical studies [Agarwal et al. 2005], [Zhou et al. 2006], it has
been argued that accurate segmentation can be achieved, using approximate hyper-
graphs constructed by sampling only a subset of hyperedges. To take advantage of
this, several methods including [Chen and Lerman 2009b], [Liu and Yan 2012], [Jain
and Govindu 2013] were proposed to use random sampling for the construction of
approximate hypergraphs. However neither of these works provide theoretical justi-
fication for effectiveness of the random sampling based methods. Recently, the effect
of sampling on hypergraph clustering has been studied [Florescu and Perkins 2016],
[Ghoshdastidar and Dukkipati 2017] and a theoretical lower bound on the number
of sampled hyperedges required to achieve a desired error rate has been established
(Theorem 9 in [Ghoshdastidar and Dukkipati 2017]). It is also shown that using
uniform sampling to construct sparse hypergraphs, the segmentation performance
plateaus with number of samples beyond O(Nρ), while using a carefully selected
sampling distribution, such as the one shown in equation 5.1 similar accuracy can
be achieved with only O(N(lnN)2) sampled edges.
PE(e) =
we∑
e′∈E we′
,for all e ∈ E (5.1)
One issue with sampling from the above distribution is that calculating the
denominator requires knowing all the edge weights. To overcome this issue, an it-
erative sampling strategy has been proposed [Ghoshdastidar and Dukkipati 2017].
The difficulty with such a scheme is that there is no clear mechanism to rectify
past mistakes in sampling. In this chapter, we will discuss the possibility of sam-
pling efficiently from a distribution with similar properties to equation 5.1 using
Markov-Chain-Monte-Carlo sampling. Our sampling technique complements Spec-
tral Clustering on hypergraph and together form a relatively accurate and fast data
segmentation method. Our contributions are threefold:
• Novel MCMC sampler that samples edges from a distribution that resembles
the distribution in equation 5.1.
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• Effective mode jumping mechanism for edge sampling in robust model fitting
that prevents the sampler from getting trapped in one mode (a single structure
in data).
• Practical method for the inclusion of structures’ size in the sampling process.
The remainder of chapter is organized as follows. Section 5.2 discusses the prior
works that is most relevant to the proposed method. In section 5.2 the proposed
sampling algorithm is introduced. In section 5.3 we provide the experimental results
of the data segmentation method over some well-known datasets and compare those
with the state of the art methods. Section 5.4 concludes the chapter.
5.2 The proposed method
As discussed previously, the use of hypergraphs to solve a model fitting problem
involves two challenges: 1) The structure of the graph is not known a priori; therefore
we need to construct the full hypergraph, calculating which is very expensive; 2)
The weight measure for robust model fitting is sensitive to accidental alignment of
outliers.
Our aim is therefore to efficiently and effectively construct a sampled version of
the hypergraph in order to solve the robust model fitting problem. The formulation
of our edge sampling distribution and the method to effectively sample edges are
outlined in sections 5.2.1 and 5.2.2. Afterwards we analyses the importance of k in
section 5.2.3 and our proposed method to sample from its distribution in section
5.2.4. We will finish this section with providing the overall algorithm in section
(5.2.5).
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5.2.1 The sampling distribution
In robust model fitting, each hyperedge e ∈ E has a corresponding model instance
with parameters θ ∈ Θ. Sampling edges from PE(e) in equation (5.1) can be viewed
as sampling θ from PΘ(θ | X). For any given set of input data X, we have:
PΘ(θ | X) ∝ PΘ(X | θ)PΘ(θ). (5.2)
Given that all parameters θ are equally likely at the outset, the uninformative prior
PΘ(θ) is assumed to be uniform. This is a significantly less restrictive assumption,
compared to methods that impose a prior spatial continuity constraint, such as used
in ([Brox and Malik 2010]), ([Zhang et al. 2012]) and ([Purkait et al. 2017]). For the
calculation of likelihood PΘ(X | θ), we use a slightly modified version of the robust
k-th order cost function:
PΘ(X | θ) = 1
Z
exp(
−r2θ [k]
σθ
) (5.3)
where r2θ [j] is the j-th sorted square residual with respect to model θ and σθ is a
normalization constant. The parameter k in this equation is the minimum number
of points accepted to form a structure and is problem dependent. The value of this
likelihood will be high only if the corresponding edge contains vertices that are all
members of the same structure. As will be described in section 5.2.2, the proposed
MCMC sampling strategy does not need any knowledge of the normalization factor
Z.
5.2.2 The proposed Markov chain
A Markov chain consists of a transition kernel QΘ(·|θ) and an acceptance criterion,
such as Metropolis-Hastings, which defines a probability of accepting a new sample
as:
α(θ∗|θ) = min
{
1,
PΘ(X | θ∗)
PΘ(X | θ)
QΘ(θ|θ∗)
QΘ(θ∗|θ)
}
. (5.4)
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Figure 5.1: A typical 2D bi-modal distribution, here the purpose is to make a jump
between two modes, e.g. from θ to θ∗. Top: The overall transition which is modeled
by Q(·|·), Bottom: The proposed multi-step transition ending with a short transition
according to the model q(·|·).
As the distribution PΘ(θ | X) is multi-modal, we need to construct the transi-
tions so that the Markov chain is not trapped in any local maximum. To achieve
this, we compose our proposed Markov chain to include short jumps to exploit a
single structure and random long jumps for exploring the space of Θ. This long
jump is the key that the chain visits all structures and since their model is not a
given priori it has to be random. It is noteworthy that we only use data supported
states in the parameter space which means that random jump would be nothing but
random sampling from data as is explained shortly.
Long jump construction as illustrated in figure 5.1 uses a simple 2D distribution
(with two modes) as the target distribution P˜Θ(.) and has two elements: The first
is to move from θ → θ∗ (the forward path) and to quantify Q(θ∗|θ); The second is
to quantify Q(θ|θ∗), the probability of going from θ∗ → θ (the reverse path). These
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two elements are used to find the acceptance probability for a new sample. This
construction is explained in 5 following steps:
Step 1: A large random transition
The first step is to make a large random transition (ϕ) in parameter space. This
hopefully moves the state away from the basin of attraction of the current mode,
to a new state, denoted by θϕ = T0(θ, ϕ). Constructing such a move requires two
elements: 1) a method to generate ϕ; 2) a function that performs the translation.
Examples of T0 include T0(θ, ϕ) = θ+ϕ for translation by a vector ϕ or T0(θ, ϕ) = ϕ θ
for rotation or scale by a properly contained matrix ϕ.
At the first look, the long jump may seem to be the outcome of selection of the
next point in the parameter space according to some criterion. Indeed, the most
widely used method of generating ϕ in MCMC methods is to assume a distribution
with a very large variance around the current state (θ) and to use it to make the
long jump. This would require some knowledge of the separation between modes
(how far is far enough?), which may not be practical in data segmentation problems.
In our algorithm, instead of commonly these used random jumps, we propose the
selection of a new state based on an inliers or outliers dichotomy of the current
hypothesis (state).
The state θϕ is derived as follows: Sort the squared residuals {r2j,θ}Nj=1 and
perform the MSSE to separate inliers from outliers. Randomly select a data point
from the outliers and get the ρ− 1 points around it in sorted residual space, where
ρ is the chosen sample size. Then a model can be fitted to these ρ points to obtain
θϕ. The rationale here is that, since there is an effective method to dichotomize
inliers/outliers, a state obtained by sampling among outliers would be distant from
the current mode. Selecting the ρ subset in the sorted residual space is beneficial
because of the fact that data points from the same structures tend to cluster together
in that space ([Toldo and Fusiello 2008]). However, the algorithm does not require
the ρ points to be purely from the one structure because the local optimization that
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follows will guide the sample to a local optimum.
Step 2: Local optimization
Next, a local optimization on P˜Θ(θ) is performed to transit to a state in a high
probability area denoted by θ∗. This local optimization step improves the sample
quality. From the Markov chain property perspective, it is a deterministic move that
simply guides the sample to the closest local maximum of the distribution. However,
the success of this step is sensitive to an accurate estimate of the structure size k
before the optimization. Our heuristic method, which samples from the distribution
of P (k|θ), is given in section 5.2.4.
Step 3: Short transition
A short jump to θ∗ is performed using a local distribution q(·|θF ). Given that
θF is the location of the optimum and Σ(θF ) is the inverse of the Hessian of the
P˜Θ(θ) at the optimum, i.e. Σ(θF ) = [∇2P˜Θ(θ)|θ=θF ]−1, one typical choice of the local
distribution can be:
q(θ∗|θF ) = NΩ(θ∗; θF ,Σ(θF )) (5.5)
which is the density of an Ω dimensional Gaussian random variable with mean θF
and covariance Σ(θF ).
Calculation of q(·|·) using a normal distribution, as given in equation ((5.5)),
is not practical in the data segmentation problems because of the difficulty of esti-
mating the covariance matrix. Therefore, in our implementation, the jump from θF
to θ∗ is made by taking one more step in the optimization process. The probability
value q(θ∗|θF ) (and q(θ|θ∗F ) in the reverse path) is measured via a novel measure-
ment based on the T-distance ([Wang et al. 2015]). We define the probability of
moving from one state to another as:
q(θ∗|θF ) = 1
N
〈wθ∗ ,wθF 〉 (5.6)
q(θ|θ∗F ) =
1
N
〈wθ,wθ∗F 〉 (5.7)
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where 〈·,·〉 denotes the inner product and wθ is the vector of affinities for all data
points to the model with parameters θ.
Step 4: The reverse path
In order to construct the reverse path we begin by moving from θ∗ to θ∗ϕ =
T1(θ
∗, ϕ). We rather choose T1 based on T0 such that T1(T0(θ, ϕ), ϕ) = θ. Examples
include T1(θ
∗, ϕ) = θ∗−ϕ for translation by vector ϕ or T1(θ∗, ϕ) = ϕ−1 θ∗ for rota-
tion or scale by inverse of matrix ϕ. The next step is to perform a local optimization
to move to θ∗F , in the hope that we get back close to the original mode. The last
step is to calculate q(θ|θ∗F ) to find the probability of jumping from θ∗F to θ.
Step 5: Calculation of Q(·|·)
Assuming the independence of the random long transition from the short jump,
Q(θ|θ∗) = q(θ|θ∗F ) Φ(θ∗ϕ|θ∗) and QΘ(θ∗|θ) = q(θ∗|θF ) Φ(θϕ|θ) where Φ(·|·) is the
density function of the state after a random long transition from another state.
The focus of this work is mainly on applications where the target structures are of
relatively small sizes compared to the overall data population (i.e. the number of
outliers and pseudo-outliers are far larger than inliers for any structure). With this
approximation, the possible domain of the parameter values after a long transition
asymptotically covers the whole parameter space, as the number of data points
approaches infinity. Considering that the p-tuples selected from outliers (to select
the next state for a long jump) are equally probable, we deduce that the parameter
value after a long transition is almost uniformly distributed in the parameter space,
and so is its conditional density. Hence, for the two long transitions involved in our
method we have Φ(θ∗ϕ|θ∗) = Φ(θϕ|θ) = cte., and we end up with QΘ(θ|θ
∗)
QΘ(θ∗|θ) =
q(θ|θ∗F )
q(θ∗|θF ) .
If the reverse path moves the state to a mode other than the original, q(θ|θ∗F ) will
be small and so will the probability of acceptance α(θ∗|θ) be.
The short jumps are performed simply by selecting a random sample hϕ (mod-
eled by θϕ) among the inliers of θ.
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5.2.3 Importance of k:
An important parameter in the cost function (2.1) is the minimum structure size
k. We have observed that k has a significant effect on the shape of the cost func-
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Figure 5.2: (a) Basin of attraction of each structure for the optimization step for
the line fitting problem (where all structures sizes are 50) with k = km = 12. (b)
Same for k = 35.
tion in equation (2.1). When the value of k is increased, the peaks corresponding
to smaller structures (e.g. the accidental alignment of outliers or the detection of
multiple structures as a result of over-segmentation) will disappear from the sam-
pling distribution and the cost function would become smoother. This means that
the ideal value of k changes for different structures even within the same dataset.
This directly affects the optimization step, as the size of the basin of attraction also
depends on the value of k.
For example, in the earlier line fitting problem, a set of models are generated
uniformly, with intercepts and slopes from the range [−1.5, 1.5] with resolution
0.01. The optimization is then performed for each model to reach the optimum
state. If the Euclidean distance of the optimum state from any of the structures
is less than 0.1, it is assumed to have come from the basin of attraction of that
structure. The color-coded basins of attractions, for k = 12, are shown in Figure
5.2a and for k = 35 in Figure 5.2b (structure sizes are 50). Figure 5.2 shows that
the basins of attractions become larger as k increases, which leaves us with fewer
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local optima. In section 5.3, we show by simulation that choosing a small k results
in a high error rate for segmentation. To reduce the segmentation error, we devise
a method in section 5.2.4 to infer the ideal value of k before the optimization step.
5.2.4 Calculation of k:
We propose a novel method for using the previously sampled hyperedges to calculate
the probability that the closest k data points to the current model (θϕ) are from
the same structure. In other words, the aim is to estimate the hyperedge weight
containing the closest k data points to the model, using weights of previously sam-
pled hyperedges. Since hyperedge samples are theoretically independent (except for
the identical structures), the weights of the hyperedges corresponding to the closest
k data points are proportional to discrete distribution PK(k|θ). Assuming that we
have an estimate of the model parameters before the optimization step, we state
that k is also a parameter of the model and we have PΘ,K(k, θ) = PK(k|θ)PΘ(θ).
One way to use the hypergraph information as a priori is to use iterative cluster-
ing such as that used in ([Purkait et al. 2017]). We however infer the value of k from
the hypergraph information using the definition of the NCut criterion in equation
(2.3). To estimate the values of PK(k|θ) for all k, the value of the NCut criterion
for separating the closest k data points to the model is found, and we choose the
likelihood:
PK(k|θ) ∝ NCut
({vI(1), · · · , vI(k)}, {vI(k+1), · · · , vI(N)}) (5.8)
where I is the indices of sorted residuals in an ascending order with respect to the
current model θϕ.
The first local minimum of this function gives the closest k data points that can
be segmented out with the lowest cost, denoted by kˆϕ. The PK(k|θφ) for k larger
than this kˆϕ is set to zero. This procedure is illustrated better by algorithm 4.
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Algorithm 4 Proposed likelihood PK(k|θ) up to a scale
Inputs: Hyperedges weights vector W ∈ RNM , the incidence matrix H ∈ RN×NM )
Output: The likelihood PK(k|θ) up to a scale
1: for k = km, · · · , N do
2: calculate PK(k|θ) up to a scale by Eq. (5.8)
3: if k > km and PK(k|θ) < PK(k − 1|θ) then
4: break
5: end if
6: end for
5.2.5 Overall Sampling Algorithm
Algorithm 5 Proposed sampling method
Inputs: Data points X, number of samples M , a random state θ
Output: Hyperedges weights vector W ∈ RNM , the incidence matrix H ∈ RN×NM )
1: A = 0 ∈ RN×N
2: while M > 0 do
3: Evaluate θ to find λ (probability of long jump)
4: if u < λ where u ∼ U(0, 1) then
5: sample eϕ (a ρ-tuple from outliers)
6: Find θϕ = minF(θ, eϕ)
7: Sample from P (k|θφ) using algorithm 4
8: Perform FLKOS to find eF and θF = minF(θ, eF ) s
9: One more FLKOS step to find e∗ and θ∗ = minF(θ, e∗)
10: Calculate Q(θ∗|θ) and Q(θ|θ∗)
11: Calculate PΘ(X|θ∗) and PΘ(X|θ) using Eq. (5.3)
12: Calculate Metropolis-Hastings α = α(θ∗|θ)
13: else
14: sample e∗ (a ρ-tuple from inliers)
15: Find θ∗ = minF(θ, e∗)
16: Calculate PΘ(X|θ∗) and PΘ(X|θ) using Eq. (5.3)
17: Calculate Metropolis α = α(θ∗|θ)
18: end if
19: if α > v (where v ∼ U(0, 1)) then
20: θ ← θ∗, and M ←M − 1
21: Store [wj,θ∗ ]j=1,··· ,N in W
22: Hvi,M+M˜ ← 1 for vi ∈ ve∗ and M˜ = 1, · · · , N
23: end if
24: end while
The MCMC chain is initialized at a random state. A mixture of long and short
jumps are performed in order to generate samples from the target distribution P˜Θ(·),
as described in Algorithm 5. The probability of performing a long jump λ is set to
λ = 1
N
∑N
j=1wj,θ, which means that if the number of inliers is small, it would rather
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exploit the local vicinity by making short jumps. Otherwise it is preferred to explore
the data by a long jump. M samples and their affinity vectors are generated using
this algorithm. After the generation of each sample, the incidence matrix H and
the weights vector W are updated. If H is not updated, then k remain km (similar
to our previous work in ([Sadri et al. 2016])). When M samples are provided, the
hypergraph is used to segment the data using NCut. In this algorithm the U(0, 1)
denotes uniform distribution from 0 to 1.
5.3 Experimental Results
In this section we discuss our choices of parameters for the different methods outlined
above. We have evaluated our method for a few well-known datasets. One is the
Adelaide-RMF dataset introduced in [Wong et al. 2011] which has two parts. One
part is for two-view motion segmentation by fundamental matrices for motions of
different objects and the other is for planar homography estimation. The second
dataset is the 155-Hopkins dataset introduced in [Tron and Vidal 2007] for multiple-
view motion segmentation using subspace analysis.
We have evaluated our method called MCNC (Monte Carlo & NCut) 100 times
for each problem in these datasets. The threshold parameter of the MSSE robust
estimator is set to 2.35 in all problems proposed by ([Wang et al. 2012]). The
parameter km should be high enough to avoid generating a large finite sample bias
for the MSSE, which is set to 12, proposed by ([Hoseinnezhad et al. 2006]). The
parameter ρ, the size of a sample, is set to ρm + 4 as proposed by ([Tennakoon et al.
2016]), where ρm is the number of parameters of the model. The total number of
samples is intended to be M = 100 C log (N), where C is number of clusters. The
results are given for two cases: once when k is not updated and is set to km (called
MCNC(km)) and the other when inference is used (called MCNC). It is observed that
the results are generally better in the latter case. It is noteworthy that our method
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Table 5.1: Results for two-view motion segmentation on Adelaide-RMF dataset
Sequence (#) M1 M2 M3 M4
MCNC
(km)
MCNC
Std. 0.21 5.68 23.06 0.55 5.2 5.47
Avg. 0.48 14.71 25.84 1.3 12.8 13.91Biscuit 1
Time 7.86 0.50 79.34 5.27 1.86 1.68
Std. 0.38 5.66 18.58 0.42 7.27 1.55
Avg. 4.22 19.78 24.54 0.64 11.66 21.02Book 1
Time 6.11 0.24 24.97 4.81 3.06 2.47
Std. 0.17 5.56 22.34 0.66 0.49 2.63
Avg. 8.11 11.60 23.07 2.08 1.32 3.07Cube 1
Time 6.98 0.34 79.48 5.11 1.34 1.44
Std. 0.1 4.05 32.65 0.74 11.27 1.55
Avg. 30.45 11.37 38.15 2.44 5.11 2.58Game 1
Time 5.95 0.24 42.7 4.95 0.89 0.91
Std. 0.2 6.06 0.85 0.98 17.63 7.76
Avg. 1.41 14.60 5.63 3.55 19.07 4.31Cubechips 2
Time 12.29 0.76 64.87 5.18 2.56 2.57
Std. 0.18 6.13 0.8 0.79 2.54 0.51
Avg. 1.71 18.18 5.62 2.16 1.97 2.3Cubetoy 2
Time 12.66 0.86 51.65 4.89 2.32 2.44
Std. 0.21 4.16 1.32 0.78 19 4.19
Avg. 3.88 25.74 4.96 2.31 10.58 0.37Breadcube 2
Time 12.05 1.14 46.17 4.82 2.33 2.52
Std. 0.39 1.58 1.85 0.74 1.39 3.6
Avg. 1.72 20.57 7.32 1.95 4.85 7.33Gamebiscuit 2
Time 12.98 0.68 91.49 5.81 13.37 7.82
Std. 0.15 6.12 1.5 7.76 17.36 7.88
Avg. 3.73 17.27 7.33 4.86 10.73 3.33Breadtoy 2
Time 13.26 1.40 68.62 5.87 6.8 3.96
Std. 0.19 5.71 1.43 1.96 3.24 1.56
Avg. 9.58 15.56 4.42 5.42 4.61 3.95Breadtoycar 3
Time 17.14 0.82 24.15 5.06 2.09 5.75
Std. 0.22 5.74 1.16 1.82 13.69 4.95
Avg. 3.21 17.90 2.55 2.4 16.11 4.71Biscuitbook 2
Time 14.75 0.78 129.47 6.57 4.94 4.55
Std. 0.26 3.49 1.6 0.9 9.95 1.91
Avg. 4.65 24.82 1.93 1.54 23.24 3.13Biscuitbookbox 3
Time 19.78 0.92 53.44 5.44 12 5.95
Std. 0.19 4.07 7.03 1.75 8.51 0.92
Avg. 7.07 19.48 1.06 1.74 19.2 5.86Breadcubechips 3
Time 17.87 1.14 57.11 4.35 3.41 4.85
Std. 0.11 5.27 7.72 6.62 7.81 2.95
Avg. 11.36 22.87 3.11 4.25 22.16 7.19Cubebreadtoychips 4
Time 27.6 2.62 91.05 4.7 5.96 4.13
Std. 4.65 5.41 9.45 6.14 5.41 3.83
Avg. 16.69 18.47 16.96 25.06 11.98 5.13Breadcartoychips 4
Time 24.31 1.40 40.76 4.02 4.52 5.93
Std. 0.1 3.32 0.44 7.56 5.97 2.61
Avg. 10.91 19.76 17.51 25.51 30.42 4.72Carchipscube 3
Time 17.07 0.80 18.52 3.81 4.46 5.56
Std. 0.41 4.03 1.2 6.57 6.61 4.14
Avg. 17.98 19.37 16.2 14 24.77 13.1Toycubecar 3
Time 16.68 0.74 25.35 4.73 3.91 9.26
Std. 0.27 4.87 1.91 7.77 8.77 5.11
Avg. 10.16 19.21 28.6 21.57 21.54 10.1Boardgame 3
Time 19.83 1.14 58.07 4.63 14.51 4.99
Std. 4.24 4.89 1.85 2.08 10.11 10.1
Avg. 14.71 20.40 19.52 18.05 26.43 15.9Dinobooks 3
Time 20.43 1.92 118.96 4.89 13.78 5.25
Std 0.64 4.83 7.19 2.97 8.53 4.22
Avg 8.52 18.51 13.38 7.41 14.66 7.01Total Average
Time 15.03 0.97 61.37 4.99 3.8 4.67
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Table 5.2: Results for Homography based segmentation on Adelaide-RMF dataset
Sequence (#) M1 M2 M3 M4
MCNC
(km)
MCNC
Std. 2.5 1.08 16.54 0.01 0.76 1.85
Avg. 29.04 3.70 28.28 0 0.16 0.32Bonython 1
Time 1.19 0.28 11.65 0.96 0.21 0.22
Std. 1.33 9.28 14.87 0.01 11.81 10.54
Avg. 13.21 19.96 39.43 0 5.57 4.97Physics 1
Time 0.96 0.20 12.68 1.75 0.16 0.16
Std. 0.64 0.43 26.66 0.01 18.55 18.41
Avg. 17.02 1.78 24.81 0.3 12.08 11.15Unionhouse 1
Time 1.46 0.32 38.05 1.02 0.26 0.26
Std. 0.33 6.53 0.45 0.15 0.5 2.73
Avg. 6.78 7.46 1.17 0.93 1.02 1.43Elderhalla 1
Time 2.28 0.44 15.28 2.16 0.31 0.3
Std. 0.83 2.02 0.58 1.1 7.62 7.82
Avg. 10.39 6.06 12.63 2.94 14.72 13.94Elderhallb 2
Time 3.36 0.68 30.47 2.18 0.59 0.58
Std. 0.22 5.70 0.32 0.31 0.84 0.82
Avg. 6.09 5.02 2.5 1.9 1.96 1.9Hartley 2
Time 2.61 0.52 62.16 1.63 0.43 0.44
Std. 0.66 2.70 3.38 0.82 1.84 1.61
Avg. 20 4.50 4.65 2.37 2.46 2.16Library 2
Time 2.21 0.52 16.04 1.8 0.36 0.37
Std. 0.28 8.80 0.37 0.13 0.22 0.25
Avg. 15 5.86 0.44 0.24 0.66 0.67Sene 2
Time 2.43 0.48 22.78 1.8 0.57 0.57
Std. 22.55 10.47 0.51 0.27 0.17 0.11
Avg. 15.94 6.96 1.88 0.2 0.84 0.82Nese 2
Time 2.31 0.48 24.15 2.32 0.59 0.6
Std. 10.14 9.34 2.58 0.86 1.07 1.48
Avg. 22.78 10.51 5.06 2.62 7.67 7.87Ladysymon 3
Time 2.3 0.44 20.86 2.39 0.85 0.84
Std. 0.75 0.43 0.25 0.33 0.86 0.77
Avg. 11.08 2.92 1.27 1.08 2.16 2.2Oldclassicswing 2
Time 2.89 0.56 74.89 1.81 0.84 0.86
Std. 1.17 7.81 4.96 0.48 0.57 0.7
Avg. 7.05 10.32 3.82 1.78 6.46 6.34Neem 3
Time 3.33 0.72 21.4 2.13 0.56 0.57
Std. 0.38 7.18 4.73 1.43 7.01 7.03
Avg. 35.92 12.62 4.03 3.02 9.16 9.28Johnsona 3
Time 5.43 0.88 57.11 2.24 1.13 1.15
Std. 0.33 5.34 10.51 4.96 4.77 5.18
Avg. 64.64 18.06 18.39 16.61 20.69 21.79Johnsonb 4
Time 13.42 1.72 261.62 5 4.83 4.75
Std. 0.47 5.33 4.54 3.26 9.16 7.86
Avg. 31.13 13.18 23.37 27.78 12.19 10.33Napiera 4
Time 2.53 0.72 29.88 2.18 0.38 0.38
Std. 0.82 5.50 5.14 4.12 1.09 0.86
Avg. 30.69 11.83 19.92 13.12 8.38 8.27Napierb 3
Time 3.47 0.76 21.93 1.87 0.97 0.97
Std. 0 5.99 6.65 9.5 8.61 6.21
Avg. 11.62 5.99 29.33 24.48 4.17 3.15Barrsmith 3
Time 2.32 0.92 18.91 1.42 0.32 0.32
Std. 0.07 6.00 4.98 0.38 3.09 2.93
Avg. 46.93 10.47 14.04 9.29 9.29 9.34Unihouse 3
Time 50.83 3.04 2908.61 10.5 8.25 8.22
Std. 1.59 11.14 0.13 8.69 4.76 4.16
Avg. 64.04 18.05 29.06 31.65 24.01 23.23Bonhall 3
Time 20.65 4.68 835.38 7.87 3.59 3.57
Std. 2.3716 5.85 13.89 7.38 5.38 3.9
Avg. 24.177 9.22 12.32 10.3 8.56 7.3Total Average
Time 6.6317 0.96 12.63 2.37 1.4 1.5
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does not explicitly include any other sensitive parameter that requires tuning.
5.3.1 Results on Adelaide-RMF dataset
We have tested how our method performs on the Adelaide-RMF dataset ([Wong
et al. 2011]) which includes pairs of matched feature-points between two views to-
gether with the ground truth labels. The task is to segment the pairs, belonging
to each structure with different motions. For each model fitting, the minimization
step, θe = minF(θ, e), will fit a fundamental matrix Fθe or a Homography matrix
Hθe to subset ve of pair-data points Xe = [X1,e, X2,e]. Fundamental matrix fit-
ting is done by solving X>1,eFθeX2,e = 0, where Fθe ∈ R3×3, X1,e = (x1, y1, 1)> and
X2,e = (x2, y2, 1)
> are the coordinates of the sampled subset in each view ([Torr and
Murray 1997]). Homography estimation is done via solving X>1,eHθe = X2,e. The
Evaluation function R(θe) uses Sampson distance ([Hartley and Zisserman 2003])
to find residuals of each pair to the model.
(a) (b)
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Fig. 10. Some fitting results obtained by MSHF2 for homography based segmentation on the AdelaideRMF dataset.
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Fig. 11. Some fitting results obtained by MSHF2 for two-view based motion segmentation on the AdelaideRMF dataset.
for homography fitting - which we use here - and 19 image
pairs for motion segmentation - which we use in Sec. 5.2.4
devoted to that topic) for homography based segmentation.
We repeat each experiment 50 times, and show the standard
variances, the average fitting errors (in percentage) and the
average CPU time (in seconds) in Table 4 (we exclude the
time used for sampling and generating potential hypothe-
ses, which is the same for all the fitting methods). Some
fitting results obtained by MSHF2 are also shown in Fig. 10.
From Fig. 10 and Table 4, we can see that MSH-
F1/MSHF2 obtain good results, achieving the lowest av-
erage fitting errors in 16 out of 19 image pairs. Although
MSHF1 is slightly slower than MSH, it significantly im-
proves the fitting accuracy over MSH in 12 out of 19 image
pairs. The reason behind this is that MSHF1 removes less
vertices corresponding to model hypotheses than MSH, and
thus MSHF1 takes more time to seek modes in a hyper-
graph. However, MSHF1 retains more good vertices corre-
sponding to significant model hypotheses, which improves
its fitting accuracy. MSHF2 achieves the same fitting errors
as MSHF1, but it is faster than MSHF1 in all the 19 image
pairs. In contrast, AKSWH only succeeds in fitting 10 out of
19 image pairs with low fitting errors. Although T-linkage
can also achieve low fitting errors in most of image pairs, it
is much slower than the other six competing methods. Both
KF and RCG achieve bad results in most cases. We note that
KF clusters many outliers together with inliers, and RCG is
very sensitive to its parameters when there exist many bad
model hypotheses in the generated model hypotheses. For
the overall fitting errors, MSH and MSHF1/MSHF2 achieve
the top-three best performance on the mean and median fit-
ting errors among all the seven competing fitting methods.
MSHF1/MSHF2 also achieve the lowest standard variances
of fitting errors. For the performance of computational time,
RCG achieves the lowest values in 17 out of 19 image
pairs, but it cannot obtain low fitting errors. In short, MSH
and MSHF1/MSHF2 can achieve low fitting errors within
reasonable time for most image pairs.
5.2.4 Two-view Based Motion Segmentation
For the two-view based motion segmentation problem, we
use the other 19 image pairs of the AdelaideRMF dataset to
evaluate the performance of the competing fitting methods.
The results are shown in Table 5 and Fig. 11.
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for homography fitting - which we use here - and 19 image
pairs for motion segmentation - which we use in Sec. 5.2.4
devoted to that topic) for homography based segmentation.
We repeat each experiment 50 times, and show the standard
variances, the average fitting errors (in percentage) and the
average CPU time (in seconds) in Table 4 (we exclude the
time used for sampling and generating potential hypothe-
ses, which is the same for all the fitting me hods). Some
fitting results obtained by MSHF2 are also shown in Fig. 10.
From Fig. 10 and Table 4, we can see that MSH-
F1/MSHF2 obtain good results, achieving the lowest av-
erage fitting errors in 16 out of 19 image pairs. Although
MSHF1 is slightly slower than MSH, it significantly im-
proves the fitting accuracy over MSH in 12 out of 19 image
pairs. The reason behind this is that MSHF1 removes less
vertices corresponding to model hypotheses than MSH, and
thus MSHF1 takes more time to seek modes in a hyper-
graph. However, MSHF1 retains more good vertices corre-
sponding to significant model hypotheses, which improves
its fitting accuracy. MSHF2 achieves the same fitting errors
as MSHF1, but it is faster than MSHF1 in all the 19 image
pairs. In contrast, AKSWH only succeeds in fitting 10 out of
19 image pairs with low fitting errors. Although T-linkage
can also achieve low fitting rrors in most of image pairs, it
is much slower than the other six competing methods. Both
KF and RCG achieve bad results in most cases. We note that
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the overall fitting rors, MSH and MSHF1/MSHF2 achieve
the top-three best performance on the mean and median fit-
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of fitting errors. For the performance of computational time,
RCG achieves the lowest values in 17 out of 19 image
pairs, but it cannot obtain low fitting errors. In short, MSH
and MSHF1/MSHF2 can achieve low fitting errors within
reasonable time for most image pairs.
5.2.4 Two-view Based Motion Segmentation
For the two-view based motion segmentation problem, e
use the other 19 image pairs of the AdelaideRMF dataset to
evaluate the performance of the competing fitting methods.
The results are shown in Table 5 and Fig. 11.
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Figure 5.3: Ex mples of Homography based segmentation, first row is for scene
”Hartley” and second row is for ”johnsonb”. (a) groud truth (b) Multi-GS (c)
MSHF (d) MCNC
Following ([Wang et al. 2018]), we have evaluated our method for all sequences
in the Adelaide-RMF dataset for two-view motion segmentation as shown in Ta-
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for homography fitting - which we use here - and 19 image
pairs for motion segmentation - which we use in Sec. 5.2.4
devoted to that topic) for homography based segmentation.
We repeat each experiment 50 times, and show the standard
variances, the average fitting errors (in percentage) and the
average CPU time (in seconds) in Table 4 (we exclude the
time used for sampling and generating potential hypothe-
ses, which is the same for all the fitting methods). Some
fitting results obtained by MSHF2 are also shown in Fig. 10.
From Fig. 10 and Table 4, we can see that MSH-
F1/MSHF2 obtain good results, achieving the lowest av-
erage fitting errors in 16 out of 19 image pairs. Although
MSHF1 is slightly slower than MSH, it significantly im-
proves the fitting accuracy over MSH in 12 out of 19 image
pairs. The reason behind this is that MSHF1 removes less
vertices corresponding to model hypotheses than MSH, and
thus MSHF1 takes more time to seek modes in a hyper-
graph. However, MSHF1 retains more good vertices corre-
sponding to significant model hypotheses, which improves
its fitting accuracy. MSHF2 achieves the same fitting errors
as MSHF1, but it is faster than MSHF1 in all the 19 image
pairs. In contrast, AKSWH only succeeds in fitting 10 out of
19 image pairs with low fitting errors. Although T-linkage
can also achieve low fitting errors in most of image pairs, it
is much slower than the other six competing methods. Both
KF and RCG achieve bad results in most cases. We note that
KF clusters many outliers together with inliers, and RCG is
very sensitive to its parameters when there exist many bad
model hypotheses in the generated model hypotheses. For
the overall fitting errors, MSH and MSHF1/MSHF2 achieve
the top-three best performance on the mean and median fit-
ting errors among all the seven competing fitting methods.
MSHF1/MSHF2 also achieve the lowest standard variances
of fitting errors. For the performance of computational time,
RCG achieves the lowest values in 17 out of 19 image
pairs, but it cannot obtain low fitting errors. In short, MSH
and MSHF1/MSHF2 can achieve low fitting errors within
reasonable time for most image pairs.
5.2.4 Two-view Based Motion Segmentation
For the two-view based motion segmentation problem, we
use the other 19 image pairs of the AdelaideRMF dataset to
evaluate the performance of the competing fitting methods.
The results are shown in Table 5 and Fig. 11.
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Figure 5.4: Exampl s of two-view motion segmentat on, first row is for scene ”game-
biscuit” and second row is for ”breadcubechips”. (a) groud truth (b) Multi-GS (c)
MSHF (d) MCNC
ble 5.1. We have also examined the performance of our method for homography
based segmentation on the second part of the Adelaide-RMF dataset, with the re-
sults shown in Table 5.2.
In these two tables (Table 5.1 and Table 5.2), M1 represents the method called
KF ([Chin et al. 2009b]) which is a data clustering method based on random sam-
pling and outlier removal (which occasionally removes some inliers), M2 represents
t e method HMSS ([Tennakoon et al. 2016]) which is a sequential fit-and-remove
method that uses random sampling to initialize the optimization method used in
ur work, M3 represents th method called Multi-GS ([Tat-Jun t l. 2012]) which
is hypergraph clustering method similar to ur method, with the only diff rence
being in the sampling part which is minimal subset sampling (the number of sam-
ples for Multi-GS is set to sa e as ours). In these two tables, the results of running
methods M1, M2 and M3 on our computer system (with a Core-i7-2.2GHz-4970k
Mobile CPU and 16GB Memory, running MS-Windows 10) are shown. In order
to see the effect of sampling method, we have incorporated their sampling strategy
and used our clustering method to find final labels, which occasionally resulted in
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different accuracies compared to the ones presented in their papers. Also we have
used similar parameters wherever possible. To compare our method with the recent
state-of-the-art, we also included the results for MSHF ([Wang et al. 2018]), which
is M5 in tables. We borrowed the results reported therein, and acknowledged the
fact that the computation time would not be the same for both computer systems.
However, since in their experiments, they used a 2.4Ghz-core-i7-3960 CPU which
has similar or better performance compared to our system, the time comparison
is still reasonable. Examples of running MSHF, Multi-GS and our method on two
scenes from each dataset are shown in figures 5.3 and 5.4.
From the results in Table 5.1, we observe that in total, for fundamental matrix
estimation, our method returns a lower mean error than all the other methods,
except for Multi-GS which is well-known to be a computationally expensive solution.
In addition, the total average run times reported in Table 5.1 demonstrate that our
method is faster than the others. The results reported in Table 5.2 demonstrate that
in total, for homography-based segmentation, our method is both more accurate
(with smaller mean estimation error) and faster (with smaller mean computation
time). In particular, with the Multi-GS method, we observe that although it can
recover fundamental matrices more accurately than our method (at the expense of
heavy computations), it struggles with detection of planar homographies.
The main reason why our method generally outperforms KF ([Chin et al.
2009b]) and HMSS is that these methods perform random sampling at their cores
(blindly or guided), but ours samples from the distribution of hyperedges. In
MSHF ([Wang et al. 2018]), the vertices in hypergraph are hypotheses and the hy-
peredges are data points. Using random minimal samples (different from ours), a set
of models is produced and a weight is given to each vertex (similar to our likelihood
but with a different kernel). Then, an information theocratic approach is suggested
to reduce the hypergraph to keep significant samples (where we use probabilities on
Markov chain to decide about importance of samples). In our method, we explicitly
103
CHAPTER 5: ROBUST VISUAL DATA SEGMENTATION: SAMPLING FROM
DISTRIBUTION OF MODEL PARAMETERS
treat vertices as data points and hyperedges as models and sample from distribution
of hyperedges by their probability. However, as we use an acceptance criterion we
are making much more effort to improve our samples sequentially (which seems to
be more successful than the information theocratic approach). Also our design of
Markov chain with optimization steps, assists our samples to represent structures
more accurately. The long jumps ensure exploration of the space and short jumps
tend to exploit each structure efficiently. As the tabulated results indicate, perfor-
mance of our proposed method surpasses theirs in terms of average accuracy and
speed, while standard deviations of errors of their method are generally lower, which
suggests more stability.
5.3.2 Rigid body motion segmentation by subspace fitting
Real data
The task in this set of 155 video sequences is motion segmentation based on multiple-
view trajectories tracked on each object in each video sequence. In this dataset, there
are either two or three objects with different motions; this information is used as
prior knowledge in the NCut implementation. If the affine camera projections of N
points to the image plane within F frames are available, the trajectories belonging
to a rigid object span a subspace of rank ≤ 4 ([Vidal 2011]). Therefore, subspace
clustering can be used to solve the problem. The data will have the form X =
[xfα]
f=1,...,F
α=1,...,N , x ∈ R2. The model fitting step, θe = minF(θ, e), performs two steps
on the sampled subset in e: first, to remove its translation te =
∑|e|
j=1 xj (xj ∈ R2F ),
which means X˜e = Xe − te (Xe = [xj]j=1,...,|e| and te = [te te ... te] ∈ R2F×|e|),
and second to take the first r eigenvectors of X˜e, U(e,r) ∈ R2F×r where r is chosen
based on the eigenvalues of X˜e (Note that the sampled subset may live on a lower
dimensional subspace than 4 dimensions ([Vidal 2011])). It should be noted that
proper model selection can be very effective in recovery of model instances. Even
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though in our current setting, we use the simple method explained above, effective
methods such as Transfer Cost based model selection ([Frank et al. 2011]) can be
very useful and would help with estimating both r and C. In this work however, we
chose the simplest method to achieve higher speeds.
The evaluation function R(θe) also takes two steps: it first removes sample’s
translation from all points X˜ = X − tˆe where tˆe ∈ R2F×N , and then uses the
subspace projection error rθe =
∥∥∥X˜ − U(e,r)UT(e,r)X˜∥∥∥
2
to find the fitting residuals of
all data points. As can be seen from the results in Table 5.3, our method runs
at relatively high speed and outperforms selected methods in terms of average and
median error accuracy.
In Table 5.3 The selected methods include Spectral Curvature Clustering (SCC
([Chen and Lerman 2009b]) and HOSC ([Purkait et al. 2017]) which use iterative
clustering to guide samples. The results for HOSC is obtained by testing the method
with parameters given in the paper, and the results for SCC is borrowed from
([Chen and Lerman 2009a]). The table also includes results for the method called
QP-MF ([Yu et al. 2011])) (The results are borrowed from the paper), since it
provides an accurate and stable optimization for the task of energy minimization.
Other methods included here are (HMSS ([Tennakoon et al. 2016]) (The results are
borrowed from the paper) and Multi-GS which we tested using the clustering method
we used for evaluating our own sampling technique without changing parameters
such as number of samples.
The reason that the accuracy of our method surpasses that of SCC and HOSC
can be due to the fact that iterative clustering can easily fail if the clustering is
inaccurate in early stages. The speed of our method is less than some methods
because our method rejects some samples during the MCMC process. The per-
formance of our method however, succeeds that of the energy minimization based
method QP-MF mainly because it uses random sampling.
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Table 5.3: Comparative performance in terms of accuracy and speed using the
Hopkings 155 dataset.
Multi-GS QP-MF HMSS SSC SCC HOSC MCNC(km) MCNC
2 Motions
Mean 1.93 4.16 3.98 2.23 1.40 5.28 6.9 1.36
Median 0.78 0.46 0.00 0.00 0.10 0.02 1.20 0.00
Time 5.6 - - 0.65 0.66 1.27 0.75 0.60
3 Motions
Mean 6.11 7.25 11.06 5.77 5.90 7.38 8.9 5.71
Median 2.63 4.9 1.20 0.95 1.99 1.53 3.2 0.18
Time 6.1 - - 1.47 1.29 2.00 2.00 1.94
Synthetic data
In order to show the importance of using proper k, we devised a synthetic scene with
a set of feature points on three boxes (see figure 5.5). These are similar to the objects
used in the Hopkins dataset. The boxes, which have 50 data points on each face,
rotate and translate in 3D space for 25 frames. The Locations of feature points are
also perturbed by small, normally distributed random values. The final adjacency
matrix A in equation (2.4) is given for three values of k in this figure. If the value
of k is small (e.g. k = 15), each face will have a block in the matrix and the over-
segmentation becomes inevitable. This is demonstrated in figure 5.5b. Increasing
the value of k improves the chance of generating a sample that includes data points
from multiple faces. While each face has 50 data points, the result for k = 65 is
shown in figure 5.5c. On the other hand, when the value of k is accurately inferred,
the adjacency matrix finds the desired three blocks as is shown in Figure 5.5d. The
eigenvalues of the Laplacian of these matrices for different values of k are also shown
in figure 5.5e. It shows that, with small value of k, the largest 9 eigenvalues are
close to 1 where 6 of these eigenvalues are supposed to be significantly smaller that
the largest three. The significance of finding the right value of k can be seen in the
difference between the three largest and the six smaller eigenvalues. This difference,
relied upon for successful segmentation, is significantly increased using the proposed
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method of inferring k.
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Figure 5.5: (a) An example of 3D motion segmentation problem with synthetically
generated feature points on three boxes; (b) The adjacency matrix when k = 12;
(c) When k = 65; (d) When k is inferred through iterations; (e) The largest 9
eigenvalues of the normalized adjacency matrices for comparison
5.3.3 Motion segmentation using dense trajectories
The Berkeley motion segmentation dataset includes video sequences provided for
the purpose of motion segmentation. The task is very similar to the previous one,
except that in this dataset, the trajectories are not hand-trimmed. The data includes
structures with very small or large sizes with strongly varying noise scales along with
outliers. The data may be incomplete, which means that each trajectory may be
available for only a few frames in the sequence. We use the same data, provided
by ([Ochs et al. 2014]), and the same clustering method. However, we compare the
accuracy and speed of our method as a result of the new sampling technique. The
accuracy of segmentation is calculated using manually created and labeled masks
for different objects in each video. The reader is referred to the original article in
([Ochs et al. 2014]) for more details. We have tested our method on all frames of the
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Table 5.4: Results for Berkeley motion segmentation benchmark
Density overall error average error over-segmentation rate extracted objects Total Time(s)
BM 1.03% 7.86% 28.76% 1.35 30 9323
OB 1.03% 5.68% 24.74% 1.48 30 434545
HOSC 1.03% 5.46% 22.57% 2.1 29 18339
MCNC(km) 1.03% 14.9% 29.02% 1.7 25 15971
MCNC 1.03% 5.21% 20.02% 1.75 29 16115
26 video sequences provided in the dataset and the results are given in Table 5.4.
In this table, We have included the result from the method called BM ([Brox and
Malik 2010]) which uses spatial continuity to find pair-wise distances between data
points and form a graph. The other method included here is called OB ([Ochs
et al. 2014])) which forms the complete 3-uniform hypergraph. Even though this
method is very accurate, it is extremely expensive in terms of computation (see the
substantially large computation time listed in Table 5.4). Also we have mentioned
the results for HOSC method [Purkait et al. 2017]). As can be seen, our MCNC
method is comparable in terms of speed and accuracy to the state of the art.
5.4 Conclusion
This chapter presents a sampling framework for choosing appropriate hyperedges of
a hypergraph that will enable effective data segmentation using the NCut method.
We argued that sampling from the distribution of hyperedges is similar to sam-
pling from the distribution of putative models in parameter space. An elaborate
Markov Chain was designed to effectively sample from this distribution. The chain
includes greedy long jumps for exploration and random short jumps for exploita-
tion of structures. The design of long jumps exploits the accumulated knowledge
of the (sensitive) structure size parameter and uses that to produce informative
samples. Compared to other methods, our method performs reliably and efficiently
in solving data segmentation problems using geometric constraints. The improved
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performance of our method is mainly due to the better quality of samples generated
through the proposed sequence of transitions in the parameter space. An exten-
sion of this work is to investigate how various segmentation algorithms can benefit
from the high-quality samples generated by this method. In particular, in conjunc-
tion with energy minimization methods such as ([Delong et al. 2012b]), if method’s
parameters are properly tuned, we can achieve significantly improved performance.
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Conclusion
The aim of this research is to improve image analysis by maximizing the statistical
use of geometry and shape constraints. The task is to fit geometric models to parts
of data and detect structures in a sequence of images. Performing segmentation
by fitting geometric models to data obtained from images in the real world is chal-
lenging because there is often more than a single structure to be detected and data
might deviate from assumed models, be incomplete or include outliers. As the re-
view of related literature presented in chapter 2 suggests, one of the most promising
methods to perform data segmentation is to use robust multi-model fitting. This
approach is based on taking samples from structures in data, robustly fitting geo-
metric models to those samples, and using the outcomes to segment structures by
a clustering method such as spectral clustering on hypergraphs. The bottleneck in
these methods was the quality of samples, the improvement of which is the main
focus of this thesis. Providing samples that represent structures more accurately not
only improves segmentation accuracy, but also improves the speed of the method
because a smaller number of samples is typically required for convergence. This the-
sis comprises three main research works that focus on improving sampling accuracy
and speed of visual data segmentation.
In the first main chapter (chapter 3), we have theoretically established the ben-
111
CHAPTER 6: CONCLUSION
efits of using large hyperedges in hypergraph clustering. Our theoretical analysis has
then been reinforced by extensive experiments. In particular, our experimental re-
sults have clearly shown that using large hyperedges yields better clustering accuracy
- this departs from previous methods that used the smallest possible hyperedges,
exclusively. We have also proposed a novel algorithm based on the Swendsen-Wang
method for accurately sampling ‘pure’ large hyperedges. Notwithstanding the us-
age of large hyperedges and the consequential increase in the probability of ’impure’
sample generation, our method is comparatively very efficient.
In second main chapter (chapter 4), we have proposed an efficient sampling
method to obtain a highly accurate approximation of the full graph sufficient to
solve the multi-structural model fitting problems in computer vision. The proposed
method is based on the observation that the usefulness of a graph for segmen-
tation improves as the distribution of hypotheses (used to build the hypergraph)
approaches the actual parameter distribution for the given data. In this chapter
we approximate this actual parameter distribution using the kth order statistics
cost function and samples are generated using a greedy algorithm coupled with a
data sub-sampling strategy. The performance of the algorithm in terms of accuracy
and computational efficiency was evaluated on several instances of the multi-object
motion segmentation problem and was compared with state-of-the-art model fit-
ting techniques. The comparisons showed that the proposed method is both highly
accurate and computationally efficient.
In the third main chapter (chapter 5), a sampling framework is presented to
choose appropriate hyperedges of a hypergraph, according to the distribution of
hyperedges, to enable data segmentation using the NCut method. We argue that
sampling from the distribution of hyperedges yields similar results to the case of
sampling from the distribution of putative models in parameter space. An elaborate
Markov Chain was designed to effectively sample from that distribution. The chain
includes greedy long jumps for exploration and random short jumps for exploitation
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of structures. The long jumps are intentionally designed in a way that effectively
exploits accumulated knowledge of the (sensitive) structure size parameter and uses
that to produce informative samples. Compared to other methods, the proposed
method is shown to perform reliably and efficiently in solving data segmentation
problems using geometric constraints.
The overall results show that by improving the quality of the samples, the
segmentation performance improves and more accurate models are found.
6.1 Future Work
State-of-the-art data segmentation methods cause a bottleneck in the performance
of their sampling strategies. In this research, we first examined the effect of the
size of samples on the segmentation results. Afterwards, since random selection of
samples was ineffective, a guiding method, incorporated into the sampling, strategy
strongly improved the performance of the method. In the next step, we proposed
explicitly sampling from the distribution of putative model parameters using an
MCMC based technique. However, there are still a few unanswered questions. To
improve performance, the following questions need to be considered:
1. As described in chapter 3, the Swendsen-Wang method is used to find pure
samples from the graph after each iteration of clustering using NCut. Per-
forming the normalized cut is very time consuming and it is not going to lead
to accurate segments in early stages of the Random Cluster Model unless the
number of samples is exceedingly high. The question is how we can gener-
ate pure samples from the graph when we have no estimate of the labeling
function.
2. In chapter 4, a sub-sampling strategy is introduced to help with reducing
the effect of outliers. The choice of subsets depends on information about
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data points in the hypergraph. On the other hand, in the process of spectral
clustering, the chosen principal components of the Laplacian of the adjacency
matrix are clustered to find data segments. Among all data points, there
are always those that have almost no significant projection values onto any
of the principal components. Clearly, the sampled hyperedges are not giving
any information regarding these vertices. The question is how these data
points can be assigned to any structure with high certainty and whether this
information can be used for more efficient sub-sampling of data to explore for
undetected structures.
3. As mentioned in chapter 5, estimating structure size before guiding samples
is beneficial. However, the method provided to estimate size lacks theoretical
justification. Is there any theoretical relationship between the cost of Nor-
malized cut and the probability distribution P (k | θ)? Specifically, it is well
known that NCut is a solution to the problem of random walk clustering over
a graph. Could P (k | θ) be described as the probability of moving from a data
point within a subset to all data points of the subset after an infinite number
of random walks over the graph?
4. The method in chapter 5 assumes that the hyperedge is a random variable that
needs to be chosen among all possible hyperedges. However, one can also as-
sume that the model parameter is a random variable and the weight associated
with each hyperedge is a possible distribution of the model parameter. In this
approach there will be as many as 2N distributions available for a given model
parameter. Is it possible to fuse the information of some these distributions
and generate samples from the actual distribution of model parameters?
5. Hypergraph clustering, which is still one of the most effective data segmen-
tation methods, consists of a sampling step and a clustering step where the
sampling step requires knowledge of a geometric model. Model selection seems
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to be a bottleneck in the clustering method using our proposed sampling tech-
nique. To expand this work and deal with scenes containing different geomet-
rical shapes, one would need to select the model using the given data. The
question is how to incorporate the model selection step in this framework?
For example, it may happen that initially the model is chosen to be a line and
multiple lines are detected, but they may also live on a planar surface. How
can awareness about lines lead to choosing a planar surface as the model? One
way to tackle this problem may involve over-segmentation/merging steps.
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