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Abstract
Attended Home Delivery systems are used whenever a retailing company offers
online shopping services that require customers to be present when their deliveries
arrive. Therefore, the retail company and the customer must mutually agree on a time
window during which the delivery can be assured. When placing a new order, the
customer receives a selection of available delivery time slots depending on the delivery
location and already accepted orders. Then, the customer selects his/her preferred
delivery time slot and the order is scheduled. In general, the larger the selection, the
more likely the customer finds a suitable delivery time slot. We denote the problem
of determining the maximal number of feasible delivery time slots for a potential new
order as the Slot Optimization Problem (SOP). It is common practice to hide certain
delivery options from the customer or offer them at different rates in order to steer
the incoming demand such that the expected profit is maximized. In any case, before
offering any delivery time windows, their availability must be determined. Thus, the
SOP must be solved quickly in order to allow for a smooth booking process. In this
work, we propose an Adaptive Neighborhood Search heuristic that allows to efficiently
determine which delivery time windows can be offered to potential customers. In a
computational study, we evaluate the efficiency and effectiveness of our approach on a
variety of benchmark instances considering different sets of delivery time windows.
Keywords: Attended Home Delivery; Vehicle Routing Problem; Dynamic Slotting and Pric-
ing; Adaptive Neighborhood Search
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1 Introduction
Due to the rapid digitalization of the retailing sector, Attended Home Delivery (AHD) ser-
vices have increased in importance within the e-commerce sector. AHD services come into
play whenever a retailing company offers an online shopping service that requires its cus-
tomers to be present when their deliveries arrive. Hence, the retailing company and the
customer must mutually agree on a delivery time slot during which the arrival of the deliv-
ery as well as the presence of the customer can be assured. In most cases, a Vehicle Routing
Problem with Time Windows (VRPTW) constitutes the optimization problem on which the
service is based. The VRPTW is the problem of finding optimal tours for a fleet of vehicles
and given capacity constraints in order to distribute goods to customers within defined time
windows.
While grocery home delivery services, as offered by most major grocery retailers nowa-
days, are a paradigm for AHD services, there are many more applications that follow the
same principle, such as maintenance and repair services, on-demand mobility services [1],
patient home health care services [2], etc. The phase during which customers place their
orders is known to pose several interrelated logistical and optimization challenges and for
being the computationally most challenging part of the overall planning process.
Whenever an incoming customer wants to place an order through the company’s website,
the company must determine which delivery time windows they can offer to the customer.
Ideally, the availability of time slots is decided based on the existing delivery schedule, which
contains all previously placed orders, and the geographical information of the customer.
However, also approximative methods that decide the availability without determining a
delivery schedule are common practice. Next, the customer selects a time slot from the
list of offered delivery time windows and the corresponding order is added into the delivery
schedule at the selected time window.
In more detail, the booking process is initiated by the retail company as described by the
following two steps:
1. Feasible Slots: Primarily, all offered time slots must be feasible, i.e., integrating the new
order into the existing schedule has to result in a feasible schedule. Hence, the company
must ensure that all deliveries can be fulfilled (by using the existing resources such as
vehicles and drivers).
Typically, a rather simple insertion heuristic is applied. In order to find a feasible
delivery slot, the new order is iteratively inserted between existing orders into the
delivery schedule until a feasible insertion is found.
Making the right decisions at this early point of the delivery process is essential to
ensure smooth logistic operations, customer satisfaction, and to avoid unexpected costs
at a later stage. Accepting orders that cannot be fulfilled with the available resources
either results in delayed deliveries or additional expenses, e.g., handing over the order
to external service providers may become necessary. Moreover, if customers are not
offered a desirable time slot, they will refuse to place their orders. Therefore, it is
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important for the retail company to schedule their fleet in a way that maximizes the
availability of delivery slots offered to potential customers.
2. Time Slot Offering and Pricing: Based on the set of available time slots (determined
in the first step), the retail company may decide to hide certain time slots from its
customers or charge different rates for them. Moreover, orders may also be rejected
if they are not profitable. Certain organizations, e.g., home care providers, have the
policy to accept all new orders if possible, in order to avoid discrimination of customers
based on their geographical location or socioeconomic background. Profit-oriented
organizations, e.g., retailers, may choose to maximize their earnings and hence, tend
to avoid deliveries to households in rural regions. Hiding certain delivery options is
problematic in industries where service denials may result in displeased customers and
potential brand damage may negatively affect the long term success of the company
[3, 4]. Hence, persuasive methods, i.e., offering monetary incentives, are more desirable
when targeting long term success.
Another consideration is that even a small number of customers, who choose unfavor-
able time slots at an early stage of the booking process, may cause limited availability
for orders at that arrive at a later stage of the process. Hence, this results in reduced
resource utilization, leading to higher operational cost of the AHD service. Therefore,
following certain pricing approaches, customers should be given incentives to select
certain time slots.
Clearly, proper decision support is necessary to successfully tackle novel business models
such as grocery home delivery services, which are notorious for their tight profit margins [5].
To the best of our knowledge, in the context of AHD services, it is common practice to
decide the feasibility of the insertion of new customers using the forward time slack approach
by Savelsbergh [6], which we refer to as Simple Insertion for the remainder of this work, see
Section 4.2. This approach is adapted in several related publications [3, 7, 8, 9]. Our work
is concerned with finding a more powerful, yet still fast enough, search method to determine
feasible delivery time slots. To this end, we propose an Adaptive Neighborhood Search that
aims at identifying feasible delivery time slots by applying specific rearrangements of the
current delivery schedule.
This work is the result of a collaboration with one of the world’s leading grocery chains.
The company offers each new customer the whole range of available delivery time windows
on a first-come, first-served basis and has the policy to accept each incoming customer
request if possible. As a consequence, we do not consider pricing or profit-oriented customer
acceptance mechanisms in this work.
In the implemented AHD system, time is an important factor, i.e., the availability of
delivery time slots must be decided rapidly in order to guarantee a comfortable booking
process and to tackle high customer request rates. Hence, this makes solving this NP-hard
problem even more challenging.
In this paper, we investigate in Step 1 (Feasible Slots) by maximizing the number of time
slots available to incoming customers. Thus, we introduce the so-called Slot Optimization
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Problem (SOP), which, given an existing, incomplete schedule and a new prospective order, is
concerned with finding the maximal number of time slots into which the corresponding order
can be inserted, without moving any of the existing orders into other time slots. Clearly, this
constitutes a novel combinatorial optimization problem. Moreover, we show that the SOP is
strongly NP-hard. In summary, the main contributions of this paper are summarized below:
1. We introduce the SOP, a new NP-hard combinatorial optimization problem, that is
motivated by the grocery home delivery service of one of the world’s leading grocery
chains.
2. We propose an Adaptive Neighborhood Search (ANS) heuristic that is tailored to the
SOP. Our approach tries to free up space during the considered time window on a
given tour by moving (exchanging) customers to other tours. Doing so, it forms a
more powerful insertion method than the Simple Insertion heuristic.
3. In our literature review, we give an overview of closely related slotting and pricing
approaches in the context of AHD and compare them to our work.
4. We compare our newly proposed ANS to the Simple Insertion heuristic [6], which
was the only available heuristic method for determining feasible delivery time slots to
date. Additionally, we compare it against aMixed-Integer Linear Programming (MILP)
formulation of the Traveling Salesperson Problem with Time Windows [10] that can
also be used to solve the SOP. In a computational study, we evaluate the performance
of our ANS. The results indicate that the ANS is well suited for application in AHD
systems.
The remainder of this paper is organized as follows. First, in Section 2 we review related
literature. In Section 3, we formally introduce the problem, while in Section 4, we outline
existing solution approaches for the SOP. Moreover, in Section 5, we propose an Adaptive
Neighborhood Search heuristic to tackle the SOP more effectively than existing approaches.
In Section 6, we investigate the performance of our approach in a computational study.
Finally, Section 7 concludes the paper.
2 Related Work
AHD systems are first proposed in the scientific literature by Campbell and Savelsbergh
[8]. In this original variant, the system decides if a customer order is accepted and assigns
accepted orders to a time window under consideration of the opportunity cost of the orders.
Contrarily, in the problem variant considered in this work, the customer decides to which
delivery time window his/her order is assigned. This requires a different setup and imposes
different challenges. In order to decide if a new incoming order can be accepted and to
which time window it is assigned, Campbell and Savelsbergh [8] use a two-step insertion
heuristic: First, they reconstruct (several versions of) the schedule, containing the existing
orders, from scratch, by using a Greedy Randomized Adaptive Search Procedure. Then,
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they evaluate if the new order can be inserted into one of the acceptable time windows
of the constructed schedule. Furthermore, the authors approximate the expected profit of
accepting an incoming order.
Agatz et al. [11] discuss how proven revenue management concepts can be translated
to AHD services. Therefore, a comparison of revenue management for AHD and the well
established case of airline revenue management is drawn. The authors differentiate into
static methods, i.e., forecast-based methods that are applied off-line before the actual orders
come in, and dynamic methods, i.e., order-based methods that are applied in real-time as
new demand comes in. Moreover, capacity allocation (slotting), i.e., which time slots are
made available to which customers, and pricing, i.e., using delivery fees to manage customer
demand, are distinguished. Hence, this results in the following four categories of demand
management:
• Static:
– Differentiated slotting : Defining the collection of delivery time windows based on
geographical regions or the preferences of customer groups. Hence, the concentra-
tion of customer orders in a given area can be increased by limiting the availability
of delivery options. See [12, 13].
– Differentiated pricing : Differentiating between different delivery options (on a
tactical level) offered to customers by charging different delivery fees. Offering
off-peak time discounts or peak time premiums allows to smoothen the demand
over the day. See [14].
• Dynamic:
– Dynamic slotting: Deciding which delivery time slots to offer an incoming cus-
tomer based on the currently available capacity. More sophisticated approaches
may hide delivery time slots from unprofitable customers in order to reserve ca-
pacity for highly profitable future customers (that are predicted to arrive later
on). See [15, 16, 17, 18].
– Dynamic pricing: Allows for finer levels of gradation of incentives than (dynamic)
slotting. Offering price incentives can be used to increase the attractiveness of time
slots during which the order can be delivered more efficiently. See [4, 3, 19, 20].
The idea of Flexible Time Window Management, introduced by Ko¨hler, Ehmke, and
Campbell [9], is among the most recent approaches of dynamic slotting. The authors intro-
duce several customer acceptance mechanisms for e-grocers that allow flexible time window
management in the AHD booking process. In general, their approach offers long delivery
time windows, while shorter time windows are only offered to certain customers after careful
consideration. They propose four different approaches to determine if shorter time windows
should be offered to a newly arriving customer. The system decides, based on the overall
utilization of the total available travel time, the closeness of the new customer to already
accepted customers, or the possible impact of accepting the new customer with respect to
the acceptance of future customers. Beforehand, the feasibility of time windows is evaluated
following the Simple Insertion idea.
Clearly, before applying any (dynamic) pricing or slotting ideas, one must validate the
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feasibility of all possible delivery time windows for each incoming order. Most approaches
in the literature [3, 7, 8, 9] follow Savelsbergh’s forward time slack approach [6] (Simple
Insertion) for deciding the feasibility of accepting a new customer request before applying
any further decision criteria concerning the overall profitability of the AHD service. Also
non-exact approximation-based methods are common in practice.
Azi et al. [21] propose a multi-scenario approach to decide on the acceptance of new
customer requests. They consider a VPR where each vehicle performs delivery operations
over multiple routes during its workday and where new customer requests occur dynamically
and must responded to in real-time. The approach is inspired by e-grocery services where the
vehicles perform delivery routes of short duration (less than 40 minutes) as they transport
perishable goods. The authors point out that the most stringent decision is about accepting
a new customer request or not, rather than about finding the best possible way to integrate
the request into the current solution. The acceptance of new customer requests is based
on a non-myopic decision rule that takes into account multiple possible scenarios for the
occurrence in time and space of future requests. The scenarios are generated based on
historical data and solution for them are generated using the Adaptive Large Neighborhood
Search (ALNS) proposed by Ropke and Pisinger [22]. Initially, the scenarios contain only
expected requests which are replaced by true requests over time. For each new incoming
request, the opportunity value is calculated based on those scenarios. Requests are rejected
if no feasible insertion into the scenarios can be found. Again, feasibility is determined via
Simple Insertion, i.e., the solution is not modified except for inserting the new request. In
that sense, the approach can be categorized as a dynamic slotting method (hiding all time
windows in case of rejection).
In contrast to above presented works, we investigate the acceptance of new customer
requests in terms of improving the chances of finding feasible insertions (given an incomplete
delivery schedule) rather than developing new acceptance criteriums for improving revenue
management.
2.1 Summary
In summary, all presented works provide valuable approaches that are capable of making
the logistics of AHD systems more profitable for retail companies and simultaneously more
appealing to customers. We notice that, the Simple Insertion method to check the feasibility
of delivery slots is utilized in most works as it has proven to be very time-efficient. However,
to the best of our knowledge, making the feasibility check more effective, i.e., maximizing
the number of available delivery slots, has not been investigated so far.
3 Problem Description
The SOP arises within AHD services when the system must decide which delivery time slots
can be offered to a new incoming customer. Given an existing delivery schedule for a fleet of
vehicles and a new customer order, the aim of the SOP is to find all time slots during which
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the new order can be serviced by at least one vehicle of the fleet, while assuring that all
previously accepted orders stay within their assigned time slots. Hence, the delivery promise
given to already accepted customers is considered as a binding agreement that cannot be
revised.
In Subsections 3.1 and 3.2, we first introduce the notation used throughout this work
followed by the formal definition of the SOP in Subsection 3.3.
3.1 Notation
First, we specify the required notation and input parameters. Hence, we are given:
• A set of time slots W = {w1, . . . , wq}, where each time slot w ∈ W is defined through
its start time sw and its end time ew. We assume that the time slots are unique, i.e.,
there do not exist time slots wu, wv ∈ W, wu 6= wv, with swu = swv and ewu = ewv .
• A set of customers C, |C| = p, with corresponding order weight function c : C → R>0,
and a service time function s : C → R>0. The set C consists of all scheduled customers
C
′
and the new customer a˜, i.e., C := C
′
∪ {a˜}.
• A depot d from which all vehicles depart from and return to. The set C := C ∪ {d}
contains the customers C and the depot d.
• A travel time function t : C × C → R≥0, where we set the travel time from a customer
a to itself to 0, i.e., t(a, a) = 0, a ∈ C.
• A function w : C
′
→ W that assigns to each customer a time slot, during which the
delivery vehicle must arrive at the customer.
• A schedule S = {A,B, . . . }, consisting of |S| = m tours with assigned capacities
CX , X ∈ S, where CX corresponds to the capacity of the vehicle that operates tour
X .
In this work, as in most modern routing applications, we assume an asymmetric travel
time function for which the triangle inequalities, i.e., t(a, c) ≤ t(a, b) + t(b, c) for all a, b, c ∈ C,
do not hold. In general, t(a, b) = t(b, a), a, b,∈ C, is not guaranteed for an asymmetric travel
time function. By making these rather weak assumptions, we avoid problems that can occur
when map or routing data of insufficient quality is retrieved from external sources.
A tour A = {a1, a2, . . . , an} consists of n customers, where the indices of the customers
correspond to the sequence in which the customers are visited. For better understanding, we
occasionally use upper indices, i.e., A = {a
w(a1)
1 , a
w(a2)
2 , . . . , a
w(an)
n }, which indicate the time
slots assigned to the customers. Furthermore, each tour A is assigned a start and an end
time that we denote as startA and endA, respectively. The vehicle performing tour A cannot
leave from the depot d earlier than startA and must return to the depot no later than endA.
In this paper, we use [u], u ∈ N and [u]0, u ∈ N0, to denote the sets {1, 2, . . . , u− 1, u}
and {0, 1, 2, . . . , u − 1, u}, respectively. In particular, [0]0 = {0}. Moreover, [u, v], u, v ∈
N0, u ≤ v denotes the set {u, u+ 1, . . . , v − 1, v}.
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Definition 1 ((Non-) Overlapping Time Windows). Two time windows, wu and wv are
overlapping if and only if swv < ewu and swu < ewv . This includes the possibility that wu is
included in wv (or vice versa), i.e., swv ≤ swu ≤ ewu ≤ ewv . The set of time windows W is
non-overlapping if and only if all time windows w ∈ W are pairwise non-overlapping.
Based on above notation, we now introduce the earliest and latest arrival times using a
recursive definition. We require these definitions in order to define the feasibility of a delivery
schedule and to introduce the concepts that describe our ANS (in Section 5).
Definition 2 (Arrival Times). We consider a fixed tour A = {a0, a1, . . . , an, an+1}, where
a0 is the start depot, an+1 is the end depot, and {a1, . . . , an} is the set of customers assigned
to tour A. Moreover, we define s(a0) = s(an+1) := 0. It is noteworthy, that in our approach,
we never move a0 or an+1 in order to avoid creating infeasible tours. Hence, customers can
only be inserted into a tour after the start depot and before the end depot. Both, a0 and an+1
refer to the depot d.
The earliest (latest) arrival time αa,i (βa,i) gives the earliest (latest) time at which the
vehicle may arrive at a, who is the ith customer on the tour, while not violating time window
and travel time constraints on the preceding (subsequent) part of the tour:
αa0,0 = startA,
αaj+1,j+1 = max
{
sw(aj+1), αaj ,j + s(aj) + t(aj , aj+1)
}
, j ∈ [n− 1]0,
αan+1,n+1 = αan,n + s(an) + t(an, an+1).
Moreover,
βan+1,n+1 = endA,
βaj−1,j−1 = min
{
ew(aj−1), βaj ,j − s(aj−1)− t(aj−1, aj)
}
, j ∈ [2, n+ 1]
βa0,0 := βa1,1 − t(a0, a1).
We want to point out that only the arrival time at the customer must be within the
defined time window, but not unnecessary the entire service time. For reasons of simplicity,
the vehicles always leave as early as possible from the depot due to Definition 2. Clearly,
this generates unnecessary idle time before serving the first customer of a tour. However,
in practice, the arrival times in the final delivery schedule are altered such that unnecessary
idle time is removed (similar to [23, 24]).
Next, using the earliest arrival times, we define the feasibility of tours and schedules.
Definition 3 (Feasibility). A schedule S is feasible if all its tours are feasible and a tour A
is feasible if it satisfies the following conditions:
sw(ai) ≤ αai,i ≤ ew(ai), i ∈ [n], and αan+1,n+1 ≤ endA, TFEAS,∑
i∈[n]
c(ai) ≤ CA, CFEAS.
While TFEAS ensures that the arrival times at each customer are within the assigned time
windows, CFEAS guarantees that the capacity of tour A is not exceeded.
8
3.2 Inserting a Customer into a Tour
Definition 4 (Insertion Operator). For a given tour A = {a0, a1, . . . , ai, ai+1, . . . , an, an+1}
and a new customer a˜ we define the insertion operator +i as
A+i a˜ := {a0, a1, . . . , ai, a˜, ai+1, . . . , an, an+1} , i ∈ [n]0.
Lemma 5 (Feasibility of an Insertion). A new customer a˜wℓ can be feasibly inserted with
respect to time between customers ai and ai+1, i ∈ [n]0, into a feasible tour A if the following
conditions hold:
αa˜wℓ ≤ βa˜wℓ , TFEAS(a˜
wℓ , i+ 1,A),∑
i∈[n]
c(ai) + c(a˜
wℓ) ≤ CA, CFEAS(a˜
wℓ ,A),
where
αa˜wℓ := max{swℓ, αai + s(ai) + t(ai, a˜
wℓ)},
βa˜wℓ := min{ewℓ, βai+1 − s(a˜
wℓ)− t(a˜wℓ , ai+1)}.
Definition 6 (Insertion Points). The set of indices Θ(a˜wℓ ,A) defines after which customer
orders we try to insert order a˜wℓ into A during time slot wℓ, i.e., if i ∈ Θ(a˜
wℓ ,A), we consider
A+i a˜. Accordingly we define:
Θ(a˜wℓ,A) := [Θ−(a˜wℓ ,A),Θ+(a˜wℓ ,A)],
where
Θ−(a˜wℓ,A) := min
i∈[n]0
{i : swℓ + s(a˜
wℓ) ≤ βai+1,i+1},
Θ+(a˜wℓ,A) := max
i∈[n]0
{i : αai,i + s(ai) ≤ ewℓ}.
The index Θ−(a˜wℓ ,A) defines the lowest index on the tour A after which customer a˜wℓ
could potentially be inserted. Likewise, Θ+(a˜wℓ ,A) defines the largest such index.
Observation 7. Clearly, if Θ−(a˜wℓ ,A) > Θ+(a˜wℓ ,A), then the insertion of a˜wℓ is infeasible.
3.3 Problem Definition and Complexity
Using above notation, we can now formally introduce the SOP.
Definition 8 (Slot Optimization Problem (SOP)). In the context of an AHD system, given
• a feasible schedule S containing all scheduled customers C
′
,
• the new prospective customer a˜, and
• the given set of time slots W,
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the SOP asks for the largest set of time slots Ta˜ ⊆ W such that a˜ can be serviced during
each delivery slot wℓ ∈ Ta˜ by at least one vehicle of the fleet, while assuring that all other
scheduled orders stay within their assigned time slot. Hence, the objective is to maximize
|Ta˜|.
The SOP aims at finding at least one feasible schedule for each of the VRPTW instances
that are defined through the scheduled customers C
′
and the new customer a˜ being temporarily
assigned to one of the time windows wℓ ∈ W.
Lemma 9 (Complexity of the SOP). Choosing one delivery slot for a new customer order
makes the SOP equivalent to the feasibility version of an appropriate VRPTW instance. As
the VRPTW is strongly NP-hard [25] also the SOP is also strongly NP-hard and consists of
several feasibility problems that are all strongly NP-complete.
4 Approaches for Solving the SOP
In this section, we first review existing approaches to the SOP and later introduce an ANS
for the SOP.
4.1 Naive Approach
Following the definition of the SOP (Definition 8), one may solve the SOP by constructing a
new schedule for each new VRPTW instance that is defined by the set of already scheduled
customers C
′
and the prospective new customer order a˜ being temporarily assigned to a
delivery time window wℓ ∈ W. This can be achieved by solving a MILP model, e.g., [26, 27],
or by applying some heuristic approach, e.g., [24, 28, 29, 30, 23]. Once a significant number
of customers has been accepted, solving q different VRPTW instances from scratch for each
new customer request becomes intractable due to the high customer request rates and tight
run time restrictions that are typical for AHD systems. At the same time, the SOP is most
challenging once the majority of delivery capacity (time and weight) is already utilized.
Hence, it is advisable to use the current delivery schedule as starting point. Clearly, the
naive approach of solving VRPTW instances is superior concerning solution quality but
impractical for real-life applications.
4.2 Simple Insertion Heuristic
The Simple Insertion heuristic, based on [6], takes a new customer a˜, a tour A, and a time
slot wℓ ∈ W as input, and tries to insert a˜ into A at time slot wℓ. Therefore, it iterates
over all tours A +i a˜
wℓ , i ∈ Θ(a˜wℓ ,A), and checks their feasibility according to Lemma 5.
If successful, it returns the position at which customer a˜ can be inserted. As the Simple
Insertion heuristic does not modify the order of customers in the given schedule, it runs in
linear time. Hence, it is extremely fast in practice.
We iteratively apply the Simple Insertion heuristic to all time slots wℓ ∈ W and all tours
A ∈ S to calculate the set of time slots Ta˜ that allow to feasibly insert the new customer a˜.
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As soon as we find a tour for which the insertion of a˜ into wℓ is feasible, we add wℓ to Ta˜ and
do not consider insertions of a˜ into wℓ for the remaining tours. To the best of our knowledge,
this approach (or variations of it) constitutes the common approach in the literature (see
Section 2) as well in practice to determine Ta˜.
4.3 TSPTW Insertion
The SOP can also be tackled by applying a feasibility version of the Traveling Salesperson
Problem with Time Windows (TSPTW). The TSPTW is concerned with finding a tour that
visits a given set of customers within their delivery time windows such that a given objective
(typically the total travel time) is minimized. Hence, we select a tour A from the schedule S
and construct a new TSPTW instance from the customers that are assigned to A by adding
the prospective customer awℓ . Clearly, the existence of a feasible solution of the TSPTW
instance implies that the insertion of awℓ into this tour is feasible. Analogously to the Simple
Insertion heuristic, we iterate over all delivery time slots wℓ ∈ W and tours A ∈ S and
search for feasible solutions of the corresponding TSPTW instances in order to determine
the set of available delivery time slots Ta˜.
As the TSPTW is applied only to a single tour A ∈ S, the remaining schedule S \ A
remains unchanged. Thus, only insertions that can be obtained by modification of a single
tour can be found. Therefore, similar to the Simple Insertion heuristic, the TSPTW Insertion
method cannot find insertions that require more complex modifications of the schedule which
limits its effectiveness concerning the SOP. For solving the occurring TSPTW instances we
apply a MILP formulation that was introduced by Hungerla¨nder and Truden [10].
4.4 Adaptive Neighborhood Search
Above presented solution approaches for the SOP have in common that they lack either in
solution quality or in practicality. Hence, we aim to deliver a compromise between solving
VRPTW instances and the Simple Insertion method that is feasible for application in large-
scale AHD systems.
Our method builds on local search operations. If more than a single local search step
is required to find a feasible insertion, we need to decide which steps to apply. Hence, our
approach tries to free up space during the considered time window on a given tour by moving
(exchanging) customers to other tours. To the best of our knowledge, this is a novel feature
that has not been considered in the literature so far. In the following section, we elaborate
the different neighborhoods that are explored by the ANS.
5 Adaptive Neighborhood Search
In this section, we provide several definitions, followed by some important observations, that
enables us to formulate an efficient ANS heuristic for the SOP.
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5.1 Concepts used by the Adaptive Neighborhood Search Heuris-
tic
The following definitions aim for a quantification of the interdependencies between time
windows in a VRPTW. Following these concepts, the ANS will decide whether to perform
local improvement operations on customers inside or outside of the time window into which
the new customer has to be inserted.
Definition 10 (First/Last Index). For a given tour A we define the first and the last index
belonging to a given time slot wℓ ∈ W as
f(wℓ) := min
i∈[n]
{
i : swℓ ≤ sw(ai) ≤ ew(ai) ≤ ewℓ
}
,
l(wℓ) := max
i∈[n]
{
i : swℓ ≤ sw(ai) ≤ ew(ai) ≤ ewℓ
}
.
If above sets are empty, then the indices are not defined, i.e., [f(wℓ), l(wℓ)] = ∅.
Observation 11. In case of non-overlapping time slots and if wℓ is not empty, i.e., there
is at least one customer assigned to wℓ, the following statement holds:
Θ(a˜wℓ,A) ⊆ {f(wℓ)− 1, . . . , l(wℓ)}.
However, the statement does not hold if there exist overlapping time windows.
Definition 12 (Inside/Outside of Time Windows). The inside of wℓ ∈ W is defined by the
set of customers in(wℓ,A) := {ai ∈ A : i ∈ [f(wℓ), l(wℓ)]}. Analogously, the outside of
wℓ ∈ W is defined as out(wℓ,A) := A \ (in(wℓ,A) ∪ {a0, an+1}).
Observation 13. The inside of wℓ consists of customers ai that are
• assigned to time window wℓ, i.e., w(ai) = wℓ,
• assigned to a time window that is included in wℓ, i.e., swℓ ≤ sw(ai) ≤ ew(ai) ≤ ewℓ,
• or, captured by customers of wℓ (or its included time windows), e.g., there exist a
wℓ
j ∈ A
and awℓk ∈ A such that j < i < k, i, j, k ∈ [n].
Clearly, in(wℓ,A) is dependent on the actual tour sequence. However, in case of non-
overlapping time windows, the customers inside wℓ are exactly those who are assigned to
wℓ, i.e., in(wℓ,A) = {ai ∈ A : w(ai) = wℓ}.
In Figure, 1 we illustrate most definitions that have been introduced so far.
Definition 14 (Entrance, Exit, and Loss Time). For a tour A and a new customer a˜wℓ who
has to be inserted into time slot wℓ, we define the entrance and exit time of wℓ as
χ−wℓ(A, a˜
wℓ) := max
(
αaf(wℓ),f(wℓ)
, max
i∈Θ(a˜wℓ ,A), i≤f(wℓ)
αa˜wℓ ,i
)
− swℓ ,
χ+wℓ(A, a˜
wℓ) := ewℓ −min
(
βal(wℓ),l(wℓ)+1
, min
i∈Θ(a˜wℓ ,A), i≥l(wℓ)
βa˜wℓ ,i
)
.
12
swℓ ewℓewℓ−1swℓ+1
ewℓ+1 swℓ+2
af(wℓ) af(wℓ)+1 af(wℓ)+2 al(wℓ)−1 al(wℓ) al(wℓ)+1
wℓ−1: 08:00-09:30 wℓ+1: 09:00-09:45 wℓ: 09:00-11:00 wℓ+2: 10:00-11:30
Θ−(a˜wℓ ,A) Θ+(a˜wℓ ,A)
wℓwℓ−1 wℓ+1 wℓ+2
Time
Figure 1: Illustration of the first f(wℓ) and last index l(wℓ) of wℓ in case of overlapping time
windows. Moreover, we indicate the positions of the indices (vertical lines) of the insertion
points Θ−(a˜wℓ) and Θ+(a˜wℓ). We notice that Θ(a˜wℓ ,A) and {f(wℓ)− 1, . . . , l(wℓ)} differ as
also the insertion of a˜wℓ after customer al(wℓ)+1 must be considered. Further, we observe that
customer af(wℓ)+2 is inside wℓ although being assigned to wℓ−1.
The entrance time χ−wℓ corresponds to the amount of time that is “lost” at the beginning
of time slot wℓ. This can be caused by the service time required for the last customer order
before (outside) wℓ or the travel time needed for going from that customer to the first customer
inside wℓ. Similarly, the exit time χ
+
wℓ
corresponds to the loss of time at the end of the time
slot wℓ caused by the time required for traveling to the first customer after (outside) wℓ or
the service time at the last customer inside of wℓ.
Further, we denote χwℓ(A, a˜
wℓ) := χ−wℓ(A, a˜
wℓ) + χ+wℓ(A, a˜
wℓ) as the loss time of time
window wℓ. In case that [f(wℓ), l(wℓ)] = ∅, the loss time is given by
χwℓ(A, a˜
wℓ) = max
i∈Θ(a˜wℓ ,A)
(
(αa˜wℓ ,i − swℓ) + (ewℓ − βa˜wℓ ,i)
)
.
Figure 2 illustrates the entrance and exit time on a tour with non-overlapping time
windows.
Observation 15. Clearly, if χwℓ(A, a˜
wℓ) = 0, then a violation of TFEAS for a˜wℓ can only be
repaired by removing (exchanging) customers that are inside wℓ.
af(wℓ)−1 af(wℓ) a˜wℓ al(wℓ) al(wℓ)+1
χ−wℓ χ
+
wℓ
swℓ ewℓ
αaf(wℓ)−1
,f(wℓ)−1
αaf(wℓ)
,f(wℓ)
βal(wℓ)
,l(wℓ)
βal(wℓ)+1
,l(wℓ)+1
wℓ
Time
Figure 2: Illustration of the loss time χw(A, a˜
wℓ). Here, the case that the new customer a˜wℓ
is inserted into a tour, with non-overlapping time windows, between two other customers
assigned to time slot wℓ, is considered.
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Furthermore, we want to quantify the amount of service and travel time that is needed
for inserting a˜wℓ during time window wℓ.
Definition 16 (Free Time). For a given tour A the free time of time slot wℓ is defined as
λwℓ(A) := (ewℓ − swℓ)︸ ︷︷ ︸
(I)
−
l(wℓ)−1∑
i=f(wℓ)
(
s(ai) + t(ai, ai+1)
)
︸ ︷︷ ︸
(II)
,
where (I) is the length of wℓ and (II) is the amount of service and travel time that must be
handled within wℓ. In case that the indices f(wℓ) and l(wℓ) are not defined, i.e., in(wℓ,A) =
∅, term (II) is set to 0.
In Figure 3, we provide an illustration of the free time.
af(wℓ) af(wℓ)+1 al(wℓ)−1 al(wℓ)
λwℓ(A)
wℓ
swℓ ewℓ
Time
Figure 3: Illustration of free time λw(A) for a single time window.
Observation 17. Considering non-overlapping time windows, the insertion of customer
a˜wℓ at a certain position i ∈ {f(wℓ)− 1, . . . , l(wℓ)} requires an additional amount of (travel
and service) time, that must be handled within time window wℓ, that can be calculated by
λwℓ(A) − λwℓ(A +i a˜
wℓ). This assumes that all customers between af(wℓ) and al(wℓ) can be
moved arbitrarily (while maintaining their sequence) within time slot wℓ, i.e., all customers
assigned to wℓ can be seen as one consecutive block which length is given by (II). Hence,
the above statement is weakened in case of overlapping time windows as some customers
inside wℓ may be restricted by their assigned time windows such that no consecutive block of
customers can be formed. Therefore, a larger amount of time than (II) may be required for
tour A after the insertion of customer a˜wℓ.
5.2 Feasibility and Infeasibility Conditions
Next, we provide a necessary infeasibility condition concerning the insertion of a new cus-
tomer into a given tour.
Theorem 18 (Infeasibility Condition). The insertion of a˜wℓ into A is infeasible if the fol-
lowing inequality holds:
max
i∈Θ(a˜wℓ ,A)
λwℓ(A+i a˜
wℓ) < 0. (1)
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Observation 19. We note that Condition (1) solely depends on the customers inside wℓ.
Hence, in case of non-overlapping time windows, it is only dependent on the customers
assigned to time slot wℓ.
Proposition 20 (Feasibility Condition). Moreover, in case of non-overlapping time slots,
the insertion of a˜wℓ into A is feasible for at least one insertion position if the following
inequality holds:
max
i∈Θ(a˜wℓ ,A)
λwℓ(A+i a˜
wℓ)− χwℓ(A, a˜
wℓ) ≥ 0. (2)
In case of overlapping time slots, the statement does not hold.
5.3 Local Improvement Methods
Our ANS heuristic considers two different neighborhoods:
1. Inside includes all operations with customers inside time window wℓ, i.e., in(wℓ,A).
2. Outside represents operations with the remaining customers, i.e., out(wℓ,A).
The heuristic decides between those two neighborhoods considering the properties of the
current schedule and the search history.
We consider 1move and 1swap operations for local improvement of a given schedule with
respect to the current objective. Hence, we define the 1move (awℓ ,A,B) operation as the
procedure where we remove customer awℓ from tour A ∈ S and try to feasibly insert it into
tour B ∈ S, A 6= B, within time window wℓ.
As a 1swap (awℓ ,A,B) operation we define the procedure where we try to exchange
customer awℓ against any customer (within assigned time window wℓ) from a different tour
B.
A 1move (1swap) is feasible if both resulting tours are feasible. In our ANS, we apply
1move and 1swap operations, where we focus on the 1move operation when possible, as in
general it is computationally cheaper and more effective than the 1swap operation. We stop
once we reach a local minimum of our current objective function with respect to our current
neighborhood.
5.4 Adaptive Neighborhood Search for the SOP
Finally, we are able to concisely describe the details of our ANS for the SOP in Algorithm
1.
In our algorithm, we first (Step 1) ensure that the current tour A fulfills CFEAS after the
insertion of a new customer order a˜wℓ . If
∑
i∈[n]
c(ai)+c(a˜
wℓ) > CA holds, then order a˜
wℓ cannot
be feasibly inserted into tour A. In this case, we have to reduce the overall weight
∑
i∈[n]
c(ai)
of A. Our ANS heuristic reduces the used capacity via 1move and 1swap operations, where
we try to use as few operations as possible and to move as little weight as necessary to tours
from S \ A. Therefore, we try to remove as much weight as possible in each step and stop
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once there is sufficient spare capacity on A to insert a˜wℓ , i.e.,
∑
i∈[n]
c(ai) + c(a˜
wℓ) ≤ CA holds.
If we do not succeed in modifying A such that a˜wℓ can be feasibly inserted with respect to
CFEAS, then our algorithm terminates.
Next, in Step 2, we aim to increase the free time λwℓ(A) through 1move/1swap operations
within Inside until the Infeasibility Condition (1) does not hold anymore. Again we try to
increase λwℓ(A) using as few operations as possible in order to modify the tours (that have
been optimized before) as little as possible. If we reach a local optimum, i.e., no further
improvement is reached using 1move/1swap operations, and Inequality (1) is still satisfied,
then we terminate the algorithm because the following steps will not result in a feasible
insertion of the new customer order.
Step 3 is concerned with reducing the loss time χwℓ(A, a˜
wℓ) of time slot wℓ through local
improvement operations within Outside until either the new customer order can be inserted
into the tour, the loss time is equal to zero, i.e., χwℓ(A, a˜
wℓ) = 0, or a local optimum is
reached.
Finally, in Step 4, we try to further increase the free time through 1move/1swap opera-
tions within Inside until either the insertion of order a˜wℓ is possible or a local optimum (of
the free time objective) is reached and hence, we are not able to insert a˜wℓ within time slot
wℓ.
During Steps 2-4, we apply 1move/1swap operations only if for the resulting tour A still
holds
∑
i∈[n]
c(ai) + c(a˜
wℓ) ≤ CA.
Also, during Step 3, we apply 1move/1swap operations only if the infeasibility Condition
(1) does not hold for the resulting tour A.
In order to solve the SOP we apply Algorithm 1 to each time window wℓ ∈ W and all
tours A ∈ S. The set of available time windows Ta˜ contains all time windows wℓ for which
the ANS returns true for at least one tour.
6 Computational Experiments
In this section, we evaluate the perfomance of the proposed ANS approach and compare
it against the Simple Insertion heuristic and the TSPTW Insertion approach (see Section
4). Hence, we conduct computational experiments on a set of benchmark instances that are
designed to mimic real-world instances as they are encountered by a leading international
grocery retailer.
We first describe our benchmark instances in Subsection 6.1. In Subsection 6.2, we
discuss our experimental setup. Finally, in Subsection 6.3, we present and interpret the
corresponding results.
6.1 Benchmark Instances
To ensure a meaningful evaluation of the performance of the proposed ANS, we created
benchmark instances that resemble urban settlement structures. The instances are designed
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Algorithm 1 Adaptive Neighborhood Search
1: Input: S, A, a˜wℓ .
2: Step 1: Check capacity feasibility
3: while
∑
i∈[n]
c(ai) + c(a˜
wℓ) > CA and no local optimum is reached do
4: Reduce
∑
i∈[n]
c(ai) by applying 1move/1swap operations to customers ai ∈ A.
5: if
∑
i∈[n]
c(ai) + c(a˜
wℓ) > CA then
6: return false
7: Step 2: Increase free time
8: while Condition (1), max
i∈Θ(a˜wℓ ,A)
λwℓ(A+i a˜
wℓ) < 0, holds true and no local optimum is reached
do
9: Increase λwℓ(A) by applying 1move/1swap operations to customers in(wℓ,A).
10: if Condition (1) holds true then
11: return false
12: Step 3: Reduce loss time
13: while insertion of a˜wℓ is not TFEAS and χwℓ(A, a˜
wℓ) > 0 and no local optimum is reached do
14: Reduce χwℓ(A, a˜
wℓ) by applying 1move/1swap operations to customers out(wℓ,A).
15: Step 4: Further increase free time
16: while insertion of a˜wℓ is not TFEAS and no local optimum is reached do
17: Increase λwℓ(A) by applying 1move/1swap operations to customers in(wℓ,A).
18: if insertion of a˜wℓ is TFEAS then
19: return true
20: else
21: return false
22: Output: true, if a feasible insertion of a˜wℓ into A is found. false, otherwise.
to mimic instances as they arise in an online grocery shopping service of a leading interna-
tional supermarket chain with respect to travel times, length of time windows, duration of
service times, customer order weights, and their proportions to vehicle capacities.
In order to allow a proper comparison of the methods for solving the SOP, see Section
4, we constructed instances which consist of
• a feasible schedule which contains p customers, and
• a new customer order for which the availability of delivery time slots must be decided.
To create SOP instances for benchmarking we had to create feasible delivery schedules
that are already filled with orders. Hence, we created delivery schedules by iteratively trying
to insert 5000 customers into each schedule. The Simple Insertion heuristic was used to
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conduct the feasibility checks. The number of customers that are contained in the resulting
schedule is denoted by pˆ. We consider pˆ being a sufficiently good approximation of the
maximal number that can be inserted into a schedule considering a given configuration.
Hence, we distinguish two scenarios. In the first scenario, we perform no optimization
between the insertion steps. In the second scenario, the schedule is re-optimized after each
customer insertion such that the total travel time of the schedule is reduced by repeatedly
applying 1move operations, see Cwioro et al. [31] for details. In general, the schedules in the
second scenario contain more orders while utilizing the same number of vehicles.
Since the practical hardness of the SOP increases as the schedules get filled up with
customers, we consider SOP instances with different fill levels. The fill level f of a schedule
is defined as the ratio between the number of customers p in the schedule and the maximal
number of customers pˆ that can be inserted into the schedule. For benchmarking at a
given fill level f we select the schedule, that was generated during above described process,
containing p = ⌈f · pˆ⌉ orders.
In more detail, our benchmark instances have the following characteristics:
• Grid Size. We consider a 20 km × 20 km square grid. This roughly corresponds
to the size of a European capital such as Vienna, Austria. Note that each instance
corresponds to one delivery region that is served by one depot, which has its assigned
fleet of vehicles.
• Placing of Customers. When placing the customers on the chosen grid, we tried
to recreate urban settlement structures. Typically, these are characterized by varying
customer densities. To simulate this behavior, only 20% of the customer locations
have been sampled from a two-dimensional uniform distribution, while the remaining
80% of the customer locations have been randomly assigned to 15 clusters. The center
(location) of each cluster µ = (µx, µy) is sampled from a two-dimensional uniform distri-
bution. The shape of each cluster is defined by the covariance matrix Σ =
(
σx
2 0
0 σy
2
)
,
where σx
2 and σy
2 both follow a uniform distribution. Furthermore, the clusters have
been rotated by a random angle between 0 and 2pi. Finally, the customer locations
have been sampled from the multivariate normal distribution N(µ,Σ) of the assigned
cluster and all coordinates have been rounded to integers. Moreover, the numbering
of the customers is randomly permuted.
• Depot location. We consider two different placements of the depot: At the center of
the grid and at the center of the top left quadrant. In each test setup there are equally
many instances for both variants.
• Travel times. We assume a travel speed of 20 km/h, see Pan et al. [32]. The distance
between two locations is calculated as the Euclidean distance between them. Travel
times are calculated proportionally to the Euclidean distances, using the assumed travel
speed and are rounded to integer seconds. As the Euclidean distance between two
points is in general shorter than the shortest path distance in an underlying road
network, we multiply all distances by a correction factor of 1.5 [15].
• Order weights. The order weights of customers have been sampled from a truncated
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normal distribution with mean of 7 and standard deviation of 2, where the lower bound
is 1 and the upper bound is 15. The values are rounded to integers. Each vehicle has
a loading capacity of 200 units.
• Service times. We assume the service time at each customer to be 5 minutes.
• Shift patterns. All tours have the same start and end times. The vehicle operation
times are chosen such that they do not lead to a highly restricted SOP.
• Customer choice model. Customers are iteratively inserted into the schedule fol-
lowing a simple customer choice model that simulates the decisions that are usually
taken by the customers. We have chosen a simple model (following [15]), where every
customer has just one desired delivery time window that has been set beforehand in
the benchmark instance. If the preferred time window is not offered to the customer,
we assume that the customer refuses to place an order. As in reference [12], we assume
that all delivery time windows are equally prominent among customers in order to ob-
tain unbiased results that allow for an easier identification and clearer interpretation
of the key findings. Following a uniform distribution, we simulate this by a random
assignment of each customer to one time window out of the defined set of time windows
W.
In summary, our assumptions were chosen in order to find a good compromise between
realistic real-world instances and enabling a concise description and interpretation of the
experimental setup.
6.2 Setup
For each generated instance we solve the SOP using the Simple Insertion heuristic, the
TSPTW Insertion approach, and the newly proposed ANS heuristic. In order to investigate
the differences between the considered methods we analyze their performance on different
sets of time windows, instance sizes, and fill levels. Hence, we run tests on benchmark
instances having 20, 40, and 60 tours (vehicles) and consider fill levels of 85%, 90%, 95%,
and 99%. Moreover, we consider the following three different sets of delivery time windows:
• Setup I. 10 non-overlapping time windows having length of 1 hour each, e.g., 08:00-
09:00, 09:00-10:00, etc.
• Setup II. 10 overlapping time windows having length of 1.5 hours each (except for the
last time window, which has 1 hour length), where each window overlaps the preceding
time window by 30 minutes, e.g., 08:00-09:30, 09:00-10:30, etc.
• Setup III. 12 overlapping time windows, consisting of 9 windows having length of 1
hour each, 08:00-09:00, 10:00-11:00,. . . , 16:00-17:00 and (similar to [9]) 3 time windows
of 3 hours length, morning: 08:00-11:00, noon: 11:00-14:00, afternoon: 14:00-17:00.
6.3 Results
All experiments are performed on an Ubuntu 14.04 machine powered by an Intel Xeon
E5-2630V3 @ 2.4 GHz 8 core processor and 132 GB RAM. We choose Gurobi 6.5.1 as
MILP-solver and run all computations in single thread mode. Parallelization of the applied
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methods is not considered. The absence of overlapping time windows allows for a more
efficient MILP formulation of the TSPTW for Setup I than for Setup II and Setup III, see
[10] for details.
In below tables, we report the number of feasible time slots found by each method and
required run times (min:sec.ms) for our three setups considering optimized and non-optimized
schedules as well as four different fill levels. We report the results for Setup I in Tables 1 and
2, for Setup II in Tables 3 and 4, and for Setup III in Tables 5 and 6. Moreover, we report the
number of feasible time slots that are found by combining the findings of all three methods.
Additionally, we report pˆ, the number of customers at 100% fill level. This number is also
used to determine the fill level 85% - 99%. All reported numbers are average values over
100 instances each.
As reference to compare against, we select the Simple Insertion heuristic. Both other
methods, TSPTW Insertion and ANS, are entitled to find at least the delivery time slots
that are determined by the Simple Insertion heuristic. This property is guaranteed due to
the construction of those methods. Unfortunately, we can not provide an upper bound for
the number of feasible delivery time slots as, to the best of our knowledge, there is no more
powerful search method applicable for the SOP in the current literature.
In our experiments, we restrict the ANS to 1move operations as preliminary experiments
showed that allowing 1swap operations yields unacceptably long run times.
Primarily, we notice that the Simple Insertion heuristic returns solutions for the SOP in
less than one millisecond for all considered instances. At fill level 85% the instances are still
rather easy and hence, already the Simple Insertion heuristic determines nearly all time slots
as being feasible. While the Simple Insertion heuristic still performs well at 90% and 95%
when optimized schedules are considered, it performs poorly on non-optimized schedules
with the same fill levels.
Further, we observe that the TSPTW Insertion approach yields a slight improvement over
the Simple Insertion heuristic in terms of available time windows at 85 − 95%. However,
a significant improvement can be observed when it is applied to non-optimized schedules
at 99% fill level. TSPTW Insertion shows acceptable run times for Setup I. In contrast,
run times for Setup II and Setup III are between 3 seconds and nearly 4 minutes and thus,
unacceptable. Hence, considering these findings, the TSPTW Insertion turns out to be
impractical for AHD systems.
Moreover, we notice that the ANS yields significantly more feasible time slots than Simple
Insertion (and TSPTW Insertion) on non-optimized schedules at 95% and 99%. Similar
behavior can be observed on optimized schedules at 99%. The run times of the ANS stay
below 1 second for nearly all setups with up to 95% fill level. The ANS clearly performs
best in terms of solution quality on instances having 99% fill level resulting in up to 11 times
more available delivery time windows than Simple Insertion. However, on those instances
its run time reaches up to 9 seconds (on 60 vehicles). It is worth pointing out that the
performance of the ANS is nearly constant over all three Setups showing that it can also
deal with instances having overlapping delivery time windows.
In general, we notice a slight performance drop of the ANS (compared to TSPTW In-
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sertion) from optimized schedules to non-optimized schedules. This behavior is especially
apparent in the presence of overlapping time windows (Setup II and III) and 20 vehicles
at fill level 99%. This can be explained in a way such that in general, identifying feasible
time windows is less hard for non-optimized schedules as they contain less orders on average.
Also there is more potential for improvement when applying TSPTW Insertion as the single
tours have not been improved in any way after inserting the customers. This circumstance
combined with the rather small number of tours that the ANS can work with is favorable
for the TSPTW Insertion on the small instances (20 vehicles).
Our experiments show that the ANS heuristic is capable of finding a larger number
of feasible delivery slots than the Simple Insertion heuristic, requiring run times that are
suited for AHD services when dealing with moderately sized problem instances. However,
to efficiently tackle very large instances, parallelization of the ANS is advised.
In summary, the ANS heuristic is clearly the best method for solving the SOP when
being concerned with the solution quality.
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Setup I (10 windows) - non-optimized schedules
20 Vehicles 40 Vehicles 60 Vehicles
Avg. pˆ 411.3 572.5 408.0
Fill level 85% 90% 95% 99% 85% 90% 95% 99% 85% 90% 95% 99%
Avg. run time
(min:sec.ms)
Simple Insertion .001 .001 .001 .001 .001 .001 .001 .001 .001 .001 .001 .001
TSPTW Insertion .686 .172 .561 1.308 .368 .733 1.472 1.754 .223 .422 1.112 1.970
ANS .051 .172 .642 1.554 .027 .107 .673 4.459 .024 .089 .468 4.031
Avg. number
of feasible slots
Simple Insertion 8.21 6.13 2.98 0.19 9.51 8.56 5.64 0.78 9.82 9.47 7.67 2.00
TSPTW Insertion 8.96 7.51 4.97 1.82 9.68 9.17 7.23 2.85 9.85 9.62 8.60 4.30
ANS 9.87 9.68 8.72 2.14 9.68 9.93 9.74 6.78 9.96 9.94 9.93 9.39
Combined 9.88 9.73 8.97 3.31 9.97 9.93 9.75 7.22 9.96 9.94 9.93 9.43
Table 1: Summary of the computational experiments for Setup I considering non-optimized schedules.
Setup I (10 windows) - optimized schedules
20 Vehicles 40 Vehicles 60 Vehicles
Avg. pˆ 602.8 1238.6 1907.3
Fill level 85% 90% 95% 99% 85% 90% 95% 99% 85% 90% 95% 99%
Avg. run time
(min:sec.ms)
Simple Insertion .001 .001 .001 .001 .001 .001 .001 .001 .001 .001 .001 .001
TSPTW Insertion .637 .793 .868 .061 .558 .622 .746 .148 .592 .580 .743 .455
ANS .030 .048 .118 1.524 .030 .039 .077 3.599 .049 .052 .077 1.377
Avg. number
of feasible slots
Simple Insertion 9.77 9.47 7.48 0.30 9.99 9.93 9.67 1.00 9.98 9.98 9.83 4.20
TSPTW Insertion 9.81 9.53 7.82 0.34 9.99 9.93 9.70 1.04 9.98 9.98 9.83 4.29
ANS 9.95 9.96 9.95 2.10 9.99 9.99 9.98 6.07 9.98 9.98 9.98 9.63
Combined 9.95 9.96 9.95 2.13 9.99 9.99 9.98 6.07 9.98 9.98 9.98 9.63
Table 2: Summary of the computational experiments for Setup I considering optimized schedules.
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Setup II (10 windows) - non-optimized schedules
20 Vehicles 40 Vehicles 60 Vehicles
Avg. pˆ 413.8 603.6 628.0
Fill level 85% 90% 95% 99% 85% 90% 95% 99% 85% 90% 95% 99%
Avg. run time
(min:sec.ms)
Simple Insertion .001 .001 .001 .001 .001 .001 .001 .001 .001 .001 .001 .001
TSPTW Insertion 12.525 42.928 1:27.743 1:34.526 5.684 20.356 1:11.617 2:24.469 3.505 11.182 52.761 2:22.804
ANS .059 .173 .664 1.667 .039 .138 .671 5.565 .032 .138 .683 7.837
Avg. number
of feasible slots
Simple Insertion 8.70 6.88 3.12 0.28 9.35 8.48 6.10 0.43 9.57 9.05 7.40 0.76
TSPTW Insertion 9.52 8.94 7.03 2.97 9.78 9.51 8.76 3.88 9.84 9.68 8.96 5.04
ANS 9.88 9.81 8.88 2.66 9.96 9.92 9.73 5.28 9.99 9.95 9.83 8.43
Combined 9.88 9.81 9.28 4.59 9.96 9.92 9.77 6.66 9.99 9.95 9.87 8.76
Table 3: Summary of the computational experiments for Setup II considering non-optimized schedules.
Setup II (10 windows) - optimized schedules
20 Vehicles 40 Vehicles 60 Vehicles
Avg. pˆ 596.4 1262.2 1880.0
Fill level 85% 90% 95% 99% 85% 90% 95% 99% 85% 90% 95% 99%
Avg. run time
(min:sec.ms)
Simple Insertion .001 .001 .001 .001 .001 .001 .001 .001 .001 .001 .001 .001
TSPTW Insertion 33.134 41.241 1:05.983 6.253 42.101 42.409 50.570 6.281 41.024 1:01.611 1:03.537 11.598
ANS .024 .039 .089 1.867 .027 .039 .069 5.763 .036 .040 .066 8.343
Avg. number
of feasible slots
Simple Insertion 9.78 9.55 8.02 0.28 9.96 9.91 9.54 0.39 9.98 9.98 9.68 0.72
TSPTW Insertion 9.90 9.72 8.76 0.24 9.97 9.94 9.70 0.47 10.00 10.00 9.84 0.70
ANS 9.97 9.97 9.92 1.11 9.99 9.99 9.97 3.45 10.00 10.00 9.84 6.36
Combined 9.98 9.97 9.92 1.13 9.99 9.99 9.97 3.45 10.00 10.00 10.00 6.36
Table 4: Summary of the computational experiments for Setup II considering optimized schedules.
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Setup III (12 windows) - non-optimized schedules
20 Vehicles 40 Vehicles 60 Vehicles
Avg. pˆ 362.9 513.7 406.0
Fill level 85% 90% 95% 99% 85% 90% 95% 99% 85% 90% 95% 99%
Avg. run time
(min:sec.ms)
Simple Insertion .001 .001 .001 .001 .001 .001 .001 .001 .001 .001 .001 .001
TSPTW Insertion 18.140 47.823 1:56.595 3:03.722 4.388 28.660 1:44.801 3:52.690 2.645 15.541 1:27.422 5:20.061
ANS .052 .190 .727 2.025 .021 .204 1.126 5.795 .012 .112 .847 8.412
Avg. number
of feasible slots
Simple Insertion 9.95 8.04 4.21 0.32 11.53 10.05 6.11 0.44 11.84 11.02 8.54 1.21
TSPTW Insertion 11.21 10.33 8.21 4.95 11.95 11.53 10.21 6.44 11.93 11.73 10.78 6.65
ANS 11.95 11.74 10.81 3.36 12.00 11.95 11.74 8.17 12.00 11.98 11.94 10.16
Combined 11.95 11.81 11.23 6.41 12.00 12.00 11.89 9.61 12.00 11.99 11.97 10.73
Table 5: Summary of the computational experiments for Setup III considering non-optimized schedules.
Setup III (12 windows) - optimized schedules
20 Vehicles 40 Vehicles 60 Vehicles
Avg. pˆ 599.3 1248.4 1897.9
Fill level 85% 90% 95% 99% 85% 90% 95% 99% 85% 90% 95% 99%
Avg. run time
(min:sec.ms)
Simple Insertion .001 .001 .001 .001 .001 .001 .001 .001 .001 .001 .001 .001
TSPTW Insertion 47.450 59.516 1:27.920 9.822 57.120 53.772 1:15.730 14.778 56.969 54.405 1:04.239 17.879
ANS .029 .049 .136 2.069 .044 .050 .084 6.435 .052 .057 .073 8.981
Avg. number
of feasible slots
Simple Insertion 11.86 11.54 9.08 0.19 12.00 11.98 11.63 0.37 12.00 12.00 11.90 0.73
TSPTW Insertion 11.96 11.69 9.62 0.23 12.00 11.99 11.74 0.44 12.00 12.00 11.92 0.69
ANS 12.00 12.00 11.95 1.98 12.00 12.00 12.00 4.48 12.00 12.00 12.00 7.59
Combined 12.00 12.00 11.95 1.99 12.00 12.00 12.00 4.48 12.00 12.00 12.00 7.59
Table 6: Summary of the computational experiments for Setup III considering optimized schedules.
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7 Conclusion
In this work, we presented the Slot Optimization Problem (SOP) that occurs in the context
of Attended Home Delivery (AHD) services. AHD systems are used whenever a retailing
company offers online shopping services that require that customers must be present when
their deliveries arrive. Therefore, the retail company and the customer must both agree on
a time window during which delivery can be guaranteed. Although online grocery shopping
services, as offered by most major grocery retailers nowadays, constitute the most prominent
use case of AHD services, there are many related fields of application such as maintenance
and repair services, on-demand mobility services, patient home health care services, etc.
The SOP is concerned with finding the maximal number of feasible delivery time slots
during which a new customer order can be added into an existing delivery schedule. It is
common practice to hide certain delivery options from the customer or offer them at different
rates in order to steer the incoming demand such that the expected profit is maximized. In
any case, before offering delivery time windows to a customer, their availability must be
validated. Thus, the SOP must be solved quickly in order to guarantee a smooth booking
process.
We proposed a novel Adaptive Neighborhood Search (ANS) heuristic to solve the SOP
efficiently. The ANS heuristic is designed to handle overlapping delivery time windows, as
their use is common practice in grocery home delivery services. Hence, the ANS can decide
the feasibility of accepting a new customer order (based on a given delivery schedule) during
a given delivery time slot in a computationally efficient manner.
Finally, we provided a computational study that assesses our ANS heuristic on a diverse
set of benchmark instances that are designed to mimic the real-world set-up of a leading
grocery retailer.
We compared the ANS against the common Simple Insertion heuristic [6] and against a
feasibility version of the Traveling Salesperson Problem with Time Windows .
Our computational study shows that the ANS outperforms both other approaches on
every benchmark set and furthermore complies with the strict time limitations that are set
in real-world applications.
A promising future research direction would be to integrate our approach into dynamic
slotting and pricing approaches from the literature. Combining the presented heuristic with
more powerful local search procedures may be worthwhile as well.
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