When using traditional search engines, users have to formulate queries to describe their information need. This paper discusses a di erent approach t o w eb searching where the input to the search process is not a set of query terms, but instead is the URL of a page, and the output is a set of related web pages. A related web page is one that addresses the same topic as the original page. For example, www.washingtonpost.com is a page related to www.nytimes.com, since both are online newspapers.
Introduction
Traditional web search engines take a query as input and produce a set of (hopefully) relevant pages that match the query terms. While useful in many circumstances, search engines have the disadvantage that users have to formulate queries that specify their information need, which is prone to errors. This paper discusses how to nd related web pages, a di erent approach to web searching. In our approach the input to the search process is not a set of query terms, but the URL of a page, and the output is a set of related web pages. A related web page is one that addresses the same topic as the original page, but is not necessarily semantically identical. For example, given www.nytimes.com, t h e tool should nd other newspapers and news organizations on the web. Of course, in contrast to search engines, our approach requires that the user has already found a page of interest.
Recent work in information retrieval on the web has recognized that the hyperlink structure can be very valuable for locating information 18, 3, 7, 23, 19, 25, 24, 6, 17, 5] . This assumes that if there is a link from page v and w, then the author of v recommends page w, and links often connect related pages. In this paper, we describe the Companion and Cocitation algorithms, two algorithms which use only the hyperlink structure of the web to identify related web pages. For example, Table 1 Table 2 : Comparison of results for the Companion and Netscape algorithms. A \1" means that the page was valuable, a \0" means that the page was not valuable, a \{" means that the page could not be accessed.
input (in this case, the results for the Cocitation algorithm are identical and the results for Netscape are very similar, although this is not always true). One of our goals was to design algorithms with high precision that are very fast and that do not require a large number of di erent kinds of input data. Since we h a ve a tool that gives us access to the hyperlink structure of the web (the Connectivity Server 4]), we focused on algorithms that only use connectivity information to identify related pages. Our algorithms use only the information about the links that appear on each page and the order in which t h e links appear. They neither examine the content of pages, nor do they examine patterns of how users tend to navigate among pages.
Our Companion algorithm is derived from the HITS algorithm proposed by Kleinberg for ranking search engine queries 17]. Kleinberg suggested that the HITS algorithm could be used for nding related pages as well, and provided anecdotal evidence that it might work well. In this paper, we extend the algorithm to exploit not only links but also their order on a page (see Section 2.1.1) and present the results of a user-study showing that the resulting algorithm works very well.
The Cocitation algorithm nds pages that are frequently cocited with the input URL u (that is, it nds other pages that are pointed to by m a n y other pages that all also point t o u).
Netscape Communicator Version 4.06 introduced a related pages service that is built into the browser 12] (see Section 2.3 for a more detailed discussion). On the browser screen, there is a \What's Related" button, which presents a menu of related web pages in some cases. The \What's Related" algorithm in Netscape is based on technology developed by Alexa, Inc., and computes its answers based on connectivity information, content information, and usage information 11].
To compare the performance of our two algorithms and Netscape's algorithm, we performed a user study on 59 URLs chosen by 18 volunteers. Our study results show that the precision at 10 computed over all 59 URLs of our two algorithms are 73% better and 51% better than Netscape's. Not all algorithms gave answers for all URLs in our study. If we restrict the comparison to only the 37 URLs for which all three algorithms returned answers, then the precision at 10 of our two algorithms are 40% and 22% better than Netscape's algorithm. This is surprising since our algorithms are based only on connectivity information.
Netscape's algorithm gives answers for about 17 million URLs 11], while our algorithms can give a n s w ers for a much larger set of URLs (we h a ve connectivity information on 180 million URLs). This is important because it means that we c a n g i v e related URL information for more URLs. Our algorithms are also fast: in our environment, both average less than 200 msec of computation per input URL.
The example shown in Table 1 is for a URL with a very high level of connectivity ( www.nytimes.com contains 47,751 inlinks in our Connectivity S e r v er), and all three algorithms generally perform quite well for well-connected URLs. Our algorithms can also work well when there is much less connectivity, a s s h o wn by the example in Table 2 . This table shows the answers for the Companion and Netscape algorithms for linas.org/linux/corba.html, o n e of the input URLs chosen by a user as part of our user study. Alongside each answer is the user's rating for each answer, with a '1' meaning that the user considered the page related, '0' meaning that the user considered the page unrelated, and '{' meaning that the user was unable to access the page at all. The original page was about CORBA implementations for Linux, and there were 123 pages pointing to this page in our Connectivity Server. Nine of the ten answers given by the Companion algorithm were deemed related by our user, while only one page from Netscape's set of answers was deemed related. Most of Netscape's answers were about the much broader topic of Linux, rather than speci cally about CORBA implementations on Linux.
Section 2 presents our algorithms in detail and describes Netscape's service, while Section 3 discusses the implementation of our algorithms. Section 4 describes the user study we performed and presents its results, and also provides a brief performance evaluation of our algorithms. Finally, Section 6 presents our conclusions.
Related Page Algorithms
In this section we describe our two algorithms (the Companion algorithm and the Cocitation algorithm), as well as Netscape's algorithm. Unlike Netscape's algorithm, bothof our algorithms exploit only the hyperlink-structure (i.e. graph connectivity) of the web and do not examine the information about the content or usage of pages. Netscape's algorithm uses all three kinds of information to arrive at its results.
In the sections below, we use the terms parent and child. If there is a hyperlink from page w to page v, w e s a y that w is a parent of v and that v is a child of w.
Companion Algorithm
The Companion algorithm takes as input a starting URL u and consists of four steps:
1. Build a vicinity graph for u.
2. Contract duplicates and near-duplicates in this graph. 3. Compute edge weights based on host to host connections. 4. Compute a hub score and an authority score for each node in the graph and return the top ranked authority nodes (our implementation returns the top 10). This phase of the algorithm uses a modi ed version of the HITS algorithm originally proposed by Kleinberg 17 ].
These steps are described in more detail in the subsections below. Only step 1 exploits the order of links on a page.
2.1.1
Step 1: Building the Vicinity Graph
Given a query URL u we build a directed graph of nodes that are nearby to u in the web graph.
Graph nodes correspond to web pages and graph edges correspond to hyperlinks. The graph consists of the following nodes (and the edges between these nodes):
1. u, 2. up to B parents of u, and for each parent u p t o BFof its children di erent from u, and 3. up to F children of u, and for each ch i l d u p t o F B of its parents di erent f r o m u. Here is how w e c hoose these nodes in detail: There is a stoplist STOPof URLs that are unrelated to most queries and that have v ery high indegree. Our stoplist was developed by experimentation, and currently contains 21 URLs. Examples of nodes that appear on our stoplist are www.yahoo.com and www.microsoft.com/ie/download.html. If the starting URL u is not one of the nodes on our stoplist, then we ignore all the URLs on the stoplist when forming the vicinity graph. If u does appear on the stoplist, however, then we disable the stoplist (i.e. set STOPto the empty list) and freely include any nodes in the vicinity graph. We disable the stoplist when the input URL appears on the stoplist because many nodes on the stoplist are popular search engines and portals, and we want to permit these nodes to be considered when the input URL is another such popular site.
Go back (B), and back-forward (BF): I f u has more than B parents, add B random parents not on STOPto the graph otherwise add all of u's parents. I f a p a r e n t x of u has more than BF+ 1 children, a d d u p t o BF= 2 children pointed to by the BF= 2 links on x immediately preceding the link to u and up to BF= 2 c hildren pointed to by t h e BF= 2 l i n k s o n x immediately succeeding the link to u (ignoring duplicate links). If page x has fewer than BFchildren, we add all of its children to the graph. Note that this exploits the order of links on page x.
Go forward (F), and forward-back (FB): I f u has more than F children, add the children pointed to by the rst F links of u otherwise, add all of u's children. If a child of u has more than BF parents, add the BFparents not on STOPwith highest indegree otherwise, add all of the child's parents.
If there is a hyperlink from a page represented by n o d e v in the graph to a page represented by node w and v and w do not belong to the same host, then there is a directed edge from v to w in the graph (we omit edges between nodes on the same host).
In our experience, we h a ve found that using a large value for B (2000) and a small value for BF (8) works better in practice than using moderate values for each ( s a y, 50 and 50). We h a ve observed that links to pages on a similar topic tend to beclustered together, while links that are farther apart on a page are less likely to be on the same topic (for example, most hotlists are grouped into categories). This has also been observed by other researchers 9]. Using a larger value for B also means that the likelihood of the computation being dominated by a single parent page is reduced.
Step 2: Duplicate Elimination
After building this graph we c o m bine near-duplicates. We s a y t wo nodes are near-duplicates if (a) they each have more than 10 links and (b) they have at least 95% of their links in common. To combine two near-duplicates we replace their two nodes by a node whose links are the union of the links of the two near-duplicates. This duplicate elimination phase is important because many pages are duplicated across hosts (e.g. mirror sites, di erent aliases for the same page), and we have observed that allowing them to remain separate can greatly distort the results.
Step 3: Assign Edge Weights
In this stage, we assign a weight to each edge, using the edge weighting scheme of Bharat and Henzinger 5] which we repeat here for completeness. An edge between two nodes on the same host 1 has weight 0 . If there are k edges from documents on a rst host to a single document o n a second host we give e a c h edge an authority weight of 1=k. This weight is used when computing the authority score of the document on the second host. If there are l edges from a single document on a rst host to a s e t o f documents on a second host, we give each edge a hub weight of 1=l. We perform this scaling to prevent a single host from having too much in uence on the computation.
We call the resulting weighted graph the vicinity graph of u.
Step 4: Compute Hub and Authority Scores
In this step, we run the imp algorithm 5] on the graph to compute hub and authority scores. The imp algorithm is a straightforward extension of the HITS algorithm with edge weights.
The intuition behindthe HITS algorithm is that a document that points to many others is a goodhub, and a document that many documents point to is a good authority. Transitively, a document that points to many good authorities is an even better hub, and similarly a document pointed to by many good hubs is an even better authority. The HITS computation repeatedly updates hub and authority scores so that documents with high authority scores are expected to have relevant content, whereas documents with high hub scores are expected to contain links to relevant c o n tent. The computation of hub and authority scores is done as follows: Note that the algorithm does not claim to nd all relevant pages, since there may besome that have g o o d c o n tent b u t h a ve not been linked to by m a n y authors. The Companion algorithm then returns the nodes with the ten highest authority scores (excluding u itself) as the pages that are most related to the start page u. 1 We assume throughout the paper that the host can be determined from the URL-string.
Cocitation Algorithm
An alternative approach for nding related pages is to examine the siblings of a starting node u in the web graph. Two nodes are co-cited if they have a common parent. In some cases there is an insu cient l e v el of cocitation with u to provide meaningful results. In our implementation, if there are not at least 15 nodes in S that are cocited with u at least twice, then we restart the algorithm using the node corresponding to u's URL with one path element removed. For example, if u's URL is a.com/X/Y/Z and an insu cient numberof cocited nodes exist for this URL, then we restart the algorithm with the URL a.com/X/Y (if the resulting URL is invalid, we c o n tinue to chop elements until we are left with just a host name, or we n d a v alid URL).
In our implementation, we c hose B to be 2000 and BFto be 8 (the same parameter values we used for our implementation of the Companion algorithm).
One way of looking at the Cocitation algorithm is that it nds \maximal" n X 2 bipartite subgraphs in the vicinity graph.
Netscape's Approach
Netscape introduced a new \What's Related?" feature in version 4.06 of the Netscape Communicator browser. Details about the approach used to identify related pages in their algorithm are sketchy. However, the What's Related FAQ page indicates that the algorithm uses connectivity information, usage information, and content analysis of the pages to determine relationships. We quote from the \What's Related" FAQ page:
The What's Related data is created by Alexa Internet. Alexa uses crawling, archiving, categorizing and data mining techniques to build the related sites lists for millions of web URLs. For example, Alexa uses links on the crawled pages to nd related sites. The day-to-day use of What's Related also helps build and re ne the data. As the service i s u s e d, the requested URLs are l o gged. By looking at high-level trends, Netscape a n d A lexa can deduce r elationships between web sites. For example, if thousands of users go directly from site A to site B, the two sites are likely to be r elated. Next, Alexa checks all the URLs to make sure t h e y a r e live links. This process removes links that would try to return pages that don't exist (404 errors), as well as any links to servers that aren't available to the general Internet population, such as servers that are no longer active or are behind rewalls. Finally, once a l l o f t h e r elationships are established and the links are c h e cked, the top ten related sites for each URL are chosen by looking at the strength of the relationship between the sites. Each month, Alexa recrawls the web and rebuilds the data to pull in new sites and to re ne the relationships between the existing sites. New sites with strong relationships to a site will automatically appear in the What's Related list for that site by displacing any sites with weaker relationships. Note that since the relationships between sites are b ased o n s t r ength, What's Related lists are n o t necessarily balanced. Site A may appear in the list for Site B, but Site B may not be in the list
Implementation
In experimenting with these algorithms, we w ere fortunate to have access to Compaq's Connectivity Server 4]. The Connectivity S e r v er provides high speed access to the graph structure of 180 million URLs (nodes) and the links (edges) that connect them. The entire graph structure is kept in memory on a Compaq AlphaServer 4100 with 8 GB of main memory and dual 466 MHz Alpha processors. The random access patterns engendered by the connectivity-based algorithms described in this paper mean that it is important for most or all of the graph to t in main memory to prevent high levels of paging activity.
We implemented a multi-threaded server that accepts a URL uses either the Cocitation algorithm or the Companion algorithm to nd pages related to the given URL. Our server implementation consists of approximately 5500 lines of commented C code, of which approximately 1000 lines implement the Companion algorithm, 400 lines implement the Cocitation algorithm, and the remainder are shared code to perform tasks such as parsing HTTP query requests, printing results, and logging status messages. We link our server code directly with the Connectivity Server library, and access the connectivity information by mmapping the graph information into the address space of our server.
Our implementation of the Companion algorithm has been subjected to a moderate amount of performance tuning, mostly in designing the neighborhood graph data structures to improve data-cache performance. The implementation of the Cocitation algorithm has not been tuned extensively, although it does share a fair amount of code with the Companion algorithm, and this shared code has been tuned somewhat.
Evaluation
In this section we describe the evaluation we performed for the algorithms. Section 4.1 describes our user study, while Section 4.2 discusses the results of the study. Section 4.3 evaluates the run time performance of our algorithms.
Experimental Setup
To compare the di erent a p p r o a c hes, we performed a user study. We asked 18 volunteers to supply us with at least two URLs for which t h e y w anted to nd related pages. Our volunteers included 14 computer science professionals (mostly our colleagues at Compaq's research laboratories), as well as 4 people with other professional careers. We received 69 URLs and used each of the algorithms to determine the top 10 answers for each URL. We put the answers in random order and returned them to the volunteers for rating. The volunteers were instructed as follows:
We want to measure how well each algorithm performs. To measure performance we want to know the percentage of valuable URLs returned b y e ach algorithm. To b e valuable the URL must be b oth relevant to the topic you are i n t e r ested in and a high quality page. For example, if your URL was www.audi.com and you get back a newsgroup posting where somebody talks about his new Audi car, then the page was on topic, but probably not high quality. On the other hand, if you get www.jaguar.com as an answer, then it is up to you to decide whether this answer is on topic or not. Scoring: Companion  50  498  42  Cocitation  58  580  62  Netscape  40  364  29  Table 3 : Summary of all answers for the algorithms 0: Page was not valuable/useful 1: Page was valuable/useful {: Page could not be a c cessed (i.e. did not exist, or server was down) Please ignore the order in which the pages are returned. So if a later page contains similar content to an earlier page please rate the latter page as if you had not seen the earlier page. This will imply that we do not measure how \happy" you are with a set of answers returned b y an algorithm. Instead we measure how many valuable answers each algorithm gives.
# of URLs # of # of Algorithm with Answers Answers Dead Links

User Study Results
We received responses rating the answer URLs for 59 of the input URLs. These 59 input URLs form the basis of our study. Table 3 shows how many of these queries the algorithms answered and how many a n s w er URLs they returned. In many cases, the algorithms returned links that our users rated as inaccessible. The column labeled # o f D e ad Links shows the number of inaccessible pages among all the answers for each algorithm. For the purposes of our evaluation, we treat an inaccessible link as a score of '0', since inaccessible pages are not valuable/useful.
The Cocitation algorithm returned results for all but one of the URLs. The reason why it returned results for almost all input URLs is that when insu cient connectivity was found surrounding an input URL (e.g. a.com/X/Y), the Cocitation algorithm used a chopped URL as input (e.g. a.com/X). Although we did not include this chopping feature in our implementation of the Companion algorithm, it is directly applicable and would enable the Companion algorithm to return answers for more URLs. We h a ve empirically observed that Netscape's algorithm also applies a similar chopping heuristic in some cases. Table 4 contains a listing of the 59 URLs in our study. For each URL, the three columns labeled Cp, Ct, and N show the URLs for which the Companion, Cocitation, and Netscape algorithms returned results, respectively. The table also shows the numberofhyperlinks pointing to the URL in the Connectivity Server (Inlinks). For the Companion algorithm, it shows the numberofnodes and edges in the vicinity graph, as well as the wall clock time in milliseconds taken to compute the set of related pages (computed by surrounding the computation with gettimeofday system calls). For the cocitation algorithm, it shows the number of siblings found, the number of siblings cocited at least twice (Cocited), and the wall clock t i m e t a k en to compute the answers.
The three algorithms return answers for di erent subsets of our 59 URLs. To compare these algorithms, we can subdivide the URLs into several groups. The intersection group consists of those URLs where all algorithms returned at least one answer. There we r e 3 7 U R L s i n t h i s g r o u p . The non-Netscape group consists of the URLs where Netscape's approach did not return any answers. It consists of 19 URLs.
To q u a n tify the performance of the three algorithms, we n o w de ned two metrics. The precision at r for a given algorithm is the total numberof answers receiving a '1' score within the rst r answers, divided by r times the numberof URLs. Notice that when an algorithm does not give any a n s w ers for a URL, this is as if it gave all non-relevant answers for that URL. Table 6 : Sign Test and Wilcoxon Sum of Ranks Test for algorithm pairs For a given URL u, the average precision for u of an algorithm is the sum of the precision at each rank where the answer of the algorithm for u received a '1' score divided by the total number of the answers of the algorithm for u receiving a '1' score. If the algorithm does not return any answers for u, i t s a verage precision for u is 0. The overall average precision for an algorithm is the sum of all the average precisions for all the URLs divided by the total number of URLs.
For each of the three groups of URLs (all, intersection, and non-Netscape), Table 5 shows the average precision and the precision at 10 for each algorithm. Figure 1 shows the precision at r for each of these groups of URLs in graphs (a), (b), and (c). Figures 1 (a) and 1 (b) illustrate that the Companion and Cocitation algorithms substantially outperform Netscape's algorithm at all ranks, and the Companion algorithm almost always outperforms the Cocitation algorithm. The intersection group is the most interesting comparison, since it avoids penalizing an algorithm for not returning at least one answer. For the intersection group, Netscape's algorithm achieves a precision at 10 of 0.357, while the Companion algorithm achieves a precision at 10 of 0.501 (40% better), and the Cocitation algorithm achieves a precision at 10 of 0.435 (22% better). The average precision in the intersection group does not penalize an algorithm for returning fewer than 10 answers. Under this metric, the Companion algorithm is 32% better than Netscape's algorithm, while the Cocitation algorithm is 20% better than Netscape's algorithm.
In the group that includes all URLs, all three algorithms had drops in their precision at 10 values. There are two reasons for this. The rst is that algorithms were given a precision of 0 for a given URL if they did not return any answers. This mostly a ected the Netscape and Companion algorithms. The second reason is that for the URLs in the non-Netscape set, both the Companion and Cocitation algorithms did not perform as well as they did for URLs in the Intersection set. Despite these drops in absolute average precision, the average precision of the Companion algorithm is 57% better than that of Netscape, and the average precision of the Cocitation algorithm is 51% better than that of Netscape. Similar results hold when examining average precision rather than precision at 10. To e v aluate the statistical signi cance of our results, we computed the Sign Test and the Wilcoxs o n S u m s o f R a n k s T est for each pair of algorithms 20]. These results are shown in Table 6 and show that the di erence between the Companion and Netscape algorithms and between the Cocitation and Netscape algorithms are statistically signi cant.
We also wanted to evaluate whether or not the algorithms were generally returning the same results for a given URL or whether they were returning largely disjoint sets of URLs. Table 7 shows the amount o f o verlap in the answers returned by e a c h pair of algorithms. The percentage in parentheses is the overlap divided by the total numberofanswers returned by the algorithm in that row. As the table shows, there is a large overlap between the answers returned by the Companion and Cocitation algorithms. This is not surprising, since the two algorithms are both based on connectivity information surrounding the input URL and since both use similar parameters to choose the surrounding nodes. There is relatively little overlap between the answers returned by Netscape and the other two algorithms.
Run-time Performance
In this section, we present data about the run-time performance of the Companion and Cocitation algorithms. Since we do not have direct access to Netscape's algorithm and only access it through the public web interface, we are unable to present performance information for Netscape's algorithm.
All measurements were performed on a Compaq AlphaServer 4100 with 8 GB of main memory and dual 466 MHz Alpha processors. The measured running times are wall clock times from the time the input URL is given to the server until the time the answers are returned. These times do not include the time taken to format the results as an HTML page, since that was done by a server process running on another machine (and the time to do this was negligible).
The average running time for the Companion algorithm on the 50 URLs for which it returned answers was 109 msec, while the average running time for the Cocitation algorithm on the 58 URLs for which it provided answers was 195 msec. The performance of boththese algorithms is su ciently fast that either one could handle a large amount of tra c (close to 800,000 requests perday for the Companion algorithm). Furthermore, the average performance could probably be improved by caching answers for frequently requested URLs.
Although we did not explicitly include this factor in our user study, we have informally observed that the subjective quality of answers returned for both the Companion and the Cocitation algorithms does not decrease when we decrease the parameter B (the number of inlinks considered) during the building of the vicinity graph. This is important for on-line services because it means that the graph size could bereduced during times of high load, thereby reducing the amount of time taken to service each request. Under conditions of low load, the graph size could be increased.
The Companion algorithm generally converges on its answers within a few iterations (typically less than 10 iterations), but the number of iterations increases with the graph size. Each iteration takes time that is linear in the numberof edges in the vicinity graph. We plot the running time vs. the number of graph edges in Figure 2 (a).
The running time of the Cocitation algorithm is O(n log n), where n is the numberofsiblings examined for cocitation, since it sorts the siblings by the degree of cocitation. This e ect is illustrated in Figure 2 (b) . In our experience, the running times for the the cocitation and companion algorithms are generally correlated, since URLs which h a ve a large number of siblings to consider in the cocitation algorithm also generally produce a large neighborhood graph for processing in the companion algorithm.
Related Work
Many researchers have proposed schemes for using the hyperlink structure of the web 18, 3, 7, 23, 1 9 , 2 5 , 2 4 , 6 , 1 7 , 5 ] . For the most part, this work does not discuss the nding of related pages, with four exceptions discussed below.
We know of only one previous work that expoits the order of links: Chakrabarti et al. 9] use the links and their order to categorize web pages and they show that the links that are near a given link in page order frequently point to pages on the same topic.
Previous authors have suggested using cocitation and other forms of connectivity to identify related web pages. Spertus observed that cocitation could indicate that two pages are related 23]. That is, if page A points to both pages B and C, then B and C might be related. Various researchers in the eld of bibliometrics have also observed this 15, 13, 14, 22] , and this observation forms the basis of our Cocitation algorithm. The notion of collaborative ltering, although it is based on user's recommendations rather than hyperlinks, also relies on this observation 21]. Pitkow and Pirolli 19] cluster web pages based on co-citation analysis. Terveen and Hill 25] use the connectivity structure of the web to nd groups of related web sites.
Our companion algorithm descended from the HITS algorithm developed by Kleinberg 17] . The HITS algorithm was originally proposed by K l e i n berg as a way of using connectivity structure to identify the most authoritative sources of information on a particular topic, where the topic was de ned by the combined link structure of a large number of starting nodes on the topic. Kleinberg also proposed that the HITS algorithm could be used to nd related pages when the topic was de ned by just a single node. The Companion algorithm used HITS algorithm as a starting point and extended and modi ed it in four main ways:
1. Kleinberg suggested using the following graph to nd related pages: Take a xed number (say 200) of parents of the given URL and call the set consisting of the URL and these parents the start set. Now build the graph consisting of all nodes pointing to a node in the start set or pointed to by a node in the start set. This means that \grandparents" of u are included in the graph, while nodes that share a child with u are not included in the graph. We believe that the latter nodes are more likely to berelated to u than are the \grandparent" nodes.
Therefore our vicinity graph is structured to exclude grandparent nodes but to include nodes that share a child with u. 2. We exploit the order of the links on a page to determine which \siblings" of u to include.
When we added this feature, the precision of our algorithm improved noticably. 3. The original HITS algorithm did not have edge weights. We use edge weights to reduce the in uence of pages that all reside on one host, since Bharat and Henzinger have shown that edge weights improve the precision 5]. 4. We also merge nodes in our vicinity g r a p h that have a large numberof duplicate links. Duplicate nodes are not such a serious problem when using the HITS or imp algorithms to rank query results, since the start set consists of a large number of URLs. However, when forming the vicinity graph starting with just a single URL, the in uence of duplicate nodes is increased because duplicate nodes with a large numberofout links will quickly dominate the hub and authority computation.
Kleinberg also showed that HITS computes the principal eigenvector of the matrix AA T , where A is the adjacency matrix of the above graph, and suggested using non-principal eigenvectors for nding related pages. Finally, h e g a ve anecdotal evidence that HITS might w ork well.
Consecutively, a sequence of papers 10, 8] presented improvements on HITS and used it to populate a given hierarchy of categories. These improvements are not directly relevant to the task of nding related pages.
Conclusion
We have presented two di erent algorithms for nding related pages in the WWW. They significantly outperform Netscape's algorithm for nding related pages. The algorithms can beimplemented e ciently and are suitable for use within a large scale web service providing a related pages feature.
Our two algorithms can be extended to handle more than one input URL. In this case, the algorithms would compute pages that are related to all input URLs. We are currently exploring these extensions.
to Hannes Marais for developing WebL, a web scripting language 16]. Using WebL, we w ere able to quickly develop a prototype user interface for our related pages server. Krishna Bharat, Allan Heydon, and Hannes Marais provided useful feedback on earlier drafts of this paper. Finally, we would like to thank all the participants in our user study.
