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Motivated by the understanding of holography as realized in tensor networks, we develop a bulk
procedure that can be interpreted as generating a sequence of coarse-grained holographic states. The
coarse-graining procedure involves identifying degrees of freedom entangled at short distances and
disentangling them. This is manifested in the bulk by a flow equation that generates a codimension-
1 object, which we refer to as the holographic slice. We generalize the earlier classical construction
to include bulk quantum corrections, which naturally involves the generalized entropy as a measure
of the number of relevant boundary degrees of freedom. The semiclassical coarse-graining results in
a flow that approaches quantum extremal surfaces such as entanglement islands that have appeared
in discussions of the black hole information paradox. We also discuss the relation of the present
picture to the view that the holographic dictionary works as quantum error correction.
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I. INTRODUCTION
The holographic principle, as embodied by the
AdS/CFT correspondence, has led to a tremendous
amount of progress in our understanding of quantum
gravity. In particular, the realization that entanglement
plays a crucial role in generating bulk spacetime has put
the holographic correspondence on much stronger foot-
ing [1–5]. This has led to key insights about bulk recon-
struction and subregion duality, culminating in entangle-
ment wedge reconstruction [6–11]. Interestingly, several
of these insights are quite general and do not seem to
require an AdS setting in particular, and thus they can
be used to understand features of holography in general
spacetimes [12–15].1
A particular manifestation of the above ideas can be
seen in tensor networks (TNs) that serve as useful toy
models of holography [5, 25–28]. TNs prepare quan-
tum states with a lot of structure and via the process
of “pushing” the state generate a sequence of bound-
ary states, each of which satisfies the Ryu-Takayanagi
(RT) formula [1, 2].2 This procedure involves disen-
tangling certain short-distance degrees of freedom and
coarse-grains the state by reducing it to one in a smaller
effective Hilbert space. Applying this procedure to a gen-
eral smooth classical spacetime leads to a flow equation
in the continuum limit as we shall review later [15]. The
flow equation takes the form3
dxµ
dλ
=
1
2
(θkl
µ + θlk
µ),
where xµ are the embedding coordinates of a
codimension-2 surface σ on which the holographic states
are defined, and {kµ, lµ} are the future-directed null vec-
tors orthogonal to σ, with θk,l being the classical expan-
sions in the corresponding directions. This flow satisfies
all the required properties for it to be interpreted as a
disentangling procedure resulting in a sequence of coarse-
grained states.
In this work, we go beyond the classical flow equation
by including bulk quantum corrections. In the TN pic-
ture, we include these effects by modifying the network
1 An early work in this direction is the so-called surface/state cor-
respondence [16, 17], of which the construction of Refs. [12–15]
can be viewed as a covariant generalization. For other work on
holography beyond AdS/CFT, see, e.g., Refs. [18–24].
2 We distinguish this from the Hubeny-Rangamani-Takayanagi
(HRT) formula [3] which applies in time-dependent spacetimes.
3 The sign convention for the flow parameter λ in this paper is
opposite to that in Ref. [15].
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2such that it includes non-universal tensors/bonds as well
as bonds connecting tensors nonlocally. With this picture
in mind, we develop a coarse-graining procedure analo-
gous to the classical flow equation which pleasantly fits in
with our understanding of holography. In the continuum
limit, the procedure leads to a flow equation similar to
that in the classical case:
dxµ
dλ
=
1
2
(Θkl
µ + Θlk
µ),
where Θk,l now represent quantum expansions [29].
4
This is our primary result. It is in line with many results
in which quantum corrections are included by replacing
the area A/4GN with the generalized entropy Sgen [29–
33]. Though motivated by TNs, which often face issues in
describing time-dependent situations, our procedure can
be applied quite generally. In fact, we obtain consistent
descriptions in general time-dependent spacetimes.
Another important progress in understanding hologra-
phy is the view that the holographic dictionary works as
quantum error correction [34–37], where a small Hilbert
space of semiclassical bulk states is mapped isometrically
into a larger boundary Hilbert space. In our framework,
this picture arises after considering a collection of states
over which we want to build a low energy bulk descrip-
tion. Choosing such a collection is equivalent to erecting
a code subspace. We argue that while there is no invari-
ant choice of code subspace in a general time-dependent
spacetime, our framework gives a natural choice(s) deter-
mined by the coarse-graining procedure. This procedure
leads to a one-parameter family of “dualities” depending
on the amount of coarse-graining performed, providing an
improved understanding of the holographic dictionary in
general spacetimes.
Overview
In Sec. II, we first establish the framework in which we
are working. We explain how quantum corrections af-
fect the description of holography in general spacetimes
and the associated HRT formula. In Sec. III, we review
the classical flow equation. In Sec. IV, we motivate our
coarse-graining procedure with a toy model of TNs, elu-
cidating how features of a state relevant for the quantum-
level consideration are represented there.
In Sec. V, we present our main result, i.e. the procedure
of performing the flow in the bulk at the quantum level,
which corresponds to moving the holographic boundary.
We also discuss properties of this flow indicating that it
corresponds to a coarse-graining of holographic states.
We elucidate that the way the flow ends can be used
4 We use a modified version of the quantum expansion which in-
cludes a bulk entropy contribution from an exterior region as
described in Sec. V.
as an indicator of qualitative features of the boundary
state describing a given spacetime, using the example of
a collapse-formed evaporating black hole. In Sec. VI, we
discuss how the picture of quantum error correction may
be implemented in our framework. Finally, conclusions
are given in Sec. VII.
II. FRAMEWORK
In this work, we follow and further develop the frame-
work of holography for general spacetimes proposed in
Ref. [12]. In this framework, we consider an arbitrary
spacetime M and posit the existence of a dual “bound-
ary” theory that lives on a holographic screen [38], which
is a codimension-1 hypersurface H embedded in M.
This hypersurface is foliated by marginally trapped/anti-
trapped codimension-2 surfaces called leaves, which we
denote by σ. A marginally trapped/anti-trapped surface
σ is defined by the property that σ has classical expansion
θ = 0 in one of the orthogonal null directions. The pro-
posal is that the boundary theory describes everything in
the “interior” of H, and states of the theory are naturally
defined on the leaves σ, which provide a preferred folia-
tion of H into constant time surfaces. Based on the co-
variant entropy bound, it is expected that the boundary
theory effectively possesses A(σ)/4GN degrees of free-
dom, where A(σ) is the area of a leaf. The AdS/CFT
correspondence can be viewed as a special case of this
duality, where the holographic screen is sent to the con-
formal boundary of AdS.
Given this setup, it was shown in Ref. [39] that the
HRT formula for computing entanglement entropy can
be applied consistently using a maximin procedure [7];
i.e., for any subregion A of a leaf
S(A) =
A(γA)
4GN
, (1)
where S(A) is the von Neumann entropy of the reduced
density matrix on subregion A, and A(γA) is the area
of the HRT surface γA of A. The entanglement wedge,
denoted by EW(A), is defined as the bulk domain of
dependence of any bulk partial Cauchy slice ΣA with
∂ΣA = A ∪ γA, which is often called the homology
surface. The entropies obtained by the above proce-
dure can be shown to satisfy all the basic properties of
von Neumann entropy and are consistent with more con-
straining inequalities satisfied by holographic states in
AdS/CFT [40–42].
Now, in order to generalize this framework to the quan-
tum level, we can follow the simple guiding principle of
replacing A/4GN with the generalized entropy Sgen to
include quantum corrections in the bulk [43, 44]
A
4GN
→ Sgen = A
4GN
+ Sbulk, (2)
where Sbulk is the von Neumann entropy of the bulk re-
duced density matrix on the homology surface which is
3FIG. 1: The leaf σ is split into σint ∪ σext such that σint
and σext are separated by a small regulating region Σ
on a Cauchy slice Σ. This induces a division of the
Cauchy slice as Σ = Σint ∪ Σ ∪ Σext. We define the
location of the holographic screen by requiring it is
marginally quantum trapped/anti-trapped under
variations of σint.
appropriately modified at the quantum level. This is
motivated by various examples in which this naturally
works [29–33]. Furthermore, Sgen is a natural quantity
because it is a quantity that is renormalization scheme
independent, and hence is expected to be associated
with fundamental degrees of freedom in the UV the-
ory [31, 45, 46].
The generalization to include bulk quantum correc-
tions requires a refined understanding of the holographic
duality which we now turn to. First, we note that the
global description of a state involves both the interior and
exterior portions of the holographic screen [38]. Although
the generalization of the HRT formula we describe applies
to the interior region, it will be important to keep track
of the exterior as well.
Next, the quantum extension of Eq. (9) implies that
the location of the screen on which the holographic the-
ory is defined needs to be shifted accordingly. Let us con-
sider a specific global bulk state. We propose that the
boundary theory describing the dynamics of this state
lives on a modified version of a Q-screen H ′ [30], rather
than a classical holographic screen H. A Q-screen is de-
fined as a codimension-1 hypersurface foliated by quan-
tum marginally trapped/antitrapped surfaces, i.e. sur-
faces that have the quantum expansion Θ = 0 in one of
the orthogonal null directions. Usually the quantum ex-
pansion is defined by including a contribution from the
von Neumann entropy of the interior or exterior region of
a leaf which is a simple codimension-2 surface. In this pa-
per, however, we consider that leaf σ is given by σint∪σext
such that σint and σext are split by a small regulating
region Σ on a Cauchy slice Σ as seen in Fig. 1. This in-
duces a division of the Cauchy slice as Σ = Σint∪Σ∪Σext.
Now, we define the generalized entropy of σ to be
Sgen(σ) =
A(σ)
4GN
+ Sbulk(Σint ∪ Σext). (3)
With this definition of generalized entropy, one can define
a quantum expansion Θ by the variation of Sgen(σ) under
deformations of σint while holding σext fixed. Using this
definition of Θ, we can locate marginally trapped/anti-
trapped surfaces self-consistently for any given . The
location H ′ of the holographic screen is a Q-screen de-
fined using this definition of Θ in the limit → 0.
Generalizing the HRT formula of Eq. (1), we postulate
that the von Neumann entropy of a subregion A on the
leaf σ of a Q-screen can be computed as
S(A) =
A(A ∪ ΓA)
4GN
+ Sbulk(ΣA), (4)
where ΓA is the minimal quantum extremal surface
(QES) [44], and ΣA is the homology surface with ∂ΣA =
A∪ ΓA. To find ΓA, we can use a maximin procedure at
the quantum level [47] applied to general spacelike sur-
faces containing σ. We treat σext as a single unit that
cannot be further divided into subregions, which must be
either included in or excluded from A. We assume that
the leaf σ is convex where σext is treated as an indivisible
unit. Thus, S(A) obtained by Eq. (4) satisfies properties
required for it to be interpreted as the von Neumann en-
tropy of the density matrix of subregion A. With this
assumption, we will show that the same applies to any
renormalized leaf σ(λ) obtained from σ by our coarse-
graining procedure.
In AdS/CFT, the regime of validity of the quantum
extremal surface formula, Eq. (4), has been suggested to
be all orders in GN [44]. However, there are subtleties
with the definition of entanglement entropy for gravi-
tons which have not been completely resolved (see e.g.
Ref. [29]). At the least, we expect the formula to hold at
O(1), where it can already lead to a surface different from
that obtained by using Eq. (1) [48–52]. In order to avoid
subtleties with gravitons, one could consider a setup with
bulk matter having a large central charge c so that the
graviton contribution is subleading in 1/c expansion. We
expect a similar regime of validity for Eq. (4) in general
spacetimes.
Note that in Eq. (4) we have included the area con-
tribution from A in addition to that from ΓA. This is
required if there is a spacetime region outside the leaf, as
is the case in generic spacetimes. In this case, Sbulk(ΣA)
receives a contribution from entanglement of bulk fields
across A, which is divergent. This divergence is then
canceled with that in the area contribution from A in
4FIG. 2: A TN defines a boundary state in the Hilbert
space Hσ at the outer legs. One can, however, also
consider “coarse-grained” states defined at inner layers,
e.g. states defined in Hilbert spaces Hσ1 and Hσ2 .
the first term, making S(A) well defined. The same
applies to the AdS/CFT case if we impose transparent
boundary conditions near the boundary which lead to
kinetic terms coupling the interior and exterior of AdS
space [48, 49]. In fact, the classical formula in Eq. (1)
must also have the contribution from the boundary sub-
region area, A(γA)→ A(A∪γA), in these cases, although
this does not affect the minimization leading to γA and
hence the result of Ref. [15].
There are special cases in which the area contribu-
tion from A—as well as the corresponding contribu-
tion from Sbulk(ΣA)—is absent. This occurs when the
spacetime outside the leaf is “absent,” as is the case
if Dirichlet boundary conditions are imposed on the Q-
screen, or if reflective boundary conditions are imposed
in AdS/CFT. Even in this case, however, our coarse-
graining procedure—which corresponds to moving the
leaf portion σint inward—induces the area contribution
from A on a moved—i.e. renormalized—leaf σint(λ), re-
flecting the fact that the spacetime continues across
σint(λ).
5
III. REVIEW OF CLASSICAL FLOW
In previous work [15], it was shown that a coarse-
graining procedure motivated by TNs can be defined in
the bulk at the level of classical geometry. Here we re-
view this construction, which allows us to elucidate a
generalization to include bulk quantum corrections.
5 This is different from what has been done in the AdS/CFT lit-
erature in the context of TT deformations [53–58], which cor-
responds to (re)imposing Dirichlet boundary conditions at each
step in the coarse-graining, i.e. at σint(λ) for all λ.
(a)
(b)
FIG. 3: a) The von Neumann entropy of subregion A is
computed by the minimal cut γA that splits the TN
into two parts containing A and A respectively. b) By
applying a local unitary on A, we can find maximally
entangled legs across γA, which serve as a bottleneck for
the entanglement between A and A.
A key idea is to realize that a TN defines a sequence of
states that can be generated by including fewer tensors,
layer by layer, as shown in Fig. 2. For example, one
can consider a state defined on the outermost legs which
lives in Hilbert spaceHσ. A coarse-grained version of this
state can then be given by a smaller TN that is obtained
by peeling off the outermost layer. This state lives in
a smaller Hilbert space Hσ1 , and the TN provides an
isometric map from Hσ1 to Hσ. The sequence can then
continue, giving a series of Hilbert spaces Hσ2 , Hσ3 , and
so on.
In fact, this peeling-off procedure can be decomposed
further into smaller steps. For any subregion A of a
given boundary, there is an isometric map from the in-
plane legs at the RT surface γA to the boundary legs in
5FIG. 4: A sequence of coarse-graining steps. At each
step, we consider infinitesimal subregions of size δ (→ 0)
and reduce the spacetime region to their respective
complementary entanglement wedges.
A [25, 26]. This implies that a particular subspace of the
boundary subregion legs, corresponding to the in-plane
legs at γA, is maximally entangled with the complemen-
tary subregion A via γA, which acts as an entanglement
“bottleneck”; see Fig. 3. All the other subregion legs can
be disentangled by applying unitary UA that acts locally
within A.
Therefore, if one is to preserve only long range entan-
glement while getting rid of short range entanglement,
one could compress the state down to that defined at the
legs of the surface σ′ = γA ∪ A. This reduces the size of
the effective Hilbert space, mapping a pure state in the
larger boundary Hilbert space Hσ to a pure state in a
smaller boundary Hilbert space Hσ′ . This can be done
by considering small subregions of σ and truncating the
TN to end at σ′. One useful way to interpret this step is
that we are retaining the complementary entanglement
wedge EW(A). This step can then be repeated multiple
times to generate a sequence of states, all of which are
increasingly coarse-grained.6
Now, we apply this idea to a general spacetime M by
considering infinitesimal subregions A of size δ (→ 0) on
the boundary leaf σ. In order to coarse-grain, we find the
HRT surface γA and reduce the accessible spacetime re-
gion to the complementary entanglement wedge, EW(A).
Repeating this multiple times involves shrinking the do-
main of dependence at each step by finding new HRT
6 We note that this is similar to the construction suggested in
Refs. [59, 60], although here we directly use the TN description
and its fine structure, as opposed to constructing the TN using
information about the boundary state such as entanglement of
purification [61, 62] or reflected entropy [63].
FIG. 5: Coarse-graining over infinitesimal subregions on
σ can be performed by considering the intersection of
complementary entanglement wedges. This leads to a
domain of dependence R(σ) which corresponds to a new
renormalized leaf σ1.
surfaces anchored to infinitesimal subregions as seen in
Fig. 4.
In the continuum limit, this reduces to the original
construction of Ref. [15]; see Fig. 5. Here, we consider the
intersection of the complementary entanglement wedges
EW(Ap) for infinitesimal subregions Ap, centered around
arbitrary points on the leaf, denoted by p. This leads to
a new domain of dependence R(σ),
R(σ) = ∩p EW(Ap), (5)
which can be interpreted as defining the state on a new
“renormalized” leaf σ1 such that the domain of depen-
dence of σ1 is R(σ), i.e. D(σ1) = R(σ).
7 The HRT
prescription can be shown to consistently apply for sub-
regions on this renormalized leaf as well, owing to the
fact that it is still a convex surface [15]. Thus, we may
interpret this as the spacetime continuum version of the
procedure yielding the sequence of states described above
using TNs.
This continuum procedure can be written in terms of
a flow equation for the leaf σ(λ), which is interpreted as
a Lorentzian mean curvature flow:
dxµ
dλ
=
1
2
(θkl
µ + θlk
µ), (6)
where xµ are the embedding coordinates of σ(λ), {kµ, lµ}
are the future-directed null vectors orthogonal to σ(λ),
normalized such that k · l = −2, and θk,l are the clas-
sical expansions in the k, l directions, respectively. The
7 The domain of dependence of a closed codimension-2 surface is
defined as the domain of dependence of a spacelike hypersurface
enclosed by the surface.
6sequence of renormalized leaves span a codimension-1 hy-
persurface, which was termed the holographic slice. In
particular, it is a partial Cauchy slice of the bulk domain
of dependence, D(σ), of the original leaf σ.
It was shown that the flow described above satisfies
various interesting properties that are consistent with the
coarse-graining interpretation. These include the fact
that the area of the leaf σ(λ) decreases monotonically
with λ, implying that the number of degrees of freedom
in the effective Hilbert space Heff(σ(λ)) decreases as we
flow. By choosing statistically isotropic subregions with
random shapes, one can obtain a preferred holographic
slice that preserves the symmetries of the system. Al-
ternatively, by varying flow rates along the transverse
directions, one could get a range of different, but gauge
equivalent, slices of D(σ).
IV. MOTIVATION FROM TENSOR
NETWORKS
Having the classical construction in hand, we now de-
scribe how to generalize it to include bulk quantum cor-
rections. Let us take a specific state defined on a leaf of
a Q-screen. We want to understand how coarse-graining
of this state works using the TN picture.
We expect that the state is still modeled by a TN at
the quantum level. In order to represent the effect of
bulk quantum corrections appropriately, this TN must
include two additional features compared with the clas-
sical case. First, tensors and bonds used in the network
should in general not be all “featureless,” i.e. all the ten-
sors being the same and connected by maximally entan-
gling bonds, as was the case in simple perfect tensor [25]
or random tensor [26] networks. Reflecting the existence
of excitations of bulk low-energy fields, tensors and/or
bonds must have a non-universal structure representing
such excitations. This generally makes the network not
fully isometric. Second, since bulk low-energy quantum
fields can have long-range entanglement, corresponding
to Sbulk in Sgen, there should be longer bonds connect-
ing non-nearest-neighbor tensors, although the number
of such non-local bonds (or more precisely, the total di-
mension associated with them) is suppressed generally
as the bonds become longer. A typical TN of this sort is
depicted in Fig. 6.
Once we have a TN representation of the state, the
scenario in Sec. III can be generalized in a relatively sim-
ple manner. To do so, we must first establish how to
compute the entropy of a boundary subregion, following
the formula in Eq. (4). In general, the boundary legs
consist of both the shortest, local bonds and longer, non-
local bonds cut by the boundary. When we compute the
entropy of subregion A of σint, i.e. a subset of these legs,
we must minimize
S˜gen(A,XA) =
A(A ∪XA)
4GN
+ Sbulk(ΞA) (7)
FIG. 6: A TN representing a state at the quantum level
has tensors that are not universal (yellow) and bonds
that connect tensors nonlocally (pink).
FIG. 7: The minimal QES ΓA of subregion A is
determined by minimizing the entropy of all bonds
connecting tensors inside and outside A∪ΓA (consisting
of 12 black and 2 pink bonds in the figure).
over all surfaces XA anchored to the boundary of A,
where ΞA is the homology surface with ∂ΞA = A ∪XA.
In this expression, the area term represents the contri-
bution from the shortest bonds, while Sbulk(ΞA) from
longer bonds, cut by ∂ΞA. In short, S˜gen(A,XA) is given
by the entropy of all the bonds connecting tensors inside
and outside ∂ΞA, regardless of their lengths; see Fig. 7.
(This reflects the fact that the precise way to separate the
contributions from local and nonlocal bonds is arbitrary
and does not have an invariant meaning.)
With this prescription, we can follow the analysis in
Sec. III and coarse-grain the region A of the boundary
state by removing the bulk regions that are entangled
with A, i.e. by reducing the TN to a smaller one giving
7a state on
σ′ = A ∪ ΓA. (8)
Note that here the complement A of A is defined as that
on the entire leaf σ = σint ∪ σext, not on σint. The QES
ΓA is given by the surface XA minimizing
S˜gen(A,XA) =
A(A ∪XA)
4GN
+ Sbulk(ΞA), (9)
where
∂XA = ∂A = ∂Aint (10)
with Aint the complement of A on σint (i.e. A = Aint ∪
σext, and ∂ΞA = A ∪XA, meaning that
ΞA = ΞA,int ∪ Σext. (11)
Here, ∂ΞA,int = Aint∪XA, and Σext is a spacelike hyper-
surface exterior to σext. Note that here we have defined
that for σext, the surface “enclosed” by σext to be the
exterior of σext:
∂Σext = σext. (12)
This procedure gives the interior portion of the new
leaf to be
σ′int = Aint ∪ ΓA. (13)
We assume that for a TN representing a state with a
semiclassical bulk, the RT formula with quantum correc-
tions can be applied to the state on this new surface as
well. The process described here can be repeated multi-
ple times, leading to a similar sequence of coarse-grained
states as before.
Note that the assumption of the RT formula continuing
to hold is nontrivial given that generic bulk states break
the isometric property of the TN. However, we will only
need to assume that the RT formula holds for infinites-
imal subregions and their complements, which gives re-
sults that are consistent with the coarse-graining inter-
pretation suggested here. As discussed in Sec. II, one
could also consider bulk matter with large central charge
so that the non-isometric behavior appears only at sub-
leading order in 1/c for reasonable bulk states [59, 60].
V. COARSE-GRAINING AND QUANTUM
FLOW
A. Definition
Having found the procedure in TNs, we can now look
for a continuum version in semiclassical gravity. Given
the framework established in Sec. II, we can locate the
Q-screen for a given state and start a coarse-graining
procedure analogous to that discussed in Sec. IV.
As described in Sec. III, we consider an infinitesimal
subregion on the interior portion σint of the original leaf σ
and reduce the accessible spacetime region to the comple-
mentary quantum entanglement wedge QEW(A), which
is determined by the minimal QES ΓA of A such that
QEW(A) = D(ΣA), where ∂ΣA = A ∪ ΓA. Note that
in a general spacetime, the global description includes
an exterior portion outside σext. Thus, the complement
of an infinitesimal subregion A ⊂ σint on the leaf is
A = Aint ∪ σext, and the bulk entropy term Sbulk of the
generalized entropy is given by the von Neumann entropy
of ΣA = ΣA,int ∪Σext. The necessity of including the re-
gion exterior to σext can be argued from complementary
recovery in pure states.
Considering many such infinitesimal subregions Ap on
σint centered around points p as in Eq. (5), we can se-
quentially reduce the accessible spacetime region to
R(σ) = ∩p QEW(Ap), (14)
which leads to a renormalized leaf σ1 such that D(Σ1) =
R(σ), where ∂Σ1 = σ1. This yields a new boundary
state in a smaller effective Hilbert space defined on σ1.
As we show in Appendix A, the convexity of the original
leaf implies that the corresponding renormalized leaf is
also convex, which ensures that the coarse-graining pre-
scription can be repeatedly applied. The preservation
of convexity also means that S(A) of a subregion A of
a renormalized leaf obtained by Eq. (4) satisfies proper-
ties needed for it to be interpreted as the von Neumann
entropy of the density matrix of the region.
In the continuum limit, the behavior of QESs anchored
to small subregions can be studied analytically. While
the von Neumann entropy can in general show compli-
cated behaviors as the subregion is varied, for an infinites-
imal subregion we may expect that such behaviors arise
only from physics at scales much larger than the size of
the subregion. It is then reasonable to assume that the
change of the entropy of the subregion, as well as that
of the complement, can be approximated by the volume
integral of some density function. With this assump-
tion, and reasonable smoothness assumptions about the
spacetime and subregions, we show in Appendix B that
the resulting QESs are such that the deepest point lies
in a universal normal direction to the leaf given by
s =
1
2
(Θkl + Θlk) , (15)
as long as the relevant QESs exist. Here, {kµ, lµ} are the
future-directed null vectors orthogonal to σint, normal-
ized such that k · l = −2, and Θk,l are the corresponding
quantum expansions. Here, Θk,l are computed by vary-
ing Sgen as defined in Eq. (9). This is sufficient to find
the location of σ1,int, and hence of σ1, after fixing rela-
tive normalizations for the size of subregions considered
on different portions of the leaf. For convenience, we will
choose the normalizations such that the resulting flow
equation takes the simplest form. Other possibilities will
be discussed in Sec. V B 3.
8FIG. 8: A sequence of renormalized leaves σint(λ)
obtained by solving the flow equation in Eq. (16) spans
a codimension-1 quantum-corrected holographic slice.
Each leaf represents the domain of dependence of a
spacelike surface Σint(λ) with ∂Σint(λ) = σint(λ).
Following the procedure described above, we can de-
rive a flow equation, which generalizes the Lorentzian
mean curvature flow in Eq. (6) to include bulk quantum
corrections:
dxµ
dλ
=
1
2
(Θkl
µ + Θlk
µ), (16)
where xµ are the embedding coordinates of the inte-
rior portion σint(λ) of the renormalized leaves σ(λ) =
σint(λ) ∪ σext, parameterized by λ, and Θk,l represent
the quantum expansions of σ(λ) at xµ. The result-
ing sequence of σint(λ) spans a codimension-1 quantum-
corrected holographic slice as shown in Fig. 8.
1. Possibility of appearance of disconnected leaf portions
While performing the coarse-graining as described
above, it may occur that the minimal QES ΓAp for Ap
in Eq. (14) becomes non-infinitesimal. In particular, if
there is a bulk region surrounded by a surface X of area
A(X) and whose entanglement with the exterior of σext
exceeds A(X)/4GN on a given spacelike slice contain-
ing σi = σint,i ∪ σext, then the quantum minimal surface
χ(Ap) on it has a disconnected component surrounding
the region. If such a disconnected component remains
after the maximization over all the spacelike slices, then
the minimal QES Γ(Ap) does have a disconnected com-
ponent, and as a consequence R(σ) will have a “hole”
such that ∂R(σ) ⊃ X. This makes the new leaf σint,i+1
have a disconnected component X (⊂ σint,i+1), in ad-
dition to the portion infinitesimally close to σint,i. The
region surrounded by X is thus excluded from the flow
afterward.
When it first appears, an excluded region, and hence
the disconnected component of the leaf associated with it,
is small. This appearance cannot be seen just by solving
the flow equation, although our coarse-graining proce-
dure itself captures the occurrence of this phenomenon.
After its appearance, the disconnected component of the
leaf also flows generally, following the flow equation. This
makes the hole of the spacetime larger, which may even-
tually collide with the component arising from the con-
tinuous inward motion of the original leaf portion σint.
B. Properties
We now illustrate some of the salient properties of the
flow, showing the consistency of it being interpreted as
coarse-graining.
1. Monotonicity of generalized entropy of renormalized
leaves
In order to interpret our procedure as coarse-graining,
the number of degrees of freedom must decrease mono-
tonically with λ. The dimension of the effective Hilbert
space Heff(σ(λ)) associated with leaf σ(λ) can be defined
as the amount of entropy the boundary legs carry in the
TN picture, implying
ln |Heff(σ(λ))| = A(σ(λ))
4GN
+ Sbulk(Σ(λ))
= Sgen(σ(λ)), (17)
where |H| represents the dimension of H, and Σ(λ) is a
bulk codimension-1 spacelike surface bounded by σ(λ) =
σint(λ)∪σext, i.e. Σ(λ) = Σint(λ)∪Σext. We thus find that
the condition for the decrease of the degrees of freedom is
the same as the statement that the generalized entropy of
the renormalized leaf σ(λ) decreases monotonically with
λ. We now prove this in a manner similar to Ref. [15].
We have defined the evolution vector s, which is tan-
gent to the holographic slice Υ and radially evolves the
interior leaf portion inward:
s =
1
2
(Θkl + Θlk) , (18)
where the associated quantum expansions satisfy
Θs = ΘkΘl ≤ 0, (19)
as shown in Appendix A.
Consider a point p on the leaf portion σint(λ) and the
s vector orthogonal to σint(λ) at p. Next consider an in-
finitesimal patch of area δA around p. As we flow along s
by a small amount, the rate at which Sgen(σ(λ)) changes
is determined by the quantum expansion Θs as
δSgen ∝ ΘsδA ≤ 0. (20)
9This implies that the contribution to Sgen(σ(λ)) from the
inward flow of any infinitesimal patch is negative, and
hence Sgen(σ(λ)) must decrease with λ.
The argument above relies on the flow equation. How-
ever, as shown in Section V A 1, it is possible that on
coarse-graining, we obtain a new disconnected compo-
nent of σint(λ). While the appearance of such a compo-
nent cannot be described by the flow equation, it comes
with a negative contribution to the generalized entropy
of the renormalized leaf. Thus, even on including this
effect, we find that Sgen(σ(λ)) decreases with λ.
2. Containment of subregion flow
Consider the situation where we apply the holographic
slice construction only to a finite subregion A of the
leaf portion σint. This yields a sequence of renormalized
leaves given by σ(λ) = A(λ) ∪ A. Here, A(λ) represents
a sequence of subregions that arise from the radial evo-
lution of A.
Now, because of entanglement wedge nesting
QEW(A) ⊂ QEW(σ(λ)) (21)
for arbitrary λ, since A ⊂ σ(λ) for all λ. Here, QEW(A)
and QEW(σ(λ)) are determined by the corresponding
minimal QESs. This implies that the boundary of
QEW(A) acts as an extremal surface barrier for the flow
of A(λ). In particular, A(λ) remains outside QEW(A)
for all λ.
Incidentally, if there is another QES anchored to ∂A
which lies outside QEW(A), then A(λ) would not be able
to go beyond this non-minimal extremal surface.
3. Remaining freedom
In general, the proof in Appendix B allows us to fix
the direction of the flow at each point of σint(λ) to be
the vector s as discussed in Eq. (15). However, there is
no canonical choice of normalization, reflecting the arbi-
trariness of choosing relative sizes of subregions for differ-
ent points on σint(λ). The ratio of these sizes must stay
finite in the continuum limit, and yet it can still lead to
inequivalent flow equations parameterized as
dxµ
dλ
= α(yi, λ)(Θkl
µ + Θlk
µ), (22)
where yi represents the tangential coordinates on σint(λ),
and α(yi, λ) > 0. These flow equations in general result
in different holographic slices, which are all gauge equiva-
lent by the equations of motion. By choosing subregions
of the same characteristic size at all p, we can fix the
preferred normalization that leads to Eq. (16).
We note that this provides a natural gauge choice mo-
tivated by holography; the spacetime inside the holo-
graphic screen, which is now the Q-screen H ′, is parame-
terized by λ, yi, and t, where t is a time parameter on the
(a)
(b)
(c)
FIG. 9: Three possible ways in which the holographic
slice can end.
holographic screen giving a sequence of leaves at differ-
ent times. (If disconnected components of σint(λ) appear
during the flow, then we must extend yi to incorporate
those components.)
An alternative choice for the normalization is to take
λ to be the proper length along the trajectory p(λ) of a
point on σint(λ). Here, the trajectory is defined such that
if a point on σint(λ+ dλ) is located on the 2-dimensional
surface orthogonal to σint(λ) at p(λ), then it is regarded
as the “same” point as p(λ), i.e. p(λ+dλ). This provides
another natural gauge choice motivated by holography.
C. End of the Flow
The quantum flow procedure described above provides
a way to probe a spacetime inside the holographic screen
by following the holographic slice inward. A key qualita-
tive feature of the spacetime is given by how and where
the holographic slice ends.
The holographic slice can end in one of the three pos-
sible ways:
(i) The slice ends at an empty surface. This can oc-
cur simply such that σint(λ) keeps moving inward,
and the slice is capped off at a point, as shown in
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Fig. 9a. Alternatively, as discussed in Sec. V A 1,
disconnected components of σint(λ) may appear
during the flow, which then grow outward and coa-
lesce with the original component of σint(λ) moving
inward, ending up with an empty surface.
(ii) The slice asymptotes to a QES as shown in Fig. 9b.
As the interior portion σint(λ) of renormalized
leaves approaches the QES, the flow slows down
because Θk,Θl → 0. Note that a QES homologous
to the initial leaf portion σint(0)—even if it is non-
minimal—acts as a barrier which cannot be crossed
as we flow in.
(iii) The slice terminates abruptly as shown in Fig. 9c.
This occurs when the minimal QES associated with
A, the complement of an infinitesimal subregion A,
becomes non-infinitesimal. At this point, we need
to terminate the flow.
It is worth mentioning that while some of these cases
have classical analogues, the second possibility of (i) and
the case (iii) are exclusive to the quantum flow.
D. Example
Various examples for the classical flow equation of
Eq. (6) were discussed in Ref. [15]. In many situations,
the minimal QES is a small perturbation to the classi-
cal HRT surface, and accordingly the quantum corrected
flow equation in Eq. (16) results in a holographic slice
that is perturbatively close to the classical holographic
slice. There are, however, cases in which the two flows
are significantly different. Here we illustrate an example
of these: a black hole formed from collapse.
In the classical case, it was found that the holographic
slice stays close to the horizon for a long time until it
reaches the matter forming the black hole [15]. It is then
capped off to form a complete Cauchy slice of the space-
time as seen in Figs. 5 and 6 of Ref. [15]. How is this
modified at the quantum level?
Far from the black hole horizon, the flow is largely
unaffected. It is, however, significantly modified once we
approach the horizon. As the black hole evaporates, there
are Hawking modes that escape to the region exterior to
σext, denoted R, leaving behind their interior partners
entangled with them. As the leaf portion σint is moved
inward by the flow, its classical area decreases but the en-
tropy contribution from the Hawking partners increases.
About a Planck distance inside the horizon, the two ef-
fects compete with each other, resulting in a QES where
the flow ends. The mechanism by which the QES emerges
here is identical to the one that appeared in a specific
example in Ref. [64].8 Thus, after including bulk quan-
8 Recently, Ref. [65] appeared which found such a non-trivial QES
in cosmological spacetimes. The coarse-graining flow would end
at the QES in these situations as well.
FIG. 10: Eddington-Finkelstein diagram representing
black hole formation and evaporation with quantum
holographic slices depicted for three characteristic times.
FIG. 11: Penrose diagram version of Fig. 10. The
region R outside σext is depicted by orange lines.
tum corrections, the holographic slice becomes a partial
Cauchy slice of the spacetime that excludes a large por-
tion of the interior.9 The same feature can be found in
the case of an AdS black hole, where one could allow the
9 This does not necessarily mean that the interior of the black
hole is absent. It is possible that the semiclassical interior pic-
ture emerges through approximately state-independent operators
acting on modes (the hard modes [66, 67]) whose characteristic
frequencies are larger than the local Hawking temperature [68].
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black hole to evaporate by coupling the CFT to a bath.
Our coarse-graining procedure then leads to a flow that
stops at the same QES as that found in Refs. [48, 49].
Another mechanism excising the black hole interior
comes from the phenomenon discussed in Sec. V A 1. As
the black hole evaporates, there are a large number of
interior partners of Hawking radiation that accumulate
behind the horizon, which eventually exceed the area of
the horizon at the Page time. Hence the interior of such
an old black hole would not be swept by renormalized
leaves (even if the flow did not halt as described above).
The phenomenon that the holographic slice does not
penetrate deep into the black hole horizon was already
seen in the classical case. There is, however, an impor-
tant difference in the quantum case. As shown in Figs. 10
and 11, holographic slices become partial Cauchy slices
during the middle of the evolution of a black hole. (These
can be contrasted with Figs. 5 and 6 of Ref. [15].) This
implies, in particular, that with a given time parame-
terization on a boundary, e.g. on the holographic screen,
the concept of black hole formation and evaporation can
be rigorously defined through the behavior of the flow
discussed in Sec. V C.
VI. RELATION TO QUANTUM ERROR
CORRECTION
In this section, we discuss the relation between our
coarse-graining procedure and the picture that the
holographic dictionary works as quantum error correc-
tion [34–37], in which a small Hilbert space of semiclas-
sical bulk states is mapped isometrically into a larger
boundary Hilbert space. In our framework, this picture
arises after considering a collection of states over which
we want to build a low energy bulk description.
In the context of quantum error correction, one chooses
the set of semiclassical bulk states that can be repre-
sented as a code subspace in the boundary theory. In a
general time-dependent spacetime, however, there is no
natural choice of code subspace fixed by the bulk effective
theory. This is because degrees of freedom that appear
natural on one time slice need not be in bijection with
those that appear natural on a different time slice. For
example, if a single heavy particle decays into a large
number of radiation particles within the causal domain
of σint, then we may naturally choose a code subspace
associated with the degrees of freedom of the parent par-
ticle, e.g. its spin, or a larger subspace determined by the
coarse-grained entropy of the final state radiation.
Our framework addresses this issue by providing a spe-
cific gauge choice given by the coarse-graining procedure.
Suppose there are a set of states giving similar geome-
tries on their holographic slices. Then, we can repre-
sent all these states approximately at once by a single
TN, which has “dangling” legs so that different states in
these legs correspond to different elements in the set; see
Fig. 12. This is a choice of code subspace motivated by
FIG. 12: A TN representing a collection of states has
dangling legs as well as nonuniversal tensors and
nonlocal bonds.
the coarse-graining procedure.
The introduction of dangling legs amounts to divid-
ing bulk degrees of freedom into two classes: those repre-
sented by a code subspace and the rest. Let us denote the
associated Hilbert space factors by Hcode and Hfrozen, re-
spectively. States inHcode correspond to the bulk degrees
of freedom that we aim to reconstruct, while Hfrozen is
viewed as “frozen.” Namely, the degrees of freedom cor-
responding to Hfrozen are treated essentially as part of
the background, despite the fact that they are associated
with quantum states in the conventional bulk effective
field theory.
We can now define the coarse-graining in this setup,
namely on a continuum analogue of a TN with dangling
legs. Specifically, we take the maximally mixed state in
Hcode, while picking a fixed state in Hfrozen determined
by the network structure, i.e. the background geometry.
This can be thought of as considering a coarse-grained
version of a generic state within the code subspace. In-
deed, the maximally mixed state plays a crucial role in
AdS/CFT, in which reconstruction of a certain operator
in the maximally mixed state is sufficient for a given op-
erator to be reconstructed on arbitrary states in the code
subspace [69, 70].
The coarse-graining procedure then follows that in
Secs. IV and V, but this time Sbulk receives contributions
both from dangling legs, Scode, and nonlocal legs, Sfrozen.
Since the QESs for A and A need not agree (see Fig. 13),
the region between the two surfaces—often termed the
no-man’s land—is partially entangled with both A and
A. Nevertheless, using Eq. (14) we can obtain a picture
analogous to that in Secs. IV and V.
Once we perform the flow to obtain a renormalized
leaf σ(λ) appropriate to deal with the problem, e.g. by
making σint(λ) a surface surrounding the region we are
interested in, then we can consider the set of all states in
Hcode, rather than the maximally mixed state, to analyze
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FIG. 13: With the state in Hcode being maximally
mixed, the QESs ΓA and ΓA can differ.
the system in more detail. As in the corresponding TN
case, we can then interpret such coarse-grained states in
two ways.
One is to view a state in the set as defining an entan-
gled state in the combined bulk-boundary Hilbert space
|ψ〉 ∈ Hbulk ⊗Hboundary, (23)
where Hbulk represents the space of bulk states in the
code subspace.
Another is to regard the set to give an isomorphic map
between the bulk Hilbert space (i.e. the space of dangling
legs) and a subspace of the much larger boundary Hilbert
space:
{|ψ〉} : Hbulk ↔ Hcode ⊂ Hboundary. (24)
Note that in the TN picture, Hboundary consists of both
local and nonlocal bonds cut by the boundary surface
obtained by the flow, as well as the part associated with
σext. This implies that the dimension of the boundary
effective Hilbert space is given by
ln |Hboundary(σ(λ))| = A(σ(λ))
4GN
+ Sfrozen(Σ(λ)). (25)
This can be compared with Eq. (17).
In this way, holographic properties such as the HRT
formula and entanglement wedge reconstruction can be
naturally interpreted [11, 35]. The interpretation is con-
sistent with the analysis in Ref. [69] that the region recon-
structable by state-independent operators—termed the
reconstruction wedge in Ref. [70]—can be computed by
considering QEW(A) of the maximally mixed state in
Hcode. In this picture, our coarse-graining procedure
is interpreted to produce a sequence of holographic en-
coding maps parameterized by λ, each of which can be
viewed as a holographic duality of the form in Eq. (24).
VII. CONCLUSIONS
In this paper, we have generalized the holographic
coarse-graining procedure described in Ref. [15] to in-
clude bulk quantum corrections. Interestingly, the gen-
eralization involves promoting classical expansions θ to
quantum expansions Θ as has been found in many other
examples [29–33]. We have demonstrated that the flow
equation obtained in the bulk has all the properties con-
sistent with an interpretation as a coarse-graining process
in the holographic theory. Our procedure also gives a way
in which the region exterior to the holographic screen is
treated at the quantum level. It would be interesting to
explicitly understand the detailed coarse-graining proce-
dure from a boundary theory perspective.
ACKNOWLEDGMENTS
We thank Nico Salzetta and Arvin Shahbazi-
Moghaddam for discussions. This work was supported
in part by the Department of Energy, Office of Sci-
ence, Office of High Energy Physics under contract DE-
AC02-05CH11231 and award de-sc0019380 and in part by
World Premier International Research Center Initiative
(WPI Initiative), MEXT, Japan.
Appendix A: Convexity of Renormalized Leaves
Definition 1. On a spacelike slice Σ, a compact set S is
defined to be convex if the quantum minimal surface χA
anchored to the boundary ∂A of a codimension-2 region
A ⊂ S is such that ∀A, χA ⊂ S. Here, the quantum
minimal surface χA is defined as the surface on Σ which
minimizes the generalized entropy Sgen for the region on
Σ bounded by χA ∪A.
Definition 2. A codimension-2 compact surface σ is
called a convex boundary if on every codimension-1
spacelike slice Σ such that σ ⊂ Σ, the closure of the
interior of σ is a convex set.
Theorem 1. If σ is a convex boundary, then for any
subregion A ⊂ σ, A ∪ ΓA is also a convex boundary.
Proof. Suppose that for some spacelike slice Σ, which
contains A ∪ ΓA, there is B in the closure of the inte-
rior of A ∪ ΓA such that the unique quantum minimal
surface χB goes outside A ∪ ΓA.
Since σ is assumed to be a convex boundary, χB cannot
go outside σ, i.e. it cannot cross A. Thus, χB must cross
ΓA as shown in Fig. 14.
As ΓA = X1 ∪X2 is the quantum minimal surface for
A,
A(X1)
4G
+
A(X2)
4G
+
A(A)
4G
+ Sbulk(ab) ≤
A(X2)
4G
+
A(X3)
4G
+
A(A)
4G
+ Sbulk(abc), (A1)
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FIG. 14: The quantum minimal surface χB crossing the
quantum minimal surface ΓA.
where the right hand side corresponds to the surface
XA = X2 ∪X3.
Also, χB = X3 ∪ X4 is the unique quantum minimal
surface for B, so
A(X3)
4G
+
A(X4)
4G
+
A(B)
4G
+ Sbulk(bc) <
A(X1)
4G
+
A(X4)
4G
+
A(B)
4G
+ Sbulk(b), (A2)
where the right hand side corresponds to the surface
XB = X1 ∪X4.
Combining Eqs. (A1) and (A2), we have
Sbulk(ab) + Sbulk(bc) < Sbulk(b) + Sbulk(abc) (A3)
which contradicts strong subadditivity. Thus, the quan-
tum minimal surface χB crossing the quantum minimal
surface ΓA results in a contradiction.
By repeatedly applying this theorem, we can show that
if the initial leaf has the interior portion σint that is con-
vex, then a sequential quantum flow procedure results in
a convex interior portion at each step. In the continuum
limit, this sequential procedure gives us the same renor-
malized leaves that were obtained using the flow equa-
tion. Thus, we conclude that if the initial leaf portion
σint(0) is a convex boundary, then the renormalized leaf
portion σint(λ) is also a convex boundary for all λ > 0.
Lemma 1. Consider a slice Σ and a compact set S ⊂ Σ.
If S is convex then ΘΣ(∂S) ≤ 0. Here, ΘΣ(∂S) is the
trace of the quantum extrinsic curvature of ∂S embedded
in Σ for the normal pointing inward.
Proof. Suppose that ΘΣ(∂S) > 0 somewhere on ∂S. One
can explicitly construct minimal surfaces that are outside
S by considering small enough subregions anchored to
this portion of ∂S.
Let the future-directed null vectors orthogonal to a
codimension-2 spacelike surface σ be k and l, which we
normalize as k · l = −2.
Theorem 2. If σ is a convex boundary, then the quan-
tum expansions in the inward direction Θk and Θ−l are
both non-positive.
Proof. Consider some spacelike slice Σ. The inward nor-
mal n on Σ is given by
n = αk − βl (A4)
with α, β ≥ 0.
Suppose Θk > 0. Now we can choose a slice Σ such
that ΘΣ(σ) > 0 by taking α  β. Thus, σ is not a
convex boundary because the closure of its interior is not
convex on Σ due to Lemma 1. A similar argument holds
if Θl < 0.
When we discuss the convexity of the leaf σ(λ) =
σint(λ) ∪ σext, we treat σext as a single unit on σ which
cannot be further divided into subregions. Thus, σext is
included or excluded as a whole when we consider any
boundary subregion A.
Appendix B: Derivation of the Flow Equation
Consider a codimension-2, closed, achronal surface σ
in an arbitrary (d + 1)-dimensional spacetime M . Sup-
pose σ is a convex boundary. We assume that both M
and σ are sufficiently smooth so that variations in the
spacetime metric gµν and induced metric on σ, denoted
by hij , occur on characteristic length scales Lg and Lσ,
respectively. We also assume that the changes of the vari-
ational entropy current density Jµ(x), discussed below,
occur on a characteristic length scale LS .
Theorem 3. Consider subregion A of characteristic
length δ  Lg, Lσ, LS on the surface σ. This subre-
gion A is chosen to be a (d− 1)-dimensional ellipsoid on
σ at order O(δ). Then, at the leading order, the QES
anchored to ∂A lives on the hypersurface generated by
the evolution vector10
s =
1
2
(Θkl + Θlk) = Θtt−Θzz (B1)
normal to σ. Here, k and l are future-directed null vectors
orthogonal to σ normalized as k · l = −2, and t and z are
vectors related to these by
k = (t+ z), l = (t− z). (B2)
Proof. Since the subregion A is assumed to be an ellip-
soid, we label its center point as p. We can then set up
10 In this appendix, we ignore the possibility that there is no QES
infinitesimally close to A as δ → 0, i.e. the possibility (iii) dis-
cussed in Sec. V A 1.
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Riemann normal coordinates in the local neighborhood
of p:
gµν(x) = ηµν − 1
3
Rµνρσx
ρxσ +O(x3). (B3)
In these coordinates, we are considering a patch of size
O(δ) around the origin p with Rµνρσ ∼ O(1/L2g), so at
any point in this patch
gµν(x) = ηµν +O
(
δ2
L2g
)
. (B4)
Since there is still a remaining SO(d, 1) symmetry that
preserves the Riemann normal coordinate form of the
metric, we can use these local Lorentz boosts and ro-
tations to set t and z as the coordinates in the normal
direction to σ at p while yi parameterize the tangential
directions. At order O(δ), the subregion A is then an
ellipsoid in the yi coordinates centered at the origin p.
In a small region around p, we can define a varia-
tional entropy current density that measures how Sbulk
changes. More formally, let XA be a surface anchored to
the boundary of A, or equivalently of A: XA = XA. Let
ΞA be the homology surface with ∂ΞA = A ∪XA, then
Sbulk(ΞA) = S0 −
∫
S
Jµ(x)da
µ. (B5)
where S0 is the Sbulk associated with the full σ, so it is
independent of the choice of subregion A or the surface
XR. Jµ(x) is the aforementioned variational entropy cur-
rent density which upon integrating over S, a homology
surface with boundary ∂S = A ∪ XA, determines how
Sbulk(ΞA) differs from S0.
We now Taylor expand the entropy current density
about p, so for any point within O(δ) distance of p
Jµ(x) = Jµ
(
1 +O
(
δ
LS
))
, (B6)
where Jµ = Jµ(0). Recall that LS is the length scale of
the variations of corresponding entropy variations.
Let Ktij , K
z
ij denote the extrinsic curvature tensors of
σ for the t and z normals, respectively. It follows that
Ktij ,K
z
ij ∼ O(1/Lσ). Since t and z are normal to σ,
the equations for the surface σ, described by tL(y
i) and
zL(y
i), can be Taylor expanded in the region A as
tL(y
i) = −1
2
Ktijy
iyj +O
(
δ3
L2σ
)
, (B7)
zL(y
i) =
1
2
Kzijy
iyj +O
(
δ3
L2σ
)
, (B8)
where the negative sign in the first line is due to the
time-like signature of the t normal.
From Eqs. (B7) and (B8), it follows that at the leading
order in δ,
∇2tL = −ηijKtij , (B9)
∇2zL = ηijKzij , (B10)
where ∇2 = ∂i∂i. Note that hij = ηij at this order.
It follows that the ratio of quantum null expansions on
the surface σ is
Θk
Θl
=
ηij(Ktij +K
z
ij) + 4GN (Jt − Jz)
ηij(Ktij −Kzij) + 4GN (−Jt − Jz)
, (B11)
or equivalently
Θt
Θz
=
Θk + Θl
Θk −Θl =
ηijKtij − 4GNJz
ηijKzij + 4GNJt
. (B12)
Here, we have used that bulk entropy is given by Eq. (B5)
along with the Taylor expansion in Eq. (B6).
The QES ΓA can be parameterized in a similar way us-
ing tE(y
i) and zE(y
i). The boundary conditions satisfied
by the QES are
tE(∂A) = tL(∂A), (B13)
zE(∂A) = zL(∂A). (B14)
Since the region A is chosen to be an ellipsoidal re-
gion in the yi coordinates at O(δ), we have symmetry
under yi → −yi at this order. Consequently, the t and
z directions are normal to the QES at the center point
(tE(0), zE(0), 0).
Let K˜tij , K˜
z
ij denote the extrinsic curvature tensors of
the QES for the t and z normals, respectively. We assume
that the QES is approximately flat at lengthscale δ, i.e.
K˜tij , K˜
z
ij  1/δ. We will show that this assumption is
self-consistent as long as the entropy current density is
not too large.
We can Taylor expand tE(y
i) and zE(y
i) as
tE(y
i) = tE(0)− 1
2
K˜tijy
iyj , (B15)
zE(y
i) = zE(0) +
1
2
K˜zijy
iyj . (B16)
Since the QES has vanishing quantum null expansion, we
have at the leading order
ηij(K˜tij + K˜
z
ij) + 4GN (Jt − Jz) = 0, (B17)
ηij(K˜tij − K˜zij) + 4GN (−Jt − Jz) = 0. (B18)
Here, we have used the expansion in Eq. (B6) because
any point on the QES is at most O(δ) distant from the
origin p.
These equations, along with Eqs. (B15) and (B16), re-
sult in the following differential equations for tE(y
i) and
zE(y
i) at the leading order
∇2tE = −ηijK˜tij = −4GNJz, (B19)
∇2zE = ηijK˜zij = −4GNJt. (B20)
Earlier, we assumed that K˜tij , K˜
z
ij  1/δ, which is justi-
fied as long as Jt,Jz  1/(4GNδ), which is the case if
Jt,Jz do not diverge as δ → 0.
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Let us consider the quantities δt = tE − tL and δz =
zE−zL. These satisfy the following differential equations
at the leading order
∇2δt = ηijKtij − 4GNJz, (B21)
∇2δz = −ηijKzij − 4GNJt. (B22)
The boundary conditions are given by
δt(∂A) = δz(∂A) = 0. (B23)
It is now clear that at the leading order, δt/Θt and
−δz/Θz satisfy the same differential equation with the
same boundary conditions, since Θt and Θz can be re-
garded as constant at this order. Thus,
δt
Θt
= − δz
Θz
(1 +O(δ)) (B24)
for all points on the extremal surface. Rewritten, the
extremal surface lives on the hypersurface generated by
the evolution vector s = Θtt−Θzz normal to σ.
In Theorem 3 above, we have assumed that the sub-
region A is a (d − 1)-dimensional ellipsoid on the sur-
face σ. Nonetheless, the proof goes through if the sub-
region R has a reflection symmetry (y1, y2, ..., yd−1) →
(−y1,−y2, ...,−yd−1) about the center point p at order
O(δ).
In fact, we expect this theorem to hold for a more gen-
eral subregion A because the above proof works if we can
find any point p ∈ A such that the normal vectors to σ at
p match with the normal vectors to the QES at the point
corresponding to p at order O(δ). Under the condition
that δ  Lg, Lσ, LS , such a point lies at the “center,”
in the sense that the leading-order treatment here works;
for example, the QES of the form of Eqs. (B15) and (B16)
is correctly “anchored” to ∂A at the leading order in δ.
Finally, our discussion in this appendix applies in the
context of the main text to the interior portion of the leaf,
σint. The existence of the exterior portion σext does not
change the fact that the QES ofA lies on the hypersurface
given by Eq. (B24).
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