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Abstract
Centroidal Voronoi tessellations (CVTs) are Voronoi tessellations of a region such that the
generating points of the tessellations are also the centroids of the corresponding Voronoi cells.
In this paper, some probabilistic methods for determining CVTs and their parallel implemen-
tations on distributed memory systems are presented. By using multi-sampling in a new prob-
abilistic algorithm we introduce, more accurate and eﬃcient approximations of CVTs are
obtained without the need to explicit construct Voronoi diagrams. The new algorithm lends
itself well to parallelization, i.e., near prefect linear speed up in the number of processors is
achieved. The results of computational experiments performed on a CRAY T3E 600 system
are provided which illustrate the superior sequential and parallel performance of the new al-
gorithm when compared to existing algorithms. In particular, for the same amount of work,
the new algorithms produce signiﬁcantly more accurate CVTs.
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Given a set of points (called generators) and a distance function, Voronoi tessel-
lations are subdivisions of another set of points into subsets such that the points in
each subset are closest, with respect to the given distance function, to one of the gen-
erators than to any of the other generators. Given a density function, one can also
determine the center of mass of each of the subsets making up the Voronoi tessella-
tion. In general, the location of the generators of the Voronoi tessellation do not co-
incide with the centers of mass of the resulting Voronoi subsets. Centroidal Voronoi
tessellations (CVTs) are special Voronoi tessellations of a region such that the gen-
erating points of the tessellations are also the centers of mass of the corresponding
Voronoi cells.
CVTs are useful in very diverse applications, including, among others, data com-
pression, clustering analysis, cell biology, territorial behavior of animals, optimal al-
location of resources, grid generation, and meshless computing (see, e.g., [4–6,14]).
As a result, algorithms for the eﬃcient and accurate construction of CVTs are of
substantial interest. Existing algorithms for this purpose fall into two classes: deter-
ministic and probabilistic. In both cases, the algorithms are iterative in character,
i.e., they involve the repeated updating of the positions of a set of points until they
converge to the positions of the generators of a CVT. Known deterministic algo-
rithms are eﬃcient from the standpoint of the number of iterations, but are very in-
eﬃcient with respect to the cost per iteration. In general, they require the explicit
construction of Voronoi tessellations and the approximate evaluation of multi-di-
mensional integrals. The situation is reversed for known probabilistic algorithms.
The cost per iteration is minute, with neither the construction of Voronoi tessella-
tions nor the approximate evaluation of multi-dimensional integrals being required.
However, the number of iterations required is usually huge. Furthermore, due to
the large amount of inter-processor communications necessary, existing probabilistic
algorithms are not amenable to parallel implementations.
In this paper, a new probabilistic algorithm for the construction of CVTs is devel-
oped. The new algorithm retains much of the cost-per-iteration eﬃciency of existing
probabilistic algorithms; in particular, neither the construction of Voronoi tessella-
tions nor the approximate evaluation of multi-dimensional integrals are required.
However, compared to existing algorithms, the new algorithm requires much fewer
iterations for convergence and involves a total work that, for the same quality of re-
sults, is much lower. Furthermore, the new algorithm lends itself well to parallel im-
plementations.
The plan of the rest of the paper is as follows. In Section 2, CVTs are precisely
deﬁned and their characterization as minimizers of an ‘‘energy’’ functional is de-
scribed. In Section 3, we brieﬂy discuss the generation of random numbers according
to a non-uniform probability density function; this is a necessary ingredient in the
deﬁnition of probabilistic algorithms. Then, in Section 4, we discuss known and
new sequential probabilistic methods for determining CVTs and compare their per-
formance. In Section 5, we consider parallel implementations of the methods exam-
ined in Section 4 and study their performance through some parallel computational
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are given in Section 6.
2. Centroidal Voronoi tessellations
Let j jdenote the Euclidean norm in R
N. Given an open set X   R
N and a set of
points fzig
k
i¼1 belonging to X, let
Vi ¼f x 2 X jj x   zij < jx   zjj for j ¼ 1;...;k; j 6¼ ig i ¼ 1;...;k: ð1Þ
Clearly, we have
Vi \ Vj ¼; for i 6¼ j and [
k
i¼1 V i ¼ X:
The set fVig
k
i¼1 is referred to as a Voronoi tessellation or Voronoi diagram of X, the
members of the set fzig
k
i¼1 are referred to as generating points or generators, and each
Vi is referred to as the Voronoi region or Voronoi cell corresponding to zi. It is also
well known that the Voronoi regions are polyhedra and they are very useful in a
number of applications (see, e.g., [14]).
Given a density function qðxÞP0 deﬁned on X, then for each Voronoi region Vi,
we deﬁne the mass centroid of center of mass z 
i of Vi by
z
 
i ¼
R
Vi xqðxÞdx
R
Vi qðxÞdx
for i ¼ 1;...;k: ð2Þ
We call the tessellation deﬁned by (1) a CVT if and only if
zi ¼ z
 
i for i ¼ 1;...;k;
i.e., the points zi’s which serve as the generators associated with the Voronoi regions
Vi’s are the mass centroids of those regions. Such tessellations are of use in very
diverse applications, including data compression, clustering analysis, cell biology,
territorial behavior of animals, optimal allocation of resources, grid generation, and
meshless computing (see, e.g., [4–6,14]).
An arbitrary choice of generating points fzig
k
i¼1 in a region are not, in general,
also the mass centroids of the corresponding Voronoi regions. As a result, one is left
with the following construction problem: given a region X   R
N, a positive integer k,
and a density function qðxÞ deﬁned for x 2 X, determine a k-point CVT of X with re-
spect to the given density function. Note that, in general, CVTs of a given set are not
uniquely deﬁned (see [4]).
Let
Kðfzig
k
i¼1;fVig
k
i¼1Þ¼
X k
i¼1
Z
Vi
qðxÞjx   zij
2dx; ð3Þ
where fVig
k
i¼1 is a tessellation of X and fzig
k
i¼1 are points in X. We refer to K as the
energy; in the statistics literature it is called the variance or cost. It was proved that a
necessary condition for K to be minimized is that fzi;Vig
k
i¼1 is a CVT of X (see [4]).
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often used to monitor the quality of the results.
3. Determining random numbers from non-uniform densities
Random sampling points corresponding to a non-uniform density function may
be determined from uniformly distributed points in a variety of ways. For example,
in one dimension, given the interval ða;bÞ and the density function qðxÞ deﬁned on
½a;b , a random point x in ½a;b  may be determined from
R x
a qðsÞds
R b
a qðsÞds
¼ X;
where X is a point in ½0;1  sampled according to a uniform distribution. If many
points need be sampled, this classical procedure is very computationally intensive,
especially in higher dimensions, due to the need to do repeated numerical integra-
tions. It is also diﬃcult to apply to complex geometries.
An alternate, completely probabilistic procedure is the rejection method [16]. In
this procedure, a random point x in ½a;b  is determined by ﬁrst sampling two random
points X 0 and U with constant density in ½0;1  and then setting X ¼ a þð b   aÞX 0.I f
U < qðXÞ=b q q, where b q q ¼ maxx2½a;b  qðxÞ, we let x ¼ X; otherwise, we begin again. Al-
though we may need to call the random number generator many times (the number
of times depends on the density function qðxÞ), the total computation time is in gen-
eral trivial compared to the classical procedure using numerical integrations.
The rejection method can be extended to higher dimensions. For example, for
two-dimensional domains, one can use the following completely probabilistic proce-
dure (in the sense that no deterministic integrations are involved) for generating ran-
dom points. Given the domain X   R
2, we determine and enclosing rectangle
D ¼½ a;b  ½ c;d , i.e., a rectangle D such that X   D and whose sides are parallel
to the coordinate axes. We are also given the density function qðx;yÞ deﬁned on
X; we set b q q ¼ maxðx;yÞ2X qðx;yÞ. Then, a random point ðx;yÞ2X is determined as fol-
lows. First, we sample a random point X 0 with constant density in ½0;1  and set
X ¼ a þð b   aÞX 0. Then, we sample a second random point Y 0 with constant density
in ½0;1  and set Y ¼ c þð d   cÞY 0.I fðX;YÞ 62 X, then begin again. Otherwise, we
next sample a random point U with constant density in ½0;1 .I fU < qðX;YÞ=b q q,
set ðx;yÞ¼ð X;YÞ; otherwise, start again. (The rejection of points in D which are out-
side of X may also be eﬀected by setting qðx;yÞ¼0i nD n X.) This two-dimensional
sampling algorithm can be obviously extended to higher dimensions.
In the sequel, we will refer to the rejection method as a Monte Carlo method; other
sampling methods may be substituted without substantially aﬀecting the relative ef-
ﬁciencies of the algorithms we consider. Sampling methods such as the Monte Carlo
method play a crucial role in probabilistic algorithms for determining CVTs. Not
only can Monte Carlo methods be used to generate initial conditions for the latter
type of algorithms, but they will be used to generate the random sampling points
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will provide results for comparisons to CVTs.
4. Methods for determining centroidal Voronoi tessellations
In this section, we discuss sequential methods for determining CVTs. The ﬁrst two
methods, one probabilistic and one deterministic, are well known in the literature.
The third method is a new probabilistic method which may be viewed as a general-
ization of both known methods.
4.1. MacQueen’s method
First, we introduce MacQueen’s method [12], a very elegant random sequential
sampling method which divides the samples into k sets or clusters by taking means
of sampling points.
Algorithm 1. (MacQueen’s method): Given a region X, a density function qðxÞ de-
ﬁned for all x 2 X, and a positive integer k,
0. Choose an initial set of k points fzig
k
i¼1 in X, e.g., by using a Monte Carlo method;
set ji ¼ 1 for i ¼ 1;...;k;
1. Determine a point y in X at random, e.g., by a Monte Carlo method, according to
the probability density function qðxÞ;
2. Find a zi  among fzig
k
i¼1 that is the closest to y;
3. Set
zi   
ji zi  þ y
ji  þ 1
and ji    ji  þ 1;
the new zi , along with the unchanged fzjg;j 6¼ i , form the new set of points
fzig
k
i¼1;
4. If the new points meet some convergence criterion, terminate; otherwise, return to
step 1.
In all our numerical experiments for MacQueens’s method and other iterative
methods, we will terminate at a ﬁxed number of iterations. In practice, other stop-
ping criteria, e.g., a suﬃciently small diﬀerence in successive energies or in the suc-
cessive positions of the generators, may be used instead.
Clearly, at any stage of MacQueen’s method, each point zi, i ¼ 1;...;k, is the
mean of all sampling points that have been found to be closest to the point zi that
was in eﬀect when each point was sampled. Thus, this subset of all sampling points
forms a cluster and the point zi is the mean of its cluster.
The almost sure convergence of the energy for the random MacQueen’s method
has been proved, although not in all cases does the method converge to a CVT
(see [7,12]). As is the case for most probabilistic methods, Monte Carlo methods
play a key role in MacQueen’s method. Of course, many variations of MacQueen’s
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we focus on Algorithm 1 since this is the method we will generalize.
One-dimensional numerical experiments for Algorithm 1 (MacQueen’s method)
were performed on a CRAY T3E 600 [3] located at the CRAY Inc. facility in Eagan,
Minnesota. In all cases, 128 generators in the interval ð 1;1Þ were used. Three dif-
ferent density functions were considered: a constant density function; e 10x2 which
has a huge variation, i.e., its values range from 1 to e 10; and e 20x2 þ 0:05sin
2ðpxÞ
which has a large peak at the center of the interval but also varies with small ampli-
tude away from the peak. Since MacQueen’s method is a probabilistic one, four ex-
periments for each situation were performed. Diﬀerent seeds (time-based) were used
to initialize the random number generator for each experiment. Since only one clos-
est point search and only one update of the search space are needed at each iteration,
there is not much motivation for eﬃciently determining closest neighbors. Thus, no
special algorithm was used for the one-dimensional experiments. The results of the
one-dimensional computational experiments for Algorithm 1 (MacQueen’s method)
are given in Table 1 and Fig. 1. The data given in Table 1 are the average of the en-
ergies and the maximum running times (in seconds) over the four realizations vs. the
Table 1
Maximum running times and average energies over four realizations of MacQueen’s method vs. number of
iterations for three density functions
No. of iterations 1e  10x2 e 20x2 þð 1=20Þsin
2ðpxÞ
Average
energy
Maximum
time (s)
Average
energy
Maximum
time (s)
Average
energy
Maximum
time (s)
0 22.514E 5 0.00 8.211E 5 0.00 9.323E 5 0.00
200,000 5.888E 5 2.93 2.285E 5 3.62 2.802E 5 3.83
800,000 5.658E 5 11.59 2.159E 5 13.94 2.702E 5 16.48
3,200,000 5.475E 5 46.34 2.059E 5 55.21 2.622E 5 63.44
Algorithm 1 (MacQueen’s method); 128 generators on ð 1;1Þ.
Fig. 1. Energy vs. number of iterations for MacQueen’s method: (a) qðxÞ¼1; (b) qðxÞ¼e 10x2; (c) qðxÞ¼
e 20x2 þ 0:05sin
2ðpxÞ.
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iterations is displayed for the three choices for the density function.
Table 1 and Fig. 1 illustrate the slow convergence of MacQueen’s method; the en-
ergy is reduced very little during each step of the algorithm and, even after a large
number of iterations, one does not achieve a good approximation. For a constant
density function, the energy of the true minimizer for 128 generators in ð 1;1Þ
can be computed exactly and is found to be 4.069E 5. We see from Table 1 and
Fig. 1 for a constant density function that even after 3,200,000 iterations, we are
not very close to the minimum energy; the lowest energy achieved after that many
steps is over 15% larger than the energy of the minimizer. (This does not imply that
we are necessarily ‘‘far away’’ from the optimal set of points; we will return to this
point in Section 5.3.) One reason for the ineﬃciency of MacQueen’s algorithm is that
only a single random sampling point is used and only a single point zi is updated at
each iteration. We also notice that, using the rejection method for generating non-
uniformly distributed sampling points, the running times for the non-constant den-
sity functions are only slightly higher than the corresponding running times for the
constant density function.
One observation that can be gleaned from a detailed examination of the results of
the computational experiments (although not deﬁnitively from the data given in the
tables) is that the energy of the ﬁnal set of points is closely correlated to the energy of
the corresponding initial set of points, i.e., in general, the smaller the initial energy,
the smaller the ﬁnal energy.
4.2. Lloyd’s method
In the discussion in Section 4.3 about the new probabilistic algorithm, we will
need to refer to a deterministic algorithm for determining CVTs that is known in
some circles as Lloyd’s method [4,10,11] and which is the obvious iteration between
computing Voronoi diagrams and mass centroids.
Algorithm 2. (Lloyd’s method): Given a region X, a density function qðxÞ deﬁned for
all x 2 X, and a positive integer k,
0. Select an initial set of k points fzig
k
i¼1, e.g., by using a Monte Carlo method;
1. Construct the Voronoi sets fVig
k
i¼1 associated with fzig
k
i¼1;
2. Determine the mass centroids of the Voronoi sets fVig
k
i¼1; these centroids form the
new set of points fzig
k
i¼1;
3. If the new points meet some convergence criterion, terminate; otherwise, return to
step 1.
Generally, compared to MacQueen’s method, Lloyd’s method requires substan-
tially fewer iterations but has a much higher cost per iteration. In step 1 of the
Lloyd’s method, a Voronoi tessellation must be explicitly constructed and in step
2, numerical integrations over polyhedral domains must be employed to calcu-
late centroids. A virtue of MacQueen’s method is that it does not require the
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procedure such as the rejection method is used to determine random sampling
points, then MacQueen’s method also does not involve any numerical integrations.
4.3. A new probabilistic method
Although MacQueen’s method is a very elegant random sampling method for
determining CVTs, its slow convergence provides motivation for developing alter-
native methods that are more eﬃcient. One could, of course, look for parallel im-
plementations of MacQueen’s method; we consider this approach in Section 5.1.
Here, we present a new probabilistic method that can be viewed as a probabilistic
version of Lloyd’s method and/or a generalization of the random MacQueen’s
method.
Algorithm 3. Given a region X, a density function qðxÞ deﬁned for all x 2 X, and a
positive integer k,
0. Choose a positive integer q and constants fai;big
2
i¼1 such that a2 > 0, b2 > 0,
a1 þ a2 ¼ 1, and b1 þ b2 ¼ 1; choose an initial set of k points fzig
k
i¼1, e.g., by using
a Monte Carlo method; set ji ¼ 1 for i ¼ 1;...;k;
1. Choose q points fyrg
q
r¼1 in X at random, e.g., by a Monte Carlo method, accord-
ing to the probability density function qðxÞ;
2. For i ¼ 1;...;k, gather together in the set Wi all sampling points yr closest to zi
among fzig
k
i¼1 (i.e., in the Voronoi region of zi); if the set Wi is empty, do nothing;
otherwise, compute the average ui of the set Wi and set
zi  
ða1ji þ b1Þzi þð a2ji þ b2Þui
ji þ 1
and ji   ji þ 1;
the new set of fzig, along with the unchanged fzjg (i.e., Wj is empty), form the new
set of points fzig
k
i¼1;
3. If the new points meet some convergence criterion, terminate; otherwise, return to
step 1.
For q ¼ 1, a1 ¼ b2 ¼ 1, and a2 ¼ b1 ¼ 0, this method reduces to MacQueen’s
method. If a1 ¼ b1 ¼ 0, a2 ¼ b2 ¼ 1, then zi ¼ ui, the average of the points in the
set Wi; then, since the points in Wi are randomly selected points in the Voronoi region
corresponding to zi, one may view ui as a probabilistic approximation to the centroid
of Vi. Thus, for a1 ¼ b1 ¼ 0, a2 ¼ b2 ¼ 1, this method is a probabilistic version of
Lloyd’s method; the larger q is, the better the centroid approximations. This justiﬁes
our view of Algorithm 3 as both a probabilistic Lloyd’s method and a generalization
of MacQueen’s method. Other choices for faj;bjg
2
j¼1 deﬁne other methods.
At every iteration of Algorithm 3, we sample a set of q points in the region X
and, at least if q is large, we update may, perhaps all, of the generators fzig
k
i¼1. Fur-
thermore, again if q is large, it is likely that many sampling points are used to
update each generator. This gives us hope that this algorithm is more eﬃcient than
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a single generator is updated at each iteration.
The updating of the generators eﬀected in step 3 of Algorithm 3 may be rewritten
in the form
zi   C1izi þ C2iui; ð4Þ
where
C1i ¼
a1ji þ b1
ji þ 1
and C2i ¼
a2ji þ b2
ji þ 1
:
This clearly shows that the new position of each generator is a linear combination
of the old position and the average of the points sampled in the Voronoi region of
the old generator (see Fig. 2 for a visual description). Note that since a1 þ a2 ¼ 1
and b1 þ b2 ¼ 1, we have that C1i þ C2i ¼ 1. From (4) and the fact that a1 and b1
may be negative, one can see that under and over-relaxation updating methods
can be deﬁned (see [4,9]).
Fig. 2. A visual description of Algorithm 3. The open circles denote the current positions of the generators
and the dashed lines denote their corresponding Voronoi tessellation. The small squares denote the points
sampled during a single iteration of the algorithm. These are grouped according to which Voronoi cell they
belong to and then all sample points in each cell are averaged to produce the ﬁlled circles. A triangle de-
notes the new position of a generator which is determined by taking a linear combination of the old po-
sition (the open circle) and the local sample average (the ﬁlled circle.) The Voronoi regions as depicted only
for illustrative purposes; Algorithm 3 does not require the construction of the Voronoi tessellation.
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a2 and b2 deﬁnes a new algorithm. (One also has to choose q, the number of points
sampled at each iteration.) From (4), it is clear that Algorithm 3 will converge (in a
probabilistic sense) only if C1i ! 1a n dC2i ! 0 as the number of iterations increases.
This holds for MacQueen’s method for which C1i ¼ ji=ðji þ 1Þ and C2i ¼ 1=ðji þ 1Þ
but not for the probabilistic Lloyd’s method for which C1i ¼ 0 and C2i ¼ 1. The rea-
son why the probabilistic Lloyd’s method cannot converge is that, for a ﬁxed number
of sampling points q per iteration, the average of the sampling points in the Voronoi
region of a generator cannot be the true centroid of that region. However, this does
not mean that methods such as the probabilistic Lloyd’s method are useless. Quite
the contrary, as we shall see, they can be quite eﬀective. One need only realize that
one cannot hope to get better accuracy than that allowed for by the amount of sam-
pling done at each iteration. In turn, this means that such methods require ‘‘large’’ q
in order to be very eﬀective.
We now report on the results of some one-dimensional computational experi-
ments with 128 generators in the interval ð 1;1Þ. Since we want q to be large, it is
useful to do the closest point searches eﬃciently. In the one-dimensional setting,
these searches were done by ﬁrst quickly sorting the set of k points fzig
k
i¼1, then,
for each yr, r ¼ 1;...;q, using binary searching to ﬁnd the zir in the set fzig
k
i¼1 which
is closest to yr. For the results for Algorithm 3 given in Table 2, we chose ﬁve values
for q (500, 1000, 2000, 8000, and 16,000), two sets of parameters fai;big
2
i¼1
(a1 ¼ b1 ¼ 0;a2 ¼ b2 ¼ 1 and a1 ¼ a2 ¼ b1 ¼ b2 ¼ 0:5), and the same three density
Table 2
Maximum running times and average energies over four realizations of Algorithm 3 for a ﬁxed number
(3,200,000) of random points sampled
qðxÞ q No. of
iterations
a1 ¼ 0, a2 ¼ 1,
b1 ¼ 0, b2 ¼ 1
a1 ¼ 1=2, a2 ¼ 1=2
b1 ¼ 1=2, b2 ¼ 1=2
Average
energy
Maximum
time (s)
Average
energy
Maximum
time (s)
1 500 6400 5.112E 5 36.01 4.488E 5 38.03
1000 3200 4.472E 5 38.78 4.299E 5 39.23
2000 1600 4.343E 5 40.07 4.341E 5 40.64
8000 400 4.267E 5 36.72 4.322E 5 36.14
16,000 200 4.424E 5 37.36 4.366E 5 37.97
e 10x2 500 6400 0.606E 5 43.99 0.603E 5 45.37
1000 3200 0.593E 5 43.15 0.533E 5 44.25
2000 1600 0.582E 5 45.60 0.634E 5 45.38
8000 400 0.720E 5 45.91 0.827E 5 43.46
16,000 200 0.933E 5 44.84 0.916E 5 43.75
e 20x2 þ 1
20sin
2ðpxÞ 500 6400 0.605E 5 54.88 0.594E 5 55.38
1000 3200 0.593E 5 54.65 0.533E 5 56.71
2000 1600 0.590E 5 53.87 0.709E 5 54.74
8000 400 0.822E 5 54.24 1.013E 5 54.30
16,000 200 1.153E 5 54.21 1.319E 5 55.69
Algorithm 3; 128 generators on ð 1;1Þ; 3,200,000 sampling points.
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sampled per iteration, the number of iterations of Algorithm 3 performed was cho-
sen so that the total number or random points sampled (other than for initialization)
was 3,200,000. For reference, the initial energies for the runs reported in Table 2 are
in the range [1.598E 4, 3.113E 4] for q ¼ 1, [4.363E 5, 1.482E 4] for q ¼ e 10x2
,
and [4.682E 5, 1.679E 4] for q ¼ e 20x2 þð 1=20Þsin
2ðpxÞ. Comparing with Table
1 for the random MacQueen’s method, we see that for the same density function
and the same number (3,200,000) of random sampling points, the running times
and the energies for Algorithm 3 are substantially lower than for Algorithm 1.
The reason the running times are lower even though the number of sampling points
are the same is that it is diﬃcult to do eﬃcient searching with MacQueen’s algorithm.
It is also interesting to examine the eﬀect of changing the number of points sam-
pled at each iteration. In Table 3, we give the average running times and average en-
ergies over four realizations of Algorithm 3 for a ﬁxed number of iterations but for
diﬀerent numbers of points sampled during each iteration. The ranges of the initial
energies are again as given above. We can conclude from the table that q, the number
of points sampled at each iteration, does not need to be too large. For example, in
our experiments for 128 generators and 400 iterations, q ¼ 8000 seems to be good
enough; choosing q ¼ 16;000 eﬀects almost no improvement, i.e., almost no further
reduction in the energy, but requires much higher running times. We note that q
should scale with the number of generators. Also, from Table 3, we see that, as ex-
pected, the running times scale linearly with the total number of points sampled.
Table 3
Average running times and average energies over four realizations of Algorithm 3 for a ﬁxed number (400)
of iterations
qðxÞ q Total points
sampled
a1 ¼ 0, a2 ¼ 1,
b1 ¼ 0, b2 ¼ 1
a1 ¼ 1=2, a2 ¼ 1=2,
b1 ¼ 1=2, b2 ¼ 1=2
Average
energy
Average
time (s)
Average
energy
Average
time (s)
1 500 200,000 5.156E 5 2.36 4.678E 5 2.38
1000 400,000 4.748E 5 4.66 4.433E 5 4.69
2000 800,000 4.397E 5 9.87 4.542E 5 9.30
8000 3,200,000 4.267E 5 36.28 4.322E 5 35.69
16,000 6,400,000 4.282E 5 72.64 4.257E 5 73.54
e 10x2 500 200,000 0.978E 5 2.83 1.028E 5 2.93
1000 400,000 1.003E 5 5.41 1.077E 5 5.70
2000 800,000 0.921E 5 10.81 0.926E 5 11.16
8000 3,200,000 0.720E 5 43.22 0.827E 5 42.23
16,000 6,400,000 0.755E 5 85.04 0.786E 5 84.45
e 20x2 þ 1
20sin
2ðpxÞ 500 200,000 1.313E 5 3.48 1.405E 5 3.51
1000 400,000 1.244E 5 6.84 1.410E 5 6.96
2000 800,000 0.958E 5 13.30 1.213E 5 13.71
8000 3,200,000 0.822E 5 53.06 1.013E 5 52.79
16,000 6,400,000 0.841E 5 104.61 1.017E 5 106.73
Algorithm 3; 128 generators on ð 1;1Þ; 400 iterations.
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3w i t hq ¼ 8000 and fa1 ¼ 0;a2 ¼ 1;b1 ¼ 0;b2 ¼ 1g. Comparing with Fig. 1, we
see that Algorithm 3 converges much faster, i.e., in much fewer iterations, than does
Algorithm 1. Of course, the work per iteration is higher for Algorithm 3 but, as can
be seen from Tables 1–3, for the same amount of total work, Algorithm 3 produces
much better results than does Algorithm 1. It also should be pointed out that when
the variations of the density functions become larger and more complex, more it-
erations are needed to obtain good results.
5. Parallel implementations
We now consider parallel implementations on distributed memory systems of the
sequential probabilistic algorithms discussed in Section 4. For convenience of de-
scription, given two positive integers k and p and a non-negative integer i such as
p6k and i < p, we deﬁne
Mði;p;kÞ¼
k
p
hi
if i < k modðpÞ
k
p
hi
þ 1 otherwise;
8
<
:
Gð0;p;kÞ¼0; and Gði;p;kÞ
¼
X i 1
j¼0
Mðj;p;kÞ;
where ½   denotes the greatest integer function. We begin with parallelizations of
Algorithm 1, the random MacQueen’s method.
5.1. Parallel MacQueen’s methods
An obvious parallelization of MacQueen’s method is given by the following algo-
rithm.
Fig. 3. Energy vs. number of iterations for Algorithm 3 with q ¼ 8000 and {a1 ¼ 0, a2 ¼ 1, b1 ¼ 0,
b2 ¼ 1}: (a) qðxÞ¼1; (b) qðxÞ¼e 10x2
; (c) qðxÞ¼e 20x2
þ 0:05sin
2ðpxÞ.
1488 L. Ju et al. / Parallel Computing 28 (2002) 1477–1500Algorithm 4. (A parallel MacQueen’s method): Given a region X, a density function
qðxÞ deﬁned for all x 2 X, a positive integer k,a n dp processors with rank ¼
0;1;...;p   1;
0. For rank ¼ 0;...;p   1, set mrank ¼ Mðrank;p;kÞ; then, each processor indepen-
dently chooses its own initial set of mrank points fzrank
i g
mrank
i¼1; , e.g., by using a Monte
Carlo method; set jrank
i ¼ 1 for i ¼ 1;...;mrank;
1. Processor 0 selects a y 2 X at random, e.g., by a Monte Carlo method, according
to the probability density function qðxÞ and then broadcasts it to all other proces-
sors;
2. Each processor ﬁnds the zrank
i  which is the closest to y in fzrank
i g
mrank
i¼1 respectively;
determine the corresponding distance by drank
i  ;
3. Compare them by communication to obtain the d , where d  is the minimum
among the drank
i  of all processors;
4. On each processor, if drank
i  6¼ d , do nothing; otherwise, set
z
rank
i   
jrank
i  zrank
i  þ y
jrank
i  þ 1
and j
rank
i    j
rank
i  þ 1;
this new zrank
i  , along with the unchanged zrank
i , form the new set of points
fzrank
i g
mrank
i¼1 ;
5. If the new points meet some convergence criterion, terminate; otherwise, return to
step 1.
In practice, Algorithm 4 is not a good one because in step 3 it requires the global
transmission of a small message, i.e., a single ﬂoating point number. It is wasteful
with regard to network bandwidth and this kind of communication is also ineﬃcient
because the hardware start-up time is much larger (generally by a factor of about
1000) than the communication time to send one ﬂoating point number through the
network. Thus, we need to make some modiﬁcations to improve the communication
eﬃciency. We accomplish this in the following algorithm by updating multiple points
at each iteration; the algorithm is clearly based on MacQueen’s method, but it also
has some diﬀerences with the direct parallel implementation of the latter method.
Algorithm 5. (A modified parallel MacQueen’s method): Given a region X, a density
function qðxÞ deﬁned for all x 2 X, a positive integer k, and p processors with
rank ¼ 0;1;...;p   1;
0. Choose a positive integer s; for rank ¼ 0;...;p   1, set mrank ¼ Mðrank;p;kÞ;
then, each processor independently chooses its own initial set of mrank points
fzrank
i g
mrank
i¼1 , e.g., by using a Monte Carlo method; set jrank
i ¼ 1 for i ¼ 1;...;mrank;
1. Each processor independently selects s points in X at random, according to the
probability density function qðxÞ; combine them together by communication to
form a set of sampling points fyrg
q
r¼1 (q ¼ sp);
2. On each processor, for r ¼ 1;...;q, ﬁnd a zrank
ir among fzrank
i g
mrank
i¼1 that is closest to
yr; determine the corresponding distance by drank
r ;
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q
r¼1, where dr is the min-
imum among drank
r on all processors;
4. For r ¼ 1;...;q, on each processor, if drank
r 6¼ dr, do nothing; otherwise, set
z
rank
ir  
jrank
ir zrank
ir þ yr
jrank
ir þ 1
and j
rank
ir   j
rank
ir þ 1;
this new set of fzrank
ir g, along with the unchanged zrank
j (j 6¼ ir), form the new set of
points fzrank
i g
mrank
i¼1 ;
5. If the new points meet some convergence criterion, terminate; otherwise, return to
step 1.
We expect that this modiﬁed parallel MacQueen’s algorithm will be more eﬃ-
cient than Algorithm 4. Note that here q ¼ sp should not be large; thus, there is
no need to do fast closest point searches because the preparation job (such as
building the data structure) prior to any fast search also needs much time and
therefore there is a trade oﬀ. We coded Algorithm 5 using MPI [13] and ran the
code using up to 16 processors on the CRAY T3E 600; the results of some com-
putational experiments are given in Table 4 for 128 generators on ð 1;1Þ and the
same three density functions used previously. In the table, p is the number of pro-
cessors and s is the number of random points sampled by each processor at each
iteration. Diﬀerent values of p and s were used such that q ¼ ps ¼ 160 in all cases,
i.e., the number of points sampled at each iteration over all processors is ﬁxed.
With 20,000 iterations being carried, the total number of points sampled in each
case was 3,200,000.
Comparing Table 4 for the modiﬁed parallel MacQueen’s method with Table 1
for the sequential MacQueen’s method (p ¼ 1), we see that for 3,200,000 random
sampling points that the average energies obtained by the two methods are very
similar, i.e., independent of the number of processors. However, the running times
are very much lower for the parallel method. This is seen more clearly in Fig. 4
which gives, for each of the three density function, the speed up obtained by par-
allelization. (The average time of all similar experiments was used to compute the
Table 4
Maximum running times and average energies over four realizations of Algorithm 5 for a ﬁxed number of
iterations (20,000) and a ﬁxed number (3,200,000) of random points sampled
psDensity function
1e  10x2
e 20x2
þð 1=20Þsin
2ðpxÞ
Average
energy
Maximum
time
Average
energy
Maximum
time
Average energy Maximum time
1 160 5.563E 5 39.94 2.221E 5 47.91 2.812E 5 57.73
2 80 5.421E 5 26.22 2.172E 5 30.30 2.789E 5 34.88
4 40 4.976E 5 16.24 1.914E 5 18.39 2.755E 5 20.94
8 20 5.112E 5 12.17 1.837E 5 13.42 2.710E 5 14.86
16 10 5.259E 5 12.63 1.875E 5 13.30 2.715E 5 14.24
Algorithm 5; 128 generators on ( 1,1); 20,000 iterations; 3,200,000 sampling points.
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although they were not given in Table 4.) Note that the speed up appears to be-
come sublinear as the number of processors increases, and it becomes even worse
as p goes from 10 to 16 because the loss caused by the cost for communication ex-
ceeds the gain obtained from the distribution of computations. It is also worth not-
ing that the speed up of Algorithm 5 depends strongly on the number of sampling
points q used at each iteration: the larger q is, the better the speed. However, q
should not be too large in this modiﬁed parallel MacQueen’s method as was
pointed out in the last paragraph.
5.2. Parallelization of the new algorithm
A direct parallel implementation of Algorithm 3 is given in the following algo-
rithm.
Algorithm 6. (A parallel version of Algorithm 3): Given a region X, a density function
qðxÞ deﬁned for all x 2 X, a positive integer k,a n dp processors with rank ¼
0;1;...;p   1;
0. Choose a positive integer s and constants fai;big
2
i¼1 such that a1 > 0, b1 > 0,
a1 þ a2 ¼ 1 and b1 þ b2 ¼ 1; for rank ¼ 0;...;p   1, set mrank ¼ Mðrank;p;kÞ,
grank ¼ Gðrank;p;kÞ and gp ¼ Gðp;p;kÞ; then, each processor independently
chooses its own initial set of mrank points fzrank
i g
mrank
i¼1 , e.g., by using a Monte Carlo
method;
1. Combine them together by communication to form a complete initial set of k
points fzig
k
i¼1; set ji ¼ 1 for i ¼ 1;...;k;
2. Each processor selects its own set of s points fyrank
r g
s
r¼1 in X at random according
to the probability density function qðxÞ;
3. On each processor, for each generator zi, gather together all sampling points yrank
r
closest to zi, (i.e., in the Voronoi region of zi) in the set W rank
i respectively, and
denote the cardinality of W rank
i by wrank
i ;
Fig. 4. Speed up of Algorithm 5 with q ¼ ps ¼ 160: (a) qðxÞ¼1; (b) qðxÞ¼e 10x2; (c) qðxÞ¼e 20x2 þ
0:05sin
2ðpxÞ.
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i is empty, set vrank
i ¼ 0; otherwise, determine the sum vrank
i of the
members of the set W rank
i ;
5. On each processor, by communication, obtain the set fvig
grankþ1
i¼grankþ1 respectively,
where vi is the sum of vrank
i over all processors, and the corresponding set
fwig
grankþ1
i¼grankþ1, where wi is the sum of wrank
i over all processors.
6. On each processor, for i ¼ grank þ 1;...;grankþ1,i fwi 6¼ 0, compute the average
ui ¼ 1
wi vi, and then set
zi  
ða1ji þ b1Þzi þð a2ji þ b2Þui
ji þ 1
and ji   ji þ 1;
otherwise, do nothing; by communication, this new set of zi, along with the un-
changed zj (i.e., wj ¼ 0), form the new set of points fzig
k
i¼1;
7. If the new points meet some convergence criterion, terminate; otherwise, return to
step 1.
Note that, in step 3 of the above algorithm, searching for closest points on each
processor is required.
However, sequential fast searching algorithms can still be directly applied since
the searching is local, i.e., totally independent between processors, and s is generally
a large number in order to make the algorithm eﬀective as was mentioned in Section
4.3, i.e., q ¼ ps. We coded Algorithm 6, also using MPI, and ran the code using up to
16 processors of a CRAY T3E 600; the results of some computational experiments
are given in Table 5 for 128 generators on ð 1;1Þ and the same three density func-
tions used previously. The same two sets of parameters fai;big
2
i¼1 used for Tables 2
Table 5
Average running times and average energies over four realizations of Algorithm 6 for a ﬁxed number (400)
of iterations and a ﬁxed number (3,200,000) of random points sampled
Parameters
values
ps Density function
1e  10x2 e 20x2 þ 0:05sin
2ðpxÞ
Average
energy
Average
time
Average
energy
Average
time
Average
energy
Average
time
a1 ¼ 0, a2 ¼ 1,
b1 ¼ 0, b2 ¼ 1
1 8000 4.274E 5 38.85 0.706E 5 44.82 0.809E 5 55.69
2 4000 4.235E 5 19.77 0.751E 5 21.59 0.906E 5 26.26
4 2000 4.234E 5 9.63 0.722E 5 10.86 0.846E 5 13.62
8 1000 4.159E 5 4.99 0.795E 5 5.80 0.840E 5 6.96
16 500 4.155E 5 2.70 0.753E 5 2.97 0.879E 5 3.64
a1 ¼ a2 ¼ 1=2,
b1 ¼ b2 ¼ 1=2
1 8000 4.413E 5 38.84 0.901E 5 44.37 0.977E 5 56.76
2 4000 4.337E 5 19.76 0.897E 5 21.88 1.085E 5 27.40
4 2000 4.328E 5 9.52 0.851E 5 10.90 1.085E 5 13.43
8 1000 4.228E 5 4.95 0.885E 5 5.79 1.015E 5 6.98
16 500 4.150E 5 2.67 0.812E 5 3.10 1.075E 5 3.64
Algorithm 6; 128 generators on ð 1;1Þ; 400 iterations; 3,200,000 sampling points.
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q ¼ ps ¼ 8000, i.e., the number of points sampled at each iteration over all proces-
sors is ﬁxed; 400 iterations were carried out so that the total number of points sam-
pled in each case was again 3,200,000.
Comparing Table 4 for the modiﬁed parallel MacQueen’s method with Table 5
for the parallel version of the new algorithm shows the clear superiority of the latter;
for the same number of sampling points and for the same number of processors, the
new method results in a substantial lower energy and a substantial reduction in the
running times. This is especially true as the number of processors increases.
Comparing Table 5 for the parallel version of the new algorithm with Table 2
for the sequential version ðp ¼ 1Þ shows that for the same number of sampling
points, the new algorithm results in lower energies and requires much lower running
times. The parallel speed up for each of the three density functions is given in Fig. 5.
Note that for Algorithm 6 the speed up in all cases is almost perfectly linear in the
number of processors, and there are even some superlinear speed ups for p ¼ 2 which
are probably mainly caused by the cache.
5.3. Two-dimensional computational experiments
We also carried out some experiments with Algorithms 5 and 6 for 256 generators
on the two-dimensional domains X ¼ð   1;1Þ
2 and X ¼f ð x;yÞjðx2 þ y2 < 1g using 32
processors on a CRAY T3E 600. There are many algorithms to eﬃciently compute
closest neighbors using some data structures such as KD tree or binary search tree
(see, e.g., [1,2,17]) for centroidal Voronoi generators in two dimensions; however,
this is not our focus here so we did not employ them.
For Algorithm 6, the experiments use the same two sets of parameters fai;big
2
i¼1
used for the one-dimensional experiments. For both Algorithms 5 and 6, the density
functions used were similar to those used in the one-dimensional experiments. Spe-
ciﬁcally, for X ¼ð   1;1Þ
2, the density functions used were a constant, e 10ðx2þy2Þ, and
e 20ðx2þy2Þ þ 0:05sin
2ðpxÞsin
2ðpyÞ; for X ¼f ð x;yÞjðx2 þ y2 < 1g, the density functions
used were a constant and e 5ð1 x2 y2Þ. For each iteration of Algorithm 5, 10 random
Fig. 5. Speed up of Algorithm 6 with q ¼ ps ¼ 8000: (a) qðxÞ¼1; (b) qðxÞ¼e 10x2; (c) qðxÞ¼e 20x2 þ
0:05sin
2ðpxÞ.
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each iteration of Algorithm 6, 375 random points were sampled per processor and a
total of 800 iterations were performed. Thus, for each experiment, a total of
Table 6
Maximum running times for four realizations of Algorithms 5 and 6 for a ﬁxed number (16) of processors
and a ﬁxed number (9:6   106) of random points sampled
Two-dimensional simulations
Algorithm 5
Algorithm 6a (a1 ¼ 0, a2 ¼ 1, b1 ¼ 0, b2 ¼ 1)
Algorithm 6b (a1 ¼ a2 ¼ b1 ¼ b2 ¼ 1=2)
32 processors, 256 generators, 9,600,000 sampling points
Density Algorithm s Iterations Time
X ¼ð   1;1Þ
2
1 5 10 30,000 867.3
6a 375 800 329.6
6b 375 800 329.1
e 10ðx2þy2Þ 5 10 30,000 1012.6
6a 375 800 436.7
6b 375 800 435.9
e 20ðx2þy2Þ þ 1
20sin
2ðpxÞsin
2ðpyÞ 5 10 30,000 1246.2
6a 375 800 680.4
6b 375 800 684.1
X ¼f ð x;yÞjðx2 þ y2Þ < 1g
1 5 10 30,000 869.5
6a 375 800 332.2
6b 375 800 331.2
e 5ð1 x2 y2Þ 5 10 30,000 953.1
6a 375 800 381.8
6b 375 800 380.9
Fig. 6. Two-dimensional centroidal Voronoi diagrams for 256 generators in X ¼ð   1;1Þ
2 found by the
deterministic Lloyd’s method (Algorithm 2); left: qðx;yÞ¼1; middle: qðx;yÞ¼e 10ðx2þy2Þ; right:
qðx;yÞ¼e 20ðx2þy2Þ þ 0:05sin
2ðpxÞsin
2ðpyÞ.
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for the two algorithms should be about the same. The parallel running times are re-
ported on in Table 6. Again, s denotes the number of random points sampled by
each processor at each iteration. We easily see that for all three density functions
and for the same number of total sampling points, the running times for the new
method (Algorithm 6) are substantially lower than for Algorithm 5, a parallel Mac-
Queen’s algorithm. Also, there is little diﬀerence between the running times for each
of the two sets of parameters fai;big
2
i¼1 tested for Algorithm 6.
Fig. 7. Two-dimensional Voronoi diagrams for 256 generators in X ¼ð   1;1Þ
2 with the density function
qðx;yÞ¼1: (a) Monte Carlo simulation; (b) approximate centroidal Voronoi diagram using Algorithm 5;
(c) approximate centroidal Voronoi diagram using Algorithm 6 with a1 ¼ b1 ¼ 0 and a2 ¼ b2 ¼ 1; (d) ap-
proximate centroidal Voronoi diagram using Algorithm 6 with a1 ¼ a2 ¼ b1 ¼ b2 ¼ 0:5; 9:6   106 sam-
pling points were used for (b), (c), and (d).
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erators determined by the experiments with Algorithms 5 and 6. This is especially im-
portant in view of the observation made previously for the one-dimensional
experiments with a constant density for which, even after 3,200,000 points were sam-
pled, the energies were not always close to the energy of the true minimizer. Here, in
Figs. 6–9, we give visual evidence of the relative quality of solutions found using Al-
gorithms 5 and 6 with 9:6   106 sampling points in X ¼ð   1;1Þ
2. A baseline to com-
pare with for all three density functions is provided by (very expensive) converged
(with respect to the energies) deterministic solutions obtained using the deterministic
Fig. 8. Two-dimensional Voronoi diagrams for 256 generators in X ¼ð   1;1Þ
2 with the density function
qðx;yÞ¼e 10ðx2þy2Þ: (a) Monte Carlo simulation; (b) approximate centroidal Voronoi diagram using Algo-
rithm 5; (c) approximate centroidal Voronoi diagram using Algorithm 6 with a1 ¼ b1 ¼ 0 and a2 ¼ b2 ¼ 1;
(d) approximate centroidal Voronoi diagram using Algorithm 6 with a1 ¼ a2 ¼ b1 ¼ b2 ¼ 0:5; 9:6   106
sampling points were used for (b), (c), and (d).
1496 L. Ju et al. / Parallel Computing 28 (2002) 1477–1500Lloyd’s method (Algorithm 2). Then, comparing Fig. 6 with Figs. 7–9 shows that, for
the same total number of sampling points, Algorithm 6 with either choice for the pa-
rameters fai;big
2
i¼1 provides substantially superior results than does Algorithm 5. Of
course, the latter algorithm provides vastly better results than does just a single ran-
dom sampling of points according the density function. Thus, it seems that Algorithm
6 is superior to Algorithm 5 with respect to both speed and accuracy. We also provide,
in Figs. 10 and 11, some centroidal Voronoi diagrams found using Algorithms 5 and 6
with 9:6   106 sampling points in the circle X ¼f ð x;yÞjðx2 þ y2 < 1g. The results
again show that Algorithm 6 performs much better than Algorithm 5.
Fig. 9. Two-dimensional Voronoi diagrams for 256 generators in X ¼ð   1;1Þ
2 with the density function
qðx;yÞ¼e 20ðx2þy2Þ þ 0:05sin
2ðpxÞsin
2ðpyÞ: (a) Monte Carlo simulation; (b) approximate centroidal Voro-
noi diagram using Algorithm 5; (c) approximate centroidal Voronoi diagram using Algorithm 6 with
a1 ¼ b1 ¼ 0 and a2 ¼ b2 ¼ 1; (d) approximate centroidal Voronoi diagram using Algorithm 6 with
a1 ¼ a2 ¼ b1 ¼ b2 ¼ 0:5; 9:6   106 sampling points were used for (b), (c), and (d).
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We examined several probabilistic algorithms and their parallel implementations
for determining CVTs. From the results of some computational experiments, it
seems that a new probabilistic algorithm we introduced performs much better than
the random MacQueen’s method and is more suitable for parallel computation.
There are a number of issues that need further study. These include, for example, im-
proving the convergence rate of MacQueen’s method, ﬁnding better parallel imple-
mentations, optimal choices for s (or equivalently q ¼ ps), and optimal choices of
Fig. 10. Two-dimensional Voronoi diagrams for 256 generators in X ¼f ð x;yÞjðx2 þ y2Þ < 1g with the den-
sity function qðx;yÞ¼1: (a) Monte Carlo simulation; (b) approximate centroidal Voronoi diagram using
Algorithm 5; (c) approximate centroidal Voronoi diagram using Algorithm 6 with a1 ¼ b1 ¼ 0 and a2 ¼
b2 ¼ 1; (d) approximate centroidal Voronoi diagram using Algorithm 6 with a1 ¼ a2 ¼ b1 ¼ b2 ¼ 0:5;
9:6   106 sampling points were used for (b), (c), and (d).
1498 L. Ju et al. / Parallel Computing 28 (2002) 1477–1500the parameters fai;big
2
i¼1 for Algorithms 3 and 6. Of course, theoretical convergence
analyses for Algorithms 3, 5, and 6 would also be desirable.
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Fig. 11. Two-dimensional Voronoi diagrams for 256 generators in X ¼f ð x;yÞjðx2 þ y2Þ < 1g with the den-
sity function qðx;yÞ¼e 5ð1 x2 y2Þ: (a) Monte Carlo simulation; (b) approximate centroidal Voronoi dia-
gram using Algorithm 5; (c) approximate centroidal Voronoi diagram using Algorithm 6 with a1 ¼
b1 ¼ 0 and a2 ¼ b2 ¼ 1; (d) approximate centroidal Voronoi diagram using Algorithm 6 with
a1 ¼ a2 ¼ b1 ¼ b2 ¼ 0:5; 9:6   106 sampling points were used for (b), (c), and (d).
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