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There is a growing amount of data describing networks – examples include so-
cial networks, communication networks, and biological networks. As the amount of
available data increases, so does our interest in analyzing the properties and charac-
teristics of these networks. However, in most cases the data is noisy, incomplete, and
the result of passively acquired observational data; naively analyzing these networks
without taking these errors into account can result in inaccurate and misleading con-
clusions. In my dissertation, I study the tasks of entity resolution, link prediction,
and collective classification to address these deficiencies. I describe these tasks in
detail and discuss my own work on each of these tasks. For entity resolution, I
develop a method for resolving the identities of name mentions in email communi-
cations. For link prediction, I develop a method for inferring subordinate-manager
relationships between individuals in an email communication network. For collec-
tive classification, I propose an adaptive active surveying method to address node
labeling in a query-driven setting on network data. In many real-world settings,
however, these deficiencies are not found in isolation and all need to be addressed
to infer the desired complete and accurate network. Furthermore, because of the
dependencies typically found in these tasks, the tasks are inherently inter-related
and must be performed jointly. I define the general problem of graph identifica-
tion which simultaneously performs these tasks; removing the noise and missing
values in the observed input network and inferring the complete and accurate out-
put network. I present a novel approach to graph identification using a collection
of Coupled Collective Classifiers, C3, which, in addition to capturing the variety of
features typically used for each task, can capture the intra- and inter-dependencies
required to correctly infer nodes, edges, and labels in the output network. I dis-
cuss variants of C3 using different learning and inference paradigms and show the
superior performance of C3, in terms of both prediction quality and runtime perfor-
mance, over various previous approaches. I then conclude by presenting the Graph
Alignment, Identification, and Analysis (GAIA) open-source software library which
not only provides an implementation of C3 but also algorithms for various tasks
in network data such as entity resolution, link prediction, collective classification,
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Foreword
Portions of this dissertation are derived from research and publications co-
authored by the candidate and published elsewhere. Chapter 2 is based on the
book chapter A Survey of Link Mining Tasks for Analyzing Noisy and Incomplete
Networks [121] and magazine article Collective Classification in Network Data [149].
The entity resolution work in Chapter 3 is based on the paper Name Reference
Resolution in Organizational Email Archives [47]. The link prediction work in the
paper Chapter 4 is based on Relationship Identification for Social Network Discovery
[48]. Work in Chapter 5 is based on a submission Active Surveying for Query-Driven
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There is a growing wealth of data describing networks of various types in-
cluding social networks, communication networks, transportation networks, and bi-
ological networks. At the same time, there is growing interest in analyzing these
networks in order to uncover (1) general laws that govern their structure and evolu-
tion, and (2) patterns and predictive models to develop better policies and practices.
However, a fundamental challenge in dealing with this newly available observational
data describing networks is that the data is often of dubious quality—it is noisy
and incomplete—and before any analysis method can be applied, the data must be
cleaned, missing information inferred, and mistakes corrected. Skipping this clean-
ing step can lead to flawed conclusions for measures as basic as the label and degree
distribution; for more complex analytic queries, the results are even more likely to be
inaccurate and misleading. In this dissertation, we identify and develop approaches
to the inference tasks involved in addressing common deficiencies in network data.
Deficiencies in network data can be caused by errors in the set of nodes, edges,
and attribute values. Determining the nodes is often challenging because the nodes
are often constructed from data in which the identifiers are ambiguous. Social
networks, for example, can be generated using name mentions from the text of email
communications. Name references, however, are typically ambiguous, relying on a
1
shared context between the individuals communicating that may not be immediately
available. For example, in the message “How’s John doing today?” there is a shared
context that a common friend named “John” is ill. We need this shared context
to uniquely identify the person to which this name mention refers. Due to this
ambiguity when creating nodes for people from name mentions, multiple nodes which
refer to the same underlying individual may be incorrectly instantiated. To resolve
this deficiency, these duplicate nodes must be merged together, a task referred to as
entity resolution.
Next, the set of edges between nodes are often spurious and incomplete. In
using high throughput experiments for generating protein networks, for example,
the presence of spurious and missing links have been shown to be as high as 17%
and 51%, respectively, even for well studied organisms [76]. Similarly, while we may
have an accurate set of edges observed, the observed edges may not semantically be
what we are interested in analyzing. For example, we maybe interested in studying
the managerial relationships within a company social network but the only avail-
able relationship maybe observed communication relationships. Directly using the
communication relationships to represent managerial relationships is incorrect given
that communications reflect multiple types of relationships (e.g., friendships, adver-
sarial, family). To acquire the network structure desired, spurious edges must be
removed and missing edges must be inferred, a task referred to as link prediction.
Beyond the structure of a network, an important and widely studied deficiency
in network data is that the node attribute values of interest are often only partially
observed. For example, while the text of papers in a citation network maybe avail-
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able, the topics of those papers may not be provided. Typically, there is a cost
(e.g., time, money, resources) associated with acquiring attribute values and often
the available budget does not allow for acquiring the values of all the nodes. Conse-
quently, the missing attribute values must be inferred, a task referred to as collective
classification.
There has been a significant amount of work in the individual tasks of entity
resolution, link prediction, and collective classification. In practice, however, these
problems do not occur in isolation. Networks with duplicate nodes are also very
likely to have missing and spurious edges and missing attribute values. In such
cases, entity resolution is needed to infer the correct set of nodes over which the
edges of link prediction are defined and the labels of collective classification are
assigned. Similarly, link prediction edges can be used to guide which nodes should
be merged in entity resolution, as well as to guide in the prediction of labels in
collective classification. The attribute values provided by collective classification
may also guide the entity resolution and link prediction. As this highlights, these
tasks are inherently inter-related tasks that must be performed simultaneously to
clean and complete the network. We define this joint application of entity resolution,
link prediction, and collective classification as the problem of graph identification.
In the next section, we discuss various examples of entity resolution, link pre-
diction, and collective classification, with an emphasis on highlighting how they fit
in the problem of graph identification. The examples were chosen to demonstrate
the applicability and impact progress work in these tasks, particularly under graph
identification, can achieve in multiple domains. The examples also show the diver-
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Figure 1.1: An illustration of graph identification. a) shows the input graph, which
represents a communication network, where the nodes are email addresses, the edges
are email communications, and the edges have attributes describing the communica-
tion content b) shows the output graph, which represents the social network, which
is identified, or inferred, from the input graph. The nodes in the output graph
represent entities (people), and the edges represent social relationships, in this case
employee-manager relationship. In addition, nodes in the output graph are labeled
with their functional role in the company.
sity in the features and types of inferences used within and across tasks in graph
identification.
1.1 Motivating Examples
1.1.1 Social Network Analysis
Suppose we wish to understand and analyze the social network of a large or-
ganization. Specifically, we wish to analyze the organizational structure, including
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the managerial relationships and roles of the individuals. For certain organizations,
it may be very difficult, if possible, to gather such a network directly. What may
instead be available for such an organization are archived email communications
[90]. These communications define a network where nodes represent email addresses,
edges represent communication between the email addresses, and attributes for these
nodes and edges may include traffic statistics (e.g., frequency of communications)
and content (e.g., presence of a word or phrase in an email). This available net-
work, however, is inherently inappropriate for our analysis. To illustrate, consider
the small example networks shown in Figure 1.1. The nodes in the communica-
tion network do not accurately reflect the individuals in the organization. If we
perform analysis, substituting email address nodes for people nodes, even a basic
statistic, like the number of individuals, would be inflated by the fact that people
have multiple email addresses (i.e., mary@example.com and mtaylor@example.com
both belong to Mary Taylor). Moreover, the communication network links are not
the same as the desired social relationships between individuals (i.e., email com-
munications exist between robert@example.com and mjones@example.com although
their users, Robert Lee and Mary Jones, do not share a managerial relationship).
The attributes for our analysis are also not given (i.e., the email addresses are not
explicitly annotated with roles). Although the communication network is not di-
rectly appropriate for our task, we can use the information in the communication
network to infer the appropriate social network. This requires identifying the people
and the correspondence of email addresses to people (these may be email addresses
which have similar writing and communication patterns), managerial relationships
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(who are likely to email each other regarding work events), and their roles (reflected
in the content of communications and with whom they communicate).
1.1.2 Protein Networks
In recent years, protein-protein interaction (PPI) networks from high through-
put experiments have become a widely studied source of data for understanding
biological processes in organisms. These networks have been used to explore various
characteristic about proteins from protein essentiality [186, 12] and function anno-
tation [34, 119], to patterns of how these proteins interact to perform higher level
functions [10, 14, 45]. Ideally, an accurate and complete protein network, where the
proteins are annotated with their function, all edges are accounted for, and proteins
are mapped to their complexes, is available. However, a fundamental challenge of
studying these networks is that these networks are notoriously noisy and incomplete.
Comparisons of high confidence networks of well annotated species show as little as
9% overlap [76]. Estimates for the presence of false links and missing links have been
shown to be as high as 17% and 51%, respectively, for well-studied organisms [76].
Moreover, most proteins, even for comparatively well-annotated species like yeast
and worm, have most proteins without any functional [153] or complex annotations
[117]. Although this available network may not be ideal for our analysis, we can
use it to infer a network that is more suitable. We can use the known annotations
of some proteins to infer the missing annotations of proteins related by observed
or predicted interactions [119, 34]. Similarly, we can use auto-correlation between
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the function of interacting proteins, as well as attributes like cellular localization, to
infer the true set of interactions [187, 158]. We can also use the topology of the PPI
and the functional enrichment common in complexes to predict protein complexes
[10, 190].
1.1.3 Internet Topology
As Internet usage continues to grow, it is becoming increasingly essential that
we understand the structure and design of the Internet in order to understand its
vulnerabilities and limitations [165]. Ideally, for example, we would like to have a
map of the Internet which shows all routers, information about these routers (such
as type or geographic location), the administrative domain of the routers (known
commonly as autonomous systems), and the existence and types of relationships
between those autonomous systems. The Internet, however, is not owned or man-
aged by a single organization. Instead, the Internet is a collection of networks run
by different Internet Server Providers (ISPs) who do not publish many of the de-
tails regarding their networks. Generally, the available maps of the Internet are
created using tools which provide only a partial view of the full network and are
error prone. For example, router level networks created using TTL-limited probes
(i.e., traceroute) tend to over inflate the true number of routers, as well as incor-
rectly record the existence of links between those routers [156]. As in the previous
examples, while the available networks may be ill-suited for our analysis, we can
use them to infer a network which is appropriate for further analysis. We can infer
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which IP addresses belong to the same router and, similarly, which routers belong
to which autonomous system by using their attributes (e.g., geographic location and
DNS names) and their observed and inferred connectivity. We can also infer the
existence and types of relationships between the autonomous systems by looking at
the attributes and connectivity of its routers [46].
1.2 Outline and Contributions
In this dissertation, we present our research on entity resolution, link predic-
tion, and collective classification first as independent tasks and then as tasks within
the problem of graph identification. We begin by providing some additional back-
ground for the tasks of entity resolution, link prediction, and collective classification
in Chapter 2. We provide formal definitions, describe the characteristics and chal-
lenges, and survey previous approaches to these problems. We also describe previous
work which looks at jointly performing pairs of these tasks, including domain-specific
problems, related to the problem of graph identification.
Next, we discuss our work on entity resolution in Chapter 3. Specifically,
we look at entity resolution applied to name references in email communications.
Name references are the various forms of an individual’s given name, along with
their nicknames, that may appear in the body of an email communication. Name
references are an important element in understanding the social network. Before
we can process the email content in an archive and associate activities and other
attributes with individuals, we need to understand who is participating in and is
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mentioned in the email communications. For example, consider an email containing
the body:
“Will Bob be joining us later? See you soon!”
In this example, the word “Bob” is a name mention to a specific person whose iden-
tity, given the topic of conversation along with the name reference, is clearly known
by both the email sender and recipient. Yet to someone without knowledge of the
context, the reference is meaningless and consequently it is unclear if the message
is in regard to a social occasion (e.g., lunch) or business event (e.g., meeting). In
this work, we test the hypothesis that communications around the name mention
can provide this missing context. We developed unsupervised algorithms which
leverages communication traffic (quantity, time, and direction) to resolve the given
name mentions in a communication. We evaluate our approach on manually an-
notated name mentions over corporate emails and demonstrate how effective traffic
information alone can accurately disambiguate name references.
In Chapter 4, we present our work on link prediction as applied to predicting
social relationships. As with the work described in Chapter 3, our work in link
prediction is applied in the context of email communication networks. In this work,
we consider the scenario from domains such as intelligence analysis and litigation
support where an analyst is attempting to reconstruct a representation of the social
network from the data with minimal context. For this setting, the link discovery
process of identifying relationships is inherently a collaborative process between hu-
man and machine. Consequently, the goal of the link prediction task here is not
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to simply restore the missing edges, but rather to focus the analyst’s attention on
both the (1) relevant communications relationships that express the given social
relationship of interest (2) and the relevant message traffic that supports this asso-
ciation. Our hypothesis in this work is that the words used in the communications,
as well as the amount and direction of traffic between individuals, are indicative of
the relationships individuals share. We propose a supervised ranking approach to
test this hypothesis and evaluate the approach on predicting subordinate-manager
relationships in a major corporation. We show that not only does our approach
highlight the most likely subordinate-manager relationships for a given individual,
it also provides a natural way of highlighting the relevant communication and text
which supports that decision.
Next, we present our work in collective classification in Chapter 5. While
traditional collective classification aims to learn a predictor that accurately labels
all available data, in this work we consider the setting in which one is primarily
interested in labeling a particular subset of nodes which we refer to as the query
set. For example, when labeling a social network, we may only be interested in the
labels of key high-ranking or influential individuals. Accurate classification of the
rest of the social network may only be useful to help collectively classify the targeted
nodes. Furthermore, in many practical scenarios, labels and network structure may
not be immediately available for all nodes, and certainly are not available for the
nodes in the query set. Instead, there is a cost for acquiring this information. We
therefore define the problem of query-driven collective classification in an active
surveying setting. The goal in this task is to identify the labels and structural
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information to acquire, given some budget constraints, to maximize the collective
classification performance over the query set. The underlying hypothesis in this
work is that active learning approaches which specifically address the query-driven
nature of the problem will yield better performance compared to traditional active
learning approaches. Leveraging common assumptions on feature and structural
smoothness, We propose a novel adaptive algorithm, ASQ2C, and empirically show
its superiority over standard active learning approaches on four real-world datasets.
In many real-world settings, the deficiencies addressed by entity resolution,
link prediction, and collective classification are not found in isolation and all need
to be addressed to infer the desired complete and accurate network. Furthermore,
because of the dependencies typically used in these tasks, the tasks are inherently
inter-related and must be performed jointly. In Chapter 6 we formally define the
general problem of graph identification which simultaneously performs these tasks;
removing the noise and missing values in the observed input network and inferring
the complete and accurate output network. The main hypothesis in this work is that
jointly performing these tasks can yield better overall performance. We present
a novel approach to graph identification using a collection of Coupled Collective
Classifiers, C3, which can not only capture the variety of local features typically
used for each task, but also intra- and inter-dependency required in order to correctly
infer nodes, edges, and labels in the output network. We discuss variants of C3 using
different learning and inference paradigms and show the superior performance of C3,
in terms of both prediction quality and runtime performance, over approaches which
look at each task individually and over previous joint approaches.
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A major obstacle in studying network data is the lack of a software system
which has support for representing and applying various tasks (such as those defined
in this chapter) on these networks. While various implementations are available
for specific tasks like visualization, clustering, and collective classification, most
systems are ad-hoc and are developed solely for the task at hand. Moreover, the
different systems are developed with various architectures, programming languages,
and rarely share even a common input and output format. Consequently, it is very
difficult to directly use these systems, particularly for more complex tasks like graph
identification. As part of our dissertation work, we developed the Graph Alignment,
Identification, and Analysis (GAIA) software library which provides a common,
reusable interface for various problems involving relational data. We provide an
overview of GAIA in Chapter 7 describing its goals and high level architecture.
We also provide an overview of the tasks it currently supports including entity
resolution, link prediction, collective classification, graph identification, clustering,
active learning, data generation, sampling, and analysis.
To summarize, the rest of the thesis is organized as follows. We first discuss
related work in Chapter 2. We then discuss our work in entity resolution, link
prediction, and collective classification in Chapters 3, 4, and 5 respectively. We
present our work in graph identification, which jointly performs the preceding tasks,
in Chapter 6. We then introduce the GAIA software library to perform these and
a variety of other tasks on network data in Chapter 7. Finally, we summarize our




In this chapter, we begin by discussing work in entity resolution, link predic-
tion, and collective classification. We then discuss work related to graph identifica-
tion problem including work on joint inference models and similar domain-specific
problems. To illustrate these different problems, we use a simple author collabo-
ration network (shown in Figure 2.1 – Figure 2.4). In the collaboration network
figures, the nodes represent authors and the edges between the authors indicate
that the authors have co-authored at least one paper together. The shading of the
nodes indicates the research area of the authors; to make it simple, here we assume
there are just two areas, shown either in white (i.e., theory) or gray (i.e., systems),
if observed, and shown as a ‘?’ if it is unobserved.
2.1 Entity Resolution
Many networks have uncertain and imprecise references to real-world entities.
The absence of identifiers for the underlying entities often results in noisy networks
which contain multiple references to the same underlying entity. In this section, we
look at the problem of resolving which references refer to the same entity, a problem
known as entity resolution.
Examples of entity resolution problems can be found in many domains, often
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Figure 2.1: Example of a entity resolution problem. In this example, the nodes
on the left are ambiguous due to variations in the spelling of their names. While
attributes may suffice to resolve the entities in some cases (e.g., Juan Hernandez and
J. Hernandez are likely the same person due to the similarity in their names), some
cases (e.g., J. Phillips can refer to either Jane or John Phillips) it may not. However,
if we use the edges (i.e., both Jane Phillips and J. Phillips have collaborated with
Larry Jones), we may be able to improve our predictions.
under different names. The earliest applications of entity resolution is on medical
data [126, 125, 59, 183]. In this work, in a problem referred to as record linkage, the
goal was to identify which medical records refer to the same individual or family.
Next, in computer vision, entity resolution was applied in identifying which regions
in the same image are part of the same object (the correspondence problem) [129].
Also, in natural language processing, there is interest in determining which noun
phrases refer to the same underlying entity (coreference resolution) [113]. The prob-
lems of deduplication [146] and data integration [176], determining when two tuples
in or across databases refer to the same entity, can also be seen as entity resolution.
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There are three general categories of approaches to entity resolution: attribute-
based, naive relational, and collective relational. Attribute-based approaches are
the traditional approaches to entity resolution which rely solely on the attributes
of the reference nodes. Given two reference nodes, ri, rj ∈ R, the attribute-based
approaches generally make use of a similarity measure [80, 81, 183], simA(ri, rj), or
a weighted combination of multiple similarity measures, over the attributes of the
reference nodes. More recently, naive and collective relational approaches have been
proposed which take the edges between these nodes into consideration. The naive
relational approaches consider the attribute similarity of related reference nodes
[7, 85]. The collective relational approaches, on the other hand, use the relationships
to make decisions jointly [51, 16, 112, 133, 160].
A major issue in entity resolution is that it is a known hard problem compu-
tationally for large networks; a naive algorithm is O(N2) where N is the number of
references in the network. For many networks, it is infeasible to compare all pairs
of references for approaches which use expensive similarity measures. Similarly, for
many probabilistic models, it is infeasible to explicitly represent all the variables
required for the inference. Thus, efficiencies have long been a focus for research in
entity resolution. One mechanism for doing this involves computing the matches
efficiently and employing techniques commonly called ‘blocking’ to place nodes into
disjoint ‘blocks’ using cheap and index-based similarity computations [74, 180]. The
number of potential pairs is greatly reduced by assuming that only pairs of nodes
in the same block can be co-referent pairs. Another mechanism, proposed by Mc-
Callum et al. [110], relaxes the use of disjoint blocks and places nodes into possibly
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overlapping subsets called ‘canopies.’ Potential co-referent pairs are then restricted
only to pairs of nodes which share at least one common canopy.
Another issue in entity resolution is referred to as “canonicalization” [42, 182].
Once the reference nodes are resolved to their corresponding entities, there is the
problem of constructing a standard representation of the entity from the attributes
of those references. In particular, canonicalization resolves the inconsistencies in
the attributes among the reference nodes. Simple heuristics for determining the
appropriate values for the attributes and edges of an entity based on the attributes
of the references are possible; often these amount to choosing the longest string,
or the most recently updated value. Such approaches, however, are not robust to
noisy and incomplete attributes. Another approach is, instead of returning a single
value for an attribute, keeping all the values, returning a ranked list of the possible
values and edges [170, 8]. When there are a large number of references, however,
the ranked list may be too long. Culotta et al. [42] addresses this by using adaptive
similarity measures to select values in order to create a standard representation most
similar to each of the different records. A unified approach was also proposed by
Wick et al. [182] which performs entity resolution and canonicalization jointly using
a discriminatively-trained model. We note that the problem of canonicalization is
related to the problem of performing node labeling after entity resolution. In the case
of a noisy network, our node labeling problem can be cast as the canonicalization of
the predicted entity. In general, however, canonicalization resolves inconsistencies
in the observed attributes of the merged references while node labeling may also
include inferring the value of some previously unobserved attribute.
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Figure 2.2: Example of a link prediction problem. The graph on the left represent a
collaboration network at time t, and the graph on the right represent the predicted
collaboration network at time t + 1. Predicted collaboration edges are highlighted
using a dashed line.
2.2 Link Prediction
Link prediction is a challenging problem that has been studied in various guises
in different domains. For example, in social network analysis, there is work on pre-
dicting friendship links [191], event participation links (i.e., co-authorship [131]),
communication links (i.e., email [131]), links representing semantic relationships
(i.e., advisor-of [169], and subordinate-manager [48]). In bioinformatics, there is in-
terest in predicting the existence of edges representing physical protein-protein inter-
actions [166, 187, 76], domain-domain interactions [45], and regulatory interactions
[5]. Similarly, in computer network systems there is work in inferring unobserved
connections between routers, as well as inferring relationships between autonomous
systems and service providers [165]. There is also work on using link prediction to
improve recommender systems [57, 77], website navigation [193], surveillance [78],
and automatic document cross referencing [118].
17
There are the two general categories of the current link prediction models:
topology-based approaches and node attribute-based approaches. Topology-based
approaches[99, 187, 35] typically rely on some notion of structural proximity, where
nodes which are close are likely to share an edge (e.g., sharing common neighbors,
nodes with a small shortest path distance between, etc.). Although topology has
been shown useful in link prediction, topology-based approaches ignore an impor-
tant source of information in networks, the attributes of nodes. Often there are
correlations in the attributes of nodes which share an edge with each other. For
example, individuals with common interests (e.g., sports, politics) are more likely
to be friends than individuals with no interests in common. Also, in academic set-
tings, an “advisor” edge can only exist between a student and a faculty node. Node
attribute-based approaches [169, 135, 131, 140, 62] use these correlations, often along
with topology, in making its predictions.
A difficult challenge in link prediction is the large class skew between the
number of edges which exist and the number of edges which do not. To illustrate,
consider a directed graph denoted byG(V,E). While the number of edges |E| is often
O(|V |), the number of edges which do not exist is often O(|V |2) [137]. Consequently,
the prior probability of edge existence is very small. This causes many supervised
models, which naively optimize for accuracy, to learn a trivial model which always
predicts that a link does not exist. A related problem in link prediction is the large
number of edges whose existence must be considered. As with entity resolution, the
number of potential pairs is O(|V |2). Applying complex inference models over such
a large number of edges limits the size of the data sets which can be considered.
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In practice, there are general approaches to addressing these issues either prior
to or during the link prediction. With both large class skew and number of edges
to contend with, the general approach is to make assumptions which reduce the
number of edges to consider. One common way to do this is to partition the set of
nodes where we only consider potential edges between nodes of the same partition;
edges between partitions are not explicitly modeled and are assumed not to exist
[3, 187]. This is useful in many domains where there is some sort of natural partition
among the nodes available (e.g., geography in social networks, location of proteins
in a cell) which make edges across partitions unlikely. Another way is to define some
simple, computationally inexpensive distance measure such that only edges whose
nodes are within some distance are considered [99, 48].
2.3 Collective Classification
A traditional problem in machine learning is to classify objects: e.g., given
a corpus of documents classify each according to its topic label; given a collection
of email communications determine which are not spam; given individuals in a col-
laboration network determine a characteristic of that individual; given a sentence,
determine the part-of-speech for each word, etc. In networks, the problem of infer-
ring labels has traditionally been applied to the nodes of the graph. Initial work
in classification makes an independent and identically distributed (IID) assumption
(i.e., the class labels are assumed conditional independent given object attributes).
In graphs, however, studies have shown that predicting the labels of nodes can ben-
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Figure 2.3: Example of a collective classification problem. Nodes with a question
mark are nodes whose labels are unknown. Collective classification uses the at-
tributes and labels of neighboring nodes. Ann Smith, for example, is likely to have
the same research area as her co-authors, Robert Cole and Mark Taylor.
efit by using correlations between the node label and the labels of related nodes.
For example, in the collaboration network in Figure 2.3, nodes with a question mark
represent authors whose research areas are unknown. While we can use attributes
of the author (e.g., titles of their papers) to predict the label, we can also use the
research areas of the other authors they share a co-authorship edge with. The au-
thor, Ann Smith, is likely to work in theory given she has only co-authored with
individuals in the theory field.
There are two main categories of collective classification algorithms which vary
based on their mathematical underpinnings, as well as how they exploit the rela-
tionships between the nodes. The first category, relational classifiers [104], consider
the observed attributes of related nodes. For instance, when classifying authors,
we use the words present in their papers and the labels of the authors who they
have co-authored with (if known) to arrive at the correct class label. Although
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relational classifiers have been shown to perform well in some domains, overall the
results have been mixed. For instance, although there have been reports of classifi-
cation accuracy gains using such techniques over traditional classification, in certain
cases, these techniques can harm classification accuracy [30]. The second category
of algorithms go beyond that by not only using the known attributes and labels of
related nodes, but to also use the predicted labels of other nodes whose labels are
unobserved [30, 123, 101, 65, 95, 168]. For instance, going back to the classification
example in Figure 2.3, authors which share a co-authorship edge to other authors
predicted to have a certain research area, are likely to work in the same area.
2.4 Joint Inference
We define graph identification as a probabilistic joint inference task in which we
must infer the nodes, edges, and node labels of a hidden graph based on evidence
provided by the observed network. This in turn corresponds to the problems of
performing entity resolution, link prediction, and collective classification to infer
the hidden graph. While we are the first to define and jointly solve all the inference
tasks involved, there is related work in the joint inference of subsets of these tasks
and other tasks. In this section, we provide an overview of this work.
Most previous work explore these components of graph identification inde-
pendently. Although they exploit the intra-dependence of the predictions in each
component, there is little work in exploiting the observation that the components
are inter-dependent. The few that explore this inter-dependence mainly come from
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Figure 2.4: Example of a graph identification problem. In this example, the nodes
on the left are ambiguous due to variations in the spelling of their names, there are
unobserved edges between the ambiguous nodes, and nodes with a question mark are
nodes whose labels are unknown. Performing graph identification requires applying
jointly performing the entity resolution, link prediction, and collective classification
tasks.
the statistical relational learning area where various general frameworks have been
proposed which model the dependencies between predictions. One example is the
work of Getoor et al. [64] on Probabilistic Relational Models (PRM). Their work
explored using PRMs when there is both attribute and structural uncertainty. Sim-
ilarly, there is work by Taskar et al. [169] on Relational Markov Networks (RMN).
Taskar applied RMNs to the task of jointly inferring the labels and the existence
of edges between websites noting that certain relationships can only exists between
nodes with a given label (e.g., an advisor relationship can only exist between a
faculty and student node). More recently, Bhattacharya et al. [17] proposed a gen-
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erative model which jointly applies entity resolution and node labeling to movie
data.
There is also work in combining multiple inference problems in the computer
vision and natural language processing literature. Roth et al. proposed frameworks
for learning and applying multiple classifiers using a linear programming formulation
[142] and sequential learning [141]. Similarly, Heitz et al. [72] proposed cascaded
classification models (CCM) for applying a set of models involved in the task of
holistic scene understanding. To our knowledge, previous work in joint models has
not formulated the complex structured prediction problem in graph identification as
interacting components which collectively infer the graph via a collection of proba-
bilistic graph transformations.
Graph identification is related to the domain specific problems of information
extraction in natural language processing [134, 145, 182], network mapping in com-
puter networks [156, 164, 165], and biological network inference in bioinformatics
[107]. While many of the underlying inferences are similar, the abstraction and
tasks involved vary from graph identification. Information extraction traditionally
infers structured output from unstructured data (e.g., newspaper articles, emails),
while graph identification is specifically focused on inferring structured data (i.e.,
the cleaned graph) from other structured data (i.e., the noisy graph, perhaps pro-
duced from an information extraction process). Similarly, network mapping and
biological network inference is mainly concerned with inferring network topology.
Consequently, work in these two problems can be formulated as instantiations of
the more general problem of graph identification.
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Another related line of research is the problem of modeling network evolution.
A number of global properties of graphs have been found in real networks [55,
11, 98, 97, 128]. Properties include scale-free degree distributions [2, 56, 11], the
small-world phenomenon [179, 11], and densification and shrinking diameters of
dynamic networks over time [98]. An important aspect of these models is modeling
how to randomly generate edges between the nodes of the graph to capture these
properties. The preferential attachment model [11], for example, creates edges based
on the degree of nodes (i.e., higher degree nodes are more likely to be incident to
more edges). The Forest Fire model [98], on the other hand, generate edges for
nodes in an epidemic fashion, growing outward from some initial set of neighboring
nodes. As before, however, the focus of this work is only the topology while graph
identification is also interested in the attributes of the graph. Also, work in this
area are mainly interested in generating random graphs which exhibit some global
property while the transformations in graph identification are interested in inferring
a particular graph given some noisy or incomplete input.
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Chapter 3
Entity Resolution of Name References in Email Archives
In this chapter, we discuss our work in entity resolution for email communica-
tions. We look at name mentions in email communications and develop unsupervised
models for ranking individuals by the likelihood of being the target of a given name
mention. In this work, we focus on how to leverage temporal traffic information
(i.e., time, frequency, and number of communications between individuals around
the time of the name mention) to infer the target of the name mention.
3.1 Introduction
Within the networked world, email has become a ubiquitous form of global
communication. Whether communicating with friends or colleagues in a local area
or halfway around the world, email allows us to maintain or develop relationships
with others at any distance. Given email traffic is a reflection of the relationships
in an underlying social network, email archives present a potentially rich collection
of evidence that can be used to infer the structure, attributes and dynamics of the
social network. The challenge is to infer these properties from email data that is
often ambiguous, incomplete, and context-dependent.
Email collections contain both structured and unstructured data. The struc-
tured data or metadata indicates which parties communicated and when the commu-
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nication occurred. By focusing solely on the metadata, we can identify communica-
tion patterns, but we cannot easily ascribe meaning to the underlying relationships.
The unstructured data in the body of the email can clarify the roles of individuals
and their relationships with others. Yet without the appropriate context, an outside
observer may find a message provides little insight.
When communicating with others, people constantly rely on shared context to
simplify communication. Shared context is common knowledge among individuals
that allows them to use ambiguous references which are clear within the shared
context. A common example of this occurs when two people refer to a mutual
friend by a first name or a nickname in conversation.
“How’s John doing today? Is he feeling better?”
Given the topic of conversation along with the name reference, it is clear to both
parties who John is. Yet to someone without knowledge of the context, the reference
is meaningless.
Consider the problem of exploiting name references in the email body. Name
references are an important element in understanding the social network. Before
we can process the email content in the archive and associate activities and other
attributes with individuals, we need to infer the number and identities of the indi-
viduals generating the observed traffic. Each individual has two classes of references:
network references and name references. Network references in the context of email
are simply the individual’s email addresses. Note that this is potentially a many to
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many mapping: individuals may have multiple email addresses and a single email
address may serve more than one individual. There is also a temporal component;
an individual may have one email address for the time they are in one position in
the company, but when they change roles within the company, perhaps moving to
another division, their email address may change. Name references are the various
forms of an individual’s given name along with their nicknames that may appear in
the email body. In order to define an individual’s identity and draw broader connec-
tions across emails in the archive, we need to be able to map both name references
and network references to the individual.
In this chapter, we focus on the problem of resolving ambiguous name refer-
ences, specifically first name references, to network references. The core challenge in
this problem is identifying ways to exploit context from the email archive to effec-
tively resolve the ambiguity. We describe this in the next section. Next we formally
define the general problem of name reference entity resolution. Then we discuss the
types of context available that can potentially be exploited. We investigate several
different approaches, which vary in the context features and temporal models used,
and introduce a methodology for evaluating their performance. Finally we present
results from our algorithm evaluation on the Enron email archive and conclude with
thoughts on future work.
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3.2 Exploiting Context
When reading email, what types of context do we exploit to resolve ambiguous
name references? In addition, what context does an email collection offer when
analyzing relationships retrospectively? Below is a list of some of the contextual
cues available to us for understanding name references:
• The participants in the conversation
• The larger group of people known by the participants in the conversation and
the types of relationships among them
• The individuals that the participants in the conversation have recently com-
municated with, either before or after the email was sent
• The topic of conversation in the email
• Recent topics of conversation among the participants and others outside the
current conversation, either before or after the email was sent
• Cues contained within other emails in the thread
• Related name references within the current email
• Prior knowledge linking individuals to topics of conversation
This list of contextual cues is by no means exhaustive. Yet it reminds us of the two
broad classes of context that email captures: social context (who’s talking?) and
topical context (what are they talking about?).
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Our long term goal is to exploit both to characterize the underlying social
network, as each form of context can help clarify ambiguities in the other. Yet
the challenge of capturing and exploiting dynamic topical context is a significant
research thrust on its own, as evidenced by the work in the topic detection and
tracking community [6].
Our focus in this chapter will be to investigate the discriminative power of
dynamic social context. We want to first understand the performance of algorithms
that leverage the patterns of communication among network references to estimate
the mapping between name and network references.
3.3 Problem Definition
Let E = {ei} be a set of email addresses observed in the email collection and
let N = {nj} be a set of observed name references in the email bodies. The set
E may be extracted from the email metadata, or the set may come from another
source such as an employee directory, which lists individuals together with their
emails. The set N is the result of an entity extraction process that identifies name
references within the email bodies.
The objective of name reference entity resolution is to construct a mapping
from a set of observed name references N = {nj} in the email collection to either
ranked subsets of network references, Ej, where Ej ⊆ E or the null network reference
φ, if no network reference is sufficiently probable. The null network reference φ
serves two purposes. First, it is not a given that there exists a corresponding net-
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work reference for each name reference. An email collection may not contain email
exchanges between all individuals referenced within the email bodies. Second, the
entity extraction process will incorrectly declare some terms in the email collection
to be name references, for which there is no network reference. In both cases, the
appropriate response is to map the given name reference to φ.
For each name reference nj, the corresponding candidate set Ej is ranked based
on the context of the name reference. A scoring function g is used to compute the
strength of association g(ec, nj|Cj) between each candidate ec ∈ Ej and nj, given the
context Cj associated with nj. Once all of the candidates have been scored, they are
ranked in descending order and only those candidates with scores g(ec, nj|Cj) > λ
are retained. The most likely network reference ẽ(nj) is either the candidate with
the maximum score greater than the threshold or φ otherwise.
In this chapter, we explore the use of the email traffic context for ranking
the candidate set. We define the email traffic network for a set of email messages
M = {mi} as follows: we have a directed hypergraph GM with the set of vertices E
and hyperedges H = {(esi , Eri , ti)}. For each email message mi, there is a hyperedge
from the sender network reference esi , esi ∈ E , to the set of recipients of the message,
Eri ⊆ E . The attribute ti is the time at which the email was sent.
3.4 Name Reference Entity Resolution Process
The general name reference entity resolution process is composed of three
phases: candidate set generation, candidate ranking and candidate rejection illus-
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Figure 3.1: The name reference resolution process
trated in figure 3.1. Given we envision a data analyst reviewing the candidate
associations in rank order to identify the true referent, our overall goal is to min-
imize the number of candidates the user must evaluate while identifying as many
true network references as possible. When the true referent is a member of the
candidate set, we want the algorithm to rank the true network reference as high as
possible. Given the true referent may not be part of the candidate set at all, we also
want to reject as many candidates as possible without severely impacting recall.
3.4.1 Candidate Set Generation
The role of the candidate set is to restrict our attention to a small number of
likely candidates prior to scoring the candidates. In our initial approach, we use two
levels of screening. We begin with the strong assumption that if any communication
has occurred between the true referent and the email participants, the sender was
involved. Therefore we initially restrict the candidate set to those network references
where at least one email communication has been observed with the sender.
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Although we expect this assumption will be true in many cases, there are
clearly instances where it will break down. For example, not all name references
correspond to individuals that the email sender knows personally. Within the con-
text of an organization, references may be made to individuals many levels removed
in the management hierarchy. It is also not a given that an active relationship will
be observable through email communication. The parties involved may be in close
physical proximity allowing direct communication or may use other means of com-
munication. A third possibility is that the email communications are simply not
available in the email collection for one of a variety of reasons. Regardless of these
factors, as we show in the results section, our approach able to achieve surprisingly
high recall.
Our second level of screening relies on available name information for the net-
work references. We assume that some name information is initially available either
from the name tags attached to email addresses or from the email addresses them-
selves. In our initial experiments, we examine name references that match exactly at
least the first or last name associated with the candidate network reference. Clearly
this constraint can be relaxed by employing a string comparison function to look
for close name matches.
3.4.2 Candidate Scoring
As mentioned earlier, our main interest is in defining and evaluating candidate
scoring functions that leverage dynamic social context. If we begin with the pre-
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sumption that name reference usage is often connected to events occurring around
the time of the reference, the question is what fraction of the name references can we
resolve by ranking candidates based on the level of email traffic around the time of
the reference? To explore this, we introduce a class of scoring functions and explore
the sensitivity of their performance along four general dimensions.
• The relationships examined
• The time scale at which the email traffic is viewed
• The summary statistic used to characterize relationship activity during a given
time interval
• The degree of traffic history considered
We consider each of these dimensions next and then describe two different temporal
models which make use of features defined according to these dimensions.
3.4.2.1 Relationships
Given our assumption of direct communication between at least the email
sender and the true referent, our objective is to characterize the degree of commu-
nication between the email participants, the sender and recipients Ep = es∪Eri , and
the candidate network reference ec.
Specifically we consider models that exploit either solely the traffic between
the sender es and the candidate ec (denoted sender-only) or models that exploit
the pairwise traffic between all the email participants, sender and recipients, and
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the candidate ec (denoted sender+recipients). When integrating traffic from the
sender and recipients’ pairwise interactions with the candidate, we want to un-
derstand the relative discrimination power offered by each and identify summary
statistics that effectively leverage the relationships for candidate scoring.
3.4.2.2 Time Scale
To examine the email traffic at a given time scale, we first partition the time
axis into regular intervals of duration ∆t. The phase of the partition is fixed by
first selecting a reference time t0 such that t0 ≤ ti < t0 + ∆t where ti is the time
of the email containing the name reference. The time intervals {Tk} are defined as
Tk = {t′ : t0 +k∆t ≤ t′ < t0 +(k+1)∆t, k ∈ Z} so that the time interval T0 includes
the time ti of the email
1. In our experiments, we investigate daily and weekly time
intervals (denoted daily and weekly). The weekly time intervals are phased such
that they begin on Sunday.
3.4.2.3 Summary Statistics
Once the time axis is partitioned into regular intervals, our next step is to
compute a summary statistic or feature s(Ep, ec, Tk,GM) for each interval Tk that
provides an indication of relationship activity among some or all of the email partic-
ipants Ep and the candidate ec. We consider the following variations on computing
the statistic:
1Although the definition of T0 is dependent on the email of interest, we will not explicitly
indicate this dependence to avoid additional complexity in the notation.
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Table 3.1: Summary statistic definitions. m(e1, e2, Tk,GM) is the number of mes-
sages sent from network reference e1 to network reference e2 over the time interval
Tk. I(·) is the indicator function.
Name Definition
Binary, Sender-Only, Bidirectional I(m(es, ec, Tk,GM) +m(ec, es, Tk,GM)
Count, Sender-Only, Bidirectional m(es, ec, Tk,GM) +m(ec, es, Tk,GM)
Count, Sender-Only, Unidirectional m(es, ec, Tk,GM)





(m(eri , ec, Tk,GM) +m(ec, eri , Tk,GM))
Binary versus Count. For any pair of network references, for the given interval,
we may either have a 0/1 indicator which denotes whether or not there has
been an email exchange between the pair (denoted binary) or we may want
to use the frequency information and keep track of the number of messages
exchanged (denoted count).
Unidirectional versus Bidirectional. For any network reference, we may be in-
terested in only the messages sent from the network reference to the candidate
reference (denoted unidirectional) or we may be interested in bidirectional
exchanges where the candidate and network references can take on either the
sender or recipient roles (denoted bidirectional)
As mentioned earlier, we can distinguish models which make use of the sender-
only traffic information versus the sender+recipients traffic information. In the
latter case, we introduce the parameter β to weight the sender versus recipient
contributions. Table 3.1 summarizes the statistics used in the experiments.
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3.4.2.4 Integrating Traffic History
The final step in computing the candidate score g(ec, n|C) given the context
C = {Ep, T0,GM} involves integrating the summary statistics for time intervals
around the time of the email containing the name reference. We compute the local
time average of the summary statistics using either a non-causal autoregressive
(denoted AR) or moving average filter (denoted MA) that incorporates both future
and past traffic patterns around the time of the name reference. The autoregressive





gAR(ec, n|Ep, Tk−1,GM) +
(1− α)
2






(1− α)i(s(Ep, ec, Tk−i,GM) + s(Ep, ec, Tk+i,GM))
while the moving average filter is defined as






In practice, when evaluating the AR filter, we terminate the summation once a
convergence criterion is met. The degree of traffic history incorporated into the
candidate score g(ec, n|Ep, T0,GM) is controlled by the parameters α for the AR
model and M for the MA model.
3.4.3 Candidate Rejection
Once the scores have been computed for all network references in the candidate
set, the candidates with a score below the specified threshold λ are removed from
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the candidate set. The objective of candidate rejection is to remove candidates that
are deemed unlikely to correspond to name references without rejecting a significant
fraction of true referents. The degree of performance achieved is dependent on
the ability of the scoring function to separate the true referents from the other
candidates.
Within the context of the models proposed above, performance is clearly de-
pends on the following two factors. First, it is dependent on the legitimacy of the
general assumption that a high degree of communication activity around the time
of the name reference is indicative of a potential correspondence between a name
and network reference. Second, performance is also dependent on the model’s char-
acterization of what qualifies as a high degree of traffic. All relationships are clearly
not equivalent. Yet our baseline models do not attempt to capture external factors
influencing the relationship activity. We will revisit these issues in later discussion.
3.5 Experiment Design
With a set of models defined, the next major task at hand is evaluating their
performance on a representative dataset. The bulk of our efforts to date have focused
on data preparation, ground truth generation and definition of evaluation protocols.
A number of subtle but important issues arise as one considers the various elements




3.5.1.1 The Data: Enron Email Corpus
With the recent release of the Enron email dataset [157], researchers have
been given a unique opportunity to glimpse inside a large corporation and observe
a subset of email traffic among the employees. The Enron email dataset is the
collection of email from the folders of 151 Enron employees. The data is available in
several forms. CMU first released the original email data. Since then USC/ISI and
more recently UC Berkeley have released normalized forms of the data in a MySQL
database. Our results are based on the USC/ISI version of the dataset. There are
over 250000 email messages in the dataset with the majority of the traffic occurring
in the 2000-2002 time frame.
We initially chose to resolve name references in only those emails exchanged
between the core 151 employees. This was done primarily to reduce confounding
effects of observability in our experiments. Given we can only observe pairwise
relationships where at least one of the participants is a member of the set of 151
employees, constraining the set of emails in this way guarantees that all relationships
we will consider in the resolution process are observable in the email collection,
assuming emails haven’t been lost or deleted.
There are 7644 emails in the ISI database that were exchanged among the 151
employees. A non-trivial number of duplicate emails exist that need to be removed
to avoid skewing the results of the analysis. After deduplication of this set, 6550
emails remain. This is the set of emails from which the name references will be
extracted.
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3.5.1.2 Extracting Enron Employee Names
To support named entity extraction and candidate set generation, we con-
structed a network reference set E of 7864 Enron email addresses and a correspond-
ing list of employee names by parsing the email addresses. In total, there are 29176
enron.com email addresses in the collection. This includes employee email addresses
along with group mailing lists. Given the most common email address format often
corresponding to employees is <name1> . <name2> @enron.com, we parsed these
addresses and saved only those where either name1 or name2 matched a first or
last name in the employeelist table in the ISI database. This reduced the list to
7713 email addresses that are distinct from the email addresses listed for the 151
employees in the ISI database.
As others have noted, some employees have multiple email addresses in the
collection. We believe that in most cases this is due to an employee moving within
the company. Therefore each email address and its associated relationship structure
characterizes the employee’s role over a certain time period in the company. We
chose not to de-duplicate the email addresses in order to preserve this context.
3.5.1.3 Constructing the Email Traffic Network
The hypergraph GM representing the email traffic network captures the ob-
served traffic exchanged between the 7864 Enron email addresses in E . Since the
Enron email collection is the union of email folders corresponding to the given 151
Enron email addresses, GM only captures the traffic exchanged between those 151
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email addresses and the remaining 7713 email addresses in E . There are 64449
emails in the ISI database that were exchanged among the 7864 email addresses.
After deduplication of this set, 55395 emails remain. Therefore GM is composed of
7864 nodes and 55395 hyperedges.
3.5.1.4 Detecting Name References
To detect name references in the email bodies, we initially scan through the
emails searching for words that match exactly one or both first and last names of
an employee on the list of 7864 Enron employee names. We also merge adjacent
partial name matches, assuming in most cases this results in a full name not listed
on the employee list.
For our initial experiments, we chose to focus on resolving first name references
to others outside of the email conversation. Therefore to filter out name references
not of interest, we saved only partial name detections that matched one of the
151 Enron employee first names. Then we filtered out first name references at the
beginning or end of the email text composed by the sender, assuming those are
references to either the sender or recipients.
3.5.2 Ground Truth Generation
To evaluate algorithm performance, we manually identified the true network
references associated with a set of first name references. In some cases, the true
referent was obvious from other name references in the sender’s message or the at-
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tached message. In others, we needed to search through the traffic to find other
emails in the thread or previous conversations to clarify the reference. When mul-
tiple email addresses appear to correspond to the referenced individual, the email
address in use around the time of the name reference is chosen as the true referent.
After this processing, we have 84 labelled first name references with candidate
sets of size 2 or greater. Of these, 54 have candidate sets that contain the true
referent. A number of first name references with no obvious context in the message
could not be resolved after further searching of the email collection.
3.5.3 Performance Evaluation
When evaluating the performance of a given scoring function, we have two
objectives. First, we want to understand how well the scoring function ranks the
true referent relative to other candidates on average in a candidate set. We refer to
this as the relative ranking performance of the scoring function. Second, we want
to characterize the ability of the scoring function to rank true referents higher than
other candidates in general across candidate sets. We refer to this as the absolute
ranking performance of the scoring function. We consider each evaluation task in
the following sections.
3.5.3.1 Relative Ranking Performance
To provide insights into relative ranking performance, three performance met-
rics are evaluated for each scoring function. First, we compute the rank 1 rate (R1R)
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which is the fraction of candidate sets containing true referents over which the true






I (ẽ(n) = etrue(n))
where I(·) is the indicator function, etrue(n) is the true network reference associated
with the name reference n and Nt = {n : n ∈ N , etrue(n) ∈ E(n)} is the set of name
references with the true referent in the corresponding candidate sets. Note the R1R
is computed assuming no candidate rejection.
The rank 1 rate provides an intuitive summary of performance, but can be
misleading in this context given the variable sized candidate sets. Therefore to
establish a relative baseline, we compute the expected value of the random rank 1
rate (RR1R) achieved by random selection of the top ranked candidate from each









Since the rank 1 rate gives no indication of how severe the failure is when the
true referent is not rank 1, we also compute a metric we refer to as the average true
referent rank (ATRR). The ATRR is the average of the ratio of the true referent














where e(k)(n) is the network reference with rank k in the candidate set E(n). Each
true referent rank is normalized by the corresponding candidate set size to account
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for the variation in the number of candidates and reduce the sensitivity of the
measure to large candidate sets.
3.5.3.2 Absolute Ranking Performance
Assessing the absolute ranking performance involves evaluating the scoring
function’s ability to rank true referents higher than other candidates across all can-
didates nominated for a given set of name references. Our interest in characterizing
ranking performance from this perspective stems from our desire to reject as many
candidates as possible without a significant loss of true referents. If the scoring
function is able to separate the two classes of candidates with reasonable success,
we will achieve our aim.
A natural measure of ranking performance advocated in the literature [4, 38,
39, 60] is the area under the receiver operating characteristic (ROC) curve. The
ROC curve is a standard depiction of a detector’s performance from classical signal
detection theory, showing the detector’s true positive rate versus false positive rate
[173]. The area under the ROC curve (AUC) provides a measure of the separability
achieved by the detector between the two classes. More specifically, the empirical
AUC is an estimate of the probability that the detector will rank a randomly selected
positive example higher than a randomly selected negative example, assuming all
ties are broken uniformly at random [4]. When the AUC=1.0, perfect separability
is achieved. When the AUC=0.5, the detector performs no better than random
chance.
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If one defines the true referents to be the positive class and the other candidates
to be the negative class, the AUC of the scoring function is the area under the
empirical ROC curve generated by sweeping the threshold over the range of scores
and computing the (false positive rate,true positive rate) operating points on the










I (g(etrue(n1), n1|C1) > g(eoc, n2|C2)) +
1
2
I (g(etrue(n1), n1|C1) = g(eoc, n2|C2))
where NTR = |Nt| is the number of true referents and NOC =
∑
n∈N |E(n)/etrue(n)|
is the number of other candidates overall [4].
3.6 Discussion
We now examine the performance of the various scoring functions on the la-
belled name reference data. Figures 3.2-3.4 present a series of summary plots show-
ing the rank 1 rates, average true referent ranks and AUCs of the scoring functions
as a function of the amount of traffic history considered.
Consider first the R1R and ATRR metrics measuring relative ranking per-
formance. For all models, as the filter duration is increased 2, incorporating more
2The duration of the MA filter is simply the number of time intervals over which the filter
averages the summary statistic. We have defined the duration of the AR filter to be twice the
number of time intervals required for the impulse response of the filter to decay to 10% of its peak
response.
44
traffic history into the scoring process, the relative ranking performance generally
increases and approaches a maximal level of performance. In terms of rank 1 rate,
the performance of these simple models approaches 0.8 in most cases with sufficient
history and significantly outperforms the random selection baseline. The finer level
distinctions among the models can not yet be made; if one assumes the name ref-
erence resolutions are independent, there is no statistically significant different in
performance among the models considered.
It is important to note that the success of these models is not based on the
motivating assumption we made at the beginning of this investigation; namely, suc-
cessful relative ranking is not based on observing increased communications activity
over a short time interval around the time of the name reference. In contrast, the
models exploit long term communication patterns that occur over 6 months or more
to achieve peak performance.
Now let us consider the AUC metric measuring absolute ranking performance.
In contrast to the relative ranking results, we see a significant distinction between
the sender-only models and the sender+recipients models. As the influence of the
relationships between the recipients and the candidate is increased, the AUC curve
continues to shift lower indicating that separability between the true referents and
the other candidates is decreasing across all filter durations.
At first glance, it may seem that the trends for the relative and absolute
ranking performance measures are inconsistent. Why should the relative ranking
performance be fairly insensitive to the influence of the recipients while the absolute
ranking performance is much more so? This result suggests that while the relative
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rankings are not changing significantly, the variances of the true referent and other
candidate score distributions are increasing, causing the decrease in separability.
Adding the pairwise relationship statistics for the recipients could be inducing this
result. Further investigation is needed to verify if this is indeed occurring.
To summarize, we demonstrate that our simple temporal traffic models pro-
duce a significant improvement in relative ranking performance over a baseline model
which does not exploit traffic information. Furthermore, evaluations based on ab-
solute ranking performance show that for a range of models, sender specific models
outperform sender+recipient models.
3.7 Related Work
This chapter uses a social network generated from the email traffic of the
Enron data set as a tool for name reference resolution. In this section, we describe
some of the relevant related work on social networks, the Enron data set and entity
resolution.
3.7.1 Social Networks
There has been a great deal of recent work in social network generation, analy-
sis and mining. Using semantic associations from email communication, for example,
McArthur and Bruza [108] propose methods of generating a social network using
implicit and explicit connections between people. Liben-Nowell and Kleinberg [99]
use co-authorship to create social networks to predict future interactions among
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members of a given social network. Studies have also been done on creating and
mining social networks to identify possible collaborators for a given problem [130, 87]
and clustering people of similar interests [148]. Schwartz and Wood generate a so-
cial network using the to and from fields of email messages to discover users of a
particular interest and field.
3.7.2 Enron
The release of the Enron data set in 2003 provided an unprecedented collection
of emails from a major organization for use in research. Klimt and Yang [90] pro-
vides an overview of this corpus including the number of employees, the number of
emails and a representative social network derived from the email traffic. Moreover,
they used the Enron data to explore methods of email classification [89]. Corrada-
Emmanuel [37] created MD5 hashes of the Enron emails and contact information to
identify and deduplicate emails. Using the structure of the emails, Keila and Skil-
licorn [88] found a relationship in the word use pattern with message length as well
as relationships among individuals. Skillicorn [161] further demonstrated methods
to detect unusual and deceptive email communications. Diesner and Carley [49]
used analysis of the email social network patterns over time to explore crisis detec-
tion in email. Moreover, a number of useful tools have also been developed in order
to navigate and view email archives [70].
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3.7.3 Entity Resolution in Email
There has been limited work in named entity resolution in email systems.
Abadi [1] uses emails from an online retailer for anaphora resolution within email
orders. Abadi’s research, however, is designed for the resolution of pronouns re-
ferring to product orders rather than individuals and relies mainly on NLP for
resolution. Holzer, Malin and Sweeney [75] on the other hand use social networks
created from online resources like personal websites to resolve email aliases. Their
approach of using social networks derived from relations from other sources, includ-
ing proximity of references in a given web site, is particularly effective in controlled
environments such as the university used in their evaluation. Of note, is Malin’s
evaluation of methods of disambiguation in relational environments [105]. Although
Malin’s work used actor collaborations in the Internet Movie Database rather than
email, Malin did find that methods which leverage community, in contrast to exact
similarity provide more robust disambiguation capability, supporting our approach
to the problem.
3.8 Conclusion
In this chapter, we have examined ways in which email traffic can be used
to resolve ambiguous name references within the body of the email messages. Our
contributions include 1) a formal statement of the problem, 2) the definition of the
resolution process in terms of candidate generation, candidate scoring and candidate
rejection, and 3) the development of a suite of models for candidate scoring, which
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exploit both role and temporal information. We have validated our methods on
name resolution within a real-world corporate email archive, the Enron collection.
An additional contribution is our evaluation methodology; we have proposed an
evaluation based on both absolute rank and relative rank. Our overall goal is to
develop robust ways of exploiting context information during the resolution process.
The email traffic network is just one element of the context information and we
explore additional context information in later publications [54]. As a first step, here,
we have shown how simple email traffic models can achieve impressive resolution
performance.
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Figure 3.2: Autoregressive Filter Performance: (a) Daily Interval Rank 1 Rates, (b)
Average True Referent Ranks and (c) Areas Under the ROC Curves
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Figure 3.3: Autoregressive Filter Performance: (a) Weekly Interval Rank 1 Rates,
(b) Average True Referent Ranks and (c) Areas Under the ROC Curves
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Figure 3.4: Moving Average Filter Performance: (a) Daily Interval Rank 1 Rates,
(b) Average True Referent Ranks and (c) Areas Under the ROC Curves (d) Weekly




Link Prediction for Social Network Discovery
In this chapter, we discuss our work in the link prediction of social relation-
ships. We specifically address the challenge of identifying relevant communications
that substantiate a given social relationship type. We propose a supervised rank-
ing approach to the problem and assess its performance on predicting manager-
subordinate relationships in an email archive.
4.1 Introduction
The Internet provides an increasing number of avenues for communication
and collaboration. From instant messaging and email to wikis and blogs, millions
of individuals are generating content daily that reflects their relationships with oth-
ers in the world, both online and offline. Now that storage has become vast and
inexpensive, much of this data will be archived for years to come. This provides
new opportunities and new challenges. As networked groups and organizations in-
creasingly leverage online means of communication and collaboration, there is an
opportunity to observe the formation and evolution of roles and relationships from
the communications archives. Such data provides a rich collection of evidence from
which to infer the structure, attributes and dynamics of the underlying social net-
work. Yet numerous challenges emerge as one contends with data that is often
ambiguous, incomplete and context-dependent.
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If we wish to analyze the underlying social network that is at least partially
represented by a collection of informal, online communications, it is important to
think carefully about the data transformations required prior to conducting any type
of analysis. At the highest level, we are fundamentally interested in discovering
entities and the types of relationships they share. This implies that we must do
more than simply adopt the communications (hyper)graph as a surrogate for the
social network. Entities can and often do use more than one account online and
not all communications relationships are equivalent. In fact, the social network
can be thought of as a collection of networks with different relationship types (e.g.
friendship, trust, advice, management). Human relations are multi-faceted and
context-dependent. Therefore it is important to tease the communications apart
and understand what types of relationships are being expressed among the entities.
We consider the scenario from domains such as intelligence analysis and lit-
igation support where an analyst is attempting to reconstruct a representation of
the social network from the data with minimal context. In this setting, the network
discovery process of predicting relationship links is inherently a collaborative process
between human and machine. While our problem is an instance of the more general
link prediction tasks, our goal is not just to predict the existence of relationships,
but to focus the analyst’s attention on relevant communications relationships that
express a given social relationship along with relevant message traffic that supports
this association.
In this chapter, we propose a supervised ranking approach to address the re-
lationship link prediction problem. We begin the discussion in the following section
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with a formal definition of the problem. We discuss our approach to learning a rela-
tionship ranker from traffic statistics and message content and present an evaluation
of these methods on a manager-subordinate link prediction task in email. We then
review related work and conclude with thoughts on future directions.
4.2 Problem Definition
Informal, online communications such as instant messaging, text messaging
and email are composed of structured and unstructured data. At the most basic
level, this includes the network references corresponding to the sender and one or
more recipients, the date and time of the communication and the message content.
We will define a communications archive C as a set of observed messages exchanged
among a set of network references N :
C = {mk = (nsk, N rk , dk, bk) : nsk ∈ N,N rk ⊆ N} . (4.1)
For each message mk, n
s
k is the sender’s network reference, N
r
k is the set of recipient
network references, dk is the date and time and bk is the body of the message. Every
archive has a corresponding communications graph Cg = {N,L} that represents the











j ∈ N,Mij ⊆ C
}
. (4.2)
among the network references N . For each directed relationship lij, n
s
i is the sender’s
network reference, nrj is the recipient’s network reference and Mij is the set of mes-
sages sent by nsi that include n
r
j as one of the recipients.
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The link prediction task here involves identifying a mapping from the dyadic
communications relationships L to one or more social relationships from a predefined
set S. To emphasize the collaborative nature of our approach to the task, it is
not our intention to develop an algorithm that automatically maps communications
relationships to social relationships without intervention. A validated social network
is one that the analyst believes is supported by evidence in the data. Therefore
the machine’s role in a collaborative approach to the task is to focus the analyst’s
attention on potentially relevant relationships along with supporting evidence in the
message traffic.
We envision the analyst navigating the communications graph by following
paths and incrementally investigating relationships in the ego networks correspond-
ing to network references along the path. The ego network for a given entity in a
network is generally defined as the subgraph that represents all of the direct rela-
tionships between the selected entity (the ego) and others (the alters). Formally in
the case of the communications graph, the ego network E(ni) for a given network
reference ni ∈ N can be defined as
E(ni) = Eo(ni) ∪ Ei(ni) (4.3)
where
Eo(ni) = {lij = (ni, nj,Mij) ∈ L}. (4.4)
is the set of directed communications relationships from the ego to the alters and
Ei(ni) = {lji = (nj, ni,Mji) ∈ L}. (4.5)
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is the set of directed communications relationships from the alters to the ego. For
the purposes of ranking communications relationships within an ego network, we
will initially restrict our attention to the set Eo(ni) to avoid training and testing on
the same message traffic.
Relationships in a given ego network Eo(ni) will be ranked with a learned
scoring function h that assigns a real-valued score to the relationship indicating
its relative likelihood of expressing the social relationship of interest. If multiple
social relationships are defined in the set S, there will be a corresponding scoring
function for each social relationship. The task therefore is to learn a scoring function
from a set of known relationships that successfully ranks relevant communications
relationships higher than irrelevant relationships.
4.3 Learning to Rank Relationships
4.3.1 Objective
From initial exploration of the data or external sources of information, we
assume a set of ego networks in the communications graph have been labeled, indi-
cating whether or not the communications relationships exhibit the social relation-
ship of interest. Initially we will approach the problem of learning multiple scoring
functions independently. Therefore in each learning exercise, our goal is to learn a
single scoring function for the given social relationship.
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For a subset Nt ⊆ N of network references in the collection, we assume the
corresponding set of ego networks
Ē = {Ē(ni) : ni ∈ Nt} (4.6)
are fully labeled
Ē(ni) = {(lij, sij) : lij ∈ L, sij ∈ {0, 1}} (4.7)
where sij indicates whether the communications relationship exhibits the given social
relationship. Given a feature extraction process f(l) ∈ Rp that maps a specified
communications relationship r to a p-dimensional feature vector, we can reexpress
the labeled training data as
F̄ = {F̄(ni) : ni ∈ Nt} (4.8)
where
F̄(ni) = {(fij, sij) : lij ∈ L, fij = f(lij), sij ∈ {0, 1}}. (4.9)
The goal is to estimate a scoring function h that yields good generalization
performance in terms of the mean reciprocal rank of relevant relationships on unseen
ego networks. The rank of a relevant relationship is defined with respect to the
irrelevant relationships within the corresponding ego network. For the ego network
Ē(ni),
Fr(ni) = {fij : (fij, sij) ∈ F̄(ni), sij = 1} (4.10)
is the set of feature vectors corresponding to the relevant communications relation-
ships and
Fo(ni) = {fij : (fij, sij) ∈ F̄(ni), sij = 0} (4.11)
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is the set of feature vectors for the irrelevant communications relationships. The
rank r(fr, ni) of a relevant relationship fr ∈ Fr(ni) is therefore defined as
r(fr, ni) = 1 + |{fo : h(fo) ≥ h(fr), fo ∈ Fo(ni)}| (4.12)
where h(f) ∈ R. The mean reciprocal rank MRR(F̄) for the scoring function on










where R = | ∪n∈Nt Fr(n)|.
4.3.2 Approach
Given the complexity of learning a scoring function that directly optimizes
the mean reciprocal rank, we will indirectly optimize a bound on this criteria by
minimizing the number of rank violations committed by the scoring function. The
ranking performance of the scoring function can be assessed by considering how
well the function satisfies a series of pairwise ranking constraints. For every possible
pairing of relevant and irrelevant relationships in an ego network, we desire a scoring
function that scores the relevant relationships higher than the irrelevant relationships
so that
h(fr)− h(fo) > 0
∀fr ∈ Fr(n), fo ∈ Fo(n), n ∈ Nt. (4.14)
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A violation of one of these constraints is what we will refer to as a rank violation.
Clearly the number of rank violations maps directly to the rank as implied by
equation 4.12. Section 4.3.3 clarifies the connection between the number of rank
violations and the mean reciprocal rank. The important observation is that the
minimization of rank violations leads to maximization of a lower bound on mean
reciprocal rank.
We pursue a large-margin approach to learning the scoring function following
in the spirit of prior large-margin ranking work [73, 83, 185]. We define the rank
margin as
m(fr, fo) = h(fr)− h(fo) (4.15)
for a pair of relevant and irrelevant relationships (fr, fo). A positive rank margin
implies the rank constraint for the pair is satisfied. The magnitude of the rank
margin gives a measure of the degree of satisfaction.
We will assume the scoring function h takes a generalized linear form
h(f) = w · Φ(f) : Rp → R (4.16)
where Φ is an arbitrary nonlinear mapping. We will estimate the scoring function











g (m(fr, fo)) (4.17)








α(fr, fo) (Φ(fr)− Φ(fo)) (4.18)
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where α(fr, fo) = −λg′(m∗(fr, fo)) and m∗(fr, fo) are the rank margins at the opti-









α(fr, fo) (Φ(fr)− Φ(fo)) · Φ(f). (4.19)
Given the transformed feature vectors enter the expansion solely as dot product
terms, we can employ kernel functions K(x, y) = Φ(x) · Φ(y) satisfying Mercer’s









α(fr, fo) (K(fr, f)−K(fo, f)) . (4.20)
The corresponding dual objective function for the general nonlinear case is obtained






























g (m(fr, fo)) . (4.21)
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4.3.3 Lower Bound on the Mean Reciprocal Rank
In order to show that minimizing the number of rank violations is a reasonable
proxy for maximizing the mean reciprocal rank (MRR), we need to understand how
these quantities are related. For a fixed number of rank violations, the resulting
MRR varies depending on how the rank violations are distributed across the relevant
relationships. If the rank violations are concentrated, so that a small number of
relevant relationships are low ranked, the MRR will be higher than the case where
the same number of rank violations are distributed across a larger number of relevant
relationships. It is this line of thought that leads to bounds on the MRR for a given
number of rank violations.
Let us assume that there are M relevant relationships and that the maximum
possible rank for the ith relationship is N ir + 1. This implies that the maximum
number of rank violations that can be associated with the ith relevant relationship
is N ir.
A useful analogy for this discussion is to imagine we have M bags and N
balls. Each bag has one ball prior to assigning any of the N balls. The ith bag can
hold N ir + 1 balls. In this scenario, the mean reciprocal rank is the mean reciprocal
number of balls in a bag. To lower bound the MRR, we need to determine the
assignment of N balls to the bags that minimizes the mean reciprocal number of
balls in a bag.
To minimize the MRR for N balls, consider a process whereby the balls are
incrementally assigned to the bags so that at each step the MRR is minimized.
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This implies that we want to assign the next ball to the bag that maximizes the
incremental reduction in MRR. If there are b balls in a bag already, the incremental













Therefore, at each step, we should add the next ball to a bag with the least number
of balls that can accept an additional ball. By uniformly adding balls to bags that
can accept them, we will maintain a minimum MRR throughout the process.
Let Sk(k ≥ 2) be the number of bags that can hold k or more balls. We will
make p passes down the line of bags adding one ball to each bag that can accept

































The key observation here is that all of the Bi for i < p remain constant and Bp de-
creases as N decreases. Therefore the lower bound on MRR is strictly monotonically
increasing with a decreasing number of rank violations.
4.4 Message Ranking
After ranking communications relationships with the scoring function, a nat-
ural question to ask is how does each message contribute to the overall score for a
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From Recipients Include From Recipients Include
na nb nb na
na nc and not nb nb nc and not na
nc na and not nb nc nb and not na
nc na and nb
Table 4.1: List of possible communications events corresponding to a dyadic rela-
tionship (na, nb). Nc is the common set of network references with whom both na
and nb communicate. nc is a generic reference to any network reference in Nc.
given relationship? If we define a scoring function with the form







where the relationship score can be expressed as a linear combination of message
scores hm(fmi), we can immediately assess the relative contributions and sort the
messages based on the message scores. We will employ a feature space and kernel
function for content-based relationship ranking that admits this decomposition.
4.5 Manager-Subordinate Relationship Link Prediction
To evaluate the utility of the proposed approach, we consider the problem of
manager-subordinate relationship link prediction within an email archive. For this
task, the goal is to identify relationships within each ego network where the alter
is the ego’s manager. In the following, we present two relationship summarization
methods for exploiting relationship traffic statistics and message content.
4.5.1 Traffic-Based Relationship Ranking
In a hierarchical organization, it seems reasonable to believe that traffic pat-
terns alone can provide significant indicators of organizational structure, assuming
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that issues of observability do not unduly complicate matters. Within the literature,
there is evidence that group structure evident in email communications corresponds
well to organizational constructs [174]. Similarly, we investigate whether manage-
ment behavior is evident in the traffic statistics.
For a given dyadic relationship (na, nb), we compute a number of traffic-based
features between the network references na, nb and the set of network references Nc
with whom both na and nb communicate. nc is a generic reference to any network
reference in Nc. The common associates are included to allow the ranker to key on
potential differences in communication patterns with fellow colleagues and the man-
ager. For each type of communication event listed in Table 4.1, from the specified
network reference that includes/excludes the specified recipients, we compute the
number of messages of this type and the quartiles for the distribution of the number
of recipients observed across those messages. Including summary statistics for the
number of recipients is potentially important for capturing differences in information
distribution behavior and indications of group communications/directives.
4.5.2 Content-Based Relationship Ranking
Although traffic statistics alone may be sufficient for ranking relationships,
they do not provide insight to the analyst that enables her to make a judgement
about the type of social relationship expressed. Ultimately message content must
be identified that substantiates the social relationship. Therefore we will assess the
performance of a ranker that directly exploits the message content and allows us to
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rank the messages within the communications relationship.
Prior to computing feature vectors for individual relationships, we perform
filtering steps on the message content to remove spurious characters and eliminate
text from previous messages in the thread. Then we construct a master term list for
the communications archive to define the feature space. For each communications
relationship, we summarize the traffic by simply counting the term frequencies across
the set of messages corresponding to the communications relationship. No stop word
removal or term weighting was applied prior to learning the ranker.
4.6 Results
To assess the performance of our approach, we utilized the Enron email dataset
along with organizational ground truth derived from an internal Enron document.
This dataset is the collection of email from the folders of 151 Enron employees
released as part of the government investigation into Enron’s financial practices.
Our results are based on the UC Berkeley version of the collection containing ap-
proximately 250000 unique email messages mainly occurring in the 2000-2002 time
frame.
Using an internal Enron document specifying the direct reports for Enron em-
ployees over 2000-2001, we identified 43 individuals in the collection with observable
manager-subordinate relationships and nontrivial ego networks. We constructed the
ego networks corresponding to each employee over this time frame and retained only
those relationships where a minimum of 5 emails were sent in each direction. The
resulting ego networks range in size from 2 to 107 relationships.
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Approach MRR
Content-Based with Attribute Selection 0.719
Content-Based 0.660




Table 4.2: Mean reciprocal rank for the various approaches. The MRR reported for
the learned rankers results from the best performing regularization parameter.
For both traffic and content-based relationship ranking, we use a linear kernel
function and evaluate generalization performance using leave-one-ego-network-out
cross-validation. We report the mean reciprocal rank (MRR) for the best performing
regularization parameter. We also provide results for the worst case, where all the
rank constraints are violated, and the average case for random selection. The results
are provided in Table 4.2.
4.6.1 Traffic-Based Relationship Ranking
The linear ranker trained on all of the traffic statistics performs well relative
to the baselines. By reducing the feature space to a single dimension, we achieve
a significant additional improvement. Ranking relationships solely based on the
number of emails sent from the ego to the common network references and not to
the alter yields the best performance. After some reflection on group dynamics,
this result is intuitively appealing. First the feature emphasizes relationships where
there is a large set of common network references. For a manager and subordinate,
these will likely correspond to fellow members of the group that the manager leads.
At the same time, the feature deemphasizes relationships where more emails are
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sent from the ego to the common set and the alter. When both ego and alter are
colleagues, these events are more likely than when the alter is the manager.
4.6.2 Content-Based Relationship Ranking
We explored two content-based ranking approaches. In the first approach, a
linear ranker was trained on the relationship term frequencies for all 19067 terms.
Examining the absolute value of the resulting weight vector, we determined the 1000
most discriminative terms. Then we trained another linear ranker only on the term
frequencies for the selected terms.
We found that content-based ranking consistently outperforms traffic-based
ranking. We also found that attribute selection provides a significant additional
performance improvement. As shown in Table 4.2, the content-based ranker trained
in the constrained term space yields the highest MRR of 0.719. Examining the top
ranked terms in the weight vector, we find terms indicative of the relationship of
interest. Some notable words appearing in the top 20 include ”please”, ”report”,
”project”, ”termination”, and ”executed”.
We note that there are some ego networks in which content-based ranking
performs worse than traffic-based ranking. The messages in these relationships sug-
gest that the problem may be caused by more complex relationships. For example,
in one ego network where content-based ranking performs significantly worse, the
ego is a senior legal analyst. Although this individual had only one assigned man-
ager, she performed tasks for other individuals, such as writing and analyzing legal
documents, similar to those performed for her direct manager.
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4.6.3 Content-Based Message Ranking
To qualitatively evaluate message ranking, we examined the highly ranked
messages identified by the top performing content-based ranker. In cases where the
manager-subordinate relationship achieved rank 1, we found that definitive evidence
was usually contained within the top 10 messages. Definitive evidence for this type
of social relationship includes emails with weekly reports, vacation requests, and
project assignments. For example:
From: Cheryl Nelson [cheryl.nelson@enron.com]
To: Mark E Taylor [.taylor@enron.com]
Subject: Holiday Vacation
Hi Mark,
I would like to take Wednesday, December 27th as a vacation day because
I could not get a flight on the 26th. Since I do not plan to leave town
until December 24, I could catch up with my work by working on sat.
December 23rd. Let me know if this is okay with you.
Although the analyst may have some preconceived notions about the nature
of the relationship that are accurate, there are other aspects that may be specific
to the domain or organization and therefore difficult to anticipate. For example,
message ranking revealed ”workload updates” requested by one manager from sub-
ordinates. Workload updates are weekly reports. This process also identified emails
that provide evidence for the social relationship in ways one would not expect. For
example:
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From: Christian Yoder [christian.yoder@enron.com]
To: Elizabeth Sager [elizabeth.sager@enron.com],
Genia Fitzgerald [genia.fitzgerald@enron.com]
Subject: Happiness
Happiness is looking at the new legal org chart (which Jan just now
dropped on my desk). I always approach these dry documents as though
they were trigrams resulting from throwing the coins and consulting the
I-Ching. At the top of the trigram which I find myself listed in I see a
single name: Elizabeth Sager, and at the bottom I see the name Genia
FitzGerald. ... cgy
As this example hopefully illustrates, message ranking may help the analyst gain
additional insights and move beyond evidence that can be discovered through simple
keyword queries.
4.7 Related Work
In the scenario we are considering, where an analyst is examining a collection
of online communications with minimal context a priori, it will be important to have
a number of tools to examine the data from varying perspectives. By focusing solely
on the communications events through analysis of the communications graph, we
can identify groups/communities and key individuals that are influential based on
their position in the graph. Yet in general, we can conclude little about the nature
of the relationships without exploiting the corresponding content.
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Within the context of email exploitation, McCallum et al. [109] took the first
step toward a richer model of email relationships by proposing a generative model
that captures the dependencies between topics of conversation and relationships.
Since then, several other generative models have been proposed [178, 163, 192, 189]
that support joint relationship-topic clustering or group-topic clustering. These
algorithms provide utility when initially exploring the data. Yet as the analyst
discovers various relationship types of interest, these approaches do not provide a
mechanism to capture and exploit the analyst’s relationship labels so that additional
relevant content tailored to her information needs can be identified. Our approach
therefore provides a complimentary capability by leveraging the context provided
by the analyst.
Other related approaches in the literature have focused primarily on process-
ing the communications events to understand the structure of the social network.
Eckmann et al. [52] develop an information-theoretic approach to email exchange
that allows for separating static and dynamic structure which appears to correspond
to formal and ad-hoc organizational structure. Tyler et al. [174] present a group
detection algorithm that segments the communications graph by eliminating edges
with low betweenness centrality. The validity of the groups detected within HP
Labs was verified through interviews. Diesner and Carley [50] analyze global prop-
erties of the Enron communications graph and rank network references using various
centrality measures from social network analysis to identify influential individuals.
O’Madadhain and Smyth [132] propose an approach for ranking vertices in graphs
representing event data and demonstrate a weak correlation between network refer-
71
ence rank and position in the organizational hierarchy using a corporate archive of
email events.
In recent years, there has been increasing interest in defining learning methods
that address ranking tasks [73, 83, 60, 25]. Our approach is inspired by earlier
work on large-margin methods for ranking [73, 83, 185] that learn a scoring function
through minimization of the number of rank violations on the training data. Similar
to [185], our general objective is to learn a ranker that successfully ranks relevant
objects higher than irrelevant objects across a set of object sets. In the case of
[185], the object sets are collections of retrieved documents corresponding to various
queries. In our scenario, the object sets are the communications relationships in
the labeled ego networks. We chose to minimize the number of rank violations in
order to indirectly maximize the mean reciprocal rank. As we have established in
Section 4.3.3, minimization of rank violations maximizes a lower bound on the mean
reciprocal rank (MRR). Recent work [84, 26] has examined the problem of directly
optimizing multivariate performance measures similar to MRR that more accurately
represent ranking performance across object sets of varying size. Additional work
is needed to define suitable methods for direct optimization of the MRR.
4.8 Conclusions and Future Work
In this chapter, we presented a formal definition of the relationship link predic-
tion task and proposed a supervised ranking approach to the problem. We showed
that through minimization of rank violations, we can indirectly learn a relation-
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ship ranker that maximizes a lower bound on the mean reciprocal rank. Through
experimentation on the Enron email dataset, we demonstrated the utility of this
approach on a manager-subordinate relationship link prediction task. Using traffic
and content-based features, the ranking method is able to routinely cue the analyst
to relevant communications relationships. Message ranking using the content-based
ranker provided additional guidance by illuminating compelling evidence within the
message traffic substantiating the social relationship.
Cueing the analyst to relevant relationships and message content is an impor-
tant first step; yet it is only half of the collaborative cycle we envision. As the user
navigates the communications graph, she will make judgements about relationships
and message content. These judgements can be exploited to incrementally refine
the scoring function as her exploration proceeds. The goal is to enable continuous
learning behind the scenes that supports her in the discovery process. To realize this
capability, a number of challenges must be addressed such as automated model selec-
tion (feature selection and hyperparameter tuning) and learning from multiple types
of rank constraints indicating what relationships and message content are relevant.
Other questions emerge about how to most effectively leverage unlabeled relation-
ships in the communications graph and direct labeling efforts to rapidly accelerate
the learning. These are some of the issues we will focus on in future research.
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Chapter 5
Active Surveying for Query-driven Collective Classification
In this chapter, we discuss our work in collective classification of node labels.
For this work, we describe a common, but previously unexplored problem setting we
define as query-driven collective classification. We look at query-driven collective
classification in an active surveying setting where the labels and most of the network
structure is initially unknown but can be acquired, with some cost and subject to
budget constraints, for learning a semi-supervised collective classification model.
Leveraging common assumptions on feature and structural smoothness, we propose
a novel adaptive algorithm and empirically show the superiority of our approach
over standard active learning approaches on four real-world datasets.
5.1 Introduction
Collective classification, the task of labeling nodes in a network, is an im-
portant problem in many domains, such as analysis of social networks, biological
networks, and citation databases [104, 149]. While traditional learning aims to learn
a predictor that accurately labels all available data, we consider the case in which
one is primarily interested in labeling a particular subset of nodes, which we refer
to as the query set. For example, when labeling a social network, we may only
be interested in the labels of key high-ranking or influential individuals. Accurate
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classification of the rest of the social network may only be useful to help collectively
classify the targeted nodes. We refer to this problem as query-driven collective
classification.
In many practical scenarios, labels and network structure may not be immedi-
ately available for all nodes, and certainly are not available for the nodes in the query
set. Instead, there is a cost for acquiring this information. We therefore explore the
problem of query-driven collective classification in an active learning setting. In
traditional active learning, the learner controls the sequence of training examples
received. Unlike previous work [21, 94, 102, 150], we do not restrict the training
examples to simple instance-label pairs; we instead explicitly consider other infor-
mation that is inherent to relational domains. This leads to a more general view of
information acquisition, which we refer to as active surveying. Whereas prior work
in this area [154] was geared specifically to the problem of identifying opinion lead-
ers, here we present a more general view. In our setting, a survey returns not only
the label(s) of a node, but also any missing attributes and links. In social network
analysis, the neighbor information returned by a survey is often referred to as the
node’s ego network. The relational information is particularly valuable in network
domains, since one can exploit the potential correlations between connected data
points.
We require that the learning algorithm can never directly survey a query node.
For various reasons in practice, surveying a query node may incur a prohibitive cost.
For instance, in a viral marketing campaign, the surveying action may reveal the
product to targeted influentials, when the goal of the campaign is to limit exposure of
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the product to only those predicted to promote it. Thus, the challenge is to identify
the optimal subset of non-query nodes to survey, subject to budget constraints, that
will enable us to correctly predict the labels of the query nodes.
We analyze the surveying problem using a distributional “smoothness” as-
sumption. We define a query-driven problem to be smooth if the distribution of
labels, conditioned on some measurable distance function, changes proportionally
to the distance. This distance function can be computed using features or network
structure, depending on the problem domain. If the smoothness property holds
for a given dataset and metric, then surveying nodes based on their proximity to
the query nodes should minimize the deviation between the query and survey node
distributions. Therefore, the smoothness assumption theoretically implies that min-
imizing this distance minimizes the average loss over the query nodes. Based on this
analysis, we develop several active surveying strategies: one that leverages feature
smoothness; one the leverages structural smoothness; and Adaptive Surveying for
Query-driven Collective Classification (ASQ2C), a novel adaptive algorithm that
automatically chooses between the two, based on an empirical estimate of the so-
called assortativity in the current observed graph. We evaluate these strategies on
several real-world networks using an iterative classification algorithm to perform
collective classification.
We begin by motivating our research by providing examples of real-world prob-
lems in Section 5.2. We then review some background and related work in Section
5.3. In Section 5.4, we introduce the problem of active surveying for query-driven
collective classification and define the smoothness property. We then discuss some
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relevant metrics to use for surveying under various smoothness assumptions and
present the ASQ2C algorithm. We evaluate our query-driven surveying strategies
in Section 5.5.
5.2 Motivating Examples
In this section, we present three real-world examples of active surveying for
query-driven collective classification.
5.2.1 Intelligence Gathering
The query-driven active setting is particularly apt for intelligence gathering,
specifically for analyzing organized crime and terrorist networks. In this scenario,
we may be interested in ascertaining the affiliation, disposition, or role (i.e., label)
of key individuals (i.e., query nodes) in a population. For context specific reasons,
these individuals may be inaccessible, making it difficult, if not impossible, to as-
certain their affiliations or dispositions directly. Moreover, the full network may be
largely unobserved. Through surveillance, we can acquire information about the
network, including the labels of less important people, who may be more accessible.
This proxy knowledge can then be used to model the interaction of characteristics,
connections, and labels; furthermore, we may uncover relationships between the ob-
served and unobserved portion of the network, which can be used to infer correlation
of labels. Surveillance or investigation, however, are expensive in terms of both time




Consider the task of monitoring the spread of an infectious disease in a social
network. In this context, the goal is to determine the infection status of individuals
in a population. While the population may be known beforehand, we may have
little or no information about the relevant characteristics or relationships between
people. Further, the set of individuals we are most interested in—those “at-risk”,
who are likely to become infected—may comprise only a small portion of the overall
network. The at-risk population may not have access to healthcare, or may be
reluctant to get tested, so this portion of the network may be unobservable. Yet we
can survey the observable network to identify contributing factors to infection, such
as an demographics, genetics and medical history, which people in the query set may
exhibit. Moreover, since there is an undeniable causal link between infection and
one’s proximity to, and interaction with, those infected, identifying the infection
status of related or connected individuals may offer insight about the query set.
Since some diseases must be handled with discretion (such as sexually-transmitted
diseases) and certain people may be less cooperative than others when it comes
to testing and observation, there is a natural cost structure associated with data
acquisition. Thus, as before, we are only able to test and observe a subset of the
overall population, so identifying the optimal subset to survey is important.
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5.2.3 Viral Marketing
Finally, we consider the context of marketing. Suppose we are introducing a
new product and are interested in creating awareness of this product through viral
marketing. Given the recent proliferation of online social networks, there are various
means of identifying key opinion leaders and information hubs (i.e., the query set),
who comprise the optimal entry points into a market. Yet before advertising to
them, we must predict whether these individuals are likely to adopt and promote
our product. Receiving positive reviews would be beneficial, but having opinion
leaders disseminate negative feedback would be especially detrimental to sales. As
before, we can survey a less influential test market to model the behavior of the target
market without risk of negative publicity. We can also look at how people that are
connected to the opinion leaders react to the product, with the assumption that
they likely share similar opinions. Using their estimated reactions to the product,
we can target our marketing to the subset of opinion leaders likely to give positive
reviews, while minimizing the overall cost of the marketing.
5.3 Background
For the following, let X ⊆ Rd denote a d-dimensional instance space, Y a
finite set of labels, and Z , X × Y their cross-product. We are given a relational
graph G = (V , E), in which the nodes V represent individuals and the edges E
represent relationships between them. We assume that V is fully-specified, although
E is presumably incomplete. Each node is associated with a vector of attributes
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v.X ∈ X and a label v.Y ∈ Y , although the latter is, for the most part, assumed to
be hidden.
We define a relational learning algorithm A as a function mapping an input
graph G to a hypothesis space F . Let fG denote a hypothesis returned by running
A on G, and note that fG can leverage any information revealed during training
to perform collective inference. Accordingly, we denote the prediction of a single
instance v ∈ V by fG(v). If fG is real-valued (confidence-rated or probabilistic), we
will use fG(v; y) to denote the predicted confidence (or probability) that v.Y = y.
(If fG outputs a probability distribution, then we require that
∑
y∈Y fG(v; y) = 1.)
Accordingly, we use hG(v) to denote the maximum a posteriori (MAP) assignment
hG(v) , argmaxy∈YfG(v; y).
We measure the error (or loss) of fG by a function ` : F × V → R, that
returns a real-valued measure of the discrepancy between fG(v) and v.Y . Denote
by L(U) , 1|U|
∑
u∈U `(fG(u)) the average loss over a subset of nodes U ⊆ V . This
can be equivalently denoted by Eu∈U [`(fG, u)].
5.3.1 Collective Classification
The task of inferring node labels of network data using local and global struc-
tural information is generally known as collective classification. The underlying as-
sumption of collective classification models is that the relationships between nodes
can be used to supplement local information (attributes) used in prediction. For
instance, a node’s label might be positively or negatively correlated with that of
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its neighbors. Some collective methods rely solely on this structural information
to propagate labels [104]. A number of collective classification models have been
proposed [149] and shown to outperform their non-relational counterparts in rela-
tional domains. This is especially true in semi-supervised settings like ours, in which
labeled and unlabeled instances are connected in the same network [21].
The aforementioned approaches operate under the assumption that all nodes
are equally important. To our knowledge, the query-driven approach to collective
classification has received little attention. In a non-relational setting, Fawcett and
Provost [58] present an approach to instance-varying cost sensitive classification, in
which the cost of misclassifying an instance varies depending on its characteristics
(e.g., the cost of misclassifying a fraudulent ATM transaction is a function of the
amount involved in the transaction). There has also been work in query-specific
belief propagation methods for graphical models [33].
5.3.2 Active Learning and Inference
While most prior work in collective classification has focused on the “passive”
setting, in which labeled data is drawn randomly from an unknown distribution, we
consider the “active” setting, in which the learning algorithm (or predictor) can de-
termine the sequence of examples. The learner is given an initial set of annotations
with which to bootstrap learning (or inference), after which it is allowed to request
additional examples (subject to some budget constraint) to improve performance.
In active learning, the benefit is two-fold: by selecting the most informative exam-
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ples, the learner can refine the model for problematic or ambiguous instances, while
potentially reducing the sample complexity of the learning algorithm [21, 102, 195].
In the transductive setting, where the labeled and unlabeled instances belong to
the same network, additional labeled instances can inform the predictions of related
nodes, in a process commonly referred to as active inference [20, 139].
Prior work in active learning [21, 94, 102] for relational data has focused on
acquiring only label information, with the assumption that the network and all other
attributes are observed. Here, we make no such assumptions; instead, we explicitly
assume that the available network is largely incomplete. We therefore allow the
learner (or classifier) to obtain a richer form of feedback, including (but not limited
to) labels, attributes, and network structure. In the context considered herein, we
begin with a partially labeled network, with partially specified neighborhoods; sur-
veying any node returns its label, along with any edges connected to it. There may
also be contexts in which a survey returns the ground truth for missing or noisy
attribute values. Because this form of data acquisition is more general than tradi-
tional active learning, we refer to it as “active surveying”, acknowledging Sharara
et al. [154], who coined the term for the task of identifying key opinion leaders in a
social network.
5.3.3 Active Strategies
The effectiveness of active methods is largely predicated on the strategy for
acquiring new information. The goal is to select a sequence of surveys that max-
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imizes the quality of the learned model, while minimizing the amount, or cost,
of the acquired information. Since determining an optimal solution is often in-
tractable [20, 143], active methods typically rely on intuitive heuristics. Popular
strategies for active learning and inference are uncertainty sampling and structure-
based sampling, respectively. The following sections discuss these techniques (in the
non-query-driven setting).
5.3.3.1 Uncertainty Sampling for Active Learning
Reasoning that instance ambiguity leads to error, uncertainty sampling fo-
cuses attention on those instances that the current model finds most difficult to
classify. In classification, this requires either confidence-rated prediction or an en-
semble of classifiers. There are numerous measures of uncertainty; arguably, the
most common of which is the information-theoretic entropy, due to Shannon [152],
defined as H(X) ,
∑
x Pr[X = x] log Pr[X = x]. Since this value is negative, it is
common to use the negative entropy as a measure of uncertainty. The objective is
thus to minimize the cumulative entropy of the predictions over all unlabeled nodes,∑
u∈U −H(f(u)). It is straightforward to show that this quantity is minimized by
obtaining the labels of the most uncertain instances (assuming the learning algo-
rithm is able to exploit the new information). Since deterministically selecting the
most uncertain instances can sometimes result in exploring outlier regions of the in-
stance space [144], uncertainty-based methods typically perform random sampling,
weighted by uncertainty, which increases robustness to outliers.
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Note that uncertainty sampling optimizes for the entire unlabeled space. In
the query-driven setting, however, this is not efficient, since the distribution we are
interested in may differ from the global distribution.
5.3.3.2 Structure-based Sampling for Active Inference
Another broad category of strategies leverages the structure of the network
[21, 139]. These approaches rely on the assumption that, during inference, the
true labels of nodes with certain structural properties are likely to propagate and
positively impact the inference of the most nodes. One heuristic, for example, is to
survey the nodes with highest degree, with the intuition that these nodes have the
greatest influence over the connected nodes. In other words, the labels of high degree
nodes are likely to correlate with those of their neighbors [139]. Other common
heuristics include various centrality measures such as closeness and betweenness
centrality [102] with the assumption that nodes most central to a given connected
component are most likely to provide the most influence over nodes in that connected
component.
Note that these structure-based strategies have only been applied in settings
where the network structure is fully observed. In an active surveying setting, where
few, if any, edges are observed, these strategies do not have enough information to
function effectively.
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5.4 Query-driven Active Surveying
In this section, we define the problem of query-driven collective classification
with active surveying. We motivate the discussion of surveying strategies by intro-
ducing the notion of smoothness. We then leverage the smoothness assumption to
derive several active surveying strategies.
5.4.1 Problem Definition
The learning problem is defined as follows. In query-driven applications, we
are given a specified (proper) subset of the full vertex set, Q ⊂ V . We refer to this
set as the query set. Let Q denote the distribution over this subset and note that it
is assumed to be different from the global distribution P. The labels of the query set
are hidden and assumed to be unobtainable; thus our primary objective is to predict
the labels of this subset. To do so, we will train a transductive model, leveraging the
label and structural information from the rest of the network.
The query-driven objective may seem counterintuitive at first; after all, most
learning algorithms strive for generalization with respect to the global distribution.
In a sense, query-driven learning seems tantamount to overfitting. The key distinc-
tion is that we optimize for the query set, not the training set; and since the labels
of the query set are unobservable, there is no way to overfit that distribution. Like
related work on transduction [61], the potential benefits of the query-driven ap-
proach are increased accuracy (with respect to the query set) and decreased sample
complexity. In contrast to the transductive setting, we are not interested in labeling
all of the unlabeled nodes; only the query set.
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We obtain training data via a sequence of surveys. Each survey returns the
label of, as well as all edges adjacent to, a specified node. Let Ψ denote the survey
operator. Thus, surveying a node completely reveals all information about the node;
until a node is surveyed, one cannot assume that its adjacent edge set is completely
specified. Let S denote the set of nodes that have been surveyed and U denote the
nodes that have yet to be surveyed. When considering which nodes to survey, we
may refer to a subset U c ⊆ U as the survey candidates.
Acquiring complete information is considered expensive; we therefore assume
some cost structure associated with surveying. Let ϕ : V → R+ denote a real-valued
cost function. For the nodes in the query set, the cost is infinite1; for all other nodes,
the cost is a positive real number. For the purposes of this research, since our study
focuses on the efficacy of our survey strategies, we will assume that the cost of a
survey is uniform for all non-query nodes.
Our learning objective can be stated as the cost of the queries and the expected
loss over the query set:




Determining the optimal set of surveys is obviously hard, since we cannot measure
the expected error term. Even if we could measure the objective, the problem is
equivalent to exactly solving a knapsack problem, which is NP-hard. As such, we
consider an iterative greedy approach, in which we survey a fixed number of nodes
at each time step. Without loss of generality, assume for the moment that we survey
1While in certain settings query nodes may trivially be surveyed directly, we focus on the more
challenging setting where nodes in the query set cannot be surveyed.
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one node at a time; at each iteration, the objective is
argminu∈U Eq∈Q [`(fG, q) |G← G ∪Ψ(u)] + ϕ(u).
Still, we cannot measure this objective. We discuss heuristics to approximate it in
the following section, and address surveying strategies based on these heuristics in
5.4.3.
5.4.2 The Smoothness Assumption
To motivate the discussion of survey strategies, we examine the following sce-
nario. Recall that Q is the set of query nodes and S the surveyed nodes, and let Q
and S denote their respective empirical distributions. That is, for a random variable
Z taking values in Z, Q(Z) = Pr[Z ∈ Q], and similarly for S. If the loss is bounded
by M for any z ∈ Z, then by the triangle inequality, we have that




`(fG, z) (Q(z |G)− S(z |G) + S(z |G))
≤ Es∈S [`(fG, s) |G] +M
∑
z∈Z
|Q(z |G)− S(z |G) |
= Es∈S [`(fG, s) |G] +M ||Q(Z |G)− S(Z |G) ||TV , (5.1)
where || · ||TV is the total variation norm. We interpret 5.1 to mean that the differ-
ence between the average errors over Q and S is a function of the statistical distance
between their respective distributions. Furthermore, note that Es∈S [`(fG, s) |G] is
an empirically measurable quantity, which is (typically) minimized by the learning
algorithm. Thus, in order to minimize the error over Q, we must not only minimize
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the empirical error over S, but also survey nodes such that the S becomes “close”
to Q.
Since the labels of Q and the unsurveyed set U are hidden, deciding which
subset S will minimize the distance between Q and S is hard. Fortunately, intu-
ition offers a solution in the form of distributional smoothness. A common assump-
tion in semi-supervised learning is that the distribution over the instance space is
“smooth”—that is, high density areas are likely to exhibit the same labels. This
assumption has been used to explain the effectiveness of instance-based methods,
such as k-nearest neighbors [40] and various semi-supervised approaches [194]. We
can adapt this reasoning to the query-driven setting. Let P be some property asso-
ciated with each node, taking values in a space P . For instance, a specific feature
value, or perhaps its encoded location in the network. We say that a query-driven
problem is smooth with respect to a distance function d if there exists a constant
β ≥ 0 such that, for any p, p′ ∈ P ,∣∣∣∣∣∣∣∣ Prv∈V[v | v.P = p]− Prv∈V[v | v.P = p′]
∣∣∣∣∣∣∣∣
TV
≤ β d(p, p′). (5.2)
In other words, the statistical distance2 between the conditional distributions of
a node with property p versus a node with property p′ should be bounded by a
constant multiplier of the distance between p and p′. 5.2 suggests a strategy for
minimizing the distance between Q and S without having access to the labels: if
the smoothness property holds for a given distance function, then survey nodes in U
that have minimal distance to nodes in Q.
2One could define smoothness using an alternate notion of statistical distance. In this case, the
total variation norm fit nicely with the preceding analysis.
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Identifying a distance function for which the smoothness assumption holds is
a fundamental challenge in the query-driven setting. There are a number of metrics
to choose from, and the appropriateness of any given one depends on the data.
We emphasize the fact that smoothness is an assumption that we make about a
particular problem. Indeed, in certain applications, this assumption may not hold
for any metric. Yet it is reasonable to assume that it does hold in certain cases,
given insight into the problem domain.
5.4.2.1 Feature Smoothness
A common assumption in data analysis is that the distribution exhibits smooth-
ness with respect to a similarity or distance function in feature space. In the query-
driven setting, we can assume that nodes that are similar (or close) in feature space
will exhibit similar label distributions; in other words, the problem is smooth with
respect to attribute similarity (or distance).
The exact nature of the similarity or distance function is context-specific. One
popular similarity measure for arbitrary vectors is cosine similarity, with Euclidean
distance as the associated distance function. This has been shown particularly
effective with text data represented as TF/IDF-weighted word frequencies [106]. If
the data contains string values, one may also desire string similarity measures, such
as the string edit distance (which commonly refers to the Levenshtein distance).
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5.4.2.2 Structural Smoothness
A fundamental assumption at the heart of relational domains is that the la-
bels of related (i.e., connected) nodes are correlated. Collective methods have been
shown to outperform traditional local models because they can exploit these corre-
lations (e.g., [149]). Consequently, a natural similarity criterion for network data is
adjacency.
Since the structure of the network may be only partially observed, there may
be few direct adjacencies to the query set. One can address this problem by also
applying a link predictor to the graph. Much work has been done on this topic,
resulting in learning algorithms to infer the existence of missing edges. If these
methods are too expensive, one can use a simpler, path-based link predictor instead.






where β ∈ [0, 1] is an attenuating constant and At(q, u) is the set of all length-t
paths between q and u. (For efficiency, one can approximate this score by giving
an upper bound to the maximum length considered, since longer paths will have
little impact on the score.) Note that this is a purely structural measure, whose
effectiveness cannot be explained by attribute similarity. Furthermore, since it will
tend to assign higher scores to directly adjacent nodes, it provides an easy way to
integrate observed edges; one can therefore use the Katz score as a single indicator
of both observed and inferred adjacency.
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5.4.3 Survey Strategies
We now discuss exactly how we determine which nodes to survey subject to
a budget of k surveys. Under the smoothness assumption, we expect high utility
from nodes that are close (with respect to a metric d) to the query nodes Q. This
invokes two questions: (1) how to compute utility for each unsurveyed node; (2)
how to sample within the budget.
To address the first question, we could compute an aggregate utility value for
each u ∈ U by summing d(q, u) over all q ∈ Q. However, since Q may exhibit
high variance, the aggregated utility may yield little overall benefit. For example,
suppose that Q lies on the surface of a multidimensional sphere (in feature space);
applying an aggregate feature similarity will result in selecting nodes at the middle
of the sphere, which, while equidistant to all query nodes, may not be as informative
as those closer to the perimeter. As such, instead of computing an aggregate utility,
we could sample from the full cross-product of Q × U according to which u is the
best proxy for each q. For each q ∈ Q, we compute the utility of every u ∈ U
with respect to q, then add the highest scoring u to a pool of survey candidates U c.
The usefulness of each survey candidate is thus conditioned on a particular query
node, instead of over all query nodes. Interpreted differently, the utility measures
the amount of proxy information for a specific query node.
Given U c and a budget constraint of k surveys, we must determine how to
sample from this set. Assuming the utility function is perfect, we could just select
the top-k nodes. Yet since the utility is predicated on an assumption about the data,
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a deterministic selection might yield suboptimal results. For this reason, we propose
introducing stochasticity by performing a weighted random sampling according to
utility.
To summarize, for each query node, we select its proxy from the pool of un-
surveyed nodes, based on the given utility (i.e., distance) function, and flag it as a
survey candidate. From the pool of survey candidates, we then perform a weighted
sampling, proportional to the utility. The following section introduces an adaptive
surveying strategy to combine feature- and structure-based criteria.
5.4.4 An Adaptive Survey Strategy
Any smoothness assumption—be it feature-based, structural, or otherwise—is
only an assumption, and is wholly data-dependent. There is no single utility function
that will always work. That said, given a set of potentially useful metrics, one can
adaptively select the best one for the given problem and current information.
We develop the Adaptive Surveying for Query-driven Collective Classification
(ASQ2C) algorithm to adaptively choose between feature-based and structural met-
rics. This algorithm uses a novel mechanism for determining when to trust structural
measures by using the assortativity [127] of the currently observed graph. Let ey be
the fraction of edges in the network that connect two nodes of class y. Let sy be
the fraction of edges with source nodes that are in class y. Similarly, let ty be the











Algorithm 1 ASQ2C Algorithm
Input: Initial network G = (V, E); set of query nodes Q; cost function ϕ; feature similarity dfs;
structural similarity dss; survey budget B; survey batch size k.
Output: the surveyed network G.
1: S ← ∅, U ← V
2: while B > 0 do
3: α← Estimate assortativity of G
4: With probability p = |α|, d← dss; else d← dfs
5: Uc ← ∅
6: for q ∈ Q do
7: uq ← argmaxu∈U\(Uc∪Q)d(q, u)
8: Add uq to Uc with weight d(q, uq)
9: end for
10: Us ← Weighted sampling of k nodes from Uc
11: for u ∈ Us do
12: G← G ∪Ψ(u)
13: S ← S ∪ u, U ← U \ u
14: B ← B − ϕ(u)
15: end for
16: fG ← A(G)
17: end while
Informally, assortativity is a measure of how correlated the nodes in a network are.
We use this as an indicator of when there is sufficient correlation to use the structural
similarity as the utility function. More specifically, with probability equal to the
absolute value3 of the assortativity, we decide to exploit the structural smoothness;
otherwise, we use the feature smoothness. Note that because the labels of most
nodes and edges are initially unobserved, we cannot compute assortativity of the
fully observed graph exactly. We instead estimate the assortativity of the currently
observed graph using the observed edges and both the observed and predicted labels.
The rest of the algorithm follows the strategy outlined in 5.4.3. The details of
the ASQ2C algorithm are shown in Algorithm 1.
3The assortativity ranges from −1 to 1: positive scores indicate correlation, and negative scores
indicate anticorrelation. In either case, the magnitude is the quantity we are interested in, as it
indicates how much signal can be obtained from network structure.
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5.5 Empirical Evaluation
We evaluate our approach using several benchmark collective classification
datasets. We begin by describing the characteristics of these networks, and our
general experimental setup. We evaluate our active surveying strategies on these
networks and compare the performance to active learning approaches.
5.5.1 Experimental Setup
In these experiments, we use four real-world networks: Cora, Citeseer,
Wikipedia, and PubMed4. The first two, Cora and Citeseer, are networks of
computer science publications. In these publication networks, each node represents a
publication and each edge a citation. Each node is annotated with a vector of binary
word indicators (i.e., whether it contains each word) and a label indicating the paper
topic. The Wikipedia network consists of Wikipedia articles, wherein each node
represents an article and each edge a hyperlink between articles. Each node is anno-
tated by a vector of TF/IDF-weighted word frequencies and a label specifying the
general category. Finally, the PubMed citation network is a set of articles related
to diabetes from the PubMed database. Node attributes are TF/IDF-weighted word
frequencies and the labels specify the type of diabetes addressed in the publication.
For each dataset, we limit our experiments to the largest connected component.
For the purposes of collective classification, we ignore the directionality of hyperlinks
and citations. To prepare the word attribute data, we use stemming, stop-word
4Datasets available from: http://www.cs.umd.edu/projects/linqs/projects/lbc.
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Table 5.1: Statistics on the four real-world networks used in the evaluation
Network # Nodes # Edges # Labels Avg. Degree
Cora 2485 5209 7 4.2
Citeseer 2110 3705 6 3.5
Wikipedia 2776 30574 12 22
PubMed 19717 44338 3 4.5
removal, and filter for the highest TF/IDF-weighted words to reduce the size of the
dictionary to 500. Statistics for the resulting networks are given in Table 5.1.
In all of our experiments, the learning algorithm receives a partially observed
network where the node labels are hidden, but the node features, a random 10% of
the edges, and attributes are observed. Whenever a node is surveyed, the learner
acquires the node’s label and its incident edges.
5.5.2 Methodology
We compare our adaptive query-driven approach (ASQ2C) to two commonly
used active learning baseline strategies: uniform random sampling (RAND) from
the unsurveyed nodes U , and weighted uncertainty sampling (UNC) over the U
based on entropy [144]. We also compare to variants of ASQ2C which only exploit
one of the smoothness types each: QDFS for feature smoothness and QDSS for
structural smoothness. As mentioned in Section 5.4.2, we use cosine similarity for
feature smoothness and the approximate Katz score for structural smoothness. In
all experiments, we set the survey batch size k = 10 and allow the algorithm to run
for 30 iterations (yielding an effective budget of 300 surveys).
Our algorithm is largely agnostic to the underlying collective classification
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model. For our experiments, we use a semi-supervised variant of the Iterative Clas-
sification Algorithm (ICA) [21] to perform the collective classification. In ICA, each
node is annotated with a vector of its attribute values (i.e., words), its label, and
the label distribution of its neighbors. ICA learns two base classifiers: a local clas-
sifier and a relational classifier. The local classifier, trained on the observed labels
using only the attribute values, is used to bootstrap the unobserved labels prior to
learning the relational classifier. The local classifier is also used to bootstrap the
unobserved labels prior to applying the relational classifier during inference. The
relational classifier, trained on the observed labels using the attribute values and
neighbor label distribution, is then iteratively applied during inference to propagate
the labels. We use linear support vector machines [31] for both classifiers.
To evaluate our approaches under different conditions, we explore various
query set generating processes. We evaluate both on query sets that are generated
by uniform random sampling and query sets generated by targeting a particular
structural or feature characteristics, described in greater detail below.
5.5.3 Sampled Query Sets
For our first set of experiments, we create query sets by randomly sampling
(uniformly and without replacement) 5% of the nodes. Figure 5.1 plots the average
classification accuracy (each point averaged over 40 runs) as additional surveys are
performed. Table 5.2 lists the number of iterations that ASQ2C outperforms each
other method on average, and lists in parentheses the number of times the improve-
96
ment by ASQ2C is statistically significant via a paired t-test. We find that in all
cases, at least one of our query-driven approaches outperforms both RAND and
UNC. ASQ2C performs best for over a majority of the budgets considered, with
most of these gains deemed statistically significant. Specifically, ASQ2C achieves
performance improvements of up to 17% over RAND and UNC. It is important
to note that neither QDFS nor QDSS performs uniformly well on all datasets, thus
motivating the adaptive strategy of ASQ2C. We find that the structural distance
criterion works well for Cora, Citeseer, and PubMed; this is likely due to the
fact that paper topic is typically correlated across citations. In these datasets, at-
tribute similarity is not as strong an indicator, and so QDFS does not perform as
well. However, in the Wikipedia dataset, we find that QDFS performs very well,
while QDSS performs the worst; this is likely due to the fact that Wikipedia articles
often link to a large number of unrelated articles, whereas their word frequencies
are better indicators of topic. Analyzing the true assortativity of these datasets
supports this claim. We find that Cora, Citeseer, and PubMed have high as-
sortativities with respective values of 0.79, 0.67 and 0.69; meanwhile, Wikipedia
has a low assortativity of 0.36.
Focusing on the query-driven strategies, we find that ASQ2C generally out-
performs QDFS and QDSS on all citation networks, by as much as 12% and 8%
respectively. Only on the Wikipedia dataset did a non-adaptive strategy generally
outperform our adaptive approach, typically in the early iterations (i.e., low survey
budgets); and even in this case, ASQ2C is still competitive. We note, however, that
the non-adaptive strategies are only useful if we know a priori which metric to use
97































































































































Figure 5.1: Accuracy per iteration (i.e., survey budget) of active surveying averaged
over 40 runs each of the Cora, Citeseer, Wikipedia, and PubMed networks.
Each point indicates the average accuracy after surveying some number of nodes.
5.5.4 Targeted Query Sets
In practice, query sets are selected for some context-specific reason, and thus
may have certain targeted characteristics. For example, in the disease transmission
example of Section 5.2.2, where physical contact is a significant factor, query nodes
may tend to be highly interconnected. Similarly, in the viral marketing example
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Table 5.2: Number of iterations (out of 30) where ASQ2C scores higher on average
(wins) or lower (losses) than each other method. Of those, the number of significant
wins and losses, using paired t-tests with 90% significance, are listed in parentheses.
# of Wins # of Losses
Cora RAND 29 (28) 1 (0)
UNC 29 (27) 1 (0)
QDFS 30 (25) 0 (0)
QDSS 24 (21) 6 (0)
Citeseer RAND 30 (20) 0 (0)
UNC 30 (23) 0 (0)
QDFS 30 (18) 0 (0)
QDSS 24 (23) 6 (2)
Wikipedia RAND 24 (9) 6 (1)
UNC 26 (11) 4 (1)
QDFS 4 (0) 26 (7)
QDSS 28 (26) 2 (0)
PubMed RAND 27 (17) 3 (0)
UNC 26 (18) 4 (1)
QDFS 26 (14) 4 (1)
QDSS 22 (1) 8 (0)
of Section 5.2.3, query nodes may share a common characteristic such as being
popular or prolific. To study the impact of more targeted generating processes, we
next generate query sets with two types of targeted sampling: a structure-based
context and a feature-based context.
To generate a structure-based query-generating process, we select a query set
using snowball sampling. In snowball sampling, we initialize the query set using a
seed node. We then proceed to sample each of its neighbors with probability pneigh; if
we do not sample a neighbor (which occurs with probability 1−pneigh), then we select
a random node from the remaining unsampled network. We repeat this process for
each node currently in the query set, until the number of query nodes reaches 5%
of the overall network. We perform this procedure for pneigh = 0.1, 0.5, 0.9. Note
that, for higher values of pneigh, the query set tends to be a connected component.
99
Conversely, for lower values of pneigh, the query set tends to be randomly distributed
throughout the network. We test this structure-based setup using the Citeseer
network (Figure 5.2), repeating the experiment for 40 runs by sampling query sets
using different random seeds.
To recreate a targeted sample based on feature, we first identify a set of words
such that the probability of occurrence is low (below 5%) and which a domain expert
may find interesting. We then generate the query set from all documents that contain
the word. For this set of experiments, we focus on the PubMed network. We used
domain knowledge to select words such as “death”, “hypoglycemia”, and “suppress”
as the criteria for adding a paper to the query set. Figure 5.3 shows the results of
these experiments.
Examining the results, we see similar trends as before, with ASQ2C showing
even greater improvement over the baselines. Two important observations when
comparing the targeted query-set setting with the random query-set setting. First,
while ASQ2C is still overall the best performing, there are cases where either QDFS
or QDSS outperform ASQ2C on targeted query sets. We see this change when
comparing low and high values of pneigh and when comparing the results between
the randomly generated and attribute-based query sets. The effectiveness of the non-
adaptive smoothness heuristics is especially noticeable when the number of surveyed
nodes is particularly small (i.e., the learner’s budget is small). This effect implies
that when budget is particularly low for query sets that exhibit clear biases, and
there is domain knowledge that can identify in advance whether feature or structure
smoothness is more likely, using either QDFS or QDSS alone can potentially yield
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better results. For most greater budgets, however, and in the absence of prior
knowledge about the general characteristics of the data, ASQ2C generally yields
the best performance.
Next, we observe a general upward trend when comparing the results from the
randomly generated query sets to targeted query sets. In both cases, the stronger the
bias for the query set sampling, the greater the improvement over the non-query-
driven strategies. For example, while the percent improvements of ASQ2C over
RAND and UNC reach up to 12% and 17% for uniformly random query sets, we find
improvement as great as 22% and 68% accuracy for high values of pneigh. Similarly,
in the PubMed experiments, where we reach up to 10% and 11% improvement
over RAND and UNC on a uniformly random query set, using ASQ2C on query
sets defined by the word attributes improves accuracy by up to 28% and 44%.
Consequently, while ASQ2C already yields significant improvements in the uniformly
random query-set setting from the previous section, the results from tests in this
section indicate that the more realistic setting where the query nodes are selected
based on some measurable criteria will benefit even more.
5.6 Conclusion
Query-driven collective classification is an important but understudied prob-
lem, applicable to a variety of domains. The query-driven setting, when coupled
with active surveying for partially observed networks, is natural in practice. It pro-

































































(b) Citeseer, pneigh = .90
Figure 5.2: Accuracy per iteration averaged over 40 runs on the Citeseer dataset
where the query set is selected using snowball sampling.
performance, over a range of annotation budgets. We identify two forms of data
smoothness, feature-based and structure-based, and demonstrate how to exploit
them for query-driven active surveying. We then develop the ASQ2C algorithm to
automatically determine the optimal smoothness assumption, given the observed
information. We evaluate these survey strategies on real network data and show
that our query-driven methods exhibit significant advantages over traditional (non-
query-driven) active learning heuristics. There is much room for further exploration:
for example, query-driven active surveying in which surveys may return incomplete
or noisy information; exploring non-uniform cost structures; and application in dy-
namic networks. Nevertheless, our work identifies this important and challenging
































Figure 5.3: Accuracy per iteration averaged over 40 runs on the PubMed dataset





In previous chapters we discussed the problems of entity resolution, link pre-
diction, and collective classification as individual tasks. While each of these prob-
lems have been studied separately, they have never been considered together as a
single coherent task. In this chapter, we discuss how these tasks are inherently
inter-related in the the problem we define as graph identification. We develop an
approach using coupled collective classifiers and empirically show the importance
of jointly performing these tasks. We also show the superiority of our proposed
approach over previously proposed joint approaches in both prediction quality and
runtime on a variety of real-world datasets.
6.1 Introduction
In recent years, there has been a surge of interest in network analysis applied
to diverse domains including social networks, technological networks, biological net-
works and more. In part, this interest is driven by the burgeoning growth in the
amount of digital information describing network data that is available including e-
mail, citation collections, epidemiological data, and social media. Such data contain
a wealth of information (e.g., key individuals, communities, and contagion trends)
that, when uncovered, can help to create better predictive models and help elucidate
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general laws governing network evolution. However, the available network data is
typically noisy, observational, and, while it provides useful signal for uncovering the
underlying sociological or technological network, it is not the same thing.
We define the process of discovering the hidden structure which gives rise
to observational network data as the problem of graph identification. Figure 6.1
illustrates an example of inferring a social network (Figure 6.1(b)) from an email
communication network (Figure 6.1(a)). We refer to the observational network data
as the input graph, and the hidden network of interest as the output graph. Graph
identification uncovers the hidden network by simultaneously solving three problems:
Entity resolution: merging nodes in the input that refer to the same entity, e.g.,
“Do Neil Smith and N. Smith refer to the same person?”.
Link prediction: inferring the links between nodes in the output graph, often
based on links in the input graph, e.g., “Does an employer-employee relation-
ship exist between Anne and Robert?”.
Node labeling:1 determining the label of nodes in the output graph, e.g., “Is Neil
a CEO, manager or assistant?”.
In addition to constructing the hidden output graph, graph identification in-
volves constructing the mapping from nodes in the input graph to nodes in the
output graph (Figure 6.1(c)).
1Node labeling is also known as collective classification. In this chapter, we use the term node
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Figure 6.1: Input and output of graph identification. (a) Input graph representing
a communication network where the nodes are email addresses and the edges are
email communications. (b) Output graph representing the social network identified
by graph identification. The nodes correspond to people and the edges to employee-
manager relationships. The people are also labeled with their roles. (c) Mapping
from input to output nodes.
Each task informs the others, and by solving them simultaneously, we allow
information to propagate among them to obtain better solutions. For example, in
a bibliographic domain, predicting whether one paper cites another (link predic-
tion) allows us to determine whether two papers cite common papers. Co-citation
helps us to decide whether they have the same topic (node labeling), which in
turn aids in ascertaining whether they are the same paper (entity resolution). This
last information in turn helps to determine the citation links from the two pa-
pers to other papers, closing the information propagation loop. While previous
work [123, 99, 169, 28, 160, 16, 149] has addressed each of these tasks separately, to
our knowledge, we are the first to efficiently address them simultaneously.
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To address the problem of graph identification, we present the C3 (Coupled
Collective Classifiers) algorithm. C3 defines a probabilistic model to capture the
dependencies within each task as well as the relational interactions among all three.
While it is conceptually possible for standard probabilistic inference algorithms to
jointly solve all three tasks within the framework of our model, in practice they
are too computationally expensive for large real-world datasets. C3 uses an itera-
tive procedure that simultaneously solves all three tasks. It begins by using a local
classifier based solely on observed information in the input graph to solve each task
independently. Then it iteratively propagates these solutions among the three tasks
by means of relational features that capture the interactions within and among the
tasks. To further tailor C3 as a practical approach, we designed it to address the
real-world scenario where it is costly to obtain fully labeled network data. C3 adopts
a semi-supervised learning algorithm that can exploit training data with only a small
fraction of labeled examples. We consider multiple variants of C3 based on different
learning and inference paradigms and empirically show that by propagating infor-
mation, C3 significantly improved predictive accuracy on four real-world networks.
We also provide scalability results for C3 by showing its runtime performance over
large synthetic network datasets, as well as its runtime performance when using
multiple threads as we exploit the natural parallelizability of its computation.
The remainder of the paper is organized as follows. We discuss the problems
involved in graph identification, previous work in those problems, and early attempts
to jointly perform subsets of those problems in Section 6.2. We then provide a
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background review in Section 6.3. We describe C3 in detail (Section 6.4) and report
our experiments (Section 6.5). We conclude with future work (Section 6.6).
6.2 Graph Identification
Graph identification is the problem of discovering the hidden structure which
gives rise to observational network data. The problem consists of three tasks, cor-
responding to the three major components of a graph. First, we merge nodes in
the observational network data to the nodes they refer to in the hidden network
(entity resolution). Next, we infer the edges between the nodes of our hidden net-
work (link prediction). Finally, we infer the attribute values of our hidden network
(node labeling). There is significant prior work exploring the tasks within graph
identification individually. In this section, we discuss the previous work in each of
these tasks. We also discuss the limited related work at various ways these tasks
are inter-dependent, including various joint approaches that may also be used to
perform the tasks jointly. We note that to our knowledge, none of these approaches
have ever been used for the complex structured prediction problem of collectively
inferring a full graph.
6.2.1 Independent Models
The three tasks within graph identification are individually well studied. For
all three tasks, previous work can be naturally separated into two broad categories,
local approaches and approaches which exploit the dependence of predictions within
108
each task (intra-dependence). The local approaches, consisting the early work in
each task, focused on using the node attributes to perform the inference. For entity
resolution, various attribute similarity measures have been proposed such that nodes
whose attributes are similar above a defined threshold are predicted co-referent (e.g.,
name mentions with similar spelling likely refer to the same individual) [18, 36].
Early work in link prediction also used similarity with the observation that many
networks are homophilic (e.g., individuals with similar characteristics are likely to
be friends) [116]. For node labeling, various classification models including näıve
Bayes, decision trees [136], and support vector machines [31] were proposed to label
the nodes using their observed attributes (e.g., words in papers to infer the topic of
the paper).
More recent work exploit the relationships which exist between nodes, in par-
ticular the intra-dependencies they introduce, to perform these tasks. For entity res-
olution, approaches used knowledge that two nodes are predicted co-referent to col-
lectively infer that related nodes may also be co-referent to each other [16, 160, 181].
Within the link prediction, approaches collective inferred which nodes share a link
using concepts like triadic closure (two nodes predicted to share a link with a com-
mon node are likely to share an edge as well) [35, 86]. Finally, approaches have
been proposed to collectively infer the labels of nodes with the assumption that the
labels of related nodes are correlated [104, 114, 149].
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6.2.2 Joint Models
While the vast majority of work in entity resolution, link prediction, and node
labeling have looked at each as independent tasks, there has been limited work
in recent years that have looked at how different pairs of these tasks are inter-
dependent. Taskar et al. [169] explored jointly performing link prediction and
node labeling using Relational Markov Networks. Bhattacharya et al. [17] used
a probabilistic generative model to perform entity resolution and node labeling.
Wick et al. [182] performed entity resolution and node labeling using conditional
random field. To our knowledge, however, previous work has not formulated the
full complex structured prediction problem as interacting components in order to
collectively infer a graph.
We note that graph identification is related to domain-specific joint infer-
ence problems such as information extraction in natural language processing [145],
network mapping in computer networks [156], and biological network inference in
bioinformatics [107]. While graph identification may provide a unifying paradigm
for these problems and others, there are some important differences as well. In-
formation extraction traditionally infers structured output from unstructured text
(e.g., newspaper articles, emails), while graph identification is specifically focused
on inferring structured data (i.e., the output graph) from other structured data
(i.e., the input graph, perhaps produced from a noisy information extraction pro-
cess). Network mapping and biological network inference are also related to graph
identification, but they are mainly concerned with inferring only network topology.
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6.3 Background
Throughout the paper, we use an uppercase letter to represent a random
variable (e.g., Y ) and a lowercase letter (e.g., y) to represent its value. Bold letters
represent a vector or set (e.g., Y) and their values (e.g., y).
A Markov random field (also known as Markov network) encodes a joint distri-
bution over a set of random variables Y. Let C denote a set of subsets (or cliques)
of the random variables, and let Yc denote the random variables in a subset c. For
each c ∈ C, we have an associated potential φc(Yc), which is a non-negative function














c) is a normalization constant. The potential functions are
often represented more compactly as a log-linear combination over a set of features:
φc(yc) = exp (
∑











In many applications, we are interested in conditional distributions where a
subset of the variables X are provided as evidence, and we predict a set of target











Note that evaluating the above equation requires that we compute Z(x), which
in turn, requires that we sum over all possible assignments to y′. Since this is
exponential in |Y|, computing Z(x) and hence the equation are generally intractable.
A common approximation is the pseudolikelihood [15]:














where y−i = y1, . . . , yi−1, yi+1, . . . , ym and





c∈C:yi∈yc wc · fc(xc,yc)
)
. Note that we only sum over
the possible values of yi. Hence evaluating the normalization constants of all terms
only requires time that is linear in |Y|.
6.4 Coupled Collective Classifiers
C3 takes a graph (V,E) as input where V and E are respectively a set of
vertices and directed edges2. Each vertex v ∈ V represents a reference to an entity,
and each edge (vi, vj) ∈ E represents an interaction between references vi and vj.
Each node vi in the input graph has associated attributes Ai. For example, if a
node represents a reference to a paper, the attributes may describe the words which
appear in the paper. Edges (vi, vj) may also have associated attributes, denoted Aij.
2C3 extends straightforwardly to graphs with more than one kind of edge and hypergraphs. We
focus on the case of a single edge type for simplicity of presentation.
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An example of an edge attribute is the number of emails sent on a communication
link from person vi to vj. We use A = {Ai}∪{Aij} where i, j = 1, . . . , |V| to denote
the attributes of all input nodes and edges.
C3 jointly performs the three tasks of entity resolution, link prediction and
node labeling. For entity Resolution, we define binary random variables R={Rij}
where i, j = 1, . . . , |V| and Rij is an indicator variable denoting whether references
Vi and Vj are co-referent. For Link prediction, we define binary random variables
L={Lij} where i, j = 1, . . . , |V| and Lij is an indicator variable denoting whether
there is a link, or edge, from Vi to Vj, in the output graph
3. For Node labeling,
we define random variables for each node representing its label N = {Ni}|V|i=1 and
Ni ∈ {1, 2, . . . , k} where k is the number of possible label values.
We partition each set of variables into a set representing variables that are
observed (i.e., evidence), and a set representing variables that are predicted (i.e.,
are target variables). We denote observed variables as Ro, Lo, and No, and target
variables as Rp, Lp, Np, where R = Ro ∪ Rp, L = Lo ∪ Lp and N = No ∪ Np.
In addition, attributes A and edges E in the input graph are also assumed to be
observed. Thus Ro, Lo, No, A and E constitute evidence, i.e., X = Ro ∪ Lo ∪
No ∪ A ∪ E. The target variables Y are made up of the predicted variables, i.e.,
Y = Rp ∪ Lp ∪Np.
Given the above definitions and using Equation 6.3, we can represent the joint
3In practice, we do not instantiate all the |V|2 variables in R and L. Section 6.5 describes how
we use filtering techniques to only create variables for pairs that have some possibility of being
co-referent/linked.
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probability over the target variables Rp,Lp,Np given evidence X as follows:














C3 makes use of two kinds of features: local and relational. Local features
capture the dependencies between a single predicted variable and evidence. For
example, in a bibliographic domain, a local feature f(Ni, Ai) represents how the
topic Ni of a paper i depends on its content words Ai. Relational features cap-
ture the interaction between multiple predicted variables. We further differenti-
ate between two kinds of relational features: intra-relational and inter-relational.
Intra-relational features help in propagating information among variables of one
task, whereas inter-relational features aid in disseminating information among vari-
ables of different tasks. For example, for node labeling the intra-relational feature
f(Ni, {Nij}∀j:(vi,vj)∈E) represents the condition that the label of node Ni depends on
the predicted label of its observed neighbors along edges E in the input graph, and
the inter-relational feature f(Ni, {Nij}∀j:Lij=1) represents the condition that the la-
bel of node Ni depends on the predicted label of its inferred neighbors along edges L
in the output graph. Similarly, for entity resolution, we may have an intra-relational
feature f(Rij,{Rik,Rjk}∀k:Rik=Rjk=1) representing the condition that nodes i and j are
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Table 6.1: Cora and Citeseer Feature Definition
Task Type Feature Description
ER Local · Cosine similarity of observed words over nodes
Intra-Rel. · Jaccard similarity of the set of nodes adjacent via observed edges
· Jaccard similarity of the set of nodes adjacent via observed edges
to observed or predicted co-referent nodes
· Indicator for whether or not a node exists that is observed or pre-
dicted co-referent to both nodes
Inter-Rel. · Jaccard similarity of the set of nodes adjacent via observed and
predicted citation edges
· Jaccard similarity of the set of nodes adjacent via observed and
predicted citation edges to observed and predicted co-referent nodes
· Indicator for whether the observed or predicted labels of the nodes
are the same
LP Local · Cosine similarity of observed words over nodes
· Indicator variable of matches of observed words at both nodes
Intra-Rel. · Indicator variable for the existence of nodes adjacent to both nodes
via observed edges
· Indicator variable for the existence of nodes adjacent to both nodes
via observed and predicted citation edges
Inter-Rel. · Indicator for whether the observed or predicted labels of the nodes
are the same
· Indicator for whether or not the nodes have observed or predicted
co-referent nodes adjacent via observed or predicted citation edges
NL Local · Observed words of node
Intra-Rel. · For each possible label value, the % of nodes adjacent via observed
edges with this observed and predicted label
Inter-Rel. · For each possible label value, the % of nodes adjacent via observed
and predicted citation edges with this observed and predicted label
· For each possible label value, the % of nodes which are observed
and predicted co-referent with this observed and predicted label
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Table 6.2: Enron Feature Definition
Task Type Feature Description
ER Local · String similarity of observed email addresses
· Cosine similarity of observed word usage
Intra-Rel. · Indicator for whether or not a node exists that is observed or pre-
dicted co-referent to both nodes
· Jaccard similarity of the nodes adjacent via observed communica-
tion edges
· Jaccard similarity of the nodes adjacent to observed and predicted
co-referent nodes via observed communication edges
Inter-Rel. · Indicator for whether the observed or predicted labels of the nodes
are the same
· Jaccard similarity of the nodes adjacent via observed and predicted
managerial edges
· Jaccard similarity of the nodes adjacent to observed and predicted
co-referent nodes via observed and predicted managerial edges
LP Local · Indicator variable of observed words in shared communications
Intra-Rel. · Indicator variable of observed and predicted managerial edges be-
tween nodes adjacent via observed incoming and/or outgoing com-
munication edges
Inter-Rel. · Indicator for whether the observed or predicted labels of the nodes
are the same
· Indicator for whether or not the nodes have observed or predicted
co-referent nodes adjacent via observed or predicted managerial
edges
NL Local · Observed words in communications
Intra-Rel. · For each label, the % of nodes adjacent via observed incoming
and/or outgoing communication edges with this observed and pre-
dicted label
· For each label, the % of observed communications with nodes adja-
cent via observed incoming and/or outgoing communication edges
with this observed and predicted label
Inter-Rel. · For each label, the % of nodes adjacent via observed and predicted
managerial edges with this observed and predicted label
· For each possible label value, the % of nodes which are observed
and predicted co-referent with this observed and predicted label
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Table 6.3: Discourse Opinion Feature Definition
Task Type Feature Description
ER Local · Discourse and dialog continuity features defined in [162]
Intra-Rel. · Indicator for whether or not a node exists that is observed or pre-
dicted co-referent to both nodes
Inter-Rel. · Indicator for whether or not the nodes are adjacent via observed
and predicted reinforcing edges
· Indicator for whether or not the nodes have observed or predicted
co-referent nodes adjacent via observed and predicted reinforcing
edges
· Indicator for whether the observed or predicted labels of the nodes
are the same
LP Local · Discourse and dialog continuity features defined in [162]
Intra-Rel. · Indicator for whether or not a node exists that is observed or pre-
dicted reinforcing to both nodes
Inter-Rel. · Indicator for whether the observed or predicted labels of the nodes
are the same
· Indicator for whether or not the nodes are observed or predicted
coreferent
· Indicator for whether or not the nodes have observed or predicted
co-referent nodes adjacent via observed and predicted reinforcing
edges
NL Local · Opinion lexicon, dialog information, and unigram features defined
in [162]
Intra-Rel. · For each possible label value, the % of nodes adjacent via observed
co-occurence edges with this observed and predicted label
Inter-Rel. · For each possible label value, the % of nodes adjacent via observed
and predicted reinforcing edges with this observed and predicted
label
· For each possible label value, the % of nodes which are observed
and predicted co-referent with this observed and predicted label
· For each possible label value, the % of nodes which are observed
and predicted co-referent and reinforcing with this observed and
predicted label
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likely to be co-referent if they have a common neighbor k that they are predicted to
be co-referent with. And we may have an inter-relational feature f(Rij, Ni, Nj) ex-
pressing the condition that nodes i and j are likely to be co-referent if their inferred
node labels Ni and Nj are the same.
Note that a wide gamut of dependencies can be cast in terms of C3’s features.
This is essential for graph identification because it allows us to exploit the diverse set
of dependencies which have been proposed for each of the underlying tasks. Previous
work in entity resolution, for example, has proposed using a variety of attribute
similarity measures between potentially co-referent pairs of nodes [36]. Similarity
measures have also been proposed to quantify the set similarity of “neighborhoods”
of pairs of nodes [16]. Common definitions of a node’s neighborhood include adjacent
nodes, all nodes within a given shortest path distance, and all nodes which have an
adjacent node in common (e.g., all papers which cite some common subset of papers).
All of these definitions can be captured in our framework.
Work in link prediction also makes use of features based on attribute and
neighborhood similarity. These features capture the assumption that many net-
works are homophilic, i.e., similar nodes are likely to share a link. Link prediction
features also tend to rely on topology-based characteristics which capture the struc-
tural similarity (e.g., degree) or proximity (e.g., existence of paths) between two
potentially adjacent nodes [99]. In multi-relational networks, link prediction may
rely on features based on the attributes of links between the same pair of nodes
(e.g., attributes of a communication edge between people imply something about
their social relationship). For node labeling, features traditionally include the ob-
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served attributes of the given node, as well as observed and predicted values of
nodes in its neighborhood. Table 6.1, 6.2, and 6.3 contain more examples of lo-
cal and relational features, and shows the diversity of features that we used in our
experimental evaluation.
We use F to denote the set of features used by C3, and yf to denote the
random variables used in the definition of features f ∈ F . Then, from Equation 6.3
and Equation 6.4, we can represent the joint probability over the target variables
Rp,Lp,Np as follows:










Observe that Equation 6.4 decomposes into three terms, one for each of the Rp,
Lp and Np target variables. A feature that is defined over more than one type of vari-
able appears in more than one of the terms with the same weight (e.g.,f(Rp,Lp,x)
appears in both
∏
rp∈rpP (rp|y \ rp,x) and
∏
lp∈lpP (lp|y \ lp,x)). We simplify the
equation further by assuming that the appearances of such a feature in a term are
distinct from those in another term, thus allowing the weights of the feature to be
different. This simplifies the weight learning algorithm by allowing it to find the
optimal weights for each term separately.
In C3, we are interested in inferring the most likely assignment of the variables




v,x) (v ∈ {rp, lp,np}), we want to find feature weights that maximize the ratio
P (v|y\v,x)
P (v′|y\v′,x) between the conditional probability of each correct assignment v and every
incorrect assignment v′. Taking logs of the ratio, we see that we are equivalently
maximizing the margins
∑
f∈F :v∈yf wf · (f(xf ,yf \v, v) − f(xf ,yf \v, v
′)) for each





f ≤ 1 and
∀v ∈ v, ∀v′ 6=v ∆f(xf ,yf )(v, v′) ≥ γ
where ∆f(xf ,yf )(v, v
′) =
∑
f∈F :v∈yf wf · (f(xf ,yf \v, v)− f(xf ,yf \v, v
′)).
Applying a standard transformation to eliminate γ and introducing slack vari-
ables ξv to allow some constraints to be violated to accommodate non-linearly-









∀v ∈ v, ∀v′ 6=v ∆f(xf ,yf )(v, v′) ≥ 1− ξv
where K is a constant. The above is precisely the optimization that a multi-class
support vector machine (SVM) [41] performs4. Hence we train three SVMs, one for
each of the Rp, Lp, and Np variables.
Even though we have derived the SVM optimization for C3, we would like to
emphasize that C3 can easily be used with other classifiers (logistic regression, näıve
Bayes, etc.).
4We use a multi-class SVM rather than a binary-class one because the node-labeling variables
N can be assigned to one of more than two possible values.
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6.4.2.1 Semi-Supervised Learning
Thus far, we have assumed that training data is fully observed, i.e., we know
the ground truth values of all R, L, and N variables. For large real-world networks,
this is an impractical assumption because the ground truth values are seldom readily
available and it is too costly to manually label them. Hence, we focus on the
more realistic scenario of semi-supervised learning where only a small portion of the
variables are observed.
One difficulty with partially observed data is that we cannot compute the
values of relational features containing unlabeled variables. One solution to this
problem is to use the observed variables to train a new set of SVMs containing
only local features, one SVM for each of the Rp, Lp, and Np variables. These are
then used to infer the values of the target variables (recall that their values are
not observed). With these inferred values, we can evaluate the relational features
involving predicted variables, and hence learn feature weights that optimize the
margins for the originally observed variables. Algorithm 2 contains the pseudocode
for C3’s semi-supervised weight learning.
6.4.3 Inference
Algorithm 3 gives the pseudocode for C3’s inference procedure. Given a set of
target variables Y = (Rp,Lp,Np) and evidence x, we begin by using a local SVM
(i.e., one containing only local features) with learned weights, wlocal, to infer the val-
ues of each of the Rp,Lp, and Np variables. At this point, the variable assignments
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Algorithm 2 C3 Semi-supervised Weight Learning
input: f local, a set of local features
frelational, a set of relational features
yobserved, values of observed variables
Ypredicted, predicted variables
x, evidence variables
output: w, weights of f local ∪ frelational
wlocal, weights of f local
calls: LearnWeights(f ,y,x, C), which returns weights of
features f given observed variables y, evidence x and
classifier C
InferV alue(Y, f ,w,x, C), which returns the MAP value
of variable Y given features f , their weights w,
evidence x and classifier C
1: wlocal ← LearnWeights(f local,yobserved,x,SVM)
2: for each Y ∈ Ypredicted
3: ypredicted ← InferV alue(Y, f local,wlocal,x,SVM)
4: f ← f local ∪ frelational
5: w← LearnWeights(f ,yobserved,x ∪ ypredicted,SVM)
6: return (w,wlocal)
are based solely on the evidence x. The algorithm then proceeds to capture the
dependencies between the variables. It iteratively evaluates the relational features
using the variable values inferred in the previous iteration, and uses a relational
SVM (i.e., one containing local and relational features) with learned weights w (or
wk when using stacked learning) to infer new variable values for the current iter-
ation. The algorithm terminates when the variable values converge, oscillate, or a
user-specified maximum number of iterations is reached.
We note that our iterative approach is similar in spirit to the iterative classi-
fication algorithm (ICA) presented by Neville and Jensen [123] and the link-based
classification work by Lu and Getoor [101]. We note that previous work in these
methods have mainly looked only at the problem of node labeling, using simple ag-
gregations for relational features. C3 is a generalization of these approaches which
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Algorithm 3 C3 Inference
input: Y, target variables
x, evidence
f , a set of local and relational features
w, weights of features in f
f local, a set of local features
wlocal, weights of features in f local
maxIter, maximum number of iterations
output: y, values of target variables
calls: InferV alue(Y, f ,w,x, C), which returns the MAP
value of variable Y given features , their weights w,
evidence x, and classifier C
1: i← 0
2: for each Y ∈ Y
3: yi ← InferV alue(Y, f local,wlocal,x, SVM)
4: repeat
5: i← i+ 1
6: for each Y ∈ Y
7: yi ← InferV alue(Y, f ,w,x ∪ {yi−1 \ yi−1}, SVM)
8: until i = maxIter or y values converge
9: return yi
use coupled classifiers to perform multiple tasks simultaneously, as well as using a
richer set of relational features including aggregate, set similarity, and structure-
based features.
6.4.4 Constructing the Output Graph
Given an assignment of values to the predicted variables, we can construct an
output graph. We create an entity node in the output graph for each collection of co-
referent references. We also create edges between the entities based on whether the
majority of their corresponding variables L, defined over their references, indicate
that the entities are linked. Finally, we can assign the label to an entity based on
the values in N corresponding to its references. It is possible that assignments to
these variables are inconsistent (i.e., Ni may not equal Nj even though references i
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and j are predicted co-referent). In these cases, we can define a procedure to resolve
the inconsistencies prior to generating the output graph (e.g., enforce transitivity
over co-referent pairs, add edges between entities whose references have an edge, and
taking the mode label over the labels of its references). For the evaluation in this
paper, we evaluate over the predicted variables Y both with and without applying
these procedures.
6.4.5 C3 Variants
Beyond the semi-supervised learning and inference procedures discussed in
Section 6.4.2 and Section 6.4.3, we explored variants of C3 based on various learning
and inference paradigms. For inference, we consider three variants of C3’s inference
procedure which exploit the ability of SVMs to not only return the most likely value
for each variable, but also a probability distribution over all possible values [184].
Previous work has shown that approaches which deterministically assign the most
likely value can converge to a poor local optimum [67]. To avoid this and potentially
reach a global optimum, we can replace deterministic assignments in C3 with samples
drawn from the inferred probability distribution. The first variant, C3-PS, performs
this sampling for each variable in each iteration. With probability 1− (i/maxIter)
where i is the current iteration, we assign the variable to the sampled value for that
variable in iteration i. Otherwise, we proceed as before and set the variable to the
most likely value. Note that by setting the probability of sampling relative to each
iteration, we are more likely to sample in early iterations while later iterations are
more likely to use the most likely value.
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Our second variant, C3-GS, is based on the extensive work in Gibbs Sampling
[66]. Gibbs sampling is widely regarded as one of the most accurate approximate
inference procedures. Unfortunately, it is also very slow due to the number of
samples that need to be collected. As with C3-PS, we sample values from the
returned probability distributions for each variable. We then assign variables to
these sampled values for a fixed number of iterations. After this “burn-in” period,
we not only continue assigning the sampled values but also maintain a count of
how often a value was sampled and assigned for a given variable. We perform this
count for some predefined number of samples. After all the samples are collected, we
assign each variable to the to the value most sampled for that variable. Algorithm 5
gives the pseudocode for C3’s Gibbs sampling procedure.
Our third variant uses the idea that collective performance is improved by
explicitly identifying and preferentially exploiting the more certain relational infor-
mation. McDowell et al. [115] refer to approaches which use this idea as “cautious”
and showed that cautious approaches can significantly improve performance over
their “aggressive” counterparts. In our cautious variant of C3, denoted C3-CI, we
modify the inference such that we only update the top K (K = (1/maxIter) ∗
(number of random variables)) most confident predictions (i.e., probability of most
likely class) for each task. Variables whose values are set in an iteration are not
updated in later iterations.
We also propose a learning and inference variant based on the work in expec-
tation maximization (EM) [44]. In this variant, C3-EM , we do not learn a single
set of SVMs to iteratively apply. We instead relearn a different set of SVMs at the
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beginning of each iteration using the output of the previous iteration. Algorithm 4
contains the pseudocode for C3-EM . As with our first weight learning algorithm, we
begin by learning and applying SVMs containing only local features to infer values
of the target variables. These inferred values are then used in the relational fea-
tures for learning weights for our first iteration, denoted w1. To learn the weights of
subsequent iterations, wk, we apply SVMs using the feature weights of the previous
iteration, wk−1, to update the inferred values of the target variables. The updated
inferred values are then used in the relational features for learning wk over the origi-
nally observed variables. This is repeated for each iteration for some pre-determined
number of iterations. The assignments when applying the classifiers with the last
set of weights are returned as output. We note that while we only use the values of
unlabeled instances in computing the relational features, typical applications of EM
would have learned classifiers over both the labeled and unlabeled instances. We
explored the variant where labeled and unlabeled instances were used as training
instances and and found that it performed poorly.
6.5 Experimental Evaluation
6.5.1 Datasets
We evaluate our approach using three sets of real-world networks: citations
network, email communication, and discourse opinion networks.5 We also develop a
5Additional information about the datasets, features, and settings used for these experiments
are available from http://www.cs.umd.edu/projects/linqs/c3.
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Algorithm 4 C3 EM Learning and Inference
input: f local, a set of local features
frelational, a set of relational features
yobserved, values of observed variables
Ypredicted, predicted variables
x, evidence variables
maxIter, maximum number of iterations
output: y, values of target variables
calls: LearnWeights(f ,y,x, C), which returns weights of
features f given observed variables y, evidence x and
classifier C
InferV alue(Y, f ,w,x, C), which returns the MAP value
of variable Y given features f , their weights w,
evidence x and classifier C
1: wlocal ← LearnWeights(f local,yobserved,x,SVM)
2: w0 ← wlocal
3: i← 0
4: repeat
5: i← i+ 1
6: if i == 1, then f ← f local, else f ← f local ∪ frelational
7: for each Y ∈ Ypredicted
8: yi ← InferV alue(Y, f ,wi−1,x ∪ yi−1 ∪ yobserved,SVM)
9: wi ← LearnWeights(f ,yobserved,x ∪ yi ∪ yobserved,SVM)
10: until i = maxIter
11: for each Y ∈ Ypredicted
12: y ← InferV alue(Y, f ,wi,x ∪ yi ∪ yobserved,SVM)
13: return y
novel data generator to create synthetic networks for use in evaluating the scalability
of C3.
6.5.1.1 Citation Networks
We evaluate on two citation networks, Cora and Citeseer [149]. In a cita-
tion network, nodes represent papers and directed edges represent citations. The
Cora network contains 2708 nodes with 5428 edges. The Citeseer network con-
tains 3312 nodes with 4732 edges. The nodes of both networks also contain, after
pruning, 500 binary attributes representing the presence of a word in a paper, as
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Algorithm 5 C3 Gibbs Sampling Inference
input: Y, target variables
x, evidence
f , a set of local and relational features
w, weights of features in f
f local, a set of local features
wlocal, weights of features in f local
burnIn, number of iterations for burnIn
maxIter, maximum number of iterations
output: y, values of target variables
calls: InferV alue(Y, f ,w,x, C), which returns the MAP
value of variable Y given features , their weights w,
evidence x, and classifier C
1: i← 0
2: for each Y ∈ Y
3: yi ← InferV alue(Y, f local,wlocal,x, SVM)
Initialize sample counts c[Y, ·] = 0
4: repeat
5: i← i+ 1
6: for each Y ∈ Y
7: yi ← InferV alue(Y, f ,w,x ∪ {yi−1 \ yi−1}, SVM)
8: if i > burnIn
9: c[Y, yi] = c[Y, yi] + 1
10: until i = maxIter or y values converge
11: for each Y ∈ Y
12: yi ← argmaxl c[Y, l]
13: return yi
well as a label indicating the topic of a paper (7 possible labels in Cora and 6 in
Citeseer). Because noisy versions of these networks are not readily available6, we
create noisy versions of these graphs (i.e., input graphs) which attempt to mimic the
types of noise likely encountered during the extraction of a network from multiple
sources.
We create an input network by first adding a “reference” paper for a paper
entity for each of its citation edges. For each reference, we copy the words from
6We note that while there are annotations for entity resolution (e.g., [16, 159]), link prediction
(e.g., [99]), and node labeling (e.g., [149]) available, we are unable to use them directly since they
are over different subsets of the network.
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the corresponding entity, but introduce noise, with probability ηattr, by replacing
the observed word with a randomly chosen word that did not occur in that paper.
Next, for the citation links between the entity papers, we create a citation edge
between each each reference, and introduce noise by replacing a percentage of the
edges, ηedge, chosen randomly, with random edges between previously unconnected
input nodes. These edges simulate the edges that may be encountered in a noisy
extraction process. In our experiments, we used settings of ηattr and ηedge at 0.2,
0.3, and 0.4 (denoted Low, Medium, and High Noise, respectively).
For entity resolution and link prediction, because the inferences are made over
pairs of nodes, there are important scalability issues. If done naively, both entity
resolution and link prediction require O(|V |2) predictions. Clearly this will be in-
tractable for all but the smallest of graphs. In both tasks, a filtering step is often
applied to limit the potential pairs that are considered [110, 169]. This is crucial
for making the algorithm scalable, and has been shown to improve the accuracy
of the predictions. The filtering step is referred to as blocking [59] or canopies
[110]. Any method that can quickly identify the potential pairs while minimizing
the false negatives can be used. In our setting, the blocking criterion for entity
resolution filters potential pairs as nodes which have at least two nodes, adjacent
via edges in the input graph, in common. For link prediction, the blocking criterion
filters potential pairs as nodes which have an extracted edge between them. Note
that while this substantially reduces the number of potential pairs, in our experi-
ments there remain up to 120, 000 pairs for entity resolution and 34, 000 pairs for
link prediction.
129
6.5.1.2 Email Communication Network
The second type of network we evaluate over is a corporate communication
and social network, based on the Enron dataset [90]. The input graph is an email
communication network where the nodes correspond to email addresses, directed
edges represent emails sent from one email address to another, and edge attributes
indicate the words used and the number of communications between those email
addresses. The output graph is a social network where the nodes represent people,
edges indicate a managerial relationships, and the node labels indicate people’s titles.
We also have annotations on which email addresses belong to the same person. The
full network consists of 211 email address nodes with 2837 directed communication
edges corresponding to 146 individuals with 5 job title labels and 139 managerial
relationships among them. Candidate pairs for entity resolution are limited to pairs
of email addresses which are at most a distance three away in the communication
network. Similarly, candidate managerial relationships are limited to pairs of nodes
which share a communication edge.
6.5.1.3 Discourse Opinion Network
We next evaluate over a discourse co-occurence and opinion reinforcement
networks using annotations by Somasundaran et al.[162]. The input graph consists
of a co-occurence network where the nodes represent opinions in a discourse, edges
represent that the opinions occur in the same portion of the discourse, and attributes
are those defined in [162] which capture discourse and dialogue continuity, opinion
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lexicons, dialog information, and unigram features of the text. The output graph
consists of opinion and object nodes where the objects are linked to the opinions
that refer to it, opinions are linked by reinforcement edges indicating whether or
not the two opinions reinforce each other, and the node labels indicate the polarity
(positive, negative, or neutral) of each opinion. The full network consists of 4606
opinion nodes corresponding to 3920 objects with 22925 co-occurence edges and
1045 reinforcement edges. Candidate pairs for entity resolution and link prediction
are limited to opinions which co-occur.
6.5.1.4 Synthetic Networks
To test the scalability of our approach, we developed a novel synthetic data
generator that creates a noisy network with ambiguous references which need to
be merged to entities, missing labels which need to be classified, and missing edges
which need to be predicted. The graphs and the attributes created by this syn-
thetic data generation are modeled after the motivating problem presented in Sec-
tion 6.5.1.1 where the desired output graph is a clean citation network where nodes
are papers, edges are citation edges between those papers, and attributes represent
the topic of that paper. Intuitively, the generator works by creating a synthetic out-
put graph which mimics the structure and attributes of real-world networks. The
generator then creates an observed input graph from the citation network output
graph by adding different types of noise common to these networks.
The synthetic data generator begins by creating the structure of the network
(i.e., the set of nodes and edges of the output graph). A number of network gen-
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eration models have been proposed which create networks which exhibit properties
observed in many real-world networks. For our experiments, we implemented the
widely used Forest Fire generation model [98] which models many of these prop-
erties including heavy tailed degree distribution, “small world” phenomenon, and
densification over time. We used a forward burn probability of 0.4 and a backward
burn probability of 0.2. This creates the output graph nodes (paper nodes) and
output graph edges (citation edges).
After we generate the initial network structure, we add three sets of attributes
to the nodes corresponding to the three types of inferences we will perform on the
graph. The first set is for use with collective classification and includes the labels
and attributes based on those labels. We use the label generation method described
in [138] (5 labels, with 20% of the graph initially labeled randomly) to create the
“topic” label of the paper nodes where “topic” has a high positive autocorrelation
(i.e., papers which cite each other are likely to have the same topic). We then
create 20 binary attributes based on those labels using the method described in [19].
The second set of attributes is used for link prediction and consist of 20 attributes
generated using the method described in [138]. We generate these attributes for link
prediction with the intuition that nodes with similar attributes are likely to share an
edge. The last set of attributes are used for entity resolution and represent attributes
that imply, non-uniquely, the entity it refers to (e.g., first author names non-uniquely
imply the paper as multiple papers may have the same first author name). To
generate this attribute, we use the method described in [16]. The resulting network
is our synthetic output graph (citation network).
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We create an input graph from our output graph by creating a noisy version
of the output graph. We add noise in four ways. First, we add a “reference” paper
for a paper entity for each of its citation edges.7 Each input graph node initially has
the same attributes and labels as the corresponding node in the output graph. We
also create edges similar to those of the output graph by ensuring all input graph
nodes have an edge “equivalent” to the edges of the corresponding output graph
nodes. Equivalent edges are created by adding at least one edge from an input
graph node, corresponding to a node vjo of the output graph, to an input graph




o share an edge. Once
we generate the reference nodes, we add noise to the attributes of those nodes by
removing the “topic” labels of all the nodes and randomly permuting the values of a
subset of the other attributes. Finally, we add edge noise to the graph by randomly
removing a percent of the existing edges (50% of the current number of edges) and
replacing them with edges between randomly selected pairs of nodes in the graph;
the resulting edges are our “noisy” observed edges. The resulting noisy network is
our synthetic input graph. We limit the candidate pairs for entity resolution using
blocking [59] over the attributes created for entity resolution. Similarly, we limit
candidate pairs for link prediction to pairs of nodes which share a noisy edge.
6.5.2 Evaluation Metrics
The evaluation for these networks is semi-supervised; we train on the observed
part of the network and predict the remaining parts of the network. We varied the
7In these experiments, we allow for a maximum of 10 references per paper.
133
percentage of missing annotations over the reference labels for node labeling and
the potential pairs for entity resolution and link prediction, evaluating at 25%, 50%,
and 75% for Cora, Citeseer and Discourse and 20%, 30%, and 40% for the
much smaller Enron network (denoted Low, Medium, and High, respectively). We
construct five random samples for each setting (and each noise level for Cora and
Citeseer) using stratified snowball sampling and the results are average over those
five samples.
We apply C3 and the variants of C3 described in Section 6.4 on the four
real-world datasets. To explore the impact of the inter and intra-dependencies,
we also define variants of C3 which use different subsets of the full set of fea-
tures. In the first variant, LOCAL, we use only features based on the observed
attributes of the nodes (i.e., words, email address string). This is equivalent to
commonly used approaches for entity resolution, link prediction, and node labeling
which make predictions independently and base predictions on only observed at-
tributes [31, 36]. The second variant, INTRA, performs C3 using only the relational
features which capture the intra-dependencies of the predictions (dependencies on
predictions of the same type). This variant allows us to study the relative impact
of capturing the collective propagation among target variables of the same type.
The INTRA variant is also representative of approaches which perform collective
entity resolution, collective link prediction, and collective node labeling as separate,
unrelated tasks [123, 160, 16]. For all variants of C3, we the LibSVM [31] imple-
mentation of support vector machines and use the features defined in Table 6.1, 6.2,
and 6.3. We run C3 until convergence or oscillation and for variants which require
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running to a maximum number of iterations, C3-EM , C3-PS, and C3-CI, we set
maxIter = 20. For C3-GS, we set burnIn = 100 and maxIter = 500.
We also compare against two popular approaches to performing inference in-
volving multiple tasks: PIPELINE and Markov Logic Networks (MLN) [140]. The
PIPELINE approach performs tasks one at a time and in a fixed order. At each
stage of the PIPELINE, we perform collective inference for a particular task only,
using a similar learning and inference procedure to C3 for comparability, but with
the intra-relational features for that task and the inter-relational features from tasks
which occurred earlier. Consequently, while the intra-dependencies are captured at
each stage, the flow of information in PIPELINE does not allow earlier stages to use
the predictions of later stages. This baseline is sensitive to ordering so we consider
all possible orderings (six in total for the three tasks in graph identification). To
differentiate the results for the different orderings, we use the initials of each com-
ponent in the corresponding order of the PIPELINE (i.e., PIPELINE with ordering
ER, LP, NL is shown as PIPELINE-ELN). For space, in some cases we present only
the performance of the best possible ordering (denoted PIPELINE∗). The other
approach we compare to, MLN, is a state-of-the-art joint inference model proposed
by Richardson and Domingos [140]. For this comparison, we use an open source
implementation of MLN called Alchemy[92].8 Because dependencies in MLN are
represented using first order logic, we define first order logic formulae to mimic
features defined in Tables 6.1–6.3. We explored various data representations and
8We had to modify Alchemy to improve its efficiency when grounding its large underlying
Markov network.
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parameters for Alchemy, including the option to perform MAP or marginal infer-
ence, and present the results for the best performing combination in terms of both
runtime and performance.
We evaluated entity resolution, link prediction, and node labeling performance
using the average F1 performance over the predictions for the target variables Y,
defined in Section 6.4. We note that due to the blocking used by all approaches
for entity resolution and link prediction, there are a large number of pairs which
none of the approaches explicitly predict over and implicitly are always predicted
as not co-referent or not linked by all the approaches. To highlight the performance
differences between the different approaches, we compute the entity resolution and
link prediction F1 performance over only the random variables we are explicitly
predicting over (i.e., the blocked pairs). We present the average F1 performance on
the three tasks as well as overall (representing the average over the entity resolu-
tion, link prediction, and node labeling F1 performances) over the multiple levels
of noise and annotation. We first evaluate over the random variables without ap-
plying the procedures for enforcing consistency. To explore these procedures when
constructing the output graph, we present an evaluation of the random variables
after applying of these procedures in Section 6.5.3.4. Next, we look at the runtime
performance characteristics of C3. We look at the convergence characteristics of C3
in our experiments by analyzing the number of times convergence or oscillations are
encountered and the average number of iterations required in our experiments. We
also look at the average learning, inference, and overall runtime in our experiments
to see how C3 runtime performance compares to our baselines. Next, we discuss the
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potential in parallelization for C3 and show runtime performance for varying degrees
of parallelization. Finally, we explore scalability by looking at C3 performance on
large synthetic datasets.
6.5.3 Prediction Quality
We begin this section by discussing the quality of predictions for all algorithms
prior to applying the graph construction procedures defined in Section 6.4.4. We
identify trends in the overall prediction quality of all approaches, as well as for the
individual tasks of entity resolution, link prediction, and node labeling. We then
discuss the impact of applying the graph construction procedures, which may update
some of the predicted values, in Section 6.5.3.4.
6.5.3.1 Comparison to Other Approaches
We first present the overall F1 performance of all algorithms (representing
the average over the entity resolution, link prediction, and node labeling F1 perfor-
mances) to summarize the performance over the multiple levels of noise, annotation,
and datasets in Table 6.4. The best performance for each set is indicated in bold.
We also perform statistical significance tests, using a paired-t test with significance
> 95%, over the F1 values for all pairs of approaches. The results are summarized
in Table 6.5 which indicates the number of times one approach, shown in each row,
significantly outperforms another approach, shown in the columns. We also present
Table 6.6 a representative subset of the individual F1 performance for entity reso-
lution, link prediction, and node labeling.
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Comparing the performances of all the approaches, we see that C3 and C3-EM
are overall the best performing. Looking at Table 6.5, we see that C3 and C3-EM
significantly outperforms all the other approaches in most cases while there are no
instances where either does significantly worse than the other algorithms. Next,
looking at the approaches which exploit varying subsets of the dependencies within
and among the different tasks, we see that LOCAL has the worst performance, fol-
lowed by INTRA, and PIPELINE∗. The trend in performance is directly correlated
with the amount of intra- and inter-dependencies used by each approach; the more
intra- and inter-dependencies are exploited, the better the overall performance.
Comparing the performance of the two joint models, we find that C3 signifi-
cantly outperforms MLN performance. We found that despite multiple attempts to
optimize the MLN, the performance of MLN in our experiments remained relatively
poor. One possibility for this is that there is insufficient training data for the MLN
weight learning given the number of dependencies and features involved. We may
also need to look at extensions of the basic MLN model [177, 79]. Understanding
the causes of the poor MLN performance and addressing those issues is part of
our future work. Our experience with MLN, however, highlights the challenge in
efficiently and successfully modeling all the dependencies to jointly infer the tasks
involved in graph identification, and the advantages of using a simpler approach
based on collections of coupled classifiers.
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6.5.3.2 Varying Dependencies
Relating the performance of the INTRA and LOCAL approaches, we see that
making use of the intra-dependencies can, by itself, significantly improve perfor-
mance. This is consistent with previous work which looked at these tasks in iso-
lation and shows the importance of exploiting these types of dependencies. Sim-
ilarly, comparing the relative performance of the INTRA to the PIPELINE∗ and
C3 approaches, we find that further making use of the inter-dependence yields a
comparable, if not larger, improvement in performance with little impact on overall
runtime. While using the inter-dependencies in these tasks has not been widely stud-
ied, the results show the importance of these types of dependencies. Relative to the
PIPELINE∗ approach, we found the best performing PIPELINE∗ to be a competi-
tive baseline. We note, however, that when we look at the per task performance and
overall performance for various PIPELINE orderings in Table 6.6, there is a signifi-
cant variance in the performance. Successful application of the PIPELINE∗ requires
the non-trivial task of identifying which ordering is optimal which we accomplish by
evaluating all possible orderings. Our C3 approach, on the other hand, requires no
ordering yet still significantly outperforms even the best performing PIPELINE∗.
6.5.3.3 Comparison of Variants
We now look at our variants we considered for learning and inference, C3-
EM , C3-PS, C3-CI, and C3-GS. While the variants based on sampling, C3-PS
and C3-GS occasionally show improvement over C3, none of the improvements are
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significant. In most cases, these variants actually result in significantly worse per-
formance than C3. The same is also true for our cautious variant, C3-CI, which
show improvement in few cases, but generally significantly worse. While this maybe
addressed by running more iterations, particularly for C3-GS, the additional cost
of running more iterations and these initial results do not support using these two
variants over the standard C3 inference procedure. The overall F1 performance of
C3-EM , on the other hand, generally outperforms C3 with 13 cases significantly
better. The improvement, however, is not consistent among all datasets. While C3-
EM results in significant improvement over C3 on over half of the cases for Cora
and Citeseer, it provides only one case of significant improvement in Enron and
none in the Discourse networks. While there are no cases where C3-EM does
significantly worse than C3, the additional overhead of relearning classifiers at ev-
ery iteration, discussed further in Section 6.5.4.1, should be taken into considering
before applying this variant.
6.5.3.4 Applying Graph Construction Procedures
As discussed in Section 6.4.4, the predicted co-references, links, and labels
maybe inconsistent relative to some set of task and domain specific hard constraints.
Entity resolution in some cases, for example, may require transitivity on the co-
references (i.e., if pairs {A,B} and {B,C} are co-referent, then {A,C} must also be
co-referent). Similarly, for our Discourse dataset, opinions which are predicted as
having a reinforcing edge must, by definition, have the same label. These inconsis-
tencies must be resolved prior to constructing the graph.
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Table 6.4: Overall F1 performance (representing the average over the entity res-
olution, link prediction, and node labeling F1 performance) on the output of the
different models. Bold indicates the highest value in a given column.
Citeseer (Vary Noise Level) Cora (Vary Noise Level) Enron Discourse










LOCAL 0.800 0.736 0.657 0.827 0.756 0.645 0.425 0.361
INTRA 0.843 0.792 0.745 0.900 0.854 0.798 0.516 0.648
PIPELINE∗ 0.871 0.834 0.793 0.939 0.911 0.878 0.559 0.706
MLN 0.677 0.673 0.663 0.570 0.560 0.591 0.137 0.320
C3 0.882 0.853 0.819 0.950 0.928 0.899 0.550 0.729
C3-EM 0.882 0.855 0.825 0.951 0.928 0.904 0.544 0.729
C3-PS 0.880 0.851 0.817 0.947 0.924 0.890 0.539 0.679
C3-CI 0.883 0.853 0.817 0.949 0.926 0.897 0.552 0.693












LOCAL 0.786 0.725 0.648 0.821 0.747 0.639 0.363 0.309
INTRA 0.833 0.782 0.730 0.889 0.840 0.778 0.465 0.545
PIPELINE∗ 0.853 0.816 0.768 0.921 0.888 0.849 0.509 0.604
MLN 0.425 0.534 0.563 0.456 0.519 0.470 0.143 0.217
C3 0.861 0.828 0.782 0.934 0.900 0.862 0.515 0.658
C3-EM 0.864 0.833 0.797 0.935 0.908 0.875 0.515 0.664
C3-PS 0.860 0.827 0.782 0.930 0.896 0.855 0.497 0.478
C3-CI 0.860 0.826 0.781 0.932 0.899 0.861 0.512 0.621











LOCAL 0.775 0.716 0.633 0.800 0.734 0.626 0.398 0.232
INTRA 0.816 0.770 0.708 0.868 0.816 0.741 0.448 0.351
PIPELINE∗ 0.831 0.795 0.743 0.895 0.861 0.811 0.479 0.419
MLN 0.216 0.222 0.228 0.190 0.211 0.216 0.096 0.143
C3 0.835 0.801 0.750 0.902 0.869 0.819 0.479 0.483
C3-EM 0.844 0.813 0.770 0.910 0.883 0.841 0.493 0.482
C3-PS 0.836 0.800 0.748 0.902 0.868 0.818 0.436 0.313
C3-CI 0.834 0.799 0.749 0.899 0.868 0.814 0.480 0.437
C3-GS 0.833 0.797 0.744 0.901 0.864 0.809 0.322 0.176
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Table 6.5: Each row indicates the number of times the approach, in each row,
significantly outperforms the average overall performance of the approaches in each
column, over all three levels of noise and three levels of sampling (a maximum of
9 pairwise comparisons for Cora and Citeseer and a maximum of 3 for Enron
and Discourse).
LOCAL INTRA PIPELINE∗ MLN* C3 C3-EM C3-PS C3-CI C3-GS
Citeseer
LOCAL – 0 0 8 0 0 0 0 0
INTRA 9 – 0 9 0 0 0 0 0
PIPELINE* 9 9 – 9 0 0 0 0 0
MLN 0 0 0 – 0 0 0 0 0
C3 9 9 9 9 – 0 1 0 6
C3-EM 9 9 9 9 7 – 7 7 8
C3-PS 9 9 9 9 0 0 – 1 6
C3-CI 9 9 8 9 0 0 0 – 2
C3-GS 9 9 6 9 0 0 0 0 –
Cora
LOCAL – 0 0 9 0 0 0 0 0
INTRA 9 – 0 9 0 0 0 0 0
PIPELINE* 9 9 – 9 0 0 0 0 0
MLN 0 0 0 – 0 0 0 0 0
C3 9 9 9 9 – 0 6 3 5
C3-EM 9 9 9 9 5 – 8 6 6
C3-PS 9 9 8 9 0 0 – 0 2
C3-CI 9 9 9 9 0 0 2 – 3
C3-GS 9 9 7 9 0 0 4 0 –
Enron
LOCAL – 0 0 3 0 0 0 0 0
INTRA 3 – 0 3 0 0 0 0 0
PIPELINE* 3 2 – 3 0 0 0 0 0
MLN 0 0 0 – 0 0 0 0 0
C3 3 1 0 3 – 0 0 1 0
C3-EM 3 2 0 3 1 – 1 1 0
C3-PS 2 1 0 3 0 0 – 0 0
C3-CI 3 1 0 3 0 0 0 – 0
C3-GS 0 0 0 3 0 0 0 0 –
Discourse
LOCAL – 0 0 3 0 0 0 0 1
INTRA 3 – 0 3 0 0 2 0 2
PIPELINE* 3 3 – 3 0 0 2 1 3
MLN 0 0 0 – 0 0 0 0 0
C3 3 3 3 3 – 0 3 3 3
C3-EM 3 3 3 3 0 – 3 3 3
C3-PS 3 1 0 3 0 0 – 0 3
C3-CI 3 3 2 3 0 0 2 – 2
C3-GS 1 0 0 3 0 0 0 0 –
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Table 6.6: Average F1 performance over the entity resolution, link prediction,
and node labeling output on the different models. We also compute the overall F1
performance (representing the average over the entity resolution, link prediction,
and node labeling F1 performance) on the different models. Bold indicates the
highest value in a given column.
ER LP NL Average ER LP NL Average
Cora Citeseer
LOCAL 0.837 0.814 0.523 0.725 0.830 0.823 0.586 0.747
INTRA 0.901 0.860 0.586 0.782 0.892 0.841 0.787 0.840
PIPELINE-ELN 0.901 0.893 0.652 0.816 0.892 0.913 0.860 0.888
PIPELINE-ENL 0.901 0.908 0.616 0.809 0.892 0.916 0.828 0.879
PIPELINE-LEN 0.913 0.860 0.652 0.808 0.905 0.842 0.858 0.868
PIPELINE-LNE 0.916 0.860 0.621 0.799 0.908 0.842 0.828 0.859
PIPELINE-NEL 0.904 0.907 0.586 0.799 0.896 0.917 0.787 0.867
PIPELINE-NLE 0.916 0.890 0.586 0.797 0.912 0.898 0.787 0.866
MLN 0.596 0.743 0.264 0.534 0.403 0.786 0.369 0.519
C3 0.920 0.910 0.654 0.828 0.919 0.918 0.862 0.900
C3-EM 0.919 0.913 0.665 0.833 0.914 0.935 0.874 0.908
C3-PS 0.917 0.911 0.652 0.827 0.907 0.920 0.862 0.896
C3-CI 0.922 0.910 0.646 0.826 0.921 0.919 0.857 0.899
C3-GS 0.917 0.910 0.643 0.823 0.908 0.922 0.864 0.898
Enron Discourse
LOCAL 0.703 0.077 0.308 0.363 0.164 0.211 0.552 0.309
INTRA 0.891 0.100 0.405 0.465 0.552 0.530 0.553 0.545
PIPELINE-ELN 0.891 0.100 0.528 0.506 0.552 0.646 0.613 0.604
PIPELINE-ENL 0.891 0.124 0.513 0.509 0.552 0.655 0.602 0.603
PIPELINE-LEN 0.888 0.100 0.528 0.505 0.663 0.530 0.612 0.602
PIPELINE-LNE 0.894 0.100 0.404 0.466 0.663 0.530 0.597 0.597
PIPELINE-NEL 0.894 0.124 0.405 0.474 0.551 0.651 0.554 0.585
PIPELINE-NLE 0.894 0.124 0.405 0.474 0.665 0.533 0.554 0.584
MLN 0.187 0.007 0.235 0.143 0.151 0.195 0.306 0.217
C3 0.894 0.124 0.528 0.515 0.684 0.671 0.618 0.658
C3-EM 0.896 0.100 0.548 0.515 0.679 0.690 0.623 0.664
C3-PS 0.826 0.124 0.541 0.497 0.431 0.406 0.596 0.478
C3-CI 0.890 0.124 0.522 0.512 0.630 0.627 0.607 0.621
C3-GS 0.527 0.124 0.499 0.383 0.201 0.194 0.546 0.314
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Inconsistencies can arise in the predictions of all approaches evaluated in our
experiments. In these situations, we can define a procedure to resolve the inconsis-
tencies prior to generating the output graph. The procedure we need to apply for
resolving consistencies can vary depending on the data. For our experiments, we
use the following procedure to resolve the inconsistencies for Cora, Citeseer, and
Enron: apply transitive closure over co-referent pairs, add edges between entities
whose references have an edge, and taking the mode label of the labels over its
references. For Discourse, we define a separate procedure for its domain specific
constraints: apply transitive closure over co-referent pairs, remove reinforcing edges
between pairs not co-referent, and taking the mode label over the labels of opinions
transitively co-referent and reinforcing.
We explore the impact of applying these procedures on the output of all al-
gorithms prior to evaluation. For C3, we also explore an alternative way these
procedures are applied. Instead of just applying these procedures only after all
the iterations in C3 are completed, we can also apply these procedures at the end
of every iteration. This ensures that at the end of each iteration in C3, the pre-
dicted values are always consistent. We denote this variants C3-CO. The results
are provided in Tables 6.7 – 6.9.
Compared to the performance when the procedures are not applied, we gener-
ally see improvement for all the algorithms. This is especially true for LOCAL and
INTRA which see improvements up to 80% and 61%, respectively. While LOCAL
and INTRA do not capture either the intra- and inter-dependencies, the application
of these procedures partially does. While we generally find improvement for all ap-
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proaches when applying these procedures, we still find that the trends from Tables
6.4 – 6.6 remain. Approaches which explicitly take these dependencies into account
still significantly outperform those which do not. Furthermore, C3 and C3-EM
are still the overall best performing for all amounts of noise, annotated data, and
datasets. In comparison to C3-CO variant, we found that applying the procedure
once to the output of C3, rather than per iteration, performed significantly better.
The significant improvement of C3-CO over C3 without these procedures, however,
does suggest that there maybe benefit in having more explicit support for ensur-
ing consistency. We are currently exploring alternative ways to ensure consistency
within the iterations of C3.
6.5.4 Runtime Performance
6.5.4.1 Learning and Inference Time
In Table 6.10, we list the average learning, inference, and overall runtimes for
the Cora experiments. These experiments were run on comparable servers with
dual Intel Xeon 2.66Ghz processors and 48GB of memory. All implementations are
in Java except for Alchemy which is in C++. Ordering the results based on the
amount of intra- and inter-dependencies they capture, we see that there is a run-
time cost associated with capturing more and more dependencies. Relative to the
significant improvement in predictive performance, however, we see that the addi-
tional runtime required by C3 compares favorably to the fastest algorithm evaluated
while being an order of magnitude faster than the slowest algorithm. Comparing
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Table 6.7: Overall F1 performance (representing the average over the entity res-
olution, link prediction, and node labeling F1 performance) after applying hard
constraints on the output of the different models . Bold indicates the highest value
in a given column.
Citeseer (Vary Noise Level) Cora (Vary Noise Level) Enron Discourse










LOCAL 0.813 0.766 0.667 0.881 0.826 0.793 0.713 0.523
INTRA 0.863 0.813 0.760 0.932 0.902 0.861 0.743 0.637
PIPELINE∗ 0.877 0.848 0.799 0.945 0.920 0.891 0.764 0.697
MLN 0.798 0.788 0.723 0.826 0.796 0.783 0.402 0.470
C3 0.885 0.854 0.818 0.952 0.930 0.905 0.762 0.738
C3-EM 0.886 0.857 0.807 0.954 0.931 0.905 0.756 0.744
C3-PS 0.881 0.854 0.810 0.947 0.922 0.892 0.727 0.683
C3-CI 0.884 0.852 0.807 0.952 0.929 0.902 0.764 0.716
C3-GS 0.885 0.857 0.808 0.953 0.931 0.899 0.562 0.623












LOCAL 0.780 0.695 0.622 0.853 0.794 0.752 0.655 0.429
INTRA 0.844 0.787 0.710 0.913 0.876 0.830 0.701 0.521
PIPELINE∗ 0.853 0.808 0.744 0.926 0.894 0.854 0.722 0.605
MLN 0.495 0.602 0.565 0.488 0.463 0.439 0.306 0.334
C3 0.858 0.817 0.756 0.933 0.906 0.866 0.724 0.657
C3-EM 0.862 0.819 0.765 0.936 0.909 0.875 0.731 0.668
C3-PS 0.852 0.814 0.750 0.926 0.896 0.846 0.679 0.469
C3-CI 0.858 0.815 0.749 0.931 0.903 0.864 0.724 0.637
C3-GS 0.851 0.810 0.723 0.928 0.898 0.844 0.483 0.278











LOCAL 0.749 0.681 0.592 0.817 0.746 0.678 0.602 0.290
INTRA 0.818 0.758 0.675 0.885 0.841 0.777 0.642 0.326
PIPELINE∗ 0.827 0.776 0.698 0.896 0.859 0.806 0.660 0.418
MLN 0.363 0.348 0.342 0.310 0.319 0.316 0.211 0.190
C3 0.829 0.782 0.708 0.901 0.866 0.814 0.659 0.484
C3-EM 0.839 0.792 0.724 0.910 0.877 0.832 0.664 0.481
C3-PS 0.829 0.777 0.703 0.894 0.858 0.799 0.596 0.295
C3-CI 0.827 0.776 0.704 0.897 0.864 0.807 0.662 0.454
C3-GS 0.820 0.767 0.668 0.891 0.854 0.781 0.358 0.119
C3-CO 0.828 0.780 0.704 0.897 0.861 0.803 0.659 0.469
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Table 6.8: Each row indicates the number of times the approach, in each row, signif-
icantly outperforms the average overall performance after applying hard constraints
of the approaches in each column, over all three levels of noise and three levels of
sampling (a maximum of 9 pairwise comparisons for Cora and Citeseer and a
maximum of 3 for Enron and Discourse).
LOCAL INTRA PIPELINE∗ MLN* C3 C3-EM C3-PS C3-CI C3-GS C3-CO
Citeseer
LOCAL – 0 0 4 0 0 0 0 0 0
INTRA 9 – 0 8 0 0 0 0 0 0
PIPELINE* 9 8 – 9 0 0 0 0 0 0
MLN 2 0 0 – 0 0 0 0 0 0
C3 9 9 7 9 – 0 1 1 4 2
C3-EM 9 9 6 9 5 – 5 4 6 7
C3-PS 9 7 3 9 0 0 – 0 2 0
C3-CI 9 9 3 9 0 0 0 – 1 0
C3-GS 9 6 3 9 1 0 0 0 – 0
C3-CO 9 9 4 9 0 0 0 0 3 –
Cora
LOCAL – 0 0 8 0 0 0 0 0 0
INTRA 9 – 0 9 0 0 0 0 0 0
PIPELINE* 9 9 – 9 0 0 1 0 2 0
MLN 0 0 0 – 0 0 0 0 0 0
C3 9 9 9 9 – 0 9 3 6 3
C3-EM 9 9 9 9 4 – 9 5 7 6
C3-PS 9 9 0 9 0 0 – 0 2 0
C3-CI 9 9 7 9 0 0 4 – 5 0
C3-GS 9 7 4 9 0 0 4 1 – 0
C3-CO 9 9 6 9 0 0 5 0 5 –
Enron
LOCAL – 0 0 3 0 0 0 0 0 0
INTRA 1 – 0 3 0 0 0 0 0 0
PIPELINE* 1 1 – 3 0 0 1 0 0 0
MLN 0 0 0 – 0 0 0 0 0 0
C3 1 2 0 3 – 0 1 0 0 0
C3-EM 1 2 0 3 0 – 1 0 0 0
C3-PS 0 0 0 3 0 0 – 0 0 0
C3-CI 1 2 0 3 0 0 2 – 0 0
C3-GS 0 0 0 0 0 0 0 0 – 0
C3-CO 1 1 0 3 0 0 1 0 0 –
Discourse
LOCAL – 0 0 3 0 0 0 0 2 0
INTRA 3 – 0 3 0 0 1 0 2 0
PIPELINE* 3 3 – 3 0 0 2 0 3 0
MLN 0 0 0 – 0 0 0 0 2 0
C3 3 3 3 3 – 0 3 3 3 3
C3-EM 3 3 3 3 1 – 3 3 3 2
C3-PS 2 1 0 3 0 0 – 0 3 0
C3-CI 3 3 3 3 0 0 2 – 3 0
C3-GS 1 0 0 1 0 0 0 0 – 0
C3-CO 3 3 3 3 0 0 2 1 3 –
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Table 6.9: Average F1 performance after applying hard constraints over the entity
resolution, link prediction, and node labeling output of the different models on all
datasets for medium percentage unknown and medium noise for Cora and Cite-
seer. We also compute the overall F1 performance (representing the average over
the entity resolution, link prediction, and node labeling F1 performance) on the
different models. Bold indicates the highest value in a given column.
ER LP NL Average ER LP NL Average
Cora Citeseer
LOCAL 0.649 0.854 0.581 0.695 0.844 0.814 0.724 0.794
INTRA 0.825 0.913 0.624 0.787 0.872 0.919 0.836 0.876
PIPELINE-ELN 0.825 0.922 0.665 0.804 0.872 0.940 0.868 0.893
PIPELINE-ENL 0.825 0.932 0.627 0.795 0.872 0.943 0.837 0.884
PIPELINE-LEN 0.839 0.913 0.664 0.806 0.887 0.919 0.867 0.891
PIPELINE-LNE 0.852 0.914 0.657 0.808 0.896 0.919 0.866 0.894
PIPELINE-NEL 0.827 0.932 0.624 0.794 0.882 0.943 0.836 0.887
PIPELINE-NLE 0.853 0.916 0.625 0.798 0.896 0.932 0.837 0.888
MLN 0.568 0.854 0.384 0.602 0.174 0.742 0.474 0.463
C3 0.853 0.934 0.665 0.817 0.902 0.945 0.870 0.906
C3-EM 0.853 0.925 0.679 0.819 0.902 0.943 0.881 0.909
C3-PS 0.845 0.934 0.664 0.814 0.874 0.944 0.869 0.896
C3-CI 0.849 0.933 0.663 0.815 0.898 0.945 0.867 0.903
C3-GS 0.832 0.933 0.667 0.810 0.876 0.944 0.875 0.898
C3-CO 0.848 0.933 0.663 0.815 0.900 0.945 0.866 0.904
Enron Discourse
LOCAL 0.844 0.610 0.511 0.655 0.547 0.178 0.562 0.429
INTRA 0.909 0.631 0.563 0.701 0.556 0.443 0.565 0.521
PIPELINE-ELN 0.909 0.631 0.622 0.721 0.556 0.575 0.605 0.579
PIPELINE-ENL 0.909 0.639 0.617 0.722 0.556 0.584 0.606 0.582
PIPELINE-LEN 0.906 0.631 0.622 0.720 0.691 0.519 0.605 0.605
PIPELINE-LNE 0.911 0.631 0.563 0.702 0.692 0.520 0.590 0.600
PIPELINE-NEL 0.911 0.639 0.563 0.705 0.556 0.580 0.563 0.566
PIPELINE-NLE 0.911 0.639 0.563 0.705 0.693 0.523 0.564 0.593
MLN 0.195 0.415 0.308 0.306 0.430 0.247 0.324 0.334
C3 0.911 0.639 0.622 0.724 0.699 0.665 0.608 0.657
C3-EM 0.914 0.633 0.646 0.731 0.710 0.682 0.611 0.668
C3-PS 0.807 0.593 0.638 0.679 0.430 0.412 0.565 0.469
C3-CI 0.911 0.639 0.622 0.724 0.694 0.614 0.602 0.637
C3-GS 0.510 0.419 0.520 0.483 0.192 0.196 0.445 0.278
C3-CO 0.911 0.639 0.628 0.726 0.693 0.660 0.592 0.648
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Table 6.10: Average learning, inference, and overall runtimes (in minutes) for each
model over the experiments on Cora.
Learning Time Inference Time Overall Time
LOCAL 1.8 0.5 2.3
INTRA 4.6 8.4 13.0
PIPELINE-ELN 4.7 7.2 11.9
PIPELINE-ENL 4.7 7.1 11.8
PIPELINE-LEN 4.9 7.2 12.1
PIPELINE-LNE 5.3 8.2 13.5
PIPELINE-NEL 4.9 8.1 13.1
PIPELINE-NLE 5.1 8.3 13.5
MLN 761.7 183.6 945.3
C3 5.2 21.5 26.7
C3-EM 47.9 23.7 71.6
C3-PS 5.2 25.0 30.1
C3-CI 5.2 10.6 15.8
C3-GS 5.2 728.2 733.4
the two algorithms with the best predictive performance, there is a notable increase
in learning time over C3 when applying C3-EM due to the need to relearn SVMs at
every iteration. While C3-EM shows significant improvement in prediction quality
for some of the datasets, its inconsistency and the much greater learning time of
C3-EM suggest that the standard semi-supervised version should be considered first
for most situations.
6.5.4.2 Convergence Results
An important characteristic affecting C3 runtime is the number of iterations
it requires during inference. In our experiments, we allowed C3 to run until the
predictions converge to a single set of assignments or until we detect an oscillation
has occurred (i.e., the predictions exactly match those of an earlier iteration). We
list the number of times each stopping criterion was encountered and the average
number of iterations required for all datasets in Table 6.11. First, all the experi-
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Table 6.11: Number of times convergence or oscillation was reached in the exper-
iments using C3 for all datasets (a maximum entry of 45 for Cora and Citeseer
and 15 for Enron and Discourse). We also present the average number of iter-
ations performed prior to reaching convergence or oscillation. Note that all our C3
experiments either converged or reached an oscillation point.
# Converge # Oscillate Avg. # of Iterations
Citeseer 0 45 27.8
Cora 0 45 16.4
Enron 14 1 4.2
Discourse 0 15 9.9
ments we conducted with C3 for varying levels of noise, annotations, and datasets
either converged or began oscillating. Of the two stopping criterion, stopping due
to the detection of an oscillation was more common with convergence to a single
value detected only for Enron. Looking at the number of iterations required before
reaching other stopping criteria, we find that C3 typically requires very few itera-
tions. On average, C3 took as few as 4.2 iterations to run with the highest average
number of iterations only 27.8. We are currently exploring theoretical bounds for
the number of iterations required for encountering either stopping criterion. All
current empirical evidence, however, indicate that a fast convergence or oscillation
is typical of algorithms based on pseudolikelihood [15, 101, 123].
6.5.4.3 Parallelization Results
A notable characteristic of the C3 learning and inference algorithms is the
potential for significant portion of the algorithm to be run in parallel. For C3
semi-supervised weight learning shown in Algorithm 2, the weights of the bootstrap
classifiers for each of the three tasks can be learned in parallel. Next, we can apply
these bootstrap classifiers in parallel to initialize the values of the target variables.
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The classifiers used iteratively can then be similarly learned in parallel. For C3
inference we exploit the fact that the features rely only on the values of target
variables from the previous iteration. Consequently, we can infer the values of the
target variables within a particular iteration in parallel without affecting the results.
We illustrate the parallelizability of C3 by running a portion of the C3 experi-
ments on the Cora dataset with an implementation using Java threads. We present
the learning, inference, and overall run times for C3 varying the numbers of avail-
able threads in Figure 6.2. While the predicted values from these experiments are
identical to those when run as a single process, we note that there is a substantial
improvement in the overall runtime as we increase the number of threads. Increasing
the number of threads to 2, for example leads to an immediate 1.8 time improve-
ment in runtime. Comparing the improvements between the learning and inference
times, we found that most of the improvement is from the faster inference time.
While learning does benefit from more threads for bootstrapping, because our SVM
learning algorithm does not support parallelization runtime improvement is limited
to the number of local or relational classifiers we are learning. We note that there
are approaches for parallelizing weight learning within the classifiers themselves [32].
We do not explore these algorithms in this paper but plan to explore them in future
work. With inference, we find that can consistently see substantial improvement as
we increase the number of threads. Unlike learning, where the number of classifiers
we can learn in parallel is less than the number of available threads, the number of
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Figure 6.2: Learning, Inference, and Overall Time on Cora dataset for C3 varying
the numbers of available threads.
6.5.4.4 Scalability Results
We now evaluate the ability of C3 to apply to large datasets. For these exper-
iments, we generated increasingly larger synthetic networks (as described in Section
6.5.1.4) to study the characteristics of C3 runtime performance. We perform ex-
periments with C3 using the same features and experimental settings for medium
amounts of annotation as those used for the experiments on Cora and Citeseer.
We present the learning, inference, and overall runtime of C3 in input networks
ranging in size from 2209 nodes and 15636 edges to networks up to 45522 nodes
and 353228 edges in Figure 6.3. Although our implementation is not specifically
designed for large networks, we can demonstrate that C3 is able to scale well to
such networks. Looking closely at the individual learning and inference times, how-
ever, an important thing to address is the increasing amount of runtime required
for training. The ability of C3 learning to scale is tied directly to the ability of its
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underlying classifiers to scale. In our experiments, we use the LibSVM implementa-
tion of support vector machines [31] whose learning time is known to be quadratic
to the number of training instances. This significantly limits the ability of our cur-
rent implementation to learn from larger datasets. Fortunately, however, there has
been significant progress in the theory and algorithms behind support vector ma-
chines we can directly apply. Beyond the algorithms for parallel learning of SVM
discussed in Section 6.5.4.3, there are increasingly more efficient learning algorithms
for SVM specifically for large data [27, 29, 151]. We plan on using a variety of these























Number	  of	  Node	  and	  Edges	  
Learning	  Time	   Inference	  Time	   Overall	  Time	  
Figure 6.3: Learning, Inference, and Overall Time on synthetic dataset for C3 as
the number of nodes and edges in the input graph increase.
6.6 Conclusion
Graph identification is an important emerging problem. As more observa-
tional data describing networks becomes available, the need to properly map from
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the observational data to the “true” underlying social, technical or biologic network
of scientific interest grows in importance. Correctly identifying these networks from
noisy data before they are further analyzed is of huge importance. Not only do
the inferred networks prevent us from drawing erroneous conclusions, they expe-
dite our analysis as they are often orders of magnitude smaller than the observed
ones. The problem is extremely challenging, in terms of propagating information
correctly, training the models appropriately, and evaluating the results. In this work,
we have formulated this problem as a probabilistic inference problem, and shown
how to combine the results of entity resolution, link prediction, and node labeling
in a coherent manner. We developed C3 and its variants which can capture the
intra- and inter-relational dependencies and showed that it can achieve significant
performance gains over existing approaches. There is much room for further explo-
ration; for example applying graph identification to evolving networks, providing
theoretical bounds for convergence and complexity properties, exploring the use of
other algorithms and models for graph identification, and applying the algorithm
to other types of network data. In this paper, we have shown that a simple and
intuitive coupled collective classification approach can be effective in this complex,




A fundamental challenge in exploring network data is the lack of a software
system that allows for the easy application of various data mining algorithms over
the diverse types of network data. This not only makes many previously proposed al-
gorithms inaccessible to analysts interested in using these approaches, it also hinders
progress in algorithm research by making it difficult to compare to and study pre-
vious approaches. We develop the Graph Alignment, Identification, and Analysis
(GAIA) software library (http://linqs.cs.umd.edu/gaia) to address this chal-
lenge. In this chapter, we present the GAIA software library. We discuss the
motivation behind its creation, the goals behind its design and implementation, and
provide an overview of the supported tasks and utilities.
7.1 Introduction
Data from a variety of domains can naturally be represented as networks. In
previous chapters, we showed a variety of problems where improving the quality of
network data can have a significant impact. We have also shown developing algo-
rithms which explicitly exploit both the attributes and relationships in networks,
can significantly improve predictive performance. While there has been significant
progress in studying network data and the algorithms for network data, a funda-
mental challenge still remains hindering the adoption and continued progress of this
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research: the lack of a software system that allows for easy representation, study,
and manipulation of the diversity of real-world networks.
The current practice when working with and developing algorithms for net-
work data involve ad-hoc implementations of code to load, represent, and manipulate
networks. Not only does this result in wasted effort in the form of redundant code,
the resulting code is often very specific in the types of networks, I/O formats, and
tasks it can handle. Consequently, it is difficult to apply or compare to proposed
approaches on new datasets. Furthermore, because implementations of algorithms
designed for different tasks are spread across many incompatible systems, it is dif-
ficult to analyze and exploit the interplay between different tasks. In Chapter 6,
we showed how important understanding the interplay between entity resolution,
link prediction, and collective classification is to the problem of graph identification.
Relying purely on implementations specific to only one of these tasks would have
made it extremely difficult to explore this interplay for our problem.
The interactions between tasks go beyond joint inference tasks like graph iden-
tification however. Many tasks on network data rely on the output of algorithms
for other tasks as features to function. Work in active learning in network data,
for example, often relies on the probability distribution from collective classification
models to decide which annotations to acquire [144, 150]. Similarly, the outputs
of clustering models have been used as features in active learning [21, 102], clas-
sification [188], and link prediction models [3]. A system which supports multiple
tasks allows people to apply a wider variety of algorithms to supplement their own
algorithms.
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Many different tasks also have a common underlying approach. Entity reso-
lution and link prediction can both be solved using a threshold approach based on
various similarity measures [59, 99]. Similarly, relational clustering can be used to
directly label nodes [68], predict edges [187], and predict co-reference [16]. A system
which supports multiple tasks would not only be more efficient due to code reuse, it
would also help us better understand the assumptions and relationships of different
tasks.
In addition to using the output of other tasks during inference, the use of
network task tools can also essential in understanding and evaluating the various
algorithms. By supporting algorithms for network visualization and efficient com-
putation of statistics like betweenness centrality, we can better understand the char-
acteristic of the network we are evaluating. This provides context for understanding
why algorithms work well with some networks and not on others. Output of other
tasks can also be used in evaluating the approaches of others. For example, acquir-
ing real-world networks for evaluation is often difficult or impractical. Consequently,
researchers often use synthetically generated network data to evaluate their algo-
rithms. By having a system which supports network generation algorithms [98],
people can create more realistic networks for their evaluations.
As part of this dissertation, we developed the Graph Alignment, Identification,
and Analysis (GAIA) software library to address this challenge. First, we survey
of other available software packages for use on network data and describing their
strengths and limitations in Section 7.2. In Section 7.3, we describe the GAIA
software, discussing the goals in its design and implementation. We also provide
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an overview of the available implementations and capabilities of GAIA. We discuss
future work in GAIA and conclude in Section 7.4.
7.2 Related Work
Most previous machine learning and data mining software focus on working
with local attributes of non-relational, independent data. For classification and
ranking, there are libraries like LibSVM [31], SVMlight [82], PyBrain [147], Weka
[69], and Apache Mahout [9]. More recently there has been software developed
specifically for network data. While most implementations are single algorithm im-
plementations used to supplement publications, there have been significant strides
in more general packages. Junto [167] and Netkit [104] were developed for imple-
mentations of multiple label propagation based collective classification algorithms.
Jung [171] and SNAP [172] include algorithms for network generation and for ef-
ficient computations of various network statistics. Pajek [13], Prefuse [71], and
NodeXL [22] have support for various network visualization and layout algorithms.
Of note also are implementations of complex statistical relational learning frame-
works including Alchemy [92], Proximity [91], Factorie [111], and PSL[24]. While
these software have been invaluable, there are significant limitations in using these
software for certain networks and tasks. Many packages focus on specific types of
networks. For example, Jung and Pajek are mainly focused on the network struc-
ture with minimal support for attributes. Netkit and Junto only support networks
with a single categorical attribute and no hypergraphs. These software also tend
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to focus on specific tasks (classification, visualization, or clustering only) or specific
approaches (Alchemy, Proximity, and PSL only have implementations for Markov
Logic Networks, Relational Dependency Networks, and Probabilistic Soft Logic, re-
spectively) which make it difficult to compare approaches and study and exploit the
interplay between various tasks.
7.3 GAIA Software
To address the limitations of previous software, GAIA is designed and devel-
oped with four main goals. First, GAIA supports a wide range of machine learning
and analysis tasks on networks. Also, GAIA supports a variety of network types,
attributes, and operations. Third, GAIA uses modularity and abstraction to allow
for different parts of GAIA to be developed independently and to allow users to
easily use these parts through simple, general interfaces. Finally, GAIA is designed
to be easy to use for development with the goal of encouraging both adoption and
further development. In the rest of this section, we discuss how our implementation
of GAIA accomplishes these goals. At the same time, we will provide an overview
of the capabilities of GAIA.
7.3.1 Algorithmic and Analysis Support
In the early design of GAIA, we aimed to identify the variety of tasks that
would be applied on network data and ensuring a wide support for them. We did
an extensive exploration of network tasks people have explored in the literature.
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The survey paper by Getoor and Diehl [63] provide a good survey of these tasks.
We present the lists of tasks they identified below updated with other tasks we
identified. We indicate all the tasks which the current implementation of GAIA has
algorithms for with a star (∗).
1. Object-Related Tasks
(a) Link-Based Object Ranking
(b) Link-Based Object Classification∗
(c) Object Clustering/Group Detection/Relational Clustering∗
(d) Object Identification/Entity Resolution∗











(d) Generative Models for Graphs∗
(e) Graph Representation and Storage∗
(f) Graph Sampling∗
(g) Graph Analysis and Visualization∗
While algorithms for all these tasks are not currently available, GAIA was
designed to provide a base infrastructure to support all of these. Implementations
for all tasks are part of future work discussed in Section 7.4.
7.3.2 Graph Support
The underlying graph representation of the data is one of the most important
part of any software system for networks. The capabilities of the graph representa-
tion define the data to which the software system can be applied on and what tasks
can be performed. In order to be able to perform all the tasks listed in the previous
section, the GAIA graph was designed to be both general and extensible. Unlike
many software that can only support binary directed networks, GAIA supports hy-
pergraphs with both directed and undirected edges. GAIA can also handle multiple
edge and node types in the same graph to support not only bipartite graphs, but
even more complex network structures. The GAIA graph also has extensive explicit
support for attributes. The nodes, edges, and graphs can have strings, numeric, sin-
gle category, and multi-categorical attributes. Beyond these general types, GAIA
allows for easy addition of additional feature types and supports sparse data.
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In addition to supporting a very large class of network data, the GAIA graph
representation was also designed with an extensive set of operators to simplify ac-
cessing, transversing, and modifying the graph. For access, nodes, edges, and graphs
can easily be accessed individually using their unique ID or as a group by their type.
The graph can traversed by accessing the incident or adjacent nodes or edges, as well
as by using various “neighbor” functions to identify a more complex set of nodes and
edges. Similarly, beyond basic support for adding and removing nodes and edges,
GAIA has support for more complex operations like adding and modifying features,
removing nodes and edges by structural characteristics, and adding or removing
nodes to hyperedges.
A general graph interface is of no use, however, if it is difficult to load new
network data into GAIA. We developed a simple tab-delimited data format which
supports all the types of graphs and attributes the GAIA graph supports. We
collected a number of real-world datasets in this format for use in research, as well
as to provide examples of this format. In addition, GAIA also supports for many
common network data formats including the adjacency matrix representation, Pajek
format [13], Dotty format [53], and GraphML [23].
7.3.3 Modular Architecture with Abstraction
Two fundamental principles in software engineering are modular design and
abstraction. Modular design allows for the development of complex systems by
breaking the larger problem into smaller modules. This in turn improves code reuse
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since the modules can typically be used in other parts of the software. Whenever pos-
sible, components of GAIA which are common to multiple tasks are implemented
as utilities. GAIA has an extensive list of utility methods and data structures.
These include efficient implementations of utilities like for counting items, allowing
for keyed access to Java collections (i.e., List, Sets), crawling websites, accessing
databases, and working with probability distributions. We also have implementa-
tions of utilities for specific tasks. Entity resolution, for example, has utilities for
enforcing transitive closure and converting to and from different representations of
the entity resolution predictions. GAIA also has utilities for different ways of block-
ing [59, 110] commonly used in entity resolution, link prediction, and clustering.
The principle of abstraction aims to separate the desired behavior of software
components from the implementation. A major benefit of ensuring proper abstrac-
tion in a system like GAIA is that we improve the usability of the system as a whole.
Defining general interfaces which capture the core functionality needed for specific
tasks allows users to easily understand the input and output of different tasks. Ab-
straction also allows the users to easily try different underlying implementations of
the same abstraction to select the one that is best for their particular tasks. An
example of this is the implementation of the GAIA graph object discussed earlier.
The GAIA graph object is implemented and generally accessed using a Java inter-
face. Users of GAIA develop using this interface and can either choose from one of
the implementations of the graph interface in GAIA or create one that best suites
their task. GAIA currently has two implementations of a graph. The first is an
efficient in-memory graph object recommended for most use. The second is an im-
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plementation which uses a Derby database to store and manage the graph for use in
large datasets. Another example where this is highlighted in GAIA is for the tasks
of collective classification. GAIA has a general interface for collective classification
models supporting supervised, semi-supervised, and unsupervised models. Because
of this interface, the included tool for running collective classification experiments
can easily be set to use the largest variety of collective classification packages in a
single software system. Aside from dozens of classifiers based on local attributes
such as logistic regression [96], decision tree[136], and support vector machines [31],
GAIA has support for wvRN [103], ICA [123, 100], stacked learning [93], RDN [124],
and label propagation algorithms [167].
Note that an additional benefit of having a modular design with proper ab-
straction is that it is easy to add and modify implementations for different parts
of the code. This includes the ability to add and use implementations from third
party libraries. Whenever available, we tried to make it easy to use implementations
from other software packages. For example, we provide a wrapper for the popular
SimMetrics [175] string similarity library to allow for easy use of its string similarity
measures for various tasks in GAIA. Similarly, we have wrappers for the classifiers
in LibSVM [31] and Weka [69] allowing for ease of use of their classifiers. We even
provide methods for converting to and from graph objects from third party libraries
ranging from a simple adjacency matrix to the Jung [171] and Junto [167] graph
objects.
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7.3.4 Accessibility and Development
The final goal in the GAIA design and development is to ensure that the code
can be easily used by new users, as well as accessible to future developers. An
active community of users and developers are essential in making sure that GAIA
continues evolving and is able to make an impact in research. Toward this goal, we
developed GAIA using the Java programming language due to the ease of use and
its availability on various platforms. Java is also the preferred language of many
machine learning systems and has extensive support for using software written in
other programming languages. Next, we made extensive use of Javadoc, Java’s API
documentation system, ensuring that all code and packages are well documented
and can easily be used and understood. For implementations of specific algorithms,
we include pointers to the paper which proposed that algorithm.
Another way we used to make GAIA more accessible is to provide example
code and frameworks to run common tasks GAIA might be used for. This includes
support for easily converting between different data formats, computing various
statistics over the properties of a network, generating synthetic data, and perform-
ing various types of collective classification experiments. We also provide support
for common tasks when performing experiments with GAIA including utilities for
acquiring and processing data from outside sources, as well as computing various
evaluation statistics like F-measure, AUC, and confusion matrix. Aside from the
java code, we also provide bash scripts to simplify running and documenting exper-
iments with GAIA, as well as releasing a number of network datasets ready for use
in GAIA.
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GAIA is released open-source under the Apache License, Version 2.0. The
code, documentation, scripts, and datasets are available via http://linqs.cs.umd.
edu/gaia and as a project in the popular open software service GitHub 1.
7.4 Conclusions and Future Work
In this chapter, we discussed the need for a general software system for rep-
resenting, studying, and manipulating network data. We discuss the benefits of
such a system and discuss how current software packages are not able to realize
those benefits. We then present the GAIA software library and tool and present
the goals used in its design and implementation. While doing so, we provide an
overview of the current capabilities of GAIA. GAIA, however, is still evolving and
still has much unreached potential. To that end, we are working with various groups
to contribute to GAIA. Implementations of many internally developed algorithms
are already available in GAIA and the goal is to continue doing so for many more
algorithms. We are also continuing to improve the documentation for GAIA, raising
awareness of its availability and capabilities, and providing training to get new users




Conclusion and Future Work
In this dissertation, we discussed the deficiencies common in network data
and presented our work in addressing those deficiencies in the problems of entity
resolution, link prediction, collective classification, and graph identification. Here,
we summarize our contributions and discuss future directions of our research.
8.1 Summary of Contributions
Network data is ubiquitous and its analysis is essential in many domains. The
problem with most gathered network data is that it is too noisy and incomplete to
use directly. In this dissertation, we identified the most common deficiencies in these
networks and describe entity resolution, link prediction, and collective classification
can be used to address the problems. We described our work for each of these
problems in turn, as well as our work in the task of graph identification which
requires the joint application of these three problems.
For entity resolution, we studied the problem of resolving name references in
email communication networks. In this work, we are given name mentions, email
communications around these mentions, and a set of entities. The task is to infer, for
a particular name mention, a ranking over the entities based on the likelihood each
entity is the target of that mention. We developed novel unsupervised approaches
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using summary statistics on the amount of traffic sent and received to each of the
candidate entities relative to the time of the mention. Evaluating on manually
annotated name references on a corporate dataset, we highlighted the importance
of long term communication patterns to resolving name references and show that
simple traffic models can achieve impressive name reference resolution performance.
For link prediction, we presented our work in the link prediction of social rela-
tionships. In this work, we are interested in a collaborative process between a human
and machine where the goal of our algorithm is to focus the analyst’s attention to
(1) the most relevant communication relationship representing the relationship of
interest and (2) the relevant message traffic that supports that relationship iden-
tification. We developed a novel supervised ranking approach for this task which
minimize the number of rank violations in the ranking of the relationships. We em-
pirically showed its utility on identifying subordinate-manager relationships given
email communications from a major corporation. Using traffic and content-based
features, the ranking method is able to cue the analyst to relevant communication
relationships. We also developed a message ranker using content-based features and
demonstrated its ability to highlight compelling evidence within the message traffic
substantiating the social relationship.
For collective classification, we developed a novel method for active surveying
for query-driven collective classification. While traditional collective classification
aims to infer all missing labels, this work considers the setting in which one is pri-
marily interested in labeling a particular subset of nodes (the query set). Given
that acquiring the labeled instances and network structure used by semi-supervised
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models are expensive, we applied active surveying to identify the nodes for which we
can acquire labels and ego networks in order to maximize the classification perfor-
mance on the query set. Leveraging common assumptions on feature and structural
smoothness, we proposed a novel adaptive active surveying algorithm, ASQ2C, and
empirically show its superior performance over standard active learning approaches
on four real-world datasets.
These problems typically do not occur in isolation, however, and often all need
to be addressed at the same time. We discussed how inherently inter-dependent
these problems are and motivate the need to apply them jointly in a general prob-
lem we define as graph identification. We presented a novel approach to graph
identification using a collection of Coupled Collective Classifiers, C3, which in ad-
dition to capturing the variety of local features typically used for each task, can
also capture the intra- and inter-dependency required. We discussed variants of C3
using different learning and inference paradigms and show the superior performance
of C3, in terms of both prediction quality and runtime performance, over various
previous approaches.
Finally, we presented the GAIA open-source software library and tool to fill
the infrastructure need in algorithmic and analytical research on network data. We
discussed the limitations of current systems in fulfilling this need and presented the
goals and implementations in GAIA that make it easier not only to study specific
tasks on network data, but also to study how these tasks are related. GAIA is
available for download from http://linqs.cs.umd.edu/gaia.
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8.2 Future Directions
In this dissertation, we looked at the tasks of entity resolution, link prediction,
collective classification, and graph identification on network data. We developed
algorithms to address these problems in various domains. There are multiple future
research directions for all of our proposed solutions. We described these at the end
of the corresponding chapters. In this section, we focus on future research directions
beyond those discussed in earlier chapters.
First, our work in graph identification and GAIA made it clear that there
are many research opportunities in studying the commonalities and interactions of
various tasks. Not only has study in the interactions been limited, we have shown,
through the example of graph identification, that considering these tasks together
can yield significant improvement in performance. A specific interaction we would
like to pursue is between the tasks of active learning and graph identification. For
a complex task like graph identification, the amount and type of annotations avail-
able is much more complex than previous work in active learning methods have
considered. Active learning for graph identification would need to balance between
acquiring annotations to optimize the joint learning and inference of the three prob-
lems within graph identification. These annotations are also likely to require more
complex cost structures causing many previous approaches to be inapplicable.
Another aspect we would like to pursue is the application of graph identifica-
tion for large scale data. We showed that C3 is scalable and can be parallelized using
threads. For very large datasets, however, distributed frameworks like MapReduce
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[43] maybe required. Identifying and resolving the issues involved in applying C3
in a framework like MapReduce is a compelling future research direction. Related
to large scale data, we are also interested in exploring large scale network data ag-
gregated from multiple unknown sources (i.e., the source of the individual nodes
and edges are not observed). Because of variability between different sources, the
quality and amount of attribute and edge information in the data from one source
maybe completely different from the data from another source. Aggregating from
multiple social networks, for example, the nodes from some sources (e.g., LinkedIn,
Facebook) may have more accurate name and age information than nodes from
other sources (e.g., MySpace, Friendster). Similarly, while nodes from some sources
have certain types of relationships, nodes from others may not (e.g., LinkedIn has
“group member” relationships but Friendster does not). This variance in the quality
and amount of information can have a significant impact on how well algorithms
perform on the aggregate network. For example, entity resolution approaches using
name similarity and a single threshold is unlikely to do well given that the optimal
threshold for co-referent pairs between nodes that came from one source maybe dif-
ferent from pairs in another source. Explicitly reasoning about the hidden sources
of the nodes and using that knowledge to vary the threshold for pairs conditioned
on these sources should lead to improved performance.
Although not mentioned in this dissertation, we also did extensive work in
visualizing network data. In addition to the basic visualization available in GAIA,
we also participated in developing the DualNet [122] and G-Pare [155] visualization
tools. The goal in these systems is not only to better understand network data,
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but also to understand machine learning algorithms applied to them. By visualizing
the output of various algorithms in network data, ideally the use can better see the
biases, strengths, and weaknesses of these algorithms that would not be obvious to
when looking at raw output or data files. In G-Pare, for example, we identified
instances of the phenomenon common to collective classification approaches known
as “flooding” [20]. By directly observing this phenomenon, not only can we see how
sensitive proposed models are to flooding, we can also begin to identify interventions
(through annotations, additional features, parameter changes) we can use resolve
the problem. We plan to continue developing visualizations for analyzing the results
of algorithms, as well as developing visualizations which let you observe and interact
with machine learning algorithms during their application.
8.3 Conclusions
In this dissertation, we studied and developed approaches for the problems of
entity resolution, link prediction, collective classification, and graph identification
on network data. Through this work, we highlight the importance of exploiting
both the relational information in networks and the dependencies between various
tasks in inferring an accurate and complete network. With the growing amount
and variety of network data available due improvement in technology and growth of
services like social networking websites, being able to work and reason about network
data is only going to become more important. This dissertation for improving the
quality and accessibility of these networks hopefully marks a humble but important
step toward being able toward correctly and more easily work with network data.
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