Deep Learning proves to be the best way towards image classification tasks replacing ensembles with handcrafted features. It also has applications in medical imaging such as classification of tumorous and non-tumorous part from rest of the MRI image. Lesions is one such disease occurring in brain due to lack of oxygen during stroke. Automatic segmentation of ischemic stroke lesions is the perfect problem solved by using deep learning methods especially Convolution Neural Networks (CNNs). We present a patch based approach using multi-scale convolution layers with three pathways to segment lesions using 6 modalities of MRI images. The accuracy achieved using this method is comparable to other methods.
Introduction
Ischemic Stroke Lesions are caused by lack of oxygen to the brain during stroke and are major causes of disability and death globally. Eighty percent of strokes are caused due to cerebral ischemia. Various treatments currently available are surgery, chemotherapy, radiotherapy, or a combination of both of them. MRI is very useful in finding lesions in clinical practice, as we can acquire MRI sequences providing different information of brain tissues (S. Bauer et al., 2013) . It is important to find the lesions in early stages so that good follow up treatment is given fast by doctors. However, segmenting these lesions (D. N. Louis et al., 2007) is time consuming task and requires highly qualified neurosurgeons. Thus, physicians usually use rough measures for evaluation. For these reasons, accurate semi-automatic or automatic methods are required (S. Bauer et al., 2013) . However, it is a challenging task, since the shape, structure, and location of these abnormalities contain very high variability. Additionally, the tumor mass effect change the arrangement of the surrounding normal tissues (B. Menze et al., 2015) . Also, MRI images present problems as intensity inhomogeneity, or different intensity ranges among the same sequences and acquisition scanners.
Various methods for brain tumor (lesions) segmentation tasks have been proposed and one method is using CNNs for this task as they have proven to best methods to handle such kind of tasks. These methods use labeled image data to extract features and use those for inference. Four different models for CNNs are compared in this review using various evaluation metrics such as dice score, sensitivity and specificity. These methods are for multi-class pixel wise classification segmentation and we want to achieve a binary segmentation using and extending these methods. A novel patch wise three-pathway fully convolutional architecture is proposed for ischemic stroke lesion segmentation task.
Convolutional Neural Networks:
Convolution Neural Networks (CNNs) are a part of Deep Learning Methods which are good in extracting spatial features from an n-dimensional array of basically any arbitrary size. CNNs are thought to be just a network of stacked layers, each layer performing some linear operation which should be differential so as to perform a so called training of that network on a dataset with huge samples (more samples in the database is always good!) which trains the hidden units (arbitrary neurons) in the network during training, to use those features to predict the given task on a new sample. Basically we learn the features for a given task and use those for the predictions on a similar new task. The research in CNNs have been focused at various hyper parameter optimizations and linear operations performed on the data including cascaded architectures. The basic CNN architecture consists of Conv + Pool layers with activation functions and flattened fully connected layers connected together to a classifier. Using back propagation, we learn the features and then use those features for inference. A wide variety of research is being done in this field due to its promising nature in automation. Some of the research fronts in CNN have been discussed below. architecture progressed so did the layers as many different variants of convolution and pooling layers are also improved. Activation functions such as Adam and Adadelta are devised for fast learning moving from basic gradient descent. Also the fully connected layers can now be turned to fully convolution layers increasing the speed. Overfitting of networks was a major problem with deep and cascaded architectures but techniques like dropout helps in reducing over fitting by creating sparse connections. Various optimization techniques like Batch Normalization and Data Augmentation are used to optimize the network for various parameters like speed, rotational invariances and fast convergence of the network.
Fig. 1 Hierarchical Taxonomy of Modifications in Each Area in Convolution Neural Networks

Applications of CNN in MRI Images
Medical Imaging domain problems are very well suited to be solved using convolution neural networks. The evaluation of the segmented image is done by various metrics such as dice score, sensitivity, specificity and accuracy. The dice score, accuracy, sensitivity and specificity is given as shown in equation (1), (2), (3) and (4) The architecture was simple but still achieved good results. The architectures consists of 3 Conv (3x3) layers with 64 filters followed by Max-pool (2x2) again followed by 3 Conv (3x3) layers with 128 filters followed by Max-pool (2x2) connected by layers of fully connected network (128 hidden neurons each) followed 5 class softmax. Overfitting was reduced by using Dropout. LReLU activation was used for all convolution layers which performed well against ReLU. Using small kernel size with deeper architecture yielded good results. Mohammad Havaei et al., 2016 used various cascaded CNN's architectures with different patch size. The input cascaded CNN of the two path version performed the best among all the cascaded CNNs proposed. A 65x65 patch with its centre 33x33 patch are taken as inputs. The dimensions of the 65x65 path is reduced to 5x33x33 using a series of convolutions and poolings where we have 5 feature maps at. Then the reduced features are concatenated with 33x33 patches for further layers input. This enables us to capture both the local as well as global features of the brain MRI image thus getting better features. The concatenated 33x33 patches are then again given as input to two different CNNs. The number of parameters on this CNN is 802,368. The architecture is fully convolutional and thus speeds up the training and inference process. W. Mengqiao et al., 2017 devised a 3D CNN which is 22 layer deep. Average Pooling was used here which is less seen as we lose the actual information. The performance of this method was not above (Sérgio Pereira et al., 2016) . This shows us increased layers don't help after a certain depth and cascaded architecture perform better. Also NT4IK preprocessing is necessary to obtain comparable accuracy using any model as every surveyed papers show their use. S. Hussain et al., 2017 approached the problem in a similar way as (Mohammad Havaei et al., 2016) using patch size of 37x37 and centre 19x19 instead of 65x65 and 33x33. He might have thought of decreasing the train and inference time while using the patches of this size. Maxout was used instead of LReLU which increased the evaluation metrics but using convolutions of size 9x9 and 7x7 for 65x65 patches is not a good idea as it don't learns small representations instead convolutions of 5x5 and 3x3 should have been used. The performance of this model is still low compared to all above methods. Inspired by these architectures a new architecture for lesion segmentation task is proposed in the next section.
Fig. 3. Ischemic Stroke Lesion Segmentation Architecture
Proposed Method: Lesion segmentation task is a difficult task in biomedical imaging as the dataset is sparse i.e. there are more non-lesion part in labels than the lesion counterpart. For this reason we choose to work with patch based approach for given task. The proposed methodology used follows the architecture given in Fig.3 . We ignore the DPWI MRI image due to its size and constraints on memory. 33x33 patches are extracted from 6 modalities from every image. Thus, the input to our model will be of size (6, 33 , and 33) where 6 refers to images of six modalities. Each image can contain 256x256 number of patches and thus a good sampling method is required. First we tried out random sampling but the class imbalance was seen quickly and the model just learned to output the class with higher samples. Thus we choose balanced sampling to extract patches. Every patch was preprocessed to be zero mean and unit variance. The model architecture is shown in Fig.4 . The multiple paths help acquire the local as well as global features in patches and thus help the net to learn more effectively. This type of architecture is good for medical datasets having sparse labels. The number of parameters for our model is 14,812,738.
Fig. 4. Three Path CNN Pre-Training
Training was done using 50000 patches. The data was equally balanced as the dataset is highly imbalanced. Adam optimizer with learning rate of 0.001 with decay of 0.005 is used and the network is trained using Nvidia 940MX GPU on batches of size 32. We trained for about 10 epochs as then the model started to overfit, each epoch took about 30 minutes. The model achieves 0.64% validation accuracy and the model starts to overfit. 
Fine-Tuning
The model trained during pre-training uses balanced sampling and differs from the true distribution of our data, so we fine-tune our last convolution layer on the data sampled from the actual distribution of data i.e.(0.12% of lesion part and the rest is non-lesion). The fine-tuning is done only for 10 epochs and then stopped due to overfitting. The optimizer used is SGD during fine tuning as it is seen that Adam does not converge after a certain point. The learning rate was kept low to 0.0001, decay to 0.00001 and momentum to 0.97. The model achieves 96% binary accuracy. The average dice score achieved on final predictions is 0.81. The comparison of results to previous studies is shown in Table 1 .
Conclusion
CNNs have drastically improved the task of image recognition, segmentation and tracking in image processing. The applications of these methods are helpful in variety of fields like object tracking, security, medical imaging etc. Cascaded CNNs especially have been helpful in medical imaging as these methods provide fast training and inference. Patches based method are good at imbalanced class segmentation problems but pose a lot of problems and requires a lot of fine tuning. Using patches increases the inference time by a very high margin. Thus the task of automatic lesion segmentation at practical level is still pending.
