The purpose of this paper is to obtain approximations to the transition intensities defined for a multiple state model for Permanent Health Insurance (PHI) which enables us to analyse PHI claims by cause of disability.
Permanent Health Insurance (PHI for brevity) is a class of long-term sickness insurance which provides cover against the risk of loss of income due to disability. In general terms, a PHI policy entitles the policyholder to an income during periods of disability longer than the deferred period of the policy.
Each PHI policy has a deferred period, which is chosen by the policyholder when the policy is effected. Benefits only start to be paid after the end of the deferred period.
There are several types of PHI policy. However, in this paper we are only interested in individual conventional policies with level benefits. For a precise description of this type of policy see Cordeiro (1998) .
We will assume throughout this paper that a policy expires when the policyholder reaches age 65 or dies, whichever occurs first. We will also assume that each policy has one of the following deferred periods: 1 week, 4 weeks, 13 weeks or 26 weeks (for brevity, throughout the paper we will refer to these deferred periods as D1, D4, D13 and D26, respectively) . Cordeiro (1998) has introduced a new multiple state model for PHI which enables us to analyse claims by cause of disability. This model is very useful in the underwriting and claims control stages of PHI business since it allows the calculation of quantities such as the average duration of a claim and claim inception rates by cause of disability.
This new model, which can be described intuitively by the diagram in Figure 1, has (n + 2) states (n > 1): Healthy (denoted by H), Dead (denoted by D), Sick with a Sickness from Class 1 (denoted by Sl), Sick with a Sickness from Class 2 (denoted by $2) .... , Sick with a Sickness from Class n (denoted by Sn). Each state Si represents a different class of causes of disability. These n states, considered together, group all possible causes of disability.
The important quantities for the model are the transition intensities (a(i)x, P(i) x,z, v(i)x,z (i = 1, 2, ..., n) and/~x), since their action governs the movements of a policyholder between the (n + 2) states. The movements which the model assumes to be possible are represented by arrows in the diagram.
The transition intensities a(i)x (for a fixed i) and/~, which can be designated as sickness intensity for class i and mortality of the healthy intensity, respectively, depend only on x, the policyholder's attained age. The transition intensities p (i)x,z and v (i)~,z (for a fixed/), which can be designated as recovery intensity and mortality of the sick intensity for class i, respectively, depend on x and on z, the duration of the policyholder's current sickness. The model assumes that all the transition intensities are continuous functions of either x or (x, z). As a consequence of this assumption, the transition intensities are bounded on any bounded set of values of x or (x, z).
The model mentioned in the previous paragraphs can be considered as a generalization of the multiple state model for PHI proposed in Continuous Mortality Investigation Reports, 12 (1991) (for brevity we will refer to this Report as CMIR 12 (1991) throughout the paper). In fact, it is easy to see this, if we compare the diagram in Figure 1 with the corresponding diagram for the latter model (see Figure A1 in CMIR 12 (1991) ). The two diagrams are similar, the only difference being that the model in CMIR 12 (1991) has only three states: Healthy, Sick and Dead, and, therefore, in the latter diagram the n boxes, which represent the different classes of causes of disability, are replaced by only one box, which represents all possible causes of disability considered together. Consequently, in the model proposed in CMIR 12 (1991) only 4 transition intensities are defined: ax, ~tx, Px, z and Vx.z. All the important theoretical aspects of this new model have already been presented exhaustively elsewhere and, therefore, here we limit ourselves to mention those aspects which are concerned directly with the work in this paper. Cordeiro (1998 Cordeiro ( , 2002 has: presented the mathematical basis of the model and defined the basic probabilities which are required for the calculation of more complex quantities concerning PHI business; presented formulae for the basic probabilities; derived numerical algorithms which make possible an efficient evaluation of some of the basic probabilities; and talked about the importance of the model for PHI business.
In order to make this new model operational, in the sense that it can be used to calculate quantities relevant to PHI business, we need to estimate the transition intensities. The purpose of this paper is to estimate the p(i)x,~, the v(i)x,z and the a(i)x, i.e. the recovery intensities, the mortality of the sick intensities and the sickness intensities, respectively. We should note that the estimation of/tx is not carried out in this paper. We will return to this matter in a later section.
In CMIR 12 (1991, Parts A, B and C) the transition intensities ax, Px, z and v .... defined for the simpler model mentioned above, were estimated and, subsequently, graduated by mathematical formulae, using a set of data from UK insurance companies, concerning individual PHI policies: the Standard Male Experience, 1975-78 . In order to obtain graduations of the p (i) .... v(i) x,z and a(i)x the ideal situation would be to have available a set of data similar to the one used in CMIR 12 (1991), but classified into classes of causes of disability. Unfortunately, such a detailed set of data is not available (see Cordeiro (1998) for more details).
However, we have found a way of deriving continuous functions, which can be taken as approximations to the p(i) x,z, v(i) is a recovery intensity associated with a particular class of causes of disability whereas px,. is a recovery intensity associated with the different classes of causes of disability taken as a whole, it is possible that they have common features. Since they are both recovery intensities, it is reasonable to expect that, for at least some classes, p(i)~,z has roughly the same shape as Px, z.
Based on this idea, we are going to define and test a set of statistical hypotheses, using both the set of PHI data and the graduation of P~,z mentioned above. The results of these tests will enable us to derive the required approximations to the p(i)~,~ for the different classes of causes of disability. For obtaining the approximation to each a(i)x we are going to estimate a model for the number of claim inceptions which assumes that a(i)x is a function of o-~. This model can be formulated as a generalized linear model.
PHI DATA BY CAUSE OF DISABILITY
Almost all the data which will be used to estimate the p(i) .... the v(i)x,z and the tr(i)x are part of the following set of PHI data from UK insurance companies:
the Cause of Disability Experience, Individual Standard Experience, 1979-82. This set of data was produced by the Continuous Mortality Investigation Bureau of the Institute of Actuaries and the Faculty of Actuaries (CMIB) and its main feature is that the claims, from which the information is extracted, are classified according to cause of disability. From this set of data only part of the male experience for deferred periods D1, D4, D13 and D26 will be used in this paper.
Due to limitations of space, it is not possible to present here all the data which will be used in the next sections. The full set of data can be found in Cordeiro (1998) . Table 1 shows only a summary of part of these data. These data, in most cases, are classified by sickness category and age group. Almost all the data used in this paper are classified into 18 sickness categories, each of which corresponds to a specific group of diseases and injuries (see Table 1 ). These 18 sickness categories were obtained by amalgamating the 70 'causes for tabulation of morbidity' which form the following classification of causes of disability: List C; Manual of the International Statistical Classification of Diseases, Injuries, and Causes of Death; Eighth Revision; World Health Organization; 1967 (this classification can be found in CMIR 8 (1986)).
Most data are also classified into 4 age groups: 18-39, 40-49, 50-59 and 60-64. For convenience, and because the sickness categories are also numbered from 1 to 18 (see Table 1 ), from now on we will designate these age groups: age group 1, age group 2, age group 3 and age group 4, respectively.
The data which will be used to estimate the p(i)x,z concern PHI claims which ended in recovery during the period of investigation . Some of these claims were already in force at the beginning of the period of investigation.
For each combination of deferred period and sickness category considered in Table 1 we will use the following data: the number of claims for each age group, the total number of claims (i.e. the number of claims for all age groups) and the average duration (in weeks) of a sickness (i.e. the average duration of a claim plus the deferred period). Table 1 shows only the total number of claims for each combination of deferred period and sickness category.
The policyholder's age corresponding to each claim which ended in recovery, needed to make the classification by age group, has been calculated as the age nearest birthday at the date of falling sick.
The set of data which will be used to estimate the v(i)x,~ is of the same type of the one just described but, in this case, for claims which ended in death during the period of investigation. In Table 1 we present also only the total number of claims for each combination of deferred period and sickness category.
From the set of data by cause of disability the data which will be used in the estimation of the a(i)x concern claims which started during the period of investigation, i.e. claim inceptions during the period of investigation. Some of these claims did not end during the period of investigation. For each combination of deferred period and sickness category considered in Table 1 we will use the following data: the number of claim inceptions for each age group and the total number of claim inceptions (i.e. the number of claim inceptions for all age groups). The claim inceptions are classified into the 4 age groups we consider by age nearest birthday at the 1 st January immediately preceding the date when claim payments started (which is broadly equivalent to age last birthday when claim payments started). For D 1 it was assumed that claim payments started at the beginning of the sickness rather than at the end of the deferred period as for the other deferred periods.
Claims arising from duplicate policies were removed from the set of data presented above.
Since almost all the data which will be used in this paper are classified into 18 sickness categories, we have decided that the number of states which represent classes of causes of disability to be defined in our model is n = 18. Therefore, from now on, we will designate by p(i) x,~, v(i) x,~ and a(i)x the recovery intensity, the mortality of the sick intensity and the sickness intensity (respectively) for sickness category i, where i = 1, 2 ..... 18. For a given deferred period, we will derive approximations to p(i) x,~, v(i)x,~ and tr(i) x for each of these 18 sickness categories.
OBTAINING APPROXIMATIONS TO THE RECOVERY AND MORTALITY OF THE SICK INTENSITIES

Modeling the Average Duration of a Sickness
In the following paragraphs we present the notation and assumptions necessary to define the quantities and random variables which describe the set of PHI data presented in Section 2.
All the quantities and random variables we define in this section depend on the deferred period we are considering: D1, D4, D13 or D26. We decided to omit the deferred period in the notation in order not to make it too cumbersome.
We will denote the deferred period by d when it appears in formulae and, in those situations, it will be measured in years•
The sickness categories and age groups to which we refer throughout this section (and the remaining sections of this paper) are those defined in Section 2.
The notation we introduce in the following paragraphs concerns claims which ended in recovery• This is the reason why we use the superscript r in this notation.
We define n; (i = 1 ..... 18) to be the total number of claims for sickness category i and n;. (i = 1 .... ,18; j = 1,2, 3, 4) to be the number of claims for sickness
• r 4 r category t and age groupj. Thus, we can write n i = ~j_lnu.
Assuming we can number the n[ claims for sick~-ess category i and age , wedenotebyT~jk(t= l, ,18;j= l,2,3,4;k= l,...,ni,) therandom varl-
able that represents the duration of the sickness corresponding to claim k in this category and age group. This random variable only takes on values greater than or equal to d, since to make a claim a policyholder must stay sick for at least the deferred period of his policy. On the other hand, since it is unlikely that an insurance company will continue to record the duration of a sickness after the policy expires, we assume that the variable T~f k only takes on values less than or equal to the difference between 65 and the policyholder's age at the beginning of the sickness. We assume, for obvious reasons, that the variables T0 ~ for different sickness categories are independent.
We assume also that, for a given sickness category i, the variables T~f k for different age groups are independent. This is a reasonable assumption to make considering, as we have seen in Section 2, that claims arising from duplicate policies were removed from the set of data we are going to use.
We have seen in Section 2 that in the set of data we are going to work with we only have available, for each category i, the number of claims for each age group j. We do not know, for each claim in an age group, the policyholder's precise age at the beginning of the corresponding sickness. As the distribution of any Tif k depends on this precise age, we assume that the variables Till, Tif2, .... T/);~ for a given category i and a given age group j, are i.i.d, with the same distribution as the duration of a sickness in category i for a claimant aged 29 at the beginning of the sickness, where xj is the midpoint of the age interval associated with age group j.
Considering the assumption just introduced, we can write the distribution function of any T/f k, for sickness category i and age group j, in terms of p(i)x, z and v(i)x,z: 
sPx~:exp{-foS(p(i)xj+u,u+v(i)xj+,,,u) du}
is the probability of a policyholder staying sick, with a sickness from category i, from age xj to at least age (xj + s), given that he fell sick at age xj. spS~ s' is a basic probability for our model and the derivation of its formula can be found in Cordeiro (1998 Cordeiro ( , 2002 . For a more detailed explanation of the expression of FL~k(t ) see also Cordeiro (1998) .
Denoting by T r the average of the durations of the sicknesses correspondi ing to all the claims for category i, i.e. the claims for category i and all the age groups, we have:
rr E~=I E n~ r ~:~ T'Jk i: 1... 18
(2) n r
Recall from Section 2 that this random variable represents the average duration of a sickness for category i. From now on, we will use this simpler designation for T/~. T r only takes on values in the interval [d, 65 -xl] since xl = min{xj, j = 1,2,3,4}. Now, for each random variable introduced so far, let us define a similar one but for claims which ended in death. We use a similar notation to denote these new variables, the only difference being the superscript r, which now is replaced by the superscript m. We make also the same assumptions about these new variables as those we have made about the variables for claims which ended in recovery.
As far as the variables for claims which ended in death are concerned, the only significant difference we should note is the distribution function of T,~, the duration of the sickness (which ended in death) corresponding to claim k in category i and age group j, which is given by formula (1) with P(i)xj+s.s replaced by v (i)x j + s,~.. r
As we have mentioned above, we assume that the variables T,j k for a given sickness category i are independent (either when they are associated with claims in the same age group or with claims in different age groups). On the other hand, it is easy to see that the variances of these variables are finite. Despite the fact that these variables are only identically distributed within each age group, we can apply the central limit theorem to obtain an approximation to the distribution of their mean, i.e. the distribution of T r. Hence, considering (2), we can state that, provided n; is large, the variable T,. ~ has approximately the following normal distribution: :ll, lrijETt; ,2"aj=lnijvlO"
E~
where ETi]: E(Ti]. k) and VTi]: V(Ti] k) (the reason for using these notations is that E(Ti]k) and V(T, jk) do not depend on k). For more details about this approximate distribution see Cordeiro (1998) . Similarly, an approximate distribution for ~.~ is the distribution (3) with the superscript r replaced by the superscript m.
Tests of Hypotheses to Decide on the Shapes and Levels of the Recovery Intensities
In the present section we propose tests of hypotheses to investigate, for each sickness category, whether the recovery intensities p(i)x,: for the 4 deferred periods we consider have the same shapes as the corresponding recovery intensities px,.. More formally, for each sickness category i and each of the 4 deferred periods we consider, we want to test the null hypothesis against the alternative Ho: Pq)x,: = kips,:
where ki is a positive constant factor which allows for the possibility of P(i)x,z having a different level than Px,=. We should note that in (4) and (5) we assume that the factor ki is the same for the 4 deferred periods we consider. This assumption has to do with the points in the following paragraphs.
In order to describe some of the features of the graduations of the Px, z which are relevant to this paper, it is convenient to consider them as functions of the policyholder's age at the date of falling sick, y, and of the duration of sickness, z, instead of functions of x and of z. We should point out that in CMIR 12 (1991) both Px,_-and Vx,~ are regarded as Py+z,z and Vy+z,z respectively.
Note that the two different notations are consistent. From CMIR 12 (1991) we can also see that the graduation of Py+z,= is different according to the deferred period we consider. For a fixed y, the graduations of Py÷:,z for D4, D13 and D26, when compared with the one for D1, have 4 week 'run-in' periods of lower recovery intensities, immediately after the end of their respective deferred periods, due to the fact that some sicknesses which do not last much longer than the deferred period are not reported. After the first 4 weeks of sickness that follow their respective deferred periods, the graduations for D4, D13 and D26 are equal to the graduation for D1. For more details about these features see CMIR 12 (1991) or Cordeiro (1998) .
We assume that the approximations to the p(i)y+:,: have 'run-in' patterns similar to those in the graduations of the corresponding Py+z,:. This assumption is a consequence of another assumption we make: the 'non-reported' claims are distributed more or less uniformly among the different sickness categories we consider.
Note that, since the approximate distribution of T~, given by (3), depends only on the n~-and on P(i) x,z and v(iL,,z, in the cases where n r is large, this distribution can be used to define a two-tailed test to test H0 against Ha.
However, if we analyse Table 1 , we can see that, in many cases, n; is not large. In fact, for D13 and D26, the n; for the vast majority of the categories are less than 30. This also happens for a few categories in the cases of D 1 and D4. Furthermore, as we will see below, we can conclude that the test proposed in the previous paragraph is not adequate even for some categories with n; much higher than 30.
It is possible to obtain very close approximations to the distributions of the T r using simulation. In fact, since we know, for a given category i and a given deferred period d, the distributions of the durations of individual sicknesses in the 4 age groups we consider (see Section 3.1), we can simulate a very large number of observations of the corresponding variable T/r and then use these simulated observations, as we would use actual observations, to estimate the distribution function or the density of T~ by some appropriate method. A full description of the process used to simulate an observation of a given T; can be found in Cordeiro (1998) .
Using simulation, we have produced graphs showing the densities of some r r variables T,~, and also of some ~r (both with n i < 30 and with ni much higher than 30). From these graphs we have concluded that: in general, the densities of the T/~k are heavily skewed to the right; the distributions of the T/r for many r --r r categories with n i < 30 are quite skewed and even some T~ with n i much higher than 30 have distributions which are also quite skewed. Some of the graphs just mentioned are shown in Cordeiro (1998) . After concluding that we need to propose more adequate tests than those based on the central limit theorem, we are going to show below how these new tests can be defined using the distributions of the ~-~ obtained by simulation. More precisely, these tests are based on the empirical cumulative distribution functions (e.c.d.f.) of the simulated samples of the T r.
Assume we have simulated n observations (n being large) of the variable T/' for a given category i and a given deferred period d, when H0 is true, and let us denote the e.c.d.f, of the simulated sample by/vT;(t). Assuming we are going to use a significance level a = 0.05, as above, we think that also in this case the most adequate test is a two-tailed test, with 2.5% of the total probability located in each of the tails of the distribution. Then, we can propose the following test: we reject H0 in favour of H a at the significance level a = 0.05 if the observed value of T/~, denoted by ~[, lies in the rejection region given by the interval: RIu (t2, +o0) with tm and tz satisfying the equations:
^ Fr( (t 2) = 0.975 (7) respectively.
Let us denote the values of the n simulated observations of T; arranged in increasing order by ~.r ~ r ~ r Note that, as the estimate of the distribu-T-, ~(1)'i' i(2) ..... i(n)" tion function of for a given t, obtained using the e.c.d.f, of the simulated sample can be defined by: max{l :Ve) < t } /tT: (t) -n it is obvious that neither tl nor t2, satisfying equations (6) and (7) respectively, are unique• Therefore, assuming that we choose n such that (0.025n) and (0.975n) are integers, one of the rejection regions that can be proposed is:
Considering that, with only a few exceptions, the n~ for D1 are large (see Table 1 ) and also that the test proposed in the previous paragraph is very heavy in computational terms when the corresponding n~ is large, we have decided to use this test only for deferred periods D4, D 13 and D26. For testing the hypotheses for D1 we will use the test based on distribution (3), mentioned above.
In order to test the hypotheses concerning the p(i)x,~ for a given sickness category i, the value of k,-has to be chosen in some way. The most adequate value of ki to test these hypotheses is not known in advance.
The method we propose to choose the value of k; which best represents the level of the p(i)x,~ is to choose, from among the values of ki for which none of the null hypotheses for the 4 deferred periods is rejected in favour of the respective alternative, the one which maximizes the likelihood function for the value U observed for D1 This likelihood function, which we denote by
, IS defined as the density of Ti for D1, where it is assumed that H0 is true, the density is evaluated at the corresponding ~.~ and the parameter ki is
• l considered as a variable. The reasons for proposing this method can be found in Cordeiro (1998) • The reason for not proposing a method similar to this one but which uses the likelihood function for the values U observed for the 4 deferred periods we consider is that, since the exact density functions of the T/r are not known and the corresponding approximate distributions (3) are not valid for many sickness categories in the cases of deferred periods D4, D13 and D26 (as we have seen above), it is not possible to obtain a valid likelihood function for the majority of the categories.
We apply the method proposed above in the following way: for each category i, firstly we find the value of ki which maximizes L*(ki) (we are referring here to a maximization without any constraints) and, then, for that value of ks, we test H0 against Ho for the 4 deferred periods we consider• In the case of none of the 4 null hypotheses being rejected, we can propose the functions (k~ Px, z), with that value of k~, as the approximations to the P(i)~,z. Otherwise, we should search for other values of k~ for which none of the 4 null hypotheses is rejected and, in the case of their existence, we then have to apply the method exactly as it is described above• 
where the right-hand side of the equation is the expected value of both the actual distribution and the approximate normal distribution of T~, when H0
is true (ETa* is ET~ with p (i)x,z replaced by (ki Px, z) . Note that this approximation is the method-of-moments estimate of k;. We have decided to use this approximation in our work because it implies simpler calculations.
Results of the Tests for the Recovery Intensities
From Section 3.2 we can see that, apart from the values of the ki, the only elements missing to carry out the tests concerning the P(i)x,z are the graduations of the v(i)x,z. As we have seen in Section 1, in order to obtain the approximations to the v(i)x,z, we are also going to carry out tests, using the data concerning claims which ended in death, presented in Section 2, and the graduation of Vx, z proposed in CMIR 12 (1991) . From now on, when we refer to the graduation of Vx, z, we mean this particular graduation. This graduation is the same for all 4 deferred periods we consider.
Since to carry out the tests to obtain the approximations to the v(i) .... we need to have the graduations of the p(i) .... as we will see in the next section, we are facing here a vicious circle. Therefore, at this stage, to carry out the tests concerning the p(i) .... the only solution is to propose temporary approximations to the v(i)x,z.
We have decided to propose the graduation of vx, z as the temporary approximation to v(i)x,z required for all the deferred periods and sickness categories we consider. The reasons for this decision and other details concerning the tests for the p(i)x,z, which are not given here, can be found in Cordeiro (1998) .
As far as the tests for D1 are concerned it is important to note that, for any category i and the value of k~ which satisfies equation (9), H0 for D1 is automatically not rejected in favour of Ha (see the rejection region associated with the test based on distribution (3)). Therefore, in the cases where we use the value of ki just mentioned, we do not need to present the result of the test for D1.
Considering rejection region (8) and that, in order to obtain the distribution of a given T,f, we simulate 10000 observations of this variable, when testing the corresponding H0, if we find that 7 r is located among the 250 smallest i values of the simulated observations or among the 250 greatest values of the simulated observations, we should reject this hypothesis in favour of the corresponding Ha.
After having carried out all the tests concerning the p(i) .... we have concluded that, except for sickness categories 12 and 17, for each category i we consider and the value of ki which satisfies equation (9) for D 1, none of the null hypotheses for the 4 deferred periods is rejected in favour of the respective alternative. Since, for each of the categories 12 and 17 and the value of ki just mentioned, H0 for D4 is rejected in favour of Ha, in these cases we had to search for other values of ki for which none of the null hypotheses for the 4 deferred periods is rejected. In both cases these values of ki exist and, therefore, for each of the two categories, we had to choose, from among these values, the one at which the corresponding L*(ki) takes on the highest value.
The results of the tests for D4, D 13 and D26 are displayed in Table 2. This  table shows Since, for each of the categories 12 and 17, the value of ki chosen is not the one which satisfies equation (9) for D1, in both cases we should also present the result of the test (based on the central limit theorem) for D1. The results of these tests are presented in Table 3 . In this table 7 r;, E(~ r) and ~are in weeks. expressed From the results of the tests concerning the p(i)~,z, we can conclude that, for each category i (i = 1, ..., 18), we can propose the functions (ki p~,~) for the 4 deferred periods we consider as the required approximations to the corresponding p(i)~,z, where the values of the k/which specify these approximations are presented in Table 2 . However, we will only be able to propose these functions as the definitive approximations to the p(i)x,~, after carrying out the necessary tests and concluding that the graduation of V~,z is a reasonable approximation to the v(i)~,z for the different categories.
CHECKING THE APPROXIMATIONS TO THE MORTALITY OF THE SICK INTENSITIES
In the present section we check if we can propose definitively the graduation of vx, z as the approximation to v(i)~,z for all the deferred periods and sickness categories we consider.
We want to test, for each sickness category i, the null hypothesis against the alternative
1to " v(i)x,z = Vx,~ Ha " v(i),:,~ ¢ Vx,~
for each of the 4 deferred periods we consider. Note that, since the graduation of vx, z is the same for all 4 deferred periods we consider, for a given category i, H0 and Ha are also the same for the 4 deferred periods. Although, in general, the distributions of the ~ (the durations of individual sicknesses which ended in death) are less heavily skewed to the right than those of the T0.~, since most of the n~ (all, except those for sickness category 2) are much smaller than 30 (see Table 1 ), the distributions of most of the ~m are still quite skewed (see Cordeiro (1998) for more details about this matter).
Taking into consideration the points discussed in the previous paragraph, we are going to obtain the distributions of the Tim using simulation and to base the tests, to test the hypotheses concerning the v(i)x,z, on these distributions. The rejection region which specifies the test concerning each v(i)x: is (8) with the superscript r replaced by the superscript rn and n = 10000.
We present the results of the tests concerning the v(i)x,~ for all the deferred periods and sickness categories we consider in Table 4 , which is similar to Table 2 .
Analysing Table 4 , we can see that, for sickness category 2, the null hypotheses associated with the 4 deferred periods are all rejected and that the results strongly indicate that v(2)x,z (regardless of its shape) has a higher level than vx:. We were expecting this, since, as we have mentioned above, the n m for category 2 are much higher than the n~ for the other categories (see Table 1 ). Therefore, we cannot consider the graduation of v~,z as the definitive approximation to v(2)~,z. We will return to this matter at the end of this section.
From this table we can also see that there are three more cases where H0 is rejected. For D1, the cases of categories 1 and 13. For D13, the case of category 5. There is also a case where, despite H0 not being rejected, ~m is very close to the rejection region: the case of DI and category 8. Despite these results, we decided that it is reasonable to still propose the graduation of Vx, z as the definitive approximation to v(1)x,z, v(5)x,z and v(13)x,~. The reasons for our decision are twofold. Firstly, we should consider the fact that the three null hypotheses rejected are associated with three different sickness categories. If two (or all) of the null hypotheses rejected were associated with the same category we should have not considered the graduation of Vx, z as an adequate approximation to v (i)x,z for this category. Secondly, we should bear in mind that, as we are using a significance level c~ = 0.05, it is possible that we are rejecting H0, when it is true, in 5% of the cases. This means that, since we have carried out 54 independent tests (without considering the tests for category 2), it is quite reasonable to expect having approximately three null hypotheses rejected, despite their being true.
TABLE 4 RESULTS OF THE TESTS CONCERNING THE v(i)x,z FOR ALL SICKNESS CATEGORIES WITH /,/m > 0 AND ALL i DEFERRED PERIODS. p(i)x,z ----k~ Px,: (THE VALUES OF THE k i ARE SHOWN IN TABLE 2). v(i)x.. = vx:
Sickness Category
In conclusion, we propose the graduation of v~,z as the definitive approximation to the v(i)x,~ for all sickness categories, except for category 2.
As far as sickness category 2 is concerned, the results of the tests indicate that we should try to find an approximation to v(2)x,z with the same shape as the graduation of vx,~ but a higher level or one with a different shape from the graduation of V~,z that satisfies: v(2)x,~ > vx,= for all (x, z).
We have chosen to obtain the former approximation to v(2)~,: just mentioned. Only in the case of this approximation being rejected, would we then try to obtain the latter approximation. This approximation and new approximations to the p(2)~,: for the 4 deferred periods we consider have been obtained by an iterative process of hypotheses testing. The reason for having to carry out this process is the fact that, as we have seen in Again, due to limitations of space, it is not possible to present here the details and the intermediate results of the iterative process just mentioned. See Cordeiro (1998) for a fuller description of this process. At the end of the process we have obtained the following definitive approximations for each of the 4 deferred periods we consider: the function (0.01 p~,:) as the approximation to p(2)~,~ and the function (13.55 v~,z) as the approximation to v(2)x,=.
OBTAINING APPROXIMATIONS TO THE SICKNESS INTENSITIES
Modeling the Number of Claim Inceptions
In this section we present the statistical model for the number of claim inceptions which is going to be used in a later section to obtain the approximations to the a(i)x.
Although all the new random variables and other quantities which are introduced in this section depend also on the deferred period, we omit it in the corresponding notation. Before presenting the model mentioned above we should explain how we can obtain, for a given deferred period, the probability that a sickness from a given category leads to a claim.
Recall from Section 3.2 that the approximations to the p(i)y+z,z for the 4 deferred periods we consider and each category i have the same shapes as the graduations of the corresponding fly + z, z. This means that the approximations to the p (i)y +,, z for D4, D 13 and D26, when compared with the approximation to P(i)y+z,z for D1, have 4 week 'run-in' periods of lower recovery intensites, immediately after the end of their respective deferred periods, due to a phenomenon of 'non-reported claims'.
As we have seen in Section 3.1, for a policyholder aged x at the beginning of a sickness from category/,the probability that the sickness lasts for at least Si Si the deferred period, d, is aPx • For D1, where all potential claims are assumed to be reported, this is the probability that the sickness results in a claim. For D4, D13 and D26, where not all potential claims are reported, the probability that the sickness leads to a claim is
ap s's' r(i)x
where r (i)~ is the probability that a sickness from category i, beginning at age x and lasting to at least the end of deferred period, d, is reported and hence becomes a claim. From CMIR 13 (1993) , where a probability similar to r(i)x has originally been presented, we can deduce that (see also Cordeiro (1998) --exp{l.
t P.~, 2
is the probability of a policyholder remaining sick until at least age (x + t) given that he is sick at age x_with a sickness from category i and with duration of sickness z (note that pS, S, is the particular case of this basic probability l x where z = 0), Ds is the notation we use__in the text to denote deferred period d, the number of sicknesses from category i which start in the observation period, for which the policyholder is aged between x and (x + 1) at the start of the sickness, which last beyond the deferred period and become claims. Using a theorem presented in Hoem (1987) , we propose the following statistical model for/i(x):
[ fx+l ~
i(x)-Po(j x E(Y)a(i)ydPyiir(i)ydy)
(i.e. asymptotically, Ii(x) has a Poisson distribution with the parameter given within parentheses), where E(y) is the total time spent in the observation period by policyholders who are healthy and aged y (this quantity is more commonly designated by exposure at age y). Ii(x) has not an exact Poisson distribution due to the fact that E(y) (x < y < x + 1) is a random variable and not pre-determined. For more details concerning the distribution of Ii(x) see CMIR 12 (1991), Hoem (1987) , Macdonald (1996) and Sverdrup (1965) . In CMIR 12 (1991) the transition intensities cr~ were estimated using a model for the number of claim inceptions similar to the one proposed in the previous paragraph. The main difference is thatthe former model assumes that ax and the probability corresponding to dPSx iS' are piece-wise constant, i.e. that these functions are constant over a range of values of x with a certain length, and, therefore, in this model the Poisson parameter does not have to be stated as an integral. In our case we do not need to make this assumption since our purpose is not to obtain a sequence of point estimates of each a(i)x.
Thus, assuming that, for a given sickness category i, variables Ii(x) for different integer ages are independent and considering the 4 age groups defined in Section 2, the number of claim inceptions for sickness category i concerning sicknesses for which the policyholder is in age group j at the beginning of the sickness, which we denote by I/j (i = 1 .... ,18; j= 1, 2, 3, 4), has the following distribution:
where [aj, b i + 1) is the age interval associated with age group j (recall from Section 2 that al = 18 and b~ = 39, a2 = 40 and b2 = 49, a 3 = 50 and b 3 = 59 and a4 = 60 and b 4 = 64).
Note that distribution (11) can also be written as follows:
where xj is a certain age in the interval [aj, bj + 1) which is given by the mean value theorem for integrals and where Ej = f~bj+l E(y)dy. We are going to esti-J mate the a(i)~ for the different sickness categories using this equivalent model for I,j.
Note that if E(Io. ) is large we can use the normal approximation to the Poisson distribution and assume that
Ej rO)xjaPx, rq)xj)
As we will see in a later section, we need this assumption for the purpose of hypothesis testing. Investigations carried out with this kind of model have suggested that a value for E(Iij) greater than 10 is large enough for this assumption to hold (see Schou and Vaeth (1980) ).
Estimating the Sickness Intensities
Since the set of data we have available for estimating the a(i)x is not as detailed as we would like (see Section 1), it is more appropriate to use the model (12) together with the assumption that, for a given deferred period, each a(i)x is a function of a x.
Some preliminary investigations have indicated that in the cases of many sickness categories we should not assume that tr(i)x is a multiple of ax. Hence, based on the functional form used in CMIR 12 (1991, Part C) to obtain the graduation of ax, we make the following assumption for a given deferred period d and a given category i:
where ai and fli are unknown parameters which can vary according to the deferred period and the category being considered. Therefore, we have decided that all the approximations to the a(i)x will have the functional form (14) with trx replaced by the corresponding graduation obtained in CMIR 12 (1991). This graduation is different according to the deferred period we consider. We consider possible the situation where fli --0, in which case the approximation to a(i)x will be a multiple of the graduation of ax.
As we can see from the model (12), when an observation period is fixed, the data we need to estimate a(i)x for a given deferred period d and a given sickness category i are the number of claim inceptions for this deferred period and category and for the 4 age groups we consider and also the exposure (i.e.
the observed value of Ej) for this deferred period and the same 4 age groups.
As far as the claim inceptions are concerned and considering the observation period 1979-82, we are going to use the claim inceptions data described in Section 2, which are taken to be the observed values of the I/j.
As far as the exposures are concerned the only data available are the exposures for single ages for the Standard Male Experience for 1979-82 (SME 79-82 for brevity). These exposures, which are available for each of the 4 deferred periods we consider, are also presented in Cordeiro (1998) . In this set of data the exposure for age x is the total time spent in the period 1979-82 as healthy by policyholders aged x last birthday.
For several reasons the exposures just mentioned are not appropriate for being used together with the claim inceptions data presented in Section 2. The main reason is the fact that the data presented in Section 2, which are classified by cause of disability, represent only part of the SME 79-82 to which the exposures refer. For the other reasons see Cordeiro (1998) .
Since the number of claim inceptions by single ages concerning the SME 79-82 are available (they can also be found in Cordeiro (1998) ), in order to overcome the problem mentioned in the previous paragraph, we have decided to obtain an approximation to the observed value of Ej for a given deferred period by assuming that the proportion of this value to the exposure for age groupj concerning the SME 79-82 is the same as the proportion of the number of claim inceptions for age group j concerning the Cause of Disability Male Experience for 1979-82 to the number of claim inceptions for age groupj concerning the SME 79-82.
As we have stated above, we are going to obtain the approximation to a given g(i)x using the model (12) together with assumption (14). Thus, in this model we assume that
From (15) we conclude that this model can be formulated as a generalized linear model (GLM) with a response variable/~j which has a Poisson distribution, a log link function, a linear preditor vlo = ai + flgXj and an offset term log Ej axjdPxj r(0~j • For an extended exposition of the GLMs theory see Dobson (1990) and McCullagh and Nelder (1989) . In practice we are going to estimate the parameters ai and fli in the GLM just presented by maximum likelihood using the statistical package GLIM (for the details about the estimation of GLMs using GLIM see Francis et al. (1993) ).
In order to estimate the parameters ai and fli for a given deferred period d and a given sickness category i, we have to evaluate the functions ax, apse, r(i)x and the preditor v/0. at some appropriate age in each of the intervals [aj, bj + 1) associated with the 4 age groups we consider. We have decided that this age should be (kj + 1/2) in the case of deferred period D1 and (~?j + l/2-d) in the cases of deferred periods D4, D13 and D26, where the age ~j is obtained as the following weighted average: bj E (X,X+I) =Zx x=aj Ej is the exposure for (integer) age x. The reasons for this decision can be found in Cordeiro (1998) .
In the estimation process for obtaining the approximations to the a(i)x we are going to evaluate the functions dp~ ~' and r(i)x using the approximations to the p(i)~,~ and v(i)~,z obtained in Sections 3.3 and 4.
We are aware that the quality of the approximations to the t7 (i)x we are going to obtain is probably not very good. However, we also believe that these approximations are the best that can be obtained with the data we have available.
The main reasons for not expecting to obtain approximations to the a(i)~ of good quality are the following: for a given deferred period d and a given category i, we are going to estimate 2 parameters (ai and fl~) with only 4 observations; the data we have available is not enough to ensure that the estimated value of each E(Iij) is greater than or equal to 10 and, therefore, there are combinations of deferred period, sickness category and age group for which the model (13) might not be valid. A fuller account of the limitations of the data available and of their possible consequences can be found in Cordeiro (1998) .
Analysis of the Results
The purpose of this section is to present and analyse the results of the estimation process for obtaining the approximations to the a(i)x.
From the outputs of the GLIM programs we have run, we found out that, which, taking into account assumption (13), can be regarded as the observed value of a chi-square goodness of fit statistic with a Z2(2) distribution (a chisquare distribution with 2 degrees of freedom) and, therefore, we can carry out a goodness of fit test. The adequacy of the functional form (14) can be checked by comparing the p-value associated with the test with the significance level a = 0.05. As explained in Section 5.2, we consider the possibility of having fli = 0 in (14) for some cases. We have decided to set fli = 0 in (14) and use this new assumption to estimate again the a(i)x in the cases where the estimate of fl~ is not significantly different from zero. We consider that the estimate of a parameter fl~ is not significantly different from zero when the absolute value of this estimate is less than twice its standard error.
The results of all the GLIM programs we have run are summarized in Tables 5 to 8 . Each of these tables shows the results for a given deferred period. Each table shows the following results for each category i: the estimates of at and fli (or only the estimate of ai, when we assume fig = 0 ), the standard error of the estimate of fli (or the standard error of the estimate of ai, when we assume fig = 0) , the p-va~lue associated with the corresponding goodness of fit test and the number of E(Io.) greater than or equal to 10. When we assume fli ~ 0, the table does not show the standard error of the estimate of ag because the parameterisation used by GLIM makes this standard error irrelevant.
Analysing Tables 5 to 8 , we can see that, for any of the 4 deferred periods we consider, there are categories for which the approximations to the a(i)x are multiples of the graduations of the corresponding ax. In all there are 22 of these cases.
From Tables 5 to 8 we can also see that, for deferred periods D 1, D4 and D13, there are categories for which the corresponding p-value is smaller than 0.05. The total number of these cases is 14 and the deferred period for which there are most cases is D1 (there are 7 cases for D1).
Fortunately, for 6 of these cases the p-value is not much smaller than 0.05 and, therefore, it is not unreasonable to still consider the functional form (14) as adequate in these cases. These cases are: for D1, categories 4, 10 and 11; for D4, category 4; and for D13, categories 5 and 8.
In the cases where the p-value is much smaller than 0.05 we know that the functional form (14) is not adequate with a high probability and, therefore, that we should use a new functional form to obtain the approximations to the corresponding a(i)x. However, the new functional form we would propose for these cases is similar to (14) but with a polynomial of a higher degree as the power of the exponential, which would imply the estimation of 3 or more parameters for each case. Under the circumstances, this is not advisable or even possible (see Section 5.2).
Considering the points in the previous paragraph, we have decided to propose as the approximations to the a(i)x the functions whose estimated parameters are presented in Tables 5 to 8 Tables 5 to 8 give only a very vague idea of the relative and absolute importance of each sickness category at each attained age as far as the sickness intensity is concerned, we have decided to present graphs of the approximations to the a(i)x for the 18 categories we consider. Due to limitations of space we only present these graphs for deferred period D1. Figures 2 to 4 are more or less similar whereas the scale used in Figure 5 is completely different from the others.
As we can see from Figures 2 to 5, the approximations to the a(i)x have various shapes. The approximations whose graphs are shown in Figures 2 and  3 ( i.e. the approximations for categories 2, 4, 6, 7, 8, 9, 13 and 14) and the approximation for category 12 (whose graph is shown in Figure 4 ) are clearly increasing functions of x. The approximations for categories 1, 10, 11, 17 and 18, whose graphs are shown in Figure 5 , are decreasing functions of the attained age. Finally, the approximations for categories 3, 5, 15 and 16, whose graphs are shown in Figure 4 , have the same (more or less 'flat') shape as the graduation of ax for D1 (see Figure C1 in CMIR 12 (1991)). Note that, for most of the sickness categories, the shapes of the corresponding approximations to the ~(i)x are those we would expect.
As far as the levels of the approximations to the a(i)x are concerned we can see that, apart from the approximations for categories 1, 10 and 17, all the approximations take on values less than 0.05. Note that we would expect the approximations for categories 1 and 10 (Other Infective and Acute Respiratory, respectively) to be among those which take on the highest values. On the other hand, we can see that the approximations for categories 2 and 9 (Malignant Neoplasms and Cerebro Vascular Disease, respectively) are among those which take on the smallest values (see Figure 2) . We would also expect this to happen.
FINAL CONSIDERATIONS
In CMIR 12 (1991) the transition intensity Px has not been estimated because the data required to do so were not available. The reason for this is that the CMIB has no direct information about the mortality rates experienced by policyholders who are not making a claim.
Exactly for the same reason, we also do not estimate the mortality of the healthy intensity defined for our model. For obvious reasons, for a given deferred period d, we can propose as the approximation to this transition intensity the graduation of Px proposed in CMIR 12 (1991): the graduation of the force of mortality for the Male Permanent Assurances 1979-82, duration 0. We should note that this graduation is the same for the 4 deferred periods we consider. Now, that we have proposed approximations to all the transition intensities, we have made our model fully operational. In fact, using these approximations, the formulae for basic probabilities and the numerical algorithms for the evaluation of some of the basic probabilities (derived in Cordeiro (1998 Cordeiro ( , 2002 ), we can calculate any quantities relevant to the study of PHI claims by cause of disability.
Tables showing the average duration of a claim and claim inception rates for the different sickness categories can help the underwriters whenever they have to make underwriting decisions concerning proposals for new entries. With the information in these tables the underwriters can make decisions which are much more well grounded. and sickness categories 4, 6, 7 and 13.
On the other hand, tables showing the average duration of a claim for the different sickness categories, for the different deferred periods and for different ages at the beginning of sickness can help the people responsible for the claims control process in keeping a tighter control over the claims which are being paid and, therefore, in reducing claim recovery time. Examples of the tables mentioned above can be found in Cordeiro (2002) .
