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Zusammenfassung
In allen biologischen und medizinischen Doma¨nen existieren grundlegende Anwendungen,
in denen Objekte in Bildern identifiziert, vermessen und geza¨hlt werden. Beispiele sind die
Tumoridentifikation in radiologischen Aufnahmen oder die mikroskopbasierte Zellza¨hlung
bei zytologischen Untersuchungen. Es stellt sich zunehmend heraus, dass die wachsende
Zahl der generierten Bilder nur noch durch rechnerbasierte Unterstu¨tzung auswertbar ist.
Entgegen der oft formulierten Anspru¨che wird eine automatisierte Unterstu¨tzung bisher
nicht umfassend in der klinischen Routine eingesetzt. In dieser Arbeit werden Gru¨nde fu¨r
diese Problematik untersucht, ein geschlossenes Framework als ein mo¨glicher Lo¨sungsan-
satz vorgestellt und dessen Prinzip anhand von Anwendungsfa¨llen demonstriert.
Offene Fragen der Objektextraktion. Zur Objektextraktion wird Anwenderwissen mit
Methoden der Bildanalyse ausgedru¨ckt. Die dazu notwendige Transformation aus dem An-
wendungskontext in die formale Repra¨sentation erfordert technisches Fachwissen zur Bild-
analyse sowie Anwenderwissen zur Kontextbeschreibung. Die seit fast 40 Jahren andau-
ernde Suche nach Methoden zur Objekterkennung hat hierzu keine generalisierte Lo¨sung
liefern ko¨nnen. Vielmehr wurden zahlreiche Segmentierungsalgorithmen und Paradigmen
der Objektmodellierung vorgestellt. Da zwischen kontextabha¨ngiger und technischer Re-
pra¨sentation von Objekten die semantische Lu¨cke klafft, wird es einen geschlossenen An-
satz vermutlich auch nicht geben, obwohl er angesichts der wachsenden Menge akquirierter
Bilder heute dringender denn je beno¨tigt wu¨rde. Vielmehr existieren Teil- beziehungsweise
Speziallo¨sungen fu¨r einzelne Anwendungen, die Wissen auf den verschiedenen Abstrakti-
onsebenen der Bildanalyse modellieren. Hauptproblem der Methodenentwicklung ist der
heuristische Charakter der Wissensmodellierung selbst, der einen anwendungsabha¨ngigen
Trade-off zwischen Genauigkeit, Generalisierbarkeit, Parametrierungsaufwand und Aus-
wertezeit erfordert.
Als erste Schlussfolgerung dieser Untersuchung ergibt sich die Notwendigkeit, ein integrier-
tes, softwaretechnisches und nicht wie bisher algorithmisch orientiertes Lo¨sungskonzept
bei der Methodenentwicklung zu verwenden.
Das Framework als Lo¨sungsansatz. Das in dieser Arbeit vorgestellte Framework bie-
tet eine konzeptionelle Trennung von low-level Bildverarbeitung und high-level Objektbe-
schreibung bei gleichzeitiger Integration von Anwender- und Entwicklerwissen. Kern des
Frameworks bildet der standardisierte Daten- und Operationsfluss fu¨r alle Komponenten
von der Bildzerlegung u¨ber Merkmalsauswahl und Klassifikation bis hin zur Automatisie-
rung der Evaluation.
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Low-level Bildverarbeitung findet als automatisierbare Multiskalenzerlegung statt, die alle
visuell plausiblen Regionen eines Bildes in Form einer Baumstruktur extrahiert. Die Re-
gionen werden mittels numerischer Merkmale wie dem mittleren Grauwert oder den Fou-
rierdeskriptoren der Kontur beschrieben und bilden so einen multidimensionalen Merk-
malsraum.
High-level Objektbeschreibungen entsprechen in diesem neuartigen Ansatz einer Klas-
sifikationsaufgabe, die mit Methoden der Mustererkennung und des Maschinenlernens
automatisierbar ist. Anwendungswissen fließt hierbei in Form von Trainingsdaten und
Parametrierung von Klassifikatoren ein.
In der Entwicklersicht lassen sich alle Komponenten austauschen und so neue Methoden
kombinieren, ohne den vollsta¨ndigen Ablauf neu zu implementieren. Sowohl zur Mul-
tiskalenzerlegung als auch zur Klassifikation stehen bereits zahlreiche Operationen auf
unterschiedlichen Abstraktionsniveaus zur Verfu¨gung.
In der Anwendersicht lernen Klassifikationsmethoden die anwendungsspezifischen Objekt-
beschreibungen. Die trainierten Methoden werden auf ausgewa¨hlte Bildserien angewandt
und die damit erzielten Extraktionsergebnisse bewertet, ohne alle Details der Implemen-
tierung zu kennen. Dabei bildet das Abstraktionsniveau der gewa¨hlten Lernmethode den
weiterhin unu¨berbru¨ckbaren Teil der semantischen Lu¨cke, dessen U¨berwindung immer ein
Mindestmaß an technischen Kenntnissen erfordert. Dazu werden in dieser Arbeit aus der
Literatur bekannte Klassifikatoren eingesetzt, und eine neue regelbasierte Klassifikations-
methode fu¨r die Multiskalenzerlegung vorgestellt.
Anwendung des Frameworks. Der Einsatz des Frameworks wird exemplarisch anhand
von fu¨nf Anwendungsfa¨llen demonstriert. Im ersten Anwendungsfall wird die Unterstu¨tz-
ung bei der Entwicklung einer Partitionierungsmethode zur Multiskalenzerlegung von
Handradiografien anhand des Regionenwachstumsverfahrens demonstriert. Im zweiten
Anwendungsfall wird die Erstellung des regelbasierten Klassifikators zur Extraktion von
Handknochen vorgestellt. Im dritten Anwendungsfall wird die Auswahl von Objektmerk-
malen als wesentlicher Schritt des Klassifikationsprozesses ebenfalls anhand der Handra-
diografien demonstriert. Dabei werden die notwendigen experimentellen Vergleiche dreier
allgemeiner Klassifikatoren mit Hilfe des Frameworks systematisch und effizient orga-
nisiert. Der vierte Anwendungsfall illustriert ein Szenario indem der Anwender durch
Markieren von Beispielen die Klassifikatoren trainiert und dabei Ergebnisse der vorher-
gehenden Anwendungsfa¨lle als Parameter nutzt. Im fu¨nften Fall wird die Integration des
Frameworks in Anwendungen demonstriert, in denen die Objektextraktion ein Arbeits-
schritt einer komplexeren Bildauswertung ist. Diese sind die Identifikation von Zellkernen
in einer Serie von Fluoreszenzaufnahmen und die Extraktion von Zungenregionen aus
einer Serie medialer sagittaler Magnetresonanztomografien des Kopfes.
Ergebnis. Das Framework stellt ein Werkzeug dar, das durch Abbildung von Kontex-
tinformation die semantische Lu¨cke beru¨cksichtigt, aber trotzdem die Mo¨glichkeit zur
standardisierten und reproduzierbaren Reihenauswertung von Bildern fu¨r unterschiedli-
che Anwendungen und Modalita¨ten bietet. Dieser Zugang ist zwar vollkommen heuris-
tisch, bietet jedoch eine geschlossene Vorgehensweise bei der Lo¨sung eines dringenden
Problems.
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1. Einleitung
Identifikation, Za¨hlen und Vermessen biologischer Objekte sind zentrale Aufgaben der
computergestu¨tzten Analyse medizinischer Bilder. Sie bilden Verarbeitungsschritte in un-
terschiedlichen Anwendungen, wie der inhaltsbasierten Bildsuche in Datenbanken [Leh04a],
der Biometrie [Aja04] und der Zytologie [Nie02]. Hier dienen sie dazu, langwierige und
fehleranfa¨llige manuelle Auswertungen reproduzierbar zu automatisieren.
1.1. Anwendungsfelder
Die Bedeutung digitaler medizinischer Bildarchive und -serien ist in den letzten 15 Jah-
ren kontinuierlich gewachsen [Leh05a]. In der radiologischen Routine werden Volumen-
datensa¨tze aus Schichtaufnahmen als Serie zweidimensionaler Schnittbilder betrachtet, in
denen biologische Objekte wie Tumore, Gefa¨ße oder Knochen extrahiert werden [Pro03].
Hier liefern zum Beispiel aktuelle Computertomografen (CT) fu¨r einen Thorax-Scan bis zu
600 Einzelbilder und fu¨r Ganzko¨rper-Scans bis zu 3.000 transversale Schnitte [Pro03]. Eine
weitere Grundlage der radiologischen Diagnostik bilden Picture Archiving and Commu-
nication Systems (PACS) [Leh03b]. Hier fallen gegenwa¨rtig in radiologischen Abteilungen
wie im Universita¨tsklinikum Aachen, pro Monat ca. 10.000 befundete Aufnahmen mit
mehr als 30.000 Einzelbildern an. Sie dienen als Wissensarchiv fu¨r differenzialdiagnos-
tische, statistische und Ausbildungszwecke 1. Daru¨berhinaus werden digitalisierte Bilder
auch in der Zytologie sowie der Histopathologie gespeichert und ausgewertet, wobei in
entsprechenden Reihenauswertungen in hunderten von Bildern zehntausende von Ein-
zelobjekten zu identifizieren sind [Met00, Nie02]. So liefern integrierte Mikroskope mit
Kamerasystem heute standardma¨ßig Bilder der Gro¨ße von 2048x1536 Pixeln wa¨hrend vor
fu¨nf Jahren mit 1024x768 Pixeln noch ein Viertel davon Standard war. Der Trend zu mehr
Bildern und der stetigen Steigerung der Auflo¨sung von Akquisitionshardware wird anhal-
ten und mittelfristig dazu fu¨hren, dass die akquirierte Bildmenge ohne automatisierte
Unterstu¨tzung nicht mehr effizient auswertbar sein wird.
1.2. Problemstellung
Aus Sicht der Bildverarbeitung liegt diesen vo¨llig unterschiedlichen Anwendungen ei-
ne einheitliche Fragestellung zugrunde. Es wird ein Verfahren beno¨tigt, das zuverla¨ssig
und automatisiert die Regionen aus einer Serie von Bildern segmentiert, die mit den
gesuchten Objekten korrespondieren [Har84, Leh05a] (Abb. 1.1). Hauptproblem dabei
1Gemittelte Anfrageergebnisse aus dem Radiologie Informations System (RIS) der Klinik fu¨r Radiolo-
gische Diagnostik des Klinikums in Aachen, jeweils fu¨r November und Dezember 2005.
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Abbildung 1.1.: Handradiografien werden auf Knochenklassen untersucht und in großer Zahl im
PACS gespeichert (links). In zytologischen Auswertungen werden Zellstrukturen identifiziert, geza¨hlt
und vermessen (Mitte). In CT-Volumina werden pathologische Strukturen (hier kreisfo¨rmige Metastase)
von gesunden (hier elongierter Rippenanschnitt) unterschieden (rechts).
ist die Formalisierung des Doma¨nenwissens eines Experten u¨ber die gesuchten Objek-
te [Har84, Ull96, For03]. Dieses erfordert den Transfer von natu¨rlicher Sprache, die kon-
textabha¨ngige Mehrdeutigkeiten zula¨sst, in eine rechnergestu¨tzt verarbeitbare formale
Form mit eindeutigem Kontext. Da dieser Transfer nicht automatisiert durchfu¨hrbar ist,
sondern eine entsprechende Bedeutungszuordnung durch den Anwendungsexperten erfor-
dert, wird dieses Pha¨nomen als semantische Lu¨cke bezeichnet.
Neben der Abbildung von Wissen ist eine robust automatisierbare Methodik zu dessen
Reproduktion erforderlich, die in Routineanwendungen im biomedizinischen Umfeld ohne
Kenntnisse der Technologie und Beteiligung eines Bildverarbeitungsexperten bedienbar
ist [Leh05a]. Dies gilt vor allem fu¨r zeitkritische Workflows, wie sie in der radiologischen
Diagnostik charakteristisch sind.
Die semantische Lu¨cke und die Forderung nach zuverla¨ssiger Automatisierung von Seg-
mentierungsverfahren bilden seit fast 40 Jahren die Rahmenbedingungen der Forschung
in der Bildverarbeitung, und es werden zahlreiche Lo¨sungen fu¨r Einzelanwendungen be-
ziehungsweise spezielle Modellierungstechniken formuliert [Har69, Har84, Man93, Sol97,
Arm99, Nab99, Met00, Vog00, Zan01, Rub02, Bos04, Iwa05]. Die Tatsache, dass es in
dieser Zeit nicht gelungen ist, ein allgemeingu¨ltiges Konzept zur Beantwortung der zen-
tralen Fragestellung der Segmentierung zu finden, legt den Schluss nahe, dass eine solche
Antwort auch nicht ohne weiteres existiert [Dun00]. Trotzdem wa¨chst, wie Eingangs for-
muliert, der Bedarf an generalisierten und bedienbaren Methoden zur Objektanalyse mit
der wachsenden Menge und Qualita¨t der akquirierten Bilder. Die Frage dabei ist, in wel-
chem Maße es einem Anwender ermo¨glicht werden kann, die dazu notwendige Heuristik
ohne explizite Unterstu¨tzung durch den Entwickler zu formulieren, um effizient bei der
automatisierten Objektextraktion unterstu¨tzt zu werden.
1.3. Lo¨sungsansatz und Motivation
In dieser Arbeit wird ein Framework zur Entwicklung und Anwendung von Methoden zur
Extraktion biologischer Objekte aus Bildern vorgestellt und exemplarisch angewendet. Es
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fu¨hrt die Objektmodellierung auf die Klassifikation in multivariaten Merkmalsverteilungen
zuru¨ck. In Erweiterung der aktuellen Ansa¨tze der Methodenentwicklung bildet die anwen-
dungsorientierte Ergebnisbewertung und Evaluation wa¨hrend der Entwicklungsphase eine
wesentliche Komponente des Frameworks.
Ausgehend von konkreten Anwendungen werden die daraus erwachsenden Anforderungen
an Methoden der automatisierten Objektextraktion und deren Entwicklung formuliert.
Diese sind vor allem Flexibilita¨t der Objektbeschreibung und deren robust automati-
sierbare Anwendung. Fu¨r die Objektbeschreibung wird die semantische Lu¨cke zwischen
natu¨rlichsprachlicher und formaler Repra¨sentation von Expertenwissen als fundamentales
Problem der Objektextraktion identifiziert. Sie ergibt sich bereits bei der Abstraktion von
Bildpixeln zu Bildregionen und kann nicht automatisiert beziehungsweise mit formalen
Mitteln geschlossen werden. Folglich erfordern auch ho¨here Ansa¨tze zur Objektmodellie-
rung immer eine heuristische Auswahl der low-level Bildanalysemethoden, wobei diese in
Form von Parametrierungen gekapselt werden [Leh05b]. Hinzu kommt, dass die Evalua-
tion vom Entwickler einer Methode auf einer initial festgelegten Menge an Beispieldaten
durchgefu¨hrt wird. Die Folge ist eine implizite Spezialisierung, die den Anforderungen an
Flexibilita¨t und robuster Automatisierbarkeit biomedizinischer Objektextraktion nicht ge-
recht wird. Um sowohl der semantischen Lu¨cke als auch den Anwendungsanforderungen
gerecht zu werden, wird eine softwaretechnische Lo¨sung in Form eines Frameworks vor-
geschlagen, das die Vorgehensweise bei Entwicklung und Anwendung von Methoden zur
Objektextraktion standardisiert. Zur Objektmodellierung findet ein deskriptiver Ansatz
Verwendung, fu¨r den zuna¨chst visuell plausible Regionen mit den formalen Methoden der
Bildanalyse extrahiert werden. Dann erfolgt die Klassifikation deskriptiver numerischer
Merkmale der Regionen mittels Methoden des maschinellen Lernens. Das Framework ge-
stattet die Evaluation wa¨hrend der Entwicklung und somit eine konstante Anwendungs-
anbindung.
Ein Beispiel aus der radiologischen Diagnostik illustriert dieses Prinzip. Beim Sichten
von Bildserien kommt es vor, dass relevante Strukturen u¨bersehen werden. So wurden
bei einem Patienten mit bekanntem Lungentumor in einer ersten Auswertung einer CT-
Thoraxaufnahme im Weichteil-, Lungen- und Knochenfenster keine Metastasen festge-
stellt. Erst eine klinisch begru¨ndete Nachbefundung des Datensatzes ergab eine sichtbare
Vera¨nderung im Ansatz des 10. Rippenbogens (Abb. 1.1, rechts). Diese ließ sich mit Me-
thoden des Frameworks aus den ungefensterten Originaldaten extrahieren. Dabei dienen
die Annahmen, dass sich Rippenanschnitte im transversalen CT vorwiegend la¨nglich und
ellipsoid darstellen sowie symmetrisch auftreten, als heuristische Kriterien. Kreisfo¨rmige
Strukturen liegen in dieser Anatomie und Aufnahmemodalita¨t vorwiegend als Gefa¨ße vor
und bilden außerhalb des zentrierten Lungenparenchyms und der Herzregion eine Ausnah-
me, auf die ein Befunder wa¨hrend der Auswertung hingewiesen wird. Die zugrundeliegende
Heuristik ist zwar willku¨rlich und weder eindeutig noch u¨bertragbar, liefert jedoch ohne
Implementierungsaufwand eines spezialisierten Algorithmus die gesuchten Objekte.
1.4. Aufbau der Arbeit
Die Arbeit fa¨llt unter die Grundlagenforschung und u¨berpru¨ft die Umsetzbarkeit dieses
theoretischen Konzepts. In Kapitel 2 werden die Grundlagen der Modellierung von Ob-
jektwissen vorgestellt und in Kapitel 3 das Framework motiviert. Es trennt Entwickler-
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und Anwendersicht, unterstu¨tzt jedoch durch ein Komponentenmodell sowie definier-
ten Operations- und Datenfluss die simultane Methodenentwicklung und Anwendungs-
tests (Kap. 4). Zuna¨chst werden mit Methoden der Bildanalyse visuell plausible Mul-
tiskalenzerlegungen berechnet. Diese extrahieren ohne Anwenderinteraktion die im Bild
enthaltenen nachvollziehbaren Regionen (Kap. 5). Aus den Bildregionen werden anwen-
dungsspezifische numerische Merkmale zur Objektbeschreibung extrahiert. Zu diesem
Zweck wird eine doma¨nenspezifische Sprache entwickelt, die sowohl im Entwicklungs-
als auch im Anwendungsfall die Integration neuer deskriptiver Merkmalen ohne Redesign
der Methode ermo¨glicht (Kap. 6). Die eigentliche Objektextraktion erfolgt als Klassifika-
tion im so berechneten Merkmalsraum, die vom Anwender mit etablierten Techniken des
Data-Mining trainiert und durchgefu¨hrt wird. Da die Auswahl der Techniken nicht au-
tomatisiert mo¨glich ist, wird die anwendungsspezifische Auswahl in Form austauschbarer
Klassifikatoren unterstu¨tzt (Kap. 7).
Aus Anwendersicht wird Wissen in Form explizit markierter Objekte in ausgewa¨hlten
Bildern bereitgestellt. Derartige Markierungen dienen zum einen als Trainingsdaten der
Klassifikationsmethoden, die anhand von Beispielen lernen und zum anderen als Testda-
ten beim Vergleich eines Extraktionsergebnisses mit dem erwarteten Ergebnis. Letzteres
ist von zentraler Bedeutung fu¨r die quantitative Evaluation eines Verfahrens (Kap. 8).
Die Eignung des Frameworks zur Entwicklung anwendungsorientierter automatisierter
Methoden zur Objektextraktion wird anhand von Design-Walkthroughs [You89] durch
fu¨nf typische Anwendungsfa¨lle demonstriert (Kap. 9). Abschließend werden weitergehen-
de Anwendungsmo¨glichkeiten sowie die durch den heuristischen Charakter des Konzepts
bedingten Grenzen des Frameworks diskutiert (Kap. 10).
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2. Grundlagen der Objektextraktion
Methoden zur reproduzierbaren automatisierten Objektextraktion aus Bildern werden seit
etwa 40 Jahren erforscht. Erste Anwendungen waren dabei die Spuren von Elementarteil-
chen in Nebelkammern [Mar66] oder die Auswertung von Satellitenbildern [Har69] fu¨r
die landwirtschaftliche Nutzfla¨chenanalyse. In der medizinischen Bildverarbeitung wur-
de die Objektextraktion mit dem vermehrten Aufkommen digitaler Scanner-Technologie
wie im Computertomografen, dem Magnetresonanztomografen, hochauflo¨senden Okkular-
kammeras fu¨r Lichtmikroskope und Scannern zum Digitalisieren von Ro¨ntgenaufnahmen
in klinischer Qualita¨t seit dem Ende der 1970er Jahre interessant [Mor95, Doe00]. Die
Methodenentwicklung fu¨r klinische Routineanwendungen, wie die Vermessung von Hand-
knochen und Epiphysen zur Maturita¨tsbestimmung oder automatisiertes Za¨hlen von Zel-
len, begann mit der breiten Verfu¨gbarkeit schneller Computer seit Anfang der 1990er
Jahre [Bro02, Man93, Gil05, Aja04, Rub02]. Bis heute ist festzustellen, dass nur sehr
einfache Verfahren der Objektextraktion in biomedizinischen Anwendungen zum Einsatz
kommen, die vom Anwender in hohem Maße technisches Wissen u¨ber die Bildverarbei-
tung erfordern und fu¨r eine Anwendung aufwendig parametriert werden mu¨ssen. Bei der
Methodenentwicklung sind dabei zwei allgemeine Aspekte zu beru¨cksichtigen: Zum einen
wird das Expertenwissen u¨ber die Objekte reproduzierbar modelliert, zum anderen werden
die formal realisierbaren Mo¨glichkeiten der Rechnerunterstu¨tzung beru¨cksichtigt [Wol05].
Die wenigen Verfahren, die in der klinischen Diagnostik routinema¨ßig eingesetzt werden,
erfordern immer eine enge und zeitaufwa¨ndige Zusammenarbeit von medizinischem und
technischem Experten [Wol05a].
2.1. Anwendungen biomedizinischer Objektanalyse
Im Gegensatz zu maschinell gefertigten Gegensta¨nden treten biomedizinische Objekte
eines Typs in heterogenen Auspra¨gungen und Gro¨ßen in Erscheinung [Jom03]. Dies er-
fordert zum einen eine Segmentierungstechnik, die die Variabilita¨t beru¨cksichtigt, zum
anderen ist es erforderlich, invariante Eigenschaften zu formulieren, mit denen spezielle
Objekte beschrieben werden [Har84]. Von zentraler Bedeutung ist dabei die Nachvollzieh-
barkeit von Ergebnissen, um deren Vergleichbarkeit sicherzustellen. Dies gilt insbesondere
fu¨r medizinische Anwendungen, da hier die endgu¨ltige Bewertung vom untersuchenden
Arzt vorgenommen wird. Diese Anforderungen stellen sich in gleicher Weise fu¨r unter-
schiedliche Anwendungen mit unterschiedlichen Modalita¨ten. Im Folgenden werden die
Gro¨ßenordnungen vier großer Anwendungsgebiete betrachtet.
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2.1.1. Radiologische Volumendatensa¨tze
In medizinischen Volumendatensa¨tzen werden Einzelobjekte wie Tumore, Blutungen, Kno-
chen oder Gefa¨ße gesucht [Ugl91, Arm99, Bos04, Iwa05, Wor05]. Sie werden patienten-
individuell extrahiert, um Operationswege zu planen, pathologische Vera¨nderungen zu
erkennen oder eine Registrierung mit anderen Modalita¨ten zu ermo¨glichen. Bei jeder Un-
tersuchung findet daher implizit durch den Radiologen eine Segmentierung und Objekt-
extraktion im dreidimensionalen Volumen statt. In der radiologischen Praxis findet eine
Befundung u¨berwiegend an den zweidimensionalen Bildern statt, die axial oder multipla-
nar rekonstruiert werden. Fu¨r Kliniker sind hingegen auch echte dreidimensionale Rekon-
struktionen interessant, um eine ra¨umliche Vorstellung von Strukturen wie Gefa¨ßba¨umen
zu erhalten [Bos04]. Dabei wird jedesmal eine entsprechende Menge an Bildinformation
gesichtet. Das u¨bliche Auflo¨sungsvermo¨gen heutiger Computer- und Magnetresonanzto-
mografen (MRT) liegt bei bis zu 1024×1024 Pixeln pro Schicht und einem Schichtabstand
von 0.4 mm. Dies fu¨hrt dazu, dass auch Gefa¨ßuntersuchungen anstelle der risikoreicheren
konventionellen Angiografien vermehrt mit CT und MRT durchgefu¨hrt werden [Bos04].
Bei einer Beinangiografie kommt es folglich bei einem Schichtabstand von einem Millime-
ter und einer angenommenen Beinla¨nge von einem Meter zu 1000 Einzelbildern [Pro03].
Mit Hilfe einer automatisierten Objektextraktion ist es hier mo¨glich, dem befundenden
Arzt gezielte Regions of Interest anzubieten und somit Untersuchungszeiten zu verku¨rzen
bzw. die Sicherheit einer Aussage zu erho¨hen.
2.1.2. Bildsequenzen
In Studien werden Reihenaufnahmen biologischer Objekte gemacht, um die Dynamik von
Vera¨nderungen zu untersuchen. So wird bei Untersuchung zur Sprachbildung und deren
Sto¨rung die Bewegung der Zunge in sagittalen MRT in Echtzeit gefilmt [Sto01, Kro04,
Aki06]. Dabei fallen mehrere hundert Einzelaufnahmen an, in denen zum Beispiel der
Zungenbereich zur weiteren Auswertung extrahiert wird [Sto01, Fun06]. Eine manuel-
le Extraktion ist zeitaufwendig, was eine kontinuierliche Fortschreibung der Studie bzw.
zeitnahe Folgetests erschwert. Sie ist daru¨berhinaus nicht reproduzierbar, da jeder An-
wender individuelle Annahmen u¨ber die Region of Interest in den Extraktionsprozess
einfließen la¨sst. Eine automatische Extraktion des Zungenbereichs wu¨rde diesen Prozess
vereinheitlichen.
2.1.3. Radiologische Bilddatenbanken
Eine weitere Anwendung der Objektextraktion ist der inhaltsbasierte Zugriff auf hete-
rogene Bilddatenbanken, wie sie in der radiologischen Klinik vorliegen [Tag97, Leh04a].
In radiologischen Datenbanken sind Millionen von Bildern unterschiedlicher Modalita¨t,
Anatomie, Aufnahmerichtung und biologischer Funktion gespeichert. Da die Bilddaten-
banken in der Regel u¨ber ein PACS mit Falldaten verknu¨pft sind, stellen sie eine brei-
te Wissensbasis zur vergleichenden Diagnostik, demografischen Forschung und Ausbil-
dung dar [Leh03b]. Problem dabei ist die gezielte Suche nach Information, insbesondere
nach konkreten Objekten. Textuelle Annotation, wie z.B. das Labeling einzelner Knochen
in Ro¨ntgenaufnahmen, hat sich aufgrund homonymer und synonymer Begrifflichkeiten,
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unterschiedlicher Sprachen sowie interindividuell variierendem Ausdrucksvermo¨gen des
Bildbefunders als ungeeignete Suchmethodik herausgestellt [Tag97, Leh02b, Mue04]. Zur
quantitativen Auswertung von Gro¨ße und Lage ist daru¨berhinaus der Zugriff auf die Roh-
daten des Bildes erforderlich. Letzteres ist beim Umfang der Datenbanken nicht mehr
manuell durchfu¨hrbar, sondern erfordert automatisierte Unterstu¨tzung [Leh04a].
2.1.4. Zytologische Auswertungen
Bei zytologischen Screenings und Tests wird Auftreten und A¨nderung eines Zelltyps unter
a¨ußeren Einflu¨ssen bestimmt. In Flow-Assays zur indirekten Bestimmung der Exprimation
eines Membranproteins in Zellen wird ein Mikrotubus innen mit einem Docking-Protein
ausgekleidet, das die gesuchten Membranproteine bindet [Nie02]. Dieser Tubus wird dann
mit den manipulierten Zellen pra¨pariert, die an den Docking-Proteinen auf der Tubus-
wand binden. Wird nun eine isotonische Lo¨sung durch den Tubus gepresst, so werden
einzelne Zellen weggerissen. Dabei la¨sst sich anhand der Durchflussgeschwindigkeit und
der jeweiligen Zahl der haftenden Zellen die Quantita¨t und Bindungskraft des Proteins
bestimmen [Ber95]. Im Verlauf einer zehnminu¨tigen Sequenz werden so 150 Aufnahmen
gemacht, die im Mittel 100 Objekte enthalten. In dieser Auswertung werden daher bis
zu 10.000 Einzelobjekte erkannt und geza¨hlt [Nie02]. Wenn ein Bild in 35 Sekunden aus-
geza¨hlt wird, dauert diese eine Auswertung 1.5 Stunden. Im Rahmen eines Experiments
werden jedoch bis zu 5 Varianten untersucht, so dass die manuelle Ausza¨hlung einen Tag
in Anspruch nehmen wu¨rde. Hinzu ka¨me, dass die Ta¨tigkeit monoton daher fehleranfa¨llig
und letztendlich nicht reproduzierbar ist.
2.2. Anforderungen an Extraktionsmethoden
Aus den vorgestellten Anwendungen lassen sich fu¨nf fundamentale konzeptionelle Anforde-
rungen an die Extraktion biomedizinischer Objekte ableiten, die im Folgenden vorgestellt
werden.
2.2.1. Identifikation und Delineation
Fu¨r die meisten medizinischen Anwendungen ist die explizite Extraktion von Objek-
ten unerla¨sslich. So erfordert das Vermessen eines Tumors fu¨r eine Resektionen oder die
Verlaufsbestimmung einer Therapie dessen exakte Lokalisation und vollsta¨ndige Umran-
dung [Wor05]. Auch fu¨r die Vermessung von Handknochen zur Altersentwicklungsbestim-
mung ist eine exakte Bestimmung von Form und Position der Handknochen unerla¨ss-
lich [Bro02]. Eine formbasierte Beschreibung von Objekten ist ohne die explizite aus-
pra¨gungsspezifische Delineation der Objektkontur jedoch unmo¨glich. Eine Methode zur
Objektextraktion fu¨r eine quantitative Auswertung erfordert die Angabe einer eindeutigen
und zusammenha¨ngenden Region mit einer folglich geschlossenen Kontur.
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2.2.2. Heterogene Auspra¨gung biomedizinischer Objekte
Da die Art und Auspra¨gung biologischer Objekte variiert, ist eine flexible Erkennungs-
methodik erforderlich. So treten beispielsweise in Handradiografien die Fingerknochen in
verschiedenen Entwicklungsstadien in unterschiedlicher Form auf [Bro02, Gil05]. Auch
die exakte Lage beispielsweise von Gefa¨ßen weist eine hohe interindividuelle Varianz auf.
Da Wachstum fu¨r lebendes Gewebe charakteristisch ist, kann auch die Gro¨ße nicht als
fest betrachtet werden. Die Klassifikation von Objekten erfordern daher zum einen die
Verallgemeinerung der Objektcharakteristika, um mo¨glichst alle Auspra¨gungen zu erfas-
sen, und zum anderen die die Abgrenzung zu Objekten anderer Klassen mit a¨hnlichen
Merkmalen.
2.2.3. A-priori nicht eindeutig definiert Objekte
Vor einer Auswertung ist Art und Form der gesuchten Objekte oft nicht bekannt, was sich
in der klinischen Routine in Form der Differenzialdiagnostik widerspiegelt [Bir77, Bro02].
Die Anamnese beispielsweise eines zentralnervo¨sen Ausfalls bietet Anhaltspunkte fu¨r eine
pathologische Vera¨nderung. Es wird jedoch erst wa¨hrend der Auswertung von CT- oder
MRT-Aufnahmen erkannt, ob der Ausfall zum Beispiel auf einen Tumor oder eine Blutung
zuru¨ckzufu¨hren ist. Dazu darf ein Radiologe nicht nur die Mo¨glichkeiten eines modalita¨ts-
abha¨ngig sichtbaren Befundes in Betracht ziehen. Es kann auch eine Stoffwechselsto¨rung
vorliegen, die sich mit der gewa¨hlten Modalita¨t nicht darstellen la¨sst [Bro02]. Daher kann
die Entscheidung, welches Objekt gesucht wird, nur wa¨hrend der Untersuchung gefa¨llt
werden. Dies wird am Beispiel einer Patientin mit monatelangem Taubheitsgefu¨hl in den
Ha¨nden verdeutlicht. Hier bestand der Verdacht auf degenerative Vera¨nderung der Hals-
wirbelsa¨ule, aber in einer ersten MRT-Untersuchung des Halswirbelbereichs wurde von
einem Radiologen, einem Neurologen und einem Orthopa¨den zuna¨chst kein pathologi-
scher Befund festgestellt und daher Physiotherapie verschrieben. Tatsa¨chlich zeigt bereits
eine zweite T1-gewichtet Aufnahme des Kopfes, die aufgrund der anhaltenden Sympto-
me einige Wochen spa¨ter von einem weiteren Radiologen aufgenommen und befundet
wurde, einen operablen Tumor von mehr als 3 cm Durchmesser, der die Medulla oblon-
gata unmittelbar oberhalb des Foramen magnum bereits auf weniger als einen Millimeter
zusammengedru¨ckt hatte (Abb. 2.1).
Wie nachtra¨glich festgestellt wurde, wa¨re die initiale Fehldiagnose und beinahe to¨dliche
Therapieentscheidung angesichts des bereits in der ersten Aufnahme deutlich sichtbaren
Tumors vermeidbar gewesen. Die Einschra¨nkung der ersten Diagnose auf die Halswirbel-
Symptomatik ergab sich aufgrund der sonstigen Beschwerdefreiheit, die bei der erheblichen
Gro¨ße des Tumors eigentlich nicht zu erwarten gewesen wa¨re. Eine Extraktionsmethodik
erfordert folglich die Anpassung der Objektidentifikationskriterien zur Anwendungszeit.
2.2.4. A¨nderung von Datengrundlage und Fragestellungen
Die Scanner-Technologie entwickelt sich konstant weiter, so dass neue diagnostisch rele-
vante Strukturen abgebildet und gesucht werden ko¨nnen. Ein prominentes Beispiel sind die
Knoten, die zur Fru¨herkennung von Metastasenbildung in Thoraxaufnahmen untersucht
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Abbildung 2.1.: Der Tumor ist im T1-
gewichteten sagittalen MR-Schnitt des Kopf-
es deutlich sichtbar (Pfeil). Er liegt als
kreisfo¨rmige Struktur an der eigentlich la¨ng-
lichen Medulla oblongata.
werden[Suz05, Iwa05]. Die Generationen der CT-Scanner der 1990er Jahre waren aufgrund
des transversalen Schichtabstandes von 1 mm noch nicht in vollem Umfang dazu geeig-
net, hingegen bieten aktuelle Scanner mit Schichtabsta¨nden von < 0.4 mm entsprechend
aufgelo¨ste Datenvolumina. Auch angiografische Untersuchungen werden aufgrund der ver-
besserten Technologie mittlerweile bevorzugt anhand von MRT oder gelegentlich anhand
von CT-Aufnahmen durchgefu¨hrt. So lassen sich Aufwand und Risiko eines arteriellen Zu-
gang bei klassischen Katheteranwendungen zur Stentplatzierung oder Gefa¨ßdilation auf
die wirklich notwendigen Fa¨lle einschra¨nken.
In der Zytologie fu¨hren neben verbesserten Mikroskopen und Kameras die Techniken des
High-Throughput-Screenings zu immer gro¨ßeren Bildmengen, in denen immer neue Arten
von Objekten gesucht werden [Nie02]. Hierbei werden beispielsweise nach der Schrot-
schussmethode Zellen einer großen Anzahl zufa¨llig generierter Agenzien und Konzentra-
tionen unter der Annahme ausgesetzt, dass eine Wirkstoffkombination eine biologisch
relevante Wirkung hat. Diese a¨ußert sich in einer definierten Form- beziehungsweise Men-
gena¨nderung eines Zelltyps, die manuell identifiziert wird. Welche Forma¨nderungen dies
sind, ha¨ngt von Zelltyp, der Art des Wirkstoffs und dem erwarteten Effekt ab, so dass
eine automatische Extraktion fu¨r jede Untersuchung neu parametriert wird.
Auch die aktuellen Diagnosemethoden vera¨ndern sich mit fortschreitenden medizinischen
Kenntnissen, so dass neue diagnostisch relevante Strukturen erkannt und untersucht wer-
den. Dies betrifft die Tumorerkennung, ist aber auch fu¨r histo- und zytologische Analysen
relevant. Außerdem lassen sich Datenbesta¨nde in PACS fu¨r statistische a-posteriori Aus-
wertungen verwenden, wobei dann der relevante Objekttyp von der Art der Auswertung
abha¨ngt. Folglich ist es sinnvoll einheitliche und adaptive Konzepte fu¨r ganze Anwen-
dungsgebiete zu entwickeln, die nicht bei jeder Anwendungsa¨nderung eine vollsta¨ndige
Neuentwicklung und damit auch einen erho¨hten Einarbeitungsaufwand erfordern.
2.2.5. Reproduzierbarkeit und Evaluation
Ein Objekt einer Klasse soll von unterschiedlichen Auswertern in gleicher Weise erkannt
werden. Die Vermittlung des notwendigen Wissens und die einheitliche Bewertung von Ab-
weichungen erfordert einen reproduzierbaren Prozess der Entscheidungsfindung [Leh05a].
Dies dient vor allem der Qualita¨tssicherung fu¨r klinische Anwendungen. Daru¨berhinaus
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ist die Automatisierung einer Anwendung ohne Reproduzierbarkeit nicht mo¨glich, da die
Objektbeschreibung auf variierenden Einzelaufnahmen u¨berpru¨ft wird. Insbesondere bei
monotonen und fehleranfa¨lligen Ta¨tigkeiten, wie dem Ausza¨hlen einzelner Zellen in Mi-
kroskopieaufnahmen, ist die Bewertung eines quantitativen Ergebnisses nur bei bekannter
Fehlerrate mo¨glich [Jom03]. Dabei haben nicht alle Anwendungen die gleichen Anforde-
rungen an die Korrektheit eines Ergebnisses. Bei einer u¨berwachten Anwendung, wie sie
in der radiologischen Diagnostik u¨blich ist, kommt es vor allem darauf an, dass alle rele-
vanten Objekte erkannt und visualisiert werden. Es du¨rfen auch mehr als die relevanten
Objekte angezeigt werden, solange die korrekten Objekte effizient identifizierbar bleiben.
Ein menschlicher Befunder ist in der Lage, irrelevante Objekte schnell zu eliminieren, was
er im Prinzip auch ohne automatisiert generierte Vorschla¨ge macht.
In unu¨berwachten Anwendungen, wie dem Zellenza¨hlen, kann ein plausibles Ergebnis le-
diglich indirekt bestimmt werden. Dies ist zum Beispiel erfu¨llt, wenn ein Verha¨ltnis von
Zellen gemessen werden soll und ein System zwar nicht die absolut korrekte Anzahl von
Objekten liefert, dafu¨r aber die relative Korrelation zwischen zwei Aufnahmen stimmt.
In der Praxis werden daher Untersuchungen auch daraufhin angelegt, da die Genauigkeit
einer menschlichen manuellen Auswertung im Prinzip auch nur durch die Korrelation mit
einer anderen Auswertung bestimmt werden kann [Jom03]. Im Falle absoluter Untersu-
chungen wie der Abstrichbefundung kommt es beispielsweise darauf an, ob Granulozyten
auftauchen, die auf einen entzu¨ndlichen Prozess hindeuten. Hierbei findet die endgu¨lti-
ge Diagnosestellung jedoch auch wieder durch einen Menschen statt, der in der Lage ist,
falsche Ergebnisse auszusortieren. Die Evaluation einer Methode erfordert bereits wa¨hrend
der Entwicklung die Bereitstellung von Wissen durch den Anwender und somit eine an-
wendungsorientierte Aufbereitung der Ergebnisse.
2.3. Anforderungen an die Methodenentwicklung
Eine Methode zur Objektextraktion in medizinischen Anwendungen erfordert die Erfu¨llung
aller in den Abschnitten 2.2.1 bis 2.2.5 beschriebenen Anforderungen. Bei der Methoden-
entwicklung ist es dabei vor allem notwendig, technischen Aufwand und Relevanz der
Anwendung abzuwa¨gen. Dazu stellen sich zwei grundlegende Fragen:
Was ist der Vorteil, der durch Automatisierung gewonnen wird?
Steht der dazu notwendige Aufwand im Verha¨ltnis zum Nutzen?
Die Beantwortung dieser Fragen im Hinblick auf die Anwendungsanforderungen aus Ab-
schnitt 2.2 fu¨hrt zu fu¨nf Aspekten, die bei der Durchfu¨hrung der Methodenentwicklung
zu beru¨cksichtigen sind.
2.3.1. Relevanz fu¨r die Anwendung
Neben der offensichtlichen Zeit- und Kostenersparnis, dem Gewinn der Reproduzierbarkeit
bei monotonen und fehleranfa¨lligen Za¨hlaufgaben sowie der vergleichenden Betrachtung
von Bildmaterial bietet die flexible automatisierte Objektextraktion vor allem ein radio-
logisch diagnostisch interessantes Werkzeug. Hier kann eine automatisierte Extraktion als
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Hinweis auf ein relevantes Objekt dienen, der den befundenden Arzt bei der Entschei-
dungsfindung unterstu¨tzt. Es ist also kein vollsta¨ndig korrektes Ergebnis erforderlich,
sondern vielmehr eine sinnvolle Integration in den Workflow. Dabei ist Unterstu¨tzung
sowohl bei der Erstellung von Befunden mo¨glich, als auch bei der Extraktion komplex
geformter Objekte zur Visualisierung in der pra¨operativen Planung. Zusa¨tzlich ko¨nnte
ein automatisch generierter Hinweis, der wa¨hrend des Sichtens von Aufnahmen mit ei-
nem Mausklick ein- und ausgeblendet wird, einen Radiologen auf Objekte aufmerksam
machen, die aufgrund der Anamnese als a-priori unwahrscheinlich eingestuft wu¨rden. Vor
der Entwicklung einer Methode steht also in jedem Fall die Untersuchung der Relevanz
der Objektextraktion fu¨r das Anwendungsumfeld. Davon ha¨ngen alle folgenden Entschei-
dungen fu¨r Algorithmen, Benutzerschnittstellen und Evaluation ab.
2.3.2. Bereitstellung
Die automatische Extraktion eines Objekttyps in die Anwendung zu bringen, erfordert
neben der reinen Algorithmenentwicklung die Integration in bestehende Hardware und
Workflows. Dabei ist eine zeitintensive Zusammenarbeit des technischen mit dem bio-
medizinischen Experten erforderlich, bei der das biomedizinische Wissen in einen Algo-
rithmus umgesetzt wird. Dazu ist es erforderlich, von technischer Seite das Bedu¨rfnis des
medizinischen Experten und von biomedizinischer Seite die Mo¨glichkeiten der technischen
Umsetzung zu verstehen. In der Folge wird die Methode getestet, validiert und gegebe-
nenfalls gesetzlich zugelassen. Dauert dieser Prozess la¨nger als die Anwendung relevant
beziehungsweise effizient manuell durchfu¨hrbar ist, so ist eine Entwicklung von vornher-
ein unrentabel. Dies ist zum Beispiel fu¨r die Angiografie der Fall. Hier findet ein Trend
weg von der klassischen zweidimensionalen diagnostischen Angiografie hin zum CT/MRT-
basierten Befunden, sogar bei der Identifikation von Stenosen in Koronargefa¨ßen, statt.
Die ohnehin interaktiv durchgefu¨hrte interventionellen Angiografie erfordert weniger eine
automatisierte Identifikation der relevanten Bereiche als die dreidimensionale rein diagnos-
tische Untersuchung. Aus diesem Grund ist eine weitere Entwicklung automatisierter Ana-
lysemethoden fu¨r Gefa¨ßvera¨nderungen u¨berwiegend fu¨r die dreidimensionale CT/MRT-
basierte Angiografie erforderlich [Bos04].
Bei der Entwicklung einer praktisch anwendbaren Methode reicht es folglich nicht, die
reine Algorithmik zu beru¨cksichtigen. Eine relevante Lo¨sung ist nur dann zu liefern, wenn
ihre Verifizierbarkeit im Einsatz sowie die Integration in den Workflow von vornherein
sichergestellt sind.
2.3.3. Ergebnisbewertung
Die Bewertung der Extraktionsqualita¨t ha¨ngt von der Anwendung und den abgebilde-
ten Objekten ab. In u¨berwachten Anwendungen wie der radiologischen Diagnostik nimmt
letztendlich der menschliche Experte die Bewertung vor. Hier dient eine automatische
Extraktion zum einen als Hinweis und zum anderen als Vereinfachung bei der Markierung
relevanter Bereiche. Dabei ko¨nnen Fehler der Extraktion ausgebessert werden. Ein Beispiel
ist die Markierung von Gefa¨ßanschnitten und das Festlegen der umgebenden relevanten
Gewebsregion. Der Gefa¨ßverlauf selber la¨sst sich nicht durch Geometrien platonischer
Ko¨rper mit einfachen Parametern wie Breite, La¨nge oder Radius beschreiben [Zan01].
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Vielmehr werden “curved Recos” erstellt, die den einzelnen Anschnitten durch die einzel-
nen Schichten folgen, was dem dreidimensionalen Zeichnen mit einem Grafikprogramm
entspricht. In unu¨berwachten Anwendungen, wie der Extraktion von Zellen aus Bildse-
rien von hunderten bis tausendenden Bildern mit zehntausenden von Objekten, ist eine
solche manuelle Bearbeitung fast unmo¨glich [Jom03]. Hierbei werden Ergebnisse mehrerer
Za¨hlungen korreliert bzw. A¨nderungsraten gemessen, da der Za¨hlfehler selber nicht ein-
deutig zu messen ist. Methoden, die fu¨r spezielle Anwendungen entwickelt wurden liefern
dabei auf den zur Entwicklungszeit verfu¨gbaren Bildern und markierten Referenzdaten Er-
kennungsraten zwischen 0.9 und 0.98 [Met00, Rub02, Mad05]. Sie lassen sich allerdings bei
geringfu¨gigen A¨nderungen von Aufnahmebedingung, Auflo¨sung oder Objektauspra¨gung
nicht mehr auf andere Anwendungen u¨bertragen. Daru¨ber hinaus ist die Entwicklung zeit-
aufwendig und erfordert Kenntnisse sowohl in der Bildanalyse als auch den medizinischen
Anwendungen. Eine eindeutige Bewertung der Extraktionsqualita¨t bei Identifikations-,
Mess- und Za¨hlaufgaben bietet ausschließlich der Vergleich gefundener Objekte mit a-
priori definierten erwarteten Objekten. Zu diesem Zweck markiert ein Experte pro Bild
die einzelnen relevanten Objekte in einer definierten Bildmenge, die dann als Ground-
Truth (GT) bezeichnet wird. Nach Ausfu¨hrung des Algorithmus auf den unmarkierten
Bildern ergibt der Vergleich der gefundenen Markierungen mit der GT die Qualita¨t des
Ergebnisses [Leh02c]. Dabei ist offensichtlich, dass auch die Bewertung maximal so zu-
verla¨ssig ist wie die manuelle Markierung der GT, was wiederum die Bestimmung der
Varianzen bei der GT Erstellung erfordert.
2.3.4. Integration und Evaluation
Die Kluft zwischen den anwendungsabha¨ngigen Anforderungen an Objektextraktion und
der Umsetzung in einer Software ergibt sich im Prinzip aus der Notwendigkeit des in-
terdisziplina¨ren Dialogs. Findet dieser nicht im Vorfeld statt, lassen sich neuentwickelte
Methoden mitunter nicht in einen Workflow integrieren. Dies ist jedoch erforderlich, um
Relevanz und Genauigkeit von Ergebnissen fu¨r die Routineanwendung zu bewerten, was
nur durch den Anwendungsexperten sinnvoll ist [Leh05a]. Die typische Einschra¨nkung auf
die Methodenentwicklung durch technische Experten fu¨hrt daru¨berhinaus dazu, dass Al-
gorithmen oft nur auf wenigen definierten Bildern entwickelt und getestet werden [Yoo00].
Aufgrund des erheblichen Aufwandes der Bereitstellung von GT und Ergebnisbewertung
steht der medizinische Experte dafu¨r auch nur eingeschra¨nkt zur Verfu¨gung [Clo05, Clo06].
Aus dem resultierenden Mangel und der Verla¨sslichkeit realer Beispiele werden daher, um
einen Algorithmus u¨berhaupt testen zu ko¨nnen, oftmals Daten zur Leistungsbewertung
synthetisch generiert [Bre01, Bra03, Koh04]. Sind diese Tests jedoch nicht hinreichend,
dann ist ein Erkennen von Objekten in Realweltdaten aufgrund der Fu¨lle und Varianz der
Einzelauspra¨gungen zu aufwendig beziehungsweise oft unmo¨glich. Dies a¨ußert sich darin,
dass Verfahren in der Praxis nur unbrauchbare Ergebnisse liefern, obwohl die Erkennungs-
raten auf den Testdaten nominell meist weit u¨ber 90 Prozent liegen.
2.3.5. Ideale Objektextraktion
Die ideale Methode der Objektextraktion, die alle Anforderungen aus den Abschnit-
ten 2.2.1 bis 2.2.5 und 2.3.1 bis 2.3.4 erfu¨llt, wa¨re ein Algorithmus A, der als Eingabe
ein Bild f und eine GT in Form einer Menge an Beispielen τ erha¨lt. Als Ergebnis liefert
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er die Menge Ω der im Bild enthaltenen Objekte ω1, .., ωn, n ∈ N, die den Beispielen τ
entsprechen,.
A(f, τ) = Ω; Ω = ω1, .., ωn, n ∈ N (2.1)
Im Folgenden wird dargelegt, dass ein solcher Algorithmus jedoch nicht existiert und
auch nicht entwickelbar ist. Vielmehr existieren beliebig viele Algorithmen Ai, i ∈ N
zur Objektextraktion, und diese Algorithmen erfordern zusa¨tzlich eine kontextabha¨ngige
Parametrierung, Ψ, die ebenfalls beliebig komplex ist und je nach Variante auch die Menge
τ der Beispiele entha¨lt.
Ai(f, Ψ) = ΩK ; ΩK = {ω1, .., ωn} (2.2)
Vor diesem Hintergrund findet der Großteil der Methodenentwicklung nicht nur in der
Bildverarbeitung, sondern in der gesamten praktischen Informatik statt. Bei der Ob-
jekterkennung aus Bildern ist es jedoch erforderlich, dass die Objektbeschreibung vom
biomedizinischen Experten wa¨hrend der Anwendung vorgenommen wird und daher nicht
so technisch sein darf, dass die Parametrierung der Methode la¨nger dauert als die ma-
nuelle Durchfu¨hrung der eigentlichen Aufgabe. Außerdem wird eine Bewertungsmethode
beno¨tigt, mit der bestimmt wird, wieviele relevante Objekte aus unterschiedlichen Bildern
in der Menge ΩK enthalten sind.
2.4. Die semantische Lu¨cke der Bildanalyse
Die konzeptionellen Anforderungen an die medizinische Objektsuche werden zusammen
mit dem abstrakten Anwendungswissen eines medizinischen Experten in einer formal ver-
arbeitbaren Form abgebildet. Dies erfordert eine derartige Formalisierung des high-level
Anwenderwissens, dass die relevante Information aus den verfu¨gbaren low-level Daten ex-
trahierbar wird (Abb. 2.2). Die Informationsextraktion ist ohne Kontextwissen unmo¨glich,
und erfordert Kenntnisse sowohl aus der Anwendung, als auch der Bildanalysetechniken
(Abb. 2.3). Der Prozess dieser Wissensabbildung erfordert die U¨berschreitung der se-
mantischen Lu¨cke. Sie ist ein grundlegendes Pha¨nomen der praktischen Anwendung von
Computern und klafft zwischen dem Doma¨nenwissen (high-level) u¨ber ein Problem und
dessen formaler und berechenbarer Repra¨sentation in Form eines Algorithmus und sei-
ner Parametrierung (low-level) [Dor03]. Aufgrund der mangelnden Formalisierbarkeit von
spezialisiertem Doma¨nenwissen ist es im Hinblick auf eine angestrebte technische Lo¨sung
notwendig die semantische Lu¨cke vom allgemeinen und formalen Standpunkt aus zu be-
trachten.
Abbildung 2.2.: Um Informati-
on aus Bildern zu gewinnen, erfol-
gen ausgehend von den akquirierten
Rohdaten, die grundlegenden Schritte
der Bildverarbeitung. Dabei fließt das
tatsa¨chliche Kontextwissen erst auf der
Objektebene in Form von Analogien
ein (Nach [Leh02d]).
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Abbildung 2.3.: Der umgebende Quader
der diagnostisch relevanten Region einer in-
trazerebralen Blutung im Bereich des rechten
frontalen/parietalen Marklagers mit perifoka-
lem Randsaum wird achsenparallel festgelegt.
Auf Basis der Bilddaten ist dabei ausschließ-
lich eine Gro¨ßenangabe in Pixeln mo¨glich.
Erst durch die Kontextinformation der einge-
stellten Gera¨teauflo¨sung bei der Bildaufnah-
me kann die tatsa¨chliche Abmessung des ab-
gebildeten Objekts bestimmt werden. Diese ist
nicht aus den Bilddaten ableitbar.
2.4.1. Formalisierung von Doma¨nenwissen
Fu¨r den Begriff semantische Lu¨cke existiert keine formale Definition, da das Pha¨nomen sel-
ber nicht mit formalen Mitteln beschreibbar ist. Im Lexikon der Informatik fu¨r Praxis und
Studium wird eine Definition aus Sicht der Mikroprozessorentwicklung gegeben [Fis04]:
Semantische Lu¨cke zwischen den Anforderungen der Anwendungen und den Mo¨glichkei-
ten der Instruktionssa¨tze in Mikroprozessoren: Diese s.L. fu¨hrte in den siebziger Jahren
dazu, dass die Instruktionssa¨tze aufgeblasen wurden, was spa¨ter dann als CISC bezeichnet
wurde.
Eine weitere Definition im Hinblick auf die Wissensmodellierung findet sich in [Dor03]:
The semantic gap is the gulf between the rich meaning and interpretation that users expect
systems to associate with their queries for searching and browsing media and the shallow,
lowlevel features (content descriptions) that the systems actually compute.
Eine mo¨gliche formale Abstraktion des intuitiv und speziell verwendeten Begriffs der
semantischen Lu¨cke ergibt sich aus den Untersuchungen des Kognitionswissenschaftlers
Douglas Hofstadter [Hof01] und la¨sst sich wie folgt zusammenfassen:
Die semantische Lu¨cke ergibt sich aus dem Unterschied der Ausdrucksma¨chtigkeit zweier
Sprachen.
In rechnerbasierten Anwendungen ergibt sich dieser Unterschied allgemein aus der Formu-
lierung von Kontextwissen in natu¨rlicher Sprache des Anwenders und dessen automatisiert
reproduzierbarer Repra¨sentation in der formalen Sprache des Computers. Dabei bleibt die
Frage offen, was die Ausdrucksma¨chtigkeit einer Sprache ist. Auf diese Frage gibt es keine
eindeutige Antwort. Sie ist vielmehr Gegenstand der theoretischen Informatik bzw. der
Berechenbarkeitstheorie seit ihren Anfa¨ngen in den 1930er Jahren.
Grundlage. Alonzo Church entwickelte um 1930 den λ–Kalku¨l, der eindeutige und
endlich viele Regeln vorgibt, mit denen algorithmisch berechenbare Funktionen, wie ein
RWTH AACHEN · UNIVERSITA¨TSKLINIKUM
INSTITUT FU¨R MEDIZINISCHE INFORMATIK
Abteilung Medizinische Bildverarbeitung
Stand: 30. Oktober 2007
Autor:
Christian Thies
Schließen der semantischen Lu¨cke Seite: 23 von 169
Mensch sie ausfu¨hrt, formal beschrieben werden [Chu32, Chu41]. Im Jahr 1936 wurde von
Alan Turing dann eine theoretische Maschine beschrieben, die alle mit dem λ–Kalku¨l
formal berechenbaren Funktionen ausfu¨hrt [Tur36]. Mit dieser nach ihm benannten Ma-
schine formulierte Turing die Grundlage der heute ga¨ngigen Computertechnik. In der
allgemein als wahr akzeptierten aber bisher unbewiesenen Church-Turing-These wird
angenommen, dass die Regeln des λ–Kalku¨ls alle Regeln sind, die auch einem menschli-
cher Auswerter beim Rechnen zur Verfu¨gung stehen. Damit ist die Turingmaschine in der
Lage alles zu berechnen was sich formalisieren la¨sst. Turing stellte jedoch fest, dass mit
dem λ–Kalku¨l Funktionen formulierbar sind, fu¨r die seine Maschine kein Ergebnis liefert,
und dass es zur Abscha¨tzung, ob dies der Fall sein wird, keine automatische Berechnung
gibt. Er stellte allerdings weiter fest, dass die Maschine mit Wissen um die Eigenschaf-
ten der zu berechnenden Funktion zum Erzeugen eines Ergebnisses gezwungen werden
kann [Tur36].
Theoretische Bedeutung. Mit den formalen Rechenregeln des λ–Kalku¨ls, die alles u¨ber
Berechenbarkeit aussagen, sind offensichtlich mehr Funktionen formulier-, als vollsta¨ndig
auswertbar, was auf einen scheinbaren Widerspruch hindeutet. Dass Widerspruchsfrei-
heit komplexer formaler Systeme jedoch nicht formal belegbar ist, wurde bereits 1931
von Kurt Go¨del in seinen Sa¨tzen zur Unvollsta¨ndigkeit nachgewiesen [Goe31]. Aller-
dings erfordert der eindeutige und vollsta¨ndig berechenbare Transfer einer Formulierung
aus einem Kontext in einen anderen genau die Widerspruchsfreiheit der Transformations-
vorschrift. Eine mo¨gliche Erkla¨rung fu¨r dieses Pha¨nomen ist die zugrundeliegende nicht
entscheidbare Mehrdeutigkeit von Sprache, die spa¨ter von Noam Chomsky bei seiner
Suche nach formalen Regeln der Sprachbildung festgestellt wurde [Cho57]. Inwieweit die-
ses Problem auch den Menschen bei der regelhaften Formulierung von Wissen betrifft
ist zwar noch unklar, fest steht jedoch, dass er gegenwa¨rtig in der Praxis effizienter mit
der Nichtentscheidbarkeit eines Problems umgehen kann, als ein formales Regelsystem,
auf einer Turingmaschine [Hof01]. Im Zweifel ist der Mensch in der Lage eine Berech-
nung als erfolglos zu bewerten und abzubrechen. Beispiel dafu¨r bildet das Halteproblem
und dessen Verallgemeinerung im Satz von Rice, der sinngema¨ß besagt, dass es kein
Programm gibt, das fu¨r alle beliebigen anderen Programme feststellt, ob diese immer
terminieren. Der Mensch ist jedoch in der Lage eine natu¨rlichsprachliche Repra¨sentati-
on in eine anwendbare reproduzierbare formale Repra¨sentation zu u¨berfu¨hren, derartige
Nichtentscheidbarkeit bis zu einer gewissen Komplexita¨t intuitiv zu erkennen, und ent-
sprechende Parameter zu setzten. Es scheint so als wa¨re der natu¨rlichsprachliche Umgang
mit Mehrdeutigkeit ”ma¨chtiger” als der formalsprachliche, was eben zu der intuitiven
Formalisierungslu¨cke fu¨hrt, wenn Wissen aus der kontextabha¨ngigen in die formal bere-
chenbare Doma¨ne u¨bertragen wird.
Praktische Bedeutung. Aktuell in der Praxis verfu¨gbare Rechner beruhen auf der von
Neumann-Architektur, die eine effiziente Umsetzung der allgemeinen Turingmaschine
darstellt. Das bedeutet, sie unterliegen genau den Restriktionen, die zur semantischen
Lu¨cke fu¨hren. Damit la¨sst sich folglich feststellen, dass es aktuell keine praktikable auto-
matische Methode gibt, um Wissen kontextunabha¨ngig in eine formale Repra¨sentation zu
u¨bertragen. Folglich la¨sst sich die semantische Lu¨cke nicht schließen. Dies gilt fu¨r Program-
mierung im Allgemeinen. Fu¨r die Bildanalyse bedeutet dies konkret, dass ein Allgemeines
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Lernverfahren (Gl. 2.1) nicht existiert, (Gl. 2.2). Um trotzdem den Transfer aus einer kon-
textabha¨ngigen in die formale Doma¨ne zu ermo¨glichen, ist es notwendig die Schnittstellen
zwischen den Doma¨nen und die Anforderungen zur Minimierung der Schnittstellen zu
bestimmen. Dies mittels Benutzerschnittstellen und entsprechender Datenabstraktion zu
vereinfachen ist Aufgabe der Softwaretechnik. Dabei ist das Ziel eine Software, die es dem
Anwender ermo¨glicht die Ergebnisse des Algorithmus ohne technische Erla¨uterung des
Entwicklers zu interpretieren sowie sein Wissen in Parametrierungen auszudru¨cken, ohne
die technischen Details der Umsetzung zu kennen. Ein solcher Ansatz erfordert jedoch
bei der Entwicklung von Methoden zur Wissensrepra¨sentation fu¨r die doma¨nenspezifi-
sche Objektextraktion Kenntnisse der formalen Grundlagen der Bildverarbeitung, die im
Folgenden entsprechend der Abstraktionsschritte untersucht werden (Abb. 2.2).
2.4.2. Bildpixel
In digitalen Bildern f bilden die Pixel die einzig verfu¨gbare unmittelbare low-level Infor-
mation. Formal ist ein digitales Bild genau eine Abbildung aus einem Koordinatenraum
~X in einen Farbraum ~C:
f(~x) ⇒ ~c; ~x ∈ ~X,~c ∈ ~C (2.3)
Diese funktionale Sichtweise modelliert das funktionale Prinzip der Aufnahmetechnik, bei
der einem geometrisch vorgegebenen Bildpunkt ~x eine Farbe zugeordnet wird. Ein Bild f
la¨sst sich allerdings auch als Mengenrelation formalisieren, in der die einzelnen Elemente,
n-Tupel (x, y, c) aus den zweidimensionalen kartesischen Koordinaten (x, y) sowie der
Farbinformation c bilden. Die Elemente p = (x, y, c) werden auch als Bildpixel bezeichnet.
Dabei unterstreicht die Mengensichtweise den diskreten Charakter von Bildinformation,
wa¨hrend die funktionale Sichtweise kontinuierliche Modellierungen vorsieht.
Der Farbraum ~C ist abha¨ngig von der Aufnahmetechnik. Fu¨r die Modalita¨ten wie CT,
Ro¨ntgen oder MRT bildet C die Intensita¨ten von Schwa¨chungskoeffizienten oder Proto-
nendichten an definierten Bildpositionen ~x in Form einer Grauwertsakala ab. In lichtmi-
kroskopischen oder endoskopischen Aufnahmen ist ~C ein dreidimensionaler Farbraum, der
jedoch fu¨r die Auswertungen meist zu einer eindimensionalen Intensita¨tsdimension zusam-
mengefasst wird. Methoden fu¨r einen dazu eventuell notwendigen Vorverarbeitungsschritt,
beziehungsweise Anwendungen die jeweils eigene Modelle zur Farbraumanalyse erfordern,
werden anderweitig in der Literatur untersucht [Pal03].
2.4.3. Kanten
Einen Pixel einer Kante zuzuordnen ist theoretisch eindeutig, da sich Kanten aus dem
Grauwertunterschied benachbarter Pixel ergeben. Ihre Abstraktion erfordert lediglich ei-
ne Bestimmung von Differenzen, die als Gradienten bezeichnet werden. Praktisch sind
allerdings vier Kriterien zu beru¨cksichtigen [Hab85, Leh97].
1. Im u¨blichen rechteckigen Pixelraster kommt es vor, dass Kanten geometrisch zwi-
schen zwei real existierenden Pixeln verlaufen.
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Abbildung 2.4.: Der umrandete Ausschnitt der Handradiografie zeigt eine linsenfo¨rmige Wachstums-
zone, wie sie bei der Maturita¨tsbestimmung betrachtet wird (links). In der von einem Scanner erzeugten
Matrix der Pixelinformation dieses Bereichs ist die Wachstumszone ohne visuell erfahrbare Grauwerte
nicht als solche erkennbar (rechts).
2. Eine reale Kante stellt sich im Bild als Nachbarschaft paralleler Linien unterschiedli-
cher Intensita¨t dar, so dass theoretisch jeder einzelne Grauwertu¨bergang eine Kante
liefert.
3. Entlang einer visuell nachvollziehbaren Kante a¨ndern sich die Grauwerte.
4. Die Richtung der Kante a¨ndert sich.
Aus diesen Gru¨nden erfordert eine praktische Kantenextraktion bereits eine geeignete
Methodenauswahl der Differenzenberechnung durch einen Experten. Dabei werden zum
einen die Kriterien des anwendungsrelevanten Kantentyps und zum anderen die verfu¨gba-
ren Pixeldaten beru¨cksichtigt. Die Entwicklung entsprechender Filter- und Extraktions-
methoden ist eine der zentralen Aufgaben der Bildverarbeitung [Hab85, Leh97, Jae97].
2.4.4. Texturen
In Bildern ist das menschliche Auge in der Lage charakteristische Muster in Fla¨chen zu
erkennen, fu¨r die in der Bildverarbeitung der Begriff Textur verwendet wird. Fu¨r diesen
Begriff gibt es keine einheitliche Definition, und im Folgenden werden die wichtigsten
Formulierungen und ihre Konzepte benannt.
1. Textur ist die periodische Wiederholung eines Musters: Dabei wird davon ausgegan-
gen, dass eine charakteristische Anordnung von Pixelintensita¨ten wiederholt benach-
bart auftritt. Ziel ist es diese Elemente zu finden, aus denen die Textur kombiniert
ist [Har73, Pal03].
2. Textur ist eine eindeutige Verteilung von Grauwertnachbarschaften: Hier geht man
davon aus, das die Verteilung von Grauwerten in ihrer ra¨umlichen Nachbarschaft
charakteristisch ist. Ziel ist die korrekte Identifikation der Form der Nachbarschaft,
sowie der statistischen Eigenschaft der Grauwertverteilung [Har73, Pal03].
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3. Textur ergibt sich aus dem optischen Fluss: Hierbei wird angenommen, dass die
Hauptrichtungen der An- und Abstiege der lokalen Grauwertnachbarschaften einen
visuellen Gesamteindruck ergeben. Ziel ist die Bestimmung dieser Hauptrichtungen
a¨hnlich zu den Gradienten [Car02].
Textur wird wie die Bildsegmentierung seit 40 Jahren untersucht, und in der Literatur
gibt es fu¨r jedes Paradigma Anwendungsbeispiele die seinen erfolgreichen Einsatz zur
Erkennung von Mustern belegen, was ebenfalls darauf hindeutet, dass es hierfu¨r kein
einheitliches Konzept gibt [Har73, Com99, Pal03, Car02]. Die Auswahl des Texturpara-
digmas erfordert wie die Kantenextraktion entsprechendes technisches Wissen u¨ber die
Bildanalyse.
2.4.5. Regionen
Ausgehend von den Pixeldaten bildet eine zusammenha¨ngende Region R die Abstrakti-
onsstufe, auf der ein Objekt charakterisiert wird. Da fu¨r die objektbasierte Bildanalyse
eine explizite Extraktion erforderlich ist, sind sowohl Kanten als auch Texturinformation
relevant (Abs. 2.2.1). Kanten alleine liefern nicht zwingend geschlossene Umrisse und eine
Textur endet je nach Paradigma nicht zwingend an einer semantischen beziehungsweise
visuell wahrgenommenen Objektgrenze. Dieses Pha¨nomen wird auch als Delineationspro-
blematik bezeichnet.
Die Segmentierungsaufgabe entspricht allgemein der Identifikation zusammenha¨ngender
Teilmengen relevanter Pixel eines Bildes. Aus theoretischer Sicht entspricht die maximal
mo¨gliche Zahl dieser Teilmengen, bei einer Bildgro¨ße von |f | = x × y, x, y ∈ N Pixeln
anna¨hernd deren Potenzmenge.
|P(f)| = 2|f | (2.4)
Dabei gibt | · | den Betragsoperator zur Bestimmung der Gro¨ße einer Menge an. Die
absolute Anzahl der zusammenha¨ngenden Teilmengen ha¨ngt dabei vom Seitenverha¨ltnis
des Bildes und der lokalen Nachbarschaft ab und la¨sst sich ohne explizite Konstruktion
nicht ohne weiteres geschlossen darstellen. Um dennoch eine Abscha¨tzung der Gro¨ße zu
erhalten, wird in der Informatik die O-Notation verwendet.
o(2n) = 2c·|f |−d; 0 ≤ c, 0 ≤ d (2.5)
Dieser Ausdruck gibt die generelle Abha¨ngigkeit der Gro¨ßenordnung konstruierter Mengen
von einer Grundmenge der Gro¨ße n ∈ N an. Dabei beschreiben die Koeffizienten c, d,∈ R
eine lineare Abha¨ngigkeit von |f |. Das kleine o gibt an, dass es sich um eine untere
Schranke handelt. Fu¨r die Segmentierungsaufgabe wird an der folgenden Konstruktion
einsichtig, dass Gleichung (2.5) tatsa¨chlich eine untere Schranke bildet.
In einem Bild |f | der Dimension x × y = |f |, x, y ∈ N wird entlang einer Kante der
La¨nge x eine Linie L gezogen. Im Abstand von drei Pixeln wird senkrechte zu L jeweils
ein Linie bis zum gegenu¨berliegenden Bildrand verbunden, die parallel zur Kante der
La¨nge y verla¨uft. Damit sind zwar x + (x
4
· y) = x + |f |
4
Pixel fest belegt, jedoch lassen
sich nun |f | − (x + |f |
4
) = 3
4
· |f | − x Pixel frei wa¨hlen, wobei jede Variante immer eine
zusammenha¨ngende Region des Bildes darstellt. Die resultierenden Belegungen bilden
somit eine bina¨re Maske mit der folgenden Anzahl an Elementen:
o(2n) = 20,75·|f |−x (2.6)
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Eine Schicht einer CT-Aufnahme hat gegenwa¨rtig die Gro¨ße von 512× 512 Pixeln, womit
sich aus (2.6) ein Suchraum mit der Anzahl aller derart konstruierten Elemente ergibt.
o(2n) = 20,75·262144−512 = 2196096 ≈ 1059030 (2.7)
Ausgehend davon, dass pro Taktzyklus eines Rechners eine derartige Partition auf Re-
levanz bezu¨glich der gesuchten Objekte getestet wird, dauert dies bei heute ga¨ngigen
Rechnern mit ca. 109 Operationen pro Sekunde 10
59030
109
= 1059021 Sekunden, also ca. 1059013
Jahre. Dabei werden nicht einmal alle tatsa¨chlichen zusammenha¨ngenden Partitionen ei-
nes Bildes, sondern lediglich die Regionen in der beschriebenen Konstruktion erfasst. Zur
Regionenextraktion aus einem Bild ist es folglich unmo¨glich den gesamten Suchraum aller
mo¨glichen Partitionen explizit zu durchmustern.
Die notwendige Einschra¨nkung des Suchraumes erfordert anwendungsabha¨ngige Annah-
men u¨ber das Aussehen relevanter Regionen, deren Pixelzusammensetzung sowie der
Kanten- und Texturstruktur. Diese Annahmen werden auch als heuristisch bezeichnet,
da sie nicht formal und deterministisch aus den Daten ableitbar sind, sondern auf einer,
wenn auch gut begru¨ndeten, aber trotzdem subjektiven Einscha¨tzung des Methodenent-
wicklers beruhen. Der Suchraum der Regionen bildet folglich die formale Grundlage fu¨r
die eigentliche Objektextraktion. Es wird deutlich, dass durch seine unumga¨ngliche Ein-
schra¨nkung in jedem Fall die extrahierbare Auspra¨gungsvielfalt der Objekte eingeschra¨nkt
wird und somit bereits eine fundamentale Anforderung an die medizinische Objektextrak-
tion nicht mehr uneingeschra¨nkt erfu¨llbar ist (Abs. 2.2.2).
Methoden zur Regionenextraktion realisieren die Abstraktionsschritte aus den Abschnit-
ten 2.4.2 bis 2.4.5. Dabei ist es bereits erforderlich die semantische Lu¨cke zu u¨berschrei-
ten, da die Wahl der Operationen abha¨ngig von Bildmaterial und Objektrepra¨sentation,
und somit Anwendungswissen ist. Wird die Auswahl stark auf das Anwendungswissen
ausgerichtet, so ergeben sich zu spezielle Operatoren, die auf genau einen Objekttyp
beschra¨nkt und nicht ohne weiteres transferierbar sind [Arm99, Zan01, Rub02, Sol97].
Eine zu allgemeine Ausrichtung liefert hingegen eine zu große Zahl irrelevanter Regionen,
die nachtra¨glich reduziert wird [Gau99, Jak96, Sal92]. Daraus ergibt sich der heuristi-
sche trade-off zwischen generalisierter Repra¨sentation der Varianz biologischer Objekte
und deren Bildakquise sowie dem spezialisierten Abbilden des Kontextwissens fu¨r eine
konkrete Anwendung. Bereits diese grundlegenden Operationen bilden den Teil der se-
mantischen Lu¨cke, der nicht schließbar ist, da in jedem Fall technische Kenntnisse der
Bildverarbeitung und der Anwendung beno¨tigt werden. Ausgehend von diesen gegebenen
technischen Voraussetzungen werden daher Methoden der Objektmodellierung betrachtet,
um die Integration von Anwendungswissen zu untersuchen.
2.4.6. Konzepte der Objektmodellierung
In den vorangegangen Abschnitten wurde die Abstraktionspyramide der Bildverarbeitung,
vorgestellt, die dazu dient die Menge an Pixeldaten entsprechend aufzubereiten, so dass
sie zum einen fu¨r unterschiedliche Objekttypen charakteristische Beschreibungen erzeugen
und zum anderen automatisiert vergleichbar werden. Dabei lassen sich drei Prinzipien der
Repra¨sentation unterscheiden [Ull96, For03].
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Erscheinungsbasiert. Grundlage dieses state-of-the Art Ansatzes bildet die Korrelation
eines allgemeinen Modells des gesuchten Objekttyps mit realen unbekannten Bilddaten.
Eine prominente Anwendung sind die Active Shapes [Coo92]. Hierbei liefert pixelwei-
ses Markieren des Umrisses relevanter Regionen in einem Bild durch einen Experten die
Fla¨chen eines dargestellten Objektes. Damit stehen automatisch die Kontur-, und Tex-
turinformation der Darstellung zur Verfu¨gung (Abs. 2.4.3 und 2.4.4). Fu¨hrt der Experte
diese Markierung fu¨r eine entsprechende Menge von Objekten durch, so existieren ent-
sprechende Repra¨sentationen fu¨r alle gesehenen Auspra¨gungen. Diese Repra¨sentationen
werden zu einem einzigen Modell u¨berlagert und die Unterschiede in der Form einiger
weniger Verformungsparameter extrahiert. Experimente deuten darauf hin, dass bei einer
ausreichenden Zahl an Beispielen, unabha¨ngig vom Objekttyp und Gro¨ße des Modells,
i.d.R. eine Zahl von 10 Variationsparametern ausreichend ist, um fast alle Auspra¨gungen
abzudecken, was an sich eine bemerkenswerte Beobachtung ist [Koh04].
Um nun in unbekannten Bildern a¨hnliche Objekte zu identifizieren, werden Korrelationen
von Deformationen an verschiedenen Bildpositionen berechnet. Liegt ein gesuchtes Objekt
im Bild, so gibt es eine Verformung und Position des Modells, fu¨r das die Kanten und
Fla¨chen entsprechend hoch korrelieren. Dieses Matching ist ein Optimierungsproblem, bei
dem der Suchraum aus den Bildpositionen und Deformationsparametern besteht. Wie bei
allen Optimierungsaufgaben muss die Funktion zur Variation der Parameter heuristisch
bestimmt werden und hinzu kommt der erhebliche Aufwand bei der Erstellung der Model-
le [Wol97, Koh04]. Bei unbekannten Objekten, die wa¨hrend einer Untersuchung u¨berpru¨ft
werden sollen ist es nicht mo¨glich das Modell und die Deformationsparameter zeitnah zu
erstellen. Außerdem erfordert die A¨nderung einer Modalita¨t oder Untersuchungstechnik
die Neuerstellung der Objektmodelle. Ein praktisches Probleme ist die Bestimmung der
Skalierung. Aus diesem Grund ist vermutlich gegenwa¨rtig kein automatisiertes Verfahren
dokumentiert, das den Anforderungen der medizinischen Objektextraktion aus Bildserien
genu¨gt.
Konturbasiert. Aktive Konturmodelle bilden eine physikalische formbasierte Modellie-
rung von Objekten. Diese entsprechen hier einer geschlossenen Kontur, die entweder durch
Aufblasen aus einer initial kleinen oder durch Zusammenziehen einer das ganze Bild um-
spannenden Startkontur entstehen [Kas87]. Dabei dient ein Gradientenbild der Steuerung
des Adaptionsprozesses (Abs. 3.1.1). In der allgemeineren Formulierung – als level-sets –
werden Aufblasen, bzw. Kontraktion a¨hnlich der Heat-Gleichung als physikalische Ener-
gieverteilung modelliert (Abs. 3.1.2), wobei zwischen der a¨ußeren und inneren Energie
in Form des Gradienten und der Kraft zwischen den Konturabschnitten unterschieden
wird [Set99]. Damit lassen sich auch Konturen fu¨r Abschnitte bestimmen, in denen die
visuelle Repra¨sentation nicht vorhanden ist. Allerdings erfordern aktive Konturen eine
spezielle Behandlung von Lo¨chern, da diese ein Aufreißen und Neuverbinden der Front er-
fordern [Bre01]. Die Form eines gesuchten Objektes steckt implizit in den Energietermen,
die den Adaptionsprozess steuern. Diese sind wenig intuitiv und hochgradig auf Bildmate-
rial und Zielform angepasst [Bre01]. Ein robustes intuitives Training a-priori unbekannter
Regionen, wie es die medizinischen Anwendungen erfordern, ist ohne erhebliche technische
Kenntnisse nicht mo¨glich (Abs. 2.2).
Deskriptiv. Bei der deskriptiven Modellierung wird davon ausgegangen, dass mit Hilfe
von low-level Operationen der Bildanalyse aus einem Bild automatisch eine formale Re-
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pra¨sentation der enthaltenen Kanten, Texturen oder Regionen extrahiert wird (Abs 2.4.2
bis 2.4.5). Fu¨r diese formale Repra¨sentation werden dann numerische deskriptive Eigen-
schaften berechnet, die einen Datenraum aufspannen. Die eigentliche Objektextraktion
erfolgt darin mittels Identifikation der Eigenschaften, die fu¨r die gesuchten Objekte cha-
rakteristisch sind [Sen95, Pet02]. Hierbei kommen Methoden der Mustererkennung des
Maschinenlernens und allgemeinen Data-Mining zum Einsatz [Dud01, Han01, The03].
Die meisten aktuellen Systeme zur Objektextraktion arbeiten nach diesem Prinzip. Dabei
werden zwei Konzepte unterschieden.
• Regelbasiert: In diesem Fall wird das Wissen in Form von Ableitungen gelernt, die
Eigenschaften von Objekten beziehungsweise Bildbereichen erfassen. Die Regionen
werden dann mit Hilfe von Inferenzschemata identifiziert [Dje03, Wan01].
• Statistisch: Hierbei wird dem Verfahren eine entsprechend große Anzahl an Refe-
renzen gezeigt, aus denen es dann eine Beschreibung lernt. Dies wiederum ist fu¨r
jeden Objekt- und Bildtyp erforderlich [Jia05, Car02, Wan01].
Charakteristisch fu¨r die umgesetzten Verfahren ist der experimentelle Charakter. Das be-
deutet die Anwendung stellt spezifische Anforderung an einen Datenkorpus im Hinblick
auf die Bildgro¨ße, die Zahl und Art der identifizierbaren Objekte, die Parametrierung der
low-level Bildverarbeitung und vor allem der Data-Mining Methoden die zur Objektmo-
dellierung verwendet werden. Aus diesem Grund eignen sie sich nicht fu¨r medizinische
Anwendungen im Sinne der formulierten Anforderungen (Abs. 2.2).
Aktive Formmodelle und konturbasierte Methoden sind die state-of-the-art Ansa¨tze zur
Objekterkennung. Sind die Objekttypen bekannt, so liefern sie reproduzierbare Ergebnis-
se. Ihre Parametrierung ist aus technischer Sicht nachvollziehbar und la¨sst sich in einem
geschlossenen Modell ermitteln [Leh05b]. Nachteil fu¨r die allgemeine Objekterkennung ist
allerdings der Modellierungsaufwand. Die Modellierung eines einzigen Objekttyps erfor-
dert theoretisch die Betrachtung aller mo¨glichen Auspra¨gungen, die dann auf der Pixe-
lebene manuell markiert werden. Hinzu kommt die Abha¨ngigkeit vom Bildmaterial im
Hinblick auf Grauwertverteilung, Objektgro¨ßen und Anzahl. Aus diesen Gru¨nden wird
auch weiterhin in zahlreichen Lo¨sungen zur Objektextraktion auf eine deskriptive Mo-
dellierung zuru¨ckgegriffen (Abs. 3.1). Diese bietet zwar theoretisch ho¨chstmo¨gliche Fle-
xibilita¨t bei der Objektbeschreibung, wie sie fu¨r medizinische Anwendungen gefordert
wird (Abs. 2.1 u. 2.2), erfordert allerdings auch eine spezifische Rohdatenabstraktion
und Parametrierung der Abstraktionskette, was nicht ohne Weiteres standardisierbar ist
(Abs 2.4.2 bis 2.4.5). Daru¨berhinaus basieren alle Modellierungsansa¨tze auf maschinellen
Lernverfahren, die ebenfalls grundlegenden Restriktionen unterliegen. Im Folgenden Ka-
pitel wird eine Vorgehensweise entwickelt, die die Abstraktionskette sowie das Lernen von
Objekten fu¨r einen deskriptiven Modellierungsansatz standardisiert.
RWTH AACHEN · UNIVERSITA¨TSKLINIKUM
INSTITUT FU¨R MEDIZINISCHE INFORMATIK
Abteilung Medizinische Bildverarbeitung
Stand: 30. Oktober 2007
Autor:
Christian Thies
Schließen der semantischen Lu¨cke Seite: 30 von 169
RWTH AACHEN · UNIVERSITA¨TSKLINIKUM
INSTITUT FU¨R MEDIZINISCHE INFORMATIK
Abteilung Medizinische Bildverarbeitung
Stand: 30. Oktober 2007
Autor:
Christian Thies
3. Motivation des Frameworks
Frameworks werden in der Softwaretechnik dann eingesetzt, wenn eine komplexe Aufgabe
in mehr als einem Teilschritt durchfu¨hrbar ist und dabei unterschiedliche Vorgehensweisen
und Methodenkombinationen mo¨glich und sinnvoll sind. Der Begriff Framework ist nicht
scharf definiert, sondern beschreibt Organisationsmodelle zur strukturierten Vorgehens-
weise bei der Aufgabenlo¨sung. Bekannte Frameworks sind das “.NET-Framework(TM)”
von Microsoft oder die Frameworks der Eclipse Plattform [Abr04, Bud03]. Sie unterstu¨tzen
die Durchfu¨hrung von Softwareprojekten durch Bereitstellung von Browsern, Editoren,
Compilern, Versionsverwaltung, grafischen Elementen und Funktionsbibliotheken. Dabei
sind alle Komponenten frei implementier- und kombinierbar, werden jedoch durch ein-
heitliche Kommunikationsschnittstellen miteinander verbunden.
Ein Framework bildet folglich ein Geru¨st von Vorgehensweisen und Schnittstellen, in das
ein Entwickler eigene konkrete Methoden einsetzt. So existieren zur Lo¨sung einer Aufga-
be durchaus verschiedene Frameworks, die jeweils die Vorgehensweise und die Verbindung
zwischen Methoden, bei einem gro¨ßtmo¨glichen Maß an Flexibilita¨t, standardisieren. Ne-
ben der Beschleunigung von Entwicklungszeiten ist die erho¨hte Stabilita¨t ein Vorteil stan-
dardisierter Komponenten. Sie sind durch die ha¨ufige Verwendung in unterschiedlichen
Kontexten besser getestet als generische Implementierungen, was gerade fu¨r medizinische
Anwendungen von zentraler Bedeutung ist [Leh05a]. Ein Framework ist jedoch immer ei-
ne formalisierte Heuristik ohne Allgemeingu¨ltigkeitsanspruch, da andere Vorgehensweisen
ebenfalls zum Erfolg fu¨hren. Zur Lo¨sung einer konkreten Aufgabe ist es allerdings erfor-
derlich sich auf eine konkrete Variante festzulegen. Aus den U¨berlegungen in Kapitel 2
werden im Folgenden die Anforderungen an Komponenten und Struktur eines Frameworks
zur Objektextraktion abgeleitet.
3.1. Regionenbasierte deskriptive Modellierung
Um den trade-off zwischen Generalisierbarkeit und Spezialisierung von Operationen zu
realisieren, werden in dieser Arbeit zwei Eigenschaften von Objekten als axiomatisch
angenommen.
1. Reale Objekte grenzen sich immer physikalisch durch eine Phasengrenze von ihrer
Umgebung ab. Wird diese Grenze von einem Sensor abgebildet, liefert dies entspre-
chende Grauwertunterschiede im digitalisierten Bild. Wird umgekehrt diese Grenze
nicht abgebildet, so kann sie auch in der digitalen Repra¨sentation nicht identifiziert
werden.
2. Reale Objekte erfu¨llen die Zusammenhangseigenschaft. Das bedeutet sie werden
auch durch den Sensor als ein zusammenha¨ngender Bereich repra¨sentiert. Steht kein
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entsprechendes Zusammenhangskriterium zur Verfu¨gung, dann wird die Region auch
nicht als solche erkannt.
Diese Axiome definieren die erste Heuristik, die zum U¨berbru¨cken der semantischen Lu¨cke
fu¨hrt, und sie schra¨nken die Methodenauswahl auf explizite Ansa¨tze ein. Sie basieren auf
der Annahme der visuellen Plausibilita¨t, was bedeutet, dass die extrahierten Segmente mit
Regionen korrespondieren, die sich visuell vollsta¨ndig von ihrer Umgebung abheben. Dabei
sei angemerkt, dass das menschliche Auge feine Kontrastunterschiede nur in schwach
kontrastierten Umgebungen wahrnimmt, wa¨hrend sich eine mathematisch berechneten
Differenz benachbarter Pixel unabha¨ngig von der Umgebung und konkreten Ho¨he ergibt.
Daher werden auch oft Regionen gefunden, die ein menschlicher Betrachter zuna¨chst nicht
wahrnimmt.
3.1.1. Visuelle Plausibilita¨t
Um diesen intuitiven Begriff formal zu erfassen, ist es sinnvoll sich an der Art der Verarbei-
tung visueller Information im Auge ho¨herentwickelter Lebewesen zu orientieren. Als Kri-
terium der visuellen Plausibilita¨t dienen lokale Kontraste die sich als Eigenschaften einer
Funktion der Grauwertverteilung im Bild ergeben [Mar80]. Dabei wird ein grauwertiges
Bild als Oberfla¨chenfunktion f aufgefasst g = f(~x), g ∈ N, ~x ∈ ~X, deren Eigenschaften es
in Form von Nullstellen ihrer partiellen Ableitungen ∇ zu analysieren gilt (Abb. 3.1).
(h  , h  )x y f(x)
h
Projektion von f(x) =(0,0)2
x
y
g
x
y
g
Abbildung 3.1.: Die Wendestellenkontur umschreibt die Form eines Objektes als Kontrastfunktion
des Bildes f , wobei hx, hy ∈ ~X die Richtungen anzeigen fu¨r die die Nullstellen von ∇
2 bestimmt werden.
Bereits Arthur Cayley und James Clerk Maxwell haben in der zweiten Ha¨lfte
des 19. Jahrhunderts Landvermessung und Potenzialverteilung in elektrischen Feldern als
Oberfla¨chenfunktionen beschrieben und die Extraktion beschreibender Merkmale in Form
von Ho¨henlinien und Linien gleicher Feldsta¨rke vorgeschlagen [Cay59, Max70]. Diese Art
der Suche nach isotropen Linien bildet die Grundlage jeder Form von Regionenextraktion.
Es waren jedoch zuna¨chst rein theoretische U¨berlegungen, da noch keine Methoden zur
Auswertung der finiten Elemente zur diskreten Oberfla¨chenberechnung in hinreichender
Auflo¨sung zur Verfu¨gung standen. Mit der Digitalisierung eines Bildes ist dies jedoch
mo¨glich und sogar notwendig geworden. Mittels der Operationen
lokale 1. Ableitung: ∇(f) =
(
∂f
∂x
,
∂f
∂y
)
, (x, y) ∈ f (3.1)
lokale 2. Ableitung: ∇2(f) =
(
∂f
∂2x
,
∂f
∂2y
)
, (x, y) ∈ f (3.2)
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wird eine zweidimensionale Funktion hier ein Bild f in seine Extrema und Wendestellen
zerlegt. Dabei bezeichnet ∂ den partiellen Ableitungsoperator der in diesem Fall in die
entsprechende Raumrichtung bestimmt wird. Die Lo¨sungen der folgenden Gleichungen
liefern damit die Extrema und Wendestellen der Funktion (Abb. 3.1).
0 = ∇(f) (3.3)
0 = ∇2(f) (3.4)
Dabei entspricht Gleichung 3.4 der Laplace Gleichung, und ihre Lo¨sung entspricht den
Nullstellen, wie sie von Cayley und Maxwell als Merkmale zur Oberfla¨chen- bzw.
Potenzialfeldanalyse vorgeschlagen wurden.
Der Transfer dieser Ansa¨tze fu¨r die Konturextraktion basiert auf den Erkenntnissen von
Marr und Hildreth [Mar80]. Sie formulierten die Theorie, dass die partiellen Ablei-
tungen eines Bildes in Richtung der Darstellungsebene (Gl. 3.1, 3.2 und 3.4) genau den
Linien des maximalen Kontrasts entsprechen, die das visuelle menschliche System wahr-
nimmt [Mar80]. Die Berechnung der partiellen Ableitungen ∇ und ∇2 ist nur numerisch
mo¨glich, da die erzeugende Funktion der Grauwertoberfla¨che eines Bildes nicht geschlossen
formuliert vorliegt. Daher stellt die Bildverarbeitung eine Reihe von Differenzialoperato-
ren zur Verfu¨gung, die eine Berechnung von Ableitungen durchfu¨hren. Darunter fallen
lineare Filtermethoden wie der Prewitt-, Sobel- oder Laplace-Operator sowie nichtlineare
Operationen wie morphologische Gradienten oder der optische Fluss [Leh97, Jae97]. Diese
Operationen sind u¨berwiegend Kantendetektoren (Abs. 2.4.3), denn die Bestimmung des
Differenzials von Texturen ist aufgrund der Ermangelung einheitlicher Operatoren nicht
ohne weiteres mo¨glich (Abs. 2.4.4).
Nachteil der Theorie von Marr und Hildreth ist die planare Zerlegung eines Bildes.
In einem Bild werden zwar alle Kontrastunterschiede bestimmt, aber eine Zuordnung
zu einem Objekt, das jeweils nur durch Teilstu¨cke von Konturen umrandet wird, ist
nicht mo¨glich. Daru¨berhinaus ist die Helligkeitsverteilung u¨ber die Kanten derart un-
terschiedlich, dass die Extraktion der geschlossenen Regionenkontur nicht immer mo¨glich
ist. Daher ist es erforderlich, die durch die Kontrastkonturen beschriebenen Regionen auf
unterschiedlichen Auflo¨sungsstufen (Skalen) gro¨ßenabha¨ngig zu betrachten.
3.1.2. Der Multiskalenansatz
Die Theorie des Skalenraums zur Merkmalsreduktion wurde erstmals geschlossen von
Witkin und Koenderink dargestellt [Wit83, Wit84, Koe84]. Witkin beschrieb, wie
sich allgemeine Merkmale eines Signals, wie dessen Extrema und Wendestellen, die sich
aus den Ableitungen ergeben, bei einer Gla¨ttungsoperation mit sukzessive vergro¨ßer-
tem Einflussbereich verhalten und welche Eigenschaften die Gla¨ttungsoperation erfu¨llen
muss [Wit83, Wit84]. Koenderink fu¨hrte diese U¨berlegungen mit der Theorie von Marr
und Hildreth zusammen und formulierte die aus der Physik bekannte Heat-Gleichung
zur Wa¨rmeausbreitung als Modell zum effizienten Berechnen der multiskalaren visuellen
Merkmale [Koe84]. Aus diesem Ansatz leitet sich der Multiskalenansatz ab, der wie die
visuelle Plausibilita¨t aus der physikalischen Wahrnehmung motiviert ist. Der Parameter σ
bildet dabei die Propagation der Kurve, die sich aus der Nullstelle der zweiten Ableitung
der Wa¨rmeverteilung ergibt [Koe84]. Zur Lo¨sung dieser Gleichung stehen wie fu¨r alle
Bildanalysemethoden unterschiedliche Verfahren auf Basis der in den Abschnitten 2.4.2
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Abbildung 3.2.: Die Verfolgung der
Wendestellen (li.) eines eindimensiona-
len Signals (re.) liefert einen Fingerab-
druck des Signals [Wit84].
bis 2.4.5 sowie 3.1.1 beschriebenen Konzepte zur Verfu¨gung, so dass die geeignete Auswahl
eine Aufgabe der Methodenentwicklung ist. Ein initiales Verfahren wurde von Witkin
selber in geschlossener Form formuliert [Wit83]. Fu¨r ein Signal f ergibt sich die Fami-
lie der Skalen aus der Faltung mit einem Gaußschen Filterkern G mit festem Mittelwert
w ∈ R. Dabei wird die Breite von G mittels der Standardabweichung σ ∈ R variiert. Die
Zahl der Skalen S wird anwendungsspezifisch festgelegt und liegt sinnvollerweise zwischen
1 und der Maximalla¨nge |f | des Signals f [Bab86].
G(w, σ(s)) ∗ f ; s ∈ 1..S (3.5)
Fu¨r eindimensionale Signale wird im resultierenden sogenannten Fingerabdruck jedes Ex-
tremum sowie jedes Paar von Wendestellen verfolgt und so die charakteristischen Punkte
lokalisiert (Abb. 3.2). Dieses Prinzip wird Kausalita¨t genannt, bei dem ein Merkmal aus
einer feinen Skala eindeutig einem Merkmal in einer gro¨beren Skala zuordenbar ist, ohne
die zwischenliegenden Skalen zu betrachten. Dabei kommt es jedoch vor, dass die Merk-
male nicht ortsstabil sind, sondern in unterschiedlichen Skalen an leicht verschobenen
Positionen liegen. In zweidimensionalen Bildern werden die Wendestellen jedoch zu Kon-
turen (Abs 3.1.1) und hier haben weitergehende Untersuchungen gezeigt, dass die Kau-
salita¨tseigenschaft bei diesem Ansatz verletzt wird [Yui86]. Die Wendestellen im linearen
Skalenraum verhalten sich unvorhersehbar (Abb. 3.3). Ein lineares Multiskalenverfahren
zur Bildsegmentierung muss also eine geeignete Filteroperation, eine Merkmalsextraktion,
Ortsbestimmung und eine heuristische Kausalita¨tsanalyse implementieren [Lif90]. Diese
Analyse ist wiederum an den gesuchten Objekttyp gebunden und erfordert eine aufwendige
Parametrierung und somit Spezialisierung der low-level Operatoren [Lin91, Lin92, Lin94].
Es existieren jedoch auch nichtlineare Skalenra¨ume in denen Kausalita¨t und Ortsstabilita¨t
der visuellen Merkmale sichergestellt ist [Thi01, Thi03a].
Abbildung 3.3.: Linear gefilterte
Wendestellenkonturen zeigen im Merk-
malsraum nicht eindeutiges Verhalten.
Eine Wendestelle kann aufgelo¨st wer-
den, zwei Konturen fließen in eine, aus
einer Kontur entstehen zwei neue oder
eine Kontur entsteht aus dem Nichts.
3.1.3. Maschinelles Lernen von Objektmodellen
Auf Basis der visuellen Analyse ergeben sich explizite Bildregionen, die mittels formaler
Merkmale beschrieben werden. Hierzu stellt die Literatur Methoden zur Verfu¨gung, mit
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denen numerische Attribute einzelner Region bestimmt werden [Hab85, Leh97, Jae97,
Han00]. Konzeptionell wird erwartet, dass eine Gruppe relevanter Regionen durch ein
charakteristisches Muster dieser Attribute beschrieben wird. Allerdings existiert a-priori
keine analytische Beziehung zwischen den Regionenattributen und dem erwarteten Mus-
ter. Praktisch bedeutet dies, dass die Merkmalsauswahl heuristisch und a-priori alleine
vom Anwender getroffen werden kann. Aus diesem Grund ist auch die Zahl der theore-
tisch mo¨glichen formalen Attribute unbegrenzt, und die Literatur bildet nur einen kleinen
Ausschnitt ab.
Mustererkennung. Um die Muster der deskriptiven Modellierung zu erkennen, kommen
klassische Methoden des maschinellen Lernens zu Einsatz. Maschinelles Lernen basiert ty-
pischerweise auf einer Optimierungsaufgabe. Dabei werden dem Lernverfahren Beispiele
gezeigt, anhand derer ein deskriptives Muster “gelernt” wird, das genau die Beispiele
beschreibt. Diesem Ansatz liegt die Annahme zugrunde, dass a¨hnliche Beispiele auch
a¨hnliche Muster erzeugen. Wird nun eine unbekannte Beobachtung mit der gelernten Be-
schreibung verglichen und stimmen diese u¨berein, dann wird die Beobachtung der Klasse
der gezeigten Beispiele zugeordnet. Voraussetzung fu¨r den Vergleich ist ein Kriterium, an-
hand dessen entscheidbar ist, ob Beispiel und Beobachtung tatsa¨chlich u¨bereinstimmen.
Um Lernen zu automatisieren wird daru¨berhinaus eine automatische Ergebnisbewertung
mittels eines Vergleichs mit einer GT beno¨tigt (Abs. 2.3.3). Im Falle einer schlechten
Bewertung wird das Verfahren dann so modifiziert, dass es eine bessere Zuordnung lie-
fert. Dieser Prozess wird solange wiederholt bis das “bestmo¨gliche” Ergebnis erreicht
wird. Derartige Optimierungsprozesse unterliegen a¨hnlich der semantischen Lu¨cke syste-
matischen und unauflo¨sbaren Einschra¨nkungen, von denen wiederum die Methodenent-
wicklung abha¨ngt. Hauptprobleme sind die Bestimmung der Funktion, die das Verfahren
modifiziert und die Tatsache, dass es unmo¨glich ist zu bestimmen ob die korrekte formale
Beschreibung fu¨r das Vergleichskriterium gewa¨hlt wurde.
Eigenschaften der Mustererkennung. Fundamentale Aussagen u¨ber derartige Eigen-
schaften und Grenzen u¨berwachten Lernens von Mustern in multivariaten Verteilungen
werden in den no-free-lunch Theoremen (NFLT) gemacht. Sie stellen fest, dass es keine all-
gemeine formale Methode zum Finden eines optimalen Algorithmus fu¨r Lernaufgaben gibt,
die sich auf ein Optimierungsproblem reduzieren lassen [Wol96, Wol97, Wol05, Dud01]. Da
dies fu¨r die in dieser Arbeit vorgestellten numerischen Beschreibungen uneingeschra¨nkt
der Fall ist, ist es unumga¨nglich, die Methoden des Lernens fu¨r eine Anwendung von
Fall zu Fall anwendungsabha¨ngig und unter Zuhilfenahme von Wissen auszuwa¨hlen und
zu testen [Dud01]. Praktisch bedeutet dies eine vorwiegend experimentelle und proble-
mangepasste Auswahl und Parametrierung von Lernverfahren, wobei sich in keiner Weise
a-priori quantifizieren la¨sst, ob der ermittelte Ansatz der “Beste” ist [Wol05]. Von Theo-
doridis & Koutroumbas wird dies mit dem markanten Anglizismus “The proof of
the cake is in the eating not in the cooking” formuliert [The03]. Die NFLT gelten ins-
besondere fu¨r u¨berwachtes Lernen von Mustern in multivariaten Verteilungen, wie es in
der Bildanalyse verwendet wird. Es sei der Vollsta¨ndigkeit halber angemerkt, dass die
NFLT nicht allgemein fu¨r maschinelles Lernen gelten. So gibt es Ansa¨tze, die mit Hilfe
selbstmanipulierender Turingmaschinen selber ein optimales “Lernverfahren lernen”, was
jedoch die Reduktion der Lernaufgabe auf eine entsprechende formale Wortsuche erfor-
dert [Sch04]. Diese Methode wurde z.B. fu¨r die Tu¨rme von Hanoi angewandt und ist
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Datenbank Jahr(e) Suchterm Anzahl Treffer
PubMed 1965-2006 image segmentation object 255
PubMed 1965-2006 image segmentation 3302
Inspec 1969-2006 image segmentation medical object 336
Inspec 1969-2006 segmentation image medical 5073
Inspec 1969-2006 image segmentation 19802
PubMed 2005 image segmentation object 32
PubMed 2005 image segmentation 415
Inspec 2005 image segmentation medical object 34
Inspec 2005 image segmentation medical 581
Inspec 2005 image segmentation 1652
Tabelle 3.1.: PubMed verwaltet Zeitschriften mit explizitem Bezug zu medizinischen Themen
und Inspec Physics, Electronics and Computing bildet eine wichtige Literaturdatenbank fu¨r
angewandte Ingenieurswissenschaften. Die Suchterme wurden auf den Schlagwortfeldern fu¨r den
Gesamtkatalog und eingeschra¨nkt fu¨r das Jahr 2005 angewandt.
gegenwa¨rtig aufgrund des ungleich gro¨ßeren theoretischen und formalen Aufwandes fu¨r
komplexe Objektsuchen sowie des hohen Datenvolumens fu¨r die Bildanalyse nicht prak-
tikabel.
Diese theoretischen U¨berlegungen zu maschinellem Lernen und den NFLT im beson-
deren werden durch die praktischen Erfahrungen mit der Mustererkennung und ku¨nst-
lichen Intelligenz in den vergangenen Jahrzehnten besta¨tigt. Aufgrund der Tatsache,
dass es kein “bestes” Lernverfahren fu¨r Muster in multivariaten Verteilungen gibt, wird
die Vielzahl und Unterschiedlichkeit der erfolgreich publizierten Ansa¨tze zur Objekt-
suche deutlich. Diese liefern trotz unterschiedlicher Herangehensweise bei entsprechen-
der Parametrierung sowie Auswahl von Trainings- und Testdaten gute Erkennungsra-
ten [Xu00, Wan01, Car02, Lei03b, Dje03, Jia05]. Grundlegendes Problem bleibt jedoch
die Abha¨ngigkeit und Abbildung von Anwendungswissen gerade in Form der Parametrie-
rung und Datenauswahl.
3.2. Methodenentwicklung zur Objektextraktion
Aus den vorangegangenen U¨berlegungen leiten sich die allgemeinen Anforderungen an
ein Framework ab. Die konkrete Bedeutung des Frameworks und die Anforderungen
daran ergeben sich jedoch aus einer Beobachtung der Dokumentation, Evaluation und
Durchfu¨hrung der Methodenentwicklung.
3.2.1. Stand der Entwicklung
Die Extraktion biomedizinischer Objekte und ihre anwendungsabha¨ngigen Anforderungen
sind umfangreich dokumentierter Gegenstand der Forschung in der Bildverarbeitung. Die
grundlegende Aufgabe bildet dabei die Segmentierung eines Bildes in relevante Objekt-
bereiche und irrelevanten Hintergrund [Har84].
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Suchterm Anzahl Treffer
brain tumor segmentation 86
cell image segmentation 429
bone image segmentation 233
lung cancer nodule segmentation 24
Tabelle 3.2.: Die Anzahl der Vero¨ffentlichungen in der Inspec-Datenbank, die im Schlagwort-
suchfeld die jeweiligen Suchterme enthalten.
Eine entsprechende Schlagwortsuche in einschla¨gigen Datenbanken liefert die Zahl an
Vero¨ffentlichungen, in denen diese Problematik wissenschaftlich adressiert wird (Tab. 3.1).
Selbst die explizite Einschra¨nkung auf medizinische Objektsegmentierung liefert bei der
technisch orientierten Inspec Datenbank noch fast 340 Treffer. Die allgemeine Segmen-
tierung wird in der medizinisch ausgerichteten PubMed Datenbank bereits mit mehr als
5000 Eintra¨gen behandelt. Alleine im Jahr 2005 sind 1652 Vero¨ffentlichungen zur Seg-
mentierung in Inspec aufgenommen worden. Wie fu¨r die anderen Suchterme ergibt sich
daraus, dass mehr als 8 % der Artikel zum Thema alleine im vergangenen Jahr eingestellt
wurden. In PubMed wuchs das Volumen fu¨r alle Schlagwortkombinationen in 2005 sogar
um deutlich mehr als 12 % als in den vierzig Jahren zuvor.
Diese Fu¨lle an Vero¨ffentlichungen verdeutlicht zum einen die enorme und wachsende Be-
deutung der Bildsegmentierung in biomedizinischen Anwendungen zum anderen aber auch
die Tatsache, dass in den vergangenen knapp 40 Jahren keine integrierte umfassende
Lo¨sung gefunden wurde. Vielmehr werden fu¨r wichtige Anwendungen wie z.B. die Seg-
mentierung von Gehirntumoren, Zellen oder Knochen zahlreiche Varianten von Algorith-
men vorgeschlagen (Tab 3.2). Fu¨r spezielle Aufgaben, wie der Identifikation von Knoten
bei der Diagnostik von Lungenkrebs, liegen in Inspec immerhin 24 Vero¨ffentlichungen vor.
Trotz dieser Fu¨lle werden in der radiologischen Praxis keine Verfahren ohne Unterstu¨tzung
durch technische Spezialisten allta¨glich eingesetzt. Alleine in der Zytologie gibt es seit dem
Ende der 1990er Jahre einige kommerziell erfolgreiche Konzepte, wie “DiffMaster(TM)”
von Cella Vision zur Analyse weißer Blutko¨rperchen oder “Cellenger(TM)” der Firma
Definiens zur automatisierten Auswertung von Zellen. Diese Anwendungen sind jedoch
entweder hochspezialisiert auf einen Zelltyp oder so allgemein, dass sie wiederum ent-
sprechend umfangreiches technisches Fachwissen erfordern, das im klinischen Alltag nicht
verfu¨gbar ist. Es wird deutlich, dass ein erhebliches Potenzial an Verfahren vorliegt und
es notwendig ist, die Kluft zwischen Algorithmenentwicklung und Praxisintegration zu
betrachten. Dabei mu¨ssen weniger methodische als technische Aspekte wie die Validie-
rungsmo¨glichkeiten, Benutzerfu¨hrung, Softwarestabilita¨t sowie Daten-, Funktions- und
Pra¨sentationsintegration der Methoden in den Anwendungskontext beru¨cksichtigt wer-
den [Leh05a].
3.2.2. Evaluation in der Praxis
Da die Problematik der Evaluierbarkeit automatisierter Bildanalysemethoden nicht nur
auf die Objektextraktion zutrifft, fordern Plattformen wie das Insight Journal allgemein
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Entwickler dazu auf, ihre Methoden o¨ffentlich zuga¨nglich zu machen, um eine breite Ve-
rifikation zuzulassen. Dies umfasst sowohl die Anwendbarkeit als auch die Validierung.
Dazu stellt gegenwa¨rtig die Firma Kitware mit dem “Insight Toolkit” eine breite Soft-
warebibliothek mit aktuellen Bildanalysemethoden bereit, die in der Fachwelt wachsende
Verbreitung erfa¨hrt. Allerdings existieren noch keine konkreten und einheitlichen Vorge-
hensweisen zur Bewertung von Objektextraktion.
Inhaltsbasierte Bildsuche. Ein zur Objektextraktion a¨hnlich gelagertes Forschungsfeld
der Bildanalyse ist die inhaltsbasierte Bildsuche in medizinischen Datenbanken. Fu¨r die-
se existieren modellhafte Evaluationsstrategien mit Fallzahlen, die nicht mehr von einem
Methodenentwickler alleine u¨berschaubar sind, sondern medizinische Experten erfordern.
Dabei wird mit dem Wettbewerb “imageCLEF” sogar noch einen Schritt weitergegangen,
indem die Leistungen unterschiedlicher Algorithmen auf standardisierten Datenbanken
verglichen werden [Clo06]. Im Jahr 2005 bestand beispielsweise eine Teilaufgabe darin in
einer Datenbank aus 50.000 Bildern unterschiedlicher Modalita¨ten und Inhalte diejeni-
gen Bilder zu identifizieren, die 12 diagnostischen Themengebieten, z.B. Knochenbru¨chen
oder Emphysemen, entsprachen [Clo06]. Dazu wurden aus jedem Themengebiet ein bis
drei Beispielbilder bereitgestellt und als Anfrage an die Datenbank genutzt. Ziel war es
die Bilder mit dem jeweiligen diagnostisch relevantem Inhalt alleine anhand der visuellen
Information zu extrahieren. Den Teilnehmern war im Vorfeld nicht bekannt welche The-
mengebiete angefragt werden sollten und wieviele Bilder dazu in der gesamten Datenbank
vorliegen. Jede teilnehmende Gruppe hat die mit ihren Methoden identifizierten Bilder
aller Themengebiete zur Auswertung an die Oregon Health & Science University gesandt.
Hier wurde von 10 medizinischen Experten die Relevanz der gefundene Bilder jeder Ar-
beitsgruppe fu¨r jede der diagnostischen Fragestellungen bewertet und die korrekten und
falschen Ergebnisse geza¨hlt. Dazu wurden alle Bilder in einem entsprechenden grafischen
Interface gesichtet und mit den Bewertungen verknu¨pft.
Relevanz fu¨r Objektextraktion. Bei diesen Wettbewerben stellte sich ernu¨chternd her-
aus, dass die Rate der als korrekt bewerteten Bilder nur dann u¨ber 50 Prozent liegt, wenn
massiv Kontextwissen und Parametrierung durch Experten der Bildverarbeitung einfließt.
Hinzu kommt, dass bei den erfolgreichen Verfahren die Suche mehrere Stunden dauert,
da entsprechend komplexe formale Beschreibungen verwendet werden [Sim98, Thi05a]. Es
zeigt sich, dass Methoden erst durch diesen aufwendigen Reality-Check vergleichbar vali-
diert und die zu verbessernden Aspekte deutlich gemacht werden [Leh05a]. Dazu werden
entsprechende Methoden zum Verwalten der Daten sowie menschliche Experten beno¨tigt,
die vom Methodenentwickler unabha¨ngig sind
Auch fu¨r die Objektanalyse ist dieses Problem bekannt und es gibt ebenfalls Bestrebun-
gen, eine Leistungsbewertung auf Basis von Realweltdatenbanken einzufu¨hren [Mar01].
Bei generalisierten Ansa¨tzen zur Kantendetektion als Vorverarbeitungsschritt der Seg-
mentierung sind die erzielbaren Genauigkeiten von a¨hnlich ernu¨chternder Qualita¨t wie
bei der inhaltsbasierten Bildsuche [Kau04]. Im Mittel lieferten die getesteten Verfahren
60 Prozent der handmarkierten Kanten in 100 Testbildern. Hier sind bisher noch keine
weiteren nennenswerten Fortschritte der Vereinheitlichung erzielt worden und speziell fu¨r
medizinische Anwendungen liegen keinerlei allgemein verbindliche Ansa¨tze vor.
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3.2.3. Anforderungen an Evaluationsmethoden
Eine fundamentale Erkenntnis aus der Forschung zur inhaltsbasierten Bildsuche und den
Erfahrungen mit der Objektextraktion ist die Notwendigkeit, dass Software zur Bildanaly-
se die Anwendungsanforderungen, Algorithmik und Ergebnisbewertung gleichermaßen in-
tegriert, um eine effiziente Methodenanpassung zu ermo¨glichen [Leh05a, Leh05b, Thi05a,
Gue06]. Sie beschra¨nkt sich also nicht auf die reine Algorithmik, sondern durchla¨uft alle
Stufen von der Anforderungsanalyse u¨ber Design und Implementierung hin zur Validie-
rung. Um nicht jedesmal eine vollsta¨ndig neue Lo¨sung zu entwickeln und so den notwendi-
gen Aufwand in Grenzen zu halten, sind zur Methodenentwicklung bereits kommerzielle
Frameworks wie “VisiQuest(TM)” von Accusoft, “Aphelion(TM)” von Amerinex oder
das freie “Insight Toolkit(TM)” von Kitware die ga¨ngige Praxis [Yoo04]. In den kommer-
ziellen Frameworks werden allerdings keine expliziten Komponenten zur Validierung von
Methoden und zur Repra¨sentation von Anwenderwissen zur Objektextraktion vorgesehen.
Ferner fehlen Konzepte zur Anwendungsintegration, die u¨ber das Bereitstellen allgemeiner
grafischer Bedienelemente hinausgehen. Sie werden vielmehr bei Bedarf anwendungsspe-
zifisch implementiert und sind daher nur bedingt vergleichbar. Die Entwicklung einer
vollsta¨ndigen Methode zur Objektextraktion erfordert jedoch gerade die Erfu¨llung aller
Anforderungen an eine medizinischen Software, was vor allem Methoden zur Validierung
und zur Anwenderinteraktion einschließt [Leh05a].
3.3. Anforderungen an das vorgestellte Framework
Die in Kapitel 2 vorgestellten U¨berlegungen verdeutlichen dass die objektorientierte Bild-
analyse ein offenes Problem der Bildverarbeitung ist, das in seiner Gesamtheit nur mit-
tels heuristischer Ansa¨tze lo¨sbar wird. Fu¨r dieses Framework findet daher eine Ein-
schra¨nkung auf die regionenbasierte deskriptive Modellierung von Objektbeschreibungen
statt (Abs 3.1). Die Vielfalt an Vero¨ffentlichungen von Methoden, Teillo¨sungen und Kon-
zepten verdeutlicht dabei die Notwendigkeit einer strukturierten Vorgehensweise (Abs 3.2).
Um diese konkret in einer Software umzusetzen, ist ein Framework sinnvoll, in dem die
Vielfalt der Methoden bei einem Ho¨chstmaß an Standardisierung der Verarbeitungsschrit-
te nutzbar bleibt. Dazu sind die folgenden konzeptionellen und softwaretechnischen An-
forderungen zu erfu¨llen:
1. Das Framework modelliert die Datenverwaltung, Bildverarbeitungsmethodik, Wis-
sensrepra¨sentation, Anwendungsintegration und die Ergebnisbewertung.
2. Das Framework stellt Schnittstellen zur Datenintegration bereit, mit denen Bildse-
rien verwaltet, bearbeitet sowie die Extraktionsergebnisse dargestellt werden.
3. Die Modularisierung der einzelnen Operationen wird sichergestellt, so dass einzel-
ne Algorithmen fu¨r die Bildanalyse und Validierung mit dem Stand der Technik
austauschbar sind.
4. Die Anwenderschnittstelle bildet alle Operationen in entsprechende Bedienelemente
ab, so dass ein medizinischer Experte jederzeit am Entwicklungsprozess beteiligt
werden kann, ohne mehr technischen Details kennen zu mu¨ssen, als zur Abbildung
seines Wissens notwendig sind.
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5. Zur Validierung einer Methode stehen visuelle Kontrolle sowie automatisierte Ver-
gleiche mit einer standardisierten und a-prori definierten GT zur Verfu¨gung.
6. Die Validierung einer Methode mit einer einmal definierten GT bleibt auch dann
sichergestellt, wenn eine Operation bzw. ein Algorithmus ausgetauscht wird.
7. Die Schnittstellen zur Wissensrepra¨sentation und Validierung ermo¨glichen die Inte-
gration der methodenabha¨ngigen Parametrierungen des maschinellen Lernens.
In den folgenden Kapiteln wird ein solches Framework sowie seine Komponenten vorge-
stellt, die diese Anforderungen erfu¨llen.
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4. Aufbau und Prinzip des Frameworks
Abbildung 4.1.: Dargestellt ist die komponentenbasierte Sicht auf das Framework. Pfeile modellie-
ren den Daten- und Operationsfluss, wobei Boxen Operatoren und Ellipsen Daten repra¨sentieren. Das
anwendungsspezifische Wissen bilden die Operatorparametrierungen und deren Optimierung ab (Mitte).
Die Parameter bilden die Bru¨cke u¨ber die semantischen Lu¨cke und sind daher sowohl aus Entwicklungs-
als auch aus Anwendungssicht einstellbar (oben/unten).
Kernidee des Frameworks zur expliziten Objektextraktion aus Bildserien ist die Kom-
ponentensichtweise auf den automatisierten Extraktionsprozess sowie die Trennung von
Bildanalyse und Objektextraktion (Abb. 4.1) [Thi02]. Dabei wird zwischen Anwender-
und Entwicklersicht getrennt, um die Abha¨ngigkeiten von semantischer Lu¨cke und Kon-
textwissen zu modellieren. Hauptproblem bilden dabei die technisch notwendigen und
anwendungsabha¨ngigen Parametrierungen der Verfahren [Leh05a].
4.1. Entwicklungssicht
In der Entwicklungssicht werden die einzelnen Komponenten des Frameworks ausgewa¨hlt
und in den Datenfluss integriert (Abb. 4.1 o.). Dabei sind fundamentale Kenntnisse der
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Methoden und ihrer Anwendbarkeit erforderlich, wobei die Integration jedoch unabha¨ngig
von der konkreten Anwendung ist. Einzig die Auswahl der Komponenten, die tatsa¨chlich
realisiert werden, ist vom Anwendungsfall abha¨ngig.
4.1.1. Komponenten der Objektextraktion
Die Objektextraktion wird in vier operationale Einheiten zerlegt, deren Komponenten
beliebig austauschbar sind.
Bildanalyse. Zuna¨chst werden die Eingabebilder mit Methoden der Bildanalyse in vi-
suell plausible Regionen partitioniert (Abs. 2.4.2- 2.4.5), ohne den Regionen eine an-
wendungsspezifische Semantik zuzuordnen. Sie werden lediglich nach dem Paradigma der
visuellen Plausibilita¨t zerlegt (Abs. 3.1.1). Dazu wurden zwei spezielle Partitionierungs-
werkzeuge entwickelt, da die aus der Literatur bekannten Methoden nicht uneingeschra¨nkt
die Kausalita¨tsanforderung der Skalenzerlegung erfu¨llen (Abs. 3.1.2).
Regionenbeschreibung. Fu¨r alle partitionierten Regionen werden allgemeine numeri-
sche Eigenschaften zu deren Beschreibung berechnet (Abs. 3.1.3). Zu diesem Zweck wird
eine eigene doma¨nenspezifische Sprache entwickelt, die in das Framework integriert ist, so
dass die Erweiterung um neue Attribute keine Neuimplementierung erfordert.
Objektmodellierung. Die eigentliche Abbildung von Wissen u¨ber die Objekte erfolgt
mittels Klassifikation der Merkmale (Abs. 3.1.3). Da dies in der Regel eine Beurteilung der
Merkmalsverteilung erfordert ist die Auswahl von Regionen und ihrer Merkmale mo¨glich.
Die Komponenten der Klassifikationspipeline werden in Form der Merkmalsauswahl, des
Klassifikators, sowie der systematischen Auswahl von Test- und Trainingsregionen abgebil-
det [Dud01]. Zu diesem Zweck wird in dieser Arbeit ein eigener Klassifikator entwickelt,
der die HARAG Struktur und den heuristischen Charakter der Bildanalyse reflektiert.
Zusa¨tzlich werden Standardmethoden aus der Literatur bereitgestellt, die ebenfalls Re-
gionen anhand der Regionenmerkmale identifizieren [Dud01].
Evaluation. Die abschließende Komponente ist essenziell fu¨r den Entwicklungsprozess
(Abs. 3.2.2). Hier findet der Vergleich der Klassifikationsergebnisse mit den Testregionen
statt, die als erwartetes Ergebnis vom Anwender formuliert wurden. Die quantitative Be-
wertung des Ergebnisses liefert ein numerisches Qualita¨tsmaß, das als Kriterium fu¨r einen
Optimierer dient. Dieser Optimierer bildet die eigentliche Heuristik des Lernens von An-
wendungswissen in Form einer Feedbackschleife in die Objektmodellierung ab (Abs. 3.1.3).
Fu¨r die Evaluation wurde eine Methode zum Vergleich von handmarkierten Regionen in
Bildern mit den gefunden hierarchischen Partitionen neu entwickelt.
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4.1.2. Daten- und Operationsfluss
Durch die lineare Struktur von Bildanalyse, Regionenbeschreibung und Objektmodellie-
rung ergibt sich eine ebenso lineare Transformationsvorschrift fu¨r Bilder, die in tabel-
larischer Form dem Klassifikator bereitgestellt werden. Fu¨r das Training u¨berwacht ler-
nender Klassifikatoren wird jedoch eine Feedbackschleife eingerichtet, die eine Steuerung
des Lernprozesses ermo¨glicht. Daru¨berhinaus bietet der systematische Vergleich auch die
Anpassung der Bildanalyse und der Regionenbeschreibung. Da der freie Austausch von
Komponenten eine wesentliche Eigenschaft des Frameworks ist, existieren fu¨r Bildanaly-
se und Objektmodellierung mehrere Varianten der Implementierung. Aus Entwicklersicht
bildet das Wissen die Parameter der Komponenten, die vom Anwender bereitgestellt wer-
den.
4.2. Anwendersicht
In der Anwendersicht wird das Wissen u¨ber den Bildinhalt formuliert (Abb. 4.1 u.), und
die Parameter der Komponenten gesetzt (Abb. 4.1 mitte). Dabei wird der Anwender
durch grafische Benutzerschnittstellen (engl. graphical user interface, GUI) geleitet. Dazu
geho¨rt die Bereitstellung der Bilder in denen Objekte gesucht werden und die zu deren
Identifikation erforderliche Information.
4.2.1. Komponenten der Anwendungssicht
Ground-Truth Labeling. Die GT wird bei der Methodenentwicklung beno¨tigt. Durch
Markieren von Regionen in vorberechneten Partitionierungen auf allen Eingabebildern
ergibt sich ein Satz valider Beispiele. Diese Beispiele beschreiben die erwarteten Objekte
des Anwenders auf Basis der verfu¨gbaren Partitionen aus dem Verfahren. Insbesondere die
u¨berwacht lernenden Klassifikatoren beno¨tigen diese Information, da sie nicht unmittelbar
auf den Bilddaten operieren.
Markierung in Bildern. Auf Basis der reinen Bilddaten lassen sich Regionen unabha¨ngig
vom Berechnungsprozess bildpunktweise markieren. Diese Form der GT ist vo¨llig un-
abha¨ngig vom Framework und reflektiert die visuellen Erwartungen des Anwenders. Sie
ergibt sich entweder automatisch aus der labelbasierten GT oder einer manuellen Mar-
kierung durch den Anwender. Letztere ist zwar entsprechend zeitaufwendig und je nach
Vorgehensweise fehleranfa¨llig aber dennoch die elementare GT fu¨r die Extraktion expli-
ziter Regionen (Abs. 2.2.1 u. 2.4.5). Die Markierung in Bildern dient sowohl dem Ver-
gleich von Modellierungsergebnis und erwarteten Objekten als auch dem Vergleich aller
plausiblen Regionen der Bildanalyse mit der GT und ist somit auch ein Werkzeug zur
Parametrierung von Bildanalyseoperatoren.
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Qualitative Beurteilung. Die qualitative Beurteilung kommt im Anwendungsfall zum
Einsatz. Wenn keine GT zur Verfu¨gung steht wird das Ergebnis einer Objektextraktion
als Bildmenge visualisiert, indem die gefundenen Regionen den Originalbildern u¨berla-
gert werden. Der Anwender bla¨ttert dann in der Bildmenge. Dieses Vorgehen ist jedoch
nur unter Einschra¨nkung der Bildauswahl mo¨glich, insbesondere wenn die bearbeitete
Bildmenge groß ist [Clo05, Clo06].
4.2.2. U¨berbru¨cken der semantischen Lu¨cke
Prinzipiell bilden die label- und pixelbasierte GT die Grundlagen der Wissensabbildung
aus Anwendersicht. Fu¨r die ideale Objektextraktion wa¨re dies ausreichend (Abs. 2.3.5).
Da jedoch die Einschra¨nkungen der Bildanalyse und Wissensrepra¨sentation gelten, ist
eine Parametrierung erforderlich und genau hier manifestiert sich die semantische Lu¨cke
(Abs. 2.4.2- 2.4.5). Bei der Methodenparametrierung kann nicht mehr eindeutig zwischen
Anwender- und Entwicklersicht getrennt werden.
Aus Anwendersicht bilden Parameter den unumga¨nglichen technischen Hintergrund, der
notwendig ist, um automatisierte Objektextraktion zu nutzen. Aus Entwicklersicht bilden
Parameter die Anwendungsschnittstelle, die soweit wie mo¨glich von der Technologie ab-
strahiert und dabei die Anwendungsdoma¨ne so formal wie mo¨glich abbildet. Da keine opti-
male Extraktionsmethode entwickelbar ist, liefern alle Methoden zwangsla¨ufig Fehlextrak-
tionen, die alleine aus Anwendersicht validierbar und durch Parametrierung korrigierbar
sind. Validierung von korrekten und unkorrekten Delineationen sowie nicht extrahierten
relevanten Objekten bildet demnach ein wesentliches Paradigma der Anwenderinteraktion
zur Wissensmodellierung, was auch eine visuelle Kontrolle einschließt [Leh05a, Leh05b].
Dabei sind die spezifischen Parametrierungsmo¨glichkeiten zu beru¨cksichtigen, u¨ber die
gewonnene Erkenntnisse zuru¨ck in die Methode fließen. Da in diesem Konzept ein de-
skriptiver Ansatz verwendet wird, ist die Integration aus Anwendersicht komplexer als
beim erscheinungs- und konturbasierten Vorgehen [Bre01, Koh04, Leh05b].
Bildanalyse. Hierbei ergeben sich die Parameter unmittelbar aus den verwendeten Par-
titionierungsoperatoren. Ihre explizite Einstellung la¨sst sich vom Entwickler fu¨r Anwen-
dungsklassen wie z.B. die Analyse von Ro¨ntgenbildern vorbestimmen. Die spezifische
Auswahl einer Klasse ist dann jedoch anwendungsabha¨ngig zu treffen. Im Gegensatz
zu erscheinungs- und konturbasierten Ansa¨tzen erfordert die Parametrierung der Bild-
analyse in jedem Fall Kenntnisse der eingesetzten low-level Methoden (Abs. 2.4.6). Ein
automatisiertes Lernen der Parameter aus einer GT, wie in [Leh05b] beschrieben, ist in
diesem Ansatz nicht ohne weiteres mo¨glich. Dafu¨r ist die hierarchische Bildanalyse ge-
nerisch und extrahiert visuelle Information ohne Modellannahmen, womit alle folgenden
Extraktionsergebnisse auf unterster Ebene auch ohne Kenntnisse der physikalischen und
mathematischen Modellierung visuell nachvollziehbar sind.
Regionenbeschreibung. Auch bei der Angabe der beschreibenden Merkmale ist die For-
malisierung von Wissen erforderlich. Aufgrund des heuristischen Charakters der Bildana-
lyse ist dieser Schritt in keiner Weise automatisierbar. Die Merkmale reflektieren Wahr-
nehmungskategorien wie rund oder groß und klein, was jeweils unterschiedliche und nicht
eindeutige mathematische Formalismen erfordert, um diese Eigenschaften darzustellen. Sie
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sind daru¨berhinaus vom Bildmaterial abha¨ngig, z.B. der Zahl der Grauwerte, der Bild-
gro¨ße, der Abbildungsauflo¨sung etc. Die Berechnung erfordert folglich ebenfalls grundle-
gende formale Kenntnisse der Bildanalyse, insbesondere der mathematischen Methoden.
Im Gegensatz dazu legen form- sowie konturbasierte Ansa¨tze einen Satz von Merkmalen
fest, der sich aus der Geometrie der Objekte sowie der Implementierung der Methoden
ergibt und der sich eindeutig aus den Trainingsdaten extrahieren lassen. Einzig zwingen-
de Anwenderinteraktion bildet die Bereitstellung von Referenzsegmentierungen [Leh05b].
Zur Anwendungszeit ist dann zwar keine Merkmalsauswahl mehr notwendig, was aber zur
Entwicklungszeit einen intensiven Dialog des Entwicklers mit dem Anwender erfordert,
um die notwendigen Objekteigenschaften zu identifizieren und formalisieren. Im hier vor-
gestellten Konzept lassen sich die verfu¨gbaren Merkmale bei Bedarf auch vom technisch
versierten Anwender zur Anwendungszeit erga¨nzen und ohne Zwischenschritt auf die GT
anwenden.
Objektmodellierung. Hierbei ist zuna¨chst die Auswahl des Klassifikators erforderlich,
was prinzipiell in der Entwicklersicht erfolgt. Der in dieser Arbeit entwickelte Klassi-
fikator stellt dabei die Objektmodellierung als Intervallsuche dar, die a¨hnlich zu einer
Anfrage in einer Internet Suchmaschine vollsta¨ndig vom Anwender erstellt wird. Er bil-
det eine Bru¨cke u¨ber die semantische Lu¨cke im Sinne der Definition wie sie in [Dor03]
gegeben wird (Abs. 2.4.1). Der Anwender stellt daher auch hier die Parameter ein und
fu¨hrt implizit die Mengenauswahl durch. Fu¨r u¨berwacht lernende Klassifikatoren ergeben
sich die Parameter aus dem jeweiligen formalen Klassifikationsparadigma. Daher ist eine
zielfu¨hrende Parametrierung nicht ohne technische Grundkenntnisse der Mustererkennung
mo¨glich. Diese soweit wie mo¨glich zu abstrahieren ist ebenfalls Aufgabe der Methodenent-
wicklung. Zur Parametrierung ist die Beurteilung der Verteilung von Merkmalen sowohl
relevanter als auch irrelevanter Regionen erforderlich, was sich erst aus dem Anwendungs-
wissen ergibt. Im Gegensatz dazu legen form- sowie konturbasierte Ansa¨tze einen Satz
von Merkmalen fest, der sich aus der Geometrie und implementatorischen Repra¨sentation
der anwendungsspezifischen Objekte ergibt [Leh05b]. Dabei werden die Objektmodelle
aus manuellen Segmentierungen erstellt. Das eigentliche Klassifikatortraining unterliegt
allerdings fu¨r beide Paradigmen den Restriktionen des maschinellen Lernens.
Evaluation. U¨berwacht lernende Klassifikatoren bestimmen die notwendigen Parameter
in der Regel in einer automatisierten Feedbackschleife. Zu diesem Zweck werden die not-
wendigen Komponenten bereitgestellt, so dass die manuelle Parametrierung nicht erfor-
derlich ist. Einzig die Bereitstellung der GT sowie der erwarteten Qualita¨t bilden die Para-
meter dieser Operation. Das vorgestellte Framework stellt keine Methode zur Verfu¨gung,
mit der die Parametrierung der Bildanalyse sowie der Merkmalsbeschreibung aus einer
GT automatisiert erlernbar ist, wie dies bei den kontur- und formbasierten Methoden
der Fall ist [Leh05b]. Die low-level Bildanalyse sowie die Regionenbeschreibung ist daher
vollsta¨ndig von der Erstellung der GT getrennt. Erst bei der Objektmodellierung besteht
die Mo¨glichkeit, eine manuelle Labeling von partitionierten Regionen zum Training der
generischen Klassifikatoren zu verwenden. Damit gibt es keine Abha¨ngigkeit von Bildana-
lyse und Regionenbeschreibung von der Varianz einer manuell erstellten GT und somit
auch keine Anpassung bzw. Einschra¨nkung auf einen bestimmten Objekttyp. Es wird
erst a-posteriori beim Vergleich von identifizierten Regionen mit den Referenzregionen
entschieden, ob eine Extraktion korrekt war. Fu¨r die visuelle Kontrolle eines Ergebnisses
RWTH AACHEN · UNIVERSITA¨TSKLINIKUM
INSTITUT FU¨R MEDIZINISCHE INFORMATIK
Abteilung Medizinische Bildverarbeitung
Stand: 30. Oktober 2007
Autor:
Christian Thies
Schließen der semantischen Lu¨cke Seite: 46 von 169
stehen wiederum die hierarchischem Partitionierungen zur Verfu¨gung, in denen unmittel-
bar u¨berpru¨fbar ist, ob eine relevante Region u¨berhaupt extrahierbar ist.
4.3. Anwendungsfa¨lle
Mit Hilfe des Frameworks lassen sich typische Anwendungsfa¨lle der automatisierten Ob-
jektextraktion modellieren.
4.3.1. Entwicklung einer Partitionierungsmethode
Dieser Anwendungsfall findet vergleichsweise selten auf Entwicklerseite statt und ent-
spricht der low-level Bildanalyse. Grundlage der Entwicklung einer Partitionierungsme-
thode bildet die GT, in der die gesuchten Regionen aus den Bildern markiert wurden.
Dann wird die zu testende Methode auf die Bilder angewandt, und liefert die Regionen,
die direkt ohne Klassifikation mit der GT verglichen werden. Die Bewertung, ob die ge-
fundenen Regionen hinreichend genau sind, fu¨hrt dann gegebenenfalls zur U¨berarbeitung
der Methode. Was dabei hinreichend genau bedeutet, ha¨ngt ebenfalls von der Anwen-
dung ab. Im Falle der impliziten Extraktion ist die Abweichungstoleranz gro¨ßer als fu¨r die
explizite Suche (Abs. 2.4). In dieser Arbeit werden hierarchische Multiskalenansa¨tze un-
tersucht, da diese visuell plausible Objekte (Abs. 3.1.1) fu¨r unterschiedliche Objektklasse
liefern und daher eine flexible Basis bilden, die kein objektspezifisches Redesign beno¨tigt
(Abs. 3.1.2).
4.3.2. Erstellung regelbasierter Klassifikatoren
Die Extraktion erfolgt immer fu¨r eine konkrete Anwendung und geht davon aus, dass eine
Partitionierungsmethode und ein Klassifikator existieren. Vom Anwender wird wieder die
GT fu¨r die Bilder definiert und die Bildmenge in Trainings- und Testdaten eingeteilt. Dann
wa¨hlt er die von der Partitionierung gelieferten relevanten Regionen in den Trainingsbil-
dern. Der regelbasierte Klassifikator wurde speziell fu¨r das Framework entwickelt und
wird in einer visuellen Feedbackschleife vom Anwender mit dessen Kontextwissen para-
metriert. Das Ergebnis der Klassifikation wird mit der GT verglichen, und gegebenenfalls
u¨ber die anwendergestu¨tzte Bewertung zur Verbesserung des Klassifikators verwendet. Ist
das Ergebnis hinreichend genau, wird die Methode auf unbekannte Daten angewandt.
4.3.3. Merkmalsauswahl fu¨r trainierte Klassifikatoren
Die Leistung der trainierte Klassifikatoren ha¨ngt von den verfu¨gbaren Merkmalen, der
entsprechenden Auswahl dieser Merkmale und der eigentlichen Klassifikatorauswahl ab.
Daher ist die jeweilige U¨berpru¨fung auf realen Daten erforderlich. Als Benutzerinterak-
tion dieses Szenarios wird ebenfalls lediglich die labelbasierte GT beno¨tigt, die dann als
Eingabe in einen vollautomatisierten Feedbackprozess dient. Das Ergebnis der Berech-
nung ist eine Bewertung der besten Merkmals-/Klassifikatorkombination fu¨r die aktuelle
Anwendung.
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4.3.4. Anwendungsszenario mit trainierten Klassifikatoren
Prinzipiell entspricht die Anwendung einer Methode auf unbekannte Daten dem Ent-
wicklungszyklus, wobei die GT fehlt und das Feedback u¨ber das Ergebnis nur durch die
zuru¨ckgegebenen Objekte mo¨glich ist. Im Anwendungsszenario markiert der Anwender
lediglich einige wenige Regionen im Vergleich zur Gesamtheit der verfu¨gbaren Bilder. Mit
diesen Regionen wird der Klassifikator trainiert und liefert ein Ergebnis. Theoretisch steht
dann ausschließlich eine visuelle Beurteilung des Ergebnisses zur Verfu¨gung. Grundlage
fu¨r die Anwendung bildet also eine “gute” bekannte Merkmalsauswahl und Klassifikator-
kombination.
4.3.5. Integration in Bildauswertung
Da die Objektextraktion immer Teil einer gro¨ßeren Anwendung ist, erfordert die Integra-
tion zum einen definierte Datenschnittstellen fu¨r die Ein- und Ausgabe zum anderen wird
eine effiziente Abbildung des Expertenwissens beno¨tigt, mit der die gesuchten Objekte
zielfu¨hrend modelliert werden.
4.4. Funktionale Sichtweise
Aus Sicht der Datenverarbeitung entspricht eine Extraktionsmethode einer allgemeinen
Funktion die Parameter sowie Daten als Eingabe erha¨lt und daraus ein Ergebnis berech-
net (Abs 2.3.5). Zur Dokumentation der Anwendungsfa¨lle ist es sinnvoll die funktionale
Schreibweise zu u¨bernehmen, da sie die Methodenabha¨ngigkeiten kompakt und eindeutig
darstellt.
Grundlage ist die Funktion ( 2.2) aus Abschnitt 2.3.5. Aus formaler Sicht bilden die Para-
meter Ψ genau die Schnittstelle zwischen dem Anwendungswissen und der Algorithmik,
wie sie in diesem Framework als Bru¨cke u¨ber die semantische Lu¨cke identifiziert wird
(Abb. 4.1, Mitte). Auswahl und Belegung von Ψ sind folglich der Schritt u¨ber die seman-
tische Lu¨cke.
Die logischen Komponenten der Bildanalyse (Φ), Regionenbeschreibung (M) und Ob-
jektmodellierung (K) mit den spezifischen Parametrierungen Ψ = ΨΦ, ΨM , ΨK bilden
hintereinander auf einem Bild f ausgefu¨hrt, die Funktion Aω zur Objektextraktion:
Aω(f, Ψ) = K(ΨK ,M(ΨM , Φ(ΨΦ, f))) (4.1)
Aω(f, Ψ) = ΩK ; ΩK = {ω1, .., ωo} (4.2)
Die Funktion Aω(f, Ψ) liefert die Menge der identifizierten Objektregionen ΩK . Die Zer-
legung der GT in Trainings- und Testdaten ist dabei Teil der Klassifikatorparametrierung
ΨK .
Die Evaluationskomponente entspricht dem Vergleich der Menge der identifizierten Ob-
jektregionen ΩK = {ω1, .., ωo} mit der definierten Menge der Objekte in der GT τ =
{ω1, .., ωn}. Das Qualita¨tsmaß ergibt sich prinzipiell aus der Gro¨ße der Schnittmenge von
τ und ΩK . Da die markierten Objekte jedoch selten vollsta¨ndig mit den partitionierten
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Regionen u¨bereinstimmen, wird eine Abweichung der GT toleriert. Dies entspricht for-
mal einer erweiterten GT, die als τξ bezeichnet wird, wobei ξ ein Maß fu¨r die zula¨ssige
Abweichungstoleranz von τ ist. Ein Qualita¨tsmaß berechnet sich damit wie folgt:
Qualita¨tsmaß = |τξ ∩Q ΩK | (4.3)
In den Kapiteln 5 bis 8 werden nun Implementierungen aller Komponenten des Fra-
meworks beschrieben, und die entsprechenden Komponenten von Ψ sowie die konkrete
Berechnung von |τ(ξ) ∩Q ΩK | vorgestellt. Im Anhang D wird eine exemplarische Im-
plementierung aller wichtigen grafischen Anwenderschnittstellen beschrieben, die bei der
Erstellung der Beispiele zum Einsatz kamen.
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5. Bildanalyse
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Abbildung 5.1.: Eine kausale Multiskalenpartitionierung liefert eine Baumstruktur, in der die ein-
zelnen Regionen und deren Inklusion jeweils den Knoten und Kanten entsprechen. Den Regionen wer-
den dabei Merkmale wie deren Skala zugeordnet. Die Nachbarschaftsbeziehungen in der Ebene sind aus
Gru¨nden der U¨bersichtlichkeit nicht dargestellt.
Die hierarchische Bildanalyse bildet die erste Komponente des Frameworks (Abb. 4.1,
links) und realisiert einen Multiskalenansatz (Abs. 3.1.2). Mit dieser Methode wird die
abstrakte visuelle Plausibilita¨t konkret berechnet und dabei die Forderung nach Kausalita¨t
beru¨cksichtigt (Abs. 3.1.1). Ziel der hierarchischen Zerlegung ist die Partitionierung eines
Bildes in Regionen auf unterschiedlichen Auflo¨sungsstufen, was einer Funktion Φ aus
Abschnitt 4.4 entspricht.
Die formale Darstellung der hierarchischen Beziehung ist eine Baumstruktur, in der Re-
gionen, die Knoten und die Inklusionsbeziehung die A¨ste bilden [Ada03, Sam04]. Da
in der Modellannahme kleine Regionen in Großen liegen, ergibt die zugrundeliegende
Mengeninklusion der Pixel beider Regionen genau die eindeutige Vater-Sohn Beziehung
(Abb. 5.1).
5.1. Methoden zur hierarchischen Partitionierung
Aufgrund des heuristischen Charakters der Bildanalyse existieren unterschiedliche Metho-
den zur hierarchischen Partitionierung, die sich durch ihre zugrundeliegenden Paradigmen
voneinander abgrenzen.
Auflo¨sungsreduktion. Dabei werden Bildstrukturen der eingestellten auflo¨sungsabha¨ng-
igen Gro¨ße durch geeignete Filter reduziert und es bleiben nur gro¨ßere Strukturen erhal-
ten. Vorteil dabei ist die Berechnung einer Skala, unabha¨ngig von allen anderen allein
durch Einstellung des Filters [Bur83, Lif90, Lin91, Gau99, Wen86, Zah01]. Nachteil ist
die Abha¨ngigkeit von der Rauschstabilita¨t und die Notwendigkeit, die nichttriviale Kau-
salita¨t der Konturen sicherzustellen [Yui86].
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Regionenaggergation. Hierbei werden Bildregionen solange verschmolzen, bis eine Re-
gion die gesuchte Form und Gro¨ße hat und so die entsprechende Auflo¨sung modelliert.
Vorteil dabei ist die rauschrobuste Steuerung des Verschmelzungsprozesses, und die impli-
zite Sicherstellung der Kausalita¨t [Ada94, Thi03c, Leh05c]. Nachteil ist die Abha¨ngigkeit
einer Skala von dem vorhergegangenen Berechnungsprozess und die Parametrierung des
Verschmelzungskriteriums [Meh97].
Da diese Arbeit ein Framework vorstellt, das beru¨cksichtigt, dass keine universelle Me-
thode existiert, werden zuna¨chst die allgemeinen Anforderungen an die Entwicklung einer
Partitionierungsmethode betrachtet.
5.1.1. Anforderungen an die hierarchische Partitionierung
(Abs. 2.4.5) Die Berechnung der visuell plausiblen Regionenkanten darf in der Anwendung
des Frameworks kein Kontextwissen u¨ber Intensita¨t, Textur und Form der im Bild dar-
gestellten konkreten Objekte enthalten (Abs. 2.2.3 und 2.2.4). Diese Information wu¨rde
gerade wieder der spezialisierten Parametrierung entsprechen, die fu¨r jeden Objekttyp
vom Experten vorgenommen wird. Alleine Parametrierungen zur Beschreibung der visu-
ellen Plausibilita¨t sind dabei zula¨ssig. Auf diese Weise wird eine Methode vom Entwickler
bereitgestellt und vom Anwender ohne die Detailkenntnisse der Bildanalyse angewandt.
Damit ist die hierarchische Partitionierung immer ein Kompromiss zwischen den spezifi-
schen anwendungsabha¨ngigen Anforderungen an die Regionenextraktion (Abs. 2.2) und
den allgemeinen formalen Methoden der Bildanalyse (Abs. 2.4). Weiterhin wird von der
Methode die Extraktion der geschlossenen Umrisse einer Region erwartet (Delineation),
um tatsa¨chlich abgebildete Objekte zu identifizieren (Abs. 2.2.1).
Die theoretische Anzahl der Regionen wird durch die Konnektivita¨t benachbarter Pi-
xel zwar eingeschra¨nkt, jedoch bildet die Menge aller verbundenen Pixel wiederum einen
Verband [Bra02a, Bra02b], so dass Algorithmen fu¨r die Partitionierung eine theoretische
Laufzeitkomplexita¨t mit einer oberen Schranke von O(2n) haben (Abs. 2.4.5, Gl. 2.5).
Die resultierenden Laufzeiten sind nicht mehr ausfu¨hrbar, so dass auch aus rein algorith-
mischer Sicht eine effiziente Formulierung der visuellen Plausibilita¨t notwendig ist, die
wiederum die heuristische Auswahl eines Berechnungsparadigmas erfordert.
Da die Wahl eines Paradigmas von Bildmaterial und Anwendungsbedingungen abha¨ngt,
wird bereits diese Komponente vollsta¨ndig austauschbar in das Framework integriert und
im Folgenden werden zwei Beispielimplementierungen entwickelt und vorgestellt.
5.1.2. Morphologische Skalenra¨ume
Morphologische Operatoren basieren auf einer algebraischen Geometrie zur Bildanalyse,
in der ein Bild als Pixelmenge betrachtet wird, deren Topologie von Mengen- und relatio-
nalen Operatoren manipuliert wird [Ser86]. Sie geht auf die Algebra von Hermann Min-
kowski zuru¨ck, die von Jean Serra in Zusammenarbeit mit Georges Matheron und
Andre Haas fu¨r die Bildverarbeitung nutzbar gemacht wurde [Min03, Haa67a, Haa67b].
Diese lassen sich vo¨llig analog zu faltungsbasierten Filtern realisieren und ermo¨glichen so
Bildgla¨ttung, Korrelations- und Gradientenberechnung [Dou92, Dou94]. Vorteil ist die
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Abbildung 5.2.: In diesem sagittalen MR-Schnitt eines Kopfes fu¨hren die morphologischen Basisope-
rationen Dilatation (oben) und Erosion (unten) mit scheibenfo¨rmigen Strukturelementen der Radien 4,7
und 10 zu einer korrespondierenden Reduktion der dunkel bzw. hell abgebildeten Details.
reine Manipulation des Ortsraumes, so dass bei geeigneter Wahl der Operatoren die Orts-
stabilita¨t von Merkmalen ho¨herer Ordnung, insbesondere der beno¨tigten Wendestellen-
konturen, sichergestellt wird [Jak94, Met01, Thi01]. Dies ist bei linearen Filtern nicht
gegeben [Yui86].
Dualita¨t. Charakteristisch fu¨r die Morphologie ist deren Dualita¨t. Operationen manipu-
lieren entweder helle oder dunkle Bildregionen, da sie auf einer Maximum, bzw. Minimum
Auswahl basieren. Daher liefert ein Eingabebild immer zwei Partitionierungen, in denen
jeweils die hell oder die dunkel abgebildeten Strukturen auflo¨sungsabha¨ngig reduziert
werden.
Prinzip. Morphologische Filter entsprechen dem Auflegen einer Maske g auf jeden Pi-
xel f(~x) des Bildes. Dann wird das Maximum bzw. Minimum der Werte unterhalb der
Maske bestimmt und der Wert des Pixels ~x entsprechend ersetzt. Entscheiden ist dabei
die Gro¨ße der Maske, die auch als Strukturelement bezeichnet wird. Je gro¨ßer das Struk-
turelement ist, desto weiter reicht der Einfluss eines lokalen Minimums bzw. Maximums
in der Umgebung. Wird das Strukturelement als Scheibe definiert, dann korrespondiert
deren Radius direkt zum Parameter σ der Skalenfunktion (Gl. 3.5). Allerdings liefern die
Basisoperationen lediglich eine Versta¨rkung der lokalen Maxima bzw. Minima und noch
keine nachvollziehbare Partitionierung (Abb. 5.2).
Methode. Eine visuell plausible Extraktion wird erst durch die Kombination entspre-
chender morphologischer Rekonstruktions- und Gradientenfilter auf Basis der Erosion und
Dilatation ermo¨glicht, die dann tatsa¨chlich die Gleichung 3.4 lo¨sen. Ein entsprechendes
Verfahren wird in [Met01] und [Thi01] beschrieben. Damit ist die Berechnung einer Multis-
kalenzerlegung unter Angabe der zu berechnenden Skalenzahl mo¨glich. Da die Skalenzahl
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Abbildung 5.3.: Die Anwendung des morphologischen Partitionierungsverfahren auf dem sagittalen
MR-Schnitt des Kopfes (Abb. 5.2) illustriert die duale Merkmalsreduktion auf einer, vier, acht und 24
Skalen fu¨r helle (oben) und dunkle Strukturen (unten).
direkt mit dem Radius des Strukturelementes korrespondiert, wird die theoretische Ober-
grenze der sinnvollen Skalen als die Ha¨lfte des jeweils gro¨ßeren Wertes von Bildbreite oder
Bildho¨he angegeben. In diesem Fall wu¨rde das Strukturelement die Mitte der gro¨ßeren
Bilddimension mit allen Ra¨ndern in Bezug setzen und daher keine weitere Detailreduktion
mehr mo¨glich sein.
Da Bilddetails jedoch selten die volle Bildbreite einnehmen, hat die Erfahrung gezeigt,
dass ein Viertel der maximalen Bilddimension als Skalenanzahl ausreicht. Daher ist dieser
Wert als Parameter des Verfahrens erhalten. Zusa¨tzlich wird eine optionale Rauschreduk-
tion fu¨r die dualen Strukturen angeboten. Diese ist jedoch nur aus technischen Gru¨nden
notwendig, um Strukturen, die den Bildrand nicht beru¨hren, wie es oft bei tomografischen
Aufnahmen der Fall ist, zu detektieren. Da diese Operation das Verfahren verlangsamt,
wurde sie ebenfalls als Parameter realisiert (Abb. 5.3). In der oberen Reihe werden helle
abgebildete Strukturen extrahiert, z.B. innerhalb der Medulla oblongata. In der unteren
Reihe sind es dunkel repra¨sentierte Bereiche wie die Knochenregionen sowie die inne-
ren und a¨ußeren Liquorra¨ume. Die jeweils dualen Strukturen a¨ndern sich aufgrund der
Rauschreduktion nur in den feinen Skalen. Gerade beim MRT ha¨ngt die Helligkeit eines
Pixels nicht nur von der korrespondieren Protonenkonzentration im Messvolumen, son-
dern vielmehr von der betrachteten Spin/Spin bzw. Spin/Gitter Abklingzeit und dem
entsprechenden Messintervall ab. Daher stellen sich Objekte die mit unterschiedlichen
Messsequenzen aufgenommen wurden entsprechend unterschiedlich umrandet dar.
Eigenschaften. Die morphologischen Operatoren bilden unmittelbar die Gleichung zur
Bestimmung der Wendestellen ab (Gl. 3.4) und ihre Berechnung erfordert keine explizi-
ten Verfahrensparameter. Nachteil ist jedoch die starke Abha¨ngigkeit von der Bildqua-
lita¨t. Morphologische Operationen reagieren empfindlich auf Rauschen und versta¨rken
dieses entweder oder gla¨tten die zugrundeliegenden Strukturen. Daher sind sie fu¨r klar
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definierte Bilder mit geringem Rauschanteil, wie sie CT, MRT oder gut ausgeleuchte-
te Mikroskopie liefern, geeignet. Auf Ro¨ntgenbildern sind die Partitionierungsergebnisse
jedoch nicht ausreichend. Hierbei kommt ein systematisches Problem hinzu. Da Ro¨nt-
genbilder die Summation von u¨berlagerten Objekten darstellen, ist die Zuordnung einer
Kante oft nicht eindeutig. Wenn eine stark absorbierende also hell abgebildete Rippe in
einer Thoraxaufnahme u¨ber der schwach absorbierenden also dunkel dargestellten Lunge
liegt, dann ist mo¨glicherweise die Umrandung der Lunge oder die der Rippe relevant. Da
dies jeweils nur fu¨r eine Region zusammenha¨ngend mo¨glich ist, wird eine parametrisierte
Entscheidung notwendig.
5.1.3. Bereichswachstumsverfahren
Unter Bereichswachstumsverfahren fallen alle Methoden, die Bildregionen anhand der
A¨hnlichkeit deskriptiver Merkmale benachbarter Bildpunkte agglomerieren. Dabei werden
benachbarte Regionen miteinander verschmolzen, die die ho¨chste A¨hnlichkeit miteinander
aufweisen bzw. deren Ergebnis ein vorgegebenes Zielkriterium erfu¨llt [Ada94]. Es existiert
auch der duale divisive Ansatz des Regionensplittings, der ein Bild solange in kleinere
Teile zerlegt, bis eine Teilpartition der gesuchten Region entspricht. Die Integration beider
Ansa¨tze wird als Split-and-Merge bezeichnet und die zugrundeliegende Datenstruktur ist
der Quad-Tree [Kli71].
Prinzip. Verfahren zur agglomerativen Partitionierung basieren auf dem Konzept des
saatpunktbasierten Region-Growing [Ada94]. Hierbei werden ausgehend von Saatregionen
N = R1, ..Rn, n ∈ N die Pixel p ∈ f eine Bildes f mit Hilfe eines A¨hnlichkeitsmaßes
δ(R, p) iterativ zu einer benachbarten Region Rm,m ∈ [1..n] hinzugefu¨gt, bis die neue
Region Rn+1 eine allgemeine Zieleigenschaft Γ(R) ≤ z, z ∈ R erfu¨llt. Hinzugefu¨gt wird p
dann, wenn das A¨hnlichkeitsmaß δ(R, p) kleiner als eine Schwelle t ∈ R ist.
Rn+1 = Rn ∪ p; δ(Rn, p) < t (5.1)
Stop Γ(Rn+1) ≤ z (5.2)
Damit ist das Verfahren lediglich in der Lage, soviele Partitionen zu liefern, wie Saatregio-
nen N vorgegeben waren und die Regionenform ha¨ngt von der Zieleigenschaft sowie der
Schwelle t ab. Ein solches Verfahren verwendet im Berechnungsprozess Modellinformation
und ist somit auf einen spezifischen Objekttyp festgelegt (Abs. 2.4.6). Zusa¨tzlich muss die
Abarbeitungsreihenfolge beru¨cksichtigt werden [Meh97].
Methode. Im hier verwendeten Partitionierungskonzept zur Erstellung einer allgemei-
nen Multiskalenrepra¨sentation werden jedoch keine Annahmen u¨ber Form oder Intensita¨t
der Objekte als Zielkriterium der Partitionierung definiert [Thi03a]. Es soll ausschließlich
das allgemeine Kriterium der visuellen Plausibilita¨t erfu¨llt sein (Abs. 3.1.1). Zu diesem
Zweck wird das Region-Growing umformuliert, so dass nicht mehr Pixel mit Saatregionen
verschmelzen, sondern jedes Pixel p eines Bildes der Gro¨ße n = x× y, x, y ∈ N als initiale
Saatregion R1, ..Rn, n ∈ N aufgefasst wird. Ausgehend von der Iteration I = 0 ergibt sich
folgende Verschmelzungsvorschrift.
R′i+1 = R
1
i ∪R
2
i ; δ(R
1
i , R
2
i ) < t; i ∈ N + I (5.3)
I = I + 1; (5.4)
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Abbildung 5.4.: Auf der Handradiografie (links) wurde mit allen vier Maßen der A¨hnlichkeitsfunktion
die Multiskalenzerlegung berechnet (oben). Zum Vergleich wurde unten lediglich das Skalenmaß verwen-
det. Dabei ergeben sich zwar homogen große Regionen, die jedoch in keiner Weise visuell plausibel sind.
I ∈ N bezeichnet die Zahl der Iterationen.
Diese Berechnung terminiert spa¨testens nach I = n−1 Iterationen, denn spa¨testens dann
sind alle maximal mo¨glichen Verschmelzungen durchgefu¨hrt. In der Praxis werden je-
doch deutlich weniger Iterationsschritte als die Anzahl der Bildpixel beno¨tigt, da mehrere
Verschmelzungen simultan durchgefu¨hrt werden, wenn benachbarte Regionen die gleiche
A¨hnlichkeit aufweisen. Elementares Merkmal und A¨hnlichkeitsmaß bilden hierbei Inten-
sita¨tsunterschiede benachbarter Pixel und ein entsprechender Schwellenwert zur Definition
von Bereichen a¨hnlicher Intensita¨t.
A¨hnlichkeitsfunktion. Wichtig fu¨r die Berechnung ist die Art der A¨hnlichkeitsfunktion
δ, mit der entschieden wird, welche benachbarten Regionen verschmelzen. Um die visuelle
Plausibilita¨t flexibel zu modellieren, werden vier Einflussgro¨ßen fu¨r die Berechnung von
δ ermittelt [Leh05c]. Diese korrespondieren zu den Abstraktionsniveaus der Bild- und
Skalenanalyse (Abb. 5.4).
1. Lokal pixelorientierte Information (λ) beschreibt die einzelnen Grauwerte und bil-
det mit Maßen wie dem Mittelwert eine Regionenbeschreibung (Abs. 2.4.2). Zwei
Regionen sind z.B. a¨hnlich, wenn deren Mittelwert u¨bereinstimmt.
2. Regional nachbarschaftsorientierte Information (ρ) beschreibt die benachbarten Kan-
tenstu¨cke von Regionen (Abs. 2.4.3) und bewertet z.B. den Kontrast der gemeinsa-
men Kante.
3. Global partitionierungsbasierte Information (γ) erfasst die Gesamtheit aller Regio-
nen (Abs. 2.4.4) und bewertet, ob eine Verschmelzung den Gesamtfehler verschlech-
tern wu¨rde.
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4. Hierarchisch skalenbasierte Information (η) bewertet den gesamten Verschmelzungs-
prozess (Abs. 3.1.2) und stellt z.B. durch die homogene Gro¨ßenverteilung auf der
aktuell obersten Inklusionsebene sicher, dass eine tatsa¨chliche Skalenrepra¨sentation
erzeugt wird.
Damit wird δ entweder als Summe (Σ) oder Produkt (Π) der Gewichte der jeweiligen
Informationskomponenten definiert:
δΣ(R1, R2) = wλ · λ(R1, R2) + wρ · ρ(R1, R2) + wγ · γ(R1, R2) + wη · η(R1, R2)(5.5)
δΠ(R1, R2) = wλ · λ(R1, R2) · wρ · ρ(R1, R2) · wγ · γ(R1, R2) · wη · η(R1, R2) (5.6)
Die wλ, wρ, wγ , wη,∈ R bilden dabei manuell gewa¨hlte Gewichtsfaktoren, um den Einfluss
der einzelnen Komponenten zu versta¨rken oder zu da¨mpfen.
Eigenschaften. Das agglomerative Verfahren lo¨st zwar nicht mehr explizit die Merk-
malsgleichung zur geschlossenen Darstellung der Regionenextraktion (Gl. 3.4), liefert aber
dadurch die Mo¨glichkeit die visuelle Plausibilita¨t auch auf komplexen und stark verrausch-
ten Bildern zu beschreiben, da die Abstraktionsebenen der Bildanalyse in einer einzigen
Formalisierung integriert sind. Daher eignet es sich besonders fu¨r Ro¨ntgenaufnahmen, die
immer noch den gro¨ßten Teil der klinischen Radiologie ausmachen. Die Ausdrucksma¨chtig-
keit wird jedoch durch einen erho¨hten Parametrierungsaufwand erreicht, der entsprechen-
de Fachkenntnisse der Bildanalyse erfordert. Das notwendige Anwendungswissen wird
dabei in der entsprechenden Parametrierung ausgedru¨ckt. Das Framework stellt aller-
dings genau fu¨r die automatische Parametersuche ein ma¨chtiges Automatisierungswerk-
zeug dar.
5.2. Schnittstelle zum Framework
Hierarchisches Partitionierungsverfahren bilden die Grundlage der Daten im Framework
und die erste parametrierte Transformation der Bilddaten (Abb. 4.1, links). Sie werden in
allen folgenden Schritten verwendet. Die in Abschnitt 4.2.2 beschriebene Parametrierung
der Bildpartitionierung erfordert die Abbildung von Anwendungswissen in die Berech-
nungsmethodik, was formal genau den Parametern einer Funktion entspricht (Abs 4.4).
5.2.1. Funktionale Sichtweise
Fu¨r die Partitionierung Φ angewandt auf f ergibt sich in der formalen Extraktionsfunk-
tion (4.1) aus Abschnitt 4.4 die folgende Darstellung:
ΩΦ = Φh(f, ϕh), h ∈ {RG,MP} (5.7)
Dabei bezeichnet MP die morphologische Partitionierung (Abs. 5.1.2) und RG das Region-
Growing (Abs. 5.1.3), als gewa¨hlte Basismethode. Mit ϕh werden die Parameter des je-
weiligen Verfahrens benannt, was im Falle der morphologischen Partitionierung die Zahl
der Skalen σ, und im Fall des Region-Growings die Gewichte wλ, wρ, wγ, wη,∈ R sind. Die
Menge ΩΦ ist damit die Menge aller visuell plausiblen Regionen eines Bildes.
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Bildtyp Dimension HARAG Knoten Dateigro¨ße
CT-Thorax transversal Herzho¨he 512× 512 ca. 10.000 ca. 280 KB
MRT-Kopf sagittal medial 256× 256 ca. 2000 ca. 60 KB
MRT-Kopf sagittal medial 512× 512 ca. 9.000 ca. 250 KB
Handradiografie 512× 512 ca. 15.000 ca. 300 KB
Tabelle 5.1.: Die Gro¨ßenordnungen, in denen die HARAGs der Bilder unterschiedlicher Mo-
dalita¨t liegen, korrelieren erwartungsgema¨ß mit der Bildgro¨ße. Die Dateigro¨ße variiert aufgrund
der Komprimierbarkeit der Daten.
5.2.2. Aufbau einer hierarchischen Graphenstruktur
Die Multiskalenzerlegung liefert eine Inklusionsstruktur von Regionen, die sich als Baum
darstellen und effizient verwalten la¨sst (Abb. 5.1). Formal wird die Struktur als Graph
behandelt. Ein Graph ist eine Struktur G = (N,E) mit N = 1..n, n ∈ N als Menge
von Knoten, die durch Kanten E = e1, .., ek, k ∈ N, e = (n1, n2), n1, n2 ∈ N miteinander
verbunden sind. Die Knoten entsprechen den Regionen und die Kanten der Inklusion
durch Verschmelzung. In dieser Arbeit wird die Regionennachbarschaft in der Bildebene
nicht explizit beru¨cksichtigt. Sie liefert ansonsten eine entsprechende zweite Klasse von
Kanten.
Die maximale Zahl von Kanten in einem Graphen ergibt sich somit als |n| × |n| − 1 dann,
wenn jeder Knoten mit jedem Knoten außer sich selber verbunden ist. Die baumfo¨rmi-
ge Struktur der hierarchischen Partitionierung entha¨lt jedoch deutlich weniger Kanten
(Abb. 5.1). Da bei der Bildanalyse in der Regel nur wenige aller partitionierten Regionen,
d.h. Knoten eines Bildes relevant sind, ist eine effiziente Suche innerhalb aller Knoten
erforderlich, was entscheidend fu¨r die automatisierte Verarbeitung ist. In baumfo¨rmigen
Graphen lassen sich die Knoten bzw. die Bildregionen effizient mittels Top-Down oder
Bottom-Up Durchla¨ufen suchen. Auf diese Weise ko¨nnen Teilsuchen bei Erfolg abgebro-
chen werden, so dass nicht immer alle Regionen betrachtet werden mu¨ssen.
Ausgehend von der feinsten Skala mit der Knotenmenge N1 bilden die Skalen Hierarchie-
ebenen des Baumes. Dabei modellieren die Kanten die Inklusionsbeziehung, die sich aus
dem Multiskalenansatz ergeben.
Wird jedem Graphknoten nun eine Menge von Eigenschaften zugeordnet, so ergibt sich
ein attributierter Graph. Diese Datenstruktur bildet die Grundlage des untersuchten Kon-
zeptes zur Bildanalyse. Ihre Berechnung erfolgt wie in Abschnitt 5.1.2 und Abschnitt
5.1.3 beschrieben. Die Datenstruktur wird in der Folge als hierarchischer attributierter
Regionen Adjazenzgraph (HARAG) bezeichnet. In Tabelle 5.1 sind fu¨r einige Bildtypen
und Modalita¨ten Referenzgro¨ßen der HARAGs angegeben. Dabei unterscheiden sich die
HARAG Gro¨ßen der unterschiedlichen Methoden MP oder RG im Mittel nicht.
5.2.3. Datenverwaltung
Hierarchische Repra¨sentation. Die eigentliche HARAG-Information la¨sst sich seriali-
sieren und somit effizient auf der Festplatte ablegen. Fu¨r einen hochaufgelo¨sten Datensatz
einer Thoraxaufnahme mit 512× 512× 586 Voxeln ergeben sich bei einer Partitionierung
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in 90 Skalen pro Bild mit der morphologischen Methode eine mittlere Dateigro¨ße von
280 KB pro Slice, die ca 10.000 Regionen beschreibt (Tab. 5.1). Es werden dabei nur die
Daten persistent gehalten, die sich unmittelbar aus der Partitionierung ergeben und die
Regionen unmittelbar beschreiben. Sie bilden die Verwaltungsinformation, auf denen alle
weiteren Schritte aufbauen [Thi03b].
• area: Die Fla¨che einer Region in Pixeln.
• birth: Das erste Auftreten der Region im Partitionierungsprozess.
• age: Die Zahl der Skalen in denen die Region existiert.
• sons: Die Anzahl der Nachfolger im Baum.
• neighbors: Die Anzahl der adjazenten Regionen im Baum.
• Lsons: Die Liste der Sohn Knoten.
• Lneighbors: Die Liste der Nachbarknoten.
• Rpos: Das Feld mit den Positionen der Regionenpixel.
• Image: Das Feld mit den Grauwerten des Bildes.
• perimeter: Die La¨nge der Kontur.
• Cpos: Die Positionen der Konturpixel.
Bilddaten. Mit Hilfe der Partitionierungsmethoden werden fu¨r ein Bild ein oder mehrere
HARAGs erzeugt. Da die Berechnungsmethoden im Vergleich zu den folgenden Opera-
tionen deutlich la¨ngere Laufzeiten aufweisen, pro Bild aber nur einmalig durchgefu¨hrt
werden, ist es sinnvoll, die HARAGs auf der Festplatte zu speichern. Dabei liefert z.B. ein
Repository u¨ber einem Thorax CT-Scan mit 50 Schichten, bei Grundlegung der Werte
aus Tabelle 5.1, ca. 500.000 Regionen. Grundlage der Verwaltung von Partitionierungen
bilden dabei tabellarische Zuordnungen von Bildern zu HARAGs. In der Praxis werden
dazu die jeweiligen Dateinamen der gespeicherten Bilder und HARAGs verwendet und die
resultierenden Zuordnungslisten als Repositories bezeichnet. Ein Repository wird mittels
Browsertechniken visualisiert, die mehrere Bilder in verkleinerter Darstellung pra¨sentieren
und bei Anklicken einer Darstellung den entsprechenden HARAG einlesen (Anh. D.3.1).
Vorteil dieses Konzepts ist, die Benutzung eines Bildes in mehreren Repositories ohne
Bild- und HARAG-Datei mehrfach zu kopieren. Auf diese Weise ist es mo¨glich, ein Bild
in unterschiedlichen Anwendungskontexten auszuwerten. So liefert beispielsweise bei Ver-
dacht auf eine Hirnblutung eine CT-Aufnahme des Kopfes eine untersuchungsspezifische
Bildserie, die gezielt auf Anzahl, Lage und Ausdehnung der Blutungen bei diesem Patien-
ten untersucht wird. Gleichzeitig bildet die Aufnahme aber auch einen Eintrag unter vielen
Hirnblutungen im PACS, auf dem wiederum spezielle Blutungsformen zum diagnostischen
Vergleich oder als Anschauungsmaterial gesucht werden.
5.2.4. Zusammenfassung
Die in den Abschnitten 5.1.2 und 5.1.3 vorgestellten Methoden berechnen allgemeine
Zerlegungen ohne den Regionen eine Bedeutung zuzuordnen. Sie liefern die notwendige
Einschra¨nkung des Suchraumes, die die eigentliche Objektextraktion erst mo¨glich macht
(Abs. 2.4.5). Da den Regionen noch keine Bedeutung zugeordnet wird bilden sie eine
Grundlage fu¨r die flexible Objektextraktion. Ein Bild la¨sst sich ohne Neuberechnung
nach unterschiedlichen Objekttypen auswerten und ist nicht auf eine Auspra¨gung fixiert
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(Abs.2.2.2). Damit sind die Anforderungen an Modularisierung und Datenverwaltung aus
Sicht der bereitgestellten Daten durch das Framework erfu¨llt (Abs. 3.3).
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6. Regionenbeschreibung
Kausale Hierarchien organisieren Bildinhalt unabha¨ngig vom verwendeten Extraktionsmo-
dell. Sie reflektieren die Skalen- und Auspra¨gungsvarianz biomedizinischer Objekte und
stellen den ersten Abstraktionsschritt von den Rohdaten eines Bildes dar. Welche Art
von Objekten sich in HARAGs finden la¨sst ergibt sich dabei aus dem Modell, das dem
Partitionierungsalgorithmus zugrunde liegt. Dieses kann, wie in den Abschnitten 5.1.3
und 5.1.2 dargestellt, sowohl kontextfrei als auch -sensitiv sein. Da HARAGs lediglich
einen abstrakten Datentyp darstellen, dienen sie als Schnittstelle zwischen visueller Da-
tenverarbeitung und abstrakter semantischer Zuordnung. Sie bilden die Grundlage zur
U¨berbru¨ckung der semantischer Lu¨cke, da sie die visuelle Information anwenderorientiert
repra¨sentieren und gleichzeitig soweit abstrahieren, dass formale Methoden der Musterer-
kennung anwendbar werden (Abb. 4.1, Mitte links). Eine Merkmalsberechnung entspricht
der Funktion M aus Abschnitt 4.4. Die Segmentierung von Objekten wird somit zur Suche
im HARAG, wobei wiederum beliebige Methoden der Mustererkennung und ku¨nstlichen
Intelligenz anwendbar sind.
6.1. Merkmalsberechnung
Bildpartitionen werden in HARAGs durch formale Merkmale beschrieben, die sich in drei
Klassen einteilen lassen: hierarchische Merkmale, Formbeschreibung und Texturbeschrei-
bung. Die Zahl der berechenbaren Merkmale ist theoretisch unbegrenzt und die Auswahl
der geeigneten Berechnungen erfordert grundlegende Kenntnisse der Bildverarbeitung. Im
Folgenden werden Beispielmerkmale fu¨r die drei Klassen und welche visuellen Eigenschaf-
ten einer Region mit ihnen beschreibbar sind vorgestellt.
6.1.1. Formbeschreibung
Die Formbeschreibungen bilden die wichtigste Klasse der Merkmale fu¨r die explizite Ob-
jektextraktion (Abs. 2.2.1, 2.2.2 und 2.4.5). Formbeschreibungen formalisieren die Kontur
und Fla¨che einer Region soweit, dass a¨hnlich geformte Objekte auch a¨hnliche Merkmals-
werte erhalten. Zur Formbeschreibung stehen zahlreiche Varianten zur Verfu¨gung. Sie
basieren auf der Fla¨che und der Kontur der Region. Dabei ist zu beru¨cksichtigen, dass
diskrete Werte vorliegen und somit eine Konturinformation nicht eindeutig ist (Abb. 6.1).
Eine low-level Entscheidung fu¨r eine der Varianten (b,c,d) aus Abbildung 6.1 ist daher un-
umga¨nglich und entspricht den Eigenschaften diskretisierter Bilder, die ein Grund fu¨r die
semantischen Lu¨cke sind (Abs. 2.4.2 bis 2.4.5). Die Auswahl bedeutet zwar keine qualita-
tive Einschra¨nkung, muss jedoch bei der quantitativen Auswertung durch den Anwender
beru¨cksichtigt werden. Im Folgenden werden drei Maße und ihre Bedeutung exemplarisch
na¨her betrachtet.
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Abbildung 6.1.: Plausible Varianten der pixelbasierten Konturdefinition um eine rechteckige Region
mit 8 Pixeln (a) liefern bei einem a¨ußeren Umriss, der indirekte Nachbarn zula¨sst 16 Konturpixel (b), bei
ausschließlich direkten Nachbarn werden 12 (c) und bei einem inneren Umriss genau 8 Pixel (d) geza¨hlt.
Region Kopfhaut (a) Kleinhirn (b)
Fla¨che 2737 984
Umfang 1071 142
Konvexita¨t 0.025305 0.613270
Abbildung 6.2.: Im sagittalen MR-Schnitt liefert die Region der Kopfhaut eine elongierte
Struktur mit niedriger Konvexita¨t (a), wa¨hrend das Kleinhirn kompakt und rund mit hoher
Konvexita¨t segmentiert wird (b).
Konvexita¨t la¨sst sich beispielsweise als Verha¨ltnis von Fla¨che und Umfang einer Region
bezu¨glich der Kreiszahl pi bestimmen [Hab85].
Konvexita¨t =
4 · pi · Fla¨che
Umfang2
(6.1)
Die Konvexita¨t la¨sst sich somit aus den Basisattributen area und perimeter ermitteln
(Abs. 5.2.3). In Abbildung 6.2 wurden Kopfhaut und Kleinhirn aus einem sagittalen MR-
Schnitt eines Kopfes segmentiert. Beide Regionen weisen einen visuell nachvollziehbaren
Unterschied der Rundheit auf. Der Wert der Rundheit liegt theoretisch zwischen 0 und
1, wobei 0 einer unendlichen Gerade entspra¨che und 1 einem Kreis. Da jedoch mit dis-
kreten Werten und Konturen auf dem Pixelraster gerechnet wird, sind beide Werte keine
exakten Grenzen. Fu¨r die Umrissvarianten aus Abbildung 6.1 ergeben sich bei einer kon-
stanten Fla¨che von 8 Pixeln fu¨r die Umrisse mit 16 (b),12 (c) und 8 (d) Pixeln jeweils die
Konvexita¨ten 0.392, 0.698 und 1.570. Bei gro¨ßeren Konturla¨ngen und Fla¨chen nivellieren
sich diese extremen Unterschiede zwar, was jedoch bei einer automatisierten Anwendung
explizit zu beru¨cksichtigen ist.
Fourierdeskriptoren (FDS) sind eines der ma¨chtigsten Werkzeuge zur Formbeschrei-
bung [Jae97, Han00]. Sie charakterisieren die geschlossene Kontur einer Region als U¨ber-
lagerung einzelner periodischer Signale unabha¨ngig von der Lage einzelner Pixel. Die
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Abbildung 6.3.: Die Kontur des segmentierten Gehirns aus Abbildung 6.2 besteht aus 1258 Pixeln
und wurde hellgrau in a,b,c eingezeichnet. Die weiße Kontur entspricht den skalierungstreu rekonstru-
ierten FDS und die schwarze der RST invarianten Repra¨sentation mit jeweils 10 (b), 40 (c) und 70 (d)
Koeffizienten.
einzelnen Frequenzen der Signale korrespondieren dabei zum Detaillierungsgrad der Kon-
turdarstellung. So liefert die Frequenz Null die Koordinaten des Schwerpunkts der Region,
die Frequenz Eins korrespondiert zum Radius des Schwerpunktkreises, die Frequenz Zwei
liefert den Beitrag der Hauptachsen zum Ellipsoid, wie bei den Momenten zweiter Ord-
nung, die dritte Frequenz liefert die ersten Wendestellen und so weiter. Die Kontur la¨sst
sich so mit deutlich weniger Frequenzanteilen als die Zahl der Umfangspixel darstellen.
In der Praxis reichen weniger als 10% der Umfangsla¨nge als Fourierkoeffizienten aus, um
eine Objektkontur hinreichend zu beschreiben (Abb. 6.3). Zusa¨tzlich werden Details her-
ausgefiltert, ohne dass die Gesamtform der Region verfa¨lscht wird.
Ein weiterer Vorteil ist die rotations-, skalierungs-, und translationsinvariante Normier-
barkeit (RST). Die Koeffizienten selber werden zwar komplexwertig berechnet, es reicht
jedoch ausgehend von der niedrigsten Frequenz eine feste Anzahl an Frequenzanteilen
(Phasen) aus, um eine Form zu rekonstruieren. Durch Subtraktion des Orientierungswin-
kels der Hauptachse auf die Phasen werden die Konturen auf einen identischen Start-
punkt rotiert. Durch Division mit der Amplitude der niedrigsten Frequenz ergibt sich
ein normierter Wertebereich, der die Regionen gro¨ßenunabha¨ngig repra¨sentiert und durch
Weglassen der Frequenz Null wird die Kontur lageunabha¨ngig. Auf diese Weise werden
Formen vergleichbar und mit fester La¨nge dargestellt.
Momente 2. Ordnung der Pixelverteilung liefern die Hauptachsen einer Region und
somit die am besten passende Ellipse fu¨r die Fla¨che [Hab85]. Sie wird mit den Attribu-
ten La¨nge der Hauptachse, La¨nge der Nebenachse, Schwerpunkt und Orientierung der
Hauptachse beschrieben. Auf diese Weise werden komplexe Regionen mit unterschiedli-
chem Umfang und Gro¨ße auf fu¨nf standardisierte Eigenschaften reduziert. Ihre visuelle
Repra¨sentation gestattet eine abstrakte Darstellung von Struktur und ra¨umlicher Lage
sowie den Ausgleich kleiner Ungenauigkeiten in der Kontursegmentierung. Diese komple-
xen Attribute werden mit Hilfe einer eigenen Sprache explizit berechnet. Der Code wird
in Anhang C.2 vorgestellt.
6.1.2. Texturbeschreibung
Neben der Kontur bildet die Grauwertverteilung innerhalb einer Region das zweite Kri-
terium der visuellen Wahrnehmung. Sie formalisiert die Fla¨cheneigenschaften als Textur
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Abbildung 6.4.: Die Fingerknochen der Handradiografie (a) wurden segmentiert (b) und durch ihre
Schwerpunktellipsen dargestellt(c).
(Abs. 2.4.4).
Histogrammstatistiken formalisieren die Helligkeitsverteilung einer Region (Abs. 6.2.2).
Der mittlere Grauwert gibt den Helligkeitseindruck wieder, wa¨hrend Varianz und Entro-
pie die Verteilung der Werte beschreiben. Der minimale und maximale Grauwert liefert
die Breite und somit Referenzen fu¨r die Varianz und Entropie [Leh97].
Cooccurrence Matrizen entsprechen einem zweidimensionalen Histogramm, wobei nicht
mehr das Auftreten einzelner Grauwerte, sondern das von Nachbarschaften von Grauwer-
ten geza¨hlt wird [Leh97]. Wenn i, j ∈ N Grauwerte aus dem Wertebereich des Bildes f
sind und ~d = (xd, yd), xd, yd ∈ N, d ∈ R einen Abstandsvektor zwischen Pixeln ~x, ~y ∈ f
beschreibt, dann ist die Cooccurrence Matrix (CM) wie folgt definiert.
CMd(i, j) = P (f(xa, ya) = i ∧ f(xb, yb) = j|(xa, ya)− (xb, yb) = (xd, yd))∀~a,~b (6.2)
Dabei beschreibt P (f(~a) = i∧f(~b) = j|~a−~b = ~d) die relative Ha¨ufigkeit des Auftretens von
Grauwert i ∈ N in der Entfernung ~d vom Pixeln mit dem Grauwert j. Da die Cooccurrence
Matrix alle mo¨glichen Grauwertpaare einer Region repra¨sentiert, liefert sie fu¨r einen 8 Bit
quantisierten Grauwertebereich (i ∈ [0..W ],W = 255) ein Feld der Gro¨ße 2562 = 65536
bei 12 Bit Quantisierung (i ∈ [0..W ] W=4096) sind es sogar 40962 = 16777216 Eintra¨ge.
Diese Datenmenge wird mit Statistiken auf einige wenige charakteristische Werte, die
Haralickschen Texturmaße, reduziert [Har73]. Daru¨ber hinaus ist es erforderlich, eine
Cooccurrence Matrix fu¨r jede Form von Nachbarschaft zu berechnen, die als relevant
angenommen wird. Typische Nachbarschaften sind ~d = (1, 1) (rechts unten), ~d = (1, 0)
(rechts) und ~d = (0, 1) (unten). Auf diese Weise wird eine detailliertere Analyse der Textur
unter Beru¨cksichtigung der lokalen Grauwertverteilung ermo¨glicht. Bei der Berechnung
von CMd wird fu¨r Werte von ~d, die außerhalb des betrachteten Bereichs liegen, kein Wert
ermittelt.
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Kontrast ist eine Statistik ho¨herer Ordnung auf der Basis einer Cooccurrence Matrix
und das erste der Haralickschen Texturmaße [Har73].
Kontrast =
W−1∑
i=0
W−1∑
j=0
(
(i− j)2 · CMd(i, j)
)
(6.3)
Ein hoher Kontrast bedeutet große Grauwertdifferenzen bei dicht benachbarten Pixeln
und somit große Werte fu¨r CMd(i, j). Nun werden weit auseinander liegende Grauwerte
i, j durch (i− j)2 entsprechend hoch bewertet, was sicherstellt, dass einzelne Summanden
nur dann klein werden, wenn die relative Ha¨ufigkeit CMd(i, j) in der Cooccurrence Matrix
gegen 0 geht und folglich das Grauwertpaar (i,j) nicht ha¨ufig benachbart vorkommt.
6.1.3. Hierarchische Merkmale
Die hierarchischen Merkmale beschreiben die Position einer Region innerhalb der Mul-
tiskalenpartitionierung. Bedingung fu¨r ihre effiziente Verarbeitung ist die Kausalita¨t des
Partitionierungsverfahrens.
Skalenmaße ergeben sich direkt aus der Protokollierung der Inklusionshierarchie in zwei
aufeinanderfolgenden Skalen (Abs. 5.2.3). Dabei werden jedem Knoten die Skala seiner
Entstehung birth sowie die Zahl der Skalen zugeordnet, u¨ber die er existiert age. Struk-
turell ergibt sich die Zahl der Nachfolgeknoten sons aus der Zahl der Partitionierungen
aus denen sich eine Region zusammensetzt. Diese Liste wird ebenfalls explizit pro Region
verwaltet Lsons.
Partitionierungsentropie beschreibt die Gro¨ßenverteilung der Partitionen, aus denen
sich eine Region zusammensetzt. Sie ergibt sich aus den einfachen Skalenmaßen a¨hnlich
der Informationsentropie. In dieser Notation bezeichnet der Punktoperator (.) die Auswahl
eines Attributwertes aus derjenigen Region, die dem Operator vorangestellt wird. Somit
bedeutet Lsons[s].area den Wert des Attributes area fu¨r den Nachfolgeknoten der
aktuellen Region mit der Nummer s,
Partitionierungsentropie =
sons∑
s=0
log(Lsons[s].area)
area
·
Lson[s].area
area
· log(2)−1 (6.4)
Die Partitionierungsentropie liefert einen hohen Wert wenn die Region in relativ gleich
große Teilregionen partitioniert wird. Umgekehrt wird der Wert niedrig falls die Region
in eine dominante und mehrere kleine Subpartitionen zerfa¨llt.
Die hier vorgestellten Attribute bilden lediglich einen kleinen Ausschnitt der in der Lite-
ratur beschriebenen Mo¨glichkeiten zur formalen Charakterisierung von Regionen [Har69,
Hab85, Jae97, Leh97, Soi97, Han00]. Sie illustrieren, warum die Auswahl und Anzahl an
Merkmalen in diesem Framework nicht als fester Bestandteil der Merkmalsberechnung de-
finiert, sondern anwendungsabha¨ngig erweiterbar gehalten wird. Die Merkmalsberechnung
bildet dabei eine Heuristik der Objektextraktion die nur im Dialog zwischen Entwickler
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und Anwender entscheidbar ist. Aus diesem Grund bildet sie im Framework auch einen
Teil des Kontextwissens und keine automatisiert berechenbare Komponente (Abs. 3.1.3).
In Abbildung 4.1 bilden daher Formeln wie (6.1), (6.2), (6.3) und (6.4) die anwendungs-
abha¨ngigen Merkmalsbeschreibungen fu¨r die Merkmalsberechnung. Da ihre Auswahl und
Anzahl theoretisch unbegrenzt ist, mu¨ssen Merkmalsberechnungen als Parameter betrach-
tet und als Teil des Anwendungswissens betrachtet werden. Auch komplexere form- und
konturbasierte Konzepte wie in [Koh04, Bre01] oder [Leh05b] beschrieben, erfordern der-
artige anwendungsabha¨ngige Merkmalsauswahlen. Dort werden sie jedoch u¨berwiegend
implizit bei der Methodenentwicklung vorgegeben, und bilden keine explizit zur Anwen-
dungszeit adaptierbare Gro¨ße.
6.2. Eine Sprache zur Merkmalsbeschreibung
Es existiert kein universeller Satz deskriptiver Merkmale, der a-priori fu¨r alle Arten von
Bildern und Objekten festgelegt werden kann. Daher werden die relevanten und sinnvollen
Merkmale fu¨r eine Extraktionsaufgabe anwendungsspezifisch definiert (Abs. 3.1.3). Merk-
male werden mittels mathematischer Funktionen aus den numerischen Basiseigenschaften
von Regionen (Abs. 5.2.3) in komplexere Beschreibungen aggregiert (Abs. 6.1). So ergibt
sich zum Beispiel der mittlere Grauwert einer Region aus der gewichteten Summe der in
der Region auftretenden Grauwerte.
Die notwendige Erga¨nzung der Extraktionsmethode um eine neue Attributberechnung
erfordert jedoch die Erweiterung und Manipulation des Quellcodes. Dies wiederum erfor-
dert vom Entwickler der Attributberechnung nicht nur fundamentale Kenntnisse der Im-
plementierung der Frameworkkomponenten und der Quellcodearchitektur, sondern auch
eine komplette Entwicklungs- und Programmierumgebung auf dem Anwendungsrechner,
mit der eine Kompilation des Codes mo¨glich ist. In klinischen Anwendungen ist neben des
zusa¨tzlichen Administrationsaufwandes eine solche Konstellation aus rechtlichen Gru¨nden
oft nicht zula¨ssig, da eine Entwicklungsumgebung mitunter auf kritische Dienste des Be-
triebssystems zugreifen darf und somit potenziell die Rechnerstabilita¨t und Datensicher-
heit gefa¨hrdet.
Aus diesen Gru¨nden ist es sinnvoll die Merkmalsberechnung auf einer abstrakteren Ebene
vollsta¨ndig in die Anwendung zu integrieren. Dies erfolgt in Form einer doma¨nenspezi-
fischen Sprache (DSS) als eigensta¨ndige Komponente. Ein Programm in der DSS erha¨lt
als Eingabe den HARAG aus der Partitionierung (Abs. 5) und liefert eine Tabelle mit
den berechneten Merkmalen fu¨r alle Regionen zuru¨ck. Die Sprache ermo¨glicht so die For-
mulierung neuer Attribute wa¨hrend der Beschreibungsphase von Objekten, ohne dass die
Software manipuliert wird.
Vorteil dieser Komponente ist die Verwendbarkeit sowohl in der Entwickler- als auch in
der Anwendersicht, vorausgesetzt der Anwender verfu¨gt u¨ber entsprechende Kenntnisse
(Abs. 4.1). Die DSS zur Merkmalsberechnung bildete die erste Abstraktionsebene zur
Objektsuche und dient der deskriptiven Modellierung (Abs. 3.1). Die Sprache besteht
aus einer deklarativen Grammatik, die in einen Zwischencode u¨bersetzt und auf einer
virtuellen Maschine innerhalb des Frameworks ausgefu¨hrt wird.
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6.2.1. Die deklarative Grammatik
Die formale Grammatik der DSS definiert eine Beschreibungs- und Anfragesprache zur
Aggregation und dem Vergleich ordinaler Merkmale. Ein Programm in dieser Sprache glie-
dert sich in eine Deklarations- und in eine Anfragesektion. In der ersten Sektion werden
neue Attribute dynamisch aus den bekannten und persistenten Basisattributen generiert.
Die Sprache ist nicht berechnungsvollsta¨ndig, da iterierende Operationen lediglich u¨ber
endlichen Feldern der Kontur- und Regionenpixel operieren. Komplexere Funktionen, wie
die Berechnung der FDS, werden intern zur Verfu¨gung gestellt, da ihre Definition de-
zidierte Spezialkenntnisse erfordert, die dem Anwender verborgen bleiben sollten. Neue
Attribute lassen sich mit Hilfe von Ausdru¨cken u¨ber den Basismerkmalen berechnen und
auswerten. Sie werden als dynamische Merkmale bezeichnet, da sie im Gegensatz zu den
persistenten Basismerkmalen bei Bedarf angelegt und berechnet werden. Die Syntax der
Ausdru¨cke ist durch die folgende Grammatik beschrieben.
01 const -> [0-9,.]+ //konstante Realzahlen
02 var -> [A-z]+ //Namen dynamischer Merkmale
03 attrib -> ATTRIBS //vordefinierte Attribute
04 exp -> attrib //z.B. area
05 exp -> const //z.B. 3.1416
06 exp -> var //Variableninhalt
06 exp -> var[exp] //Feldeintrag an Ausdruck
07 exp -> exp ARITHOP exp //Infix Arithmetik {+,-,*,\,%}
08 exp -> FUNC1 ’(’exp’)’ //einwertige Funktionen
09 exp -> FUNC2 ’(’exp’,’exp’)’ //zweiwertige Funktionen
10 exp -> ( exp ) //Klammerung
11 vardecl -> var ’:=’ exp ’;’ //Zuweisung Variable
12 vardecl -> var ’:=’ ARRAY [const]’;’ //Feld der Gro¨ße const
13 vardecl -> var [exp] ’:=’ exp’;’ //Zuweisung Feldeintrag
14 FOR var IN var decls ROF //For Schleife u¨ber var
15 pred -> TRUE, FALSE //konstante Pra¨dikate
16 pred -> exp RELOP exp //Relationen {<,>,=,!=}
17 pred -> pred LOP pred //Logikoperatoren {||,&&,!}
18 pred -> ’(’ pred ’)’ //Klammerung
19 IF pred THEN decls [ELSE decls] FI //If Statement
20 rule -> pred //Pra¨dikate als Regeln
21 rule -> rule ’,’ pred //Konkatenation
22 rules -> (CONST rule)+ //Liste von Regeln
23 decls -> DECLS (vardecl)* SLCED //Block mit Deklarationen
Der Parser der DSS, die fu¨r das Framework implementiert wurde, ist in den Ableitungsre-
geln (01) bis (23) beschrieben. Hierbei bilden die kapital gesetzten Bezeichner die Termi-
nale, die jeweils das Ende eines semantischen Kontextes markieren. Die klein gesetzten Be-
zeichner der rechten Seiten werden jeweils von den passenden klein gesetzten Bezeichnern
der linken Seiten ersetzt. Diese Aufgabe wird von einem Scanner und Parser u¨bernom-
men [Aho99]. Die Regeln geben an, wie eine Merkmalsbeschreibung syntaktisch aufgebaut
wird und welche Symbole zur Verfu¨gung stehen. Dabei bilden Begriffe in Großbuchstaben
wie FOR, IN, ROF die Schlu¨sselwo¨rter, eckige Klammern ([]) bezeichnen eine Auswahl
RWTH AACHEN · UNIVERSITA¨TSKLINIKUM
INSTITUT FU¨R MEDIZINISCHE INFORMATIK
Abteilung Medizinische Bildverarbeitung
Stand: 30. Oktober 2007
Autor:
Christian Thies
Schließen der semantischen Lu¨cke Seite: 66 von 169
von Zeichen, Hochkommata (’,’) zeigen explizite Zeichenkombinationen an und (...)+
bzw. (...)* fordern die mindestens einmalige bzw. beliebig ha¨ufige Wiederholung des
Ausdrucks innerhalb der Klammern.
Die Sprache realisiert im Wesentlichen numerische Operationen auf Variablen und Feldern
von Zahlen. Die vordefinierten Attribute ATTRIBS entsprechen den persistenten Attribu-
ten der HARAG Datenstruktur (Abs. 5.2.3). Die Menge der Symbole ARITHOP umfasst
die arithmetischen Grundoperationen. Die Mengen FUNC1 und FUNC2 geben die jeweils
ein- und zweiwertigen Operationen ho¨herer Ordnung an. Relationale Operatoren RELOP
vergleichen zwei Zahlen und logische Operatoren LOP verknu¨pfen resultierende Wahr-
heitswerte. Gegenwa¨rtig sind die folgenden mathematischen Operationen in der Sprache
bereitgestellt.
1. ARITHOP: +, -, *, /, %, Addition Subtraktion Multiplikation, Division, Modulo
2. FUNC1: log(a), sqrt(a), Logarithmus, Quadratwurzel (einwertig)
3. FUNC2: pow(a,b), Potenzieren ab (zweiwertig)
4. FUNC2: dist(A,B), Euklidische Distanz zwischen Feldern A und B (zweiwertig)
5. RELOP: <,>,=,!=, kleiner als (<), gro¨ßer als (>), gleich (=), ungleich ( 6=)
6. LOP: ||,&&,! oder (∨), und (∧), nicht (¬)
Dabei werden die Operatoren 1 bis 3 und 5 auf skalaren Werten berechnet, wa¨hrend Ope-
ration 4 eine Transformation auf Feldern bildet, mit der die Euklidische Distanz zwischen
zwei gleich großen Vektoren (~a,~b)mit d Elementen berechnet wird.
dist(~a,~b) =
√√√√ d∑
i=0
(~a[i]−~b[i])2 (6.5)
Die relationalen Vergleichsattribute (5.) liefern Wahrheitswerte, die mittels logischer Ope-
ratoren (6.) verknu¨pft werden. Da die Berechnung von Merkmalen aus den Ausdru¨cken
exp ausschließlich auf reellen Zahlen erfolgt, ist kein expliziter Typencheck wa¨hrend des
Parsens einer Deklaration notwendig.
6.2.2. Beispiele fu¨r generierte Attribute
Mit der Grammatik aus Abschnitt 6.2.1 lassen sich komplexe Attribute einer Region aus
den Basisdaten berechnen (Abs. 5.2.3). In diesem Beispiel wird das Histogramm und
abgeleitete Werte, wie der mittlere Grauwert, die maximale/minimale Grauwertintensita¨t
und die Entropie berechnet.
01 h := ARRAY(256);
02 position := Rpos(0);
03 ming := image(position);
04 maxg := image(position);
05 meangrey := 0;
06 FOR count IN area
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07 position := region(count);
08 h[image(position)] := h[image(position)]+1;
09 meangrey := meangrey + image(position);
10 IF (image(position) < ming) THEN
11 ming:= image(position);
12 FI;
13 IF (image(position) > maxg) THEN
14 maxg:= image(position);
15 FI;
16 ROF;
17 FOR bin IN 256
18 entropy := entropy + (h(bin)/256 * log(h(bin)/256) /log(bin));
19 ROF;
20 entropy := -1 * entropy;
21 meangrey := -1 meangrey/area;
In Zeile 01 wird ein Feld h der Gro¨ße 256 deklariert, das die Grauwerte des Bildes ent-
halten soll. In Zeile 02 wird die Koordinate (position) des am weitesten links oben
liegenden Pixels der Region (Rpos) ausgelesen. Dabei ist Rpos das entsprechende Basisat-
tribut (Abs. 5.2.3). In Zeile 03 und 04 werden die Variablen fu¨r minimalen (ming) bzw.
maximalen (maxg) Grauwert mit dem Grauwert des Bildes (Image(position)) an der Po-
sition des ersten Regionenpixels initialisiert. Zeile 05 initialisiert die Variable meangrey
zur Berechnung des mittleren Grauwertes. Die For-Schleife in Zeile 06 wird so oft durch-
laufen, wie es der Gro¨ße der Region (area) entspricht. Dabei wird in der Variable count
geza¨hlt. In Zeile 07 wird die Position des Regionenpixels an der Stelle count bestimmt
und in Zeile 08 der Eintrag im Histogrammfeld h um Eins erho¨ht, der dem Grauwert des
Bildes an dieser Position entspricht. Die Variable meangrey fu¨r den mittleren Grauwert
wird in Zeile 09 um den Grauwert an der aktuellen Position erho¨ht und in Zeile 10 wird
der aktuelle Wert mit dem bisher angenommen minimalen Grauwert (ming) verglichen.
Ist er kleiner, so wird ming in Zeile 11 entsprechend gea¨ndert. Analog geschieht dies in
den Zeilen 13 und 14 fu¨r maxg. Die For-Schleife in Zeile 17 wird so oft wiederholt, wie Ele-
mente im Histogramm vorliegen, was in der Variablen bin geza¨hlt wird. In Zeile 18 wird
die Variable entropy mit der Summe der Logarithmen der Auftrittswahrscheinlickeiten
eines Grauwertes belegt. Die Vorzeichenbereinigung zur Berechnung der Entropie findet
in Zeile 20 statt. In Zeile 21 wird der mittlere Grauwert als Verha¨ltnis der Summe aller
Grauwerte zur Anzahl aller Regionenpixel bestimmt. Dieses Beispielprogramm illustriert,
wie mit Hilfe der DSS aus den Basisattributen komplexe und deskriptive neue Attribute
generiert werden.
6.2.3. Die virtuelle Maschine
Die Merkmalsdefinition mittels der DSS wird von einer virtuellen Maschine (VM) berech-
net. Sie besteht aus einem Ausdrucks- und einem Pra¨dikaten-Stack, den Registern fu¨r die
fixen Attribute, beliebig vielen tempora¨ren Variablen sowie einem Programmspeicher fu¨r
beliebig viele und große Felder.
Die Operatoren der Maschine sind in Tabelle 6.1 zusammengestellt.
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VM-Operator Beschreibung
store Schreiben des obersten Wertes des Ausdruck-Stacks in feste und
tempora¨re Register
pushc Ablegen einer Konstanten auf dem Stack
pushr Lesen aus festen und tempora¨ren Registern in den obersten Wertes
des Ausdruck-Stacks
pusha Lesen aus festen und tempora¨ren Arrays: Index oberster Wert des
Ausdruck-Stacks
FUNC ARITHOP, FUNC1 und FUNC2 aus der mathematischen Bibliothek
(Abs. 6.2.1): Werte werden vom Ausdrucks-Stack gelesen und nach
Operatorausfu¨hrung das Ergebnis wieder dort gespeichert
LOP Logische Operationen (Abs. 6.2.1): Werte werden vom Pra¨dikaten-
Stack gelesen, das Ergebnis wieder dort gespeichert
RELOP Vergleichsperationen (Abs. 6.2.1): Werte werden vom Ausdrucks-
Stack gelesen, das Ergebnis auf dem Pra¨dikaten-Stack gespeichert
jmp CP Verzweigung an Codeposition CP
beq CP ,bne CP Verzweigung an Codeposition CP wenn oberstes Element des
Pra¨dikaten-Stacks wahr bzw. falsch ist
end Endmarkierung
Tabelle 6.1.: Die Operatoren der virtuellen Maschine bilden low-level Funktionen einer Assem-
blersprache. Dieser simple Befehlsatz la¨sst sich effizient auswerten und bietet alle Mo¨glichkeiten,
die zur Berechnung der Merkmale in der DSS notwendig sind. VM-Operatoren bezeichnen dabei
die lesbaren Bezeichner der intern numerischen Repra¨sentation.
Ein Programm, das in der Syntax aus Abschnitt 6.2.1 vorliegt, wird zuna¨chst mittels ei-
nes Parsers in Befehle der virtuellen Maschine u¨bersetzt (Tab. 6.1). Dazu werden bei der
Kompilation neue Variablen, die auf den linken Seiten der Zuweisungen mittels des Opera-
tors := stehen, als tempora¨re Register erzeugt. Dann folgt die Erzeugung des eigentlichen
Codes. Dieser besteht aus der Liste entsprechender Kommandos sowie einer Tabelle der
Symbole, die die neuen Variablen beschreiben. Zur Anwendung des Programms werden
die Register mit den bekannten Werten der fixen Attribute der Region belegt.
Anhand des folgenden Codefragments wird die partielle Auswertung des Codes und die
U¨bersetzung in die virtuelle Maschine demonstriert.
conv := (area * 4 * 3.1415)/ ( pow(perimeter,2));
If (conv > 0.5) Then
conv = 1;
Der Compiler generiert das Register conv u¨ber das dynamische allozierte Symbol und
u¨bersetzt die Operationen in den Assemblercode. Dabei berechnet die partielle Auswer-
tung die Konstantenmultiplikation von 4 * 3.1415 vor, um die Stacklast zu reduzieren.
01. pushc 2;
02. pushr perimeter;
03. <aop> pow;
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04. pushc 3.1415 * 4;
05. pushr area;
06. <aop> mult;
07. store conv;
08. pushr conv;
09. pushc 0.5;
10. >;
11. bne 14;
12. pushc 1;
13. store conv;
14. end;
in Zeile 01 - 07 findet die arithmetische Operation der Berechnung statt. Dabei wurden die
beiden Klammerausdru¨cke mit Regel 10 der Grammatik in der angegebenen Reihenfolge
aufgebaut. Zeile 01 - 03 berechnet den Nenner des Bruchs und Zeile 04 - 06 den Za¨hler.
In Zeile 07 findet die Zuweisung in das dynamische Register conv statt. In Zeile 08 - 10
findet der Vergleich statt, dessen Ergebnis oben auf dem Stack abgelegt wird. In Zeile
11 wird getestet, ob auf dem Stack ein Wahrheitswert liegt. Wenn ja, findet eine erneute
Zuweisung zu conv statt 12 - 13, ansonsten terminiert die Berechnung.
6.2.4. Durchfu¨hrung einer Berechnung
Abbildung 6.5.: Ein Programm in der DSS als Eingabe wird im Vorbereitungsschritt zuna¨chst in ein
VM Programm und eine Liste neuer dynamischer Merkmale u¨bersetzt. Im Ausfu¨hrungsschritt wird das
VM Programm auf alle Regionen eines gegebenen HARAG iterativ angewandt. Ergebnis ist eine Tabelle
mit allen dynamischen Merkmalswerten fu¨r alle Regionen des HARAGs.
Die Anwendung des Codes der DSS auf einen HARAG erfolgt in zwei Schritten und wird
in Abbildung 6.5 schematisch dargestellt.
Vorbereitung. Zuerst wird der Code der DSS in ein Programm in der Assemblersprache
der virtuellen Maschine u¨bersetzt (Abs. 6.2.1 und 6.2.3). Dabei werden die dynamischen
vom Anwender definierten Variablen angelegt und eventuell partiell berechenbare Aus-
dru¨cke, wie z.B. die Addition von Konstanten, ausgewertet. Das Ergebnis ist ein Assem-
blercode, der auf der VM ausfu¨hrbar ist (Tab. 6.1).
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HARAG Region area age birth sons meangrey entropy ...
1 1 65536 1 200 15 121 0.0 ...
1 2 32768 1 199 2 94 0.7 ...
1 3 32768 1 199 2 202 0.4 ...
:
Tabelle 6.2.: In der tabellarischen Darstellung des Vektorraumes erhalten HARAGs und je-
weilige Regionen eine eindeutige Identifikationsnummer, so dass der Vektor jederzeit der ent-
sprechenden Partition zuordenbar ist. Die Basisattribute sind vorhanden (Abs. 5.2.3), und dann
folgen die neu definierten Merkmale.
Ausfu¨hrung. Die Ausfu¨hrung erfolgt u¨ber alle Regionen eines HARAGs. Dabei werden
zuna¨chst die persistenten Variablen der aktuellen Region in die festen Register der VM
geladen (Abs. 5.2.3). Dann wird der Assemblercode ausgefu¨hrt und die damit berechneten
neuen anwenderdefinierten Variablen belegt. Diese Berechnung wird fu¨r jede Region eines
HARAG wiederholt.
6.3. Integration in das Framework
Die Eingaben des DSS Codes zur Durchfu¨hrung der Merkmalsberechnung (Abb. 6.5)
korrespondiert mit der Wissensbasierten Merkmalsbeschreibung im Framework, wa¨hrend
der HARAG die plausiblen Regionen aus der zuvor durchgefu¨hrten Bildanalyse entha¨lt
(Abb. 4.1). Die Regionenmerkmalstabelle als Ergebnis der Berechnung bildet die Eingabe
der nachfolgenden Komponente.
6.3.1. Vektorraum als Schnittstelle zur Objektmodellierung
Aus den Merkmalen, die mittels der DSS u¨ber den Regionen berechnet werden, ergibt sich
ein Vektorraum, dessen Dimension der Zahl der dynamischen und persistenten Merkmale
entspricht. Der Vektorraum ~V abstrahiert vollsta¨ndig von der Baumstruktur und die Re-
gionenbeschreibungen werden in tabellarischer Form abgelegt (Tab. 6.2). Im Vektorraum
wird angenommen, dass a¨hnliche Merkmale auch a¨hnliche Merkmalsvektoren erzeugen,
die entsprechend benachbart sind oder dass sich die Merkmale fu¨r Objektregionen derart
von den irrelevanten Regionen unterscheiden, dass sie extrahierbar sind. In Anhang C ist
eine informelle Beschreibung verwendeter Merkmale zusammengefasst.
6.3.2. Funktionale Sichtweise
In die formale Extraktionsfunktion (4.1) aus Abschnitt 4.4 geht die Merkmalsbeschrei-
bung in Form des DSS-Codes als Parameter µ ein. Er wird zur Berechnung von M auf
den HARAG angewandt. Damit hat die Extraktionsmethode nach dem Schritt der Re-
gionenbeschreibung im Framework folgende Form (Abb. 4.1):
ΩM = M(ΩΦ, µ) (6.6)
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6.3.3. Zusammenfassung
Die Merkmalsberechnung abstrahiert von der hierarchischen Partitionierung in eine all-
gemeine tabellarische Repra¨sentation der Regioneninformation. Auf diese Weise wird die
Bildanalyse von der folgenden Objektmodellierung formal vollsta¨ndig getrennt. Die Merk-
malsbeschreibung in Form einer eigenen Programmiersprache bietet unmittelbaren Zu-
gang zur low-level Datenverarbeitung. Dabei wird die in jedem Fall heuristische Merk-
malsauswahl beru¨cksichtigt und die Merkmalsbeschreibungen als anwendungsabha¨ngige
Gro¨ße betrachtet, fu¨r deren Bereitstellung technisches Wissen erforderlich ist. Aus Ent-
wicklersicht la¨sst sich die Art und Anzahl der Merkmale zur Anwendungszeit a¨ndern und
unmittelbar berechnen.
Aus Anwendersicht lassen sich alle einmal programmierten DSS-Codes verwenden, ohne
dass die Implementierung bekannt ist. Damit ist sowohl die implizite als auch explizite
Wissensabbildung mit einem generalisierten Ansatz mo¨glich. Die tabellarische Darstel-
lung der Merkmalswerte hat den Vorteil allgemeine Werkzeuge der Datenanalyse verwen-
den zu ko¨nnen (Abs. 3.1.3). Ferner werden damit die Anforderungen an die Generalisie-
rungsfa¨higkeit des Framework erfu¨llt (Abs. 3.3). Wechselnde Objektklassen und Darstel-
lungen werden durch Erweiterung der Merkmalsbeschreibungen abgebildet und einmal
erstellte Codes sind beliebig wiederverwendbar.
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7. Objektmodellierung
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Abbildung 7.1.: Segmentierung von Objekten erfolgt in einem HARAG als Suche von Regionen mit
charakteristischen Merkmalen. Die Nummern in den Kreisen (Mitte) korrespondieren mit den Nummern
der schematischen Bildregionen (links). Die Nummern in den Ka¨sten geben die jeweilige Entstehungsskala
der Region an (Mitte). In diesem Beispiel wurden alle Regionen der Skala 1 aus Abbildung 5.1 als relevant
markiert (rechts).
Die Modellierung der Objekte erfolgt im Framework als Klassifikation (Abb. 4.1, Mitte
rechts). Dabei bezeichnet die Klassifikation die Zuordnung unbekannter Beobachtungen
zu bekannten Markierungen [Dud01]. Fu¨r die Anwendungen auf HARAGs bedeutet dies:
Die Klassifikationsfunktion K aus Abschnitt 4.4 ordnet Regionen (Beobachtungen) den
Objekten (Markierungen) zu (Abs. 6.3.1).
K(Region) → {Objekt, Kein Objekt} (7.1)
Klassifikation ist eine elementare und gut dokumentierte Technik der Mustererkennung,
fu¨r die in der Literatur eine Vielfalt etablierter Verfahren und Herangehensweisen be-
schrieben werden [Dud01, The03, Fuk90]. Im Folgenden werden die Prinzipien der Klas-
sifikation und deren U¨bertragung in das Framework beschrieben, wobei sich die wahre
Sta¨rke des Frameworkkonzeptes herausstellt. Fu¨r eine Klassifikationsmethode ist analy-
tisch nicht entscheidbar, ob sie fu¨r die entsprechende Aufgabe geeignet ist. Daher wird
ein experimenteller Vergleich der Methodenvarianten beno¨tigt (Abs. 3.1.3). Da die Varian-
ten jedoch in einer identischen Prozessreihenfolge arbeiten, ist das Komponentenmodell
zweckma¨ßig, da es bei Variation einer Komponente nicht erforderlich ist, alle Prozess-
schritte neu zu entwickeln. Vorgelagerte Prozesskomponenten sind die Erstellung der GT,
aus der im zweiten Schritt die Trainings- und Testmengen gewa¨hlt werden [Dud01]. Um
Klassifikatoren robust zu machen, wird zusa¨tzlich eine Auswahl der signifikanten Merk-
male getroffen [Dud01]. Nach dieser Vorverarbeitung findet die eigentliche Klassifikation
statt.
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Abbildung 7.2.: Ein Klassifikationsbrowser dient dazu einzelne Regionen in einem HARAG zu extra-
hieren, die Merkmale zu sichten und eine Klassenzuordnung zur Erstellung einer GT vorzunehmen.
7.1. Labelbasierte Ground-Truth
Die GT identifiziert die Menge der Objekte τ , die von einem Anwender in den Bildern
der Eingabemenge als relevant erkannt und die somit auch als Ergebnis des Extraktions-
prozesses erwartet werden (Abs. 4.4). In der realen Anwendung ist die GT nicht bekannt
und es wird davon ausgegangen, dass ein Verfahren die “korrekten” Ergebnisse liefert.
Um dies jedoch sicherzustellen wird in der Entwicklungsphase diese Information auf einer
endlichen repra¨sentativen Teilmenge beno¨tigt. Die GT la¨sst sich zwar automatisiert ge-
nerieren, dann wird in der Folge jedoch meist die Generierungsvorschrift gelernt. Besser
ist die zwar aufwendige, aber dadurch realistischere Auswahl der realen Repra¨sentationen
von Objekten in allen heterogenen Auspra¨gungen [Leh02c].
Da die Klassifikation auf den Merkmalsra¨umen der HARAGS bereits partitionierter Bilder
erfolgt, ko¨nnen vom Anwender auch nur solche Regionen markiert werden, die tatsa¨chlich
in den HARAGs der Bilder visuell nachvollziehbar vorhanden sind. Zum Markieren der
Regionen wird zuna¨chst ein Werkzeug beno¨tigt, mit dem sich HARAGs anwenderorientiert
durchsuchen lassen.
In Abbildung 7.2 wird ein solcher Browser prototypisch illustriert. Dargestellt ist eine
Handradiografie, auf einem Bild der Gro¨ße 200x256 Pixel. Der HARAG wurde mittels
RG berechnet und besteht aus 3572 Knoten. Links befinden sich die Navigationselemente
zum Bla¨ttern in den HARAG Skalen. Darunter die Exportfunktionen fu¨r die Klassifikati-
on. Um rationell zu markieren, ist es in diesem GUI mo¨glich, mehrere Klassen auf einmal
zu erfassen. In diesem Fall sind es die anatomischen Knochengruppen der Hand. Markiert
wurde hier ein Metakarpalknochen, dessen Region im HARAG visuell plausibel repra¨sen-
tiert wird. Auf diese Weise wird fu¨r jede Region die folgende Zuordnung erzeugt.
Region → {relevant, irrelevant} (7.2)
Da in der Regel wesentlich mehr irrelevante als relevante Regionen vorkommen, sind
alle Vektoren initial als irrelevant markiert. Der Anwender setzt durch Anklicken die
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HARAG Region Klasse
...
Hand 057 3502 irrelevant
Hand 057 3494 relevant
Hand 057 3147 relevant
Hand 057 2847 irrelevant
...
Abbildung 7.3.: In der Handradiografie wurden die Regionen aller Metakarpalknochen als
relevant markiert. Die restlichen Regionen des HARAGs wurden mit irrelevant belegt.
Markierung auf relevant. Erfolgt diese Zuordnung fu¨r alle Bilder und relevanten Regionen
eines Repository (Abs. 5.2.3), so beschreibt sie die eigentliche labelbasierte GT (LBG). Die
Daten werden in tabellarischer Form gespeichert, wobei HARAG und Regionenlabel eine
eindeutige Identifikation innerhalb des Repository liefern (Abb. 7.3). Damit entspricht
die Menge der als relevant markierten Objekte der Menge τ auf die sich alle folgenden
Operationen beziehen (Abs. 4.4).
7.2. Mengenauswahl
Beim Training von Klassifikatoren fu¨hrt die Verwendung einer einzigen Beispielklassifika-
tion zu einer Spezialisierung der Klassifikationsparameter. Damit generalisiert der Klas-
sifikator nicht hinreichend, um unbekannte Daten robust zu klassifizieren [Dud01]. Aus
diesem Grund findet eine Partitionierung Θ der GT in Test (τe)- und Trainingsdaten (τr)
statt.
τr = Θ(τ, n) (7.3)
τe = τ − τr (7.4)
Der Klassifikator wird in der Folge mit der Menge τr trainiert, was bedeutet, dass er
das Wissen der Klassenzugeho¨rigkeit nutzt. Fu¨r die jeweilige ausgeschlossene Testmenge
wird diese Information nicht genutzt, um zu U¨berpru¨fen, ob der Klassifikator auf unbe-
kannten Daten gute Ergebnisse liefert. Da es bereits beim Zerlegen einer Menge τ mit
|τ | Elementen in zwei beliebige Teilmengen, 2|τ | Mo¨glichkeiten gibt, ist eine systemati-
sche Auswahl repra¨sentativer Teilmengen sinnvoll. Dabei ist zuna¨chst die manuell vom
Anwender durchgefu¨hrte Auswahl mo¨glich (ANW). Ferner existieren automatisierte Par-
titionierungstechniken, die im einfachsten Fall zufa¨llig eine Menge von Bildern ziehen
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(RAN) oder durch mehrfachen Aufruf komplexere Permutationen von Teilmengen der
GT liefern [Dud01]. Zwei komplexere Methoden werden im Folgenden kurz skizziert.
Leave-one-out. (LOO) Wird jeweils ein Element zum Testen gezogen und die verblei-
benden |τ −1| Elemente der GT zum Training des Klassifikators verwendet, so ergibt sich
ein hoher Berechnungsaufwand, da |τ | − 1 Trainingsschritte durchgefu¨hrt werden. Durch
die Mittelung der Ergebnisse wird zusa¨tzlich der Vorhersagefehler u¨berscha¨tzt.
Kreuzvalidierung. (CV) Durch Zerlegen der Menge τ in n < |τ | Teilmengen gleicher
Gro¨ße und Nutzung von n− 1 einzelnen Teilmengen als Trainingsdaten wird eine stabile
Durchmischung erreicht. Dies ist jedoch nur sinnvoll, wenn die automatische Mengenaus-
wahl die Klassengro¨ßen beru¨cksichtigt und in jede der n Partitionen zu gleichen Anteilen
wie in der Gesamtmenge Vertreter der Klasse relevant bzw. irrelevant gelegt werden.
7.3. Merkmalsauswahl
Die Merkmalsauswahl bildet den ersten Schritt der Klassifikatoranwendung und ist kon-
zeptionell nicht von der Klassifikation trennbar. Sie dient der Bestimmung redundanter
Merkmale, die keinen bzw. nur einen geringen Einfluss auf die Klassifikation haben. Red-
undante Merkmale sto¨ren dadurch, dass sie dem Merkmalsraum ku¨nstlich vergro¨ßern,
ohne zur Separierbarkeit der Daten beizutragen. Sie werden zwar implizit vom Klassifi-
kator integriert, fu¨hren dabei jedoch zu erho¨hter Rauschempfindlichkeit, da sie Klassen-
grenzen erzeugen, wo keine sind. Allgemein gilt: Je weniger Dimensionen ein Klassifika-
tor beno¨tigt, um so besser sind die Klassen mit den verfu¨gbaren Merkmalen trennbar.
Auch hierzu existiert keine universelle Vorgehensweise. Vielmehr ha¨ngt die Strukturana-
lyse des Datenraumes von der Art der Daten sowie die Komplexita¨t der Modellierung von
Abha¨ngigkeiten ab. Dazu werden in der Literatur analog zu den Klassifikatoren zahlreiche
Methoden vorgestellt, von denen vier in diesem Framework zur Verfu¨gung stehen, die sich
effizient und ohne Vorwissen u¨ber die Daten berechnen lassen [Dud01, Thi06a].
7.3.1. Hauptkomponentenanalyse
Fu¨r die Hauptkomponentenanalyse, engl. principal component analysis (PCA), wird eine
lineare Abha¨ngigkeit der Merkmale voneinander angenommen. Bei der PCA werden die
Varianzen der einzelnen Merkmalsdimensionen eines Merkmalsraumes ~V der Dimension
d ∈ N als Radien eines Ellipsoids aufgefasst. Dabei werden die Beitra¨ge der einzelnen
Merkmale zur Gesamtvarianz mittels einer Eigenwertzerlegung bestimmt. Die Gro¨ße eines
Eigenwertes ist direkt proportional zur Bedeutung der korrespondieren Merkmale. Daher
liefern bei absteigender Sortierung nach den Eigenwerten die ersten n, n < d, n ∈ N
Eigenvektoren eine Projektionsmatrix fu¨r die Vektoren des Merkmalsraumes ~V . Nach
der Projektion entsteht ein neuer Merkmalsraum, der die ersten n relevanten Merkmale
entha¨lt. Durch Variation von n lassen sich alle Merkmale nach ihrer Relevanz sortiert
ermitteln.
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7.3.2. Lineare Diskriminanzanalyse
Bei der linearen Diskriminanzanalyse (LDA), geht man davon aus, dass sich die Merk-
malsrelevanz durch den Beitrag zum Abstand einer linearen Klassentrennung ergibt. Die
bekannte Klassenzugeho¨rigkeit der Daten wird genutzt, um die Intraklassenvarianz zu mi-
nimieren und die Interklassenvarianz zu maximieren. Daher wird fu¨r die LDA die Menge τ
beno¨tigt. Ziel ist die Bestimmung einer linearen Projektion fu¨r alle Elemente jeder Klasse,
in der die Projektionen innerhalb einer Klasse kurz sind, wa¨hrend die Projektionen zwi-
schen Elementen der Klassen maximal werden. Daher werden nicht nur die Kovarianzen,
sondern auch die Projektionen auf die Mittelwerte der Klassen berechnet. Auf der resul-
tierenden Matrix ergeben sich die Hauptkomponenten analog zur Eigenwertzerlegung bei
der PCA genau wie die Dimensionszahl und damit die relevanten Merkmale (Abs. 7.3.1).
Bei der LDA ist die Separierbarkeit der Mittelwerte der Klassen die Voraussetzung der
korrekten Merkmalsbestimmung.
7.3.3. Greedy-Verfahren
Greedy-Verfahren machen keine Modellannahmen u¨ber den Merkmalsraum. Sie bewerten
alleine die Relevanz der Auswahl fu¨r den aktuell verwendeten Klassifikator und erfor-
dern daher bereits zum Lernen der Auswahl die Ausfu¨hrung einer Klassifikation. Dabei
existieren zwei Vorgehensweisen.
Up-Greedy. Ausgehend von einem Merkmal wird ein Neues aus der Menge der verfu¨gba-
ren Merkmale zur Auswahl hinzugenommen, solange sich dadurch das Ergebnis der Klas-
sifikation verbessert (UG).
Down-Greedy. Ausgehend von allen verfu¨gbaren Merkmalen wird ein Merkmal aus der
Auswahl entfernt, wenn sich dadurch das Ergebnis einer Klassifikation nicht verschlechtert
(DG).
Bei diesem Vorgehen wird in jedem Schritt die Menge der verbliebenen Merkmale komplett
durchlaufen, so dass sich theoretisch maximal (d−1)·d
2
Einzelklassifikationen ergeben, wenn
d ∈ N die Dimension des Merkmalsraumes ~V ist. Die automatisierte Merkmalsauswahl
ist eine Instanz der Merkmalsberechnung in Gleichung 6.6. Bei gegebenen Programmen µ
wird entschieden, welche der Merkmale tatsa¨chlich verwendet werden. Aus diesem Grund
wird die Funktion der Merkmalsberechnung M um Methoden zur Merkmalsreduktion
erweitert und ab jetzt mit Mm bezeichnet, m ∈ {LDA, PCA, UG, DG, ANW}. Dabei
wird mit ANW die anwenderdefinierte Auswahl der berechneten Merkmale bezeichnet.
7.4. Klassifikatoren zum Lernen von Objektmodellen
Da die Merkmalsberechnung fu¨r die Regionen der HARAGs einen abstrakten Datenraum
generiert, wird mit der Klassifikation die Doma¨ne der Bildanalyse verlassen und die ei-
gentliche Objektmodellierung mit Methoden der Mustererkennung realisiert (Abb. 7.1).
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Dies entspricht der konzeptionellen Trennung zwischen der low-level Bildverarbeitung und
der high-level Objektmodellierung (Abb. 2.4).
Mit Hilfe der DSS werden die deskriptiven Merkmale der Regionen auf den a-priori ge-
speicherten HARAGs berechnet und liefern einen Merkmalsraum ~V (Abs. 6.2). Bei “ge-
schickter” Wahl der Merkmale liegen Beschreibungen a¨hnlicher Vektoren im Merkmals-
raum dicht benachbart und die Merkmalsauswahl bildet in Kombination mit der Nach-
barschaftsbeschreibung ein Modell fu¨r a¨hnliche Objekte. Die Zuordnung des Modells zu
unbekannten Regionenvektoren im gleichen Merkmalsraum entspricht der Klassifikation.
Folglich beschreibt das Modell bestehend aus dem Merkmalsraum und einem Klassifikator
das Anwendungswissen.
Problem dabei ist gerade die “geschickte” Wahl des Klassifikators und des Merkmalsrau-
mes. Da kein universeller Satz deskriptiver Merkmale und kein universeller Klassifikator
existieren, lassen sich beide nur experimentell ermitteln (Abs. 3.1.3). Um diese Experi-
mente in das Framework zu integrieren, werden daher zuna¨chst die allgemeinen Prinzipien
der Klassifikation betrachtet.
7.4.1. Prinzip der u¨berwachten Regionenklassifikation
U¨berwachte Klassifikatoren gehen davon aus, dass es eine korrekte Klassenzuordnung fu¨r
die Merkmale gibt, fu¨r die eine entsprechende Beschreibung erzeugt wird. Bei der Klassifi-
kation im HARAG-Merkmalsraum erfolgt die Zuordnung einer Beobachtung ~x zu einer der
beiden Klassen {relevant, irrelevant}, wobei mit relevant der innerhalb einer Auswertung
gesuchte Objekttyp und irrelevant alle anderen Regionen bezeichnet werden [Thi06b]. Die
Beobachtung ~x entspricht einer Auswahl von Merkmalen, die mit der DSS berechnet und
bereitgestellt wurden. Sollen n ∈ N unterschiedliche Objekttypen gesucht werden, dann
werden entsprechend Kk, k ∈ [0..n] unterschiedliche Klassifikatoren beno¨tigt.
Kk(~x) → {relevant,irrelevant} (7.5)
Ein Klassifikator Kk ist gut, wenn alle, mittels Kk(~xj) erzeugten Zuordnungen ~xj →
{relevant,irrelevant} der gegebenen Referenzmenge entsprechen. Eine GT bildet genau
diese Referenzmenge ,in der ein Anwender die Zuordnungen von Region und Markierung
bereitstellt. Die Teilmenge der GT, die dem Klassifikator zum Lernen bereitgestellt wird,
ist gerade die Trainingsmenge τe (Abs. 7.2). Ausgehend von den Paradigmen und Model-
lierungstechniken wird in Funktion 7.5 der Typ der Klassifikatoren Kk pra¨zisiert. Zum
einen existieren Klassifikationsmethoden unterschiedlicher Paradigmen die mittels eige-
ner Parameter κ und der Trainingsmenge τ parametriert werden. Formal la¨sst sich die
Klassifikationsfunktion 7.5 dann wie folgt beschreiben:
Kk(~x, κk, τ) → {relevant,irrelevant} (7.6)
Die Variablen τ bilden die formale Repra¨sentation von Anwenderwissen, wobei ihre Se-
mantik vom Klassifikationsparadigma abha¨ngt. In der Folge wird die Modellbildung fu¨r
τ auf Basis der LBG als Trainingsmenge τe vorgestellt. Der Parameter κ bezeichnet die
Klassifikatoreinstellung, die abha¨ngig vom Klassifikatortyp k ist.
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7.4.2. Klassifikatorparadigmen
Aufgrund des heuristischen Charakters maschinellen Lernens existieren zahlreiche Varian-
ten und Methoden fu¨r Klassifikatoren (Abs. 3.1.3). Diese lassen sich in vier großen Para-
digmen der Klassenmodellierung einteilen [Fuk90, Qui92, Dud01, Sch02, The03], wobei die
Auswahl des geeigneten Paradigmas im Wesentlichen von den Anwendungsanforderungen
abha¨ngt.
Relevant ist z.B. wie nachvollziehbar ein Klassifikationsergebnis einer Klassifikatorpara-
metrierung zugeordnet wird, wenn ein Klassifikator vom Anwender unmittelbar trainiert
wird. Eine hohe Abha¨ngigkeit von der Verteilung der Werte im Datenraum fordert in
der Regel große Trainingsdatenmengen, ist dann jedoch sehr stabil. Sind a-priori Infor-
mationen wie die Zahl der Klassen oder deren Ausdehnung bekannt lassen sich diese
Informationen nutzen. Sind sie nicht bekannt, fu¨hrt dies u.U. zu einer langwierigen Pa-
rametersuche. Die Laufzeit von Training und Anwendung des Klassifikators ist relevant,
wenn die Datengrundlage ha¨ufig wechselt und wiederholte Updates notwendig sind, bzw.
wenn die Klassenzuordnungen variieren. Ein Klassifikator, der durch Overfitting jedem
Element eine eigene Klassenbeschreibung zuordnet, liefert zwar auf den Trainingsdaten
ein optimales Ergebnis, ist jedoch auf unbekannten Daten extrem rauschanfa¨llig. Diese
Eigenschaften bilden einen Ausschnitt aus den notwendigen Betrachtungen bei der Aus-
wahl des Klassifikatorparadigmas, die ausfu¨hrlich in [Fuk90, Qui92, Dud01, Sch02, The03]
behandelt werden. Sie werden exemplarisch in Tabelle 7.1 den Paradigmen gegenu¨berge-
stellt.
Slicing des Merkmalsraums. Hierbei bilden Intervalle von Merkmalswerten die Klas-
sen relevanter Objekte. Ein unbekanntes Objekt wird der Klasse zugeordnet, in deren
beschreibendes Intervall die Merkmale des Objektes fallen [Qui92]. Vorteil ist die intui-
tive Formulierung von Klassifikatoren in Form von Suchanfragen. Nachteil ist eine ach-
senparallele Zerlegung des Merkmalsraumes. Diese ermo¨glicht keine effiziente Beschrei-
bung von nicht achsenparallelen Klassengrenzen, was dann ein Overfitting zur Folge
hat [Qui92, Wit00, Dud01].
Modellfreier Vergleich. Hierbei findet ein Vergleich der Merkmale einer Beobachtung
mit den Merkmalen aller Vektoren statt [Dud01]. Mit Hilfe einer Norm wird entschieden,
zu welchem Trainingsvektor und somit zu welcher Klasse die Beobachtung am a¨hnlichs-
ten ist. Vorteil ist die effiziente Berechnung und Unabha¨ngigkeit von Annahmen u¨ber die
Klassenstruktur und somit die Unabha¨ngigkeit von der konkreten Verteilung und wech-
selseitigen Abha¨ngigkeit der Daten. Nachteil ist die implizite Beschra¨nkung auf spha¨roide
Klassenbegrenzungen im Merkmalsraum.
Minimierung des empirischen Risikos. Hierbei wird in einer Trainingsmenge die Ver-
teilung bekannter Beobachtungen (Klassenzugeho¨rigkeiten) gelernt [Dud01]. Ergebnis ist
eine Klassenrepra¨sentation, die im Sinne der bekannten Beobachtungen korrekt ist, und
mit der eine neue Beobachtung verglichen wird. Vorteil ist die theoretisch optimale Be-
schreibung der Form der Merkmalsverteilung im Merkmalsraum. Nachteil ist allerdings,
dass diese mit einem Overfitting erkauft wird. Theoretisch wird fu¨r jedes Trainingsdatum
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Eigenschaften slicing modellfrei empirisch strukturell
intuitiv ++ + o -
Verteilungsabha¨ngig – - ++ +
Nutzt a-priori Wissen – – ++ +
Laufzeit Anwendung oo oo – -
Laufzeit Training - o + o
Overfitting ++ – ++ o
Tabelle 7.1.: Das Schema einer Zuordnung von Paradigmen zu Eigenschaften von Klassifika-
toren ordnet die jeweilige Relevanz von sehr hoch (++) u¨ber neutral (o) zu sehr niedrig (–).
eine eigene Repra¨sentation erstellt. Damit ist die Klassifikation auf den Trainingsdaten
immer korrekt, aber nicht mehr auf ungesehene Daten u¨bertragbar.
Minimierung des strukturellen Risikos. Die Klassenbeschreibung ergibt sich hier durch
eine funktionale und nicht elementweise Trennung der Daten. Dabei wird die Komplexita¨t
nicht durch Beschreibung einzelner Elemente, sondern durch die Dimensionalita¨t der tren-
nenden Funktion erreicht. Auf diese Weise werden zahlreiche Daten wiederum durch eine
eindeutig und niederdimensional parametrierte Funktion strukturell getrennt [Mue01].
Die Funktion ist eine Hyperebene und die Klassifikation entspricht der geometrischen
Entscheidung, auf welcher Seite der Ebene ein Merkmalsvektor sich befindet. Die Kom-
plexita¨t der Klassenform ha¨ngt so alleine von der Dimensionalita¨t des Merkmalsraumes
ab.
Da a-priori aus den Daten fu¨r keines der Paradigmen analytisch eine Pra¨ferenz ableitbar
ist, wird in dieser Arbeit exemplarisch ein Vertreter jedes Paradigmas als Komponen-
te des Frameworks untersucht. Dabei ist zu beru¨cksichtigen, dass dieser generalistische
Ansatz keinerlei a-priori Annahmen u¨ber den Datenraum zula¨sst. Folglich entspricht die
Anwendung der Klassifikation in diesem Framework den klassischen Voraussetzungen des
Data-Mining [Han01, Wit00].
7.4.3. Klassenmodellierung
Neben den Paradigmen der Klassifikation bildet die Herangehensweise bei der Klassen-
modellierung die zweite wichtige Charakteristik der Klassifikatoren. Fu¨r die u¨berwachten
Klassifikatoren werden in dieser Arbeit zwei Prinzipien von Anwendungsszenarien unter-
schieden (Abs. 7.4.1).
Regelbasierte Modellierung. Ein Klassenmodell wird in Form expliziter, vom Anwen-
der formulierter Regeln beschrieben. Dabei entscheidet der Anwender aufgrund seiner
Erfahrung und des visuellen Eindrucks, welche Merkmale und welche Verknu¨pfungen fu¨r
die Regionen relevant sind. Dies korrespondiert zur Vorgehensweise bei der expliziten Su-
che in Archiven wie Google. Vorteil dieser Klassifikatoren ist die intuitive Formulierung
und Anschaulichkeit des Modells, die schnelle Verfu¨gbarkeit eines Ergebnisses sowie die
RWTH AACHEN · UNIVERSITA¨TSKLINIKUM
INSTITUT FU¨R MEDIZINISCHE INFORMATIK
Abteilung Medizinische Bildverarbeitung
Stand: 30. Oktober 2007
Autor:
Christian Thies
Schließen der semantischen Lu¨cke Seite: 81 von 169
sofortige Korrektur der Suchanfrage. Da fu¨r komplexe automatisierte Optimierungsver-
fahren, wie sie bei der Klassifikation eingesetzt werden, nicht ersichtlich ist, ob sie ein
lokales oder globales Optimum gefunden haben, ist es genausogut mo¨glich, die Optimie-
rung vo¨llig manuell durchzufu¨hren. Konzeptionell ist dieser Ansatz die letzte Konsequenz
aus der Tatsache, dass es keinerlei allgemeine formale Beziehung zwischen den Klassen
im Merkmalsraum und dem Klassifikator gibt. Vorteil ist die Online-Anpassung der An-
frage zur Verbesserung eines visuell unvollsta¨ndig bewerteten Ergebnisses sowie die in-
tuitive Regelformulierung. Nachteil der heuristische Parametrierung ist jedoch die hohe
Anwendungsspezialisierung, die fu¨r jede neue Anwendung erforderlich ist sowie die nicht
reproduzierbare Regelgenerierung.
Beispielbasierte Modellierung. Sind Klassifikatoren in der Lage, ihr Klassenmodell an-
hand von Beispielen zu lernen und automatisiert zu reproduzieren, werden sie als bei-
spielbasiert bezeichnet. Vorteil dabei ist die implizite Anwendungsspezialisierung, die im
Gegensatz zur regelbasierten Klassifikation alleine von den Werten der Trainingsdaten
abha¨ngt. Beispielbasierte Klassifikatoren sind daher auch generalisierte und doma¨nenu-
nabha¨ngige Verfahren, die fu¨r beliebige Anwendungen in gleicher Weise einsetzbar sind.
Die Eingabe ist in der Regel eine Tabelle, in der jede Zeile einen Vektor des Merkmals-
raumes repra¨sentiert und jedem Vektor wird dabei eine Klasse zugeordnet. Vorteil ist die
reproduzierbare Parametrierung sowie die Nutzung allgemein erprobter und verstande-
ner Techniken, ohne dass eine Anwenderinteraktion beno¨tigt wird. Nachteil ist die nicht
transparente Ergebnisgenerierung, die eine nachtra¨gliche Verbesserung durch den Anwen-
der unmo¨glich macht.
7.5. Regelbasierte Klassifikation
Im Rahmen dieser Arbeit wurde ein HARAG-spezifischer Klassifikator entwickelt, der mit
Hilfe der DSS Anfragen auf einzelnen Regionen formuliert und dabei die Baumstruktur
ausnutzt [Thi04]. Dieser neue Klassifikator integriert einen Intervallklassifikator sowie ein
Distanzmaß und wird als Hierarchie-Intervallklassifikator bezeichnet (HIK). Er realisiert
das Paradigma des Slicings im Merkmalsraum (Abs. 7.4.2). Intervallklassifikatoren werden
analog zu Datenbankanfragen formuliert [Vos97]. Mit ihnen wird entschieden, ob der Wert
eines Attributes innerhalb oder außerhalb der Klassengrenzen liegt. Damit bilden sie ein
intuitives Werkzeug der Objektbeschreibung.
7.5.1. Intervallklassifikation mittels der DSS
Basierend auf den Pra¨dikaten der DSS, die mit der Grammatik aus Abschnitt 6.2.1 formu-
liert werden, bilden die Suchanfragen Regeln der Pra¨dikatenlogik erster Ordnung (PL1).
Formeln in PL1 bestehen aus Pra¨dikaten und Ausdru¨cken, wobei die freien Variablen den
Attributen einer Region entsprechen, da Formeln immer fu¨r eine spezifische Region aus-
gewertet werden. Das Beispiel illustriert eine Regel, die homogene und runde Regionen
extrahiert, wobei Entropie und Konvexita¨t gema¨ß den Beispielen in den Abschnitten 6.2.2
und 6.1.1 berechnet werden.
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01 (entropy < 0.1) && (conv > 0.8)
Das Pra¨dikat (entropy < 0.1) beschreibt Regionen, in denen die Grauwerte homogen
verteilt sind. Ein niedriger Wert fu¨r entropy ergibt sich aus einem gleichverteilten Histo-
gramm, wa¨hrend ein hoher Wert auf eine Grauwertverteilung mit einigen wenigen Werten
schließen la¨sst. Das Pra¨dikat (conv > 0.8) beschreibt runde Regionen. Fu¨r einen Kreis
gilt, dass das Verha¨ltnis von Umfang zu Fla¨che minimal ist, also (conv = 1) gilt. Ein
niedriger Wert fu¨r conv la¨sst folglich auf eine la¨ngere Kontur als der Umfang eines Kreises
mit der Fla¨che der Region schließen.
Die beiden Pra¨dikate werden in der Suchanfrage (Zeile 01) durch das logische “UND”
(&&) verknu¨pft. Das heißt, beide Pra¨dikate mu¨ssen erfu¨llt sein, damit die Region als
relevant klassifiziert wird. Mit Hilfe der Suchanfrage werden daher mit den eingestell-
ten Intervallgrenzen alle runden Regionen mit einer homogenen Grauwertverteilung im
Merkmalsraum gesucht.
Theoretisch ist mit diesem Ansatz eine optimale Klassifikation der Trainingsdaten mo¨glich,
wenn fu¨r jedes Merkmal und jeden Vektor einer Klasse ein eigenes Intervall angegeben
wu¨rde. Die resultierenden Regeln wa¨ren jedoch ein starkes Overfitting und wu¨rden mit
Sicherheit auf unbekannten Merkmalskombinationen keine Ergebnisse liefern.
7.5.2. Auswertungsreihenfolge
Neben der tabellarischen Sichtweise auf den Merkmalsraum bietet die Baumstruktur des
HARAG die Mo¨glichkeit, die Inklusionseigenschaften der Regionen fu¨r effiziente Anfra-
gen zu nutzen. Dabei werden die Pra¨dikate nicht mehr auf allen Knoten des HARAG
u¨berpru¨ft, sondern auf der Inklusionsstruktur.
Top-Down. Beim Top-Down Durchlauf wird, vom ganzen Bild als Wurzelknoten aus-
gehend, jeder Nachfolgeknoten getestet. Sobald ein Knoten (Region) die Bedingung der
Suchanfrage (Predicate) erfu¨llt, terminiert die Auswertung fu¨r alle auf diesem Ast fol-
genden Knoten und die aktuelle Region wird als Objekt (RELEVANT) markiert. Fu¨r alle
anderen Knoten wird die Auswertung fortgesetzt.
00 TOP_DOWN(Region, Predicate)
01
02 IF Predicate(Region) == FALSE THEN;
03 FOR son IN Region.sons
04 TOP_DOWN(son, Predicate);
05 ELSE
06 MARK Region AS RELEVANT;
07 FI
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Bottom-Up. Beim Bottom-Up Durchlauf wird, analog von den Blattknoten ausgehend,
jeder Vaterknoten getestet und der Algorithmus terminiert, sobald die Merkmalsbelegung
eines Knotens das Pra¨dikat erfu¨llt.
00 BOTTOM_UP(Region, Predicate)
01
02 IF Predicate(Region) == FALSE THEN;
04 BOTTOM_UP(Region.father, Predicate);
05 ELSE
06 MARK Region AS RELEVANT;
07 FI
Die Kombination von Top-Down und Bottom-Up Durchlauf liefert Regionen, die im Ska-
lenraum in charakteristische Subregionen partitioniert wurden. Um die Top-Down und
Bottom-Up Operationen im Rahmen der DSS nutzbar zu machen, werden die 23 Regeln
der Grammatik aus Abschnitt 6.2.1 um die folgende Regel 24 erweitert:
24 query -> decls TD rules DT BU rules UB : //Intervallklassifikation
Damit ist es syntaktisch mo¨glich, Intervallsuchen und geschachtelte Anfragen zu formu-
lieren sowie eine effiziente Objektsuche zu formulieren.
7.5.3. Objektsuche
Mit Hilfe des kombinierten Top-Down/Bottom-Up Durchlaufs werden geschachtelte Ob-
jekte mit kompakten Anfragen extrahiert. Das folgende Beispiel illustriert das Funkti-
onsprinzip anhand einer heuristisch entwickelten Regel zur Extraktion des Gehirns und
markanter Substrukturen, wie des Corpus callosum, des Kleinhirns sowie des Hirnstamms
und einiger seiner Komponenten aus sagittalen medialen Schnitten einer MRT-Aufnahme
(Abb. 7.4). Die Regel wurde durch Bla¨ttern im HARAG eines Schnittes (Abb. 7.4, links)
ermittelt und dann auf den berechneten HARAG der unbekannten Aufnahme angewandt
(Abb. 7.4, links).
00 DECLS
01 h := ARRAY(256);
02 position := region(0);
02 conv := (4 * area * 3.14176) /(pow((perimeter),2.0))
06 FOR count IN area
07 position := region(count);
08 h[image(position)] := h[image(position)]+1;
09 ROF;
10 FOR bin IN 256
11 entropy := entropy + (h(bin)/256 * log(h(bin)/256) /log(bin))
12 ROF;
13 entropy := -1 * entropy;
14 SLCED
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15 TD
16 a:(dist(fds(40),[0.40000,0.06827,0.32890,0.04705,...]) < 0.05)
17 b:(dist(fds(15),[0.10240,0.07909,0.05790,0.00966,...]) < 0.05)
18 c:(conv > 0.7) && (entropy > 0.8) && (900 > size) && (size > 800)
19 d:(0.55 > conv) && (conv > 0.5) && (1800 > size) && (size > 1500)
20 DT
21 BU
22 e:(0.4 > conv) && (conv > 0.55) && (600 > size) && (size > 400)
23 UB
Die Regel basiert auf der Berechnung der Merkmale Entropie und Konvexita¨t in den Zeilen
01 bis 14 (Abs. 6.2.2). In den Zeilen 15 bis 20 werden die einzelnen Objektregionen durch
spezifische Pra¨dikate der DSS beschrieben, die entsprechend mittels logischem “oder”
verknu¨pft sind. Zeile 16 beschreibt das Großhirn (Abb. 7.4:a) anhand der FDS. In Zeile
17 wird das Corpus callosum (Abb. 7.4:b) ebenfalls mittels seiner Fourierkoeffizienten
beschrieben. Das Kleinhirn (Abb. 7.4:c) ergibt sich aufgrund seiner Entropie, Konvexita¨t
und Gro¨ße in Zeile 18. Schließlich wird die Medulla oblongata (Abb. 7.4:d) anhand der
elongierten Form und Gro¨ße durch Zeile 19 erkannt. Fu¨r die entsprechenden Regionen
findet in Zeile 21 bis 23 ein Bottom-Up Durchlauf von den Bla¨ttern des HARAG statt.
Diese Regel ist a¨hnlich zu Zeile 19 und liefert ausschließlich fu¨r die Medulla oblongata
Substrukturen (Abb. 7.4:e), wa¨hrend fu¨r alle anderen Regionen keine weiteren Strukturen
detektiert werden. Auf diese Weise lassen sich Substrukturen mit allgemeinen Pra¨dikaten
bestimmen, die ohne die Einbettung zu viele irrelevante Regionen liefern wu¨rde.
7.5.4. Manuelles Erstellen von Anfragen mit a-priori Wissen
Fu¨r die Intervallklassifikation entspricht die manuelle Erstellung von Anfragen der An-
wendersicht auf die Objektmodellierung und sie korrespondiert zur Parametrierung des
Klassifikators. Sowohl die Auswahl der Merkmale als auch die der Intervallgrenzen ist
charakteristisch fu¨r die jeweiligen Objekte. Da die formalen Merkmalsbeschreibungen in
Form der DSS (Abs 6.2) als Code vorliegen, bildet die Menge aller definierten Merkmale
eine Bibliothek, die vom Anwender ohne technisches Hintergrundwissen u¨ber die Merk-
malsimplementierung nutzbar ist und die vom Experten sukzessive erweitert wird. Genau
dieser Schritt ist ein nicht schließbarer Abschnitt der semantischen Lu¨cke (Abs. 2.4.1).
Die eigentliche Objektsuche entspricht dann der logischen Verknu¨pfung unterschiedlicher
Intervallklassifikatoren analog zu einer Suchanfrage an eine Datenbank.
Finger sind anatomische Objekte, die aus mehreren einzelnen Knochen bestehen, die in
typischen diagnostischen Ro¨ntgenbildern vertikal angeordnet sind. Dabei sind die drei
mittleren Finger von a¨hnlicher Gro¨ße und ra¨umlicher Anordnung der einzelnen Glieder.
Sie unterscheiden sich vor allem in ihren relativen Positionen, was dem Kontextwissen
entspricht, das zur Regelformulierung beno¨tigt wird. Bei der Auswahl der Finger sollte
also intuitiv die horizontale Position das diskriminante Attribut sein. Folglich sollte die
Regel vor allem die x-Koordinate variieren (Abb. 7.5). Bei der Erstellung der Regel wurde
zuna¨chst der Mittelfinger extrahiert und danach die x-Koordinatenauswahl entsprechend
verschoben.
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TD: Prädikat 0
TD: Prädikat 1
BU: Prädikat 0
Objekt: Gehirn
b
c
d
b: Corpus Callosum
c: Hirnstamm
d: Kleinhirn
a
a: Gehirn
e: Strukturen des Hirnstamms
e
Abbildung 7.4.: Das gesamte Hirn (a) sowie eingebettete Substrukturen (b,c,d) werden im Top-Down
Durchlauf extrahiert. Die exklusive Anwendung des Pra¨dikats 0 auf die Bla¨tter der gefundenen Regionen
liefert im Bottom-Up Durchlauf relevante Strukturen des Hirnstamms (e).
7.6. Beispielbasierte Klassifikation
Die implizite Modellbildung basiert darauf, dass ein Klassifikator das Modell der Klas-
senbeschreibung anhand von Beispielen aus gegebenen Zuordnungen von Beobachtung
und Referenz automatisch lernt [Dud01]. Vorteil dieser Vorgehensweise fu¨r die Objekt-
extraktion aus HARAGs ist die Unabha¨ngigkeit von technischem Detailwissen, da das
Expertenwissen durch intuitives Markieren von Beispielregionen abgebildet wird. Nach-
teil ist die hohe Abha¨ngigkeit von einer hinreichend großen Anzahl von Beispielen sowie
die nicht transparente Entscheidung der Klassenzuordnung. Im Folgenden werden drei
etablierte Standardklassifikatoren der Literatur vorgestellt [Dud01], die jeweils eines der
Paradigmen realisieren (Abs. 7.4.2).
7.6.1. Nearest-Neighbor Klassifikator
Der Na¨chste Nachbarn Klassifikator (NN-Klassifikator) ist eine der a¨ltesten Methoden.
Er basiert auf einer Vektornorm, die zwei Merkmalsvektoren miteinander vergleicht und
ihren minimalen Abstand im Merkmalsraum bestimmt [Fuk90, Dud01, The03]. Ein Vek-
tor ~x, der fu¨r eine beobachtete Region mittels der DSS berechnet wird, la¨sst sich in dieser
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Zeigefinger:
0.00 < arean < 0.3
10 < roundness < 41
0.545 < centroidXn < 0.65
0.009 < centroidYn < 0.55
0.312 < meangrey < 0.781
0 < extentC < 55
40 < variance < 6107
0.001 < diffmoment < 0.2
Mittelfinger:
0.00 < arean < 0.3
10 < roundness < 41
0.42 < centroidXn < 0.5
0.009 < centroidYn < 0.55
0.312 < meangrey < 0.781
0 < extentC < 55
40 < variance < 6107
0.001 < diffmoment < 0.2
Ringfinger:
0.00 < arean < 0.3
10 < roundness < 41
0.32 < centroidXn < 0.41
0.009 < centroidYn < 0.55
0.312 < meangreyy < 0.781
0 < extentC < 55
40 < variance < 6107
0.001 < diffmoment < 0.2
Abbildung 7.5.: Intuitive Anpassung der x-Koordinate liefert die drei Finger, wobei jede Regel
ein ada¨quates Objektmodell im selben Bild liefert.
Repra¨sentation mit allen bekannten Vektoren der Trainingsmenge vergleichen. Da keiner-
lei Annahmen u¨ber Art und Verteilung der Daten gemacht werden, wird er als modellfrei
bezeichnet.
Prinzip. Der Vergleich zweier Vektoren mit Hilfe der Vektornorm liefert ein Abstands-
maß, das die Oberfla¨che einer Kugel im Merkmalsraum ~V repra¨sentiert. Alle Punkte
~v ∈ ~V mit dem gleichen Abstand δ(~b,~v) zu einem gegebenen Beobachtungsvektor ~b ∈ ~V
werden identisch bewertet. Die FDS bilden eine Klasse von Merkmalen, fu¨r die der NN-
Klassifikator ein leistungsfa¨higes Vergleichsmaß bietet. Die Euklidische Distanz (Gl. 6.5)
bildet explizit einen solchen Klassifikator. Bei der NN-Klassifikation werden keine a-priori
Annahmen u¨ber die Verteilung der Daten im Merkmalsraum gemacht. Einziger Parameter
des Verfahrens ist die Entscheidung, ab welchem Distanzwert eine Region als relevant zu-
geordnet wird. Dies ist zum einen mittels eines Schwellenwertes mo¨glich, unterhalb dessen
der jeweilige Wert liegt. Zum anderen ist es u¨blich, nach der Zahl der ha¨ufigsten Klassen-
zugeho¨rigkeiten der k Vektoren mit den kleinsten Distanzwerten einen Mehrheitsentscheid
zu treffen. In diesem Fall wird von einem k-NN-Klassifikator gesprochen.
Anwendung auf HARAGs. Die Anwendung entspricht dem Vergleich des Merkmals-
vektors ~v ∈ ~V einer unbekannten Region mit allen bekannten Vektoren ~b ∈ ~B ⊂ ~V des
Merkmalsraumes der verfu¨gbaren Regionenbeschreibungen ~B. Bei der Entscheidung der
Nachbarschaft stehen zwei Mo¨glichkeiten zur Verfu¨gung.
1. In Anwendungen, die in jedem Fall ein Ergebnis liefern sollen werden die Ergeb-
nisse von δL2(~b,~v),∀~b ∈ ~B berechnet und die ersten k-Nachbarn mit den kleinsten
Distanzen ausgewa¨hlt. In diesem Ansatz bildet die Anzahl k den Parameter.
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2. Wird ein Ergebnis nur dann als relevant betrachtet, wenn die folgende Bedingung
t > δL2(~b,~v),∀~b ∈ ~B erfu¨llt wird, dann bildet der Parameter t einen absoluten
Schwellenwert und es gibt Klassifikationen, die kein Ergebnis liefern.
7.6.2. Bayes-Klassifikator
Dieser Klassifikator basiert auf dem Satz von Bayes, der eine Beziehungen bedingter Wahr-
scheinlichkeiten herstellt [Dud01]. Konzept des Klassifikators ist die Analyse der statisti-
schen Klassenzugeho¨rigkeit eines Vektors. Im Falle der Klassifikation stellt sich die Frage,
wie hoch bei Vorliegen eines Vektors ~x die Wahrscheinlichkeit P seiner Zugeho¨rigkeit zur
Klasse ki ist.
P (ki|~x) =
p(~x|ki) · P (ki)
p(~x)
(7.7)
Der Bayes-Klassifikator stellt einen optimalen Klassifikator dar [Dud01]. Das bedeutet,
mit ihm ist es mo¨glich, eine gegebene Menge mit bekannter Klassenzugeho¨rigkeit immer
korrekt zu klassifizieren, wenn fu¨r jedes einzelne Objekt eine eigene Funktion P bestimmt
wird. Dabei tritt jedoch ebenfalls ein Overfitting auf.
Prinzip. Auf Basis der relativen Ha¨ufigkeiten der aus der Trainingsmenge τr bekannten
Klassenzugeho¨rigkeit wird eine Funktion der Wahrscheinlichkeitsdichte fu¨r P (relevant|~x)
und P (irrelevant|~x) gesucht. Da diese jedoch nicht unmittelbar bestimmt werden kann,
wird der Umweg u¨ber die Umformung der Formel von Bayes (Gl. 7.7) gewa¨hlt, der auf
die aus den Trainingsdaten bestimmbaren relativen Ha¨ufigkeiten zuru¨ckzufu¨hren ist.
p(~x|ki) · P (ki)
p(~x)
>
p(~x|kj) · P (kj)
p(~x)
⇔ p(~x|ki) · P (ki) > p(~x|kj) · P (kj) (7.8)
Sind nun ki, kj ∈ {relevant,irrelevant}, so ergibt sich fu¨r einen Vektor ~x aus der Bedin-
gung, die er erfu¨llt, die entsprechende Klassenzugeho¨rigkeit. Die notwendige Annahme,
die gemacht wird, ist dabei die Form der Wahrscheinlichkeitsdichte sowie die Zahl der an-
genommenen Einzelverteilungen, aus denen sich die Gesamtverteilung zusammensetzt.
Anwendung auf HARAGs. Da u¨ber den Merkmalsraum der HARAGs nichts bekannt
ist, wird standardma¨ßig als Verteilungsform die Gaußsche Normalverteilung angenommen.
Diese wird u¨ber Mittelwert und Varianz beschrieben und das sind die Parameter die im
Trainingsschritt aus der Menge τr mittels des EM-Algorithmus gescha¨tzt werden [Dem77].
Nach dem Training ist der Klassifikator fu¨r eine unbekannte Beobachtung in der Lage, die
Wahrscheinlichkeit der Klassenzugeho¨rigkeit anhand der Merkmalsverteilung und durch
Einsetzten in die umgeformte Bayesformel zu bestimmen. Folglich ergibt sich dieser Klas-
sifikator aus der Bayes’schen Regel und den zugrundeliegenden Gaußschen Mischvertei-
lungen (BGMM). Aus diesem Grund geht der BGMM in den NN-Klassifikator u¨ber, wenn
fu¨r jeden einzelne Vektor der Trainingsmenge eine eigene Verteilung angenommen wird.
Dies entspricht dem Overfitting.
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7.6.3. Supportvektormaschine
Die Supportvektormaschine (SVM) ist eine kernelbasierte Methode [Sch02]. Das grund-
legende Prinzip ist die Bestimmung der Klassengrenzen in Form von Hyperebenen, die
zwischen den Vertretern der unterschiedlichen Klassen verlaufen. Im Fall zweier Elemente
aus zwei Klassen bildet die Hyperebene genau den Simplex, der eine Dimension kleiner ist
als die Dimension des Funktionenraumes. Im zweidimensionalen Merkmalsraum werden
Klassen durch Linien separiert, im dreidimensionalen sind dies Ebenen. In den ho¨heren
Dimensionen sind Hyperebenen nicht mehr anschaulich, aber mathematisch eben genau
durch ihre Simplices wohldefiniert und effizient beschreibbar.
Prinzip. Um die Hyperebenen der Klassengrenzen zu bestimmen, werden a¨hnlich zur
LDA orthogonale Projektionen der Vektoren zwischen Klassen gebildet. Hat der Merk-
malsraum die Dimension d ∈ N so wird fu¨r den Funktionenraum die Dimension d + 1
gewa¨hlt, um die Hyperebene entsprechend ihres Simplex fu¨r die Merkmalsdimension zu
formulieren. Ziel ist es, eine Ebene zu bestimmen, fu¨r die alle Elemente der Klasse relevant
auf einer Seite und die Elemente der irrelevant Klasse auf der anderen Seite liegen. Die
Vektoren, die dieser Ebene von beiden Seiten am na¨chsten liegen, werden als Supportvek-
toren bezeichnet. Aufgrund der Ebenenzuordnung separiert die initiale Formulierung der
SVM immer in zwei Klassen. Fu¨r ein Multiklassenproblem wu¨rde jeweils eine der Klassen
abgespalten und damit ein Kaskade von Klassifikatoren erzeugt.
Anwendung auf HARAGs. Beim Training der SVM werden anhand der Trainingsdaten
die beiden Seiten der Hyperebene definiert und deren Lage wird durch eine entsprechende
Orthogonalisierung bestimmt. Im Fall von trennbaren Daten erfolgt dies u¨ber ein Skalar-
produkt. Bei dicht benachbarten Vektoren unterschiedlicher Klassen, die sich im Eingabe-
raum nicht trennen lassen, wird eine sogenannte Kernelfunktion mit allen Eigenschaften
des Skalarproduktes angegeben, die aus dem Eingaberaum in einen spezifischen Funktio-
nenraum abbildet. Die resultierende Trennebene bildet den trainierten Klassifikator. Bei
der Anwendung auf unbekannte Daten wird lediglich das Skalarprodukt von Ebenenvektor
und unbekannter Beobachtung berechnet und anhand des Vorzeichens die Zugeho¨rigkeit
zu einer der beiden Klassen bestimmt. Da bei der Klassifikation in HARAGs genau zwei
Klassen vorliegen, wird auch keine Klassifikatorkaskade beno¨tigt.
7.7. Integration in das Framework
Die Klassifikation bildet aus Anwendungssicht die zentrale Funktion des Frameworks, da
ein fertiger Klassifikator die gesuchten Objekte liefert.
7.7.1. Schnittstelle zur Evaluation
Ergebnis der Klassifikation auf dem Vektorraum der Merkmale bildet die Zuordnung der
unbekannten Merkmale zu den Klassen relevanter und irrelevanter Regionen. Grundlage
bildet die tabellarische Repra¨sentation des Vektorraumes, die sich aus der Regionenbe-
schreibung ergibt (Abs. 6.3.1). In dieser Tabelle werden die Namen der zugrundeliegenden
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HARAGs sowie die entsprechenden Regionennummern verwaltet. Folglich ist die konsis-
tente Zuordnung einer Region zum Ursprungsbild im Eingabe-Repository sichergestellt
und steht in der Evaluation auch als solche zur Verfu¨gung (Abs. 5.2.3). Damit ist der
Bezug zur Anwendersicht gegeben, was vor allem fu¨r die Visualisierung und den Vergleich
entscheidend ist.
7.7.2. Funktionale Sichtweise
Die Klassifikation (Gl. 7.6) bildet die in dieser Arbeit entwickelte Instanz der Extrakti-
onsfunktion aus Abschnitt 4.4 (Abb. 4.1, Mitte rechts). Der gewa¨hlte Klassifikator Kk
bestimmt die Auswahlfunktion aus Gleichung (4.1), die eine Menge ΩK zuru¨ckliefert
(Gl. (4.2). Dabei wird die bisher implizit anwenderdefinierte Funktion zur Merkmals-
berechnung M (Abs. 6.3.2, Gl. 6.6)) um die automatisierten Merkmalsreduktionen LDA,
PCA, UG, DG zu Mm,m ∈ { LDA, PCA, UG, DG, ANW} erweitert (Abs. 7.3). Die
funktionale Darstellung aller Komponenten des Frameworks hat die folgende Form:
ΩΦ = Φh(f, ϕh) ; h ∈ {RG,MP}
ΩM = Mm(ΩΦ, µ) ; m ∈ { LDA, PCA, UG, DG, ANW}
ΩK = Kk (ΩM , κk, Θt(τ, n)) ; k ∈ {HIK, NN, SVM, BGMM} (7.9)
; t ∈ {ANW, RAN, LOO, CV}
Die Parameter ϕh, µ, κk bezeichnen dabei das Wissen, das zur U¨berbru¨ckung der semanti-
schen Lu¨cke beno¨tigt wird (Abb. 4.1). Es sind Verfahrensparameter, deren Bereitstellung
unumga¨nglich ist und die entsprechendes technisches Wissen erfordern. Sie bilden den sys-
tembedingten Parameter Ψ, der die ideale Objektextraktion unmo¨glich macht. Der Para-
meter τ bezeichnet das generische Anwenderwissen in Form der GT, das ohne technische
Kenntnisse bereitgestellt wird. Dabei findet eine Mengenauswahl Θ in eine Trainings-
menge der Gro¨ße n und eine Testmenge der Gro¨ße |τ | − n statt. statt. Die Schachtelung
der Operatoren ergibt sich aus dem linearen Datenfluss und gestattet die Vorberechnung
der jeweiligen Daten sowie deren systematische Variation zur Bestimmung von korrekten
Klassifikatoren.
7.7.3. Zusammenfassung
Durch die Entkopplung der Bildanalyse von der Wissensrepra¨sentation mittels der Merk-
malsbeschreibung kommen generische Methoden des maschinellen Lernens und des all-
gemeinen Data-Minings zum Einsatz. Da hier der heuristische Charakter der Methoden-
auswahl am besten untersucht ist, steht eine entsprechend große Auswahl an Methoden
zur Verfu¨gung. Durch den komponentenbasierten Aufbau des Frameworks ist es mo¨glich,
die Klassifikationsmethoden beliebig auszutauschen und alle zuvor erstellten HARAG-
Repositories und Merkmalsberechnung ohne verfahrensspezifische Anpassungen der Soft-
ware zu verwenden. Damit sind wesentlichen Forderungen an die Methodenentwicklung
wie die Anwendungsrelevanz, die Bereitstellung und die Integrierbarkeit aus Abschnitt 2.3
erfu¨llt. Durch Austausch der Klassifikatoren werden unterschiedliche Anwendungen be-
dient. So liefert ein HIK ein Werkzeug zur anwenderorientierten Suche in einer Bildda-
tenbank, wa¨hrend eine NN-Klassifikation auf den FDS der Regionen eine exakte Zielform
in einer automatisierten Objektextraktion identifiziert.
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8. Evaluation
Die Evaluation bildet die letzte Komponente im Operationsfluss des Frameworks (Abb. 4.1,
rechts) und ist integraler Teil der Methodenentwicklung. Sie wird zum Training der bei-
spielbasierten Klassifikatoren beno¨tigt, zur Entwicklung der Partitionierungsmethode und
zur qualitativen wie quantitativen Validierung von Extraktionsergebnissen. Die Evaluati-
on basiert auf dem Vergleich von markierten Regionen mit bekannter Klassenzugeho¨rig-
keit sowie dem Ergebnis der vorherigen Partitionierung und Objektklassifikation (Abs. 5
und 7). Daher wird die Evaluation zum einen als Optimierungsschleife zum Klassifika-
tortraining fu¨r die Objektmodellierung verwendet, zum anderen dient sie dem quantita-
tiven Vergleich der Repra¨sentation von Objekten und somit der Gesamtbewertung von
Partitionierungs- und Extraktionsmethode. Als Referenzmenge dient jeweils die operator-
spezifische GT.
8.1. Pixelbasierte Ground-Truth
In der pixelbasierten Beschreibung werden die Bildobjekte u¨ber ihre tatsa¨chliche fla¨chige
Repra¨sentation im Bild erfasst. Dies entspricht der untersten verfu¨gbaren Informations-
ebene der digitalen Bildverarbeitung. Die GT bildet dabei das Anwendungswissen u¨ber
die Bilder in Form von Beispielsegmentierungen ab, wie sie als visuell plausible Regionen
wahrgenommen werden. Daher obliegt es dem Anwender, analog zur LBG die Informati-
on bereit zu stellen (Abs. 7.1), da nur so sichergestellt ist, dass auch relevante Objekte
markiert werden.
8.1.1. Erstellung der Ground-Truth
Die pixelbasierte GT (PBG) wird mit Hilfe eines Grafikprogramms auf Pixelebene erstellt
(Anh. D.6). Das Originalbild wird als Hintergrund gezeigt, auf dem vom Anwender in ei-
ner U¨berlagerungsschicht die gesuchten Regionen pixelweise nachgezogen werden. Durch
Transparenzfilter ist es mo¨glich, die visuelle Information zu erfassen. Durch Vergabe ex-
pliziter Nummern als Markierungslabel werden die Regionen dem Anwendungskontext
zugeordnet. Bei CT- und MRT-Aufnahmen ist diese Markierung unproblematisch, da in
der Bildebene jeweils ein opakes Objekt abgebildet wird. Lediglich ineinander liegende
Objekte lassen sich nicht in einem GT Bild darstellen, sie erfordern jeweils einzelne Bild-
dateien. Bei Radiografien sind allerdings die Summationseffekte zu beru¨cksichtigen.
In einer Handradiografie, die aus 647 × 1188 Pixeln besteht, werden die diagnostisch
relevanten Strukturen wie die Epiphysenregion (729 Pixel) und die Metakarpalknochen
(9935 Pixel) abgebildet (Abb. 8.1). Dabei ergibt sich beispielsweise an den Knochenko¨pfen
aufgrund des Summationseffektes der Metakarpalknochen ein U¨berlappungsbereich (355
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Abbildung 8.1.: In einer Handradiografie (a) ergeben sich mehrdeutige Strukturen fu¨r die Epiphysen-
region (b) bzw. die Metakarpalknochen (c), die sich in Form einer U¨berlappungsregion darstellen lassen
(d).
Pixel). Semantisch ist diese zweidimensionale Projektion der dreidimensionalen Struktur
nicht erfassbar. Daher gilt bei der Markierung die visuelle Plausibilita¨t und der U¨berlap-
pungsbereich wird als eigensta¨ndige Region erfasst. Die manuelle Erstellung einer PBG
ist verha¨ltnisma¨ßig aufwendig, da jede Region einzeln markiert werden muss.
8.1.2. Varianz der manuellen Erstellung
Manuelles Markieren auf Pixelebene ha¨ngt neben der visuellen Semantik vor allem von
der Geschicklichkeit des Auswerters im Umgang mit der Maus ab. Beim Nachfahren der
Kontur verspringt die Maus und liefert einen Umriss, der nicht notwendigerweise dem
maximalen Kontrast entspricht. Hinzu kommt die individuelle Sehgewohnheit und das
Abstraktionsvermo¨gen des Markierenden bei der Identifikation des Kontrastbereichs. Die-
ser Unterschied wird bereits deutlich, wenn zwei unterschiedliche Auswerter in einem Bild
eine Region, wie die distalen Phalangen des Daumens markieren (Abb. 8.2). Im Allgemei-
nen stellt sich eine interindividuelle Varianz heraus, die bei Auswertungen auf Basis der
PBG beru¨cksichtigt werden sollte. Bei der Markierung der Knochen in der Handradiogra-
fie aus Abbildung 8.3 ergab sich eine vollsta¨ndig identische Zuordnung bei 10 Auswertern
von 82 % aller Pixel. Die Abweichung fa¨llt zu 14,4 % auf die Randbereiche der Kontur
und zu 3,6 % auf unterschiedliche Label. Insgesamt wurden in diesem Beispiel 215,156
Pixel in 49 Regionen markiert.
8.2. Vergleich mit der Ground-Truth
Der Vergleich mit einer GT erfolgt zwischen den extrahierten Regionen einer HARAG
Berechnung oder einer Klassifikation und der manuell erstellten GT. Grundsa¨tzlich wird
dabei jede vom Experten markierte Region mit den gefundenen Regionen verglichen. Ziel
des Vergleichs ist es, drei Zuordnungen der Regionen zu bestimmen.
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Abbildung 8.2.: In einer Handradiografie (a) zeichnen sich die Randbereiche der distalen Phalanx des
Daumens aufgrund der Summation uneindeutig ab (b). Auswerter I hat aufgrund des visuellen Eindrucks
und seiner Pra¨ferenz daher weniger markiert als Auswerter II. Die Gro¨ße der Markierung von I betra¨gt
1882 Pixel, die von II 2243 Pixel (Abweichung 16%).
• gefunden: Regionen, die als Objekte O klassifiziert werden (Beobachtungen).
• vorhanden: Regionen, die in der GT τ markiert sind (Referenzen).
• korrekt: Regionen, die gefunden wurden und die vorhanden sind τ ∩O.
Die beiden Methoden des Labelings (Abs. 7.1 und 8.1.1) folgen dabei zwei unterschiedli-
chen Berechnungen, berechnen jedoch beide die Menge der korrekten Regionen τ ∩O. Um
der Varianz parametrierungsbedingter Abweichungen durch das Partitionierungsverfah-
ren sowie der manuellen Markierung gerecht zu werden, wird zusa¨tzlich ein Qualita¨tsmaß
ξ eingefu¨hrt, das die Genauigkeit des Vergleiches im Hinblick auf die partitionierte Fla¨che
steuert. Zu diesem Zweck werden neben der GT auch die HARAGs beno¨tigt. Die generi-
sche Vergleichsoperation χ(τ, ξ) bezu¨glich der Genauigkeit ξ liefert dann eine erweiterte
GT, in der Regionen mit einer Abweichung ξ von der GT τ zula¨ssig sind.
χ(τ, ξ) → τξ (8.1)
Es ist nicht notwendig, die erweiterte Menge τξ explizit zu berechnen. Vielmehr wird eine
gefundene Region o ∈ O genau dann als korrekt betrachtet, wenn fu¨r eine Region t ∈ τ
folgende Beziehung gilt.
1−
o ∩ t
o ∪ t
≤ ξ (8.2)
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Abbildung 8.3.: In der Handradiografie (a) wurden die Knochenregionen und Wachstumskerne von
10 Auswertern markiert und aufsummiert (b). Dabei ergeben sich vor allem in den Randbereichen Un-
terschiede, die deutlich werden, wenn nur die Werte ungleich 10 dargestellt werden (c).
8.2.1. Labelbasierter Vergleich
Beim labelbasierten Vergleich werden die Indizes, die in der gelabelten GT vorliegen,
mit den Indizes der Regionen aus der Klassifikation verglichen (Abs. 7.1). Damit ist eine
Suche verbunden, die im schlimmsten Fall |τ | · |O| Vergleiche erfordert. Da τ alle Regio-
nen sa¨mtlicher HARAGs im zugrundeliegenden Repository beinhaltet, sind dies bereits
fu¨r einen Thorax CT-Scan 500.000 Regionen (Abs. 5.2.3). Um die resultierenden langen
Laufzeiten fu¨r feedback-basiertes Klassifikatortraining zu reduzieren, wird eine Sortierung
der Indizes bereits beim Aufbau und Regionenexport des HARAGs vorgenommen, auf die
dann mittels Bina¨rsuche zugegriffen wird. Damit werden die Laufzeiten auf log2(|τ |) re-
duziert und fu¨hren zu keinen nennenswerten Verzo¨gerungen. Zusa¨tzlich ist es mo¨glich ein
Qualita¨tsmaß fu¨r den labelbasierten Vergleich anzugeben, das die Abweichung des area
Attributs einer Region angibt. Wird nun zu einem Index in o ∈ O nicht der entsprechende
Wert in t ∈ τ gefunden, so ist es mo¨glich, mit Hilfe der Baumstruktur zu pru¨fen, ob der
Index t in den Vater bzw. Sohnknoten von o vorkommt. Durch Festsetzen einer Schwelle
ξ bezu¨glich der Fla¨che der Abweichung wird diese Auswahl beschra¨nkt. Die Gleichung 8.1
wird von allen Paaren (o, t) erfu¨llt, fu¨r die eine der beiden Bedingungen gilt.
1−
o.area
v.area
≤ ξ ∧ v = t (8.3)
1−
s.area
o.area
≤ ξ ∧ s = t (8.4)
Dabei werden mit v und s jeweils die Elemente aus den Mengen aller Vater- und Sohn-
knoten von o bezeichnet. Diese Mengen werden auf den HARAGS analog zu den Aus-
wertungsreihenfolgen Bottom-Up (Vaterknoten) und Top-Down (Sohnknoten) berechnet
(Abs. 7.5.2). Diese spezialisierte Berechnung des Vergleichs wird mit χv, v = LBG be-
zeichnet.
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T1 ... TN
R1 Match(R1, T1) Match(R1, TN)
... ...
RM Match(RM , T1) Match(RM , TN )
Tabelle 8.1.: Die U¨berdeckungsmatrix zweier Regionenmengen {R1, ..RM}, {T1, ..TN} ist eine
symmetrische Matrix, in der das Matching jeder GT-Region (t ∈ τ) mit jeder Region im HARAG
(r ∈ Φh((f), ϕh)) protokolliert wird.
8.2.2. Pixelbasierter Vergleich
Werden die GT-Regionen eines Bildes in Form einer Pixelmenge bereitgestellt, so ent-
spricht dies den tatsa¨chlich erwarteten Partitionen in einem beobachteten Bild (Abs. 8.1.1).
Der Vergleich der GT mit den Ergebnissen der Partitionierung entspricht folglich dem pi-
xelweisen Vergleich der Referenzregion mit der partitionierten Region.
Die Basisinformation fu¨r das Labeling auf Bilddaten bilden die u¨berlappenden und Verei-
nigten Pixelmengen zweier Regionen R1, R2. Diese Mengen werden mit Overlap und Union
bezeichnet. Da Overlap und Union formal Mengen sind, liefern deren Betra¨ge |Overlap|
und |Union| die Zahl der Elemente, aus denen sich der relative Anteil der u¨berdeckenden
Pixel (match) ergibt.
Overlap(R1, R2) = Pixel(R1) ∩ Pixel(R2) (8.5)
Union(R1, R2) = Pixel(R1) ∪ Pixel(R2) (8.6)
Match(R1, R2) =
|Overlap(R1, R2)|
|Union(R1, R2)|
(8.7)
Im Falle eines vollsta¨ndigen Overlaps liefert Match den Wert 1, da es keinen U¨berhang
gibt. Andernfalls ergibt Match das Verha¨ltnis Match(R1, R2) < 1. Beim Vergleich von
T1..TN ∈ τ Regionen der GT eines Bildes f mit den R1..RM Partitionen des zugeho¨rigen
HARAGS Φh((f), ϕh) werden die Paare gesucht, fu¨r die Match(Rm, Tn),m ∈ N,n ∈ N
maximal ist. Durch Festlegen einer Schwelle q ∈ [0..1] mit Match(Rm, Tn) > q werden
schließlich nur die Paare betrachtet, deren Overlap ho¨chsten um den Faktor 1− q kleiner
als der korrekte Match ist. Damit korrespondiert q unmittelbar zu ξ und χ unmittel-
bar zu Match. Prinzipiell bildet die Berechnung des Matches von Φh((f), ϕh) und τ eine
Matrix in der jede HARAG Region mit jeder GT-Region verglichen wird, um die maxi-
malen Matchings zu identifizieren (Tab. 8.1). Der PBG Vergleich wird mit χv, v = PBG
bezeichnet.
Der Laufzeitbedarf zum Aufbau dieser Matrix liegt bei
∑N
n=0
∑M
m=n |Rm| + |Tn| Berech-
nungen. Diese Matrix der U¨berdeckung ist allerdings in der Praxis nur du¨nn besetzt, da
eine Region selten mit allen anderen Regionen geschnitten wird und nur diejenigen Paa-
re gesucht werden, die das maximale Matching liefern. Eine Mo¨glichkeit der effizienten
Berechnung basiert auf der Baumdarstellung der HARAGs und der Annahme, dass die
GT-Regionen disjunkt sind.
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00 getCoverageMatrix(GT, Tree)
01 Objects[] = LabelObjects(GT);
02 image = markLeafRegionsByLabel(Tree);
03 FOR object IN Objects[]
04 Labels[] = getMatchingRegions(image,object);
05 FOR label IN Labels[]
06 region = Tree(label)
07 WHILE region != Tree(Root) AND unvisited(region)
08 IF |match(region, object)| > |match(best, object)|
09 best = region;
10 ELSE
11 BREAK 15;
12 FI
13 visited(region);
14 region = Father(region)
15 ELIHW
16 ROF
17 match(object,best)
18 ROF
Der Algorithmus beginnt mit dem eindeutigen Labeln der Regionen im GT Bild, die in
der Folge als Objekte bezeichnet werden 01. Daher korrespondiert object zu allen t ∈ τ .
Dann werden alle Blattregionen des HARAG mit ihren a-priori eindeutigen Regionenlabel
in ein Pufferbild geschrieben 02. Dabei korrespondiert region zu allen r ∈ Φh((f), ϕh).
Die Hauptschleife iteriert nun u¨ber die GT Objekte aus Objects 03 bis 18. Fu¨r jedes
Pixel in object werden die Label der HARAG Regionen bestimmt, die an den korre-
spondierenden Positionen in image liegen 04. Da alle in Labels markierten Blattregionen
im HARAG ganz oder in Teilen object schneiden, befindet sich der maximale Overlap
entweder in den Blattregionen oder in einer ihrer entsprechenden Vaterregion 05 bis
16. Daher wird zu jedem label die korrespondierende Region ermittelt 06 und dann je-
der Knoten bis zur Wurzel untersucht 07 bis 15. Da es sich um eine Inklusion handelt,
muss ein einmal getesteter Knoten nicht mehrmals besucht werden. Dies wird durch die
Markierung visited in Zeile 13 gesetzt und im Test unvisited in Zeile 07 u¨berpru¨ft.
Die aktuelle Region wird mit der am Besten passenden Region zum untersuchten Objekt
verglichen 08 und im Fall der Verbesserung ersetzt 09. Aufgrund der konstanten Vergro¨ße-
rung durch die Inklusionsbeziehung wird der Vergleich abgebrochen, sobald die Matches
nicht mehr besser werden 11. Ansonsten wird der na¨chste Vaterknoten gewa¨hlt 14. Die
Funktion getCoverageMatrix liefert eine Zuordnungsliste der Objekte aus der GT zu den
am Besten passenden HARAG Knoten 17. Diese Zuordnungsliste dient als Grundlage fu¨r
die folgende Bewertung.
8.3. Bewertung von Ergebnissen
Die Bewertung von Ergebnissen ist auf zwei Arten mo¨glich. Bei der visuellen Beurteilung
entscheidet ein Anwender subjektiv, ob das gezeigte Ergebnis “korrekt” oder “falsch” ist.
Der formalen Bewertung liegen hingegen objektive Qualita¨tsmaße zugrunde. Welcher An-
satz verwendet wird, ha¨ngt von Art des Feedbacks fu¨r den Entwicklungsprozess ab. In
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jedem Fall erfordert die Bewertung eine Zuordnung der abstrakten Regionenrepra¨sentati-
on aus der vorhergehenden Vergleichsoperation zu den korrespondierenden HARAGs bzw.
zugrundeliegenden Bildern. Formal betrachtet ist diese Zuordnung trivial, erfordert jedoch
aus softwaretechnischer Sicht eine sorgfa¨ltige Datenhaltung und korrekte Indizierung u¨ber
alle vorhergehenden Prozessschritte.
8.3.1. Qualitative Beurteilung
Das Ergebnis einer Regionenextraktion la¨sst sich im Hinblick auf die Anforderung aus
Abschnitt 2.2.1 als geschlossene Regionenfla¨che im Bild darstellen. Fu¨r die qualitative
Beurteilung werden alle gefundenen Regionen in die Bilder eingetragen und dem Anwen-
der angezeigt. Durch Bla¨ttern in der Ergebnismenge findet eine visuelle Beurteilung statt
(Abs. D.3.2). Im Falle einer nicht ausreichenden Qualita¨t findet eine Reparametrierung
des Klassifikators statt. Dieser Feedbackzyklus erfordert vom Anwender entsprechendes
technisches Wissen u¨ber die Mo¨glichkeiten, die Klassifikatorparametrierung zu optimie-
ren. Sie stellt in gewisser Weise einen manuellen Optimierer dar (Abs. D.5). Dieser Ansatz
ist vor allem dann sinnvoll, wenn ein bis zwei gut erfassbare große Objekte bzw. einfache
z.B. spha¨rische Objektformen pro Bild gesucht werden. Andernfalls werden Objekte leicht
u¨bersehen. Außerdem wurde in Anwendungen des Relevance Feedback im inhaltsbasier-
ten Bilddatenbankzugriff die Erfahrung gemacht, dass ein menschlicher Betrachter etwa
hundert Bilder zusammenha¨ngend effizient beurteilen kann [Mue04]. Aus diesem Grund
eignet sich die qualitative Beurteilung fu¨r Anwendungen auf einer endlichen und fallbe-
zogenen Bildmenge, in denen der Anwender in jedem Fall das Bildmaterial sichtet und
die Extraktionsmethode als Vereinfachung der Weiterverarbeitung von Regioneninforma-
tion dient. Beispiele hierfu¨r sind die Tumorsuche und -vermessung in einem CT/MRT-
Volumendatensatz.
8.3.2. Quantitative Bewertung
Die quantitative Bewertung wird bei der Objektsuche in Datenbanken, bei Partitionier-
ungs- und Klassifikatortraining in automatisierten Feedbackzyklen und dem objektiven
Leistungsvergleich von Verfahren beno¨tigt. Im Fall der Objektsuche in Datenbanken ist
die Datenmenge zu groß, um sie effizient visuell sichten zu ko¨nnen. Im Fall der Trai-
ningsmethoden liegt eine Optimierungsaufgabe vor, deren Automatisierung eine numeri-
sche Ergebnisbewertung erfordert. Anhand der Bewertung mit einem skalaren Wert ist
entscheidbar, ob ein Ergebnis besser oder schlechter wurde und wie im Falle der Ver-
schlechterung die neuen Parameter des Klassifikators gewa¨hlt werden. Beim objektiven
Leistungsvergleich von Extraktionsmethoden werden Kennzahlen beno¨tigt, mit Hilfe de-
rer eine Einstufung der Leistungsfa¨higkeit und somit der Eignung eines Algorithmus fu¨r
die Aufgabe im Vergleich zu konkurrierenden Methoden mo¨glich ist.
Bei einer Objektklassifikation sind aus Sicht der Anwendung lediglich die gefundenen
Objekte aus der Gesamtmenge der theoretisch findbaren Menge relevant. Da dies dem
Informationsretrieval aus Datenbanken entspricht, werden die dort u¨blichen Maße auch in
diesem Framework verwendet [Rij79]. Wenn O = o1.., oi die Ergebnisse der Klassifikation,
also die gefundenen Objekte, bezeichnet und τ = t1, .., tj die relevanten Elemente der GT
dann ergeben sich die folgenden Maße.
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Precision(τ, O) =
|τ ∩O|
|O|
(8.8)
Recall(τ, O) =
|τ ∩O|
|τ |
(8.9)
F-Measure(τ, O) =
2 · Recall(τ, O) · Precision(τ, O)
Recall(τ, O) + Precision(τ, O)
(8.10)
Es wird deutlich, dass die quantitative Bewertung eines Klassifikationsergebnisses aus-
schließlich mit Hilfe einer definierten GT mo¨glich ist, die a-priori zur Verfu¨gung steht.
Dabei ist zu beru¨cksichtigen, dass der Teil der GT, der zum Training verwendet wurde,
nicht bei der Bewertung geza¨hlt werden darf, da die Klassifikatoren diese Muster theore-
tisch immer erkennen.
Die drei Maße Precision, Recall und F-Measure dienen neben der quantitativen Qualita¨ts-
bewertung auch als Optimierungskriterium in der Feedbackschleife (Abs. 3.1.3). Durch
Maximierung des F-Measures ist eine Verbesserung des Algorithmus anhand einer eindi-
mensionalen Zielfunktion mo¨glich. Dabei werden die Ergebnisbewertungen der einzelnen
Prozessschritte zwar unter entsprechendem Informationsverlust aggregiert, aber gleichbe-
rechtigt beru¨cksichtigt. Entscheidend fu¨r diese Auswertung ist die GT, in der die vorhan-
denen Objekte in der Bildmenge erfasst werden. Es wird deutlich, dass die quantitative
Auswertung wie die vorherigen Komponenten von der Art der Klassifikation unabha¨ngig
ist.
8.3.3. Funktionale Sichtweise
Wird das Ergebnis ΩK der allgemeine Klassifikationsfunktion 7.9 als Parameter des F-
Measure betrachtet, so ist die Funktionalita¨t des Frameworks (Abb. 4.1) zur Bestimmung
der quantitativen Bewertung vollsta¨ndig abgebildet. Das Qualita¨tsmaß wird als Precision,
Recall oder F-Measure berechnet und liefert Werte der bisher theoretischen Funktion (4.3)
aus Abschnitt 4.4 mit:
τξ = χv(τ, ξ), v ∈ {LBG,PBG} (8.11)
Qualita¨tsmaßF = F-Measure (τξ, ΩK) (8.12)
Qualita¨tsmaßR = Recall (τξ, ΩK) (8.13)
Qualita¨tsmaßP = Precision (τξ, ΩK) (8.14)
8.4. Der Feedback Zyklus
Der Feedback-Zyklus bildet das zentrale Konzept der Evaluation (Abs. 2.2.5). Mit ihm
wird die Optimierungsschleife des Klassifikatortrainings gesteuert (Abs. 4.1) [Thi03d]. Die
Information der Evaluation wird entweder zur visuellen Beurteilung genutzt (Anh. D.3.2)
oder zum Klassifikatortraining fu¨r die Parameteranpassung zuru¨ck in die Objektmodel-
lierung gereicht.
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Bei der Optimierung werden die Parameter Φh, ϕh, Kk, κk und µ der Funktion 7.9 zur Be-
rechnung von ΩK solange variiert, bis das F-Measure maximal ist. Diese fu¨nf Parameter
bilden die semantische Lu¨cke innerhalb des Frameworks, da ihre Auswahl und Parame-
trierung technische Kenntnisse erfordert (Abb. 4.1). In Optimierungsschritten la¨sst sich
die Parameterauswahl soweit automatisieren, dass die Anwenderinteraktion trotzdem auf
ein Minimum reduziert wird.
8.4.1. Manuelle Optimierung
Da allen Klassifikatoren und Klassifikatorauswahlen ein heuristisches Element zugrunde-
liegt, erfolgt das Lernen in Data-Mining-Zyklen [Wit00, Han01]. Diese bestehen aus drei
Schritten, die solange iteriert werden, bis das Ergebnis die anwendungsabha¨ngige Genau-
igkeit hat.
• Hypothesenbildung: Auf Basis der anwendungsabha¨ngigen Annahmen wird eine Mo-
dellierungsmethode ausgewa¨hlt und die vermuteten methodenspezifischen Parame-
ter der gesuchten Objekte werden eingestellt.
• Anwendung der Hypothese: Das parametrierte Verfahren der Hypothese wird auf
die Bildmenge angewandt, fu¨r die eine GT existiert.
• Bewertung des Ergebnisses: Die Ergebnisse der Hypothesenanwendung werden mit
der GT verglichen.
Der Zyklus aus Merkmalsauswahl, Hypothesenbildung und Verifikation ermo¨glicht es, die
Datenmengen effizient zu sichten und ein nachvollziehbares Datenmodell fu¨r die gesuchten
Objekte zu generieren [Wit00, Han01]. Insbesondere der HIK basiert auf dieser Feedback-
schleife (Abs. 7.5).
8.4.2. Automatisierte Optimierung
Wird der Zyklus wie beim Klassifikatortraining automatisiert durchgefu¨hrt, dann liegt ein
klassisches Optimierungsproblem vor. Das Ergebnis des Vergleichs der gefundenen Regio-
nen mit der GT dient dabei als zu optimierende Gro¨ße. Vor allem bei der Bestimmung der
Klassifikatorparameter fu¨r BGMM und SVM werden die Klassifikatorparameter solange
variiert, bis das F-Measure fu¨r die gegebenen Daten maximal wird. Aber auch zur Be-
rechnung der optimalen Merkmalsauswahl und der Variationen u¨ber die Mengenauswahl
wird das Feedback des Qualitativen Vergleichs verwendet.
8.5. Integration in das Framework
Mit dem Evaluationsmodul ist das Framework vollsta¨ndig beschrieben (Kap. 4). Die Kom-
ponenten der Evaluation gestatten die Validierung einer Methode durch den Vergleich mit
der anwendungsspezifischen GT. Sie unterstu¨tzen sowohl die quantitative als auch quali-
tative U¨berpru¨fung von Bildanalyse und Objektmodellierung und sie steuern das Training
der Klassifikatoren. Durch Verwalten der LBG und der PBG sind die grundlegenden und
anwendungsna¨hsten Varianten der GT abgebildet. Durch die unmittelbare Verbindung
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von Parametrierung, Objektextraktion und quantitativem Vergleich ist die flexible Me-
thodenevaluation unter Anwendungsbedingung mo¨glich. Damit werden fu¨r eine breite
Palette von Anwendungen die Zyklen aus Anwendungsfeedback und Methodenanpassung
durch den Entwickler auf das Notwendigste reduziert (Abs. 3.2.2 u. 3.2.3). Neben den
Schnittstellen sind alle vom Framework geforderten Validierungswerkzeuge bereitgestellt
(Abs. 3.3). Das Prinzip der hier vorgestellten Evaluation ist dabei unabha¨ngig von diesem
Framework und allgemeingu¨ltig fu¨r jedes Paradigma der expliziten Objektextraktion.
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9. Anwendungsfa¨lle
Die in diesem Kapitel vorgestellten Anwendungen illustrieren das Anwendungsprinzip,
des neuentwickelten Frameworks anhand realer Fragestellungen. Dabei werden zur De-
monstration des Prinzips explizite Aufgaben der Objektextraktion behandelt und keine
klinischen Fragestellungen gelo¨st. Mittels Design-Walkthroughs werden die fu¨nf in den
Abschnitten 4.3.1, 4.3.2, 4.3.3, 4.3.4 und 4.3.5 vorgestellten Anwendungsfa¨lle nachvollzo-
gen und somit das gesamte Framework evaluiert [Wha94].
9.1. Evaluation des Frameworks
Diese Evaluation erfolgt außerhalb der Evaluationskomponente des Frameworks, die sich
jeweils auf die Auswertung einer konkreten Methode bezieht (Kap. 8). Hier wird vielmehr
die Eignung des Frameworks zur Erfu¨llung der Anforderungen aus den Abschnitten 2.1, 2.2
und 3.3 untersucht. Dabei kommen die Design-Walkthroughs zum Einsatz.
9.1.1. Design-Walkthroughs
Ein Design-Walkthrough ist ein simulierter Durchlauf einer Softwareanwendung, ohne
dass die Software und die Anwendungsszenarien vollsta¨ndig implementiert und definiert
sind [You89, Wha94]. Es ist eine Vorgehensweise zum anwendungsorientierten Planen und
Testen einer komplexen Softwarelo¨sung, fu¨r die noch nicht alle Komponenten, notwendi-
gen Daten und Anforderungen abschließend formuliert wurden. Die Erfahrungen mit der
Entwicklung komplexer und generalisierter Software hat bei Softwareherstellern zu der
Erkenntnis gefu¨hrt, dass dieses eher intuitive Vorgehen schneller zu anwenderorientier-
ter Software fu¨hrt als die klassische mechanistische Vorstellung [You89, Wha94]. Letztere
fu¨hrt zu einem formalen Prozesses der Softwareentwicklung bestehend aus Anforderungs-
analyse, Lo¨sungsentwurf und Implementierung, der sich in der Praxis als zu unflexibel
und aufwendig herausgestellt hat. Initiale Lo¨sungsentwu¨rfe erfassen nie die vollsta¨ndige
Anwendung, da sowohl bei Anwendern und technischen Experten unterschiedliche Vor-
stellungen u¨ber die Einsatzmo¨glichkeiten der Rechnerunterstu¨tzung vorliegen. Um diese
zusammenzufu¨hren, bilden die Design-Walkthroughs ein Werkzeug des “gesunden Men-
schenverstandes” [You89].
Gerade die semantische Lu¨cke fu¨hrt bei komplexen Anwendungen dazu, dass Software-
und Anwendungsexperten zuerst eine gemeinsame Sprache finden mu¨ssen, um eine Softwa-
re zu entwickeln. Da die Grundlage der Software das technisch Machbare ist, hat es sich als
sinnvoll herausgestellt, wenn Softwareentwickler zuna¨chst einen technischen Prototypen
vorbereiten. Dieser wird dann von Anwendungsexperten im Hinblick auf die Verwend-
barkeit zur Problemlo¨sung getestet. Da das eigentliche Potenzial einer Lo¨sung oftmals
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erst nach diesem Schritt deutlich wird, werden entsprechende anwendungsspezifische Mo-
difikationen vorgeschlagen. Erst nach diesem Feedbackzyklus wird mit der spezifischen
Implementation fu¨r eine konkrete Anwendung begonnen. Als Leitfaden dient dabei der
Design-Walkthrough, bei dem die nicht vollsta¨ndig definierten Anforderungen, Daten und
Komponenten hypothetisch formuliert und damit die existierenden Komponenten parame-
triert und ausgefu¨hrt werden. Dies erfolgt in Form von Protokollen, die alle technisch rea-
lisierbaren Funktionen benennen. Gerade beim Design-Walkthrough bilden Frameworks
ein grundlegendes Werkzeug, da sie bereits standardisierte Komponenten bereitstellen,
die zuna¨chst die Prototypenentwicklung beschleunigen und sich danach fu¨r die eigentliche
Implementierung wiederverwenden lassen.
9.1.2. Technische Evaluation medizinischer Anwendungen
Der Design-Walkthrough ist insbesondere fu¨r medizinische Anwendungen interessant, da
hier die Anwendbarkeit eines Verfahrens gerade von der Anwenderschnittstelle und dem
Einpassen in den klinischen Arbeitsablauf abha¨ngt. Um dies zu testen, mu¨sste eigentlich
eine fertige Implementierung vorliegen, die bei Nichtanwendbarkeit jedoch aufwendig um-
geschrieben oder gar verworfen wird. Erfahrungsgema¨ß werden oft erst bei der Anwendung
Aspekte und Anforderungen deutlich, die dann ebenfalls aufwendig eingearbeitet werden
mu¨ssen. Mit dem Design-Walkthrough la¨sst sich die Anwendbarkeit des Frameworks im
Hinblick auf die in Abschnitt 2.2 formulierten Anforderungen an die Extraktion medi-
zinischer Objekte aus Bildern demonstrieren. Der Design-Walkthrough wurde aus zwei
Gru¨nden gewa¨hlt. Zum einen wird das Framework aus technologischer Sicht sowie aus
Anwendersicht beru¨cksichtigt und dabei sowohl Datenfluss als auch Interaktion getestet,
zum anderen la¨sst sich so die universelle Einsetzbarkeit demonstrieren, ohne die Notwen-
digkeit, eine vollsta¨ndige klinische Anwendungsanalyse durchzufu¨hren. Neben der hier
vorgestellten reinen Technologie wa¨re dabei die Einbettung in den realen Arbeitsablauf
mit angepassten GUIs erforderlich und es mu¨ssten die Bedingungen einer medizinischen
Studie im Hinblick auf Stichprobenumfang und Zielsetzung der Fragestellung erfu¨llt sein.
Die hier vorgestellte Evaluierung basiert auf der prototypischen Implementierung der vier
Komponenten aus den Kapiteln 5 bis 8, deren GUI in Anhang D explizit beschrieben
wird. Als Protokollsprache dient die funktionale Sichtweise auf das Framework, mit der
die einzelnen Walkthroughs beschrieben werden (Abs. 4.4). Ihre Anwendung wird anhand
von neun Experimenten in vier Anwendungsfa¨llen der Objektextraktion demonstriert.
9.2. Entwicklung einer Partitionierungsmethode
In diesem Anwendungsfall wird demonstriert, wie das Region-Growing als Partitionie-
rungsmethode fu¨r die Objektextraktion (Abs. 5.1.3) mit Hilfe des pixelbasierten Vergleichs
(Abs. 8.2.2) und der quantitativen Bewertung (Abs. 8.3.2) parametriert wird [Leh05c]. Der
Anwendungsfall demonstriert den Einsatz des PBG Vergleichs mit den Ergebnissen der
Bildanalyse, wobei die Merkmalsbeschreibung und die Objektmodellierung nicht beno¨tigt
werden.
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9.2.1. Anwendungsfall
Der Anwendungsfall wird auf einem Bildkorpus von einhundert Handradiografien aus der
klinischen Routine simuliert. Dabei kommen drei Komponenten des Frameworks in einem
Abarbeitungsprotokoll zum Einsatz.
Funktionale Beschreibung. Die untersuchte Instanz des Frameworks wird in der funk-
tionalen Sichtweise wie folgt dargestellt (Abs.4.4):
τξ = χv(τ, ξ)
; v = PBG
; ξ = 0.1, 0.5, 0.9
Qualita¨tsmaß = Recall(τξ, Φh((f), ϕh))
; h = RG
; ϕh = systematische Variation, manuelles Refinement
Zum Qualita¨tsvergleich τξ dient eine PBG die mit unterschiedlichen Qualita¨tsstufen ξ
bewertet wird. Als Eingabe dienen Bilder f die mittels RG partitioniert werden. Damit
bilden ξ und die Gewichte ϕh des RG die Parameter, die das Kontextwissen repra¨sentie-
ren.
Protokoll. Das Protokoll beschreibt die Vorgehensweise zur Ermittlung einer Parame-
trierung auf Basis der verfu¨gbaren Komponenten des Frameworks.
1. Im ersten Schritt wird von einem geschulten Anwender fu¨r alle Bilder eines Repo-
sitory die PBG τ erstellt. Dieser zeitaufwa¨ndige Prozess bildet die Grundlage jeder
fundamentalen Methodenentwicklung der Objektextraktion.
2. Im zweiten Schritt wird ein Experiment durchgefu¨hrt, bei dem 8 systematische Va-
riationen einer Parametrierung ϕh des RG auf dem gesamten Bildbestandes berech-
net und mit τ aus Schritt 1 verglichen werden. Dabei werden drei unterschiedliche
Qualita¨tsschwellen ξ ausgewertet.
3. Im dritten Schritt wird die Parametrierung mit dem besten Ergebnis aus Schritt 2
mit einer begru¨ndeten Vermutung adaptiert, um das Ergebnis zu verbessern.
Variiert werden in diesem Anwendungsfall die Parameter des Region-Growings ϕh, und
das Qualita¨tsmaß ξ der GT zur Bestimmung einer “guten” Parametrierung.
9.2.2. Knochen in Handradiografien
Als Datengrundlage dieses Anwendungsfalles werden Handradiografien verwendet, was a-
priori den Einsatz des rauschrobusten hierarchischen Region-Growings erfordert (Abs. 5.1).
Aufnahme und Auswertung von Handradiografien sind eine typische Anwendung der ra-
diologischen Diagnostik. Sie werden fu¨r unterschiedliche Diagnosezwecke, wie Verdacht auf
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Abbildung 9.1.: In Handradiografie (a) sind die Texturen innerhalb der Knochen gut zu erkennen
(727×1492). In (b) ist der Kontrast schwa¨cher und die Aufnahme dunkler (792×1392 Pixel). Aufnahme
(c) ist heller mit schwachem Kontrast, und es la¨uft diagonal ein etwas hellerer Balken u¨ber das gesamte
Bild von der Ho¨he der proximalen Phalanx des kleinen Fingers zu der des Daumens.
Frakturen, degenerative Prozesse oder Maturita¨tsbestimmung bei Heranwachsenden ak-
quiriert [Bir77, Bro02, Gil05]. Dabei werden die Knochenklassen der Hand in unterschied-
lichen Kombinationen betrachtet und auch digital ausgewertet [Man93, Pit99, Vog00].
Mittels einer automatisierten Objektextraktion lassen sich die anatomisch zugeordneten
Knochen klassenspezifisch aus den Bildern extrahieren und so in den jeweiligen Anwendun-
gen weiterverarbeiten. Da die Handradiografien Summationsaufnahmen sind, die in unter-
schiedlicher Qualita¨t und Auflo¨sung im Repository vorliegen, erfordert die Formulierung
der visuell plausiblen Regionen fu¨r das Extraktionsverfahren die simultane Bewertung von
Kanten, Textur, Regionen und Auflo¨sungseigenschaften und somit die Verwendung des
Bereichswachstumsverfahrens (Kap. 5.1.3).
Grundlage dieser Auswertung bildet ein Repository aus 100 Handradiografien, die zufa¨llig
aus der Routine der Klinik fu¨r Radiologische Diagnostik des Universita¨tsklinikums Aa-
chen gewa¨hlt wurden. Es sind sekunda¨r digitalisierte Ro¨ntgenaufnahmen mit variierenden
Belichtungsqualita¨ten, Auflo¨sungen und Artefakten (Abb. 9.1). Diese Art von Bilddaten
wurden in genau dieser Form in einem PACS abgelegt. Fu¨r die Varianten der Qualita¨t
existieren dabei unterschiedliche Gru¨nde, sie reichen von der Gera¨tequalita¨t u¨ber die tech-
nischen Kenntnisse des Bedieners bis hin zur Aufnahmesituation. Aus Sicht der Bildakqui-
se sind diese Effekte folglich nur bedingt zu unterdru¨cken. Wird nun eine automatisierte
Auswertung beno¨tigt, die auf derartigen realen Daten Objekte extrahiert, kann diese nur
genau so gut sein wie die Qualita¨tsvariationen, die beru¨cksichtigt werden.
9.2.3. Experiment: Erstellung der pixelbasierten Ground-Truth
Die PBG wird mit Hilfe von Werkzeugen zur Markierung von Pixelregionen erstellt. Dabei
ist eine Definition der gesuchten Objektklassen erforderlich, die sowohl die klasseninterne
Heterogenita¨t als auch die Interklassenvarianz der Objektmerkmalen deutlich macht. In
der Praxis ist diese Abbildung das entsprechende erfahrungsabha¨ngige Expertenwissen.
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Abbildung 9.2.: Das Labeling der
prototypische Handknochen in diesem
Schema dient als Anleitung der Markie-
rungsauswahl fu¨r die Erstellung der GT
(nach [Bro02, Gil05]).
Um den Aufwand der manuellen Markierung optimal zu nutzen, ist es sinnvoll, in einem
Bildtyp mo¨glichst viele Objektklassen zu markieren.
Aufgabenstellung. Es wird eine PBG fu¨r alle 100 Handradiografien des Repository er-
stellt, wobei alle anatomischen Klassen der Fingerglieder, Epiphysenregionen und Hand-
wurzelknochen markiert werden.
Durchfu¨hrung. Ein geschulter Auswerter markiert sa¨mtliche Knochen und Wachstums-
zonen mit einem grafischen pixelbasierten Zeichenwerkzeug (Anh. D.6). Dabei wird jedem
Objekt zuna¨chst ein individuelles Label zugeordnet (Abb. 9.2) und die U¨berschneidungsre-
gionen der Summation entsprechend mit dem zusa¨tzlichen Wert 51 markiert (Abs. 8.1.1).
Die Label werden anschließend in Gruppen zusammengefasst, um die anatomischen Grup-
pen zu reflektieren.
Ergebnis. In den 100 Bildern werden 508 Karpalknochen, 500 Metakarpalknochen, 500
proximale Phalangen, 396 mediale Phalangen, 495 distale Phalangen und 1802 Wachs-
tumskerne markiert. Im Mittel beno¨tigte der Auswerter dabei pro Bild 30 Minuten.
Diskussion. In die gemessene Bearbeitungszeit fa¨llt nicht nur der Zeitraum des aktiven
Markierens, sondern auch die Korrekturen an Labelvergabe und unklaren Regionen, die
aufgrund von Konzentrationsabbau nach ca. einer Stunde kontinuierlichen Labelns not-
wendig wurden. Diese Werte wurden bei einer Kontrollgruppe von 10 weiteren Auswertern
besta¨tigt, die ebenfalls jeweils eine Auswahl von 10 Bildern markierten. Die so erstellte
GT bildet eine Grundlage fu¨r weitere Operationen, wobei jedoch zu beru¨cksichtigen ist,
dass es sich um eine subjektive von einer Person erstellte Information handelt. Im Hinblick
auf den Zeitaufwand der GT Erstellung ist dies jedoch ein praktikables Vorgehen.
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9.2.4. Experiment: Variation der Region-Growing Parameter
Fu¨r das Region-Growing werden entsprechende Gewichtungen fu¨r lokale (λ), regionale
(ρ), globale (γ) und hierarchische (η) Parameter beno¨tigt, deren Bestimmung nicht oh-
ne weiteres in einem Optimierungsprozess mo¨glich ist. Daher werden Parametrierungen
ohne Annahmen u¨ber ihren Effekt auf die Partitionierung systematisch variiert und die
Ergebnisse verglichen. Dieser sogenannte “Brute-force” Ansatz wird dann gewa¨hlt, wenn
keine funktionale Beziehung zwischen Parametern und Berechnungsergebnis bekannt ist
und ermittelt werden soll.
These. Unterschiedliche Parametrierungen liefern eine a¨hnliche Partitionierungsqualita¨t.
Folglich ist der funktionale Zusammenhang zwischen Parametrierung und Partitionie-
rungsqualita¨t nicht eindeutig.
Durchfu¨hrung. Zuna¨chst werden alle Bilder des Repository aus dem vorigen Experi-
ment (Abs. 9.2.3) unter Beru¨cksichtigung des Seitenverha¨ltnisses auf eine einheitliche
Gro¨ße von 512x512 Pixeln herunterskaliert. Dann wird das RG zur Berechnung der HA-
RAGs mit systematischen Variationen von Parametrierungen auf dem Repository durch-
gefu¨hrt. Da kein allgemeines Optimierungskriterium fu¨r die Parameteranpassung bekannt
ist, erfolgt eine Permutation eines markanten Parameters, um einen Eindruck der Pa-
rameterabha¨ngigkeit zu erhalten. Dazu wird zuna¨chst jedes Gewicht mit eins belegt
(P1 = (λ = 1, ρ = 1, γ = 1, δ = 1) und in der Folge das hohe Gewicht 20 an jeder Position
permutiert (P2 = (λ = 1, ρ = 1, γ = 1, δ = 20), (P3 = (λ = 1, ρ = 1, γ = 20, δ = 1), usw.
Fu¨r jede Parametrierung wird der Recall fu¨r drei Qualita¨tsmaße 0.1, 0.5 und 0.9 berech-
net. Die Parametrierungen werden in den ersten fu¨nf Spalten in Tabelle 9.1 dargestellt.
Ergebnis. Fu¨r die unterschiedlichen Qualita¨tsmaße werden die ermittelten Partitionie-
rungsqualita¨ten in den Spalten 6 und 7 in Tabelle 9.1 dargestellt. Den besten Recall fu¨r
die gewa¨hlten Match Werte liefert eine hohe Gewichtung der regionalen Information (P4).
Die initiale Parametrierung (P1) ohne ein hervorgehobenes Gewicht liefert das zweitbeste
Ergebnis. Damit wird die These besta¨tigt.
Diskussion. Im Vergleich von P1 zu P4 wird die regionale Information zwanzigfach u¨ber-
bewertet und liefert dennoch ein geringfu¨gig besseres Ergebnis als die Gleichgewichtung
aller Kategorien. Dies la¨sst den Schluss zu, dass eine Optimierung der Gewichtsparameter
anhand einer generischen Optimierungsfunktion ungeeignet ist. In diesen Fa¨llen ist eine
“Brute-force” Durchmusterungen des Parameterraumes sinnvoll, die aus der Menge der
Parametrierungen mit Hilfe des Qualita¨tsmaßes eine “gute” Parametrierung liefert.
9.2.5. Experiment: Manuelle Anpassung der Region-Growing
Parameter
Eine automatisierte Parametrierung des RG kann immer nur eine gute Lo¨sung im Hin-
blick auf die untersuchten Parameterkombinationen liefern. Diese Lo¨sung la¨sst sich von
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Nr. λ ρ γ η match Recall
P1 1 1 1 1 0.1 0.03
0.5 0.39
0.9 0.57
P2 1 1 1 20 0.1 0.0
0.5 0.03
0.9 0.11
P3 1 1 20 1 0.1 0.0
0.5 0.03
0.9 0.11
P4 1 20 1 1 0.1 0.05
0.5 0.43
0.9 0.6
P5 20 1 1 1 0.1 0.0
0.5 0.19
0.9 0.4
P6 0.5 20 1 1 0.1 0.06
0.5 0.45
0.9 0.61
Tabelle 9.1.: P1 basiert auf identischen Gewichtswerten, wa¨hren P2 bis P5 jeweils eine Kate-
gorie hoch gewichten. P6 ergibt sich aus einer manuellen Anpassung von P4.
einem technisch erfahrenen Benutzer jedoch durch gezielte Annahmen variieren, um eine
Verbesserung des Ergebnisses zu erreichen. Die Kombination aus automatisierter Vorse-
lektion und anschließender gezielter Variation von Parametern ist eines der Prinzipien des
Datamining fu¨r komplexen funktionale Zusammenha¨nge und kombiniert Automatisierung
mit dem menschlichen Lernprinzip von “trial-and-error” [Wit00].
These. Eine automatisiert ermittelte gute Parametrierung der Partitionierungsmethode
la¨sst sich durch manuelle Anpassung verbessern.
Durchfu¨hrung. Im vorigen Experiment lieferte die Parametrierung P4 das beste Ergeb-
nis des RG. Diese wird nun manuell angepasst, indem der Einfluss der lokalen Information
halbiert wird. Mit der angepassten Parametrierung P6 wird eine erneute Berechnung des
Recall durchgefu¨hrt.
Ergebnis. In der neuen Parametrierung P6 liegt ein Faktor 40 zwischen der Gewich-
tung einzelner Pixelwerte im Vergleich zur regionalen Information (Tab. 9.1). Durch die
manuelle Anpassung der Parametrierung P4 in die Parametrierung P6 la¨sst sich die Par-
titionierungsqualita¨t leicht verbessern (Tab. 9.1). Ein detaillierter Vergleich der einzelnen
Objektklassen ergibt eine deutliche Verbesserung der Partitionierung der Metakarpalkno-
chen fu¨r P6, wobei die medialen und distalen Phalangen etwas schlechter als mit P4
partitioniert werden (Tab. 9.2).
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Knochenklasse # GT Match Recall P4 Recall P6
Karpalknochen 508 0.1 0,08 0,12
0.5 0,49 0,51
0.9 0,65 0,666
Metakarpalknochen 500 0.1 0,1 0,15
0.5 0,38 0,54
0.9 0,54 0,7
proximale Phalangen 500 0.1 0,12 0,16
0.5 0,75 0,83
0.9 0,88 0,91
mediale Phalangen 396 0.1 0,08 0,08
0.5 0,91 0,85
0.9 0,98 0,93
distale Phalangen 495 0.1 0,02 0,02
0.5 0,72 0,67
0.9 0,91 0,84
Wachstumskerne 1802 0.1 0 0,0
0.5 0,26 0,3
0.9 0,55 0,57
Tabelle 9.2.: Angegeben wird eine genaue Aufschlu¨sselung der Klassenzuordnung des Recalls
fu¨r die einzelnen Klassen der Handknochen bei den Parametrierungen P4 und P6 aus Tabelle 9.1.
Sie zeigt, dass die Metakarpalknochen deutlich besser extrahiert werden und die medialen und
distalen Phalangen etwas schlechter.
Diskussion. Durch die weitere Ru¨cknahme des Einflusses der Pixelinformation werden
regionale Unterschiede sta¨rker bewertet. Dies ergibt eine deutliche Verbesserung bei den
kontraststark abgebildeten Metakarpalknochen. Die medialen und distalen Phalangen ha-
ben aufgrund ihrer geringeren Dicke auch eine geringere Strahlschwa¨chung zur Folge und
liefern daher einen geringeren Kontrast.
9.2.6. Zusammenfassung
Die drei Anwendungen des Frameworks illustrieren, wie die komplexe Parametersuche
einer Partitionierungsmethode durch Integration der Evaluationskomponente auf Regio-
nenbasis mo¨glich ist. Im Gegensatz zum inhaltsbasierten Bildzugriff ist es dabei nicht aus-
reichend, eine Klasse fu¨r das gesamte Bild anzunehmen. Vielmehr liefert jede Region bzw.
Gruppe von Regionen eine kontextrelevante Information. Da die Berechnung der HARAGs
die Repra¨sentation verschiedener visuell relevanter Regionen in einem Bild unterstu¨tzen,
ist es sinnvoll, in der GT entsprechend unterschiedliche Objektklassen bereitzustellen, um
eine allgemeine Parametrierung zu erhalten. Der Aufwand zur Erstellung der GT ist da-
bei unabha¨ngig von diesem Framework auf jede beliebige Methode zur Objektextraktion
u¨bertragbar. Mittels des Regionenvergleichs lassen sich multiple Objektklassen automa-
tisiert bewerten und damit Parameterra¨ume automatisiert durchsuchen. Da die auto-
matisierte Suche nicht automatisch die beste aller mo¨glichen Parametrierungen liefert, ist
eine manuelle Anpassung erforderlich. Daran wird deutlich, dass die Parametrierung einer
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Extraktionsmethode sowohl Versta¨ndnis der technischen als auch anatomischen Kenntnis-
se erfordert, was genau den Schlussfolgerungen aus den U¨berlegungen zur semantischen
Lu¨cke entspricht.
9.3. Erstellung regelbasierter Klassifikatoren
In diesem Anwendungsfall wird anhand zweier Experimente demonstriert, wie der HIK
(Abs. 7.5) zur Klassifikation von Objekten parametriert und eingesetzt wird. Dabei wird
die Unabha¨ngigkeit des HIK Trainings von einer GT demonstriert [Thi05c].
9.3.1. Anwendungsfall
Die Parametrierung des HIK basiert auf der Ermittlung beschreibender Intervalle fu¨r die
Merkmale, mit denen die gesuchten Objektregionen beschrieben werden.
Funktionale Beschreibung. Die untersuchte Instanz des Frameworks wird funktional
wie folgt dargestellt(Abs 4.4):
τξ = χv(τ, 0, 1)
; v = LBG
Qualita¨tsmaß = F-Measure(τξ, Kk(Mm(ΩΦ, µ), κk, Θt(τ, n)))
; k = HIK
; κk = manuell bestimmte Intervalle
; m = manuelle Merkmalsauswahl
, µ = manuelle Merkmalsbeschreibungen
; ΩΦ = mit RG vorberechnete HARAGs
; t = ANW
; n = 5, fu¨nf GT Bilder
Als GT wird die LBG gewa¨hlt und hier eine Abweichungstoleranz ξ von 10 % zugelas-
sen. Die Regionen ΩΦ wurden mit dem RG vorberechnet und es stehen alle 41 Attribu-
te zur Merkmalsauswahl m zur Verfu¨gung (Anh. C.1). Diese Attribute werden fu¨r den
Klassifikator k=HIK zusammengestellt und dieser mit manuell bestimmten Intervallen κk
parametriert. Damit bildet κk das Anwendungswissen ab, dessen Formalisierung aus der
anwenderorientierten Auswertung t von bekannten GT Bildern bzw. Regionen abgeleitet
wird.
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Protokoll. Das Protokoll beschreibt die Vorgehensweise zur Ermittlung einer Parame-
trierung auf Basis der verfu¨gbaren Komponenten des Frameworks. Als Eingabe dient ein
HARAG Repository, fu¨r das eine LBG angelegt wurde.
1. Im ersten Schritt wird der HARAG eines Bildes mit Hilfe eines HARAG-Browsers
gesichtet (Anh. D.4.2). Dabei werden relevante Merkmale m und Attributwerte der
Objektregionen heuristisch identifiziert. Der Anwender scha¨tzt Variationsintervalle
κ der Werte ab und formuliert eine Suchanfrage in der DSS (Abs. 6.2).
2. Im zweiten Schritt wird der resultierende HIK auf das aktuelle Bild angewandt
und die gefundenen Regionen unmittelbar angezeigt. Entsprechen sie nicht allen
gewu¨nschten Regionen, werden m und κ aus Schritt 1 variiert.
3. Es wird zufa¨llig ein weiteres Bild aus dem Repository gewa¨hlt, auf das Schritt 1
und Schritt 2 mit dem bisher definierten m und κ angewandt werden. Schritt 1 bis
3 werden fu¨r eine festgelegte Anzahl von Bildern wiederholt.
4. Nach der festgelegten Anzahl von Bildern wird der trainierte HIK automatisiert auf
das Repository angewandt und das Ergebnis mit der GT verglichen. Dabei wird eine
Abweichungstoleranz von ξ = 0, 1 fu¨r GT-Regionen zugelassen.
In dieser Anwendung werden die Merkmalsauswahl m und Intervalldefinitionen κ als Pa-
rameter des HIK variiert. Dabei werden die Anwendungsprinzipien des HIK in zwei Expe-
rimenten vorgestellt. Die Schritte 1 bis 2 sowie 1 bis 4 werden jeweils in einem Experiment
illustriert.
9.3.2. Experimentelle Daten
Datengrundlage dieses Anwendungsfalles bilden 100 Handradiografien aus der klinischen
Routine, die zufa¨llig aus den 1112 Handradiografien des Referenzdatenbestandes des IR-
MA Projektes gewa¨hlt wurden [Leh04b]. Die Bilder wurden unter Beru¨cksichtigung des
Seitenverha¨ltnisses auf eine Gro¨ße von 256x256 Pixeln herunterskaliert und mit dem RG
die zugeho¨rigen 100 HARAGs berechnet (Abs. 5.1.3). Die resultierenden HARAGs be-
standen im Mittel aus 2356 Knoten, wobei die jeweilige Anzahl zwischen 958 und 6323
Knoten um das Mittel verteilt ist. Die Summe der Regionen in allen HARAGs dieses
Repository betra¨gt 247.662 Regionen. Aus diesem Bestand wurden von einem geschul-
ten Auswerter nun labelbasiert 372 Regionen gewa¨hlt, die mit den Metakarpalknochen
korrespondieren (Abs. 7.1). Fu¨r jede Region wurden 41 Merkmale berechnet, die fu¨r die
weitere Auswertung zur Verfu¨gung stehen (Anh. C.1).
9.3.3. Experiment: Extraktion anatomischer Klassen in einem Bild
mittels Hierarchie-Intervallklassifikator
In einem HARAG werden aufgrund des allgemeinen visuellen Partitionierungsprinzips
unterschiedliche Objektklassen repra¨sentiert (Kap. 5). Da die Merkmale der Regionenbe-
schreibung die Unterschiede zwischen den Klassen reflektieren, la¨sst sich der HIK durch
Variation der Merkmalsauswahl und speziell der Intervalldefinitionen, systematisch und
intuitiv an die Objektklassen anpassen.
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These. Aus einem einmal berechneten HARAG zu einem Bild lassen sich durch syste-
matische Variation der HIK Parameter unterschiedliche Objektklassen extrahieren.
Durchfu¨hrung. Als Eingabe dient der HARAG eines Bildes aus dem Repository, in-
dem die folgenden anatomischen Klassen der Handknochen aus Abbildung 9.2 extrahiert
werden sollen: distale, mediale und proximale Phalangen, Metakarpalknochen, Karpal-
knochen und Radius. Dabei werden die Attributauswahl und Merkmale variiert, um die
jeweilige Klasse zu beschreiben. Dies erfolgt nach den Schritten 1 und 2 aus dem Protokoll
des Anwendungsfalles.
Ergebnis. Die individuellen Regeln fu¨r jede Klasse sind in Abbildung 9.3 angegeben.
distal:
0.0007 < arean < 0.0015
10 < round < 30
0.1 < relY < 0.3
0.0 < mgrey < 0.26
medial:
0.0018 < arean < 0.01
20 < round < 41
0.1 < relY < 0.4
0.31 < mgrey < 0.39
proximal:
1.0 < perim < 119
0.0030 < arean < 0.01
20 < round < 41
0.9 < RPA < 1.0
0.3 < relY < 0.5
0.25 < mgrey < 0.47
Metakarpal:
1.0 < perim < 119
0.0060 < arean < 0.01
30 < round < 41
0.9 < RPA < 1.0
0.5 < relY < 0.75
0.56 < mgrey < 0.781
Karpal:
0.0010 < arean < 0.0025
10 < round < 15
0.5 < relY < 0.75
0.66 < mgrey < 0.78
Radius:
0.02 < arean < 0.025
0.8 < mgrey < 0.9
Abbildung 9.3.: Die anatomischen Klassen von Fingern in Handradiografien werden extra-
hiert (Abb. 9.2). Die Regeln fu¨r distale , mediale, und proximale Phalangen, sowie Metakarpal-,
Karpalknochen und den Radius werden angegeben. Die verwendeten Attributnamen wurden ab-
geku¨rzt: perimeter (perim), roundness (round), Verha¨ltnis von Neben- zu Hauptachse (RPA),
centroidYn (relY) und meangreyn (mgrey).
Diskussion. Die vorgestellten Regeln extrahieren die Knochen nach anatomischen Klas-
sen. Dabei liegt der Merkmalsauswahl eine intuitive Sicht auf die Bilddaten zugrunde,
die jedoch eine gewisse Vorstellung der formalen Attribute erfordert. Das Konzept der re-
gelbasierten Merkmalserstellung korrespondiert mit der zur Suche nach Texten, wie zum
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Beispiel in einer Suchmaschine. In diesem Fall wird der gesuchte Inhalt u¨ber einige heuris-
tisch und intuitiv gewa¨hlte Begriffe festgelegt. Im Folgenden werden die einzelnen Regeln
der jeweiligen Klasse diskutiert.
Die Regel fu¨r die distalen Phalangen (a) extrahiert kleine Regionen mit relativen Gro¨ßen
zwischen 0.07 und 0.15 Prozent der Bildgro¨ße. Die Rundheit ist zwischen 10 und 30
limitiert, da die dreieckige Form der Regionen hohe Werte fu¨r die Rundheit liefern. Die
Y-Position ist ein intuitives Maß, das auf das obere Drittel des Bildes reduziert wird. Da
die kleinen Knochen der Fingerspitzen die Ro¨ntgenstrahlen weniger stark absorbieren als
andere Teile der Hand, werden die Intensita¨ten auf das untere Viertel der Grauwertskala
beschra¨nkt (0 < grey-value < 0.26).
Die Regel fu¨r die medialen Phalangen (b) beru¨cksichtigen die gro¨ßeren Knochenregionen
durch anheben des Gro¨ßenintervalls und einen noch gro¨ßeren Wert der Rundheit als die
Regel fu¨r die distalen Phalangen. Die Erweiterung der Y-Position nach unten reflektieren
die Lage der Knochen unterhalb der Fingerspitzen. Der Mittlere Grauwert ist jetzt gro¨ßer,
da die dickeren Knochen Ro¨ntgenstrahlen sta¨rker absorbieren.
Knochen der proximalen Phalangen (c) sind fast doppelt so groß, wie die der medialen
Phalangen was zum Anheben des Gro¨ßenlimits fu¨hrt. Sie sind auch elongierter ,so dass die
La¨nge der Hauptachsen in den oberen 10 Prozent aller Hauptachsen im HARAG liegt. Die
Y-Position liegt zwischen dem oberen Drittel und der Mitte des Bildes und die Grauwerte
werden wiederum aufgrund der ho¨heren Ro¨ntgenabsorption angehoben.
Die Metakarpalknochen (d) sind nochmals doppelt so groß wie die proximalen Phalangen.
und ihre Fla¨che wird bereits mit 0.6 Prozent der Bildgro¨ße angenommen. Rundheit und
Radius der Hauptachse bleiben unvera¨ndert, da beide Klassen von a¨hnlicher Form sind.
Da die Metakarpalknochen typischerweise im mittleren unteren Viertel lokalisiert sind
wird die Y-Position entsprechend angepasst.
Die Karpalknochen (e) sind etwas gro¨ßer als die distalen Phalangen und kleiner als die
medialen Phalangen, was durch die Gro¨ßenrestriktion zwischen 0.001 und 0.0025 doku-
mentiert wird. Sie sind eher kreisrund, so dass die Rundheit auf 10 bis 15 eingeschra¨nkt
ist. Damit lassen sie sich auf der gleichen Y-Position wie die Metakarpalknochen suchen,
ohne mit diesen verwechselt zu werden. Schließlich wurde auch das Grauwertintervall auf
den Wert von 66 Prozent angehoben, um die gewachsene Gewebedicke zu erfassen.
Der Radius wurde alleine anhand von Gro¨ße und Grauwert detektiert, da er der gro¨ßte
Knochen ist, der am Sta¨rksten absorbiert. Die Gro¨ße ist von dem Wert zwischen 2 und 2,5
Prozent der Bildgro¨ße erfasst und der mittlere Grauwert liegt fast maximal mit 80 bis 90
Prozent. Er darf nicht gro¨ßer sein, da sonst die weiß abgebildete Kollimatorabschattung
erkannt wird.
9.3.4. Experiment: Extraktion einer Objektklasse aus einem
Repository mittels Hierarchie-Intervallklassifikator
Der HIK erfordert nicht die explizite Auswertung einer GT, um eine Parametrierung zu
trainieren. Vielmehr werden die Merkmalsauswahl und Suchintervalle heuristisch durch
visuelle Sichtung einzelner HARAGs erstellt. Damit eignet er sich als Werkzeug zur freien
Objektsuche in einer Bilddatenbank. Der Anwender formuliert sein Wissen unmittelbar
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Hypothese 1:
0.01 < arean < 0.02
30 < round < 37
0.9 < RPA < 1.0
Hypothese 2:
0.01 < arean < 0.02
30 < round < 37
0.9 < RPA < 1.0
0.5 < relY < 1.0
Abbildung 9.4.: Die Hypothese fu¨r Metakarpalknochen nutzt intuitiv die relative Gro¨ße (arean)
Rundheit (round) und Elongiertheit als Verha¨ltnis von Haupt- und Nebenachse der Schwerpunk-
tellipse (RPA). Dabei wird ein zusa¨tzlicher Metakarpalknochen gefunden (a). Durch Restriktion
der y-Koordinate des relativen Schwerpunktes (centroidYn) wird angenommen, dass Metakar-
palknochen in der unteren Bildha¨lfte liegen (b). Der fehlende Metakarpalknochen war nicht im
HARAG vorhanden.
in Merkmalen und Suchintervallen, wendet den HIK auf das Repository an und sichtet in
der Folge die Ergebnisbilder.
These. Ein HIK la¨sst sich durch qualitative Beurteilung weniger Bilder heuristisch und
intuitiv parametrieren, ohne dass eine explizite GT beno¨tigt wird.
Durchfu¨hrung. In den HARAGs der Handradiografien sollen die Metakarpalknochen
extrahiert werden, wobei das Ergebnis nach 5 Durchla¨ufen durch die ersten drei Schritte
des Anwendungsprotokolls im vierten Schritt mit Hilfe der LBG validiert wird. Daten-
grundlage fu¨r dieses Experiment bildet das gesamte Repository mit den 100 HARAGs,
das aus den Handradiografien erstellt wurde (Abs. 5.2.3).
Zu Erstellung einer Regel wa¨hlt ein Anwender visuell ein erstes Bild aus und passt die Re-
gel entsprechend an. Metakarpalknochen bilden anna¨hernd ellipsenfo¨rmige Regionen mit
einem großen Verha¨ltnis von Haupt- zu Nebenachse. Sie sind von a¨hnlicher Gro¨ße und be-
sitzen eine charakteristische Rundheit. Folglich werden diese Attribute initial als relevant
fu¨r die Objektbeschreibung betrachtet. Mit Hilfe der entsprechenden Attributwerte der
betrachteten Beispielregion werden so die initialen Intervallgrenzen fu¨r die Suche gewa¨hlt
(Abb. 9.4).
Der entsprechende HIK wird nun in gleicher Weise auf fu¨nf weiteren HARAGs angewandt,
bis eine Suchanfrage vorliegt, die alle in diesen Bildern visuell nachvollziehbar partitio-
nierten Metakarpalknochen extrahiert. Der resultierende HIK wird dann auf das gesamte
Repository angewandt.
Ergebnis. Nach Sichtung der Attributwerte fu¨r die Metakarpalknochen in fu¨nf Bildern
des Repository wurde die folgende Regel erstellt.
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0.005 < arean < 0.025
0.4 < centroidYn < 0.75
-2.2 < orientation < -0.8
30 < roundness < 55
13.0 < PAR < 39.0
0.48 < eccentricity < 1.0
0.2 < conv < 2.0
4.0 < round < 7.0
0.3 < meangrey < 0.85
Mit dieser manuell generierten Anfrage werden 225 der vorhandenen 372 Regionen ex-
trahiert, wobei zusa¨tzlich 203 falsche Regionen geliefert werden. Dies resultiert in ei-
nem Recall von 0,6 und einer Precision von 0.53 und somit einem F-Measure von 0.56
(Abs. 8.3.2).
Diskussion. Der verwendete intervallbasierte Klassifikator ist mit 9 Intervallen u¨ber 9
Attributen relativ kompakt, da theoretisch soviele Einzelklassifikatoren wie Regionen not-
wendig sein ko¨nnten. In diesem Fall also 225 Einzelanfragen. Recall und Precision sind
zwar verbesserungsfa¨hig, wurden jedoch auf einer vo¨llig inhomogenen und unaufbereite-
ten Bildserie aus der klinischen Routine berechnet. Die Bilder haben stark unterschiedli-
che Grauwertverteilungen, sowie variierende Positionen und Formrepra¨sentationen. Auch
die Zahl der Schritte zur Regelformulierung ist mit fu¨nf Durchga¨ngen u¨bersichtlich und
vom Anwender durchfu¨hrbar. Eine Ergebnisverbesserung ist durch wiederholtes Iterieren
mo¨glich, theoretisch solange, bis fu¨r jeden Knochen ein Klassifikator vorliegt.
9.3.5. Zusammenfassung
Die Experimente haben demonstriert, wie es mit Komponenten des Frameworks mo¨glich
ist einen regelbasierten Klassifikator zu entwickeln. Dieser Vorgang ist zwar heuristisch
und nicht reproduzierbar, da jedoch in einer realen Anwendung auch keine GT mehr zur
Verfu¨gung steht, um die Qualita¨t eines Ergebnisses quantitativ zu bestimmen, ist dieses
Vorgehen legitim und wird durch die visuelle Begutachtung erga¨nzt.
Die Parametrierung des HIK erfolgt durch visuelle Beurteilung und ist entsprechend vi-
suell nachvollziehbar. Das Prinzip ist a¨hnlich zur Suche in einer Internetsuchmaschine
wie Google. Die visuelle Beurteilung erlaubt ein sukzessives Refinement des HIK, wo-
bei auch eine visuelle Verifikation des Klassifikationsergebnisses auf allen Bildern fu¨r die
Auswahl des na¨chsten Trainingsbildes sinnvoll ist (Anh. D.3.2). Letzteres entspricht einer
manuellen Durchfu¨hrung der Optimierungskomponente im Framework.
9.4. Merkmalsauswahl fu¨r trainierte Klassifikatoren
Da die Klassifikation von der Merkmalsauswahl abha¨ngt, ist es notwendig, die geeignete
Auswahlmethode fu¨r die verfu¨gbaren Daten zu bestimmen. Aufgabe dieser Anwendung
ist die Identifikation einer Merkmalsauswahl, die das beste Klassifikationsergebnis lie-
fert [Thi06a]. Im Gegensatz zur heuristischen Auswahl der regelbasierten Klassifikation
erfolgen fu¨r die trainierten Klassifikatoren alle notwendigen Berechnungen automatisiert.
Alleine die Erstellung der beno¨tigten LBG erfordert eine Anwenderinteraktion.
RWTH AACHEN · UNIVERSITA¨TSKLINIKUM
INSTITUT FU¨R MEDIZINISCHE INFORMATIK
Abteilung Medizinische Bildverarbeitung
Stand: 30. Oktober 2007
Autor:
Christian Thies
Schließen der semantischen Lu¨cke Seite: 115 von 169
9.4.1. Anwendungsfall
Mit Hilfe des Frameworks soll untersucht werden, welche Kombination aus Klassifika-
tor und Merkmalsauswahl das beste Ergebnis aus einer gegebenen Menge von HARAGs
und einer gegebenen GT ergeben. Da dies nicht mehr analytisch aus den Daten ableitbar
ist, sind entsprechende Experimente erforderlich (Abs. 3.1.3). Als Aufgabenstellung wer-
den wieder die Metakarpalknochen aus den HARAGs aus Abschnitt 9.3 extrahiert. Die
Frameworkinstanz variiert sowohl die Klassifikatoren als auch die Methoden zur Merk-
malsauswahl.
Funktionale Beschreibung. Die untersuchte Instanz des Frameworks wird funktional
wie folgt dargestellt(Abs 4.4):
τξ = χv(τe, 0, 1)
; v = LBG
Qualita¨tsmaß = F-Measure(τξ, Kk(Mm(ΩΦ, µ), κk, Θt(τr, n)))
; k = NN, SVM, BGMM
; κk = automatisch bestimmt in Optimierungsschleife
; m = LDA, PCA, UG, DG
, µ = 38 Attribute aus Anhang C.1
; ΩΦ = Mit RG vorberechnete HARAGs
; t = RAN
; n = 10, GT-Regionen aus 10 Bildern
Als GT wird die LBG gewa¨hlt und hier eine Abweichungstoleranz ξ von 10 % zugelassen.
Die Regionen ΩΦ wurden mit dem RG vorberechnet und es stehen 38 der 41 Attribute zur
Merkmalsauswahl m zur Verfu¨gung (Anh. C.1). Die Merkmalsauswahl wird jeweils mittels
der vier automatisierten Strategien LDA, PCA, UG und DG reduziert, und dabei mit den
drei allgemeinen Klassifikatoren NN, SVM und BGMM die jeweilige Klassifikationsleis-
tung bestimmt. Die Parameter κk der Klassifikatoren werden in der Optimierungsschleife
automatisch ermittelt. Als Anwendungswissen dienen die GT Regionen aus n = 10 ran-
domisiert ausgewa¨hlten Bildern.
Protokoll. Zur Berechnung wird jeweils die Feedbackschleife des Frameworks inklusi-
ve der vollsta¨ndigen automatisierten Klassifikator-Pipeline und quantitativen Evaluati-
on nach vorhergehender Berechnung des Merkmalsraumes durchgefu¨hrt (Abs. 5.2.3, 7.1
und 8.4). Als Eingabe dient eine Spezialisierung der HARAGs und der GT aus Ab-
schnitt 9.3.2. Da Greedy-Verfahren und PCA/LDA unterschiedlichen Berechnungspfaden
folgen werden die beiden Experimente mit methodenspezifischen Variationen des folgen-
den Basisprotokolls durchgefu¨hrt.
1. Zuerst wird die GT in eine Trainings- und eine Testmenge partitioniert.
2. Im zweiten Schritt findet die methodenspezifische Aufbereitung der Attributmenge
statt.
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3. Im dritten Schritt werden die drei Klassifikatoren 1-NN, SVM, BGMM mit den im
Schritt 2 bestimmten Attributwerten der Trainingsmenge trainiert.
4. Im vierten Schritt werden die trainierten Klassifikatoren auf die Testmenge ange-
wandt und das F-Measure durch Vergleich der GT der Testmenge mit dem Klassi-
fikationsergebnis bestimmt.
5. Im letzten Schritt wird das F-Measure fu¨r jeden Klassifikator und jede Redukti-
onsmethode protokolliert. Es wird solange mit Schritt zwei fortgefahren, bis alle
methodenspezifischen Varianten der Attributmenge untersucht wurden.
9.4.2. Experimentelle Daten
Als Referenzanwendung zur Demonstration der Klassifikation dient wiederum die Extrak-
tion der Metakarpalknochen aus den Handradiografien, wie sie fu¨r die manuelle Auswer-
tung genutzt wurde (Abs. 9.3.2). Um fu¨r die Experimente Laufzeit zu sparen, werden die
Daten jedoch mit Hilfe einer Intervallauswahl eingeschra¨nkt. Fu¨r die Merkmale der mar-
kierten 372 Regionen wird die Untergrenze des zu analysierenden Merkmalsraumes auf
die Vektoren eingeschra¨nkt, deren Werte maximal um den Faktor 0.8 vom Minimalen des
Merkmals in den 372 GT Vektoren abweichen. Fu¨r die Obergrenze wird die Abweichung
um den Faktor 1.2 vom Maximum des jeweiligen Merkmals gewa¨hlt. Auf diese Weise wird
der zu durchsuchende Regionenraum von 247.662 auf 39.017 Regionen reduziert. Damit
liegen zwei Klassen von jeweils 372 (relevant) und 39.017 (irrelevant) Regionen vor. Diese
extreme Klassenschieflage ist charakteristisch fu¨r die vorliegende Aufgabe, stellt jedoch
formal keine Einschra¨nkung fu¨r die verwandten Klassifikatoren dar. Die Trainingsmen-
ge τr besteht aus 10 Bildern, die insgesamt 43 relevante und 3897 irrelevante Regionen
fu¨r Metakarpalknochen enthalten (Abs. 9.3.4). Damit besteht die Testmenge τe aus 229
relevanten und 35.120 irrelevanten Regionen.
9.4.3. Experiment: Merkmalsauswahl durch Greedy-Verfahren
Die Greedy-Ansa¨tze bilden eine Optimierungsstrategie, in der die Entscheidung eines
Feedbackzyklus von dem Ergebnis des vorigen Durchlaufs abha¨ngt. Die Optimierung er-
folgt unabha¨ngig von einer a-priori Analyse des Merkmalsraumes mit Hilfe der Klassi-
fikation. Dazu wird fu¨r die Merkmalsauswahl eine GT beno¨tigt, die dann in der Folge
fu¨r jede Anwendung angenommen wird. Dieses Experiment demonstriert den Einsatz der
automatisierten Optimierung zur Bestimmung einer guten Merkmalsauswahl fu¨r die Klas-
sifikation.
These. Die Up- und Down-Greedy-Verfahren der Merkmalsauswahl liefern jeweils a¨hn-
liche Ergebnisse fu¨r die drei Klassifikatoren 1-NN, BGMM und SVM.
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Klassifikator # Merkmale Recall Precision F-Measure
1-NN, L2 7 0,36 0,28 0,31
BGMM 12 0,58 0,37 0,45
SVM 14 0,58 0,67 0,62
Tabelle 9.3.: Beste Ergebnisse fu¨r das F-Measure sowie Anzahl der verwandten Merkmale mit
dem Up-Greedy Verfahren fu¨r alle untersuchten Klassifikatoren. Zusa¨tzlich sind Precision und
Recall angegeben.
Klassifikator # Merkmale Recall Precision F-Measure
1-NN, L2 24 0,51 0,34 0,41
BGMM 31 0,32 0,27 0,29
SVM 37 0,48 0,32 0,39
Tabelle 9.4.: Beste Ergebnisse fu¨r das F-Measure sowie Anzahl der verwandten Merkmale mit
dem Down-Greedy Verfahren fu¨r alle untersuchten Klassifikatoren. Zusa¨tzlich sind Precision und
Recall angegeben.
Durchfu¨hrung. Beim Up-Greedy-Ansatz wird ein Klassifikator zuna¨chst fu¨r jedes ein-
zelne Merkmal mit τr trainiert auf τe angewandt und das F-Measure von klassifizierten
und markierten Regionen auf Basis der LBG berechnet (Gl. 8.10). Das Merkmal mit
dem besten F-Measure wird beibehalten und aus der Menge der verbliebenen Attribute
ein weiteres ausgewa¨hlt, die Klassifikation erneut ausgefu¨hrt und wiederum das beste F-
Measure berechnet. Diese Schritte werden solange wiederholt, bis sich keine Verbesserung
des F-Measure mehr ergibt. Analog dazu wird beim Down-Greedy ausgehend von allen
Attributen solange ein Attribut ermittelt und entfernt, wie sich das F-Measure nach der
Klassifikation nicht verschlechtert. Fu¨r das Up- und Down-Greedy-Verfahren werden die
Ergebnisse in tabellarischer Form pra¨sentiert. Dabei werden fu¨r alle untersuchten Klas-
sifikatoren jeweils die Maße Precision, Recall und F-Measure nebeneinander gestellt und
die jeweilige Zahl der Merkmale angegeben (Tab. 9.3 und 9.4). Fu¨r PCA und LDA werden
die Klassifikationsergebnisse als Funktion des F-Measures von der Zahl der Dimensionen
angegeben (Abb. 9.5).
Ergebnis. Fu¨r den Up-Greedy Ansatz liefert die SVM mit Kreuzvalidierung mittels drei
Partitionen und dem Gaußschen Kernel das beste Ergebnis (F-Measure = 0.62). Dabei
werden 14 Merkmale verwendet. Die 1-NN Klassifikation mit der L2 Norm liefert das
schwa¨chste Ergebnis (F-Measure = 0.4) und betrachtet lediglich sieben Merkmale. Die
SVM ergibt sowohl fu¨r Precision als auch Recall die besten Werte (Tab. 9.3).
Hingegen liefert beim Down-Greedy Verfahren der 1-NN mit L2 Norm die besten Ergeb-
nisse (F-Measure = 0,41). Dabei wurden von den 38 Merkmalen 14 entfernt. Die SVM
unterscheiden sich im F-Measure zwar lediglich um 0,02, jedoch wurden hierbei nur ein
Merkmal entfernt (Tab. 9.4).
Diskussion. Die Klassifikationsqualita¨t zwischen Up- und Down-Greedy Verfahren va-
riiert im Gegensatz zur formulierten Annahme stark. Dabei weisen auch die Ergebnis-
se fu¨r die einzelnen Klassifikatoren Unterschiede von teilweise mehr als 10 Prozent auf.
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Als Ursache dafu¨r kann angenommen werden, dass Greedy-Verfahren jeweils das gerade
beste Merkmal auswa¨hlen. So werden gut klassifizierbare Merkmalskombinationen ausge-
schlossen, die sich mo¨glicherweise aus dem Zusammenspiel von im einzelnen schwachen
Merkmalen ergeben. Ferner sprechen die Klassifikatoren scheinbar stark unterschiedlich
auf die Merkmalsauswahl an, wenn man den Qualita¨tsunterschied von 0,31 zwischen dem
1-NN und der SVM beim Up-Greedy betrachtet. Dass beim Up-Greedy Verfahren 1-NN
und BGMM relativ niedrige Precision Werte erreichen, deutet auf eine hohe A¨hnlichkeit
der Merkmalsvektoren bezu¨glich der euklidischen Distanz hin. Die SVM liefert hier offen-
sichtlich eine bessere Trennung. Das Down-Greedy Verfahren liefert im Ganzen niedrigere
Klassifikationsraten, was wiederum die Annahme besta¨tigt, dass ein Merkmalsraum mit
zu vielen Attributen die Klassenbeschreibungen verwischt.
9.4.4. Experiment: Merkmalsauswahl durch PCA und LDA
Bei der PCA und LDA wird die Merkmalsauswahl unabha¨ngig von vorhergehenden Er-
gebnissen bewertet. Dazu bestimmen beide Ansa¨tze eine Ordnung der Merkmale nach
dem Grad ihrer Redundanz. Wenig korrelierte Merkmale werden als wichtiger betrachtet
als ho¨her korrelierte. Dabei findet a-priori eine Analyse des Merkmalsraumes statt, fu¨r den
jedoch keine GT erforderlich ist. Damit la¨sst sich die Merkmalsauswahl auch wa¨hrend ei-
ner Anwendung an jede Datenverteilung im Merkmalsraum anpassen. Dieses Experiment
demonstriert die Bestimmung der Merkmalsauswahl mittels PC und LDA.
These. Mit steigender Merkmalsanzahl verbessert sich die Klassifikationsleistung von
1-NN, BGMM und SVM sowohl bei PCA als auch LDA. Sie na¨hert sich jedoch asympto-
tische einer oberen Grenze.
Durchfu¨hrung. Zuna¨chst werden jeweils PCA und LDA angewandt, um jeweils die
Merkmalsmengen mit einem, zwei bis 38 Merkmalen nach der Unkorreliertheit ihrer Werte
im Merkmalsraum zu sortieren (Abs. 9.4.2). In den resultierenden Merkmalsra¨ume werden
wiederum die drei Klassifikatoren 1-NN, BGMM und SVM mit der Menge τr trainiert.
Mit den Klassifikatoren werden dann die HARAGs der Menge τe klassifiziert und die
Qualita¨t im Vergleich mit der GT bestimmt. Das Ergebnis bildet ein Diagramm, in dem
Merkmalsanzahl und Klassifikationsergebnis gegeneinander aufgetragen werden.
Ergebnis. Mit der PCA wa¨chst das F-Measure fu¨r alle Klassifikatoren asymptotisch mit
der Zahl der Zieldimensionen. Dabei liegt der Maximalwert bei 0,2. Die SVM zeigt eine
volatile Entwicklung, die jedoch insgesamt analog zum 1-NN den steilsten Anstieg bei
fu¨nf Dimensionen erfa¨hrt. Die Ergebnisse fu¨r den BGMM erreichen diesen Punkt bei 15
Dimensionen (Abb. 9.5).
Die LDA liefert im Gegensatz zur PCA fu¨r alle Klassifikatoren keine strukturierte Entwick-
lung der Werte des F-Measures. Die Ergebnisse der SVM fallen von 0,3 auf 0,15, wa¨hrend
die BGMM Klassifikation zwischen 0,05 und 0,205 schwankt. Der 1-NN L2 verha¨lt sich
a¨hnlich, liefert insgesamt allerdings noch die besten Ergebnisse zwischen 0,205 und 0,31
(Fig. 9.5).
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Abbildung 9.5.: F-Measure fu¨r Merkmalsreduktion mittels PCA (links) und LDA (rechts)fu¨r
die SVM, 1-NN L2 und BGMM.
Diskussion. Fu¨r die PCA verha¨lt sich die Kurve der Extraktionsqualita¨t wie eingangs
formuliert. Mit steigender Merkmalszahl werden die Ergebnisse besser, bis eine Sa¨ttigung
eintritt. Im Gegensatz dazu schwanken bei der LDA die Werte sowohl fu¨r einen Klassifi-
kator und die Merkmalsmenge als auch zwischen den Klassifikatoren stark. Hier ist keine
klare Tendenz u¨ber die Merkmalsmenge zu erkennen. Dabei liefert der 1-NN Klassifikator
im Mittel mit einem F-Measure von 0,25 und absolut mit 0,31 die besten Ergebnisse. Da
die PCA die Korrelation bezu¨glich der Varianz der Verteilungen der Merkmale bestimmt
und die LDA eine lineare Korrelation modelliert, ist es plausibel anzunehmen, dass der
Merkmalsraum kaum linear korreliert ist. Der Maximalwert des F-Measures liegt bei der
PCA mit 0,24 und bei der LDA mit 0,31 deutlich unter den Maxima bei den Greedy-
Experimenten mit 0,39 und 0,62 (Abs. 9.4.3). Ein interessantes Ergebnis ist, dass von den
eingesetzten Methoden die SVM das beste Ergebnis liefert, was wiederum die Eignung als
flexiblen Klassifikator fu¨r unbekannte und unstrukturierte Daten besta¨tigt. Die Experi-
mente zur Merkmalsselektion decken die inhomogene Struktur des Merkmalsraumes auf,
da die Klassifikationsergebnisse einen breiten Wertebereich abdecken. Es fa¨llt auf, dass
die einfache Greedy-Strategie der Auswahl bessere Ergebnisse liefert, als die komplexer
korrelierte LDA und PCA. Die Ergebnisse besta¨tigen daher auch die komplexe Form des
Clusters der Merkmalsvektoren fu¨r die Metakarpalknochen mit den definierten Merkma-
len. Die generierten Ergebnisse sind insoweit generalisierbar, als dass sie die Eignung der
Greedy-Strategie fu¨r weitere Berechnungen verdeutlichen.
9.4.5. Zusammenfassung
Grundlage der Berechnung bildet der allgemeine Merkmalsraum der Regionen, dessen
Grundlage die vorberechneten HARAGs und die darauf ermittelten Merkmale sind. Die
technisch komplexe Merkmalsreduktion wird dann vollsta¨ndig vor dem Anwender verbor-
gen und die einzige Anwenderinteraktion ist die Erstellung der GT. Die Komponenten der
Klassifikation und der Evaluation mit dem Vergleich und der quantitativen Bewertung
gestatten in diesem Fall die automatische Optimierungsentscheidung fu¨r die Feedback-
Schleife anhand des aggregierten F-Measures. Die Automatisierungsschleife fu¨hrte in die-
sem Fall systematisch 384 Einzelklassifikationen fu¨r die beiden Greedy-Ansa¨tze sowie 228
Klassifikationen fu¨r die PCA und LDA durch.
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Die Experimente dieses Anwendungsfalles illustrieren die Notwendigkeit, die Methoden
unterschiedlicher Paradigmen der Datenanalyse in ein Automatisierungsframework zu in-
tegrieren. Ein Merkmalsraum u¨ber die HARAGs la¨sst a-priori wenig bis keine strukturel-
len Ru¨ckschlu¨sse auf eine explizit geeignete Methode zu. Dies besta¨tigt den heuristischen
Charakter der allgemeinen Mustererkennung, wie sie in diesem Konzept eingesetzt wird.
Damit wird die Notwendigkeit illustriert, die Komponenten des Datamining austauschbar
zu integrieren, um nicht auf ein Optimierungskonzept beschra¨nkt zu sein. Außerdem lie-
fert eine standardisierte Automatisierung die Grundlage fu¨r eine effiziente Durchfu¨hrung
der notwendigen großen Anzahl an Einzeltests.
9.5. Anwendungsszenario fu¨r trainierte Klassifikatoren
In diesem Abschnitt wird die Anwendungsintegration einer Methode basierend auf trai-
nierten Klassifikatoren demonstriert. Eine solche Methode stellt innerhalb des Frameworks
die maximal mo¨gliche Abstraktion der Anwenderinteraktion von den Rohdaten dar. Der
Anwender stellt dazu lediglich eine entsprechende Trainingsmenge an markierten Regionen
in Bildern bereit, wa¨hrend alle anderen Parameter aus vorhergehenden Untersuchungen
aus der Entwicklersicht u¨bernommen werden. Dabei ist die Aufgabe die Klassifikation
unbekannter Daten anhand der vom Anwender trainierten Klassifikatoren. In diesem An-
wendungsfall existiert formal keine GT fu¨r ein gesamtes Repository, da sie schließlich vom
Anwender erst definiert wird.
9.5.1. Anwendungsfall
Der Einsatz einer Methode erfordert die Bereitstellung einer vollsta¨ndigen Instanz des Fra-
meworks in der lediglich die Trainingsmenge als variabler Parameter dient. Alle anderen
Parameter werden mit a-priori extrahiertem Wissen voreingestellt. Um die Abha¨ngig-
keit von der Klassifikationsmethode zu beru¨cksichtigen, wird die Anwendung mit allen
implementierten Klassifikatoren durchgefu¨hrt. Dies erfolgt ebenfalls ohne explizite An-
wenderinteraktion. Die untersuchte Instanz wird wie folgt dargestellt.
Funktionale Beschreibung. Die untersuchte Instanz des Frameworks wird funktional
wie folgt dargestellt(Abs 4.4):
τξ = χv(τ, 0, 1)
; v = LBG
Qualita¨tsmaß = F-Measure(τξ, Kk(Mm(ΩΦ, µ), κk, Θt(τ, n)))
; k = NN, SVM, BGMM
; κk = optimiert in Abs. 9.4
; m = UG nach Abs. 9.4
, µ = 38 Attribute wie Abs. 9.4
; ΩΦ = Mit RG vorberechnete HARAGs
; t = CV mit 20 Teilmengen
; n = Teilmengengro¨ßen von jeweils 1,2,4,8 GT Bildern
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Als GT wird die LBG gewa¨hlt und hier eine Abweichungstoleranz ξ von 10 % zugelassen.
Die Regionen ΩΦ wurden mit dem RG vorberechnet und es stehen 38 der 41 Attribute
zur Merkmalsauswahl m zur Verfu¨gung (Anh. C.1). Die Merkmalsauswahl wird jeweils
mittels UG reduziert, dass sich im vorigen Experiment als beste Methode erwiesen hat-
te. Die Parameter κk der Klassifikatoren werden ebenfalls aus dem vorigen Experiment
u¨bernommen. Das Anwenderverhalten wird mit Hilfe der CV simuliert, indem jeweils
20 Teilmengen mit 1,2,4,8 GT Bildern gezogen, und die darin markierten Regionen zum
Klassifikatortraining genutzt werden.
Protokoll. Fu¨r das Anwendungsszenario wird der Up-Greedy Ansatz zur Merkmals-
auswahl eingesetzt. Alle anderen Komponenten werden innerhalb des Frameworks au-
tomatisiert variiert. Alleine die Auswahl der Trainingsmenge wird von einem Anwender
durchgefu¨hrt, was in diesem Experiment mittels Permutation einer Auswahl von Objekten
simuliert wird. Die vollsta¨ndige GT wird lediglich dazu benutzt, das Ergebnis zu bewerten,
da sie im realen Anwendungsfall auch nicht zur Verfu¨gung steht.
1. Im ersten Schritt wird vom Anwender eine Teilmenge von Bildern aus dem Repo-
sitory gewa¨hlt und markiert. Dies entspricht der Definition einer lokalen GT auf
verfu¨gbaren Daten. Dabei werden deutlich weniger Bilder markiert als das gesamte
Repository entha¨lt.
2. Auf der lokalen GT aus Schritt 1 wird mittels Up-Greey die Merkmalsauswahl ana-
log zum Anwendungsfall aus Abschnitt 9.4.3 durchgefu¨hrt. Das Ergebnis sind drei
trainierte Klassifikatoren 1-NN, SVM, BGMM bezu¨glich der lokalen GT.
3. Im dritten Schritt werden die Klassifikatoren auf die unbekannten Daten des Reposi-
tory angewandt, die nicht zum Klassifikatortraining verwandt wurden. Schritt 1 bis
3 entsprechen der realen Anwendung des Frameworks. Die klassifizierten Regionen
lassen sich nun visuell auf ihre Korrektheit untersuchen.
4. Der vierte Schritt ist in einer realen Anwendung nicht mo¨glich und basiert auf der
zu Testzwecken erstellten globalen GT fu¨r das gesamte Repository. Hier wird das
Ergebnis aus Schritt 3 mit der globalen GT verglichen, um eine quantitative Aussage
u¨ber die Klassifikationsqualita¨t zu machen.
5. Der fu¨nfte Schritt variiert die Teilmenge, aus der die lokale GT bestimmt wird,
sowohl in Gro¨ße als auch Zusammensetzung und wiederholt das Protokoll ab Schritt
1. Er ist auch nach einer visuellen Sichtung der klassifizierten Regionen mo¨glich und
bietet eine anwenderseitige Ergebnisanpassung.
9.5.2. Experiment: Variation der Gro¨ße der Trainingsmenge
Als globale GT fu¨r dieses Experiment dient wiederum das Repository und die LBG aus
Abschnitt 9.4.2. Aufgabe ist auch hier die Extraktion der Metakarpalknochen. Die Bestim-
mung eines dazu geeigneten Klassifikators ha¨ngt von Qualita¨t und Umfang der verfu¨gba-
ren Trainingsdaten ab. Da diese ohne vorherige Analyse und eine vollsta¨ndige GT nicht
bestimmbar ist, bleibt in einer realen Anwendung lediglich die Mo¨glichkeit, die Trainings-
daten systematisch zu variieren und das jeweilige Ergebnis visuell zu beurteilen. Dem liegt
die folgende Annahme zugrunde.
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# Trainingsobjekte Klassifikator Recall Precision F-Measure
5 Knochen 1-NN, L2 0,25 0,26 0,25
BGMM (1) 0,28 0,26 0,25
SVM 0,26 0,29 0,25
10 Knochen 1-NN, L2 0,27 0,28 0,28
BGMM (1) 0,50 0,22 0,30
SVM 0,24 0,44 0,28
20 Knochen 1-NN, L2 0,29 0,29 0,29
BGMM (1) 0,30 0,30 0,30
SVM 0,35 0,43 0,37
40 Knochen 1-NN, L2 0,32 0,33 0,33
BGMM (1) 0,60 0,28 0,38
SVM 0,38 0,52 0,42
Tabelle 9.5.: Ergebnisse der einzelnen Klassifikatoren fu¨r unterschiedliche Anzahl von Trai-
ningsregionen.
These. Die Vergro¨ßerung der Trainingsmenge verbessert das Extraktionsergebnis fu¨r
alle Klassifikatoren.
Durchfu¨hrung. Fu¨r die Simulation werden zufa¨llig Teilmengen der Gro¨ßen 5, 10, 20
und 40 Metakarpalknochen aus den HARAGS der Ha¨nde als lokale GT gewa¨hlt. Fu¨r
diese lokale GT wird die Merkmalsreduktion mittels Down-Greedy bestimmt und jeder
der verfu¨gbaren Klassifikatoren entsprechend trainiert. Dies entspricht dem Point & Click
Klassifikatortraining durch einen Anwender mittels labelbasierter Regionenmarkierung
auf 1, 2, 4 und 8 Bildern. Auf den verbleibenden Regionen des Repository wird dann
der trainierte Klassifikator angewandt. Da fu¨r dieses Experiment eine globale GT zur
Verfu¨gung steht, wird das Ergebnis jeder Klassifikation damit verglichen, um die These
quantitativ zu verifizieren. Um die Auswahl realita¨tsnah zu simulieren, werden die je-
weiligen Teilmengen von 5, 10, 20 und 40 Regionen zusa¨tzlich in 20 unterschiedlichen
Zusammensetzungen ausgewertet. Als endgu¨ltiges Qualita¨tsmaß dient daher der Mittel-
wert der resultierenden F-Measures der jeweils 20 Einzeltests. Auf diese Weise wird die
Leistung der Klassifikatoren fu¨r diese Anwendung verglichen sowie die Verbesserung der
Qualita¨t in Abha¨ngigkeit der Gro¨ße der Trainingsmenge untersucht.
Ergebnisse. Bei der Anwendung aller Trainingsmengen und Klassifikatoren liefert ins-
gesamt die SVM mit 40 Beispielknochen die besten Resultate. Alleine bei 10 Knochenre-
gionen liefert der BGMM ein leicht besseres Ergebnis aufgrund des hohen Recall-Wertes
von 0.5. Da die F-Measure nicht extrem voneinander abweichen, muss beru¨cksichtigt wer-
den, dass sie sich als Mittelwerte aus jeweils 20 Einzelexperimenten ergeben. Um diese
Beobachtung auf ihre Signifikanz hin zu pru¨fen, wurde ein Wilcoxon-Test auf den jeweils
20 Einzelbeobachtungen mit einem Konfidenzniveau von 0,5 durchgefu¨hrt. Dieser ergab
keine statistische Signifikanz der unterschiedlichen F-Measure der einzelnen Klassifikato-
ren fu¨r jede der 20 Mengenauswahlen bei Gro¨ßen von 5 und 10 Trainingsregionen. Fu¨r 20
und 40 Trainingsregionen hingegen wird eine statistische Signifikanz festgestellt.
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Diskussion. Die Ergebnisse verbessern sich in allen Anwendungen mit der Gro¨ße der
Trainingsmenge, bis sie sich zwischen 20 und 40 Trainingsvektoren nur noch gering un-
terscheiden. Damit wird eine sublineare Abha¨ngigkeit der Klassifikationsqualita¨t von der
Gro¨ße der Trainingsmenge angedeutet. Dies la¨sst darauf schließen, dass es eine Grenze
fu¨r die Auswahl von Daten durch den Anwender gibt, ab der Aufwand und Ergebnisver-
besserung nicht mehr in einem Verha¨ltnis < 1 stehen. Obwohl die Ergebnisse deutlich
verbesserungsfa¨hig sind, ist die gemittelte Precision fu¨r die SVM mit 0,43 und 0,52 bei
20 bzw. 40 Trainingsregionen mit erreichbaren Ergebnissen des inhaltsbasierten Bildda-
tenbankzugriffs vergleichbar (Abs. 3.2.2). Hier liefern aktuelle Konzepte analog eine beste
mittlere Precision von 0,48 und das auch nur, wenn sie textuelle und extrahierte Inhalts-
beschreibung kombinieren [Clo05].
9.5.3. Zusammenfassung
Die technisch komplexe Merkmalsreduktion und die Lernzyklen der Klassifikatoren wer-
den vollsta¨ndig vor dem Anwender verborgen. Einzige Anwenderinteraktion ist tatsa¨chlich
die Erstellung der GT. Die Komponenten der Klassifikation und der Evaluation mit dem
Vergleich und der quantitativen Bewertung gestatten in diesem Fall die automatische Op-
timierungsentscheidung fu¨r die Feedback-Schleife anhand des aggregierten F-Measures.
Die Experimente verdeutlichen die systematische Anwendbarkeit des Konzepts auf die
strukturierte Durchfu¨hrung komplexer Klassifikationsaufgaben unabha¨ngig von Art und
Struktur des Merkmalsraumes. So wurden alleine zur Simulation des Anwendungsszena-
rios 240 Einzelklassifikationen durchgefu¨hrt. Dabei wird die Anwenderintegration auf die
einzig unumga¨ngliche Komponente in Form der Erstellung der LBG reduziert. Dies ent-
spricht der konsequente Umsetzung des vorgeschlagenen Konzepts zur Objektextraktion
(Abs. 3).
9.6. Integration in Bildauswertung
Identifikation, Za¨hlen und Vermessen von Objekten bildet immer einen Teil einer gro¨ße-
ren Anwendung der Bildauswertung. Dabei werden anwendungsabha¨ngige Anforderungen
an die Korrektheit, Bearbeitungsdauer und Ergebnisaufbereitung gestellt. In diesem Ab-
schnitt wird der Einsatz des Frameworks innerhalb zweier Anwendungen der Bildauswer-
tung beschrieben. Zum Einsatz kommt dabei die folgende Frameworkinstanz:
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τξ = χv(τ, 0)
Qualita¨tsmaß = Recall(τξ, Kk(Mm(Φh((f), ϕh), µ), κk, Θt(τ, n)))
; v = a-posteriori visuelle Beurteilung
; k = HIK
; κk = manuelle Definition der Intervalle
; m = manuelle Auswahl der Merkmale
, µ = manuelle Auswahl der Merkmalsberechnung
; h = MP
; ϕh = 30 Skalen
; t = RAN bzw. ANW
; n = 1, ein bzw. drei GT-Bilder
Parameter und Anwendungsprotokoll der Instanz entspricht im wesentlichen der Erstel-
lung des HIK aus Abschnitt 9.3. Jedoch kommt hier das morphologischen Partitionie-
rungsverfahren zur Berechnung von Φh mit 30 Skalen zum Einsatz, und die Auswahl der
Trainingsbilder wird anwendungsspezifisch variiert.
9.6.1. Anwendung: Identifikation von Zellkernen in
Fluoreszenzaufnahmen
In diesem Beispiel wird die morphologische Partitionierung zur Extraktion von Zellkernen
aus einer Serie von Mikroskopaufnahmen verwendet (Abs. 5.1.2). Die Suche nach Zellen
und Zellkomponenten ist eine elementare Anwendung der digitalisierten Bildanalyse. In
zytologischen Untersuchungen werden immer zahlreiche Individuen analysiert, um dem
statistischen Charakter biologischer Prozesse gerecht zu werden. Ob beispielsweise ein
bestimmtes Gen in einer Zelle aktiviert und das entsprechende Protein produziert wird,
ha¨ngt von Faktoren ab, die nicht deterministisch kontrollierbar sind. Die Zahl der Objekte
ha¨ngt dabei von den Nebenbedingungen und dem Vorwissen zum Experiment ab. In jedem
Fall ist eine anschließende Za¨hlung der Individuen erforderlich.
In einem Experiment zur Translokation von Genen wurden die entsprechenden Gene
zersto¨rungsfrei fluoreszenzmarkiert, implantiert und die Zellen inkubiert. Die biologische
Fragestellung dieser initialen Untersuchung ist die Frage, ob sich der Grad der Trans-
lokation anhand von Anzahl der markierten Zellkerne sowie deren Granularita¨t bestim-
men la¨sst. Letztere erfordert die explizite Extraktion der Zellkernregionen, die in einem
Postprocessing-Schritt klassifiziert werden. Fu¨r die Objektextraktion ergibt sich damit die
folgende Aufgabenstellung.
Aufgabenstellung. Erstellung einer HIK Regel anhand eines einzigen Bildes, mit der in
einer Bildserie alle Zellkerne extrahiert werden.
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Durchfu¨hrung. Es liegt ein Repository mit 11 Aufnahmen der Gro¨ße 640× 512 Pixeln,
aus 11 Wells einer Multiwellplatte vor. Die HARAGs wurden mit Hilfe des morphologi-
schen Verfahrens berechnet, wobei in einem Vorverarbeitungsschritt die Bilder mit einem
Gru¨nfilter bearbeitet wurden, um die Fluoreszenzmarkierung hervorzuheben. Die Zahl der
Skalen wurde auf 30 limitiert, da dies einen minimalen Durchmesser von 60 Pixeln garan-
tiert, was fu¨r die vorliegenden Aufnahme ada¨quat ist (Anh. D.3.1). Die GT umfasst 542
Zellkerne, die a-posteriori aus der Kombination der markierten und unmarkierten Kerne
ausgeza¨hlt wurden.
Zum Erstellen der Regel folgt der Auswerter dem visuellen Feedbackzyklus (Abs. 8.4).
Er wa¨hlt zuna¨chst eine Aufnahme aus dem Repository und sucht mit Hilfe des HARAG
Browsers mehrere entsprechende Zellkerne und deren Parameter (Anh. D.4.2). Aus der
Durchsicht des Skalenraums ergab sich die Hypothese, dass sich die Zellkernregionen gut
gegen die Umgebung abgrenzen und Konvexita¨t, Gro¨ße und Grauwert relevant sind. Die
Hypothese fu¨hrte zu folgender Regel, die im Hauptdialog eingegeben und angewandt wird
(Anh. D.4.1).
DECLS:
conv := (4 * area * 3.14176) /(pow((perimeter),2.0));
#DECLS
RULES:
TD:
(area< 750) && (conv > 0.4) && (meangrey > 30)
#RULES
Die Beschra¨nkung der Gro¨ße nach oben reichte jedoch nicht aus, da zahlreiche kleine Re-
gionen in unmittelbarer Nachbarschaft zu den Zellkernen die Bedingung erfu¨llen. Zusa¨tz-
lich sind auch alle Zellen mit Randanschnitt geza¨hlt worden, was in der zytologischen
Praxis nicht u¨blich ist (Abb. 9.6, links). Die entsprechende Anpassung der Regel durch
Beschra¨nkung auf eine minimale Regionengro¨ße von 350 Pixeln und Regionen ohne Kon-
takt zum Rand lieferte das korrektere Ergebnis (Abb. 9.6, rechts). Im Anschluss an den
Test auf einem Bild wurde die Anfrage auf dem vollsta¨ndigen Repository durchgefu¨hrt.
Ergebnis. Die bei der Anwendung erstellte Regel hat die folgende Form.
DECLS:
conv := (4 * area * 3.14176) /(pow((perimeter),2.0));
#DECLS
RULES:
TD:
(area > 300) && (area< 750) && (border =0) &&
(conv > 0.4) && (meangrey > 30)
#RULES
Insgesamt bilden die 11 Bilder 542 Zellkernregionen ohne Randkontakt ab. Im Trainings-
bild liegen davon 54 relevante Regionen, so dass in den verbleibenden Bildern 488 Objekte
zu extrahieren waren (542-54=488). Der HIK lieferte davon 483 zuru¨ck, wovon 3 Regionen
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Abbildung 9.6.: Die Regel ohne Gro¨ßenbeschra¨nkung nach unten und Randbetrachtung liefert
zu viele Regionen (links). Mit Gro¨ßenbeschra¨nkung ergibt sich die korrekte Zahl und Form der
Zellkernregionen (rechts). Rechts unten befindet sich ein halb angeschnittener Zellkern, der durch
ein Artefakt der Wellbegrenzung nicht den tatsa¨chlichen Bildrand beru¨hrt.
fa¨lschlicherweise als relevant markiert waren. Damit wurden von den 488 vorhanden Re-
gionen 480 identifiziert, was einen Recall von 480
488
= 0, 98 ergibt. Aufgrund der drei falsch
identifizierten Regionen liegt die Precision bei 480
483
= 0, 99.
Diskussion. Die Regel wurde von einem erfahrenen Auswerter in zwei Anpassungszyklen
auf dem Trainingsbild erstellt und extrahiert insgesamt 537 Regionen aus allen Bildern.
Die 3 falsch positiven Zellkerne ergaben sich aus Verzerrungsartefakten des Wellrandes
(Abb. 9.6). Das Ergebnis entspricht dem visuellen Eindruck, dass die Zellkernregionen gut
segmentierbar sind, was aufgrund der Farbinformation der Fluoreszenzmarkierung auch
gegeben ist. Die kontextabha¨ngige Farbinformation wurde in einem Vorverarbeitungs-
schritt genutzt, um die Zellkerne hervorzuheben.
Die Methode unterstu¨tzt auch die geplante folgende Auswertung der Granularita¨t durch
die explizite Segmentierung der Regionen. Sie la¨sst sich folglich in eine Bildauswertung in-
tegrieren, zumal die Schnittstellen u¨ber die Dateinamen der Eingabebilder und die Koordi-
naten der extrahierten Regionenpixel wohldefiniert sind. Es liegt in der Natur der Bildana-
lyse, dass diese Anwendung auch mit anderen Ansa¨tzen lo¨sbar wa¨re, die jedoch profundere
Kenntnisse der Filteranwendung und Merkmalsextraktion beno¨tigten. Dies zu vermeiden
ist initialer Anspruch der anwendungsorientierten Modellabstraktion (Abs. 2.4).
9.6.2. Anwendung: Extraktion der Zunge aus einer MRT Bildserie
Bei der Analyse von Artikulationsbewegungen wa¨hrend der Sprachbildung werden Ober-
und Unterkiefer, Za¨hne, Lippen und die Zunge modelliert [Fun06]. Diese bewegen sich
je nach Lautfolge in charakteristischer Weise. Um reale Daten fu¨r die Parametrierung
dieser Bewegungsanalyse zu erhalten, werden Folgen zweidimensionaler MRT Aufnahmen
eines medialen sagittalen Schnitts mit mehr als acht Bildern pro Sekunde aufgenom-
men [Kro04] (Abb. 9.7). Dynamische MRT Serien sind technisch realisierbar, da lediglich
in einer Schicht das Spin Echo wiederholt ausgelesen wird. Nach einer Segmentierung und
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Abbildung 9.7.: Die vier dargestellten Bilder sind aufeinanderfolgend aus einer Serie, mit 8
Bildern pro Sekunde und einer Auflo¨sung von 256 × 256 Bildpunkten akquiriert worden. Die
Bewegungsartefakte, beschra¨nken sich auf den oberen Bildbereich und die fu¨r das Artikulati-
onsmodell relevanten Bereiche liegen im unteren linken Viertel.
Umwandlung der relevanten Regionen in Polygonzu¨ge lassen sich die Bewegungen der
Anatomie in ein Artikulationsmodell u¨bertragen (Abb. 9.8) 1.
Abbildung 9.8.: Die Software
“SpeechTrainer” visualisiert Bewe-
gungen funktionaler Einheiten bei der
Artikulation gesprochener Sprache.
Dazu wird ein polygonales Modell des
Sprechapparates dargestellt. Die Be-
wegungen der Polygonpunkte werden
dabei anhand spezifischer Parameter
mittels Schiebereglern anatomisch
korrekt manipuliert.
Da die Zunge ein dynamisches Bewegungsverhalten aufweist, ist ihre Extraktion eine
wesentliche Information fu¨r das Modell. Eine automatisierte Extraktion des Zungenbe-
reiches wu¨rde die ansonsten notwendige Handarbeit verku¨rzen sowie die Markierungen
reproduzierbar machen. Fu¨r diese exemplarische Anwendung des Frameworks wurde da-
zu eine Serie von 120 dynamischen MRT Bildern ausgewertet2. In diesem Fall ist die
Objektextraktion ein Hilfsmittel, das mit jedem hinreichend gut segmentierten Bild zeit-
aufwendiges Markieren erspart. Da immer eine manuelle Segmentierung mo¨glich ist, hat
1 Der Screenshot stammt aus der Demoversion der Software “SpeechTrainer” von B. Kro¨ger (Klinik fu¨r
Phoniatrie, Pa¨daudiologie und Kommunikationssto¨rungen des Universita¨tsklinikums Aachen).
2 Das Bildmaterial wurde von A. Zimmermann und K. Mady (Klinik und Poliklinik fu¨r Mund-Kiefer-
Gesichts-Chirurgie, Klinikum r. d. Isar, TU Mu¨nchen) und A. Beer und C. Hannig (Institut fu¨r
Ro¨ntgendiagnostik, Klinikum r. d. Isar, TU Mu¨nchen) erstellt und von B. Kro¨ger (Klinik fu¨r Pho-
niatrie, Pa¨daudiologie und Kommunikationssto¨rungen des Universita¨tsklinikums Aachen) fu¨r dieses
Projekt zur Verfu¨gung gestellt.
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Abbildung 9.9.: Die Multiskalenpartitionierung liefert Regionen mit einer Kante entlang der Zun-
genoberfla¨che als kompakte Partitionierung der Zunge (a), als langezogenes Segment mit Hals- und Lip-
penabdeckung (b) oder als Verschmelzung von Zunge und Gaumenbereich (c).
eine schlechte Segmentierung aus Anwendungssicht keinen nachteiligen Effekt. Sie wird
lediglich verworfen.
Aufgabenstellung. Erstellung eines HIK, der mo¨glichst viele Regionen aus der MRT
Serie automatisiert extrahiert, die eine Kante entlang der Zungenoberfla¨che liefern.
Durchfu¨hrung. Als Repository dient in dieser Anwendung die Menge der HARAGs u¨ber
den 120 Bildern der MRT Serie. Eine visuelle Sichtung ergibt 18 Bilder, in denen die Zunge
den Gaumen beru¨hrt, so dass hier keine entsprechende Region extrahierbar ist. In sechs
Bildern ist die Zunge relativ kompakt segmentiert, wa¨hrend in 96 Bildern Zungen- und
vorderer Halsbereich eine zusammenha¨ngende pilzfo¨rmige Region ergeben, deren oberer
Kantenbereich jedoch der Oberfla¨che der Zunge folgt (Abb. 9.9).
Aus dieser Beobachtung ergibt sich die Entwicklung zweier HIK Regeln. Mit der ersten
Regel werden die kombinierten Regionen aus Zungen- und Halsregion extrahiert und mit
der zweiten die kompakten Zungenareale. Allen gesuchten Regionen ist die Einschra¨nkung
auf das untere linke Viertel des Bildes gemeinsam, was die Mittelpunktkoordinaten der
Regionen auf diesen Bereich einschra¨nkt.
Zur Extraktion der charakteristischen Form der kombinierten Regionen bieten sich die
FDS an (Abb. 9.10). Sie wurden aus einer manuell erstellten Skizze extrahiert. Eine zusa¨tz-
liche Beschra¨nkung der Fla¨che stellt dabei sicher, dass nur hinreichend große Regionen
gepru¨ft werden.
Fu¨r die Extraktion einer kompakten Zungenregion ist das Intervall der Fla¨chengro¨ßen
niedriger gewa¨hlt da der Halsbereich wegfa¨llt. Um dabei nicht die hypointense und daher
dunkel abgebildete Mundho¨hle zu extrahieren, wird der mittlere Grauwert angehoben.
Außerdem wird ein Mindestmaß an Rundheit (conv) angenommen um die la¨nglichen
Halsregionen auszuschließen.
Ergebnis. Die Regel zur Extraktion der kombinierten Regionen aus Zungen und Hals-
bereich basiert auf der Positions- und Fla¨chenbeschra¨nkung sowie einem FDS, der mit
einem Schwellenwert von 0,4 fu¨r die euklidische Distanz verglichen wird:
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1. 0.000000 14. 0.013594
2. 1.000000 15. 0.026584
3. 0.398548 16. 0.017907
4. 0.014610 17. 0.018499
5. 0.253301 18. 0.022586
6. 0.071365 19. 0.004356
7. 0.042784 20. 0.012100
8. 0.136056 21. 0.007470
9. 0.010661 22. 0.020865
10. 0.064591 23. 0.006319
11. 0.041801 24. 0.015024
12. 0.056737 25. 0.005456
13. 0.040018 26. 0.012886
Abbildung 9.10.: Die pilzfo¨rmige Kontur bildet das Suchmuster, dem kombinierte Regionen
aus Zungen- und Halsregion entsprechen sollen (links). Die Form wird durch die 26 Fourierko-
effizienten RST-invariant beschrieben.
TD:
(centroidX < 128) && (centroidY > 128) &&
(area > 3000) && (area < 4000)
FDs:
26
0.4
0.000000 ... 0.012886
#FDs
Die Regel zur Extraktion der Zungenregion basiert ebenfalls auf der Positions- und Fla¨chen-
beschra¨nkung sowie einer Beschra¨nkung der Konvexita¨t:
TD:
(centroidX < 128) && (centroidY > 128) &&
(area > 1900) && (area < 3000) &&
(meangrey > 120) && (conv > 0.3)
Die Anwendung beider Regeln auf die 120 HARAGs der Bildserie ergab in 97 von 120
sagittalen MRT Bildern Regionen, deren obere Kontur der Oberfla¨che der Zunge des
Sprechers folgt. In 19 Bildern wurde nicht die vollsta¨ndig korrekte Kontur extrahiert und
fu¨r 4 Bilder wurden mit beiden Regeln keine Region gefunden. Damit liegt die Precision
bei 97
116
= 0, 84 und der Recall bei 97
120
= 0, 81. Betrachtet man ausschließlich die 102
Bilder, in denen eine Zungenkontur tatsa¨chlich im HARAG partitioniert werden konnte,
so ergeben sich fu¨r die Precision 97
99
= 0, 98 und den Recall 97
102
= 0, 95.
Diskussion. Mit Hilfe kompakter HIK Regeln wurden 81 Prozent der in der Aufgaben-
stellung formulierten Regionen extrahiert. Wird davon ausgegangen, dass eine manuelle
Segmentierung eines Bildes inklusive Einlesen, Konzentrationspause und Speichern ei-
ne Minute dauert, so ließen sich theoretisch durch diese Segmentierung ca. 97 Minuten
fehleranfa¨lliger und schlecht reproduzierbarer Handarbeit einsparen.
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Bei der Segmentierung werden zwar unterschiedlich große Bereiche der unteren vorderen
Kopfregion segmentiert, da die Aufnahmebedingungen jedoch eine Fixierung dieses Be-
reiches erfordern, liegt der Unterkieferbereich immer an derselben Stelle. Damit ist ein
automatisiertes Ausschneiden der relevanten oberen Kante der Zunge in allen Bildern in
einem Nachverarbeitungsschritt denkbar. Fu¨r die Bestimmung des entsprechenden Mo-
dellpolygons ließe sich beispielsweise eine umgebende Box bestimmen und auf alle Bilder
anwenden. Letztendlich ist der entscheidende Nachverarbeitungsschritt die Bestimmung
des Polygons. Hier ist in jedem Fall eine Plausibilita¨tskontrolle der Markierung erforder-
lich, sei es aus der manuellen oder automatischen Segmentierung. Ein weiterer Vorteil der
definierten Aufnahmebedingungen ist die Robustheit einer einmal erstellten Regel. Po-
sitionsparameter mu¨ssen beispielsweise bei Analysen anderer Bildserien nur geringfu¨gig
angepasst werden.
9.6.3. Zusammenfassung
Die beiden Experimente illustrieren, wie die Objektextraktion in einen Analyseprozess in-
tegriert wird. Typischerweise findet in jeder Anwendung eine Vor- und Nachverarbeitung
der Bilder statt. Da die Segmentierung nur ein Teil des eigentlichen Auswerteprozesses
ist, lassen sich die dazu notwendigen Parameter oftmals aus den Kontextinformationen
ableiten. Letztere stehen technisch bedingt immer in Form von Aufnahmebedingungen
und Bildqualita¨t zur Verfu¨gung. Die Integration der semantischen Kontextinformationen
ha¨ngt jedoch von den Anwendungsanforderungen an die Genauigkeit und Qualita¨t der
Extraktionsmethode ab. Hierbei gibt es zwei disjunkte Paradigmen. In reinen automa-
tisierten Verfahren ist eine hohe Genauigkeit erforderlich, da die Ergebnisse nicht mehr
manuell validierbar sind. Dabei ist die erforderliche Zuverla¨ssigkeit aus Sicht der Segmen-
tierung nur durch definierte Aufnahmebedingungen sicherzustellen. In visuell und manuell
verifizierten Verfahren kommt es auf eine Vereinfachung und reproduzierbare Automati-
sierung des zeitaufwendigen manuellen Markierens an. Das Framework unterstu¨tzt auch
hier beide Paradigmen. In dieser Arbeit wurden keine entsprechenden Vor- und Nach-
verarbeitungsschritte untersucht, da sie alleine von der Anwendung abha¨ngen und keinen
Einfluss auf die Segmentierungsmethodik haben.
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10. Diskussion und Ausblick
Das vorgestellte Framework bietet eine Herangehensweise an die Methodenentwicklung zur
Extraktion biologischer Objekte aus biomedizinischen Bildern verschiedener Modalita¨ten.
Dabei wird eine Methodik zur Abbildung von Anwenderwissen entwickelt mit der die
semantische Lu¨cke wenn auch nicht geschlossen, so doch mit u¨berschaubarem Aufwand
u¨berschritten werden kann.
Neu am vorgestellten Konzept ist die vollsta¨ndige Integration aller Aspekte von Entwick-
lung, Evaluation und Anwendung auf Basis der Trennung von hierarchischer Bildanalyse
und Wissensmodellierung in Form von Klassifikation. Vor allem die konsequente Inte-
gration der Evaluation auf Basis einer anwenderdefinierten und nicht formal erzeugten
GT ist dabei hervorzuheben. Im Gegensatz zur expliziten technologielastigen Methoden-
entwicklung in der Literatur dient das Framework bewusst der heuristischen Wissensre-
pra¨sentation durch den Anwender, um flexibel große Bildserien nach a-priori unbekannten
Objekten zu durchsuchen. Dabei liefert die standardisierte Automatisierung die Grundlage
fu¨r eine effiziente Durchfu¨hrung der notwendigen großen Anzahl an Einzeltests. Aufgrund
der semantischen Lu¨cke wird jedoch immer ein gewisses Maß an technischen Kenntnis-
sen beno¨tigt. Selbstversta¨ndlich ließen sich alle vorgestellten Anwendungen auch durch
spezifische Methoden lo¨sen, die dann jedoch die Vorteile der Abstraktion und flexiblen
Anwendungsanpassung verlo¨ren.
10.1. Relevanz der Arbeit
In der u¨ber 40 ja¨hrigen Forschung zur Bildanalyse war eine Fokussierung auf die rei-
ne Methodenentwicklung ohne Beru¨cksichtigung der Notwendigkeit der Parametrierung
durch Anwenderwissen zu erkennen [Ull96, Dun00]. Wesentliche Gru¨nde fu¨r diese Fokus-
sierung sind die Limitierungen der Berechenbarkeit, die technischen Anforderungen an
die Methodik der Bildanalyse sowie die resultierende semantische Lu¨cke bei der Abbil-
dung von Kontextwissen (Kap. 2). Der Mangel an generalisierten anwendungsorientierten
Konzepten ist vermutlich einer der Gru¨nde dafu¨r, dass bis heute nur wenige hochspezia-
lisierte Verfahren zur Objekterkennung wirklich in der klinischen Routine angekommen
sind [Leh05a]. Kommerzielle Basissysteme wie die DICOM-Betrachter in der Radiologie
stellen neben der hocheffizienten PACS-Anbindung und gut bedienbarer Visualisierungs-
komponenten lediglich rudimenta¨re Bildverarbeitungsoperatoren zur Kontrastverbesse-
rung und Filterung bereit. Auf Grund dieser Erfahrungen findet gegenwa¨rtig ein Umden-
ken in der Forschung hin zu flexiblen anwendungsorientierten Methoden auf der Basis
integrierter Anwendungskonzepte statt, bei denen Entwickler und Anwender eng zusam-
menarbeiten [Wol05a, Yoo04, Leh05a]. Diese Arbeit versteht sich als eine beispielhafte
Umsetzung eines Software-Konzeptes zur Unterstu¨tzung der Methodenentwicklung.
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10.2. Aufbau des Frameworks
In dieser Arbeit wurden allgemeingu¨ltige Eigenschaften und Anforderungen an die Ex-
traktion biomedizinischer Objekte identifiziert. Die semantische Lu¨cke stellte sich dabei
als systematisches Limit jeder Methodenentwicklung heraus, da sie mit den gegenwa¨rtig
verfu¨gbaren Methoden der Berechnung nicht geschlossen werden kann.
In der Literatur wird dieser Beobachtung u¨berwiegend durch technische Spezialisierung
begegnet. Die wachsenden Bildmengen, Weiterentwicklung der Modalita¨ten zur Bildak-
quise und A¨nderung von Fragestellungen erfordern jedoch anwendungsorientierte flexible
und allgemeine Verfahren (Kap. 3). Zu diesem Zweck wurde ein komponentenbasiertes
Framework auf der Basis der Multiskalentheorie entwickelt, in dem die Bildanalyse eine
hierarchische Repra¨sentation des Bildinhaltes liefert, in der Objekte mit Methoden der
Klassifikation extrahiert werden (Kap. 4). Dabei wurde das Framework so offen angelegt,
dass beliebige Methoden der HARAG-Berechnung integrierbar sind (Kap. 5-8).
Es wurde eine spezielle Sprache zur Merkmalsextraktion sowie ein spezifischer Klassifika-
tor zur heuristischen Objektbeschreibung entwickelt und implementiert. Im Framework
sind sa¨mtliche u¨berwacht lernenden Klassifikatoren integrierbar, die auf Merkmalsra¨umen
ordinaler Vektoren operieren. Die notwendigen Vergleichsmethoden und Bewertungskrite-
rien wurden in einer Evaluationskomponente des Frameworks bereitgestellt, die aufgrund
definierter Schnittstellen von sa¨mtlichen, vorhergehenden Komponenten aus nutzbar ist.
Auf diese Weise werden Anwendungen, wie die Entwicklung eine Partitionierungsmetho-
de und die Klassifikatorerstellung unter Beibehaltung vorhergehender Ergebnisse ohne
Neuimplementierung oder Anpassung der Software ermo¨glicht. Letzteres wurde anhand
von Beispielanwendungen dargestellt.
10.3. Evaluation der Objektextraktion
Da bei der Entwicklung eines Verfahrens zwischen Generalisierung und Spezialisierung
abgewogen wird, sind Ergebnisse und ihre Genauigkeit nur im Anwendungskontext zu
bewerten und zu vergleichen. In dieser Arbeit wurde daher die Funktionalita¨t des Fra-
meworks anhand konstruierter Experimente auf realen biomedizinischen Bilddaten de-
monstriert (Kap. 9). Bei der freien Bildsuche ist prima¨r ein hoher Recall erforderlich, so
dass sich die gesuchten Regionen unter den angebotenen befinden. Die Extraktion von
Zellen erfordert beispielsweise eine hohe Precision, wobei der Recall nicht so relevant ist,
solange die Verha¨ltnisse der gefundenen Objekte zwischen zwei Bildern den absoluten
Verha¨ltnissen der tatsa¨chlichen Objekte entsprechen. Werden die Ergebnisse in jedem
Fall manuell weiterverarbeitet, so dient Regionenauswahl als Arbeitserleichterung, da die
manuelle Ta¨tigkeit ohne Vorauswahl noch la¨nger dauern wu¨rde.
Im Hinblick auf die tatsa¨chlich erzielbaren Genauigkeiten wa¨re ein Vergleich von Ver-
fahren auf ungesehenen, unstrukturierten, inhomogenen Realweltdaten notwendig. Dabei
ist nicht nur die reine Extraktionsleistung sondern auch der Trainingsaufwand und die
Laufzeit relevant.
Da fu¨r die explizite Objektextraktion keine Plattformen zum entsprechenden Qualita¨ts-
vergleich existieren und der inhaltsbasierte Zugriff auf medizinischen Bilddatenbanken
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eine Verallgemeinerung der Objektextraktion aus Bildserien ist, erfolgt der quantitative
Vergleich innerhalb dieser Arbeit mit dem vergleichbaren inhaltsbasierten Bilddatenbank-
zugriff (Abs. 3.2.2).
10.4. Mo¨gliche Anwendungsintegration
Objektextraktion ist immer nur ein Schritt in einer bildbasierten Auswertung und wird
in unterschiedlichen Kontexten verwendet. Der Design-Walkthrough durch ausgewa¨hlte
Szenarien illustriert, dass sich das vorgestellte Framework in beliebige Anwendungen in-
tegrieren la¨sst, denen Bildserien zugrundeliegen. Im Folgenden werden einige mo¨gliche
Anwendungen und die entsprechende Integration des Frameworks skizziert.
Alle Anwendungen erfordern zur Wissensabbildung keine Neuimplementierung der Me-
thoden. Das Wissen wird in Form von Bibliotheken bestehend aus Merkmalsbeschreibung
und Klassifikation gespeichert und ist jederzeit reproduzierbar. Alleine die Abbildung des
aufgabenspezifischen Wissens erfordert einen Anwendungsexperten. Die technische In-
tegration der Methoden in die skizzierten Workflows erfordert allerdings software- und
gera¨tespezifische Kenntnisse sowie das anwendungsspezifische Design der grafischen Be-
nutzerschnittstellen (Anh. D).
Im Rahmen der Anwendungsanpassung werden sich daru¨berhinaus auch neue Merkmale
ergeben, die wiederum neue Klassifikatoren erfordern. Die dazu notwendige Erweiterbar-
keit und Austauschbarkeit der Komponenten ist eine grundlegende Eigenschaft des Fra-
meworks. Die vorgestellten Implementierungen haben gezeigt, dass die Integration ohne
Beru¨cksichtigung des Klassifikationsparadigmas mo¨glich ist. Aufgrund der Trennung von
Partitionierung, Merkmalsberechnung und Klassifikation ist die Integration auf Basis der
tabellarischen Repra¨sentation des Merkmalsraums ohne Redesing der Software und des
Datenflusses mo¨glich.
PACS. Fu¨r die inhaltsbasierte Bildsuche in einem PACS wu¨rde bei der Bildakquise
im Hintergrund die Partitionierung erfolgen und der berechnete HARAG als Verweis
des Bildes in der Datenbank abgelegt werden. In einer Suchmaske, die vollen Zugriff
auf die Merkmalsbeschreibung und Klassifikationsmethoden bietet, werden dann online
Anfragen formuliert und die Ergebnisbilder mit markierten Regionen dargestellt. Diese
Anwendung la¨sst sich vollsta¨ndig in einem Webbrowser integrieren und erfordert keine
zusa¨tzliche Softwareinstallation auf dem Arbeitsplatzrechner. Ein a¨hnliches Konzept wird
bereits im Rahmen des IRMA Projektes auf einer internetbasierten Datenverwaltung ver-
folgt [Leh03b, Leh04a].
Radiologische Volumendatensa¨tze. Auch hier wird der Datensatz wa¨hrend der Auf-
nahme in die schichtweisen HARAGs transformiert. Zusa¨tzlich wird eine Bibliothek von
vordefinierten Merkmalen und Klassifikatoren auf der Workstation vorgehalten. Die An-
wendung der entsprechenden Klassifikation findet in Abha¨ngigkeit des gewa¨hlten Aufnah-
meprogrammes statt. Diese Schritte laufen im Hintergrund ohne Interaktion durch den
befundenden Arzt ab. Beim eigentlichen Befunden besteht nun die Option, die gefundenen
Regionen per Mausklick als Overlay u¨ber die aktuell gesichtete Schicht zu legen. Diese
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Information kann dann eine Hilfe beim Befunden sein, ohne dass sie bindend wa¨re oder
gar den Befundungsprozess verzo¨gerte.
Mikroskopie. Bei mikroskopischen Bildserien werden in der Regel ein oder mehrere Ob-
jekttra¨ger gerastert aufgenommen. Zu diesem Zweck stehen automatisierte X/Y-Tische
mit einer entsprechenden Steuerung zur Verfu¨gung. Dabei ist das Rastern und Berechnen
der HARAGs im Batch-Betrieb ohne Anwenderinteraktion mo¨glich. Liegen fu¨r die Bilder
dann die HARAGs vor, so lassen sich diese auf die gesuchten Objekte hin analysieren.
Dabei werden wie in der Bildsuche im PACS die Anfragen entsprechend modelliert und
im Data-Mining Zyklus verfeinert (Abs. 8.4). Dieser Ansatz la¨sst sich beispielsweise in
High-Throughput-Screenings (Abs. 2.2.4) integrieren, um bei der nachtra¨glichen Auswer-
tung noch unvorhergesehene Variationen des untersuchten Substrats zu entdecken. Die
resultierenden Merkmalstabellen der gefundenen Regionen dienen dann unmittelbar als
Grundlage fu¨r die weitere studienspezifische Reportgenerierung.
10.5. Grenzen des Konzepts
Das in dieser Arbeit vorgestellte Framework geht davon aus, dass die gesuchten Regio-
nen explizit in der hierarchischen Zerlegung vorliegen. Damit ist es von der Qualita¨t
des Partitionierungsverfahrens abha¨ngig. Mit dieser Einschra¨nkung wird jedoch die hohe
Flexibilita¨t beim Durchmustern großer Bilddatenbesta¨nde nach a-priori unbekannten Ob-
jekten ermo¨glicht. Eventuell besteht die Mo¨glichkeit, die starre Modellierung durch die
HARAGs mit Hilfe statistischer Verfahren aufzubrechen. Dies wu¨rde jedoch auch zu an-
deren Anforderungen an die GUI im Hinblick auf den Regionenbrowser und die Erstellung
der GT fu¨hren und folglich ein neues Framework darstellen.
Theoretisch ist es auch mo¨glich, Objekte als Teilgraphen zu betrachten. Dabei ließe sich
zusa¨tzlich die Nachbarschaftsbeziehung von Knoten nutzen. Dies ist allerdings ein Ansatz
zur Objektsuche, der nicht ohne weiteres auf große Datenbesta¨nde anwendbar ist. Die
notwendigen Matching-Algorithmen liegen in der Klasse NP-vollsta¨ndig und haben daher
Worst-Case Laufzeiten, die exponentiell von der Zahl der Regionen und Nachbarschaften
in einem HARAG abha¨ngen. Hierbei ist die Suche nach entsprechendem komplexita¨tsre-
duzierendem Wissen bzw. Heuristiken erforderlich. Diese Art der Parametrierung erfor-
dert ebenfalls ein ga¨nzlich anderes Konzept der Programmier- und Anwenderschnittstelle,
da nun nicht mehr Einzelregionen, sondern Regionenverba¨nde verwaltet und visualisiert
werden mu¨ssen.
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A. Abku¨rzungen
Akronym Bedeutung Seite
ANW Anwenderdefinierte Daten 75
BGMM Bayes Klassifikator mit Gaußschen Mischverteilun-
gen
87
CT Computertomografie/Computertomograf 9
CM Cooccurrence-Matrix 62
CV Kreuzvalidierung 76
DSS Doma¨nenspezifische Sprache 64
DG Down-Greedy Merkmalsextraktion 77
FDS Fourierdeskriptoren 60
GT Ground-Truth 20
GUI Grafische Benutzerschnittstelle (engl. graphical
user interface)
43
HARAG Hierarchischer Attributierter Regionen Adjazenz-
graph
56
HIK Hierarchie-Intervallklassifikator 81
LBG labelbasierte Ground-Truth 75
LDA Lineare Diskriminanzanalyse 77
LOO Leave-one-out 77
MP Morphologische Partitionierung 55
MRT Magnet Resonanz Tomografie 14
NN-Klassifikator Na¨chste Nachbarn Klassifikator 85
PACS Picture Archiving and Communication System 9
PBG pixelbasierte Ground-Truth 91
PCA Hauptkomponentenanalyse (engl. principal com-
ponent analysis)
76
PL1 Pra¨dikatenlogik erster Ordnung 81
RAN Zufa¨llige Auswahl einer Teilmenge 75
RG Bereichswachstum (engl. Region-Growing) 55
RST Rotation Skalierung Translation 61
SVM Supportvektormaschine 88
UG Up-Greedy Merkmalsextraktion 77
VM virtuelle Maschine 67
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B. Symbole
|X| Betragsoperator liefert die Gro¨ße einer Menge X 26
∇ Operator der partiellen Ableitung einer Funktion, 33
γ, η, λ, ρ Parameterklassen des RG 54
Γ Berechnung eines Zielkriteriums z einer Region z ∈ R 53
δ(A,B) Norm, die die A¨hnlichkeit von A und B quantisiert 53
Θ Partitionierungsfunktion fu¨r τ 75
κk spezifische Parameter des gewa¨hlten Klassifikators Kk 78
µ Code der DSS, der von M ausgefu¨hrt wird 70
ξ Maß der Abweichung der GT 48
χ, χv Abweichungsanpassung der GT, v ∈ {LBG,PBG} 93
σ Skalenparameter 33
τ Auswahl der GT als Eingabe fu¨r Kk 20
τe Testdaten als Teilmenge von τ 75
τr Trainingsdaten als Teilmenge von τ 75
ϕh spezifische Parameter der Partitionierungsmethode Φh 55
Φ, Φh Partitionierungsmethode, h aus {RG,MP} 47
Ψ allgemeine Parametrierung der Objekterkennung 21
ωn einzelnes Objekt aus O 21
ΩΦ Menge von visuell plausiblen Regionen aus der Partitionierung 55
ΩK Menge der als Objekt klassifizierten Regionen 21
ΩM Menge von Regionen mit Merkmalsbeschreibung M 70
A universelle Objekterkennung 20
~C der Vektorraum der Farbtripel u¨ber N× N× N 24
f ein Bild endlicher Dimension als Funktion von ~x 20
K,Kk Klassifikatorfunktion k aus {HIK, NN, SVM, BGMM} 47
M Die Merkmalsberechnung 47
Mm Merkmalsberechnung inkl. Merkmalsreduktion 77
N Menge der natu¨rlichen Zahlen {0, 1, 2..,∞}, 21
o(n) untere Schranke einer Berechnungskomplexita¨t 26
p Bildpixel als Tupel (~x,~c), ~x ∈ ~X,~c ∈ ~C 24
P(S) die Potenzmenge einer Menge S (Gl. 2.4) 26
R Bildregion als Menge von Pixeln 26
R Menge der reellen Zahlen 26
~V , ~Vd Merkmalsraum regionenbeschreibender Vektoren, R1×···×Rd 70
~x Elemente aus ~X der Form (x, y) 24
~X der Vektorraum der kartesischen Koordinaten u¨ber N× N 24
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C. Regionenmerkmale
Da sich die Notwendigkeit der anwendungsangepassten Attributauswahl unmittelbar aus
dem Problem der Formalisierung komplexen Wissens herleitet, ist Ihre anwendungsange-
passte Definition mit Hilfe der integrierten formalen Sprache ein wesentlicher Aspekt des
Frameworks (Abs. 2.4.1). Aus diesem Grund ko¨nnen die hier exemplarisch beschrieben
und im Rahmen der Arbeit verwendeten Merkmale auch nur einen endlichen und kleinen
Ausschnitt der theoretisch denkbaren Beschreibungen bilden. In Abschnitt C.1 werden
informell die verwendeten Merkmale beschrieben und in Abschnitt C.2 wird ein explizites
Codebeispiel zur Berechnung fu¨r sechs davon gegeben.
C.1. Merkmale im Framework
Merkmale werden in persistente und dynamische Daten unterteilt, womit das Abstrakti-
onsniveau von den Rohdaten charakterisiert wird. Persistente Merkmale bilden die Ad-
ministrationsinformation von Regionen im HARAG, die unbedingt zur vollsta¨ndigen Re-
konstruktion der Skalen beno¨tigt werden 5.2.3. Dynamische Merkmale ergeben sich aus
Aggregation der persistenten Merkmale mit Hilfe der DSS zur Auswertungszeit. Die vo-
latilen Merkmale bilden dabei Wahrnehmungskategorien in der beno¨tigten formalen Re-
pra¨sentation ab. Im Rahmen der Untersuchungen dieser Arbeit wurden die folgenden 31
Beschreibungen mit insgesamt 41 unterschiedlichen Attributen. in variierenden Kombina-
tionen verwendet. Sie bilden in jedem Fall nur eine heuristischen Auswahl aus der Menge
der in der Literatur beschriebenen Attribute zur Regionenbeschreibung, die in zahlreichen
Lehrbu¨chern formal dargestellt werden [Hab85, Leh97, Jae97, Soi97, Han00].
C.1.1. Partitionierungs- und Skaleneigenschaften
Diese Klasse von Attributen ergibt sich aus dem Partitionierungsprozess, den Bilddimen-
sionen und den Skaleneigenschaften von Regionen.
age: Die Zahl der Skalen, u¨ber die eine Region unvera¨ndert im Skalenraum existiert,
beschreibt die Stabilita¨t bezu¨glich des visuellen Modells.
area: Die Gro¨ße der Region in Pixeln dient sowohl dem Zugriff auf die Regionenpixel
als auch als skalenabha¨ngige Eigenschaft.
areafraction: Das Verha¨ltnis von Gro¨ße einer Region zur Zahl der Nachfolgeregionen
im HARAG liefert ein Maß fu¨r die Subgliederung von Objekten. Die areafraction bildet
damit den Mittelwert der erwarteten Nachfolgergro¨ße.
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birth: Die Skala auf der eine Region entsteht korrespondiert in der Regel mit der Gro¨ße
der Region.
border: Die Lage einer Region bezu¨glich des Bildrandes wird als Bitmaske codiert, wobei
0001, 0010, 0100, 1000 jeweils oben, rechts, unten und links codieren. Eine Region ohne
Randkontakt erha¨lt den Wert 0000.
decompentropy: Werden die tatsa¨chlichen Gro¨ßen der Nachfolger ins Verha¨ltnis zur
areafraction gesetzt, so ergibt sich ein Maß fu¨r die Homogenita¨t bzw. Entropie des Zerfalls.
Ein hoher Wert geht von etwa gleichgroßen Nachfolgeregionen aus wa¨hrend ein niedriger
auf wenige dominante und zahlreiche kleinere Regionen hindeutet.
perimeter: Der tatsa¨chlich Umfang der Region wird in Pixeln angegeben.
sons: Die Anzahl der So¨hne einer Region gibt an, in wieviele Teile eine Region zerfa¨llt.
height, width: Die Bilddimensionen dienen der Verarbeitung der Bildpixel und Stabi-
lita¨t einer Region sowie der Normierung von ortsabha¨ngigen Werten.
C.1.2. Formeigenschaften
Die Formparameter reflektieren die Beschreibung explizit extrahierter Regionengrenzen.
Sie bilden die wichtigste Klasse der Regionenbeschreibungen in diesem Framework, da die
Form und deren Variabilita¨t in biomedizinischen Anwendungen in der Regel ein wichtiges
Kriterium ist.
arean: Die Gro¨ße der Region im Verha¨ltnis zur Fla¨che des Bildes unterstu¨tzt die Suche
von Objekten in unterschiedlich skalierten Bildern.
centroidX, centroidY: Die Schwerpunktkoordinaten ergeben sich aus den Mittelwerten
der x- bzw. y-Koordinaten aller Regionenpixel und geben eine ungefa¨hre Position der
Region bezu¨glich der Bilddimensionen an.
centroidXn, centroidYn: Die Normierung bezu¨glich der Bilddimension macht die Schwer-
punktkoordinaten unabha¨ngig von den absoluten Dimensionen.
conv: Das Verha¨ltnis von Umfang und Fla¨che der Region zum Kreis mit der entspre-
chenden Fla¨che und dem Umfang beschreibt die Konvexita¨t der Region.
eccentricity: Das Verha¨ltnis der Fla¨che der umgebenden achsenparallelen Box zur Re-
gionenfla¨che gibt ein Maß fu¨r die Quaderform.
extentC: Das Verha¨ltnis der Fla¨che des am besten passenden Kreises zur orientierungs-
treuen Bounding-Box beschreibt die Kompaktheit einer Region.
maxx, maxy: Die Koordinaten der Regionenpixel, die jeweils am entferntesten vom lin-
ken bzw. oberen Bildrand liegen, bilden die rechte untere Ecke der achsenparallelen um-
gebenden Box.
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minx, miny: Die Koordinaten der Regionenpixel, die jeweils am na¨chsten am linken
bzw. oberen Bildrand liegen, bilden die linke obere Ecke der achsenparallelen umgebenden
Box.
numfdsc, fdsc(Index): Ein FDS wird u¨ber die Anzahl der extrahierten Koeffizienten
beschrieben, die betrachtet wird und die typischerweise bei 5 % der gescha¨tzten maximalen
Anzahl der Konturpixel der Region liegt. Ein einzelner Koeffizient wird u¨ber seinem Index
im FDS identifiziert.
orientation: Die Orientierung wird als Auslenkung der Hauptachse der Schwerpunktel-
lipse bezu¨glich der x-Achse berechnet.
paxis, aaxis: Die Haupt- und Nebenachse der Region bilden die Form der Schwerpunk-
tellipse, die am besten in die Region passt. Sie stellen eine Reduktion der Regionenbe-
schreibung auf zwei Parameter dar und geben den visuellen Eindruck wieder.
paxisn, aaxisn: Die Normierung von Haupt- und Nebenachse auf die Bilddimensionen
liefert eine dimensionsinvariante Repra¨sentation.
roundness: Das Verha¨ltnis des Quadrats des Regionenumfangs zur Fla¨che ist propor-
tional zum Kehrwert der Konvexita¨t einer Region, wobei eine elongierte Region hier hohe
Werte liefert.
C.1.3. Textur- und Farbe
greyentropy: Die Entropie der Grauwertverteilung gibt an, zu welchen Anteilen die
Grauwerte in der Region vorkommen. Eine hohe Entropie geht von einem gleichanteiligen
Auftreten der Farben aus, wa¨hrend eine niedrige Entropie auf eine homogene Region mit
wenigen Farben schließen la¨sst.
maxgrey, mingrey: Maximaler und minimaler Grauwert der Region sind zwei Normie-
rungsgro¨ßen fu¨r die Grauwertstatistik.
meangrey: Der mittlere Grauwert der in der Region vertretenen Grauwerte ist ein ein-
dimensionaler Wert der den Intensita¨tseindruck der Region erfasst.
meangreyn: Der mittlere Grauwert der Region normiert auf den des Bildes macht Grau-
werte auch in Bildern vergleichbar, in denen die Absolutwerte unterschiedlich sind.
varianz, stddev: Die Varianz des Histogramms der vorkommenden Grauwerte und deren
quadratische Wurzel sind ein Maß der Streuung der Grauwerte.
Auf den Regionen lassen sich ebenfalls die Cooccurrence Matrizen berechnen, indem die
Grenzen der Region anstelle des Bildrandes als Limits fu¨r die Nachbarschaftsauswahl
dienen. Damit lassen sich dann sa¨mtliche 24 Haralickschen Texturmaße berechnen, von
denen aus mathematischen Gru¨nden jedoch lediglich acht als unabha¨ngig identifiziert
wurden [Har73, Leh97, Pal03].
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contrast: Die Summe der vorkommenden Grauwertdifferenzen gewichtet nach deren An-
zahl ist ein Maß fu¨r die lokalen Grauwertunterschiede und somit die Maß fu¨r die Sta¨rke
des Bildkontrastes.
correlation: Die Haralickschen Texturmaße bieten analytische Korrelationsmaße a¨hnlich
dem Kontrast auf der zweidimensionalen Verteilung jedoch ohne visuelle Anschauung.
Dabei werden alle Eintra¨ge der CM u¨ber eine Gaußgla¨ttung zueinander in Beziehung
gesetzt.
diffmoment: Die Summe der vorkommenden Grauwertdifferenzen gewichtet nach der
Varianz der Verteilung in der Matrix bildet die Streuung des Kontrastes im Bild ab und
ist ein Maß fu¨r die Intensita¨tsverteilung der Kontraste.
varianceC: Die Varianz der zweidimensionalen Verteilung ist ein Maß der Streuung der
Grauwertunterschiede und somit der Gleichma¨ßigkeit der lokalen Bildinformation.
C.2. Codebeispiel
Anhand eines Codebeispiel fu¨r die Berechnung der Schwerpunktellipse mit Hilfe der inte-
grierten DSS wird das Anwendungsprinzip sa¨mtlicher syntaktischer Objekte der Sprache
sowie die Erstellung komplexer Merkmale ohne Neukompilation des Frameworks illustriert
(Abs. 6.2). Berechnet werden der Schwerpunkt (centroidX, centroidY), die Hauptach-
sen (radiusA, radiusB), die Ellipsoidfla¨che (ellipsearea) und die Orientierung (angle)
einer Region wobei das Programm aus Symbolen und Regeln der Grammatik formuliert
wird (Abs 6.2.1).
00 PI = 3.14159265358979323846;
01 FOR i IN area
02 y = y + region(i) / width;
03 x = x + region(i) % width;
04 ROF
05 centroidX = (y / area);
06 centroidY = (x / area);
07 FOR i IN area
08 y = region(i) / width;
09 x = region(i) % width;
10 my = my + ((y-centroidY) * (y-centroidY));
11 mx = mx + ((x-centroidX) * (x-centroidX));
12 mxy = mxy + ((y-centroidY) * (x-centroidX));
13 ROF
14 mx = mx / area;
15 my = my / area;
16 mxy = mxy / area;
17 IF ((mx - my) == 0) THEN
18 angle = -1 * PI/4.0;
19 ELSE IF ((my - mx) == 0) THEN
20 {dAngle = -1 * PI/4.0;}
21 ELSE
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22 angle = 0.5 * atan((2 * mxy) / (mx - my));
23 FI
24 FI
25 IF (my > mx) THEN
26 angle = angle - (PI/2.0);
27 FI
28 x = (mx - my) * (mx - my) + 4 * mxy * mxy;
29 x = sqrt (x);
30 x = mx + my + x;
31 x = x * 2;
32 lambda1 = sqrt(x);
33 y= (mx - my) * (mx - my) + 4 * mxy * mxy;
34 y = sqrt (y);
35 y = mx + my - y;
36 y = y * 2;
37 lambda2 = sqrt(y);
38 IF(lambda1 > lambda2) THEN
39 radiusA = lambda1;
40 radiusB = lambda2;
41 ELSE
42 radiusA = lambda2;
43 radiusB = lambda1;
44 FI
45 IF (radiusA == 0) THEN
46 radiusA = 1;
47 FI
48 IF (radiusB == 0) THEN
49 radiusB = 1;
50 FI
51 ellipsearea = radiusA * radiusB * PI;
52 di = radiusB / radiusA;
53 radiusA = sqrt((area / PI) * (radiusA / radiusB));
54 radiusB = (radius_a * di);
In den Zeilen 01 bis 04 wird der Schwerpunkt berechnet. Zeile 05 bis 16 wird die Matrix
der 2. Momente der Region bestimmt. Zeile 17 bis 27 bestimmt daraus die Richtungen der
Hauptachse, und in den Zeilen 28 bis 50 werden die La¨ngen von Haupt- und Nebenachse
als Eigenwerte der Matrix der 2. Momente ermittelt. Schließlich liefern Zeile 51 bis 54 die
fla¨chennormierten also skalierungstreuen La¨ngen der Ellipsenradien.
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D. Benutzeroberfla¨che
Die Anwenderinteraktion mit den Komponenten des Frameworks zur visuellen Verarbei-
tung der Regionen erfolgt u¨ber grafische Bedienelemente. Diese ermo¨glichen die Forma-
lisierung des Anwenderwissens u¨ber die Bildinhalte in Form der HARAG Parametrie-
rung, der Merkmalsbeschreibungen, der Klassifikatorparameter, der visuellen Ergebnisbe-
urteilung und des Optimierungsfeedback. Zusa¨tzlich unterstu¨tzen sie die Erstellung der
label- und PBG. Diese Operationen bilden die Wissensebene sowie die Anwendersicht ab
(Abb. 4.1).
In diesem Anhang wird eine beispielhafte Implementierung der notwendigen grafischen
Anwenderschnittstellen vorgestellt, die bei der Erstellung der Arbeit zum Einsatz kamen.
Die Funktionalita¨t orientiert sich dabei nicht an einer konkreten Anwendung, sondern
bildet im Sinne des Design-Walkthroughs (Abs. 9.1.1) die wesentlichen Komponenten des
Frameworks in eine GUI ab. Fu¨r die jeweiligen Anwendungsszenarien sind angepasste Va-
rianten dieser Benutzeroberfla¨chen sinnvoll, deren Design jedoch vom konkreten Workflow
abha¨ngt. Die dazu notwendige Anforderungsanalyse und Umsetzung ist nicht Gegenstand
dieser Arbeit. Hier soll lediglich das Prinzip verdeutlicht werden.
D.1. Schnittstelle zum Framework
In dieser exemplarischen Implementierung werden die Methoden in vier Menu¨s in einer
Startleiste zusammengefasst (Abb. D.1). Ferner wird die Merkmalsbeschreibung in Form
eines DSS Programms (Kap. 6) global in der unteren Statusleiste festgelegt.
Image-Menue: Die Partitionierung Merkmalsberechnung und Klassifikation zum Testen
und Simulieren einer Objektextraktion erfolgt explizit auf einem Bild im Image-Menue
(Abb. D.1, a). Hier besteht die Mo¨glichkeit, fu¨r ein Bild einen HARAG zu berechnen
(create HARAG) und mittels visueller Multiskalenanalyse zu untersuchen (Anh. D.4)
sowie einen vorberechneten HARAG wieder einzulesen (load HARAG). Das Werkzeug
zur Multiskalenanalyse bietet sowohl die Durchfu¨hrung der Bildanalyse (Kap. 5) als auch
der Erstellung eines Objektmodelles (Kap. 7) in Form eines HIK (Abs. 7.5). Ferner wird
hier das Programm beendet (Quit).
Image-List-Menue: Im Image-List-Menue (Abb. D.1, b) werden die Operationen des
Frameworks auf die Bildlisten angewandt. Dabei werden Repositories erzeugt, die tabel-
larisch Bilder dem jeweiligen HARAG, sowie den darin klassifizieren Regionen zuordnen
(Abs. 5.2.3). Ein Repository wird erzeugt (create Repository), indem die Partitionierungs-
methode auf eine Bildliste angewandt wird, was der Bildanalyse entspricht (Kap. 5). Das
Laden (load Repository) dient zum einen der visuellen Kontrolle der Partitionierung und
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zum anderen der visuellen Analyse der Merkmale relevanter Regionen. Damit wird ein
HIK mit Hilfe der bekannten partitionierten HARAGs erstellt (Abs. 7.5). Ein trainierter
HIK wird automatisch auf ein gesamtes Repository angewandt (query Repository) und
liefert zu jeder HARAG-Datei die Nummern der identifizierten Regionen. Letztere werden
in einem erweiterten Repository gespeichert, das zur qualitativen Bewertung eingelesen
werden kann (load Query Result).
Ground-Truth-Menue: Die GT (Abb. D.1, c) wird entweder pixel- oder labelbasiert er-
zeugt (Abs. 8.1 u. 7.1). Fu¨r die PBG werden in einem Zeichenprogramm (Anh. D.6) in
jedem Bild die Regionen markiert (marked Image Regions). Die LBG wird fu¨r ein existie-
rendes HARAG Repository erzeugt (label Repository), indem ein Experte die Regionen
in den HARAGs markiert, die den relevanten Objekten entsprechen (Anh. D.4.2). Ein so
erzeugtes Repository ist aus technischer Sicht identisch mit einem Query-Result, da auch
hier die Regionennummern als Label gespeichert werden (s. Image-List-Menue).
Compare-Repository-Menue: Zur Evaluation einer Methode (Kap. 8) stehen zwei Ver-
gleichsmethoden zur Verfu¨gung (Abb. D.1, d). Mit dem pixelbasierten Vergleich (pixel-
based) werden alle Regionen aller HARAG eines Repository direkt mit der GT verglichen
(Abs. 8.2.2) und diejenigen ausgegeben, in denen die Schnittfla¨che aus einer HARAG-
Region und einer GT-Region im Rahmen der zula¨ssigen Genauigkeit u¨berlappen. Dieser
Vergleich dient der Validierung der Bildanalysemethode und gibt an, wieviele relevan-
te Regionen in der gegebenen Qualita¨t u¨berhaupt zu finden sind. Beim labelbasierten
Vergleich (labeled) wird das Ergebnis einer Klassifikation (Query Result, s. Image-List-
Menue) mit einer GT verglichen. Dazu werden die markierten Regionen in der GT den am
besten passenden HARAG Regionen zugeordnet und das Maß der U¨berdeckung bestimmt
(Abs. 8.2.1). Damit steht die quantitative Analyse einer Klassifikation zur Verfu¨gung.
Abbildung D.1.: Die GUI des Frameworks
stellt die Schnittstellen zu den Methoden in vier
Gruppen zur Verfu¨gung. Die Verwaltung von HA-
RAGs auf einem Bild (a), die Verwaltung einer
Bildliste in Repositories (b), Erstellen einer GT
(c) und Vergleichswerkzeuge (d). Die dynamische
Merkmalsbeschreibung wird global angegeben (d,
Edit Feature Rule), und im Info-Menue werden
Bedienungsanleitungen angeboten.
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Abbildung D.2.: Die Parametrierung der HA-
RAG Berechnung mittels morphologischer Ope-
ratoren erfordert neben den allgemeinen Einstel-
lungen zur HARAG Berechnung die Einstellung
der Skalenanzahl sowie die optionale Selektion der
Rauschentfernung (Abs. 5.1.2).
D.2. Parameter zur HARAG Berechnung
Die Parametrierung der HARAG Berechnung ha¨ngt von den verfu¨gbaren Partitionierungs-
methoden ab (Abs. 5). Prinzipiell besteht diese GUI aus erkla¨rungsbedu¨rftigen Eingabe-
feldern und -kno¨pfen, deren Funktion vom Anwender gelernt wird (Abb. D.2). Allgemeine
Informationen sind die Namen der Quellbilddateien, der Name des zu berechnenden Re-
pository und der Pfad zum Ablageort fu¨r die neuen HARAG Dateien (Abs. 5.2.3). Im Hin-
blick auf lange Rechenzeiten ist es mo¨glich, bereits existierende HARAGs nicht mehr neu
zu berechnen. Elementare Bildverarbeitungsoperationen, wie Farbfilter und Gla¨ttungen
sind als optionale Vorverarbeitungsschritt integriert, um zum Beispiel in fluoreszenzmar-
kierten Mikroskopieaufnahmen die Fa¨rbung entsprechend zu filtern. Vorverarbeitungen
transformieren alle Eingabebilder automatisch und speichern das Ergebnis in einer neu-
en Datei, die mit einem zusa¨tzlichen anwenderdefinierten Label erga¨nzt werden. Die ei-
gentlichen methodenspezifischen Einstellungen bestehen ebenfalls aus Eingabefeldern und
Kno¨pfen, die die Parameter der Methode aufnehmen. Nach dem Starten der Berechnung
zeigen Fortschrittsbalken den aktuellen Stand an, wa¨hrend in einer Konsole entsprechende
Details ausgegeben werden.
D.3. Browser fu¨r Bildrepositories
Der Browser dient der visuellen Auswertung von Bildern und HARAGs fu¨r das Erstellen
der GT, das Klassifikatortraining und die Ergebniskontrolle. Er basiert auf den Reposito-
ries, die sich aus der Anwendung der hierarchischen Bildpartitionierung auf die Eingabe-
bilder ergeben (Abb. D.2).
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Abbildung D.3.: Der Bildlisten Browser erlaubt die zusammenha¨nge Sichtung einer Bildserie. In
diesem Fall sind es mikroskopische Aufnahmen fluoreszenzmarkierter Zellen, die von 11 unterschiedlichen
Wells eines Multiwell-Objekttra¨gers gemacht wurden. Ziel war die Extraktion der Zellkernregionen fu¨r
eine anschließende granulometrische Auswertung.
D.3.1. Anzeige eines Repository
Beim Anzeigen eines Repository ist vor allem die zusammenha¨ngende Sicht auf die Bilder
eines Kontextes erforderlich (Abb. D.3). Daher werden die Bilder in verkleinerter Form als
Icons dargestellt und nicht deren abstrakte Dateinamen. Ein Anwender nutzt diese Sicht,
um sich einen visuellen Eindruck der Bildinformation zu verschaffen, aber vor allem dient
er der Auswahl markanter Referenz HARAGs. Entweder wird damit die LBG fu¨r das Klas-
sifikatortraining erstellt (Abs. 7.1) oder es werden HARAGs als Beispiele fu¨r die Definition
der Merkmalsbeschreibung und der Parameter des regelbasierten Klassifikators gewa¨hlt
(Abs. 7.5). Da die Zahl der auf dem Bildschirm darstellbaren Bilder auflo¨sungsabha¨ngig
begrenzt ist, sind Schaltfla¨chen zum Bla¨ttern in HARAGs vorgesehen.
D.3.2. Qualitative Beurteilung
Das Ergebnis einer Klassifikation sind Regionen aus HARAGs, die fu¨r die visuelle Beurtei-
lung in den Originalbildern markiert werden (Abb. D.4). So lassen sich gefundene Objekte
vom Anwender entsprechend nachvollziehen. Die Exportfunktionen stellen ferner eine ta-
bellarische Ausgabe aller Regionen inklusive jeweils aller zur Berechnung eingesetzten
Merkmale bereit. Diese Information dient als Grundlage fu¨r Reports in Arbeitsschritten,
die sich an die Objektextraktion anschließen.
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Abbildung D.4.: Ergebnisse einer Klassifikation werden analog zum Repository dargestellt (Abb. D.3).
Gefundene Regionen sind in den Bildicons allerdings als geschlossene Fla¨chen markiert, um das Ergebnis
bereits im Browser zu visualisieren. Ohne das Trainingsbild wurden 526 der vorhandenen 533 Objekte
korrekt identifiziert.
D.4. Visuelle Multiskalenanalyse eines HARAG
Diese Komponente bildet den zentralen Dialog der Bildanalyse, mit dem HARAGs eines
Bildes untersucht und die notwendigen Informationen zum Erstellen einer Intervallklassi-
fikation gesammelt und getestet werden (Abs. 6.2). Die visuelle Analyse besteht aus drei
Fenstertypen und wird fu¨r ein Bild und eine darauf durchgefu¨hrte HARAG Berechnung
verwendet. In allen Bilddarstellungen ist es mo¨glich, mittels Mausrad zu Zoomen und den
dargestellten Bereich durch (+/-) Kno¨pfe zu vergro¨ßern bzw. zu verkleinern.
D.4.1. Klassifikation und Regionenanzeige
Der HARAG Dialog fu¨r die visuelle Auswertung integriert die Verwaltung dualer und
unita¨rer HARAGs, wie sie mit Hilfe des morphologischen und hierarchischen Partitio-
nierungsverfahren aus den Abschnitten 5.1.2 und 5.1.3 berechnet werden (Abb. D.5). Im
oberen Abschnitt werden die zugrundeliegenden HARAG Dateien administriert, in diesem
Fall getrennt in helle und dunkle Objekte. Darunter gruppieren sich links die Methoden
zur Speicherung und Manipulation der Darstellung des Hauptdisplays in der Mitte. Im
Hauptdisplay werden die aktuellen Regionenauswahlen bzw. Klassifikationen angezeigt.
Rechts davon befinden sich, jeweils fu¨r die helle und dunkle Repra¨sentationen, die spezi-
fischen Merkmalsexporte der markierten Regionen zur anschließenden Reporterzeugung,
inklusive der Blob-Darstellungen aus Abschnitt 6.1.1. Darunter befinden sich die dualen
Konsolen zur Definition und Auswertung von Klassifikatoren in der DSS (Abs. 6.2). Dar-
gestellt ist eine Regel mit vier Pra¨dikaten, die die hellen Zellkerne fu¨r weitere zytologische
Auswertungen extrahiert.
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Abbildung D.5.: Im Screenshot des
Hauptdialoges fu¨r eine visuelle Auswer-
tung ist das Ergebnis einer Klassifikati-
on von Zellkernen in einer fluoreszenz-
markierten Mikroskopaufnahme von Fi-
broblasten zu sehen. Die Zellkerne wur-
den segmentiert, um in folgenden Aus-
wertungen die Anzahl der Zellen sowie
die Granulierung zu bestimmen. Zu die-
sem Zweck dienen die Exportfunktio-
nen auf der rechten Seite.
D.4.2. HARAG Browser
Der HARAG Browser ist das Werkzeug, um die einzelnen Regionen im HARAG eines
Bildes zu untersuchen (Abb. D.6). Im linken oberen Bereich sind die Navigationselemente
angebracht. Sie erlauben das Auf- und Abwa¨rtsbla¨ttern in den Skalen. Im Display wird
durch Klicken mit der mittleren Maustaste die an dieser Position liegende Blattregion
des Baumes angezeigt. Diese wird entweder durch Dru¨cken der Strg-Taste und Drehen
des Mausrades oder durch Bla¨ttern in den Skalen mittels (Up/Down) variiert. Im Up-Fall
wird der Baum in Richtung des na¨chsten Vaterknotens durchlaufen. Im Down-Fall wird der
Pfad zuru¨ck zum Blatt gewa¨hlt. Durch Anklicken einer Region mit der linken Maustaste
lassen sich ihre zugeho¨rigen Merkmale im rechten Textfeld anzeigen. Die Auswahl der
angezeigten Merkmale wird dabei in einer globalen Attributregel des Werkzeugs festgelegt.
Links unten befindet sich die Auswahl der Klassenzuordnung der markierten Region.
Dabei werden pro Bild mehr als eine Klasse verwaltet, um bei der manuellen Klassifikation
jedes Bild nur einmal o¨ffnen zu mu¨ssen. Die Wahl von Validate u¨bertra¨gt die markierte
Region in die Liste der Klassen. Der FDS-Knopf aktiviert mit dem Browser fu¨r die FDS
den dritten Fenstertyp der visuellen Auswertung.
Im Falle einer dualen Analyse, wie in Abbildung D.5 dargestellt, werden die hellen und
dunklen Objekte zwar in zwei unterschiedlichen HARAGs verwaltet, da diese jedoch das
gleiche Format haben ist das Interface des Browsers fu¨r beide Fa¨lle identisch. Es wird
lediglich u¨ber zwei unterschiedliche Kno¨pfe aktiviert.
D.4.3. FDS Browser
Die Visualisierung der FDS einer Region erfordert ein eigenes Fenster, da die zweidimen-
sionale Konturinformation dargestellt wird (Abb. D.7). Dies ermo¨glicht, die Zahl der Ko-
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Abbildung D.6.: Im Browserfenster
auf dem HARAG des Fluoreszenzbildes
aus Abbildung D.5 wurde ein Zellkern
in Skala 8 markiert und dessen Attribu-
te im rechten Textfeld ausgegeben.
effizienten fu¨r eine ausreichende Konturrepra¨sentation intuitiv zu bestimmen (Abs. 6.1.1).
Auch hier sind im linken Teil die Navigationselemente dargestellt. Sie erlauben die Aus-
wahl der Zahl der Koeffizienten sowie der Samplingpunkte zur Rekonstruktion und Inter-
polation. Im rechten Textfeld werden die tatsa¨chlichen Werte angezeigt, die dann in die
Distanzfunktion der Intervallklassifikation eingesetzt werden (Abs. 7.5.3).
Abbildung D.7.: Die Kontur des
Zellkerns aus Abbildung D.6 hat ei-
ne La¨nge von 152 Pixeln. Die mit
14 Koeffizienten rekonstruierte Kontur
(weiß) u¨berdeckt diese exakt. Die RST-
invariante Kontur gibt die Form wieder
(schwarz).
D.5. Regelbasierte Objektmodellierung
Der regelbasierte HIK ist die in dieser Arbeit neuentwickelte HARAG spezifische Extrak-
tionsmethode, die entsprechend in das Framework integriert ist (Abs. 7.5). Da sie auf der
visuellen Beurteilung basiert und innerhalb der Optimierungsschleife abla¨uft, wurde sie
analog zur HARAG Berechnung (Abs. D.2) ebenfalls mit einer GUI versehen (Abb. D.8).
Die Klassifikation basiert auf einem Eingabe-Repository und einem Ziel-Repository, in das
neben den HARAGs auch die Regionen der entsprechenden Klassen eingetragen werden.
Zusa¨tzlich werden auch die Regionenbilder und optional die Merkmalstabellen abgelegt
z.B. zur Anzeige in der qualitativen Bewertung (Abs. D.3.2) oder fu¨r externe Verarbei-
tungsschritte. Die Update Rule definiert die verwendeten Merkmale. Um einen HARAG
nur einmal einzulesen, lassen sich mehrere Klassifikationsregeln hintereinander angegeben
und ausfu¨hren. Dabei besteht die Mo¨glichkeit der Unterscheidung zwischen den hellen und
dunklen HARAGs und der morphologischen Partitionierung (Abs. 5.1.2). Aus Effizienz-
gru¨nden steht außerdem ein Editor zur Verfu¨gung, in dem die aktuelle Regel manipuliert
und gespeichert wird, wenn eine visuelle Bewertung eine unzureichende Klassifikation
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lieferte. Damit ist manuelle Optimierung des Frameworks auf Basis der qualitativen Be-
wertung ermo¨glicht (Abs. 8.4). Eine komplette Klassifikation wird als Anfrage bezeichnet,
la¨sst sich speichern, laden und ausfu¨hren.
Abbildung D.8.: Der Dialog zur
Durchfu¨hrung einer regelbasierten Klassifi-
kation besteht aus administrativen Einstellungen
zum Repository und den Merkmalen sowie einem
Editor zur Anpassung einer Regel in einem
manuellen Feedback-Zyklus.
D.6. Zeichnen der pixelbasierten Ground-Truth
Die PBG wird in einem pixelbasierten Zeichenprogramm erstellt, in dem in einem Bild
alle relevanten Regionen mit dem Mauszeiger nachgezogen werden (Abb. D.9). Dies er-
folgt in einem Overlaybild, das ausschließlich die markierten Regionen mit ihren Labeln
protokolliert. Diese exemplarische Implementierung stellt dazu die Modi Draw, Fill und
Erase zur Verfu¨gung. Das tatsa¨chliche Label einer Region wird vom Anwender vergeben,
so dass z.B. Regionen eines Typs immer den gleichen Label erhalten. Unter Umsta¨nden
ist es auch sinnvoll, jedes Objekt mit einem eigenen Label zu versehen. Die gezeichneten
Fla¨chen lassen sich ausblenden, so dass Kanten verifiziert werden. Die Fill-Operation kann
im Falle eines Fehlers ru¨ckga¨ngig gemacht bzw. alle Markierungen gelo¨scht werden.
Abbildung D.9.: Jedes Einzelobjekt wird je nach Label mit einer Farbe aus einer zufa¨llig generierten
Palette gefu¨llt.
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Fu¨r die markierten Regionen lassen sich Attribute berechnen, die in der Update Regel
in Form der DSS angegeben werden. Eine Statistik der Regionen gibt einen ersten Auf-
schluss, ob die Zahl und Gro¨ße der markierten Fla¨chen plausibel ist. Außerdem ist es
mo¨glich die FDS der Regionen mit dem FDS Browser zu u¨berpru¨fen (Abs. D.4.3). Der
Export sieht eine Ausgabe der maximalen und minimalen Werte fu¨r jedes Attribut der Re-
gionen vor. Diese wird als Anfrage in der Syntax der DSS herausgeschrieben. Dabei wird
vom minimalen und maximalen Wert jeweils ein Toleranzwert abgezogen bzw. addiert.
Ferner lassen sich Bild und Merkmalstabelle der Markierungen einzeln oder mit einem
gemeinsamen Namenspra¨fix exportieren. Eine Zeichnung la¨sst sich zur weiteren Bearbei-
tung wieder einladen. In einer Konsole werden im Falle der Berechnung die Attribute
einer angeklickten Region analog zum HARAG Browser angezeigt (Abs. D.4.2).
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