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Octonionic bimodule
Qinghai Huo, Guangbin Ren
Abstract
The structure of octonionic bimodules is formulated in this paper. It turns out that every
octonionic bimodule is a tensor product, the category of octonionic bimodules is isomorphic to
the category of real vector spaces. We show that there is also a real part structure on octonionic
bimodules similar to the quaternion case. Different from the quaternion setting , the octonionic
bimodule sturcture is uniquely determined by its left module structure and hence the real part
can be obtained only by left multiplication. The structure of octonionic submodules generated
by one element is more involved, which leads to many obstacles to further development of the
octonionic functional analysis. We introduce a notion of cyclic decomposition to deal with this
difficulty. Using this concept, we give a complete description of the submodule generated by one
element in octonionic bimodules. This paper clears the barrier of the structure of O-modules
for the later study of octonionic functional analysis.
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1 introduction
Theory of quaternion Hilbert spaces has been studied a lot ([7, 13, 14, 17, 18]). The Theory of
spherical spectrum of normal operator, continuous slice functional caculus in quaternionic Hilbert
spaces had been also established ([3]). The quaternionic vector sapces have also been studied
thoroughly ([12]), which makes it well-grounded to do further study on the quaternionic functional
analysis. However, in the octonion case, the structure of the one-sided modules and bimodules
over octonion are not completely clear, this leads to many obstacles to further development of the
octonionic functional analysis, although there are also some results on the study of octonion Hilbert
spaces ([4, 5, 10, 11]). Consequently, it is worth discussing the structure of O-modules.
The general case of the structures of bimodules over Jordan algebra and alternative algebra
has been studied by Jacobson in [9]. The left-alternative left-modules for the real algebra of octo-
nions have been considered, and the irreducible ones are known to be isomorphic to the regular or
conjugate regular modules (See, for example, Chapter 11 of the monograph by Zhevlakov, Slinko,
Shirshov, and Shestakov [19]). And we point out that the O-vector space studied in [10] is not an
O-bimodule under the definition given in [9]. It is actually a left O-module with an irrelevant right
O-module structure. And it seems no proof for the structure of such O-vector spaces being a tensor
product, which has been used several times.
In quaternion case, Ng gives a systematic study in [12], which shows the category of quaternion
vector spaces, that is, quaternion bimodules, is equivalent to the category of real vector spaces.
More precisely, there is a natural sturcture of real part on each quaternion bimodule, which is the
corresponding real vector space. A natural question is whether similar results hold in octonion case.
In previous work [8], we have formulated the structures of left O-modules. It shows that there is an
isomorphism between the category O-Mod and the category Cℓ7-Mod, here the object in O-Mod
is left O-module. Each left O-module M will be of the form
M = OA (M)⊕OA −(M).
Where A (M) and A −(M) represent the subset of associative elements and conjugate associative
elements respectively:
A (M) := {m ∈M | [p, q,m] = 0, ∀p, q ∈ O};
and
A
−(M) := {m ∈M | (pq)m = q(pm), ∀p, q ∈ O}.
It is therefore natural to ask whether a given left O-module admits a compatible bimodule structure,
and if so, is it unique? if not, what is the condition for a left O-module to admit a compatible
bimodule structure. In this paper, we direct ourselves to answering these questions.
In this paper, we show that the necessary and sufficient condition for a left O-module admiting a
compatible bimodule structure is just the vanishing of the subset of conjugate associative elements.
And if so, the bimodule structure is then uniquely determined by its left multiplication. More
precisely, we obtain:
Theorem 1.1. A left O-module M admits a compatible O-bimodule structure if and only if it holds
M = OA (M).
Moreover, if M admits an O-bimodule structure, then it is unique.
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There is also a structure of real part on O-bimodules as in quaternion case:
Re x =
5
12
x− 1
12
7∑
i=1
eixei.
And we can rewrite this formula in terms of left multiplication:
Re x = x+
1
48
∑
i,j,k
ǫijkei[ej , ek, x],
where the symbol ǫijk depends on the multiplication table of the octonions. Using this one easily
obtains that an O-bimodule M is isomorphic to the tensor product ReM ⊗ O, coherent with the
quaternion case. Therefore, we get that the category of O-bimodules is isomorphic to the category
of R-vector spaces.
Our last topic is about the structure of submodules generated by one element. In contrast to
the complex or quaternion setting, some new phenomena occur in the setting of octonions, which
has already been known in [4]: If m is an element of an octonionic module, then
• Om is not an submodule in general.
• The submodule generated by m maybe the whole module.
This means that the structure of octonionic submodules is more involved and such property is
crucial for classical functional analysis. We point out that some gaps appear in establishing the
octonionic version of Hahn-Banach Theorem by taking Om as a submodule ([10, Lemma 2.4.2]).
The submodule generated by a submodule Y and a point x is not of the form {y+px | y ∈ Y, p ∈ O},
this is wrong even for the case Y = {0}. It means the proof can not repeat the way in canonical
case. The involved structure of octonion submodules accounts for the slow developments of octonion
Hilbert spaces. We shall give a new proof in a later paper.
This phenomena motivates us to introduce a new notion of cyclic elements, which play a key
role in the study of submodules. An element m in a given module M is called cyclic elements if
the submodule generated by it is exactly Om. We next introduce a notion of cyclic decomposition
to describe the structure of these submodules generated by one element. It turns out that each
element can be decomposed into a sum of some special cyclic elements. More precisely, we obtain:
Theorem 1.2. Let m be an arbitrary element of an O-bimodule M . Then
〈m〉
O
=
n⊕
i=1
Omi,
where {mi}ni=1 ⊆ C (M) is an arbitrary cyclic decomposition of m.
The length of a cyclic decomposition is therefore an invariant of m and by definition at most
8, hence there are only 8 kinds of elements in O-bimodules and each element m will generate a
submodule with dimension dimR 〈m〉O 6 64.
By the way, we point out a mistake in [10]. It appears in the proof of the corollary of Hahn
Banach Theorem ([10, Lemma 2.4.2]), which declared every element in an O-module will satisfy
Ox = xO. In fact, with the help of the notion of cyclic decomposition, we shall show that only
cyclic elements posses such property.
3
2 Pcreliminaries
In this section, we review some basic properties of the algebra of the octonions O and one-sided
O-modules, and introduce some fundamental notations.
2.1 The octonions O
The algebra of the octonions O is a non-associative, non-commutative, normed division algebra
over the R. Let e1, . . . , e7 be its natural basis throughout this paper, i.e.,
eiej + ejei = −2δij , i, j = 1, . . . , 7.
For convenience, we denote e0 = 1.
In terms of the natural basis, an element in octonions can be written as
x = x0 +
7∑
i=1
xiei, xi ∈ R,
The conjugate octonion of x is defined by x = x0 −
∑7
i=1 xiei, and the norm of x equals |x| =√
xx ∈ R, the real part of x is Re x = x0 = 12 (x+ x). The term
∑7
i=1 xiei will be abbreviated
as
∑
xiei in this paper. We denote by S the set of imaginary units in O:
S := {J ∈ O | J2 = −1}.
Then there is a book structure on octonions:
O =
⋃
J∈S
CJ ,
here CJ represents the complex plane spaned by {1, J}.
The associator of three octonions is defined as
[x, y, z] = (xy)z − x(yz)
for any x, y, z ∈ O, which is alternative in its arguments and has no real part. That is, O is an
alternative algebra and hence it satisfies the so-called R. Monfang identities [16]:
(xyx)z = x(y(xz)), z(xyx) = ((zx)y)x, x(yz)x = (xy)(zx).
The commutator is defined as
[x, y] = xy − yx.
One can prove that, for any J ∈ S and x ∈ CJ \ R, we have
{p ∈ O | [p, x] = 0} = CJ .
The full multiplication table is conveniently encoded in the 7-point projective plane, which is
often called the Fano mnemonic graph. In the Fano mnemonic graph, the vertices are labeled by
1, . . . , 7 instead of e1, . . . , e7. Each of the 7 oriented lines gives a quaternionic triple. The product
of any two imaginary units is given by the third unit on the unique line connecting them, with the
sign determined by the relative orientation.
Fig.1 Fano mnemonic graph
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It will be convenient to use an ǫ-notation that will now be introduced (see [2]). This is the
unique symbol that is skew-symmetric in either three or four indices. One way to think of this
symbol is:
eiej = ǫijkek − δij (2.1)
[ei, ej , ek] = 2ǫijklel (2.2)
The symbol ǫ satisfies various useful identities. For example (using the summation convention),
ǫijkǫijl = 6δkl (2.3)
ǫijqǫijkl = 4ǫqkl (2.4)
ǫipqǫijk = ǫpqjk + δpjδqk − δpkδqj (2.5)
ǫipqǫijkl = δpjǫqkl − δjqǫpkl + δpkǫjql − δkqǫjpl + δplǫjkq − δlqǫjkp (2.6)
We shall always use the Einstein summation convention when we compute in terms of ǫ-notation.
The 14-dimensional group G2 is the smallest of the five exceptional Lie groups and is closely
related to the octonions. In particular, G2 can be defined as the automorphism group of the
octonion algebra:
G2 := {g ∈ GL(O) | g(xy) = g(x)g(y) for all x, y ∈ O}.
As a fact, G2 ⊆ SO(7). We refer to [6, 15] for more details.
We can now use octonion multiplication to define a vector cross product × on R7 ([16]). Given
u, v ∈ R7, we regard them as elements in Im(O), then
u× v := Im (uv).
A 3dimensional subspace Λ ⊂ Im(O) is called associative if the associator bracket vanishes on Λ,
i.e.,
[u, v, w] = 0 for all u, v, w ∈ Λ.
If u, v ∈ Λ are linearly independent, then the subspace spanned by the vectors u, v, u×v is associative
(see [16]). This subspace will be denoted by Λ(u, v). By definition, it is easy to verify:
Λ(u, v) = {x ∈ Im(O) | [u, v, x] = 0}.
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2.2 The definition of O-modules
It’s well known that the algebra of octonions O is an alternative algebra, thus that an O-moduleM
is actually an alternative module. From now on let A be a unital alternative algebra over a field F.
For the sake of completeness, we give the definition of modules over alternative algebra as follows.
Definition 2.1. An F-vector space M is called a left alternative module over A, if there is an
F-linear map
L : A→ EndFM, a 7→ La
satisfying L1 = idM and
[a, b, x] = −[b, a, x], ∀a, b ∈ A, x ∈M.
Here the associator is defined by [a, b, x] := (ab)x − a(bx). The definition of right alternative
algebraic module is similar. A left alternative A-module M is called an alternative bimodule if
the associator is alternative:
[p, q,m] = [m, p, q] = [q,m, p],
for all p, q ∈ A, and for all m ∈M . Where the middle associator [q,m, p] is defined by
[q,m, p] := (qm)p− q(mp),
and the right associator [p, q,m] is defined by
[p, q,m] := (pq)m− p(qm).
Remark 2.2. Let M be an A-module. For all m,m′ ∈M , α, β ∈ F and all a, a′ ∈ A, we have:
(i). La ∈ EndFM ⇒ a(αm+ βm′) = α(am) + β(am′). In particular, a(αm) = α(am).
(ii). L ∈ HomF(A,EndFM)⇒ (αa+ βa′)m = αam+ βa′m.
In particular, (aα)m = (αa)m = α(am) = a(αm) and thus we can write aαm unambiguously.
(iii). Thinking of M as an F-vector space, the scalar multiplication over F coincides with L|F since
L(1) = idM .
Note that the left alternativity requirement of the associator in M is equivalent to the following
condition given in [4, 10]
a2m = a(am), for all a ∈ A, m ∈M.
The proof is trivial by polarizing the above relation. And the notion of A-bimodules here agrees
with the defintion given in [9]. However, the following postulates:
1m = m1 = m, a2m = a(am), ma2 = (ma)a, (am)a = a(ma)
can not deduce that M is an alternative bimodule in general.
One useful identity which holds in any left module M is
[p, q, r]m+ p[q, r,m] = [pq, r,m]− [p, qr,m] + [p, q, rm]. (2.7)
Here m ∈M is an arbitrary element and it holds for all p, q, r ∈ A.
The Moufang identities and Artin Theorem hold as before.
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Theorem 2.3 (Moufang identities). Let M be an alternative algebraic bimodule over A. Then
for all p, q ∈ A,m ∈M , the Moufang identities hold:
(pmp)q = p(m(pq)) (2.8)
q(pmp) = ((qp)m)p (2.9)
(pq)(mp) = p(qm)p. (2.10)
Proof. The proof is similar as in classical case. We only prove the first identity.
(pmp)q − p(m(pq)) = [pm, p, q] + (pm)(pq) − p(m(pq))
= [pm, p, q] + [p,m, pq]
= −[p, pm, q]− [p, pq,m]
= −(p2m)q + p((pm)q)− (p2q)m+ p((pq)m)
= −p2(mq)− [p2,m, q]− p2(qm)− [p2, q,m] + p((pm)q + (pq)m)
= p([p,m, q] + [p, q,m])
= 0
The rest proof runs as classical case.
Theorem 2.4 (Artin Theorem). Let M be a left alternative algebraic module over A. Then
[pm, pn, x] = 0, for all p ∈ A, any m,n ∈ N and x ∈M .
Proof. The proof will be divided into two steps.
Step 1. [pm, p, x] = 0, ∀p ∈ A, ∀m ∈ N, ∀x ∈M .
Clearly it holds for m = 1. Assume the formula holds for degree k, we will prove it for k + 1.
By induction hypothesis, p(pk+1x) = p(pk(px)) = pk+1(px), hence
[pk+1, p, x] = pk+2x− pk+1(px) = pk+2x− p(pk+1x) = [p, pk+1, x]
By definition of alternative algebraic bimodule, we thus conclude that [pk+1, p, x] = 0.
Step 2. [pm, pn, x] = 0, ∀p ∈ A, ∀m,n ∈ N, ∀x ∈M .
Fix m, we prove this by induction on n. We have just proved for case n = 1. Assume the
formula holds for degree n = k, we will prove it for n = k + 1.
pm(pk+1x) = pm((pkp)x) by Step 1
= pm(pk(px))
= (pmpk)(px)
= pm+k(px) by Step 1
= pm+k+1x
That is, [pm, pk+1, x] = 0. This proves the theorem.
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Our previous work gives a complete classification of left O-modules [8]. The irreducible ones are
already known to be isomorphic to the regular or conjugate regular modules [19]. However, using
the relation between octonions to Clifford algebra, we can give a more simple proof and classify the
structure of left O-modules completely.
It is well-known (for example, [1, 6]) that the octonions have a very close relationship with
spinors in 7, 8 dimensions. In particular, multiplication by imaginary octonions is equivalent to
Clifford multiplication on spinors in 7 dimensions. It follows that the category of left O-modules
is isomorphic to the category of left Cℓ7-modules. Note that Cℓ7 is a semi-simple algebra, we thus
obtain that there are only two kinds of irreducible left O-module. They are the regular module O
and the conjugate regular module O. Where the left module structure of O is defined by
pˆ·x := px,
for all p ∈ O, and all x ∈ O. The associator on O is as follows:
[p, q, x]
O
= [p, q, x] + [p, q]x. (2.11)
The direct sum of their several copies exhaust all octonion modules with finite dimensions. The
structure of general left O-modules is then clear:
Theorem 2.5. Let M be a left O-module. Then
M ∼= OA (M)⊕OA −(M).
Where A (M) is the set of all associative elements:
A (M) := {m ∈M | [p, q,m] = 0, ∀p, q ∈ O};
A −(M) is the set of all conjugate associative elements:
A
−(M) := {m ∈M | (pq)m = q(pm), ∀p, q ∈ O}.
Its proof will depend on the following lemma.
Lemma 2.6. Let M be a left O-module, then 〈m〉
O
is finite dimensional for any m ∈ M . More
precisey, the dimension is at most 128.
Proof. 〈m〉
O
is such module generated by ei1(ei2(· · · (einm))), where ik ∈ {1, 2, . . . , 7}, n ∈ N. Note
that
ei(ejm) + ej(eim) = (eiej + ejei)m = −2δijm,
hence the element defined by ei1(ei2(· · · (einm))) for n > 7 can be reduced. Thus the vectors
{m, e1m, . . . , e7m, e1(e2)m, . . . , e1(e2(· · · (e7m)))} will generate 〈m〉O, we conclude that
dimR 〈m〉O 6 C07 + C17 + · · ·+ C77 = 128.
Remark 2.7. In fact, this property has already appeared in [4]. However, it is worth stressing the
essentiality of this property. It enables us to characterize the structure of general left O-modules in
terms of finite dimensional case, which is already clear in view of the structure of the Cℓ7-modules.
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3 Bimodule structure on O-modules
As shown in previous work [8], each left O-moduleM is some copies of O and O. It is natural to ask
whether a given left O-module admits a compatible O-bimodule structure, and if so, is it unique?
if not, what is the condition for a left O-module to admit a compatible bimodule structure. In this
section, we direct ourselves to answering these questions.
3.1 Bimodule structure in low dimensions
In this subsection, we are concerned with the O-bimodule structures in low dimensional cases. The
general case will be proved in a similar way in the sequel. We begin this subsection by proving a
technical lemma which is useful later.
Lemma 3.1. Let f ∈ EndR(O). Then the following are equivalent:
(i). Re
(
f(px)− pf(x)) = 0 for all p, x ∈ O.
(ii). f(x) = f0(x)−
∑
eif0(eix), where f0(x) = Re f(x).
(iii). There exists an octonion q ∈ O, such that f(x) = xq.
Proof. We prove (i) =⇒ (ii). Suppose f(x) = f0(x) +
∑
eifi(x), where fj(x) ∈ R, j = 0, 1, . . . , 7.
Using ǫ-notation, we have
eif(x) = eif0(x) + ei
∑
ejfj(x)
= −fi(x) + eif0(x) +
∑
ǫijkekfj(x)
and
f(eix) = f0(eix) +
∑
ejfj(eix).
It follows from assertion (i) that Re
(
eif(x) − f(eix)
)
= 0, we infer that fi(x) = −f0(eix). Thus
assertion (ii) holds.
We prove (ii) =⇒ (iii). Denote by 〈·, ·〉
R
the real inner product on O ∼= R8, and define
〈x, y〉
O
:= xy.
By straight-forward calculation, we obtain
Re 〈x, y〉
O
= 〈x, y〉
R
.
It follows that,
〈eix, y〉R = Re
(
(eix)y
)
= Re
(
ei(xy)
)
= Re
(
ei 〈x, y〉O
)
.
This immediately implies
〈x, y〉
O
= 〈x, y〉
R
−
∑
ei 〈eix, y〉R .
Thinking of (O, 〈·, ·〉
R
) as a real Hilbert space and f0 a real linear functional, it follows from the
Riesz Representation Theorem that, there exists an element y ∈ O such that f0(x) = 〈x, y〉R.
Therefore by assertion (ii),
f(x) = 〈x, y〉
R
−
∑
ei 〈eix, y〉R = xy.
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Setting q = y, then f(x) = xq as desired.
We prove (iii) =⇒ (i). Note that the associator is pure imaginary in O, therefore
f(px)− pf(x) = (px)q − p(xq) = [p, x, q] ∈ Im(O).
This completes the proof.
Remark 3.2. We introduce a new notion of linearity in the theory of octonion functional analysis
utilizing assertion (i) in a later paper. It turns out that this concept plays a role of “linearity” as
in the classical theory.
Utilizing this lemma, we can determine the bimodule structure on O2.
Theorem 3.3. Let the left O-module structure of O2 is
p(x, y) = (px, py) for all p ∈ O, (x, y) ∈ O2.
Then there is a unique compatible bimodule structure on O2.
Proof. Suppose the right multiplication is given by
(x, 0) · p = (fp(x), gp(x)); (0, x) · p = (hp(x), lp(x)),
and hence
(x, y) · p = (fp(x) + hp(y), gp(x) + lp(y)).
Step 1. For all p ∈ O, fp, gp, hp, lp ∈ EndR(O), and they are also real linear on p.
In view of Remark 2.2, we have that for all p ∈ O, and all r ∈ R,(
(x, y) · p)r = (x, y) · (rp) = ((x, y)r) · p
that is,(
r(fp(x) + hp(y)), r(gp(x) + lp(y))
)
=
(
frp(x) + hrp(y), grp(x) + lrp(y)
)
=
(
fp(rx) + hp(ry), gp(rx) + lp(ry)
)
.
Let x and y equal zero respectively, we obtain the conclusion.
Step 2. Fulfilling the condition [p, q, (x, y)] = [q, (x, y), p].
In order to obtain a compatible bimodule structure, firstly we must have
[p, q, (x, y)] = [q, (x, y), p] (3.1)
We compute:
[q, (x, y), p] = (qx, qy) · p− q(fp(x) + hp(y), gp(x) + lp(y))
=
(
fp(qx) + hp(qy), gp(qx) + lp(qy)
)− (qfp(x) + qhp(y), qgp(x) + qlp(y))
=
(
fp(qx) − qfp(x) + hp(qy)− qhp(y), gp(qx)− qgp(x) + lp(qy)− qlp(y)
)
.
Let y = 0, the equation (3.1) becomes
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{
fp(qx) − qfp(x) = [p, q, x] (3.2)
gp(qx) − qgp(x) = 0 (3.3)
Let x = 0, the equation (3.1) becomes
{
hp(qy)− qhp(y) = 0 (3.4)
lp(qy)− qgp(y) = [p, q, y] (3.5)
Equations (3.3) and (3.4) imply that gp, hp ∈ EndO(O), it is easily seen that HomO(O,O) ∼= R, we
thus can assume
gp(x) = rpx, hp(x) = spx, rp, sp ∈ R.
In view of Lemma 3.1, equations (3.2) and (3.5) ensure us to assume
fp(x) = xp˜, lp(x) = xpˆ, p˜, pˆ ∈ O.
Since (x, y) · 1 = (x, y), we conclude r1 = s1 = 0, 1˜ = 1ˆ = 1.
Step 3. Fulfilling the condition [p, q, (x, y)] = [(x, y), p, q].
In order to obtain a compatible bimodule structure, we need the following equation as well:
[p, q, (x, y)] = [(x, y), p, q] (3.6)
for all p, q ∈ O. We compute:
[(x, y), p, q] =
(
fp(x) + hp(y), gp(x) + lp(y)
) · q − (x, y) · (pq)
=
(
xp˜+ spy, rpx+ ypˆ
) · q − (x(˜pq) + spqy, rpqx+ y(̂pq))
=
(
(xp˜+ spy)q˜ + sq(rpx+ ypˆ), rq(xp˜+ spy) + (rpx+ ypˆ)qˆ
)− (x(˜pq) + spqy, rpqx+ y(̂pq))
=
(
(xp˜+ spy)q˜ + sq(rpx+ ypˆ)− x(˜pq)− spqy, rq(xp˜+ spy) + (rpx+ ypˆ)qˆ − rpqx− y(̂pq)
)
.
Let x = 0 and y = 0 respectively, then we have:
(xp˜)q˜ + sqrpx− x(˜pq) = [p, q, x] (3.7)
rq p˜+ rpqˆ − rpq = 0 (3.8)
spq˜ + sq pˆ− spq = 0 (3.9)
rqspy + (ypˆ)qˆ − y(̂pq) = [p, q, y] (3.10)
Step 4. Claim: rp = sp = 0, for all p ∈ O.
If there exists p0 ∈ O, such that rp0 6= 0, then by equation (3.8), we obtain:
qˆ = r−1p0 (rp0q − rq p˜0), ∀q ∈ O.
Let p˜0 ∈ CJ for some imaginary unit J ∈ S, we conclude qˆ ∈ CJ for all q. Let y = J in equation
(3.10), we thus get
[p, q, J ] ∈ CJ , for all p, q ∈ O.
However this is impossible. Indeed, we can choose p ∈ O orthogonal to J , and then choose q
orthogonal to p and J , then [p, q, J ] /∈ CJ . This forces that rp = 0 for all p ∈ O. We can prove
sp = 0 for all p ∈ O in the same way.
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Step 5. Define σ : p 7→ p˜ and τ : p 7→ pˆ. Claim: σ = τ = id.
Let x = 1 in equation (3.7), we obtain σ(pq) = σ(p)σ(q) and hence σ ∈ G2. Suppose that
σ 6= id, that is, there exists p ∈ O, such that σ(p) = p˜ 6= p. Note that σ(Im(O)) ⊆ Im(O), which
yields Re σ(p) = σ(Re p) = Re p, we can assume Re p = 0. Let x = p˜ in equqtion (3.7), we obtain
0 = [p, q, p˜], ∀q ∈ O.
However, σ is an automorphism of O, we can certainly choose q ∈ O such that [p, q, p˜] 6= 0, a
contradiction. Similar argument apply to τ .
In summary, the right multiplication is just given by (x, y) · p = (xp, yp). Therefore, O2 admits
a unique compatible bimodule structure.
Next we consider the case of O⊕O.
Theorem 3.4. Let the left O-module structure on O⊕O is as follows:
p(x, y) = (px, py).
Then O⊕O admits no compatible bimodule structures.
The proof of Theorem 3.4 will rely on the following two lemmas, which are also important in
the sequel.
Lemma 3.5. Let f ∈ EndR(O) satisfy f(px) = pf(x) for all p, x ∈ O, then f = 0.
Proof. Let f(1) = x0 +
∑
xiei, where xj ∈ R, j = 0, 1, . . . , 7. Fix i 6= j, i, j ∈ {1, . . . , 7}. We
compute:
f(eiej) = f(ǫijkek − δij)
= −ǫijkekf(1)
= −ǫijkekx0 − ǫijkxm(ǫkmnen − δkm)
= −ǫijkekx0 − ǫijkǫkmnxmen + ǫijkxk,
and
f(eiej) = eif(ej)
= ei(ejf(1))
= ei(ejx0 + ejemxm)
= ǫijkekx0 + eixm(ǫjmnen − δjm)
= ǫijkekx0 + xmǫjmn(ǫinlel − δin)− eixj
= ǫijkekx0 + xmǫjmnǫinlel − xmǫjmi − eixj .
Taking the real part of both equalities infers that:
ǫijkxk = −xmǫjmi = −ǫijkxk.
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This yields xk = 0, where k is determined by i, j uniquely. Since i, j are fixed arbitrarily, we
conclude f(1) = x0 ∈ R. Hence
p(xx0) = pf(x) = f(px) = pxx0 = (x p)x0.
That is
x0[x, p] = 0, ∀x, p ∈ O.
This leads to x0 = 0 and hence f = 0.
Lemma 3.6. The left module O admits no compatible bimodule structures.
Proof. Suppose there exits an O-bimodule structure on O with a right scalar multiplication defined
by an R-linear map R ∈ EndR(O). Write Rp(x) = x˜·p. By the definition of O-bimodule, we have
[p, q, x]
O
= [q, x, p]
O
, ∀p, q, x ∈ O.
Note the equation (2.11), we obtain:
[p, q, x] + [q, p]x = Rp(qx)− qRp(x).
Replacing q with q, it becomes:
Rp(qx) = qRp(x)− [p, q, x] + [q, p]x (3.11)
Let x = 1 in (3.11), we get:
Rp(q) = qRp(1) + [q, p] (3.12)
It follows that
Rp(qx) = qRp(x)− [p, q, x] + [q, p]x
= q(xRp(1) + [x, p])− [p, q, x] + [q, p]x
and
Rp(qx) = (qx)Rp(1) + [qx, p].
Hence we conclude
0 = (qx)Rp(1) + [qx, p]−
(
q(xRp(1) + [x, p])− [p, q, x] + [q, p]x
)
= [q, x,Rp(1)] + (qx)p− p(qx) − q(xp− px)− (qp− pq)x− [p, q, x]
= [Rp(1), q, x] + 2[p, q, x]
= [Rp(1)− 2p, q, x].
Since the above equation holds for any p, q, x ∈ O, this yields
Rp(1)− 2p ∈ R, ∀p ∈ O.
13
Hence we can assume Re1 = 2e1 + r for some r ∈ R. Note that formula (3.12) ensures Rp(p) =
pRp(1), it follows that
Re1(Re11) = Re1(2e1 + r)
= 2e1(e1 + r) + r(2e1 + r)
= −4 + 4re1 + r2.
However, Re1(Re11) = Re2
1
1 = −1, and hence we obtain
−1 = −4 + 4re1 + r2,
for some r ∈ R, this is impossible. This proves the lemma.
Proof of Theorem 3.4. Suppose O⊕O admits a compatible bimodule structure, and the right mul-
tiplication is as follows:
(x, y) · p = (fp(x) + hp(y), gp(x) + lp(y)).
Similar as before, we can derive that fp, gp, hp, lp ∈ EndR(O) for all p ∈ O, and are all real linear
on p. Let [p, q, (x, y)] = [q, (x, y), p], we obtain
fp(qx) − qfp(x) = [p, q, x] (3.13)
gp(qx) − qgp(x) = 0 (3.14)
hp(qy)− qhp(y) = 0 (3.15)
lp(qy)− qlp(y) = [p, q, y]O (3.16)
Hence by Lemma 3.5, gp = hp = 0 for all p ∈ O. Let [p, q, (x, y)] = [(x, y), p, q], we obtain
lq(lp(y))− lpq(y) = [p, q, y]O (3.17)
The fact that lp(x) is real linear on p and x, along with the equation (3.17) imply that
y ·l p := lp(y)
defines a right O-module structure on O and satisfies [p, q, y]
O
= [y, p, q]
O
. Note that equation
(3.16) yields [p, q, y]
O
= [q, y, p]
O
, this means that it defines an O-bimodule structure on O, which
contradicts the Lemma 3.6.
3.2 Bimodule structures on finite dimensional O-modules
In this subsection, we will formulate the structure of finite dimensional O-bimodules. As is shown
in [8], each finite dimensional left O-module M is of the form:
M ∼= On ⊕Om.
On is a left O-module endowed with the left multiplication:
p(x1, . . . , xn) = (px1, . . . , pxn).
O
n ⊕Om is a left O-module endowed with the left multiplication:
p(x1, . . . , xn, xn+1, . . . , xn+m) = (px1, . . . , pxn, pxn+1, . . . , pxn+m).
We are first concerned with the case On. The following theorem asserts that it admits a unique
compatible bimodule structure.
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Theorem 3.7. There exists a unique compatible bimodule structure on On.
Proof. Suppose there exists a compatible bimodule structure on On and the right multiplication is
as follows:
(0, . . . , 0, xi, 0, . . . , 0) · p = (fi1(p;xi), . . . , fin(p;xi)).
Then
(x1, . . . , xn) · p =
(∑
fi1(p;xi), . . . ,
∑
fin(p;xi)
)
.
Similar as before, fp, gp, hp, lp ∈ EndR(O) are real linear maps for all p ∈ O and also real linear on
p.
Step 1. [p, q, (x1, . . . , xn)] = [q, (x1, . . . , xn), p].
Let [p, q, (x1, . . . , xn)] = [q, (x1, . . . , xn), p], we obtain
[p, q, xj ] =
∑
fij(p; qxi)− qfij(p;xi), j = 1, . . . , n.
Let i0 ∈ {1, . . . , n}, set
xi =
{
x, i = i0
0, i 6= i0
,
then we obtain: {
fi0j(p; qx)− qfi0j(p;x) = 0, j 6= i0 (3.18)
fi0i0(p; qx)− qfi0i0(p;x) = [p, q, x], i0 ∈ {1, . . . , n} (3.19)
Since i0 is fixed arbitrarily, we conclude from equations (3.18) that fij(p;x) is O-homomorphism
when i 6= j. hence we can assume as before
fij(p;x) = rij(p)x, rij(p) ∈ R, i 6= j.
Equations (3.19) enable us to assume
fii(p;x) = xrii(p), rii(p) ∈ O.
Step 2. [p, q, (x1, . . . , xn)] = [(x1, . . . , xn), p, q].
Let [p, q, (x1, . . . , xn)] = [(x1, . . . , xn), p, q], we obtain
[p, q, xl] =
∑(
xirik(p)
)
rkl(q)−
∑
xiril(pq).
Let
xi =
{
x, i = l0
0, i 6= l0
,
then we obtain:  [p, q, x] =
∑(
xrl0k(p)
)
rkl0 (q)− xrl0l0(pq), l0 ∈ {1, . . . , n} (3.20)
0 =
∑(
xrl0k(p)
)
rkl(q)− xrl0l(pq), l 6= l0 (3.21)
Note that rij(p) ∈ R for any distinct indices i and j, hence equations (3.21) are equivalent to∑
rl0k(p)rkl(q)− rl0l(pq) = 0, l 6= l0 (3.22)
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Step 3. Claim: rjl(p) = 0 for all p ∈ O, j 6= l.
Suppose on the contrary, there exists p ∈ O, and j0 6= i0, such that ri0j0(p) 6= 0. Let l = j0 and
take imaginary part on both sides of equations (3.22), we obtain
Im
(
ri0i0(p)ri0j0(q) + ri0j0(p)rj0j0(q)
)
= 0,
thus
Im rj0j0(q) = −ri0j0(p)−1ri0j0(q)Im ri0i0(p).
Suppose ri0i0(p) ∈ CJ for some imaginary unit J , then we conclude that
rj0j0(q) ∈ CJ , ∀q ∈ O.
Replacing l0 with j0 and x with J in equations (3.20), we get
[p, q, J ] ∈ CJ , ∀p, q ∈ O.
Thus we have arrived at a contradiction.
Now equations (3.20) become
[p, q, x] =
(
xrll(p)
)
rll(q)− xrll(pq), l = 1, . . . , n.
As in the proof of Theorem 3.3 of the case n = 2, we can deduce rll = id for l = 1, . . . , n. This
completes the proof.
By similar argument, we can prove:
Theorem 3.8. There exist no bimodule structures on O
n ⊕Om when n > 0.
Proof. Suppose on the contrary there exists an O-bimodule structure on O
n ⊕ Om and the right
scalar multiplication is given by:
(x1, . . . , xn, xn+1, . . . , xn+m) · p =
(
N∑
i=1
fi1(p;xi), . . . ,
N∑
i=1
fin(p;xi)
)
,
where N = n+m.
Step 1. [p, q, (x1, . . . , xn, xn+1, . . . , xn+m)] = [q, (x1, . . . , xn, xn+1, . . . , xn+m), p].
We first compute [q, (x1, . . . , xN ), p].
[q, (x1, . . . , xN ), p] = (qx1, . . . , qxn, qxn+1, . . . , qxn+m) · p− q
(
N∑
i=1
fi1(p;xi), . . . ,
N∑
i=1
fin(p;xi)
)
=
(
n∑
i=1
fij(p; qxi)− qfij(p;xi) +
N∑
i=n+1
fij(p; qxi)− qfij(p;xi)
)n
j=1
+
(
n∑
i=1
fij(p; qxi)− qfij(p;xi) +
N∑
i=n+1
fij(p; qxi)− qfij(p;xi)
)N
j=n+1
,
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where (xj)
n
j=1 := (x1, . . . , xn, 0, . . . , 0) ∈ O
n ⊕Om, similar for (xj)Nj=n+1.
By the definition of O-bimodule, we have
[p, q, (x1, . . . , xn, xn+1, . . . , xn+m)] = [q, (x1, . . . , xn, xn+1, . . . , xn+m), p].
Fix j0 ∈ {1, . . . , N} and let
xi =
{
x, i = j0
0, i 6= j0
.
If j0 ∈ {1, . . . , n}, we obtain:
fj0j0(p; qx)− qfj0j0(p;x) = [p, q, x]O, j0 ∈ {1, . . . , n} (3.23)
fj0j(p; qx)− qfj0j(p;x) = 0, j0 6= j ∈ {1, . . . , n} (3.24)
fj0j(p; qx)− qfj0j(px) = 0, j ∈ {n+ 1, . . . , N} (3.25)
If j0 ∈ {n+ 1, . . . , N}, we obtain:
fj0j0(p; qx)− qfj0j0(p;x) = [p, q, x], j0 ∈ {n+ 1, . . . , N} (3.26)
fj0j(p; qx)− qfj0j(p;x) = 0, j ∈ {1, . . . , n} (3.27)
fj0j(p; qx)− qfj0j(p;x) = 0, j0 6= j ∈ {n+ 1, . . . , N} (3.28)
By Lemma 3.5 and equations (3.25) and (3.27), we conclude that fij = 0 for i ∈ {1, . . . , n},
j ∈ {n+ 1, . . . , N} or j ∈ {1, . . . , n}, i ∈ {n+ 1, . . . , N}; the same as before, we can assume
fj0j(p;x) = rj0j(p)x, rj0j(p) ∈ R
for j0, j ∈ {1, . . . , n}, j0 6= j and j0, j ∈ {n+ 1, . . . , N}, j0 6= j.
Step 2. [p, q, (x1, . . . , xn, xn+1, . . . , xn+m)] = [(x1, . . . , xn, xn+1, . . . , xn+m), p, q].
Now we compute [(x1, . . . , xN ), p, q].
[(x1, . . . , xN ), p, q] =
(
N∑
i=1
fij(p;xi)
)N
j=1
· q −
(
N∑
i=1
fij(pq;xi)
)N
j=1
=
(
N∑
k=1
fkj
(
q;
N∑
i=1
fik(p;xi)
)
−
N∑
i=1
fij(pq;xi)
)N
j=1
.
Similar as before, we have:
N∑
k=1
fkj0
(
q; fj0k(p;x)
)− fj0j0(pq;x) = [p, q, x]O, j0 ∈ {1, . . . , n} (3.29)
N∑
k=1
fkj0
(
q; fj0k(p;x)
)− fj0j0(pq;x) = [p, q, x], j0 ∈ {n+ 1, . . . , N} (3.30)
N∑
k=1
fkj
(
q; fj0k(p;x)
)− fj0j(pq;x) = 0, j 6= j0, j, j0 ∈ {1, . . . , N} (3.31)
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Note what we have just proved, we can rewrite equations (3.29) as follows:
n∑
k=1,k 6=j0
rkj0 (q)rj0k(p)x+ fj0j0
(
q; fj0j0(p;x)
) − fj0j0(pq;x) = [p, q, x]O j0 ∈ {1, . . . , n} (3.32)
Rewrite equations (3.31) as follows:
n∑
k=1,k 6=j0,k 6=j
rkj0 (q)rj0k(p)x+ fjj(q; rj0j(p)x) + rj0j(q)fj0j0(p;x) − rj0j(pq)x = 0 (3.33)
The equations (3.33) hold for j 6= j0, j, j0 ∈ {1, . . . , N}.
Step 3. rij(p) = 0 for all i 6= j in {1, . . . , n}.
Taking imaginary part on both sides of equations (3.33), we get
Im
(
rj0j(p)fjj(q;x) + rj0j(q)fj0j0(p;x)
)
= 0.
If there exists an octonion p ∈ O, and l0, l ∈ {1, . . . , n}, l0 6= l such that rl0l(p) 6= 0, let x = 1 and
fl0l0(p; 1) ∈ CJ , we then conclude as before
fll(q; 1) ∈ CJ , ∀q ∈ O.
However, repalcing j0 by l in equations (3.32), we conclude
[p, q, 1]
O
= [p, q] ∈ CJ , ∀p, q ∈ O.
Obviously this is impossible. Thus we have arrived at a contradiction. This shows rij(p) = 0 for
all i 6= j in {1, . . . , n}.
Step 4. For each j = 1, . . . , n, fjj(p;x) defines a bimodule structure on O.
Thanks to Step 3, equations (3.32) become
fj0j0
(
q; fj0j0(p;x)
) − fj0j0(pq;x) = [p, q, x]O, j0 ∈ {1, . . . , n}.
This imply that we get a right O-module sturcture on O with the right multiplication defined by
x ·j p := fjj(p;x) for each j = 1, . . . , n. Moreover, combining equations (3.23) and (3.32) yields an
O-bimodule structure on O, which contradicts the Lemma 3.6. This proves the theorem.
3.3 The structure of general O-bimodule
In this subsection, we are in a position to deal with the bimodule structure of general left O-modules.
We have shown that each left O-module has a “basis” in a previous paper [8], this loosely means
that each left O-module is a free module. In much the same way as finite dimensional case, we can
prove that a left O-moduleM admits a compatible bimodule structure if and only if M = OA (M).
Moreover, the bimodule structure is unique if it exists.
In view of identity (2.7), it holds [p, q, rx] = [p, q, r]x for any associative element x ∈ A (M).
We now give a similar formula for conjugate associative element. For conveniention, we define a
18
new associator, denoted by ⌊p, q, r⌋ := [p, q, r] + r[p, q]. Then by direct calculation, we have for any
conjugate associative element x ∈ A −(M):
[p, q, rx] = ⌊p, q, r⌋x. (3.34)
In fact, let x ∈ A −(M),
[p, q, rx] = (pq)(rx) − p(q(rx))
= (r(pq) − (rq)p)x
= (r[p, q]− [r, q, p])x
= ⌊p, q, r⌋x.
By the way, we can give an alternative derivation of the associator of O as follows:
[p, q, x]
O
= [p, q, xˆ·1]
O
= ⌊p, q, x⌋ˆ·1 = ⌊p, q, x⌋ = [p, q, x] + [p, q]x.
In particular, we get
[p, q, x]
O
= ⌊p, q, x⌋. (3.35)
Theorem 3.9. A left O-module M admits a compatible bimodule structure if and only if M =
OA (M).
Moreover, in this case, the right scalar multiplication on A (M) coincides with the left scalar
multiplication:
xp = px, ∀p ∈ O, ∀x ∈ A (M).
And this determines the right scalar multiplication on M .
We first prove a simple lemma which will be used later.
Lemma 3.10. Let f ∈ EndR(O). If it holds f(xq) = qf(x) for all q, x ∈ O, then f = 0.
Proof. This is a simple deformation of Lemma 3.5. We define g(x) := f(x), then we obtain:
g(px) = f(xp) = pf(x) = pg(x).
It thus follows from Lemma 3.5 that g = 0 and hence f = 0.
Proof of Theorem 3.9. Suppose M ∼= (⊕i∈Λ1O)
⊕
(⊕α∈Λ2O). Hence there is a canonical basis
{ǫi, ǫα}i∈Λ1,α∈Λ2 , such that ǫi ∈ A (M) and ǫα ∈ A −(M) for each i ∈ Λ1 and α ∈ Λ2. We assume
there exists an O-bimodule structure and for any x ∈ O, the right multiplication is supposed to be:
(xǫi) · p =
∑
j∈Λ1
fij(p;x)ǫj +
∑
β∈Λ2
fiβ(p;x)ǫβ ;
(xǫα) · p =
∑
j∈Λ1
fαj(p;x)ǫj +
∑
β∈Λ2
fαβ(p;x)ǫβ .
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Note that these sums here are all finite sums. Therefore,(∑
i∈Λ1
xiǫi +
∑
α∈Λ1
xαǫα
)
· p
=
∑
j∈Λ1
(∑
i∈Λ1
fij(p;xi) +
∑
α∈Λ2
fαj(p;xα)
)
ǫj +
∑
β∈Λ2
(∑
i∈Λ1
fiβ(p;xi) +
∑
α∈Λ2
fαβ(p;xα)
)
ǫβ.
Given m =
∑
i∈Λ1
xiǫi +
∑
α∈Λ1
xαǫα, we compute [q,m, p]. Note that ǫi ∈ A (M) and ǫα ∈
A −(M), which means for all p, q ∈ O, it holds
p(qǫi) = (pq)ǫi, p(qǫα) = (qp)ǫα
for every i ∈ Λ1 and α ∈ Λ2. Consequently,
[q,m, p] =
(
q
∑
i∈Λ1
xiǫi + q
∑
α∈Λ1
xαǫα
)
p− q
∑
j∈Λ1
(∑
i∈Λ1
fij(p;xi) +
∑
α∈Λ2
fαj(p;xα)
)
ǫj−
q
∑
β∈Λ2
(∑
i∈Λ1
fiβ(p;xi) +
∑
α∈Λ2
fαβ(p;xα)
)
ǫβ
=
∑
j∈Λ1
[ ∑
i∈Λ1
(
fij(p; qxi)− qfij(p;xi)
)
+
∑
α∈Λ2
(
fαj(p;xαq)− qfαj(p;xα)
)]
ǫj+
∑
β∈Λ2
[ ∑
i∈Λ1
(
fiβ(p; qxi)− fiβ(p;xi)q
)
+
∑
α∈Λ2
(
fαβ(p;xαq)− fαβ(p;xα)q
)]
ǫβ.
As before, we obtain:
fjj(p; qx)− qfjj(p;x) = [p, q, xj ], j ∈ Λ1 (3.36)
fij′ (p; qx)− qfjj′ (p;x) = 0, j 6= j′, j, j′ ∈ Λ1 (3.37)
fjβ(p; qx)− fjβ(p;x)q = 0, j ∈ Λ1, β ∈ Λ2 (3.38)
fββ(p;xq) − fββ(p;x)q = ⌊p, q, x⌋, β ∈ Λ2 (3.39)
fββ′(p;xq)− fββ′(p;x)q = 0, β 6= β′, β, β′ ∈ Λ2 (3.40)
fβj(p;xq)− qfβj(p;x) = 0, j ∈ Λ1, β ∈ Λ2 (3.41)
where x is an arbitrary octonion.
Thanks to Lemma 3.10, we deduce from the equations (3.38) and (3.41) that fjβ = fβj = 0
for all j ∈ Λ1, β ∈ Λ2 as before. What seems slightly different from before is the equations (3.39).
However, if we define
gββ(p;x) = fββ(p;x),
we then have:
gββ(p; qx)− qgββ(p;x) = fββ(p;xq)− qfββ(p;x)
= fββ(p;xq)− fββ(p;x)q
= ⌊p, q, x⌋
= [p, q, x]
O
.
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Where we have used the equality (3.35) in the last line. The rest proof runs completely in the same
manner as in Theorem 3.7 and Theorem 3.8.
3.4 Some consequences
Let M be an O-bimodule and define the communicating center of M
Z (M) := {x ∈M | px = xp, for all p ∈ O}.
Then it turns out that the communicating center is exactly the set A (M).
Proposition 3.11. Let M be an O-bimodule. Then A (M) = Z (M).
Proof. Let x ∈ Z (M), then for any p, q ∈ O, we have
[p, q, x] = (pq)x− p(qx)
= x(pq)− p(xq)
= (xp)q − [x, p, q]− p(xq)
= (px)q − p(xq) − [p, q, x]
= −2[p, q, x].
Thus [p, q, x] = 0 for any p, q ∈ O and hence x ∈ A (M). On the other hand, if x ∈ A (M), we
clearly have x ∈ Z (M) in view of Theorem 3.9. This proves the proposition.
In order to avoid any confusion, we use the prefixes l- and r- to indicate that the modulle under
consideration is a left or right module. For example, let M and M ′ be two O-bimodules, we use
l-HomO(M,M
′) to denote the set of all left homomorphisms over O-bimodules M and M ′, similar
notation r-HomO(M,M
′) for right homomorphisms, and use HomO(M,M
′) to denote the set of
bihomomorphisms:
HomO(M,M
′) := {f ∈ HomR(M,M ′) | f(px) = pf(x), f(xp) = f(x)p, for all x ∈M,p ∈ O}.
That is,
HomO(M,M
′) = l-HomO(M,M
′) ∩ r-HomO(M,M ′).
It turns out that the three sets above are all the same in bimodule case.
Proposition 3.12. Suppose M and M ′ are two O-bimodules. Then
l-HomO(M,M
′) = r-HomO(M,M
′) = HomO(M,M
′) (3.42)
Proof. Let f ∈ l-HomO(M,M ′). For any x ∈ A (M), in view of Theorem 3.9, we deduce
f(xp) = f(px) = pf(x),
Since x ∈ A (M), we conclude that f(x) ∈ A (M ′) and hence pf(x) = f(x)p, namely,
f(xp) = f(x)p, for all x ∈ A (M). (⋆)
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Now for arbitrary x ∈ M , suppose {xj}j∈Λ ⊆ A (M) is a basis of M , then we can write x =∑n
i=1 rixi, where ri ∈ O, i = 1, . . . , n. It follows that
f(xp) =
n∑
i=1
f(xi(rip)) since xi ∈ A (M)
(⋆)
===
n∑
i=1
f(xi)(rip)
=
n∑
i=1
(f(xi)ri)p since f(xi) ∈ A (M)
(⋆)
=== f(x)p.
This means that f ∈ r-HomO(M,M ′) and thus f ∈ HomO(M,M ′) as desired. Therefore, we obtain
that l-HomO(M,M
′) = HomO(M,M
′), similarly, it also holds r-HomO(M,M
′) = HomO(M,M
′).
This completes the proof.
Remark 3.13. Proposition 3.12 shows there is no difference between left O-homomorphisms and
O-bihomomorphisms when M is an bimodule. Therefore it is no need to consider them separately
as in [10]. What’s more, this proposition actually shows that if M and M ′ are two O-bimodules
such that they are isomorphic as left O-modules, then they are isomorphic as O-bimodules.
4 The real part of O-bimodules
In this section, we shall introduce the structure of real part on O-bimodules in a similar way as in
quaternion case [12]. It turns out the category of O-bimodules is also isomorphic to the category
of R-vector spaces.
Let M be an O-bimodule. For any given x ∈ M , since M = OA (M), then for any m ∈ M , we
can write
m =
n∑
i=1
rixi,
for some ri ∈ O and some xi ∈ A (M). Let ri = ri0 +
∑
rijej , rij ∈ R for j = 0, . . . , 7 and
i = 1, . . . , n. Hence the above equality can be rewritten as
m = m0 +
7∑
i=1
eimi,
for some associative elements mj ∈ A (M), j = 0, 1, . . . , 7.
Lemma 4.1. Let M be an O-bimodule. Then we have the following equations:
4[ei, x] =
∑
j,k
ǫijk[ej, ek, x], i = 1, . . . , 7. (4.1)
Proof. For any given x ∈M , let
x = x0 +
∑
eixi, where xj ∈ A (M), j = 0, 1, . . . , 7.
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We first compute
∑
j,k ǫijk[ej , ek, x]. Using Einstein summation convention,∑
j,k
ǫijk[ej , ek, x] = ǫijk[ej , ek, emxm]
= ǫijk[ej , ek, em]xm
(2.2)
===== 2ǫijkǫikmnenxm
(2.4)
===== 8ǫimnenxm.
Whereas
4[ei, x] = 4[ei, emxm]
= 4 ((eiem)xm − em(xmei)) xm ∈ A (M)
= 4 (eiem − emei) xm xm ∈ Z (M)
= 4(ǫimnen − ǫminen)xm
= 8ǫimnenxm.
This proves the equations (4.1) as desired.
Corollary 4.2. Let M be an O-bimodule. Then the right multiplication is uniquely determined by
its left module structure. More precisely, for any x ∈M , the right multiplication is given by
xei = eix− 1
4
∑
j,k
ǫijk[ej, ek, x], i = 1, . . . , 7.
Remark 4.3. This lemma gives a new proof of the fact that A (M) ⊆ Z (M).
We wish to define a real part structure on O-bimodule M , which plays a role of the real number
in O. Recall in the quaternion setting, Ng gives a structure of real part on a quaternion bimodule
X as follows ([12]):
Re x =
1
4
∑
e∈B
exe (x ∈ X).
Where B := {1, i, j, k} is a basis of the quaternions H.
In the octonion case, it turns out that there is a real part structure on O-bimodules as well. We
define the real part for an arbitrary bimodule M as follows:
Re x :=
5
12
x− 1
12
7∑
i=1
eixei (x ∈M).
The operator Re :M →M is called the real part structure ofM , and we call an element m ∈M
real if m ∈ ReM . Combining the equations (4.1), we conclude that Re x = x+ 1
48
ǫijkei[ej , ek, x].
It turns out that the subset of all real elements coincides with the subset A (M) of associative
elements.
Theorem 4.4. If M is an O-bimodule, then for all x ∈M , the following hold:
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(i). Re 2x = Re x.
(ii). x = Re x−∑ eiRe (eix).
(iii). ReM = Z (M) = A (M).
(iv). For all x ∈ ReM , p ∈ O, we have Re (px) = (Re p)x.
(v). M = ReM ⊕⊕7i=1 eiReM .
Proof. We prove assertion (i). The proof is straightforward.
Re 2x = Re (
5
12
x− 1
12
∑
eixei)
=
5
12
(
5
12
x− 1
12
eixei)− 1
12
ej(
5
12
x− 1
12
eixei)ej
=
52
122
x− 10
122
eixei +
1
122
ej(eixei)ej .
Using Moufang identities, we obtain
ej(eixei)ej =
((
(ejei)x
)
ei
)
ej
=
((
(ǫjikek − δji)x
)
ei
)
ej
=
(
(ǫjikek − δji)x
)
(eiej) + [(ǫjikek − δji)x, ei, ej ]
= (ǫjikekx− δjix)(ǫijmem − δji) + ǫjik[ekx, ei, ej]
= −6δkm(ekx)em + 7x+ ǫjik[ei, ej , ekx]
where we have used identity (2.3) in the last line. Note that
ǫjik[ekx, ei, ej ] = ǫjik[ei, ej, ekx]
= ǫjik([ei, ej, ek]x+ ei[ej , ek, x]− [eiej , ek, x] + [ei, ejek, x]) by identity (2.7)
= ǫjik(2ǫijkmemx+ ei[ej, ek, x]− ǫijm[em, ek, x] + ǫjkm[ei, em, x])
= ǫjikei[ej, ek, x] note that ǫjikǫijkm = 0
= −4ei[ei, x]
=
7∑
i=1
−4ei(eix− xei)
= 28x+ 4eixei,
where we have used the equations (4.1). Hence
Re 2x =
52
122
x− 10
122
eixei +
1
122
(−6δkm(ekx)em + 7x+ 28x+ 4eixei)
=
5
12
x− 1
12
∑
eixei
= Re x.
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This proves assertion (i).
We prove assertion (ii). First using Moufang identities again, we get
ej(eix)ej = (ejei)(xej) = ǫjikek(xej)− xei.
Hence
Re (eix) =
5
12
eix− 1
12
ej(eix)ej
=
5
12
eix− 1
12
(ǫjikek(xej)− xei)
and
Re x−
∑
eiRe (eix) =
5
12
x− 1
12
∑
eixei − ei
( 5
12
eix− 1
12
(ǫjikek(xej)− xei)
)
=
40
12
x− 2
12
eixei +
1
12
ǫjikei
(
ek(xej)
)
Similar as above,
ǫjikei
(
ek(xej)
)
= ǫjik
(
(eiek)(xej)− [ei, ek, xej ]
)
= ǫjik
(
(ǫikmem − δik)(xej)− [xej , ei, ek]
)
= 6δjmem(xej)− ǫjik[x, ej , ei]ek
= 6eixei − 4[ek, x]ek
= 2eixei − 28x.
Hence
Re x−
∑
eiRe (eix) = x.
We prove assertion (iii).
Re x ∈ Z (M) ⇐⇒ ejRe x = (Re x)ej , j = 1, . . . , 7
⇐⇒ 5
12
[ej , x] =
1
12
((eixei)ej − ej(eixei)) , j = 1, . . . , 7
⇐⇒ 5
12
[ej , x] =
1
12
(ei(x(eiej))− ((ejei)x)ei) , j = 1, . . . , 7
⇐⇒ 4[ej , x] =
∑
i,k
ǫjik[ei, ek, x], j = 1, . . . , 7.
Then it follows from Lemma 4.1 that ReM ⊆ Z (M). On the other hand, for any x ∈ Z (M),
Re x = 512x − 112
∑
eixei = x and thus Z (M) ⊆ ReM . Hence ReM = Z (M) = A (M). This
proves assertion (iii).
We prove assertion (iv). Note that ReM = A (M) and Re x = x +
1
48
ǫijkei[ej , ek, x], we
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conclude for every x ∈ ReM , m = 1, . . . , 7,
Re (emx) = emx+
1
48
ǫijkei[ej , ek, em]x
= emx+
1
48
ǫijk · 2ǫjkmn(ǫinlel − δin)x
= emx+
1
6
ǫmniǫinlelx
= emx− 1
6
· 6δmlelx
= 0
where we have used identities (2.3) and (2.4). This proves assertion (iv).
Assertion (v) follows from assertion (ii) and assertion (iv) directly.
An immediate consequence is a concrete form of the subset of associative elements, which only
depends on the left multiplication.
Corollary 4.5. Let M be an O-bimodule, then we have
A (M) =
{
x+
1
48
ǫijkei[ej , ek, x]
∣∣∣∣ x ∈M} .
For any given m ∈M , it follows from the above theorem that there exsits a unique decomposi-
tion:
m = m0 +
∑
eimi,
where mj = Re (eix) ∈ A (M), for all j = 0, 1, . . . , 7. We call m0 = Rem the real part of m.
ReM is the unique real vector space (up to isomorphism) whose octonionization, ReM ⊗ O, is
isomorphic to M as O-bimodule. We can show that the properties of this real part structure are
almost the same with that in octonion. We assemble some elementary properties now.
Proposition 4.6. Let M be an O-bimodule. Then for all p, q ∈ O, for all x ∈M , we have
(i). Re [p, q, x] = 0;
(ii). Re [p, x] = 0;
(iii). Re (pq)x = Re (qx)p = Re x(pq).
Proof. Suppose x = x0 +
∑
eixi, xj ∈ ReM for j = 0, 1, . . . , 7. Then in view of identity (2.7) and
assertion (iv) in Theorem 4.4, we obtain
Re [p, q, x] = Re [p, q,
7∑
0
eixi] =
7∑
0
Re ([p, q, ei]xi) =
7∑
0
(Re [p, q, ei])xi = 0.
This proves assertion (i). Assertion (ii) follows from the assertion (i) that we just proved and
Lemma 4.1. We prove assertion (iii). Thanks to assertion (ii), we get
Re (pq)x = Re (pq)x− Re [pq, x] = Re x(pq),
and
Re (pq)x = Re (pq)x− Re [p, q, x] = Re p(qx) = Re (qx)p.
This proves the proposition.
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Similar as in quaternion case ([12]), we can prove the following lemma. The proof is much the
same and is omitted here.
Lemma 4.7. LetX and Y be two O-bimodules. If f ∈ HomO(X,Y ), then f |Re (X) ∈ HomR
(
ReX,Re Y
)
.
This induces an R-linear isomorphism Ψ from HomO(X,Y ) onto HomR
(
ReX,Re Y
)
.
In exactly the same way as quaternion case, it holds:
Theorem 4.8. The category of O-bimodules is isomorphic to the category of R-vector spaces.
Remark 4.9. The notion of real part on an O-bimodule will play a crucial role in the development
of octonionic functional analysis. We hope to indicate some of these applications in subsequent
papers.
5 Submodules generated by one element
The submodule 〈m〉
O
generated by one point will be very different from the classical case. As is
known that Om is not always a submodule and the submodule generated by one element may be the
whole module [4]. We introduce the notion of cyclic element and cyclic decomposition to describe
this phenomenon.
5.1 Cyclic elements
Let M be a left O-module only in this subsection. We collect some basic properties and lemmas
first.
Definition 5.1. An element m ∈M is said to be cyclic if 〈m〉
O
= Om. Denote by C (M) the set
of all cyclic elements in M .
The following lemma is crucial to set up the structure of C (M).
Lemma 5.2. Let x be any given nonzero element in M . Then
x ∈ C (M) ⇐⇒ dimR 〈x〉O = 8 ⇐⇒ 〈x〉O ∼= O or O.
Proof. Let x ∈ C (M), then 〈x〉
O
= Ox and hence dimR 〈x〉O 6 8. On the other hand, since 〈x〉O is
a nonzero O-module of finite dimension, thus dimR 〈x〉O > 8, therefore dimR 〈x〉O = 8, this means
〈x〉
O
is a simple O-module and hence 〈x〉
O
∼= O or O. Suppose 〈x〉O ∼= O or O. Assume 〈x〉O ∼= O
first. Let ϕ denote an isomorphism: ϕ : 〈x〉
O
→ O. For any m ∈ 〈x〉
O
, suppose ϕ(x) = p, ϕ(m) = q.
Then
ϕ(m) = q = qp−1p = qp−1ϕ(x) = ϕ((qp−1)x),
according to that ϕ is isomorphism, we get m = (qp−1)x, hence 〈x〉
O
= Ox which means x ∈ C (M).
If 〈x〉
O
∼= O, still let ϕ denote the isomorphism: 〈x〉O → O. For any m ∈ 〈x〉O, suppose ϕ(x) =
p, ϕ(m) = q. Then
ϕ(m) = q = (qp−1)ˆ·p = (qp−1)ˆ·ϕ(x) = ϕ((qp−1)x),
then we get m = (qp−1)x, hence x ∈ C (M).
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According to the above lemma, we define
C
+(M) := {x ∈ C (M) | 〈x〉
O
∼= O} ∪ {0},
C
−(M) := {x ∈ C (M) | 〈x〉
O
∼= O} ∪ {0}.
Therefore C (M) = C+(M) ∪ C−(M). We shall show that all the cyclic elements are determined
by the associative subset A (M) and the conjugate associative subset A −(M).
Theorem 5.3. Let M be a left O-module, then:
(i). C+(M) =
⋃
p∈O p ·A (M);
(ii). C−(M) =
⋃
p∈O p ·A −(M).
Proof. We prove assertion (i). We first show
⋃
p∈O p · A (M) ⊆ C+(M). Given any x ∈ A (M).
Without loss of generality we can assume x 6= 0. Define a map φ : 〈x〉
O
→ O such that φ(px) = p
for p ∈ O. This is a homomorphism in HomO(〈x〉O ,O), since
φ(q(px)) = φ((qp)x) = qp = qφ(px).
Thus 〈x〉
O
∼= O. This proves x ∈ C+(M). Because px ∈ 〈x〉O and x = p−1(px) ∈ 〈px〉O for p 6= 0,
that is, 〈x〉
O
= 〈px〉
O
whenever p 6= 0. This implies ⋃p∈O p ·A (M) ⊆ C+(M). On the contary, let
0 6= x ∈ C+(M), hence there is an isomorphism φ ∈ HomO(O, 〈x〉O). Suppose φ(1) = y ∈ 〈x〉O,
since φ is an isomorphism, choose 0 6= r ∈ O such that y = rx. Note that [p, q, y] = φ[p, q, 1] = 0
for all p, q ∈ O, we thus get y = φ(1) ∈ A (〈x〉
O
) ⊆ A (M), and hence x = r−1y ∈ ⋃p∈O p ·A (M).
This proves assertion (i). Similarly we can prove assertion (ii).
The following lemma will be useful later. The proof can be found in [8].
Lemma 5.4. Let {xi}ni=1 be an R-linearly independent set of associative elements of M , then
{xi}ni=1 is also O-linearly independent. Further if y =
∑n
i=1 rixi ∈ A (M), then ri ∈ R for each i ∈
{1, . . . , n}.
5.2 The cyclic decomposition
In this subsction, we will introduce a notion of cyclic decomposition. With the help of this
concept, we will formulate the structure of the submodule generated by one element. Let M be
an O-bimodule throughout this subsection. It follows from Theorem 3.9 and Theorem 5.3 that
M = SpanRC (M).
For any nonzero element m ∈ C (M), Theorem assures that 5.3 that there exists an octonion
p ∈ O such that m = pxm for some associative element xm ∈ A (M). Such an octonion p is called
a characteristic value of m and the real vector xm is called a characteristic vector of m.
If we have another p′ ∈ O and x′ ∈ A (M), such that m = p′x′. Note that m 6= 0, we thus
obtain
xm = p
−1(p′x′) = (p−1p′)x′.
Thanks to Lemma 5.4, we conclude p−1p′ ∈ R. That is, viewed O as the real vector space R8, the
vectors p and p′ are parallel. This induces a map
σ : C (M)→ RP 8 m 7→ [p].
28
Definition 5.5. Let m ∈M be any given element. Let m =∑ni=1mi =∑ni=1 rixi be a decomposi-
tion of cyclic elements, where {xi}ni=1 and {ri}ni=1 are the collection of corresponding characteristic
vectors and corresponding characteristic values respectively. Then it is called a cyclic decompo-
sition of m if it satisfies:
(i). {xi}ni=1 is R-linearly independent;
(ii). {ri}ni=1 is R-linearly independent in O.
The following lemma guarantees the existence of cyclic decomposition.
Lemma 5.6. Each element in an O-bimodule has a cyclic decomposition.
Proof. The proof will be divided into three steps. Let m be any given element in M .
Step 1. There is a collection {mi}ni=1 ⊆ C (M), such that m =
∑n
i=1mi.
This follows from the fact that M = SpanRC (M).
Step 2. We can assume the collection of corresponding characteristic vectors {xi}ni=1 is R-linearly
independent.
By Step 1, we can assume m =
∑n
i=1mi, and mi = rixi for i = 1, . . . , n. Suppose that {xi}ni=1
is R-linearly dependent. Without loss of generality we can assume
n−1∑
i=1
tixi = xn, ti ∈ R for i = 1, . . . , n− 1.
Set
r′i = ri + tirn, x
′
i = xi, m
′
i = r
′
ix
′
i, for i = 1, . . . , n− 1.
Obviously m′i ∈ C (M) with corresponding characteristic vectors x′i and characteristic values r′i. It
is easy to verify that
n−1∑
i=1
m′i =
n−1∑
i=1
(ri + tirn)xi =
n−1∑
i=1
rixi +
n−1∑
i=1
tirnxi =
n∑
i=1
mi = m.
Note that {x′i}n−1i=1 is a subset of {xi}ni=1 and hence we can preceed in this way until the collection
of corresponding characteristic vectors turns into an R-linearly independent set.
Step 3. We can assume the collection of corresponding characteristic values {ri}ni=1 is R-linearly
independent.
By Step 2, we can assume m =
∑n
i=1mi, mi = rixi for i = 1, . . . , n, and {xi}ni=1 is R-linearly
independent. Suppose that {ri}ni=1 is R-linearly dependent. Without loss of generality we can
assume
n−1∑
i=1
tiri = rn, ti ∈ R for i = 1, . . . , n− 1.
Set
x′i = xi + tixn, r
′
i = ri, m
′
i = r
′
ix
′
i, for i = 1, . . . , n− 1.
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Obviously m′i ∈ C (M) with corresponding characteristic vectors x′i and characteristic values r′i. It
is easy to verify that
n−1∑
i=1
m′i =
n−1∑
i=1
ri(xi + tixn) =
n−1∑
i=1
rixi +
n−1∑
i=1
tirixn =
n∑
i=1
mi = m.
We claim {x′i}n−1i=1 is also an R-linearly independent set. Indeed, let
∑n−1
i=1 six
′
i = 0 for some
si ∈ R, i = 1, . . . , n− 1. Then we obtain
0 =
n−1∑
i=1
si(xi + tixn) =
n−1∑
i=1
sixi + (
n−1∑
i=1
siti)xn,
it then follows from the R-linear independence of {xi}ni=1 that si = 0 for each i = 1, . . . , n − 1.
This shows that the collection {x′i}n−1i=1 is R-linear independent. Note that {r′i}n−1i=1 is a subset of
{ri}ni=1 and hence we can preceed in this way until the collection of corresponding characteristic
values turns into an R-linearly independent set.
Lemma 5.7. Let mi ∈ C (M) and xi be the characteristic vectors of mi for i = 1, 2. Then the
following hold:
(i). if {x1, x2} is R-linearly dependent, then m1 +m2 ∈ C (M);
(ii). if {x1, x2} is R-linearly independent, then m1 +m2 ∈ C (M) ⇐⇒ σ(m1) = σ(m2);
(iii). if {x1, x2} is R-linearly independent and σ(m1) 6= σ(m2), then 〈m1 +m2〉O = Om1 ⊕Om2.
Proof. Suppose that mi = rixi for i = 1, 2.
We prove assertion (i). We can assume x1 = rx2 for some r ∈ R by hypothsis, then m1 +m2 =
(r1r + r2)x2 ∈
⋃
p∈O p ·A (M). Then the conclusion follows by Theorem 5.3.
We prove assertion (ii). Clearly both m1,m2 are nonzereo element by hypothesis. If σ(m1) =
σ(m2), we can assume r1 = rr2 for some r ∈ R. Hence
m1 +m2 = rr2x1 + r2x2 = r2(rx1 + x2) ∈
⋃
p∈O
p ·A (M).
This shows that m1+m2 ∈ C (M). Now suppose m1+m2 ∈ C (M). Then we can choose 0 6= p ∈ O
such that m1 +m2 = px for some x ∈ A (M). It follows that
x = (p−1r1)x1 + (p
−1r2)x2,
in view of Lemma 5.4, we conclude p−1r1 ∈ R, p−1r2 ∈ R, which implies σ(m1) = σ(m2).
We prove assertion (iii). Thanks to assertion (ii) that we have just proved, we deduce
dimR(〈m1 +m2〉O) > 8.
However 〈m1 +m2〉O is a submodule included by Om1 ⊕Om2, which yields
dimR(〈m1 +m2〉O) 6 16.
This forces 〈m1 +m2〉O = Om1 ⊕Om2.
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Now we can describe the structure of these submodules generated by one element.
Theorem 5.8. Let m be an arbitrary element of an O-bimodule M . Then
〈m〉
O
=
n⊕
i=1
Omi,
where {mi}ni=1 ⊆ C (M) is an arbitrary cyclic decomposition of m.
Remark 5.9. In particular, the length n of a cyclic decomposition {mi}ni=1 is an invariant of m,
just called the length of m, and denoted by lm. It then follows that 〈m〉O ∼= Olm . Clearly the number
of R-linearly independent vectors in O is at most 8, hence for any element m of an O-bimodule M ,
we infer that dimR(〈m〉O) 6 64. In terms of the concept of length, we have only 8 kinds of elements
in an O-bimodule.
Proof of Theorem 5.8. We prove this in six steps. Throughout the proof, let {mi}ni=1 be an arbitrary
cyclic decomposition of m with correspoding characteristic vectors xi and characteristic values ri
for i = 1, . . . , n. One direction is obvious, it remains to show that Omi ⊂ 〈m〉O for each i. Note
that the theorem holds for n = 1 trivially and has been proved for n = 2 in Lemma 5.7.
Step 1. We can assume r1 = 1.
If not, replacing m with r−11 m and letting r
′
i = r
−1
1 ri, x
′
i = xi,m
′
i = r
′
ix
′
i, then neither the
hypothesis nor the conclusion is affected since 〈m〉
O
=
〈
r−11 m
〉
O
.
Step 2. We can assume ri ∈ Im(O) for i = 2, . . . , n.
In fact, let ri = ri0 +
∑
rijej , where rij ∈ R for j = 0, 1, . . . , 7. Set
m′1 =
n∑
i=1
ri0xi; m
′
i = (ri − ri0)xi, r′i = ri − ri0, i = 2, . . . , n.
Clearly r′i ∈ Im(O) for i = 2, . . . , n. We next show that {m′i}ni=1 be another cyclic decomposition
of m. Note that we have assumed that r1 = 1 from Step 1, we hence conclude that
n∑
i=1
m′i =
n∑
i=1
ri0xi +
n∑
i=2
(ri − ri0)xi = m.
Let
∑n
i=1 tir
′
i = 0 for some ti ∈ R. That is,
0 = t1 +
n∑
i=2
ti(ri − ri0) = (t1 −
n∑
i=2
tiri0)r1 +
n∑
i=2
tiri.
It follows from the linear independence of {ri}ni=1 that ti = 0 for i = 1, . . . , n. Hence {r′i}ni=1 is
R-linearly independent. So {m′i}ni=1 is another cyclic decomposition of m with ri ∈ Im(O) for
i = 2, . . . , n. Moreover, it is easy to verify that
n⊕
i=1
Omi =
⊕
Om′i.
This means it does not affect the conclusion as well.
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Step 3. We prove the case n = 3.
Let α be any element orthogonal to the associative subspace
Λ(r2, r3) = {x ∈ Im(O) | [r2, r3, x] = 0}.
Then
[r2, α,m] = [r2, α, r3]x3 ∈ 〈m〉O .
Since [r2, α, r3] 6= 0, we conclude that Ox3 ⊆ 〈m〉O and hence r3x3 ∈ 〈m〉O, this yields r1x1+r2x2 ∈
〈m〉
O
and it then follows from Lemma 5.7, i.e., the case n = 2.
Step 4. We prove the case n = 4.
• If r4 ∈ Λ(r2, r3).
According to r2, r3, r4 ∈ Λ(r2, r3) and noting the dimension of associative subspaces are all 3,
we conclude Λ(r2, r4) = Λ(r2, r3) = Λ(r3, r4). Choose α ∈ Λ(r2, r3)⊥ again, then
[r2, α,m] = [r2, α, r3]x3 + [r2, α, r4]x4 ∈ 〈m〉O .
Let t1[r2, α, r3] + t2[r2, α, r4] = [r2, α, t1r3 + t2r4] = 0. If t1r3 + t2r4 6= 0, it follows from the
linear independence of {ri}4i=2, we know {r2, t1r3+ t2r4} is R-linearly independent and hence
we conclude
α ∈ Λ(r2, t1r3 + t2r4) = Λ(r2, r3).
This is a contradiction and hence t1r3 + t2r4 = 0. This immediately implies t1 = t2 = 0,
which means {[r2, α, r3], [r2, α, r4]} is R-linearly independent. It then turns to the case n = 2.
• If r4 /∈ Λ(r2, r3).
It follows that [r2, r3,m] = [r2, r3, r4]x4 ∈ 〈m〉O and then turns to the case n = 3.
Step 5. We prove the case n = 5.
Obviously, it is impossible that both r4, r5 are in Λ(r2, r3) since orthewise the dimension of
Λ(r2, r3) will exceed 3.
• If r4 ∈ Λ(r2, r3).
We must have r5 /∈ Λ(r2, r3), since [r2, r3,m] = [r2, r3, r5]x5 ∈ 〈m〉O , we deduce r5x5 ∈ 〈m〉O.
It then follows from the case n = 4.
• The case r5 ∈ Λ(r2, r3) is similar.
• If r4, r5 /∈ Λ(r2, r3).
We have [r2, r3,m] = [r2, r3, r4]x4 + [r2, r3, r5]x5 ∈ 〈m〉O. Let r′i = [r2, r3, ri] for i = 4, 5. If
{r′4, r′5} is R-linearly independent, then by the case of n = 2, we conclude Ox4⊕Ox5 ⊆ 〈m〉O
and then by the case n = 3, we deduce
⊕5
i=1Oxi ⊆ 〈m〉O. Suppose {r′4, r′5} is R-linearly
dependent. Without loss of generality we can assume r′5 = tr
′
4 for some 0 6= t ∈ R. Thus
r′4(x4 + tx5) ∈ 〈m〉O, this implies r4(x4 + tx5) ∈ 〈m〉O. It follows that
3∑
i=1
rixi + (r5 − tr4)x5 ∈ 〈m〉O .
Clearly {r1, r2, r3, r5− tr4} is also R-linearly independent, hence this turns to the case n = 4.
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Step 6. We prove for n > 5.
Suppose there is an associative subspace spaned by {rik}3k=1 for some ik ∈ {2, . . . , n}, we simply
assume Λ = SpanR(r2, r3, r4) is an associative space. We claim that {[r2, r3, ri]}ni=5 is R-linearly
independent. Indeed, since Im(O) = Λ⊕ Λ⊥, we have ,
ri = αi + βi, αi ∈ Λ, βi ∈ Λ⊥,
for each i ∈ {5, . . . , n}. Suppose∑ni=5 ti[r2, r3, ri] = 0 for some ti ∈ R, i = 5, . . . , n. Hence we obtain
[r2, r3,
∑n
i=5 tiβi] = 0, which implies
∑n
i=5 tiβi ∈ Λ∩Λ⊥, and thus
∑n
i=5 tiβi =
∑n
i=5 ti(ri−αi) = 0.
Let αi = ti2r2 + ti3r3 + ti4r4, we conclude
n∑
i=5
tiri −
n∑
i=5
ti(ti2r2 + ti3r3 + ti4r4) = 0.
In view of the linear independence of {ri}ni=2, we deduce that ti = 0 for i = 5, . . . , n and hence
{[r2, r3, ri]}ni=5 is R-linearly independent as desired. By above claim, we can deduce
n⊕
i=5
Oxi ⊆ 〈m〉O .
Then the rest of the proof runs as before.
Now suppose every subspace spaned by {rik}3k=1 is not associative. Denote r′i = [r2, r3, ri] and
hence r′i 6= 0 for i = 4, . . . , n. It follows that
∑n
i=4 r
′
ixi ∈ 〈m〉O .
• If {r′i}ni=4 is R-linearly independent.
It follows from the case n − 3 that ⊕ni=4Oxi ⊂ 〈m〉O, and hence ∑ni=4 rixi ∈ 〈m〉O which
implies
∑3
i=1 rixi ∈ 〈m〉O. Therefore
⊕n
i=1Oxi ⊂ 〈m〉O.
• If {r′i}ni=4 is R-linearly dependent.
Without loss of generality we can assume
r′n =
n−1∑
i=4
tir
′
i, ti ∈ R for each i.
Let x′i = xi + tixn. Clearly {x′i}n−1i=4 is R-linearly independent and
n∑
i=4
r′ixi =
n−1∑
i=4
r′ixi +
n−1∑
i=4
tir
′
ixn =
n−1∑
i=4
r′ix
′
i ∈ 〈m〉O .
⋆ If {r′i}n−1i=4 is R-linearly independent.
It follows from the case n− 4 that ⊕n−1i=4 Ox′i ⊂ 〈m〉O, and hence
n−1∑
i=4
rix
′
i =
n−1∑
i=4
rixi +
(
n−1∑
i=4
riti
)
xn ∈ 〈m〉O .
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Then
m−
n−1∑
i=4
rix
′
i =
3∑
i=1
rixi +
(
rn −
n−1∑
i=4
riti
)
xn ∈ 〈m〉O .
It is easy to see that {r1, r2, r3, rn −
∑n−1
i=4 riti} is R-linearly independent, according to
the case n = 4, we infer that rnxn ∈ 〈m〉O and then reduces to the case n− 1.
⋆ If {r′i}n−1i=4 is R-linearly dependent.
Without loss of generality we can assume
r′n−1 =
n−2∑
i=4
sir
′
i, si ∈ R for each i.
Let x′′i = x
′
i + six
′
n−1. Clearly {x′′i }n−2i=4 is R-linearly independent and
n−1∑
i=4
r′ix
′
i =
n−2∑
i=4
r′ix
′
i +
n−2∑
i=4
sir
′
ix
′
n−1 =
n−2∑
i=4
r′ix
′′
i ∈ 〈m〉O .
* If {r′i}n−2i=4 is R-linearly independent.
It follows from the case n− 5 that ⊕n−2i=4 Ox′′i ⊂ 〈m〉O, and hence
n−2∑
i=4
rix
′′
i =
n−2∑
i=4
rixi +
(
n−2∑
i=4
risi
)
xn−1 +
(
n−2∑
i=4
riti + risitn−1
)
xn ∈ 〈m〉O .
Then
m−
n−2∑
i=4
rix
′′
i =
3∑
i=1
rixi+
(
rn−1 −
n−2∑
i=4
risi
)
xn−1+
(
rn −
n−2∑
i=4
(riti + risitn−1)
)
xn ∈ 〈m〉O .
It is easy to see that {r1, r2, r3, rn−1 −
∑n−2
i=4 risi, rn −
∑n−2
i=4 (riti + risitn−1)} is
R-linearly independent, it follows from the case n = 5 that rnxn ∈ 〈m〉O and then
reduces to the case n− 1. Note that we have already proved the case n = 6.
* If {r′i}n−2i=4 is R-linearly dependent.
Apply the argument similar to above twice, we can obtain an R-linearly independent
subset of {r′i}ni=4 since r′i 6= 0 for each i. Thus it can always reduce to the preceding
case.
This proves the theorem.
Example 5.10. Let M = O3. Let m = (e1, e2, e1+e2), then m = e1(1, 0, 1)+e2(0, 1, 1) and clearly
this is a cyclic decomposition of m, hence 〈m〉
O
= O(1, 0, 1)⊕O(0, 1, 1). Consider the example in [4],
let m = (e1, e2, e3), then m = e1(1, 0, 0) + e2(0, 1, 0) + e3(0, 0, 1) and this is a cyclic decomposition
of m, hence 〈m〉
O
= O3 = M .
Example 5.11. Let M = O3 and consider the element m = (1, 1 + e1, e1). Then choose m1 =
(1, 0, 0), m2 = (0, 1 + e1, 0), m3 = (0, 0, e1) in C (M), it clearly holds m =
∑3
i=1mi and they are
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real linear independent. However, this is not a cyclic decomposition in the sence of definition 5.5.
On the other hand, we can choose m′1 = (1, 1, 0), m
′
2 = e1(0, 1, 1) in C (M), one can verify that this
is indeed a cyclic decomposition of m. Thus it holds
〈(1, 1 + e1, e1)〉O = O · (1, 1, 0)⊕O · e1(0, 1, 1) ∼= O2.
Using Theorem 5.8, we point out a mistake in [10, Lemma 2.4.2], which claims each element in
an O-bimodule will satisfy Ox = xO. We shall show that only cyclic elements posses such property.
Corollary 5.12. Let m be an arbitrary element in an O-bimodule M . Then we have
Om = mO ⇐⇒ m ∈ C (M).
Proof. Suppose m ∈ C (M), then we have m = px for some p ∈ O and some x ∈ A (M). It is easy
to check that
Om = Ox = xO = mO.
On the other hand, if it holds Om = mO, suppose on the contrary that m /∈ C (M). This means
the length lm > 1, for brief, write lm = n.
Let {mi}ni=1 be a cyclic decomposition of m, the corresponding characteristic vectors {xi}ni=1
and characteristic values {ri}ni=1 are both R-linearly independent. It follows from the hypothesis
Om = mO that, for any p ∈ O, there is an octonion q ∈ O such that pm = mq, note that
xi ∈ A (M), we have,
0 = pm−mq =
n∑
i=1
p(rixi)−
n∑
i=1
(rixi)q =
n∑
i=1
xi(pri − riq).
Since {xi}ni=1 is R-linearly independent, it follows from Lemma 5.4 that
pri − riq = 0 (5.1)
for each i = 1, . . . , n. Fix p arbitrarily, then r−1i pri = q is a constant for all i ∈ {1, . . . , n}. If there
exists ri ∈ R, it follows that this constant is the fixed octonion p and hence
r−1j prj = p, for each j 6= i.
Since p is arbitrarily fixed, we thus obtain rj ∈ R for each j = 1, . . . , n. This contradicts the fact
that {ri}ni=1 is R-linearly independent.
We can assume ri /∈ R for each i. Suppose ri ∈ CJi \ R for some Ji ∈ S. Substituting p = rj in
(5.1) for j = 1, . . . , n, we obtain rirj = rjri for all i, j ∈ {1, . . . , n}. Hence ri ∈ ∩jCJj \ R for each
i ∈ {1, . . . , n}. Consequently, there exists an imaginary unit J ∈ S, such that ri ∈ CJ for every
i ∈ {1, . . . , n}. We conclude immediately from the R-linearly independence of {ri}ni=1 that the
length n is no more that 2, it the follows from n > 1 that n = 2. Suppose r1 = a+ bJ, r2 = c+ dJ ,
where a, b, c, d ∈ R. Let r′1 = 1, r′2 = J and x′1 = ax1 + cx2, x′2 = bx1 + dx2, then
m = r1x1 + r2x2 = r
′
1x
′
1 + r
′
2x
′
2.
The R-linearly independence of {xi}2i=1 and {ri}2i=1 yields the R-linearly independence of {x′i}2i=1. It
follows that {r′ix′i}2i=1 is another cyclic decomposition ofm and satisfies r′1 = 1 ∈ R, this contradicts
the assumption above. We thus derive that m ∈ C (M).
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