We introduce a visually pleasant ambient occlusion approximation running on real-time graphics hardware. Our method is a multi-pass algorithm that separates the ambient occlusion problem into highfrequency, detailed ambient occlusion and low-frequency, distant ambient occlusion domains, both capable of running independently and in parallel. The high-frequency detailed approach uses an image-space method to approximate the ambient occlusion due to nearby occluders caused by high surface detail. The low-frequency approach uses the intrinsic properties of a modern GPU to greatly reduce the search area for large and distant occluders with the help of a low-detail approximated version of the occluder geometry. Our method utilizes the highly parallel, stream processors (GPUs) to perform real-time visually pleasant ambient occlusion. We show that our ambient occlusion approximation works on a wide variety of applications such as molecular data visualization, dynamic deformable animated models, highly detailed geometry. Our algorithm demonstrates scalability and is well-suited for the current and upcoming graphics hardware.
Introduction
Current real-time graphics applications such as games provide increasingly convincing realism, using a number of methods such as soft-shadows, high-dynamic range effects, post-processing effects and surreal lighting. Ambient occlusion is another method that has recently attracted real-time graphics researchers aiming to increase the level of realism without performing a complete globalillumination step. Compared to other global illumination approximations, ambient occlusion gives a unique edge by providing a significant increase in quality despite a crude and a simple approximation of global illumination. We propose a real-time multi-pass approximation for ambient occlusion. We provide different approximations to the occlusion caused by nearby surface detail (often creating the high frequency detail in ambient occlusion) and the occlusion caused by distant surfaces (often creating a smooth change in ambient occlusion). We describe how these approximations can be computed on the graphics hardware to perform ambient occlusion in real-time. Our method has the advantage of being largely independent from the scene complexity. Our method approximates the ambient occlusion for each frame independently, making it suitable for deformable and dynamic objects.
Related Work
Ambient occlusion has been used in films as an alternative to fullscale global illumination methods. In the photorealistic rendering context, such as films, ambient occlusion is performed by determining visibility along various directions according to (eqn. 1). However, this is computationally too expensive for real-time applications for now. [Arikan et al. 2005 ] is a method that uses near-field ambient occlusion for obtaining more performance but this method is not geared for real-time either.
In the real-time rendering context, there exist many approximations to ambient occlusion. Historically, ambient occlusion is referred to as "accessibility" which defines how accessible a surface is; for e.g. [Miller 1994 ] uses accessibility to provide a rough shading model mimicking ambient occlusion. [Bunnell 2005 ] uses disc-based occluders and a per-vertex ambient-occlusion term; however, it requires a huge pre-computation step with little support for dynamic objects, and requiring high-tessellation of scene geometry.
[ Kontkanen and Laine 2005] partially solves the dynamic object problem; however it is limited to rigid body motion and is not suitable for deformable objects. This method suffers from a large precomputation step and from the usage of a large number of textures.
[ Ren et al. 2006 ] uses spherical occluders and spherical harmonics to calculate approximate ambient occlusion (or low-frequency soft shadows). This solution attacks the problem of over-occlusion and provides a simple pre-computation step while supporting deformable objects. However, this method suffers in performance when there are a large number of objects.
As all of these approaches target an approximated version of the original geometry that has far less details, they tend to miss highfrequency ambient occlusion effects that would provide a huge increase in quality. We borrow some ideas from the research mentioned above to build on our ambient occlusion solution.
There are other research papers such as [Kontkanen and Aila 2006; Hegeman et al. 2006; Wassenius 2005] targeting specific applications such as animated characters, trees, etc. Solely precomputation based static methods such as PRT (Precomputed Radiance Transfer) [Sloan 2006; Sloan et al. 2002; James and Fatahalian 2003 ], baked-AO (such as [ShadeVis 2006] ) are less flexible yet simpler solutions for static ambient occlusion. Ambient occlusion is also used in a wide variety of real-time applications, such as molecular rendering (QuteMol, [Tarini et al. 2006] ; TexMol, [Bajaj et al. 2004] ) and nature-rendering (grass-rendering) mainly to increase realism.
Overview
Ambient Occlusion is a fast approximation to global illumination. Ambient occlusion at a point on an object is the amount of occlusion it receives due to occluders surrounding it. The ambient occlusion A at a point P with a surface normaln is given by:
whereω represents the various directions at P along the unit hemisphere Ω; V is the visibility function along that direction, which is 1 if occluded and 0 otherwise. The effect of ambient occlusion can roughly be described as the effect seen in a cloudy day; here we consider the sky to be a uniform area light source resulting in soft, low-frequency non-directional shadows [Ren et al. 2006] . Throughout this paper, we use the notion of approximated ambient occlusion (A ψ ) due to a sphere S with center C and radius r (written as < C, r > ) at a receiver point P having a normaln ( fig. 3 ). This quantity is denoted by A ψ (C, r, P,n).
where S Ω is the surface area of the spherical cap subtended by the sphere < C, r > on the unit hemisphere Ω at P andPC is the unit vector from P to C.
This is an approximate quantity, and we trade physical accuracy for performance and quality.
4 Image Space Approach For HighFrequency Ambient Occlusion
In the case of complex objects having high-surface detail, we note that the effect of ambient occlusion is mostly due to the occluders that are near to the receiver point ( fig. 2 ). In figures (5(a),5(b),5(c),5(d)) consisting of the ground-truth images, we see that as the ray-length of the ambient occlusion visibility rays is decreased, the quality decreases only slightly. This is because, highillumination detail is due to high-surface detail or the rapid appearance and disappearance of occluders as we move along the surface. This is correlated with (eqn. 1) by observing that most of the rays hit these nearby occluders and hence cause the most ambient occlusion effect. This observation is also used in [Arikan et al. 2005; Wassenius 2005 ].
Intuition
We make a number of observations to use this notion of nearby occluders. First, note that we only need to perform ambient occlusion for those receiver points that are visible to the camera; that is, we only care about those pixels that are present in the Z − bu f f er. Each pixel in this Z − bu f f er or the depth-buffer corresponds to a point in the world space; along with the normal buffer, we can obtain the position P and the normaln for a given camera pixel using these two buffers. We call the combination of these two buffers the ND − bu f f er (normals/depth buffer).
Each pixel in the ND − bu f f er corresponds to a sample of some surface in the world-space. Therefore, we can use it as an occluder to other pixels. The individual pixel by itself cannot considered to represent a point, as it has zero-volume leading to no ambient occlusion. We choose to approximately reconstruct this surface represented by a pixel using a sphere in world-space that roughly projects to a pixel on the screen. This is because we do not know what surface this pixel actually represents; also, a sphere helps avoid surface discontinuity problems due to rapid changes in the normal, since a sphere is symmetrical having no orientation. We have found that approximating pixels using disks does not work well due to surface discontinuities.
Due to the nature of 3D projection in world-space onto a 2D image plane, the occluders that are nearby in world-space to a particular receiver point P are also nearby to the corresponding projected pixel p in the ND − bu f f er (ignoring the depth test). By nearby occluders, we mean those occluders that are within a certain distance, say r f ar , from the given receiver point P ( fig. 2 ). So by looking at nearby pixels, we can get a fairly good idea of nearby world-space occluders ( fig. 4 ).
Note that although points that are nearby in world-space are nearby in image-space, the converse is not true. This means that we will be gathering some pixels whose corresponding world-space points are farther than r f ar from P. Fortunately, the ambient occlusion caused by these faraway points is low due to the inverse-square attenuation as a function of distance.
Detailed View
For a given pixel in the ND−bu f f er, we gather neighboring pixels. The number of pixels gathered is controlled by the projection of r f ar at the pixel p. Intuitively, we gather more neighboring pixels for a point closer to the camera than for a point lying at a further distance.
Here, we approximate the ambient occlusion at a receiver point P with a normaln, corresponding to the given pixel p in the ND − bu f f er. This is due to the ambient occlusion effect A ψ of the spheres < Q i , r i >. r i , the radii of the sphere at Q i , is a function of the depth of the pixel q i . These spheres are the approximations for the neighboring pixels q i to the receiver pixel p using the previously mentioned logic. Thus, for a given receiver pixel in the ND − bu f f er , we sum the A ψ contributions due to each of the neighboring pixels' spherical approximation.
As we have essentially reduced the approximation to an imagespace operation, we draw a full-screen quad to invoke the fragment processor across all the pixels in the ND − bu f f er. For each such pixel, we calculate the sum due to various A ψ according to (eqn. 4) and output the approximated ambient occlusion value. We can also control the way the neighboring pixels are looked-up in the ND − bu f f er. We can gather pixels inside, say, a simple square area centered around the given pixel or we can sum only a random subset of these pixels due to the limited bandwidth ( fig. 4) . We note that the first layer, viz. the ND − bu f f er, does not provide a good enough approximation. Due to the depth test, the neighborhood of a world-space point may not be present for the corresponding pixel in the ND − bu f f er , because they may have been occluded by surfaces closer to the camera. One could remedy this problem by using depth-peeling ( [Everitt 2001] ) to get more layers and applying the algorithm to each such layer. Practically only the first two layers provide enough information to approximate the ambient occlusion well. Extracting more layers is expensive and impractical, and works well only for certain special cases such as an occluder inside another occluder that cannot be seen by the two layers. Hence we limit ourselves to just the two layers.
Advantages and Limitations
Some of the salient points with regards to existing ambient occlusion approximations such as [Kontkanen and Laine 2005] , [Bunnell 2005 ] are:
• No precomputation is necessary; fitting this algorithm for animation of complex models is simple and fast.
• Easily plugged into existing approaches, with the only necessity being the use of deferred shading.
• The constraints are reduced to a single factor -memory bandwidth. The number of neighboring pixels accessed governs the memory bandwidth, and also the quality and performance.
• Comparing with a "baked" ambient occlusion approach, our method offers real-time detailed ambient occlusion that may otherwise be difficult to compute using such a baked-AO approach due to differing resolutions in the baked textures and the underlying geometry.
• The performance of this approach does not depend on the polygon count to a large extent; instead, it is directly related to the number of pixels shaded in the ND-buffers. This is a significant advantage over existing approaches.
The following are some of the limitations of this approach:
• The memory bandwidth poses a problem with older hardware, as the quality of the approach directly depends on the bandwidth. One can try to reduce this by using fewer samples per pixel albeit at the cost of less ambient occlusion effect.
• Artifacts may appear on surfaces where the occluders are nearly parallel to the direction of view or when the occluders are at a large distance from the camera since the sampling pattern may miss such occluders. This can be compensated by distributing more samples along the direction of such an occluder, at increased branching costs.
• For the algorithm to be visually pleasing we need highpolygon count geometry. This may also be complimented by the current trend of modern GPUs that scale well to highdetail geometry.
We intentionally ignore large and distant occluders in this approach. We can use the methods described in [Kontkanen and Laine 2005] , [Ren et al. 2006] , [Kontkanen and Aila 2006] or [Bunnell 2005 ] for this purpose. However we solve this problem using a different and a faster approach.
Distant-occluder Approach For LowFrequency Ambient Occlusion
In this approach, we are not concerned with the high surface details or the complexity of the object. Hence, we find a crude and simple approximation for the underlying surface geometry ( fig. 6 ). There have been extensive research in finding approximations of surface geometry using discs ( [Bunnell 2005 Moreover a sphere has just four degrees of freedom, unlike a disc which has six; a sphere is also symmetrical and has no orientation.
Intuition
We first analyze the ambient occlusion effect due to a sphere at a receiver point. For a given sphere, < C, r > , we observe that the maximum ambient occlusion due to it at a point P decreases rapidly with the distance. From (eqn. 1), we can intuitively see that as the distance increases the surface area subtended by the sphere < C, r > on the unit hemisphere Ω at P decreases ( fig. 8) . In order to maximize the ambient occlusion at P , all else remaining constant, the normaln at P should point directly at the center of the spherical occluder, < C, r > , i.e.n =PC.
Beyond a certain distance, say d f ar = |PC|, the ambient occlusion value A ψ (C, r, P,n) due to < C, r > falls to a very small ε . We use this notion of a negligible ambient occlusion value to limit the ambient occlusion influence due to an occluder within a certain distance. This is the significant difference between other methods such as [Kontkanen and Laine 2005] , [Ren et al. 2006] , [Kontkanen and Aila 2006] , [Bunnell 2005 ] and ours. We avoid the problem of iterating through every possible occluder for all pixels in the ND − bu f f er by providing a limit to such occlusion. This approximation also is justified by the observation that we choose ε to be a very low value that cannot be visually distinguished from zero ambient occlussion.
This ε value (chosen by the user) allows us to provide an approximation as well as an extent of the influence of the sphere's ambient occlusion:
Once we choose the constant ε , finding d f ar for a given radius r amounts to a constant scaling of r. Intuitively, d f ar represents the limit of the ambient occlusion effect of any sphere for a given radius; beyond d f ar , the ambient occlusion 'influence' of this sphere is below ε .
Detailed View
We can project d f ar onto the image plane (i.e., the ND − bu f f er) to obtain the projected distance, d ' f ar (in pixels). Due to the nature of perspective projection, we observe that for any two points that are at most d f ar apart, their projected distance on the ND − bu f f er will not be farther than d ' f ar . Thus, by covering all the pixels in the ND − bu f f er that are within a distance of d ' f ar from C ′ (where C ′ is the projected pixel of the center of the sphere, C), we ensure that we cover all pixels that receive at least ε ambient occlusion due to < C, r > .
Developing this idea further, we can now derive an image-space operation. For a given sphere, < C, r > , we first calculate d f ar based on its radius. We then invoke the fragment shader at all pixels q i , that are at most d ' f ar apart from C ′ in the image-plane. In order for this to happen, we draw a billboard invoking the fragment shader on all such pixels. Intuitively, we 'splat' the ambient occlusion effect due to a sphere < C, r > onto points that are capable of being influenced at least ε ambient occlusion. Although the use of billboards for a myriad of purposes is common ( [Dachsbacher and Stamminger 2006; Botsch et al. 2005] ), targeting ambient occlusion is new. At every such invoked pixel, we obtain (P,n) using the ND − bu f f er and calculate the value of A ψ (C, r, P,n) . We then use the GPU's blending functionality to additively blend these A ψ values ( fig. 7) . Thus, we can push a large number of such billboards for a correspondingly large number of spheres and use the additive commutativity to ensure that the ambient occlusion values are properly accumulated in accumulation buffer. As we target only larger and distant occluders, we call this approach the distant-occluder approach.
Issues and Advantages
Since we use direct accumulation of the ambient occlusion effect on to a buffer, over-occlusion artifacts may occur. This happens when there are too many occluders influencing a particular point; that is, when there are a number of occluders in a particular direction, we take into account all of them, producing over-occlusion artifacts. This is the major issue with our distant-occluder approach. A discussion regarding the use of multiplicative-blending and multi-pass approaches for reducing this over-occlusion problem is provided in [Bunnell 2005; Kontkanen and Laine 2005 ].
An approximation we make is the fact that even large, distant occluders have an extent or a limit to their ambient occlusion influence. In the case of a closed room, every point inside the room is occluded by some occluder, and hence the room should appear completely black. The same is true for any scenario composed of a large number of small occluders at a large distance from a receiver point. In our case, it does not happen so, as we cut off even distant occluders at points where they contribute less than ε occlusion. However in reality, one would limit the length of the ambient occlusion visibility rays even in a photo-realistic rendering context to avoid a completely dark effect in a closed room.
One major advantage of the distant-occluder approach as compared to [Ren et al. 2006; Bunnell 2005; Hegeman et al. 2006; Kontkanen and Laine 2005] is that we use the various GPU units to their advantage. We achieve frame-rates in excess of 80 fps on a nVidia GeForce 8800GTX for over 6,000 spheres (using the distantoccluder approach alone); this is because, regardless of the number of spheres present in the scene, the rasterizer clips the billboards to the view-frustum and generates the targeted fragments. The vertex processor produces the billboards' positions; the fragment processor performs the calculation of the A ψ values and the blending units accumulate these values ( fig. 7) . Hence, our approach is highly parallel, and can sustain a large number of spheres. In the case of deforming and dynamic characters, we make use of the correspondence between the spheres and the underlying geometry to trivially recalculate the positions/radii of the spheres (similar to [Ren et al. 2006] ); because of the symmetry and absence of orientation, we are only concerned with their positions/radii of the spheres.
Combined Ambient Occlusion
Using the two algorithms mentioned above, we obtain two buffers each containing the ambient occlusion approximation values for every pixel in the ND − bu f f er . We combine these two buffers additively. After obtaining the original color buffer we blend it with the combined ambient occlusion value by multiplication (Color * (1 − Occlusion)) ( fig. 9 ). Although we try to separate the near and far occluders using these two approaches, there might be an overlap between thee two; we try to avoid this possible overlap by setting A ψ (C, r, P,n) = 1, if P is within the sphere < C, r > in the case of the distant occluder approach.
The combination is compared against ground-truth images obtained by ray-tracing 128 ambient occlusion rays with various constrained ray-lengths. 
Results
We have tested our algorithm on nVidia GeForce 6800, 7800 GT, 7950 GX2 and an 8800 GTX (table (1)). There is a clear break in performance between the nVidia 7 series and the 8 series.
Graphics card Frame-rate GeForce 6800
3-5 fps GeForce 7800 GT 3-8 fps GeForce 7950 GX2 3-13 fps GeForce 8800 GTX 17-30 fps fig. 1(c) ).
The results show that our algorithm is best suited for the upcoming and future hardware; we experience a worst-case frame-rate of around 17 fps in a GeForce 8800 GTX which maps to about 3 fps on a GeForce 7950 GX2. On an average, our algorithm is capable of sustaining the standard 25-30 fps for a 500,000 polygon scene with a number of deforming and dynamic characters on the newer GeForce 8800 GTX.
We make a number of approximations. In the image-space approach, we ignore distant occluders. The quality, accuracy and the performance depend on the choice of r f ar value which directly affects the number of samples gathered in the neighborhood of a particular pixel. As such, our trade-off is quality/performance for physical accuracy. We also use only the first two layers as seen from the camera; the trade-off in this case is minor as explained previously (Section 4.2), losing only little physical accuracy and quality.
In the distant-occluder approach, we ignore the complexity of the object. We might also experience over-occlusion problems due to a number of occluders in a particular direction. As we disregard even large occluders past a certain distance, we might lose some of the the physical accuracy of ground-truth ambient occlusion ( fig.  5 ). The same occurs when there are a significant number of small occluders at a large distance. Our trade-off is to obtain the best perceptual visual quality and performance for physical accuracy.
In the combined approach, we only use two user-defined constants viz., r f ar and ε which directly affect the quality and performance.
Conclusion
In conclusion, we have provided an approximation to ambient occlusion by separating near and far ambient occlusion. Our approximation demonstrates good quality and performance. Furthermore, it is suitable for dynamic, deforming objects with substantial geometric complexity. By observing the results obtained using GeForce 7 and 8 series, we believe that our algorithm is welladapted for the current and upcoming hardware. 
