The authors report molecular dynamics simulations of alumina ͑Al 2 O 3 ͒ during crystallization from the melt. Using liquid quench methods, they investigate the effect of cooling rate on the structural evolution of the ␣, , and the bixbyite phases. A critical temperature window is identified, where the time spent in this window is crucial in determining the extent to which the systems approach crystallinity. A strong dependence is observed between the final structure and the quench rate, which is most pronounced for the ␣ phase and to lesser extent for the other phases. The results show that the different phases have different tendencies to crystallize that are determined by energetics, complexity of crystal structure, and the number of metastable states.
I. INTRODUCTION
Alumina ͑Al 2 O 3 ͒ is a material of considerable technological and industrial importance with applications in wear and corrosion protection 1, 2 and as diffusion barriers. 3 Corundum structured ␣ alumina is the thermodynamically favored phase and as such it is suitable for high-temperature and high-load applications. However, the metastable ␥ and phases of alumina have proven to be alternatives for wear resistant coatings 4 and in metal cutting applications. 4, 5 The low-temperature vapor phase condensation ͑ഛ250°C͒ of alumina generally results in an amorphous material, 6 while ͑partially͒ crystalline materials of varying phase composition are obtained by supplying energy via increased deposition temperature and/or ion impact energy. 7 Understanding the influence of these growth parameters on the underlying atomistic processes during material synthesis opens the door to more control over microstructure evolution. Since it is difficult to observe the behavior of materials directly at atomic time and length scales, valuable qualitative insights about the ion deposition process can be obtained from molecular dynamics ͑MD͒ simulations. Such simulations have been successfully applied to illuminate the effect of ion energy on adatom diffusion and bulk damage, 8 ͑ad͒atom migration, 9 final adatom position, 10 film morphology, 11 and stress generation. 12 Corresponding structure related studies include the effect of ion energy on local structural order, amorphization, and broken bond distribution. [13] [14] [15] [16] [17] [18] It is generally impractical to simulate the complete ion bombardment process including repeated ion collision and system relaxation especially if a wide range of impact energies is to be considered. The simplified rapid liquid quench model 19 is based on the assumption that the primary impact creates a localized region of high temperature, commonly referred to as a thermal spike, with a cooling time sufficiently short to be simulated. The quench rate in the simulation is related to the ion impact energy; a more energetic ion creates a larger thermal spike, containing more thermal energy and taking longer to thermally equilibrate back to the substrate temperature. The simulation method focuses on the thermal processes occurring at the center of the thermal spike only, with the quench rate being an external parameter. The method has been previously applied to describe the structure evolution of a wide range of materials including the amorphous and crystalline phases of carbon, 20, 21 silica, 22 Ta clusters, 23 Ag-Cu alloys, 24 and Al. 25 Cooling rate effects in supercooled alumina have been studied, though with primary focus on the dynamics. 26 Here, we consider different phases of alumina and examine the detailed structural evolution as a function of quench rate. The aim is to illuminate important mechanisms and parameters during crystallization and to obtain an increased understanding of the pathways to crystallization during material synthesis. We observe a strong dependence between structure and quench rate for the ␣ phase ͑and to a lesser extent for the other phases͒, indicating that crystallization is promoted by supply of energy. Our results are consistent with physical vapor deposition experiments previously carried out in our laboratory. 6 
II. METHODOLOGY

A. Atomistic potential model
All simulations conducted in this work are based on the atomistic Bohr model of polar solids as implemented in the general utility lattice program ͑GULP͒. 27 All ions in the system are represented as point charges and interaction between ions are assumed to be pairwise. In addition to Coulombic interactions, the Buckingham potential,
is used to describe pairwise Pauli-repulsion and dispersion interactions between ions. In this expression, A ij , ij , and C ij are empirical parameters specific for each pair of atom types. In addition, ions have the ability to polarize by means of the shell model 28 which involves an additional point charge ͑the shell͒ attached to the core ion point charge by a spring potential. The validity and range of applicability of this model are discussed in Refs. [29] [30] [31] [32] . The oxygen shells are here assigned a shell to total mass ratio of 0.12, which results in a core-shell frequency well above any ionic vibrational frequency. The specific potential parameter set used in our simulations is due to Catlow et al. 33 We selected this particular potential set after carefully evaluating a number of published Al 2 O 3 parameter set ͑Blonski and Garofalini, 34 Matsui, 35 Minervini et al., 36 Catlow et al., 33 and Bush et al. 37 ͒ on their performance in predicting the unit cell structure and relative energetics of five crystal phases of alumina. In this evaluation, crystal structures and energies obtained from experiment ͑when available͒ and density functional theory ͑DFT͒ served as the reference data against which the atomistic potentials were tested. The DFT structures in turn were computed within the plane wave-pseudopotential formalism as implemented in the VASP software 38 using the PW91 generalized gradient approximation, Vanderbilt-type pseudopotentials, and a plane wave cutoff of 400 eV. The k-point mesh for the five cells was chosen such that the energy was converged to 0.3 meV/ at. The resultant structures and energies as obtained by the Catlow atomistic shell model and DFT are summarized in Table I , listing alumina phases in the order of the DFT energetic stability. As can be seen, the lattice parameters of ␣, , bixbyite, and ␥ phases from the shell model agree well with DFT and experiment ͑dis-crepancies are less than 2%͒. The agreement is slightly less for the phase only ͑within 9%͒. The Catlow atomistic model potential also reproduces qualitatively the relative energetics of the phases with the exception of the bixbyite phase, which, according to the atomistic model, is the most stable structure. This is in line with previous observations that the corundum structure is unstable with respect to bixbyite in shell model potentials and that only the inclusion of quadrupolar ion polarizability can correct this.
43,44
B. Liquid quench simulations
In order to study the crystallization process of a particular alumina phase, we conduct molecular dynamics liquid quench simulations in a super cell of the crystalline phase. We chose the canonical ͑NVT͒ ensemble, at constant volume, because an impacting ion in energetic physical vapor deposition processes creates a locally molten region ͑often referred to as a thermal spike͒ that is surrounded by solid material. Additional NVT quench simulations performed using cells of slightly enlarged volume did not affect our quench results in a qualitative way. The super cell dimensions are set to multiples of the crystal dimensions ͑Table I͒, calculated using classical atomistic potentials. These dimensions were held constant during subsequent liquid quench simulations. This provides an ad hoc representation of the strain due to the solid crystalline material surrounding the thermal spike and further ensures that the crystalline alumina phase fits into the unit cell, should crystallization occur. By considering super cells of different sizes ͑i.e., different multiples of the unit cell͒ we will ascertain the effect of the enforced periodicity on the simulated crystallization process.
The liquid quench simulations were performed in three stages: ͑1͒ Initial mixing: To obtain a randomized structure, a MD run of 2.5 ps length was carried out at 6000 K. Initial constant pressure MD simulations, performed at different temperatures, were used to establish the melting point of Al 2 O 3 . The temperature of 6000 K, well beyond the melting point, was chosen to ensure rapid randomization, using the criterion of the mean squared displacement to ensure sufficient mixing. The mean squared displacement is known to show a linear dependence over time in a liquid. 45 ͑2͒ Cooling: With initial structures picked from the equilibrated melt, the cooling MD simulations involved a stepwise linear cooling protocol reducing the temperature in steps of 50 K from 6000 down to 300 K. The cooling simulations were carried out using a series of different temperature quench rates between 2.3, 1.1, 0.23, 0.057, 0.023, and 0.0023 K / fs, corresponding to total quench time of 2.5, 5, 25, 100, 250, and 2500 ps, respectively. ͑3͒ Full Relaxation: The system at the end of cooling simulation was then fully geometry optimized in order to characterize the final structure. All MD runs were performed using the leapfrog Verlet algorithm and a 1 fs integration time step. Temperature control was achieved through velocity rescaling. Unless otherwise stated, all results presented here are averages of ten quench simulations. Error bars are used to indicate the variance in the results.
C. Structural analysis
The structural analysis of short-range order in the present study is based on pair distribution functions. We consider the pair distribution function ͑PDF͒ between pairs of atom types ͑Al and O͒, as well as the angle distribution function ͑ADF͒ between pairs of Al-O bonds. The pair distribution function PDF= g ab ͑r͒ between atom species a and b ͑Ref. 46͒ is defined through the probability of finding one atom of species b in a spherical shell between r and ⌬r around species a. The PDF between Al and O for crystalline or amorphous alumina clearly outlines the first and second coordination shells as a sharp peak ͑or closely grouped set of peaks͒ at around the sum of ionic radii ͑1.9 Å͒ and second, broader set of peaks at much larger distances ͑onset at 3 Å͒. There is a clear gap in the PDF between the first and second coordination shells and we take the approximate midpoint ͑2.5 Å͒ as a distance cutoff value to define the coordination number of a site. The distance cutoff around a site also supplies the atoms for the evaluation of the angle distribution function ADF= f bab ͑␣͒, defined as the probability of two coordinating atoms forming an angle between ␣ and ⌬␣.
III. RESULTS
A. Liquid quench to the ␣ phase "corundum…
The hexagonal corundum ␣ phase is the most abundant form of alumina. There are ten atoms in the primitive rhombohedral unit cell. In the lattice, aluminum is sixfold coordinated by oxygen in a distorted octahedron, while oxygen is fourfold coordinated by aluminum. Liquid quench simulations of the ␣ phase were performed using three different simulation supercells, 2 ϫ 2 ϫ 2 ͑rhombohedral unit cell͒, 2 ϫ 2 ϫ 1 ͑hexagonal unit cell͒, and 3 ϫ 3 ϫ 3 ͑rhombohedral unit cell͒, containing 80, 120, and 270 atoms, respectively. Figure 1͑a͒ shows the effect of total quench time and supercell size on the energy of the final relaxed structure at the end of the quench. The energy is given relative to the crystalline structure which is indicated by the lower horizontal line in the figure. The upper horizontal lines correspond to the energy of the structure produced after an instant quench, corresponding to direct relaxation of the structure obtained at 6000 K, of the largest cell ͑270 atoms͒. Thus, the upper and lower horizontal lines in Fig. 1͑a͒ represent the energetic boundaries between a completely amorphous and a fully crystalline structure, respectively. The quench data in between these lines show that the energy of the final atomic arrangement approaches that of the crystalline structure with increasing quench time. The 80 atom and the 120 atom cells have fully relaxed to the crystalline corundum structure ͑in all ten simulation instances͒ after a quench time of 250 and 2500 ps, respectively. The larger 270 atom cell has not relaxed to crystallinity within the maximum simulation time ͑2500 ps͒ but is progressing parallel ͓i.e., similar dE / d͑log t͔͒ to the smaller cells. By linear extrapolation, we estimate the 270 atom cell to reach corundum crystallinity after a quench of order of 50 ns in length.
The cell size effect in this data is examined more closely in Fig. 1͑b͒ , where we plot the final energy following an instant quench and a 2.5 ps quench as a function of unit cell size. We include in this plot an even larger 640 atom simulation ͑4 ϫ 4 ϫ 4 rhombohedral supercell͒. Clearly evident in the graph is the convergence that occurs with increasing cell size, indicating that quench results for the 270 atom cell is representative of the large cell size limit. For the smaller cells ͑80 and 120 atoms͒, the quench energies are more negative relative to the large cell limit and thus closer to the crystalline limit. These data provide an illustration of how the periodic constraints that apply to small cells bias the quench results towards the crystalline limit and how this bias is reduced as the cell size is increased.
The correlation between quench time and final structure achieved after completion of the quench is further illustrated in Fig. 2 as distinct peaks. These six bonds give rise to five distinct ADF peaks at 77°, 84°, 91°, 106°, and 158°. In the 6000 K melt ͓Fig. 2͑b͔͒, the pair and angle distributions are broadened and no distinct crystalline peaks can be seen. The structure obtained by instant quenching ͓Fig. 2͑c͔͒ shows a slight decrease in the width of the distribution. In the 2.5 ps quench ͓Fig. 2͑d͔͒, crystalline peaks emerge from the broad background. With further increase in the quench time ͓Figs. 2͑e͒-2͑h͔͒, the crystalline peaks of the ␣ phase become more pronounced until, at 250 ps ͓Fig. 2͑h͔͒, the crystalline pair and angle distribution functions are fully recovered.
The structural results for the larger 120 atom supercell are shown in Fig. 3 , where the same trend as for the 80 atom cell is found, with the degree of crystallinity depending on the quench time. Whereas 250 ps was sufficient to crystallize the 80 atom cell, 2500 ps is required to achieve crystallinity in the 120 atom cell.
B. Liquid quench to the phase
In order to study the effect of quench time on the crystallization of another alumina phase, simulations were performed on an 80 atom supercell of the phase. The structure of this phase has been recently determined 47, 48 as belonging to the orthorhombic class, with 25% of the aluminum atoms tetrahedrally and the remaining 75% octahedrally coordinated. The effect of quench time on the final lattice energy is shown in Fig. 4 , where-as in the case of the ␣ phase-an increasing quench time leads to a final structure that is energetically closer to the crystalline structure. The longest simulation performed ͑2500 ps͒, however, does not continue the trend, having converged ͑as judged by comparison with the 250 ps result͒ at 0.05 eV per formula unit above the energy of the crystalline alumina.
In Fig. 5 , we show the structural analysis of selected final structures after completion of a quench simulation. After melting and subsequent quench, the trend in structure evolution up to 2500 ps total quench time does not yield any evidence of ordering apart from a slight increase in the height of the distribution with quench time and a decrease in width. Similar conclusions can be reached by examining the evolution of Al-coordination numbers with quench time given in Table II . A notable feature in these data is that even after a 2500 ps quench, hardly any fourfold coordinated Al is formed, which suggests that the system is nowhere near to adopting a -phase structure ͑which requires 25% Al in fourfold coordination͒.
C. Liquid quench to the bixbyite phase
The cubic bixbyite structure can be thought of as a variant of the fluorite lattice ͑MO 2 stoichiometry͒ in which one quarter of anion sites are vacant. The two types of cation site in bixbyite are sixfold coordinated by oxygen. In turn, oxygen is coordinated by four cations. While bixbyite is a stable ͑and preferred͒ crystal phase for a number of oxides ͑e.g., In 2 O 3 and La 2 O 3 ͒, it has not to our knowledge been observed experimentally as an Al 2 O 3 phase. Liquid quench simulations of the bixbyite phase were performed using two different simulation supercells: An 80 atom cell, which is the conventional bixbyite unit cell, and a 320 atom cell which is a 2 ϫ 2 ϫ 2 supercell of the primitive ͑40 atom͒ unit cell of bixbyite. Figure 6 shows a decrease in energy as a function of quench time. After a 2500 ps quench, the final energy is just below 1 eV ͑per formula unit͒ above the crystalline structure, suggesting that considerably longer quench times would be required to form this phase. Note that the data show virtually no dependence on the simulation cell size.
The structural evolution for 80 atom cell is shown in Fig.  7 . For the ideal ͑bixbyite͒ crystal structure, the first feature in the Al-O PDF at 1.85 Å is due to the six nearest neighbors around Al. In the melt ͓Fig. 7͑b͔͒ all distinct crystalline peaks in both the PDF and ADF vanish. The instant quench ͓Fig. 7͑c͔͒ and the 250 ps quench ͓Fig. 7͑d͔͒ exhibit a clear decrease in the width and a corresponding increase in the height of the distribution. The PDF at a quench time of 2500 ps ͓Fig. 7͑e͔͒ appears broadly similar to the distributions at shorter quench times; however, distinct peaks begin to appear in the ADF, matching those of the crystalline structure. This is due to the fact that out of the ten quench simulation instances on which the averaging is based, two did relax back to the bixbyite structure.
D. Structural evolution during a quench
The discussion so far has focused on the structures and energies after completion of a quench. Additional insights into the crystallization process may be gained by a detailed study of the structural evolution that takes place in the course of a liquid quench. From the 80 atom supercell simulations of the three phases, snapshot structures were taken at regular intervals during the quench simulation. These snapshot structures were then fully geometry optimized in order to remove all thermal energy and analyzed for their structural and energy properties. Data points are the average of ten samples.
We show in Fig. 8 the energy of the structure as a function of the temperature at which the snapshot was taken. For all three phases, a clear temperature window centered around 3000 K is apparent, where the average snapshot energy for the 250 ps quench, i.e, slower quench rate ͑black data points͒, shows a drop in energy relative to the fast 2.5 ps quench ͑gray data points͒. A comparison of the snapshot energies obtained from 2.5 and 250 ps liquid quench runs clearly reveals the temperature range where changes in the quench time cause a differentiation between crystalline and amorphous structures.
For the ␣ phase ͓Fig. 8͑a͔͒, the fast 2.5 ps quench rate does not result in crystallization. In contrast, in the slow 250 ps quench, a significant and sharp decrease in the energy occurs around 3000 K. At temperatures above 3500 K, the energies of the 250 ps quench match ͑within error bars͒ those of the 2.5 ps quench. The data clearly show that the processes that lead to crystallization in the 250 ps simulation occur in a temperature window between 3250 and 2250 K. In the 2.5 ps data, a small drop in energy can be discerned over the same temperature range, but this drop does not take the system to the crystalline limit. The longer the system remains in the window, the more it is able to approach the crystalline structure. This critical temperature interval is close to the observed melting point of alumina at 2327 K. 49 The detailed analysis of structural evolution within the temperature window is given in Fig. 9 . At 3250 K ͓Fig. 9͑a͔͒, above the temperature window, the Al-O PDF and O-Al-O ADF show the broad distribution of an instant quench structure ͓see, e.g., Fig. 2͑c͔͒ . At 3000 K ͓Fig. 9͑b͔͒, within the temperature window, the characteristic crystalline peaks begin to emerge. At 2750 K and below ͓ Figs. 9͑c͒-9͑e͔͒ the pair distribution functions evolve towards those of the crystalline phase.
For the phase, the corresponding energy analysis during the quench is given in Fig. 8͑b͒ . Diverging lattice energies for the different quench rates are observed at temperatures below ϳ3500 K. The temperature window for the -phase quench is much broader than for the ␣ phase, leveling out at around 1500 K in a metastable structure with an energy of 0.05 eV.
For the bixbyite structure, the evolution of the lattice energy during the quench is shown in Fig. 8͑c͒ . Here, the effect of cooling rate is less pronounced in comparison to the ␣ and the phases. Only a slight differentiation in energy with quench time is observed for temperatures below 2000 K. We note that relative to the ␣ and the phases, the quench of the bixbyite starts out at a much higher energy. This is due to the higher stability ͑0.41 eV/ f.u.͒ of bixbyite relative to the ␣ phase in the atomistic model and the fact that the instant quench energy is not cell size converged in the case of the 80 atom ␣-phase unit cell ͓see Fig. 1͑b͔͒ but is nearly so in the case of the 80 atom bixbyite. In the absence of a cell size effect, the very rapid quench energies are expected to be similar for all cells.
IV. DISCUSSION AND CONCLUSIONS
Alumina is an example of a material with several possible crystal phases. This study examined by simulation the formation of alumina structures as a result of thermal quenching. We considered three phases: the ␣ phase as the most thermodynamically stable, the phase as an important technological material 50 with a complex crystal structure, 51 and the bixbyite phase as a structurally stable but an experimentally unobserved phase. We found that there is a temperature window in which crystallization occurs. The time spent in this temperature window is crucial in determining the extent to which the system approaches crystallinity. At lower quench rates, the system remains longer in the critical temperature window, which promotes more complete crystallization. This can be correlated to the rate of diffusion in a material, which is exponentially related to the activation energy ͑the diffusion barrier͒. These barriers connect the many metastable local energy minima of the structure, which need to be overcome in order to evolve from an amorphous into an energetically favored crystalline material. The results presented in Fig. 2 are an example of this: an increased supply of ͑thermal͒ energy in the form of a slower quench rate enables enhanced diffusion and thereby increases the probability of finding the ideal crystalline structure.
The three phases showed very different behaviors. The ␣ phase was readily crystallized in our quench simulations, while the phase and the bixbyite phases could not be fully crystallized. There are two considerations that govern the tendency to crystallize into a given phase. First, the energy of the structure needs to be a local minimum, and second, it needs to be readily accessible from the disordered structure.
The ␣ phase is a low energy structure of high symmetry and low structural complexity that is therefore readily accessible. Although bixbyite was, in our model, the lowest energy phase, its complex crystal structure has a comparatively low accessibility. Only in two simulation instances of 10 for the longest quench ͑2500 ps͒ of an 80 atom cell was the bixbyite phase formed. This confirms the difficulty of accessing the crystalline energy minimum. The phase in our model has the highest energy and the most complex crystal structure and showed the least tendency to crystallize with no cases observed. In addition to the complexity of crystal structure, the accessibility is governed by the number of metastable states ͑local minima͒. It has previously been shown that the number of local minima for a fixed number of atoms, tends to increase as the density declines, when attractive interparticle forces are present. 52 As shown in Table I , the density of the material decreases in the order ␣ phase, bixbyite, and the phase. Consequently, the super cell originating from the ideal structure of the phase would be least inclined to locate its global energy minimum after quenching, which is consistent with our findings.
Our constant volume simulations with cell parameters specific for a given phase promote crystallization towards that phase and discourage the crystallization of other phases ͑as these would be strained in the cell͒. The imposition of the periodic unit cell provides a constraint that "guides" the system towards a crystalline structure. This effect is strongest in small unit cells and becomes weaker as the cell size is increased. However, a cell size increase and the concomitant increase in the number of atoms leads to an exponential increase in the number of local minima. 52, 53 Hence, the probability of locating the global energy minimum decreases with an increased cell size, and therefore different quench times are needed to obtain equivalent structures. This is particularly evident in the cell size dependent quench results shown in Fig. 1 . The liquid quench method simulates thin film deposition processes involving a localized thermal spike. This phenomenon results from the use of several widely used techniques, such as cathodic arc deposition, ion-assisted deposition, and mass-selected ion beam deposition. These techniques involve depositing species of average energies above the order of ϳ10 eV. Other techniques such as thermal evaporation, sputtering, and chemical vapor deposition methods have much lower average energies where thermal spike phenomena are not likely to be important. In the case of alumina, the metal ion energy distributions in a cathodic arc plasma extend up to ϳ250 eV. 54 Hence, an ion impact will produce a temporary melting ͑thermal spike͒ of up to hundreds of atoms near the impact site, with subsequent cooling of this quasiliquid to a solid structure. For tetrahedral amorphous carbon, the lifetime of a thermal spike has been estimated to be below 1 ps. 19 The high thermal conductivity of this material enables the efficient conduction of the heat away from the thermal spike, which results in faster cooling rates than most other materials. More recently, liquid quench simulations extending up to several picoseconds have been performed and correlated to experimental work. [22] [23] [24] The time frames used in the present study may be associated with a broad range of experimental conditions. Increasing the quench time from a few picoseconds up to hundreds or even thousands of picoseconds could relate to low energy depositions being changed into high energy as well as high ion flux depositions. The trend of crystallization of alumina ͑especially the ␣ phase͒ observed in our simulations and its dependence on quench time is therefore consistent with the experimentally observed effect of ion energy and flux on the film crystallization. 6 In summary, a critical temperature window has been identified, where the time spent in this window is crucial in determining the extent to which the system approaches crystallinity. We show that different phases have different tendencies to crystallize, determined by energetics, complexity of crystal structure, and the number of metastable states. The work presented here provides insight into the crystallization process of alumina, which is of relevance for understanding the influence of growth parameters during material synthesis. This, in turn, is of importance for gaining increased control over microstructural evolution.
