where u 0 is a given function with u 0 vanishing on @ .
The concavity properties of solutions of problems similar to problem (P) have been considered in many papers, including 3], 10], 11], 16] and, most recently, Kennington 15] . Theorem 1.3, proved in Section 6 below is suggested by Kennington's results, though our methods of proof are di erent from Kennington's.
Our methods of proof can also be used to give new proofs, when d = 1, of older results, for example Theorem 1.0, which we now state. Then the distribution of temperature u(z; t), solving Problem (P), at any later time t is logconcave.
The one dimensional version which is stated below, and some generalisations, are the main results which will be proved in this paper. A function f 2 C 2 (?a; a) which is positive in (?a; a) is logconcave if and only if (log f) xx 0 in (?a; a): it is strictly logconcave if and only if (log f) xx < 0 in (?a; a). With the same restrictions of smoothness and positivity of f, (log f) xx = ff xx ? f 2 x f 2 : THEOREM 1.0. Let = (?a; a) IR and let u 0 , the initial distribution of temperature on (?a; a), satisfy (i) u 0 2 C 1 ?a; a] ; u 0 and all even-order derivatives are zero at x = a, (ii) in (?a; a) the function u 0 is (strictly) positive, u 0 > 0, and strictly logconcave, The proof is given in Section 4.
We remark that the smoothness hypotheses above are stronger than necessary for the result. A limiting argument, not given in this paper, can be used to weaken them, and to and so u is logconcave at large time. For the proof, see Lemma 3.5. When it is convenient to use this in our new proofs it will be used.
Relaxing the condition that be bounded, for this paragraph take = IR. We remark that the logconcavity of the kernel function for other convex domains was the route through to the rst proof of Theorem 1.0, which was given by Brascamp and Lieb 3]. Korevaar 16] gave a di erent proof. Both these methods of proof, (and some others, including one based on Burger's equation) are given in a survey in Keady 13] . Other surveys are given in Kawohl 10], 11], and Ellis and Newman 5]. The survey 13] also indicates some of the ways that the proofs given in this paper can be adapted to new problems, not just the heat equation problem treated in this paper. Our method of proof, which we give in Section 4, can be modi ed to prove various other results. These results are Theorems 1.2, 4.1 (and Theorem A.1.0, applying to the space discretisation of the heat problem (P), given in Keady 13] ), all of which appear to be new, and Theorem 1. (ii) If u 0 is positive and quasiconcave, a characterisation for which is u 0x 0 for ? a < x < and u 0x 0 for < x < a; then so is u( ; t) at any subsequent time t.
Proof. (i) We rst prove the result when we have more regularity: namely where u 0 2 C 1 ( ?a; a]) with u 0 and all even-order derivatives zero at x = a. (The general situation with less regularity on u 0 can be obtained from this particular situation by a limiting procedure.) Thus we consider such smooth u 0 , and suppose that u 0 is not identically zero. Since u 0 is concave, u t (x; 0) = u xx (x; 0) 0. Next the function u t satis es (u t ) t = (u t ) xx in (0; 1); u t = 0 on @ 0; 1); u t (x; 0) 0 8x 2 :
Thus, by the Maximum Principle, u t < 0 in (0; 1):
Hence u xx (x; t) < 0 in (0; 1) so that, at xed t > 0 ; u( ; t) is strictly concave.
(ii) The maximum principle proof of this is complicated and is omitted here. See Matano 18] , Nickel 19] . The sketch of a proof in Keady 13] requires the additional hypothesis that u 0 be such that u is (real-)analytic in a domain containing 0; 1) in order to apply level curve arguments. Polya 20] gives a di erent proof.
The new proof of Theorem 1.0 given in Section 4 is similar to the elementary proof of Theorem 1.1(i) in that both use the Maximum Principle. 
More general boundary data
More general boundary conditions than u( a; t) = 0 could be considered. We de ne I 2 = uu xx ? u 2 x :
(1:2) Indeed our proof of Theorem 1.0 will follow from Theorem 1.2: THEOREM 1.2. Suppose that u is a solution of the heat equation, is positive in 0; 1), and is su ciently smooth. Suppose that I 2 is known to be nonpositive (i) initially, that is at t = 0, and (ii) in neighbourhoods of the boundaries x = a.
Then the distribution of temperature u( ; t) is, at each xed value of t > 0, a logconcave function of x.
Proof. This is an immediate consequence of Theorem 4.0(a) the proof of which will be given in Section 4.
Concavity jointly in (x; t)
Kennington 15] has established results suggesting Theorem 1.3 below.
Consider positive functions of the two variables (x; t). When these are suitably smooth these are jointly concave (in (x; t)) if the matrix of second partial derivatives is negative semide nite. A positive function u(x; t), which is suitably smooth, is jointly logconcave if The function u 1 , being a product of a function of t which is logconcave and of a function of x which is (log-)concave, is an example of a function which is jointly logconcave on (?a; a) (0; 1). THEOREM 1.3. Let = (?a; a) IR. Suppose that u is a solution of the heat equation, is positive and is su ciently smooth. Suppose that I 2 and ?K 2 (and hence J 2 ) are known to be nonpositive (i) initially, that is at t = 0,and (ii) in neighbourhoods of the boundaries x = a.
Then the distribution of temperature u(x; t) is a logconcave function of (x; t) in (?a; a) (0; T). 
Maximum Principles
The following notation will be used: Q T = (a; b) (0; T); S T = ( a; b] f0g) (fag 0; T)) (fbg 0; T)): The set S T will be called the parabolic boundary of Q T .
The following form of the Maximum Principle is a special case of that proved in Protter 
= e ? t u (2) ; A
De ne the operator L (1) by e + t L
(1)
: 1 is a monotone decreasing function of t for t 0. Proof. The Hopf form of the Maximum Principle 2.1 gives that I 2 < 0 at x = a ; t > 0;
and so there exists a positive function (t) such that I 2 < 0 for ? a x ?a + (t) and a ? (t) x a:
Next we make some estimates on (t).
Using the hypothesis in the theorem and continuity of I 2 in a neighbourhood of t = 0 we have that, for some small " > 0, (t) 0 > 0 for 0 t ": Next using Lemma 3.5 on the asymptotic behaviour of solutions of problem (P) as t ! 1, for some large T < 1, (t) 1 > 0 for T t < 1:
We could take 1 = a.
Using the continuity of I 2 in ?a; a] "; T] we have, from I 2 ( a; t) < 0, that (t) int > 0 for " t T:
This establishes the result.
Remark. The smoothness hypothesis (i) of Theorem 1.0 is much stronger than is needed for Theorems 3.3 to 3.6.
Concavity properties in x at xed t
The function (log u) x satis es Burger's equation, ((log u) x ) t ? ((log u) x ) xx = 2(log u) x ((log u) x Since translates of logconcave functions are not necessarily logconcave, the following cannot obviously be deduced from Theorem 1.0. With the additional hypothesis that J 2 0 initially, the rst of the two terms on the right hand side is positive. (This is because J 2 0 implies that u tt 0, and with this known around the boundary the Maximum Principle establishes that u tt > 0 in the interior, and u x ( a)u xtt ( a) > 0.) Necessary for hypothesis (ii), for problem (P), is that J 2xx 0.
Consideration of the asymptotics at large time indicates that very few positive solutions of problem (P) will have J 2 0 on 0; 1).
6. Concavity properties jointly in (x; t) 6.1. Logconcavity jointly in (x; t) Kennington 15] has established, by di erent techniques, for problems similar to ours, various results concerning concavity jointly in (x; t). Consider positive functions of the two variables (x; t). When these are suitably smooth these are jointly concave (in (x; t)) if the matrix of second partial derivatives is negative semide nite. A positive function u(x; t), which is suitably smooth, is jointly logconcave if which have joint concavity properties. THEOREM 6.0 (Interior joint concavity maximum principle). Let = (?a; a) IR. Suppose that u solves the heat equation, is positive, and is su ciently smooth. Suppose that (a) I 2 < 0 in Q T . Suppose also that K 2 is nonnegative (i) initially, that is for t = 0, and (ii) in neighbourhoods of the boundaries x = a. Then K 2 0 everywhere and, using (a), the distribution of temperature u(:; :) is a logconcave function of (x; t).
Remark. A similar joint-logconvexity maximum principle is obtained when condition The behaviour of the coe cients is such that the Maximum Principle 2.2 can be applied to nd that the property K 2 0 persists if it is true initially.
(Though not used in proofs in this paper the identities of this paragraph may be of interest and of use in settling the questions given in Section 6. Since the boundary data is independent of time u t ( a) = 0 so that J 2 ( a) = 0 and so K 2 ( a) = ?u( a) 2 u xt ( a) 2 0. Thus for such problems it will not be common for the solution to be jointly logconcave.
Other joint concavity questions for Problem (P)
The kernel function K for the heat equation is logconcave in x. It is not jointly logconcave everywhere in (x; t). (An explicit calculation of J 2 for the in nite-interval kernel function K 1 shows that J 2 can take on either sign depending on where in (x; t) it is evaluated. Similarly an explicit calculation of K 2 for the in nite-interval kernel function K 1 shows that then K 2 is negative for all (x; t).)
To see that K is not jointly logconcave everywhere in (x; t), consider asymptotics at large time. Recall that K 2 (u 1 ) = 0. Also, for solutions of problem (P), K 2 is zero on x = a. We Thus the sign of K 2 (K) at large time depends on x and onx.
Although not jointly logconcave in (x; t), the kernel function for the heat equation may, however, be jointly quasiconcave in (x; t). Evidence for this is that for the function K 1 this property can be easily veri ed. Is the distribution of temperature K(x;x; t) a quasiconcave function of (x; t), that is, is T(K) > 0 for all time?
Evidence in favour of a positive answer to question 6.1 is that not only is the result true when = IR, but the result is also true when a = 0 and b = 1. In this latter case the kernel K S is given by K S (x;x; t) = K 1 (x;x; t) ? K 1 (x; ?x; t):
The REDUCE programs used to check that T(K 1 ) > 0 and T(K S ) > 0 are given in Keady 13] . (We also have, for the nite interval (?a; a), numerical evidence in favour of a positive answer to question 6.1.)
Many identities related to attempts to answer the questions in this section are given in 13]. One is that T + uH = K 2 u = ? I 2 T u 2 x ? u(u 2 t ? u x u xt ) 2 u 2 x : (6:2) From the right hand equality of (6:2) it is immediate that, for solutions with I 2 0, T 0 wherever K 2 0.
Since K 2 =u = T + uH, at points where K 2 0 and T 0 we must have H 0. Also from equations (6:2) at points where u t T 0 we have H 0. More might be true. We have that H(K) < 0 for su ciently large values of time. 
