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Abstract
Sentiment classification is an important branch of cognitive computation—thus the further studies of properties of sentiment
analysis is important. Sentiment classification on text data has been an active topic for the last two decades and learning-based
methods are very popular and widely used in various applications. For learning-based methods, a lot of enhanced technical
strategies have been used to improve the performance of the methods. Feature selection is one of these strategies and it has been
studied by many researchers. However, an existing unsolved difficult problem is the choice of a suitable number of features for
obtaining the best sentiment classification performance of the learning-based methods. Therefore, we investigate the relationship
between the number of features selected and the sentiment classification performance of the learning-based methods. A new
method for the selection of a suitable number of features is proposed in which the Chi Square feature selection algorithm is
employed and the features are selected using a preset score threshold. It is discovered that there is a relationship between the
logarithm of the number of features selected and the sentiment classification performance of the learning-based method, and it is
also found that this relationship is independent of the learning-based method involved. The new findings in this research indicate
that it is always possible for researchers to select the appropriate number of features for learning-based methods to obtain the best
sentiment classification performance. This can guide researchers to select the proper features for optimizing the performance of
learning-based algorithms. (A preliminary version of this paper received a Best Paper Award at the International Conference on
Extreme Learning Machines 2018.)
Keywords Machine learning . Feature selection . Optimal feature selection . Relationship analysis . Sentiment classification .
Social media . Text analysis
Introduction
Sentiment analysis is an important branch of natural language
processing (NLP). NLP is one of the important topics of cog-
nitive computation. Thus the further studies of the properties
of sentiment analysis methods are important research for cog-
nitive computation [1]. Sentiment analysis has been used to
analyze the social media which has become very popular now-
adays [1–3]. Feng et al. mentioned that analyzing human sen-
timents is a critical problem in cognitive computing [2]. They
believe that one fundamental task of sentiment analysis is to
infer the sentiment polarity or emotion category of subjective
text, such asmicroblogs and they proposed a novel method for
detecting emotions in the short text of microblogs [2]. Wang
and Wu conducted sentiment analysis on Twitter messages
and they also claimed that predicting people’s sentiments from
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More and more people prefer to post their opinions or senti-
ments on different topics such as politics, products, or movies
through social media platforms. These data contain a large
amount of up-to-date information, which can be utilized by dif-
ferent organizations for different purposes [4, 5]. For example,
tweets had been collected for analyzing the opinions of Twitter
users for predicting the outcome of 2016USPresidential Election
[6]. Governments may be interested in knowing how people
think about their political decisions and companies may want to
know whether their customers are satisfied with their services or
products through social media sentiment analysis. Sentiment
analysis can also be applied to solve problems in different do-
mains, such as healthcare [5] and business marketing [7, 8].
Sentiment classification is a subfield of sentiment analysis.
It refers to the classification of opinion comments into posi-
tive, negative, or neutral categories. There are basically two
types of approaches to do sentiment analysis: non-learning-
based methods, such as lexicon-based approaches, and
learning-based methods, such as Naïve Bayes (NB) and
Maximum Entropy (MaxEnt) [9, 10]. Lexicon-based ap-
proaches classify the sentence by checking the meaning of
each word or phrase using existing lexicons while machine
learning-based approaches use statistical-based or non-
statistical-based inference for the classification [9, 10]. In ad-
dition to the basic non-learning-based and learning-based
methods, hybrid methods which combine the two basic
methods have also been proposed for sentiment analysis
[11–20].
In learning-based approaches, each word or phrase rep-
resents a feature. During the training process, these fea-
tures are used to train the learning-based methods. It is
obvious that not all of these features are useful in the
actual analysis. There are some noisy features that may
affect the results. Thus, selecting the appropriate number
of useful and valuable features is important for the
learning-based methods to perform well. If the number
of features selected is too large, it will make the training
time-consuming and too expensive computationally. If the
number of features used is too small, the useful features
may not be selected, and it may affect the analysis results.
Thus, optimal feature selection is necessary for a learning-
based method to achieve a satisfactory sentiment classifi-
cation performance and it may also save computational
resources. However, currently, there is no solution to de-
termine the size of the subset of the entire set of features
to be used to obtain the best sentiment classification per-
formance. It is still a challenging problem for researchers.
In this paper, we design a new method to investigate the
relationship between the number of features used and the sen-
timent classification performance of the learning-based algo-
rithms. Different learning-based methods, such as NB,
MaxEnt, support vector machine (SVM), and extreme learn-
ing machine (ELM) are investigated in this study.
The results demonstrate that feature selection has a signif-
icant effect on the learning process of the learning-based al-
gorithms. A relationship between the number of features se-
lected and the sentiment classification performance of the al-
gorithms is discovered through this research work. The results
show that the relationship between the number of features
used and the performance of the algorithms is consistent for
different learning-based algorithms which means that this re-
lationship is independent of the algorithms used. Specifically,
this paper presents a new and very clear relationship between
the performance of the learning-based algorithms and the log-
arithm of the number of features to be selected.
The novelty and importance of this paper are summarized
as follows:
1. All the existing works have emphasized that feature se-
lection is very important for sentiment classification. A
few works have discussions on selecting an appropriate
number of features to obtain the best performance.
However, none of these works discuss the exact relation-
ship between feature selection and the classification per-
formance of the methods.
2. In these existing works, there is no discussion on how the
accuracy of the machine learning algorithms changes with
different number of features selected. It is still an unsolved
problem and un-answered question on how to select a
suitable number of features to be used to obtain the best
performance for analyzing different sizes of data.
3. This research answers the question and solves the prob-
lem by presenting a novel methodology. This is the first
time that a very clear relationship between the perfor-
mance of the learning-based algorithms and the number
of features to be selected is discovered. The relationship
discovered in this research has never been disclosed by
any existing work.
The rest of the paper is organized as follows: “Related
Work” section discusses the related work. The proposedmeth-
odology is presented in “Proposed Methodology” section.
“Dataset Collection and Preparation” section describes the
datasets used by this research. The results are shown and
discussed in “Results and Discussion” section which is
followed by further analysis on larger datasets in “Further
Analysis on Larger Datasets” section. “Conclusion and
FutureWork” section presents the conclusion and future work.
Related Work
Sentiment analysis has gained the interest of many researchers
[21–23]. For example, sentiment analysis on product reviews
posted online can reveal how different age groups act on the
purchasing of online products [24]. It can help merchants
Cogn Comput (2020) 12:238–248 239
understand how the customers feel about their products and
how they can improve the products involved [25]. Likewise,
public moods as uncovered by sentiment analysis have been
found to correlate with market movements. For example,
Malandri et al. demonstrated that applying sentiment analysis
as part of their approach led to greater expected returns [26].
Dashtipour et al. presented a state-of-the-art review on multi-
lingual sentiment analysis, highlighting how different prepro-
cessing techniques and different methods across languages
have their own advantages and disadvantages [21].
Machine learning approaches are often preferred as compared
to lexicon-based approaches [22]. Narayanan et al. proposed an
improvedNBmodel for fast and accurate sentiment classification
which obtained quite good performance: the accuracy hits 88.8%
on the movie review data [22]. Wang et al. investigated various
enhancement strategies such as emoticon handling and negation
handling to improve on the differentmachine learning algorithms
and the performance of the methods increases with the assistance
of the enhancing techniques [23].
Hybrid methods which combine the non-learning-based
method and learning-basedmethods are also used in sentiment
analysis [11–20]. Cambria et al. proposed a novel method
which simultaneously trains a sentiment classifier and adapts
an existing sentiment lexicon to the target domain. Their
method significantly improved the sentiment classification
performance for a variety of domains by means of improving
the quality of the sentiment lexicons [11]. SenticNet 5, another
piece of work by Cambria et al., combines commonsense
knowledge representation with deep learning to achieve good
performance [12]. Mondal et al. combined a learning-based
method with a domain-based knowledge lexicon to extract
semantic relations in healthcare domains, in which the senti-
ment of the medical concepts involved were considered as
positive or negative. The resulting approach is a concept clus-
teringmethod that identifies the semantic relations of concepts
to enhance clinical decision-making in healthcare systems
[13]. Lauren et al. developed an ELM-based word embedding
approach for NLP; their results demonstrated the merits of the
methods for sentiment analysis and sequence labeling [14]. Li
et al. incorporated the prior sentiment information consisting
of document level sentiment and word level sentiment to en-
hance the performance of the methods involved. Different
combinations of the prior information (different lexicons with
different document level sentiment) were tested on different
machine learning algorithms. Their results showed that the
sentiment classification performance of the method involved
can be improved with the hybrid enhancement strategies [15].
Kolchyna et al. used lexicon to measure the score of each
sentence [16]. Then these scores were fed into learning ma-
chines as additional features, leading to an increase in accura-
cy. Likewise, Zhang et al. used a lexicon-based method to
automatically create labels that could serve as training data,
thus allowing machine learning to be performed in an
unsupervised manner. Cambria et al. considered the difference
between human intelligence and traditional artificial intelli-
gence (AI) and exploited common sense knowledge to per-
form reasoning as humans do [18]. They also proposed a
unique multi-disciplinary method for sentiment analysis
[19]. Their technique organizes the features and other com-
mon knowledge in a better way in the vector space. Wang
et al. proposed an intelligent sensing mechanism using an
adaptive learning method which combines non-learning-
based and learning-based method in a unique way to enhance
the performance of the sentiment analysis of text data [20].
Before applying lexicon-based or machine learning-based
methods, various algorithms are employed for preprocessing [9,
12, 18, 23, 27, 28]. Feature selection is one of these algorithms
and different feature selection algorithms such as Chi Square, term
frequency inverse document frequency, and information gain are
used by many researchers [28–30]. All these existing works have
emphasized that feature selection is very important for sentiment
classification. Not only would it improve accuracy, but computa-
tional time can also be reduced [31, 32].However, only a fewworks
have discussed how an appropriate number of features should be
selected to obtain the best sentiment classification performance.
Some new feature selection algorithms have recently been
developed [31, 32]. Al-Radaideh et al. proposed a new feature
selection method based on rough sets for Arabic sentiment
analysis. They have built a rough engine for sentiment classifi-
cation based on the proposed feature selection method. The
rough set model was tested and compared with other machine
learning algorithms. The result showed that the proposedmodel
in [31] outperforms other machine learning algorithms, but
there is no discussion on how the accuracy of the machine
learning algorithms changes with different number of features
selected [31]. Narayanan et al. plotted a graph of accuracy vs
number of features and found that choosing the top 32000
features will produce the best results [22]. However, there is
also no discussion on the relationship between the number of
features to be selected and the performance of the algorithm in
their paper. The impact of feature selection has also been
discussed by Prusa et al. [32]. Ten feature ranking methods
including Chi Square (CS) and Gini-Index (GI) were compared
using 4 different machine learning algorithms with different
numbers of features selected. The results across different com-
binations were discussed but no relationship between the num-
ber of features and accuracy was found in their experiment.
Although almost every researcher who engages in text
analysis knows that feature selection is important for
learning-based methods, it is still an unsolved problem
and un-answered question on how to select a suitable num-
ber of features to be used to obtain the best sentiment clas-
sification performance. None of these existing works dis-
cuss an explicit relationship between the number of fea-
tures selected and the sentiment classification performance
of the methods.
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In this work, we investigate the relationship between the number
of features used and the sentiment classification performance of the
learning-based methods. Different learning-based methods and dif-
ferent sizes of data are used, and theChiSquaremethod is employed
to perform feature selection as it is one of the top ranking methods
used by previous researchers [32].We present different score thresh-
olds for the selection of the number of features in which a new
measure, log(no_of_features), is proposed to be used for the rela-
tionship analysis. The sentiment classification performances of dif-
ferent machine learning methods with different sets of features se-
lected are compared and evaluated.
Proposed Methodology
A new methodology is proposed in this paper for analyzing the
relationship between the selection of a suitable number of features
and the performance of the learning-based methods. The detailed
methods are described in this sectionwhich include data preprocess-
ing, implementation of learning-based methods, and variable math-
ematical transformation for feature selection.
Data Preprocessing
Some basic preprocessing techniques are used before analyzing the
data: (1) decode html into the encoded strings, (2) convert all upper
case letters to lower case letters, (3) convert links to “url,” (4) convert
“@username” to “user,” (5) remove all the punctuations, (6) convert
“#word” to “word,” (7) remove repeated letters, (8) add “NEG” to
the words that is after the negate words, and (9) remove stop words
that add no meaning to the content.
Implementation of Learning-Based Methods
Machine learningmethodshavebeeneffectively applied to sentiment
analysis. Among these methods, NB, MaxEnt, and SVM are rela-
tivelywell-known [22, 33].Besides these algorithms, ELM, a recent-
ly developed machine learning algorithm, has also been applied to
many areas including sentiment analysis. Hence, NB, MaxEnt,
SVM, and ELM are selected as base methods in this research.
The NB algorithm is a probabilistic method based on the
Bayes Theorem and Maximum Entropy (MaxEnt) is another
probability-based method [33]. MaxEnt is a technique that
models the probability distribution from the training data. The
principle of MaxEnt states that the distribution should be as uni-
form as possible when there is no observation. In the field of text
sentiment classification,MaxEnt usesword features in the labeled
documents as constraints to optimize the conditional distribution.
Proposed by Cortes and Vapnik, SVM is a kind of support-
vector neural network. The general idea is to map the input vectors
onto some high dimensional feature space so that the input vectors
can be separated by a hyperplane in that space [34].
ELM, first proposed by Huang [35], is based on the feedforward
neural network.Traditionally, theweights and the biases in each layer
must be tuned in order to obtain the best results. However, it is not
necessary to tune these parameters if they are randomly generated,
which is the key idea in ELM. In this case, this feedforward neural
network can be considered as a linear system. Then, the output
weights can be determined by inversed operations carried out on
the hidden layer output matrices.
Variable Mathematical Transformation Setting
for Feature Selection
Feature selection refers to selecting the subset of the entire set
of features. In sentiment classification, the purpose of feature
selection is to make the methods more efficient and accurate
[36, 37]. There are a lot of feature selection methods, among
which the Chi Square feature selection method is a very pop-
ular and efficient one. In this paper, the Chi Square method
[23, 37] is employed for feature selection.
After scoring all the individual features using the Chi Square
method, we use a score-based method to select the features. The
features with higher scores are selected to be used by the learning-
based methods. Different score thresholds are used to select the top
number of features. In order to test and estimate the exact relationship
between the number of features used and the sentiment classification
performance of the learning-based method, we increase the number
of features selected from 10 to 104 and propose a newmeasure, Fn,
which is obtained by computing the logarithm of the number of
features to the base 10:
Fn ¼ log no of featuresð Þ ð1Þ
where no _ of _ features represents the number of features select-
ed to be used by the methods. After introducing such a mathe-
matical transformation, the relationship between the number of
features used and the performance of the learning-based method
is discovered. The detailed results are shown in “Results and
Discussion” section by using the datasets described in “Dataset
Collection and Preparation” section.
Dataset Collection and Preparation
In this paper, we used two publicly available datasets. The first
(named dataset A) was downloaded from the “Twitter-senti-
ment-analyzer” website, which provides 1.6 million pre-
classified tweets [38]. We extracted different sizes of data,
including 10k, 20k, 40k, and 80k tweets from the dataset
downloaded and named them respectively as ds_A10k, ds_
A20k, ds_ A40k, and ds_ A80k. The second dataset (named
dataset B) was from “Twitter-sentiment-analysis2” [39].
Similar to dataset A, we extracted different sizes of data for
the comparison analysis. We perform both automated and
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manual data cleansing processes to obtain ground truth
datasets.
All the datasets are balanced: 50% of the data are positive and
the other 50% are negative. We split each dataset into training
data, which consist of three quarters of the data, and testing data,
which are the remaining one quarter.
Results and Discussion
For dataset A, four datasets in different sizes, 10k, 20k,
40k, and 80k are analyzed and tested through the feature
selection method proposed above. Four learning-based
methods, NB, MaxEnt, SVM, and ELM algorithms, are
used. Figures 1, 2, 3, and 4 are the results obtained from
analyzing the four datasets using NB, MaxEnt, SVM, and
ELM respectively. The results are presented as plots of
log(no_of_features) (x-axis) versus accuracy of the
learning-based method (y-axis). In Figs. 1, 2, 3, and 4,
the 4 sub-figures, a–d, correspond to the results obtained
from the 4 different datasets of 10k, 20k, 40k, and 80k
respectively.
From the results obtained by NB, MaxEnt, and SVM (Figs. 1,
2, and 3), we can see that the sentiment classification accuracy
(a) Plot of log (no_of_features) vs. accuracy using NB with ds_10k
(b) Plot of log(no_of_features) vs. accuracy using NB with ds_20k
(c) Plot of log(no_of_features) vs. accuracy using NB with ds_40k





























































Fig. 1 The results obtained from
analyzing dataset A in different
sizes using NB. a Plot of log (no_
of_features) vs. accuracy using
NB with ds_10k. b Plot of
log(no_of_features) vs. accuracy
using NB with ds_20k. c Plot of
log(no_of_features) vs. accuracy
using NB with ds_40k. d Plot of
log(no_of_features) vs. accuracy
using NB with ds_80k
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increases proportionally to the increase in the number of features
until the accuracy hits a maximum (optimal) point.
Figures 4 a and b show the results of analyzing the two
datasets in smaller sizes (10k and 20k) by using the ELM
method and Figs. 4 c and d show the results of analyzing the
two datasets in larger sizes (40k and 80k) by using the same
ELM method. It is observed that the plots of Figs. 4 a and b
differ from that of Figs. 4 c and d. For Figs. 4 a and b, the
accuracy increases generally with the increase in the
log(no_of_features) but not as uniformly proportional as that
in Figs. 4 c and d.
In Figs. 4 a and b, the accuracy oscillates somewhat
with the increase in the log(no_of_features). This may be
because the size of the datasets used to train the ELM is
too small to enable a stable performance of the algorithm.
The results obtained from using the ELM method on the
other 2 larger datasets (Figs. 4 c and d) show a clear
stable relationship between log(no_of_features) and accura-
cy of the algorithm.
This result indicates that ELM is very suitable for
analyzing large datasets, which is consistent with previ-
ous research by Liu et al. [40], who indicated that the
(a) Plot of log(no_of_features) vs. accuracy using MaxEnt with ds_10k
(b) Plot of log(no_of_features) vs accuracy using MaxEnt with ds_20k
(c) Plot of log(no_of_features) vs accuracy using MaxEnt with ds_40k





























































Fig. 2 The results obtained on
analyzing dataset A in different
sizes using MaxEnt. a Plot of
log(no_of_features) vs. accuracy
usingMaxEntwith ds_10k. b Plot
of log(no_of_features) vs
accuracy using MaxEnt with ds_
20k. c Plot of log(no_of_features)
vs accuracy using MaxEnt with
ds_40k. d Plot of log(no_of_
features) vs accuracy using
MaxEnt with ds_80k
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generalization ability of ELM is poor when the size of
the dataset is small but has the potential to yield good
generalization behavior when the size of the dataset be-
comes large.
Analyzing all the results obtained in this research as
shown in the 16 plots of Figs. 1, 2, 3, and 4, the overall
trend of the relationship between the sentiment classification
accuracy of the method and log(no_of_features) is clearly
shown: with the increase in the log(no_of_features), the ac-
curacy increases before it hits a maximum or optimal point,
especially for larger datasets. After it hits the maximum or
optimal point, where the value of log(no_of_features) is
around 3 (roughly between 2.5 and 3.5), corresponding to
about 1,000 features, the performance of the algorithm will
not continue to increase, instead, it stays constant or de-
creases slightly.
Similar results are obtained when analyzing dataset B
for all the four learning-based methods as well: there is
a clear relationship between log(no_of_features) and the
accuracy of the learning-based algorithm. There is also
an optimal point for the log(no_of_features) which
means that there exists an optimal number of features.
(a) Plot of log(no_of_features) vs accuracy using SVM with ds_10k
(b) Plot of log(no_of_features) vs accuracy using SVM with ds_20k
(c) Plot of log(no_of_features) vs accuracy using SVM with ds_40k

























































Fig. 3 The results obtained from
analyzing dataset A in different
sizes using SVM. a Plot of
log(no_of_features) vs accuracy
using SVMwith ds_10k. b Plot of
log(no_of_features) vs accuracy
using SVMwith ds_20k. c Plot of
log(no_of_features) vs accuracy
using SVMwith ds_40k. d Plot of
log(no_of_features) vs accuracy
using SVM with ds_80k
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The relationship is also independent of the learning-
based methods involved. To save space, we do not
present the sentiment classification results on dataset B
but they are available upon request.
The reason behind this general pattern can be explained as
follows: at the start of the regime, the features used are all
useful. When the number of useful features increases, the sen-
timent classification accuracy of the learning-based methods
also increases. At the maximum point, all the useful features
have already been selected. Beyond this point, features are
more likely to be “not important” or “noisy” features.
Because of these noisy features, the performance of the
learning-based methods does not improve further, and the ac-
curacy of the methods will remain the same or even start to
decrease as shown in Figs. 1, 2, 3, and 4.
(a) Plot of log(no_of_features) vs. accuracy using ELM with ds_10k
(b) Plot of log(no_of_features) vs. accuracy using ELM with ds_20k
(c) Plot of log(no_of_features) vs. accuracy using ELM with ds_40k

























































Fig. 4 The results obtained from
analyzing Dataset A in different
sizes using ELM. a Plot of
log(no_of_features) vs. accuracy
using ELMwith ds_10k. b Plot of
log(no_of_features) vs. accuracy
using ELMwith ds_20k. c Plot of
log(no_of_features) vs. accuracy
using ELMwith ds_40k, d Plot of
log(no_of_features) vs. accuracy
using ELM with ds_80k
Table 1 R-squared values for trendline analysis of the relationship
between log(no_of_feature) and accuracy for different learning-based
methods
R-squared values
NB MaxEnt SVM ELM
2nd order polynomial 0.9852 0.9864 0.9946 0.9913
3rd order polynomial 0.9955 0.9968 0.9954 0.9960
4th order polynomial 0.9963 0.9971 0.9977 0.9981
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Further Analysis on Larger Datasets
Encouraged by the findings presented in “Results and
Discussion” section, we carried out further analysis by trying
to fit polynomial equations on the relationship between
log(no_of_features) and the accuracy of the learning-based
methods for large datasets (80k). Specifically, an nth order
polynomial has the following form:
y ¼ anxn þ an−1xn−1 þ…þ a1xþ b ð2Þ
where y represents the accuracy of the learning-basedmethods
and x represents log(no_of_features).
We use 2nd, 3rd, and 4th order polynomials to fit the data
and compare the differences in terms ofR-squared values [41]:
R−squared ¼ explained variance=outcome variance ð3Þ
R-squared is a statistical measure with value between 0 and
1. It is used to calculate how the data are close to the trendline
fitted. Generally, the higher the R-squared value, the better the
model fits.
It is discovered that the R-squared values are always greater
than 0.98 whether 2nd, 3rd, or 4th order polynomials are used.
Comparing the 2nd, 3rd, and 4th order polynomials, it is found
that the differences are very small as shown in Table 1. The
results are also shown in Figs. 5, 6, 7, and 8 for the four
learning-based methods for the 2nd and 3rd order
polynomials.
Based on the results shown in Table 1 and in Figs. 5, 6, 7,
and 8, it is observed that the 2nd order polynomial or quadratic
function is good enough to represent the relationship:
y ¼ a2x2 þ a1xþ b ð4Þ
---- 2nd order polynomial fitted line
3rd order polynomial fitted line
y = -0.5482x3 + 1.4815x2 + 8.1776x + 54.607
R² = 0.996
















Fig. 8 Trendline analysis on the relationship between log(no_of_
features) and accuracy using ELM (80k). 2nd order polynomial
fitted line. 3rd order polynomial fitted line
---- 2nd order polynomial fitted line
3rd order polynomial fitted line
y = 0.9318x3 - 10.25x2 + 37.482x + 31.912
R² = 0.9968
















Fig. 6 Trendline analysis on the relationship between log(no_of_
features) and accuracy using MaxEnt (80k). 2nd order
polynomial fitted line. 3rd order polynomial fitted line
---- 2nd order polynomial fitted line
3rd order polynomial fitted line
y = -0.3228x3 - 0.5523x2 + 14.346x + 48.905
R² = 0.9954
















Fig. 7 Trendline analysis on the relationship between log(no_of_
features) and accuracy using SVM (80k). 2nd order polynomial
fitted line. 3rd order polynomial fitted line
---- 2nd order polynomial fitted line
3rd order polynomial fitted line
y = 0.9126x3 - 10.025x2 + 36.658x + 32.677
R² = 0.9955

















Fig. 5 Trendline analysis on the relationship between log(no_of_
features) and accuracy using NB (80k). 2nd order polynomial
fitted line. 3rd order polynomial fitted line
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This again demonstrates that for learning-basedmethods, con-
sistent relationships, in this case, between log(no_of_features)
and accuracy are obtainable for large datasets.
Conclusion and Future Work
In this paper, an optimal feature selection method for sen-
timent classification is proposed and investigated. The sen-
timent classification performance of different machine
learning methods in terms of accuracy is studied using
the proposed feature selection methodology. Various num-
bers of features are selected based on the feature scores
for learning-based method on sentiment analysis to inves-
tigate whether there is a relationship between the number
of features to be selected and the sentiment classification
performance of the learning-based algorithms. A feature
score threshold is used for feature selection. A relationship
between the sentiment classification accuracy of the learn-
ing algorithms and the logarithm of the number of features
selected is discovered by this research. This new finding
can guide researchers to select the proper features for op-
timizing the sentiment classification performance of
learning-based methods. By optimizing the features used
for the learning-based algorithms involved, better senti-
ment classification performance of the learning-based
method could be achieved. This also demonstrates that
researchers can select the proper number of features to
obtain the optimized performance of the machine
learning-based methods.
Our ongoing work also includes using deep learning for
sentiment analysis. We will also investigate why the sentiment
classification performance of ELM is not stable for analyzing
datasets of smaller sizes. Also, we would like to investigate
the performance of the learning-based method for multi-level
sentiment classification. Lastly, carrying on studies on im-
proving the sentiment classification performance of hybrid
methods, which combine the non-learning-based and
learning-based methods, is also planned in our future work.
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