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References 12 In general, changes in activated protein concentration follow its basal state concentration closely over time. This requires that the system acts instantaneously, i.e. γ * p γ p . Consequently, Eq. (S.4) can be approximated by
(S.5)
In other words, for the above requirement of instantaneous reaction to be fulfilled, the time constant t * = 1/γ * p of the protein activation must be much shorter than the time constant t = 1/γ p of the basal protein concentration change.
Note that the same result (Eq. S.5) can be found by settingṗ * = 0 in Eq. (S.1)
Hence, one can approximate the long-term dynamics of the fast system (activated protein)
by solving p * (t) in terms of the slow forcing (protein decay), ignoring the information within the time scale of O(1/γ * p ). This assumption is called 'adiabatic approximation' and is of fundamental importance for the self-organization of complex systems [Haken, 2004] .
The above requirements are generally reflected in cell biology. The time-scales of protein activation involved in signaling are usually in the order of minutes, e.g. for phosphorylation and de-phosphorylation events, while protein translation and decay follow mRNA concentration changes on time-scales of hours. Notable exceptions exist, when the protein decay is actively regulated and actively interfering with the processes under consideration (see below).
Assuming the above proportionality between protein and mRNA concentrations, one can eliminate the protein dependence p in Eqs. (S.1)-(S.8) and rewrite them as a direct function of the mRNA concentration r by substituting
In other words, long-term cellular processes lasting hours to days can be described as a function of gene expression.
The Slaving Principle As an illustrative example, we consider a simple gene-protein interaction system. A gene, whose activity is reflected by the mRNA concentration r, produces protein p, which can be activated to p * , while p * can inhibit r. Together with the respective decay rates, such a system could reaḋ
where we used linear and quadratic interaction functions for the sake of simplicity. We assume γ * p > 0, so that protein activation is stable and bound. Furthermore, we assume γ * p γ p to allow for the adiabatic approximation of p * (t) and we set γ p ≈ γ r , so that the protein and mRNA concentrations evolve on the same time scale. Settingṗ * = 0 in Eq. (S.10) and expressing the steady state of p in terms the mRNA r(t) in Eq. (S.9) one finds for the temporal behavior of the protein concentrations
(S.12) p * thus follows the mRNA activity over time, hence it is said to be slaved by the slow subsystem. Via the proportionality between r and p and the adiabatic approximation of p * the protein kinetics react to the gene kinetics of r(t), which determines whether an action occurs or not. Substituting Eqs. (S.11), (S.12) into Eq. (S.8) one findṡ
Depending on the sign of γ r in Eq. (S.13), two different solutions can occur. If γ r > 0, the only possible solution for t → ∞ is r = 0. Hence, gene expression decays over time and likewise the protein concentrations decreases to zero (Fig. 1A) . If γ r < 0, the steady state solution is r = k /γ r and consequently p, p * = 0 (Fig. 1B) . Note, how the approximate longterm solutions (red dotted lines) for the mRNA and the proteins (Eqs. S.11-S.13) approach the true solution after a transient time t > 10. This is also true, if the gene encounters a transient up-regulation, e.g. via a transcription factor (Fig. 1C ). Both proteins still follow the gene closely and the adiabatic approximation (red lines) retraces these dynamics well.
Since it is the mRNA r, which determines whether a non-zero steady state for the proteins is reached or not, r is referred to as order parameter. Order parameters are those parameters that slave subsystems. Hence, for long-term cellular processes lasting on the order of hours or longer, gene expression kinetics should play a decisive role with respect to the phenotypic outcome of a cellular decision. and their activated forms can be described by the following system of coupled ordinary differential equations
Proteins:ṗ
(S.14)
activated Proteins:ṗ *
where the variables p i and p * i , 1 ≤ i ≤ n denote the basal and activated proteins, respectively. All variables are coupled via the non-linear functions f i p , which depend on all other proteins p, p * and additionally on the mRNA concentrations r i for the basal proteins p i . We require the protein concentrations to remain stable, i.e. γ * i p , γ i p > 0|∀i so that the system has a stable state, which would correspond to the cell homeostasis. Next, we apply the adiabatic approximation by settingṗ * i = 0, justified by the fact that protein activation is a much faster process than the overall protein decay of p. 
Putting Eq. (S.16) into Eq. (S.14) leads to equations that depend on the basal protein concentrations p i and the mRNA r i alonė
Provided that protein concentration follows mRNA regulation closely over time, i.e. p i (t) ∝ r i (t) (no considering the time delay between mRNA transcription and translation), we can substitute all protein variables in Eq. (S.17) by the respective mRNA variables. In many practical examples only very few variables (or modes) become unstable. If all other variables remain damped and adiabatically follow the unstable variables, then the behavior of the whole system is determined by the few order parameters. This has two consequences: first, complex systems may show a very regulated transition behavior between different states and furthermore, depending on the particular variables, which become unstable and cause a transition, different macroscopic output states can be achieved.
Returning to biology, this means that a cell can undergo reversible transitions to different phenotypes, i.e. migration, proliferation, differentiation [Huang and Ingber, 2007] , and these transitions will be most likely regulated by a few genes, only.
The limitations of this analysis mainly depend on two points. Firstly, the time window in which a cellular decision is produced has to be sufficiently broad (over a time span of hours). For example, the heat-shock stress response escapes our analysis, since the phenotypic reaction is present after a few minutes already. Secondly, cellular reactions that break the mRNA-protein correlation cannot be analyzed on the gene expression level. This holds true for the ubiqitin-proteasome signalosome, which is able to massively rebalance the protein concentrations, uncoupled from transcriptional regulation, or for post-translational modifications of histones, which can be epigenetically inherited.
Connection with the CTRNN model In our paper we use the following recurrent neural network to model gene regulatioṅ
Comparing Eq. (S.19) with Eq. (S.18), we find a similar structure by identifying τ Hence, by unraveling the mRNA interaction network and using the proportionality between the mRNA and the protein concentration, we arrive at a model structure that can be realized by a CTRNN and which can serve as one explanation why it has been possible to both measure and model on the gene regulatory level, yet verify model predictions on the protein signaling level. 
II. MASIGPRO ANALYSIS
The list of probes across the DNA microarrays from all experiments has been filtered using interquartile filtering [vonHeydebreck et al, 2004] . The aim of this nonspecific filtering is to remove the genes that are unlikely to carry information about the phenotypes under investigation. This filtering removes genes having small changes within the experimental time points. The resulting list of around 6000 probes is used for the subsequent maSigPro analysis.
maSigPro [Conesa et al, 2006] is an R package for the analysis of single and multi-series time course microarray experiments. It follows a two-step regression strategy to find genes with significant temporal expression changes and significant differences between experimental groups. The method defines a general regression model for the data, where the experimental groups are identified by dummy variables. The procedure first adjusts this global model by a least squares technique to identify differentially expressed genes and then selects significant genes applying false discovery rate control procedures. Next, a stepwise regression is applied as a variable selection strategy to study differences between experimental groups and to find statistically significant temporal gene expression profiles. The coefficients obtained in this second regression model can be used to cluster together significant genes with similar expression patterns and to visualize the results. Here, a quadratic regression fit was performed using significance level of 0.05, and the Benjamini-Hochberg correction method for multiple testing problems. A stepwise regression fit for time series gene expression experiments was performed using a T-fit with a two-ways-backward method. Finally, a list of significantly regulated genes was obtained for a set of variables, whose significance values have been computed with the T-fit function.
In the case of HGF-induced migration versus the 0h control experiment, maSigPro identified 536 significantly regulated genes from 607 probesets having a p-value p < 0.05. Comparing the 50 highest ranked genes according to the mean and peak fold expression Eq. (1) and the maSigPro methods, one finds a good agreement with respect to identified genes and their respective rank, in particular for those genes, which have been found to be decisive for
III. GENETIC ALGORITHMS
The task of model fitting is to determine the unknown parameters of the gene regulatory network such that it behaves as reflected in the experimental gene expression kinetics. Due to the internal structure of the recurrent neural network model many local optima exist, wherein deterministic gradient-based search algorithms are likely to get stuck. Hence, model training of neural methods usually use Back Propagation through Time [Werbos, 1990] or evolutionary algorithms such as Particle Swarm Optimization [Kennedy et al, 2001] or Genetic algorithms [Wahde and Hertz, 2001 ].
Here, we have chosen to use a genetic algorithm (GA) to determine the unknown parameters of the network. The GA works with a fixed-size population of possible solutions. Each solution, called an individual, evolves step-wise from generation to generation using three principal genetic operators: selection, crossover, and mutation. All individuals are evaluated in each generation according to a fitness function (cf. Eq. 7 in Materials and Methods) and then selected to produce two offspring, comprising the next generation. Having selected two parents, their chromosomes, i.e. their set of parameters, is recombined in the offspring, which can furthermore undergo mutation. The parent individuals are selected according to their respective fitness with no restriction on the number of offspring an individual can produce. The purpose of the crossover and mutation is to combine useful parental information to form new and hopefully better performing offspring. After many generations, only those individuals having the highest fitness survive with the best individual providing a (near) optimal solution to the problem, i.e. best fitting the experimental data.
In our study there are several advantages of the GA in comparison to other optimization approaches. Given the scarcity of data points in relation to the number of model parameters, the reverse engineering problem is highly over-parameterized resulting in a very large set of candidate solutions with many local optima. Genetic algorithms work probabilistically and consider several solutions at the same time, which allows them to explore large areas of the parameter space rather efficiently [Willett, 1995] . Moreover, GAs work with the least assumption on parameter values: only parameter ranges and the fitness function need to be specified. This gives this optimization technique a high flexibility, if changing the number The latter is composed of the delayed gene fold expression of each gene at time t − ∆τ j , which is modified by the activation function σ and multiplied by the interaction weight W ij before finally being summed into gene i.
