We prove that the permanent of nonnegative matrices can be deterministically approximated within a factor of √ 2 n in polynomial time, improving upon the previous deterministic approximations. We show this by proving that the Bethe approximation of the permanent, a quantity computable in polynomial time, is at least as large as the permanent divided by √ 2 n . This resolves a conjecture of Gurvits [21] . Our bound is tight, and when combined with previously known inequalities lower bounding the permanent, fully resolves the quality of Bethe approximation for permanent.
I. INTRODUCTION
The permanent of a square matrix has been an important object of study in combinatorics and theoretical computer science. The permanent of an n × n matrix A is defined as
where S n is the set of all permutations σ : {1, . . . , n} → {1, . . . , n}. Although this definition of the permanent looks superficially similar to that of the determinant, the latter is polynomial-time computable while the former is #P-hard to compute even when A has entries in {0, 1} [33] .
Given the hardness of computing the permanent exactly, a natural question is when can the permanent be approximated efficiently? For arbitrary A ∈ C n×n , an A n additive approximation 1 was given by Gurvits [20] ; this was later improved and derandomized in certain cases [2, 12] . The permanent of complex matrices is a central quantity in quantum linear optics, and is connected to some methods proposed for demonstrating "quantum supremacy" [1] .
A multiplicative approximation is elusive for general A; even determining the sign of the permanent of real matrices is hard [1, 19] . This motivates studying classes of matrices where the sign is not a barrier. Polynomial time multiplicative approximation algorithms have been designed for two large classes known to have a nonnegative permanent: the most prominent is a randomized (1 + )-approximation algorithm for matrices with nonnegative entries [24] , and there is also a 4.84 n -approximation algorithm for positive 1 We remark that for any matrix A, |per(A)| ≤ A n . semidefinite matrices [4] . We remark that there are cases where the permanent is not even necessarily real-valued, yet quasi-polynomial time multiplicative (1 + )-approximation has been achieved [9, 8, 18] . In this paper we focus only on matrices with nonnegative entries; for these, permanent has a close connection to the combinatorics of perfect matchings in bipartite graphs.
For A ∈ {0, 1} n×n , the permanent of A is equal to the number of perfect matchings in the bipartite graph with bipartite adjacency matrix A. For nonnegative A ∈ R n×n ≥0 the permanent is clearly a nonnegative quantity, and in fact can be thought of as a partition function. Consider sampling σ ∈ S n with probability P[σ] ∝ n i=1 A i,σ(i) . Then per(A) is the normalizing constant in this model, i.e., P[σ] = ( n i=1 A i,σ(i) )/ per(A). When A ∈ {0, 1} n×n , this distribution over σ ∈ S n is the same as the uniform distribution over perfect matchings in the corresponding bipartite graph.
Given the close connection between random perfect matchings and the permanent of nonnegative matrices, Broder [11] suggested using Monte Carlo Markov Chain (MCMC) methods to approximate the permanent. This was finally achieved by Jerrum, Sinclair, and Vigoda [24] , who gave a fully polynomial time randomized approximation scheme (FPRAS); that is a randomized algorithm that for any desired , δ > 0, with probability 1 − δ computes a 1 + approximation to per(A) for nonnegative A in time poly(n, A , 1/ , log(1/δ)), where A represents the bit complexity of A.
A. Deterministic approximation of the permanent
Despite having a complete understanding of approximations achievable by randomized algorithms, there is currently a large gap in our understanding of deterministic permanent approximation. The only known lower bound is still the #P-hardness of exact computation [33] . On the other hand, the best known deterministic approximation ratio is 1.9022 n ≤ 2 n [22] . Deterministic approximations of the permanent can sometimes be useful in optimization tasks. For example, Anari et al. [6] used a particular approximation of the permanent to attack the problem of maximizing Nash social welfare; a key property used in their algorithm was that this approximation of per(A) was log-concave as a function of the matrix A, so it could be maximized for A ranging over a convex set of matrices. Another problem that can be cast as permanent maximization is that of finding the profile maximum likelihood, a successful universal method for estimating symmetric statistics from sampled data [see 3]. One of the successful heuristics used to find the profile maximum likelihood estimate is based on a particular approximation of the permanent called the Bethe approximation [34] . In fact this is the same approximation we study in this paper. For more recent results on profile maximum likelihood see [3, 28, 13] .
It is no coincidence that the gap between randomized and deterministic approximations of permanent is so large: 1 + vs. exponential. This is because, roughly speaking, no approximation ratio can be in between the two extremes. 2 More precisely, any polynomial time 2 n c -approximation for any constant c < 1 can be boosted to obtain a (1 + )approximation. This is achieved by feeding the hypothetic algorithm the larger matrix
whose size is mn × mn and whose permanent is per(A) m . By taking the m-th root of the hypothetic algorithm's approximation of per(I m ⊗ A), we obtain a m √ 2 (mn) capproximation to per(A). It is enough to take m (n c / ) 1/(1−c) = poly(n, 1/ ) for this approximation ratio to become 1 + .
This suggests that the right question to ask about the approximation ratio is: What is the infimum of constants α > 1 for which the permanent can be deterministically approximated within a factor of α n in polynomial time? Linial, Samorodnitsky, and Wigderson [25] achieved the first nontrivial deterministic approximation of the permanent and showed that α ≤ e. Later Gurvits and Samorodnitsky [22] showed 3 that α ≤ 1.9022 < 2. We prove that α ≤ √ 2.
Theorem 1. There is a deterministic polynomial time algorithm that approximates the permanent of nonnegative matrices within a factor of √ 2 n .
B. Bethe approximation of the permanent
The algorithm we analyze has, in fact, been studied very extensively and its output is known as the Bethe approximation of the permanent, or Bethe permanent for short [35] . 2 We remark that this does not rule out the possibility of the best approximation ratio being for example 2 n/ poly log(n) . 3 The approximation ratio obtainable by the analysis of Gurvits and Samorodnitsky [22] is actually 1.9022 n but this is not explicitly mentioned in their article, and the only explicit bound mentioned is 2 n . 
This maximization is defined over doubly stochastic matrices P ; that is nonnegative matrices whose rows and columns sum to 1.
Bethe approximation is a heuristic used to approximate the partition function of arbitrary graphical models, whose roots go back to statistical physics. Bethe approximation is very closely connected to the sum-product algorithm, also known as belief propagation [36, 35] .
Natural graphical models can be easily constructed where the permanent is the partition function and the corresponding Bethe approximation, the Bethe permanent. It was observed that the sum-product algorithm on these graphical models yields a good approximation to the permanent in practice [15, 23] . Later Vontobel [35] showed that for these graphical models the sum-product algorithm always converges to the maximizer in definition 2, and that the maximization objective in definition 2 becomes a concave function of P after taking log. So besides the sum-product algorithm, bethe(A) can also be computed by convex programming methods. We remark that this is one of the rare instances where the sumproduct algorithm is guaranteed to converge.
The first theoretical guarantee for the quality of Bethe approximation was actually obtained by Gurvits and Samorodnitsky [22] . Their 2 n -approximation guarantee was for a slightly modified variant of the Bethe permanent. In particular, Gurvits [21] showed that bethe(A) always lower bounds per(A) and later Gurvits and Samorodnitsky [22] showed that 2 n bethe(A) upper bounds per(A). The lower bound was proved by using an inequality of Schrijver [31] . Two alternative proofs of the lower bound have since been obtained based on 2-lifts [16] , and real stable polynomials [5] . For a survey of these proofs and their generalizations beyond permanent see Straszak and Vishnoi [32] . While the lower bound is an elegant inequality that is also tight [22] , the upper bound of 2 n bethe(A) had room for improvement. In fact Gurvits [21] had already conjectured that the correct constant for the upper bound should be √ 2 n .
We resolve this conjecture. Theorems 3 and 4 together with polynomial time computability [35, 22] imply theorem 1.
C. Techniques for upper bounding permanent
Perhaps the most well-known upper bound on the permanent is the Bregman-Minc inequality, conjectured by Minc [27] and proved by Bregman [10] , which states that for A ∈ {0, 1} n×n if the row sums are d 1 , . . . , d n , then
This bound has been reproved by Schrijver [30] and Radhakrishnan [29] using entropy-based methods. In these works, some generalizations have been suggested for nonbinary matrices A ∈ R n×n ≥0 , but as far as we know none imply theorem 4. We remark that entropy-based bounds have recently found applications in counting bases of matroids and matroid intersections [7] ; perfect matchings are a special case of matroid intersections.
Our method for proving theorem 4 is inspired by the entropy-based proofs of the Bregman-Minc inequality, but differs from them in key places. To illustrate, prior entropybased proofs of Bregman-Minc proceeded by comparing, in terms of entropy-based measures, two distributions on perfect matchings in the bipartite graph associated with A. One was the uniform distribution μ over perfect matchings, and the other one ν can be described by the following sampling procedure: Iterate over vertices on one side, and each time pick a neighbor for the current vertex uniformly at random out of all currently unmatched neighbors. We remark that the latter distribution has been used to estimate the permanent by importance sampling, and an entropy-based measure of distance between μ and ν has been shown to have a close connection to the sample complexity [17, 14] .
The generalization of μ to arbitrary
Similarly there is a natural generalization of ν: In iteration i we just sample an unmatched neighbor j with probability proportional to A i,j . Indeed this generalization has been studied by Schrijver [30] in order to obtain generalizations of Bregman-Minc to non-binary matrices.
Our main insight is that defining ν according to another matrix P ∈ R n×n ≥0 can result in a distribution that is closer to μ. To be more precise, we find a matrix P other than A, and modify the sampling procedure defining ν to pick a neighbor j for i with probability ∝ P i,j . We will ultimately let P be the marginals of μ, i.e., P i,j = P σ∼μ [σ(i) = j]. One feature of this modification for example is that the modified ν never picks any edge that can never be part of a sample of μ. Comparing μ and the modified ν ultimately allows us to prove theorem 4.
Our technique for upper bounding the permanent is completely analytical and is described in section IV. However the approximation ratio guarantee resulting from it is only described in terms of the maximum of a well-defined universal function on the standard simplex. The maxima of this function can be easily guessed; but in order to prove that they are indeed the maxima, further ideas are needed. We combine several analytic ideas to reduce the possible set of maxima to a finite set (of moderate size) and with the help of a computer search formally prove that the guessed maxima of this function are indeed the global maxima, yielding the desired approximation ratio of √ 2 n . We remark that even though we used a computer search, we analytically show that the search can be done over a particular finite set of points and with exact rational arithmetic. So the computer program's successful execution should be considered a formal certificate of correctness. For details of the computer search and the proof that the search can be reduced to a finite set see section V.
II. NOTATION AND PRELIMINARIES
Everywhere log is taken in base e. We use [n] to denote the set {1, . . . , n}. For a set S we denote the family of all subsets of S by 2 S . We use the notation 1 to denote the vector of all ones in R n . For a set S ⊆ [n], we use 1 S to denote the indicator vector of S which belongs to {0, 1} n . We use Δ n to denote the standard simplex 4 of all n-dimensional stochastic vectors, i.e., all p ∈ R n ≥0 such that 1 p = 1:
We call a matrix P ∈ R n×n ≥0 doubly stochastic when each row and each column of P belongs to Δ n , i.e., P 1 = 1 and 1 P = 1 . The set of all doubly stochastic matrices is known as the Birkhoff polytope which we denote by B n :
The fact that B n is a polytope can be easily seen by noticing that it is defined by 2n linear equalities and n 2 linear inequalities. An alternative description of B n is as the convex hull of permutation matrices [see, e.g., 37].
For a pair e = (i, j) ∈ [n] × [n], we use A e = A i,j to denote the entry in the i-th row and j-th column of A. We use S n to denote the set of all permutations σ : [n] → [n]. With some abuse of notation we also view σ as the set
. So in particular e ∈ σ means that e is a pair of the form (i, σ(i)) for some i ∈ [n]. With this notation the permanent can be written as
We sometimes think of σ ∈ S n as a perfect matching in a bipartite graph: The first side is the domain of σ, and the other side the image of σ. For two permutations σ, π ∈ S n we take σ •π to be the composed permutation defined by σ • π(i) = σ(π(i)). We also sometimes view a permutation π ∈ S n as a total ordering on {1, . . . , n}, that is we define the ordering < π on [n] by π(1) < π π(2) < π · · · < π π(n). For a permutation π, we let π denote the reverted permutation defined by π(i) = π(n − i + 1). The total ordering defined by π and π are the opposites of each other.
For two distributions μ and ν supported on a finite set Ω, we define their Kullback-Leibler divergence, KL divergence for short, as
An important well-known property of the KL divergence is nonnegativity. This can be proved for example by applying Jensen's inequality to the convex function log(1/·) [see, e.g., 26 ].
Fact 5 (Gibbs' inequality). For any two distributions μ and ν we have D(μ ν) ≥ 0.
III. BETHE PERMANENT
Doubly stochastic matrices have an intimate connection to random permutations. They can be thought of as marginals of distributions on permutations. More precisely, for any distribution μ on S n , the n × n matrix P defined by
is doubly stochastic. Alternatively for any P ∈ B n , there is μ supported on S n whose marginals are P ; this is because the vertices of B n are permutation matrices.
Given a matrix A ∈ R n×n ≥0 , a natural distribution μ on S n can be defined by μ(σ) ∝ e∈σ A e . The partition function, or the normalizing constant in this definition is per(A). Given these connections, it is no surprise that many upper and lower bounds on the per(A) can be expressed in terms of doubly stochastic matrices. For example the upper bound implicitly used by Linial, Samorodnitsky, and Wigderson [25] is
which can be interpreted as a form of subadditivity of entropy. The Van der Waerden conjecture used as a lower bound by Linial, Samorodnitsky, and Wigderson [25] can be rewritten as
for all P ∈ B n . For a more detailed account of these connections see Gurvits [21] . We remark that the P maximizing the r.h.s. of the above can also be obtained by matrix scaling. In other words, as long as per(A) > 0, there are sequences
Chertkov, Kroc, and Vergassola [15] and Huang and Jebara [23] observed that the μ distribution defined for a matrix A can be described by a graphical model. Roughly speaking, one can define factors R 1 , . . . , R n :
With this definition we have
A practically successful heuristic for computing the partition function of graphical models is Bethe approximation; in fact for "loopless" graphical models the Bethe approximation exactly computes the partition function. The graphical model defined here is not "loopless", but the Bethe approximation can still be defined and in fact computed efficiently. For a detailed account of these, see Vontobel [35] . We only describe the Bethe approximation for the aforementioned graphical model here, but we remark that Bethe approximation can be defined for arbitrary graphical models. (P e log(A e /P e ) + (1 − P e ) log(1 − P e )).
Note that according to this definition and definition 2 we have bethe(A) = max{e β(A,P ) | P ∈ B n }.
Vontobel [35] proved that β(A, P ) is a concave function of P . Gurvits [21] proved that β(A, P ) is always a lower bound for log(per(A)) by using an inequality of Schrijver [31] . For two recent alternative proofs see Csikvári [16] and Anari and Oveis Gharan [5] .
The matrix P maximizing β(A, P ) is not necessarily obtained from A by matrix scaling. It can be either obtained by convex programming methods since β(A, P ) is concave in P , or by the sum-product algorithm [35] . Despite this, Gurvits and Samorodnitsky [22] analyzed the objective β(A, P ) for the matrix P obtained from matrix scaling; in other words they analyzed β (A, RAC) where R, C are diagonal matrices such that RAC ∈ B n . They showed that per(A) ≤ 2 n e β(A,RAC) .
We choose a different doubly stochastic matrix. We analyze β(A, P ) where P is the doubly stochastic matrix of μ's marginals. In other words we let
Theorem 7. For P defined as above, we have
Note that theorem 7 immediately implies theorem 4. We will prove theorem 7 in section IV, but in the rest of this section we demonstrate why the factor √ 2 n is tight.
The example we use was already studied in [22] , but for completeness we mention it here as well. First let us compute β(A, P ), where A is a 2 × 2 matrix. Note that B 2 is a one-dimensional family that can be described by a single parameter p ∈ [0, 1]:
Then it is an easy exercise to see β(A, P ) = p log(A 1,1 A 2,2 ) + (1 − p) log(A 1,2 A 2,1 ), and as such bethe(A) = max{A 1,1 A 2,2 , A 1,2 A 2,1 }. Clearly there can be a factor of 2 difference between max{A 1,1 A 2,2 , A 1,2 A 2,1 } and the sum, per(A) = A 1,1 A 2,2 + A 1,2 A 2,1 . This happens for example for the matrix
for which per(A) = 2 bethe(A) = √ 2 2 bethe(A). This shows that √ 2 n is tight for n = 2.
For higher values of n, note that both per(·) and bethe(·) behave predictably w.r.t. block-diagonal matrices. In other words if B ∈ R n1×n1 But P ∈ B n iff Q ∈ B n1 and R ∈ B n2 . This shows that β(A, P ) = β(B, Q) + β(C, R) and consequently bethe(A) = bethe(B) bethe(C). So starting from any matrix, we can construct higher-dimensional matrices by using a block-diagonal form and amplify the gap between per(·) and bethe(·). In particular for the n × n matrix
we have per(A) = 2 n/2 = √ 2 n and bethe(A) = 1. Finally, we remark that it is also easy to construct examples A where per(A) = bethe(A). For example this happens when A is a diagonal matrix, such as the identity matrix.
IV. ENTROPY-BASED UPPER BOUND ON THE PERMANENT
In this section we prove theorem 7. Our strategy is to upper bound the permanent by comparing two distributions on perfect matchings in terms of the KL divergence. We will ultimately show that the gap in our upper bound is related to the maximum of a function φ : Δ n → R which is independent of the matrix A. Then, in section V we analyze this function and obtain its maximum. We find it instructive to have the tight example from the end of section III in mind throughout the proof and notice that the inequalities used are tight for this example.
Let A ∈ R n×n ≥0 be a fixed matrix. Since we are upper bounding the permanent by a nonnegative quantity, we can assume w.l.o.g. that per(A) > 0. Then we can define a distribution μ on S n by μ(σ) ∝ e∈σ A e , or in other words μ(σ) = e∈σ A e per(A) .
We will also fix a doubly stochastic matrix P which is defined by
P is doubly stochastic because for each σ ∈ S n and every i there is a unique j such that (i, j) ∈ σ, and for every j there is a unique i such that (i, j) ∈ σ. Now let us fix an ordering π ∈ S n over rows of P and define another distribution ν π on S n by the following sampling procedure: We iterate over rows of P according to the order π. In iteration i we select a yet unselected column j with probability proportional to P π(i),j . We let σ be the set of all (π(i), j) selected by this procedure.
Let us compute ν π (σ) explicitly for some given σ. When the sampling procedure produces σ ∈ S n , in iteration i, the unselected columns are exactly σ • π(i), σ • π(i + 1), . . . , σ • π(n). So we pick the first one, σ • π(i), with probability P π(i),σ•π(i) n j=i P π(i),σ•π (j) . This means that
where as a reminder j ≥ σ•π σ(i) means that j = σ(i) or j appears after σ(i) in the list σ • π(1), . . . , σ • π(n).
It is worth mentioning that if A was the tight example presented at the end of section III, regardless of the choice of π, we would have μ = ν π . But this is generally not true and μ can be quite different from ν π . Regardless, by fact 5, we have
Now we decompose eq. (2) part by part. First we have 
where the last equality follows from our choice of P , for which we have P σ∼μ [e ∈ σ] = P e . For the second part we use eq. (1) to derive 
This already looks very promising as we have log(per(A)) on one side and part of β(A, P ) on the other -see definition 6. However the extra sum does not look easy to analyze. In order to simplify it, we take the expectation of eq. (5) over π chosen uniformly at random from S n , which we denote by π ∼ S n . Then we get 
The main benefit here is that for any σ, when π is a uniformly random element of S n , σ • π is also a uniformly random element of S n . So we can simplify this to 
Now all appearances of μ have been removed. Our goal is to show that β(A, P ) + n log( √ 2) ≥ log(per(A)). Comparing with the above and definition 6, it is enough to prove the following for each i = 1, . . . , n:
Proving this would finish the proof of theorem 7. Note that this is a statement that only involves the i-th row of P . So we can abstract away and prove the following lemma.
Proof: Ideally we would like to prove the inequality for each π ∈ S n and remove the expectation over π. However, the inequality does not hold individually for each π ∈ S n . Instead we pair up permutations π with their reverses π, and prove that the sum of the value inside the r.h.s. expectation over π and π for any fixed π is at most twice the l.h.s. This would finish the proof. Note that the only appearance of π on the r.h.s. is in the ordering ≥ π it induces. So up to reindexing of p 1 , . . . , p n it is enough to prove this for the identity permutation, i.e., it is enough to prove
Naming the r.h.s. of the above as φ(p 1 , . . . , p n ), we will prove in section V, in lemma 10, that max{φ(p) | p ∈ Δ n } is at most log(2). This finishes the proof since
V. ANALYZING THE MAXIMUM GAP
In this section we prove that the maximum of the function φ : Δ n → R is log(2), finishing the proof of theorem 7. As a reminder, we define the function φ again below. Definition 9. For p = (p 1 , . . . , p n ) ∈ Δ n define
With some abuse of notation we use the same letter φ to refer to this function over Δ n for any n.
A simple calculation shows that φ(1/2, 1/2) = log (2) .
Also notice that zero coordinates in the input to φ can be dropped without changing the value of φ. In other words, for any p ∈ Δ n−1 and any i, we have φ(p 1 , . . . , p i , 0, p i+1 , . . . , p n−1 ) = φ(p 1 , . . . , p n−1 ).
This shows that for any two distinct elements {i, j} ⊆ [n]
we have φ(1 {i,j} /2) = log(2).
Our goal is to show that these n 2 points are the global maxima of φ over Δ n . The main result of this section is Lemma 10. For any p ∈ Δ n we have φ(p) ≤ log(2).
Our strategy for proving lemma 10 is to prove it for n = 1, 2, 3 and then reduce general n to one of these cases. The main tool enabling this reduction is the following lemma. Let us now see why lemma 10 can be proved, assuming the cases n = 1, 2, 3 and lemma 11.
Proof of lemma 10 assuming the proof for n = 1, 2, 3 and lemma 11: Suppose that p = (p 1 , . . . , p n ) ∈ Δ n . If there is an i such that p i + p i+1 ≤ γ, then we claim that
To see this let q = p 1 + · · · + p i−1 , r = p i , s = p i+1 , and t = p i+2 + · · · + p n . Notice that (q, r, s, t) ∈ Δ 4 and it follows from definition 9 that r, s, t) , and by lemma 11 this quantity is nonnegative.
We just proved that if there is a consecutive pair p i , p i+1 in p 1 , . . . , p n that add to at most γ we can reduce n without decreasing φ, by replacing p i , p i+1 with p i + p i+1 . Notice that such a pair always exists for n ≥ 4. This is because (p 1 + p 2 ) + (p 3 + p 4 ) ≤ 1, so at least one of p 1 + p 2 and p 3 + p 4 must be ≤ 1/2 < γ. So by induction the problem gets reduced to the cases n = 1, 2, 3.
Next we prove lemma 11. Afterwards we prove lemma 10 for n = 1, 2, 3 finishing the whole proof.
Proof of lemma 11: We want to show that φ(q, r, s, t)− φ(q, r + s, t) ≤ 0. To reduce the number of variables, let us fix r, s and choose q, t in a way that φ(q, r, s, t) − φ(q, r + s, t) is maximized. It is then enough to show that the maximum is nonpositive. One can compute that
If we replace q, t by q + , t − for some ∈ [−q, t], then only the first two terms in the above change. One can easily check that the above is a concave function of by checking concavity of the first two summands in terms of q, t. So in order to find the maximizing the above, we can set the derivative w.r.t. to zero. If q, t were already the maximizers, then either the derivative at = 0 would vanish or one of q, t would be 0. We will show that the first case happens for r + s ≤ γ, and obtain an explicit expression for the maximizing q, t. Let us compute the derivative:
.
One can compute that this derivative vanishes at
and for this choice of q = q * (r, s), t = t * (r, s) we have q + r + s + t = 1. So as long as q * (r, s), t * (r, s) ≥ 0, this will be the maximizer of φ(q, r, s, t) − φ(q, r + s, t) for fixed r, s. But q * (r, s), t * (r, s) ≥ 0 exactly when (1 + r + s) · max(r, s) ≤ 1. Since we have assumed s + t ≤ γ, we can deduce
where the last inequality can be easily checked for the constant γ = ( √ 17 − 3)/2. So from now on, we assume that eq. (6) holds and q = q * (r, s) and t = t * (r, s). With this choice we can define ψ(r, s) := φ(q * (r, s), r, s, t * (r, s)) − φ(q * (r, s), r + s, t * (r, s)) = − (r + s) log(1 + r + s) + (s − r) log
Our goal is to prove that ψ(r, s) ≤ 0 as long as r+s ≤ γ. Let us call C = r + s. We can look at the function ψ(x, C − x) as x varies from 0 to C; then our goal would be to show x → ψ(x, C − x) is nonpositive over this range, as long as C ≤ γ. Note that ψ(·, ·) is symmetric in its inputs, so it is enough to prove x → ψ(x, C − x) is nonpositive for x ∈ [0, C/2]. For this we will show that for x ∈ [0, C/2] we have d dx ψ(x, C−x) ≤ 0. This would finish the proof because assuming the derivative is nonpositive, we have ψ(0, C) = 0 and ψ(x, C − x) = 
Noting that s − r ≥ 0, it is enough to prove that Multiplying all sides by (1 − r 2 )(1 − s 2 ) and rearranging the terms it would be enough to prove the following
The l.h.s. can be rewritten as
where for the inequality we used the fact that 1−rs ≤ 1 and r 2 + s 2 ≤ (r + s) 2 . The above is a quadratic in C which has roots at 1 2 (± √ 17−3). So it is nonnegative between the roots, and in particular on the interval C ∈ [0, (
Now we just need to prove lemma 10 for n = 1, 2, 3. Proof of lemma 10 for n = 1: For n = 1, the only p ∈ Δ 1 is p = 1. We can easily compute φ(1) = 0 ≤ log(2) as claimed.
Proof of lemma 10 for n = 2: We have Δ 2 = {(q, 1 − q) | q ∈ [0, 1]}. So we can calculate and see that
This is a concave function of q and it is symmetric on [0, 1]. So its maximum is achieved at q = 1/2, where it takes the value φ(1/2, 1/2) = log (2) .
Proof of lemma 10 for n = 3:
We have to show that if q, r, s ≥ 0 and q + r + s = 1, then φ(q, r, s) ≤ log(2). This looks difficult to prove at first; there are at least three points where equality can be attained, namely (1/2, 0, 1/2), (1/2, 1/2, 0), (0, 1/2, 1/2), and we want to prove these are the maxima. This suggests that convexity arguments would not work, and we need to somehow break the symmetry. One can gain some confidence about the correctness of the statement by using a computer program to calculate φ over an -net of Δ 3 , but this would not constitute a proof. Instead we use some tricks to reduce the search space to a finite set and use exact rational arithmetic, in order to formally verify the statement with the help of a computer program.
Our insight is that we only need to upper bound φ(q, r, s) for (q, r, s) ∈ U ⊆ Δ 3 , where U is a subset of Δ 3 which is far from the three points conjectured to be the maxima. To see this, note that if q + r ≤ γ or r + s ≤ γ, then we can again use lemma 11 to reduce to the case n = 2 which we have already proved. So we can define
Notice that none of the three conjectured maxima are inside U as for each one of them either q = 1/2 > 1 − γ or s = 1/2 > 1 − γ. So now we can potentially form an -net for U , bound the error of approximating φ at any point by the closest net point and hope that the approximation error is smaller than log(2) − max{φ(p) | p ∈ U }. The latter would be a positive number, so taking small enough should in principle yield a proof.
The main problem with this approach would be computing φ over the -net since we would potentially be dealing with irrational numbers that we cannot even write down. We can however resolve this by taking exp from both sides of the desired inequality φ(q, r, s) ≤ log(2). Let us first simplify the expression for φ(q, r, s) by replacing r with 1 − q − s and calculating
Taking exp we get
So if we want to show that φ(q, r, s) ≤ log(2), it is enough to show that the above is at most 2. However note that even if q, s were rational numbers, the above would not necessarily be rational. We again use a simple trick of raising to a power. Suppose that N ∈ Z >0 is a natural number. Then φ(q, r, s) ≤ log(2) iff q Nq s Ns ≤ 2 N (1−q) N (1−q+s) (1−s) N (1+q−s) (q+s) 2N (q+s) . Now if q, s are rationals and N is such that Nq, Ns ∈ Z, then both sides of the above would be rational numbers. So we can potentially compute both sides exactly and compare them.
Combining all the ideas, suppose that N is a natural number and let = 1/N . Suppose that q = i/N and s = j/N for some i, j ∈ {0, . . . , N − 1} and we want to certify that φ(q, 1−q−s, s) ≤ log(2) for all (q, s) ∈ [q, q+ ]×[s, s+ ]. Then it would suffice to check the following
where we have upper bounded the terms on the l.h.s. and lower bounded the terms on the r.h.s. All numbers appearing as the base of the exponent are at most 1, so on the l.h.s. we want the minimum possible exponents and on the r.h.s. the opposite.
Our goal is to cover U with patches of the form [q, q + ]×[s, s+ ] and for each such q, s verify eq. (7). One might hope that taking N large enough would give us enough room to absorb the approximation errors. Unfortunately there is a corner case that never gets resolved for any N ; eq. (7) will never be satisfied for q, s = 0, as the r.h.s. will be 0. The problematic term is the last one: (q + s) 2(i+j+2) . To resolve this, note that x x is a monotone decreasing function of x as long as x < 1/e. So if q + s + 2 < 1/e, then we can replace the problematic term with (q +s+2 ) 2(i+j+2) which is nonzero. The condition q + s + 2 < 1/e is automatically satisfied for q = s = 0 when N > 2e.
The algorithm described above can be seen in algorithm 1. The arithmetic has to be done exactly by using fractional numbers. We implemented the algorithm in Python 3, which supports infinite precision arithmetic with fractional numbers natively, and found that for N = 2000 all tests pass successfully. The implementation can be found in algorithm 2, which finished running in a few hours on a MacBook Pro computer.
Algorithm 1: An algorithm to verify max{φ(q, r, s) | (q, r, s) ∈ U } ≤ log(2). ← 1/N M ← 44N/100 / * This is the upper bound for i, j, because 1 − γ < 0.44. * / for i = 0, 1, . . . , M do for j = 0, 1, . . . , M do q ← i N s ← j N if i = j = 0 and N > 100 then Verify the following:
else Verify the following: 
