We regard the real symplectic group Sp(2n, R) as a constraint submanifold of the 2n × 2n real matrices M2n(R) endowed with the Euclidean (Frobenius) metric, respectively as a submanifold of the general linear group Gl(2n, R) endowed with the (left) invariant metric. For a cost function that defines an optimization problem on the symplectic group we give a necessary and sufficient condition for critical points and we apply this condition to the particular case of a least square cost function. In order to characterize the critical points we give a formula for the Hessian of a cost function defined on the symplectic group, with respect to both considered metrics. For a generalized Brockett cost function we present a sufficient condition for local minimum.
Introduction
Recently there has been a great interest for optimization problems over smooth manifolds, which appear in the context of various applications, see [2] , [11] , [12] . An important class of such problems are defined on the real symplectic group. For example, the minimization of the least square distance function on the symplectic group is extensively studied in [19] and [20] . This cost function has important applications in studying the fidelity of dynamical gates in quantum analog computation and in the control of beam systems in particle accelerators, see [19] , [15] , [9] .
In Section 2, following [3] , [4] , [5] , we present a method to study the critical points and their nature for a cost function defined on a constraint manifold which is embedded in a larger Riemannian manifold (usually an Euclidean manifold). The method consists in constructing the so-called embedded gradient vector field defined on the regular points of the ambient space with respect to the constraint functions. This vector field has the property that on the constraint manifold it coincides with the gradient of the cost function with respect to the induced metric. The Lagrange multiplier functions, which appear in the expression of the embedded gradient vector field, have the property that in critical points they coincide with the classical Lagrange multipliers. We also emphasize an explicit formula for the Hessian of a cost function. Next, we describe the real symplectic group Sp(2n, R) as a constraint manifold.
In subsections 2.1 and 2.2 we first embed the symplectic group in the Euclidean space M 2n (R), endowed with the Euclidean (Frobenius) metric. We compute the embedded gradient vector field with respect to this metric and we write it in matrix form. We also organize the Lagrange multiplier functions in matrix form and we show that this matrix verifies a Sylvester equation, which has a unique solution. We obtain a necessary and sufficient condition for critical points. We apply the result for a least square cost function and we recover the condition for critical points previously found in [20] .
In Subsection 2.3 we embed the symplectic group in the general linear group Gl(2n, R), endowed with the (left) invariant metric. Using the connection between the gradients of a function with respect to the Frobenius and (left) invariant metrics we compute the embedded gradient vector field with respect to the invariant metric in a matrix form. In the case of the invariant metric, we obtain an explicit and simpler formula for the matrix of the Lagrange multiplier functions.
In Section 3 we compute the Hessian matrix of a cost function defined on the symplectic group in the previously considered metrics. In Subsection 3.1 we apply the general result in order to find a sufficient condition for local minimum in the case of a generalized Brockett cost function. This cost function has been introduced in [14] as an analogous of the classical Brockett cost function defined on the orthogonal group [7] . In Subsection 3.2, in order to obtain the Hessian matrix in the case of invariant metric, we first compute the covariant derivative with respect to this metric and the Hessian of a smooth function defined on Gl(2n, R) applied on two left invariant vector fields. Using these formulas, we explicitly compute the Hessian matrix of the cost function with respect to the invariant metric.
In the Appendix we detail some technical aspects which arise in the paper.
2 First order optimality conditions on the symplectic group Let S ⊂ M be a submanifold of a Riemannian manifold (M, g), that can be described by a set of constraint functions, i.e. S = F −1 (c), where F = (F 1 , . . . , F k ) : M → R k is a smooth map and c ∈ R k is a regular value of F. We endow S with the induced metric, hence (S, g ind ) becomes itself a Riemannian manifold.
For solving optimization problems one needs, in general, to compute the gradient vector field and the Hessian operator of a smooth cost function G : (S, g ind ) → R. The Riemannian geometry of the submanifold S can be more complicated than the Riemannian geometry of the ambient manifold M. We can compute the gradient vector field and the Hessian operator of G using only the geometry of the ambient manifold (M, g).
Let G : (M, g) → R be a smooth prolongation of G. In [3] , [4] , [5] , it has been proved that
where ∂ g G is the unique vector field defined on the open set of regular points of the constraint function M reg ⊂ M that is tangent to the foliation generated by F. We call ∂ g G the embedded gradient vector field and it is given by the following formula:
The Lagrange multiplier functions σ i g : M reg → R are defined by the formula
where
Also, in [4] , [5] it has been proved that
In what follows the submanifold S is the symplectic group Sp(2n, R) and let G : Sp(2n, R) → R be a smooth cost function. We will endow the symplectic group with two different Riemannian metrics and solve the optimization problem generated by G in each case.
The real symplectic group is defined by
A symplectic matrix can be written in the following block form:
where A, B, C, D ∈ M n (R) verify the equalities
We denote
with a 1 , ..., a n ,
In this paper we embed the symplectic group in two larger Riemannian manifolds: M 2n (R) endowed with the Euclidean (Frobenius) metric, respectively the general linear group Gl(2n, R) endowed with the invariant metric. In the first case, the symplectic group is described by the following 2n
In the second case, the constraint functions are the restrictions of F AC ij , F BD ij , and F ij to Gl(2n, R).
Euclidean metric
In the first case, we regard the symplectic group as an embedded manifold in the Euclidean space (M 2n (R), ·, · Euc ), where X, Y Euc = tr(X T Y ) is the Frobenius scalar product. We prolong G to a smooth cost function G :
The embedded gradient vector field on (M 2n (R), ·, · Euc ) associated to the constraint functions (2.3) is
, ·, · Euc ) → R are the Lagrange multiplier functions (2.1) as introduced in [3] , [4] .
Defining the matrices:
, by a straightforward computation we obtain the following matrix form for the embedded gradient vector field:
where we consider the 2n × 2n skew-symmetric matrix
.
Although the formulas (2.1) are explicit, for the symplectic case they are computationally extremely complicated. As an alternative approach, we search for an equation whose solution is Σ. By construction, see [3] , [4] , ∂ Euc G(M ) ∈ T M Sp(2n, R) or equivalently, for every M ∈ Sp(2n, R) there exists a symmetric matrix S(M ) ∈ Sym(2n, R), see [16] , such that ∂ Euc G(M ) = M JS(M ). Multiplying to the left with (M J)
The symmetry condition of S(M ) and the expression of ∂ Euc G(M ) lead to the following equation
or equivalently
The above equation is a particular case of a Sylvester matrix equation, which has a unique solution since the matrices M T M and −M T M have no common eigenvalues as being positive definite matrix, respectively negative definite matrix (M T M is a Gramian matrix with the determinant equal 1). Explicitly, by using Kronecker notations, we have
In the Appendix we suggest two alternative approaches to solve the matrix equation (2.5). By a straightforward computation we obtain the following result for the case n = 1.
Proposition 2.1. For n = 1 the equation (2.5) has the unique solution
Critical points. Applications
The next result gives a necessary and sufficient condition for a symplectic matrix to be a critical point for the cost function G.
Proof. A necessary and sufficient condition for critical points of the cost function G is ∂ Euc G(M ) = 0, see [3] , [4] , and [5] . The equality ∂ Euc G(M ) = 0 is equivalent with
(i) First we prove the necessary condition. By definition Σ(M ) is a skew-symmetric matrix, which implies the matrix equality stated in the theorem.
(ii) To prove that the equality of the theorem is also a sufficient condition, we check that the matrix JM T ∇ Euc G(M ) verifies the equation (2.5). Indeed, we have
From the uniqueness of the solution of equation (2.5) it follows that we have JM T ∇ Euc G(M ) = Σ(M ), which implies that the matrix M is a critical point for the cost function G.
Least square cost function
For the particular case of a least square cost function defined on the symplectic group, we recover the necessary and sufficient condition from [19] , [20] . For a given symplectic matrix W this cost function has the expression
By using the natural prolongation of G, we obtain ∇ Euc G(M ) = M − W . Therefore, the necessary and sufficient condition of Theorem 2.2 becomes
which is equivalent with the condition of Theorem 3.1 in [20] :
In [20] it has been proved that the matrix W is a global minimum and all other critical points are saddles.
In [12] a similar least square cost function is considered, without the assumption that the matrix W is symplectic. This cost function originates from a mean problem of a data-set of symplectic matrices.
Invariant metric
In the second case, we regard the symplectic group as an embedded manifold in the Riemannian manifold (Gl(2n, R), ·, · Inv ), where
is a left invariant scalar product on the Lie group Gl(2n, R) and X M , Y M ∈ T M Gl(2n, R). We prolong G to a smooth cost function G : Gl(2n, R) → R, i.e. G |Sp(2n,R) = G.
The embedded gradient vector field on (Gl(2n, R), ·, · Inv ) associated to the constraint functions (2.3) is To compute ∇ Inv G, we prove the following formula that relates ∇ Inv G with ∇ Euc G.
Lemma 2.3. Let M ∈ Gl(2n, R) and f : Gl(2n, R) → R a smooth function. Then we have
Proof. For an arbitrary Z M ∈ T M Gl(2n, R), we have
The tangent space T M Gl(2n, R) is given by all matrices of the form M X with X ∈ M 2n (R). For all X ∈ M 2n (R) we have
which is equivalent with
The above equality proves the formula.
We introduce the 2n × 2n skew-symmetric matrix
The embedded gradient vector field in the case of the invariant metric becomes
Multiplying both size with (M J) −1 we obtain
Imposing the symmetry of S(M ) we obtain
The following result has been obtained in [12] , [18] using another reasoning.
Theorem 2.4 ([12]
, [18] ). For M ∈ Sp(2n, R) the embedded gradient vector field in the case of the invariant metric has the formula
3 Second order optimality on the symplectic group
In this section we compute the Hessian of a cost function defined on the symplectic group with respect to the two metrics considered above. In the case of a generalized Brockett cost function, introduced in [14] , we give a sufficient condition for local minimum.
Euclidean metric
In the first case, we regard the symplectic group as an embedded manifold in the Euclidean space (M 2n (R), ·, · Euc ) The formula (2.2) for the Hessian matrix of the cost function G, as given in [4] and [5] , has the following expression:
By a straightforward computation we obtain the following formulas for the Hessian matrices of the constraint functions:
2)
Substituting the above expressions in (3.1) we obtain the following formula for the Hessian of a cost function defined on Sp(2n, R). 
As a consequence, we compute the formula of the Hessian of G applied on two tangent vectors from T M Sp(2n, R).
, with S 1 , S 2 ∈ Sym(2n, R), be two tangent vectors. Then, for M ∈ Sp(2n, R)
Proof. By using the formula (3.3) of Theorem 3.1 we obtain
The second result from the above Corollary immediately follows from (2.6).
For some computational considerations regarding the second term from the formula (3.4) see the Appendix. 1 The vectors e 1 , ... ,en form the canonical basis in the Euclidean space R n .
Proof. Substituting (3.6) into (3.5) we have the following straightforward computations.
The following result provides the formula for the Hessian of a cost function defined on the symplectic group with respect to the invariant metric.
and the matrix Z 0 is given by (3.8).
Proof. Using (2.2) and (3. For 1 ≤ i ≤ 2n and 1 ≤ k < l ≤ 2n we have
and we notice that at least one of the terms in the right side of the equality is equal to 0. For 1 ≤ i < j ≤ 2n and 1 ≤ k < l ≤ 2n we have
At least one of the elements J jk and J jl is equal to 0; at least one of the elements J ik and J il is equal to 0. If, for example, J jk = 0, then J jl = 0 and J ik = 0; we have eventually that J il = 0, and in this case J jk = −1 and J il = 1.
