In this paper, we develop an adaptive remote radio head (RRH) control scheme to maximize the network capacity of frequency division duplexing (FDD)-based cloud radio access networks. We focus on a realistic performance metric that considers reference signal (RS) transmission overhead. Finding the optimal subset of RRHs that maximize the network capacity is formulated as an integer programming problem. We develop two efficient algorithms based on greedy search and linear programming relaxation combined with gradient ascent search, respectively. Our simulation results reveal that a larger number of antennas do not always guarantee capacity increase in real communication environments due to RS transmission overhead. The proposed scheme adaptively determines the subset of RRHs considering RS transmission overhead and provides significant capacity gain over previous approaches.
Introduction
The cloud radio access network (C-RAN) is recognized as one of the key enabling technologies for beyond 4G (B4G) or 5G wireless communications systems because of its ability to mitigate inter-cell interference and enhance the link quality [1] [2] [3] [4] . Evolution to the C-RAN has already started in advanced commercial long-term evolution (LTE) networks [5] [6] [7] . The principal difference of a C-RAN over a conventional cellular system is that individual management of cell operation becomes meaningless. In a C-RAN, a large number of remote radio heads (RRHs), i.e., groups of co-located antennas, are scattered over the network, and they are connected to and controlled by a central processor (CP) through fronthaul. Multiple RRHs are then involved in user service by transmitting cooperative signals. Figure 1 depicts the concept of a C-RAN as a single virtual network.
In a theoretical view, the network capacity increases as more RRHs and users are involved in cooperative transmission. However, realistic C-RANs have some practical constraints that limit RRH cooperation. Firstly, imperfect fronthaul imposes limitations on RRH cooperation. Cooperative transmission requires baseband signal exchange between the CP and RRHs, which is enabled by fronthaul links. Therefore, when fronthaul links have finite capacity, RRH cooperation is inevitably limited. In [8] [9] [10] [11] [12] [13] , RRHs are modeled as relays between the users and CP, and compression/decompression strategies are developed considering the finite capacity of fronthaul links. In [14, 15] , RRH clustering schemes are developed considering the capacity limit of fronthaul.
Considering frequency division duplexing (FDD)-based C-RANs, acquiring channel state information (CSI) at the CP requires downlink antenna training and uplink CSI feedback from users. Antenna training and CSI feedback consume precious time and frequency resources which increase with the number of RRHs involved in user service. Considering that the available time and frequency resources are limited, those overheads might be a bottleneck for RRH cooperation in an FDD-based C-RAN where a large number of RRHs are deployed for user service. In [16, 17] , RRH cooperation strategies are developed to reduce the overhead required for acquiring CSI at the CP.
Here, we introduce a completely new approach to maximize the network capacity of an FDD-based C-RAN. We focus on the trade-off between the antenna processing gain and reference signal (RS) overhead. In a practical FDD-based C-RAN, antennas transmit RSs for acquiring CSI at the CP. Upon receipt of the RSs, users estimate their channels and feed back the CSI to the CP. In [18, 19] , it is shown that RSs of different antennas should be conveyed on mutually orthogonal time and frequency resources for accurate channel estimation, which leads to RS overhead linearly increasing with the number of antennas. This has been a principal design guideline for recent OFDM-based wireless systems. For example, in commercial LTE networks [20] , the CSI-RS overhead in a subframe grows from 1.19 to 4.76 % as the number of antennas increases from 2 to 8.
As more antennas participate in cooperative transmission, the antenna processing gain increases while RS transmission consumes a larger fraction of time and frequency resources, which otherwise would be dedicated for data transmission. Considering the trade-off relationship, we need to investigate the impact of RS transmission overhead on the network capacity of an FDD-based C-RAN in which a large number of antennas are scattered for user service. We then also need to find the best subset of RRHs that maximize the network capacity considering both the antenna processing gain and RS transmission overhead.
In this paper, we investigate the impact of RSs on the network capacity of an FDD-based C-RAN with comprehensive consideration of the antenna processing gain and RS transmission overhead. To this end, we consider a realistic performance metric that takes into account both the antenna processing gain and RS transmission overhead. Using the metric, we formulate an integer programming (IP) problem that determines the best RRH subset leading to maximum network capacity. To the best of our knowledge, the trade-off between the antenna processing gain and RS overhead has never been comprehensively considered for network capacity maximization in the literature of C-RAN control.
Solving an IP problem normally requires a computationally demanding task. To reduce the computational burden, we also develop two efficient algorithms based on greedy search and linear programming (LP) relaxation combined with gradient ascent search, respectively. With the greedy search-based algorithm, the computational complexity increases with the square of the network size. The LP relaxation-based algorithm leads to further reduction of the computational burden for an extremely large-scale network, i.e., linear increase of computational complexity with the network size at the expense of performance loss compared to the greedy search-based one.
The rest of this article is organized as follows. Section 2 describes the system model. In Section 3, we formulate the RRH subset selection problem and develop an efficient algorithm to reduce the computational burden. We present simulation results in Section 4, and concluding remarks are given in Section 5.
Notations: Lowercase and uppercase boldface letters denote vectors and matrices, respectively. I N represents the N × N identity matrix. The superscripts "T" and " * " denote transpose and conjugate transpose operators, respectively. Lastly, we will use E[·] for expectation.
System model
We consider an FDD-based C-RAN in which there are L RRHs and K users. We assume ideal fronthaul links with zero latency. The lth RRH is equipped with m l antennas such that M = L l=1 m l , and the kth user is equipped with n k antennas such that N = K k=1 n k . The channel from the lth RRH to the kth user is denoted as H k,l ∈ C n k ×m l . Therefore, the aggregate channel for the kth user,
, and the aggregate channel for all the users, H ∈ C N×M , is given by
(
The path loss from the lth RRH to the kth user is denoted as β k,l , and hence, if we assume rich scattering, it holds that
Let us denote the total amount of time and frequency resources available for both data and RSs of antennas during the coherence interval as U. Let us also assume that RSs of different antennas are transmitted using mutually orthogonal time and frequency resources and denote the amount of resources dedicated for RS transmission of an antenna as α. The total amount of resources dedicated for RSs then linearly increases with the number of antennas involved in cooperative transmission, which ends up with the fraction of the remaining resources available for data transmission presented by U−αM U . Accordingly, considering RS transmission overhead, perfect CSI at the CP leads to the effective network capacity described by
where P is the transmission power per spatial stream and σ 2 is the noise power. Note that (3) comprehensively considers both the RS overhead and antenna processing gains including spatial multiplexing and diversity gains. We use (3) as the performance metric for the FDD-based C-RAN.
Adaptive RRH control

Problem formulation
We introduce a diagonal RRH selection matrix S ∈ C M×M which is given by
where S l ∈ C m l ×m l is also a diagonal matrix which is given by S l = diag (s l , s l , . . . , s l ), where s l is a binary integer variable whose value is either 1 if the lth RRH is selected or 0 otherwise. Then, with the selected subset of RRHs, the number of antennas that transmit RSs is given by L l=1 s l m l , and hence, the fraction of time and frequency resources available for data transmission becomes
. Therefore, the network capacity is given by
where the second equality is derived from SS * = S. Note that the CP obtains instantaneous CSI only after RS transmission of all antennas and CSI feedback from users, which means that the CP does not have instantaneous CSI of all antennas at the stage of RRH subset selection. Instead, we assume that the CP has second-order statistics information of CSI based on the long-term observation of channels, i.e., long-term path loss from the lth RRH to the kth user, where
We take the expectation of (5) over the short-term small-scale fading, and then, the long-term ergodic network capacity is given by
Applying Jensen's inequality, 1 the ergodic network capacity is approximately given bȳ
In addition,
. . , L due to independent fading. Therefore, E [HSH * ] becomes an N × N diagonal matrix which is given by
where
is also a diagonal matrix, and its determinant is the product of its diagonal elements. From the above analysis, it holds that
Substituting (9) for the determinant term in (7) gives
Accordingly, we finally formulate the RRH subset selection problem as
Analysis on the optimal RRH subset
In this subsection, we discuss the existence of the optimal RRH subset as the solution of (11) and the impact of the network environment on the optimal RRH subset. Let us assume that a very small number of RRHs are involved in cooperative transmission, i.e., the capacity reduction from RS overhead is negligible. Then, The above reasoning implies thatC is maximized with the best subset of RRHs balancing the antenna processing gain and RS overhead, i.e., finding the optimal solution of (11) leads to network capacity maximization in consideration of the antenna processing gain and RS overhead. If we increase the transmission power per spatial stream, P in (10), the log terms in (10) reaches the saturation region more quickly with selection of more RRHs. Therefore, as the network allocates more power for user services, the optimal RRH subset of (11) consists of a smaller number of RRHs, which leads to RS transmission consuming a smaller potion of time and frequency resources.
Proposed algorithm
The binary integer variables s 1 , s 2 , . . . , s L lead to the RRH subset selection problem in (11) belonging to integer programming (IP). There exists no general solution for IP, and the computational complexity for finding the optimal solution exponentially increases in the order of 2 L , which Algorithm 1: Greedy RRH subset selection algorithm Initialization process
would be a substantial burden as the network size grows. Hence, we develop practical algorithms that efficiently find approximate solutions of the RRH subset selection problem in (11) . The first algorithm is a greedy searchbased algorithm described in Algorithm 1. In the first searching process, the set of selected RRHs, i.e, is set to ∅. The greedy search algorithm then compares the value ofC with sequentially selecting RRHs not in and augments by selecting the RRH leading to maximum capacity increase. Greedy searching processes continue until capacity loss from RS overhead dominates capacity increase from the antenna processing gain, i.e., additional augment of results in decrease ofC. The greedy search algorithm then returns the final result s 1 , s 2 , . . . , s L .
In the jth searching process, the greedy search algorithm goes through L − j + 1 cases to find the next member of , which leads to computational complexity increasing on the order of O L 2 . Considering that the proposed algorithm is periodically performed with long-term intervals, the computational complexity of O L 2 is assessed to be affordable for the CP. However, in an extremely large-scale network, it might be a severe burden, and we develop another efficient algorithm that finds an approximate solution of (11) with further reduced computational complexity.
The second algorithm makes use of the linear programming relaxation [21] and gradient ascent search [22] as described in Algorithm 2. We firstly relax the binary integer constraints on variables s 1 , s 2 , . . . , s L to real number constraints with
Then, we initialize the aggregated vector of the variables x = [s 1 , s 2 , . . . , s L ] to be x 0 . After initialization, x is iteratively updated as x t from x t−1 for t = 1, 2, 3 . . . according to the update rule shown below.
where ∇C (x t−1 ) is the gradient vector ofC with respect to x at x t−1 , δ is the step size, and f (x) is the projection of vector x to the nearest vectorx which satisfies the constraints 0 ≤ s l ≤ 1 for l = 1, 2, . . . , L, i.e., the projection is described by
The iterative update continues until the difference x t − x t−1 becomes smaller than a threshold η, where x is the norm of of vector x. Once the update process terminates, we denote the index set for the r L l=1 s l largest elements of x t as , where r(g) is the function which returns the nearest integer from scalar g. Then, Algorithm 2: LP relaxation and gradient ascent searchbased RRH subset selection algorithm Initialization process 
Lastly, the algorithm returns the final result s 1 , s 2 , . . . , s L . Extensive simulations reveal that the choice of initial point x 0 has negligible impact on the final results, and hence, we simply set x 0 = [0, 0, · · · , 0] in the algorithm.
At each iteration of the proposed algorithm, the computational complexity for gradient calculation is proportional to the number of RRHs L. However, the number of total iterations does not increase with growth of L, and it rather reaches saturation once L becomes large enough as we will validate later in Section 4. Therefore, the overall computational complexity is approximated as O(L), which would be affordable for the CP even in an extremely large-scale network.
Simulation results
We set a C-RAN, where users and RRHs are distributed within a service area of 1000 × 1000 m, where the path loss from an RRH to a user is determined by the distance with path loss exponent 4, and the noise power σ 2 is −100 dBm. The number of antennas at an RRH is randomly selected in the range of [10, 20] , and each user is equipped with one antenna. We set the fraction of time and frequency resources dedicated for RS transmission per antenna to be 0.12 %, i.e., α U = 0.0012. 2 When we apply the proposed RRH control algorithms developed in Section 3.3, the step size δ and the threshold η are set to 0.01 and 0.1, respectively. Simulation parameters are summarized in Table 1 , and other unspecified parameters will be specified at each simulation scenario.
We compare the performance of the proposed RRH control with other approaches: (1) the L near nearest RRH selection approach introduced in [23] , where each user selects the L near nearest RRHs considering the received signal strength and all the selected RRHs cooperatively serve the users; (2) the nearest and SNR near range RRH selection approach introduced in [24] , where each user Figure 2 shows the number of selected RRHs versus the number of RRHs, L when the number of users K = 40 and the transmission power per spatial stream P = 1 mW (0 dBm). Without RRH control, the number of selected RRHs inherently increases proportionally to L. Under both the nearest and SNR near range RRH selection and L near nearest RRH selection, the number of selected RRHs also increases with growth of L because increase of L makes it more probable that different users select different sets of RRHs. On the other hand, the proposed RRH control selects a subset of RRHs to maximize network capacity in consideration of RS overhead according to (11) . Therefore, the proposed RRH control with both the greedy search-based and LP relaxation-based algorithms (Algorithms 1 and 2 developed in Section 3.3) selects far smaller number of RRHs than the compared RRH control approaches, which leads to considerable performance improvement as will be discussed in the following. Figure 3 shows network capacity versus the number of RRHs, L in the previous simulation scenario. If RS overhead is neglected as done in the previous studies, network capacity would increase as more RRHs serve users. However, in reality, RS overhead severely degrades the network capacity without RRH control considering RS overhead. As shown in Fig. 3 , network capacity begins to decrease with growth of L after a point under all the compared RRH control approaches which do not consider RS overhead. On the other hand, the proposed RRH control leads to constant increase of network capacity with growth of L. Although one nearest RRH selection shows the least capacity degradation compared to the other compared approaches, it still wastes a larger fraction of resources for RS transmission than the proposed RRH control. The proposed RRH control with the greedy search-based and LP relaxation-based algorithms improves network capacity by 30 and 14 %, respectively, over one nearest RRH selection when L = 50. As will be validated in the following, the LP relaxation-based algorithm reduces computational complexity compared to the greedy search-based algorithm. Although the LP relaxation-based algorithm shows performance degradation compared to the greedy searchbased algorithm, it still achieves better performance than the RRH control approaches which do not consider RS overhead. Figure 4 shows the average number of required iterations for the LP relaxation-based RRH control algorithm in the above simulation scenario. When the number of RRHs L is small, the average number of iterations increases with growth of L. However, it reaches saturation after L = 40. As per our discussion in Section 3.3, gradient calculation in each iteration requires computational complexity of O(L), and hence, the overall computational complexity could be also approximated as O(L), which is far lighter than that of the greedy search-based RRH control algorithm, i.e., O L 2 . Considering that RRH control is periodically performed with long-term intervals, this is assessed to be affordable for practical CPs even in extremely large-scale networks. Figure 5 shows the comparison of the actual long-term ergodic capacity in the above simulation scenario with the approximation given by (7) . As is well known, Jensen's inequality provides an upper bound for the expectation of the log function. Generally, the gap between the real value and the approximated value using Jensen's inequality becomes larger in the concave region of the function while it becomes smaller in the flat region of the function. In a C-RAN, users receive cooperate signals from RRHs near them, i.e., the network operates with a high received SNR.
It results in the network operating in the linear-like region of the log function, and the upper bound (7) provides very tight approximation for the actual ergodic network capacity as shown in the figure. The average normalized estimation error with both the greedy search-based and LP relaxation-based algorithms is less than 1 %. Figure 6 shows network capacity versus the number of users, K when the number of RRHs L = 40 and transmission power per spatial stream P = 1 mW (0 dBm). Network capacity increases with growth of K due to the increased spatial multiplexing gain. However, the RRH selection mechanisms of both the nearest and SNR near range RRH selection and L nearest nearest RRH selection inherently increase the number of selected RRHs with growth of K. It results in a larger fraction of resources wasted by RS transmission with increase of K. On the other hand, the proposed RRH control selects a subset of RRHs in consideration of RS overhead, achieving considerable performance improvement over the existing schemes. When K = 60, the proposed RRH control with the greedy search-based and LP relaxation-based algorithms achieves the capacity gains of 38 and 21 %, respectively, over one nearest RRH selection. Figure 7 shows the number of selected RRHs versus transmission power per spatial stream, P when the number of RRHs L = 40 and the number of users K = 40. Without RRH control, the number of selected RRHs remains the same as 40. Likewise, the selection mechanism in the comparing schemes is not affected by transmission power, which also results in the number of selected RRHs being constant regardless of transmission power. On the other hand, the proposed RRH control finds an RRH subset which balances between the antenna processing gain and RS overhead according to (11) . When the received SNR is small, more antennas improve network capacity because the antenna processing gain is larger than the capacity loss from increased RS overhead. On the other hand, when the received SNR is sufficiently large, more antennas rather result in capacity loss from increased RS overhead due to the saturation characteristic of the log function. Therefore, the number of selected RRHs constantly reduces according to the increase of transmission power. For example, it reduces to about 8 and 4, respectively, under the greedy search-based and LP relaxation-based algorithms when transmission power per spatial stream becomes 30 dBm. Figure 8 shows network capacity versus transmission power per spatial stream, P in the previous simulation scenario. Under all the comparing schemes, network capacity increases according to the growth of P. However, they do not consider RS overhead in RRH selection and waste a large fraction of time and frequency resources, which results in considerable performance degradation compared to the proposed RRH control. As per our discussion in the previous paragraph, the proposed RRH control involves a smaller number of RRHs in cooperative transmission with increase of P due to the saturation characteristic of the log function. Accordingly, the proposed RRH control further reduces RS overhead according to the increase of P, achieving remarkable network capacity improvement. For example, the proposed RRH control with greedy search-based and LP relaxation-based algorithms improves network capacity by 33 and 20 % over one nearest RRH selection when transmission power per spatial stream becomes 30 dBm.
Conclusions
In this paper, we have developed an RRH control scheme for FDD-based C-RANs which maximizes the network capacity by adaptively determining a cooperating RRH subset in consideration of both the antenna processing gain and RS overhead. Our main contribution is introducing a realistic performance metric that takes into account both antenna processing gain and RS transmission overhead, which then leads to formulation of a network capacity maximization problem. This has never been studied in the literature. Simulation results have revealed that larger number of antennas do not always guarantee network capacity increase in FDD-based C-RANs. The proposed algorithm adaptively finds the best RRH subset for cooperation and offers a significant improvement on the network capacity. For future research directions, the proposed RRH control may be extended to incorporate transmit power control and uplink CSI overhead.
Endnotes
1 Later in Section 4, we will validate that Jensen's inequality provides close approximation for the long-term ergodic network capacity in a C-RAN. 2 We consider CSI-RS transmission overhead in commercial LTE systems. CSI-RS configurations with 5-ms period result in 0.12 % of time and frequency resource consumption per antenna [25] .
