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ABSTRACT 
This report uses a two-step probabilistic structural health monitoring approach to analyze 
the Phase II simulated and experimental benchmark studies sponsored by the IASC-ASCE Task 
Group on Structural Health Monitoring. The studies involve damage detection and assessment of 
the test structure using simulated ambient-vibration data and experimental data generated by 
various excitations. The two-step approach involves modal identification followed by damage 
assessment using the pre- and post-damage modal parameters based on the Bayesian updating 
methodology. An Expectation-Maximization algorithm is proposed to find the most probable 
values of the parameters. The results of the analysis show that the probabilistic approach is able 
to detect and assess most damage locations involving stiffness losses of braces in the braced 
frame cases, while the success of the approach in detecting rotational stiffness losses of the 
beam-column connections in the unbraced cases may rely on sufficient prior information for the 
column stiffness. 
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1 Introduction 
Structural health monitoring (SHM) techniques [1-6] are methodologies that detect and 
locate damage in structures and quantitatively assess its severity via measured responses. In re-
cent years, civil engineers have paid much attention to SHM techniques since they have the po-
tential to monitor the safety of civil infrastructures. The basic idea is to detect and assess damage 
by comparing the response of the structure under investigation before and after possible damage, 
e.g. earthquake damage or long-term deterioration. 
Numerous SHM techniques have been developed, but there is a difficulty of comparing 
the merits of different techniques. In view of this situation, a series of benchmark studies were 
sponsored by the IASC (International Association for Structural Control) – ASCE Task Group 
on Structural Health Monitoring, beginning with a relatively simple benchmark problem and pro-
ceeding on to more realistic problems, to provide a common basis for comparison of different 
techniques [7]. 
The benchmark studies currently consist of two simulated and two experimental bench-
mark problems. The benchmark structure is a 4-story, 2-bay by 2-bay steel-frame scale-model 
structure (Figure 1) built in the Earthquake Engineering Research Laboratory at the University of 
British Columbia, Canada. A diagram for the analytical model for the benchmark structure is 
shown in Figure 2, in which x-direction is the strong direction of the columns. Phase I of the 
simulated benchmark studies [8] has been completed, and several conference sessions, e.g. 14th 
ASCE Engineering Mechanics Specialty Conference in 2000, ASME-ASCE Joint Mechanics 
and Materials Conference in 2001, 3rd International Workshop on Structural Health Monitoring 
in 2001, were held for the discussions of the results. Phase I of the experimental benchmark [9] 
was performed on July 19-21, 2000 by some members of the IASC-ASCE Task Group. 
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This report focuses on Phase II of the simulated and experimental benchmark studies (we 
will call them simulated and experimental Phase II, respectively). Simulated Phase II is defined 
in Bernal et al [10]. These case studies involve detection and assessment of damage with differ-
ent severities and at different locations. Compared to simulated Phase I, simulated Phase II is 
more realistic and difficult in the following aspects: 1) There is more modeling error because in 
simulated Phase II the structural parameter values are randomly chosen in the benchmark struc-
tural model. 2) Unlike simulated Phase I which has major damage, e.g. complete loss of stiffness 
of one or more braces, simulated Phase II considers moderate damage, e.g. partial stiffness re-
duction in a brace. 3) Loss of rotational stiffness of the beam-column connections is considered 
in simulated Phase II. 
Due to some issues with the data for experimental Phase I, experimental Phase II was 
performed on Aug 4-7, 2002 to gather higher quality and more extensive data. Various damage 
configurations were investigated by removing bracing and loosening beam-column connections 
within the test structure. In addition, asymmetrical floor mass was considered in experimental 
Phase II. 
1.1 Simulated Phase II Benchmark 
Simulated Phase II Benchmark consists of two reference cases, braced (RB) and un-
braced (RU) cases. For the braced structure, only brace damage is studied while for the unbraced 
structure, loss of rotational stiffness of the beam-column connections is considered. In the 
benchmark structural model used to generate the simulated data, mass and brace stiffness uncer-
tainties are modeled by randomly selecting all floor mass from a uniform distribution over [0.9 
1.1] of the nominal value; the center of the floor mass deviates from the geometrical floor center 
by randomly selecting a factor from a uniform distribution over [-0.05 0.05] of the floor width; 
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and the brace stiffnesses are randomized uniformly over [0.95 1.05] of the nominal value. We 
denote a structural member using its type: ‘br’, ‘bm’, and ’cl’ stand for brace, beam, and column, 
respectively and the node numbers of its two ends, e.g. br1-11 is the brace whose two ends are 
nodes 1 and 11 in Figure 2. 
Four damage cases are considered for the braced structure: 1) DP1B: 50% stiffness re-
duction in br1-11 and br7-17 (the dashed lines in Figure 3a indicate the corresponding damaged lo-
cations). 2) DP2B: 25% stiffness reduction in br1-11 and br7-17. 3) DP3B: same as DP1B, but in 
addition 25% stiffness reduction in br19-29 and br25-35 (dashed lines in Figure 3b). 4) DP3Bu: 50% 
and 25% stiffness reduction in br1-11 and br19-29 (dashed lines in Figure 3c). Thus, the damage 
cases DP1B, DP2B, and DP3B are symmetric and DP3Bu is an asymmetric case. 
For the unbraced cases, in addition to the mass and mass center uncertainties, rotational 
stiffness uncertainties are considered in such a way that the rotational stiffness of the beam-
column connections is randomized uniformly over [0.75 1.25] of the nominal value. Three dam-
age cases are considered for the unbraced case: 1) DP1U: Loss of rotational stiffness at both ends 
of bm11-12, bm20-21, bm17-18, bm26-27 and the right ends of bm10-11 and bm16-17 (the circles in Figure 
4a indicate the loosened connections). 2) DP2U: Loss of rotational stiffness at both ends of bm11-
12 and bm17-18 (the circles in Figure 4b). 3) DP1Uu: Loss of rotational stiffness at both ends of 
bm11-12, bm20-21 and the right end of bm10-11 (the circles in Figure 4c). The damage cases DP1U 
and DP2U are symmetric, while DP1Uu is asymmetric. 
Simulated Phase II also contains two blind tests (Blind1 and Blind2). It is given that the 
two damage cases have no beam-column connection failure but only brace damage, and there is 
only one brace that is damaged for Blind1 [7]. 
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The simulated data for all cases is generated by broadband ambient-vibration excitation 
of the HKUST 120-DOF model [10] at each floor that is unknown to the investigator. The 120-
DOF model is a reduced-order version of a 216-DOF model with the constraint that the floors are 
rigid in translation along the x- and y-axes and rotation along the z-axis. Two instrumentation 
scenarios, the full-sensor and partial-sensor scenarios, are considered. For the full-sensor sce-
nario, four sensor measurements are available at the center of each side at each floor (e.g. nodes 
11, 13, 15, and 17 at the second floor) with the directions parallel to the side in either the positive 
x- or y-direction, as indicated in Figure 2. For the partial-sensor scenario, only measurements at 
the third floor and the roof are available. 
1.2 Experimental Phase II Benchmark 
Experimental Phase II Benchmark consists of nine configurations, in which Configs 1-6 
are braced cases with Config 1 the reference (undamaged) case, and Configs 7-9 are unbraced 
cases with Config 7 the reference case. For the braced cases, loss of rotational stiffness of the 
beam-column connections is not considered. In all configurations, the centers of the floor mass 
deviate slightly from the floor centers to simulate typical situations in real buildings. Five dam-
age cases are considered for the braced structure: 1) Config 2: removal of all braces on the –y 
face (the face whose outward normal is the –y direction; the dashed lines in Figure 5a indicate 
the removed braces). 2) Config 3: removal of the left-hand-side brace in each story on the –y 
face (the dashed lines in Figure 5b). 3) Config 4: removal of the left-hand-side brace in the first 
and fourth stories on the –y face (the dashed lines in Figure 5c). 4) Config 5: removal of the left-
hand-side brace in the first story on the –y face (the dashed lines in Figure 5d). 5) Config 6: re-
moval of two braces in the second story on the +x face (the dashed lines in Figure 5e). Two dam-
age cases are considered for the unbraced case: 1) Config 8: loosen both ends of the right-hand-
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side beam at each floor on the –y face (the circles in Figure 6a indicate the loosened connections). 
2) Config 9: loosen both ends of the right-hand-side beam at the first and second floors on the –y 
face (the circles in Figure 6b). 
For each configuration, experimental data was generated by three types of excitation: 1) 
Impacts of a sledge hammer: For each configuration, the structure was hit three times in each 
direction by the hammer at a location corresponding to node 10 (Figure 2); 2) Ambient vibration: 
The duration of the recorded data was 300s for each configuration. 3) Electrodynamic shaker: 
The shaker was placed roughly at the center of one of the four bays on the roof. The shaker force 
input excited the benchmark structure for 120s for each configuration. A mass was attached to 
the end of the shaker to increase the vibration input. The direction of the shaker force was per-
pendicular to a diagonal line of the roof. Two types of shaker force, random and sinusoidal 
sweep input, were used. 
Two sensor systems were mounted on the structure: Kinemetrics EPI and FBA force-
balance accelerometers. All sensors were clamped to the steel masses or structural members that 
they were mounted on. Five EPI sensors were mounted near the base and floor centers (nodes 5, 
14, 23, 32, and 41 in Figure 2) to measure the accelerations in the +y direction, and ten FBA sen-
sors were mounted near nodes 2, 8, 11, 17, 20, 26, 29, 35, 38, and 44 in Figure 2 to measure the 
accelerations in the +x direction. Additionally, for the loosened beam tests (Configs 7-9), some 
of the sensors were moved to nearby locations so that they were not resting on a loose beam. 
Results using a two-step probabilistic SHM approach [4,11] are presented: the modal pa-
rameters and their uncertainties are identified in the first step and are then used in a subsequent 
step to determine the probability that stiffness reductions exceed a prescribed damage threshold. 
This approach was also used to analyze simulated Phase I [12] but in this work a more reliable 
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Bayesian updating algorithm (Expectation-Maximization) is proposed to find the most probable 
values of the model parameters. 
2 Model updating methodology 
The primary purpose of the model updating methodology is to update the probability 
density function (PDF) of stiffness parameters of the identification model based on measured 
data from the undamaged and potentially damaged structure. The detection of damage is based 
on the probability that each substructure stiffness parameter has a fractional decrease of more 
than d from the undamaged to the potentially damaged structure, where the damage severity d is 
specified. The methodology consists of two steps where the first step involves identification of 
modal parameters and the associated uncertainties based on measured time-domain data, and the 
second step utilizes the outcome from the first step to compute the updated PDF of the stiffness 
parameters. 
2.1 Modal parameter identification 
In the first step of the damage detection procedure, ‘experimental modal parameters’ are 
extracted from the time-domain measured data using the modal identification procedure called 
MODE-ID [13,14]. It is a nonlinear least-squares method based on a linear dynamical model 
with classical normal modes of vibration. 
In the case of known excitation forces, MODE-ID estimates modal parameters of the 
structure by minimizing the Euclidean norm of the difference between the measured response of 
the structure and the model output at the measured degrees of freedom (DOF). The identified 
modal parameters are modal frequencies, damping ratios, participation factors, and modeshape 
components at the measured DOF for Nm dominant modes of vibration. The identified modal pa-
rameters are then used for damage detection in the second step. 
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In the case of ambient-vibration input, extracting modal parameters is a challenging task 
because of the poor signal-to-noise ratio and the fact that the excitation forces are not known. In 
the approach used here [14], the excitation and structural responses are modeled as weakly sta-
tionary stochastic processes where the current excitation is assumed to be uncorrelated from the 
past response. It can be shown that the cross-correlation function matrix Rx(τ) of the model re-
sponses satisfy the original equation of motion for the structure in free vibration where the time 
lag serves as a pseudo-time [14]: 
0)()()( =++ τττ xxx KRRCRM DDD , (1) 
where 
)]()([)( ττ −= txtxER Tx . (2) 
Here the derivatives are with respect to the time lag τ. Each column vector of the cross-
correlation function matrix Rx(τ) is a free-vibration solution of the structure. Thus, modal identi-
fication is carried out by using the cross-correlation functions as free-vibration responses for 
MODE-ID. The identified modal parameters are the modal frequencies, damping ratios, and 
modeshape components at the measured DOF for Nm dominant modes of vibration. 
The measured time histories of the structural response are partitioned temporally into Ns 
time segments, which are analyzed individually by the modal identification procedure to yield Ns 
sets of the modal parameters for the Nm modes. The identified modal parameters are then used for 
damage detection in the second step. 
2.2 Damage detection and assessment 
In the Bayesian framework, both mass and stiffness matrices are updated. A prior PDF is 
specified for the mass and stiffness parameters to reflect the relative plausibilities of their values 
in the absence of any measurement data. A general Bayesian statistical approach is employed to 
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construct an updated PDF for the parameters using the prior PDF and the experimental modal 
parameters [15]. 
To define the identification model class M, we first choose a set of linear structural mod-
els with the mass matrix M and stiffness matrix K parameterized in an affine manner as follows: 
∑∑
==
+=+= KM
N
i ii
N
i ii
KKKMMM
1010
)()( θθρρ , (3) 
where dd NNi RM
×∈  and dd NNi RK
×∈  (Nd is the number of DOF of the identification model) are 
prescribed nominal contributions of the i-th substructure to the global mass and stiffness matrices, 
and the uncertain parameters ρi and θi scale these contributions. We assume classical normal 
modes and thus the damping matrix C is not explicitly used. 
2.2.1 Partial modeshape information 
In the situation that the full DOF of the identification model are not measured, ‘system 
modeshapes’ [11,16] may be introduced and the connection between the experimental modal pa-
rameters from the first step and the model parameters becomes: 
jrrrjrjrrjr ea ,,,
22
, ˆ~ˆ +Γ=+= φψεωω , (4) 
where jr ,ωˆ  and o
N
jr R∈,ψˆ  are the experimental modal frequency and modeshapes of the r-th 
mode from the j-th data segment ( sm NjNr ...1,...1 == ), No is the number of measured DOF, 
dN
r R∈φ is the system modeshape of the r-th mode, Γ  is the matrix that picks the measured DOF 
from the system modeshape rφ , ra  is a scaling parameter [11,16] and 
r
T
rr
T
rr MK φρφφθφω )()(~2 = . (5) 
In the partial-modeshape case, the modeshapes are normalized so that their Euclidean norm 
1ˆ
2
, =jrψ . We denote the set of experimental modal frequencies by 
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}...1,...1,ˆ{ˆ , smjr NjNr === ωω , the set of experimental modeshape components at the measured 
DOF by }...1,...1,ˆ{ˆ , smjr NjNr === ψψ  and the system modeshapes by }...1,{ mr Nr == φφ  to 
facilitate future discussion. For conciseness, the symbol M will be omitted in all derivations al-
though all the PDFs are obviously conditional on the choice of M. 
The system modeshapes φ  can be regarded as a bridge connecting the identification 
problem with full modeshape information to the one with partial modeshape information. There 
are, however, several other advantages to expanding the identification model class M by intro-
ducing the system modeshapes: 1) Because of the constraints of the assumed mathematical struc-
ture built into M, it might not be possible for any structural model in this class to produce 
theoretical modeshapes that will give a good match of the experimental modeshapes. The system 
modeshapes provide extra flexibility in this aspect. 2) Their introduction also turns out to remove 
any need to match system and model modes during the identification, thereby avoiding a com-
mon difficulty in applications. 3) Finally, we will show that it is computationally beneficial to 
expand the model class M by using the system modeshapes. 
The PDF of the two uncertainty terms in (4) are assumed to be independent Gaussian jus-
tified by the maximum differential entropy principle [17]: 
),0(~),0(~ 2,
2
, INeN rjrrjr ⋅δσε , (6) 
The prior PDF of ρ, θ and }...1:{ mr Nr =φ is also assumed to be independent Gaussian with 
),(~),(~),(~ 00000 θρ θθρρφφ PNPNQN rrr  (7) 
subject to affine constraints bAA <+ θρ θρ , and we have assumed that the variances of the prior 
PDFs of rφ , 2rσ , 2rδ  and ra  are so large that the PDFs are essentially flat over the range of in-
terest. It was reported in [12] that explicitly treating the uncertainties in the mass parameters ρ 
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makes the identification more robust. However, to avoid making the identification problem ill-
posed when simultaneously treating ρ and θ as uncertain variables, we assume the variances of 
the prior PDF of ρ are small. 
The full set of model parameters is }...1:,,,,,{ 22 mrrrr Nra == δσφθρλ . The updated 
PDF of λ, i.e. )ˆ,ˆ|( ψωλp , is of central concern in the Bayesian framework; in particular, the 
most probable values (MPV) of the parameters based on the modal data are given by maximizing 
)ˆ,ˆ|( ψωλp . For this optimization problem, it is more convenient to work with the logarithm of 
)ˆ,ˆ|( ψωλp , which is 
{ }[ { }]
{ })()()()]log[det()2/1(
ˆ)log()~ˆ()log()2/1(
)ˆ,ˆ|(log
01000
22
,
2
1 1
2222
,
2
ρρρρ
δφψδσωωσ
ψωλ
ρρ −−+−
Γ−++−+−=
−
= =
∑ ∑
PP
aN
p
T
rrrjrro
N
r
N
j rrjrr
m s  
{ } cPP T +−−+− − )()()()]log[det()2/1( 01000 θθθθ θθ , (8) 
where c is a constant. Note that if we impose the normalization condition 1=r
T
r Mφφ , we have 
])~[(])~[(])ˆ[(])ˆ[(
]~2)~([]ˆ2)ˆ([
)~(~ˆ2)ˆ()~ˆ(
2122
,
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φωφωφωφω
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φφωφφωφφφφωφφωφφ
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−−−−−=
⋅−+−⋅−+
=
+−=−
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−−
2222
, 11 )
~()ˆ(
−−
−−−=
MrrMrjr
MKMK φωφω . (9) 
Among the terms in (9), 
22
1)
~(
−
−
Mrr
MK φω  is significantly less than 22, 1)ˆ( −− Mrjr MK φω  
if rφ  is close to a theoretical modeshape Thrφ  of the structural model. Indeed, if rφ  is equal to Thrφ , 
rω
~  will be simply the theoretical modal frequency; therefore 
22
1)
~(
−
−
Mrr
MK φω  vanishes. 
Furthermore, if rφ  is close to Thrφ  with a small perturbation rδφ , 
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Since we know that 
0)~( 1
2
=−
=
− Th
rr
Mrr
MK
φφ
φω  (11) 
and that 
0)~( 1
2
=⋅−∇
=
− rMrr Th
rr
r
MK δφφω
φφφ
, (12) 
i.e. 1)
~( 2
−
−
Mrr
MK φω  is stationary with respect to rφ  at Thrφ , we conclude that 
22
1)
~(
−
−
Mrr
MK φω  is at the order of )( 4rO δφ . However, 
22
, 1)ˆ( −− Mrjr MK φω  does not have 
these properties and so is not small. Therefore, in the case that rφ  is close to Thrφ , we approxi-
mate (8) using (9) with the second term neglected, so that 
{ } { }]
{ })()()()]log[det()2/1(
ˆ)log(]ˆ[)log()2/1(
)ˆ,ˆ|(log
01000
22
,
2
1 1
222
,
2
1
ρρρρ
δφψδσφωσ
ψωλ
ρρ −−+−
Γ−++


−+−=
−
= =
∑ ∑
−
PP
aNMK
p
T
rrrjrro
N
r
N
j rMrjrr
m s  
{ } cPP T +−−+− − )()()()]log[det()2/1( 01000 θθθθ θθ , (13) 
The advantage of converting (8) to (13) is that )ˆ,ˆ|(log ψωλp  is not quadratic in φ in (8), but it is 
quadratic in φ in (13). Being quadratic in φ has certain computational benefits. 
The optimization problem associated with (13) generally has more than one local maxi-
mum since )ˆ,ˆ|(log ψωλp  is not a concave function of λ. Also, )ˆ,ˆ|(log ψωλp  does not fall into 
certain functional forms that are easy to optimize, e.g. linear or quadratic functions. Such a prob-
lem is usually handled using a generic local search optimization algorithm based on Newton’s or 
 12  
descent methods. However, due to the high dimensionality of λ, the use of such local search 
methods, which often require evaluation of gradients or Hessians with respect to λ, is prohibitive. 
Notice that given }...1:,,,,{ 22 mrrr Nra =δσθρ , )ˆ,ˆ|(log ψωλp  is concave in φ. Also, given φ and 
ρ (and so the mass matrix M), and that the system is locally identifiable based on the modal data 
[15], finding the MPV of }...1:,,,{ 22 mrrr Nra =δσθ  is equivalent to estimating the mean and co-
variance matrix of a Gaussian PDF based on sampled data, which is a well-known concave opti-
mization problem with a unique local maximum. Moreover, given φ, )ˆ,ˆ|(log ψωλp  (Equation 13) 
is quadratic in θ and roughly quadratic in ρ (this is because the prior PDF of ρ has small vari-
ances). Later, we will show that it is possible to transform the optimization problem into two 
coupled concave programming problems using the Expectation-Maximization (EM) algorithm. 
The detailed derivations for the partial modeshape information case will be pursued in a later 
section together with the EM algorithm.  
If the identification model is globally identifiable [15], the updated PDF )ˆ,ˆ|( ψωλp  can 
be asymptotically approximated by a multi-dimensional Gaussian PDF with mean equal to the 
most probable value (MPV) of λ, where 
)ˆ,ˆ|(logmaxargˆ ψωλλ
λ
p=  (14) 
subject to affine constraints bAA ≤+ θρ θρ , and the covariance matrix equal to the negative of 
the inverse of the Hessian matrix )ˆ,ˆ|ˆ( ψωλH , where 
)ˆ,ˆ|(log)ˆ,ˆ|( ψωλψωλ λλ pH ∇∇= . (15) 
Strictly speaking, the Hessian matrix can be evaluated only if the MPV is not on the hyperplane 
bAA =+ θρ θρ , i.e. the affine constraints bAA ≤+ θρ θρ  are not active. However, we use (15) 
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to calculate the Hessian matrix even if the affine constraints bAA ≤+ θρ θρ  are active, and in 
this situation, we over-estimate the uncertainties associated with the MPV. 
2.2.2 Full modeshape information 
In the case that all DOF of the identification model are measured, the following equation 
may be used to connect the experimental modal parameters with M(ρ) and K(θ) 
jrjr
T
jrjr
T
jrjr MK ,,,,,
2
, ˆ)(ˆˆ)(ˆˆ εψρψψθψω += , (16) 
where dNjr R∈,ψˆ . The uncertainty in the prediction error in (16) is modeled by independent 
Gaussian PDFs: 
),0(~ 2, rjr N σε . (17) 
The prior PDF of ρ and θ are also assumed to be independent Gaussian subject to affine inequal-
ity constraints: 
bAAPNPN ≤+ θρθθρρ θρθρ ),(~),(~ 0000 , (18) 
and we also assumed that the variance of the prior PDF of 2rσ  is so large that the PDF is essen-
tially flat over the range of interest. The variances of the prior PDF of ρ are assumed to be small 
in order to have the problem well-posed. 
The full set of model parameters is }...1:,,{ 2 mr Nr == σθρλ . Using Bayes’ rule, we 
have 
{ }
{ })()()()]log[det()2/1(
]ˆ[]ˆˆˆˆˆ[)log()2/1(
)ˆ,ˆ|(log
01000
1 1
2
,
22
,,
2
,,,
2
ρρρρ
ψσψψωψψσ
ψωλ
ρρ −−+−
⋅−+−=
−
= =
∑ ∑
PP
MK
p
T
N
r
N
j Mjrrjr
T
jrjrjr
T
jrr
m s  
{ } cPP T +−−+− − )()()()]log[det()2/1( 01000 θθθθ θθ , (19) 
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where c is a constant. If we normalize the modeshape estimates jr ,ψˆ  such that 1ˆ
2
, =Mjr
ψ , we 
get 
{ }
{ })()()()]log[det()2/1(
]ˆ)(ˆˆˆ)(ˆ[)log()2/1(
)ˆ,ˆ|(log
01000
1 1
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p
T
N
r
N
j rjr
T
jrjrjr
T
jrr
m s  
{ } cPP T +−−+− − )()()()]log[det()2/1( 01000 θθθθ θθ , (20) 
which is quadratic with respect to ρ and θ. If the system is locally identifiable, finding the MPV 
λˆ  is equivalent to estimating the mean and covariance matrix of a Gaussian PDF based on sam-
pled data, which is a well-known concave optimization problem. Therefore, λˆ  can be uniquely 
determined using any local search optimization algorithm. We maximize )ˆ,ˆ|(log ψωλp  using 
two iterative steps: first with respect to 2rσ  with (ρ, θ) fixed in order to deduce the conditional 
optimal value 2~rσ , and then with respect to (ρ, θ) with 2~rσ  substituted into (20). The first maxi-
mization gives 
{ }∑
=
⋅−=
sN
j jr
T
jrjrjr
T
jrsr MKN 1
2
,,
2
,,,
2 ]ˆ)(ˆˆˆ)(ˆ[)/1(~ ψρψωψθψσ , (21) 
and the second one can be solved by a standard quadratic programming algorithm subject to 
bAA ≤+ θρ θρ . The iteration stops when satisfactory convergence is achieved with global 
maximization guaranteed. The covariance matrix of λˆ  is equal to the negative of the inverse of 
the Hessian matrix )ˆ,ˆ|ˆ( ψωλH  given in (15). 
For both the full and partial modeshape situations, the marginal updated PDF of θ, 
)ˆ,ˆ|( ψωθp , obtained by integrating the joint updated PDF to remove the other parameters in λ, 
can be used to find the probability that the i-th substructure stiffness parameter has been reduced 
by more than a specified fraction di of the stiffness in the initial undamaged state of the structure. 
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By using the Gaussian asymptotic approximation (see [14] and [15]) and assuming the stiffness 
parameters for the undamaged state and possibly damage state are conditionally independent [4], 
we get: 








+−
−−Φ≈−<=
222 )ˆ()ˆ)(1(
ˆˆ)1(
}ˆ,ˆ,ˆ,ˆ|)1({)(
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i
ud
ii
pd
i
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iiududpdpdud
ii
pd
iii
d
d
dPdP
σσ
θθψωψωθθ , (22) 
where )(⋅Φ  is the standard Gaussian cumulative distribution function, udiθˆ  and pdiθˆ  denote the 
MPV of the stiffness parameters for an undamaged and possibly damaged structure, respectively, 
and udiσˆ  and 
pd
iσˆ  are the corresponding standard deviations from the covariance matrix derived 
from the Hessian matrix in (15). 
3 Computational aspects for partial modeshape information 
In the case of partial modeshape information, finding the MPV is a difficult task for the 
following two reasons: 1) The objective function )ˆ,ˆ|(log ψωλp  is not concave in λ. Therefore, 
there may be more than one local maximum; 2) For the same reason, if a nonlinear programming 
optimization algorithm is employed to find a local maximum, there may be convergence difficul-
ties because of parameter interactions among the large number of unknowns. 
It is true, however, that given }...1:,,,,{ 22 mrrr Nra =≡ δσθρξ , )ˆ,ˆ|(log ψωλp is concave 
in φ ; and given φ, )ˆ,ˆ|(log ψωλp  is concave in ξ, although )ˆ,ˆ|(log ψωλp  is not concave in λ. 
This suggests a strategy to maximize the objective function with respect to φ and ξ  until satis-
factory convergence is achieved. In this way, we decompose the non-concave optimization prob-
lem into two coupled concave and quasi-quadratic optimization problems. This strategy solves 
the second difficulty listed above since the solutions of the two quadratic programming problems 
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can be computed analytically and rapidly. Moreover, this strategy is, in fact, closely related to 
the Expectation-Maximization (EM) algorithm [18]. 
The EM algorithm deals with the problem of probabilistic inference and parameter esti-
mation when some uncertain variables are not observed. In the partial modeshape case, the unob-
served variable is the system modeshape φ, while the parameters we intend to estimate are ξ 
based on the observed ωˆ  and ψˆ , so we require 
)ˆ,ˆ|(logmaxargˆ ψωξξ
ξ
p=  (23) 
subject to bAA <+ θρ θρ , where 
)ˆ,ˆ(log)(log)|ˆ,ˆ(log
)ˆ,ˆ|(log
ψωξξψω
ψωξ
ppp
p
−+=
 
)ˆ,ˆ(log)(log])|ˆ,ˆ,(log[ ψωξφξψωφ ppdp −+= ∫ . (24) 
However, it is difficult to evaluate ∫ φθρψωφ dp ),|ˆ,ˆ,(log  analytically, and so a direct search 
for the MPV of ξ seems obstructed. 
Let q(φ) be any PDF of φ, i.e. any non-negative function with unity integral. Because of 
the concavity of the logarithm function and Jensen’s inequality, 
∫∫∫ ≥= φφξψωφφφφξψωφφφξψωφ dqpqdqpqdp )](/)|ˆ,ˆ,(log[)()](/)|ˆ,ˆ,()[(log)|ˆ,ˆ,(log . (25) 
The last term in (25) can be further expressed as follows 
∫ ∫∫
∫ ∫∫
∫∫∫
−+=
−+=
−=
φφφφφφφλψωφ
φφφφξφφφλψωφ
φφφφξψωφφφφξψωφφ
dqqdpqdpq
dqqdpqdpq
dqqdpqdqpq
)(log)()(log)()|ˆ,ˆ(log)(
)(log)()|(log)()|ˆ,ˆ(log)(
)(log)()|ˆ,ˆ,(log)()](/)|ˆ,ˆ,(log[)(
)()]|ˆ,ˆ([log)()|ˆ,ˆ(log)( qCpEqCdpq q +=+= ∫ λψωφλψωφ , (26) 
where ∫∫ −= φφφφφφ dqqdpqqC )(log)()(log)()( , and ∫= φφφφ dqhhEq )()()]([ . 
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In this derivation, we used the fact that )|( ξφp  is not a function of ξ because for the prior PDF, 
φ and ξ are independent. Combining (24), (25) and (26), we conclude that 
)]|ˆ,ˆ([log λψωpEq )(log ξp+  )ˆ,ˆ(log ψωp− )(qC+  is a lower bound of )ˆ,ˆ|(log ψωξp  for any 
PDF q(φ). This lower bound depends on q(φ) and ξ, and we denote it by ),( ξqL , that is: 
)()ˆ,ˆ(log)(log)]|ˆ,ˆ([log),( qCpppEqL q +−+≡ ψωξλψωξ . (27) 
Although it is difficult to optimize )ˆ,ˆ|(log ψωξp with respect to ξ subject to 
bAA ≤+ θρ θρ  due to the fact that ∫ φξψωφ dp )|ˆ,ˆ,(log  is hard to evaluate, it is relatively easy 
to optimize ),( ξqL  with respect to ξ subject to bAA ≤+ θρ θρ  (later we will show that ),( ξqL  
is quadratic in ξ so that this optimization is a standard quadratic programming problem). 
When q(φ) is fixed, the lower bound ),( ξqL  can be improved by evaluating )],([max ξξ qL . 
The values of ξ that achieve this maximization subject to bAA ≤+ θρ θρ  are approximations of 
the MPV ξˆ . The quality of this approximation depends the choice of q(φ). The EM algorithm is 
an algorithm that iteratively chooses a ‘good’ q(φ) to improve the estimate of ξˆ , then, in turn, 
takes the improved estimate of ξˆ  to find a better q(φ). 
The procedure of the EM algorithm can be summarized by the following steps: 
1) Initialize )0(ξ  and )()0( φq . 
2) At the i-th iteration: 
(E-step) From )(iξ , derive a good )()( φiq . Compute ]),([ )( ξφiqL . 
(M-step) Find ]),([maxarg )()1( ξφξ ξ
ii qL=+  subject to bAA ≤+ θρ θρ . 
3) Go back to step 2 for the (i+1)-th iteration and continue cycling until )(iξ  converge. 
 18  
Let us first consider the E-step. It is critical to derive a good )()( φiq  from )(iξ . A bad 
choice of )()( φiq  may cause ]),([ )( ξφiqL  to be a loose lower bound of )ˆ,ˆ|(log ψωξp , and )1( +iξ  
will not be a good approximation for the MPV ξˆ . On the other hand, if we let )()( φiq  be 
)ˆ,ˆ,|( )( ψωξφ ip , we have 
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)ˆ,ˆ|(log )( ψωξ ip= . (28) 
Therefore, the choice of )()( φiq  being )ˆ,ˆ,|( )( ψωξφ ip  makes ]),([ )( ξφiqL  exactly equal to 
)ˆ,ˆ|(log ψωξp  at )(iξ , and this is true for all iterations. This choice makes )(iξ  be able to actually 
converge to the MPV ξˆ , which maximizes )ˆ,ˆ|(log ψωξp . 
In order to compute ]),([ )( ξφiqL , we only need to compute the first and second moments 
of )()( φiq , i.e. )()( rq iE φ  and )()( Trrq iE φφ , r = 1…Nm, since 
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where d is a quantity not depending on ξ. Using the fact that for the trace, TR(AB) = TR(BA), we 
have 
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Moreover, )()( rq iE φ  and )()( Trrq iE φφ  can be evaluated analytically since )ˆ,ˆ,|()( )()( ψωξφφ ii pq =  
is a Gaussian PDF of φ, which is, in turn, due to the fact that )ˆ,ˆ,|(log )( ψωξφ ip  is quadratic in φ 
by our model assumption: 
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The exact values of )()( rq iE φ  and )()( Trrq iE φφ  are as follows: 
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and 
 20  
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For the M-step, since ]),([ )( ξφiqL  is concave in ξ, the optimization with respect to ξ sub-
ject to bAA ≤+ θρ θρ  can be also done with global maximization guaranteed. We maximize 
]),([ )( ξφiqL  using two iterative steps: first with respect to }...1:,{ 22 mrr Nr =δσ with 
}...1:,,{ mr Nra =θρ  fixed in order to deduce the conditional optimal value 
}...1:~,~{ 22 mrr Nr =δσ , and then with respect to }...1:,,{ mr Nra =θρ  with }...1:
~,~{ 22 mrr Nr =δσ  
substituted into (30). The first maximization gives 
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The second maximization can be solved by a standard quadratic programming algorithm subject 
to bAA ≤+ θρ θρ . The inner iteration for the M-step stops when satisfactory convergence is 
achieved with global maximization guaranteed. 
We can restate this special EM algorithm, which chooses )ˆ,ˆ,|()( )()( ψωξφφ ii pq = , as fol-
lowing: 
1) Initialize )0(ξ  and )()0( φq . 
2) At the i-th iteration: 
(E-step)  Compute the first and second moments )()( rq iE φ  and )()( Trrq iE φφ , r = 1…Nm, and 
substitute them into (30) to compute ]),([ )( ξφiqL  analytically. 
(M-step) Solve the concave optimization problem 
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]),([maxarg )()1( ξφξ ξ
ii qL=+  subject to bAA ≤+ θρ θρ  
by an inner iteration: 
2a) Fix }...1:,,{ mr Nra =θρ , optimize ]),([
)( ξφiqL  with respect to }...1:,{ 22 mrr Nr =δσ . 
2b) Fix }...1:,{ 22 mrr Nr =δσ , optimize ]),([ )( ξφiqL  with respect to }...1:,,{ mr Nra =θρ . 
3c) Go back to step 2a until convergence of the inner iteration. 
3) Go back to step 2 for the (i+1)-th iteration and continue cycling until )(iξ  converge. 
After convergence to satisfactory accuracy, ξˆ  is found, and φˆ  is simply the first moment 
of )ˆ,ˆ,ˆ|( ψωξφp  since 
)ˆ,ˆ|ˆ()ˆ,ˆ,ˆ|()ˆ,ˆ|ˆ,( ψωξψωξφψωξφ ppp = , (36) 
and note that 
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)ˆ,ˆ,ˆ|( ψωξφE= . (37) 
The last equality in (37) is due to the fact that )ˆ,ˆ,ˆ|( ψωξφp  is Gaussian. We call this special EM 
algorithm the Tight EM (TEM) algorithm since the tight lower bound of )ˆ,ˆ|(log ψωξp  is 
achieved for each iteration. The TEM algorithm is an ascent optimization algorithm for 
)ˆ,ˆ|(log ψωξp , i.e. )ˆ,ˆ|(log )( ψωξ ip  always increases during iterations. Indeed, during the M-
step, we let 
]),([maxarg )()1( ξφξ ξ
ii qL=+ , (38) 
therefore, 
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)ˆ,ˆ|(log]),([]),([ )()()()1()( ψωξξφξφ iiiii pqLqL =≥+ . (39) 
Furthermore, after the next E-step, 
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The strategy mentioned in the second paragraph of this section is actually another special 
case of the EM algorithm. It is equivalent to the case that we choose )()( φiq  to be a unit delta 
function centered at )ˆ,ˆ,|( )( ψωξφ iE . In this case, ]),([ )( ξφiqL  will not be a tight lower bound of 
)ˆ,ˆ|(log ψωξp  at any ξ , and )(iξ  will only converge to an approximate value of the MPV ξˆ . It 
is, in general, hard to evaluate the error between this approximate value and the MPV. However, 
based on our experience, this special EM algorithm performs roughly the same as the TEM algo-
rithm. 
The EM algorithm solves the second difficulty listed in the beginning of this section since 
it decomposes the high-dimensional non-concave optimization problem into two coupled con-
cave optimization problems with analytical solutions. In our experience, when a nonlinear pro-
gramming algorithm, e.g. a quasi-Newton or steepest descent algorithm, is used to find the MPV, 
the solution can be sometimes trapped in a local minimum away from the MPV even when the 
initial search point is close to the MPV. We find that the EM algorithm is robust in the sense that 
the initial point does not have to be close to the MPV in order to converge to the MPV. 
Nevertheless, the EM algorithm can be sometimes quite slow. 
4 Results of simulated Phase II benchmark 
Time histories of sampling interval 0.002s and total duration 210s were generated for all 
damage cases by the Matlab program for the simulated Phase II benchmark that was downloaded 
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from the ASCE benchmark website [7]. They are partitioned temporally into ten sets (Ns = 10) of 
equal duration of 20s to yield ten sets of independent estimates of the experimental modal pa-
rameters for each damage case. The first ten seconds is ignored since it contains transient re-
sponses due to the stationary excitation being started at t = 0 during the generation of the simu-
lated data. When generating the time histories, we assume damping ratios equal to 1% for all 
modes and measurement noise equal to 10% RMS of the actual acceleration at the measured 
DOF. We will mention a damage case using its damage pattern symbol augmented by the sensor 
setup symbol, e.g. RB.ps means the reference braced case with partial-sensor measurement. 
4.1 Modal identification 
Eight modes (Nm = 8), four in the strong (x) direction and four in the weak (y) direction, 
of the structure are identified for all cases. Tables 1 and 2 show the average value of the modal 
frequencies and damping ratios identified from the ten sets of time histories for the braced cases 
in the full-sensor and partial-sensor scenarios, respectively, and those of the unbraced cases are 
shown in Tables 3 and 4. The corresponding values of the coefficient of variation (c.o.v.), de-
fined as the ratio of the standard error to the mean value, are shown in percent in these tables. 
Table 5 shows the actual modal parameters of each case, calculated using the HKUST 120-DOF 
model. The mean values in Tables 1-4 are close to the actual values. The modal frequencies in 
the weak direction are expected to be unchanged because of the damage patterns, except for the 
Blind2 case. 
For the full-sensor (partial-sensor) scenario, the sixteen (eight) response measurements, 
four (two) on each face of the structure, are used to identify the Euclidean-normalized 
modeshape components at the ‘+x’ ‘-x’ ‘+y’ ‘-y’ faces of the structure (‘+x’ ‘-x’ ‘+y’ ‘-y’ repre-
sent the directions of the outward normal of the faces), which are plotted in Figures 7-28 for each 
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damage case. In these plots, the identified modeshape components are joined by straight line 
segments so that, in the partial-sensor cases, the full modeshape of each higher mode is not re-
vealed. Notice that the identified modeshapes for the unbraced cases show larger variability than 
those of the braced cases. Also notice that there is some modeshape migration phenomenon be-
tween two modes whose modal frequencies are close, i.e. some modeshape components of one 
mode migrates to another mode, e.g. the first two modes in DP1B and DP3B. There is no imposi-
tion of modeshape orthogonality since not all components of the modeshape are identified, only 
those components at the observed DOF. 
For damping ratios, significantly larger values of c.o.v. are observed, although the damp-
ing ratios are not used for damage detection. This suggests that, as far as the current study is con-
cerned, although the modal frequencies and modeshapes can be identified reasonably well, more 
information, especially about the excitation, is needed to identify the damping ratios more pre-
cisely. 
4.2 Damage detection and assessment 
4.2.1 Braced cases 
A 3-D 12-DOF shear building model is used for damage detection for the braced cases. 
The model assumes rigid floors, and three DOF, translations along the x- and y-axes and rotation 
along the z-axis, are assigned to each story to give 12 DOF. In order to locate the faces sustain-
ing damage, four stiffness parameters are used for each story to give sixteen stiffness parameters: 
∑∑= i j ijij KK θθ )( , (41) 
where i = 1, …,4, j = ‘+x’ ‘-x’ ‘+y’ ‘-y’, and the indices i and j denote the story number and the 
direction of the outward normal of a face, respectively. The ijK  are the ‘nominal’ stiffness ma-
trices computed based on shear building assumptions for the original undamaged structure. The 
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stiffness model was originally proposed in [12] and yielded satisfactory damage detection results 
for the Phase I simulated benchmark studies. For the reference cases (RB), the prior PDF on the 
sixteen stiffness parameters is taken to be independent Gaussian with mean and c.o.v. both equal 
to unity and with the affine constraints that all parameters are above zero. For other cases, it is 
taken to be independent Gaussian with mean and c.o.v. both equal to unity and with the follow-
ing affine constraints 
θθςθ NiRBiRBii ...1ˆ)ˆ21(0 =+≤≤ , (42) 
where RBiθˆ  is the MPV of iθ from the reference case, and RBiςˆ  is the corresponding c.o.v. This 
prior PDF reflects the fact that the stiffness parameters for damaged cases can only be less than 
those of the reference cases. 
In calculating the nominal story masses, the mass of the columns is lumped at the floors 
that they are connected to. One mass parameter is used for each story to give four mass parame-
ters: 
∑= i ii MM ρρ)( , (43) 
where i = 1, …,4 represents the story number and the iM  are the nominal mass matrices 
computed based on the original undamaged structure (the nominal mass from the first to the 
fourth story is 3242 kg, 2652 kg, 2652 kg, and 1809 kg). The prior PDF for the uncertain mass 
parameters is assumed to be independent Gaussian with mean equal to unity and c.o.v. equal to 
0.1%. Assuming the story masses to be uncertain in the Bayesian updating methodology im-
proves the robustness of the damage detection process to modeling assumptions that are possibly 
incompatible with the properties of the actual structure [12]. 
In all the cases considered, the stiffness and mass parameters are found to be globally 
identifiable, so the updated PDF can be well-approximated in the neighborhood of the MPV by a 
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multi-dimensional Gaussian PDF with mean equal to the MPV of the stiffness and mass parame-
ters and covariance matrix equal to the negative of the inverse of the Hessian matrix of the loga-
rithm of the updated PDF. For full-sensor scenarios, all of the twelve DOF are measured, so the 
algorithm for full modeshape information is used to find the MPV of the stiffness parameters. 
For partial-sensor scenarios, the TEM algorithm is used to find the MPV of the stiffness parame-
ters. It is found that the initial values of the system parameters do not have to be close to the 
MPV in order to finally converge to the MPV. 
The stiffness ratios for the MPV of the stiffness parameters for DP1B, DP2B, DP3B, 
DP3Bu, Blind1, Blind2 with respect to those for the undamaged (RB) case are tabulated in Ta-
bles 6 and 7 for the full-sensor and partial-sensor scenarios, respectively, with the corresponding 
c.o.v. shown. Using shear building assumptions, the actual stiffness ratio for a particular face 
with 25% and 50% stiffness loss in one brace is computed to be 94.3% and 88.7%, respectively. 
For the full-sensor scenarios (Table 6), the identified stiffness ratios for the DP1B.fs, 
DP2B.fs, and DP3B.fs cases are close to their actual values. The stiffness parameters whose val-
ues decline by amount significantly larger than their c.o.v. are considered possibly damaged and 
marked with asterisks. For most stiffness parameters in the DP1B.fs, DP2B.fs, DP3B.fs, and 
DP3Bu.fs cases, the damage patterns are reliably detected in both qualitative and quantitative 
ways. For example, all damage patterns of the DP1B.fs, DP2B.fs, DP3B.fs, and DP3Bu.fs cases 
are detected, but one false damage detection is found for the DP3Bu.fs case due to a slightly bi-
ased estimate of θ4,+y. Nevertheless, the identified stiffness reduction for the false detection is 
small (less than 4%). Also, for the DP3Bu.fs case, the estimate of θ1,-y is noticeably biased (0.80 
as opposed to its actual value 0.89, while the c.o.v. is only 1.55%). 
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The results for the partial-sensor scenarios (Table 7) are similar to those for the full-
sensor scenarios except that two extra slightly biased estimates are found for θ1,+x of the 
DP3B.ps case and θ4,-x of the DP3Bu.ps case; therefore, three false damage detections, θ1,+x of 
the DP3B.ps case and θ4,+y and θ4,-x of the DP3Bu.ps case, are found to be due to the biased es-
timates. Nevertheless, the identified stiffness reductions for the three false detections are small 
(less than 8%). 
The results for Blind1 indicate that the damage should have occurred at either θ1,-y or θ2,-y 
(it has been given a priori that there is only one brace failure). Using the Blind1 results, the re-
duction in θ1,-y and θ2,-y roughly corresponds to 25% and 20% reduction in stiffness, respectively, 
at the corresponding locations. The actual damage location is θ2,-y and the actual stiffness reduc-
tion is 32% [19]. The results for Blind2 indicate that the θ4,+x, θ1,-x, θ3,-x, and θ1,-y locations are 
likely to be damaged. Using the Blind2.fs results, the 18%, 4.9%, 8.6%, and 5.2% reduction in 
θ4,+x, θ1,-x, θ3,-x, and θ1,-y corresponds to 76.7%, 21.7%, 37.9%, and 23.1% reduction in the stiff-
nesses, respectively, at the corresponding locations. The actual damage locations are θ4,+x,       
θ3,-x, and θ1,-y, and the corresponding actual stiffness reductions are 47.48%, 39.32%, and 
23.79%. In conclusion, the results on the blind tests show that the methodology can detect all 
actual damage with one false detection in each of the two tests. 
Using the marginal PDFs for the stiffness parameters, the probability of damage, Pij(d), 
equal to the probability that the decrease of θij is more than a fraction of d compared to the 
undamaged state, is computed. The results are shown in Figures 29-34 for the full-sensor 
scenario and in Figures 35-40 for the partial sensor scenario. The Euclidean-normalized 
identified system modeshapes are shown in Figures 41-47 for the partial-sensor scenario, in 
which the projections of the lateral components of the system modeshapes onto the +x, -x, +y, 
and –y faces are shown. The torsional modeshape components of the eight identified 
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The torsional modeshape components of the eight identified translational modes are not shown 
since they are close to zeros. These modeshapes may be compared with the corresponding 
modeshapes identified directly from the dynamic response and shown in Figures 14-20. 
4.2.2 Unbraced cases 
For the unbraced cases, a 3-D 36-DOF model that assumes rigid floors in the x-y plane 
and allows rotation along the x- and y-axes is proposed. All nodes at the same story are assumed 
to have identical x- and y-direction translations, and the floor is assumed to be rigid with respect 
to rotation along the z-axis to give 3 of the 9 DOF for each story. Nodes are allowed to rotate 
along the x- and y-axes in a constrained way: nodes in each story with the same x-coordinates or 
same y-coordinates are assumed to have the same amount of rotation along the y-axis and x-axis, 
respectively, to give the remaining 6 DOF for each floor. Translation along the z-direction is not 
allowed in this model. 
Two parameters are used for the rotational stiffness in each story: it is assumed that the 
rotational stiffness of all beam-column connections in the same story along the x-axis (or along 
the y-axis) is identical. This assumption is imposed since the experimentally identified 
modeshapes for the unbraced cases (Figures 21-28) indicate that the modeshape components in 
the x and y directions are mostly decoupled; therefore, in practice it is unlikely that the face sus-
taining the damage can be distinguished. Besides the rotational stiffness, two parameters are used 
for the strong (x)-direction and weak (y)-direction column stiffness to give ten stiffness parame-
ters in total: 
∑∑++= i j ijijycycxcxc KKKK θθθθ ,,,,)( , (44) 
where i = 1, …,4, j = ‘x’ and ‘y’, and the indices i and j denote the story number and the axis 
along which the rotational stiffness is active, respectively; ijK  are the nominal rotational stiff-
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ness matrices computed based on the model assumptions for the original undamaged structure; 
xcK ,  and ycK ,  are the x-direction and y-direction, respectively, nominal stiffness matrices con-
tributed by the columns. 
Due to the fact that the stiffness matrix of the unbraced benchmark structure is dominated 
by the columns and the fact that the columns also provide rotational stiffness, slight errors in the 
identified column stiffness parameters will significantly influence the values of the identified ro-
tational stiffness parameters. This indicates that in order to reliably detect and assess rotational 
stiffness damage, sufficient prior information about the column stiffness is needed. Therefore, 
the prior PDF on the two column stiffness parameters is taken to be independent Gaussian with 
mean and c.o.v. equal to 1 and 1%. The prior PDF of the eight rotational stiffness parameters is 
taken to be independent Gaussian with mean and c.o.v. equal to 1 and 20%. Similar to the braced 
cases, the mass of the columns is lumped at the floors that they are connected to, and one mass 
parameter is used for each story to give four mass parameters. The prior PDF for the uncertain 
mass parameters is assumed to be independent Gaussian with mean and c.o.v. equal to 1 and 
0.1%. 
In all the cases considered, the stiffness and mass parameters are found to be globally 
identifiable. For both full-sensor and partial-sensor scenarios, the TEM algorithm is used to find 
the MPV of the stiffness parameters. The initial values of the system parameters do not have to 
be close to the MPV in order to finally converge to the MPV. The stiffness ratios for the MPV of 
the stiffness parameters for DP1U, DP2U, and DP1Uu with respect to those of the undamaged 
(RU) case are tabulated in Tables 8 and 9 for the full-sensor and partial-sensor cases, respec-
tively, with the corresponding c.o.v. shown. 
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For the full-sensor scenario (Table 8), all damage patterns in the DP1U.fs, DP2U.fs, and 
DP1Uu.fs cases can be reliably detected. Slightly biased estimates are found for θ3,y of the 
DP1U.fs and DP1Uu.fs cases, and therefore two false damage detections are found due to the 
biased estimates. Similar results are found for the partial-sensor scenario (Table 9) except that 
the two false detections are now θ2,y and θ3,y of the DP2U.ps. Notice that all false detections indi-
cate minor damage (less than 10% of stiffness loss), while most correct detections indicate major 
damage (higher than 25% of stiffness loss) at the corresponding locations. Because the experi-
mental modeshapes contain little information about the rotational stiffness, the damage detection 
results for the full-sensor and partial-sensor scenarios are similar. 
Using the marginal PDFs for the rotational stiffness parameters, the probability of dam-
age, Pij(d), is computed and shown in Figures 48-50 for the full-sensor scenario and in Figures 
51-53 for the partial sensor scenario. The Euclidean-normalized identified system modeshapes 
are shown in Figures 54-57 and Figures 58-61 for the full-sensor and partial-sensor scenario, re-
spectively, in which the symbols +x, -x, +y, and –y indicate the lateral components of the system 
modeshapes projected onto the corresponding faces, and symbols Rx, Ry, and Rz indicate the 
system modeshape components for rotations along the x, y, and z axes, respectively. 
5 Results of experimental Phase II benchmark 
For each configuration (Configs 1-9) and each type of excitation (hammer, ambient vi-
bration, and shaker), the experimental time histories are divided into three segments to yield 
three sets of independent estimates of the experimental modal parameters. All acceleration data 
is filtered by a Butterworth high-pass filter with cut-off frequency equal to 0.1Hz to eliminate the 
mean and drift. We will mention a configuration using its configuration number augmented by 
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the excitation type (‘h’, ‘a’, and ’s’ stand for hammer, ambient vibration, and shaker, respec-
tively), e.g. Config2.h denotes Configuration 2 with the hammer excitation. 
The input force time history of the shaker (proportional to the measured acceleration at 
the attached mass) is provided in the experimental Phase II dataset. However, the force data was 
contaminated by the structural response which is shown by its Fourier spectrum having resonant 
peaks at the natural frequencies of the benchmark structure. Therefore, the input force data are 
not used in the analysis, and the shaker cases are treated as if they are subject to unknown excita-
tion. As a result, only the shaker cases with random input are analyzed. 
5.1 Modal identification 
For the braced cases (Configs 1-6), five modes, including the first and second translation 
modes in the x and y directions and the first torsion mode, are identified. For the unbraced cases 
(Configs 7-9), only the hammer excitation is studied, and eight modes, including the first, second, 
and third translation modes in the x and y directions and the first and second torsion modes, are 
identified. Tables 10, 11, and 12 show the average values and the c.o.v. of the modal frequencies 
and damping ratios for all excitation types. The variability for the ambient-vibration and shaker 
excitations is significantly larger than that for the hammer excitation. This is due to the fact that 
the input excitations for the former two cases are unknown, while it is known that the input exci-
tation for the hammer is zero after the impulsive force. 
The fifteen acceleration measurements, ten on the +y and –y faces of the structure sens-
ing the x (strong) direction and five at the floor centers sensing the y (weak) direction, are used 
to identify the modeshape components at the ‘+y’ ‘-y’ faces and the center of the structure, 
which are plotted in Figures 62-82 for each configuration. Notice that for the ambient-vibration 
cases (Figures 71-76), there are unusual kinks in many of the modeshape components measured 
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at the floor centers, and for the shaker cases (Figures 77-82), many experimental modeshapes 
have irregular appearances. The experimental modeshapes for the hammer excitation have 
smaller variability than those for the ambient-vibration and shaker excitations. Significantly lar-
ger values of c.o.v. are observed for damping ratios in all cases. 
5.2 Damage detection and assessment 
5.2.1 Braced cases (Configs 1-6) 
The 3-D 12-DOF shear building model that was used for the braced cases in simulated 
Phase II is adapted. The nominal stiffness matrices ijK  are identical to those used in simulated 
Phase II. It is expected that the uncertainties with experimental Phase II are significantly larger 
than those with simulated Phase II; therefore, it is decided that more prior information for the 
stiffness parameters should be imposed to regularize the possibly ill-posed identification problem. 
The prior PDF on the sixteen stiffness parameters is taken to be independent Gaussian with mean 
and c.o.v. equal to 1 and 20% with the following affine constraints to reflect the fact that the 
stiffness parameters for damaged cases can only be less than those of the reference case. 
11 ˆ)ˆ21(0 Configi
Config
ii θςθ +≤≤ , (45) 
where 1ˆConfigiθ  is the MPV of iθ from Config 1, and 1ˆConfigiς  is the corresponding c.o.v. The prior 
c.o.v. is chosen to be 20% since if we know a priori that the damage is on braces only, the largest 
possible reduction in the stiffness parameter is roughly 40% (computed based on shear building 
assumptions). But the prior with 20% c.o.v. does not prevent the identified stiffness ratios from 
dropping below 60% to accommodate the modeling errors. 
The calculation of the mass matrix is identical to that in simulated Phase II except that 
iM  is computed based on the mass distribution of the test structure, i.e. the floor mass is 1000kg, 
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1000kg, 1000kg, 750kg for the first, second, third, and fourth floors. The prior PDF for the un-
certain mass parameters is assumed to be independent Gaussian with mean and c.o.v. equal to 1 
and 0.1%. 
Since there are three accelerometers in each story, the measurements at all DOF of the 
identification model can be deduced from the data, so the algorithm for full modeshape informa-
tion is used to find the MPV of the stiffness parameters. The stiffness ratios for the MPV of the 
stiffness parameters for Configs 2-6 with respect to those for the undamaged (Config 1) case are 
tabulated in Tables 13, 14, and 15 for the three excitation types with the corresponding c.o.v. 
shown. The stiffness parameters whose reductions are significantly greater than their c.o.v. are 
marked with asterisks. 
For the hammer excitation, all brace damage is detected, and no false detection is found. 
Using shear building assumptions, the stiffness ratios for a particular face with removal of one 
and two braces are 77.4% and 54.87%, respectively. However, the identified stiffness ratios for 
faces with removal of one and two braces are around 60% and 20%, respectively, which are not 
consistent with the computed ratios. Despite this inconsistency, the estimates for the stiffness 
losses are internally consistent, i.e. removal of one and two braces corresponds to 40% and 80% 
reduction in stiffness, respectively. The probabilities of damage, Pij(d), for the hammer cases are 
plotted in Figures 83-87 for all braced configurations. 
For the ambient-vibration excitation, all damage is also detected. The identified stiffness 
ratios are close to those for the hammer cases. Several false detections are found, and the false 
detections in θ2,+x and θ2,-x indicate significant stiffness reduction. These are probably due to the 
unusual kinks exhibited in the experimental modeshape components measured at the floor cen-
ters. For other false detections, the identified stiffness reductions are not significant (all less than 
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26%). The probabilities of damage, Pij(d), for the ambient-vibration cases are plotted in Figures 
88-92 for all braced configurations. 
For the shaker cases, reliable damage detection cannot be achieved, probably due to the 
irregular experimental modeshapes. Although most damage is detected, two locations were 
missed; moreover, many false detections are found, and most of them indicate significant stiff-
ness reduction. 
5.2.2 Unbraced cases (Configs 7-9) 
The 3-D 36-DOF model that is used for the unbraced cases in simulated Phase II is 
adapted. The nominal stiffness matrices are computed based on the model assumptions for the 
original undamaged structure. The prior PDF on the two column stiffness parameters is taken to 
be independent Gaussian with mean and c.o.v. equal to 1 and 1%. The prior PDF of the eight ro-
tational stiffness parameters is taken to be independent Gaussian with mean and c.o.v. equal to 1 
and 20%. The affine inequality constraints are identical to (45) except that 1ˆConfigiθ  and 1ˆConfigiς  are 
replaced by 7ˆConfigiθ  and 7ˆConfigiς . The mass of the columns is lumped at the floors that they are 
connected to, and one mass parameter is used for each story to give four mass parameters. The 
prior PDF for the uncertain mass parameters is assumed to be independent Gaussian with mean 
and c.o.v. equal to 1 and 0.1%. 
Only the hammer cases are considered for the unbraced cases since the corresponding 
experimental modeshapes have the best quality. Because all DOF of the identification model are 
not fully measured, the TEM algorithm is used to find the MPV of the stiffness parameters. In all 
the cases considered, the stiffness and mass parameters are found to be globally identifiable. The 
stiffness ratios between the MPV of the stiffness parameters for Config8.h and Config9.h with 
respect to those for Config.7h are tabulated in Tables 16 with the corresponding c.o.v. shown. 
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Although most damage except θ4,y of Config8.h is detected, many false detections are found, and 
some of them indicate significant stiffness reduction. It is believed that the poor performance is 
due to the fact that the stiffness matrix of the structure is dominated by the columns, rendering 
the identification of rotational stiffness difficult. In the simulated Phase II benchmark, the rota-
tional stiffness damage was successfully detected probably because the modeling error is rela-
tively small. For the experimental Phase II benchmark, the modeling error may be too large to 
have the rotational stiffness damage reliably detected. Since the results of damage detection are 
poor, the plots for the probability of damage as well as the identified system modeshapes are not 
shown. 
6 Conclusion 
This report examines the use of a two-step Bayesian probabilistic structural health moni-
toring approach on the IASC-ASCE Phase II simulated and experimental benchmark studies. For 
the braced cases, all the brace damage can be reliably detected for the simulated benchmark stud-
ies, and the identified stiffness reduction is accurate. For the experimental Phase II benchmark, 
the damage can be detected reliably for the hammer and ambient-vibration excitations, while this 
is not the case for the shaker excitation. This is partly due to the fact that the shaker force input 
data is contaminated by the structural response and therefore is not used in the analysis. For the 
unbraced cases in the simulated Phase II benchmark, all rotational stiffness damage of the beam-
column connections is detected and assessed reliably if sufficient prior information on the col-
umn stiffness is available. For the experimental Phase II benchmark, reliable damage detection 
for the unbraced cases cannot be achieved, probably due to the dominance of the column stiff-
ness and the large modeling errors. The proposed Expectation-Maximization algorithm for 
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searching for the most probable values of the stiffness parameters is found to be robust compared 
to standard nonlinear programming algorithms. 
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Table 1.  Experimental modal parameters for the braced cases of the full-sensor scenario in simulated Phase II. 
  Frequency (Hz) Damping ratio (%) 
  W1* S1* W2 S2 W3 S3 W4 S4 W1 S1 W2 S2 W3 S3 W4 S4 
RB.fs 8.33 8.75 23.14 25.33 36.11 40.82 46.34 55.45 0.99 1.23 0.93 0.93 0.63 0.70 0.84 0.80 
c.o.v (%) 0.76 0.49 0.44 0.37 0.45 0.25 0.40 0.23 51.74 41.69 64.05 42.40 55.64 50.35 38.08 34.16
DP1B.fs 8.33 8.44 23.14 24.56 36.11 40.40 46.34 55.35 1.20 0.85 0.94 0.84 0.63 0.98 0.84 0.81 
c.o.v (%) 0.75 0.57 0.43 0.19 0.45 0.33 0.40 0.23 39.21 80.57 62.48 63.46 56.02 31.61 38.41 27.69
DP2B.fs 8.33 8.59 23.14 24.94 36.11 40.63 46.34 55.41 1.12 0.95 0.93 1.01 0.63 0.74 0.84 0.81 
c.o.v (%) 0.75 0.68 0.43 0.51 0.45 0.23 0.40 0.23 47.35 79.58 62.75 49.69 55.60 53.36 38.48 31.63
DP3B.fs 8.32 8.37 23.14 24.11 36.11 40.31 46.34 54.65 1.27 1.31 0.94 1.08 0.64 1.04 0.84 1.01 
c.o.v (%) 0.64 0.49 0.43 0.36 0.45 0.30 0.40 0.39 35.99 61.00 62.54 43.56 55.87 33.96 38.51 26.58
DP3Bu.fs 8.33 8.54 23.14 24.75 36.11 39.99 46.34 55.05 0.99 1.24 0.91 1.00 0.65 1.28 0.85 0.91 
c.o.v (%) 0.74 0.67 0.45 0.55 0.44 0.34 0.39 0.20 53.41 59.75 68.83 60.05 57.33 31.31 40.17 32.02
Blind1.fs 8.33 8.61 23.14 25.34 36.11 40.49 46.34 55.15 1.11 0.85 0.93 0.95 0.63 0.81 0.84 0.81 
c.o.v (%) 0.73 0.61 0.43 0.36 0.45 0.34 0.40 0.23 46.06 81.33 63.41 43.71 55.50 47.62 38.22 30.42
Blind2.fs 8.28 8.68 22.56 25.15 35.18 40.76 45.00 55.43 1.00 1.28 0.62 1.11 0.88 0.89 0.80 0.83 
c.o.v (%) 0.80 0.57 0.52 0.42 0.17 0.17 0.34 0.21 50.75 53.90 74.60 41.76 42.61 53.58 50.19 29.60
* W1 and S1 mean the corresponding values for the first mode in the weak and strong directions, respectively. 
 
 
 
Table 2.  Experimental modal parameters for the braced cases of the partial-sensor scenario in simulated Phase II. 
 Frequency (Hz) Damping ratio (%) 
 W1 S1 W2 S2 W3 S3 W4 S4 W1 S1 W2 S2 W3 S3 W4 S4 
RB.ps 8.33 8.75 23.13 25.33 36.12 40.82 46.34 55.44 0.94 1.19 0.90 0.94 0.62 0.67 0.84 0.79 
c.o.v (%) 0.82 0.52 0.46 0.37 0.45 0.27 0.40 0.24 55.93 43.84 70.39 42.92 56.99 55.01 37.96 35.77
DP1B.ps 8.33 8.44 23.13 24.56 36.12 40.40 46.33 55.35 1.00 0.76 0.89 0.82 0.62 0.98 0.84 0.82 
c.o.v (%) 0.80 0.60 0.46 0.20 0.45 0.34 0.39 0.23 45.84 88.93 71.73 65.29 57.64 33.02 38.32 27.59
DP2B.ps 8.33 8.60 23.13 24.93 36.12 40.62 46.34 55.40 0.95 0.90 0.89 0.94 0.62 0.63 0.84 0.81 
c.o.v (%) 0.79 0.73 0.46 0.56 0.45 0.27 0.39 0.22 55.50 80.67 71.08 46.33 57.44 66.58 37.82 29.78
DP3B.ps 8.32 8.37 23.13 24.11 36.11 40.32 46.34 54.65 1.09 1.17 0.89 1.04 0.62 1.04 0.84 1.01 
c.o.v (%) 0.69 0.51 0.47 0.37 0.45 0.33 0.39 0.39 43.72 58.70 73.06 46.84 58.27 36.64 38.36 27.47
DP3Bu.ps 8.33 8.54 23.13 24.74 36.11 40.00 46.33 55.06 0.97 1.20 0.90 0.98 0.64 1.34 0.87 0.83 
c.o.v (%) 0.77 0.76 0.46 0.49 0.44 0.37 0.38 0.20 58.37 63.30 72.53 59.60 58.18 32.54 39.73 32.44
Blind1.ps 8.33 8.61 23.13 25.34 36.12 40.49 46.34 55.16 0.94 0.76 0.89 0.94 0.62 0.81 0.85 0.80 
c.o.v (%) 0.79 0.58 0.46 0.35 0.45 0.34 0.39 0.23 54.92 87.33 71.54 43.97 56.80 49.82 38.06 30.81
Blind2.ps 8.28 8.68 22.57 25.15 35.19 40.76 45.01 55.44 0.95 1.20 0.61 1.09 0.88 0.83 0.82 0.84 
c.o.v (%) 0.79 0.61 0.51 0.44 0.17 0.16 0.31 0.21 53.35 55.25 74.40 40.37 45.73 65.57 50.67 32.90
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Table 3.  Experimental modal parameters for the unbraced cases of the full-sensor scenario in simulated Phase II. 
 Frequency (Hz) Damping ratio (%) 
 W1 S1 W2 S2 W3 S3 W4 S4 W1 S1 W2 S2 W3 S3 W4 S4 
RU.fs 3.19 3.98 9.79 13.41 16.66 25.15 23.72 39.28 2.41 1.92 1.39 0.98 1.79 0.94 0.87 1.10 
c.o.v (%) 1.72 0.33 0.46 0.29 1.08 0.34 0.37 0.20 51.20 80.09 54.66 67.77 63.64 57.79 43.67 26.13
DP1U.fs 3.20 3.42 9.78 12.91 16.69 24.68 23.72 39.11 2.50 2.09 1.32 1.25 1.05 1.09 0.88 1.07 
c.o.v (%) 2.45 0.91 0.60 0.57 0.41 0.39 0.38 0.30 57.46 53.18 49.71 45.05 38.86 47.06 44.56 20.91
DP2U.fs 3.19 3.79 9.79 13.13 16.72 25.15 23.72 39.17 2.89 1.99 1.34 1.37 1.09 0.96 0.87 1.15 
c.o.v (%) 2.02 0.57 0.53 0.58 0.45 0.30 0.38 0.28 79.22 69.58 50.21 39.86 41.70 54.61 44.07 20.46
DP1Uu.fs 3.20 3.65 9.79 13.12 16.71 24.88 23.72 39.16 2.88 3.03 1.35 1.66 0.99 1.17 0.88 1.12 
c.o.v (%) 2.47 1.03 0.50 0.65 0.53 0.30 0.37 0.32 79.09 51.10 51.05 32.28 46.62 29.82 44.69 18.46
 
Table 4.  Experimental modal parameters for the unbraced cases of the partial-sensor scenario in simulated Phase II. 
 Frequency (Hz) Damping ratio (%) 
 W1 S1 W2 S2 W3 S3 W4 S4 W1 S1 W2 S2 W3 S3 W4 S4 
RU.ps 3.18 3.98 9.78 13.40 16.62 25.15 23.72 39.28 2.27 1.74 1.33 0.95 1.61 0.73 0.80 1.09 
c.o.v (%) 1.32 0.32 0.56 0.30 1.16 0.38 0.37 0.20 53.94 79.05 60.47 69.79 79.16 81.74 42.73 30.53
DP1U.ps 3.20 3.42 9.78 12.91 16.69 24.67 23.73 39.12 2.26 1.80 1.31 1.19 0.93 0.96 0.81 1.05 
c.o.v (%) 2.37 0.99 0.70 0.59 0.43 0.47 0.39 0.33 59.64 47.09 56.20 47.27 63.23 60.44 43.94 23.19
DP2U.ps 3.19 3.79 9.79 13.13 16.72 25.14 23.72 39.19 2.37 1.83 1.35 1.33 0.91 0.81 0.80 1.17 
c.o.v (%) 1.91 0.60 0.55 0.59 0.57 0.37 0.39 0.25 62.27 71.39 60.02 38.94 61.11 66.23 43.74 23.30
DP1Uu.ps 3.20 3.65 9.79 13.12 16.71 24.87 23.72 39.15 2.46 2.71 1.34 1.65 0.79 1.00 0.82 1.10 
c.o.v (%) 2.26 0.95 0.52 0.66 0.63 0.37 0.38 0.38 66.86 52.52 58.52 32.51 63.24 30.13 44.44 21.41
 
Table 5.  The actual modal parameters for all cases in simulated Phase II. 
 Frequency (Hz) Damping ratio (%) 
 W1 S1 W2 S2 W3 S3 W4 S4 W1 S1 W2 S2 W3 S3 W4 S4 
Braced cases 
RB 8.35 8.74 23.15 25.29 36.09 40.78 46.27 55.50 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 
DP1B 8.35 8.44 23.15 24.55 36.08 40.33 46.27 55.37 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 
DP2B 8.35 8.60 23.15 24.93 36.08 40.55 46.27 55.44 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 
DP3B 8.35 8.36 23.15 24.16 36.07 40.30 46.27 54.56 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 
DP3Bu 8.35 8.55 23.15 24.72 36.08 40.74 46.27 55.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 
Unbraced cases 
RU 3.18 3.98 9.79 13.37 16.70 25.12 23.72 39.26 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 
DP1U 3.18 3.44 9.79 12.91 16.69 24.67 23.72 39.13 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 
DP2U 3.18 3.80 9.79 13.16 16.69 25.11 23.72 39.19 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 
DP1Uu 3.18 3.63 9.79 13.13 16.69 24.87 23.72 39.19 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 
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Table 6.  Stiffness ratios for the braced cases of the full-sensor scenario in simulated Phase II. 
 θ1,+x θ2,+x θ3,+x θ4,+x θ1,+y θ2,+y θ3,+y θ4,+y θ1,-x θ2,-x θ3,-x θ4,-x θ1,-y θ2,-y θ3,-y θ4,-y ρ1 ρ2 ρ3 ρ4 
RB.fs 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00
c.o.v. (%) 1.28 0.58 1.17 0.45 1.12 0.86 2.20 0.53 1.19 0.59 1.15 0.44 1.11 0.88 2.21 0.54 0.10 0.10 0.10 0.10
DP1B.fs 0.99 1.00 1.01 1.01 0.89* 1.01 1.01 1.00 1.02 1.00 1.02 1.00 0.88* 1.01 0.97 1.00 1.00 1.00 1.00 1.00
c.o.v. (%) 1.51 0.68 1.29 0.53 1.38 0.83 2.62 0.53 1.41 0.70 1.27 0.51 1.36 0.86 2.66 0.55 0.10 0.10 0.10 0.10
DP2B.fs 1.00 1.00 1.01 1.00 0.94* 1.02 1.00 0.99 1.01 1.00 1.02 1.00 0.92* 1.02 1.00 1.00 1.00 1.00 1.00 1.00
c.o.v. (%) 1.41 0.63 1.28 0.49 1.36 0.93 2.38 0.58 1.32 0.65 1.25 0.47 1.35 0.95 2.37 0.60 0.10 0.10 0.10 0.10
DP3B.fs 0.98 1.00 1.02 1.01 0.89* 1.01 0.94* 1.00 1.02 1.01 1.02 0.99 0.89* 1.00 0.88* 1.00 1.00 1.00 1.00 1.00
c.o.v. (%) 1.65 0.73 1.33 0.57 1.22 0.76 2.61 0.45 1.54 0.75 1.31 0.55 1.19 0.80 2.67 0.47 0.10 0.10 0.10 0.10
DP3Bu.fs 0.96 1.01 1.01 1.00 0.96 1.02 0.97 0.96* 1.00 1.01 1.02 1.01 0.80* 0.97 0.91* 0.97 1.00 1.00 1.00 1.00
c.o.v. (%) 1.97 0.92 1.33 0.75 1.86 1.08 2.62 0.69 1.82 0.94 1.30 0.71 1.66 1.21 2.20 0.83 0.10 0.10 0.10 0.10
Blind1.fs 1.00 1.00 1.02 1.00 0.98 1.02 1.04 0.99 1.00 1.01 1.02 1.00 0.95* 0.95* 1.05 0.98 1.00 1.00 1.00 1.00
c.o.v. (%) 1.48 0.67 1.25 0.52 1.38 0.97 2.38 0.63 1.38 0.68 1.22 0.50 1.33 1.01 2.37 0.65 0.10 0.10 0.10 0.10
Blind2.fs 1.03 1.01 1.02 0.82* 0.98 1.02 0.98 1.01 0.94* 1.00 0.91* 1.00 0.95* 0.99 1.01 0.99 1.00 1.00 1.00 1.00
c.o.v. (%) 2.15 0.94 1.32 0.80 1.23 0.93 2.35 0.56 1.89 0.99 1.54 0.75 1.26 0.89 2.36 0.54 0.10 0.10 0.10 0.10
 
 
 
Table 7.  Stiffness ratios for the braced cases of the partial-sensor scenario in simulated Phase II. 
 θ1,+x θ2,+x θ3,+x θ4,+x θ1,+y θ2,+y θ3,+y θ4,+y θ1,-x θ2,-x θ3,-x θ4,-x θ1,-y θ2,-y θ3,-y θ4,-y ρ1 ρ2 ρ3 ρ4 
RB.ps 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00
c.o.v. (%) 1.45 1.13 0.49 0.74 1.48 0.72 0.93 2.78 1.46 1.12 0.48 0.75 1.54 0.81 1.06 2.73 0.10 0.10 0.10 0.10
DP1B.ps 0.98 0.99 0.99 1.01 0.90* 0.99 1.00 1.01 1.02 1.02 1.01 0.99 0.92* 1.00 0.98 1.01 1.00 1.00 1.00 1.00
c.o.v. (%) 1.22 0.98 0.51 0.72 1.50 0.75 0.90 2.60 1.25 0.97 0.49 0.72 1.55 0.82 1.06 2.50 0.10 0.10 0.10 0.10
DP2B.ps 0.99 0.99 0.99 1.00 0.93* 1.02 0.98 1.02 1.00 1.02 1.01 0.99 0.96* 1.02 0.97 1.02 1.00 1.00 1.00 1.00
c.o.v. (%) 1.28 1.04 0.48 0.71 1.25 0.63 0.88 2.30 1.30 1.02 0.47 0.71 1.30 0.72 1.03 2.24 0.10 0.10 0.10 0.10
DP3B.ps 0.96* 1.02 0.99 1.00 0.85* 1.02 0.94* 0.99 0.99 1.02 1.00 0.97 0.89* 1.02 0.91* 1.00 1.00 1.00 1.00 1.00
c.o.v. (%) 1.01 0.97 0.57 0.71 1.07 0.63 0.99 2.58 1.03 0.97 0.55 0.68 1.10 0.70 1.16 2.47 0.10 0.10 0.10 0.10
DP3Bu.ps 0.98 1.02 0.99 1.02 1.02 1.02 1.02 0.92* 0.97 1.02 0.99 0.95* 0.83* 1.02 0.92* 1.02 1.00 1.00 1.00 1.00
c.o.v. (%) 1.15 1.23 0.75 0.81 1.29 0.86 1.08 2.46 1.17 1.23 0.72 0.75 1.23 0.62 1.23 2.40 0.10 0.10 0.10 0.10
Blind1.ps 1.00 1.00 1.00 1.00 0.99 0.99 1.00 0.98 1.00 1.01 1.00 1.00 0.93* 0.95* 0.99 1.01 1.00 1.00 1.00 1.00
c.o.v. (%) 1.39 1.08 0.51 0.72 1.57 0.80 0.99 2.66 1.41 1.07 0.49 0.72 1.59 0.86 1.03 2.70 0.10 0.10 0.10 0.10
Blind2.ps 1.02 0.99 0.98 0.78* 1.02 1.02 1.00 0.98 0.96* 1.02 0.88* 1.02 0.90* 1.02 0.97 1.02 1.00 1.00 1.00 1.00
c.o.v. (%) 1.31 1.30 0.61 0.78 1.16 0.83 1.12 2.35 1.27 1.25 0.74 0.82 1.15 0.75 1.18 2.23 0.10 0.10 0.10 0.10
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Table 8.  Stiffness ratios for the unbraced cases of the full-sensor scenario in simulated Phase II. 
 θc,x θc,y θ1,x θ2,x θ3,x θ4,x θ1,y θ2,y θ3,y θ4,y ρ1 ρ2 ρ3 ρ4 
RU.fs 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 
c.o.v.(%) 0.13 0.28 3.15 3.27 1.54 4.14 3.06 1.93 1.75 0.10 0.10 0.10 0.10 0.10 
DP1U.fs 1.00 1.00 1.03 1.02 0.97 1.04 0.35* 0.60* 0.91* 1.04 1.00 1.00 1.00 1.00 
c.o.v.(%) 0.15 0.26 2.92 2.76 1.47 3.75 7.89 3.19 1.97 0.10 0.10 0.10 0.10 0.10 
DP2U.fs 1.00 1.00 1.00 1.03 0.98 1.07 0.68* 0.94 0.90* 1.04 1.00 1.00 1.00 1.00 
c.o.v.(%) 0.15 0.28 2.93 2.87 1.44 4.00 4.27 2.28 1.95 0.10 0.10 0.10 0.10 0.10 
DP1Uu.fs 1.00 1.00 1.01 1.04 0.98 1.05 0.60* 0.74* 0.93 1.04 1.00 1.00 1.00 1.00 
c.o.v.(%) 0.18 0.29 3.07 2.96 1.49 4.08 6.42 3.37 2.50 0.10 0.10 0.10 0.10 0.10 
 
 
 
 
Table 9.  Stiffness ratios for the unbraced cases of the partial-sensor scenario in simulated Phase II. 
 θc,x θc,y θ1,x θ2,x θ3,x θ4,x θ1,y θ2,y θ3,y θ4,y ρ1 ρ2 ρ3 ρ4 
RU.ps 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 
c.o.v.(%) 0.14 0.30 3.42 3.21 1.42 4.36 2.76 1.80 1.95 0.10 0.10 0.10 0.10 0.10 
DP1U.ps 1.00 1.00 1.01 1.06 0.96 1.09 0.46* 0.56* 0.95 1.01 1.00 1.00 1.00 1.00 
c.o.v.(%) 0.21 0.30 2.97 2.56 1.37 4.13 6.95 4.56 2.95 0.10 0.10 0.10 0.10 0.10 
DP2U.ps 1.00 1.00 0.98 1.06 0.98 1.09 0.74* 0.92* 0.91* 1.04 1.00 1.00 1.00 1.00 
c.o.v.(%) 0.17 0.29 2.85 2.57 1.23 4.03 3.92 2.47 2.43 0.10 0.10 0.10 0.10 0.10 
DP1Uu.ps 1.00 1.00 1.00 1.06 0.97 1.09 0.71* 0.69* 0.94 1.04 1.00 1.00 1.00 1.00 
c.o.v.(%) 0.20 0.30 3.03 2.69 1.29 4.25 4.08 2.82 2.39 0.10 0.10 0.10 0.10 0.10 
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Table 10.  Experimental modal parameters for the hammer cases in experimental Phase II. 
  Frequency (Hz) Damping ratio (%) 
  W1 S1 T1* W2  S2 W1 S1 T1 W2  S2 
Config1.h 7.45 7.67 14.45 19.84 20.87 0.73 0.78 0.46 0.32 0.42 
c.o.v (%) 0.02 0.05 0.01 0.01 0.04 7.80 0.87 5.42 7.38 1.44 
Config2.h 7.68 5.12 12.69 19.99 14.92 0.66 0.88 0.38 0.37 0.48 
c.o.v (%) 0.04 0.06 0.02 0.02 0.03 2.47 2.29 1.78 2.14 0.15 
Config3.h 7.56 6.52 13.40 19.91 18.78 0.69 0.79 0.34 0.39 0.46 
c.o.v (%) 0.01 0.08 0.00 0.02 0.07 1.57 2.09 1.11 1.96 5.19 
Config4.h 7.56 7.26 13.95 20.05 19.67 0.70 0.65 0.37 0.56 0.32 
c.o.v (%) 0.02 0.03 0.01 0.10 0.01 0.53 0.72 4.26 25.74 0.51 
Config5.h 7.55 7.37 13.99 19.84 20.48 0.64 0.65 0.33 0.31 0.39 
c.o.v (%) 0.07 0.01 0.02 0.05 0.01 5.33 1.48 1.75 6.71 4.27 
Config6.h 5.93 7.68 13.07 19.81 20.80 0.60 0.82 0.43 0.32 0.47 
c.o.v (%) 0.05 0.04 0.02 0.02 0.04 5.14 1.11 1.81 4.44 3.17 
*T1 means the corresponding values for the first mode in torsion. 
 
  Frequency (Hz) Damping ratio (%) 
  W1 S1 T1 W2  S2 T2 W3 S3 W1 S1 T1 W2 S2 T2 W3  S3 
Config7.h 2.62 3.60 4.31 8.44 11.94 13.88 16.16 21.58 0.92 0.94 0.77 0.44 0.51 0.51 0.30 0.38 
c.o.v (%) 0.08 0.05 0.02 0.02 0.04 0.01 0.01 0.03 6.69 2.78 1.96 0.83 0.18 1.95 3.42 2.03 
Config8.h 2.54 3.24 4.10 8.28 11.03 13.28 15.92 20.61 0.90 1.06 0.80 0.45 0.59 0.46 0.31 0.59 
c.o.v (%) 0.01 0.06 0.03 0.03 0.16 0.04 0.03 0.06 3.91 1.01 2.01 1.81 2.56 0.68 1.59 1.75 
Config9.h 2.56 3.35 4.15 8.38 11.67 13.60 16.05 21.08 0.96 1.09 0.86 0.45 0.55 0.53 0.32 0.65 
c.o.v (%) 0.06 0.14 0.04 0.01 0.03 0.02 0.01 0.04 3.13 5.15 1.29 0.31 1.85 0.62 0.30 0.69 
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Table 11.  Experimental modal parameters for the ambient-vibration cases in experimental Phase II. 
 Frequency (Hz) Damping ratio (%) 
 W1 S1 T1 W2  S2 W1 S1 T1 W2  S2 
Config1.a 7.48 7.76 14.48 19.89 21.01 0.60 0.37 0.06 0.01 0.01 
c.o.v (%) 0.29 0.16 0.04 0.00 0.01 0.25 116.28 59.97 1.19 8.30 
Config2.a 7.73 5.19 12.74 20.12 15.02 0.50 0.36 0.11 0.18 0.16 
c.o.v (%) 0.11 0.17 0.13 0.25 0.04 47.50 34.48 98.65 51.07 48.86 
Config3.a 7.63 6.65 13.44 20.03 18.87 0.32 0.15 0.07 0.17 0.03 
c.o.v (%) 0.28 0.03 0.03 0.03 0.02 93.38 90.38 51.06 157.26 28.76 
Config4.a 7.60 7.36 13.98 20.11 19.68 0.35 0.29 0.03 0.08 0.39 
c.o.v (%) 0.16 0.26 0.07 0.04 0.14 9.96 135.73 20.80 74.71 110.68 
Config5.a 7.61 7.46 14.02 19.89 20.00 1.00 0.27 0.08 0.01 2.85 
c.o.v (%) 0.27 0.25 0.15 0.02 0.18 0.08 44.45 51.94 1.43 12.71 
Config6.a 5.97 7.77 13.20 19.89 21.00 0.10 0.43 0.20 0.02 0.04 
c.o.v (%) 0.15 0.53 0.28 0.01 0.00 15.08 28.11 129.57 1.69 52.63 
 
 
Table 12.  Experimental modal parameters for the shaker cases in experimental Phase II. 
  Frequency (Hz) Damping ratio (%) 
  W1 S1 T1 W2  S2 W1 S1 T1 W2  S2 
Config1.s 7.45 7.78 14.49 20.97 19.88 1.00 0.10 0.13 0.08 0.14 
c.o.v (%) 0.02 0.41 0.15 0.07 0.10 0.08 2.84 58.24 0.36 50.21 
Config2.s 7.72 5.17 12.77 20.09 15.02 1.00 1.00 0.22 0.16 0.36 
c.o.v (%) 0.02 0.05 0.05 0.24 0.12 0.15 0.22 56.92 59.39 26.23 
Config3.s 7.64 6.60 13.46 20.02 18.96 1.06 1.04 0.07 0.08 0.10 
c.o.v (%) 0.04 0.05 0.03 0.04 0.04 3.27 2.86 13.35 16.46 51.02 
Config4.s 7.56 7.30 13.97 19.72 19.71 1.00 0.10 0.10 0.26 0.22 
c.o.v (%) 0.42 0.09 0.12 0.07 0.03 0.15 2.49 22.66 63.82 54.72 
Config5.s 7.57 7.44 14.03 20.60 19.90 1.00 1.00 0.13 1.00 0.21 
c.o.v (%) 0.13 0.22 0.04 0.00 0.18 0.04 0.42 34.86 0.03 106.87 
Config6.s 5.96 7.78 13.14 19.87 20.96 0.12 1.02 0.08 0.18 0.23 
c.o.v (%) 0.09 0.39 0.02 0.12 0.05 23.45 21.25 10.48 112.89 128.10 
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Table 13.  Stiffness ratios for the braced hammer cases in experimental Phase II. 
 
θ1,+x θ2,+x θ3,+x θ4,+x θ1,+y θ2,+y θ3,+y θ4,+y θ1,-x θ2,-x θ3,-x θ4,-x θ1,-y θ2,-y θ3,-y θ4,-y ρ1 ρ2 ρ3 ρ4 
Config1.h 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00
c.o.v. (%) 2.86 8.02 2.37 2.74 9.61 9.36 6.87 8.76 2.79 7.71 2.52 2.95 8.45 10.25 7.93 10.54 0.10 0.10 0.10 0.10
Config2.h 1.03 0.88 0.96 1.03 1.19 0.95 1.03 1.01 1.06 0.90 0.96 0.98 0.16* 0.26* 0.25* 0.12* 1.00 1.00 1.00 1.00
c.o.v. (%) 1.94 4.78 1.50 1.82 9.36 9.63 9.32 10.63 1.91 4.86 1.60 1.88 43.75 29.71 24.32 47.59 0.10 0.10 0.10 0.10
Config3.h 1.06 0.94 0.95 0.94 1.19 0.95 1.14 1.03 1.06 1.07 0.95 0.92 0.55* 0.71* 0.49* 0.53* 1.00 1.00 1.00 1.00
c.o.v. (%) 2.50 8.01 1.87 2.02 6.02 8.23 4.24 4.93 2.38 7.18 1.98 2.14 6.84 12.69 5.98 6.65 0.10 0.10 0.10 0.10
Config4.h 1.06 1.12 1.01 1.01 1.19 0.90 1.03 1.08 1.05 1.08 1.01 0.94 0.57* 1.20 0.98 0.61* 1.00 1.00 1.00 1.00
c.o.v. (%) 2.51 9.44 1.93 2.17 8.66 9.47 6.54 6.92 2.29 8.29 2.00 2.24 10.37 9.34 6.72 8.55 0.10 0.10 0.10 0.10
Config5.h 1.01 0.92 0.96 1.01 1.19 0.93 1.00 1.01 1.02 1.02 0.96 0.98 0.59* 0.96 0.97 0.97 1.00 1.00 1.00 1.00
c.o.v. (%) 3.66 9.52 3.09 3.59 8.06 8.82 6.71 8.48 3.57 7.92 3.32 3.97 10.96 9.52 7.06 9.54 0.10 0.10 0.10 0.10
Config6.h 1.06 0.63* 0.95 0.99 0.97 0.85 0.94 0.92 1.06 1.15 0.92 0.93 1.03 0.89 0.96 0.99 1.00 1.00 1.00 1.00
c.o.v. (%) 2.42 11.94 1.83 2.05 11.26 11.78 8.48 10.43 2.36 8.35 2.08 2.31 10.56 11.96 10.30 14.01 0.10 0.10 0.10 0.10
 
 
 
Table 14.  Stiffness ratios for the braced ambient-vibration cases in experimental Phase II. 
 
θ1,+x θ2,+x θ3,+x θ4,+x θ1,+y θ2,+y θ3,+y θ4,+y θ1,-x θ2,-x θ3,-x θ4,-x θ1,-y θ2,-y θ3,-y θ4,-y ρ1 ρ2 ρ3 ρ4 
Config1.a 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00
c.o.v. (%) 2.56 5.21 2.13 2.39 13.99 13.83 7.08 8.89 2.59 5.14 2.24 2.55 11.17 18.40 8.73 10.12 0.10 0.10 0.10 0.10
Config2.a 1.05 0.89 0.98 0.98 1.28 1.06 1.14 1.18 1.05 0.82* 0.97 0.94 0.30* 0.52* 0.35* 0.19* 1.00 1.00 1.00 1.00
c.o.v. (%) 2.63 5.08 2.04 2.40 12.17 10.66 10.86 13.97 2.69 5.16 2.12 2.43 34.84 20.49 22.71 34.20 0.10 0.10 0.10 0.10
Config3.a 1.05 0.83* 0.95 0.94 1.28 1.13 1.14 1.18 1.05 0.56* 0.97 0.94 0.65* 0.50* 0.47* 0.51* 1.00 1.00 1.00 1.00
c.o.v. (%) 3.11 7.25 2.19 2.33 5.87 6.18 3.92 4.93 2.92 8.95 2.14 2.36 6.50 13.17 5.92 6.41 0.10 0.10 0.10 0.10
Config4.a 1.05 0.88 0.96 0.97 1.28 1.08 0.97 1.18 1.05 0.56* 0.97 0.90 0.66* 1.13 0.93 0.56* 1.00 1.00 1.00 1.00
c.o.v. (%) 4.00 6.46 2.88 3.28 6.61 7.16 5.02 5.45 3.81 8.60 2.90 3.36 8.32 8.86 5.11 6.60 0.10 0.10 0.10 0.10
Config5.a 1.03 1.10 0.90 0.94 0.97 0.78 0.74* 0.76* 1.05 0.94 1.03 1.04 0.55* 0.78 1.17 1.13 1.00 1.00 1.00 1.00
c.o.v. (%) 3.07 13.56 2.84 3.03 5.22 7.48 4.16 5.18 3.08 11.50 2.67 3.05 8.43 8.44 4.07 4.74 0.10 0.10 0.10 0.10
Config6.a 1.05 0.76* 0.96 0.96 1.06 0.81 0.89 0.84 1.05 0.69* 0.99 0.97 1.07 0.94 1.17 0.87 1.00 1.00 1.00 1.00
c.o.v. (%) 2.38 7.89 1.89 2.08 6.61 6.32 6.34 8.74 2.42 9.84 2.05 2.23 6.89 6.59 6.87 10.23 0.10 0.10 0.10 0.10
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Table 15.  Stiffness ratios for the braced shaker cases in experimental Phase II. 
 
θ1,+x θ2,+x θ3,+x θ4,+x θ1,+y θ2,+y θ3,+y θ4,+y θ1,-x θ2,-x θ3,-x θ4,-x θ1,-y θ2,-y θ3,-y θ4,-y ρ1 ρ2 ρ3 ρ4 
Config1.s 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00
c.o.v. (%) 2.49 11.12 2.26 2.25 7.90 10.08 4.54 5.54 2.39 11.71 2.12 2.32 6.64 13.69 5.59 6.96 0.10 0.10 0.10 0.10
Config2.s 0.43* 0.82 0.32* 0.10* 1.16 0.98 1.09 0.76* 0.27* 0.36* 0.53* 0.15* 0.50* 0.97 0.35* 0.44* 1.00 1.00 1.00 1.00
c.o.v. (%) 7.81 3.56 18.47 36.36 7.35 4.05 4.80 6.20 13.94 27.71 12.82 30.07 3.90 6.23 6.22 4.12 0.10 0.10 0.10 0.10
Config3.s 0.75* 0.70 0.68* 0.37* 1.16 1.20 1.09 0.86 0.78* 0.64* 0.73* 0.07* 0.67* 0.73 0.65* 0.85* 1.00 1.00 1.00 1.00
c.o.v. (%) 7.69 17.19 9.73 12.17 5.36 8.49 3.46 4.22 12.13 18.96 13.43 70.16 5.52 19.74 4.16 3.62 0.10 0.10 0.10 0.10
Config4.s 0.75* 0.61* 0.73* 0.23* 0.97 1.08 0.83 0.83 0.89 0.75 0.96 0.14* 0.66* 1.27 1.11 0.66* 1.00 1.00 1.00 1.00
c.o.v. (%) 10.78 16.78 13.71 14.21 14.37 11.62 12.43 13.85 10.53 15.72 12.21 25.14 18.48 14.94 14.76 15.87 0.10 0.10 0.10 0.10
Config5.s 0.90 0.54* 0.99 0.98 1.00 1.15 0.96 0.97 1.01 0.94 0.99 0.97 0.59* 1.16 1.11 1.03 1.00 1.00 1.00 1.00
c.o.v. (%) 4.28 19.62 3.89 4.40 9.70 9.10 6.57 8.13 4.24 13.43 3.98 4.79 14.26 12.36 7.80 10.05 0.10 0.10 0.10 0.10
Config6.s 0.97 0.38* 1.05 1.02 0.89 1.07 1.03 0.86 1.05 0.74 0.96 0.97 0.96 1.19 1.08 0.95 1.00 1.00 1.00 1.00
c.o.v. (%) 2.81 10.87 2.02 2.16 12.40 9.49 7.14 9.30 2.73 8.87 2.36 2.42 11.75 10.26 9.09 12.69 0.10 0.10 0.10 0.10
 
 
 
Table 16.  Stiffness ratios for the unbraced hammer cases in experimental Phase II. 
 Damage Pattern θc,x θc,y θ1,x θ2,x θ3,x θ4,x θ1,y θ2,y θ3,y θ4,y ρ1 ρ2 ρ3 ρ4 
Config7.h 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 
c.o.v.(%) 0.11 0.09 0.40 0.50 0.37 0.79 0.41 0.37 0.33 0.46 0.10 0.10 0.10 0.10 
Config8.h 0.99 0.97* 0.87* 1.01 0.78* 0.62* 0.65* 0.52* 0.52* 0.97 1.00 1.00 1.00 1.00 
c.o.v.(%) 0.06 0.19 0.09 0.10 0.15 0.40 13.44 2.99 7.77 1.85 0.10 0.10 0.10 0.10 
Config9.h 0.97* 0.98* 0.94* 1.01 0.82* 0.86* 0.84* 0.72* 0.87* 0.99 1.00 1.00 1.00 1.00 
c.o.v.(%) 0.16 0.13 0.40 0.45 0.75 1.88 0.63 0.67 0.98 0.72 0.10 0.10 0.10 0.10 
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Figure 1. The UBC steel-frame scale-model structure for the benchmark studies. 
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Figure 2. The diagram of the benchmark structure. 
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Figure 3a. Damage pattern for DP1B and DP2B.  Figure 3b. Damage pattern for DP3B. 
 
 
 
 
 
 
 
 
 
 
 
Figure 3c. Damage pattern for DP3Bu. 
 
Figure 3. Damaged braces for DP1B, DP2B, DP3B, and DP3Bu. 
X (strong) 
Y (weak) Z
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Figure 4a. Damage pattern for DP1U.   Figure 4b. Damage pattern for DP2U. 
 
 
 
 
 
 
 
 
 
 
 
Figure 4c. Damage pattern for DP1Uu. 
 
Figure 4. Damaged patterns for DP1U, DP2U, and DP1Uu. 
X (strong) 
Y (weak) Z
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Figure 5a. Config 2.   Figure 5b. Config 3.  Figure 5c. Config 4. 
 
 
 
 
 
 
 
 
 
 
 
Figure 5d. Config 5.   Figure 5e. Config 6. 
 
 
 
Figure 5. Damaged patterns for Configs 2-6.
X (strong)
Y (weak) Z 
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Figure 6a. Damage pattern for Config 8.   Figure 6b. Damage pattern for Config 9. 
 
 
 
 
Figure 6. Damaged patterns for Configs 8-9. X (strong) 
Y (weak) Z
 52  
-0.5 0 0.5
W1
+x
-x
+y
-y
-0.5 0 0.5
S1
+x
-x
+y
-y
-0.5 0 0.5
W2
+x
-x
+y
-y
-0.5 0 0.5
S2
+x
-x
+y
-y
-0.5 0 0.5
W3
+x
-x
+y
-y
-0.5 0 0.5
S3
+x
-x
+y
-y
-0.5 0 0.5
W4
+x
-x
+y
-y
-0.5 0 0.5
S4
+x
-x
+y
-y
 
Figure 7. The experimental modeshape components of the structure for the RB.fs case. 
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Figure 8. The experimental modeshape components of the structure for the DP1B.fs case.  
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Figure 9. The experimental modeshape components of the structure for the DP2B.fs case.  
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Figure 10. The experimental modeshape components of the structure for the DP3B.fs case. 
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Figure 11. The experimental modeshape components of the structure for the DP3Bu.fs case.  
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Figure 12. The experimental modeshape components of the structure for the Blind1.fs case.  
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Figure 13. The experimental modeshape components of the structure for the Blind2.fs case.  
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Figure 14. The experimental modeshape components of the structure for the RB.ps case.  
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Figure 15. The experimental modeshape components of the structure for the DP1B.ps case.  
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Figure 16. The experimental modeshape components of the structure for the DP2B.ps case.  
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Figure 17. The experimental modeshape components of the structure for the DP3B.ps case.  
-0.5 0 0.5
W1
+x
-x
+y
-y
-0.5 0 0.5
S1
+x
-x
+y
-y
-0.5 0 0.5
W2
+x
-x
+y
-y
-0.5 0 0.5
S2
+x
-x
+y
-y
-0.5 0 0.5
W3
+x
-x
+y
-y
-0.5 0 0.5
S3
+x
-x
+y
-y
-0.5 0 0.5
W4
+x
-x
+y
-y
-0.5 0 0.5
S4
+x
-x
+y
-y
 
Figure 18. The experimental modeshape components of the structure for the DP3Bu.ps case.  
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Figure 19. The experimental modeshape components of the structure for the Blind1.ps case.  
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Figure 20. The experimental modeshape components of the structure for the Blind2.ps case.  
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Figure 21. The experimental modeshape components of the structure for the RU.fs case.  
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Figure 22. The experimental modeshape components of the structure for the DP1U.fs case.  
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Figure 23. The experimental modeshape components of the structure for the DP2U.fs case.  
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Figure 24. The experimental modeshape components of the structure for the DP1Uu.fs case.  
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Figure 25. The experimental modeshape components on the four faces of the structure for the RU.ps case.  
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Figure 26. The experimental modeshape components of the structure for the DP1U.ps case.  
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Figure 27. The experimental modeshape components of the structure for the DP2U.ps case.  
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Figure 28. The experimental modeshape components of the structure for the DP1Uu.ps case.  
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Figure 29. The probability Pij(d) of damage exceeding d in each substructure (DP1B.fs case). 
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Figure 30. The probability Pij(d) of damage exceeding d in each substructure (DP2B.fs case). 
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Figure 31. The probability Pij(d) of damage exceeding d in each substructure (DP3B.fs case). 
 66  
 
 
 
 
 
0 0.5 1
0
0.5
1
i(story)=1
j(face)= +x
0 0.5 1
0
0.5
1
i(story)=2
j(face)= +x
0 0.5 1
0
0.5
1
i(story)=3
j(face)= +x
0 0.5 1
0
0.5
1
i(story)=4
j(face)= +x
0 0.5 1
0
0.5
1
i(story)=1
j(face)= +y
0 0.5 1
0
0.5
1
i(story)=2
j(face)= +y
0 0.5 1
0
0.5
1
i(story)=3
j(face)= +y
0 0.5 1
0
0.5
1
i(story)=4
j(face)= +y
0 0.5 1
0
0.5
1
i(story)=1
j(face)= -x
0 0.5 1
0
0.5
1
i(story)=2
j(face)= -x
0 0.5 1
0
0.5
1
i(story)=3
j(face)= -x
0 0.5 1
0
0.5
1
i(story)=4
j(face)= -x
0 0.5 1
0
0.5
1
i(story)=1
j(face)= -y
0 0.5 1
0
0.5
1
i(story)=2
j(face)= -y
0 0.5 1
0
0.5
1
i(story)=3
j(face)= -y
0 0.5 1
0
0.5
1
i(story)=4
j(face)= -y
DP3Bu
d
Pi
,j(
d)
 
Figure 32. The probability Pij(d) of damage exceeding d in each substructure (DP3Bu.fs case). 
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Figure 33. The probability Pij(d) of damage exceeding d in each substructure (Blind1.fs case). 
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Figure 34. The probability Pij(d) of damage exceeding d in each substructure (Blind2.fs case). 
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Figure 35. The probability Pij(d) of damage exceeding d in each substructure (DP1B.ps case). 
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Figure 36. The probability Pij(d) of damage exceeding d in each substructure (DP2B.ps case). 
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Figure 37. The probability Pij(d) of damage exceeding d in each substructure (DP3B.ps case). 
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Figure 38. The probability Pij(d) of damage exceeding d in each substructure (DP3Bu.ps case). 
 73  
 
 
 
 
 
0 0.5 1
0
0.5
1
i(story)=1
j(face)= +x
0 0.5 1
0
0.5
1
i(story)=2
j(face)= +x
0 0.5 1
0
0.5
1
i(story)=3
j(face)= +x
0 0.5 1
0
0.5
1
i(story)=4
j(face)= +x
0 0.5 1
0
0.5
1
i(story)=1
j(face)= +y
0 0.5 1
0
0.5
1
i(story)=2
j(face)= +y
0 0.5 1
0
0.5
1
i(story)=3
j(face)= +y
0 0.5 1
0
0.5
1
i(story)=4
j(face)= +y
0 0.5 1
0
0.5
1
i(story)=1
j(face)= -x
0 0.5 1
0
0.5
1
i(story)=2
j(face)= -x
0 0.5 1
0
0.5
1
i(story)=3
j(face)= -x
0 0.5 1
0
0.5
1
i(story)=4
j(face)= -x
0 0.5 1
0
0.5
1
i(story)=1
j(face)= -y
0 0.5 1
0
0.5
1
i(story)=2
j(face)= -y
0 0.5 1
0
0.5
1
i(story)=3
j(face)= -y
0 0.5 1
0
0.5
1
i(story)=4
j(face)= -y
Blind1
d
Pi
,j(
d)
 
Figure 39. The probability Pij(d) of damage exceeding d in each substructure (Blind1.ps case). 
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Figure 40. The probability Pij(d) of damage exceeding d in each substructure (Blind2.ps case). 
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Figure 41. The identified system modeshape for the RB.ps case. 
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Figure 42. The identified system modeshape for the DP1B.ps case. 
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Figure 43. The identified system modeshape for the DP2B.ps case. 
-0.5 0 0.5
W1
+x
-x
+y
-y
-0.5 0 0.5
S1
+x
-x
+y
-y
-0.5 0 0.5
W2
+x
-x
+y
-y
-0.5 0 0.5
S2
+x
-x
+y
-y
-0.5 0 0.5
W3
+x
-x
+y
-y
-0.5 0 0.5
S3
+x
-x
+y
-y
-0.5 0 0.5
W4
+x
-x
+y
-y
-0.5 0 0.5
S4
+x
-x
+y
-y
 
Figure 44. The identified system modeshape for the DP3B.ps case. 
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Figure 45. The identified system modeshape for the DP3Bu.ps case. 
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Figure 46. The identified system modeshape for the Blind1.ps case. 
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Figure 47. The identified system modeshape for the Blind2.ps case. 
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Figure 48. The probability Pij(d) of damage exceeding d in each substructure (DP1U.fs case). 
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Figure 49. The probability Pij(d) of damage exceeding d in each substructure (DP2U.fs case). 
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Figure 50. The probability Pij(d) of damage exceeding d in each substructure (DP1Uu.fs case). 
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Figure 51. The probability Pij(d) of damage exceeding d in each substructure (DP1U.ps case). 
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Figure 52. The probability Pij(d) of damage exceeding d in each substructure (DP2U.ps case). 
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Figure 53. The probability Pij(d) of damage exceeding d in each substructure (DP1Uu.ps case). 
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Figure 54. The identified system modeshape for the RU.fs case. 
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Figure 55. The identified system modeshape for the DP1U.fs case. 
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Figure 56. The identified system modeshape for the DP2U.fs case. 
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Figure 57. The identified system modeshape for the DP1Uu.fs case. 
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Figure 58. The identified system modeshape for the RU.ps case. 
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Figure 59. The identified system modeshape for the DP1U.ps case. 
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Figure 60. The identified system modeshape for the DP2U.ps case. 
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Figure 61. The identified system modeshape for the DP1Uu.ps case. 
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Figure 62. The experimental modeshape components for Config1.h. 
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Figure 63. The experimental modeshape components for Config2.h. 
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Figure 64. The experimental modeshape components for Config3.h. 
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Figure 65. The experimental modeshape components for Config4.h. 
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Figure 66. The experimental modeshape components for Config5.h. 
-0.8 -0.6 -0.4 -0.2 0 0.2 0.4 0.6
+y
center
-y
W1
-0.8 -0.6 -0.4 -0.2 0 0.2 0.4 0.6
+y
center
-y
S1
-0.8 -0.6 -0.4 -0.2 0 0.2 0.4 0.6
+y
center
-y
T1
-0.8 -0.6 -0.4 -0.2 0 0.2 0.4 0.6
+y
center
-y
W2
-0.8 -0.6 -0.4 -0.2 0 0.2 0.4 0.6
+y
center
-y
S2
 
Figure 67. The experimental modeshape components for Config6.h. 
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Figure 68. The experimental modeshape components for Config7.h. 
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Figure 69. The experimental modeshape components for Config8.h. 
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Figure 70. The experimental modeshape components for Config9.h. 
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Figure 71. The experimental modeshape components for Config1.a. 
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Figure 72. The experimental modeshape components for Config2.a. 
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Figure 73. The experimental modeshape components for Config3.a. 
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Figure 74. The experimental modeshape components for Config4.a. 
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Figure 75. The experimental modeshape components for Config5.a. 
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Figure 76. The experimental modeshape components for Config6.a. 
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Figure 77. The experimental modeshape components for Config1.s. 
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Figure 78. The experimental modeshape components for Config2.s. 
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Figure 79. The experimental modeshape components for Config3.s. 
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Figure 80. The experimental modeshape components for Config4.s. 
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Figure 81. The experimental modeshape components for Config5.s. 
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Figure 82. The experimental modeshape components for Config6.s. 
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Figure 83. The probability Pij(d) of damage exceeding d in each substructure (Config2.h). 
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Figure 84. The probability Pij(d) of damage exceeding d in each substructure (Config3.h). 
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Figure 85. The probability Pij(d) of damage exceeding d in each substructure (Config4.h). 
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Figure 86. The probability Pij(d) of damage exceeding d in each substructure (Config5.h). 
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Figure 87. The probability Pij(d) of damage exceeding d in each substructure (Config6.h). 
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Figure 88. The probability Pij(d) of damage exceeding d in each substructure (Config2.a). 
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Figure 89. The probability Pij(d) of damage exceeding d in each substructure (Config3.a). 
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Figure 90. The probability Pij(d) of damage exceeding d in each substructure (Config4.a). 
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Figure 91. The probability Pij(d) of damage exceeding d in each substructure (Config5.a). 
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Figure 92. The probability Pij(d) of damage exceeding d in each substructure (Config6.a). 
 
 
