ABSTRACT
I. INTRODUCTION
To efficiently manage and utilize digital media, various video indexing and retrieval algorithms have been proposed. A large number of video indexing and retrieval methods have been proposed, focusing on frame-wise query or indexing, whereas a relatively few algorithms have been presented for video sequence matching or video shot matching. In this paper, we propose the efficient algorithm to match the video sequences for video sequence query.
If the video indexing algorithm shows a lot of false or miss shot boundaries, the accuracy can be reduced, where the accuracy is defined using the numbers of false and miss detections [1] . In this paper, to improve the accuracy of video sequence matching, we propose the efficient key frame extraction algorithm using the color histograms of consecutive frames and the sequence matching algorithm using the modified Hausdorff distance with edge features, which yields a higher performance than conventional methods.
The key frames extracted from segmented video shots can be used not only for video shot clustering but also for video sequence matching or browsing, where the key frame is defined by the frame that is significantly different from the previous frames [2] . Many key frame extraction algorithms have been proposed, in which similar methods used for shot boundary detection were employed with proper similarity measures. The * Corresponding author, Email: shk@knu.ac.kr Manuscript received Oct. 08, 2015; revised Dec. 15, 2015; accepted Jan. 15, 2016 key frame extraction method using set theory employing the semi-Hausdorff distance and the key frame selection algorithm using skin-color and face detection have been also proposed. In this paper, we propose the efficient key frame extraction algorithm that employs the cumulative measure and the distance between key frames, and compare its performance with that of conventional algorithms.
Video sequence matching using key frames can be performed by evaluating the similarity between data sets of key frames. In this paper, to improve the matching efficiency with the sets of extracted key frames we employ color and edge features. Experimental results with several video sequences show that the proposed methods give better matching accuracy than conventional algorithms. As the performance measure of matching methods, we introduce the accuracy ratio of the average normalized value of the non-matching shots to that of the matching shot.
The rest of the paper is structured as follows. The distance measures for video indexing are briefly discussed in Section II. The proposed algorithm for video sequence matching is presented in Section III and experimental results are shown in Section IV. Finally conclusions are given in Section V.
II. DISTANCE MEASURES FOR VIDEO INDEXING
The commonly used video indexing methods utilize histogram comparisons, because histograms show less sensitivity to frame changes within a shot and extraction of histograms is computationally efficient compared with the 
C. Battachaya Distance
The Battachaya distance with respect to histograms is used to estimate the distance between histogram features, defined by
where j represents the bin index of the histogram.
D. Directed Divergence
The divergence measure is defined by the sum of directed divergences. The directed divergences of histograms are expressed as
III. PROPOSED VIDEO RETRIEVAL ALGORITHM
To match video sequences, we first extract key frames using the cumulative measure and the distance between key frames, then evaluate the similarity between two video sequences by employing the modified Hausdorff distance between two sets of key frames: one extracted from the query sequence and the other from the video sequence to be matched. The similarity between two sets of key frames is computed using the modified Hausdorff distance. The proposed video sequence matching algorithm consists of three steps: key frame extraction, key frame matching, and video sequence matching.
A. Key Frame Extraction Using the Cumulative Measure and the Distance between Key Frames
In the proposed algorithm, we use the cumulative measure based on the histogram difference å å
to efficiently extract candidate key frames, where k denotes the total number of accumulated frames that can be varied depending on the criteria for key frame extraction. Note that application of the cumulative concept over k frames to (1) yields the cumulative measure (5) .
The key frames are detected when two criteria are satisfied: if the cumulative value C between the current frame and the previous key frame is larger than the given threshold, and the histogram difference (1) between the previous key frame and the current frame is larger than the threshold. The key frames extracted within video shots can be used not only for representing contents in video shots but for efficiently matching the video sequences with a very low computational load [4] .
B. Key Frame Matching Using Edge Features
To match video sequences efficiently, we perform edge matching. To extract edge features we employ the MarrHildreth edge detector. Edges in the current frame
where * denotes the convolution operator. The Gaussian 3) Calculate the edge matching rate (EMR) defined by
where NEP represents the number of edge pixels. The EMR is used to calculate the similarity between key frames. Note that to reduce a computational load edge matching is performed only on key frames rather than on all the frames. Edge matching is applied to video sequence matching efficiently and the experimental results are shown in Section IV.
C. Video Sequence Matching Using the Modified Hausdorff Distance
For matching between video sequences, we employ the modified Hausdorff distance measure. In this paper, to efficiently evaluate the similarity between two sets of key frames, we use the modified Hausdorff distance signifying the EMR in (9) obtained from edge matching between two key frames [6] .
Let indices t and k specify the time index and the key frame index of the video sequence to be matched, respectively,
with T and K representing the total number of the test frames and the total number of its key frames, respectively. Let kt f denote the function that maps the key frame index k to the time index t. 
Note that NMHD(t) is constant for the time index t that corresponds to the key frame index interval between k anf k+1.
The normalized similarity metric (11) represents the dissimilarity between the two sequences: the normalized values for 'Matching shots' are small whereas those for 'Nonmatching shots' are large. The ratio of the average NMHD for 'Non-matching shots' to that for 'Matching shots' represents the separation capability. It is noted that the algorithm with a large ratio can match sequences accurately.
IV. SIMULATION RESULTS AND DISCUSSIONS

A. Key Frame Extraction
To show the effectiveness of the proposed algorithm, we simulate video sequence matching using color test sequence: 'Animation' sequence consisting of nine shots within 330 frames with K=9 and T=330 containing large motions and dynamic scene changes.
To extract the key frames we use two criteria. If both the cumulative value in (5) and the histogram difference value in (1) between the previous key frame and the current frame are larger than threshold values, the candidate frame is extracted as a key frame. Even though the accumulated value is larger than the threshold value, the frame is not regarded as a key frame since the accumulated value can be gradually increased with the histogram difference value between the previous key frame and the current showing the value smaller than the threshold. To extract a key frame, both conditions with respect to (1) and (5) must be satisfied. Once the key frame is extracted, the cumulative value is reset to zero. If the thresholds to extract key frames are large, the number of key frames and the computational load can be reduced.
B. Video Sequence Matching
To show the performance of video retrieval algorithm five methods are simulated with color video sequences. In experiments for key frame extraction, we apply the cumulative concept to all of form similarity measures. Table I and Fig. 1 show matching results of the color 'Animation' sequence using the modified Hausdorff distance.
In experiments for video sequence matching, we assumed that the video sequence to be matched includes the query sequence and the query sequence has similar frame length to same shot within the video sequence to be matched. In Table I and Fig. 1 , the query sequence, the same as shot 2 in the 'Animation' sequence, consists of frames from 49 to 83, and 'Histogram difference', 'Euclidean metric', 'Battachaya distance', and 'directed divergence' signify the histogram difference method, the Euclidean metric method, the Battachaya distance method, and the directed divergence method, respectively. Note that the modified Hausdorff distance measure is applied to all methods. Fig. 1 shows the normalized modified Hausdorff distance value between the set of query key frames and that of the video sequence to be compared as a function of the frame number. The normalized value is obtained by (11), resulting in the normalized value between 0 and 1. In Table I , 'Matching shots' ('Non-matching shots') represents the average of normalized modified Hausdorff distances (11) between the set of query key frames and the set of color video sequence to be compared over the interval that contains (does not contain) 'Matching shots'.
As shown in Table I and Fig. 1 , in the proposed method using edge and color features the ratio between 'Matching shots' and 'Non-matching shots' is larger than the conventional methods using only color histograms. That is, the algorithm using edge features can reduce the number of false matching, whereas the conventional video sequence matching methods may yield a lot of false matching. The conventional methods show wide variations for 'Non-matching shots'. In contrast, the proposed method employing edge features shows small fluctuations for 'Non-matching shots' (see Fig. 1 ).
The proposed video sequence matching also shows large accuracy ratio for both query sequence extracted from sequences compared with that of the conventional methods. Fig. 2 shows the ratio (B/A) of the proposed video sequence matching algorithm as a function of the threshold of cumulative value. As shown in Fig. 2 , the ratio decreases as the threshold increases. That is, to reduce the computational load, the number of key frames can be reduced by increasing the threshold for the cumulative value, however yielding low performance. Table I shows that the proposed method using color and edge features can improve the accuracy for color video sequence matching, compared with conventional measures such as the histogram difference, Euclidean metric, Battachaya distance, and directed divergence.
In MPEG-7 standardization, any specific video sequence matching method is not described. The proposed method can be applied to MPEG-7 standard by using the MPEG-7 descriptors for video content management and automatic monitoring system efficiently with low computational complexity [7] - [10] .
V. CONCLUSIONS
This paper proposes the efficient video sequence matching method using color and edge features with the modified Hausdorff distance. It gives a higher accuracy and efficiency than conventional methods such as the histogram difference, Euclidean metric, Battachaya distance, and directed divergence methods. The combination of color histograms and edge features improves the accuracy of video sequence matching. Experimental results with real video sequences show that the proposed algorithm can successfully extract key frames and match video sequences efficiently, showing a higher accuracy than the conventional methods. Further research will focus on the extension of the algorithm for various video sequences containing complex scenes.
