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Marco Antonio Zamora-Antu ñano
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Preface to ”Numerical Simulation of Convective-
Radiative Heat Transfer”
Heat transfer is a major transport phenomenon that occurs in various engineering and natural
systems. The development of modern engineering apparatuses and natural bio- and geosystems
requires deep insight into the processes that have evolved within these systems. Convective and
radiative heat-transfer mechanisms are the main processes in the systems under consideration.
Therefore, an in-depth study of them is very important and useful for both the growth of industry
and the preservation of natural resources.
There are three main methods for investigating heat-transfer phenomena: theoretical methods,
experimental methods, and computational approaches. Theoretical methods generally involve an
analytical description of thermal processes using the laws of conservation of mass, momentum,
angular momentum, and energy. Experimental analysis includes an investigation of heat-transfer
phenomena using experimental techniques and measurements. The development of computer
engineering involves using many types of numerical simulation to obtain a description and an
understanding of heat-transfer processes. Such an approach has the advantages of theoretical
methods in which analysis can be performed in a wide range of governing parameters and the benefits
of experimental methods where deep insight of considered phenomena is possible. Therefore,
numerical simulation of convective and radiative heat transfer is a very useful and important topic
for different industry sectors and various natural systems. This book therefore seeks to open various
engineering and natural fields where convective–radiative heat transfer plays a vital role, and the
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Abstract: In this study we numerically examine the mixed convection stagnation-point flow of a
nanofluid over a vertical stretching/shrinking sheet in the presence of suction, thermal radiation and
a heat source/sink. Three distinct types of nanoparticles, copper (Cu), alumina (Al2O3) and titania
(TiO2), were investigated with water as the base fluid. The governing partial differential equations
were converted into ordinary differential equations with the aid of similarity transformations and
solved numerically by utilizing the bvp4c programme in MATLAB. Dual (upper and lower branch)
solutions were determined within a particular range of the mixed convection parameters in both
the opposing and assisting flow regions and a stability analysis was carried out to identify which
solutions were stable. Accordingly, solutions were gained for the reduced skin friction coefficients,
the reduced local Nusselt number, along with the velocity and temperature profiles for several values
of the parameters, which consists of the mixed convection parameter, the solid volume fraction of
nanoparticles, the thermal radiation parameter, the heat source/sink parameter, the suction parameter
and the stretching/shrinking parameter. Furthermore, the solutions were presented in graphs and
discussed in detail.
Keywords: mixed convection; nanofluids; thermal radiation; heat source/sink; dual solutions;
stability analysis
1. Introduction
Mixed convection flows or a combination of forced and free convections exists in numerous
transport operations, both naturally occurring and in engineering applications. Such applications
for example, include heat exchangers, solar collectors, nuclear reactors, atmospheric boundary layer
flow, nanotechnology, electronic apparatus, etc. These operations occur during the effects of buoyancy
forces in forced convections or the effects of forced flow in free convections become substantial.
Over the past several decades, most research in mixed convection flow analysis has emphasised the
occurrence of dual solutions for a particular range of the buoyancy (mixed convection) parameter in
the opposing flow region, such as in the research by Ramachandran et al. [1], Merkin and Mahmood [2],
Devi et al. [3] and Lok et al. [4]. In contrast to [1–4], Ridha and Curie [5] continued the study by
Merkin and Mahmood [2] by establishing the existence of dual solutions in both the opposing and
assisting flow regions. Furthermore, by implementing a stability analysis of the dual solutions for
Energies 2019, 12, 788; doi:10.3390/en12050788 www.mdpi.com/journal/energies1
Energies 2019, 12, 788
mixed convection flow in a saturated porous medium, Merkin [6] demonstrated that the upper branch
of the solutions is stable whereas the lower branch shows instability. Accordingly, various other
researches have also stated the occurrence of dual solutions in the mixed convection flow in different
configurations, namely by Roşca et al. [7], Rahman et al. [8] and recently by Abbasbandy et al. [9].
An inclusive account of the theoretical research prior to 1987 for both laminar and turbulent mixed
convection boundary layer flows may be found in the books by Gebhart et al. [10], Schlichting and
Gersten [11], Pop and Ingham [12] and Bejan [13], for example.
The innovative idea of nanofluids was first brought up by Choi et al. [14] in 1995, when the authors
suggested a path for exceeding the performance of heat transfer fluids which were currently available.
An extraordinary enhancement in the thermal properties of base fluids may be achieved just by
utilizing a minimal amount of nanoparticles scattered uniformly and suspended stably in a base fluid.
Nanofluids, as colloidal mixtures of nanoparticles (1–100 nm) along with a base liquid (nanoparticle
fluid suspensions) are known, provide access to a new class of nanotechnology-based heat transfer
media (Das et al. [15]). Numerous techniques and methodologies, such as rising either the heat transfer
surface or the heat transfer coefficient between the fluid and the surface that allows high heat transfer
rates in a small volume, may be utilized to promote heat transfer. Notwithstanding, cooling turns out
to be one of the most critical technical challenges faced by numerous and diverse industries, including
microelectronics, transportation, solid-state lighting, and manufacturing. The addition of micrometre-
or millimetre-sized solid metal or metal oxide particles to base fluids produces an increase in the
thermal conductivity of the resultant fluids. On the other hand, apart from being applied in the field
of heat transfer, nanofluids (nanometre-sized particles in a fluid) may also be synthesised for unique
magnetic, electrical, chemical, and biological applications (see Manca et al. [16]). Nanoparticles are
produced from various materials such as copper (Cu), alumina (Al2O3), titania (TiO2), copper oxide
(CuO) as well as silver (Ag) (see Oztop and Abu-Nada [17]). References on nanofluids are mentioned
in the books written by Das et al. [15], Nield and Bejan [18], Minkowycz et al. [19] and Shenoy et al. [20],
and also in the review papers written by Buongiorno et al. [21], Kakaç and Pramuanjaroenkij [22], Fan
and Wang [23], Mahian et al. [24], Sheikholeslami and Ganji [25], Groşan et al. [26], Myers et al. [27],
etc. These review papers elaborate specifically on the production of nanofluids, the theoretical and
experimental exploration of the thermal conductivity and viscosity of nanofluids, as well as the work
conducted on the convective transport of nanofluids.
Interestingly, many studies investigating the boundary layer problem of mixed convection flow
in a nanofluid are reported in the literature. Tamim et al. [28] examined the effects of the magnetic
field, suction/injection and solid volume fraction of nanoparticles on mixed convection about the
stagnation-point flow of a nanofluid. On the other hand, Subhashini et al. [29] investigated the mixed
convection flow about the stagnation-point region over an exponentially stretching/shrinking sheet in
a nanofluid for both suction and injection cases. Later, Mustafa et al. [30] extended the study conducted
by Tamim et al. [28] in consideration of the combined effects of viscous dissipation and the magnetic
field by gaining a unique solution for assisting and opposing flow cases. Recently, Ibrahim et al. [31],
Mabood et al. [32] and Othman et al. [33], similarly investigated the problem of mixed convection
boundary layer flow in nanofluids under different physical conditions.
The impact of thermal radiation on heat transfer becomes increasingly important in the design
of advanced energy conversion systems operating at high temperature. Moreover, thermal radiation
has applications in numerous technological problems such as combustion, nuclear reactor safety,
solar collectors, furnace design and many others (see Ozisik [34]). Furthermore, the study of thermal
radiation on flow and heat transfer characteristics in a nanofluid have attracted immense interest
because nanofluids have different properties than those found in either the particles or the base fluid.
Given this fact, many researchers have explored the impact of thermal radiation on flow and heat
transfer in a nanofluid along with other various aspects. An important analysis by Hady et al. [35]
studied the boundary layer viscous flow and heat transfer characteristics of a nanofluid over a
nonlinearly stretching sheet in the presence of thermal radiation in a single-phase model. In a separate
2
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study, Ibrahim and Shankar [36] investigated the influences of thermal radiation, magnetic fields and
slip boundary conditions on boundary layer flow and heat transfer past a permeable stretching sheet
in a nanofluid. Notwithstanding, Haq et al. [37] discussed the combined effects of thermal radiation,
magnetohydrodynamic (MHD), velocity and thermal slip on the boundary layer stagnation-point
flow of nanofluid and the effects over a stretching sheet. More recently, Daniel et al. [38] investigated
the effects of thermal radiation, magnetic fields, electrical fields, Ohmic dissipation, thermal and
concentration stratifications on the flow and heat transfer of electrically conducting nanofluid past a
permeable stretching sheet. In another recent study, Sreedevi et al. [39] analysed the effect of thermal
radiation, magnetic field and the chemical reaction on flow, heat and mass transfer of nanofluid over
a linear and nonlinear stretching sheet saturated by the porous medium. Accordingly, several other
studies have been undertaken on mixed convection boundary layer flow in nanofluids in the presence
of thermal radiation, including works by Yazdi et al. [40], Pal and Mandal [41] and Ayub et al. [42].
The heat source/sink effect in addition to the thermal radiation effect plays a vital role in governing
the heat transfer in industrial operations in which the attributes of the output are dependent on the
factors of heat control. Accordingly, many researchers have studied the impacts of a heat source/sink
on the boundary layer flow and heat transfer of nanofluids along with different aspects. Rana
and Bhargava [43] numerically investigated the impact of the various types of nanoparticles on
mixed convection flow of nanofluid along the vertical plate with a heat source/sink. Furthermore,
Pal et al. [44] analysed the combined impacts of internal heat generation/absorption, thermal
radiation and suction/injection on mixed convection stagnation point flow of nanofluids over a
stretching/shrinking sheet in a porous medium. In addition, Pal and Mandal [45] discussed the
impacts of microrotation and nanoparticles on boundary layer flow in nanofluids in the occurrence
of non-uniform heat source/sink, suction, thermal radiation and magnetic fields. In another paper,
Mondal et al. [46] considered the influence of heat generation/absorption and thermal radiation
on hydromagnetic three-dimensional mixed convection flow of nanofluid over a vertical stretching
surface. Sharma and Gupta [47] further investigated the effect of heat generation/absorption, MHD,
thermal radiation, viscous dissipation on flow and heat transfer of Jeffrey nanofluids.
Interestingly, previous studies did not include the combined effects of thermal radiation, heat
source/sink and suction on mixed convection flow of a nanofluid. Therefore, the primary aim of this
article is to examine the impact of thermal radiation, heat source/sink and suction on mixed convection
stagnation point flow over a stretching/shrinking sheet in a nanofluid, by applying a mathematical
nanofluid model suggested by Tiwari and Das [48]. In our opinion, the problem is relatively new,
novel with no such articles reported at this stage in the literature. Suitable similarity transformations
are employed to transform nonlinear partial differential equations into nonlinear ordinary differential
equations. The equations are then solved numerically with the assistance of the bvp4c programme in
MATLAB, and the results are graphically plotted and displayed in tables. The results from the study
indicates that dual solutions exist for a particular range of parameters, namely, the mixed convection
parameter, solid volume fraction of nanoparticles, thermal radiation parameter, heat source/sink
parameter, suction parameter and stretching/shrinking parameter. Further, it is useful to mention, that
the stability analysis of the dual solutions is conducted to investigate which solution is stable.
2. Mathematical Formulation
This study considers the two-dimensional steady mixed convection flow of a viscous and
incompressible nanofluid near the stagnation-point past a permeable vertical stretching/shrinking
surface with the velocity uw(x) and free stream velocity ue(x), as illustrated in Figure 1, where x and y
denote the Cartesian coordinates evaluated along the surface of the stretching/shrinking sheet and
normal to it, respectively. The fluid consists of a water-based nanofluid comprising three distinct
types of nanoparticles which are copper (Cu), alumina (Al2O3) and titania (TiO2). The thermophysical
properties of water (the base fluid) and nanoparticles are shown in Table 1. These thermophysical
properties will be used in the numerical computations of this study. Also, it is assumed that the
3
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flow was subjected to the combined impact of thermal radiation and a heat source/sink. Another
assumption made are such that the temperature of the stretching/shrinking sheet, Tw(x), and the
temperature of the ambient nanofluid adopt a constant value T∞. Furthermore, it is also assumed that
the water-based fluid and the nanoparticles are in thermal equilibrium and that no slip exists among
them. The mathematical nanofluid model suggested by Tiwari and Das [48] is applied in this case.
It should be mentioned that this nanofluid model is a single-phase approach where the nanoparticles
are assumed to have a uniform shape and size, and the interactions between nanoparticles and
surrounding fluid are also neglected (Pang et al. [49], Ebrahimi et al. [50] and Sheremet et al. [51]). This
assumption is practical when the base fluid is easily fluidized, so it can be considered to behave as a
single fluid, hence it applies to the justification of using single phase model in this study.
(a)                                        (b) 
> > 
< < 
Figure 1. Physical model and coordinate system. (a) Stretching surface; (b) Shrinking surface.
Table 1. Thermophysical properties of water and nanoparticles (Oztop and Abu-Nada [17]).
Physical Properties Water Cu Al2O3 TiO2
Cp (J·kg−1·K−1) 4179 385 765 686.2
ρ (kg·m−3) 997.1 8933 3970 4250
k (W·m−1·K−1) 0.613 400 40 8.9538
β × 10−5 (K−1) 21 1.67 0.85 0.9
By taking into considerations of these assumptions together with the Boussinesq and the boundary
layer approximations, the governing boundary layer equations of continuity, momentum and thermal













































(T − T∞), (3)
and the associated boundary conditions to present the flow are:
u = uw(x), v = vw(x), T = Tw(x) at y = 0,
u → ue(x), T → T∞(x) as y → ∞, (4)
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where u and v represent the velocity elements along the x and y directions, respectively; g stands for
the acceleration caused by gravity, T denotes the temperature of the nanofluid, Q0 denotes the heat
source/sink coefficient, with Q0 > 0 corresponding to the heat source and Q0 < 0 corresponding
to the heat sink. Further, vw(x) represents the wall mass flux, with vw(x) < 0 corresponding to the
suction. Moreover, μn f represents the dynamic viscosity of the nanofluid, ρn f refers to the density of





n f denotes the heat capacitance of the nanofluid, αn f denotes the thermal
diffusivity of the nanofluid, qr represents the radiation heat flux, and lastly, νn f reflects the kinematic




n f and kn f are described in the
following equations (see Oztop and Abu-Nada [17]):
μn f =
μn f
(1−φ)2.5 , αn f =
kn f
(ρCp)n f
, ρn f = (1 − φ)ρ f + φρs,
















ks+2k f −2φ(k f −ks)
ks+2k f +φ(k f −ks)
,
(5)
where μ f refers to the dynamic viscosity of the base fluid, φ denotes the solid volume fraction of
the nanoparticles, ρ f and ρs represent the density of the base fluid and the density of the solid
nanoparticle, respectively, kn f represents the thermal conductivity of the nanofluid, as approximated
by the Maxwell-Garnett’s model, the subscript ‘f ’ represents the base fluid, and lastly, ‘s’ reflects the
solid nanoparticle.
Meanwhile, upon employing the Rosseland’s approximation, the radiation heat flux, qr is given







where σ∗ represents the Stefan-Boltzmann constant and k∗ is the Rosseland mean spectral absorption
coefficient. Furthermore, it is assumed that the temperature difference between the flow is such that
T4 can be expanded using Taylor’s series as a linear combination of the temperature. Next, after the
expansion of T4 into the Taylor’s series for T∞, the approximation was obtained by omitting the higher
order terms, obtaining T4 = 4T3∞T − 3T4∞. Therefore, upon substituting Equations (5) and (6) into
























(T − T∞). (7)
To determine the similar forms of the Equations (1), (2) and (7), with boundary conditions (4), the
terms are defined; uw(x), vw(x), Tw(x) and ue(x) in the following form:
uw(x) = bx, vw(x) = −√aν f s, Tw(x) = T∞ + T0x, ue(x) = ax. (8)
Here, a and b are constants, s denotes the suction parameter and T0 represents the constant
characteristic temperature, with T0 < 0 indicating the cooled surface (opposing flow) while T0 > 0
signifies the heated surface (assisting flow).
Furthermore, the governing Equations (1), (2) and (7) together with the boundary conditions (4)
have been transformed into ordinary differential equations by the dimensionless functions u, v and θ,
in relation to the suitable similarity variable η as follows:
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Note that f (η) denotes the dimensionless stream function, f ′(η) be the dimensionless
velocity profile, θ(η) represents the dimensionless temperature profile and the prime indicates the
differentiation with respect to η.
Equation (1) is therefore satisfied identically with the given similarity transformation (9). After
substituting similarity transformation (9) into Equations (2) and (7), we obtain the following coupled
nonlinear ordinary differential equations:
1
(1 − φ)2.5 f
′′′ +
(
1 − φ + φ ρs
ρ f
)(
f f ′′ + 1 − ( f ′)2)+(1 − φ + φ (ρβ)s
(ρβ) f
)






















f θ′ − f ′θ + Kθ) = 0, (11)
while the boundary conditions (4) adopt the new form:
f (η) = s, f ′(η) = c, θ(η) = 1 at η = 0,
f ′(η) = 1, θ(η) = 0 as η → ∞, (12)
where Pr denotes the Prandtl number, λ represents the mixed convection parameter with the case of
λ < 0 corresponds to the opposing flow, whereas λ > 0 corresponds to the assisting flow. Moreover,
Nr denotes the thermal radiation parameter, K represents the heat source/sink parameter with the
case K > 0 refers to the heat source and K < 0 refers to the heat sink. Further c denotes the
stretching/shrinking parameter, with c > 0 for a stretching sheet and c < 0 for a shrinking sheet, and s
is the constant mass flux parameter, with s > 0 for suction and s < 0 for injection or withdrawal of the





















Here, the local Grashof number Grx and the local Reynolds number Rex are given by:
Grx =






The interested physical quantities are the skin friction coefficient Cf and the local Nusselt number






k f (Tw − T∞) , (15)
where the shear stress at wall τw and the constant surface heat flux qw are expressed as:













Substituting (9) into (16) and using (15), the following is obtained:
Re1/2x Cf =
1
(1 − φ)2.5 f











The numerical results of the nonlinear ordinary differential equations given in Equations (10) and
(11) together with the boundary conditions in Equation (12) indicates that for a particular range of the
mixed convection parameter λ, there exist dual solutions (upper and lower branch solutions) for the
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various values of the selected governing parameters. Therefore, to validate which solution is in the
stable flow, the stability of the dual solutions is tested by accommodating the stability analysis shown
in Merkin [53]. To perform this, an unsteady form of the problem was considered. Equation (1) was















































(T − T∞), (19)
where t represents the time. Analogous to the similarity transformation (9), the following new
dimensionless functions u, v and θ have been introduced in conjunction to the similarity variable η








y, τ = at. (20)
Of note, with variables u and v given in the above, the equation of continuity (1) is identically
satisfied. Next, after substituting the new similarity transformation (20) into Equations (18) and (19),
























1 − φ + φ (ρβ)s
(ρβ) f
)

































and were subjected to the boundary conditions:
f (η, τ) = s,
∂ f
∂η
= c, θ(η, τ) = 1 at η = 0,
∂ f
∂η
= 1, θ(η, τ) = 0 as η → ∞. (23)
Next, to study the stability of the dual solutions, small disturbances of the growth (or decay) rate γ
or better known as the unknown eigenvalue parameter, are taken in the form (see Weidman et al. [54]):
f (η, τ) = f0(η) + e−γτ F(η, τ), θ(η, τ) = θ0(η) + e−γτG(η, τ), (24)
where f0(η) and θ0(η) satisfied the problem (10)–(12). Besides, F(η, τ), G(η, τ) and all of the respective
derivatives were assumed to be smaller when compared to f0(η), θ0(η) and its derivatives. By means


















1 − φ + φ (ρβ)s
(ρβ) f
)











1 − φ + φ (ρCp)s
(ρCp) f
)(
f0 ∂G∂η + Fθ
′
0 − f ′0G − θ0 ∂F∂η +KG + γG − ∂G∂τ
)
= 0, (26)
together with the following boundary conditions:
F(η, τ) = 0, ∂F∂η = 0, G(η, τ) = 0 at η = 0,
∂F
∂η = 0, G(η, τ) = 0 as η → ∞.
(27)
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As proposed by Weidman et al. [54], the initial growth or decay of the solutions (24) is identified,
by setting τ = 0, thus, giving F = F0(η) and G = G0(η). In this respect, the following linear eigenvalue
problem was solved:
1















1 − φ + φ (ρβ)s
(ρβ) f
)






















f0G′0 + F0θ′0 − f ′0G0 −θ0F′0 + KG0 + γG0
)
= 0, (29)
with the boundary conditions given by:
F0(η) = 0, F′0(η) = 0, G0(η) = 0 at η = 0,
F′0(η) = 0, G0(η) = 0 as η → ∞.
(30)
Indeed, it should be stated at this point, that the solutions f0(η) and θ0(η) were determined
from the problem depicted in Equations (10)–(12). Upon obtaining the results, f0(η) and θ0(η) were
again applied to Equations (28) and (29), and the linear eigenvalue problem (28)–(30) were solved.
Harris et al. [55] proposed to relax a suitable boundary condition on F′0(∞) = 0 or G0(∞) = 0 to
determine a better range of γ. In the current study, the condition F′0(∞) = 0 is relaxed and for a
fixed value of γ, the linear eigenvalue problem (28)–(30) are solved, together with the new boundary
condition; F′′0 (0) = 1. Notably, it is worth mentioning that the solutions of the linear eigenvalue
problem (28)–(30) provides an infinite set of eigenvalues γ1 < γ2 < γ3 < . . . , where γ1 refers to the
smallest eigenvalue. Furthermore, a positive γ1 reflects to an initial decay of disturbances and a stable
flow. In contrast, a negative γ1 indicates an initial growth of disturbances and unstable flow.
4. Results and Discussion
The derived nonlinear ordinary differential equations given in Equations (10) and (11) along with
the boundary conditions given in (12) were solved numerically and were obtained using the bvp4c
programme in MATLAB (Matlab R2015a, MathWorks, Natick, MA, USA) for the selected values of the
mixed convection parameter λ, solid volume fraction of nanoparticles φ, thermal radiation parameter
Nr, heat source/sink parameter K, suction parameter s and stretching/shrinking parameter c. The
range of φ values was taken as 0 ≤ φ ≤ 0.2, where φ = 0 indicates a regular base fluid, while the value
of the Prandtl number was considered as Pr = 6.2 (water), except for comparisons with the prior case.
The correlative output of the results obtained for f ′′ (0), with the ones obtained in Bachok et al. [56]
for some values of c and φ with λ = Nr = K = s = 0 for Cu-water nanofluid, are presented in Table 2.
Also, it was achieved that the present results were in very good alliance, which confirms that the
numerical approach applied in this study is perfect, and therefore, the obtained results were believed
to be accurate and correct.
The variations of the reduced skin friction coefficient f ′′ (0) and the reduced local Nusselt number
−θ′(0) against λ are shown in Figures 2–13 for several values of φ, Nr, K, s and c. It was observed
that dual solutions (upper and lower branch solutions) occurred for Equations (10) and (11) subject to
the boundary conditions (12) in the range of λ > λc, where λc denotes the critical value of λ. Note
that no solutions exist for λ < λc while a unique solution exists when λ = λc. Also, it is obvious
from these figures that the values of |λc| increase as the parameters φ, s and c increase, therefore
suggesting that these parameters widen the range of occurrence of dual solutions. Accordingly, it is
further confirmed that the presence of nanoparticles, heat sink, suction and stretching sheet could
decelerate the separation of the boundary layer, while the presence of thermal radiation, heat source
and shrinking sheet could accelerate the separation of the boundary layer. Also, the values of −θ′(0)
are always positive for the upper branch solution which is due to the heat being transferred from the
8
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hot surface of the stretching/shrinking sheet to the cold fluid. The reverse trend is observed in the
case of the lower branch solution, i.e., −θ′(0) becomes unbounded as λ → 0+ and λ → 0− .
Table 2. Values of f ′′ (0) for various values of the stretching/shrinking parameter c and the solid
volume fraction of nanoparticles φ for Cu-water nanofluid.
c
Bachok et al. [56] Present Results
φ = 0 φ = 0.1 φ = 0.2 φ = 0 φ = 0.1 φ = 0.2
2 −1.887307 −2.217106 −2.298822 −1.887307 −2.217106 −2.298822
1 0 0 0 0 0 0
0.5 0.713295 0.837940 0.868824 0.713295 0.837940 0.868824
0 1.232588 1.447977 1.501346 1.232588 1.447977 1.501346
−0.5 1.495670 1.757032 1.821791 1.495670 1.757032 1.821791
−1.15 1.082231 1.271347 1.318205 1.082231 1.271347 1.318205
[0.116702] [0.137095] [0.142148] [0.116702] [0.137095] [0.142148]
−1.2 0.932473 1.095419 1.135794 0.932473 1.095419 1.135793
[0.233650] [0.274479] [0.284596] [0.233650] [0.274479] [0.284596]



















φ = 0, 0.01, 0.1, 0.2
λc = -7.5291
Figure 2. Variation of the reduced skin friction coefficient f ′′ (0) with the mixed convection parameter


























Figure 3. Variation of the reduced local Nusselt number −θ′(0) with the mixed convection parameter
λ for several values of the volume fraction of nanoparticles φ when Nr = 0.1, K = −0.1, c = −1 and s = 1
for Cu-water nanofluid.
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Figure 4. Variation of the reduced skin friction coefficient f ′′ (0) with the mixed convection parameter




























Figure 5. Variation of the reduced local Nusselt number −θ′(0) with the mixed convection parameter


















λc = -8.6202 K = -0.3, -0.1, 0, 0.1, 0.3
λc = -9.2346
λc = -6.8533
Figure 6. Variation of the reduced skin friction coefficient f ′′ (0) with the mixed convection parameter
λ for various values of the heat source/sink parameter K when φ = 0.01, Nr = 0.1, s = 1 and c = −1 for
Cu-water nanofluid.
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Figure 7. Variation of the reduced local Nusselt number −θ′(0) with the mixed convection parameter





















Figure 8. Variation of the reduced skin friction coefficient of f ′′ (0) with mixed convection parameter




















s = 0.9, 1, 1.1λc = -11.2907
λc = -8.0185
λc = -5.5479
Figure 9. Variation of the reduced local Nusselt number −θ′(0) with the mixed convection parameter
λ for various values of the suction parameter s when φ = 0.01, Nr = 0.1, K = 0.1 and c = −1 for
Cu-water nanofluid.
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λc = -6.4042λc = -9.7949
Figure 10. Variation of the reduced skin friction coefficient of f ′′ (0) with the mixed convection

























Figure 11. Variation of the reduced local Nusselt number −θ′(0) with the mixed convection parameter λ



















Figure 12. Variation of the reduced skin friction coefficient of f ′′ (0) with the mixed convection
parameter λ for several values of c (stretching sheet) when φ = 0.01, Nr = 0.1, K = 0.1 and s = 1 for
Cu-water nanofluid.
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Figure 13. Variation of the reduced local Nusselt number −θ′(0) with the mixed convection parameter λ
for various values of c (stretching sheet) when φ = 0.01, Nr = 0.1, K = 0.1 and s = 1 for Cu-water nanofluid.
The influences of the solid volume fraction of nanoparticles φ on f ′′ (0) and −θ′(0) are illustrated
in Figures 2 and 3. Figure 2 illustrates that f ′′ (0) increases smoothly with an increasing value of φ.
Brinkman [57] explained that an increment in the nanoparticle volume fraction increases the fluid’s
viscosity. Hence, this situation contributed towards increasing the skin friction along the surface.
Figure 3 depicts that as the volume fraction of nanoparticles increases which consequently decreases
the rate of heat transfer at the surface of −θ′(0). This occurs because the nanoparticles increase the
viscosity, density and conductivity. However, they may decrease the heat capacitance of the nanofluid(
ρCp
)





n f and possible decrease in the heat transfer coefficient.
Figures 4 and 5 display the impacts of the thermal radiation parameter Nr on f ′′ (0) and −θ′(0),
respectively. Figure 4 also illustrates that the reduced skin friction coefficient increases as Nr is reduced
in the case of the opposing flow. The reverse trend is noted in the event of the assisting flow and an
increment in thermal radiation enhances the transmission of energy between the nanoparticles on a
heated surface (assisting flow). Eventually, the thickness of the momentum boundary layer becomes
thinner and increases the wall shear stress which raise the values of f ′′ (0). The decrement trend in
the rate of heat transfer at the surface leads to an increment in the thermal radiation. Notably, this
is in accordance with the result shown in Figure 5 where the reduced local Nusselt number −θ′(0)
decreases with increasing Nr. Notwithstanding, this fact can be explained as follows. As the influence
of the thermal radiation becomes stronger, the thermal boundary layer thickness increases and further
decreases the values of the rate of heat transfer. Therefore, the usage of nanofluids having thermal
radiation cannot improve the cooling of the heated sheet.
Figure 6 displays the variations of f ′′ (0) for various values of the heat source/sink parameter
K. It is noticeable that the decrement of f ′′ (0) as the heat source/sink parameter increases from the
negative (heat sink) to the positive values (heat source) in the event of the opposing flow. A contrary
trend is noticeable in the event of the assisting flow. The influence of the heat source/sink parameter
K on the reduced local Nusselt number −θ′(0) is illustrated in Figure 7. The results presented in
this figure indicate that the rate of heat transfer at the surface decreases as the heat source/sink
parameter increases from negative (heat sink) to positive values (heat source). Indeed, this is because
the higher heat source effect can increase the thermal boundary layer thickness that reduces the rate of
heat transfer.
Figure 8 illustrates the effect of the suction on the reduced skin friction coefficient. Further, it is
observed that the values of f ′′ (0) increase with the suction. This is because the influence of suction at
the boundary that slows down the nanofluid motion and increases the velocity gradient at the surface.
By observing Figure 9, it is evident that the values of −θ′(0) that represents the heat transfer rate at the
13
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surface, increases with the suction. Precisely, the increase in the magnitude of the suction parameter
consequently increased the rate of heat transfer. This is because the increasing suction decreases the
thermal boundary layer thickness and in return increases the temperature gradient at the surface.
Figures 10–13 are shown to present the impacts of stretching/shrinking parameter c on f ′′ (0) and
−θ′(0). Notably, it is evident from these figures that f ′′ (0) and −θ′(0) were higher in the event of the
stretching sheet, in comparison with the case of the shrinking sheet. Hence, the stretching parameter
provided the most significant effects upon the skin friction along the surface and the heat flux at the
surface. Indeed, this suggests that the stretching sheet enhances the rate of heat transfer, whereas
the shrinking sheet inhibits the effect of the heat transfer rate. Also, the increment in the value of the
stretching parameter further increases the effect of free convection.
The variations of f ′′ (0) and −θ′(0) for three distinct types of nanofluids with nanoparticles
containing Cu, Al2O3 and TiO2 are shown in Figures 14 and 15 From the figures, it is evident that there
is little difference in the value of the reduced skin friction coefficient and the reduced local Nusselt
number for TiO2- and Al2O3-water nanofluids. Further, it is also discovered that the values of f ′′ (0)
and −θ′(0) are highest for Cu-water nanofluid, followed by TiO2- and Al2O3-water nanofluids which



















Figure 14. Variation of the reduced skin friction coefficient of f ′′ (0) with the mixed convection






















Figure 15. Variation of the reduced local Nusselt number −θ′(0) with the mixed convection parameter
λ when φ = 0.01, Nr = 0.1, K = 0.1, s = 1 and c = −1 for Cu-water, Al2O3-water and TiO2-water nanofluids.
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The velocity and temperature profiles for Cu-water nanofluid with different values of the volume
fraction of the nanoparticles φ are displayed in Figures 16 and 17. It was discovered that an increment
in the value of φ, increased the velocity of the fluid. Since an increment in φ is believed to increase the
fluid’s viscosity as suggested by Brinkman [57], hence it increases the skin friction along the permeable
vertical shrinking flat plate. This statement can be proved by the velocity profiles as shown in Figure 16,
as an increment in φ reduces the momentum boundary layer thickness. Furthermore, from Figure 17,
we can see that the temperature of the fluid increases with an increase in φ, therefore, suggesting that
the temperature of the nanofluids can be managed by increasing or decreasing the volume fraction of



















φ = 0, 0.01, 0.1, 0.2
Figure 16. Velocity profiles f ′(η) for various values of the volume fraction of the nanoparticles φ when

















φ 0, 0.01, 0.1, 0.2
φ = 0.2, 0.01, 0, 0.1
Figure 17. Temperature profiles θ(η) for various values of the volume fraction of the nanoparticles φ
when Nr = 0.1, K = 0.1, s = 1, c = −1 and λ = −2 (opposing flow) for Cu-water nanofluid.
The velocity and temperature profiles for Cu-, Al2O3- and TiO2-water nanofluids are shown in
Figures 18 and 19, which indicate that by utilizing distinct types of nanofluids, the values of velocity
and temperature change. Furthermore, we discovered that Cu-water nanofluid has higher velocity
distribution and lower temperature distribution in comparison to the other two nanofluids for the
upper branch solution. Also, it is discovered that the velocity and temperature profiles for Al2O3-water
and TiO2-water nanofluids nearly coincide with each other. Besides, the Cu-water nanofluid (compared
15
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to Al2O3-water and TiO2-water nanofluids) has thinner momentum and thermal boundary layer
thickness which is due to the fact Cu nanoparticles have the highest thermal conductivity value
in comparison to the other two kinds of nanoparticles. Accordingly, the reduced value of thermal
diffusivity causes higher temperature gradients and therefore, the higher enhancement in heat transfers.
Notwithstanding, the Cu nanoparticle possess high values of thermal diffusivity, and therefore, lowers




















Figure 18. Velocity profiles f ′(η) for Cu-water, Al2O3-water and TiO2-water nanofluids when φ = 0.01,
















Figure 19. Temperature profiles θ(η) for Cu-water, Al2O3-water and TiO2-water nanofluids when
φ = 0.01, Nr = 0.1, K = 0.1, s = 1, c = −1 and λ = −2 (opposing flow).
From observing Figures 16–19, is apparent that the velocity and temperature profiles for both the
upper and lower branch solutions satisfied the far field boundary conditions (12) asymptotically. Thus,
aids in validating and supporting the numerical results retrieved for the boundary value problem
(10)–(12) and proved the occurrence of the dual nature of the solutions as shown in Figures 2–15. Also,
the lower branch solution for the corresponding profiles displayed a larger boundary layer thickness
when compared to the upper branch solution.
A stability analysis was undertaken to test the stability of the dual solutions. Hence, the smallest
eigenvalue γ1 was determined by solving the linear eigenvalue problem (28)–(30) using the bvp4c
programme in MATLAB. Table 3 depicts the smallest eigenvalues for Cu-water nanofluid for some
16
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values of parameters K, Nr and λ when s = 1 and c = −1. The results in Table 3 further indicate that γ1
is negative for the lower branch solution, while γ1 is positive for the upper branch solution due to
their correspondence to the initial decay of disturbances, thus signifying a stable flow. Furthermore,
for both the upper and lower branch solutions, the values of |γ1| → 0 as λ approaches λc, is consistent
with Merkin [53], Weidman et al. [54] and Harris et al. [55].
Table 3. Smallest eigenvalues γ1 for various values of K, Nr and λ.


















In this paper, the mixed convection flow near a stagnation-point over a vertical
stretching/shrinking sheet with suction, thermal radiation and heat source/sink in Cu-, Al2O3-
and TiO2-water nanofluids has been investigated numerically. The main limitation of this study
is the mathematical nanofluid model used which considers boundary layer approximations, thus,
we are unable to get the dual solutions beyond the separation point of a laminar boundary layer by
utilizing the boundary layer approximations. To achieve the dual solutions beyond this point, the full
Navier-Stokes equations are solved. Unfortunately, this case is way beyond the scope of the present
research. Another limitation is that we utilized the mathematical nanofluid model suggested by Tiwari
and Das [49], which does not consider the impacts of the Brownian motion and thermophoresis on
nanofluids. It is worth acknowledging that a mathematical nanofluid model that refers to the Brownian
motion and thermophoresis has been suggested by Buongiorno [59]. The results from this study may
be summarised as follows:
• Dual solutions (upper and lower branch solutions) occur within the specific range of mixed
convection parameters, whereby boundary layer separation occurs in the opposing flow region.
• The effects of thermal radiation, heat source and shrinking sheet could accelerate the separation of
the boundary layer, while the presence of nanoparticles and the impacts of the heat sink, suction
and stretching sheet could decelerate the separation of the boundary layer.
• The increment of the nanoparticle volume fraction in the nanofluid increased the velocity
distribution, the temperature distribution and the reduced skin friction coefficient. But, decreases
the rate of heat transfer at the surface.
• Cu-water nanofluid has the highest values of the reduced skin friction coefficient, reduced the
local Nusselt number and velocity distribution, but a lower temperature distribution as compared
with the others.
• A stability analysis has been performed to confirm that the upper branch solution is stable, while
the lower branch solution is unstable.
It is observed from Table 2 that the values of f ′′ (0) for φ = 0 (classical viscous fluid) are lower than
those for a nanofluid (φ = 0). f ′′ (0) increases almost monotonically with increasing the nanoparticle
volume fraction φ.
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Abstract: Low-power electronic devices are suitably cooled by thermogravitational convection
and radiation. The use of modern methods of computational mechanics makes it possible to
develop efficient passive cooling systems. The present work deals with the numerical study of
radiative-convective heat transfer in enclosure with a heat-generating source such as an electronic
chip. The governing unsteady Reynolds-averaged Navier–Stokes (URANS) equations were solved
using the finite difference method. Numerical results for the stream function–vorticity formulation are
shown in the form of isotherm and streamline plots and average Nusselt numbers. The influence of the
relevant parameters such as the Ostrogradsky number, surface emissivity, and the Rayleigh number
on fluid flow characteristics and thermal transmission are investigated in detail. The comparative
assessment clearly emphasizes the effect of surface radiation on the overall energy balance and leads
to change the mean temperature inside the heat generating element. The results of the present study
can be applied to the design of passive cooling systems.
Keywords: convection; local heat-generating element; surface radiation; Ostrogradsky number; finite
difference method
1. Introduction
Numerical and experimental studies on turbulent thermogravitational convection with surface
radiation represent a highly topical issue for investigators due to its vast applicability in various
technological applications that include electronic cooling, heat exchangers, thermal insulation systems,
etc. The cooling of electronic components which are located in closed electronic cabinets remains
a large problem for researchers due to the constant miniaturization of these components and the
increasing level of operating temperatures. Thermogravitational convection cooling is very suitable,
because it does not assume any fans which may break down. Moreover, passive convective cooling
is also reliable, inexpensive, and quiet. The efficient optimization and thorough design of electronic
devices require modern experimental and numerical approaches.
In the last decades, a significant number of papers have been published in specialized literature
concerning the problem under consideration [1–4]. An excellent review on thermogravitational
convection in enclosures for engineering applications was presented by Baïri et al. [5]. They studied
a wide variety of configurations of cavities with different inclinations and shapes, heat source
distributions, initial conditions, thermal boundary conditions, radiative properties, and nature of
the fluid. In many practical situations, if either the characteristic dimension of the enclosure or the
temperature difference is large enough, the fluid motion becomes turbulent in nature. Miroshnichenko
and Sheremet [6] presented a comprehensive review of main results in the field of turbulent
Energies 2019, 12, 980; doi:10.3390/en12060980 www.mdpi.com/journal/energies21
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thermogravitational convection with and without radiation in rectangular cavities. That study
also indicated that the effects of radiation on thermal transmission and liquid circulation required
investigation. A detailed review of the literature on the entropy generation analysis for heat transfer
processes involving various practical applications was performed by Biswal and Basak [7].
Baudoin et al. [8] investigated the optimized distribution of a significant number of power
electronic devices cooled by turbulent thermogravitational convection. The authors tried to evaluate
the distribution of up to 36 flush-mounted rectangular heat sources to give the best possible cooling
capacity. They studied the effect of turbulence on the optimal (i.e., minimal temperature rise for
a given area) distribution of heaters. Tou et al. [9] performed a numerical study of thermogravitational
convection cooling on a 3-by-3 array of discrete heat sources on one vertical wall of a rectangular
enclosure and cooled by the opposite wall. It was found that heat transfer from discrete heaters
was non-uniform and should be accounted for by applying the averaging techniques. They also
found that the effects of the Prandtl number were negligible in the range from 5 to 130. The paper
presented by Bondarenko et al. [10] was devoted to the numerical simulation of free convection of the
nanofluid cooling of heat-generating and heat-conducting sources using the heatline visualization
technique. They concluded that the addition of nanoparticles could enhance the cooling process
for the electronic devices for various distances between the heat source and cold wall. A numerical
investigation of laminar unsteady thermogravitational convection in a closed enclosure having a local
heat source of different geometric shapes was performed by Gibanov and Sheremet [11]. They
considered heat source shapes which illustrated a smooth transition from rectangular cross-section to
a triangular one through trapezoidal forms. Thermogravitational convection combined with thermal
radiation in an air-filled rectangular enclosure with a discrete heater was studied by Saravanan and
Sivaraj [12]. It was found that the global heat transfer rate was enhanced with an increase in the
Rayleigh number and of the emissivity of the surface for both the heat generating and the isothermal
heat sources. Sheremet et al. [13] investigated natural convection thermal transmission in a partially
open alumina-water nanoliquid area under the effect of vertical solid mural and local heat-generating
source. They concluded that the influence of nano-sized alumina particles was more significant in the
case of low intensive liquid circulation and when the heat source was located near the cooling wall.
To simplify modeling of heat and mass transfer processes, radiation is generally ignored owing
to the expected low temperatures. Nevertheless, over the past decade, refined computations as well
as some reduced scale experiments have shown that thermal radiation can have a big impact on
fluid flow characteristics and thermal transmission even at relatively insignificant temperature levels.
A series of numerical experiments considering thermogravitational convection with radiative thermal
transmission at large temperature differences in a rectangular cavity with a heated cylinder at its center
were performed by Parmananda et al. [14]. They showed that square geometry was the optimum design
of a heated cylinder as it had minimum entropy generation and maximum heat transfer. A similar
numerical study of combined radiative-convective heat transfer in a three-dimensional differentially
heated cavity was carried out by Parmananda et al. [15]. Dehbi et al. [16] investigated the effect of
thermal radiation on thermogravitational convection inside enclosures. Numerical experiments were
conducted with and without consideration of the gas radiation heat transfer. It should be mentioned
that including radiation significantly improves the prediction of the flow field. Turbulent modes of
convection and radiation in an air-filled differentially-heated enclosure at Ra = 1.5 × 109 were studied
by Ibrahim et al. [17]. They conducted a comparative analysis for four cases (only gas radiation, only
wall radiation, combined gas with wall radiation, and without radiation) and compared them in terms
of temperature and velocity fields as well as turbulent quantities (turbulence intensity and kinetic
energy). Their findings indicated that gas radiation had a little influence on the flow structure, at least
when considered alone (without wall radiation). The work of Sharma et al. [18] was devoted to the
turbulent thermogravitational convection in a rectangular enclosure with symmetrical cooling from
the vertical side walls and localized heating from below. It should be noted that correlations have been
developed to evaluate the Nusselt number in terms of the Rayleigh number and the heated width.
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The effect of rotating a square cavity with a heater was investigated by Mikhailenko et al. [19]. They
tried to find optimal conditions for the heated devices in order to decrease the working temperature of
these elements. One main result of that work was that an intensive rotation could essentially reduce
the average temperature inside a local heat-generating source.
The effect of enclosure shapes on thermal transmission and fluid flow has received considerable
attention in the recent past [20]. Das et al. [21] presented a review of the results of studies on free
convection in enclosures of various shapes. That work summarized the research on convection heat
transfer in trapezoidal, triangular, and parallelogrammic cavities and cavities with wavy and curved
walls. The mentioned results demonstrated possible strategies for improving the efficiency of convective
heat transfer. Kang et al. [22] experimentally investigated vertical tubes with inverted triangular fins
under thermogravitational convection. The influence of different fin heights, fin numbers, and heat
inputs was studied. They proposed the Nusselt number correlation, which has the potential of being
used in the tube design of various cooling devices. Free convection inside a square system containing
two vertical thin heat-generating baffles was analyzed by Saravanan and Vidhya Kumar [23]. They
focused mainly on investigating the effect of various positions of the baffles and different boundary
conditions on the vertical walls.
To the best of the authors’ knowledge, the problem of turbulent convective-radiative heat transfer
inside cavities with heat-generating sources has not been well understood. The cavity configuration
under consideration is quite important for the electronics industry where similar basic designs are used.
Numerical simulations were performed for various surface emissivities of walls, Rayleigh numbers,
and Ostrogradsky numbers. The aim of the analyses of thermal transmission was also to investigate
the Nusselt number distribution on the heat source surface.
2. Governing Equations and Numerical Method
The present work considered a turbulent flow of Newtonian fluid (air) under the condition
of a transparent medium. Solid walls and a heater were assumed to be opaque, gray, and diffuse
emitters. The Boussinesq approximation was used to describe the density changes. It was assumed in
the analysis that the fluid was viscous, heat conducting, and Newtonian. Using air as the working
fluid inside the enclosure and the real wall material allowed us to consider that the thermophysical
properties of the fluid were independent of temperature. The physical system is defined in Figure 1.
In the present model, a heat-generating source is located at the bottom wall of the enclosure with
length of 0.2L and has an internal constant volumetric heat flux Q. The external surfaces of the top wall
(y = L + 2l), right wall (x = L + 2l), and left wall (x = 0) are maintained under conditions of convective
heat exchange with an environment. Remaining external surface (y = 0) is adiabatic. No-slip boundary
conditions are supposed for the internal walls of the cavity.
Figure 1. (a) A schematic of the system: 1—solid walls, 2—air, 3—heat-generating element;
(b) computational domain with a non-uniform grid.
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From time t > 0, there is a temperature difference between the fluid and various surfaces.
The thermodynamic equilibrium is disturbed by the appearance of buoyancy forces. Bearing in
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In the present study, the k-ε model was used to describe the Reynolds stress terms [24,25].
For completeness of information, the following expressions adopted to define the closure coefficients
of the turbulence model (i.e., cμ, c1ε, c2ε, c3ε, σk, σε, and Prt) are summarized in Table 1. To make




gβΔT/L, and L which,
respectively, represent the velocity, time, and length are used. The following dimensionless variables
are given as follows:
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√
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Table 1. Empirical constants for the turbulence model.
Parameters cμ c1ε c2ε c3ε σk σε Prt
Values 0.09 1.44 1.92 0.8 1.0 1.3 1.0
In order to investigate the fluid flow in terms of streamlines, the dimensionless vorticity and
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The thermal transmission and liquid circulation are determined by the following governing
parameters: the Ostrogradsky number (Os), the Prandtl number (Pr), and the Rayleigh number (Ra).











The initial conditions for the non-dimensional governing equations are considered in the
following form:
Ψ(X, Y, 0) = Ω(X, Y, 0) = K(X, Y, 0) = E(X, Y, 0) = 0, Θ(X, Y, 0) = 1.0 at τ = 0.
The boundary conditions are expressed as follows:
For the energy equations: ∂Θ∂Y = 0 at Y = 0;
∂Θ











∂n − NradQrad at
the heat-generating source surface.
For the momentum equations: Ψ = ∂Ψ∂n = 0, Ω = − ∂
2Ψ
∂n2
at internal solid–fluid interfaces.
The boundary conditions for the turbulent parameters have been described in detail previously
in [24]. To change a non-uniform grid in physical domain to a uniform grid in computational domain,
a special algebraic coordinate transformation has been applied [24,25].
In this paper, the surfaces were assumed to be gray. The process of radiative heat exchange
between such surfaces (due to absorption and reflection) is complicated compared to the same process
for absolutely black bodies. Radiation analysis has been carried out using the balance method [24–26].
To receive the dimensionless net radiative heat flux Qrad, it is necessary to solve the following equations:
















The contribution of radiation is a significant topic for heat transfer in enclosures. Radiation
heat transfer depends on various parameters such as the wall temperature, surface emissivity,
cavity geometry, and thermophysical properties of the internal medium. In studies focused on
thermogravitational convection, the radiative mode of heat transfer is sometimes neglected due to
the suppressing number of computational resources it demands. At the same time, as practice shows,
radiation has a significant impact on the system under consideration and cannot be neglected. Thus,
real materials will emit (and consequently absorb) less thermal radiation than predicted for a black body.
In the present work, the internal surfaces of the heat source and all walls were considered to be both
gray diffusive emitters and reflectors of radiation. The air flow inside the enclosure was considered
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radiatively non-participating. The parameter ε̃(which varies in this work) was also reasonable from
a physical point of view.
The finite difference method was used to solve the set of governing equations. The diffusion
terms were discretized using the second-order accurate central difference scheme, whereas the accurate
upwind difference scheme was used for the convective terms. The Samarskii locally one-dimensional
scheme was adopted to solve the parabolic equations. The first-order upwind scheme was used for the
discretization of the transient term. The resulting systems of linear equations were solved using the
Thomas algorithm. The elliptical equation was discretized using the second-order accurate central
differencing scheme. The successive over-relaxation method was used to solve the obtained difference
equation. The time step used here was chosen to be Δt = 10−4. A numerical code was written in
C++ programming language. The case of surface radiation and thermogravitational convection in
a differentially heated air-filled square cavity was investigated to validate the numerical procedure.
The obtained results were compared with the numerical data of Wang et al. [27]. Figures 2 and 3 show
a good agreement between the data under consideration (maximum deviation in parameters is 10%).
Figure 2. (a) Streamlines Ψ and isotherms Θ at Ra = 106, ε̃ = 0.8 (b) numerical data of Wang et al. [27].
Figure 3. Profiles of (a) temperature and (b) horizontal velocity at X = 0.5 at Ra = 106, ε̃ = 0.2 in
comparison with numerical data of Wang et al. [27].
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In the case of thermogravitational convection in the enclosure, the developed computational code
was validated successfully using the numerical results of Dixit and Babu [28], Zhuo and Zhong [29],
and Le Quéré [30] (see Table 2). The numerical simulation was carried out on finer and coarser meshes
to check the grid independence. These computational tests with various grids allowed choosing the
suitable grid size selection without compromising CPU time and accuracy. The average convective
Nusselt number on the heat source surface, fluid flow rate, and average heater temperature are shown
in Table 3. Therefore, the grid of 120 × 120 nodes was chosen for further investigation.
Table 2. Variation of the average Nusselt numbers.
Ra Dixit et al. [28] Zhuo et al. [29] Le Quéré [30] Present Data
107 16.79 16.523 – 17.13
108 30.506 30.225 28.78 33.06
109 57.35 – 62.0 60.54
Table 3. Grid independence study for Ra = 109, ε̃ = 0, τ = 1000.
Grid Size δ Nuconv |ψ|max Θhs
60 × 60 5.7 × 10−3 48.78 0.031 0.764
120 × 120 2.5 × 10−3 61.54 0.028 0.783
156 × 156 1.9 × 10−3 64.974 0.027 0.786
It should be noted that the optimum over-relaxation parameter for the elliptical equation was
found to be 1.9. Simple, but at the same time thorough criteria for each of the variables were used to
obtain converged solutions at each time step. The convergence condition
∣∣∣βk+1ij − βkij∣∣∣ < 10−6 must be
satisfied by each variable βkij at any grid point (i, j); here, k is a given iteration parameter.
3. Results
The main aim of this work was to analyze the effect of surface radiation as well as the Ostrogradsky
and Rayleigh numbers variation on fluid flow characteristics and thermal transmission. In this section,
the numerical results are reported for 0.1 < Os < 2, Ra = 108, Ra = 109, Ra = 1010. The various
values of surface emissivity (0, 0.3, 0.6, and 0.9) of the heat-generating source and the solid wall
surfaces were used to examine the influence of radiation on convective heat exchange. Air (Pr = 0.71)
was the working fluid. It should be noted that the thermal conductivity of the heater material λhs
corresponded to the value of silicon. The thermal conductivity of the solid walls λw was specially
selected with a small value of 0.7. Numerical results for the various Nusselt numbers (Nucon and
Nurad) for different conditions are represented and discussed. The geometry was selected in order to
simulate the cooling of an electronic device located on a bottom horizontal surface. The results were
obtained using one Intel Core i7 processor of 3.30 GHz with 16GB of RAM memory.
Figure 4 shows two-dimensional temperature fields at Ra = 108, Os = 1, ε̃ = 0.6 for various
values of the dimensionless time. At the initial time (τ = 3), the distributions of temperature reflect
the formation of two small thermal plumes over the heat-generating source. It is worth noting that
heat conduction is the governing mechanism of heat transfer near the heater due to low convective
velocity at initial time. At τ = 10, the thermal plumes’ height is about a third of the enclosure height,
and further on (τ = 15) a single thermal plume is formed. The ascending hot air reaches an internal
surface of the top wall, while close to the internal surfaces of two vertical walls the descending flow
is formed. Subsequently, the dimensionless time increasing leads to more intensive low temperature
penetration from the environment.
The effect of surface-to-surface radiation (non-participating gas medium) was investigated.
Isotherms Θ and streamlines Ψ are shown in Figure 5 for the various surface emissivities of the
heater and solid walls. It can be seen that two convective cells (with counterclockwise and clockwise
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rotating) are observed for all the values of ε̃. The fluid due to heat transport from the heat-generating
source rises up and collides at the top adiabatic wall; further on, it bifurcates and flows to the solid
vertical walls. Thus, the convective cells have nearly equal strength. The strength of these vortices
increases (see Figure 5) with a decreasing value of surface emissivity. Therefore, an insignificant
intensification of the fluid flow in the enclosure |Ψ|ε̃=0.9max = 0.021, |Ψ|ε̃=0.3max = 0.022, |Ψ|ε̃=0.0max = 0.023 is
observed with a reduction of ε̃. At the same time, the temperature fields are changed more significantly.
Inside the enclosure, an increase in Θ is observed. In particular, it can be seen in isotherm (Θ = 0.6)
which is located above the heater (ε̃ = 0) that it is further ascended with a thermal plume (ε̃ = 0.9).
These numerical results are confirmed by the observations made by Martyushev and Sheremet [31] in
the laminar case.
Figure 4. Isotherms Θ at Ra = 109, Os = 1, ε̃ = 0.3: (a) τ = 3, (b) τ = 10, (c) τ = 15, (d) τ = 50, (e) τ =
200, and (f) τ = 2000.
Figure 5. Isotherms Θ and streamlines Ψ at Ra = 109, Os = 1, τ = 2000: (a), (b) ε̃ = 0.3, and (c)
ε̃ = 0.9, ε̃ = 0.
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In order to study the effect of radiation on thermal transmission, the total heat transfer from the
heater was evaluated using the mean radiative and convective Nusselt numbers. Figure 6 depicts
Nuconv and Nurad at the fluid–solid interfaces for various values of surface emissivity. The presented
results indicate that there is no time point which characterizes the stationary distribution of heat
transfer coefficients. It is caused by permanent heat generation at the local heater. Thus, surface
emissivity enhances the mean radiative Nusselt number by 2.84 times upon the change of ε̃ from 0.3 to
0.9. Due to a decrease in the temperature gradient, a growth of ε̃ leads to the reduction of the mean
convective Nusselt number. However, this change is minor.
Figure 6. Dependences of the mean (a) convective and (b) radiative Nusselt numbers at the
heat-generating source surface vs. surface emissivity and dimensionless time at Ra = 109, Os = 1.
A more detailed impact of the surface emissivity on the temperature profiles at the middle
cross-section X = 0.6 is depicted in Figure 7. The main focus was on investigating the effect of radiation
on the temperature field in a heat-generating source. An in-depth analysis of this problem allowed us
to better understand the principles of passive cooling of electronic elements. It should be noted that
the growth of surface emissivity was manifested in a noticeable decrease in temperature inside the
local heater. This fact was also expressed in a more intensive cooling of the top heat-conducting wall
and, consequently, an increase in the temperature gradient on the surface of this wall. It is clear that
the consideration of surface radiation modifies the temperature fields substantially.
Table 4 demonstrates variations of various considered parameters (average temperature inside
the air cavity, maximum absolute value of the stream function, average temperature inside the
heat-generating source) for Ra = 108, Os = 1. An increment of surface emissivity value reduces
|ψ|max due to a decrease in the convective flow in the enclosure. A growth of ε̃ allows the reduction of
the average temperature inside the heater and, at the same time, leads to a slight increase in the mean
temperature inside the enclosure.
Table 4. Variations of different considered parameters for Ra = 108,τ = 2000.
Surface Emissivity Value Θcavity |ψ|max Θhs
0 0.426 0.0349 0.9425
0.3 0.428 0.0344 0.9295
0.6 0.431 0.0339 0.9172
0.9 0.433 0.0334 0.9050
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Figure 7. Temperature profiles at X = 0.6, Ra = 109, Os = 1 and different values of surface emissivity.
When designing electronic devices, the primary interest is to always control and predict the
temperature inside the enclosure. The development of new types of electronics tends to miniaturize
individual heat-generating elements, which, as a rule, leads to an increase in operating temperatures
and, accordingly, affects the reliability of the equipment. The Ostrogradsky number characterizes
a volumetric heat source in the system. An increase in Os leads to a growth of the density of heat flux.
Figure 8 shows the development of the isotherms Θ for various values of the Ostrogradsky number.
Just to clarify again, the heat transfer processes are caused by both the impact of the heat-generating
source and the cooling of the given area owing to the convective heat exchange with an environment.
It should be noted that the ambient temperature is less than the initial temperature of the area under
consideration. A thermal plume is formed in the central part of the cavity, which characterizes the
location of the ascending flows of hot air. Due to heat dissipation from the heater, the bottom solid
wall is a zone least affected by the environment. It is clear that an increase in the Ostrogradsky number
leads to an essential temperature growth. In particular, the isotherm of 0.5 at Os = 0.1 is located above
the heat-generating source in the air zone, whereas at Os = 2 the considered isotherm is located close
to the solid walls (due to more substantial heating).
Values of the mean radiative and convective Nusselt numbers at the heat source surface, mean
temperature inside the heat source, and air flow rate inside the enclosure for different values of the
Ostrogradsky number are presented in Table 5. At τ = 2000, the mean radiative Nusselt number
increases up to 2.01 times upon the change of Os from 0.5 to 2. It is worth noting that an increase
in the Ostrogradsky number enhances the average temperature inside the heater up to 26%. In this
regard, if the power of the energy source is high, its cooling becomes a non-trivial task. Nuconv
and |ψ|max are also increased with the density of heat flux, which is obvious. Finally, a parameter
such as the Ostrogradsky number affects the reliability of the device, which is the main aspect for
practical applications.
Table 5. Variations of different considered parameters for Ra = 109,ε̃ = 0.6, τ = 2000.
Ostrogradsky Number Nuconv Nurad |ψ|max Θhs
0.5 41.67 33.84 0.0196 0.7097
2 87.59 68.30 0.0250 0.8966
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Figure 8. Isotherms Θ at Ra = 109, ε̃ = 0.6: (a) Os = 0.1, (b) Os = 0.5, (c) Os = 1, and (d) Os = 2.
4. Conclusions
The present work was devoted to the study of the interaction of turbulent natural convection with
surface radiation in an air-filled enclosure with a heat-generating source. From an engineering point
of view, the considered problem is quite important for the electronics industry where similar basic
designs are also used. Governing equations of energy, mass, and momentum were solved by the finite
difference method. This research covered a broad range of the dimensionless parameters that were
previously presented in the study. The effect of the Ostrogradsky number and surface radiation on
fluid flow characteristics and thermal transmission was analyzed in detail for various combinations of
the dimensionless parameters. A change in the value of Os led to either a decrease or an increase in the
average heat-source temperature. It was found that the average radiative Nusselt number increased
up to 2.84 times upon the change of the surface emissivity value from 0.3 to 0.9. Therefore, the surface
radiation has a substantial impact on the total heat exchange and may reach 50% of the total heat flux,
particularly if the heater and wall surfaces have high emissivity. In accordance with the results, it is
possible to conclude that in a sealed electronic case with one heat-generating element under conditions
of convective heat exchange with an environment, the heat removal from the heater can be enhanced
even by a slight increase in ε̃.
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Abbreviations
Bi = hL/λw Biot number
E dimensionless dissipation rate of turbulent kinetic energy
Fk–i view factor from k-th element to the i-th element of an enclosure
g acceleration of gravity (m/s2)
Gk dimensionless generation/destruction of buoyancy turbulent kinetic energy
h heat-transfer coefficient (W/m2 K)
k dimensional turbulence kinetic energy (m2/s2)
K dimensionless turbulent kinetic energy
l thickness of walls (m)
L air cavity size (m)
Nrad = σT4hsL/
[
λ f (Ths − Te)
]
radiation number (or Stark number)
Nucon average convective Nusselt number
Nurad average radiative Nusselt number
Os = qvL2/λhsΔT Ostrogradsky number
p pressure (N/m2)
Pk dimensionless shearing production
Pr = ν/α f Prandtl number
Prt = νt/αt turbulent Prandtl number
qv volume density of heat flux (W/m3)
Qrad dimensionless net radiative heat flux
Rk dimensionless radiosity of the k-th element of an enclosure
Ra = gβ(Ths − Te)L3/να f Rayleigh number
t dimensional time (s)
T dimensional temperature (K)
Te environmental temperature (K)
Tf dimensional fluid temperature (K)
Ths dimensional heater temperature (K)
Tw dimensional wall temperature (K)
u1, u2 dimensional velocity components along x and y axes (m/s)
U, V dimensionless velocity components along X and Y axes
x1, x2 (x, y) dimensional Cartesian coordinates (m)
X, Y dimensionless Cartesian coordinates
Greek symbols
αw thermal diffusivity of the wall material (m2/s)
α f air thermal diffusivity (m2/s)
αhs thermal diffusivity of the heater material (m2/s)
β coefficient of volumetric thermal expansion (1/K)
δ the smallest size of the mesh element
ε dimensional dissipation rate of turbulent kinetic energy (m2/s3)
ε̃ surface emissivity
ζ = Te/T0 temperature parameter
Θ dimensionless temperature
Θhs dimensionless heater temperature
Θf dimensionless temperature of fluid
Θw dimensionless temperature of wall
λw thermal conductivity of the wall material (W/m K)
λ f air thermal conductivity (W/m K)
λhs thermal conductivity of the heater (W/m K)
ν kinematic viscosity (m2/s)
νt turbulent viscosity (m2/s)
σ Stefan–Boltzmann constant (W/m2 K4)
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τ dimensionless time
ψ dimensional stream function (m2/s)
Ψ dimensionless stream function
ω dimensional vorticity (s−1)
Ω dimensionless vorticity
References
1. Xu, G.; Hu, X.; Liao, Z.; Xu, C.; Yang, C.; Deng, Z. Experimental and Numerical Study of an Electrical
Thermal Storage Device for Space Heating. Energies 2018, 11, 2180. [CrossRef]
2. Durgam, S.; Venkateshan, S.P.; Sundararajan, T. Experimental and Numerical Investigations on Optimal
Distribution of Heat Source Array under Natural and Forced Convection in a Horizontal Channel. Int. J.
Therm. Sci. 2017, 115, 125–138. [CrossRef]
3. Kondrashov, A.; Sboev, I.; Dunaev, P. Evolution of Convective Plumes Adjacent to Localized Heat Sources of
Various Shapes. Int. J. Heat Mass Transf. 2016, 103, 298–304. [CrossRef]
4. Ridouane, E.H.; Hasnaoui, M.; Amahmid, A.; Raji, A. Interaction between Natural Convection and Radiation
in a Square Cavity Heated from Below. Numer. Heat Transf. Part A Appl. 2004, 45, 289–311. [CrossRef]
5. Baïri, A.; Zarco-Pernia, E.; Garcia De Maria, J.M. A Review on Natural Convection in Enclosures for
Engineering Applications. the Particular Case of the Parallelogrammic Diode Cavity. Appl. Therm. Eng. 2014,
63, 304–322. [CrossRef]
6. Miroshnichenko, I.V.; Sheremet, M.A. Turbulent Natural Convection Heat Transfer in Rectangular Enclosures
Using Experimental and Numerical Approaches: A Review. Renew. Sustain. Energy Rev. 2018, 82, 40–59.
[CrossRef]
7. Biswal, P.; Basak, T. Entropy Generation vs Energy Efficiency for Natural Convection Based Energy Flow in
Enclosures and Various Applications: A Review. Renew. Sustain. Energy Rev. 2017, 80, 1412–1457. [CrossRef]
8. Baudoin, A.; Saury, D.; Boström, C. Optimized Distribution of a Large Number of Power Electronics
Components Cooled by Conjugate Turbulent Natural Convection. Appl. Therm. Eng. 2017, 124, 975–985.
[CrossRef]
9. Tou, S.K.W.; Tso, C.P.; Zhang, X. 3-D Numerical Analysis of Natural Convective Liquid Cooling of a 3 × 3
Heater Array in Rectangular Enclosures. Int. J. Heat Mass Transf. 1999, 42, 3231–3244. [CrossRef]
10. Bondarenko, D.S.; Sheremet, M.A.; Oztop, H.F.; Ali, M.E. Natural Convection of Al2O3/H2O Nanofluid in
a Cavity with a Heat-Generating Element. Heatline Visualization. Int. J. Heat Mass Transf. 2019, 130, 564–574.
[CrossRef]
11. Gibanov, N.S.; Sheremet, M.A. Natural Convection in a Cubical Cavity with Different Heat Source
Configurations. Therm. Sci. Eng. Prog. 2018, 7, 138–145. [CrossRef]
12. Saravanan, S.; Sivaraj, C. Combined Thermal Radiation and Natural Convection in a Cavity Containing
a Discrete Heater: Effects of Nature of Heating and Heater Aspect Ratio. Int. J. Heat Fluid Flow 2017, 66,
70–82. [CrossRef]
13. Sheremet, M.; Oztop, H.; Gvozdyakov, D.; Ali, M. Impacts of Heat-Conducting Solid Wall and
Heat-Generating Element on Free Convection of Al2O3/H2O Nanofluid in a Cavity with Open Border.
Energies 2018, 11, 3434. [CrossRef]
14. Parmananda, M.; Khan, S.; Dalal, A.; Natarajan, G. Critical Assessment of Numerical Algorithms for
Convective-Radiative Heat Transfer in Enclosures with Different Geometries. Int. J. Heat Mass Transf. 2017,
108, 627–644. [CrossRef]
15. Parmananda, M.; Dalal, A.; Natarajan, G. Unified Framework for Buoyancy Induced Radiative-Convective
Flow and Heat Transfer on Hybrid Unstructured Meshes. Int. J. Heat Mass Transf. 2018, 126, 908–925.
[CrossRef]
16. Dehbi, A.; Kelm, S.; Kalilainen, J.; Mueller, H. The Influence of Thermal Radiation on the Free Convection
inside Enclosures. Nucl. Eng. Des. 2019, 341, 176–185. [CrossRef]
17. Ibrahim, A.; Saury, D.; Lemonnier, D. Coupling of Turbulent Natural Convection with Radiation in an
Air-Filled Differentially-Heated Cavity at Ra = 1.5 × 109. Comput. Fluids 2013, 88, 115–125. [CrossRef]
18. Sharma, A.K.; Velusamy, K.; Balaji, C. Turbulent Natural Convection in an Enclosure with Localized Heating
from Below. Int. J. Therm. Sci. 2007, 46, 1232–1241. [CrossRef]
33
Energies 2019, 12, 980
19. Mikhailenko, S.A.; Sheremet, M.A.; Mohamad, A.A. Convective-Radiative Heat Transfer in a Rotating Square
Cavity with a Local Heat-Generating Source. Int. J. Mech. Sci. 2018, 142–143, 530–540. [CrossRef]
20. Shenoy, A.; Sheremet, M.; Pop, I. Convective Flow and Heat Transfer from Wavy Surfaces. In Viscous Fluids,
Porous Media, and Nanofluids; CRC Press: Boca Raton, FL, USA, 2017.
21. Das, D.; Roy, M.; Basak, T. Studies on Natural Convection within Enclosures of Various (Non-Square)
Shapes—A Review. Int. J. Heat Mass Transf. 2017, 106, 356–406. [CrossRef]
22. Kang, B.D.; Kim, H.J.; Kim, D.K. Nusselt Number Correlation for Vertical Tubes with Inverted Triangular
Fins under Natural Convection. Energies 2017, 10, 1183. [CrossRef]
23. Saravanan, S.; Vidhya Kumar, A.R. Natural Convection in Square Cavity with Heat Generating Baffles.
Appl. Math. Comput. 2014, 244, 1–9. [CrossRef]
24. Miroshnichenko, I.V.; Sheremet, M.A. Turbulent Natural Convection Combined with Thermal Surface
Radiation inside an Inclined Cavity Having Local Heater. Int. J. Therm. Sci. 2018, 124, 122–130. [CrossRef]
25. Miroshnichenko, I.V.; Sheremet, M.A. Turbulent Natural Convection and Surface Radiation in a Closed Air
Cavity with a Local Energy Source. J. Eng. Phys. Thermophys. 2017, 90, 557–563. [CrossRef]
26. Howell, J.R.; Menguc, M.P.; Siegel, R. Thermal Radiation Heat Transfer, 6th Edition. J. Heat Transf. 1970.
[CrossRef]
27. Wang, H.; Xin, S.; Le Quere, P. Numerical study of natural convection-surface radiation coupling in air-filled
square cavities. C. R. Mecanique 2006, 334, 48–57. [CrossRef]
28. Dixit, H.N.; Babu, V. Simulation of High Rayleigh Number Natural Convection in a Square Cavity Using the
Lattice Boltzmann Method. Int. J. Heat Mass Transf. 2006, 49, 727–739. [CrossRef]
29. Zhuo, C.; Zhong, C. LES-Based Filter-Matrix Lattice Boltzmann Model for Simulating Turbulent Natural
Convection in a Square Cavity. Int. J. Heat Fluid Flow 2013, 42, 10–22. [CrossRef]
30. Le Quéré, P. Accurate Solutions to the Square Thermally Driven Cavity at High Rayleigh Number.
Comput. Fluids 1991, 20, 29–41. [CrossRef]
31. Martyushev, S.G.; Sheremet, M.A. Conjugate Natural Convection Combined with Surface Thermal Radiation
in an Air Filled Cavity with Internal Heat Source. Int. J. Therm. Sci. 2014, 76, 51–67. [CrossRef]
© 2019 by the authors. Licensee MDPI, Basel, Switzerland. This article is an open access
article distributed under the terms and conditions of the Creative Commons Attribution




A Stability Analysis for Magnetohydrodynamics
Stagnation Point Flow with Zero Nanoparticles Flux
Condition and Anisotropic Slip
Najiyah Safwa Khashi’ie 1,2,∗, Norihan Md Arifin 1,3, Roslinda Nazar 4, Ezad Hafidz Hafidzuddin
5, Nadihah Wahi 3 and Ioan Pop 6
1 Institute for Mathematical Research, Universiti Putra Malaysia, Serdang 43400 UPM, Selangor, Malaysia;
norihana@upm.edu.my
2 Fakulti Teknologi Kejuruteraan Mekanikal dan Pembuatan, Universiti Teknikal Malaysia Melaka,
Hang Tuah Jaya, Durian Tunggal 76100, Melaka, Malaysia
3 Department of Mathematics, Faculty of Science, Universiti Putra Malaysia, Serdang 43400 UPM, Selangor,
Malaysia; nadihah@upm.edu.my
4 School of Mathematical Sciences, Faculty of Science and Technology, Universiti Kebangsaan Malaysia,
Bangi 43600 UKM, Selangor, Malaysia; rmn@ukm.edu.my
5 Centre of Foundation Studies for Agricultural Science, Universiti Putra Malaysia, Serdang 43400 UPM,
Selangor, Malaysia; ezadhafidz@upm.edu.my
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Abstract: The numerical study of nanofluid stagnation point flow coupled with heat and mass
transfer on a moving sheet with bi-directional slip velocities is emphasized. A magnetic field is
considered normal to the moving sheet. Buongiorno’s model is utilized to assimilate the mixed effects
of thermophoresis and Brownian motion due to the nanoparticles. Zero nanoparticles’ flux condition
at the surface is employed, which indicates that the nanoparticles’ fraction are passively controlled.
This condition makes the model more practical for certain engineering applications. The continuity,
momentum, energy and concentration equations are transformed into a set of nonlinear ordinary
(similarity) differential equations. Using bvp4c code in MATLAB software, the similarity solutions are
graphically demonstrated for considerable parameters such as thermophoresis, Brownian motion and
slips on the velocity, nanoparticles volume fraction and temperature profiles. The rate of heat transfer
is reduced with the intensification of the anisotropic slip (difference of two-directional slip velocities)
and the thermophoresis parameter, while the opposite result is obtained for the mass transfer rate.
The study also revealed the existence of non-unique solutions on all the profiles, but, surprisingly,
dual solutions exist boundlessly for any positive value of the control parameters. A stability analysis
is implemented to assert the reliability and acceptability of the first solution as the physical solution.
Keywords: nanofluid; stagnation sheet; three-dimensional flow; slip condition; stability analysis
1. Introduction
Nanofluids are a special class of fluids that have been the subject of developing research in
the recent years. The dispersion of single nanoparticles like metals, oxides, carbon nanotubes or
carbides in a fluid can create a modern class of fluids known as nanofluid. Water, oil and ethylene
glycol are the common base fluid used in the formation of nanofluid. The invention of nanofluids
that have good thermophysical properties can improve heat transfer performance for enormous
futuristic applications such as in nuclear cooling systems, solar water heating, biomedical applications,
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lubrication, thermal storage, refrigeration, coolant in automobile radiator, and many others [1–13].
Choi et al. [14] initiated an experiment on nanotube-in-oil suspensions and measured that the
thermal conductivity is inevitably greater than the theoretical predictions. An analytical model by
Buongiorno [15] highlighted the importance of thermophoresis and Brownian motion that can induce
a relative velocity between the nanoparticles and base fluid. Nield and Kuznetsov [16] implemented
Buongiorno’s model on the Cheng–Minkowycz problem for flow in a porous medium filled with
nanofluid. A brief study of nanofluid and its thermal conductivity has also been examined by
Buongiorno et al. [17]. Kuznetsov and Nield [18] revised their model [16] by introducing a new
boundary condition that could manipulate the nanoparticles’ volume fraction at the surface. Based on
the report, it is assumed that the nanoparticles’ volume fraction is passively controlled at the boundary
which could make the new model more realistic and physically applicable as compared to the existing
model. Muhammad et al. [19] also imposed coupled effects of convective heat and zero nanoparticles
flux on conditions for Darcy–Forchheimer flow of Maxwell nanofluid. In addition, research works on
the zero nanoparticles flux condition were also considered by Rehman et al. [20], Rahman et al. [21],
Uddin et al. [22], ur Rahman et al. [23] and Jusoh et al. [24]. Furthermore, studies on the boundary layer
problem utilizing Buongiorno’s model of nanofluid were also conducted by these researchers [25–31].
Magnetohydrodynamics (MHD), also acknowledged as hydromagnetics and magneto-fluid
dynamics, is the study on the behaviour of electrically conducting fluids including liquid metals,
plasmas, electrolytes and salt water. The magnetic fields can generate currents or Lorentz force in a
moving fluid, which give resistance to the fluid flow and, simultaneously, changes the magnetic field.
Magnetohydrodynamics are effectively applied in many devices such as generators, power pumps, heat
exchangers and electrostatic filters. The imposition of the magnetic field is also practical in maintaining
the boundary layer flow. Rashidi et al. [32] introduced a new analytical method (DTM–Padé) to solve
the boundary-layer equations of an MHD micropolar fluid near an isothermal-stretching sheet and
concluded that the DTM–Padé is applicable for solving magnetohydrodynamic (MHD) boundary-layer
equations. Rashidi et al. [33] concluded that the magnetic nanofluid flow over a porous rotating disk
was beneficial in rotating MHD energy generators for new space systems. Sheikholeslami et al. [34]
investigated the problem of an eccentric semi-annulus saturated with nanofluid under the influence
of a magnetic field. Hayat et al. [35] studied the combined effects of magnetic field, velocity slip and
nonlinear thermal radiation on the three-dimensional nanofluid flow. Kandasamy et al. [36] considered
the convective condition for an MHD mixed convection flow in a nanofluid while Bhatti et al. [37]
analyzed the MHD Wlliamson nanofluid over a porous shrinking sheet. An external magnetic field
was imposed, while the induced magnetic field was neglected due to the negligible magnetic Reynolds
number. Bhatti et al. [38] examined the coupled effects of MHD and partial slip on the blood flow using
a Ree–Eyring fluid model. Makulati et al. [39] utilized the Tiwari and Das model of water-alumina
nanofluid to study the impact of a magnetic field in inclined C-shaped enclosures. Hussain et al. [40]
found that an upsurge of magnetic field, Hall current, rotation and chemical reaction had an impact on
the fluid flow over an accelerated moving plate.
Stagnation point flows are fluid flows that approach the surface of a solid object and then separate
into different streams. Stagnation region which meets the maximum pressure, heat transfer and mass
deposition are essential in the industrial and technological field. Early classical works on stagnation
flow that excluded the slip velocity effect were examined by Hiemenz [41] for the two-dimensional
problem, Homann [42] for the axisymmetric case and Howarth [43] for the flow near the stagnation
region. According to Wang [44], anisotropy is reflected in the difference of bi-directional (direction)
slip velocities. Previously, Wang had considered the problem of two-dimensional stagnation flow
with symmetric axes on dissimilar surfaces; stationary plate with isotropic slip [45] and moving
plate [46], respectively. The results indicated that the enhancement of slip parameter will change
the surface resistance and velocity profile. Hussain et al. [47] studied the slip flow and heat transfer
of nanofluids embedded in a Darcy-type porous medium. From the analysis, the increment in the
permeability of the porous medium and the velocity slip parameter increased the heat transfer rate,
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whereas it decreased the momentum and thermal boundary layer thicknesses. Khan et al. [48] also
pointed up the significance of wall velocity slip for a reliable design and operation of microfluidic
devicesmade of hydrophobic devices. The emerging numbers of industrial and technological
applications make the study of anisotropic slip that relies upon the flow direction, which is influential
for these types of surfaces: hydrophobic [49–54] and porous [55,56]. Rashad [57] investigated the
coupled effects of anisotropic slip and convective condition in an unsteady nanofluid saturated
with porous medium. Hafidzuddin et al. [58] discussed the anisotropic slip on stagnation flow
due to a permeable moving surface, which resulted in dual solutions attained with the presence
of a suction parameter. Numerous studies involving three-dimensional stagnation nanofluid flow
towards a moving anisotropic slip surface are conducted by Raees et al. [59], Uddin et al. [60] and
Balushi et al. [61]. Very recently, Sadiq [62] concluded that the intensity of magnetic field and velocity
slip cause an increase in the nanofluid velocity while the boundary layer thickness decreases near the
stagnation point region.
Motivated by the literature mentioned earlier, the current work accentuates the anisotropic
slip effect on the numerical solution of stagnation point flow with nanoparticles due to a moving
surface. Buongiorno’s model of nanofluid with an assumption of zero normal flux condition at
the wall is implemented. A set of transformations is applied on the governing model to simplify
them into nonlinear ordinary differential equations (ODEs). The bvp4c function in MATLAB
software (R2017b, MathWorks, Natick, MA, USA) is utilized to perform the numerical computations.
The numerical results are demonstrated in the graph forms of velocity, nanoparticles concentration
and temperature including the skin friction coefficient, heat and mass transfer rate within the specific
range of related parameters. The authors also concern about the emergence of non-unique solutions
and the way of stability analysis is conducted to prove the physical solution. The pioneer works on
formulation of stability analysis were conducted by Merkin [63], Weidman et al. [64], Harris et al.
[65] and Roşca and Pop [66]. A brief of explanation on stability analysis was also discussed by the
following literature [67–74]. To the best of the authors’ knowledge, the results are new and have not
been published.
2. Mathematical Formulation
Consider a steady, three-dimensional stagnation point flow of a nanofluid towards a moving
sheet with the presence of anisotropic slip as illustrated in Figure 1. Ux and Vy are the moving plate
velocities along the x- and y-directions while the z-axis is the axis of stagnation flow. A magnetic field
of consistent strength B0 is applied normal to the plate. The surface is kept with fixed temperature,








is adapted at z = 0. This condition is applied
to achieve practically applicable results [18–24]. The ambient nanofluid concentration and temperature
are denoted as C∞ and T∞.
Figure 1. The coordinate system of the physical model.
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The following assumptions for the physical model are also contemplated in the present work:
• The nanoparticles and the base fluid is maintained in a thermal equilibrium state.
• The Buongiorno’s model of nanofluid is used to mix the combined effects of Brownian motion
and thermophoresis.
• The insignificant value of the magnetic Reynolds number is assumed so that the induced magnetic
field is zero.
• The Hall current effect is also omitted due to the absence of any externally applied electric field.
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subject to the initial and boundary conditions










, w (x, y, 0) = 0,














u (x, y, z) → Ue (x) = bx, v (x, y, z) → Ve (y) = by, T (x, y, z) → T∞,
C (x, y, z) → C∞ as z → ∞,
}
, (8)
where (u, v, w) are the respective velocities in (x, y, z) directions, T is the fluid temperature, C is the
nanoparticles volume fraction, ν is the kinematic viscosity, μ is the dynamic viscosity, σM is the electrical
conductivity of the fluid, ρ is the fluid density, τ1 is the ratio of heat capacity of the nanoparticles
to the base fluid, α is the thermal diffusivity, DB is the Brownian diffusion coefficient, DT is the
thermophoretic diffusion coefficient, S1 is the slip coefficient in x-direction, S2 is the slip coefficient in
y-direction, b is the strength of the stagnation flow, and λ is the moving parameter such that λ > 0 and
λ < 0 refer to the moving plate, which is out and towards the origin, respectively [58,75].
The following similarity transformations which satisfy Equation (1) are employed to convert the
PDEs in Equations (2)–(6) aligned with the conditions (see Equations (7) and (8)) into a set of ODEs:
u = bx f ′(η) + Uxh(η), v = byg′(η) + Vyk(η), w = −
√
bν [ f (η) + g(η)] ,











)2 − ( f + g) f ′′ + M ( f ′ − 1)− 1, (10)
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)2 − ( f + g)g′′ + M (g′ − 1)− 1, (11)
h′′ = h f ′ − ( f + g) h′ + Mh, (12)
k′′ = kg′ − ( f + g) k′ + Mk, (13)
θ′′ = −Pr
[
( f + g)θ′ + Nbθ′φ′ + Nt(θ′)2
]
, (14)
φ′′ = −Le Pr( f + g)φ′ − Nt
Nb
θ′′, (15)
f (0) = g(0) = 0, γ1 f ′′(0) = f ′(0), γ2g′′(0) = g′(0), λ + γ1h′(0) = h(0), λ + γ2k′(0) = k(0),
θ(0) = 1, Nbφ′(0) + Ntθ′(0) = 0,
}
(16)
f ′(η) → 1, g′(η) → 1, h(η) → 0, k(η) → 0, θ(η) → 0, φ(η) → 0 as η → ∞,} (17)




field parameter, Nt =
τ1DT(Tw − T∞)
νT∞




the Brownian motion parameter, Pr =
ν
α
is the Prandtl number, Le =
α
DB









are the slip parameters in the bi-directional x- and y-axis,
proportionately. The physical interests in the study are the dimensionless skin friction coefficient,
local Nusselt number (heat transfer rate) and local Sherwood number (mass transfer rate) which is
denoted by








The implementation of stability analysis is essential to affirm mathematically the stability and
reliability of the dual solutions. The first non-unique solution which is asymptotically satisfying the
boundary conditions will be denoted as the first or upper branch solution. For stability purposes,
a time-dependent problem needs to be considered based on study in previous literature [67–73].
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New transformations are applied to the unsteady problem (see Equations (19)–(23)) where τ is
the non-dimensional time variable:
u = bx
∂ f (η, τ)
∂η
+ Uxh(η, τ), v = by
∂g(η, τ)
∂η
+ Vyk(η, τ), w = −
√
bν [ f (η, τ) + g(η, τ)] ,




z, τ = bt.
⎫⎪⎪⎬⎪⎪⎭ (24)
Using Equation (24), the following equations can be attained:
∂3 f
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→ 1, h(η, τ) → 0, k(η, τ) → 0, θ(η, τ) → 0, φ(η, τ) → 0 as η → ∞.
}
(32)
For the stability process, steady flow solutions f (η) = f0(η), g(η) = g0(η), h(η) = h0(η),
k(η) = k0(η), θ(η) = θ0(η) and φ(η) = φ0(η) which have satisfied Equations (10)–(17) are examined
by the following expressions:
f (η, τ) = f0(η) + e−στ F(η)
g(η, τ) = g0(η) + e−στG(η)
h(η, τ) = h0(η) + e−στ H(η)
k(η, τ) = k0(η) + e−στK(η)
θ(η, τ) = θ0(η) + e−στ P(η)
φ(η, τ) = φ0(η) + e−στ R(η)
⎫⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎬⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎭
, (33)
where σ is an eigenvalue, F(η), G(η), H(η), K(η), P(η) and R(η) are small relative to f0(η), g0(η),
h0(η), k0(η), θ0(η) and φ0(η), correspondingly [66]. The linearized eigenvalue problem will be attained
by replacing Equation (33) into Equations (25)–(32):
F′′′ + ( f0 + g0) F′′ + (F + G) f ′′0 − (2 f ′0 − σ + M)F′ = 0, (34)
G′′′ + ( f0 + g0) G′′ + (F + G) g′′0 − (2g′0 − σ + M)G′ = 0, (35)
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H′′ + ( f0 + g0) H′ + (F + G) h′0 − h0F′ − ( f ′0 − σ + M)H = 0, (36)
K′′ + ( f0 + g0)K′ + (F + G) k′0 − k0G′ − (g′0 − σ + M)K = 0, (37)
P′′ + Pr
[











R′′ + Le Pr
[





P′′ = 0, (39)
along with the conditions
F(0) = G(0) = 0, γ1F′′(0) = F′(0), γ2G′′(0) = G′(0),
γ1H′(0) = H(0), γ2K′(0) = K(0), P(0) = 0, NbR′(0) + NtP′(0) = 0
}
, (40)
F′(η) → 0, G′(η) → 0, H(η) → 0, K(η) → 0, P(η) → 0, R(η) → 0 as η → ∞.} (41)
The stability of the solutions f0(η), g0(η), h0(η), k0(η), θ0(η) and φ0(η) depends on the smallest
eigenvalue, σ1 by solving the governing linearized eigenvalue model in Equations (34)–(41). Relaxation
of a boundary condition is necessary to attain a possible range of eigenvalues [65]. Hence, in the present
paper, the boundary condition F′(η) → 0 as η → ∞ (see Equation (41)) is relaxed and replaced with
the normalizing boundary condition F′′(0) = 1.
4. Results and Discussion
The similarity solutions for the transformed ODEs in Equations (10)–(15) aligned with the
conditions (see Equations (16) and (17)) are found with the aid of bvp4c function in MATLAB software.
The bvp4c function implements a finite difference scheme known as 3-stage Lobatto IIIa [74,76–78].
There are four separate codes in bvp4c function; code a for solving steady flow equations, code b
for continuation of code a, code c and d for stability analysis of dual solutions. In the bvp4c code a,
η∞ = 10 is used for the numerical calculations, but it is found that η∞ = 5 is sufficient enough to fulfill
the boundary conditions based on all the profiles demonstrated in the present study. For the method
validation, few values in the case of Newtonian fluid with the absence of magnetic parameter and heat
transfer have been compared to the results by Wang [44] and Balushi et al. [61]. The present numerical
values are in positive agreement with others as tabulated in Table 1.
Table 1. A comparison data with previous published results for λ = 1, γ1 = 5 and various γ2.
Present Wang [44] Balushi et al. [61]
γ2 = 5 γ2 = 2.5 γ2 = 5 γ2 = 2.5 γ2 = 5 γ2 = 2.5
f ′(0) 0.896418 0.895885 0.8964 0.8959 0.896418 0.895885
g′(0) 0.896418 0.809985 0.8964 0.8100 0.896418 0.809985
h(0) 0.122554 0.123428 0.123 0.123 0.122554 0.123428
k(0) 0.122554 0.221884 0.123 0.222 0.122554 0.221884
Figures 2–17 exhibit that dual solutions are possible in the present study. The first and second
solutions are depicted by the straight and dashed lines, respectively. Generally, the solution which
converges first is assumed as the first or physical solution, and in this case, the stability analysis as
discussed in the previous section will affirm which solution is physically realizable. Figures 2–7 display
the nanofluid velocities on x- and y-directions, temperature and concentration profiles in limiting
numbers of γ2 when Le = Pr = 1, Nb = Nt = 0.2, M = 0.5, λ = −1, 1 and γ1 = 5. Both of the velocities
as revealed in Figures 2 and 3 increase because the shear stress decrease with the enlargement of the
slip parameter and this is supported by the result in Figure 11. Figures 4 and 5 demonstrate the slip
velocity profiles h(η) and k(η) in both directions, respectively. There are opposite and symmetrically
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effect for both profiles at λ = ±1. The changes in λ only influence the slip velocity profiles since the
moving parameter only remains in the initial condition at h(0) and k(0) (see Equation (16)). Boundary
layer thickness for both solutions diminishes with an increment of γ2 as manifested in Figures 4 and 5.
The nanofluid temperature as illustrated in Figure 6 declines with the expanding values of
γ2 while the opposite result is obtained for the nanoparticles’ volume fraction profile in Figure 7.
Meanwhile, Figures 8–10 present the influence of the Nb and Nt on both nanoparticles volume
fraction (concentration) and temperature profiles. The nanofluid concentration diminishes as
Nb increases while expands as Nt increases and these outcomes are in conjunction with the
previous results by Balushi et al. [61]. An inflation of Nt seems to boost the thermal boundary
layer thickness and temperature, whereas the presence of Nb give zero impact on the nanofluid
temperature. The appearance of the nanoparticles in the base fluid will generate thermophoresis
parameter. As Nt increases, the higher thermal conductivity in nanofluid will enhance both
temperature and concentration.
Variations of g′′(0), k′(0), −θ′(0) and −φ′(0) against the slip parameter, γ1 for selected values
of γ2, Nb and Nt are visualized in Figures 11–17, respectively. Unlike the other studies which conduct
stability analysis for non-unique solutions, no critical value or turning point is found in this analysis.
Critical value is defined as a value that separates the first (physical) and second solutions. Both
upper and lower branches existing boundlessly for each value of γ1 and for the graph visualization,
0 ≤ γ1 ≤ 30 have been selected. There is no significant effect of γ2 on f ′′(0) and h′(0), hence the graph
is not highlighted. This is supported by the velocity and slip velocity profile that have been shown
previously in Figures 2 and 4. Variations of −θ′(0) and −φ′(0) as can be seen in Figures 13 and 14 only
show minimal changes as γ2 increase but since the value of Nb and Nt is same, −θ′(0) = −(−φ′(0))
for all values of γ1 and γ2. An increasing values of the Brownian motion parameter Nb escalate the
mass transfer rate whereas the thermophoresis parameter Nt reduces both heat and mass transfer rate
as displayed in Figures 15–17.
Since dual solutions are obtained in the study, a stability analysis has been conducted by solving
Equations (34)–(39) with the conditions (see Equations (40) and (41)) using Matlab bvp4c code c and
d. Generally, negative σ1 indicates an initial upsurge of disturbances, which signifies that the flow is
unstable while there are opposite flow characteristics for positive σ1. The smallest eigenvalue, σ1 for
some values of γ1, is tabulated in Table 2. It shows that the first and second solutions have positive
and negative eigenvalues, respectively, which validate the stability and reliability of the first solution.
Figure 2. Nanofluid velocity along the x-direction for diverse values of γ2 with λ = −1, 1.
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Figure 3. Nanofluid velocity along the y-direction for diverse values of γ2 with λ = −1, 1.
Figure 4. Slip velocity along the x-direction for diverse values of γ2 with λ = −1, 1.
Figure 5. Slip velocity along the y-direction for diverse values of γ2 with λ = −1, 1.
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Figure 6. Nanofluid temperature in a limiting range of γ2 with λ = −1, 1.
Figure 7. Nanoparticles volume fraction profile in a limiting range of γ2 with λ = −1, 1.
Figure 8. Nanoparticles’ volume fraction profile in limiting range of Nb when Le = Pr = 1, Nt = 0.2,
γ1 = 5, γ2 = 10, M = 0.5 and λ = −1, 1.
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Figure 9. Nanofluid temperature in limiting range of Nt when Le = Pr = 1, Nb = 0.2, γ1 = 5, γ2 = 10,
M = 0.5 and λ = −1, 1.
Figure 10. Nanoparticles’ volume fraction profile in a limiting range of Nt when Le = Pr = 1, Nb = 0.2,
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Figure 11. Variations of g′′(0) towards γ1 for selected values of γ2.
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Figure 14. Variations of −φ′(0) towards γ1 for selected values of γ2.
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Second Solution
Figure 17. Variations of −φ′(0) towards γ1 for selected values of Nt.
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Table 2. σ1 for diverse γ1 when γ2 = 5, Le = 1, Nb = Nt = 0.2, M = 0.5, Pr = 1 and λ = −1.
γ1
σ1 σ1







A numerical investigation on three-dimensional MHD stagnation point flow due to a moving
plate with the presence of anisotropic slip has been accomplished. Buongiorno’s model of nanofluid is
selected to integrate the thermophoresis and Brownian motion parameters. A set of transformations
was used to reduce the governing model into a set of nonlinear differential equations. The similarity
equations are then transformed into the bvp4c algorithm to perform the numerical computation.
The numerical results are illustrated graphically on the specific physical parameters such as
thermophoresis parameter Nt, slip parameters γ1, γ2 and Brownian motion parameter Nb to study the
flow, heat and mass transfer characteristics of the nanofluid. Non-unique solutions exist boundlessly
for all positive values of related parameters in the present study. The implementation of stability
analysis using bvp4c code proves the reliability of the first solution. The thickness of boundary layer
for the non-physical solution is larger compared to the physical solution. The rate of heat transfer is
reduced with the augmentation of the anisotropic slip (difference of slip velocities), while the opposite
result is obtained for the mass transfer rate. The rising values of Nb reduce the boundary layer
thickness for nanoparticle concentration and increase the Sherwood number while an adverse trend is
observed for the higher values of Nt.
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Abbreviations
The following abbreviations are used in this manuscript:
B0 magnitude of the magnetic field strength
C nanoparticle concentration
DB Brownian diffusion coefficient
DT thermophoretic diffusion coefficient
Le Lewis number
M magnetic parameter
Nb Brownian motion parameter
Nt thermophoresis parameter
Pr Prandtl number
Rex local Reynolds number
S1, S2 slip coefficient in x- and y-directions, respectively
T nanofluid temperature
Tw wall temperature
T∞ free stream temperature
Ue free stream velocity along the x- axis m/s
Ux moving plate velocity along the x- axis m/s
Ve free stream velocity along the y- axis m/s
Vy moving plate velocity along the y- axis m/s
b strength of the stagnation flow
f , g dimensionless stream function along x- and y-directions, respectively
h, k slip velocity along x- and y-directions, respectively
t time s
u, v, w velocities along the x-, y-, z- directions, respectively
α thermal diffusivity of the fluid




ν kinematic viscocity m2/s
ρ density of base fluid kg/m3
σ unknown eigenvalue
σM electrical conductivity of the fluid s3A2/(kgm3)
τ dimensionless time variable
τ1 ratio of the heat capacity of the nanoparticles to the base fluid
φ dimensionless nanoparticle volume fraction/concentration
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Abstract: This article is devoted to the development of the multiblock technique for numerical
simulation of vortex heat transfer enhancement (VHTE) by inclined oval-trench dimples. Special
attention is paid both to the analysis of numerical predictions of different-type boundary conditions
at the wall: T = const and q = const and to the comparison of the standard and modified shear stress
transport models. The article discusses the mechanism of change in the flow structure and secondary
flow augmentation due to an increase in a relative length of an oval-trench dimple (at its fixed spot
area, depth and orientation) where a long spiral vortex is formed.
Keywords: vortex; heat; dimple; channel; simulation
1. Introduction
The use of a structured surface with discrete artificial roughness is a popular method of vortex
heat transfer enhancement (VHTE) in energy equipment [1]. Tubes with periodic protrusions many
times enhance heat transfer in comparison to smooth tubes. However, hydraulic losses in this case
grow faster, thus, an increased total pressure drop is required. Replacing protrusions by grooves allows
hydraulic losses to be decreased cardinally.
Prior to the three-dimensional (3D) printing era, the type of discrete roughness was mainly
determined by technology. Cylindrical cavities made by mechanical extrusion [2–4] were the simplest
and well-studied technological forms. However, hydraulic losses in ducts with such cavities appeared
to be rather high.
Another simple form of a surface cavity is a semi-spherical dimple formed by a sphere that was
pressed into the wall. In the late 20th century, such cavities attracted the attention of researchers and
engineers [5–8], although at a later date segment-spherical dimples of a relative depth of less than
0.5 (in terms of spot diameter) [9,10] were quite often considered. It is interesting to note that the
self-oscillatory flow regime was for the first time revealed in a semi-circular dimple, on the sides of
which vortex jets were alternatively formed [5].
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One of the first researchers who drew attention to the vortex mechanism of heat transfer
intensification using spherical dimples were Kiknadze et al. [11] and Ligrani et al. [12].
In the 1990s, Afanasiev et al. [13] and Chyu et al. [14] have carried out a series of pioneering
experimental investigations of turbulent convective heat transfer at a dimpled plane wall in rectangular
channels. The most complete complex study of hydrodynamics and heat transfer on surfaces with
spherical recesses was conducted By Terekhov [10]. Results of this work were used as a basis for
studying flow characteristics in dimpled channels at the University of Rostock [15].
A large number of experimental works on hydrodynamics and heat transfer in dimpled channels
were performed at the beginning of the new millennium [16–21]. Later, these publications were
supplemented [22–24] using new experimental methods with the implication of gradient heat flux
sensors and pressure pulsation detectors. The studies on the visualization of vortex flows in the vicinity
of dimples such as [25,26] should also be mentioned here.
Recent interest in laminar heat transfer enhancement was initiated by the research of heat transfer
in microchannels [27]. The research in [28] analyzed the detailed maps of flow around single spherical
dimples. There has also been research that [29,30] contained the important results that were used for
verification and validation of numerous numerical predictions. Lastly, there has been research [31] that
analyzed the technique of making longer non-spherical dimples at the wall.
The analysis of the experimental works as presented here shows that most of them are devoted
to spherical dimples. As noted in [11,12], the jet-vortex nature of heat transfer enhancement by
such dimples is beyond doubt; however, the intensity to form swirled flows appears to be low and
the problem to select rational shapes of vortex generators with the highest thermal and hydraulic
performance still remains open. In [29], it was experimentally established that heat fluxes decay on the
leeward side of the spherical dimple in the zone of low-velocity separated flow in comparison to the
plane wall. Heat transfer coefficients are low inside the dimple.
The objective of the present study was to apply the specialized multiblock computational
technique (MCT) based on simple-topology different-scale structured grids with their partial
overlapping as being realized in the VP2/3 code in order to calculate convective heat transfer in
dimpled channels. The authors analyzed different interpretations of turbulent transfer, including the
consideration of the flow curvature influence on turbulent characteristics. We validated the numerical
predictions and verified the turbulence models when comparing predicted and experimental results.
This study analyzes the physical mechanisms of VHTE based on the control of large-scale spiral
vortices in single oval-trench dimples with fixed spot area and depth at an angle of inclination to the
main flow at a Reynolds number of 104. It is shown that increasing the dimple length changes the flow
structure in the dimple. The separation zone substantially decreases, backflow enhances, which leads
to an almost two-fold growth of heat transfer occurring in the separation zone and also results in an
increase in the secondary flow velocity comparable to the bulk velocity in the channel.
2. Problem Statement
In this work, we considered the convective heat transfer in the channel with a cross-sectional
aspect ratio of 2.5 × 0.33 (the dimensions are related to the dimple diameter). At the entrance to
the channel, we set the velocity profile of a fully developed turbulent flow. We are looking at an
incompressible fluid. On the walls, the conditions of non-slip are observed. The profiles of the
longitudinal, vertical and transverse components of the velocity u, v, w, as well as the turbulence
characteristics (energy k, specific scattering velocity ω, vortex viscosity μt) are found from the solution
of a special problem in the development of the flow in the computational domain of the selected
section of the channel under periodic boundary conditions under the selected Reynolds number 104.
As parameters are assigned to the normalization of the volumetric velocity U, a spot diameter d of
basic spherical and 10◦-truncated conical dimples, the density ρ and viscosity μ of the coolant-water
(Pr = 7). The depressions of the average depth of 0.13 (according to the classification [32]) are located
at some distance (about 3) from the selected channel input. The center of the Cartesian coordinates x,
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y, z are in the longitudinal middle plane of the channel at the point of projection of the center of the
dimple on the section coinciding with the wall of the lower plane (Figure 1). The rounding radius
of dimple edges is taken as equal to 0.025. While maintaining the area of the oval dimple spot equal
to the area of the spherical dimple, its width b varies from 0.731 to 0.346 in width from 1.68 to 6.78
(Figure 1 and Table 1).
Figure 1. Channels with spherical (a), 10◦-truncated conical (b) and oval dimples of width b = 0.731
(c), 0.549 (d), 0.429 (e) and 0.346 (f).












The channel ends at a distance L = 7 after the dimple (normalized by the diameter of the dimple spot).
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We solved the problems of heat transfer and hydrodynamics separately. The flow at the channel inlet
is isothermal at Tref = 293 K. The streamed bottom wall of the dimpled channel was heated and a supplied





Here, λ is the thermal conductivity of water. The side walls of the channel are adiabatic, while
the top wall is isothermal at Tref (taken as the normalization scale). The outflow conditions are
predetermined for T at the channel outlet.
Since the previous studies [32,33] considered heated isothermal walls, the testing part of this work
compares the boundary conditions T = const and q = const; the heated wall temperature was assigned
as equal to 1.036 in terms of Tref. We need to note that in [32,33], air was considered as a heat carrier
and the wall temperature was set to 373 ◦C.
3. Models, Methods, Computational Grids
In the section below, suggestions on turbulence model and computation methodology selection
are presented, multi-block mesh structure is described; also in addition, we pay attention to iteration
process convergence of the problem solution.
3.1. Turbulence Models
To solve the problem of convective heat transfer in a turbulent flow of incompressible fluid
in a channel with single dimple on the heated walls, a mathematical model based on a system of
Reynolds-averaged stable Navier-Stokes equations (RANS) and an energy equation similar to [32,33]
was used.
To close them, the standard Menter SST (Shear Stress Transport) model and the modified Menter
SST model were successfully used for typical wall flows, including those with separation [34,35]. The k-ω
model proposed by Menter is a generalization of two turbulence models: the Launder–Spalding k-ε
model for shear flow zones far from the wall and the Saffman–Wilcox k-ωmodel for the near-wall region.
In addition, designing the zonal shear stress transport model the ideas were taken from the Johnson–King
turbulence model. As earlier mentioned, in determining eddy viscosity, the Menter 1993 model [34] uses
the vorticity modulus Ω, and the Menter 2003 model [34], as the majority of semi-empirical models of
differential type, includes the strain tensor modulus S into the expression for eddy viscosity. It is important
to emphasize that the semi-empirical models are calibrated mainly in near-wall flows. As a result, there is
a need to correct them to high-intensity separated flows. As noted in [36], the Rodi–Leschziner approach
to correcting eddy viscosity within the framework of the high-Reynolds version of the Launder–Spalding
dissipative two-parameter turbulence model [37] widely used in the 1980–1990s [37] is that it is affected
by the correction function f c = 1/(1 + Cc × Rit). The constant Cc equal to 0.57 was determined analytically
when calculating turbulent annular and twin parallel jets [38] and a limitation was imposed on the product
f c × Cμ: 0.02 < f c × Cμ < 0.15 (in the standard k-εmodel [37], the semi-empirical constant Cμ = 0.09 in
the expression for eddy viscosity). Isaev generalized the Rodi–Leschziner approach (RLI approach) to
the Menter 2003 model. Kharchenko, Usachov and Isaev selected the constant Cc = 0.02 [36] from the
condition of the best agreement of numerical predictions and experimental data for numerous separated
flows. Recently Smirnov and Menter [39] have proposed one more correction of the Menter 2003 model
(SM correction) when they extended the Shur–Spalart correction in the Spalart–Allmares eddy viscosity
model [40] to the Menter two-parameter model.
Near-wall conditions for SST models are formulated so that the normal derivative to the wall
for turbulence energy is equal to zero and the specific dissipation rate of turbulence energy in the
near-wall cell is determined as in [41].
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3.2. Computational Methodology
It is beyond doubt that software based on solving the Reynolds-averaged Navier–Stokes equations
with the use of semi-empirical models became a powerful tool to predict flow parameters and
turbulence characteristics. The present study used the multiblock computational technique [42] realized
in the original research VP2/3 code (velocity-pressure, two-dimensional (2D)/3D). Computational
algorithms realized in this code are based both on the concept of splitting with respect to physical
processes and on the application of grid methods for solution of the governing equations [42,43].
The use of the concept of splitting allows a system of partial differential equations to be
divided into blocks containing momentum equations in natural variables (including Cartesian velocity
components for incompressible viscous liquid flows), which replace the continuity equation, as well
as the pressure correction equation (SIMPLEC (Semi-Implicit Method for Pressure Linked Equations
Consistent) [44,45]) and the equations for their closure (from the chosen turbulence model).
Thus, the system of steady equations in discrete form is solved block by block at each time step
during the global iteration process (about 10–20 iterations), when at each time step for one iteration
in the course of solution of the momentum equation, several (about 10–15 iterations) iterations are
performed in the pressure correction block and about four–six iterations in the turbulence and energy
blocks. The governing equations are preliminarily linearized [46].
In the calculation algorithm we used: (1) the pressure correction procedure SIMPLEC [44,47,48];
(2) the approximation of the convective terms in the explicit hand-side of the momentum equation
using Leonard’s one-dimensional quadratic upwind scheme [49] to reduce the influence of numerical
difference specific for a considered type of separated flows and using van Leer's scheme [50]; (3) the
representation of the convective terms in the implement hand-side of transport equations using the
upwind scheme with one-sided differences; (4) methods with preconditioners for solution of difference
equations [51].
In this paper, we used a Rhie–Chow’s generalized approach [48] to avoid difficulties in the
calculation of unsteady flows. The method for solution of algebraic equations is the BiCGSHAB
(biconjugate gradient stabilized method) preconditioner [51] with an AMG (Algebraic Multigrid)
preconditioner from Demidov’s library (amgl) [52] for pressure correction and the ILU0 preconditioner
for another variables.
MCTs realized in the VP2/3 code are outlined elsewhere [42,53]. Their essence is to introduce a set
of difference-scale, tier and structured overlapping grids to resolve the flow structure in the physical
problem of corresponding scale. The parameters for two rows of near-boundary cells of each of the
overlapping or overset grids are determined using linear interpolation [42,54] in the manner, as done
in [55]. Computation from grid to grid with the use of MCTs involving linear interpolation is a source
of errors; however, the test calculations [54] showed that the errors were acceptable.
3.3. Computational Grids
In this paper, we used multiblock overlapping structured grids of different scale (Figure 2).
We considered grid structures similar in topology to those used in [32,33,56]; however, these are more
condensed and have a greater number of cells. A rectangular channel is covered with a Cartesian grid
condensing to the walls and to the area around a dimple. The total number of cells in the channel is
700,000–1,500,000.
In the case of spherical and conical dimples, a detailed grid is Cartesian and in the case of oval
dimples, it is curvilinear, fitted to the streamlined bottom wall of the channel.
The area around spherical and conical grids is divided by a cylindrical grid adjusted to the dimple
surface (Figure 2a,b); an additional grid close to a rectangular one (‘patch’) is introduced to prevent
nodes from condensing in the near-axis zone. The minimum grid step near the edge is 0.002. In the
case of oval dimples, a special edge grid is introduced to describe high-gradient zones. The total
number of multiblock grid cells is about 1.5–3 mln cells.
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Figure 3a illustrates the multiblock computational grid in the axonometric projection for an
oval-trench dimple.
Figure 2. Spherical (a) and 10◦-truncated conical (b) inserts in the multiblock structured grids in the
narrow channel with single spherical (c,e), conical (d), oval (f,g) grids of different topology and width:
(c,d,f,g)—view from the heated wall; e—middle section of the channel; (f–b) = 0.731; (g)—0.346.
Figure 3. Multiblock grid for a narrow channel with an oval-trench dimple covered with a detailed
grid in the dimple area and with edge selection (a), 3 × 2 dimpled section (b) and rectangular area of
oval dimple (c). Channel cross sections A-B serve for determination of hydraulic losses.
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3.4. Data Processing
The integral characteristics of flow and heat transfer in the narrow channel with single dimples
were calculated in terms of the selected channel sections surrounding the dimple. As in [32,33],
hydraulic losses in the channel were determined between the assigned cross sections A-B shown in
Figure 3. Since we analyzed very long oval dimples, the size of the channel section (in comparison
to [32,33,57]) was somewhat increased to assess relative heat transfer and to take it equal to 3 × 2 in the
dimple center at a distance of 1 from the front boundary of the section (Figure 3b). In the present work,
the thermal and hydraulic performance of the oval dimple was for the first time determined in the
rectangular section surrounding the oval dimple at the 45◦ angle of orientation to the flow (Figure 3c).
We analyzed local dimensionless and relative characteristics of flow and heat transfer, including
static pressure, friction, temperature and Nusselt number, as a function of longitudinal and transverse
coordinates in the middle sections of the channel and the dimple at the bottom, heated and isothermal
top walls. We compared Cartesian velocity components, turbulence energy and eddy viscosity
normalized by the Reynolds number as profiles in the vertical coordinate in the dimple centers.
Temperature and Nusselt number fields are combined with the flow maps. We also considered
vortex structures that are formed in dimples and obtained by computer visualization of labeled
liquid particles.
3.5. Analysis of Convergence
Similarly [32,33] the SST model [36] with curvature correction within the RLI approach is chosen
as the basic model.
Figure 4 shows the plots of maximum errors versus iteration step: convergence trajectories,
transverse load and total Nusselt number determined within the dimple when the size of an additional
grid is assigned (Figure 3a). Figure 4 illustrates the convergence trajectories chosen for maximum
errors of the following variables u, p, T, k at each iteration step Nit: Erru, Errp, ErrT, Errk at linear and
logarithmic scales.
Calculation is over when the maximum error does not exceed 10−5. However, the experience
with calculating separated flows [58] shows that it is not enough to control how a solution is set only
in terms of errors and that it is necessary to observe the convergence in terms of integral characteristics.
In the current study, transverse load Rz and heat transfer Nus in the dimple region are chosen as
integral parameters.
The analysis of the convergence trajectories for conical and oval-trench dimples says that despite
a greater number of iterations sometimes because of the use of a more detailed grid in the case of an
oval dimple, the decrease in errors due to an increase in Nit is generally regressive in character and
close to a linear one (Figure 4a,b,e,f). In the case of the conical dimple, Rz needs much time to be set
and practically this takes place during the entire convergence process (about 3000 iterations).
This is mainly associated with the fact that a symmetrical vortex is formed in the dimple. At the
same time, in the case of the oval dimple, Rz was set during 1500–3000 iterations, whereas the entire
process occurred during more than 10,000 iterations. Approximately, the same situation was observed
when total heat is transported from the dimpled region, although in the case of the conical dimple
Nus was set slightly faster than Rz. In the case of the oval dimple, Nus was set to the 1000th iteration;
wherein Rz still significantly changes. As a whole, the convergence for integral characteristics in the
case of the oval dimple was set faster than in the case of the conical dimple.
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Figure 4. Convergence trajectories at linear (a,e) and logarithmic (b,f) scales, the dependences of the
transverse load Rz (c,g) and the Nusselt number Nus (d,h) in the dimple region. Numbered curves:
1—Erru; 2—Errp; 3—ErrT; 4—Errk.
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4. Testing, Verification, Validation
The test block contained several series of results. First, there is the verification of methodology and
turbulence model by comparison of numerical predictions with Terekhov’s experiments in area of heat
exchange in a spherical dimple on a thin channel wall. Second is a comparison of boundary conditions
by T = const and q = const on example of flow over a spherical dimple. Third is the validation of
computations in evaluation of influence of multi-block meshes on accuracy of solution of problem of
convective heat exchange close to a tiled oval-trench dimple on wall of a thin channel.
4.1. Comparison of the Numerical Predictions with V.I. Terekhov’s Experimental Data
Figure 5 presents some numerical and assessed calculations of flow and heat transfer in the
narrow channel with a spherical dimple of depth 0.13 at the thermally insulated channel wall with a
heated dimple as done in [10].
Figure 5. Verification: the comparison of the experimental data [10] with the numerical predictions
of flow and heat transfer characteristics in the narrow channel with a spherical dimple (dimple spot
heating at q = const): 1, 3—experiment [10]; 2, 4—calculation; 3, 4—hydraulic losses; 5—data [59].
(a) ζpl(Re); (b) Cp(x); (c) Nun(Re), 104ζ(Re); (d) Nu/Nupl(x); (e) Nu/Nupl(z)
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In Figure 5a, the methods for assessment of hydraulic losses ζ in the narrow plane-parallel
channel [32] are verified by comparing the obtained numerical predictions with the estimates according
to the data [59]. A satisfactory agreement is obtained between the results that attest to the acceptable
accuracy of the methods used.
The comparison of the calculated and measured distributions of the longitudinal distribution
of the pressure coefficient Cp in the middle section of the dimple (Figure 5b), the Reynolds number
dependences of heat transfer on the dimple spot and hydraulic losses (Figure 5c), as well as the
longitudinal and transverse relative Nusselt number distributions in the middle section of the dimple
(Figure 5d,e) shows as a whole their satisfactory agreement.
4.2. Predictions of Convective Heat Transfer in the Narrow Channel with a Spherical Dimple at T = const
and q = const
Figures 6 and 7 and Table 2 demonstrate some of the comparative analysis results for the influence
of boundary conditions at the heated bottom wall with a spherical dimple. As in [32,33], three sections
near a dimple are chosen for analysis and are numbered as in Table 3: 10—2.5 × 1.5 section with a
spherical dimple center at a distance of 1 from the front boundary of the section; 20—square section
surrounding the spherical dimple; 30—2 × 1.5 section in the dimple wake.
As follows from Table 2, the integral characteristics of the thermal and hydraulic performance of
the channel with a spherical dimple are practically independent of the type of boundary conditions for
heat transfer within the turbulent flow regime. However, the local distributions (Figures 6 and 7) are
significantly different in the near-edge zone and in the dimple center. Difference in maximum relative
local heat transfer values is of the order of 1.5; at T = const, the loads against the near-edge zone are
significantly higher than those at q = const.
Table 2. Thermal and hydraulic performance of three sections of the narrow channel with a spherical
dimple at different boundary conditions q = const and T = const.
Boundary Condition Type Nun10/Nunp110 ζ/ζpl10 Nun20/Nunpl20 ζ/ζpl20 Nun30/Nunpl30 ζ/ζpl30
q = const 1.098(1.083) 1.072
1.138
(1.083) 1.16 1.085 1.010
T = const 1.094(1.08) 1.071
1.17
(1.11) 1.16 1.064 1.008
Table 3. Predictions of thermal and hydraulic performance of two sections of the narrow channel with
the oval dimple of width b = 0.383 obtained by the modified SST models and different grids.



















































(* the grid contains 3 mln cells).
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Figure 6. Calculated distributions of relative Nusselt numbers: local (a,b) and integrated over
transverse (c) and longitudinal (d) strips of the selected section, as well as of relative wall temperature
(e) in longitudinal (a,c,3) and transverse (b,d,4) middle sections of the dimple at different boundary
conditions q = const (curves 1,3,4) and T = const (curves 2) at the heated wall of the narrow channel as




Figure 7. Calculated relative Nusselt number fields near the spherical dimple at the heated wall of the
narrow channel at different boundary conditions and the streamlines: (a)—T = const; (b)—q = const.
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4.3. Comparison of the Predictions Obtained by the Modified SST Models
In addition to the testing of the standard SST model [34] and the modified SST model [35] with
curvature correction within the RLI and SM approaches for steady and unsteady two-dimensional
separated flows [36,60–62]: circulation flow in square and circular cavities at the walls of plane-parallel
and return channels and flow around a semi-circular body at a zero angle of attack, we compared the
numerical predictions obtained using the modified SST models for three-dimensional steady separated
flows in the narrow channel with an oval-trench dimple of width b = 0.383. Figure 8 and Table 3 show
some of the obtained results.
 
Figure 8. Distributions of longitudinal (a,b), vertical (c), transverse, (d) components of local flow
velocity, turbulence energy (e) and normalized vortex viscosity (f) in the center of the oval dimple
of width 0.383 obtained by the modified SST model: 1—SST model [34]; 2—SST model [35]; 3—SST
model [35] with RLI correction; 4—SST model [35] with SM correction; 5—plane-parallel channel.
b—longitudinal velocity component distribution (enlarged fragment).
We compared the local and integral characteristics of flow and heat transfer in the narrow channel
with an oval dimple. We predicted about 1.6 mln cells at the wall. Table 4 is also supplemented by the
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refined calculations obtained by the modified SST model [35] with curvature correction within the RLI
approach on the grid with 3 mln cells.
Table 4. VP2/3 code validation of the predictions of extreme flow, heat transfer and turbulence
parameters for the narrow channel with the oval dimple of width b = 0.383.
Type umin vmin vmax wmin wmax kmax νtmax Twmax
Grid A −0.473 −0.349 0.526 −0.847 0.331 0.0412 0.00141 1.083
Grid B −0.472 −0.337 0.508 −0.818 0.377 0.0405 0.00142 1.085
As shown by the two-dimensional tests, especially in the calculation of unsteady vortex flows,
the modified SST model [35] predicts artificial turbulent viscosity in the cores of large-scale vortices.
The reason for this is the strain rate tensor modulus introduced into the definition of eddy viscosity.
As a result, there is a need to modify the SST model [35] in order to eliminate this non-physical
viscosity. Here, two approaches were under consideration: direct viscosity correction in terms of the
inverse linear dependence on turbulent Richardson number, when the semi-empirical constant Cc =
0.02 is added (RLI approach), and correction functions introduced into the system of equations for the
modified SST model [35] (SM approach). We assumed that the correction within the RLI approach is
preferable according to the test results [36,60–62].
The comparison of the integral characteristics of Table 3, as well as of the distributions of the local
parameters at the streamlined surface and of the strip-integrated Nusselt numbers around and inside
the dimple showed rather a good proximity of the numerical predictions obtained by all modified SST
models. Some distinctions of the modified SST models [35] are not big but noticeable, especially in the
case of local high heat fluxes.
The qualitative differences in the numerical predictions of local flow parameters and turbulence
characteristics determined by different SST models manifested themselves in the vertical distributions
in the dimple center (Figure 9). The differences in the velocity component distributions obtained by the
modified SST model [35] are very noticeable, and the scatters of turbulence energy and Re-normalized
eddy viscosity are particularly large. The overestimation of k and Reνt is especially noticeable in
the spiral vortex core. This indicates that an error is present in the modified SST model [35] in the
calculation of high-intensity 3D separated flows.
 
Figure 9. Relative Nusselt number distributions in the section of the narrow channel with the
oval dimple of width 0.383 calculated on different grids: (a)—initial variant (about 1.6 mln cells);
(b)—refinement (about 3 mln cells).
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4.4. Validation
We compared the calculation results for convective heat transfer in the narrow channel wall with
an oval dimple of width 0.383 on grids having 1.6 mln cells (Grid A) and about 3 mln cells (Grid B).
These data are cited in Tables 3 and 4 and shown in Figures 9 and 10. The modified SST model corrected
within the RLI approach [35] was used in the present study.
 
Figure 10. Distributions of relative local Nusselt numbers (a,b) and Nusselt numbers averaged over
transverse (c) and longitudinal (d) strips of the rectangular section with the oval dimple (c,d) in
longitudinal (a,c) and lateral (b,d) directions calculated on different grids: 1—initial variant (about
1.6 mln cells); 2—refinement (about 3 mln cells).
The comparisons of the numerical predictions of local and integral characteristics of flow and
heat transfer in the channel with an oval-trench dimple on grids with about 1.6 mln cells and about
3 mln cells demonstrate their proximity. This means that the accuracy of the data for a moderate-depth
grid is quite acceptable.
5. Results and Discussion
In the present study, main attention was paid both to the assessment of the influence of increase in
the oval dimple length on fluid dynamics and heat transfer in the narrow channel with a dimple of fixed
spot area and to the comparison of an oval dimple with spherical and conical dimples. The objective
of the study was to select an oval dimple that is the best in the thermal and hydraulic performance.
The work done was the embodiment of the concept of heat transfer enhancement by spiral vortices
formed in oval-trench dimples in order to enhance secondary flow in the channel. The study as
presented here clarifies and develops the research began in [63].
Figure 11 illustrates the temperature field variations at the heated wall of the narrow channel and
the streamlines. First of all, it is of interest to note that in solving the thermal problem, where a fully
developed isothermal flow at the channel inlet was assigned, heat transfer had time to stabilize
in the vicinity of the dimple. As the dimple width decreased, the regions with a temperature
close to characteristic and equal to 293 Кincreased. It can be seen that the flow structure near the
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dimple changes and the temperature field transformed. Very long decreased temperature regions
appeared behind the dimple in comparison to the temperature regions at the plane wall of the narrow
plane-parallel channel.
Figure 11. Temperature fields at the heated wall with oval dimples of width 1 (a), 0.731 (b), 0.549 (c),
0.429 (d) and the streamlines.
Figures 12–14 compare the temperature fields and dimple width variations for the sake of a careful
analysis of the changes in the flow structure and their influence on heat transfer. It is noteworthy
that when considering conical, spherical and oval dimples with cylindrical insert lengths of 0.5 and
0.625 (Figure 12), the increased wall temperature regions were related to the stagnated flow regions
(leeward region of a conical dimple) and to the places, where vortices wer generated, on the sides of
the spherical dimple and in the leeward edge vicinity of oval dimples.
All flow patterns demonstrated a separated flow within the entire space of dimples, although
for the spherical dimple the flow was attached on the windward side rather far from the trailing
edge. Varying the cylindrical insert length and the dimple width transformed the internal flow on the
leeward side of the oval dimple. A line appeared that separated the separated backflow zone behind
the leading edge from the flow issuing from the dimple.
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Figure 12. Temperature fields at the heated wall with conical (a) and oval dimples of width 1 (b),
0.731 (c), 0.678 (d) and the streamlines.
The oval dimple with the insert of length L = 0.675 (Figure 13a) is characteristic of two separating
streamlines formed on the leeward side. In the dimple with the insert of length L = 0.75 (Figure 13b),
a local vortex structure formed in the vicinity of the trailing edge and is accompanied by an increased
temperature region. In the dimple with the cylindrical insert of length L = 0.9, a spiral vortex finally
formed (Figure 13c). First, the separation zone was localized in the vicinity of the leading edge. Second,
the backflow zone started forming behind the trailing edge. The dimple with the cylindrical insert
of length L = 1 is one of the basic dimples analyzed; in fact, the flow around this dimple repeats flow
around the dimple with L = 0.9 (Figure 13d). The dimple with the insert of length L = 1.25 (Figure 14a)
revealed some flow instability. The flow in the vicinity of the trailing edge became separated in
character. The spiral vortex formed in the dimple was ready to leave it. The flow structure changed in
the dimple with the cylindrical insert of length L = 1.5 (Figure 14b).
It can be seen how the spiral vortex leaves the oval-trench dimple, not having reached the vicinity
of the trailing edge. It is interesting to note that in this zone, a sink with an increased temperature region
formed. Increasing the insert length L to 1.75 (Figure 14c) is accompanied by a further development
of a secondary vortex zone in the vicinity of the trailing edge. The increased temperature region has
rather large sizes. The largest oval dimple had a cylindrical insert of length L = 2 and a relative length
of 6.78 (in terms of dimple width). As a whole, it is interesting to note that temperature fields in the
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vicinity of long dimples (L = 1.5, 1.75, 2) were similar, if their geometric sizes are considered in terms of
dimple width. This is fairly indicative of the fact that a self-similar vortex is formed in the oval-trench
dimple. The relative friction distributions f/fpl(s) in the central section of the oval-trench dimple at
different cylindrical insert lengths L are shown in Figure 15a,b. The coordinate s is taken from the
leading edge of the dimple. In Figure 12, the group of oval dimples of moderate length (L = 0.5–0.625)
is characteristic of the formation of a large-scale separated flow zone covering almost the entire inner
surface of dimples. A minimum relative friction value is −0.5, and a sharp friction increase (of order 2)
is seen at the trailing edge of dimples.
Decreasing the width of the oval dimple, when its depth is increased and is kept constant, caused
the flow structure to change in the separation zone. Backflow on the spherical portion of the dimple
enhances while on the trench portion was slowed down. At L = 0.9 (dashed line), relative friction on
the trench portion becomes positive, i.e., the separation zone was localized on the entrance portion of
the oval-trench dimple, while (f/fpl)min decreased to −0.8.
 
Figure 13. Temperature fields at the heated wall with oval dimples of width 0.659 (a), 0.631 (b), 0.58 (c)
and 0.549 (d) and the streamlines.
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Figure 14. Temperature fields at the heated wall with oval dimples of width 0.482 (a), 0.429 (b), 0.383 (c)
and 0.346 (d) and the streamlines.
As seen from Figure 15a,b, with a further increase in the dimple length, the separated flow
intensity considerably enhances. At L = 2, (f/fpl)min decreases to −1.5. Behind the separation zone,
the trench portion is characteristic of the flow acceleration zone with a local maximum relative friction
value equal to 0.3–0.4.
As the width of the oval dimple is decreased, the relative Nusselt number distribution changes
(Figure 16c,d). Similar to decreasing the minimum relative friction value in Figure 15a,b, the maximum
value of Nu/Nupl increased in the vicinity of the spherical portion of the oval dimple from 1.2 to 1.6
when L is varied from 0.5 to 0.9. With a further increase in the dimple length, the maximum value of
the Nusselt number (Nu/Nupl) in the separation zone reached 2.1 at L = 1.5–2.
In many ways, the behavior of the Nusselt number is defined by the wall temperature
(Figure 15e,f). Thus, the mentioned minimum value of heat loads at L = 1.75 corresponds to a
maximum value of Tw/Twpl equal to 1.055. The fact is that high wall temperatures in the oval dimple
with a moderate length of the cylindrical insert correlate with low heat transfer in separation zones.
At the same time, the subcooling of the surface of the dimple, i.e., when the surface temperature
decreases below the temperature of the plane-parallel channel wall and is accompanied by the growth
of heat transfer.
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Figure 15. Comparison of the dependences of relative friction (a,b), Nusselt number (c,d), wall
temperature (e,f) in the middle longitudinal cross sections for single oval dimples of different insert
length: 1—L = 0.5; 2—0.625; 3—0.75; 4—0.825; 5—0.9; 6—1; 7—1.25; 8—1.5; 9—1.75; 10—2. b, d,
f—enlarged fragments of the dependences.
As the length of the cylindrical insert of the oval dimple L is increased above 1.25, Tw/Twpl
becomes less than 1 in the separation zone. The region of dimple subcooling coincides with the zone
of enhanced heat transfer and, vice versa, the increased temperature regions correspond to the low
heat transfer zones.
To determine the influence of the oval dimple width b on the integral characteristics of flow and
heat transfer is an important subject of the present study (Figure 16). With a decrease in b, when the
dimple spot area is kept constant, the length of the cylindrical insert of the dimple is increased from 1
to 6.78, and therefore, the degree of influence of the dimple on flow in the near-wake. The total Nusselt
number Nun is calculated on the control area of the rectangular section 3 in length and 2 in width
(with a shift by 0.5 relative to the center downstream) around the dimple without and with regard
to the increase in the curvilinear surface of the dimple. Figure 16 serves to illustrate the ratio of the
total Nusselt number Nun in the section (in Table 3 the section is designated by 1) of the dimpled
wall to the equivalent characteristic for the plane channel Nunpl. Hydraulic losses are determined,
as described in [32], in terms of the boundaries of the control section of the dimpled (ζ) and plane
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(ζpl) channels (Figure 3). Thermal and hydraulic performance (THP) are calculated as the ratio of
the thermal performance Nun/Nunpl in the selected section to relative hydraulic losses ζ/ζpl at the
boundaries of the section.
 
Figure 16. Influence of the oval dimple width b on thermal (1,2,6,7) and thermal-hydraulic (4,5,9,10)
performances, as well as relative hydraulic losses (3,8); 6,7,8,9,10—conical dimple; 2,5,7,10—with regard
to the area of the dimple inner surface in the 3 × 2 section and the shift of the dimple center by 1 from
the front boundary.
With increasing the length of the cylindrical insert of the oval dimple to 6.78 (in terms of width),
the thermal and hydraulic performance of the rectangular section of the dimpled channel were
dramatically improved in comparison to the spherical dimple: THP = 1.17 versus 1.002; for the last
THP with the consideration of increase in the area of the streamlined wall of the channel, it was
less than 1.
For the rectangular section with longer oval dimples, the rate of increasing the thermal
performance was considerably ahead of increase in hydraulic losses. The thermal performance
of the dimple with L = 2 was six times higher than that of the spherical dimple with no regard to the
area of the inner surface of dimples and was four times more preferred with regard to the area of the
streamlined wall (Nun/Nunpl = 1.245 versus 1.063 and 1.19 versus 1.054, respectively).
Hydraulic losses in the section with the oval dimple were maximum at the dimple width b = 0.549
(the cylindrical insert length was equal to 1) that exceed by a factor of 1.5 hydraulic losses in the case
of the spherical dimple. Hydraulic losses in the section with a narrow dimple with L = 2 appeared to
be the smallest and practically equal to hydraulic losses in the section with a basic spherical dimple.
6. Conclusions
1. The analysis of longer oval dimples located at a 45◦ angle of orientation to the flow in the channel
showed that methodologically, it was important to fix a spot area of a dimple and its depth for
the same channel.
2. Tasks of hydrodynamics and heat transfer were solved with the use of original MCTs on
different-scale structured overlapping grids of simple topology. These technologies meant for
solution of RANS—steady Reynolds-averaged Navier–Stokes equations—were implemented in
the VP2/3 code and were tested in the present study using the turbulence models and boundary
conditions for heat transfer.
3. Testing calculations:
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a. Testing was performed on the experimental setup [9] for determining characteristics of
convective heat transfer near a heated spherical dimple of depth 0.13 over the Re number
range 104–105 (MCTs) with the use of the VP2/3 code and the shear stress transport (SST)
model [34] with curvature correction within the Rodi–Leschziner–Isaev (RLI) approach [36].
A fair agreement between numerical predictions and measurement data was obtained.
b. The comparison of the boundary conditions T = const and q = const in the problem on heat
transfer in the vicinity of a shallow spherical dimple in the narrow channel showed that
integral characteristics of the thermal and hydraulic performance of the channel with a
spherical dimple practically are independent of the type of boundary conditions for heat
transfer within the turbulent flow regime. However, local distributions are substantially
different in the near-edge zone and in the dimple center. Difference in maximum relative
local heat transfer values is 1.5; at the same time, loads against the near-edge zone are
much higher at T = const than at q = const.
c. The comparison of the SST models [34,35] and the SST model [36,39] with curvature
correction within the Rodi–Leschziner–Isaev (RLI) approach and the Smirnov–Menter (SM)
approach showed that the numerical predictions of integral characteristics are pretty close
according to the standard and modified SST models. Some differences in the SST model [35]
are small, but noticeable, especially in zones of extreme local heat fluxes. However, it was
seen that the values of k and Reνt in the spiral vortex core were too high. This is indicative
of the fact that error is available in the standard SST model [34] in the calculation of
high-intensity 3D separated flows.
d. The computational algorithm was validated by comparing numerical predictions for local
and integral characteristics of flow and heat transfer in the channel with an oval-trench
dimple that were obtained on the grids with 1.6 mln cells and about 3 mln cells. Their fair
agreement shows that the data for the dimple with a moderate cylindrical insert length are
quite acceptable in accuracy.
4. We revealed a series of oval-trench dimples with the cylindrical insert length 0.625–0.9, in
which the separated flow structure gradually changed, the separation zone was localized behind
the leading edge and backflow enhanced in it. The oval-trench dimple becomes flowing and
non-separated throughout behind the separation zone.
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Abstract: An important role in the dimensioning of heat exchange surfaces with an annular fin is the
fin efficiency. The fin efficiency is usually calculated using analytical expressions developed in the
last century. However, these expressions are derived with certain assumptions and simplifications
that involve a certain error in the calculation. The purpose of this paper is to determine the size of the
error due to the assumptions and simplifications made when performing the analytical expression
and to present what has the greatest impact on the amount of error, and give a recommendation on
how to reduce that error. In order to determine the error, but also to gain a more detailed insight into
the physics of heat exchange processes on the fin surface, computational fluid dynamics was applied
to the original definition of fin efficiency. This means that a numerical simulation was performed for
the actual fin material and for the ideal fin material with infinite thermal conductivity for the selected
fin geometry and Re numbers from 2000 to 18,000. The results show that fin efficiency determined by
numerical simulations is greater by up to 12.3% than the efficiency calculated analytically. The greatest
impact on the amount of error is the assumption of the same temperature of the fin base surface and
the outer tube surface and the assumption of equal heat transfer coefficient on the entire fin surface
area. Using a newly recommended expression for the equivalent length of the fin tip, it would be
possible to calculate the fin efficiency more precisely and thus the average heat transfer coefficient on
the fin surface area, which leads to a more accurate dimensioning of the heat exchanger.
Keywords: efficiency of annular fin; analytical and numerical method; computational fluid dynamics;
fin base temperature
1. Introduction
Gas-liquid type heat exchangers are very widespread in industry. In order to increase the heat
transfer, i.e., the reduction of the heat exchanger dimension, finned surfaces of different shapes have
been developed. However, annular fins are most commonly used. Designing a heat exchanger with
such finned surfaces is done on the basis of analytical solutions developed at the beginning of the 20th
century. The first to analyse heat transfer on extended surfaces were Harper and Brown [1] in 1922.
They introduced the concept of fin efficiency and provided analytical solutions for the two-dimensional
model for a longitudinal and annular fin of uniform thickness. Also, they proposed the use of an
adiabatic fin tip model with corrected fin height for the fin tip heat loss, which increases the fin height
by half of the fin thickness.
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In 1938, Murray [2] presented equations for the temperature gradient and fin effectiveness under
conditions of a symmetrical temperature distribution around the radial fin base of uniform thickness.
He also proposed a set of assumptions for extended surface analysis [2]. These limiting assumptions,
which are referred to as the Murray–Gardner assumptions, are:
(a) All temperatures and heat flow operate at steady-state levels.
(b) The contact thermal resistance between the fin and the base surface is negligible.
(c) There are no heat sources in the fin itself.
(d) Radiation heat transfer from the fin is neglected.
(e) The fin thickness is so small compared to its height that temperature gradients normal to the
surface may be neglected.
(f) The thermal conductivity of the fin and tube material is temperature-independent and uniform.
(g) The temperature of the surrounding fluid is spatially uniform.
(h) The heat-transfer coefficient is the same over all fin surfaces.
(i) The temperature of the fin base surface is uniform and equal to the temperature of the tube
base surface.
In 1945, Gardner [3] derived general equations for the temperature profile and fin efficiency for
any form of extended surface for which the Murray–Gardner assumptions are applicable. Almost the
same assumptions are applied by Darvishi at al. [4] in the numerical investigation for a hyperbolic
annular fin with temperature-dependent thermal conductivity.
Ghai [5] investigated the validity of Gardner´s assumption of the constant heat transfer coefficient
over the fin face. He has experimentally discovered large differences in the heat transfer coefficient
from fin base to fin tip and along the fin surface in the air flow direction.
Based on the assumptions and the results of the research in the above-mentioned works, numerous
analytical, experimental and numerical studies of heat transfer on finned surfaces have been performed
for different geometries, materials and flow conditions. Heat transfer and the temperature distribution
over the fin surface of the finned tube geometry with different fin perforation shape was investigated
by Maki H. Zaidan et al. [6], applying a numerical analysis.
Nemati and Moghimi [7] studied the influence of different models of turbulence on the flow
simulation that passes through a four-row tube heat exchanger. They found that K-Kl-ω, Transition
SST and SST k-ω turbulence model show good match with experimental correlations.
Look and Krishnan [8] presented exact expressions for the correct terms for a one-dimensional fin
temperature and heat loss when the insulated fin tip assumption is used for the case where the tip is
maintained at a constant temperature.
Nemati and Samivand [9] have been numerically studying efficiency of the annular elliptical
fin. They have proposed a simple correlation to approximate efficiency of the annular elliptical fin,
applying the classic assumptions in determining the efficiency of annular fins.
Chen and Wang [10], in their trapezoid fin pattern research, apply standard expression for fin
efficiency which does not take into account the temperature drop on the base surface of the fin.
H. J. Lane and P. J. Heggs [11] developed expressions for temperature profiles along the fins of
different shapes: cone, trapezoid and dovetail fin, also with standard assumptions.
Cathal T. Ó Cléirigh, and William J. Smith [12] considered three shapes of spiral fins: full, partially
segmented and fully segmented. The stationary state model with two equations of the turbulent
model was chosen and the flow in Reynolds numbers 5000 to 30,000, respectively. The Nusselt number
and the pressure drop calculated with the CFD software were compared with the correlations in the
experimental literature.
The question is: what is the size of error in the calculation of the fin efficiency due to the above
assumptions and simplifications applied to the physical model of heat exchange with fin surfaces?
And, can this error be reduced? In this regard, the subjects of interest in this paper are the assumptions
mentioned under (h) and (i) and their impact on the accuracy of the calculation of the fin efficiency.
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It is clear that if fins increase the heat transfer, then heat must be transferred by conduction to the
fin base surface from remote regions of the tube, and this conductive transport needs a temperature
drop. Conduction through the fin cross section and convective heat transfer over the fin surface area
are carried out at the same time. This is possible only if there is a temperature difference between the
fin base surface and the fin tip as a driving force. Because of this, the fins have an average temperature
lower than that of the unfinned part of the tube. Therefore, the efficiency of the fins is different to that
of the unfinned part of the tube because the heat transfer between fin surface area and surrounding
fluid takes place with a smaller temperature difference than between the unfinned part of the tube
surface area and the fluid.
The assumption is that the magnitude of the error can be determined by applying numerical
analysis to the original definition of the fin efficiency, which also provides a more detailed insight into
the physics of the heat exchange process on finned surfaces.
The idea is to obtain quantitative data on temperature and heat exchanged on the particular
surfaces of the annular fin of the constant thickness for the “ideal fin” and the real fin by numerical
analysis. After that, the fin efficiency is calculated by using numerical simulation data, conventional
analytical equations and Murray–Gardner assumptions. By comparing the results, it is possible
to calculate the magnitude of the error resulting from the application of common expressions and
assumptions. To the authors’ knowledge, fin efficiency analysis has not been performed in this way
so far.
2. Materials and Methods
2.1. Physical Basis of Heat Exchange on Finned Surfaces
In order to present the impact of the Murray–Gardner assumptions and simplifications, the
physical model of heat exchange on the annular fin is presented and analysed in detail. Over the fin
surface and the outer tube wall surface, heat is transferred by convection to the surrounding fluid.
Specific consideration is given to the case with the same fin and tube material, i.e., same thermal
conductivity. In theoretical consideration, the average temperature of the tube base area is Tt and the
average temperature of the fin base area is Tb. The total heat transfer rate is equal to the sum of the
heat transfer rate through the surface area of the fins
.









Heat transfer rate through the fin surface consists of heat transfer rate through the fin face surfaces
.
Qf,f and through the fin tip surface
.
Qf.t as shown in Figure 1. The temperature in the fin falls from Tb
at the fin base surface to Tf,t at its tip.
Figure 1. Characteristic dimensions of the finned surface.
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The heat transfer rate
.
Qt from the finless tube surface At in the fluid is defined with Equation (2).
.
Qt = αt At (Tt − T2), (2)
where αt is the associated average heat transfer coefficient. The heat transfer rate
.
Qf from fin surfaces








Qf,f = αf,f Af,f (Tf,f − T2), (4)
.
Qf,t = αf,t Af,t (Tf,t − T2). (5)
The total heat transfer rate from fin surfaces to the fluid is defined with Equation (6).
.
Qf = αf,f Af,f (Tf,f − T2) + αf,t Af,t (Tf,t − T2). (6)
The total fin surface area is the sum of the fin face surface area and the fin tip surface area:
Af = Af,f + Af,t . (7)
The average heat transfer coefficient for all fin surfaces can be defined as:
αf =
αf,f ·Af,f + αf,t ·Af,t
Af,f + Af,t
. (8)
The average temperature for all fin surfaces can be defined as:
Tf =
Tf,f ·Af,f + Tf,t ·Af,t
Af,f + Af,t
. (9)
The heat transfer rate from fin to the fluid applying Equations (8) and (9) will be:
.
Qf = αf Af (Tf − T2). (10)
The fin’s thermal performance is expressed by the fin efficiency. The maximum driving potential
for convection is the difference between the fin base temperature Tb and the bulk fluid temperature
T2. Hence, the fin efficiency is defined as the ratio of the actual fin heat flux to its heat flux if the
entire surface of ideal nonexisting fin were at the same temperature as its base surface area, where
the fin material has an infinite thermal conductivity. However, since any fin has a finite conductivity








The fin efficiency is an idealisation and has physically no meaning. An ideal fin has infinite
thermal conductivity λf of the fin material and the same geometry and operating conditions as the
actual fin. Under these assumptions, the ideal fin is at the uniform base surface temperature Tb so Tb ≈
Tt = Tf,f = Tf,t and the heat transfer coefficient αt,λ=∞ ≈ αt, αf,λ=∞ ≈ αf, αf,f,λ=∞ ≈ αf,f, αf,t,λ=∞ ≈ αf,t.
We could write:
.
Qf,max = αf,f Af,f (Tt − T2) + αf,t Af,t (Tt − T2) = (αf,f Af,f + αf,t Af,t )(Tt − T2). (12)
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Applying Equation(8) in Equation(12) follows that:
.







αf Af (Tf − T2)
αfAf(Tt − T2) =
Tf − T2
Tt − T2 . (14)
Equation (14) shows that ηf actually corrects the mean temperature difference between the fin
surface and the surrounding fluid, which is necessary because the temperature along the fin surface is
not constant. From Equation (14), it follows that:
.
Qf = ηf αfAf(Tt − T2). (15)
Fin efficiency is always less than one. It depends on both the heat conduction processes in the fin
and the convective heat transfer, which influence each other.
In reality, the average temperature of the fin base surface Tb is different from the unfinned tube
wall temperature Tt. The heat transfer rate through the fin base surface into the fin is significantly
higher than the heat transfer rate from the unfinned part of the tube wall into the fluid. The temperature
drop, which appears underneath the fin, causes a periodic temperature profile to develop in the tube
wall. This is shown schematically in Figure 2. The temperature drop is higher as the temperature
conductivity of the material is lower.
Figure 2. The periodic temperature profile in the tube wall.
In the literature [13,14], it is often assumed that:
Tb = Tt. (16)
This simplification leads to an overestimation of the heat transfer rate. The calculated heat transfer rate
can be as much as 25% bigger than it actually is, as shown by Sparrow and Hennecke [15] as well as






Qf = αtAt(Tt − T2) + ηf αfAf(Tt − T2). (17)
For thin fins densely spaced Af >> At, so in the Equation (17) the second term is more important,
although ηf < 1. Therefore, as αt ≈ αf in set in the literature, we could write:
.
Q = αf(At + ηf Af)(Tt − T2). (18)
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Qmax is the maximum heat transfer rate for ideal fin, which is obtained by setting ηf = 1 in
Equation (18):
.
Qmax = αf(At + Af)(Tt − T2). (20)




αf(At + Af)(Tt − T2) . (21)
Substituting Equations (18) and (20) into Equation(21) yields:
ηo = 1− AfAt + Af (1− ηf). (22)
2.2. Analytical Solution of Fin Efficiency
In general, theoretical fin efficiency is defined as follows:
ηf =
The actual heat transfer rate
Maximum heat transfer rate when the entire fin
was at the base surface temperature
. (23)
The theoretical efficiency of an annular fin is calculated according to [13,14]:
ηf,th = C2
K1(m · ro) · I1(m · r2c) − I1(m · ro) ·K1(m · r2c)
I0(m · ro) ·K1(m · r2c) + K0(m · ro) · I1(m · r2c) . (24)
K0, I0 are modified Bessel’s functions of the zero order, first and second types, a K1, I1 are the
modified Bessel’ function of the first order, first and the second type. With the aim of simplifying
calculations, the analytical expression for the corrected fin radius, r2c is introduced (Figure 3). It is
based on the assumption of equivalence between the heat transferred from the actual fin with tip
convection and the heat transferred from a longer, hypothetical fin with an adiabatic tip [1,13]. The
corrected fin radius is defined with:




This assumption increases fin surface area in the corresponding amount but does not include a greater
heat transfer coefficient at the fin tip in regards to the heat transfer coefficient at the fin face surface. This
enters also a certain error in the fin efficiency calculation. Table 1 shows the proportion of individual
surfaces in the total tube finned surface area.






Unfinned tube surface 628.32 11.4
Fin face surface 4712.39 85.7
Fin tip surface 157.08 2.9
Total surface area 5497.78 100.0
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Figure 3. Adiabatic fin tip assumption.




λf · tf , (26)
C2 =
2 · ro
m · (r22c − r2o)
. (27)
Comparing experimentally obtained fin efficiencies with the analytical solutions, an empirical
correction factor was obtained. For annular fin this correction factor has the form [17]:
E = 0.76 + 0.24 · ηf,th, (28)
ηf = E · ηf,th. (29)
The actual average gas-side convective heat transfer coefficient α0 is calculated applying fin
efficiency:
α0 =
αe · (At + Af)
(At + ηf ·Af) . (30)




U − (At + Af)
ln rori




L is the tube length, Nt is the total number of tubes, At,i is the tube side surface area and αi is the
tube side convective heat transfer coefficient. The overall heat transfer coefficient U referenced to (or




(At + Af) · ΔTln . (32)
It is important to note that the mean logarithmic temperature difference (ΔTln) in the concept of
fin efficiency is calculated by applying the (maximum) temperature of the outer surface of the tube.
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Tin and Tout is the air temperature at the inlet and outlet of the heat exchanger.
3. Results
3.1. Numerical Analysis
In this paper, for research implementation, the tube Ø20×1.5 is selected. As a reference geometry,
an annular fin Ø40/Ø20 with a thickness of 0.5 mm was selected. The fin is used as a cooling fin. The
fin and tube material is stainless steel. Characteristic dimensions of the tube and fins are presented in
Table 2.
Table 2. Characteristic dimensions of tube and fins.
Tube Outside Diameter do mm 20
Tube inside diameter di mm 17
Tube rows configuration - - staggered
Transverse tube pitch st mm 50
Longitudinal tube pitch sl mm 40
Fin height hf mm 10
Fin thickness tf mm 0.5
Fin pitch sf mm 4.5
Number of tube rows Nl - 5
3.1.1. Mathematical Model
The numerical domain was chosen to perform the numerical analysis of the tube heat exchanger.
For a heat exchanger with a uniform fluid flow field at the inlet, a typical repeating section in the heat
exchanger is selected for the domain (Figure 4), and the solutions obtained are assumed valid for the
entire heat exchanger.
Figure 4. Schematic view of the computational domain.
Discretization of the geometrical model form the final volume and the set of all finite volumes
makes a geometry mesh. The computational mesh was created in ANSYS Meshing software by using
a hybrid mesh where most of the volume is structured mesh and the smaller part around the fins
is unstructured mesh. Among different tested turbulence models, the k-ω SST model of turbulence
with steady-state fluid flow and heat transfer was selected [18] because the results of numerical
experiments show that the k-ω SST engineering turbulence model accurately captures the turbulent
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flow behaviour in the inner and outer regions of the boundary layer for wide range of engineering
problems [19]. Second order solvers were used with residuals convergence limit 10−4 for all solved
equations except the energy equation for which the criterion was set to 10−9. The final mesh, which
gives results independent of the numeric mesh consists of approximately 11 million control volumes,
where dimensionless wall distance y+ < 1 (Figures 5–7).
Figure 5. Nu dependence on the number of control volumes.
Figure 6. Eu dependence on the number of control volumes.
Figure 7. Dimensionless wall distance y+.
Details related to the convergence criteria, numerical simulation parameters and the validation of
results obtained are presented in [20]. The boundary conditions were defined according to Table 3.
Table 3. Boundary conditions for Computational fluid dynamics simulations.
Inlet Air Temperature K 288
Air velocity at the inlet of the heat exchanger m/s 1, 2, 3, 5, 7
Inlet air turbulence intensity % 5
Internal tube wall temperature K 353
Outlet air pressure Pa 101,325
Wall condition Hydraulically smooth wall
3.1.2. Numerical Simulation Results
With the aim to simulate an ideal fin with infinite thermal conductivity, the influence of the thermal
conductivity to the average heat flux was investigated. This influence was numerically analysed by
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setting five values of thermal conductivity (16 W/(mK), 160 W/(mK), 1600 W/(mK), 16,000W/(mK),
160,000 W/(mK)) at an air velocity of 5 m/s (Re = 11,218).
It can be seen from Figure 8 that by taking a value of 16,000 W/(mK) for thermal conductivity
of the fin material, it is possible to simulate the infinite fin heat conductivity with sufficient accuracy
because the difference in heat flux compared to the thermal conductivity of 160,000 W/(mK) is less
than 0.06%. To make the calculation error even smaller, the thermal conductivity of 160,000 W/(mK) is
chosen for further calculation. A numerical simulation for the case of infinite thermal conductivity was
performed for both types of fins. Five airflow rates were chosen (see Table 2). In order to be able to
analyse in detail the heat transfer on particular fin surfaces, the named selection for face surfaces of the
fin, the fin tip surface and the face surface of the unfinned part of tubes are defined (Figure 9).
Figure 8. Heat flux versus fin thermal conductivity.
Figure 9. The named selection of fin.
In the case of infinite thermal conductivity (Figure 10), the entire fin surface temperature is close
to the temperature of the fin base surface.
Figure 10. Temperature contours of ideal annular fins.
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After that, numerical simulation for stainless steel (thermal conductivity of 16 W/(mK)) was
performed for defined airflow rates. For a finite conduction resistance, a temperature gradient must
exist along the fin. For stainless steel, the temperature variation in the longitudinal direction (Figure 11,
left) is important. The temperature difference in the transverse section of the fin is small compared
to the difference between the temperature of the fin surface and the environment as it is initially
assumed for the thin fins (Figure 11, right). This can be checked by Biot (Bi) number which is in this
case 0.0009 (<< 0.1). In addition, the temperature distribution across a fin surface area is not uniform
(Figure 11, left).
Figure 11. Temperature contours over fins in the 3rd row for air velocity 5 m/s. Left: Finned tube cross
section, Right: Fin cross-section.
Therefore, due to the turbulent flow conditions in the fin sections, the heat transfer coefficient at
the surface area is not constant. The assumption of a uniform heat transfer coefficient along the surface
area of the fins can result in a fin efficiency difference relative to actual values up to 40% [21]. The local
characteristics of the temperature field according to Figure 12b show that in the area of the fin base
surface, the temperature is lower than in the tube area between the fins, so for the first row of tubes, it
is 348 K.
(a) (b)
Figure 12. Fin temperature contours: (a) Temperature contour at λ = 16,000 W/(mK). (b) Temperature
contour at λ = 16 W/(mK).
The amount of temperature drop in the fin base surface depends on the ratio h/tf [15]. The presence
of the fin, in addition to depressing its own base temperature, also depresses the temperature of the
adjacent tube material, thereby slightly reducing the heat transfer from the unfinned tube wall. It can
be seen that the assumption of a uniform base fin temperature equal to the temperature of the unfinned
tube surface area can lead to significant errors in the calculated heat transfer rates from the fins [22].
An increase in the wall thickness increases the error. Heat flux is different on each surface. Figure 13
shows the heat flux on annular fin surfaces. The heat flux on the fin tip surface is much bigger than on
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the fin face surface. In addition, this indicates that the convective heat transfer on the fin tip surface is
much bigger than on the fin face surface.
Figure 13. Heat flux on annular fin surfaces.
Figure 14 shows the share of the heat rate on particular surfaces in the total heat rate for annular
fins for different Re numbers.
Figure 14. The share of heat rate on particular surfaces of the annular fin.
The mass average is used to calculate individual airflow variables at certain boundaries (e.g., at the
inlet and outlet of the heat exchanger). In ANSYS CFD-Post, the appropriate function is massFlowAve.






The variable φ represents the fluid flow variable that is being observed and
.
m is the local mass
flow rate. Each member of the sum is taken at the node level of the observed section. The average air
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The average temperatures of the named surfaces were obtained from ANSYS Fluent using the areaAve
function (Table 4). The area-weighted average of a quantity is computed by dividing the summation of





















1 338.8 333.8 338.6 352.4
2 333.4 326.8 333.2 352.1
3 330.0 322.7 329.8 351.9
5 325.3 316.9 325.0 351.5
7 321.9 313.0 321.6 351.3
Figure 15 shows the convective heat transfer coefficient on particular fin surfaces.
Figure 15. Convective heat transfer coefficient.
The convective heat transfer coefficient was calculated on the basis of numerical simulation data.
Data of the average temperature of a given surface area, the heat rate on this surface and the amount of
surface area were taken. For example, the convective heat transfer coefficient for the fin face surface is




Af,f(Tf,f − T2) . (37)
4. Discussion





(11), the efficiency of the fin ηf is calculated. An analytically calculated theoretical value of the fin
efficiency ηf,th is calculated according to Equation (24) and then the corrected theoretical value of the fin
efficiency ηf is calculated according to Equation (29). Figure 16 shows that the analytically calculated
fin efficiency is smaller than the numerically obtained one. This is the consequence of introducing
simplifications in the analytical derivation of the equation for the fin efficiency. The difference in
efficiency varies from 10.7% to 12.5% for lower and higher Re numbers, respectively. The overall
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surface efficiency ηo is calculated according to Equation (19) based on the numerically obtained results




Qmax. Analytically, ηo is calculated according to Equation (22), where
ηf is also analytically obtained.
Figure 16. The efficiency of fins determined numerically and analytically.
Figure 17 shows that the analytically calculated overall surface efficiency is smaller than that
obtained numerically. This is related to the error in the calculation of the analytical fin efficiency
and the application of Equation (18) in which the assumption αt ≈ αf is embedded. The difference
in numerical and analytical efficiencies for annular fins is 11.6% to 10.9% for lower and higher Re
numbers, respectively.
Figure 17. The overall surface efficiency ηo determined numerically and analytically.
The convective heat transfer coefficient can also be calculated based on data of numerical simulation




ηo(At + Af)(Tf − T2) . (38)
Figure 18 shows that the convective heat transfer coefficient based on the data obtained by
numerical analysis is smaller than that calculated according to Equation (30). This is in accordance
with the experimental results. The difference varies from 23.2% to 18.5% for lower and higher Re
numbers, respectively.
92
Energies 2019, 12, 1787
Figure 18. Convective heat transfer coefficient based on numerical analysis data and analytical
calculation.
As mentioned above, the concept of the adiabatic fin tip introduces some error in calculation. The

















Figure 19 shows that the amount of error ranges from 2.5% to 5.4% for the ratio tf/hf = 0.05 and
2000 < Re < 17,000. In order to take into account the higher convection at the fin tip and reduce error,
our recommendation is to take higher amounts than tf/2, which is recommended in the literature.
Figure 19. Error for adiabatic fin tip concept.
Good results can be obtained by for Re numbers up to 16,000:
he = hf + 1.5 · tf, (42)
and for Re numbers over 16,000:
he = hf + tf. (43)
The increase in he reduces the fin efficiency to some extent.
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5. Conclusions
Fin efficiency analysis was carried out with the aim of determining the error occurring when
applying the commonly used equation in the literature for the efficiency of the annular fin. Stainless
steel was selected as the fin material because it has lower thermal conductivity than other applied
materials, thus the error is more pronounced. For the analysed interval of Re numbers from 2000 to
17,000, it was found that the application of analytical expressions for annular fins gives a fin efficiency
coefficient of less than 10.7% to 12.6% compared to numerical analysis results. Related to these, the
results for the efficiency coefficient of the entire surface are 11.6% to 10.9% lower compared to the results
obtained by numerical analysis. At the same time, the convective heat transfer coefficient determined
by numerical analysis is 23.2% to 18.5% lower than that calculated by using analytical terms.
The reasons for these deviations are the assumptions and simplifications introduced when deriving
analytic expressions. The greatest impact on the amount of error is the assumption of equal temperature
of the fin base surface and the outer surface of the tube, which neglects the temperature drop on the
base surface of the fin. Also, the model of the adiabatic fin tip does not consider the higher heat flux at
the fin tip compared to the fin face surface. The above-mentioned errors have opposing signs, so the
overall effect is about 20% for annular fins. This should be considered when sizing the heat exchanger
and one should increase the heat exchanger surface by the appropriate amount. In addition, corrected
fin height is recommended for the analysed range of Re numbers.
Author Contributions: Conceptualization, A.Č.; data curation, formal analysis, investigation, methodology,
software M.B. and S.M.; original draft preparation, M.B.; writing—review and editing, M.Ž. All authors have read
and approved the final version of the manuscript.
Funding: This research received no external funding.
Conflicts of Interest: The authors declare no conflict of interest.
Nomenclature
A surface area on the air side [m2]
E empirical correction factor to the theoretical fin efficiency for fins [mm]
h fin high [mm]
m fin effectiveness parameter [-]
L tube length [m]
Nt total number of tubes [-].
Q heat transfer rate [W]
r radius [mm]
t thickness [mm]
ΔTln the logarithmic mean temperature difference [K]
T the average temperature [K]
U the overall heat transfer coefficient [W/(m2·K)]
λ the thermal conductivity [W/(m·K)]
α average convective heat transfer coefficient [W/(m2·K)]
η efficiency [-]
I0, K0 modified Bessel functions of the first and second kinds and zero order [-]
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f,n fin, numerically
max maximal (for ideal fin)
o tube outside/overall
out air outlet




1 fluid properties inside tube
2 outside fin radius/bulk fluid properties outside tube and fins
2c outside corrected fin radius
References
1. Harper, D.R.; Brown, W.B. Mathematical equations for heat conduction in the fins of air cooled engines.
NACA R 1922, 158, 32.
2. Murray, W.M. Heat transfer through an annular disk or fin of uniform thickness. Trans. ASME J. Appl. Mech.
1938, 60, A78–A81.
3. Gardner, K.A. Efficiency of extended surface. Trans. ASME 1945, 67, 621.
4. Darvishi, M.T.; Khani, F.; Aziz, A. Numerical investigation for a hyperbolic annular fin with temperature
dependent thermal conductivity. Propuls. Power Res. 2016, 5, 55–62. [CrossRef]
5. Ghai, M.L. Heat transfer in straight fins. In Proceedings of the General Discussion on Heat Transfer, London,
UK, 11–13 September 1951.
6. Zaidan, M.H.; Alkumait, A.A.R.; Ibrahim, T.K. Assessment of heat transfer and fluid flow characteristics
within finned flat tube. Case Stud. Therm. Eng. 2018, 12, 557–562. [CrossRef]
7. Nemati, H.; Moghimi, M. Numerical study of flow over annular-finned tube heat exchangers by different
turbulent models. CFD Lett. 2014, 6, 101–112.
8. Look, D.C., Jr.; Krishnan, A. One-dimensional fin-tip boundary condition correction II. Heat Transf. Eng. 2001,
22, 35–40. [CrossRef]
9. Nemati, H.; Samivand, S. Performance optimization of annular elliptical fin based on thermo-geometric
parameters. Alexandria Eng. J. 2015, 54, 1037–1042. [CrossRef]
10. Chen, H.L.; Wang, C.C. Analytical analysis and experimental verification of trapezoidal fin for assessment of
heat sink performance and material saving. Appl. Therm. Eng. 2016, 98, 203–212. [CrossRef]
11. Lane, H.J.; Heggs, P.J. Extended surface heat transfer-the dovetail fin. Appl. Therm. Eng. 2005, 25, 2555–2565.
[CrossRef]
12. Cléirigh, C.T.Ó.; Smith, W.J. Can CFD accurately predict the heat-transfer and pressure-drop performance of
finned-tube bundles? Appl. Therm. Eng. 2014, 73, 679–688. [CrossRef]
13. Incropera, F.P.; DeWitt, D.P.; Bergman, T.L.; Lavine, A.S. Fundamentals of Heat and Mass Transfer; John Wiley &
Sons, Inc.: Hoboken, NJ, USA, 2007.
14. Kraus, A.D.; Aziz, A.; Welty, J. Extended Surface Heat Transfer; John Wiley & Sons, Inc.: Hoboken, NJ, USA,
2001.
15. Sparrow, E.M.; Hennecke, D.K. Temperature depression at the base of a fin. Trans. ASME 1970, 92, 204–206.
[CrossRef]
16. Sparrow, E.M.; Lee, L. Effects of fin base temperature depression in a multifin array. J. Heat Transf. 1975, 97,
463–465. [CrossRef]
17. Hashizume, K.; Morikawa, R.; Koyama, T.; Matsue, T. Fin efficiency of serrated fins. Heat Transf. Eng. 2002,
23, 7–14. [CrossRef]
18. Taler, D. Numerical Modelling and Experimental Testing of Heat Exchangers; Springer: Berlin, Germany, 2019;
Volume 161.
19. Könözsy, L. Volume I: Theoretical background and development of an anisotropic hybrid k-omega shear-stress
transport/stochastic turbulence model. In A New Hypothesis on the Anisotropic Reynolds Stress Tensor for
Turbulent Flows; Springer: Berlin, Germany, 2019; Volume 120.
95
Energies 2019, 12, 1787
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Abstract: Development of modern technology in microelectronics and power engineering necessitates
the creation of effective cooling systems. This is made possible by the use of the special fins
technology within the cavity or special heat transfer liquids in order to intensify the heat removal
from the heat-generating elements. The present work is devoted to the mathematical modeling of
thermogravitational convection of a non-Newtonian fluid in a closed square cavity with a local source
of internal volumetric heat generation. The behavior of the fluid is described by the Ostwald-de
Waele power law model. The defining Navier–Stokes equations written using the dimensionless
stream function, vorticity and temperature are solved using the finite difference method. The effects
of the Rayleigh number, power-law index, and thermal conductivity ratio on heat transfer and the
flow structure are studied. The obtained results are presented in the form of isolines of the stream
function and temperature, as well as the dependences of the average Nusselt number and average
temperature on the governing parameters.
Keywords: non-Newtonian fluid; natural convection; heat source of volumetric heat generation;
finite difference method
1. Introduction
The use of liquids in various technical applications is well known, but there is a greater special
interest of researchers in the study of non-Newtonian fluids because of the realization that they are
now very common in everyday life [1–3]. For example, most polymeric liquids, including melts and
solutions, foams, emulsions, suspensions, worm-like micelles, antifreezes, porcelain clay, sewage
sludge, pharmaceutical formulations, cosmetics and toiletries, paints and synthetic lubricants, biological
fluids (blood, synovial fluid, sage) and food products (butter, jams, jellies, soups, marmalade) show
non-Newtonian properties according to flow characteristics [4–8].
The main feature of non-Newtonian fluids is the nonlinear dependence of shear stress on shear
rate. Since dynamic viscosity changes with shear stress, the fluidity of such a fluid, and thus heat
transfer, becomes more complex. Therefore, the analysis of non-Newtonian fluids behavior warrants
special attention [1–9].
Many papers have been devoted to the analysis of non-Newtonian fluids flow in various
configurations. The peristaltic transport of non-Newtonian fluids in a diverging tube with various
forms of near-wall waves was studied by Hariharan et al. [10]. Comparison of ink exhibiting Newtonian
and non-Newtonian character for laser printing was carried out by Kalaitzis et al. [11]. The rheological
properties of the TiO2/ZnO/EG nanofluid were studied by Nafchi et al. [12]. Hundertmark-Zausková
and Lukácová-Medvid’ová [13] considered blood flow as a pseudoplastic fluid circulating inside
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elastic vessels. A three-dimensional simulation of the human cardiovascular system was performed by
Janela et al. [14], where the authors compared the Newtonian and non-Newtonian models for blood.
Along with the hydrodynamics of non-Newtonian fluid, the process of natural convection is being
actively studied, since it is the most common method of electronic components cooling. This technique
is of great interest due to its simplicity, minimal cost, low noise, smaller size and reliability [15].
In addition, cooling by natural convection in enclosures is very popular due to various areas of
applicability, such as cooling systems for electronic gadgets, high-performance insulation of buildings,
multi-layer structures, various furnaces, solar heat collectors, polymer processing, oil product recovery,
transportation of suspensions, production of chemical substances and fertilizers, medicine and food
industry, paper making, production and packaging of paints and emulsions, etc. [16,17]. The process
of natural convection is also considered in various cavities and with various heat exchange agents, for
example, natural convection cooling of a heat source by a nanofluid was studied by Aminossadati
and Ghasemi [18]. Heat transfer using natural convection during the melting of a material with a
phase transition in a closed rectangular cavity with three heaters on the left vertical wall was studied
by El Qarnia et al. [19]. Laminar natural convection in a square cavity heated through side walls at
small Prandtl numbers with large differences in density has been numerically studied by Pesso and
Piva [20]. Aly and Raizahan [21] proposed a hydrodynamic method for incompressible particles for
natural convection in a cavity filled with nanofluid, including numerous solid structures. Laminar
unsteady free convection in a closed region with a heat source of various shapes was numerically
studied by Gibanov and Sheremet [22]. A numerical study of natural convection in a closed cavity, in
the center of which a heat source is located, was carried out by Mahalakshmi et al. [23].
Despite the active use of various nanofluids, water and air in such processes, non-Newtonian
power law fluids are also assigned a significant role. For example, Sasmal et al. [24] studied the laminar
natural convection of a non-Newtonian fluid in a closed square cavity with an isothermal rotating
cylinder. Kiyasatfar [25] performed the analysis of convective heat exchange of a sliding flow of
non-Newtonian fluid through a parallel plate and round microchannels. A numerical study of the
natural convection of power law fluids in a vertical open finite channel was carried out by Zhou and
Bayazitoglu [26]. Double-diffusive natural convection of a Bingham fluid was studied by Kefayati [27]
taking into account the Soret and Dufour effects. Laminar natural convection in a closed trapezoidal
cavity filled with a non-Newtonian nanofluid was studied numerically by Alsabery et al. [28]. Kefayati
and Tang [29] investigated the natural convection of a non-Newtonian nanofluid in a cavity with
a uniform magnetic field. An experimental study of the convective heat transfer of a stream of a
non-Newtonian solution of Xanthan gum in a micropipe was carried out by Shojaeian et al. [30].
Based on the review of literature, it can be concluded that natural convection of a non-Newtonian
fluid in a closed cavity has a great deal of significance in modern research. In this regard, the aim of
the present work is the mathematical modeling of the natural convection of a power-law fluid in a
closed square cavity with a heat-generating and heat-conducting element.
2. Governing Equations and Numerical Technique
In this paper, we study the process of thermogravitational convection in a closed square cavity
as shown in Figure 1. Horizontal walls are heat insulated. Vertical walls are maintained at low
temperature Tc. The energy source is located in the center of the bottom wall and this source has a
constant internal volumetric heat generation Q. Gravity force is directed vertically down.
The cavity under investigation is filled with a non-Newtonian fluid that follows the Ostwald-de
Waele power law model:
τi j = 2μe f f Dij = 2K(2DklDkl)
n−1
2 Dij (1)
Here τij-is the shear stress, μe f f -is the effective viscosity, Dij-is the component of the strain rate
tensor, K-is the flow consistency index, n-is the power law index.
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Figure 1. A schematic of the system.




















































































For ease of calculation, the problem was reduced to a transformed dimensionless form. The
non-primitive variables such as the stream function u = ∂ψ∂y , v = −
∂ψ
∂x and vorticityω =
∂v
∂x − ∂u∂y were
introduced. Further, dimensionless variables were included into the equations using the following
parameters L is the length of the cavity; X = x/L, Y = y/L are the coordinates; τ = t
√
gβΔT/L is the
dimensionless time; Ψ = ψ/
√
gβΔTL3 is the dimensionless stream function; Ω = ω/
√
L/gβΔT is
the dimensionless vorticity; Θ = (T − Tc)/ΔT is the dimensionless temperature; ΔT = QL2/khs is
the temperature difference.
The basic equations in non-dimensional form using the stream function, vorticity and temperature
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, Pr = ν̃α
is the Prandtl number; Ra = gβΔTL
3
ν̃α







2−n is the effective
kinematic viscosity.
Initial conditions for the considered problem are Ω = Ψ = Θ = 0.
Boundary conditions:
X = 0 and X = 1, 0 ≤ Y ≤ 1, Ψ = 0, ∂Ψ∂X = 0, Θ = 0;
Y = 0 and Y = 1, 0 ≤ X ≤ 1, Ψ = 0, ∂Ψ∂Y = 0, ∂Θ∂Y = 0;
at the heat source surface: Ψ = 0, Ω = −∂2Ψ
∂n2
,
⎧⎪⎪⎨⎪⎪⎩ Θhs = Θ fkhsk f ∂Θhs∂n = ∂Θ f∂n .
The main numerical technique used to solve the considered problem is the finite difference method.
The differential Equation (7) for the stream function was discretized using the central differences and the
obtained difference equation was solved by the successive over-relaxation method [31,32]. The optimal
value of the relaxation parameter was selected on the basis of numerical experiments. The convective
terms in parabolic Equations (8) and (9) were approximated using the “donor cell” difference scheme.
It should be noted that this scheme is known also as the second upstream scheme. This scheme is
based on one-sided differences in spatial variables and has the property of transport and conservatism.
The point is that when the velocities are positive, the difference is used backwards, and vice versa.
The diffusion terms were discretized by central differences. The numerical solution of parabolic
Equations (8)–(10) was performed using the locally one-dimensional Samarskii scheme [31,32]. This
scheme allows transformation of a two-dimensional problem to a one-dimensional problem. The
obtained linear algebraic equations were solved by the Thomas algorithm [31,32].
The developed algorithm for solving the problem was implemented by a computational code
using the C++ programming language. Before carrying out the basic calculations, the developed
in-house code was tested in detail using some problems for verification. The first benchmark problem
was the natural convection of a non-Newtonian fluid in a differentially heated cavity. The horizontal
walls were heat insulated. The vertical left wall was maintained at a constant temperature Th, while the
vertical right wall had a constant temperature Tc (Th > Tc). The diagram of the test problem solution
area is shown in Figure 2.
Figure 3 shows the comparison of streamlines at Ra = 105, Pr = 100, n = 1.0 and 1.4, obtained using
the developed in-house computational code and numerical data of Khezzar et al. [33]. As a result of
this validation study, an analysis was obtained for the values of the average Nusselt number at the
left isothermal wall of the cavity in comparison with the results [33,34]. Table 1 shows the obtained
comparison for the average Nusselt number. Thus, the results of testing the computational code
showed that the data obtained are in good agreement with the data of other authors. The numerical
algorithm and developed computational code are operable and may be applicable in further studies.
In the case of thermogravitational convection of a power law fluid in a cavity with an energy
source, preliminary estimation of the influence of the grid parameters and the time step on the process
under study was carried out. Figure 4 shows the time dependences of the average Nusselt number
(a) and average heater temperature (b). Dependencies are plotted at n = 0.6, Ra = 105, k = khs/kf = 1,
Pr = 102 with the following grid parameters: 50 × 50, 100 × 100, 150 × 150.
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Figure 2. A schematic of the test system.
 
Figure 3. Streamlines: Data from [33] (a) and obtained results (b).
Table 1. The value of the average Nusselt number depending on the power law index.
n Nuavg in This Work Nuavg in [33] Nuavg in [34]
0.6 7.3823 6.9345 7.020
0.8 5.6201 5.5127 –
1.0 4.7662 4.6993 4.741
1.2 4.2227 4.1709 –
1.4 3.8464 3.7869 3.770
Based on this dependence, we chose a grid of 100 × 100 nodes, since it does not lead to strong
discrepancies and it does not affect the process under study. In addition, in the course of the study it
was revealed that the final value of dimensionless time τ = 200 is not enough, so the calculations were
carried out at τ = 2000.
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Figure 4. The time dependences of the average Nusselt number (a) and average temperature (b) at
n = 0.6, Ra = 105, k = 1, Pr = 102.
3. Results
As a result of numerical simulation of thermogravitational convection of a non-Newtonian power
law fluid in a closed square cavity with a heat source, an analysis was made to understand the effects
of governing parameters on the process. The Rayleigh number Ra is varied in the range 104–105, the
power law index n is changed from 0.8 to 1.4, the thermal conductivity ratio is k = 1, 10, 102, 103. The
Prandtl number was fixed at Pr = 102. Streamlines, isotherms and distributions of the average Nusselt
number and mean temperature within the heater are shown in Figures 5–10.
Figure 5. Streamlines Ψ (a) and isotherms Θ (b) at n = 0.8, Pr = 102, k = 102 and different
Rayleigh numbers.
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Figure 6. The time dependences of the average Nusselt number (a) and average temperature (b) at
n = 0.8, k = 100, Pr = 102 and different Rayleigh numbers.
Figure 7. Streamlines Ψ (a) and isotherms Θ (b) at Pr = 102, k = 102, Ra = 105 and different n.
 
Figure 8. The time dependences of the average Nusselt number (a) and average heater temperature (b)
at k = 100, Pr = 100, Ra = 105 and different n.
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Figure 9. Streamlines Ψ (a) and isotherms Θ (b) at n = 0.8, Pr = 102, Ra = 105 and different k.
 
Figure 10. The time dependences of the average Nusselt number (a) and average temperature (b) at
n = 0.8, Pr = 100, Ra = 105 and different k.
Figure 5 shows the effect of the Rayleigh number on the distribution of streamlines Ψ (a) and
isotherms Θ (b) for n = 0.8, Pr = 102, k = 102. In Figure 5a, the distribution of the streamlines shows
that with the increasing of the Rayleigh number, the flow structure does not change. Namely, two
convective cells are formed in the cavity, and these cells are symmetrical to each other relative to the
central axis. The shape of the cells varies slightly from elliptical to more rectangular with a pronounced
flow around the source. Moreover, the convective cells cores are displaced to the central vertical axis
and the streamlines density increases in this central part. Such behavior can be explained by a growth
of convective flow intensity due to high values of the buoyancy force magnitude and as a result, the
thickness of the central thermal plume decreases that reflects intensive liquid motion in this narrow
zone. The temperature field in Figure 5b with Ra = 104 indicates the predominance of the conductive
mechanism of heat transfer in the cavity, since the isotherms are located almost parallel to the cooling
walls. Consequently, the heat transfer in the cavity is very weak. With an increase in Ra, the convective
heat exchange is enhanced, which corresponds to the formation of a two-dimensional heat plume
above the heat source. It is seen that an upward flow is formed above the source due to the temperature
difference between the heater and the liquid near this element. The hot ascending flow reaches the
upper adiabatic wall. After that, this flow separates and descends along the cooling vertical walls,
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which corresponds to the expansion of the thermal plume cap and an appearance of cold temperature
wave in the bottom part of the cavity from the left and right sides of the heater. Similar relationship
between streamlines and isotherms can be observed for all considered cases.
Figure 6 shows the time dependence of the average Nusselt number Nuavg (a) and mean
heater temperature Θavg (b) for different Rayleigh numbers. Dependencies are plotted for n = 0.8,







dς. Figure 6a shows that as the Rayleigh number increases, the average Nusselt
number also rises. This suggests that convective heat transfer is enhanced in the cavity. In addition, it
can be seen that the considered modes are unsteady, because Nuavg continues to change with time. It is
worth noting that for Ra = 104 the mean Nusselt number decreases during the conduction regime and
increases during the weak convective regime, while for Ra = 105 and 106 Nuavg reduces. Figure 6b
shows the dependence of the average temperature within the source on the time and Rayleigh number.
One can see that this dependence fully corresponds to the dependence of the average Nusselt number
on the Rayleigh number, namely, the mean temperature decreases with time for Ra = 105 and 106, while
it increases with time for Ra = 104.
An analysis of the effect of the power law index on the liquid circulation and thermal transmission
can be observed in Figures 7 and 8. It should be noted that n describes the character of the relationship
between the components of the stress tensor and the strain rate tensor. The case n < 1 describes a
pseudoplastic fluid, whose viscosity reduces with increasing strain rate. The case n = 1 describes a
Newtonian fluid. The case n > 1 characterizes the behavior of the dilatant fluid, the viscosity of which
rises with increasing strain rate.
The weakening of the convective heat transfer is well reflected with the distribution of streamlines
and isotherms, shown in Figure 7a,b, respectively. It should be noted that with an increase in the
power law index, the number of streamlines decreases, which also corresponds to a slowdown of the
convective flow. The structure of the distribution of streamlines does not tolerate changes. One can
find also a growth of the dynamic boundary layer thickness near the vertical walls.
The distribution of isotherms is also not subject to significant changes (see Figure 7b). The
two-dimensional heat plume is located above the heat source, which reflects the formation of
temperature stratification zones to the left and right of the energy source. As a result, it is possible
to conclude that a growth of the power law index characterizes less intensive cooling of the cavity
from the vertical cooled walls. Therefore, the temperature gradient within the cavity diminishes with
increasing n and liquid circulation becomes weaker.
Moreover, velocity field behavior is related to the temperature field considering the natural
convection problem where there is no any external dynamic influence. This relation can be described
as follows; the presence of the non-slip effect at solid walls characterizes an appearance of high velocity
gradients in these zones and as a result a growth of the power law index leads to a rise of the effective
viscosity. The latter illustrates the attenuation of convective flow circulation and a formation of heat
conduction dominated mode near the walls. Therefore, for high n one can find less intensive cooling of
the cavity from the vertical walls.
In Figure 8a, the average Nusselt number decreases slightly with increasing n at k = 100, Pr = 100,
Ra = 105. This suggests that convective heat transfer slows down with an increase in the power law
index, which corresponds to a growth in temperature inside the source, as illustrated in Figure 8b.
Moreover, the average Nusselt number reaches the constant value for high values of the power law
index, while low values require more time for reaching steady state. At the same time, the mean heater
temperature rises with n, which reflects less intensive heat removal from the heater for the case of
dilatant liquid, while in the case of the pseudoplastic liquid it is possible to intensify the heater cooling.
For the considered problem, a key parameter is the thermal conductivity ratio. Figures 9 and 10
demonstrate the impacts of the thermal conductivity ratio on the flow structures and heat transfer
patterns. Thus, streamlines and isotherms are presented in Figure 9 for n = 0.8, Pr = 102, Ra = 105.
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It should be noted that the considered thermal conductivity ratio is a relation between the thermal
conductivity of the heater material and liquid thermal conductivity. Therefore, growth of k illustrates an
increase in the heater material thermal conductivity. A growth of this parameter reflects more intensive
heating of the cavity and a growth of the circulation rate due to a formation of high temperature
gradient. It is worth noting that a growth of the heater material thermal conductivity illustrates more
intensive heating of this local element considering the internal volumetric heat generation and as a
result the liquid near the heater warms rapidly for high k. Therefore, high k illustrates less cooling,
while for low values of k heat conduction is a dominating heat transfer mechanism.
Figure 10 shows the average Nusselt number at the heater surface and the mean heater temperature
depending on the thermal conductivity ratio and dimensionless time. It follows that an increase in k
indicates a more heat-conducting material of the energy source or a less heat-conducting non-Newtonian
medium. Therefore, with a growth of k, the average temperature in the source increases, which leads
to a rise in the temperature gradient inside the cavity, and thus, one can find an augmentation of the
average Nusselt number. It should be noted that for k = 1 and 10 the considered time range is enough
for reaching the steady state, while for k ≥ 100 the time range should be increased for the steady state.
As a result, one can conclude that more cooling of the local heater can be organized by the passive
cooling system (from the cooled vertical walls) in the case of low values of the thermal conductivity
ratio k ≤ 100.
4. Conclusions
In the present work, the mathematical simulation of the thermogravitational convection of a
non-Newtonian fluid within a closed square cavity in the presence of a local heat-generating element
was carried out. Governing partial differential equations formulated using the non-primitive variables
and Ostwald-de Waele power law were solved by the finite difference method. An analysis of the
key parameters influence on the process under investigation was performed based on the obtained
distributions of streamlines and isotherms, as well as dependences of the average Nusselt number and
average temperature inside the energy source. Taking into account the obtained results the following
conclusions can be formulated:
- The influence of the Rayleigh number was considered in the range between 104 and 106. It has
been established that with increasing Ra the heat transport mechanism changes from conductive
to convective, and the average Nusselt number increases, which corresponds to the intensification
of heat removal from the heater surface. At the same time, a rise of Ra characterizes a growth
of time for reaching the steady state. Moreover, a rise of the Rayleigh number characterizes a
reduction of the thermal boundary layers thickness not only near the vertical walls but also for
the central formed thermal plume.
- The power law index is varied within the limits 0.8 and 1.4. It has been found that the growth of
n slows down the flow and heat transfer in the cavity, therefore, for a pseudoplastic fluid, heat
removal from the energy source occurs more intensively. It should be noted that at a large n faster
stationary mode is achieved.
- Analysis of the flow and heat transfer as a result of an increase in the thermal conductivity ratio
from 1 to 1000 showed that as the flow rate and time for reaching the steady state are increased,
the cavity warms up more intensively, and therefore the heat removal from the heater surface
is weakened.
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Abstract: Thermal energy storage (TES) is an essential part of a solar thermal/hot water system.
It was shown that TES significantly enhances the efficiency and cost effectiveness of solar thermal
systems by fulfilling the gap/mismatch between the solar radiation supply during the day and
peak demand/load when sun is not available. In the present paper, a three-dimensional numerical
model of a water-based thermal storage tank to provide domestic hot water demand is conducted.
Phase change material (PCM) was used in the tank as a thermal storage medium and was connected
to a photovoltaic thermal collector. The present paper shows the effectiveness of utilizing PCMs in
a commercial 30-gallon domestic hot water tank used in buildings. The storage efficiency and the
outlet water temperature were predicted to evaluate the storage system performance for different
charging flow rates and different numbers of families demands. The results revealed that increases in
the hot water supply coming from the solar collector caused increases in the outlet water temperature
during the discharge period for one family demand. In such a case, it was observed that the storage
efficiency was relatively low. Due to low demand (only one family), the PCMs were not completely
crystallized at the end of the discharge period. The results showed that the increases in the family’s
demand improve the thermal storage efficiency due to the increases in the portion of the energy that
is recovered during the nighttime.
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1. Introduction
Phase change materials (PCMs) are an important topic in research and industry. Due to the
intermittent supply characteristics of solar energy, energy storage represents a potential solution by
storing the energy during the daytime to use it during the nighttime. PCMs can store large amounts of
heat at constant temperature while the material changes phase or state. When PCMs are coupled with
solar technology, efficiency of traditional heating, ventilation, and air conditioning (HVAC) systems
may potentially increase. The majority of applications for PCMs are for space heating/cooling and
providing domestic hot water for buildings. Also, PCMs have high energy density and latent heat,
and they are cost-effective. There are several applications in which PCMs were implemented as shown
in Table 1.
Phase change material (PCM) is an environmentally friendly material used to improve building
energy consumption and indoor thermal comfort [1,2].
An experimental study investigated a heat pump utilizing a thermal energy storage (TES) tank [3].
In their research, it was found that a PCM storage tank has 14.5% better performance. Moreover,
the PCM storage tank improved indoor temperature stability within comfort 20.65% longer in time
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compared to the conventional water tank. Also, a thermal storage system was installed in a one family
house [4], where sodium acetate trihydrate (SAT) was used as a PCM.
Table 1. Phase change material (PCM) applications.
Application References
Thermal storage of solar energy [5–7]
Heating and sanitary hot water [8,9]
Cooling [10–16]
Thermal comfort in vehicles [17]
Solar power plants [18–21]
Cooling of engines [22]
Thermal protection of electronic devices [23]
Spacecraft thermal system [24]
The performance of thermal storage systems was analyzed [25]. A south-oriented wall was used
as thermal storage with phase change materials embedded in the wall. The thermal storage system
can store solar radiation up to 6–8 h after solar irradiation; this has effects on the stability of the daily
temperature swings (up to 10 ◦C).
Zalba et al. [26] conducted an experimental study to store outdoor cold during nighttime and to
release it indoors during daytime using PCMs. The results revealed that the system was successfully
tested for 1000 cycles without any degradation in the performance of the system.
Kenneth [27] developed a solar system that utilizes a PCM in domestic houses in the United
Kingdom (UK). The system consisted of solar flat plate collectors, which put the energy into a storage
tank and PCM-filled panels. Calcium chloride was used as the PCM with a melting point of 29 ◦C.
The results revealed that the use of PCMs reduced energy consumption by 18–32%.
The literature shows a limited number of investigations on PCM thermal storage tanks coupled
with a solar thermal collector to provide domestic hot water or building heating. In the present paper, a
numerical model was developed for a 30-gallon hot water tank utilizing n-eicosane PCM as the thermal
store medium. The solar energy was used to charge the storage tank during the daytime (9 h) and then
the thermal energy was recovered to provide hot domestic water during the discharge period (15 h).
2. Numerical Model Description
In this study, a three-dimensional numerical model was created using finite element techniques
(COMSOL Multiphysics) for a 30-gallon domestic hot water thermal storage tank connected to a
photovoltaic thermal collector. The tank height and diameter were 1.15 m and 0.46 m, respectively,
as shown in Figure 1. PCMs are present in small cylindrical containers inside the tank as shown in
Figure 2a. The tank contains a spiral heat exchanger to exchange the heat from the circulating water
to the thermal storage medium as shown in Figure 2b. The diameter of the heat exchanger pipe was
0.02 m, and the length of the heat exchanger was 1.1 m with a spiral diameter of 0.28 m. The length and
diameter of the PCM containers were 0.2 m and 0.05 m, respectively. The tank consisted of 32 PCM
cylindrical containers per row with a total of five rows. The properties of the PCM used in the model
are presented in Table 2.
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Figure 1. System schematic diagram.
  
(a) Model description (b) Spiral heat exchanger 
Figure 2. Numerical model description.
Table 2. PCM properties.
n-Eicosane Solid Phase Liquid Phase
Density (kg/m3) 856 778
Specific heat (kJ/(kg·K)) 2.136 2.1336
Thermal conductivity (W/m·K) 0.35 0.15
Melting point 36.4 ◦C
Latent heat (kJ/kg) 247.3
2.1. Governing Equations
The assumptions on which the governing equations were based prior to the formulation of the
model were as follows:
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(1) The fluid flow is Newtonian and incompressible;
(2) No heat is generated inside tank solid domains;
(3) The variation of thermo-physical properties of the PCM can be neglected.
When these assumptions were taken into consideration, a system of governing equations to
describe the heat transfer and fluid flow were solved and coupled. In the present study, an attempt was
made to solve the Navier–Stokes equations for the fluid flow through the internal spiral heat exchanger
and a free convection fluid flow inside the tank. In addition, the energy equations for all domains
including the tank solid domain, the PCM domain, and the fluid domain were solved. It is important
to note that the Navier–Stokes equations and the energy equations were coupled. The coupling was
established for each time step using the velocity field obtained from Navier–Stokes equations as an
input to evaluate the convective heat transfer term in the energy equation.
The Navier–Stokes equation and the energy equation were solved numerically using COMSOL
Multiphysics [3] as follows:






















































































































where ρ represents the water density, cp represents the fluid specific heat, p represents the pressure, u,
v, and w represent the coordinates of a velocity field vector, T represents the temperature, μ represents
the dynamic viscosity of the fluid, and K represents the thermal conductivity.













(1− θ)ρphase2 − θρphase1
θρphase1 + (1− θ)ρphase2 , (7)
where θ represents the PCM solid fraction, L represents the latent heat of the phase change material,
phases 1 and 2 represent the solid and liquid phases, respectively, and ∂αm∂T represents the melting
fraction per degree of temperature.
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2.2. Boundary Conditions
Boundary conditions can be divided into two types: heat transfer boundary conditions and fluid
flow boundary conditions. The thermal boundary conditions involve the inlet water temperature to
the heat exchange, which was 50 ◦C during the charging period over the daytime (9 h) and 20 ◦C
during the discharge period over the nighttime (15 h). Moreover, the thermal boundary conditions
included the insulated wall of the tank outer surface (∇.T = 0).
The fluid flow boundary conditions included the inlet velocity (U) at the inlet portion (assuming a
flat profile), with no pressure constraints at the outlet portion and walls (e.g., no slip condition) at the
remainder of the surface (see Figure 2a). It is important to note that, in the present study, the flow
rates during the charging period were set to 2 L/m, 3 L/m, and 4 L/m. In addition, the flow rate of the
demand of hot water during the discharge period was set to match the typical hot water demand for
one, two, three, and four families, as shown in Figure 3 [28]. A typical family consists of two adults
and two children [28]. As shown in Figure 3, the demand was low over the first 5 h of the day and



















Figure 3. Typical domestic hot water demand for different numbers of families.
3. Results and Discussion
3.1. Effect of Charging Flow Rates
In this section, the flow rates over the charging period (9 h) were set to 2 L/m, 3 L/m, and 4 L/m.
The demand of domestic hot water flow rate over the discharge period (during the remaining 15 h)
was fixed to match the typical hot water demand for one family, as illustrated in Figure 3. Figure 4
shows the storage tank inlet and outlet temperatures versus time.
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Figure 4. Storage tank inlet and outlet water temperatures.
As shown in Figure 4, the inlet temperature was 50 ◦C during the charging period (9 h), which came
from the photovoltaic thermal (BIPVT/T) collector. Then, the inlet water temperature decreased to
20 ◦C during the discharge period. The amount of thermal energy was calculated as follows:
qstored = m·cp(Tin − Tout)Δt; (8)
qdischarged = m·cp(Tout − Tin)Δt. (9)
It was noted that, over the charging period, the amount of heat stored (qstored) increased upon
increasing the hot water supply flow rate at given demand.
As a result, the average outlet water temperatures during the discharge period increased with the
increase in the hot water flow rate during the 9-h charging period, as shown in Figure 4.
Table 3 shows the amount of heat being stored and extracted during charging and discharging
periods, respectively. It was observed that the maximum storage efficiency was 39%. The thermal
storage efficiency is defined as a ratio between the energy extracted and the energy injected into the
tank. This means that only 35–39% of stored energy was successfully extracted during the discharge
period. Figures 5 and 6 explain the reason for such low storage efficiency. Figure 5 shows the melting
fraction of the PCM cylinders; when it is equal to one, it means that the PCMs are completely melted.
As shown in this figure, PCMs were not melted completely after the 9-h charging period. This means
that there was a capability of the storage tank to absorb more heat during the charging period.
Table 3. Tank storage efficiency.
Hot Water Supply Flow Rate Heat Input (kJ) Heat Extracted (kJ) Storage Efficiency (%)
2 L/m 22,307.5 7869 35%
3 L/m 21,417 8253 38.5%
4 L/m 21,738 8511 39%
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(a) 2 L/m charging flow rate 
 
(b) 3 L/m charging flow rate 
 
(c) 4 L/m charging flow rate 
Figure 5. Melting fraction of phase change material (PCM) after charging period (9 h).
(a) 2 L/m charging flow rate 
 
(b) 3 L/m charging flow rate 
 
(c) 4 L/m charging flow rate 
Figure 6. Melting fraction of phase change material after discharge period (24 h).
Moreover, Figure 6 shows that the PCMs were not solidified/frozen completely after the discharge
period (24 h). It was observed that about 50% of PCMs were not completely solidified/frozen.
This means that the tank still had some available heat to be used. To reach better efficiency, the hot
water demand should be increased in order to absorb the remaining stored heat, allowing the PCM to
be completely solidified/frozen.
In order to better understand the melting phenomenon, Figure 7 shows the melting fraction of a
single PCM cylinder. As shown in this figure, around half of the cylinder was melted completely after
the charging period. Moreover, after completing one cycle (e.g., 24 h), the PCM cylinder still had a
liquid phase up to 0.7, as shown in Figure 7b.
(a) After charging period (9 h) (b) After complete cycle (24 h)
Figure 7. Melting fraction over charging and discharging periods for a single PCM cylinder.
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Figure 8a shows the mid-plane temperature contours at the end of charging period. As shown in
this figure, the temperature of the circulating water coming from the solar collector was about 50 ◦C,
and the average temperature of the tank was about 34 ◦C. Also, Figure 8b shows the temperature
contours after 24 h, where the average temperature was about 30 ◦C.
 
(a) After charging period (9 h) (b) After complete cycle (24 h) 
Figure 8. Mid-plane temperature contours after charging and discharging periods.
3.2. Effect of Number of Families
In order to enhance the storage efficiency, domestic hot water demand was increased to match the
typical demand of two, three, and four families. Figure 9a shows the outlet temperatures from the tank
versus time for the demand of one, two, three, and four families and 2 L/m of hot water supply during
the charging period. It was noted that the outlet temperature decreased with the increase in the number
of families. The increase in hot water demand during the discharge periods (number of families) meant
increases in the thermal energy to be extracted/recovered from the thermal storage tank, as shown
in Figure 9b. However, for the demand of four families, it was observed that the domestic hot water
temperature over the discharge period decreased dramatically until it reached below 30 ◦C. In such a
case, a supplement back-up system is needed to maintain the outlet domestic water above 30 ◦C.
In order to quantify the thermal storage efficiency, Table 4 shows the amount of heat that was
injected into the thermal storage tank during the charging period (9 h) and the amount of heat that was
absorbed/recovered during the discharge periods. It was observed that, for a given hot water supply,
increasing the number of families increased the efficiency from 35% for one family to 82% for four
families. The four families used the whole store of energy and, because of the high demand rate, a big
portion of the stored energy was recovered. As a result, the storage efficiency was increased up to 82%.
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(a) (b) 
Figure 9. Outlet water temperatures and thermal energy over one day of operation. (a) Outlet
temperature variation versus number of families; (b) Thermal energy stored and recovered during the
day for the demands of one, two, three, and four families.









2 L/m 1 22,307.5 7869 35%
2 L/m 2 22,307.5 13,415.96 60%
2 L/m 3 22,307.5 16,643.48 74%
2 L/m 4 22,307.5 18,288.89 82%
4. Conclusions
This paper presented a CFD numerical code of a domestic hot water tank utilizing a phase change
material as a storage medium. The following conclusions were made:
• The increases in the hot water supply during the charging periods increased the storage efficiency
from 35% to 39%.
• At given hot water supply, increasing the number of families increased the efficiency from 35% for
one family to 82% for four families.
• At given hot water supply, the heat extracted over the nighttime increased from 7869 kJ to 18,288.89
kJ upon increasing the demand from one family to four families.
Further developments and future work on the present topic involve the introduction of nanofluid to
enhance the thermal storage efficiency of the tank, the use of different PCMs and melting temperatures,
and the calculation of the electricity consumption to determine the energy efficiency. Moreover,
the effect of inlet water profile (cycling temperature) will be investigated as an extension of the
present work.
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Abstract: The flow patterns and heat transfer of a downstream bubbly flow in a sudden pipe expansion
are experimentally and numerically studied. Measurements of the bubble size were performed using
shadow photography. Fluid phase velocities were measured using a PIV system. The numerical
model was employed the Eulerian approach. The set of RANS equations was used for modelling
two-phase bubbly flows. The turbulence of the carrier liquid phase was predicted using the Reynolds
stress model. The peak of axial and radial fluctuations of the carrier fluid (liquid) velocity in the
bubbly flow is observed in the shear layer. The addition of air bubbles resulted in a significant increase
in the heat transfer rate (up to 300%). The main enhancement in heat transfer is observed after the
point of flow reattachment.
Keywords: turbulent bubbly flow; sudden pipe expansion; measurements; modeling; wall friction;
heat transfer modification
1. Introduction
Gas–liquid bubbly flows are frequently used in many engineering and practical applications.
These flows are usually turbulent with a strong interfacial coupling between the fluid carrier and
dispersed phases. A study of such flows is usually complicated by flow separation at sharp edges,
and heat transfer. Flow recirculation largely determines the mean and turbulent characteristics and
has a significant influence on the transport processes [1,2]. The modeling of bubble motion and their
distributions over a duct or pipe cross-section is very important for safety and for the simulation of
various emergency scenarios in steam and nuclear power equipment.
Experimental works [3,4] were probably among the first studies of bubbly flows downstream
of a sudden expansion. They studied bubbly flows behind a sudden expansion in a horizontal duct.
The pressure drop, void fraction, bubble size, and the mean and fluctuation velocities of the phases,
were measured in these papers. Aloui and Souhar [3] and Rinne and Loth [4] experimentally observed
a reduction in diameter of bubbles along the duct length due to the growth in the longitudinal pressure
gradient and the bubbles break up in separation zone.
Later experimental [5–8] and numerical [9,10] studies of separated isothermal bubbly flows were
continued. A theoretical and experimental study of upward bubbly flow in a pipe with sudden
expansion [5] was carried out on. The mean and fluctuating bubble velocities, local void fraction,
bubble distributions, pressure drop and friction on the wall were measured. The distributions of
the bubble’s velocity fluctuations were similar to that of the carrier fluid phase. Measurements were
performed in the horizontal flow of the air–oil mixture [6], which was transient in the annular flow
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regime. Gas concentration increased immediately after the cross-section of the flow separation.
Measurements by [7] were performed in an upward, vertical flow of a liquid (water) and CO2 bubbles.
The distribution of the mean carrier fluid velocity was strongly dependent on the bubbles’ diameter.
A review of the literature for two-phase flow in sudden expansions and contractions was performed
in [8]. Wang et al. [8] have found that none of the existing eight correlations can accurately predict
the experimental database. Most of these correlations greatly overpredicted the results for mini test
sections. Some of the correlations also underpredicted the data for large test sections.
There are only a few papers that consider the numerical modeling of isothermal bubbly flows in a
pipe with sudden expansion [9,10]. Krepper et al. [9] presented a mathematical model for polydisperse
flow in a vertical pipe with sudden expansion. The numerical predictions for bubbly pipe flow with an
obstacle demonstrated very difficult nature of such flows [9]. The Eulerian model was developed to
simulate bubbly flows in a pipe with sudden expansion in [10]. Predictions were carried out using the
CFD commercial package STAR-CCM+. The developed model was validated against measurements of
Bel Fdhila [11]. The eddy-viscosity k−ε model showed poor reproduction of the bubbly flow structure
because it disregarded much of the information on fluid flow turbulence. The Second-Moment
Closure and LES methods captured the main characteristic turbulent length-scales responsible for the
diffusion of the bubble gas phase, and moreover, these methods predicted the flow patterns and bubble
distributions across the pipe section [10].
Recently published numerical works [12,13] investigated heat transfer in bubbly flows without an
abrupt pipe or channel expansion. These studies showed the significant influence of bubble diameter
and gas volumetric flow rate ratios on the flow patterns and heat transfer. Heat transfer in bubbly
flow increased up to three times that of one-phase fluid flow. The liquid turbulence was modeled
using an isotropic k−ε model [12]. The DNS of bubbly flow with heat transfer was performed [13].
The numerical [14,15] and experimental papers [15] concerned study of bubbly flows with a sudden
pipe expansion. The numerical model [14] employed the Eulerian approach. The turbulence of the
carrier fluid flow was predicted with the use of a Reynolds stress model. The effects of inlet gas
concentrations, Reynolds numbers, and bubble diameters on the flow structure and heat transfer were
investigated. The measurements of heat transfer in gas–liquid flow in the pipe with sudden expansion
and validation analysis of model [14] was performed [15].
The aim of this work is to carry out a further validation of the numerical model [14] for predictions
of the flow structure in pipe sudden expansion. Authors of [15] used for comparison analysis only
their measured results of heat transfer in the gas–liquid flow downstream of the pipe with sudden
expansion. In the paper we performed the validations with our experimental results of mean flow
structure, measurements of [11] and LES simulations of [10]. The measured and predicted results
for the mean axial carrier fluid (liquid) and gas (air bubbles) phases in a few stations along the pipe
length are presented. The LES predictions of [10] and measurements of [11] were performed for much
larger Reynolds number (Re = 1.1 × 105) and another pipe geometry (2R1 = 50 mm, 2R2 = 100 mm,
H = 25 mm, and ER = (R2/R1)2 = 4). It has expanded the possibility of using of the model. We have
also presented the numerical results of the flow structure predictions (turbulent kinetic energy profiles
and wall friction coefficient distributions for various β). All these abovementioned numerical results
did not present in [15].
This study may be of interest to scientists and engineers dealing with the enhancement of heat
transfer in power equipment. The paper does not have any direct practical application. The article
shows the physical mechanisms of the control on flow structure and heat transfer enhancement in
bubbly flow in a pipe sudden expansion.
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2. Experimental Facility and Image Processing Methods
2.1. Experimental Facility
The experimental facility consists of a closed circuit in a liquid and an open circuit in the gas
phase (see Figure 1). The test liquid, that is, distilled water, is pumped from the main tank, 1, to the test
Section 2, through the water supply line, 3. The volume of liquid in the main tank is 40 L. To remove
excess heat from the tank, a heat exchanger, through which cooling water was pumped, was installed.
The liquid temperature in the tank was measured by a resistive temperature sensor installed in the
tank and automatically controlled by management of the cooling water flow rate by a type TRM-2M
programmable controller. This makes it possible to keep the liquid temperature at the beginning of
the test section in the 24.9−25.1 ◦C range, according to an analysis of the signal from the temperature
sensor mounted in the test section’s inlet, which is a thin film platinum sensor. The nominal resistance
of this sensor is 1000 Ohm at 0 ◦C. The response time of this type of sensor in water flow is about 0.2 s.
The measurement uncertainty of temperature measurement in the test section inlet is about ±0.15 ◦C.
Figure 1. The scheme of the experimental facility. 1—main tank; 2—pump; 3—supply line; 4—control
valve; 5—ultrasound flow meter; 6—gas–liquid mixer; 7—gas flow controller; 8—the pipe of small
diameter (before expansion); 9—expansion area; 10—box filled by water; 11—video recorder; 12—test
section; 13—copper conductors; 14—infrared (IR) camera; 15—resistive temperature detectors (RTDs);
16—the pipe of large diameter (after expansion); 17—downcomer.
A Grundfos CHI 4–40 (Ql ≤ 4.5 m3/h) is used to pump the liquid. The liquid flux is directed
upstream, the liquid flow rate is controlled using a valve, 4. The flow rate is monitored using an
ultrasonic flow meter, 5. In this paper the effect of intermediate sized bubbles (d = 1 ÷ 3 mm) on
the heat transfer in the pipe with sudden expansion is studied. Bubbles are generated by feeding
air into the liquid flow through 12 capillaries, where the length of each capillary is 50 mm and inner
diameter is 0.7 mm. The capillaries are uniformly distributed across the pipe channel’s cross-section.
The gas flow rate is determined using a gas flow controller, 7, produced by Bronkhorst (Qg ≤ 1 L/min).
The measurement error of the gas and liquid flow rates is±2% of the measured value. Then, a gas–liquid
mixture is fed into the test section. It is a small-diameter pipe, 8 (2R1 = 15 mm), which is inserted
through the adapter and into a large diameter pipe. The inner diameter of the pipe, 16, is 2R2 = 42 mm,
and the step height is H = 13.5 mm. The expansion ratio is defined as ER = (R2/R1)2 = 7.84. The end
of the small pipe is mounted flush with the plane of the adapter located in the flow separation zone.
To ensure that a fully developed gas–liquid flow is obtained in the inlet of the test section, the length of
the flow-stabilization area before the measurement region is 140R1. The experimental setup and the
method for heat transfer measurements was presented in [15] in details.
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2.2. PIV/PLIF Measurements
In order to perform the fluid phase velocity distribution measurements, a particle image velocimetry
(PIV) “Polis-PIV” system was used. The Plexiglass pipe was mounted instead of the heat transfer
measurement unit for PIV measurements and it was installed into a rectangular box that was filled with
water to reduce image distortions. In two-phase flow, bubbles illuminated by a laser light produce a
bright glare that can damage the image sensor. That’s why the planar laser-induced fluorescence (PLIF)
approach was applied in our measurements [16]. Fluorescent seeding particles made of polymethyl
methacrylate filled with Rhodamine B produced by Dantec Dynamics\(hydrophobic, size distribution
1–20 μm, wavelength range 550–700 nm) were used in our experiments. A threshold optical filter was
used to prevent glare from bubbles surfaces on the final images. Thus, we obtained positions of tracers
on the initial experimental data, the positions of the bubbles are invisible. This allows us to obtain the
velocity field for liquid while ignoring the characteristics of the gas bubbles. This relates to complex
shapes of bubbles, which are quite different from spherical or elliptical in the shear region of the flow
(see Figure 2). The recognition procedure for such bubbles is a very complex problem.
 
Figure 2. The photographs of bubbles in the sudden pipe expansion two-phase flow. ReH = 2.09 × 104,
2R1 = 15 mm, H = 13.5 mm, 2R2 = 42 mm, ER = (R2/R1)2 = 7.84. (a)—β = 0.6%, (b)—1.8, (c)—3.5;
(d)—5.2.
One thousand pairs of PIV images were obtained for both of two cases. One of these cases
was a single-phase flow with ReH = 2.09 × 104. In another case, a gas phase with β = 3.5% was
added to the flow. Image processing was carried out using the “ActualFlow” software. At first
a procedure of subtraction of the mean intensity field averaged over the whole sample range was
applied for the raw data. The image processing was carried out by means of iterative cross-correlation
algorithm. The overlap of interrogation windows was 75%. The size of the interrogation window was
64 × 64 pixels. Following validation procedures were used: peak validation with the threshold of 1.2,
adaptive median 3 × 3 filter and range validation taking into account of maximum velocity on the axis
of the small pipe multified by a coefficient 1.2. The uncertainty of the liquid velocity measurements
was about 5%.
2.3. Bubble Size Measurements
Measurements of the sizes of bubbles are performed using video with shadow illumination prior
to the location of the expansion. To reduce the optical distortion, a box with a square cross-section,
10, is filled with immersion liquid. The video camera, 11, has a frame rate of up to 400 fps. Bubble
sizes are calculated using an image-processing procedure in homemade code. The main steps of the
algorithm are as follows: 1. The bubble area is chosen on the original image; 2. The image is binarized
using an adaptive threshold; 3. Spherical or ellipsoidal particles are sought using a Hough transform.
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The image processing steps are shown in Figure 3. Figure 3a shows an original image of the bubble
flow. The result of image binarization is shown in Figure 3b. The final image with the recognized
images of bubbles indicated by blue lines is shown in Figure 3c. Not all of the bubbles are recognized,
especially those from the clusters of bubbles, but all groups of bubbles were recognized and we obtain








Figure 3. Example of picture processing: (a)—original picture; (b)—binared picture; (c)—picture after
determination of bubbles.
For nearly spherical bubbles, the measurement uncertainties depends upon the square of projection
in the measurement area and upon the pixel resolution. The determination error for the bubble diameters
for our cases (1–3 mm) is in the range of 3 ÷ 7% depending on the sizes of bubbles.
3. Mathematical Model for Two-Phase Bubbly Flow
3.1. Physical Model
The modeling of gas bubbles is treated by the Eulerian approach that considers the particulate
phase as a continuous medium with properties analogous to those of a fluid (water) [17–19]. The
Eulerian approach is based on kinetic equations for a one-point probably density function (PDF) of
bubbles coordinates, velocity, and temperature in the turbulent Gaussian fluid flow fields [12,20–22].
The system of equations for the carrier phase (liquid), the turbulence model and the equations for the
dispersed phase (gas bubbles) are written in a form appropriate to axisymmetric flow, but for reason of
brevity, are given below using the vector analysis form [14]:
3.2. The Mean Governing Equations for the Carrier Fluid Phase
The mean fluid (water) flow is treated as a steady-state, incompressible and axisymmetric flow.
The set of RANS equations for the carrier fluid phase consists of mass conservation, two-momentum,
and energy equations.
∇ · (αlρU) = 0,
∇ · (αlρUU) = αl(−∇P + ρg) + ∇ · (αlτ) −∇ · (αlρ〈u′u′〉) + (P− Pin)∇ · αl + Ml,
∇ · (αlρCPUT) = ∇ · [αl∇(λT)] −∇ · (αlρCP〈uθ〉) + 6h(T−Tb)d +
+CPbρbgut〈uθ〉∇ · αl
(1)
where Pin denotes the mean pressure at the liquid (water)-gas bubble interface; g is gravitational
acceleration; τ, 〈u′u′〉 and 〈uθ〉 are the viscous stress, Reynolds stress and turbulent heat flux,
respectively; Ml = −Mb is the volume interphase interaction term (which will be defined in Section 3.5)
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and gut is the coefficient of involvement of dispersed phase into the large-eddy temperature fluctuation
motion of fluid phase [12]:
gut = TLP,t/τΘ − 1 + exp(TLP,t/τΘ), τΘ = CPbρbd2/(12Yλ), Y = 1 + 0.3Re1/2b Pr1/3 (2)
where TLP,t is the time of interaction of bubbles with thermal turbulent eddies TLP,t = 0.6k/ε [12].
The similar simplifications were adopted in many papers. The non-steady-state pressure on the gas
“liquid–bubble” interface is affected by the turbulence of the fluid phase and a non-stationary interfacial
slip velocity [12]. The influence of turbulence by now is rather difficult to calculate. A simpler problem
in the mathematical plan is the calculation of the effect of the averaged interphase velocity [23–27].
When calculating the pressure on the interphase surface, one can use the Lamb’ expression for the
potential flow of a particle by a liquid flow [28]:
Pin = Pb = P−Cρα|UR|2. (3)
In this study, the value of the constant is assumed C = 0.5 [25,26]. The pressure value at the
“liquid–bubble” interface is equal to that one inside the gas bubble for Pb << P, Pin = Pb by [23,24]. PrT
= 0.85 is the turbulent Prandtl number. The Boussinesq hypothesis is used for calculation of turbulent









3.3. The Turbulence Model of the Carrier Phase (Liquid)




























χ− (LT)2∇2χ = 1.
(4)
Here, TT and LT are the time of turbulent macro-scale and turbulent macro-scale length, δ is the






























where C3 = 1.92, C4 = 0.1, Cε4 = 1.44, CD, α and d are the drag coefficient, the void fraction and the gas
bubble diameter. The turbulent kinetic energy of the carrier fluid of the two-phase bubbly flow k is
calculated using the formula: k = 0.5〈u′u′〉.
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3.4. The System of Basic Equations for the Dispersed Phase (Gas Bubbles)
The set of mean governing equations for the dispersed phase has the form [14]:
∂(αbρbUb)
∂t + ∇(αbρbUb) = 0,
D(αbρbUb)
Dt = −∇(αbPb) −∇(ρbE〈u′u′〉) + Mb,
D(αbρbCPbUbTb)











Here, t is the time, DφDt =
∂φ




, A = 1.5ρ0/(1+0.5ρ0), ρ0= ρ/ρb
Ω = τ/TLP is the dimensionless timescale, Db and DΘb are the turbulent diffusion tensor and
turbulent heat flux in the dispersed phase [20];
τ =
4d(1 + CVMρ0)
3CD|UR|ρ0 , τΘ = CPbρbd
2/(6λY) (8)
are dynamic and thermal relaxation times [20], the added mass coefficient is CVM = 0.5 [30], and CD is
the drag coefficient [31].
3.5. Interface Forces
The interfacial force is usually consists of a few components: drag, virtual mass, gravity, lift,
turbulent dispersion and wall lubrication:
Ml = −Mb = FDrag + FVM + FGA + FL + FTD + FWL,
FDrag =
αbUR






















The interphase interaction Ml is considered by taking into account the effect of following forces:
drag FDrag, added mass FVM, gravity FGA, lift FL, turbulent diffusion (dispersion) FTD and wall
lubrication FWL. The interfacial interaction Ml in Equation (9) takes into account only the averaged
fluid parameters in the paper.








, Reb ≤ 103
0.44, Reb > 103
. (10)
It was obtained the CD in tap water is the same as for solid particles (see paper [14]).
The well-known lift force formulation for two-phase flows, which has a positive coefficient CL,
acts in the direction of decreasing liquid velocity. The expression for prediction of lift force has the
form [32] and CL is the lift coefficient [32]:
CL =
⎧⎪⎪⎪⎨⎪⎪⎪⎩
min[0.288tanh(0.121Reb), f (Eob)], Eob ≤ 4
f (Eob), 4 ≤ Eob ≤ 10
−0.27, Eob > 10
(11)
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here f (Eob) is the correction function taking into account the bubble deformation, and dH is the the
maximum horizontal dimension of the bubble by [33]





The coefficient CL changes its sign at a bubble diameter of d = 5.8 mm for our conditions. It was
previously shown that this expression of the lift force can be sufficiently used for predictions of bubbly
flows in complex geometrical conditions, as example in fuel columns with grid spacers [34]. CTD = 0.1
is the coefficient of turbulent diffusion [23]. In order to handle this behavior of bubbles near the wall
an additional wall lubrication force is introduced [35]. The formula for FWL has been modified for the
flow in a pipe [36] and the coefficient CW has the form [36]:
CW =
{
exp(−0.933Eo + 0.179), 1 ≤ Eo ≤ 5
0.007Eo + 0.04, 5 ≤ Eo ≤ 33 . (13)
4. Numerical Procedures, Boundary Conditions
The mean transport equations for fluid (liquid) and dispersed (gas bubbles) phases and the
turbulence model are solved using a control volumes method on a staggered grid. The QUICK scheme
is used to approximate the convective transport. The central difference scheme of the second-order
accuracy is performed for the diffusion terms. The SIMPLEC algorithm is employed for coupling
velocity and pressure.
All velocity components, temperatures of the phases and turbulence levels are uniform at the inlet.
The symmetry conditions are set on the pipe axis for gas and dispersed phases. No-slip conditions are
set on the wall surface for the carrier phase. At the outlet edge, the computational domain condition
∂φ/∂r = 0 is set for all variables. The first cell was located at a distance y+ = yu*/υ = 0.3–0.5 for all
simulations, where u* is the friction velocity obtained for the one-phase flow in the inlet. At least
10 control volumes were generated to ensure resolution of the mean velocity field and turbulence
quantities in the viscosity-affected near-wall region (y+ < 10).
The correctness of a numerical simulation is strongly dependent upon the quality of the grid. Grid
sensitivity study was performed to determine the optimum grid resolution to give the mesh-independent
solution. Grid dependence was verified for three different grid sizes: 128 × 50, 256 × 100, 450 × 200,
and 550 × 200 control volumes (CVs) in the axial and radial directions (see Figure 4). The distributions
of the Nusselt number along the longitudinal coordinate are presented in Figure 4a. The Nusselt
number was calculated according to the following relationship for the case qW = const:
Nu = HqW/[λ(Tm2 − Tm1)] (14)
here H is the step height, qW is the heat flux density for the pipe wall, λ is the fluid’s coefficient of heat
conductivity, and Tm2 and Tm1 are the mean liquid temperatures at the pipe axis in the outlet and inlet







The results obtained with the grid of 128 × 50 cells deviate from those using the other two grids
for all pipe lengths. The predicted values of the Nusselt number obtained for grids with 256 × 100,
450 × 200, and 550 × 200 control volumes (CVs) almost overlap each other at all pipe lengths. The basic
grid with 256 × 100 CVs was chosen for all numerical investigations performed. The profiles of
turbulent kinetic energy (TKE) in radial direction are shown in Figure 4b for a few grids. The predicted
128
Energies 2019, 12, 2735
values of TKE obtained for grids with 256 × 100, 450 × 200, and 550 × 200 control volumes almost
overlap each other over the pipe radius.
 
(a) (b) 
Figure 4. Grid independence tests for local heat transfer along the longitudinal coordinate (a) and radial
profile of kinetic energy of turbulence at x/H = 5 (b). Points (1) are authors’ measured data, curves
(2–5) are authors’ simulations results. ReH = 2.09 × 104, 2R1 = 15 mm, H = 13.5 mm, 2R2 = 42 mm,
ER = (R2/R1)2 = 7.84, x/H = 5, qW = const = 8.95 kW/m2, T1 = Tb1 = 298 K, d = 1.7 mm. 2—128 × 50,
3—256 × 100, 4—450 × 200, 5—550 × 200 CVs.
The solution methodology of the developed model is shown in the Figure 5.
Figure 5. The solution methodology of the developed model. 1—Initial values input for all flow
parameters, 2—Predictions of all flow parameters (two-fluid model + SMC), 3—Calculation of T and
Tb, 4—Prediction of void fraction, 5—Convergence, 6 – Stop.
5. Results and Discussion
We estimated the effect of bubble break up and coalescence on heat transfer modification and we
obtained that the influence is not significant (up to 10%) for the conditions of the study. Therefore, we
have not been taking into account these effects and it allows us simplifying the mathematical model.
The initial size of spherical bubbles is obtained from our measurements.
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5.1. Flow Structure
The measured and predicted profiles for the mean velocities of the carrier fluid phase and gas
bubbles are presented in Figure 6 at a few stations downstream of the pipe’s abrupt expansion. The
first two sections are situated in the flow recirculation region and two other stations are set in the flow
relaxation zone. Open symbols are the one-phase fluid flow and solid symbols are the carrier fluid
in the bubbly flow. Solid lines are the predicted data for the fluid phase and dashed curves are the
predicted results for the air bubbles. The liquid velocity for bubbly flows (2, 4) is higher than those for
the one-phase fluid flow (1, 3). The predicted mean axial velocities for air bubbles (5) are higher than
those ones for the liquid velocity in the presence of air bubbles due to the upward direction of the
two-phase flow. Thus, it is seen that the axial velocities of the liquid in bubbly flow have negative
values at first two sections (x/H = 4 and 8). The carrier fluid in the bubbly flow forms a zone with
negative magnitude of mean axial velocity in the near-wall area. These conclusions agree with those
for the one-phase separated flow [1,2,37].
Figure 6. The distributions of mean axial fluid and gas bubbles velocities at x/H = 16 (a), 12 (b), 8 (c)
and 4 (d). ReH = 2.09 × 104, d = 1.7 mm, β = 3.5%. Points and curves are authors’ measurements and
simulations respectively. 1,3—β = 0 (single-phase fluid flow), 2,4—carrier fluid phase (β = 3.5%), 5—gas
bubbles (β = 3.5%).
Figure 7a shows the normalized kinetic energy of turbulence for the fluid in the two-phase flow
profiles. The unpredicted tangential normal stress w’w’ was equal to the radial normal stress v’v’:
2k = u′u′ + v′v′ + w′w′ ≈ u′u′ + 2v′v′. (16)
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A significant increase in the fluid carrier phase turbulent kinetic energy (TKE) is observed in the
case of bubbly flow. The increase in the intensity of the fluid phase turbulence level in the two-phase
flow (up to 20–30%) is shown in comparison with the single-phase flow (1). The additional production
of carrier fluid phase turbulence is explained by vortex formation upon streamlining of the gas bubbles
by the carrier fluid flow. As is expected, the fluid’s maximum turbulent kinetic energy observes in the
shear mixing layer. The profiles of TKE at a small value of β agree qualitatively with those for the case
of one-phase flow in a pipe with abrupt expansion.
 
(a) (b) 
Figure 7. The profiles of TKE of the carrier fluid in radial direction at x/H = 5 (a) and wall friction
coefficient (b). ReH = 2.09 × 104, 2R1 = 15 mm, H = 13.5 mm, 2R2 = 42 mm, d = 1.7 mm. 1—β = 0
(one-phase water flow), 2—3.5%, 3—5.2%.
The distributions of the wall friction coefficient,





along the pipe length are shown in Figure 7b. The increase in the β leads to a significant increase in the
absolute value of the wall friction coefficient. Note that the minimum value of friction on the wall,
located in the recirculation area, and it shifts slightly toward the inlet cross-section with increasing
concentration.
5.2. Heat Transfer
Figure 8 shows distributions of the parameter for heat transfer enhancement Nu/Nu0,max in bubbly
flow in the pipe with sudden expansion with various β. The local Nusselt number is calculated using
the Formula (14). Here Nu0,max is the maximal value of the Nusselt number for the one-phase flow.
Points and lines are the results of measurements and numerical simulations performed by the authors,
and the dashed lines represent the calculation for a one-phase flow (β = 0) under otherwise identical
conditions. For visual clarity, only every seventh data point in the experimental data is shown in
the figure.
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Figure 8. The distributions of heat transfer enhancement ratios along the axial coordinate at
ReH = 1.02 × 104. Points and lines are authors’ measurements and computations respectively. d
= 1.7−2 mm, 2R1 = 15 mm, H = 13.5 mm, 2R2 = 42 mm, ER = (R2/R1)2 = 7.84, qW = const = 8.95 kW/m2,
T1 = Tb1 = 298 K. 1—β = 0 (one-phase flow), 2—1.2%, 3—3.6, 4—7, 5—10.1.
The increase in heat transfer reaches almost three times for the case of ReH = 1.02 × 104 and
β = 10.1% according to the measurements and simulations. The increased heat transfer coefficient
is caused by significant deformation in the velocity profiles of the two-phase flow compared to the
single-phase flow and by the increase in the liquid velocity gradient near the pipe wall (see Figure 7).
A significant growth in wall friction is obtained in the bubbly flow, even when very small gas
concentrations are present, as previously detected for turbulent [37] and laminar [38] flow regimes.
The heat transfer enhancement is numerically predicted mainly in the flow relaxation zone. Actually,
these conclusions are in agreement with the measured one. Only a few bubbles penetrate into the flow
recirculation region and bubbles are available only in the core zone and shear layer region. We obtain a
small effect of the gas bubbles on the measured and predicted heat transfer in the flow recirculation
region. Authors of recent numerical work [14] showed that small bubbles (d < 1.5 mm) caused heat
transfer intensification over the entire length of the recirculation zone, while the larger ones caused
intensification mostly in the flow relaxation region. The bubbles migrate towards the wall after the
reattachment point of the flow and accumulate there due to the action of the lift force; it leads to an
increase in fluid phase turbulence and heat transfer in this region. The length of the zone of the heat
transfer intensification is limited for the case of one-phase fluid flow. It is shown, that relatively small
amount of the gas bubbles leads to the significant increase of the region where the intensification of
heat transfer can be obtained.
5.3. The Comparison with Results of Other Papers
The modeling of bubble distributions across the pipe radius is crucial point for the predictions of
interfacial term in turbulent bubbly flows. We did not measure the radial bubble distributions and
therefore the developed model was additionally validated against measured and numerical results
for isothermal, upward bubbly flows downstream from a sudden pipe expansion. Points are the
measurements [11], solid lines represent the LES computations [10], and the dashed lines are authors’
simulations. The bulk velocity was Um1 = 1.78 m/s, which corresponds to the Reynolds number
ReH = 1.11 × 105. The pipe diameter, before the abrupt, was 2R1 = 50 mm, while after expansion,
2R2 = 100 mm, which corresponded to the step height of H = 25 mm, and ER = (R2/R1)2 = 4 and the
inlet bubble diameter was d = 2 mm. The measurements were carried out at five stations located
downstream from the expansion edge x = 70 mm (x/H = 2.8), 130 mm (5.2), 250 mm (10) and 320 mm
(12.8). The measurements [11] were performed without interphase heat transfer and realized for very
different values of Reynolds number and flow geometry than that one of [15].
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The development of the axial fluid phase velocity along different sections of the pipe is shown in
Figure 9a. The maximal difference between measurements of [11], LES results of [10] and our RANS
predictions are observed in the flow recirculation region (the maximal discrepancy is up to 15%).
The predicted radial profiles for the liquid phase axial mean fluid phase velocity (a), liquid velocity
fluctuations (b) and bubble volume fraction (c) are presented in Figure 9. The gas bubble volume
fraction showed a strongly pronounced maximum in the shear layer for first two sections. It can
be explained by turbophoresis (turbulent transport), turbulent diffusion forces [10,22] and bubbles
accumulating in zones with a high value for fluid flow pulsations. Figure 9b shows the distributions of
axial fluid (liquid) phase velocity pulsations at a few stations along the pipe length. After the bubbly
flow reattachment at x/H ≈ 9, along with its relaxation, there is a transition to the turbulent fully
developed flow. The magnitude of axial fluid velocity fluctuations in this zone has the highest value
too and the shear layer is a “trap” for them. The profiles for the void fractions in the recirculation zone
are characterized by an almost zero value of the bubble concentration at first two stations (x/H < 10).
It causes heat transfer enhancement predicted in our simulations, lesser than that one in the flow
relaxation area. The radial profile for the bubble concentration became more uniform in the region
after the flow reattachment (x/H > 10) compared to one in the first two stations (in the region of flow
recirculation). The crest of the fluid flow pulsations disappeared and lead to the redistribution of
bubbles across the pipe’s cross section as they moved toward the wall (see Figure 9c). The values
of bubble volume fractions have almost zero magnitude in pipe’s near-wall region. The maximal
difference between measured and numerical results is up to 20%. The authors results agree well with
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(c) 
Figure 9. The profiles of mean axial fluid velocity (a), fluid phase axial velocity fluctuations (b)
and gas volume fraction (c) across the radial coordinate in bubbly isothermal upward flow in the
pipe with sudden expansion. 1—measured results of [15], 2—LES data [10], 2—authors’ predictions.
ReH = 1.11 × 105, Um1 = 1.78 m/s, d1 = 2 mm, 2R1 = 50 mm, H= 25 mm, 2R2 = 100 mm, ER = (R2/R1)2 = 4,
T1 = Tb1 = 300 K.
6. Conclusions
The turbulent flow patterns and the heat transfer for a bubbly turbulent flow in a pipe with sudden
expansion were experimentally and numerically investigated. An experimental study of structure of
bubbly flow was carried out using PIV–LIF approach and shadow photography. Experimental and
numerical investigations were performed using a range of Reynolds numbers of ReH = (1–2) × 104 and
β = 0−10%. The numerical model was employed the Eulerian approach. The set of RANS equations
was used for modelling two-phase bubbly flows. The turbulence of the carrier liquid phase was
predicted using the Reynolds stress model.
A significant growth (up to 30%) in wall friction in bubbly flow downstream of pipe with abrupt
expansion is obtained. The mean and fluctuating flow structures in bubbly flow with small values
of β ≤ 10% is similar to that of a one-phase fluid flow. The increase in the intensity of the fluid
phase turbulence level in the two-phase flow (up to 20–30%) is shown. The peak of axial and radial
fluctuations of the carrier fluid (liquid) velocity in the bubbly flow is observed in the shear layer. It is
experimentally and numerically shown the heat transfer in bubbly flow is significantly enhances (up to
three times). This effect is augmented with increasing gas volumetric flow rate ratios β. The main
enhancement in heat transfer is observed after the point of flow reattachment. In general, the Nusselt
number distributions in the bubbly flow have qualitatively similar character as that one for single-phase
fluid turbulent separated flows.
Two regions can be found for the influence of bubbles on the flow. Similar behaviour of two-phase
flow was previously found by the authors in the model of pressurized water reactor downstream a
spacer grid [39]. In the recirculation zone the heat transfer is determined by large vortices structures.
The effect of bubbles on the heat transfer in this region is minimal. The main increase in heat transfer is
observed in the flow relaxation region after the point of flow reattachment. It is experimentally and
numerically shown that the addition of air bubbles causes a significant increase in the heat transfer
rate (up to three times), and these effects increase with increasing gas volumetric flow rate ratios.
Intensification of the heat transfer in this region relates to the additional flow turbulisation by bubbles
and the reorganisation of the liquid velocity profile which leads to the increase of the velocity gradient
in the near wall region. Early a similar degree of the increasing of wall shear stress and heat transfer
coefficient in turbulent two-phase bubbly flows was found in [40,41].
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CP, CPb specific heat capacity of fluid phase and gas bubbles (J kg−1 K−1)
D diffusion coefficient, (m2 s-1)
d bubble diameter, (m)
Eo Eo = g(ρ− ρb)d2/σ Eötvös number
Eob Eob = g(ρ− ρb)D2H/σmodified Eötvös number
H step height, (m)
α heat transfer coefficient, (W K−1 m−2)
J, Jb superficial velocity of the fluid and the gaseous phases (m s−1)
k k = 〈u′u′〉/2 kinetic energy of turbulence, (m2 s−2)
Nu Nu = HqW/[λ(Tm2 − Tm1)] Nusselt number
P pressure, (N m−2)
Pr Pr = μCP/λ Prandtl number
qW heat flux density, (W m−2)
R radius of a pipe, (m)
Rb specific gas constant, (J kg−1 K−1)
ReH HUm1/υ Reynolds number
Reb Reb = |UR|d/ν Reynolds number, based on the slip velocity
R radial coordinate, (m)
Т temperature, (K)
T time, (s)
|UR| UR = |U−Ub|mean slip velocity, (m s−1)
U, V mean velocities in the axial and radial directions, (m s−1)
Um1 mean velocity at the inlet section, (m s−1)
U* friction velocity, (m s−1)
u’, v’ velocity fluctuations in the axial and radial directions, (m s−1)
We We = ρ|UR|2d/σWeber number
x axial coordinate, (m)
y distance normal from the wall, (m)
Greek
Φ volume fraction
α gas void fraction
β β = Jb/(Jb + J) gas volumetric flow rate ratio
ε dissipation of the turbulent kinetic energy, (m2s−3)
λ heat conductivity, (W K−1 m−1)
μ dynamic viscosity, (kg m−1 s−1)
υ kinematic viscosity, (m2 s−1)
ρ density, (kg m−3)
σ surface tension, (N m−1)
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τ τ =
4d(1+CVMρ0)
3CD |UR |ρ0 dynamic relaxation time, (s)
τW wall friction, (N m-2)











CFD Computational Fluid Dynamics
LES Large-Eddy Simulation
LIF Laser Induced Fluorescence
QUICK Quadratic Upstream Interpolation for Convective Kinematics
SIMPLEC Semi-Implicit Pressure Linked Equation Consistent
TKE Turbulent kinetic energy
PIV Particle Image Velocimetry
RANS Reynolds averaged Navier-Stokes
SMC Second moment closure
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Abstract: Laminar free convection heat transfer from a heated cylinder and tube arrays is studied
numerically to obtain the local and average Nusselt numbers. To verify the numerical simulations,
the Nusselt numbers for a single cylinder were compared to other authors for the Rayleigh numbers
of 103 and 104. Furthermore, the vertically arranged heated tube arrays 4 × 1 and 4 × 2 with the tube
ratio spacing SV/D = 2 were considered, and obtained average Nusselt numbers were compared to
the existing correlating equations. A good agreement of the average Nusselt numbers for the single
cylinder and the bottom tube of the 4 × 1 tube array is proved. On the other hand, the bottom tubes
of the 4 × 2 tube array affect each other, and the Nusselt numbers have a different course compared
to the single cylinder. The temperature fields for the tube array 4 × 4 in basic, concave, and convex
configurations are studied, and new correlating equations were determined. The simulations were
done for the Rayleigh numbers in the range of 1.3 × 104 to 3.7 × 104 with a tube ratio spacing S/D of
2, 2.5, and 3. On the basis of the results, the average Nusselt numbers increase with the Rayleigh
numbers and tube spacing increasing. The average Nusselt number and total heat flux density for
the convex configuration increase compared to the base one; on the other hand, the average Nusselt
number decreases for the concave one. The results are applicable to the tube heaters constructional
design in order to heat the ambient air effectively.
Keywords: heat transfer; free convection; cylinder; tube array; numerical investigation
1. Introduction
Laminar free convection heat transfer from heated tubes to air has been used in various technical
applications such as heat exchangers, electronic components, heat storage equipment, and waste heat
recovery systems. The advantage of free convection heat transfer is a creation of thermal comfort
without a draft and dust fragments swirling in the space. This energy-saving way of heat transfer
is reliable and the operation without fans is cost-effective and noise reducing. On the other hand,
heat transfer at free convection is lower; therefore, a sufficiently large heat transfer surface and its
suitable shape and arrangement is needed to fulfil effective heat transfer. Owing to this, the research of
a chimney effect over the heat transfer surfaces is justified and required.
Several authors have dealt with the numerical calculations of heat transfer from a heated cylinder
or tubes array at free convection. Churchill and Chu [1] developed an empirical expression for the
average Nusselt number Nuav of a horizontal cylinder at presented Rayleigh numbers Ra and Prandtl
numbers Pr. The temperature fields and airflows around the horizontal cylinder at free convection
were researched by Morgan [2]. Kuehn and Goldstein [3] studied laminar free convection heat transfer
from the horizontal cylinder by solving the Navier–Stokes and energy equations using an elliptical
numerical procedure for 100 ≤ Ra ≤ 107.
The effect of vertical spacing on free convection heat transfer for a pair of heated horizontal tubes
arranged one above the other was studied by Sparrow and Niethammer [4]. They investigated how
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the heat transfer characteristics of a top cylinder are affected by a bottom one, while changing Ra
in the range of 2 × 104–2 × 105 and the tube spacing from 2 to 9 cylinder diameters. It was found
that the Nusselt numbers of the top cylinder are strongly affected by the tube spacing. A decrease of
the Nusselt numbers occurs at small spacing, an enhancement prevails at higher one. Regarding the
temperature differences, their effect on the Nusselt numbers is higher at small tube spacing, unlike the
higher one. Saitoh et al. [5] presented bench-mark solutions with accuracy to at least three decimal
places for Ra = 103 and 104, where Nuφ, Nuav, isotherms, streamlines, and vorticities were obtained.
The laminar free convection around an array of two isothermal tubes arranged above each other for
Ra in the range of 102 to 104 was studied numerically by Chouikh et al. [6]. Decreased Nu at close
spacing and enhanced Nu at a large one occurred at the upper tube. Within the same tube spacing, heat
transfer at the upper tube increases with Ra. Herraez and Belda [7] used the holographic interferometry
method for the temperature field visualization around the tubes of different diameters when changing
the surface temperature. Furthermore, the functions of an exponential form were defined, and Nu
numbers were calculated for the range of Gr·Pr = 1.2 × 103–1.6 × 105.
Corcione [8] numerically studied a steady laminar free convection from horizontal isothermal
tubes set in a vertical array. In this research, a computer code based on the SIMPLE-C algorithm was
developed and simulations for the arrays of 2–6 tubes with the center-to-center distance from 2 to more
than 50 tube diameters were performed for Ra in the range between 5 × 102 and 5 × 105. Moreover, the
heat transfer correlating equations for individual tubes in the array and for the whole tube array were
proposed. Furthermore, a steady laminar free convection from a pair of vertical tube arrays for Ra in
the range of 102 and 104 was numerical studied by Corcione [9]. The pairs of tube arrays consisted of
1–4 tubes with the center-to-center horizontal and vertical spacing from 1.4 to 24 and from 2 to 12 tube
diameters, respectively.
Ashjaee and Yousefi [10] experimentally investigated the free convection heat transfer from the
horizontal tubes arranged above each other and the tubes shifted in a horizontal direction. The
tube spacing varied from 2 to 5 tube diameter in a vertical direction and from 0 to 2 tube diameter
in a horizontal direction for the inclined array between Ra = 103 and 3 × 103. The Mach–Zehnder
interferometer was used to visualize the temperature fields. It was found out that the location of each
tube affects the flow and heat transfer on the other tubes in the array. Heo and Chung [11] numerically
investigated the natural convection heat transfer of two staggered cylinders for laminar flows. They
used the Ansys Fluent software to examine the effect of varying the Prandtl number and the vertical
and horizontal pitch-to-diameter ratios for Ra of 1.5 × 108. The heat transfer rates of the upper cylinder
were affected by thermal plumes from the lower cylinders, and lower cylinders were not affected by
the upper cylinders. When the vertical pitch is very small, the upper cylinders are affected.
Cernecky et al. [12] visualized the temperature fields around the two heated tubes arranged above
each other at the surface temperature of 323 K. The local heat transfer coefficients were determined
from the holographic interferogram images of the temperature fields and the results were compared
with numerical simulations. New criterion equations for calculating Nu of electrically heated tubes at
free convection heat transfer were presented by Malcho et al. [13]. The vertical center-to-center distance
of the tubes was gradually changed from 20 to 100 mm with a step of 20 mm. The surface temperatures
of the tubes were 30, 45, 60, 75, 90, and 105 ◦C at a fluid temperature of 20 ◦C. Lu et al. [14] numerically
investigated heat transfer from the vertical tube arrays (2–10 horizontal tubes) in molten salts at
Ra = 2 × 103–5 × 105. It was found out that the tube spacing affects the average heat transfer rate around
the whole tube array. The research resulted in a determination of the heat transfer dimensionless
correlating equations for any individual tube in two vertically aligned horizontal tubes.
Kitamura et al. [15] experimentally investigated the free convection heat transfer around a vertical
row of 10 heated tubes with the diameters of 8.4, 14.4, and 20.4 mm at modified Ra in the range of
5 × 102 to 105. The thermal plumes arising from the upstream tubes remained laminar throughout the
rows when the gaps between the tubes were smaller than 20.6 mm. When the gaps were higher than
30.6 mm, the thermal plumes began to sway and undergo the turbulent transition on the halfway of
140
Energies 2020, 13, 973
the rows. Cernecky et al. [16] visualized the temperature fields in a set of four tubes arranged above
each other at horizontal shift of 1/4 and 1/2 of the tube diameter by the holographic interferometry.
Subsequently, the local heat transfer coefficients around the tubes were evaluated. The spacing between
the tubes in vertical direction has a significant effect on the heat transfer parameters compared with the
horizontal spacing of the tube centers. The heat transfer parameters on the other tubes in the direction
of free convection flow varied depending on the tube position and geometry of the array. Ma et al. [17]
studied free convection for a single cylinder by the Computational Fluid Dynamics with laminar and
different turbulent models. Moreover, a thermal chimney was studied, and the effect of horizontal
spacing arrangement of tubes on temperature and velocity fields was clarified.
The mentioned results were compared with those obtained from our simulations and are presented
in this paper. First, a numerical simulation for a single cylinder at Ra = 103 and 104 was performed,
and the local Nusselt numbers Nuφ were compared with other authors. Subsequently, the results of
Nuav for the tube arrays 4 × 1 and 4 × 2 are presented according to arrangement in Figure 1. The main
part of the presented contribution are the results of Nuφ and Nuav for the tube array 4 × 4 at basic,
concave, and convex configurations. The simulations were performed for Ra in the range of 1.3 × 104 to
3.7 × 104 and for vertical and horizontal spacing between the tubes S/D = 2, 2.5 and 3. New correlating
equations for the Nusselt numbers and the temperature fields for the tube arrays were created. The
goal of this paper is to compare the base configuration of the tube arrays 4 × 4 (Figure 2a) with the
concave (Figure 2b) and convex one (Figure 2c) and to increase the Nuarray and qarray, respectively, by
means of a suitable configuration. Furthermore, the goal is to determine new correlating equations for
the 4 × 4 tube array of basic, concave, and convex configurations with subsequent evaluation of the
tubes’ arrangement and spacing effects on Nuarray. The results are applicable to the design of heating
equipment where free convection is used such as the tube heaters with a hot water circuit and electric
heaters which are suitable for bathroom and toilet heating.
 
(a)  (b)  (c) 
Figure 1. Arrangement of the single cylinder and tube arrays 4 × 1 and 4 × 2: (a) single cylinder;
(b) 4 × 1 tube array; (c) 4 × 2 tube array.
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(a)  (b)  (c) 
Figure 2. Arrangement of the tube arrays 4 × 4: (a) base configuration; (b) concave configuration; (c)
convex configuration.
2. Mathematical Formulation
Free convection heat transfer is conducted between the heated cylinder surface and ambient
environment (air) and between the heated tube array and ambient air, respectively. In the mathematical
formulation, the uniform and constant temperature of the cylinder surface (tube array surfaces) Ts is
considered, and the ambient air is taken with the temperature Tf without the interfering airflow. The air,
flown at free convection, is considered as steady, two-dimensional (x, y), laminar, and incompressible.
The properties of air are shown in Table 1.
Table 1. The properties of air.
Property and Unit Values
Density ρ (kg/m3) 1.196
Specific heat c (J/kgK) piecewise polynomial
Thermal conductivity λ (W/mK) −2.48 × 10−8 · T2 + 8.92 × 10−5 · T + 1.12 × 10−3
Dynamic viscosity μ (kg/ms) −3.76 × 10−11 · T2 + 6.95 × 10−8 · T + 1.12 × 10−6
The mass (continuity equation), momentum equations, and the energy equation for incompressible
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The average Nusselt number of the whole array Nuarray is obtained as an arithmetic average value







3. Arrangement of Investigated Tube Arrays and Boundary Conditions
The numerical simulations of temperature fields and calculation of the local and average Nusselt
numbers were performed in the Ansys Fluent software. The following boundary conditions are applied:
(a) at the right symmetry line B-C (symmetry):
∂V
∂X




(b) on the cylinder surfaces (wall):
U = 0; V = 0; T = 1, (9)
(c) at the bottom boundary line A-B (velocity inlet):
∂V
∂Y
= 0; U = 0; T = 0 i f V ≥ 0, (10)







= 0 i f U ≥ 0, (11)
(e) at the top boundary line C-D (pressure outlet):
∂V
∂Y
= 0; U = 0;
∂T
∂Y
= 0 i f V ≥ 0. (12)
Inlet boundary: velocity inlet and constant temperature of 295 K. Outlet boundary, left wall:
pressure outlet = 0 gauge pressure and constant temperature of 295 K. Right wall: symmetry. Tube
walls: constant temperature from 313 to 373 K (Figures 1 and 2).
A preliminary study of the mesh grid size was carried out where quadrilateral elements were
used. As shown in Table 2, five different numbers of elements were created around the half tube where
the average Nusselt numbers of the single cylinder arrangement were being evaluated. On the basis of
this study, 50 elements around the half tube are sufficient from the accuracy point of view. Owing
to having more information about the local Nusselt numbers, 90 elements around the half tube (2◦
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angle increment) were used despite the computational time increase. Furthermore, the element length,
perpendicular to the tube, was studied. Table 2 shows the numbers of elements on the length of 8
mm perpendicular to the tube with 90 elements around the half tube. It is clear that 15 is a sufficient
number of elements. Considering the elements quality (aspect ratio, angles, etc.), 20 elements were
chosen. The average element length size close to the tube is 0.3 mm.
Table 2. Mesh independence test for single cylinder.
No. of Elements
Around the Half Tube
Average Nu No. of Elements
Perpendicular to the Tube
Average Nu
36 4.749 10 4.747
50 4.759 15 4.721
60 4.721 20 4.710
80 4.719 30 4.700
90 4.710 45 4.695
The governing Equations (1)–(4) considering the boundary conditions (8)–(12) were solved by
the finite volume method using the Ansys Fluent software. Both transient and steady analyses were
compared with each other from an accuracy point of view. The comparison was performed on the
single cylinder simulation. While the transient analysis was done with variable air properties, the
steady analysis was done with both variable and constant air properties. Regarding the variable
properties, thermal conductivity and viscosity were considered as polynomial functions of temperature
while specific heat was considered as a piecewise-polynomial function of temperature.
On the basis of negligible differences shown in Figure 3, the steady pressure-based analyses with
the variable air properties were performed for the other arrangements. The Boussinesq approximation
was used as a computational model and the pressure–velocity coupling was handled by the SIMPLE-C
algorithm. For a momentum and energy gradient, the Quick and Second order upwind schemes
were used. The solution was considered to be fully converged when the residuals of continuity,
x-velocity, y-velocity, and energy met the convergence criterion 10−6. Finally, Nuφ were exported and
subsequently evaluated.
 
Figure 3. The comparison of the local Nusselt numbers Nuφ of the single cylinder for various
computational models at Ra = 103 and Ra = 104.
4. Results and Discussion
4.1. Results of the Single Cylinder
Laminar free convection heat transfer from the single isothermal circular cylinder with a diameter
of 20 mm was studied (Figure 1a). The simulations were performed for Ra = 103 and Ra = 104. For
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a comparison, numerical simulations for the steady analysis with constant and variable material
properties were performed (Figure 3).
The results of Corcione [8] were compared with ours. The discrepancies of Nuφ values for Ra = 103
are in the range of 0.37–5.90% for the steady state at constant air properties, and 0.14% to 6.11% for the
steady state at variable air properties. The discrepancies of Nuφ values for Ra = 104 are in the range of
0.23–3.14% for the steady state at constant air properties and 0.33–3.07% for the steady state at variable
air properties.
The present numerical simulations quantitatively match the data of the numerical simulations
by Corcione [8], Saitoh et al. [5], and Wang et al. [18] for the single cylinder shown in Figure 4. The
present numerical simulations were performed at the steady state analysis and variable air properties,
described in Section 3.
 
Figure 4. The comparison of the local Nusselt numbers Nuφ of the single cylinder with other authors at
Ra = 103 and Ra = 104.
In comparison with Saitoh et al. [5], the discrepancies of Nuφ values are in the range of 0.02–6.70% for
Ra= 103, and 0.36–3.00% for Ra= 104, respectively. In comparison with Wang et al. [18], the discrepancies
of Nuφ values are in the range of 1.05–7.84% for Ra = 103 and 0–5.13% for Ra = 104, respectively.
The numerical simulations for the single cylinder were performed to create a suitable computational
model which was verified with other authors. On the basis of this model, the other simulations for the
tube arrays 4 × 1, 4 × 2, and 4 × 4 were performed.
4.2. Results of the Tube Array 4 × 1a
We have studied the laminar free convection heat transfer from the vertical array of four
isothermal circular tubes with a diameter of 20 mm. The simulations were performed for the tubes at a
center-to-center dimensionless vertical distance of SV/D = 2 (Figure 1b) at Ra = 103 and Ra = 104. The
courses of the local Nusselt numbers Nuφ for the individual tubes in the array are shown in Figure 5a,b
for the angles of φ = 0◦ to 180◦. Owing to the model symmetry, the courses of Nuφ are identical for the
right side as well.
As it is shown in Figure 5, the highest values of Nuφ are achieved on the tube I circumference. For
Ra = 104, Nuφ increases for all tubes I–IV in comparison with Ra = 103. A significant increase of Nuφ on
the downstream area of the tube II (φ = 0◦–70◦) is shown in comparison with Ra = 103 (Figure 5b). Due
to the higher temperature difference between the tube surface and ambient air at Ra = 104, heat transfer
to the tube II is affected by the heat flux from the tube I, and therefore Nuφ increases. Simultaneously,
the tubes III and IV are affected by the heat flux of previous tubes. When comparing the same positions
of the tubes at Ra = 103 and 104 and the angles of φ = 0◦–180◦, Nuφ increases for Ra = 104 in the range
of 35–61% for the tube I, 30–171% for the tube II, 29–158% for the tube III, and 29–121% for the tube IV.
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Figure 5. The course of the local Nusselt numbers Nuφ for the individual tubes in the tube array 4 × 1:
(a) Ra = 103; (b) Ra = 104.
The ratio of the average Nusselt number for the ith cylinder and single cylinder Nuiav/Nu0av for a
vertical column of four horizontal cylinders at Ra = 104 is shown in Figure 6a. The presented values
were compared with Razzaghpanah and Sarunac [19] on the basis of Table 3 and Figure 9 [19] and
Corcione [8] on the basis of Equation (17) [8]. The average Nu for the first cylinder in a column is the
same as for the single cylinder. The relative error of the other presented tubes for the ratio Nuiav/Nu0av,
compared with Razzaghpanah and Sarunac [19], is up to 5.2%. Figure 6b compares the presented
average Nusselt numbers of the ith cylinder with Equation (22) of the authors Razzaghpanah and





Figure 6. Variation of the (a) ratio Nuiav/Nu0av vs. cylinder number; (b) average Nusselt number of
the ith cylinder.
Corcione [8] obtained numerical results for the average Nusselt number of the tube array Nuarray
which may be correlated to the Rayleigh number Ra, the tube ratio spacing SV/D, and the number of







2 ≤ N ≤ 6; 5× 102 ≤ Ra ≤ 5× 105,
SV/D ≤ 10− log(Ra),
(13)
with the percent standard deviation of error ESD = 2.25% and error E in the range of -4.79% to +5.27%.
The values Nuarray obtained by our simulations lie out of the error range according to Corcione [8] by
4.9% for Ra = 103 and 3.7% for Ra = 104, respectively.
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4.3. Results of the Tube Array 4 × 2
We have studied the laminar free convection heat transfer from the two vertical arrays of
four isothermal circular tubes with a diameter of 20 mm. The simulations were performed for the
center-to-center dimensionless vertical distance SV/D = 2 and horizontal distance SH/D = 2 (Figure 1c)
at Ra = 103 and Ra = 104.
The courses of the local Nusselt numbers Nuφ for the individual tubes in the array 4 × 2 are shown
in Figure 7. The courses of Nuφ are valid for the left tube array; the right tube array has mirrored Nuφ
courses. As shown in Figure 7a, the highest values of Nuφ for Ra = 103 are achieved on the tube I in
the range of 1.167–3.615. For Ra = 104, the local Nusselt numbers on the tube I are in the range of
1.518–6.118, which is an increase of 30–69% in comparison with Ra = 103. When comparing the same
positions of the tubes at Ra = 103 and 104 and the angles of φ = 0◦–360◦, Nuφ increase for Ra = 104 in




Figure 7. The course of the local Nusselt numbers Nuφ for the individual tubes in tube array 4 × 2: (a)
Ra = 103; (b) Ra = 104.
Corcione [9] obtained numerical results for the average Nusselt number of the double tube array
Nuarray which may be correlated to the Rayleigh number Ra, the tube ratio spacing SV/D and SH/D, and




2 ≤ N ≤ 4; 2.4− 0.2 log(Ra) ≤ SH/D < 5,
2 ≤ SV/D < 5; 102 ≤ Ra ≤ 104,
(14)
with the percent standard deviation of error ESD = 2.12% and error E in the range of -5.32% to +5.67%.
The values Nuarray obtained by our simulations lie out of the error range according to Corcione [9] by
1.2% for Ra = 103. For Ra = 104, our values lie in the error range according to Corcione [9].
The values of average Nusselt numbers Nuav for the single cylinder and tube arrays 4 × 1 and 4 ×
2 are given in Table 3 for Ra = 103 and Ra = 104. The values of Nuav increase with Ra, specifically from
62% to 108% at Ra = 104 against Ra = 103 for individual tubes within the same arrangement. For the
tube array 4 × 1, the values of Nuav decrease from the tube I to the tube IV. For the tube array 4 × 2, the
columns affect each other, where the values of Nuav are higher from 2% to 35% on each tube compared
with the tube array 4 × 1.
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Table 3. Average Nusselt numbers Nuav for the single cylinder and tube arrays 4 × 1, 4 × 2 at Ra = 103
and Ra = 104.
Ra = 103 Ra = 104
Single Cylinder 2.906 4.710
Tube Array 4 × 1 I II III IV I II III IV
2.875 1.974 1.692 1.645 4.722 3.654 3.044 2.827
Tube Array 4 × 2
(Left Column)
I II III IV I II III IV
2.946 2.248 1.928 1.861 4.816 4.344 4.015 3.824
The temperature fields around the single cylinder and created thermal chimney at Ra = 103 and
104 are shown in Figure 8a,b. The temperature fields of the tube arrays 4 × 1 and 4 × 2 together with
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Figure 8. The temperature fields of the cylinder and tube arrays 4 × 1, 4 × 2: (a) single cylinder at Ra =
103; (b) single cylinder at Ra = 104; (c) tube array 4 × 1 at Ra = 103; (d) tube array 4 × 1 at Ra = 104; (e)
tube array 4 × 2 at Ra = 103; (f) tube array 4 × 2 at Ra = 104.
As the thermal chimney develops upwards, its temperature decreases due to heat transfer to
the cold ambient air. A density difference between the thermal chimney and ambient air induces a
buoyancy force; near the heated cylinder, the buoyancy force is higher.
In Figure 8c,d, it can be seen a gradual increase of the thermal boundary layer thickness in a
vertical direction of the tube array 4 × 1. The widening of the thermal boundary layer causes the
diminishing of the temperature gradient on the surfaces and the reduction of the local and average
Nusselt numbers Nuφ and Nuav, respectively. In Figure 8e–f, a mutual effect of two tube columns in the
tube array 4 × 2 can be seen, where an in-draft heat occurs between the first and second columns and a
common thermal chimney is achieved over the tube array. For Ra = 104, a thinner thermal boundary
layer around the tube circumferences can be observed. Owing to this, the values of Nuφ and Nuav
increase compared with Ra = 103.
The comparison of the local Nusselt numbers Nuφ of the single cylinder with the bottom tube
of the tube array 4 × 1 and with the bottom left tube of the tube array 4 × 2 is shown in Figure 9 for
Ra = 103 and 104. The courses of Nuφ for the tube array 4 × 2 are valid for the left tube column; the
right tube column has mirrored Nuφ courses. As shown, the values Nuφ for the bottom tube of the
4 × 1 array are similar to the values Nuφ for the single cylinder at Ra = 103 and 104. When comparing
the bottom tube of the 4 × 2 array and the single cylinder, there are different courses due to the right
tube column effect.
4.4. Results of the Tube Array 4 × 4 (Base, Concave, Convex)
The laminar free convection heat transfer from the four vertical arrays of four isothermal circular
tubes with the diameter of 20 mm has been studied. Moreover, the effect of the tube ratio spacing on
the Nusselt numbers had been investigated for different Ra before. The tube spacing in the vertical
direction SV and horizontal one SH increased in the same way; therefore, general tube ratio spacing S/D
is defined. The simulations were performed for the S/D ratios of 2, 2.5, and 3 (Figure 2) for the tube
array 4 × 4 at three different configurations (Base—Figure 2a, Concave—Figure 2b, Convex—Figure 2c).
The courses of the Nuφ values in the tube array 4 × 4 for base, concave, and convex configurations at
Ra = 1.3 × 104 and 3.7 × 104 with a S/D ratio of 2 are shown in Figure 10. The courses for the same
parameters and the S/D ratio of 2.5 are shown in Figure 11 and for the S/D ratio of 3 in Figure 12. When
149
Energies 2020, 13, 973
increasing the Rayleigh number, the convection increases in strength. Furthermore, the Nuav and
Nuarray values increase with the S/D ratio and Ra increasing.
Figure 9. The comparison of the local Nusselt numbers Nuφ of the single cylinder with the bottom tube
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Figure 10. The local Nusselt numbers Nuφ for different configurations of the tube array 4×4 with
the tube ratio spacing S/D of 2: (a) base configuration at Ra = 1.3 × 104; (b) base configuration at
Ra = 3.7 × 104; (c) concave configuration at Ra = 1.3 × 104; (d) concave configuration at Ra = 3.7 × 104;









Figure 11. The local Nusselt numbers Nuφ for different configurations of the tube array 4×4 with
the tube ratio spacing S/D of 2.5: (a) base configuration at Ra = 1.3 × 104; (b) base configuration at
Ra = 3.7 × 104; (c) concave configuration at Ra = 1.3 × 104; (d) concave configuration at Ra = 3.7 × 104;
(e) convex configuration at Ra = 1.3 × 104; (f) convex configuration at Ra = 3.7 × 104.
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Figure 12. The local Nusselt numbers Nuφ for different configurations of the tube array 4 × 4 with
the tube ratio spacing S/D of 3: (a) base configuration at Ra = 1.3 × 104; (b) base configuration at
Ra = 3.7 × 104; (c) concave configuration at Ra = 1.3 × 104; (d) concave configuration at Ra = 3.7 × 104;
(e) convex configuration at Ra = 1.3 × 104; (f) convex configuration at Ra = 3.7 × 104.
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The ratio of presented Nu for the in-line bundle of horizontal cylinders and the single cylinder for
Ra = 104 was compared with Razzaghpanah and Sarunac [20] on the basis of Figure 10 [20]. For the
ratio SL/D and ST/D = 2, the values Nuarray = 4.726 and Nuo = 4.710 were obtained. The mentioned
ratios Nuarray/Nuo = 1.003 and Nuo/Nuarray = 0.997 are close to those obtained by Razzaghpanah and
Sarunac [20] (1.073 and 0.900, respectively).
Subsequently, the average Nusselt numbers of the whole array Nuarray for three different
configurations (base, concave, convex) with the tube ratio spacing S/D of 2, 2.5, and 3 were compared
for Ra in the range of 1.3 × 104 to 3.7 × 104 (Figure 13). On the basis of the results, the Nuarray value
increases with the increase of Ra and tube spacing. The highest values Nuarray are achieved at the
convex configuration. The discrepancies of Nuarray between the concave and convex configurations are
up to 3.7% depending on Ra. Owing to negligible error ranges for the correlating equations, these are
interchangeable with similar discrepancies. The Nuarray values for the base configuration lie between
the values for the concave and convex ones for all considered Ra.
Figure 13. The average Nusselt numbers Nuarray for the base, concave, and convex configurations of
the tube array 4 × 4 with the different tube ratio spacing S/D.
The temperature fields for the tube arrays 4 × 4 with the tube ratio spacing S/D of 2 obtained by
the numerical simulations are shown in Figure 14. The temperature fields for the tube array 4 × 4 with
the tube ratio spacing S/D of 2.5 and 3 are shown in Figures 15 and 16, respectively. For the middle
columns of the tubes (V to VIII–Figure 2), it is clear that the thermal plume from the lower tubes affects
the local and average Nusselt numbers of the upper tubes. The upper tubes create a quasi-forced
convection which tends to a heat transfer increase from the upper tubes. It causes a lower temperature
difference between the tube surface and the incoming air, which tends to a heat transfer decrease at the
tubes downstream that is of a major importance at close spacing.
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Figure 14. The temperature fields of the tube arrays 4 × 4 with the tube ratio spacing S/D = 2: (a) base
configuration at Ra = 1.3 × 104; (b) base configuration at Ra = 3.7 × 104; (c) concave configuration at
Ra = 1.3 × 104; (d) concave configuration at Ra = 3.7 × 104; (e) convex configuration at Ra = 1.3 × 104; (f)
convex configuration at Ra = 3.7 × 104.
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Figure 15. The temperature fields of the tube arrays 4 × 4 with the tube ratio spacing S/D = 2.5: (a) base
configuration at Ra = 1.3 × 104; (b) base configuration at Ra = 3.7 × 104; (c) concave configuration at
Ra = 1.3 × 104; (d) concave configuration at Ra = 3.7 × 104; (e) convex configuration at Ra = 1.3 × 104; (f)
convex configuration at Ra = 3.7 × 104.
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Figure 16. The temperature fields of the tube arrays 4 × 4 with the tube ratio spacing S/D = 3: (a) base
configuration at Ra = 1.3 × 104; (b) base configuration at Ra = 3.7 × 104; (c) concave configuration at
Ra = 1.3 × 104; (d) concave configuration at Ra = 3.7 × 104; (e) convex configuration at Ra = 1.3 × 104; (f)
convex configuration at Ra = 3.7 × 104.
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The outer column’s air flow (I to IV–Figure 2) is affected by the inner tube columns and the heat
is directed to the central part of the tube array with a subsequent thermal plume creation. It may be
seen that the Rayleigh number increases the “chimney effect”. As the temperature fields around the
tubes do not affect each other significantly, the boundary layer thickness decreases and Nuav increases
with the higher ratio S/D. The effect of the tube spacing on the temperature field shapes is obvious in
Figures 14–16. On the basis of the results, we can state that the higher tube spacing, the more effective
heat transfer.
The effect of the S/D value and the tube array configuration for Ra = 1.3 × 104 and 3.7 × 104 is
obvious in Tables 4 and 5. The Nuav value for the tubes I–VIII, the Nuarray value for whole tube arrays,
and the qarray value were evaluated for all configurations and S/D ratios. When increasing the S/D ratio,
also Nuav, Nuarray, and qarray increase, where the tube array configuration has a crucial effect.
Table 4. Average Nusselt numbers for different ratios S/D and configurations of 4 × 4 tube arrays at
Ra = 1.3 × 104.
S/D Config.
Average Nusselt Numbers, Nuav (-) Nuarray
(-)
qarray
(W/m2)I II III IV V VI VII VIII
2
Base 5.273 5.169 5.163 4.996 5.970 4.519 4.212 4.339 4.955 118.371
Concave 5.198 5.118 5.136 5.003 6.081 4.294 4.114 4.194 4.892 116.869
Convex 5.302 5.225 5.278 4.968 5.819 4.901 4.398 4.672 5.070 121.117
2.5
Base 5.279 5.162 5.129 4.909 6.018 5.255 5.108 5.471 5.291 126.381
Concave 5.238 5.145 5.114 4.945 6.111 5.018 5.023 5.342 5.242 125.201
Convex 5.287 5.219 5.219 4.869 5.837 5.556 5.216 5.629 5.354 127.875
3
Base 5.256 5.161 5.095 4.820 5.984 5.690 5.672 6.057 5.467 130.550
Concave 5.244 5.152 5.082 4.859 6.077 5.501 5.668 5.971 5.444 130.014
Convex 5.264 5.208 5.168 4.793 5.795 5.863 5.686 6.122 5.487 131.049
Table 5. Average Nusselt numbers for different ratios S/D and configurations of 4 × 4 tube arrays at
Ra = 3.7 × 104.
S/D Config.
Average Nusselt Numbers, Nuav (-) Nuarray
(-)
qarray
(W/m2)I II III IV V VI VII VIII
2
Base 6.485 6.412 6.432 6.206 7.444 5.998 5.869 6.695 6.443 768.405
Concave 6.392 6.376 6.396 6.237 7.556 5.664 5.690 6.462 6.346 756.880
Convex 6.522 6.477 6.544 6.098 7.229 6.436 5.979 6.895 6.523 777.818
2.5
Base 6.466 6.343 6.350 6.056 7.452 6.792 6.633 7.626 6.715 800.298
Concave 6.429 6.330 6.335 6.122 7.572 6.481 6.510 7.526 6.663 794.168
Convex 6.496 6.438 6.459 5.984 7.226 7.093 6.815 7.549 6.757 805.471
3
Base 6.427 6.332 6.304 5.957 7.393 7.195 7.127 8.141 6.860 817.236
Concave 6.422 6.321 6.296 6.019 7.512 6.956 7.049 8.108 6.835 814.315
Convex 6.484 6.441 6.419 5.949 7.177 7.376 7.252 7.994 6.887 820.744
As it is shown in Table 4, Nuarray and qarray values decrease by 1.27% at the concave configuration
compared with the base one for S/D = 2 and Ra = 1.3 × 104. On the contrary, these representative values
increase by 2.32% at the convex configuration compared with the base one for the same parameters.
Additionally, they increase by 3.64% at the convex configuration compared with the concave one. For
S/D = 2.5, the same comparison is carried out, where Nuarray and qarray decrease by 0.93% at the concave
configuration and increase by 1.19% at the convex configuration compared with the base one. When
comparing the convex configuration with the concave one, Nuarray and qarray increase by 2.14%. For
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S/D = 3, Nuarray and qarray decrease by 0.42% at the concave configuration and increase by 0.37% at the
convex configuration compared with the base one. When comparing the convex configuration with
the concave one, Nuarray and qarray increase by 0.79%.
As shown in Table 5, Nuarray and qarray values decrease by 1.51% at the concave configuration
compared with the base one for S/D = 2 and Ra = 3.7 × 104. These representative values increase by
1.24% at the convex configuration compared with the base one. Additionally, they increase by 2.79% at
the convex configuration compared with the concave one. For S/D = 2.5, Nuarray and qarray decrease
by 0.77% at the concave configuration and increase by 0.63% at the convex configuration compared
with the base one. When comparing the convex configuration with the concave one, Nuarray and qarray
increase by 1.41%. For S/D = 3, Nuarray and qarray decrease by 0.36% at the concave configuration and
increase by 0.39% at the convex configuration compared with the base one. When comparing the
convex configuration with the concave one, Nuarray and qarray increase by 0.76%. It is obvious that the
increase of the S/D ratio and Ra values causes a decrease of Nuarray and qarray percentage discrepancies
between the individual configurations.
New correlating equations for Nuarray were created for all Ra values in the range of 1.3 × 104 to
3.7 × 104 as follows:
1. The base configuration:
Nuarray = 0.475 Ra0.2351(S/D)
0.1907, (15)
with the percent standard deviation of error ESD = 0.70%, and error E ranged from -0.94% to
+1.37%,
2. The concave configuration:
Nuarray = 0.463 Ra0.2348(S/D)
0.2132, (16)
with the percent standard deviation of error ESD = 0.65%, and error E ranged from -0.90% to
+1.37%,
3. The convex configuration:
Nuarray = 0.520 Ra0.2303(S/D)
0.1555, (17)
with the percent standard deviation of error ESD = 0.54%, and error E ranged from -0.84% to
+1.14%.
The correctness of the correlating equations is shown in Figure 17, where the values of Nuarray
from the correlating equations and numerical simulations were compared.
Considering the correlating equations for the individual tubes in the array, there is an effort to
create the equation containing the tube position in numerical order from bottom to top. For the Nusselt
numbers of individual tubes situated in the outer columns, it is possible to assume an approximation by
a linear function with the maximum discrepancy of 3% for specific tube position, spacing, configuration,
and Ra. However, the monotony is not uniform throughout the tube’s interval. The correlating
equation indicates a decreasing of Nuav with increasing the tube position. On the contrary, in general,
Nuav for the tube 3 is higher than the value for the tube 2. This statement is valid for all configurations,
tube spacing and Ra. The Nusselt numbers of the tubes for the inner columns do not have the same
course character when changing the parameters. On the basis of the previous facts, the correlating
equations for Nuav are not created.
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Figure 17. Comparison between presented correlating equations and numerical results.
5. Conclusions
The paper has reported on the results of the numerical investigation of laminar free convection
heat transfer from various tube configurations. The single cylinder and the tube arrays of 4 × 1 and
4 × 2 arrangements at Ra = 103 and 104 were used for computational model verification. The main
part of the research focused on the tube arrays in the configuration of 4 × 4 (base, concave, convex) at
Ra in the range of 1.3 × 104 to 3.7 × 104. From the obtained local and average Nusselt numbers and
temperature fields, the following conclusions can be drawn:
1. The local Nusselt numbers Nuφ for the single circular cylinder at Ra = 103 and 104 were confirmed.
2. The average Nusselt numbers Nuav for the tube array 4 × 1 lie out of the error range, according to
the Corcione correlating Equation [8], by 4.9% for Ra = 103 and 3.7% for Ra = 104, respectively.
3. The average Nusselt numbers Nuav for the tube array 4 × 2 lie out of the error range, according to
the Corcione correlating Equation [9], by 1.2% for Ra = 103 and lie in the error range for Ra = 104.
4. There is a good agreement between the Nuφ of the single cylinder and bottom tube of the tube
array 4 × 1 at Ra = 103 and 104.
5. The left bottom tube for the tube array 4 × 2 is affected by the right tube column; therefore, the
Nuφ values have different courses for Ra = 103 and 104.
6. The Nuav values increase with the S/D ratio and Ra increasing for the tube array 4 × 4 at the base,
concave, and convex configurations.
7. The highest values of Nuav for the tube array 4 × 4 are noticed at the convex configuration which
has discrepancies up to 3.7% in comparison with the concave one depending on Ra in the range
of 1.3 × 104 to 3.7 × 104. The value of Nuav for the base configuration lies between the convex and
concave ones for all Ra.
8. The concave configuration achieves a decrease of Nuarray and qarray compared with the base one.
The convex configuration achieves an increase of these representative values compared with the
base one.
9. The convex configuration achieves an increase of Nuarray and qarray compared with the concave
one for all ratios S/D and Ra. When increasing the ratio S/D and Ra, a decrease of Nuarray and
qarray percentage discrepancies between the individual configurations is reached.
10. The new correlating equations for Nuarray calculation concerning the tube array 4 × 4 were defined.
The equations have negligible error ranges and are interchangeable with each other.
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Abbreviations
Roman Symbols:
c specific heat (J/kgK)
D external diameter of the cylinder (m)
E percentage error
g gravitational acceleration (m/s2)
h heat transfer coefficient (W/m2K)
p pressure (Pa)
Q heat transfer rate (W)
q heat flux density (W/m2)
N number of cylinders in the array
Pr = ν/α dimensionless Prandtl number
r dimensionless radial coordinate










S center-to-center separation distance (m)
T temperature (K)
u, v velocity components in x- and y- directions (m/s)
Greek Symbols:
α thermal diffusivity (m2/s)
Δ difference of values
β = 1/K volume-expansion coefficient (K-1)
φ local section angle (◦)
λ thermal conductivity (W/mK)
μ dynamic viscosity (kg/ms)
ν kinematic viscosity (m2/s)
ρ density (kg/m3)
τ viscous stress tensor (kg/s2m)
Subscripts:
av average value
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Abstract: Multi-stage refrigeration systems cover a wide range of possibilities and are diffusing more
and more. The idea that inspired this work derived from the need to have a tool to model the energy
behavior of the intercooler inside a multi-stage refrigeration system. In this work, a semi-analytical
model of a single bubble, injected into the liquid of an intercooler of a multi-stage system, has been
developed. The developed model is a set of equations derived from the Fourier equation for heat
conduction in defined conditions and includes the effects of sensible and latent heat. The vapor
bubble is supposed to be injected in the saturated liquid contained in a tank at a defined depth, at
an intermediate pressure. The model has been implemented in Matlab and the results show the
influence of the liquid surface tension, the injection depth and the thermal diffusivity of the vapor.
The model developed here is a useful low-cost tool for evaluating heat transfer optimization of a
separator/intercooler of a multi-stage refrigeration system.
Keywords: Semi-analytical model; vapor; liquid; bubble; two-phase heat transfer
1. Introduction
The growing demand for energy for industrial applications and the need to protect the environment
for future generations requires effort to make the production processes more efficient, from the
early design stages, through to the adoption of innovative techniques and systems both with
low environmental impact and economic sustainability. In industrial refrigeration applications,
the reduction of energy requirements is made, at a thermodynamic cycle level, through multi-stage
intercooled compression techniques, which limit the increase of refrigerant temperature during the
compression phase, approximating an almost isothermal process (ideally with a succession of small
intercooled compressions). In a two-stage scheme, the low-temperature heat sink is obtained internally
at an intermediate pressure and is formed by the expansion of saturated refrigerant after exiting the
condenser [1]. In each desuperheating stage, the temperature of the vapor tends to near the saturation
value, through a heat transfer process, carried out either by injecting liquid into the discharge line of
the low-pressure compressor or by bubbling the vapor into the liquid, as shown in Figure 1.
In the first scheme (Figure 1a) the desuperheating process is due to the liquid vaporization injected
by the pump, supplied by the receiver. The second scheme exploits the bubbling of the superheated
vapor in a low-temperature saturated liquid bath, through an open tube, at a certain depth. Here, the
intense convective action, induced by the bubbling, makes the heat transfer effective, allowing the
vapor to reach the saturation condition. This solution makes it possible to avoid an injection pump,
with a considerable system simplification and reduction of maintenance costs. Due to its characteristics,
the bubbling technique is particularly attractive, as it combines economic and energy benefits in a
simple technical solution.
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Figure 1. Desuperheating techniques: (a) liquid injection method and (b) the bubbling method.
Legend: 1a and 1b—condenser; 2a and 2b—expansion valves; 3a and 3b—evaporator; 4a and
4b—low-pressure compressor; 5a—liquid vaporization section; 5b—superheated vapor injection
section; 6a and 6b—receiver at intermediate pressure; 7a and 7b—high-pressure compressor; 8a and
8b—expansion valve driven by refrigerant level; 9a—liquid injection pump.
The main design parameter is the injection depth, it must guarantee the minimum residence time
of the vapor, to allow complete desuperheating with the minimum backpressure at the exit of the
low-pressure stage. The optimization of the device requires the formulation of a thermal model that
considers the complexity of the convective and two-phase heat transfer phenomena occurring.
The evolution of a vapor bubble within liquid has been the topic of several studies, limited to the
class of pool-type processes.
The Rayleigh model, reported by Farajisarir [2], proposes a mechanism for developing a vapor
bubble that expands in a superheated, infinitely extended, inviscid and incompressible liquid bath,
starting from an initial radius, neglecting the effects of surface tension and considers the growth
phenomenon due to differences in pressure across the liquid-vapor interface (inertial model).
Van Stralen [3] described the Bosnjakovic model that analyzes the phenomenon by considering
the thermal and mass exchanges with the liquid on the liquid—vapor frontier (thermal model) as
significant for the development of the bubble and this model has been of interest for this work.
One more model is that proposed by Plesset et al. [4] that considers both the inertial and the
thermal mechanisms. Solutions to the Plesset model, valid for the transient of the bubble collapse
starting from the assigned initial dimension, are provided by Akiyama [5] in the hypothesis of inertial
collapse and by Florschuetz and Chao, reported in [6] and [7], for the case of thermal collapse.
The experimental campaign on this topic is hard to carry out as shown by Bohdal [8],
who investigated heat transfer and pressure drop during bubbly boiling in a refrigeration fluid,
elaborating an analytical one-D model of heat transfer and pressure drop using experimental data,
assuring accuracy up to ±20%.
Sujatha et al. [9], instead, carried out an experimental campaign on a bubble absorber to obtain heat
and mass transfer and pressure drop data, then compared the results with the numerical correlation
relating Sherwood number, Reynolds number, Schmidt number and length to diameter ratio developed
by the same authors. Their work is a useful tool to compare experimental data to numerical correlations.
Recently, Wu et al. [10] experimentally investigated the effects of vibration amplitude and frequency
on the bubble absorption characteristics of R134a-DMAC in a vertical tube. Their work was strictly
linked to the application of refrigeration systems.
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Merrill et al. [11] analytically studied the bubble behavior, from inception to collapse, in a
subcooled binary liquid solution using a finite difference method to solve the governing equations,
describing bubble diameter and mass over time.
Surtaev et al. [12] experimentally investigated the influence of sub-atmospheric pressure on
multiscale heat transfer during liquid pool boiling. Experiments were carried out in the pressure range
of 8.8–103 kPa at saturated water boiling, obtaining simultaneously, an extensive data set of the effect of
reduced pressure on the main characteristics of boiling, including heat transfer coefficients, nucleation
site density, growth rate and departure diameter of vapor bubbles. They demonstrated that the growth
rate of dry spots is constant in time and has a non-monotonic dependence on pressure.
Mimouni et al. [13] developed a model and a numerical simulation of upward bubbly flow (in the
same motion conditions of the present work), evaluating interfacial momentum transfer, polydispersion
and turbulence.
Yan et al. [14] investigated the effect of liquid properties on fluid dynamic parameters in bubble
columns. In particular, they used the correction of surface tension and viscosity to highlight the influence
of different liquid properties on the hydrodynamic parameters of bubble columns. Computational
fluid dynamics coupled with the population balance model were used to simulate the effects of liquid
viscosity and liquid surface tension on the hydrodynamic parameters of the bubble column.
Lobanov et al. [15] studied the flow patterns and heat transfer of downstream bubbly flow in a
sudden pipe expansion. They used the Eulerian approach for the numerical model. The set of RANS
equations was used for modeling two-phase bubbly flows. The turbulence of the liquid phase was
predicted using the Reynolds stress model.
Saha and Sandilya [16] developed a simplified model for quick evaluation of the storage
performance of an injection cooling system for liquid subcooling, without involving the complex
transport phenomena-based conservation equations. Simulations were carried out and the model was
validated, considering the storage of liquid oxygen, and obtained a satisfactory match between the
experimental data and the model predictions. The present paper is a step forward, considering the
limitations of the cited work.
Xu et al. [17] proposed a bubble diameter model for the boiling flows. The model considered heat
transfer growth, the breakup or coalescence of collision and the liquid impacting separation as factors
affecting bubble diameter. They developed three bubble diameter sub-models to calculate overall
bubble diameter, based on a departure diameter.
Kumar et al. [18] carried out an experimental and theoretical campaign, obtaining measurements
of the local void fraction, rise velocity and bubble diameter for cocurrent, wall-heated, upward bubbly
flows in a refrigerant. Bubble size was correlated in terms of liquid subcooling and bulk bubble size in
terms of void fraction. The results were used to develop bubbly flow models, applicable to heated
two-phase flows at high-pressure.
Zarate et al. [19] studied the modeling and numerical simulation of the turbulent subcooled boiling
flow of a refrigerant, through the two-fluid model conservation equations. The turbulent viscosity
was considered to be comprised of shear-induced and bubble-induced components. The results were
compared with experimental measurements.
However, none of the models of the cited papers can be applied directly to the bubbling analysis
since the vapor is injected in superheated conditions and is, therefore, far from saturation. A new
model is needed that takes into account these new conditions, as well as the vertical motions not to be
neglected as they modify the saturation conditions while convection occurs.
In this paper, a heat transfer model, based on the Fourier law, that includes the effects of sensible
and latent heat contributions, the effects of the liquid surface tension and the vertical motions on the
convection and on the saturation conditions of the vapor at real operating conditions, is proposed.
The model has been applied to water, in order to have a reliable benchmark, due to the well-known
thermophysical properties of this commonly used heat transfer fluid. On the other hand, the model
could be used to simulate all heat transfer fluids and in particular refrigerants, which is the application
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this study has been conceived for. Thus, the model developed here can be seen as a reliable tool
for evaluating the heat transfer optimization of a separator/intercooler in a multi-stage refrigeration
system. Further, the proposed model has other potential applicability in the study of two-phase heat
and mass transfer occurring in many heat exchangers.
2. Mathematical Model and Hypotheses
The proposed mathematical model has been developed for a single vapor bubble. The heat
transfer equations have been written for discrete time intervals Δτ, taking into account a semi-analytical
approach, considering the sensible and latent heat in the operating conditions of the desuperheater.
The hypotheses that have been made for the formulation of the model are the following:
• Single spherical shape bubble of radius r_b, variable in time and space, starting from an assigned
generation value r_b0;
• Liquid phase at uniform temperature T_l, equal to the saturation value at the intermediate pressure;
• Pressure in the liquid linearly variable with the depth (Stevino’s law);
• Non-negligible liquid surface tension effects (Laplace equation);
• Bubble in vertical motion under gravity force and hydrodynamic resistance;
• Flow regime with independent bubbles;
• Pure thermal conduction in vapor domain (Ra < 1000).
Mechanical and thermal models of the bubble inside the liquid are segregated. Their mutual
interaction is set up according to the scheme proposed in Figure 2.
Figure 2. Concept flow-chart of the model.
Bearing in mind the scheme reported in Figure 3, the modeling of the motion of the analyzed
bubble was described by considering only the vertical component as significant. With the z axis
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according to the direction of the gravity force and positive sign upwards, as in the scheme of Figure 3,
the fundamental equation of motion has been expressed by Equation (1).
Fg − Fp − Fr = mbub ..zbub (1)
where Fg is the buoyancy force, Fp is the gravity force and Fr is the drag force.
Figure 3. Bubble equilibrium of forces in the z direction.









































Equation (3) is an ordinary non-linear differential equation with non-constant coefficients, as
the thermodynamic properties of the bubble are generally dependent on time (by temperature and
pressure) and the hydrodynamic drag coefficient CD is function of the bubble velocity. Searching
for exact solutions in time intervals, small enough to neglect the temporal variation of the density
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= 0 (4)
Recognizing in Equation (4) a Riccati equation, the solutions are:⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎩




⎞⎟⎟⎟⎟⎟⎠+ e−√|FjGj |t−Gjz0, j





zb, j(t) = −










Energies 2020, 13, 1104
For the case of an ascending bubble, and:⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
zb, j(t) = z0, j − 1Gj ln
⎡⎢⎢⎢⎢⎢⎣cos(√∣∣∣FjGj∣∣∣t)− Gj .z0, j√∣∣∣FjGj∣∣∣ sin
(√∣∣∣FjGj∣∣∣t)⎤⎥⎥⎥⎥⎥⎦
.
zb, j(t) = − 1Gj
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
−Gj .z0, j cos
(√∣∣∣FjGj∣∣∣t)−√∣∣∣FjGj∣∣∣ sin(√∣∣∣FjGj∣∣∣t)
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for the case of a descending bubble, with:⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩










The heat transfer was modeled through a series of isobaric heat transfer equations of duration
Δτ (time interval), valid for bubbles considered to be of constant radius in that time interval.
Considering a uniform thermal field around the bubble and a constant Nusselt number at the
liquid-vapor interface, a distributed 1-D unsteady heat transfer model has been adopted. The Fourier





















Equation (8) is a non-linear differential equation with second order partial derivatives in space (r)
and first order in time (t). The spatial and temporal non-linearities, introduced by the functions ρv, cpv
and αv, dependent on the variable T (and thus on r and t) at a given pressure, can be relaxed by making
a discretization in time and space. Assimilating the spherical domain to a system of M concentric
shells of thickness Δrk, each one characterized by average physical and thermodynamic properties,
based on the volume Vk and relevant to the average thermal level in the integration interval considered,























































∂t r(M−1), j ≤ r ≤ rM, j
(9)
The 2M boundary conditions and M initial conditions (valid ∀r ∈ [rk−1, rk ] with k = 1, . . . , M)
guarantee a unique solution. The 2M boundary conditions are related to the characteristics of the
phenomenon. Two cases can be distinguished: sensible only, and both sensible and latent heat transfer.
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Tk, j(r, 0) = T0k, j(r) con rik, j ≤ r ≤ rek, j∀k = 1, . . . , M (12)
where T0k,j(r) is the initial temperature field in the k-th shell in the time interval. Equation (10) and
Equation (11) describe a non-homogeneous problem at the boundaries. By changing the type of
variable, it can be changed to a homogeneous problem (as shown in Equation (13)), where Ω j is equal
to Tl for the case of sensible-only heat transfer and equal to Tvsat, j in the case of a sensible-latent heat
transfer one.
Uk, j(r, t) = r
[
Tk, j(r, t) −Ωj
]
(13)
Separating the variables, the equations can be expressed by the unknown function Uk, j, that is a
Sturm—Liouville problem with general solutions of Equation (14) [23]:⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
Tj(r, t) = UMk=1Tk, j(r, t)
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Equation (14), considering average thermodynamic properties in the domain in the case of
sensible-only heat transfer, can be simplified as in Equation (15):
















2βn, jrb, j − sin
(
2βn, jrb, j
) sin(βn, jr)e−αv, jβ2n, jt (15)
and in the case of a sensible-latent one as in Equation (16):

























The mass flow rate
.
ml, j, released during the process of vapor condensation, can be estimated by the
energy balance on the bubble shell under saturation conditions, under the hypothesis of Δrk,sat  Δrk.










Tvsat, j − Tl
)⎤⎥⎥⎥⎥⎥⎦ (17)
where the first term in brackets is the portion of energy transferred by conduction from the inner layers
of the bubble to the saturating shell, while the second term represents the portion transferred to the
liquid by convection.
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Figure 4. Energy flows in the shell under saturation conditions.
3. Results and Discussion
The proposed model has been implemented in a Matlab® environment, provided with an
interactive graphic interface for the definition of the inputs and the analysis of the outputs.
The simulation has been initialized by providing some initial values as: velocity, position, radius
and temperature of the bubble, injection depth and the intermediate pressure as shown in Table 1.
The simulated system was a two-stage refrigeration system, with water as refrigerant, operating
between the evaporation and condensation temperatures (respectively of 273.15 and 318.15 K), varying
the injection depth H, the vapor injection temperature Tb0 and the bubble generation dimension rb0,
according to the values in Table 1.
Table 1. Initialization values of the simulation.
Variable Value Comments
Desuperheating Pressure, pdes [MPa] 2.42 × 10−3 Geometric mean of the characteristic cycle pressures(corresponding to a liquid temperature of 293.72 K)
Initial Velocity,
.
z0 [m/s] 0.0 With nozzle facing upwards
Initial Position, z0 [m] 0.0 With reference to the injection section
Initial Radius, rb0 [mm] {1.0; 5.0; 10.0}
Injection Temperature, Tb0 [K] {383.2; 423.2}
Injection Depth, H [m] {0.1; 0.2; 0.3; 0.4; 0.5; 0.6; 0.7}
The thermodynamic and transport properties of water were calculated through the correlations of
the IAPWS (International Association for the Properties of Water and Steam) [24–27]. The average
convective heat transfer coefficient at the liquid-vapor frontier surface was evaluated by the Whitaker
correlation [28], while the interpolation proposed by Morrison [29] was used for the drag coefficient of
the flow.
Variations of the thermodynamic injection conditions and the initial radius yielded similar trends
as the results obtained by the simulations, as shown in Figure 5, where the comparison between velocity
and position of the bubble is plotted as a function of the initial radius r_b0. During the cooling phase,
velocity increases up to a maximum value and then decreases to zero. The buoyant force, generated by
the difference in densities between liquid and vapor, that is the engine for the motion upward, tends to
zero as the vapor cools down to reach the liquid condition.
The average temperature curves, shown in Figure 6, are of particular interest. Compared to the
classic exponentially decreasing cooling trend, three different regimes can be observed: an initial phase,
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an intermediate plateau and a thermal decay up to the bubble collapse. The behavior can be explained
by observing the radial thermal profile curves of the vapor in Figure 7. At the beginning of curve 1,
during transient cooling, the high thermal gradient at the liquid-vapor interface yields the quick set-up
of a thermal gradient (portion of the volume of the bubble which shows a temperature variation of
at least 1% higher than the injection temperature), where the vapor is affected by the presence of the
liquid, by changing its temperature with respect to the initial value. In this phase the average bubble
temperature decreases quickly, until the saturation conditions of the liquid-vapor frontier are reached.
Due to the phase change, the temperature difference between the vapor surface and the liquid
remains constant, increasing the heat transfer and determining, in relation to the reduced thermal
diffusivity of the vapor, the “rigid” translation of the thermal profile towards the center of the
bubble (curves 2 and 3). This explains the nearly constant average temperature over time during the
intermediate flat phase. When the amplitude of the transition region equals the instantaneous radius of
the bubble (curve 4), even the core of the vapor, that behaves as a thermal reservoir up to that moment,
is affected by the heat flow and a sudden decrease in average temperature (curve 5) up to the point
when bubble collapse occurs (final thermal decay phase).
Figure 5. Velocity and position of the bubble.
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Figure 6. Bubble average temperature, radius and energy losses.
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Figure 7. Vapor radial thermal field.
The liquid is considered at a uniform temperature Tl and thus the saturation temperature of the
vapor is always higher than the temperature of the surrounding liquid and ΔT increases with depth,
due to the increase in local pressure and the effects of the surface tension of the liquid. In the Laplace
equation the pressure difference between the inside and outside of the bubble (vapor—liquid) is given
by Δpvl = pv − pl = 2γrbub and thus, depends on the surface tension γ. By increasing the injection depth
(i.e., the ΔT with the liquid during the phase change), the heat transferred to the liquid increases even
if it is less than proportional to the depth H and for H→∞ it tends to near saturation (Figure 8).
Figure 8. Bubble power loss vs. injection depth.
This phenomenon is due to the fact that the heat transferred by the vapor during the condensation
phase is proportional, through the latent condensation heat hvl, to the condensed water flow rate.
In this case, the vapor thermal diffusivity plays a fundamental role: as the injection depth increases,
the freezing of the ΔT with the liquid at ever higher values increases the convective energy transfer
to the bath, but the vapor, as a consequence of its thermal diffusivity, is not able to propagate the
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thermal front to the innermost layers of the bubble and the effect is an increase (in module) in the
thermal gradient dT/dr calculated on the border surface of the bubble, Equation (17). The increase in
the condensed water mass flow rate (and therefore of the heat transferred to the liquid), expected with
the increase in convection, is diminished by the effects of thermal diffusivity, which acts by limiting the
increase in the energy release rate.
Once the injection conditions, Tb0 and rb0, have been fixed, the increase in depth H, on one hand
governs the increase in heat transferred by the bubble, on the other hand it yields the increase in
vapor density and thus, at a fixed volume, the increase in the total heat to be removed, is reliant to the
saturation conditions. The increase both in heat transferred to the liquid and in the bubble energy
as a consequence of the increase in its mass are competing and thus an optimal condition has to be
found. The graphs in Figure 9 show the curves of the normalized residual energy (quantity of energy
still kept by the vapor expressed as a fraction of the internal energy difference of the bubble between
the injection conditions and the conditions of saturated vapor at the desuperheating temperature
and pressure), for a bubble with rb0 = 10 mm. When injection depth increases, the thermal power
transferred, with respect to the total transferable one, increases (curves with increasing slope) up to the
maximum value, reached at an optimum depth Hopt = 0.4 m and then decreases again for H > Hopt
(with progressively less-inclined curves).
Figure 9. Bubble residual energy vs. time (Tbub0 = 383.2 K).
When the injection conditions change, a similar behavior can be observed, even if with a different
optimal depth. The bubble cooling rate depends on the balance between the energy to be removed
(proportional to the mass) and the thermal power transferred to the liquid, both increasing with the
injection depth H. Increasing the injection depth, starting from fixed Tb0 and rb0, the curves of the
normalized bubble residual energy move towards the origin, showing an increase in the bubble cooling
rate. In this condition, the increase in heat power transferred to the liquid is higher, with respect to
the increase in the energy to be yielded due to the complete saturation of the vapor. The result is a
reduction in cooling time. It can be observed that the same increases in depth always correspond to
ever smaller displacements of the curves, which tend to overlap as H→ Hopt. By increasing the depth
H > Hopt, the curves tend to move away from the origin, thus demonstrating a reduction in the bubble
cooling rate.
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In this condition, the energy that the vapor must release to reach saturation increases with depth
in a preponderant manner with respect to the increase of the thermal power transferred to the liquid,
causing an increase in cooling time.
At assigned vapor injection conditions and bubble initial size, an optimal Hopt can be found that
maximizes the energy release rate towards the bath or minimizes the vapor desuperheating time.
The vapor injection at depth H above the optimal value is not convenient since the only effect would
be the increase in discharge conditions of the low-pressure compressor, which results in a decrease in
cycle efficiency.
The saturation of the energy release rate, analyzing the radial thermal profile curves in the bubble,
has been attributed to the thermal diffusivity of the vapor which acts by limiting the propagation
of the thermal perturbation to the inner layers of the bubble. In these hypotheses it is evident that
to speed up the cooling process, and therefore to exploit the increase in liquid ΔT vapor associated
with the increase in injection depth, it is necessary to act in such a way as to increase the thermal
diffusivity of the vapor. Once the temperature and pressure conditions of the desuperheater have been
set, the only possibility is to increase the injection temperature. Further investigations were carried
out by varying the vapor injection temperature on two new temperatures, respectively at 343.20 and
423.20 K as shown in Figures 10 and 11.
The direct comparison of the three curves of bubble residual energy at the same injection depth
(the optimal H = 0.4 m) for the three analyzed temperatures (343.2, 383.2 and 423.2 K) is shown in
Figure 12.
The analysis of Figures 9–11 shows the independence of the optimal injection depth from the inlet
temperature in the liquid bath even if this affects the cooling speed as shown in Figure 12, where it is
evident that by increasing the temperature of the vapor, the slope of the cooling curve increases.
Figure 10. Bubble residual energy vs. time for low injection temperature (Tbub0 = 343.2 K).
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Figure 11. Bubble residual energy vs. time for high injection temperature (Tbub0 = 423.2 K).
Figure 12. Bubble residual energy vs. time, temperature dependence.
As a natural extension of the results discussed so far, the effects of the variation of the
desuperheating pressure (temperature of the liquid bath) on the optimal depth (H) were investigated.
A simulation campaign with variable injection depth was then carried out by setting the initial
temperature and radius of the bubble to 383.20 K and 10 mm, respectively. The desuperheating
pressure was finally set to 0.0073849 MPa, corresponding to a saturation temperature of the liquid
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313.15 K. The expected behavior was a reduction in the available temperature difference between
vapor and liquid against a decrease in the cooling speed. It is therefore reasonable to suppose that
the optimal injection depth (H) increases compared to the previous case to favor an increase in the
interfaced liquid-vapor ΔT. The results of these simulations, shown in Figure 13, confirmed this
behavior. It is observable that in the simulated conditions the cooling speed continues to increase as
the depth of injection of the vapor increased and the process exhibits saturation at a new optimal depth
around 1.4 m.
Figure 13. Bubble residual energy vs. time, desuperheating pressure dependence.
4. Conclusions
A semi-analytical model of heat transfer between liquid and vapor has been proposed, using a
single bubble approach, with the adaptation of the Fourier thermal equation to real cooling conditions
and includes the effects of sensible and latent heat. The model appears to be physically consistent and
interpretable trends have been obtained. The liquid surface tension, the injection depth and the thermal
diffusivity of the vapor have been investigated, finding antagonistic behavior in the cooling process.
Their effect results in the existence of an optimal injection depth that optimizes the heat transfer at
given thermodynamic conditions of the vapor entering the desuperheater and at given bubble size.
The model can be proposed as a valid tool to help the design of multi-stage systems. Further
theoretical and experimental investigations have been planned and will be performed in the future for
a full validation of the model and for extension to the general area of multiple bubbles flow.
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Nomenclature
rb bubble radius (mm) rb0 bubble initial radius (mm)
r bubble radial coordinate (mm) rk−1, j
inner radius of the k-th bubble shell during the j-th
time interval (mm)
rk, j
outer radius of the k-th bubble shell
during the j-th time interval (mm)
Tl desuperheater saturated liquid temperature (K) Tvsat, j
saturated vapor temperature during the j-th time
interval (K)
T vapor radial thermal field (K) Tj
vapor radial thermal field during the j-th time
interval (K)
T0k, j
initial temperature field across the k-th bubble shell
during the j-th time interval (K)
Tk, j
vapor radial thermal field across the k-th bubble shell
during the j-th time interval (K)
Tb0 vapor injection temperature (K) ΔT
liquid–vapor temperature difference at the bubble
boundary surface (K)
Uk, j boundary value problem auxiliary variable (K×m)
ρb mean vapor density (kg×m−3) ρb,j
mean vapor density during the j-th time interval
(kg×m−3)
..
zb bubble vertical acceleration (m× s−2) ..zb,j bubble vertical acceleration during the j-th timeinterval (m× s−2)
.
zb bubble vertical velocity (m× s−1) .zb, j bubble vertical velocity during the j-th time interval(m× s−1)
ρl liquid density (kg×m−3)
CD flow drag coefficient (dimensionless) CD, j
flow drag coefficient during the j-th time interval
(dimensionless)
g gravity acceleration (m× s−2) t time (s)
z0, j initial bubble position during the j-th time interval (m)
j time interval index k bubble shell index
ρv vapor local density (kg×m−3) ρv1, j vapor density of the k-th bubble shell during the j-thtime interval (kg×m−3)
cpv vapor isobaric specific heat (J× kg−1 ×K−1) cpvk, j vapor isobaric specific heat of the k-th bubble shellduring the j-th time interval (J× kg−1 ×K−1)
λv vapor thermal conductivity (W×m−1 ×K−1) λvk, j vapor thermal conductivity of the k-th bubble shellduring the j-th time interval (W×m−1 ×K−1)
αv vapor thermal diffusivity (m2 × s−1) αvk, j vapor thermal diffusivity of the k-th bubble shellduring the j-th time interval (m2 × s−1)
Δrk radial thickness of the k-th bubble shell (m) Δrk,sat
radial thickness of the k-th bubble shell in saturated
conditions (m)
Vk volume of the k-th bubble shell (m3)
Ω j
characteristic temperature of the process during the j-th time
interval (K)
Ψkn, j
eigenfunction of the thermal problem associated to
the n-th thermal eigenvalue during the j-th time
interval (dimensionless)
βn, j
n-th eigenvalue of the thermal problem
during the j-th time interval (s−1/2) cn, j
thermal solution combination constant associated to
the n-th thermal eigenvalue during the j-th time
interval (K×m)
Ψkn, j
eigenfunction of the thermal problem associated to the n-th
thermal eigenvalue during the j-th time interval (dimensionless)
Bkn, j coefficient of the n-th eigenfunction (dimensionless)
Akn, j coefficient of the n-th eigenfunction (dimensionless) hc, j
liquid—vapor convection heat transfer coefficient
during the j-th time interval (W×m2 ×K−1)
.
ml, j condensed mass flow rate during the j-th time interval (kg× s−1) Hopt optimal vapor depth of injection (m)
hvl, j
latente heat of condensation
during the j-th time interval (J× kg−1)
pdes intermediate desuperheating pressure (MPa)
H vapor depth of injection (m)
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Abstract: This research obtains a mathematical formulation to determine the heat transfer in a
transient state, in a calorimeter cell, considering an adiabatic system. The development of the cell was
established and the mathematical model was transiently solved, which approximated the physical
phenomenon under the cell operation. A numerical method for complex geometries was used to
validate performance. The results obtained in the transient heat transfer in a cylinder under boundary
and initial conditions were compared using an analytical solution and numerical analysis employing
the finite-element method with commercial software. The study from the temperature distribution
can afford, selection between a cylindrical and spherical geometry, design criteria that are generated
by changing parameters such as dimension, temperature, and working fluids to develop an adiabatic
calorimeter to measure the heat capacity in fluids. We show the mathematical solution with its initial
and boundary conditions as well as a comparison with a numerical solution for a cylindrical cell
with a maximum error from 0.075% in the temperature value, along with a theoretical and numerical
analysis for a temperature difference of 1 ◦C.
Keywords: adiabatic calorimetry; numerical simulation; heat capacity; finite-element method;
heat transfer
1. Introduction
For engineering design, with heat exchange in, for example, refrigerators, the car engine, the food
industry, and the heat treatment of materials, the research or development of new substances
as refrigerants or working fluids is necessary. Among these substances is nanofluid, which has
been recently introduced and improves heat transfer in geometries such as enclosures, channels,
and microchannels [1]. For the engineering applications mentioned above, it is necessary to know the
thermophysical properties of the working fluids that are involved in the energy exchange processes.
One way to know how efficient the working fluid is for the exchange of energy in the form of heat
is through thermal efficiency. However, to calculate the thermal efficiency, it is necessary to know
the value of the heat capacity of the working fluid. The amount of heat required to increase the
temperature by one degree of a substance is known as heat capacity. Therefore, it is important to
measure the heat capacity as accurately as possible for the efficient use and development of the fluids
involved in the exchange of heat. In [2], heat capacity is an important variable to calculate the thermal
Energies 2020, 13, 2300; doi:10.3390/en13092300 www.mdpi.com/journal/energies181
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efficiency in any system that involves heat transfer. The most reliable way to obtain the value of heat
capacity is by an adiabatic calorimetry technique [3]. Certain researchers have developed their own
devices that work under this principle [4–9] with different configurations for the geometry of the cell
in their adiabatic calorimeters. The cell is a key element of the calorimeter containing the fluid to
measure its heat capacity. It has other elements such as sensors, heaters, inlets, and outlets for the
fluid. According to adiabatic calorimetry, the cell is surrounded by a shield called an adiabatic, and its
function is to stay at the same temperature of the cell to avoid heat transfer between both [9]. The cell
and its elements are located within a cryostat, which is responsible for generating an environment
with a constant temperature. The working principle is as follows: A quantity of test fluid is set inside
of a cell to evaluate the heat capacity. When the fluid is inside a cell, heat is added and the temperature
of the fluid consequently increases. The amount of heat (Q) added, the mass of fluid (m) contained in
the cell, and the variation of the temperature (T) of fluid are known [9]. It is possible to calculate heat
capacity from the next equation:
Q = (mCp)ΔT (1)
where Cp is the heat capacity of the sample cell, and the heat added is obtained by the electrical energy
calculated by
Q = IVt (2)
where I, V, and t are the current, voltage, and duration of heating, respectively [7], taking into account
their respective uncertainties. In the laboratory of thermophysical properties of Centro Nacional de
Metrología (CENAM), they are developing an adiabatic calorimeter for measuring the heat capacity
of fluids at room conditions. One of the most critical elements of the adiabatic calorimeter is the
cell, which contains the fluids to determine the value of the heat capacity. Then to developing the
adiabatic calorimeter, it is necessary to start to analyze the temperature distribution in the cell for the
thermal design criteria regarding the cell; in the ideal case, the temperature of fluid contained in the
cell is constant or equal to any point, but in a real case, temperature gradients are present. Therefore,
mathematical models were used to analyze the temperature distribution in the cell from this work, as
in other works, e.g., [10], which focused on finding errors in the thermal conductivity measurement
process, [11], which studied the impact of the geometry for heat transfer in nanofluids, and [12],
which studied a Spray Fluidized Bed Granulator. However, from the literature, no works related to
the analysis of the thermal performance to select the geometry of a cell in an adiabatic calorimeter
have been found. Attempts to learn the temperature distribution within the cell, the location of
the temperature sensor, and the fluid inlets and outlets can be studied by inverse heat conduction
problem [13].
Numerical analysis was used because it is a tool to change parameters such as dimensions,
geometric shapes, and initial and boundary conditions to analyze the behavior of a mathematical
or physical model in less time. However, the mathematical and numerical models provide only
approximations to the physical phenomenon, so it is essential to validate the results, and the best way
is to use a prototype and to characterize it [12,14–16].
The use of simulation is a fundamental aspect of developing an engineering process, research for
scientific development, and the characterization of geometrical parameters, such as in [17]. To verify the
accuracy of numerical methodologies, numerical results are compared with analytical solutions [17–19].
In other research, three-dimensional governing equations (continuity, momentum, and energy) along
with boundary conditions are solved using the finite volume method and other processes of scientific
applications in the study of energies.
Therefore, the following formulations were made: theoretical and numerical analysis by the
finite-element method for a cylindrical cell and only a numerical analysis for a spherical cell.
The present work performs a comparison among the results of the analytical and numerical solutions
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for a cylindrical cell, and the results of numerically evaluating a spherical cell are also included.
Moreover, the temperature distribution between spherical and cylindrical cells, as well as the effect of
varying their dimensions, is compared and evaluated.
The main objective of this work was to select the geometry with the lowest temperature gradients
through carrying out an analytical solution of the thermal behavior of the cell from an adiabatic
calorimeter to later compare it with a numerical solution, and to determine the error between both
methods to provide greater reliability in the simulation of processes, where there is an exchange
of energy with geometries of greater complexity, allowing for a smaller number of experimental
prototypes that will reduce time and cost in the design of any thermal system. In addition, the
calculated information given by the simulation contributes to a criteria design. It permits to choose a
spherical geometry instead of a cylindrical, as reported in the state-of-the-art.
This article is organized as follows: Section 1 describes the adiabatic calorimeter, and works
reported in the literature on the working principle of this type of device are reported. Section 2 presents
the mathematical formulation wherein we establish a partial differential equation in a transient state,
which was solved step by step in an analytical way with Bessel functions and their eigenfunctions.
The solution was programmed in a Matlab language to compare results with the finite-element method.
Section 3 shows the numerical model used to simulate the operation of the cell and the parameters
used in the numerical model, and its boundary and initial conditions such as the element type chosen
for the solution by ANSYS are also shown. Section 4 depicts a comparison of the results obtained
through theoretical analysis and the numerical model used to show the power of using the numerical
model to solve this kind of device and process as well as how useful it is to approximate physical
phenomena. Section 5 gives an analysis of the numerical tools and its accuracy concerning an analytical
model. Finally, Section 6 shows the conclusions based on theoretical and numerical results analysis
done with regard to a specific part of an adiabatic calorimeter.
2. Theoretical Analysis
In this section, we show the mathematical model in a transient state established to describe the
behavior of a cell from an adiabatic calorimeter, it was simplified by its symmetry along axis z. Several
subsections were added, and they include the solution for temporal and spacial coordinates and the
application of boundary conditions to find the eigenvalues. The mathematical model was solved step
by step in an analytical way, and the final solution was programmed in Matlab to compare the results
obtained with the finite-element method in the following section.
Mathematical Formulation
The equation of heat conduction is set in a cylindrical coordinate system for a theoretical analysis
because the proposal cell presents this geometry [13].


























where α is the thermal diffusivity, k is the thermal conductivity, ρ is the density, and cp is the heat
capacity of the material to be analyzed. The cell is a solid of radius b and height c, and its boundaries
are a temperature constant Tc [3,5,6,8,21,21,22]. Initially, the entire system is at temperature T0,
where there is no heat generation inside the cell, as Figure 1 shows together with the coordinate
system. Under these conditions and because there is azimuthal symmetry, T is independent of φ, so
the equation for the solution is
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Figure 1. The cylinder with a radius and height specified, under certain initial and boundary conditions
in the cylindrical coordinate system.
The initial condition is at t = 0 with T = T0 at 0 ≤ r ≥ b; 0 ≤ z ≥ c and t > 0, a boundary
condition T = Tc, at r = 0, r = b, z = 0, and z = c. This assumes that the variables are separated























Thus, in Equation (5), the left side is spatial coordinates, and the right side is time coordinates.






Therefore, a temporary solution is
Γ(t) = Γ(0)eαλ
2t (7)








+ Zη2 = 0 (9)
and the solution to Equation (9) is
Z = A cos(zη) + B sin(zη) (10)
where grouping constants A = (A + B) and B = (iA + iB)
Solving the spatial part for the axis r, we have
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= −λ2 + η2 = −β2 (11)








+ β2Rv = 0 (12)
The solutions to Equation (12) are the Bessel functions of order v, which are
Rv(βr) = {Jv(βr), Yv(βr)} (13)
With the superposition of all solutions, Equation (5) is








where Rv(βmr) and Z(ηp, z) are the eigenfunctions, the solutions of the equations separated; βm and
ηp are the respective eigenvalues.
To find the value of β, a change of variable is made, and T∗ = T − Tc is defined from
Rv(βr) = AJv(βr) + BYv(βr) (15)
with the boundary condition at r = 0 → T = Tc ⇒ T∗ + Tc = Tc → T∗ = 0, substituting into
Equation (15). Since r = 0, Rv(βr) is finite:
BYv(βr) = 0 ⇒ B = 0
From the boundary condition at r = 0,
AJv(βb) = 0 (16)
A cannot be 0, therefore the values of β are the positive roots of
Jv(βmb) = 0 (17)
Since the problem includes the origin, Yv(βr) implies that v = 0, which is divergent.
To find η, the equation
Z = A cos(zη) + B sin(zη) (18)
and the boundary condition at Z(z = 0) = T∗ = 0 implies that A = 0. The boundary condition at
Z(z = c) = T∗ = 0 entails
B sin(cη) = 0 (19)





The solution of the equation is
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Applying the initial condition to Equation (21), we have







Cm J0(βmr) sin(ηpz) (22)












































Substituting in Equation (14), we have
















Finally, the solution according to the initial and boundary conditions posed is
























Equation (30) was programmed in Matlab, and the input data required are: the initial temperature
T0, the temperature at the border Tc, the thermal diffusivity value α is according to the fluid to be
analyzed, the radius r, the height c, and the number of divisions required in the discretization, the initial
and final time and the time steps. All that data are used to obtain the temperature in coordinates
r, z and any time t. In the solution obtained convergence is achieved with 65 values for p and for m
were set to 200. The finite-element method was used with commercial software to compare the results
obtained from the analytical solution [1,23].
3. Numerical Solution
This section describes the numerical model used for comparison with the analytical solution,
and all parameters such as boundary and initial conditions, and the dimensions of the cylinder were
used the same as for analytical solution.The numerical solution was solved via the finite-element
method by commercial software.
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Model to Compare the Analytical Solution
We used the ANSYS Mechanical Parametric Design Language (APDL) user interface 18.0,
which uses the finite-element method to approximate the solution of transient heat transfer conduction
by Equation (4) shown above [10,23] for the numerical solution, running in a workstation with a Xeon
processor with 16 cores and 16 GB of RAM.
Figure 2. Mesh for the numerical model.
The model used in commercial software is two-dimensional and axisymmetric, which allows for
the condition of azimuthal symmetry established for the analytical problem. The type of element that
was used is a plane 77, which is an 8-node element for thermal analysis that accepts axisymmetry
conditions and transient or steady-state analysis. Taking into account the numerical solutions, the grid
number was investigated as a parameter that affects the accuracy of the obtained results. Based on the
variations of these parameters in a grid number of 5610 nodes, we can be assured that the obtained
results are accurate, because several simulations were computed varying mesh size and time step
for convergence until get the minimum percentage which was 0.075% error against the theoretical
solution. The surface was meshed using a quadrilateral dominant method as displayed in Figure 2.
The solution of heat conduction problems is governed by the characteristic time of heat diffusion.
The mesh size is less important. To calculate the numerical solution, a cylinder with the following
properties was selected: the thermal conductivity essential variable in the model [2], heat capacity,
and density of water [24]. The dimension of the cylinder are as follows: radius: 24.5 mm; height:
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74.24 mm. The boundary conditions are a constant temperature of Tc = 25 ◦C. The initial condition T0
at t = 0 was established at T0 = 23 ◦C. The study was solved in a transient mode for a physical time of
6000 s with a time step size of 0.1, for a minimum of 0.05, maximum of 1.5, and a maximum numbers
of iterations of 100.
4. Analysis Results
This section shows a comparison of the results between the analytical and numerical solutions.
Another geometry is included, i.e., the spherical one, and was analyzed only by the numerical method.
The results are shown in four different sizes of cylinders with the same sphere of 2.5 cm radius.
Where the analytical solution named “CYLINDRICAL” is compared with solutions obtained by the
finite-element method, where the cylinder is named “MEF CYLINDRICAL,” and the sphere is named
“MEF SPHERICAL,” representing the point at which the temperature gradients are greatest and are
at the centroid of the sphere and the cylinder. To reduce the solution time and the amount of data,
a constant of thermal diffusivity value was considered as the unit instead of the water value of






Figure 3. Comparison between analytical and numerical solutions for: (a) the centroid of a cylinder,
located at a radius of 0.0 cm and a height of 3.71 cm with properties of the water; (b) a cylinder with a
radius of 2.2 cm and a height of 4.5 cm, compared with the sphere with a 2.5 cm radius; (c) a cylinder
with a radius of 1.5 cm and a height of 9.9 cm, compared with the sphere with a 2.5 cm radius;
(d) a cylinder with a radius of 2.2 cm and a height of 4.5 cm, compared with the sphere with a 2.5 cm
radius; (e) the initial condition of 25 ◦C and the boundary condition of Tc = 35 ◦C for a cylinder with a
radius of 2.2 cm and a height of 4.5 cm, compared with the sphere with a 2.5 cm radius.
Figure 3a plots the evolution of temperature according to the boundary conditions mentioned:
T0 = 23 ◦C at t = 0 and constant temperature Tc = 25 ◦C for 6000 s with water, such as the fluid inside
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the cell. The point analyzed exactly was the centroid of the cylinder, according to the coordinates
plotted in Figure 1, the location of centroid is r = 0 and z = 3.712 cm. The curve depicted in Figure 3a
has a maximum error percentage of 0.075% between the analytical and numerical solution with a
temperature increase of 2 ◦C.
Figure 3b,c,e compares temperatures over time with the initial condition of T0 = 30 ◦C and with
the boundary condition of Tc = 29 ◦C for different cylinder dimensions and a sphere with a radius of
2.5 cm. The dimensions of the cylinder with a smaller temperature gradient have a 1.5 radius and a
9.9 cm height. This reached the steady state at the highest speed with respect to the other cells; at a
time of 1.5 s, the cylinder reached a uniform temperature compared with the other configurations,
which took almost twice as long [24,25].
For the next case, Figure 3d shows a comparison among analytical and numerical solutions for an
initial condition of T0 = 25 ◦C and a boundary condition of Tc = 35 ◦C. The numerical result of the
sphere with a radius of 2.5 cm is included. The error obtained is about 0.86%. Among all analytical
and numerical solutions, this was the highest, and it is because there is a big difference in temperature,
10 ◦C, in contrast to the 1 ◦C difference in the other cases [24,25].
5. Discussion
This work demonstrates the accuracy of analytical and numerical solutions in the development of
an adiabatic calorimeter. It is easy to avoid experimental considerations during digital measurements.
The adiabatic condition cannot be achieved. It is essential in this apparatus to keep constant
temperature of the cryostat and the same temperature between cell and its adiabatic shield. Thus, it is
possible to calculate heat leaks in this kind of apparatus to determine the heat capacity more accurately
as possible.
An accurate measurement of heat capacity is dependent on the temperature rise measurement
and the change-of-volume work adjustment [9]. Thus, this work focuses in the gradients temperature
generated by the temperature rise. The main result of this work was shared because [9] chose a
spherical geometry unlike [3–8]. It was figured out that spherical geometry has lower gradients that
cylindrical one.
Matlab is a high-level tool for the development of applications in engineering and research, as in
this work. Based on the operation of the adiabatic calorimeter, was simplified the mathematical model
that approximates the operation of a cell in an adiabatic calorimeter and it was programmed in Matlab
to analyze the variables that affect the exchange of energy. Different values were considered for it,
the temperature, time, and fluid properties. Simulation research provides a reference for engineering
applications and excellent tools to evaluate physical phenomena taking account of complex geometries.
Numerical simulations using a finite-element method were performed using the package ANSYS
18.0 (ANSYS, Inc., Canonsburg, PA, USA) to understand the behavior of heat transfer and heat
leaks. Through a heating resistor, which was conventionally used during the period of operation,
the operating conditions used in numerical simulations can be checked. The performance of the
calorimeter can be tested. Measurements can be made to assess improvements in sensitivity. There are
sources of heat that cannot be accounted for, e.g., temperature sensors and heat losses through
the lid decrease as heat generation and thermal fluid speed increases. Taking into account [10,11],
the analytical solution developed in this work is at most a 3% difference for experimental results that
could be obtained.
The typical procedure for loading a sample into a calorimetric device is as follows: The pre-packed
sample container is filled, and the sample is hermetically sealed on the device. The assembly is
reweighed to determine the mass of the sample. The sample vessel is placed in the heater/thermometer
assembly. The calorimeter temperature increases stepwise during the heat pulse. This is to minimize
its contribution to the total heat load. For most of the equilibrium period, the calorimeter temperature
is almost entirely constant because the device deliberately turns on and off every specific time interval.
Other studies with calorimeters are the enthalpy-temperature ratio in materials have been conducted
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by [24,25]. The most recent studies have followed the approach that uses essential thermodynamic
relationships [26–28].
The calorimetry allows one to study the thermal behavior in the heat exchange that occurs in a
system, managing to understand more clearly the heat transfer mechanism in it, and providing data
that helps its characterization in materials and substances. In engineering, its contribution can be
extended to different parts of the optimization process, to chemical reactions, and to operating units,
i.e., in any process where energy exchange is present. The calorimetry in the food industry, it helps in
food preservation by determining the optimal proportions of compounds. It contributes to the study
of vegetable crops to analyze germination processes, it aids in the quantification of nanosolids for
pharmaceutical use, and it helps in the thermal characterization of nano-structured lipid transporters.
This has been made possible in contrast with the works accomplished by [29,30].
6. Conclusions
A strategy was established to improve computational time, as described below. The first analysis
shown in Figure 3a, was computed using properties of water to simulate this fluid inside of the
cell. For the simulations shown in Figure 3b–e, a thermal diffusivity of value 1 was used to reduce
computational time. The time is only 3 s, in contrast with Figure 3a, where time is 3000 s.
The maximum error obtained in this work among the analytical results and the numerical method
was around 0.86% for an increase of 10 ◦C and the minimum was 0.075% for an increase of 1 ◦C.
These results show that there is a good agreement with the finite-element method.
The cylinder of a 1.5 cm radius and a height of 9.9 cm reached in a period time of 1.5 s a uniform
temperature inside of the entire cell, which is half the time with respect to other dimensions evaluated.
This is because the evaluated cylinders have a smaller radius with respect to the sphere. However,
other parameters such as temperature sensor location, the cell material, and the inlets and outlets for
fluid to the cell need to be evaluated.
The spherical geometry has better thermal performance than the cylindrical, because the
temperature gradients are smaller. The results obtained are that the maximum gradient for a spherical
cell is 0.104 ◦C, and the maximum gradient for a cylindrical cell is 0.208 ◦C; therefore, geometry affects
thermal behavior, as reported by [2]. In real applications, the system in a sphere responds with greater
thermal speed than in a system contained within a cylinder. However, the homogeneity in the fluid
contained in the cell is the most important variable because accuracy measurements affect the heat
capacity value.
When heat is added to a system, increasing the temperature from 23 ◦C to 25 ◦C, the difference
in temperature between the analytical solution and the numerical solution is 0 as seen in Figure 3a.
The maximum temperature variation between the cylinder and the sphere obtained from the simulation
occurred at the time of extracting heat from the system, causing a decrease in temperature from 30 ◦C
to 29 ◦C, generating a temperature variation of 0.08 ◦C according to Figure 3e.
The error among analytical and numerical results increases with increasing temperature and
decreases as the steady state is reached.
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Abbreviations
The following abbreviations are used in this manuscript:











b Constant in radial coordinates
c Constant in z coordinates
Tc Temperature constant
T∗ Represent a change of variable for T
T0 Initially temperature
Rν Bessel functions of order ν
Rv(βmr) Eigenfunction
Υν Bessel functions of order ν
Jν Solution for Bessel functions of order ν
βb Eigenvalue evaluated in radius b
βmb Summation of eigenvalue evaluated in radius b
Zηp Eigenfunction for z coordinate
ηp Summation of eigenvalue evaluated in height
Cm Normal function
J0 Bessel functions evaluated in 0
CENAM Centro Nacional de Metrologia
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Abstract: Thin films and coatings which have a high demand in a variety of industries—such as
manufacturing, optics, and photonics—need regular improvement to sustain industrial productivity.
Thus, the present work examined the problem of the Carreau thin film flow and heat transfer with the
influence of thermocapillarity over an unsteady stretching sheet, numerically. The sheet is permeable,
and there is an injection effect at the surface of the stretching sheet. The similarity transformation
reduced the partial differential equations into a system of ordinary differential equations which is then
solved numerically by the MATLAB boundary value problem solver bvp4c. The more substantial effect
of injection was found to be the reduction of the film thickness at the free surface and development of
a better rate of convective heat transfer. However, the increment in the thermocapillarity number
thickens the film, reduces the drag force, and weakens the rate of heat transfer past the stretching
sheet. The triple solutions are identified when the governing parameters vary, but two of the solutions
gave negative film thickness. Detecting solutions with the most negative film thickness is essential
because it implies the interruption in the laminar flow over the stretching sheet, which then affects
the thin film growing process.
Keywords: thin film; boundary layer; thermocapillarity; triple solutions; Carreau fluid
1. Introduction
The discovery of the boundary layer by Prandtl [1] remarked the highest achievement in the
development of fluid mechanics and created a proper basis to understand the dynamics of the real fluid.
The Prandtl boundary layer is found in a wide range of aerodynamics and engineering applications.
The boundary layer idea then evolved into the theoretical works on the boundary layer flow over
a stretching surface which was contributed by the following literature: Sakiadis [2,3], Crane [4],
and Carragher and Crane [5]. These works were highly appreciated due to its significance in the
extrusion process. As time progressed, the boundary layer flow has been probed under various
circumstances to improve the quality of the extrusion process, and hence many works have been
reported accordingly (see [6–19]). Cast film extrusion is an emerging industrial process that produces
cast films which are widely used for food and textiles packaging and coating substrates in the extrusion
coating process [20]. The demand for this process is still high, and research activities are conducted
so that it can be improved from time to time. The theoretical work in thin film flow was started
by Wang [21] by investigating the behavior of thin liquid film flow past an impermeable stretching
surface and it was found that the similarity solutions were absent when the value of the unsteadiness
parameter (S) falls within the range of S > 2. Usha and Sridharan [22] reexamined the work of [21]
by considering the asymmetric flow and justified that the similarity solutions become unavailable
when the value of the unsteadiness parameter fell within the range of S > 4. Shortly thereafter,
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the subject of non-Newtonian fluid captured the attention of the researchers in the thin film flow since
non-Newtonian fluid such as paint also used in the extrusion coating process. Thus, the problem
of thin film flow towards an unsteady stretching sheet in a generalized non-Newtonian fluid was
solved by Andersson et al. [23] and concluded that at a higher value of the unsteadiness parameter,
the impact of the power-law index is more significant. The researchers then realized that the heat
transfer aspect is also equally important as the fluid flow characteristics in a thin film flow so that the
complications in the design of various heat exchangers and chemical processing equipment can be
surmounted. Andersson et al. [24] came forward to investigate the heat transfer features in a thin
film flow past an unsteady stretching surface and discovered that, at low Prandtl numbers (Pr < 1),
the effect of the unsteadiness parameter on the rate of heat transfer is highly significant. Chen [25] also
was interested in studying the heat transfer characteristics in the thin film flow and hence revisited the
work of [23] to examine the heat transfer feature in the power-law model considered in [23]. On the
other hand, Wang [26] attempted to solve the thin film problem in [24] by using a different form of
similarity transformation and generated the analytic solutions via the homotopy analysis method
(HAM). The work of [26] proved that the analytic method also could be employed in the theoretical
investigation of the thin film flow mechanism past a stretching sheet. After that, the thin film flow and
heat transfer past an unsteady stretching sheet were investigated under various settings, for instance,
see [27–32].
Thermocapillarity is a physical effect which formed through the thermally induced surface-tension
gradients over a fluid–fluid interface [33]. Researchers then developed this effect in the thin film flow
as the surface-tension gradients able to produce interfacial flow which can be found in the continuous
casting process. The thermocapillarity effect seemed to be significant in crystal growth melts [34] and
nucleate boiling [35]. In the theoretical work of the thin film flow, Dandapat and Ray [36] explored the
effect of thermocapillarity on thin film flow past a rotating disc and exposed that thermocapillarity
force at the free surface reduces the film thickness when the disc is cooled. Then, Dandapat et al. [37]
explored the effect of thermocapillarity in the problem solved by [24] and concluded that the impact
of thermocapillarity thickens the film and enhances the rate of heat transfer along the stretching
sheet. Meanwhile, Chen [38] tested the thermocapillarity effect in the power-law thin film flow past
a stretching sheet and found that thermocapillarity causes thin film to thicken. Later, researchers
investigated the impact of thermocapillarity on thin film flow and heat transfer along with other settings
such as magnetic field [39], nanofluid [40], thermal radiation [41], and suction/injection effects at the
surface of the stretching sheet [42]. Recently, Rehman et al. [43] solved the thin film flow, heat, and mass
transfer problem with several physical effects such as thermocapillarity, heat generation/absorption,
mixed convection, chemical reaction, and magnetohydrodynamics (MHD) past an unsteady stretching
sheet. Another interesting work by Rehman et al. [44] that incorporated the effect of thermocapillarity
in the MHD Casson thin film flow past an unsteady stretching sheet under the slip and variable
fluid properties influences. Meanwhile, the theoretical work of the thin film flow and heat transfer
in a Carreau fluid was initiated by Myers [45], and in fact [45] had proposed the application of
several non-Newtonian models, such as power-law model, Ellis model and Carreau model to thin
film flow. The idea in [45] then encouraged Tshehla [46] to explore the Carreau thin film flow and
heat transfer over an inclined surface. Ashwinkumar and Sulochana [47] examined the Carreau
thin nano-liquid film flow and heat transfer with magnetohydrodynamics (MHD) dissipative over
an unsteady stretching sheet. Khan et al. [48] extended the work of [47] by probing the impact of
an inclined magnetic field in Carreau nano-liquid thin film flow and its heat transfer characteristics with
graphene nanoparticles. Recently, Iqbal et al. [49] solved the problem of Carreau magneto-nanofluid
thin film flow past an unsteady stretching sheet. So far, in the previous theoretical investigations of the
Carreau thin film flow, no one had considered the effects of thermocapillarity and injection in their
models and presented multiple solutions.
Therefore, the present study is devoted to analyzing the influences of the thermocapillarity
and injection in the thin film flow over an unsteady permeable stretching sheet in a Carreau fluid,
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theoretically. The present study also employs similarity transformations, which had been proposed by
Wang [26], and the reduced model is solved numerically by a collocation method, namely the bvp4c
function in MATLAB. To date, no one has reported on the triple solutions in the thin film flow problem,
and this study has successfully identified the triple solutions. The presences of these triple solutions
are found to be important in detecting the flaw in the flow system by unveiling the most negative
film thickness.
2. Problem Formulation
We are focused with an incompressible two–dimensional unsteady Carreau fluid flow confined
by a thin liquid film of uniform thickness, h(t) and a horizontal elastic sheet which is stretching from
a narrow slit at the origin of the Cartesian coordinate system, as illustrated by Figure 1. The setup of
the Cartesian coordinates is in a way where the y− coordinate is normal to the x− coordinate. The state
of stretching sheet induce the Carreau fluid to flow within the thin film as the sheet stretched at
Uw(x, t) = bx(1−αt) , where both b and α are positive constants with dimension time
–1, αt  1, and b > 0
indicates the rate of stretching. The setup of α > 0 yields the constructive stretching rate, b/(1− αt) to
upsurge with time. The surface of the sheet is permeable, and hence there is the mass velocity which
is denoted by Vw, wherein Vw > 0 signifies suction while Vw < 0 injection. The wall temperature
is denoted by Tw and h(t) labels the film width. It is assumed that the end effects and gravity are
negligible and the thickness of the film h(t) is stable and uniform. It is worth mentioning that the
boundary layer approximation is valid if, and only if, the thickness of the liquid film maintains its
position without overlapping with the boundary layer thickness [40].
 
Figure 1. Schematic diagram of the thin film flow along a stretching sheet.
The Cauchy stress tensor for the Carreau fluid can be expressed as [45]
τ = −pI + ηA1, (1)
where









wherein τ is the Cauchy stress tensor, p is the pressure, I signifies the identity tensor, η0 implies the
zero-shear-rate viscosity, η∞ is the infinite-shear-rate viscosity, λ denotes the material time constant,
and n represents the power–law index. The shear rate which is symbolized by
.






















The second invariant strain rate tensor denoted by Π and A1 which implies the Rivlin–Ericksen
tensor can be defined as
A1 = (gradV) + (gradV)
T. (4)
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As been recommended by Boger [50], we consider the most practical cases where η0  η∞.
Normally, the value of η∞ is determined by the extrapolation procedure or chosen to be zero (suggested
theoretical value) [50]. We take the value of η∞ to be zero and thus Equation (1) simply becomes









The Carreau model exhibits the shear thinning or pseudoplastic characteristics when the value of
the power–law index lies within 0 < n < 1. The Carreau model reveals the shear thickening or dilatant














































where u and v are the velocity components along the x− and y−directions, respectively, ν is the kinematic
viscosity, λ is a material time constant, n signifies the power-law index, T is the temperature, κ = kρCp ,
with k is the thermal conductivity, ρ is the density, and Cp is the specific heat. The Equations (6)–(8) are
accompanied by the boundary conditions as





∂y = 0, v =
dh
dt at y = h,
(9)
where χ is the surface tension which varies linearly with temperature [37] given as
χ = χ0[1− γ(T − T0)], (10)
where χ0 is the surface tension at temperature T0 and γ is the positive fluid property. The wall
temperature (Tw) is defined as [37]





(1− αt)− 32 , (11)
where T0 signifies the temperature at slit, and Tre f embodies the reference temperature which can be
taken as a constant reference temperature or as a constant temperature difference. The definition of Tw
imitates the circumstance where the sheet temperature decreases from T0 at the slit in proportion to x2
and the amount of temperature reduction along the sheet increases with time [37]. The expression for
Uw(x, t) and Tw only valid for time t < α−1. The boundary condition when y = h enforces a kinematic
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1− αt , (13)
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where prime designates the derivative with respect to ζ, ψ(x, y, t) is the stream function, and β,
the nonzero constant, is an unknown parameter representing the dimensionless film thickness. At the












b(1− αt) . (15)
Employing the similarity conversion as in (12) and (13) into the governing model (6)–(9) satisfies
the continuity equation and the remaining equations are transformed as
⎡⎢⎢⎢⎢⎣1 + nWe2( f ′′ )2J




f ′′′ + J
(
f f ′′ − σζ
2












along with the boundary conditions
f (0) = S, f ′(0) = 1, θ(0) = 1,
f (1) = σ/2, f ′′ (1) = Mθ(1), θ′(1) = 0, (18)
while letting the constant mass transfer parameter, S = −Vwβ
√
1−αt
νb , with the setting S > 0 connotes
suction and S < 0 indicates the injection condition, We2 = λ
2b3x2
ν(1−αt)3 , is the local Weissenberg number,






thermocapillarity number, Pr = νκ is the Prandtl number, and σ =
α
b is the dimensionless measure of
unsteadiness to the stretching rate. It has to be noted that when n = 1 and We = 0, the Carreau fluid
model will reveal the Newtonian characteristics. Besides that, setting S = M = We = 0 and n = 3
in (16)–(18) reduces the present model to the thin film flow problem considered by Wang [26]. Also,
by fixing S = We = 0 and n = 3 in (16)–(18), the thermocapillarity effect in a thin film flow problem
solved by Noor and Hashim [39] is recoverable if the value of the Hartmann number in Equation (14)





and the local Nusselt number (Nux) which can be defined as
























By employing (12)–(13) and inducing (20) into (19) provides the following expression
C f xRe
1/2






[ f ′′ (0)]2
} n−1
2
, 2NuxRe−3/2x β(1− αt)1/2 = θ′(0). (21)
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The developed boundary value problem of (16)–(18) in the previous section was solved numerically
via a built-in method in the MATLAB software, that is the bvp4c function. The MATLAB solver bvp4c
solver, which was originated by Shampine et al. [52], incorporates the finite-difference program that
prompts the three stages of Lobatto IIIa rule. The robust Lobatto IIIa rule belongs to the implicit
Runge-Kutta methods and exercised the collocation method associated with the implicit trapezoidal
method. Thus, the MATLAB solver bvp4c denotes the collocation method, which presents the
C1-continuous solution with a fourth-order precision uniformly in the interval where the function
is integrated. In the present work, the bvp4c routine can commence by defining the following new
variables of
y(1) = f , y(2) = f ′, y(3) = f ′′ ,
y(4) = θ, and y(5) = θ′. (22)
By employing the variables in (22), the system of ordinary differential equations (16)–(18) can be
written in the terms
f ′ = y(2),
f ′′ = y(3),













θ′′ = 2 · Pr · J · y(2) · y(4) + 0.5 · Pr · J · σ · ζ · y(5) + 1.5 · Pr · J · σ · y(4) − Pr · J · y(1) · y(5),
(23)
Accompanied with the boundary conditions (18) which is written as
ya(1) − S = 0, ya(2) − 1 = 0, ya(4) − 1 = 0,
yb(1) − σ/2 = 0, yb(3) −M · yb(4) = 0, yb(5) = 0. (24)
The subscripts ‘a’ and ‘b’ describe the position at the surface of the stretching sheet and the free
surface, respectively. The relative tolerance has been fixed to 1× 10−10 throughout the computation
process. The bvp4c function eases the computation process of the boundary value problems involving
unknown parameters, and efficient in solving the boundary value problems even with the poor
guesses [52]. However, a good initial guess is requisite to obtain multiple solutions. By using this clue,
the present work has generated three different numerical solutions by using three sets of different
initial guesses. The existence of the non-uniqueness solutions is common in a boundary value problem
because the nonlinearity of the mathematical model in (16)–(18) and the variation of the respective
governing parameters may lead to bifurcations in solutions which encourages the presences of the
multiple solutions [53]. In this work, non-uniqueness solutions have been identified and are classified
as the first, second, and third solutions. The first solution is a numerical solution which converged with
a thin boundary layer whereas the second and third solutions converged with the thicker boundary
layer. These solutions satisfy the boundary condition (18). Before the present numerical results
discussed, it is important to validate the mathematical model as in (16)–(18) and measure the efficiency
of the collocation method. Tables 1 and 2 show the comparison of the numerical results with the
previous analytic solutions, and there is a good agreement. This validates the present model and proves
the accuracy of the collocation method in solving a boundary layer problem as the present results able
to withstand the homotopy analysis method (HAM) which has been employed by Wang [26] and Noor
and Hashim [39].
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Table 1. Comparison values of β and f ′′ (0) when Pr = n = 1 and We = S = M = 0.
S
β f”(0)
Wang [26] Present Study Wang [26] Present Study
0.6 3.13125 3.131710 −3.74233 −3.742786
0.7 2.57701 2.576995 −3.14965 −3.149614
0.8 2.15199 2.151994 −2.68094 −2.680966
0.9 1.81599 1.815987 −2.29683 −2.296825
1.0 1.54362 1.543616 −1.97238 −1.972385
Table 2. Comparison values of β, f ′′ (0) and −θ′(0) when n = 3, Pr = 1, We = S = 0 and M = 1.
S













0.6 3.077525 3.180970 −3.648093 −3.798725 4.946056 5.077439
0.8 2.238349 2.230600 −2.777115 −2.770430 3.729232 3.733874
1.0 1.654829 1.653841 −2.097875 −2.095761 2.884973 2.886293
1.2 1.271942 1.271892 −1.598689 −1.598526 2.297023 2.297249
1.4 1.002731 1.002729 −1.199091 −1.199085 1.856868 1.856914
1.6 0.803335 0.803335 −0.856981 −0.856982 1.507663 1.507691
4. Results and Discussion
This section presents the numerical results in the form of the velocity and temperature profiles with
a variation of the unsteadiness parameter (σ), the thermocapillarity number (M), and the constant mass
transfer parameter (S) within the range of (0.8 ≤ σ ≤ 1.6), (0.01 ≤M ≤ 2.0), and (−0.3 ≤ S ≤ −1.0),
respectively. In the present study, the Prandtl number (Pr) has a fixed value of 30 as the interest is
about the molten polymer. Meanwhile, the values of the local Weissenberg number (We) and the
power-law index (n) are remained as 0.04 and 0.6, respectively. This section also organized in a way
where the discussion of the first and second solutions is given initially, while the explanations of the
third solution end up the section.
Figure 2 demonstrates the velocity profiles of the Carreau fluid when σ varies past a stretching
surface under the influence of injection at the rate of −0.3. The first and second solutions express
an increment in the fluid velocity when the value of σ increases from 0.8 to 1.6. Vajravelu et al. [54]
have reported the unique solution with the similar result trend. Based on Table 3, the increment in
σ gradually reduces the film thickness of the first solution. The decrement in the film thickness at
the free surface increases the fluid velocity past the permeable stretching sheet, which then enhances







in Table 4, increases and higher values of C f xRe
1/2
x implies the growth in
the frictional drag exerted on the stretching surface, which is not favorable in sustaining the laminar
boundary layer flow. Intriguingly, the second solution in Table 3 which revealed the increment in the
film thickness also records the increment in the values of C f xRe
1/2
x like the first solution. Based on the
values of C f xRe
1/2
x for the first and second solutions in Table 4, a decrement in σ elucidates that the
stretching sheet found to exert the drag force on the Carreau fluid by expressing the negative values of
C f xRe
1/2
x . Next, Figure 3 displays the temperature profiles, and based on the first and second solutions,
when the value of σ increases, the fluid temperature increases and the heat flux from the surface of the
sheet rises. Eventually, the thermal conductivity past the stretching sheet depreciates and increases the
value of the local Nusselt number.
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Figure 2. Velocity profiles, f ′(ζ) when Pr = 30, We = 0.2, n = 0.6, S = −0.3, and M = 2 as σ varies.
Table 3. Value of J as σ varies at Pr = 30, We = 0.2, n = 0.6, S = −0.3 and M = 2.
σ
J
First Solution Second Solution Third Solution
0.8 1.0059106 −0.9334169 −1.5042712
1.0 0.4682307 −0.7821466 −1.2449714
1.2 0.2058215 −0.6771271 −1.9809900
1.4 0.0946128 −0.5994718 −0.9362696
1.6 0.0502582 −0.5395827 −2.3099532
Table 4. Value of C f xRe
1/2
x and θ






FS 1 SS 2 TS 3 FS 1 SS 2 TS 3
0.8 −1.980577 −0.296318 0.369629 −6.407399 −15.643947 25.767820
1.0 −1.277002 0.141808 0.802004 −5.299440 −14.000526 27.249769
1.2 −0.665062 0.592954 3.288306 −4.064348 −12.656062 −101.360411
1.4 −0.149305 1.053797 1.746104 −3.054334 −11.503536 29.040625
1.6 0.304406 1.524980 8.210864 −2.385140 −10.487733 33.146586
1 FS = First solution. 2 SS = Second solution. 3 TS = Third solution.
Table 5 overviews the effect of the thermocapillarity number (M) over C f xRe
1/2
x and θ′(0). The first
solution in Table 5 exhibits the gradual increment in the film thickness (J) when the values of M
increases from 0.01 to 2.0. The increment in the film thickness then affects the fluid velocity to decrease,
and this is depicted in Figure 4. The decreasing fluid velocity then reduces the wall shear stress past the
stretching sheet and results in the decrement of C f xRe
1/2
x , as shown in Table 6. Noor and Hashim [39],
and Rehman et al. [44] also have reported the decrement of the skin friction coefficient in their work.
On the other hand, the second solution indicates the decrement in the value of J past the unsteady
stretching sheet. No one has reported such a trend before, and this suggests that an increment in the
surface tension gradient have the potential to enhance the film thickness. The gradual increment in the
film thickness triggers the speed of the fluid flow to increase, which then increases the wall shear stress
and eventually, the value of C f xRe
1/2
x increases. Besides that, the first solution in Figure 5 illustrates
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the decreasing trend of the fluid temperature when the thermocapillarity effect dominates near the
free surface. When the fluid temperature decreases, the heat flow rate intensity from the surface of
the stretching sheet declines. Thus, the thermal conductivity over the stretching surface increases
and inducing the rate of heat transfer to decrease when M increases (see Table 6). These trends are
in accordance with the findings given by [44]. The negative values of θ′(0) elucidate that the heat
energy is transferred from the fluid to the stretching sheet. Conversely, the second solution shows the
decrement in J, and the fluid temperature at the free surface found be increasing when M increases
after encountering some mild fluctuations across the boundary layer. As a result, the rate of convection
heat transfer becomes inconsistent with the trend of increasing, decreasing, and increasing.
Figure 3. Temperature profiles, θ(ζ) when Pr = 30, We = 0.2, n = 0.6, S = −0.3 and M = 2 as σ varies.
Table 5. Value of J as M varies at Pr = 30, We = 0.2, n = 0.6, S = −0.3, and σ = 1.2.
M
J
First Solution Second Solution Third Solution
0.01 0.1654261 −0.0237977 −0.1987100
0.1 0.1681247 −0.1855381 −1.1277911
0.5 0.1785531 −0.5951102 −3.2025872
1.0 0.1891674 −0.6234975 −1.1007880
2.0 0.2058215 −0.6771271 −1.0672621
Table 6. Value of C f xRe
1/2
x and θ







FS 1 SS 2 TS 3 FS 1 SS 2 TS 3
0.01 −0.613689 −0.372742 −0.127939 −3.714041 −39.195759 294.841558
0.1 −0.617140 −0.146453 1.377446 −3.739231 25.692494 782.037891
0.5 −0.630449 0.462043 8.923835 −3.833974 −40.763726 −40.729483
1.0 −0.643954 0.506981 1.326987 −3.926454 −22.672611 68.706145
2.0 −0.665062 0.592954 1.265005 −4.064348 −12.656062 28.245961
1 FS = First solution. 2 SS = Second solution. 3 TS = Third solution.
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Figure 4. Velocity profiles, f ′(ζ) when Pr = 30, We = 0.2, n = 0.6, S = −0.3 and σ = 1.2 as M varies.
Figure 5. Temperature profiles, θ(ζ) when Pr = 30, We = 0.2, n = 0.6, S = −0.3 and σ = 1.2 as M varies.
Table 7 displays the values of J when the values S decreases from −0.3 to −1.0. The decrement
in S explicates the increment in the injection intensity at the surface of the stretching sheet. The first
solution shows that an increment in the injection strength reduces the film thickness at the free surface
and affects the fluid velocity to increase steadily (see Figure 6). Rehman et al. [44] also has obtained
the similar trend when S decreases. The improvement in the fluid velocity, as shown in Figure 6,
increases the skin friction at the surface of the stretching sheet, which then enhances the value of
C f xRe
1/2
x when S decreases from −0.3 to −1.0 (see Table 8). Interestingly, the second solution in Table 8
found to increase the film thickness at the free surface, and no one has reported this observation before.
Even though the second solution displays the increment in J, it does increases the value of C f xRe
1/2
x
when the impact of injection increases. From the aspect of the heat transfer, the first solution shows that
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the decrement in S increases the fluid temperature and is disclosed in Figure 7. The effect of injection
found to increases the amount of heat flux emitted from the stretching sheet, and this substantially
augments the rate of convective heat transfer. Therefore, the values of θ′(0) increase when the value of
S decreases. The second solution postulates the increment of the fluid temperature at the free surface
after confronted the high oscillation across the boundary layer. Hence, the value of θ′(0) decreases
when S varies from −0.3 to −0.7, and then upsurges when S varies from −0.7 to −1.0. Stronger injection
effect at the surface of the stretching sheet increases the strength of the reverse or overshoot flow,
which is shown in Figures 7 and 8c [55]. The observed inflection points in Figures 7 and 8c signify the
flow instability, and this may yield the irregular rate of heat transfer past the stretching sheet.
Table 7. Value of J as S varies at Pr = 30, We = 0.2, n = 0.6, M = 2 and σ = 1.2.
S
J
First Solution Second Solution Third Solution
−0.3 0.2058215 −0.6771271 −1.9809900
−0.5 0.0603109 −0.5696448 −1.1092403
−0.7 0.0246653 −0.5309704 −1.2876096
−1.0 0.0072303 −0.2978425 −0.1952172
Table 8. Value of C f xRe
1/2
x and θ







FS 1 SS 2 TS 3 FS 1 SS 2 TS 3
−0.3 −0.665062 0.592954 3.288306 −4.064348 −12.656062 −101.360411
−0.5 0.301583 1.430791 2.632399 −2.271308 −27.057939 287.943093
−0.7 1.052951 2.453767 4.824057 −1.471507 −50.930799 3901.196761
−1.0 1.535432 3.604139 3.337833 −0.733154 −4.841747 −8.748436
1 FS = First solution. 2 SS = Second solution. 3 TS = Third solution.
Figure 6. Velocity profiles, f ′(ζ) when Pr = 30, We = 0.2, n = 0.6, M = 2 and σ = 1.2 as S varies.
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Figure 8. (a) Velocity profiles, f ′(ζ) of the third solution when Pr = 30, We = 0.2, n = 0.6, S = − 0.3
and σ = 1.2 as M varies; (b) Temperature profiles, θ(ζ) of the third solution when Pr = 30, We = 0.2,
n = 0.6, S = − 0.3 and σ = 1.2 as M varies; (c) Temperature profiles, θ(ζ) of the third solution when
Pr = 30, We = 0.2, n = 0.6, M = 2 and σ = 1.2 as S varies.
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On the other hand, the remaining solution (third solution) yields the most negative values of
J when σ, M, and S varies, and the most negative values can be set to zero [56]. When J is set to
zero, the momentum equation for the hydrodynamic boundary layer, as shown in Equation (16) is
undefined and deleted from the problem matrix at this nodal point. Meanwhile, in the coating activities,
the growth of the film is strictly dependent on the substrate flow over the stretching sheet (which is the
Carreau fluid flow in the present work), and any changes occurring in the substrate vicinity will be
reflected in the thin film thickness. Defects in the thin film flow such as a strong flow of divergence over
the stretching sheet, or saddle points of attachment due to effect of surface tension, unsteadiness, or
injection may yield the most negative film thickness. Therefore, when the most negative film thickness
appeared, one can predict a rupture in the process and contact occurs between the film and stretching
sheet surfaces [56]. Based on the results of the physical quantities and profiles (see Figures 2, 3, 6
and 8) of the third solution in the present work, it is clear that there is an abrupt increase in the velocity
profiles and irregular rising and falling in the fluid temperature which results in the uneven trend
(increase, decrease and increase) of C f xRe
1/2
x and θ′(0), respectively. Even the reported values of J for
the third solution showed a changing trend; for instance, the thickness increase, decrease, increase.
These essentially suggest the defects (as been explained above) within the boundary layer region,
which have the potential to interrupt the film growing process.
5. Conclusions
The present investigation was conducted to observe the effects of thermocapillarity and injection
in the Carreau thin film flow and heat transfer past an unsteady stretching sheet. The appropriate
similarity variables transformed the governing boundary layer model which was in the form of the
partial differential equations into a system of ordinary differential equations to ease the computational
process. The reduced form of the mathematical model was solved numerically by a collocation method,
namely bvp4c function in the MATLAB software. Interestingly, this study reported triple solutions in
thin-film flow problems for the first-time. However, only one solution (first solution) can be physically
reliable since the other two solutions (second and third solutions) are not reliable with negative
film thickness. An increase in the unsteadiness parameter and higher intensity of injection reduces
the film thickness, which then increases the value of the skin friction coefficient and improves the
rate of convective heat transfer past a permeable stretching sheet. Besides that, an increase in the
thermocapillarity number increases the film thickness, which then depreciates the value of the skin
friction coefficient and deteriorates the rate of convective heat transfer past a permeable stretching sheet.
This remarkable contribution could be useful in improving the manufacturing and materials processing.
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Nomenclature










h(t) Liquid thin film thickness (m)
I Identity tensor





M Thermocapillary number (−)
n Power–law index (−)
Nux Local Nusselt number (−)
p Pressure (Pa)
Pr Prandtl number (−)




Rex Local Reynolds number (−)
S Constant mass transfer parameter (−)
t Time (s)
T Temperature (K)
T0 Temperature at the slit (K)
Tw Surface temperature (K)
Tre f Reference temperature (K)












We Local Weissenberg number (−)






β Dimensionless film thickness (−)
.
γ Shear rate (s)

















σ Unsteadiness parameter (−)













τ Cauchy stress tensor (Pa)












ψ(x, y, t) Stream function
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Abstract: Heat treatments, such as steel tempering, are temperature-controlled processes. It allows
ferrous steel to stabilize its structure after the heat treatment and quenching stages. The tempering
temperature also determines the hardness of the steel, preferably to its optimum working strength. In a
tempering furnace, a heat-resistant fan is commonly employed to generate moderate gas circulation
to obtain adequate temperature homogeneity and heat transfer. Nevertheless, there is a tradeoff
because the overall thermal efficiency is expected to reduce because of the high rotating speed of
the fan. Therefore, this study numerically investigates the thermal efficiency changes of an electric
tempering furnace due to changes in the rotating speed of the fan and the effects on temperature
homogeneity and the heat transfer rate to the load. Heat losses through the walls were calculated
from the external temperature measurement of the furnace. Four different speeds were simulated:
720, 990, 1350, and 1800 rpm. Thermal homogeneity was improved at higher rotating speeds; this is
because the recirculation zone caused by the fan improved the flow mixing and the heat transfer.
However, it was found that the thermal efficiency of the tempering furnace decreased as the rotating
speed values increased. Therefore, these characteristics should be modulated to obtain a profit when
controlling the rotating speed. For example, although thermal efficiency decreases by 20% when
the rotating speed is doubled, the heat transfer rate to load is increased by up to 50%, which can be
beneficial in decreasing the process of tempering times.
Keywords: tempering; heat treatment; electric furnace; CFD simulation; thermal efficiency
1. Introduction
Industrial furnaces have become vitally important equipment since they are involved in the
production of many consumer products, such as food, beverages, containers, machining tools,
infrastructure materials, amongst other applications [1]. In such furnaces, heat generation technology
is mainly based on gas heating as well as electricity. Operation costs related to energy consumption are
significant in most high-temperature furnaces; therefore, there is potential for energy savings [2,3].
Furnaces should uniformly perform their heat transfer process. Non-uniform temperature
distribution inside the heating chamber may lead to low-quality products, thereby increasing production
costs. In some applications, such as the heat treatment of metals, it is of utmost importance that the
temperature is uniform inside the furnace [4,5].
For example, in a typical hardening process, steel parts are heated to a preset temperature between
from 1000 K to 1470 K. Then, steel is quenched in special dielectric oil or by other means, such as
molten salts or polymers, to rapidly remove heat. Quench-hardened steel is usually too brittle and
must be tempered. The main goal of tempering is to decrease hardness and to increase the toughness
of the ferrous material by relieving the tension that accumulates in the lattice of the metal [4,5]. This is
usually achieved by heating the steel right after the heat treatment, following a controlled temperature
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rise to a preset level in the 670–970 K range [6]. If the temperature is not uniform during the heating
processes, some parts of the heat-treated steel might have an undesirable structure and mechanical
properties. This might be unacceptable for highly demanding applications—in the aeronautics industry
for example.
Temperature uniformity inside heat treatment furnaces is commonly rated according to the
DIN 17052-1 or the AMS2750 standards [7,8]. Both standards define “furnace classes” based on the
maximum temperature deviation within the workspace of the furnace concerning the temperature
setpoint. The most stringent class only allows for a ±3 K temperature difference in such a uniformity
range. This range is determined by following a time-consuming and expensive experimental survey
that only measures temperature by a few points inside the furnace.
Convective furnaces use fans to recirculate a hot fluid and to achieve a homogeneous temperature.
Previous research has shown that such furnaces require a preheating stage where energy consumption
is the highest and it is proportional to the preheating time [1]. The results of that study also showed
that using baffles or other obstacles inside the furnace help reduce the preheating time.
Many studies concerning the optimization of furnaces have been oriented to maximize the quality
of the product while minimizing the amount of energy required. In the food industry, for example,
the quality of cooking can be controlled by keeping the uniformity of the temperature in the oven [9].
In this case, it was shown that the heating coil placement on a side position guaranteed the homogeneity
of the temperature inside the furnace. Reference [10] reported that the uniformity of temperature in
a laboratory drying oven was improved experimentally through changes in the ventilation system.
By using CFD simulations, the influence of the position of the heaters and deflectors to redirect the
air-flow more effectively was analyzed. The heated air was distributed directly on the device’s storage
space and the authors analyzed the effect of fan speed on the temperature distribution. Four different
values were tested, i.e., 1500 rpm, 2000 rpm (existing fan), 2500 rpm, and 3000 rpm. The results led
to the conclusion that the higher the rotating speed of the fan, the lower the obtained temperature
difference. However, the achieved improvement was only about 0.1 K, which can be considered to
be a very low value. These studies recommended the use of CFD to create geometric prototypes that
guarantee the uniformity of temperature in convection ovens.
Simulations of a furnace chamber during heat treatment using natural gas combustion have
been reported in the literature, where a boundary condition model for the estimation of heat flux
through the walls was proposed and validated [11]. However, a finite-element method, rather than
a finite-volume method, was used, and only the energy transport equation was solved. In another
study [12], an electric nitriding furnace was simulated using a commercial CFD package and velocity
uniformity was evaluated using a spatial criterion based on the mean and actual values of the velocity
magnitude. There is also another simulation study regarding a nitriding furnace, where a conjugated
heat transfer approach was used [13].
In this research, the temperature distribution, fluid dynamics, and heat transfer behavior in an
electric tempering furnace are studied. Thus far we know that there is limited research concerning
these characteristics in this specific kind of furnace. Numerical simulations have conducted using
a relevant design factor as the rotating speeds of the fan. In addition, thermal efficiency has been
calculated when the rotating speed is changed. Taking into account the fact that internal velocities
and temperatures fields inside the furnace are difficult to directly measure, the numerical approach
allows for the identification of the main phenomena governing the thermal and fluid behavior and
could contribute to the furnace design for process improvements.
2. Numerical Simulations
2.1. System Description
The study investigates a top loading furnace commonly referred to as a pit-type furnace (Figure 1).
Pit furnaces have been widely used for steel tempering (394 K to 1033 K) due to the easy loading and
unloading of parts, which is done by lifting the lid away and hooking the parts out of the furnace.
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The electric furnace is composed of two chambers: the heating chamber, where 22 metal coils are
electrically heated, and the process chamber, where the steel parts are stored and tempered. The heating
chamber is internally covered with insulating refractory bricks, classified as group 23 according to the
ASTM C155 standard [14]. The process chamber is a cylinder with a 0.3 m radius and 1.2 m height.
This space is covered with refractory concrete and AISI 304 stainless steel plates with a thickness of
about 7.94 mm (5/16 inches) for mechanical and thermal protection. The gross load capacity is rated at
400 kg. Such a load can be put into metallic baskets and inserted from the top of the process chamber.
 
Figure 1. Tempering furnace studied in this work. (a) Isometric external view of the furnace and (b)
cut view of the furnace with the coordinate system.
The furnace is powered by a 220 V three-phase system at a 60 Hz frequency, with a total nominal
power of up to 50 kW and a maximum operating temperature of 1120 K, while the temperature in
the heating coil can exceed 1370 K. The furnace has a fan at the bottom of the heating chamber that
operates at a fixed rotating speed of 990 rpm, powered by a 2.24 kW (3 hp) electric motor. The fan was
manufactured using AISI 310 stainless steel. The fan moves hot gases from the hot coils downward
inside the heating chamber and then forces them upwards into the workspace and through the load.
Then, gases are recirculated through the coils bank. The recirculated gas inside the equipment is
a fixed mass of air, with no inlets or outlets. This furnace has two thermocouples to control the
temperature: one located at the entrance of the gases to the heating chamber, near the top of the furnace
(controlling the process temperature). The second thermocouple is located at the heating chamber
itself, and its main function is to avoid coil overheating. Both inputs work together in controlling the
heating power delivered to the metallic load.
Figure 2 presents the temporal evolution of the temperature setpoint inside the furnace during the
tempering process studied in this work. This heat treatment follows a three-stage process: preheating,
cooling, and sustaining. In the preheating stage, the furnace lid is opened, and a loaded charging basket
is introduced using an overhead crane. Afterward, the furnace is closed, and a temperature of 973 K is
fixed as the setpoint for the heating chamber. One of the aims of this stage is to remove any residual
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humidity on the steel parts. After two hours of preheating, the cooling stage starts. The setpoint is
fixed at 773 K, which is a temperature where the tempering stress relief starts [5]. After one hour, the
setpoint is gradually increased to 20 K for half an hour. This process is repeated two times to obtain
adequate steel hardness.
Figure 2. Setpoint temperature at the cooling (120–150 min) and sustain stage (150–390 min) of the
tempering process.
2.2. Numerical Models
Steady-state operation of the furnace at the end of the tempering process is considered. It corresponds
to a turbulent flow occurring in a low Mach number regime. The transport equations governing fluid flow




+ ∇·(ρṽ) = 0, (1)
where ρ and ṽ are the average density and velocity. The momentum equation is also solved:
∂
∂t










−∇·(ρṽ′v) −∇p + ρg, (2)
where μl, p and g are laminar viscosity, averaged pressure, and gravity, respectively. In this equation,




is a term that must be modeled. In this work,
the Boussinesq hypothesis was followed:





























where ε̃ is the averaged dissipation of turbulent kinetic energy and Cμ is a modeling constant equal
to 0.09, taken from the standard k-epsilon turbulence model. This turbulence model has been used
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successfully in the past for simulations of thermal treatment furnaces [16]. In this model, two additional


















− ρṽ′v′ : ∇ṽ− ρε̃, (6)
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where the model constants Cε1, Cε2, σk, σε are 1.44, 1.92, 1, and 1.3, respectively. Additionally, standard
wall functions for modeling the velocity profile near the walls were employed in this work [17].

















where kt is the thermal conductivity of the air, T is the average temperature and Srad is the source term
due to radiation. The total non-chemical energy E is defined as






where h in this case stands for enthalpy. In this work, radiation was modeled using a discrete ordinate
(DO) model. The DO model solves the radiative heat transfer equation (RTE) for a finite number of
discrete angles, each one associated with a vector direction
→


































is the spectral radiation intensity, a is the absorption coefficient, σs is the dispersion
coefficient, Ω is the solid angle, φ is the scattering phase function and σ is the Stefan–Boltzmann
constant (5.67 × 10−8 Wm−2 K−4). This radiation model requires θ and ϕ angles to be discretized in a
finite number of subdivisions; the more subdivisions, the better the results, but the computational time
increases substantially. In this work, 2 × 2 subdivisions were used. Additionally, because isotropic






in the RTE is unity. Finally,
the source term in the energy equation is [18]:
Srad = aG− 4an2σT4, (11)





The baseline operation simulation considers the rotating speed of the fan to be 990 rpm. Simulations at
720, 1350, and 1800 rpm were also performed. The fan is configured as a rotating wall using a
moving-reference frame (MRF) method with a frozen rotor approach—as presented in Figure 3. MRF is
an acceptable modeling approach that has been used successfully in axial [19], centrifugal [20], and other
kinds of fans [21]. Additionally, a previous study using a nitrocarburation furnace with a fan [22] was
modeled using the MRF method.
215





Figure 3. Fan modeled in this work. (a) Isometric view; (b) cylindrical boundary and domain configured
with rotating speed using a moving-reference frame (MRF).
2.3. Boundary Conditions
To properly configure boundary conditions in the simulations, the heat flux lost through each
wall was estimated with the experimentally measured external wall temperature. Temperatures were
measured using a type K thermocouple of 1 mm point diameter with a UT320 UNI-T digital indicator.
Measurements were made at 24 points on the outside of the furnace, as shown in Figure 4. This figure
specifies the location of each temperature measuring point using a dot. The temperature was measured
three times at each point and then they were averaged for the whole surface. The maximum standard
deviation of the measurement for any point was 12.4 K, while the average standard deviation was
4.5 K.
Boundary conditions are presented in Table 1. The domain simulated in this work corresponds
to a closed system with no inlets or outlets. Due to its symmetry, only half of the fluid domain was
simulated. The heat flux presented in Table 1 was calculated from temperature measurements and was
then configured as the heat transfer boundary condition for each outer wall of the furnace.
Table 1. Wall boundary conditions for baseline operation.
Boundary Name Energy Momentum
Heating_elements T = 879.5 K, ε = 0.85




q = −418 W/m2, ε = 0.65
Back_heating_chamber
.
q = −228 W/m2, ε = 0.65
Workspace_chamber
.
q = −269 W/m2, ε = 0.65
Top_heating_chamber
.
q = −500 W/m2, ε = 0.65
All other walls
.
q = 0 W/m2, ε = 0.65
Fan_walls
.
q = 0 W/m2, ε = 0.85
Moving wall, No-slip condition,
Rotating speed = 990 rpm
In this work, the heat flux
.







The tempering furnace studied in this work is located inside a room with no significant airflow
coming in or out. Therefore, a 5 Wm−2 K−1 natural convective coefficient hconv was assumed [23],
and the convective heat flux
.
qconv was calculated with Newton’s law of cooling:
.
qconv = hconv(Ts − Tsurr), (14)
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where the surrounding temperature Tsurr is 300 K on average and Ts is the external wall surface
temperature. Ts were calculated as the temperature average of every section of the oven (Figure 4): side
heating chamber (4 data), back heating chamber (2 data), workspace chamber (6 data) and, top heating
chamber (12 data). To obtain a measurement of the radiation losses from the walls, the heat flux was







where ε is the surface emissivity. All surfaces were considered opaque with a diffusive fraction
equal to 1. Refractory emissivity was assumed to be 0.65, and steel emissivity was assumed to be
0.85. Air was modeled as an ideal gas with variable properties depending on temperatures, such as
density or viscosity. Pressure-momentum coupling was achieved using a coupled algorithm for faster
convergence. Convective terms in all transport equations had second-order accuracy and convergence
criteria were established at 1 × 10−6 for all residuals. Simulations were carried out in ANSYS FLUENT®
(Canonsburg, PA, USA); v19 in a computer equipped with an Intel Core i7 8700k® processor with
16 GB of RAM.
 
Figure 4. Points selected for temperature measurement on the exterior of the furnace walls
(measurements in m).
2.4. Mesh Independence Study
The geometry was constructed in a the-dimensional computational domain, which comprised
components such as a heating chamber, fan, metal coils, and process chamber. The geometry was
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taken from a real pit type furnace. The metal coils were constructed as cylindrical metal bars.
Additionally, the present study constructed non-structured full tetrahedral meshes using ANSYS
Meshing® (Canonsburg, PA, USA), as shown in Figure 5. After a grid-independent test, the coarse
mesh with 1.5 million cells was rejected, due to the simulations not capturing the thermal behavior of
the furnaces well, mainly near the wall zones.
Figure 5. Grid systems (a) coarse mesh, 1.5 million cells, and (b) fine mesh, 3 million cells.
Two other meshes were considered in this work: one fine-mesh approximately double the size
of the coarse mesh (3 million cells) and a very fine mesh composed of about 6 million cells. Figure 6
shows the results of the temperature as a function of the radial distance of the workspace or process
chamber of the furnace (at Z = 0.5 m). This horizontal line is located at the middle of the vertical
symmetry plane passing through the center of the process chamber. In this case, the baseline operation
for the three meshes shows that there is less than a 2% difference in the results between the fine and the
very fine meshes. Therefore, it can be argued that the fine mesh is accurate enough for this study and
the 3 million-cell mesh is chosen as the mesh for all the results that are reported in the next section.
This mesh represents a good compromise between detail and computational time. Simulations are
initialized at 700 K and convergence is reached at close to 10 thousand iterations. The computational
time for each run was close to 100 h.
Z = 0.5 m
Figure 6. Temperature profile at a horizontal line located in the middle of the workspace for the three
different meshes studied at 990 rpm.
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2.5. Convective Coefficient to the Load and Energy Balance
Simulations were performed with and without the metallic charging basket needed for hanging
or supporting the steel parts to be treated inside the process chamber of the furnace. An empty and
fully loaded basket are presented in Figure 7. Such a basket could affect the volumetric flow supplied
by the fan, and therefore, its influence on air-flow was analyzed as well. The basket is made of AISI 304
stainless steel, with thermal conductivity of 16.6 W/(m K), a density of 7900 kg/m3, and specific heat of





Figure 7. Stainless steel charging basket. (a) Empty basket; (b) loaded with parts to be tempered.
In this work, the heating of a cylindrical steel pin, which is a typical part of this kind of furnace
and process, was considered. Each pin is 300 mm long with a 50.8 mm external and 25.4 mm internal
diameter, made of carbon steel, with thermal conductivity of 56.7 W/(m K), a density of 7854 kg/m3,
and specific heat of 487 J/(kg K) [23]. Overall, the heating of 180 kg of these pins was considered in
this work.
The results predicted by simulations allowed for the calculation of heat transfer to the load by
convection using three well-known empirical correlations for the average non-dimensional Nusselt
number Nu. The maximum value of axial speed predicted by the CFD software, as well as the process
temperature, were the main inputs for these correlations. Then, the average of the correlations is reported
in the results. The first correlation considered in this work is the one developed by Hilpert [23,25]:
Nu = C RemPr1/3 , (16)
where parameters C and m are obtained from Reference [23] and they depend on the Reynolds
number Re, with the pin diameter as the characteristic length. Prandtl number Pr is obtained with the
surface-fluid average temperature, using air as a fluid.
The second correlation used was developed by Žukauskas [26]:
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where parameters C and m are obtained from Reference [23] and the Prs is the Prandtl number based
on the surface temperature, considered in this work to be 773.15 K.
In addition to these correlations, the expression of Churchill and Bernstein [27], where all properties
are evaluated at the temperature of the film, was also considered:
Nu = 0.3 +
0.62Re1/2Pr1/3








The energy balance for a closed furnace during the heating stage has recently been studied in
Reference [28]. In this case, energy input is not due to the combustion of natural gas, but rather
electricity, and thermal efficiency η can therefore be calculated as
η =
Heat trans f er rate to the load
Electric power input
, (19)
where the heat transfer to the load corresponds to the sensible heat demanded by the basket and the
cylindrical steel pins during a processing time of 2 h, and the electric power input is calculated with
the energy required by the fan and the metal coils. In theory, the fan studied in this work should follow










Q. is the volumetric flow rate, ω is the angular velocity, and D is the fan’s outer diameter.
This equation states that, for any two different operational conditions 1 and 2, the dimensionless flow
coefficient Φ is assumed to be equal. If the fans are also assumed to have the same dimensionless
















Wsha f t is the shaft power. These laws are derived from dimensional analysis following
Buckingham’s theorem π. An analysis of the validity of these similarity laws of the fan modeled in this
work is presented in the results.
3. Results and Discussion
The numerical results include a baseline operation and the effect of the fan rotating speed in the
tempering furnace. We focus on the temperature and fluid dynamic fields inside the furnace, as well as
the heat transfer behavior and efficiencies when the speed is changed.
3.1. Baseline Operation
The tempering system is characterized by its capacity to achieve a homogeneous temperature
field throughout the process chamber, with the help of an internal fan. Figure 8 shows the temperature
distribution at the vertical symmetry plane passing through the center of the heating and the process
chambers of the tempering furnace. This corresponds to a baseline operation that has a fan rotating
speed of 990 rpm. From the figure, it can be seen that the global thermal behavior of both chambers is
well captured by the numerical calculations: the highest temperatures are obtained at the metal coils, the
heat transfer is forced by the fan from the higher temperature zone to the lower temperature zone, and
the thermal homogeneity occurs in the process chamber. Additionally, the experimental temperature
data inside the furnace is in agreement with the numerical data. For example, the temperature of the
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process chamber was 813.1 K (last stage of Figure 2) and the simulated temperatures correspond to
806.4 K.
(a)  (b) 
Figure 8. Temperature distribution of the baseline operation without the charging basket. (a) Cut view
of the symmetry plane; (b) cut views at different heights.
The temperatures obtained inside the workspace chamber are between 750 K and 800 K. Therefore,
the temperature uniformity range of the furnace is about 50 K, according to the DIN 17052-1 standard.
Nevertheless, the four cut views presented at different heights in Figure 8 show that, as fluid flows
from the bottom to the top of the chamber, the outer temperature next to the walls becomes closer to the
center level and can be regarded as having a better temperature distribution, albeit equal in uniformity
according to the norm. The results also show that the rotor is exposed to about 800 K during operation.
The shaft of this rotor must be actively cooled to avoid heat damage to the engine; however, this heat
loss was considered to be negligible, compared to the heat losses through the walls, and therefore was
not taken into account (the adiabatic wall was configured as presented in Table 1).
Figure 9 presents streamlines for the baseline operation without a charging basket. Flow velocity
near the rotor reaches up to 16.8 m/s. In contrast, velocity inside the process chamber is considerably
lower, less than 2 m/s in most of the chamber. Despite the furnace being of convective type, this result
indicates that the actual velocity, in the zone where the steel parts are exposed to hot air, is relatively
low. As was presented in the methodology, convection heat transfer is proportional to the convective
coefficient. This coefficient increases with the non-dimensional Reynolds number, which in turn is
proportional to the fluid velocity. A low velocity within the workspace means a low heat transfer rate
to the load and higher processing times.
Streamlines in Figure 9 also show an important recirculation zone inside the process chamber
of the furnace. Recirculation helps increase the residence time of the hot gas in the workspace. This
inner swirl has a similar function as the inner baffles reported by other authors [1] because it helps to
augment the time that the hot gases remain in the process chamber of the furnace. In addition, some
eddies are shown at the upper corners of the heating and process chambers, which could hinder the
fluid transport inside the furnace. Unlike the main recirculation zone, these eddies occur in regions
where they are not relevant to the process.
Besides, from Figure 9 it can be seen that a significant amount of fluid coming from the process
chamber is directed to the left side wall of the metal coils, instead of the metal coils. This accords with
the original design of the furnace, which does not allow for optimally guiding the fluid to the coils. A
geometrical modification at the upper heating chamber zone could improve the heat transfer from the
metal coils to the recirculating air.
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Figure 9. Streamlines inside the furnace for baseline operation and air mass recirculation behavior.
Velocity legend applies to the recirculating gases.
The occurrence of a wide recirculation zone is evident in Figure 9. The figure also shows the mass
recirculation at several heights of the process chamber (Z-direction). This was calculated taking into
account the principle of mass conservation. That is, the mass flux in the Z-direction of the process
chamber remains constant. This fact allows the use of negative air velocities to calculate the air mass
recirculation in different transversal planes and establish a profile of recycled gases that increases
progressively until reaching a maximum near the center of the vortex and then diminishes (right side of
Figure 9). This result is similar to the one found by a previous study [29] using a non-reactive coflow jet.
This type of calculation has been used with reactive gases [30,31], providing valuable fluid dynamics
information of combustion chambers. In addition, it can be observed that even at high Z-direction of
the process chamber, there is an air mass recirculation. This can be explained due to the airflow hits
the top wall of the camera, and then come back.
Prediction of the behavior of the fluid near the walls is relevant, as shown above. Figure 10
displays the distribution of the Y+ on the inner walls of the furnace. Y+ is a non-dimensional measure
of the first element size on the wall of the computational mesh. The maximum value of Y+ is about 65
on the walls next to the fan, which is lower than 100 and can be considered an acceptable value for the
standard wall function of the k-epsilon turbulence model [17]. Therefore, this result confirms that the
mesh resolution is adequate near the walls.
Figure 11 shows the temperature distribution in the symmetry boundary of the furnace for the
baseline operation (990 rpm) with the metallic charging basket inside. In this case, the temperature
uniformity range in the process chamber (the right side of the figure) is higher, at about 70 K; meanwhile,
in the case without the charging basket, it is about 50 K (Figure 8). This homogeneity is quantified
by applying the concept of temperature uniformity, which represents the difference in temperature
between different points in the system. In this case, an acceptable calculation of temperature uniformity
is obtained as the maximum value of the temperature difference between the central point of the furnace
and the corner points [10]. As can be seen in the Figure, the gases near the left lateral wall of the process
chamber are cooler than the rest of the gases in the chamber. Besides, the upper part of the basket is
cooler than the lower part. In a real process, treatments with noticeable differences in temperature
within the chamber could impact the optimum steel working strength. Therefore, strategies to improve
the thermal homogeneity of the furnace (e.g., fan rotating speed variation, as proposed in this study)
should be developed.
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Figure 10. Distribution of Y+ on the walls for the baseline operation without the charging basket.
The Y+ legend applies to the gases.
 
Figure 11. Temperature distribution of the baseline operation with a charging basket.
Figure 12 presents streamlines for the baseline operation with a charging basket. The maximum
velocity is about 17 m/s in the rotor zone, while velocities inside and around the basket are closer to
2 m/s in most of the chamber. It should be noted that the inner recirculation zone identified in the case
without a basket is still present. Additionally, a significant amount of fluid coming from the process
chamber, directed to the left side wall of the metal coils, is obtained. Therefore, velocity values, as well
as distributions, are very similar in cases with and without a metallic charging basket. This is due to the
basket geometry configuration allowing for the flow of gases to pass through it and it hardly offering
axial resistance. An analogy can be drawn with the temperature case profile, where some differences
in thermal homogeneity were found. In that case, the basket offers thermal resistance during the
preheating stage, and there are energy losses through the walls during the steady-state stage.
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Figure 12. Streamlines inside the furnace for baseline operation with a charging basket. The velocity
streamline legend applies to the recirculating gases.
Figure 13 presents energy inflows and outflows for the furnace for the baseline operation of
990 rpm, using two Sankey diagrams—one during the preheating stage and the other at the steady-state.
It should be noted that input energy demand is at its maximum during the preheating stage. When the
load reaches the steady-state condition, electricity input diminishes to the minimum level required to
maintain the temperature inside the process chamber, because heat is being lost through the walls.
In this furnace, the energy loss through the walls is roughly half of the energy required for heating
the load, suggesting that furnace insulation should be improved. It should also be noted that heat
recirculation of hot air between chambers accounts for up to 83.7% of all energy involved in the system.





Figure 13. Sankey diagram for energy flows during the heating stage of the tempering process for the
baseline operation of 990 rpm. (a) During the preheating stage; (b) at steady state.
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If the rotating speed is increased from 990 rpm, fan energy demand would also increase,
and efficiency would, therefore, be decreased. However, the heat transfer rate to the load could be
improved, and shorter tempering times could be achieved. As pointed out in Reference [5], steel quality
is not negatively affected by longer tempering times, but shorter processing times are desirable in
a furnace that operates continuously. Therefore, the heat transfer rate could benefit from increased
rotating speed. This behavior is studied and presented in the following section.
3.2. Effect of the Fan Rotating Speed
To estimate the temperature uniformity induced by the flow mixing in the furnace, the temperature
distributions were analyzed. The temperature distribution for different fan rotating speeds at a
horizontal line located in the middle of the process chamber (at Z = 0.5 m) is presented in Figure 14 for
the case of an empty furnace. The higher the rotating speed, the higher the average temperature inside
the chamber. This trend could be explained because the tempering furnace was analyzed as a closed
system with no inlets or outlets. As the rotating speed increases, the required fan power also increases;
therefore, as the losses through the walls were similar to each other, the internal energy inside the
chamber, and the temperature increased.
Z = 0.5m
Figure 14. Temperature profile at a horizontal line located in the middle of the workspace for the five
different angular rotation rates studied.
From Figure 14, the maximum temperature difference of the baseline operation of 990 rpm,
between radial distances of −0.25 and 0.25 m, is 47.5 K. This difference is reduced to 41.2 and 34.6 K at
1350 and 1800 rpm, respectively. Therefore, a higher rotating speed of the fan promotes temperature
homogeneity. Additionally, it should be noted that the temperature profile is not symmetric around the
process chamber centerline, and in all cases, the temperature decreases when the radial distance is very
close to the walls (0.3 or −0.3 m).
Figure 15 shows the axial velocity profile at a horizontal line located in the middle of the workspace
for the four different rotating speeds studied (same line presented in Figure 14). Flow is not symmetric
around the chamber centerline and both positive and negative velocities appear. A negative velocity
axial means that the flow is reversing from top to bottom, which is a result that, combined with the
positive velocity values, indicates the presence of a swirl. Therefore, there is an inner recirculation zone
within the process chamber due to a swirl that intensifies with higher rpms, and as axial velocities
differentials become larger. As shown before, for the 1800 rpm case, temperature homogeneity is
enhanced, and the velocity profiles suggest that this is due to a stronger swirl than in other cases.
The fan thus plays an important role in enhancing the flow mixing and convective heat transfer in the
furnace. The following analyses quantify the fan rotating speed effect in the convective heat transfer.
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Z = 0.5 m
Figure 15. Axial velocity profile at a horizontal line located in the middle of the workspace for the five
different rotating speeds studied.
The use of negative air velocities allowed the calculation of the mass recirculation (mr) within the
process chamber. The results of this calculation can be seen in Figure 16a. A mass recirculation profile
is displayed for each rotating speed which shows that as the gases proceed upwards (i.e., z increases)
more gases are entrained into the upcoming gases until they reach a maximum located near the center
of the vortex (see Figure 9). Two aspects are interesting to point out: as the rotating speed increases the
mass recirculation also increases and the maximum moves to lower heights. In other words, more mass
is recirculated, and the center of the vortex changes its Z-direction with the rotating speed increase.
The maximum mr values are obtained in the range of 0.4 to 0.7 m. At the particular case of 720 rpm
rotating speed, the maximum mr is located near a Z–direction of 0.7 m; and the mr values can be even
higher than others rpms (i.e., 990 and 1350) in the upper zone of the process chamber.
  
Figure 16. Mass recirculation (a) and temperature CU (b) at several heights of the process chamber.
The mass recirculation could be related to the thermal homogeneity inside the chamber. To do
that we have used a temperature coefficient of uniformity (CU) following the definition presented in a
previous study [16]. The coefficient was calculated in different transversal planes taking temperature
data of each plane. This definition gives more information than the simple temperature difference
presented in Section 3.1.
The CU profiles reported as a function of the Z-direction in Figure 16b evidence an increase in the
temperature uniformity inside the process chamber as the rotating speed increases. It should be noted
that even a low CU increase (i.e., 0.01) allows improvements in thermal homogeneity. For instance,
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in Figure 14 the maximum temperature difference at 990 rpm case was 47.5 K and the difference was
reduced to 34.6 K in the 1800 rpm case. The temperature uniformity rise to high values indicates a sort
of well-mixed condition, which is a valuable characteristic in convection type furnaces. In addition,
the 720 rpm case is interesting because the vortex of the recirculation zone is located in the upper
zone of the furnace. Therefore, it presents higher values of mr than other rotating speed conditions
in that zone, according to Figure 16a. It also allows an improvement of temperature CU in that area,
according to Figure 16b. This behavior suggests a correspondence between mass recirculation and
thermal homogeneity.
Furthermore, some observations can be made from Figure 16b. At low Z-direction values,
the fluid coming from the heating to the process chamber suffers a volume expansion that causes the
temperature to drop; as a result, the temperature CU decreases. In Figures 9 and 14 can be seen that
temperatures profiles are not symmetric around the process chamber centerline. This probably means
that, even though the temperature values at the several locations become close to each other, some
hot spots are present in some locations inside the chamber. This asymmetric temperature behavior
decreases at higher heights of the chamber. The above is consistent with the rise of the temperature CU
showed in Figure 16b.
The relative mass recirculation is presented in Figure 17. It normalizes the maximum mass
recirculated (mrmax) over the total mass (mt). Maximum mr and mt increase with the rotating speed.
However, the total mass rises at a higher rate. As a result, relative mass recirculation tends to decrease.
For example, it takes a value of 0.87 at the 720 rpm case and 0.51 at 1800 rpm. These values mean that
87% or 51% of the inlet mass recirculates near to the vortex of the recirculation zone. These relative
mass recirculation values are low when compared with others found in the literature [29–31] that use
systems with high momentum coflow jets. The above suggests that the fluid dynamics characteristics
of the tempering furnace could be improved by means of exploring other ways to increase the air
momentum or even the use of secondary air.
Figure 17. Relative mass recirculation at a different rotating speed of the fan.
3.3. Thermal Efficiency and Heat Transfer to the Load
Figure 18 presents the variation in the hot air flow rate inside the furnace with the fan rotating speed.
Simulation results closely follow the first theoretical similarity law for fans, described by Equation (20),
which assumes an equal dimensionless flow coefficient Φ for any two different operational conditions.
This validates that the fan used in this study follows the classic laws for fans with low uncertainties.
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Figure 18. Recirculation flow rate of hot air at different rotating speeds of the fan.
Additionally, because the geometry of the fan remains constant, and the fluid is considered
incompressible, the second similarity law, described in Equation (21), applies and assumes that the
same power coefficient CP for any two different operational conditions. The power requirements















Then, the calculated fan power takes the following values: 0.51, 1.34, 3.38, and 10.72 kW,
with rotating speeds of 720, 990, 1350, and 1800 rpms, respectively. From the results, rotating speed
variation can negatively affect the thermal efficiency of the furnace; however, it should be contrasted
with its positives effect on thermal homogeneity and the convective heat transfer to the load.
Figure 19 presents the heat transfer by convection to the load, represented by the dimensionless
Nusselt number, and the thermal efficiency η as a function of the fan rotating speed. Both can be
approximated to a quadratic equation as a function of the rpms with a coefficient of determination
R2 of 0.99. At the baseline operation of 990 rpm, the efficiency is 63.96%, while the Nusselt number
is 24.89. If the rotating speed is increased to 1800 rpm, the thermal efficiency decreases to 42.23%.
However, the Nusselt number goes to 36.74. In other words, a 50% increase in the convection heat
transfer rate can be achieved at a 20% drop in efficiency. When a rotating speed of 1350 rpm is used
the efficiency is reduced by 8.6% and allows for an increase in the calculated Nusselt number by 15%.
The fan thus plays an important role in enhancing the flow mixing and convective heat transfer in
the furnace. Additionally, by controlling the fan speed, it is also possible to improve the temperature
uniformity inside the chamber.
Figure 19. Nusselt number and efficiency variation with the rotating speed of the fan. N = rpm.
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4. Conclusions
A numerical investigation has been carried out, presenting the thermal and fluid dynamics
behavior of an electric tempering furnace. A set of conclusions have been obtained on both items and
are summarized in what follows.
The simulations predict the thermal homogeneity inside the process chamber effectively.
Thermal homogeneity was negatively affected by the charging basket use and it was improved
by the increase in the rotating speed of the fan. The thermal homogeneity can be associated with the
strong recirculation zone formed caused by the rotational force of the fan. The recirculation enhances
the flow mixing, increases the residence time of the air in the process chamber, and thus enhances the
convective heat transfer.
The calculated air mass flow shows that mass recirculation and the vortex location inside the
recirculation zone are affected by the rotating speed variation. When the rotating speed increases
more mass is recirculated in the process chamber and the central zone of the recirculation is displaced
downward. However, the ratio of mass recirculation to total mass decreases as a result of a higher
overall mass flow rate. These values were lower than unity and they were also lower than others found
in the literature, suggesting that the fluid dynamics characteristics of the tempering furnace could be
further improved.
The thermal efficiency of the tempering furnace could be penalized by an increment in the rotating
speed of the fan. This is due to the increase in the fan’s mechanical power consumption when the
rotating speed increase. Nevertheless, it was shown that thermal efficiency decreases by only 20%
when the rpms are doubled, while the heat transfer rate to load is increased by up to 50%. For a furnace
operated continuously, this could be translated into lower processing times, and a higher production
output, even if that means a lower thermal efficiency operational point. Moreover, it was shown that a
higher rotating speed is related to a more homogenous temperature distribution, which is a highly
desirable feature in heat treatment equipment.
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Nomenclature
a Absorption coefficient
C, m Constants of Nusselt models
Cu Constant of k-epsilon turbulence model
Cε1, Cε2 Constants of transport equations
D Diameter
Y+ Dimensionless wall distance
h Enthalpy or heat transfer coefficient
ṽ Favre average velocity
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Pr Prandtl number




p Reynolds averaged pressure















Q Volumetric flow rate
Symbols
ρ̃ Average density
ε̃ Average dissipation of turbulent kinetic energy
θ, ϕ, z Angles of a polar system.
ω Angular velocity
σk, σε, Constants of transport equations
Φ Dimensionless flow coefficient
σs Dispersion coefficient
μl Laminar viscosity
φ Scattering phase function













AISI American Iron and Steel Institute
AMS Aerospace Material Specification
ASTM American Society for Testing and Materials
CFD Computational fluid dynamics
CU Coefficient of uniformity
DIN German Institute for Standardization
DO Discrete ordinate
MRF Moving reference frame
rpm Revolutions per minute
RTE Radiative transfer equation
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