Proton transfer in a phenol-amine complex dissolved in polar molecule nanoclusters is investigated. The proton transfer rates and mechanisms, as well as the solvation of the complex in the cluster, are studied using both adiabatic and nonadiabatic dynamics. The phenol-amine complex exists in ionic and covalent forms and as the size of the cluster increases the ionic form gains stability at the expense of the covalent form. Both the adiabatic and nonadiabatic transfer reaction rates increase with cluster size. Given a fixed cluster size, the stability of the covalent state increases with increasing temperature. The proton transfer rates do not change monotonously with an increase in temperature. A strong correlation between the solvent polarization reaction coordinate and the location of the phenol-amine complex in the cluster is found. The ionic form of the complex strongly prefers the interior of the cluster while the covalent form prefers to lie on the cluster surface.
I. INTRODUCTION
The rates and mechanisms of chemical reactions in systems with nanometer-scale dimensions often differ from their bulk phase counterparts. The fact that reaction dynamics can be modified is one of the reasons why nanomaterials have attracted much attention, and considerations relating to chemical reactivity often enter in the design and synthesis of these materials. 1 In this article we focus on a specific class of nanomaterials, polar molecule clusters, and one type of reaction, proton transfer.
An understanding of how proton transfer occurs is essential for the description of many chemical and biological processes. [2] [3] [4] The rates of proton transfer reactions are strongly influenced by the solvent or other environment in which the transfer takes place, especially when the environment comprises polar molecules. Since the proton is a light particle, quantum effects on the transfer rate can be significant as indicated by the magnitude of the observed kinetic isotope effects for these reactions. [5] [6] [7] [8] [9] Polar molecule nanoclusters are interesting environments for the study of solventinfluenced reactions because the competition between bulk and surface forces must be accounted for in the description of the reaction dynamics and computation of the reaction rate. Clusters have been extensively studied since they lie in a regime between gas and bulk liquid or solid phases and possess unusual properties. [10] [11] [12] [13] [14] [15] [16] There have been many experimental and theoretical studies of proton transfer [17] [18] [19] [20] [21] [22] [23] [24] [25] [26] and electron solvation 27, 28 in clusters or reverse micelles. These systems provide interesting nanoenvironments for reactions.
In order to investigate how proton transfer dynamics is influenced by the cluster environment, we consider a model for proton transfer in a phenol-amine complex 29 dissolved in a methyl chloride polar molecule cluster. This model has been studied in both bulk solvents [29] [30] [31] [32] [33] [34] [35] [36] and reverse micelles. 25 , 26 We present results for the free energy of the cluster proton transfer process, as well as estimates of the reaction rates using adiabatic dynamics and nonadiabatic quantum-classical Liouville dynamics. [37] [38] [39] [40] [41] [42] [43] [44] [45] [46] The paper is organized as follows. In Sec. II, we describe the model along with the theoretical and simulation methods used to obtain the results. Section III reports the results of our simulations and comments on the observed phenomena. Further discussion of the results and comparisons with other studies are given in Sec. IV.
II. THEORY AND METHODS
We investigate the Azzouz-Borgis model 29 for proton transfer in a hydrogen-bonded phenol-trimethylamine complex, PhO -H¯NR 3 PhO −¯H -NR 3 + , ͑1͒
but in a cluster instead of the condensed phase. This model utilizes simple empirical potential energy functions that capture the main features of the proton transfer process within the complex. The phenol and trimethylamine groups are modeled by two Lennard-Jones centers, and hydrogen bonding within the complex is described by exponential functions that account for the variation of the charge distribution which results from the motion of the proton along the axis between the phenol and amine groups. The covalent state of the complex ͓left side of Eq. ͑1͔͒ has a molecular dipole moment of = 2.5 D, while the ionic state ͓right side of Eq. ͑1͔͒ has = 10.5 D. To simplify the notation we denote the covalent complex state by A and the ionic complex state B, so that the reaction is A B. The vibration of the internuclear separation between the phenol and amine groups in the complex is accounted for in the model and the equilibrium distance between PhO¯NR 3 is 2.7 Å. We study the proton transfer process in a polar CH 3 Cl cluster and vary the number of cluster solvent molecules N s to investigate cluster size effects on the transfer rate and free energy. The CH 3 Cl solvent molecules are represented by a two-site model with the bond length constrained at 1.781 Å. The interactions among solvent molecules, as well as those between the phenol-amine complex and the solvent molecules, arise from LennardJones and Coulomb forces. The proton interacts with the solvent molecules via Coulomb forces. 29, 30 Full details of the interaction potentials and parameters used in this study can be found in the literature. 29, 30 The Hamiltonian Ĥ of the system can be written as
where K S and K C are kinetic energy contributions from the solvent and heavy molecules in the complex, respectively, and the protonic Hamiltonian Ĥ P includes the kinetic energy of proton and all interaction potentials. The set of coordinates of the solvent and complex heavy molecules is denoted by R, and the distance between the center of mass of the complex and the proton can be described by a onedimensional position operator q since the complex is assumed to be linear with respect to the proton transfer coordinate. It is convenient to use an adiabatic basis to solve the quantum evolution for the proton transfer. The adiabatic eigenstates ͉␣ ; R͘ and eigenvalues E ␣ ͑R͒ are determined from the solution of the Schrodinger equation,
for a fixed configuration R of the heavy molecules. In our simulations we solved this equation numerically using 12 quantum harmonic oscillator basis functions. 30, 36 The Hamiltonian operator Ĥ in this adiabatic basis is diagonal and its matrix elements are given by ͗␣ ; R͉Ĥ ͉␣ ; R͘ϵH ␣ ͑X͒ = P 2 /2M + E ␣ ͑R͒, where P denotes the set of momenta of the heavy particles and X = ͑R , P͒ is a phase point. We use the simplified notation P 2 /2M for the kinetic energy terms K S + K C = P T M −1 P / 2, where M is the diagonal matrix of masses of the heavy particles and P and P T are column and row vectors, respectively.
A. Reaction coordinate and free energy
Given a general configuration-dependent reaction coordinate denoted by ͑R͒, if the system is confined to adiabatic state ␣, the free energy along this reaction coordinate is defined by 36 
␤W
where P u is the uniform probability density, ͗¯͘ ␣ = ͐dX¯e −␤H ␣ / ͐dXe −␤H ␣ , and ␤ is the inverse of Boltzmann's constant times the temperature T. The argument of the last term represents the ratio of the probability that the system is in state ␣ to that in the ground state. We can calculate the free energy by binning the results from long adiabatic trajectories since the last term of Eq. ͑4͒, which is an additive constant for each ␣ state, can be evaluated from adiabatic ground state trajectories.
We suppose that reactants and products are separated by a dividing surface at ‡ so that operators N A = ͑ ‡ − ͑R͒͒ and N B = ͑͑R͒ − ‡ ͒ characterize the reactant ͑A͒ and product ͑B͒ species. Given these species definitions, the equilibrium constant K eq can be obtained from the free energy using
For condensed phase and cluster proton transfer processes, a convenient choice for the reaction coordinate is the solvent polarization, 47 which is defined as the difference between the solvent electrical potentials at two points in the complex. 48 This reaction coordinate monitors the effects of the solvent dynamics on the proton transfer reaction. For our system, the solvent polarization is given explicitly by 36, 49 
͑6͒
The sums run over all solvent molecules i and atoms a. In Eq. ͑6͒ z a e is the charge on atom a, and s and sЈ are two points within the complex at the center of mass and displaced by −0.56 from the center of mass, respectively, corresponding to the minima of the bare potential. We utilize this reaction coordinate and take ͑R͒ = ⌬E͑R͒ in our simulations.
B. Reactive dynamics
The general expression for the time-dependent rate coefficient of the reaction in Eq. ͑1͒ used in this study was derived from the quantum reactive-flux correlation function 50 and is given by 51, 52 
ͪͬ. ͑7͒
The spectral density function W A ␣Ј␣ accounts for the quantum canonical equilibrium structure of the system at the temperature T and is used to sample initial conditions for the calculation. [52] [53] [54] [55] In the present application to hightemperature, liquid-state clusters, the equilibrium structure of the bath degrees of freedom may be treated classically to a good approximation. Since the reaction coordinate depends on bath degrees of freedom as well, we have
͑8͒
Here Z Q = ͚ ␣ ͐ dXe −␤H ␣ ͑X͒ and n A eq Z Q are the total and reactant partition functions, respectively. Using Eq. ͑8͒, the rate coefficient takes the form
The forward rate constant k AB can be obtained from the plateau value of k AB ͑t͒.
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The evolution of the species variable N B ␣Ј␣ ͑X , t͒ was computed using quantum-classical Liouville dynamics, which treats proton quantum mechanically and its environment classically, in the adiabatic basis,
The quantum-classical Liouville operator iL in this basis is given by
where the evolution operator iL ␣␣ Ј is given by
Here the frequency ␣␣ Ј ͑R͒ϵ͓E ␣ ͑R͒ − E ␣ Ј ͑R͔͒ / ប and the Hellmann-Feynman force is
The operator J is responsible for the momentum transfer to and from the bath that accompanies nonadiabatic transitions.
In the momentum-jump approximation it has the form 36,43,58
͑12͒
where
and the nonadiabatic coupling matrix element d ␣␤ = ͗␣ ; R͉‫ץ‬ / ‫ץ‬R͉␤ ; R͘.
In the adiabatic limit, there are no quantum transitions and the J term is zero. In this limit Eq. ͑11͒ reduces to the classical evolution operator on adiabatic surfaces and the evolution equation for the diagonal element of the species variable becomes
Comparisons between nonadiabatic and adiabatic dynamics will be presented in the next section.
C. Simulation details
The clusters we investigate are metastable objects that will experience evaporation of solvent molecules. However, within the temperature range studied in this paper, the lifetime of a cluster with a fixed number of solvent molecules is very long compared to the time scale of proton transfer events. The approximate cluster lifetime was found to be ϳ10 s −1 by counting the number of evaporation events in a given time interval, while the proton transfer rate, i.e., the mean time to pass between the covalent and ionic forms of the complex, was determined to be ϳ10 ns −1 . In view of this time scale separation it is possible to describe these metastable states using equilibrium statistical mechanical averages.
Liquid-state clusters were obtained by melting a facecentered cubic lattice structure of the complex and N s solvent molecules with velocity rescaling to obtain a desired temperature T. Once a cluster with a typical liquid structure was formed, the system was further equilibrated for 50 ps using microcanonical dynamics. The equations of motion were integrated using the velocity Verlet algorithm. We have converged results with a time step of ⌬t = 5 fs. Bond constraints for the solvent molecules were enforced using RATTLE and SHAKE algorithms. 59, 60 No potential cutoffs or boundary conditions were imposed on the cluster molecule potentials. Using this procedure an ensemble of clusters whose temperature, determined from the average kinetic energy, was within ±1 K of the desired temperature was constructed. The free energy along the polarization reaction coordinate was determined from such an ensemble of long-time adiabatic trajectories where no evaporation occurs.
Since the free energy barrier for proton transfer is high ͑4k B T -7k B T͒ for many of the clusters studied here, we computed the proton transfer rate coefficient from the reactiveflux correlation function using blue moon sampling [61] [62] [63] which uses holonomic constraints to confine the system to the hypersurface ⌬E = ⌬E ‡ . The rate coefficient results were obtained from averages over approximately 1 ϫ 10 5 trajectories which were propagated with a time step of ⌬t = 10 fs. The initial states of the ensemble members with given N s and T were determined from approximately 1 ϫ 10 4 initial configurations generated as described above but with the constraint ⌬E = ⌬E ‡ imposed. For each configuration, we used ten different initial sets of velocities chosen randomly from a Gaussian distribution corresponding to the temperature T.
The evaluation of the quantum-classical Liouville evolution for the species variable was carried out using the sequential short-time propagation algorithm 64 which involves propagating an ensemble of surface-hopping trajectories. The phase space coordinates were propagated adiabatically for a molecular dynamics time step, and a phase factor was computed if the evolution was on the mean of two adiabatic surfaces. Transitions between surfaces were carried out stochastically using transition probabilities that depend on the nonadiabatic coupling matrix elements. 64 A limit was set on the maximum number of allowed nonadiabatic transitions per trajectory. No significant dependence on this limit was found if up to n max = 6 nonadiabatic transitions were allowed. A bound of ±5 on the weight factor was also implemented to improve the statistics. 36 Since the vast majority of nonadiabatic transitions occur around ⌬E ‡ , we allowed nonadiabatic transitions only within the window ⌬E ‡ ± 0.002 e C / Å. The rate constant was obtained from the plateau value of the time-dependent rate coefficient using absorbing boundaries at the minima of two wells in the ground state.
III. RESULTS
The methods discussed above allow one to study both the equilibrium structure reflected in the free energy along the polarization reaction coordinate and the dynamical properties that determine the mechanism and rate of the cluster proton transfer process.
A. Free energy
The free energy along the reaction coordinate with the system restricted to the ground state adiabatic surface was determined using Eq. ͑4͒ by binning the results from an ensemble of long-time trajectories. The free energy curves are plotted in Fig. 1 for N s = 7, 8, and 9 solvent molecules and a temperature of T = 150 K. Several features are apparent from an examination of these plots. As the number of solvent molecules increases, the ionic state gains stability. For clusters with N s ജ 8 the ionic state is more stable than the covalent state. This trend has its origin in the enhanced ability of the larger polar molecule clusters to effectively solvate the ionic form of the phenol-amine complex. For the temperature T = 150 K, the solvation structure changes its character at N s = 8, since the covalent state has a lower free energy for N s Ͻ 8.
Similar trends are seen in Fig. 2 where the cluster solvent number is fixed at N s = 8 but the temperature varies. As the temperature increases the covalent state gains stability at the expense of the ionic state. At the lower temperatures the reaction that takes the system from the covalent state to the ionic state is more exothermic. Consequently, as the temperature increases one would expect the equilibrium to shift towards reactants, as is observed. From a molecular perspective this trend has its origin in the disruption of the solvation structure of the ionic state at the higher temperatures.
From Figs. 1 and 2 we see that while the location of the well minimum of the covalent state in free energy profiles ‡ may be taken to be independent of the cluster size and the temperature and, in fact, is approximately the same as that for the bulk solvent, ⌬E ‡ = 0.0141 e C / Å. 36 In Fig. 4 , we plot the equilibrium constant K eq , which was computed using Eq. ͑5͒, as functions of N s and 1 / T on a semilog scale. The left panel in this figure shows that the stability of the ionic state increases with cluster size. The linear dependence of ln K eq with N s at T = 150 K means that the addition of one solvent molecule increases K eq by a factor of approximately 4.5 and stabilizes the ionic state by approximately 2 kJ/ mol ͑ϳ1.50ϫ 150 K in units of the gas constant͒, which can be regarded as the solvation free energy per solvent molecule. The right panel in Fig. 4 shows that ln K eq is linearly dependent on the inverse temperature. From the van't Hoff equation d ln K eq / d͑1/T͒ =−⌬H ͑0͒ , so the standard enthalpy difference ⌬H ͑0͒ between the covalent and ionic state is independent of temperature in this temperature range. We find ⌬H ͑0͒ is −1680 K ϳ −14 kJ/ mol, corresponding to an exothermic transfer reaction from the covalent to ionic state.
B. Adiabatic dynamics
Before using the quantum-classical Liouville equation to evolve the species variable N B = ͑⌬E͑R͒ − ⌬E ‡ ͒, we consider adiabatic dynamics with the system confined to the ground and first excited state surfaces. Figure 5 gives plots of the free energy curves for the ground and the first excited states of the proton for N s = 8 and T = 150 K. The excited state surface has a single-well form with its minimum located at the barrier top position of the ground state free energy curve. ͑This figure also shows the mean of these two free energy curves, which enters in the description of the nonadiabatic dynamics as discussed in the next subsection.͒ Figure 6 shows the contributions to the forward timedependent adiabatic rate coefficient k AB ad ͑t͒ coming from the ground and excited surfaces for N s = 8 and T = 150 K. The excited state contribution decays very rapidly to zero. This is expected in view of the single-well character of the excited state free energy surface which leads to rapid recrossing of the dividing surface. In contrast, the ground state curve decays more slowly to a plateau value after an initial rapid fall from its k AB TST = k AB ͑0 + ͒ value. Thus, the long-time plateau value, which is determined by the ground state contribution, yields the adiabatic reaction constant k AB ad . The forward ͑k AB ad ͒ and backward ͑k BA ad ͒ adiabatic rate constants for various values of N s ͑left panel͒ and temperature ͑right panel͒ are plotted in Fig. 7 . The backward rate constant was calculated using the detailed balance condition
The forward rate constant increases and the backward rate constant decreases with increasing number of solvent molecules since large numbers of solvent molecules stabilize the ionic product state more effectively than small numbers. It is interesting to observe that the forward rate constant does not increase monotonously with temperature like the backward rate constant. This arises from the competition of two effects: a broader distribution of velocities at higher temperatures that helps the system cross the free energy barrier and the increasing height of the free energy barrier for the forward proton transfer process with increasing temperature. The total rate constant ͑k AB + k BA ͒ has a maximum value for N s = 8 and T = 150 K where the ionic and covalent states have nearly equal free energies. The cluster rate constants have magnitudes similar to those previously reported for clusters and bulk liquid 26, 36 despite considerable differences in the system environments.
Recrossing of the dividing surface before stabilization of the system in the reactant or product states reduces the rate constant. This reduction is reflected in the transmission coefficient for adiabatic dynamics ad , which is defined by TST varies more strongly and accounts for the major temperature variations of the full rate constant k AB ad . One of the main differences between proton transfer in the phenol-amine complex in a nanocluster and in bulk condensed phases or in confined geometries such as micelles is the fact that nanoclusters can deform or undergo other structural changes in response to chemical transformations. 14, 65 Such changes play a role in the proton transfer dynamics studied here since strong cluster shape fluctuations were observed. In addition, as in related studies, 25, 26, 65 our simulations have shown that the passage between the covalent and ionic states of the complex is strongly correlated with the location of the complex in the cluster. This correlation is seen in Fig. 9 , which shows contour plots of the joint probability density P͑⌬E , d͒ of ⌬E and d, where d denotes the distance between the center of mass of all cluster solvent molecules and that of the phenol-amine complex.
The strong correlation between these two quantities indicates that the ionic state of the complex state prefers configurations near the center of the cluster while the covalent state of the complex prefers to reside on the cluster surface. Sample configurations of the solvation structure of the covalent and ionic states are shown in Fig. 10 . In the right panel showing the solvation of the ionic state one can see that the solvent molecules are oriented to produce strong attractive electrostatic interactions leading to the stabilization of this configuration. As the cluster size increases, the covalent state of the complex can move more freely but the ionic state is restricted to regions near the center of the cluster. This effect can be seen by comparing the results for N s = 7 and 11 in Fig.  9 . It is also apparent that ⌬E is a better reaction coordinate than d since it provides a more unambiguous distinction between reactants and products.
The contour plot in the right panel of Fig. 9 shows that the lowest free energy path from reactants ͑covalent state, small ⌬E͒ to products ͑ionic state, large ⌬E͒ involves the movement of the complex to the center of the cluster before the reorganization of the solvent molecules to induce a change in the polarization. Of course, for the reversible passage from products to reactants the reverse process occurs. This observation differs from that for reverse micelles, 26 where in the dominant mechanism the movement of the complex follows the solvent rearrangement.
C. Nonadiabatic dynamics
We also computed the rate constants using quantumclassical Liouville dynamics which accounts for transitions between adiabatic states. 10 In nonadiabatic dynamics, quantum transitions lead to off-diagonal species matrix elements and when the system is in such coherently coupled states the classical degrees of freedom evolve on the mean of the ground and excited adiabatic surfaces. The mean free energy curve, shown in Fig. 5 has a single minimum in contrast to that for a bulk solvent where it has a shallow double-well form. 36 This feature influences the nature and magnitude of nonadiabatic effects in this system.
The adiabatic and nonadiabatic forward rate constants are compared in Fig. 11 for various values of N s and T. Nonadiabatic effects are small. The magnitude of nonadiabatic effects is controlled by the nonadiabatic coupling matrix elements which depend on the energy gap and coupling strength. These matrix elements are largest in the vicinity of the barrier top where the energy gap is at its smallest value. Both the excited state and mean free energy curves have single-well forms whose minima lie at the barrier top of the ground state. Consequently, one expects the nonadiabatic transitions to be largely localized in this region. The nonadiabatic coupling matrix elements are much smaller for the cluster than for the bulk phase solvent where nonadiabatic effects were observed to decrease the transfer rate by approximately 30%. 36 The smaller value of the nonadiabatic coupling matrix element means that there will be fewer nonadiabatic transitions and smaller nonadiabatic effects for our cluster system. We have computed the fraction of trajectories in the ensemble that undergo zero ͑adiabatic dynamics͒, two, four, and six transitions. ͑Only even numbers of transitions contribute to the diagonal rate in quantumclassical Liouville dynamics.͒ The majority of the trajectories follow adiabatic dynamics ͑Ϸ80% of the ensemble͒, about 10% of the trajectories undergo two nonadiabatic transitions with smaller percentages for higher numbers of transitions. Thus, to a good approximation, the cluster rate coefficients and their dependence on solvent number and temperature can be computed using adiabatic dynamics.
IV. DISCUSSION AND CONCLUSIONS
Proton transfer reactions are strongly influenced by solvation as is evidenced by the fact that the covalent and ionic states of the phenol-amine complex in our study are preferred in the gas and liquid phases, respectively. Our study has shown that the magnitudes of the nanocluster solvation forces can be tuned by changing the temperature or the number of cluster solvent molecules. Thus, cluster simulations can provide useful insight into understanding how the proton transfer process is influenced as the system passes from the gas to the liquid phases.
Our investigations of proton transfer in molecular cluster can be contrasted with those for a similar but simpler symmetric complex model ͑A − H¯A͒ − ͑A¯H − A͒ − dissolved in larger ͑N s =20-67͒ polar molecule clusters. 65 For this model, the free energy profile is symmetric and no vibration of the complex was allowed. For the larger clusters, the complex tended to lie roughly normal to the surface with the strongly ionic end more effectively solvated. Proton transfers were initiated by fluctuations that led to a similar solvation structure for both ends with the complex nearly parallel to the surface. For smaller clusters the complex was almost always found in the interior of the cluster. Although there are similarities in that surface and bulk solvation forces play an important role in the dynamics, the fact that one of the two forms of the phenol-amine complex is covalently bonded while the other is ionically bonded leads to a much stronger correlation between the structure of the cluster and the transfer process.
There are strong similarities between the mechanisms observed in our study and those for proton transfer involving the same phenol-amine model in spherically confined systems that model micelles. 25, 26 The ionic form of the complex was found to favor configurations near the surface while the covalent form favored configurations in the interior. An important difference in our cluster systems is that the entire cluster can deform as the transfer process occurs and is coupled with structural changes in the cluster.
It is also interesting to compare our results with the rather different ground-state [66] [67] [68] or excited-state [17] [18] [19] [20] [21] [22] proton transfer processes that have been studied experimentally in various molecular cluster systems. For example, the inverse proton transfer rate k AB −1 was found to be 5 ns for the cluster PhOH · ͑NH 3 ͒ 4 but changes dramatically to 55 ps for PhOH · ͑NH 3 ͒ 5 . 17, 18 In these systems the proton transfers to the solvent instead of within the proton-molecule complex. Nevertheless, in our system we observed a similar change in the magnitude of the inverse proton transfer rate. We found that k AB −1 increases from 0.1 ns for N s = 7 clusters to 30 ps for N s = 8 clusters. These results show the strong dependence of the transfer rate on changes in the environmental forces due to changes in the number of cluster molecules.
Nonadiabatic effects on the proton transfer rate were found to be small. This is consistent with observations in earlier studies of this model. 34, 36 The contributions of offdiagonal and the excited state matrix elements to the rates are small mainly because the energy gap between the ground and excited states is relatively large for this system. Thus, adiabatic dynamics provides a good approximation to the dynamics, but the situation could change depending on the system details. Nonadiabatic effects are expected to play a larger role for deuteron transfer processes.
The present simulation results have provided insight into the reactive events in nanoclusters. By combining the calculations of equilibrium structure and dynamics, the methodologies described here can be used in more extensive studies including kinetic isotope effects in proton transfer reactions and investigations of hydrated electron dynamics in nanomaterials. 
