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Computational Details
To simulate the CdS nanocrystals under pressure at reasonable computational cost, we used
an electronic enthalpy method1 for finite systems that we implemented within the linear-
scaling density functional theory (DFT) code ONETEP. ONETEP is based on the single
particle density-matrix ρ(r, r′) formulation of the Kohn-Sham equations in terms of a set
of local orbitals {φα(r)}, referred to as non-orthogonal generalized Wannier functions (NG-
WFs). These are spatially localized within spheres of radii {Rα}, centered on the atomic
1
coordinates as
ρ(r, r′) =
∑
αβ
φα(r)K
αβφ∗β(r
′), (1)
where Kαβ is called the density-kernel. The NGWFs are themselves expanded in terms of
an underlying, systematically improvable basis equivalent to plane waves. The total energy
is minimized with respect to both Kαβ and {φα(r)} in two nested loops in the course of a
calculation. Linear-scaling is achieved by exploiting the nearsightedness principle in systems
with an energy gap and truncating the density-matrix. The electronic structure can then be
described with plane-wave accuracy in terms of a minimal basis of in situ optimized NGWFs.
While the in situ optimization results in only a minimal basis being needed to accurately span
the occupied subspace, the unoccupied subspace, which is important for optical properties,
is generally poorly represented. This can be addressed by optimizing a second set of NGWFs
{χα} for a low energy window of the unoccupied subspace. This approach has been shown to
yield a very compact and accurate representation of low-energy excited states when compared
to plane-wave DFT2 and is important for calculating absorption spectra as shall be discussed
later.
All calculations were performed using a plane-wave cutoff Ec = 800 eV, the PW92
exchange-correlation functional3, no density-kernel truncation and Γ-only k-point sampling.
We also made use of Blöchl’s projector-augmented wave (PAW) formalism4,5 allowing for
efficient calculation of transition metals such as Cd. PAW atomic datasets were generated
with the Atom-PAW code6 with the triple-goal of accuracy, efficiency and transferability.
Nine valence NGWFs were used for Cd and S, four for N and C, and one for H, all with a
universal NGWF radius Rφ = 4.8 Å; similarly for the conduction NGWFs, except that five
NGWFs for each H and a universal conduction radius of Rχ = 6.3 Å were used. Both valence
and conduction NGWFs were initialized with a pseudoatomic solver, solving the Kohn-Sham
equation for the isolated pseudoatom, which produced an ideal atomic orbital basis.7–10
The nanocrystals were quasi-statically relaxed at different pressures using the quasi-
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Newton BFGS algorithm for geometry optimization.11 We used an atomic displacement
tolerance of 5.3 × 10−4 Å, an energy tolerance per atom of 5.4 × 10−4 eV and a maximum
force tolerance of 5.1× 10−2 eV/Å. The parameters defining the electronic volume were set
as α = 2.0× 10−3 Å−3 and σ = 3.4× 10−4 Å−3 (as discussed in Ref. [ 1]).
While we performed simulations in the 0-15 GPa range, it is worth mentioning that
the quasi-static approach used in this work can artificially trap the structure in metastable
configurations, especially when large activation barriers are associated with structural trans-
formations; inclusion of thermal effects and/or enhanced sampling might lead to structural
transformations before 15 GPa, as observed in experiments. We were however interested
in the regime of structural deformation (mainly in the range of 0-5 GPa) as opposed to
transformation and included the higher pressure results for completeness.
(Low energy) optical absorption spectra were obtained by using the linear-response
time-dependent DFT (TDDFT) formalism,12–18 which was recently implemented within
ONETEP.19 All calculations were performed within the Tamm-Dancoff approximation (TDA),
except for benchmarking calculation using the random phase approximation (RPA); this re-
sults in minute differences as shown in Figure S1. The Casida equations’13,17 calculations
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Figure S1: Comparison of the optical absorption spectra (Gaussian smearing 0.05 eV) of
at 0 GPa with TDDFT using the TDA and RPA approximations for: (a) [CdS]10–H; (b)
[CdS]10–Ph.
were performed following the method described in Ref. [ 19] on the relaxed structures. Such
method allowed us to converge the absorption spectrum within an energy window defined
3
by the number of optimized transitions. This is demonstrated in Figure S2 for [CdS]10–H at
0 GPa as an example. It was found that 12 transitions were needed for the [CdS]32–H and
30 transitions for [CdS]32–Ph nanocrystals to capture the main absorption peak. 100 transi-
tions were used for [CdS]32–Ph to compare its spectrum with that obtained experimentally
for Cd32S14(SC6H5)36DMF4 dissolved in THF20 over a comparable energy range.
Figure S2: Comparison of the TDDFT absorption spectrum of [CdS]10–H at 0 GPa for
different number of optimized transitions.
Structural Distortions
The strain pattern in the simulated nanocrystals is strongly dependent on the size and lig-
ands. At 0 GPa, the structure of [CdS]32–H and [CdS]32–Ph show significant differences
despite having the same CdS core. [CdS]32–Ph is less symmetric with distortions most pro-
nounced at the surface. Figure S3 shows a detailed comparison of the nearest neighbor Cd–S
bond distribution for the various sizes and ligands with pressure. At 0 GPa (Figure S3(a)),
both [CdS]32–H and [CdS]32–Ph have significant distortions compared to bulk zincblende
(ZB) (as much as 0.04 Å at the surface), with [CdS]32–Ph more disordered than [CdS]32–H
as seen by the spread of ∼0.02 Å of nearest neighbor Cd–S bond lengths within a given shell.
At 5 GPa (Figure S3(b)), such spread is reduced, but is still more pronounced for [CdS]32–Ph
compared to [CdS]32–H both in magnitude and shell position from the center. This indicates
that the nanocrystal contracts differently depending on the ligands, which can be attributed
4
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Figure S3: Nearest neighbor Cd–S distances as a function of distance from nanocrystal
(NC) center for: (a) [CdS]32–H and [CdS]32–Ph at 0 GPa; (b) [CdS]32–H and [CdS]32–Ph at
5 GPa; (c) [CdS]10–H and [CdS]10–Ph at 0 GPa; (d) [CdS]10–H and [CdS]10–Ph at 5 GPa.
to surface energy differences as well as ligand-surface interactions.
In Figure S3(c) and (d), [CdS]10–Ph and [CdS]10–H show similar trends in strain with
ligands, but the small size and prominent surface lead to more pronounced distortions com-
pared to their larger counterparts. Again, the phenyl-capped version is more distorted than
the hydrogen-capped one. At 5 GPa, the distortions are very pronounced with as much as
∼0.1 Å and a spread in position from the center for a given shell of ∼1 Å, as opposed to
0.1 Å for the larger nanocrystals. We also investigated the bond angle distributions, which
further corroborate this picture. Distortions, as seen in the spread in bond angle distribu-
tion, increase with increasing pressure and decrease with increasing size; moreover, they are
more pronounced in the phenyl-capped nanocrystals.
The above results demonstrate that the CdS nanocrystals examined in this work are
not merely passivated pieces of bulk with an elastic response dictated by their bulk moduli.
5
Instead, substantial structural rearrangements are observed with pressure, which depend on
size and surface chemistry in a complex fashion.
Electronic Properties
The HOMO and LUMO orbitals for the investigated nanocrystals at 0 and 5 GPa are shown
in Figures S4, S5, S6 and S7, with a schematic summary of the mechanisms affecting the
orbital energies in Figure S8. The energy level of band edge orbitals are listed in Tables S1
and S2.
HOMO
LUMO
0 GPa 5 GPa
Figure S4: Band edge orbitals of [CdS]32–H (0.01 Å
−3/2 orbital density isosurface) at 0 GPa
and 5 GPa.
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HOMO
LUMO
0 GPa 5 GPa
Figure S5: Band edge orbitals of [CdS]10–H (0.01 Å
−3/2 orbital density isosurface) at 0 GPa
and 5 GPa.
HOMO
LUMO
0 GPa 5 GPa
Figure S6: Band edge orbitals of [CdS]32–Ph (0.01 Å
−3/2 orbital density isosurface) at 0 GPa
and 5 GPa.
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LUMO
0 GPa 5 GPa
HOMO
Figure S7: Band edge orbitals of [CdS]10–Ph (0.01 Å
−3/2 orbital density isosurface) at 0 GPa
and 5 GPa.
HOMO
LUMO
Figure S8: Schematic of the mechanisms affecting the band edge orbitals: hybridization in
[CdS]32–Ph (ignoring distortions and surface polarization due to ligands) leads to a reduc-
tion in LUMO energy and consequently energy gap reduction when compared to [CdS]32–H
(whose HOMO and LUMO energy levels are shown in red for reference); more pronounced
confinement effects in [CdS]10–H increase the energy gap while surface reconstruction intro-
duce disorder and lift degeneracy of some of the band edge states; the intrinsic dipole of the
phenyl ligand of [CdS]10–Ph shifts the respective energy level upwards.
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Table S1: Energy levels (in eV) of band edge orbitals of [CdS]32–H and [CdS]32–Ph at 0 and
5 GPa
[CdS]32–H 0 GPa [CdS]32–H 5 GPa [CdS]32–Ph 0 GPa [CdS]32–Ph 5 GPa
HOMO-2 -4.600 -4.662 -3.648 -3.193
HOMO-1 -4.597 -4.659 -3.642 -3.191
HOMO -4.597 -4.659 -3.640 -3.185
LUMO -2.037 -1.948 -1.061 -0.664
LUMO+1 -1.425 -1.314 -0.577 -0.201
LUMO+2 -1.425 -1.314 -0.551 -0.182
LUMO+3 -1.423 -1.314 -0.544 -0.171
Table S2: Energy levels (in eV) of band edge orbitals of [CdS]10–H and [CdS]10–Ph at 0 and
5 GPa
[CdS]10–H 0 GPa [CdS]10–H 5 GPa [CdS]10–Ph 0 GPa [CdS]10–Ph 5 GPa
HOMO-2 -4.901 -4.134 -4.442 -3.977
HOMO-1 -4.882 -4.058 -4.374 -3.911
HOMO -4.844 -3.917 -4.314 -3.860
LUMO -1.931 -1.025 -1.453 -1.259
LUMO+1 -1.292 -0.345 -1.412 -1.202
LUMO+2 -1.287 -0.340 -1.251 -0.979
LUMO+3 -1.268 -0.326 -1.224 -0.928
The mechanisms affecting the electronic structure are deconvolved in detail in the fol-
lowing.
• Quantum confinement: The band edge orbitals tend to be delocalized over the whole
nanocrystal and confinement effects become important in the size regime under con-
sideration (in bulk wurtzite CdS, Wannier-Mott excitons with Bohr radii ∼30 Å form).
Confinement has the effect of increasing the energy gap compared to the bulk value
when the nanocrystal size is reduced. This is apparent from the energy gap at 0 GPa:
[CdS]10–H has a (DFT) gap of 2.91 eV and [CdS]32–H of 2.56 eV compared to 1.5 eV for
bulk ZB. Interestingly, the [CdS]10–Ph energy gap, equal to 2.77 eV, is reduced with
respect to that of [CdS]10–H, despite having the same core. This can be explained by
the band edge orbitals of [CdS]10–Ph delocalizing over the phenyls and thus leading
to an increased effective radius. In [CdS]32–Ph the energy gap is 2.58 eV, similarly to
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[CdS]32–H, as the orbitals are not fully delocalized over the whole nanocrystal.
• Hybridization: The interaction between phenyls and nanocrystal surface leads to a
coupling between the phenyl HOMO and the nanocrystal valence band edge orbitals.
Such coupling produces hybrid orbitals at the organic-inorganic interface that have
a mixed character of both ligand and nanocrystal. The phenyl rings are covalently
bonded to surface S atoms and also act as hole acceptors accentuating the delocalization
of valence edge orbitals onto them. The strength of hybridization depends strongly on
the alignment of the phenyl HOMO and nanocrystal valence edge orbitals, as well as
spatial overlap and symmetry of the orbitals and can be estimated from perturbation
theory.21 The HOMO of the phenyl have pi-type symmetry, while the valence band-edge
of the nanocrystal is mostly composed of S 3p orbitals with considerable density at the
surface and mixing is both symmetrically and spatially allowed. As the ligand and
nanocrystal energy levels align, the mixing becomes more resonant and the potential
barrier for hole delocalization is reduced, which in turn reduces quantum confinement
and the energy gap. The choice of ligands can thus be used as a way of engineering the
energy gap as has been demonstrated experimentally for CdSe.22,23 Delocalization of
charge onto ligands also has consequences for optical properties as electron-hole overlap
and hence recombination rates are affected.
• Compression/Distortion: Isotropic compressions would alter the energy gaps according
to the pressure coefficient of bulk ZB. Instead, distortions have the effect of breaking
translational symmetry of the nanocrystal core. For the nanocrystal size range inves-
tigated here, distortions can change the charge carrier localization, band-edge energy
levels and energy gaps significantly.24–28 The electronic structure can then be “strain-
engineered” by adjusting the size, ligands and pressure. Breaking the translational
symmetry of the core has the effect of lifting the degeneracy of certain electronic states
and can also change their ordering. From Table S1, it is clear that the set of three
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states HOMO-2–HOMO and LUMO+1–LUMO+3 of [CdS]32–H are near-degenerate
(splittings of ∼3 meV) and remain so at 5 GPa. For [CdS]32–Ph, these states are
comparatively less degenerate with a valence edge splitting of ∼8 meV and conduc-
tion band edge splitting of ∼30 meV. This symmetry breaking is more pronounced in
the phenyl-capped case due to the strong surface-induced distortions. Table S2 shows
that this effect is accentuated for [CdS]10–H and [CdS]10–Ph as the surface energetics
become more important and the distortions even more pronounced for these smaller
nanocrystals. For [CdS]10–H at 5 GPa, the valence edge splitting is ∼0.2 eV and con-
duction band edge splitting ∼20 meV. Similarly, [CdS]10–Ph at 5 GPa has a valence
edge splitting of ∼0.12 eV and conduction band splitting of ∼0.27 eV. This trend is in
line with the structural disorder analysed in Figure S3.
• Electrostatics:
Significant charge redistributions arise due to the size, surface and pressure of the
nanocrystals. To better resolve these factors, we decompose the electronic density of
states (DOS) in contributions from Cd, S and ligands and their chemical environment.
Figure S9 shows the marked difference in trends of the DOS with pressure for [CdS]32–H
and [CdS]32–Ph.
The projected DOS for [CdS]32–H confirms that valence band edge orbitals are mostly
localized on S atoms, especially core and unligated surface ones. At 5 GPa, the oc-
cupied DOS from facet unligated S is reduced, while the contribution from corner S
increases slightly. The unoccupied DOS increases slightly on the facet ligated S. For
[CdS]32–Ph, similarly to [CdS]32–H, the application of pressure results in a decrease of
occupied DOS coming from unligated facet S. The C and ligated S contribute much
DOS at the valence band edge at 0 GPa, while the unligated and core S also contribute
but in smaller proportion. The midgap LUMO state instead is mostly localized on the
suface Cd with much less weight coming from the ligands. At 5 GPa, the ligated surface
11
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Figure S9: Electronic DOS projected onto S, Cd and ligand atoms (where 0 eV corresponds
to the vacuum level) for: (a)[CdS]32–H at 0 GPa; (b) [CdS]32–H at 5 GPa; (c) [CdS]32–Ph
at 0 GPa; (d) [CdS]32–Ph at 5 GPa.
S and C still contribute most to the valence edge DOS, but the core and corner S have
a larger contribution. For the LUMO, the C and H and ligated S begin to contribute
in larger proportion compared to at 0 GPa. This indicates that the distortions tend to
increase the hybridization. The analysis of [CdS]10–H and [CdS]10–Ph in Figure S10
shows a similar decrease of occupied DOS on facet unligated S with pressure, and an
increase and large contributions from the phenyl C. Unlike their larger counterparts,
the shape of the DOS of phenyl and H-capped smaller nanocrystals appear qualita-
tively different, probably because of strong distortions. The changes in partial charges
were evaluated by Mulliken analysis. While the values obtained are sensitive to the
methodology, qualitative trends are expected to be meaningful. Charge redistribution
with pressure are observed both in the core and on the ligands. Polarization effects are
important due to ligand-ligand interactions (thiophenol has an intrinsic dipole of 1.24 D
pointing towards the phenyl group) and ligand-nanocrystal interaction, and produce
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Figure S10: Electronic DOS projected onto S, Cd and ligand atoms (where 0 eV corresponds
to the vacuum level) for: (a)[CdS]10–H at 0 GPa; (b) [CdS]10–H at 5 GPa; (c) [CdS]10–Ph
at 0 GPa; (d) [CdS]10–Ph at 5 GPa.
an interfacial dipole tending to compensate the intrinsic dipoles. At 0 GPa, dipoles
for the thiophenols estimated from the Mulliken partial charges in the range 0.8-1.1 D
are obtained, depending on chemical environment, while at 5 GPa they increase to
1.2-2.0 D. These dipoles tend to shift the relative orbital energy levels depending on
their orientation and the localization of orbitals. Because the band edge orbitals tend
to be delocalized over the whole nanocrystal, their relative energy separation is not
significantly altered by the interfacial dipoles.29,30
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