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Abstract
Let N  3, 1 < p < (N + 2)/(N − 2) and 0 < λ < (N − 2)2/4. We study the existence of multiple sign-changing solutions of
u ∈ H 1(RN ), −u + u − λu/|x|2 = |u|p−1u in RN,
which are not radially symmetric.
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1. Introduction
We consider a nonlinear elliptic problem in RN with a Hardy term⎧⎨⎩−u + u − λ
u
|x|2 = |u|
p−1u in RN ,
u ∈ H 1(RN ), (1.1)
where λ ∈ (0, (N − 2)2/4), N  3 and 1 < p < (N + 2)/(N − 2). Recently, many authors study the existence of
solutions for problems including Hardy terms; see [2–12,14–18,20,23,24,26] and others. In particular, in [3–7,9,14,
15,23], the existence of sign-changing solutions are studied in bounded domains.
We consider the existence of multiple sign-changing solutions of problem (1.1) on the entire domain. Since the
subspace of H 1(RN) which consists of all radially symmetric functions is compactly imbedded into Lq(RN) for
q ∈ (2,2N/(N − 2)), by the Lusternik–Schnirelmann theory, we can expect the existence of many radially symmetric
sign-changing solutions of (1.1). Thus we are interested in the existence of sign-changing solutions which are not
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satisfying I∞u 2 inf{I∞v: v ∈N∞}, where
I∞u = 12
∫
RN
(∣∣∇u(x)∣∣2 + ∣∣u(x)∣∣2)dx − 1
p + 1
∫
RN
∣∣u(x)∣∣p+1 dx, u ∈ H 1(RN ),
and
N∞ =
{
u ∈ H 1(RN ) \ {0}: ∫
RN
(∣∣∇u(x)∣∣2 + ∣∣u(x)∣∣2)dx = ∫
RN
∣∣u(x)∣∣p+1 dx}.
From the view point of the critical points at infinity, problem (1.1) with λ = 0 can be considered as the limit
problem of (1.1). Thus we are also interested in the existence of sign-changing solutions u of (1.1) satisfying
Iu  2 inf{I∞v: v ∈N∞}, where I : H 1(RN) → R is the associated functional corresponding to problem (1.1) de-
fined by
Iu = 1
2
∫
RN
(∣∣∇u(x)∣∣2 +(1 − λ|x|2
)∣∣u(x)∣∣2)dx − 1
p + 1
∫
RN
∣∣u(x)∣∣p+1 dx
for each u ∈ H 1(RN).
In this paper, we show that the Hardy potential u → −(λ/2) ∫
RN
|u(x)|2/|x|2 dx in the functional I naturally leads
to the existence of sign-changing solutions u1, u2 of problem (1.1) such that Iui < 2 inf{I∞v: v ∈N∞} (i = 1,2) and
u2 is odd (and hence not radially symmetric), and we show that u1 is not either radially symmetric if λ > 0 is small
enough. In order to state our result, we introduce the following subsets of H 1(RN):
N =
{
u ∈ H 1(RN ) \ {0}: ∫
RN
(∣∣∇u(x)∣∣2 + (1 − λ/|x|2)∣∣u(x)∣∣2)dx = ∫
RN
∣∣u(x)∣∣p+1 dx};
N∗ =
{
u = u+ + u−: u+, u− ∈N };
N˜ = {u ∈N : u(−x) = −u(x) for almost every x ∈ RN}.
Now, we state our result.
Theorem. Let N  3 and let 1 < p < (N + 2)/(N − 2). For each λ ∈ (0, (N − 2)2/4), there exist sign-changing
solutions u1 ∈N , u2 ∈ N˜ of (1.1) satisfying Iu1 = min{Iv: v ∈N∗} and Iu2 = min{Iv: v ∈ N˜ }, respectively, and
hence u2 is not radially symmetric. Moreover, if λ > 0 is sufficiently small, then u1 = u2 and u1 is not either radially
symmetric.
2. Proof of Theorem
We define an inner product (·,·) on H 1(RN) by (u, v) = ∫
RN
(∇u∇v + uv)dx, and we denote by ‖ · ‖ its corre-
sponding norm. We recall Hardy’s inequality [22]
(N − 2)2
4
∫
RN
|u(x)|2
|x|2 dx 
∫
RN
∣∣∇u(x)∣∣2 dx for all u ∈D1,2(RN ).
In this section, we fix λ ∈ (0, (N − 2)2/4). By Hardy’s inequality, we can find the functional I in the introduction
is well defined. We consider the following problem:{
−u + u = |u|p−1u in RN ,
u ∈ H 1(RN ). (2.1)
Since λ/|x|2 → 0 as |x| → ∞, the problem above is regarded as the limit problem of (1.1). We also consider its
associated functional I∞ as in the introduction. We know that problem (2.1) has a unique radially symmetric positive
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each y ∈ RN , we define u¯y by u¯y(·) = u¯(· − y).
In addition to N∞, N , N∗ and N˜ , we define the following subsets of H 1(RN):
H˜ = {u ∈ H 1(RN ): u(−x) = −u(x) for almost every x ∈RN}.
We note that N˜ = H˜ ∩N . We also define the following values:
c(N ) = inf{Iu: u ∈N }; c(N∞) = inf{I∞u: u ∈N∞};
c(N∗) = inf{Iu: u ∈N∗}; c(N˜ ) = inf{Iu: u ∈ N˜ }.
We note that I∞u¯ = c(N∞).
As a fundamental fact, we show the existence of a positive solution of (1.1).
Proposition 1. There exists a radially symmetric, positive solution u0 ∈ H 1(RN) of (1.1) such that Iu0 = c(N ) and
|x| → u0(|x|) is decreasing.
Proof. Let H 1rad(R
N) be the space of all radially symmetric functions in H 1(RN). For each u ∈ H 1(RN), we de-
note by u∗ its symmetric-decreasing rearrangement. It is well known that u∗ is nonnegative, radially symmetric,
|x| → u∗(|x|) is decreasing and∫
RN
∣∣∇u∗∣∣2 dx  ∫
RN
|∇u|2 dx,
∫
RN
∣∣u∗∣∣2/|x|2 dx  ∫
RN
|u|2/|x|2 dx,
∫
RN
∣∣u∗∣∣2 dx = ∫
RN
|u|2 dx,
∫
RN
∣∣u∗∣∣p+1 dx = ∫
RN
|u|p+1 dx.
For the definition of the symmetric-decreasing rearrangement and its properties above, see [21]. Let u ∈N . Then the
unique t > 0 with tu∗ ∈N satisfies t  1, which yields
I (tu∗) = p − 1
2(p + 1)
∫
RN
∣∣tu∗∣∣p+1 dx  p − 1
2(p + 1)
∫
RN
∣∣u∗∣∣p+1 dx  p − 1
2(p + 1)
∫
RN
|u|p+1 dx = Iu.
Noting that (tu∗)∗ = tu∗, we have inf{Iv: v ∈N } = inf{Iv: v ∈N , v = v∗}. Since H 1rad(RN) is compactly imbedded
into Lq(RN) for q ∈ (2,2N/(N − 2)) (see [25, Corollary 1.26]), there exists u0 ∈N such that u0 = u∗0 and Iu0 =
inf{Iu: u ∈N }. By the elliptic theory, we can infer that u0 ∈ C∞(RN \ {0}) and u0 is positive on RN . 
In the rest of this section, we fix u0 which is obtained in the proposition above. By the elliptic regularity theory, we
can obtain the following.
Lemma 1. For each ε > 0, there exists C > 0 such that
max
{
u0(x),
∣∣∇u0(x)∣∣, u¯(x), ∣∣∇u¯(x)∣∣}Ce−(1−ε)|x| for all x ∈RN.
The following simple lemma is obtained as [1, Lemma 4].
Lemma 2. Let q > 1. Then there exists C > 0 such that∣∣|u + v|q − |u|q − |v|q − quv(|u|q−2 + |v|q−2)∣∣ C(|u|q−2v2 + u2|v|q−2)
for all u,v ∈R.
For the sake of completeness, we give the following lemma.
Lemma 3. Let y ∈ RN and let α,β > 0. Then for each c ∈ (0,min{α,β}), there holds ∫
RN
e−α|x|e−β|x−y| dx =
O(e−c|y|).
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RN
e−α|x|e−β|x−y| dx  e−β|y|
∫
RN
e−(α−β)|x| dx = O(e−β|y|).
Next, we consider the case α = β . Let c ∈ (0, α). Then we have∫
RN
e−α|x|e−α|x−y| dx 
∫
RN
e−α|x|e−c|x−y| dx = O(e−c|y|). 
We give the concentrate compactness principle for problem (1.1).
Lemma 4. Let {un} be a sequence of H 1(RN) such that Iun → c and ∇Iun → 0. Then there exist a subsequence
{unm} of {un}, a solution u of (1.1), k ∈N∪ {0}, nontrivial solutions v1, . . . , vk of (2.1) and sequences {yjm} of RN for
j = 1, . . . , k such that∥∥∥∥∥unm − u −
k∑
j=1
vj
(· − yjm)
∥∥∥∥∥→ 0, c = Iu +
k∑
j=1
I∞vj ,
∣∣yjm∣∣→ ∞, ∣∣yjm − yj ′m ∣∣→ ∞ for j = j ′. (2.2)
Proof. We may assume that {un} converges weakly to u in H 1(RN), it converges strongly to u in Lqloc(RN) for
1  q < 2N/(N − 2), and it also converges to u almost everywhere. We can easily see that u is a solution of (1.1).
We set vn = un − u for each n ∈N. Since ∇Iun → 0 and
lim
n→∞ sup‖w‖1
∫
RN
(|un|p−1unw − |u|p−1uw − |vn|p−1vnw)dx = 0,
we have
lim
n→∞ sup‖w‖1
∫
RN
(
∇vn∇w + vnw − λ|x|2 vnw − |vn|
p−1vnw
)
dx = 0. (2.3)
We will show
∫
RN
|vn|2/|x|2 dx → 0. Choose any ϕ ∈ C∞0 (RN) such that 0 ϕ  1, ϕ(x) = 1 for |x| 1, ϕ(x) = 0
for |x| 2 and |∇ϕ| 2. From (2.3), vn → 0 in Lqloc(RN) for 1 q < 2N/(N − 2) and(
(N − 2)2
4
− λ
) ∫
|x|1
|vn|2
|x|2 dx 
(
(N − 2)2
4
− λ
) ∫
RN
|vnϕ|2
|x|2 dx

∫
RN
∣∣∇(vnϕ)∣∣2 dx − λ ∫
RN
|vnϕ|2
|x|2 dx
=
∫
RN
(
∇vn∇
(
vnϕ
2)− λ|x|2 vn(vnϕ2)
)
dx +
∫
RN
|vn∇ϕ|2 dx,
we have
∫
|x|1 |vn|2/|x|2 dx → 0. Hence we obtain∫
RN
|vn|2
|x|2 dx =
∫
|x|1
|vn|2
|x|2 dx +
∫
|x|>1
|vn|2
|x|2 dx → 0.
Then we have Iun = Iu + I∞vn + o(1). Using
∫
N |vn|2/|x|2 dx → 0, we also haveR
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‖w‖1
∣∣∣∣ ∫
RN
vnw
|x|2 dx
∣∣∣∣ sup‖w‖1
( ∫
RN
|w|2
|x|2 dx
) 1
2
( ∫
RN
|vn|2
|x|2 dx
) 1
2
 2
N − 2
( ∫
RN
|vn|2
|x|2 dx
) 1
2 → 0.
From (2.3) and the estimate above, we obtain ∇I∞vn → 0. Therefore by the concentration compactness principle for
problem (2.1) (see [25, Theorem 8.4]), we obtain the conclusion. 
As a direct consequence of the previous lemma, we have the following.
Lemma 5. Let {un} be a sequence of H˜ such that Iun → c and ∇Iun → 0. Then there exist a subsequence {unm}
of {un}, a solution u ∈ H˜ of (1.1), k ∈ N ∪ {0}, nontrivial solutions v1, . . . , vk of (2.1) and sequences {yjm} of RN for
j = 1, . . . , k such that∥∥∥∥∥unm − u −
k∑
j=1
(
vj
(· − yjm)− vj (· + yjm))
∥∥∥∥∥→ 0, c = Iu + 2
k∑
j=1
I∞vj ,
∣∣yjm∣∣→ ∞, ∣∣yjm − yj ′m ∣∣→ ∞ for j = j ′.
By this lemma, we know that the restricted functional I on H˜ satisfies (PS)c for c < 2c(N∞). So the following
estimate is crucial to find an odd sign-changing solution of (1.1).
Lemma 6. c(N˜ ) < 2c(N∞).
Proof. We set d = inf{|u¯(z)|2: |z| 1} ∫|z|1 dz. Then we have∫
RN
|u¯y |2
|x|2 dx 
∫
|x−y|1
|u¯(x − y)|2
|x|2 dx =
∫
|z|1
|u¯(z)|2
|y + z|2 dz
 d
(|y| + 1)2 
d
4|y|2 for y ∈ R
N with |y| 1. (2.4)
By Lemmas 1, 3 and (2.4), we have∫
RN
|u¯y − u¯−y |2
|x|2 dx =
∫
RN
( |u¯y |2 + |u¯y |2
|x|2 −
2u¯y u¯−y
|x|2
)
dx  d
2|y|2 + o
(|y|−2)
for y ∈RN with |y| large enough. For each y ∈ RN \ {0}, let sy be the unique positive number with sy(u¯y − u¯−y) ∈ N˜ .
Using Lemma 2 with the constant C > 0 in the lemma, we have
s
p−1
y
∫
RN
[|u¯y |p+1 + |u¯−y |p+1 − (p + 1)u¯y u¯−y(|u¯y |p−1 + |u¯−y |p−1)− C(|u¯y |2|u¯−y |p−1 + |u¯−y |2|u¯y |p−1)]dx
 sp−1y
∫
RN
|u¯y − u¯−y |p+1 dx
=
∫
RN
(∣∣∇(u¯y − u¯−y)∣∣2 +(1 − λ|x|2
)
|u¯y − u¯−y |2
)
dx
=
∫
RN
(
|u¯y |p+1 + |u¯−y |p+1 − λ|x|2 |u¯y − u¯−y |
2 − 2u¯py u¯−y
)
dx.
By Lemmas 1 and 3 and the inequalities above, we have
2sp−1y
∫
N
|u¯|p+1 dx  2
∫
N
|u¯|p+1 dx − λd
2|y|2 + o
(|y|−2)
R R
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∫
RN
|u¯|p+1 dx), we have sp−1y  1−C1|y|−2 +o(|y|−2) for |y| large enough.
Hence we have
I
(
sy(u¯y − u¯−y)
)= (1
2
− 1
p + 1
)
s
p+1
y
∫
RN
|u¯y − u¯−y |p+1 dx
=
(
1
2
− 1
p + 1
)
s
p+1
y
( ∫
RN
|u¯y |p+1 dx +
∫
RN
|u¯−y |p+1 dx
)
+ o(|y|−2)
 2c(N∞)
(
1 − C1|y|−2 + o
(|y|−2)) p+1p−1 + o(|y|−2)< 2c(N∞)
for |y| large enough. Therefore we obtain c(N˜ ) < 2c(N∞). 
Now, we show that there is an odd sign-changing solution of (1.1).
Proposition 2. There exists a sign-changing solution u2 ∈ H˜ of (1.1) satisfying Iu2 = c(N˜ ).
Proof. Let J : H˜ → R be the functional which is identical with I on H˜ . Let Γ = {γ ∈ C([0,1], H˜ ): γ (0) = 0,
J (γ (1)) < 0} and set c = infγ∈Γ max0t1 J (γ (t)). We note that u ∈ N˜ if and only if (∇Ju,u) = 0 for u ∈ H˜ \ {0}
and that (∇Ju,u) > 0 if ‖u‖ > 0 is sufficiently small and (∇Ju,u) < 0 if ‖u‖ is sufficiently large. By the intermediate
value theorem, we can infer that c = c(N˜ ). By Lemmas 5 and 6, J satisfies (PS)c(N˜ ), and hence c(N˜ ) is a critical
value for J . Hence there is u2 ∈ N˜ with Ju2 = c(N˜ ) and ∇Ju2 = 0. Since we have ∇Iu2 = 0 by the principle of
symmetric criticality (see [25, Theorem 1.28]), we finish the proof. 
In the rest of this section, using the method employed in [13], we show that there exists u1 ∈N∗ satisfying Iu1 =
c(N∗) and ∇Iu1 = 0. We note that I may not satisfy (PS)c(N∗), because c(N∗) may equal to c(N∞). However, we
can show the following Palais–Smale type condition holds.
Lemma 7. For each c ∈ (−∞, c(N ) + c(N∞)), any sequence {un} ⊂N∗ satisfying Iun → c and ∇Iun → 0 has a
convergent subsequence.
Proof. Fix c ∈ (−∞, c(N ) + c(N∞)) and {un} ⊂ N∗ satisfying Iun → c and ∇Iun → 0. By Lemma 4, we may
assume that there exist a subsequence {unm} of {un}, a solution u of (1.1), k ∈N∪ {0}, nontrivial solutions v1, . . . , vk
of (2.1) and sequences {yjm} of RN for j = 1, . . . , k satisfying (2.2). We know that Iu  c(N ) if u = 0 and that
I∞(vj ) > 2c(N∞) or I∞(vj ) = c(N∞) if vj is sign-changing or not, respectively. By {un} ⊂N∗, we note that there
is C > 0 such that ‖u+n ‖ C and ‖u−n ‖ C for all n. Hence we can infer that k = 0. Therefore {unm} converges to u
in H 1(RN). 
In order to show that I satisfies the Palais–Smale type condition at the level c(N∗), the following estimate is crucial.
Lemma 8. c(N∗) < c(N∞) + c(N ).
Proof. As in the proof of Lemma 6, we set d = inf{|u¯(z)|2: |z| 1} ∫|z|1 dz. Using Lemmas 1–3 and (2.4), we have
I (u0 − u¯y) = I (u0 − u¯y) + (∇Iu0, u¯y)
= Iu0 + I∞u¯y − λ2
∫
RN
|u¯y |2
|x|2 dx
− 1
p + 1
∫
N
(|u0 − u¯y |p+1 − |u0|p+1 − |u¯y |p+1 + (p + 1)|u0|pu¯y)dx
R
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∫
RN
|u¯y |2
|x|2 dx +
1
p + 1
∫
RN
(
C|u0|p−1u¯2y + Cu20|u¯y |p−1
)
dx
 Iu0 + I∞u¯y − λd8|y|2 + o
(|y|−2)
for y ∈ RN with |y| large enough. For y ∈ RN , we define sy, ty > 0 by sy(u0 − u¯y)+ + ty(u0 − u¯y)− ∈N∗. Using
Lemmas 1–3 and (2.4), for y ∈RN with |y| large enough, we have∫
RN
|u¯|p+1 dx = ‖u¯‖2 = ‖u¯y‖2 =
∥∥(u0 − u¯y)−∥∥2 + o(|y|−2)
= λ
∫
RN
|(u0 − u¯y)−|2
|x|2 dx + t
p−1
y
∫
RN
∣∣(u0 − u¯y)−∣∣p+1 dx + o(|y|−2)
= λ
∫
RN
|u¯y |2
|x|2 dx + t
p−1
y
∫
RN
|u¯y |p+1 dx + o
(|y|−2)
 λd
4|y|2 + t
p−1
y
∫
RN
|u¯|p+1 dx + o(|y|−2),
which implies tp−1y  1−C1|y|−2 +o(|y|−2), where C1 = λd/(4
∫
RN
|u¯|p+1 dx). By a similar estimate, we also have
s
p−1
y = 1 + o(|y|−2). Then we have
I
(
sy(u0 − u¯y)+ + ty(u0 − u¯y)−
)
=
(
1
2
− 1
p + 1
)(
s
p+1
y
∫
RN
∣∣(u0 − u¯y)+∣∣p+1 dx + tp+1y ∫
RN
∣∣(u0 − u¯y)−∣∣p+1 dx)
= I (u0 − u¯y) + p − 12(p + 1)
((
s
p−1
y − 1
) ∫
RN
∣∣(u0 − u¯y)+∣∣p+1 dx + (tp−1y − 1) ∫
RN
∣∣(u0 − u¯y)−∣∣p+1 dx)
 I (u0 − u¯y) + o
(|y|−2) Iu0 + I∞u¯y − λd8|y|2 + o(|y|−2)< c(N∞) + c(N )
for y ∈RN with |y| large enough. Hence we obtain c(N∗) < c(N∞) + c(N ). 
We define ‖ · ‖λ by ‖u‖2λ =
∫
RN
(|∇u|2 + (1 − λ/|x|2)|u|2) dx for each u ∈ H 1(RN), which is an equivalent norm
to ‖ · ‖ and will be used only in the following two lemmas. We recall that u+ = max{u,0} and u− = min{u,0} for
u ∈ H 1(RN). We define τ : H 1(RN) \ {0} → (0,∞) by τ(u)u ∈N for each u ∈ H 1(RN) \ {0} and we also define
α : [0,1] ×N∗ →N by
α(t, u) = τ((1 − t)u+ + tu−)((1 − t)u+ + tu−), (t, u) ∈ [0,1] ×N∗.
From the definitions of τ , α and N∗, we have the following.
Lemma 9. For each (t, u) ∈ [0,1] ×N∗, there hold
τ
(
(1 − t)u+ + tu−)= ( (1 − t)2‖u+‖2λ + t2‖u−‖2λ
(1 − t)p+1‖u+‖2λ + tp+1‖u−‖2λ
) 1
p−1 ;
α(t, u) =
(
(1 − t)p+1‖u+‖2λ + t2(1 − t)p−1‖u−‖2λ
p+1 + 2 p+1 − 2
) 1
p−1
u+ +
(
tp−1(1 − t)2‖u+‖2λ + tp+1‖u−‖2λ
p+1 + 2 p+1 − 2
) 1
p−1
u−;
(1 − t) ‖u ‖λ + t ‖u ‖λ (1 − t) ‖u ‖λ + t ‖u ‖λ
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(
α(t, u)
)= ∥∥u+∥∥2
λ
f
((
(1 − t)p+1‖u+‖2λ + t2(1 − t)p−1‖u−‖2λ
(1 − t)p+1‖u+‖2λ + tp+1‖u−‖2λ
) 1
p−1)
+ ∥∥u−∥∥2
λ
f
((
tp−1(1 − t)2‖u+‖2λ + tp+1‖u−‖2λ
(1 − t)p+1‖u+‖2λ + tp+1‖u−‖2λ
) 1
p−1)
,
where f (s) = s2/2 − sp+1/(p + 1) for s  0.
Lemma 10. For each c ∈ R and σ > 0, there exists η > 0 such that I (α(t, u))  Iu − η for all (t, u) ∈ [0,1] ×N∗
with |t − 1/2| σ and Iu c.
Proof. Fix c ∈R. We note that there exists C > 1 such that 1/C  ‖u±‖λ  C for all u ∈N∗ with Iu c. Since
d
ds
( ‖u±‖2λ/‖u∓‖2λ + s2
‖u±‖2λ/‖u∓‖2λ + sp+1
)
= −(p − 1)s
p+2 + ‖u±‖2λ/‖u∓‖2λ(−(p + 1)sp + 2s)
(‖u±‖2λ/‖u∓‖2λ + sp+1)2
,
we can infer that there exist ν > 0 and δ ∈ (0,1) such that
d
ds
( ‖u±‖2λ/‖u∓‖2λ + s2
‖u±‖2λ/‖u∓‖2λ + sp+1
)
<
{−ν if |s − 1| δ,
0 if s  1 − δ
for all u ∈N∗ with Iu c. Using the previous lemma and the fact that I (au+ + bu−) I (u+) + I (u−) = I (u) for
each a, b 0 and u ∈N∗, we can easily see that the conclusion holds. 
Now, we show the existence of another sign-changing solution of (1.1).
Proposition 3. There exists a sign-changing solution u1 ∈N∗ of (1.1) satisfying Iu1 = c(N∗).
Proof. Suppose that the conclusion does not hold. Then by Lemmas 7 and 8, there exists ε ∈ (0, c(N ) + c(N∞) −
c(N∗)) such that inf{‖∇Iu‖: u ∈N∗, Iu  c(N∗) + ε} > 0. We set A = {u ∈N∗: Iu  c(N∗) + ε} and Br(A) =
{v ∈ H 1(RN): there is u ∈ A with ‖v − u‖ r} for each r > 0. Then there also exists r > 0 such that
inf
{‖∇Iv‖: v ∈ B2r (A) ∩N }> 0. (2.5)
We can see that there is σ ∈ (0,1/2) such that ‖α(t, u) − u‖ r for each (t, u) ∈ [0,1] × A with |t − 1/2| σ . By
Lemma 10, there is η > 0 such that I (α(t, u)) Iu− 2η for each (t, u) ∈ [0,1] ×A with |t − 1/2| σ . By (2.5), we
can infer that there exist μ ∈ (0,min{η, ε/2}) and a continuous function Φ :N →N such that
(i) I (Φ(v)) Iv for all v ∈N ;
(ii) Φ(v) = v if |Iv − c(N∗)| 2μ or v /∈ B2r (A) ∩N ;
(iii) I (Φ(v)) Iv − μ if |Iv − c(N∗)| μ and v ∈ Br(A) ∩N .
We choose uˆ ∈N∗ satisfying I uˆ c(N∗) + μ/2. Since
I
(
Φ
(
α(t, uˆ)
))
 I
(
α(t, uˆ)
)− μ I uˆ − μ c(N∗) − μ/2
for each t ∈ [0,1] with |t − 1/2| σ and |I (α(t, uˆ)) − c(N∗)| μ, we have
I
(
Φ
(
α(t, uˆ)
))
 c(N∗) − μ2 for all t ∈ [0,1].
We note that Φ(α(t, uˆ)) = α(t, uˆ) for each t ∈ [0,1] with |t − 1/2| σ . Since we have
lim
t→+0 τ
(
Φ
(
α(t, uˆ)
)+)− τ(Φ(α(t, uˆ))−)= lim
t→+0 τ
(
α(t, uˆ)+
)− τ(α(t, uˆ)−)= −∞
and τ(Φ(α(t, uˆ))+)− τ(Φ(α(t, uˆ))−) → ∞ as t → 1 − 0, by the intermediate value theorem, we can infer that there
is tˆ ∈ [0,1] satisfying Φ(α(tˆ, uˆ)) ∈ N∗. Since I (Φ(α(tˆ, uˆ)))  c(N∗) − μ/2, we obtain a contradiction. Therefore
there is u1 ∈N∗ such that Iu1 = c(N∗) and ∇Iu1 = 0. 
N. Hirano, N. Shioji / J. Math. Anal. Appl. 339 (2008) 1243–1252 1251Proof of Theorem. For each λ ∈ (0, (N − 2)2/4), we write Iλ, N∗,λ, N˜λ, c(N∗,λ) and c(N˜λ) instead of I , N∗,
N˜ , c(N∗) and c(N˜ ), respectively. By Propositions 2 and 3, for each λ ∈ (0, (N − 2)2/4), we have sign-changing
solutions u1,λ ∈ N∗,λ and u2,λ ∈ N˜λ such that Iλu1,λ = c(N∗,λ) and Iλu2,λ = c(N˜λ). We will show u1,λ = u2,λ if
λ > 0 is sufficiently small. By the concentration compactness principle for problem (2.1), we can find {xλ} ⊂RN such
that
|xλ| → ∞ and
∥∥u2,λ − (u¯xλ − u¯−xλ)∥∥→ 0 as λ → 0. (2.6)
Let sλ and tλ be unique positive numbers satisfying sλu+2,λ(· + xλ)+ tλu−2,λ(· + xλ) ∈N∗,λ. Since u2,λ is odd, we have∫
RN
(∣∣∇u+2,λ∣∣2 +(1 − λ|x − xλ|2
)∣∣u+2,λ∣∣2)dx = sp−1λ ∫
RN
∣∣u+2,λ∣∣p+1 dx,
∫
RN
(∣∣∇u+2,λ∣∣2 +(1 − λ|x + xλ|2
)∣∣u+2,λ∣∣2)dx = tp−1λ ∫
RN
∣∣u+2,λ∣∣p+1 dx.
Then we have
Iλ
(
sλu
+
2,λ(· + xλ) + tλu−2,λ(· + xλ)
)
=
(
1
2
− 1
p + 1
)(
s
p+1
λ
∫
RN
∣∣u+2,λ∣∣p+1 dx + tp+1λ ∫
RN
∣∣u−2,λ∣∣p+1 dx)
= p − 1
2(p + 1)
∫
RN
∣∣u+2,λ∣∣p+1 dx[(
∫
RN
(|∇u+2,λ|2 + (1 − λ/|x − xλ|2)|u+2,λ|2) dx∫
RN
|u+2,λ|p+1 dx
) p+1
p−1
+
(∫
RN
(|∇u+2,λ|2 + (1 − λ/|x + xλ|2)|u+2,λ|2) dx∫
RN
|u+2,λ|p+1 dx
) p+1
p−1 ]
= p − 1
2(p + 1)
∥∥u+2,λ∥∥p+1Lp+1[(1 − λ‖u+2,λ‖−(p+1)Lp+1 ∫
RN
( |u+2,λ|2
|x − xλ|2 −
|u+2,λ|2
|x|2
)
dx
) p+1
p−1
+
(
1 + λ∥∥u+2,λ∥∥−(p+1)Lp+1 ∫
RN
( |u+2,λ|2
|x|2 −
|u+2,λ|2
|x + xλ|2
)
dx
) p+1
p−1 ]
,
where ‖ · ‖Lp+1 denotes the standard norm of Lp+1(RN). For sufficiently small λ > 0, using (2.6), we can infer that∫
RN
( |u+2,λ|2
|x − xλ|2 −
|u+2,λ|2
|x|2
)
dx 
∣∣∣∣ ∫
RN
( |u+2,λ|2
|x|2 −
|u+2,λ|2
|x + xλ|2
)
dx
∣∣∣∣,
which yields(
1 − λ∥∥u+2,λ∥∥−(p+1)Lp+1 ∫
RN
( |u+2,λ|2
|x − xλ|2 −
|u+2,λ|2
|x|2
)
dx
) p+1
p−1
+
(
1 + λ∥∥u+2,λ∥∥−(p+1)Lp+1 ∫
RN
( |u+2,λ|2
|x|2 −
|u+2,λ|2
|x + xλ|2
)
dx
) p+1
p−1
< 2.
Hence we have
c(N∗,λ) Iλ
(
sλu
+
2,λ(· + xλ) + tλu−2,λ(· + xλ)
)
< Iλ(u2,λ) = c(N˜λ)
for sufficiently small λ > 0. Therefore we have shown u1,λ = u2,λ for sufficiently small λ > 0.
1252 N. Hirano, N. Shioji / J. Math. Anal. Appl. 339 (2008) 1243–1252Using the concentration compactness principle for problem (2.1) again, we can also show that if λ > 0 is small
enough, u1,λ is not radially symmetric. Thus we finish our proof. 
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