We consider simple models of congestion control in high-speed networks and develop di usion approximations which could be useful for resource allocation. We rst show that, if the sources are ON-OFF type with exponential ON and OFF times, then, under a certain scaling, the steadystate distribution of the number of active sources can be described by a combination of two appropriately truncated and renormalized normal distributions. For the case where the source arrival process is Poisson and the service times are exponential, the steady-state distribution consists of appropriately normalized and truncated Gaussian and exponential distributions. We then consider the case where the arrival process is a general renewal process with nite coe cient of variation and service-time distributions that are phase-type and show the impact of these distributions on the steady-state distribution of the number of sources in the system. We also establish an insensitivity to service-time distribution when the arrival process is Poisson. We use these results to relate the capacity of a bottleneck node to performance measures of interest for best-e ort tra c, such as the mean le transfer time or probability of congestion.
Introduction
Traditionally, telephone networks provided a guaranteed bandwidth to each call and when the capacity of a link is exceeded, further calls would be rejected. When the arrival process is Poisson, tra c engineering for such networks can be performed using the well-known Erlang-B formula 6]. The Erlang-B formula is extremely useful due to the well-known insensitivity to the service-time distribution. Often in telephone networks, routing phenomena such as over ow, do not preserve the Poisson nature of arrivals at a particular link. Under these circumstances, to obtain blocking probabilities, or other performance measures, one has to take into account the statistics of the arrival process and service-times. A precise computation is extremely di cult. An appealing alternative is to use heuristics obtained from weak convergence theory and di usion limits to obtain approximations to the performance measures of interest 40] . In fact, di usion limits can also be useful in predicting the behavior of the system over nite-time intervals (not just steady-state) 32, 33] .
Even for the simple M=M=s=0 loss models, di usion approximations are useful in providing simple thumb-rule relationships between o ered load, capacity and performance measures such as blocking probability. For example, the results in 40, 32] indicate that, under critical loading (i.e., the o ered load is roughly of the order of the capacity), the exact values of the o ered load and capacity are not important. For the purposes of tra c engineering, the factor that determines the blocking probability is the di erence between the o ered load and capacity, measured in units of the square root of the o ered load (or capacity). Thus, if the o ered load is increased, using the di usion approximation, one can approximately compute the required increase in provisioned capacity to maintain the same blocking probability.
In this paper, we develop similar di usion approximations for congestion-controlled systems. The basic model is illustrated in Figure 1 . We consider a single node with capacity C (measured possibly in bits-per-second). At any instant in time, the node is accessed by several sources performing such tasks as Web browsing, le transfer, etc. We assume that the access lines for each sources have a capacity of 1 unit each. Thus, when the total number of sources using the node is less than or equal to C; the sources are access-limited, i.e., the response of the network is limited by the access link capacities. However, when the number of active sources is greater than C; then we assume that there is some congestion control mechanism that attempts to divide the capacity fairly among the competing sources. This model was proposed and analyzed for Web tra c in 16] . The interest in such a model is due to the dramatic development of best-e ort services over the last few years. Unlike traditional telephone networks, best-e ort tra c is not allocated a xed bandwidth in the network. Rather, the available capacity is divided among various competing sources in a fair manner. The two most common approaches to this are TCP and ATM ABR 38] . In the Internet, the well-known TCP protocol (see 18] for the original congestion avoidance scheme in TCP and 23], and references within, for subsequent modi cations) is a feedback-control mechanism that probes the network for available capacity and increases or decreases the rate at which sources are sending tra c into the network depending upon the congestion in the network. In the context of asynchronous transfer mode (ATM) networks, the available bit rate (ABR) service performs the congestion control function, again through a feedback control mechanism 4, 30, 19, 1, 2, 5] . In either case, typically the sharing mechanism that allocates the node's capacity to the competing sources is not e cient. For instance, 16 ] presents an analytical model to quantify this ine ciency in the case of TCP. According to their model, when the number of active sources is greater than C; a fraction (denoted by ) of the total capacity C is shared equally by the active sources. Thus, the factor will depend on the feedback control mechanism that is used to perform the congestion control. We assume this model in this paper. The intuitive reason for such a model is as follows: consider a single TCP source which increases its window size till it detects congestion due to lost packets, then drops its window size, and repeats this cycle. Thus, instead of operating at the node's data rate, the rate at which a TCP source generates data follows a cycle starting from near zero and reaching a peak rate which is larger than the rate that can be sustained by its bottleneck node. Thus, the goodput, i.e., the rate of successful data transfer, seen by the source would be smaller than the bottleneck node's capacity. We refer the interested reader to 16] where extensive simulations have been used to justify this model.
From this congestion control scenario, we derive two mathematical models for the congestioncontrolled best-e ort tra c. In the rst one, we assume that the number of sources accessing the network is xed and that the sources switch from an active (ON) state to an inactive (OFF) state and vice-versa according to a Markov chain. This model is appropriate in a scenario where the tra c is predominantly Web browsing and was considered in 16]. We develop a di usion approximation for this model by scaling the bottleneck capacity and the number of sources appropriately. The steady-state distribution of the number of ON sources in this model is known to be independent of the ON and OFF time distributions 16]. Thus, our di usion approximation is primarily useful in understanding the relationship between the capacity, o ered load, the e ciency factor ; and the performance measures, much like the di usion approximation in the case of the classical Erlang M=M=s=0 loss model.
In the second model, we assume that the number of sources in the system is not a constant. We suppose that the sources arrive at the system according to some stationary renewal process with nite inter-arrival time variance. We believe that this model is more generally applicable in situations where the tra c consists of a mixture of Web browsing, le transfers, and other possible uses for the Internet. Each source brings a certain amount of work to the network. This work can be thought of as the le size for a le transfer. We assume that le sizes are distributed independently according to a phase-type distribution, which we describe precisely later.
The above models are not intended to capture the complex dynamics of congestion control schemes such as TCP. The idea is to simply use the fact that any congestion control attempts to fairly distribute the available bandwidth, even though the actual implementation may fall short of this goal. Our aim is to build a model that can be useful for network provisioning, not to precisely model the dynamics of the congestion control mechanism. It is also interesting to note that, in the case of ON-OFF models, the ON time is a function of the congestion in the network. This is an appropriate model only for web tra c. The rationale for this is as follows 16]: a user rst downloads a webpage and waits for the page to be fully downloaded. After this download is completed, the user may pause for a further amount of time and follow a hyperlink on the downloaded webpage which results in a new data transfer. This model may not be applicable more generally and therefore, we consider the second model.
For both models, we consider two performance measures. The rst is the mean le transfer time. When the capacity of the bottleneck node is in nity, the mean le transfer time would simply be the mean le size divided by the speed of the access link. Thus, a relevant measure of the quality of service (QoS) perceived by a user is the mean le transfer time (or the increase in it) due to the nite capacity of the bottleneck link. The second performance measure that we consider is the probability of congestion, i.e., the probability that the sum of the access link speeds of the active sources exceeds the capacity of the bottleneck link. As mentioned earlier, for the ON-OFF source model, both of these performance measures are independent of the ON and OFF time distributions. However, in the case of the renewal arrival process model, these performance measures vary with the inter-arrival and service-time ( le-size) distributions. In general, this relationship can be complex and di cult to characterize exactly. Thus, we provide simple approximations of these performance measures that relate the values of performance measures under general distributions to the values of the performances measures for the case of Poisson arrivals and exponential service times. The idea here is that the solution for the case of Poisson arrivals and exponential service times is easy to obtain by solving a simple birth-death Markov chain, and thus, the simple approximation can be exploited to calculate these performance measures for general distributions. Once we have such a simple relationship between the tra c parameters and the performance measures, tra c engineering is straightforward. One can simply increase or decrease the capacity of the bottleneck node until the desired performance is attained.
The rest of the paper is organized as follows: In Section 2, we consider both the ON-OFF and the M=M=C models, and derive the di usion approximation for both cases. Section 3 derives the di usion approximation for the GI=M=C model and obtains explicit expressions for the stationary distribution. In Section 4, we prove the insensitivity of the stationary distribution to the service-time distribution in the M=GI=C model. Section 5 deals with the GI/GI/C model and lays the groundwork for the weak convergence proof in Appendix III by computing the drift vector and di usion coe cient matrix for the limiting di usion process. In Section 6, we use the di usion limits to obtain expressions relating the tra c statistics to the QoS delivered to the user by the network. Section 7 presents numerical results to support the di usion approximations and concluding remarks are provided in Section 8. Appendix I and II provide alternate derivations of the stationary distributions in the case of ON-OFF models and M=M=C models, using Stirling's formula and the central limit theorem.
2 Exponential Inter-Arrival and Service Times
On-O Sources
Consider S ON-OFF sources which switch between an active (ON) state and an inactive (OFF) state. Let us suppose that the sources access a bottleneck node with transmission rate C bits/sec., and that each source accesses this node via an access link whose transmission rate is 1 bit/sec. In other words, when the number of ON sources in the system is less than or equal to C; each source is served at rate 1: Let N(t) be the number of sources that are in ON state at time t: We assume that a modi ed form of processor sharing is in e ect, i.e., when the number of sources exceeds C; there is some form of congestion control mechanism such as TCP 16] or ATM ABR rate control 2] that divides the available capacity C to all the sources equally. However, most congestion control schemes are not perfect and therefore, as will be made precise later, we introduce an e ciency factor to account for this. This model was used by Heyman et al 16] , and we will call this type of service discipline Modi ed Processor Sharing (MPS). We assume that the OFF times are exponential with mean 1= : Once a source enters the ON state, it remains in this state till it receives an exponentially distributed amount of service whose mean is 1= bits. Since the access rate is 1; 1= would be the mean time in the ON state if the number of sources is less than C: Thus, we will refer to 1= as the nominal mean ON time. In general, the time spent in the ON state by a source will also depend on the number of other sources that are ON.
We emphasize that this model assumes a xed number of sources accessing the node, with some sources being ON and the others being OFF at any time. In a web browsing application, a user typically downloads a web page, looks at it for a while before generating another request for a new download. Thus, since we have assumed a xed number of total sources, when there are many sources in the ON state, the rate at which new les are generated also slows down. We refer the reader to 16, 3] for a justi cation of this model using actual tra c traces.
Let q ij be the transition rate from state fN(t) = ig to fN(t) = jg in the associated birth-death process. Then, q ij is given by q i;i+1 = (S ? i) ; i < S; (1) and
where < 1 is a factor denoting the e ciency of the congestion control scheme. Note that, with C = 1 and = 1; this becomes the well-known processor sharing service discipline which has been studied extensively, see 24, Chapter 4.4] and references within. Let us consider the following di usion scaling for the above process:
S n = n; C n = n + p n ; n = 1 ? p n (3) and de ne x n (t) = N(t) ? n p n ; where 4 = =( + ) is the o ered load per source. We are interested in the behavior of x n (t) as n ! 1: The scaling for S n and C n re ects the fact that we are interested in studying the behavior of systems where the number of sources is large and the capacity of the system is increased such that 
respectively. For the case N(t) > C; or equivalently x(t) > ; the drift is given by
and the di usion coe cient is the same as before. The steady-state density for this process is obtained by solving (see, for example, 21]) ; for x < p ; (8) for some constant K 1 : For x > p ; solving (7) 
To explicitly show that p(x) has the form of two di erent normal densities in the regions x < p and x > p , we rewrite (8) and (9) as
2 (1? ) ; for x < p (10) p(x) = K 2 e ? 2 ; for x > p ; (11) where, by abusing notation, we use K 2 to denote a new constant. Then, for x < p ; the normal density is centered at zero, while, for x > p ; the normal density is centered at (13) where Q(x) is the complementary cumulative distribution function (ccdf) of the Gaussian random variable N(0; 1): The above discussions lead to the following theorem, whose proof can be found in Appendix III.
Theorem 1 Suppose that
where ) denotes weak convergence in D 0; 1); the space of all right continuous functions with left limits. The convergence is with respect to the Skorohod's J 1 topology 7] . The limiting process x(t)
is described the stochastic di erential equation dx = m(x)dt + dw; (14) with x(0) given, m(x) is given by (4) and (6), is given by (5), and w(t) is a standard Wiener process. The steady-state distribution of x(t) is given by (10)-(11).
The above results have a technical gap that we have not addressed. We can show the weak convergence of the process and we know the stationary distribution of the limiting process. However, this does not immediately mean that the stationary distribution of the n th system converges in the limit. By considering P(N > C), we show that this convergence indeed occurs in Appendix I, by directly working with the Markov chain of the n th system.
Poisson Source
Consider a Poisson arrival process with rate and exponentially-distributed service times with mean 1= : As before, let the maximum number of sources that can be served by the system without processor-sharing taking e ect be C: In this case, the transition rates for the birth-death Markov chain describing the number of active sources is given by q i;i+1 = ; (15) and q i;i?1 = ( i if i C C if i > C; (16) where < 1 is the e ciency factor de ned earlier.
In this case, we consider the following scaling: = n ; C = n + p n; and = 1 ? p n : (17) As before, we de ne x(t) = N(t)?n p n ; where N(t) is the number of active sources at time t: Then, m( 
For stability, we require that n C n > n: This implies that ? > 0: Proceeding as before, we get p(x) = ( K 1 e ?x 2 =2 if x < K 2 e ?( ? )x if x > : (20) Thus, in the case of a Poisson source model, the di usion approximation for the steady-state density function consists of a renormalized normal density and an exponential density.
In this case, using the continuity and normalization conditions as in the previous subsection, we can obtain K 1 = 1 : (22) From these expressions, we can compute the steady-state probability that the system is in a congested state, i.e., the number of sources in the system is greater than C; and is given by
The above derivation can be summarized in the following theorem, the proof of which is a special case of the proof for the GI=M=C model in Appendix III.
Theorem 2 Suppose that
where x(t) is given the stochastic di erential equation (14) , m(x) is given by (18) and is given by (19) . The steady-state distribution of x(t) is given by (20 Further, in the case 6 = 1; n should be scaled as we have done, otherwise one cannot establish the desired weak convergence, nor can one directly work with the Markov chain to obtain the stationary distribution as n ! 1: In fact, it is straightforward to check that the required condition is that the limit lim n!1 p n(1 ? n ) exists.
The fact that the steady-state distribution P(N n (1) > C n ) of the n th system converges to the corresponding steady-state distribution of x(t) is veri ed in Appendix II. The fact that the steady-state distribution converges may not be su cient in practice 28, 26, 27] . A desirable result would be the following: given > 0; there exists an x such that P(jx n (t)j > x) < for all n; t: For our problem, this is easy to verify as follows. As in 15], for each n; x n (t) can be stochastically upper bounded by another process obtained by placing an impenetrable lower barrier at N n = C n :
Further, x n (t) can be stochastically lower bounded by an M=M=1 system. Since the upper bound is a M=M=1 queue and the lower bound is an M=M=1 system, they are easy to analyze. Starting from an empty system, it is well-known that the number of customers in an M=M=1 queue stochastically increases to its steady-state distribution. For the M=M=1 system, starting from an empty system, the number in the system at any time time is a Poisson random variable. Using these facts, the desired result can be proved easily.
GI=M=C queue with MPS
Let us now suppose that the arrival process is a renewal process with arrival rate n and squaredcoe cient-of-variation (SCV), i.e., the variance divided by the square of the mean, of the interarrival times being c 2 a : As in 39], we will consider a di usion limit for the number of sources as seen at arrival epochs. Let N(k) be the number of sources seen by the k th arrival. We de ne the state of the n th system to be n (k) = N(k) ? n p n and the interpolated process x n (t) as x n (t) = n (k); k t < k + 1:
We assume that that the rate of departures between successive arrivals remains unchanged. The error due to this approximation is asymptotically negligible 39]. We compute m(x) as
where a n is the inter-arrival time with mean 1=n and D( j ) is a Poisson random variable with E(D n ( p nx + n)ja n )) = ( ( p nx + n)a n if x < C n n a n if x > :
The di usion coe cient (24)- (25) in (7) 
Comparing (26) to (20), it is easy to see that p(x; ; ; z) = 1 p z p( x p z ; p z ; p z ; 1):
The weak convergence result for the GI=M=C model is a special case of the GI=GI=C model studied in Section 5. However, we consider the two models separately because in the GI=M=C case, the stationary distribution of the limiting di usion process can be explicitly calculated as we have shown, whereas this is not the case for the GI=GI=C model. Unlike the M=M=C model, we do not provide a proof of the fact that the stationary distribution of the n th converges to the stationary distribution of the limiting di usion process. We do not consider this problem further in this paper, but we simply remark that it may be possible to show this along the lines of a similar result for the GI=M=C FIFO queue in 15]. We summarize the main results of this section in the following theorem. The proof of this theorem is in Appendix III.
Theorem 3 Suppose that
where x(t) is given the stochastic di erential equation (14), m(x) is given by (24) and is given by (25) . The steady-state distribution of x(t) is given by (26) . 4 Insensitivity in the M=GI=C model with MPS Let us rst revisit the M=M=C model. We denote the steady-state probability that there are n sources in the system by n : The local balance equation for n is given by n = r(n + 1) n+1 ; (30) where r(n) = ( n if n C C if n > C: (31) We want to show that this steady-state distribution is insensitive to the service-time distribution in the M=GI=C model with MPS. We can appeal to the results in 22] to prove this. It is easy to see that our model is a special case of the symmetric queue considered in 22] and thus, the result follows. We also provide a simple, alternate proof here along the lines of the proof in 16]. To this end, de ne (n; x) to be state of the system, where n is the number of sources in the system and x is an n-dimensional vector of remaining service times of the n sources. More precisely, x 1 ; the rst component of x is the remaining service time of the rst source picked at random from the n sources, x 2 ; the second component of x is the remaining service time of the second source picked at random from the remaining (n ? 1) sources, and so on. Let p(n; x) be the steady-state density of the Markov process and de ne Px to be the set of all permutations of the vector x: By considering some time in steady-state with the state (n; x); and some other time units prior to this time, we obtain the following backward equation ? X y2Px p(n; y):
We want to show that 
Substituting (33) in (32), using the fact that there are n! permutations of an n?dimensional vector x and rearranging terms, we obtain
Using the balance equation (30), it is easy to see that the above equation is indeed satis ed, thus proving the insensitivity property.
GI=GI=C Queue with MPS
Let us consider a two-phase phase-type service time distribution consisting of two randomly stopped sequence of exponential phases. After spending a mean time of 1= in the rst phase, the source enters the second phase with probability p; where the mean time spent is again 1= : Thus, the probability that the customer leaves the system after phase 1 is (1 ? p): Let n = n (1 + p) ; C n = n + p n; n = 1 ? = p n 
Let m(x) denote the drift vector whose i th element is m i (x) and denotes the matrix whose (i; j) th element is ij : For the two-phase phase-type distribution m is a 2-dimensional vector and is a 2 2 matrix. In general, for a K-phase phase-type distribution, m will be K-dimensional vector and will be a K K matrix, both of which can be calculated as in the 2-dimensional case. The derivation is similar to the two-phase case, but more tedious, and hence is not shown here. Our weak convergence result for the GI=GI=C model is given below and the proof is presented in Appendix III.
Theorem 4 Consider the n th GI=GI=C system with arrival process A(n~ t) and service times distributed according to a K-phase phase-type distribution, where each phase has an average duration 1= ; and with probability p; a customer in phase k enter phase k + 1, and with probability 1 ? p; it departs from the system. Thus, the overall mean service-time is P K k=1 p k?1 = : Here, A(t) is an arrival process with rate 1 and inter-arrival time SCV c 2 a : Let N kn (t) denote the number of customers in phase k; k = 1; 2; : : : K; at time t; and let N(t) denotes the K-dimensional vector whose k th component is N kn (t): Also, let N n (t) be the total number of customers in the system at time t;
i.e., N n (t) = P K k=1 N kn (t): Let x n to be the vector whose k th element is x kn ; and let x n = P K k=1 x kn : We assume that x n (0) ) x(0): Let us de ne x(t) to be the K-dimensional di usion process which is the solution of the stochastic di erential equation dx = m(x)dt + dw; x(0) given; where w(t) is a K-dimensional Brownian motion. Then, x n ( ) ) x( ); where x(t) = P K k=1 x k (t); and x k (t) is the k th component of x(t):
Remark 2 We point out that we have proved the weak convergence of x n ; and not of x n : It is an open issue as to whether x n converges or not. For our purposes, the convergence of x n is su cient.
As in the GI=GI=1 case 39], the limiting process x is not a Markov process. However, unlike the GI=GI=1 model, it is not even a Gaussian process here. Remark 3 We note that the about di usion coe cients and drift vector are di erent than the GI/GI/C queueing model with FIFO service studied in 15]. In the FIFO case, in addition to the number of customers in each phase that are currently in service, one also has to keep track of the number of waiting customers. Thus, even for a two-phase service-time distribution, the Markov chain has a three-dimensional state vector. In our case, due to the MPS service policy, the dimension of the state space is equal to the number of phases as in the in nite-server model 39]. Further, in the FIFO case, weak convergence to the di usion limit could not be established in 15], while we can prove this for the MPS policy as shown in Appendix III.
Unlike in the GI=M=C case, it does not seem possible to obtain the stationary distribution of this limiting di usion process. In Section 6, we resort to approximations. However, the fact that this scaling allows us to show weak convergence partially justi es using the approximation. denote the mean response time for a source. Here, response time refers to the total time spent in the system by a source. Then, our performance measure for the congestion-control scheme is the ratio of R C to 1= ; i.e., J 1 C = R C : (35) The resource allocation or tra c engineering problem is to choose C such that J 1 C J ; where J is some desired performance level. Another performance measure that may be of interest is the probability that the system is in a congested state, i.e., the network, and not the access speed, is the bottleneck: J 2 C = P(N > C): (36) In the following subsections, we consider these performance measures in the context of the di usion limits developed earlier.
ON-OFF Source Model
As mentioned before, for the ON-OFF source model, the stationary distribution has been proved to be insensitive to the ON and OFF time distributions in 16]. Thus, one can directly compute the performance measures of interest by solving for the stationary distribution of a birth-death Markov chain 16]. However, the di usion approximation gives remarkably simple thumb rules for capacity planning, just as in the case of the classical Erlang loss model. For instance, consider the case = 0; i.e., the congestion control scheme is very e cient and the probability of congestion is the performance measure of interest. Now, suppose that the system is being operated assuming the number of sources at any instant of time is some xed amount. If, due to tra c changes, the number of sources increases, then the amount of additional capacity needed to maintain the desired performance can be computed simply by noting that as long as = S ?C p S remains the same, the performance of the system remains the same.
Suppose that response time is the performance measure of interest. Let N be the number of ON sources in steady state. Then, the mean utilization of the system is E(r N ); where r N was de ned in (31) . Since the average number of ON sources is E(N); the average rate delivered to each source is E(r N )=E(N): Thus, J However, for the GI=M=C model we have the exact form of the steady-state distribution of the di usion limit process given by (26) . For the GI=GI=C model, Theorem 4 in Section 5 shows that the scaling is appropriate for convergence to a well-de ned stochastic process in the limit, i.e., x n (t) = N(t)?n p n converges weakly. Thus, we borrow the following heuristic suggested for loss models dt; (38) G(t) is the service-time distribution, and G c (t) = 1 ? G(t): In other words, we simply assume the same relationship as in the GI=M=C case, but with z rede ned appropriately. The factor z is the heavy-tra c approximation to the peakedness parameter commonly used in teletra c engineering 11]. Peakedness is the ratio of the variance to the mean number of busy servers in a G=GI=1
model. Unlike the case of loss models, in addition to x; and also have to divided by p z: This is partially justi ed by our results for the GI=M=C case in Section 3. Note that, for the Poisson source model, c 2 a = 1; and hence z = 1: This is consistent with our result on the insensivity of steady-state distribution of the M=GI=C queue with MPS to the service-time distribution. Now, we compute x( ; ; z) for general inter-arrival and service-time distributions, and develop a simple formula relating this to the x when the arrival process is Poisson and the service times are 
Since we have z = 1 for the M=M=C case, to compute the performance measure for general renewal arrival processes and general service-time distributions, we simply compute x for an appropriate M=M=C model with MPS and substitute it in (40) to obtain the desired result. A similar result also holds for the other performance measure (36), i.e., the probability of congestion: 
Thus, the probability of congestion can be computed for any general inter-arrival and service-time distributions by solving a corresponding M=M=C model with MPS.
Numerical and Simulation Results
In this section, we present some numerical and simulation results to support the results of the previous sections.
Example 1: We consider ON-OFF sources with exponential ON and OFF times. The pdf and cdf of the scaled number of active sources, x; are plotted in Figures 2 and 3 , for various values of n; the number of sources. The shapes of the curves in Figure 2 validates that two Gaussian densities make up the pdf. The curves in Figure 2 show that, with proper scaling, cdf of the number of ON sources are very close to each other, independent of the total number of sources. Tables 1 and 2 . By theoretical results, we mean the computation of the performance measures using appropriately scaled M=M=C models based on the formulas (40) and (41). The simulations are based on 20 million arrivals divided into 20 batches for each case. The tables show that the simulation and theoretical results agree reasonably well. The results for the GI=M=C case, especially J 1 C ; are better than the corresponding results for the GI=GI=C case. This is to be expected since the approximation for the GI=GI=C is only partially justi ed, as discussed in Section 6. We have developed di usion approximations, and established weak convergence results for congestioncontrolled queues which serve best-e ort tra c. Here, congestion control is modelled as a modi ed processor-sharing policy. The main theoretical result is the weak convergence of an appropriately scaled number-in-the-stem for GI=GI=C models. When the service times are exponential, we are further able to explicitly compute the stationary distribution. These results could be helpful in engineering networks which support best-e ort tra c, where the tra c patterns have non-exponential inter-arrival and service times. Several numerical examples support the use of the approximations. There are several possible extensions of this work that would merit further study. As in 32] for loss models, it would be interesting to study the applicability of the di usion approximations in estimating the behavior of the congestion-controlled system over nite-time intervals. A second extension would be to study the case where the access link speeds are di erent for di erent sources. Finally, numerical results suggest that there are other approximations which could perform better than di usion approximations 25]. The work in 25] for the G=M=C queue is particularly relevant since it is a special case of the G=M=C model with MPS where = 0: It would be interesting to study the extensions of 25] and numerically compare our approximation to it. In addition, as in 32, Section 1.5], one may have to do further re nements based on empirical observations to accurately estimate discrete probabilities using di usion approximations. If one is interested in estimating discrete probabilities (as opposed to averages or complementary distributions as in this paper), it would be worthwhile to study further re nements to the di usion approximations or consider alternate approximations such as 25]. 
Now we show the desired result by establishing several intermediate facts. Using Facts 1 and 6 in (48), we get the expression for given in (47).
Appendix II: Limit Theorem for the probability of congestion in the Poisson source model
As seen previously in Section 1.2, the MPS system with Poisson Sources can be modelled as a birthdeath process with transition rates q ij given by (15) and ( 
Using the di usion scaling: = n , C = n + p n, = 1 ? p n , and x(t) = N(t)?n p n . De ne the following: Now we show the desired result by establishing the following intermediate facts. # n = P(X n C ? 1); where X n is a Poisson random variable with mean and variance both equal to n. Substituting C = n + p n and applying the Central Limit Theorem, we prove the fact. Using Facts 7 and 8 in (58), we get the expression for in (57).
Appendix III: Proofs of Theorems 1, 3 and 4
We rst give the proof for the GI=M=C case (Theorem 3) and later point out the modi cations necessary to complete the proof for the GI=GI=C model (Theorem 4) and the ON-OFF model (Theorem 1). The basic idea of the proof is as follows: Consider the scaled, centered and interpolated process sampled at arrival epochs, denoted by x n (t): We rst construct two processes x u n; (t) and x l n; (t); which upper and lower bound x n (t); respectively. We use the results in 12, Chapter 7, Corollary 4.2, p. 355] to show that x l n; (t) ) x l (t); and x u n; (t) ) x u (t) as n ! 1: Then, using the results in 36] on the convergence of di usions, we show that both x l (t) and x u (t) weakly converge to x(t): Thus, we would have proved that x n (t) ) x(t): To do this, we need the limiting martingale problem to be well-posed. Standard results show that a process x(t); de ned by a stochastic di erential equation with a discontinuous drift as in our problem, has a weak solution 20, Proposition 3.6, page 303] and thus, the martingale problem is well-posed 20, Proposition 4.11, page 318]. For a discussion of weak convergence in another context where there is a discontinuity in the state dependence, see 29, Remark on p. 277].
Let us de ne N l n; (t) as the number of sources at time t in the system whose departure process is given by A( In the above construction, we simply increase the departure rate when the number of busy servers is in the interval (C; C + p n] to obtain N l n; (t); and we decrease the departure rate in (C ? p n; C] to obtain N u n; (t): Thus, it is easy to see that, for all t and ; N l n; (t) N n (t) N u n; (t); w:p:1:
The above bounds can be rigorously obtained by coupling the three processes appropriately as follows: At time t = 0; let the above inequality hold w.p.1. Let all three processes have the same arrival process sample paths. Then, make the downward jumps of N n (t) a subset of the downward jumps of N l n; (t); and further, the downward jumps of N u n; (t) a subset of the downward jumps of N n (t); which gives us the desired ordering.
As before, de ne l n; (k) and u n; (k) as l n; (k) = N l n; (k) ? n p n and u n; (k) = N u n; (k) ? n p n ;
respectively, where N l n; (k) and N u n; (k) are the number of sources seen by the k th arrival in the respective systems. Let x l n; (t) and x u n; (t) be the interpolated processes, x l n; (t) = l n; (bntc) and x u n; (t) = u n; (bntc):
By our construction of N l n; (t) and N u n; (t);
x u n; (t) x n (t) x u n; (t); w:p:1:
As in Section 5, we consider the imbedded Markov chain at arrival epochs and derive the drift and di usion coe cients. From 39, Section 3.2], the error due to the assumption that the number of sources in the system does not change between arrival instants is asymptotically negligible, and further, the di erence between the process at arrival instants and any instant converges to zero.
Thus, using 12, Chapter 7, Corollary 4.2, p. 355], it follows that x l n; ) x l and x u n; ) x u , where As before, we de ne new departure rates, one larger and one smaller, to upper and lower bound P K i=1 N in : Note that we do not have element-by-element bounds on N n ; rather we upper and lower bound the total number of customers in the system as follows: We allow the original system, and the upper bounding and lower bounding systems to have the same arrival process sample paths. In addition, at each arrival instant, we populate each system with a customer whose service time is is drawn from the K-phase phase-type distribution. Let the state of the upper and lower bounding Markov chains be N u n; and N l n; ; respectively. Then, it is easy to show that, 8t > 0; (0); are the same w.p.1 in all three systems. Next, as in the GI=M=C case, we can show the convergence of centered and scaled versions of N u n; and N l n; ; denoted by X u and X l ; respectively, to the process x de ned in Theorem 4, where the limit is rst taken as n ! 1 and then, ! 0; as before. Since summing the elements of a vector-valued random process is a continuous mapping, we have the desired weak convergence result from the continuous mapping theorem 7] .
Finally, for the ON-OFF model, de ne the upper and lower bounding Markov chains by de ning new departure rates as before. Here, instead of coupling arguments, we directly observe that there is a stochastic ordering relationship between the the three stochastic processes by checking the simple conditions in 35, Proposition 4.2.10, 2 0 ] for birth-death Markov chains. The rest of the proof then follows as before.
