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A novel stochastic linearization approach is developed to predict the second-moment response of non-
linear systems under stochastic parametric and external excitations. The present approach is realized by
a two-stage optimization: the ﬁrst stage of optimal linearization modeling and the second stage of
parameters optimization. Five examples, including two polynomial oscillators, one hysteretic Bouc-Wen
oscillator under stochastic external excitation, and two polynomial oscillators under stochastic para-
metric and external excitations are selected to illustrate the present approach. The validity of the present
approach is validated by some approximate solutions, exact solutions, and Monte Carlo simulations. For
system non-linearity, which can be approximated as a full-states linear combination in the Gaussian
linearization model, the present approach offers a more accurate prediction of the second moment than
that by the Gaussian linearization method. The two-stage optimal Gaussian linearization method
incorporates the merits of Gaussian linearization method in the ﬁrst stage and the SPEC-alternative in
the second stage.
& 2013 The Author. Published by Elsevier Ltd.
1. Introduction
The investigation of the dynamic behavior of stochastic non-
linear systems has attracted numerous researchers in the areas of
mechanical, structural, and control engineering for over ﬁfty years
[1,2]. For engineering stochastic non-linear problems, the investi-
gation of dynamic response of the ﬁrst two moments is the most
essential; however, the complete dynamic behavior can only
be derived from the probability density response. By modeling
an engineering stochastic non-linear system as an Ito's equation,
in principle, the associated density response can be obtained
by solving the Fokker–Planck–Kolmogorov (FPK) equation [3].
In practice, even for stationary solution, the exact density function
can be derived only for certain speciﬁc classes of stochastic
externally excited non-linear systems, not to mention with
stochastic parametric excitation, where more challenged issues
need to be considered [3]. For this reason, it strongly depends on
approximate methods and numerical methods for ﬁnding
solutions. There are several approximate solution methods includ-
ing Gaussian linearization method, cumulant-neglect closure
method, perturbation method, Gram-Charlier expansion method,
equivalent external excitation method, maximum entropy method,
information closure method, approximate methods of solving FPK
equation, etc., which have developed and extended to predict the
statistical responses of non-linear systems [3–11]. Recent
new advances of path integral [12–14] and probability density
evolution methods [15,16] were proposed to obtain approximate
non-stationary probability density responses. Among those solu-
tion schemes, Gaussian linearization method has been the most-
employed for the purpose of analyzing the ﬁrst two moments
response of general non-linear stochastic systems in engineering
applications [4–7].
Historically, the earliest work of statistical linearization was
developed independently by Booton (1953) and Kazakov (1954),
and equivalent linearization was contributed by Caughey (1959)
[4–7]. Although there are some subtle differences between them
[4,5,17], stochastic linearization, statistical linearization, equivalent
linearization, or stochastic equivalent linearization have all been
used in agreement as the standard method to analyze statistical
responses of non-linear dynamic systems under stochastic external
excitations [4–7,17]. In the standard method, Gaussian density is
utilized in the mean-square linearization scheme. The minimiza-
tion of mean-square linearization error was extended to that of
energy deviation by Wang and Zhang [18], Zhang et al. [19], and
Elishakoff and Zhang [20] for better predicting the second moment.
The scheme of mean-square energy deviation also showed
improved accuracy of the second-moment response for Dufﬁng
oscillator under colored noise excitations [21]. Socha and Pawleta
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(1994), and later by Elishakoff and Colojani (1997), proposed a
linearization method with an attempt to correct the inconsistent
derivation of linearization coefﬁcients in the standard linearization
method [5]. The method, later recognized as a consistent realiza-
tion of notice in Lin's book [2,7], is named as SPEC-alternative by
Crandall [17]. Actually, the name of SPEC-alternative is more
precisely as SPEC-alternative of Elishakoff and Colojani (SPEC-
alternative-EC).
In recognizing the non-Gaussian response of a general non-
linear stochastic system, a non-Gaussian density is employed in
the mean-square linearization for better prediction of the second-
moment responses [5,17]. It was found that if a non-Gaussian
density, which has the same shape of true distribution, is
employed to replace the Gaussian density in the standard
linearization method, the exact second-moment response can
be derived. The property of non-Gaussian density in linearization
was initially stated and proved by Caughey (1963), and later by
Crandall (1979), and named as true linearization by Kozin (1988)
[7]. For the linearization method of applying non-Gaussian
density to evaluate the linearization coefﬁcients, the linearization
approach is named as non-Gaussian linearization [22].
The standard linearization method for systems under external
Gaussian white noise excitation has been extended to include
parametric Gaussian white noise excitation [5,8,22–26]. For non-
linear systems under parametric Poisson white noise excitation,
the validity of utilizing different Gaussian linearization schemes in
the second-moment response was compared [27]. Methods of
Gaussian linearization with parametric white noise have been
further extended to non-Gaussian linearization for better predic-
tion of statistical responses [22,23,25].
The number of publications on stochastic linearization is very large.
A complete survey on the related literatures is almost impossible.
For other attempts to extend and improve the stochastic linearization
approach, a survey up to 2007 had been given in the book by Socha
[5]. Recently, wavelets-based equivalent linearization methods which
follow the concept of stochastic linearization were developed to
predict time-domain and frequency-domain non-stationary stochastic
response [28,29].
In the prediction of the mean and second-moment responses,
Gaussian linearization method takes advantage of easy imple-
mentation, computational efﬁciency, acceptable accuracy, and
mostly, applicability to versatile non-linear high-dimensional
engineering systems. For zero-mean response, the accuracy in
predicting the second moment, in general, decreases as the
strength of non-linearity increases. For non-linear systems sub-
jected to stochastic external excitations, the accuracy in predict-
ing the second moment by the SPEC-alternative-EC is less than
that of the standard Gaussian linearization method. However, the
SPEC-alternative-EC provides more accurate optimal lineariza-
tion coefﬁcients than those of the standard Gaussian linearization
method [17]. The advantages and disadvantages of SPEC-
alternative compared with the standard method were argued
and debated in literatures [5,17]. The subtle differences in the
statistical linearization method, equivalent linearization method,
and SPEC-alternative are easily ignored and misused in the
formulation of Gaussian linearization. For the clariﬁcation of
the differences in formulation, causal block diagrams were
deﬁned and proposed for the representation of three lineariza-
tion methods [30]. From the block-diagram representations, the
differences in linearization modeling and evaluation of the
second moment of three linearization methods were clearly
identiﬁed. In addition, an improved Gaussian linearization
method to incorporate the merits of the standard method and
SPEC-alternative was proposed.
In this paper, a novel stochastic linearization approach for the
prediction of the second-moment response is formulated for
general stochastic non-linear systems. Five examples of non-linear
stochastic oscillators are selected to elucidate the applications of the
proposed method. Finally, the application and performance of the
present approach are concluded.
2. Formulation of two-stage optimal stochastic linearization
A novel stochastic linearization approach for stochastic para-
metrically and externally excited non-linear systems is proposed.
The proposed stochastic linearization approach is an extension of
the improvement method, which is formulated for stochastic
externally excited non-linear systems [30].
Consider a general n-dimensional, non-linear stochastic system
described as
dXðtÞ ¼ FðXðtÞÞdtþGðXðtÞÞdWðtÞ
Xðt0Þ ¼ Xð0Þ; ð1aÞ
where X(t) is an n1 vector of state processes and X(0) is an initial
condition with given distribution. F(X(t)) is an n1 vector of linear
and non-linear function of states, G(X(t)) is an nm matrix of
linear and non-linear function of states, and F(X(t)) and G(X(t))
satisfy the Lispschitz and growth conditions for the existence of
mean-square stationary solution. W(t) represents a zero-mean
m1 vector Wiener process with intensity
E½dWðtÞdWT ðtÞ ¼Qwdt: ð1bÞ
The presented approach consists of two major stages. The ﬁrst
stage is to derive a structure of linearization model by minimizing
the mean-square error between a system and its model [25].
On the other hand, the second stage is to optimize the parameters
of the linearization model for the minimization of modeling error.
For the ﬁrst stage, the linearization model of the system (1a) can
be described as
dXðtÞ ¼H1ðXðtÞÞdtþH2ðXðtÞÞdWðtÞ
Xðt0Þ ¼ Xð0Þ; ð2Þ
where H1(X(t)) and H2(X(t)) are linear functions of states X(t). For
the linearization model in (2), the model includes linear state-
noise multiplicative terms. Thus, the linearization model is not a
linear but a bilinear form. The approximation of non-linear matrix
functions F(X(t)) and G(X(t)) by H1(X(t)) and H2(X(t)), respectively,
is written as
FðXðtÞÞ H1ðXðtÞÞ
GiðXðtÞÞ H2;iðXðtÞÞ ð3aÞ
H1ðXðtÞÞ ¼ CþAðXðtÞMðtÞÞ
H2;iðXðtÞÞ ¼ BiþLiðXðtÞMðtÞÞ; ð3bÞ
where Gi(X(t)), H2,i(X(t)), with i¼1m, is the ith partitioned
column vector of G(X(t)), H2(X(t)), respectively, and M(t) is the
mean vector of states X(t) as
MðtÞ ¼ E½XðtÞ ð4Þ
The approximation errors in (3) for given F(X(t)) and Gi(X(t)) are
ε1 ¼ FðXðtÞÞCAðXðtÞMðtÞÞ ð5aÞ
ε2;i ¼ GiðXðtÞÞBiLiðXðtÞMðtÞÞ: ð5bÞ
For minimizing the mean square error of (5a) and (5b), one
proceeds with
∂E½εT1ε1
∂C
¼ 0; ∂E½ε
T
1ε1
∂A
¼ 0;
∂E½εT2;iε2;i
∂Bi
¼ 0;
∂E½εT2;iε2;i
∂Li
¼ 0: ð6Þ
By assuming that the operations of expected values in (6)
are independent of the linearization coefﬁcients C, A, Bi, and
Li, the linearization matrix C, A, Bi, and Li in (3b) are derived,
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respectively, as
C ¼ E½FðXðtÞÞ
A¼ E½FðXðtÞÞðXðtÞMðtÞÞT P1ðtÞ
Bi ¼ E½GiðXðtÞÞ
Li ¼ E½GiðXðtÞÞðXðtÞMðtÞÞT P1ðtÞ; ð7Þ
where P(t) is the covariance matrix of states X(t) and is deﬁned as
PðtÞ ¼ E½ðXðtÞMðtÞÞðXðtÞMðtÞÞT  ð8Þ
By employing (3b) in (2), the non-linear stochastic system (1a)
can be approximated by the following linearization model
dXðtÞ ¼ CdtþAðXðtÞMðtÞÞdtþDðXðtÞÞdWðtÞ; ð9Þ
where DðXðtÞÞ ¼ ½B1þL1ðXMÞjB2þL2ðXMÞj⋯jBmþLmðXMÞ is
an nm linear matrix function of states X(t). For the linearization
coefﬁcients in (9), the expected values in (7) and (8) can be
evaluated by employing a Gaussian or non-Gaussian density. If a
Gaussian density is employed, the linearization scheme is called
the Gaussian linearization [22]. By employing (9) to predict
response, it is non-Gaussian in general since the linearization
model is a bilinear equation. However, in utilizing the physical
concept of equivalent external excitation [8], the bilinear model
with stochastic parametric and external excitations can be con-
verted into an equivalent linear model subjected to external white
noise excitation and consequently, Gaussian density can be uti-
lized for deriving the statistical response of the bilinear model up
to the second moment.
For the second stage, it is to optimize the parameters of the
linearization model by the minimization of modeling error. From
(9) and by deﬁning X0(t)¼X(t)M(t), one derives
dMðtÞ ¼ CðtÞdt ð10aÞ
dX0ðtÞ ¼ AX0ðtÞdtþDðXðtÞÞdWðtÞ: ð10bÞ
From (10), the propagation of mean and covariance equations can
be obtained. In proceeding with stochastic linearization, the
different formulations of moment equations in the stage of
linearization modeling and in evaluation of the second moment
response were noticed [30]. In considering the difference, by
setting P¼K in the parameters of linearization model and assum-
ing zero-mean response of non-linear stochastic system, the
stationary equations of mean and covariance matrix of lineariza-
tion model can be derived to yield
CðKÞ ¼ 0 ð11aÞ
AðKÞPþPAT ðKÞþ ∑
m
i ¼ 1
∑
m
j ¼ 1
ðQwÞijðBiðKÞBTj ðKÞþLiðKÞPLTj ðKÞÞ ¼ 0; ð11bÞ
where [(Qw)ij]¼Qw For optimizing parameters in the linearization
model, an objective function is formed by the mean-square error
of (5) and with P¼K in the linearization coefﬁcients as
JðKÞ ¼ E½ðH1ðX;KÞFðXÞÞT ðH1ðX;KÞFðXÞÞ
þ ∑
m
i ¼ 1
E½ðH2;iðX;KÞGiðXÞÞT ðH2;iðX;KÞGiðXÞÞ: ð12Þ
The expected value in (12) can be evaluated by employing
Gaussian or non-Gaussian densities. The selection of density
function should be consistent with the density function utilized
in evaluating the expected values in (6). The optimal K is derived
by minimizing the objective function (12) and utilizing the con-
straint (11b). By introducing the Lagrange multiplier Λ ¼ ΛT to
form the Hamiltonian [31]
H¼ trððAðKÞPþPATðKÞþ ∑
m
i ¼ 1
∑
m
j ¼ 1
ðQwÞijðBiðKÞBTj ðKÞþLiðKÞPLTj ðKÞÞÞΛÞ
þE½FT ðXÞFðXÞ2E½FT ðXÞAðKÞX0þtrðAT ðKÞAðKÞPÞ
þ ∑
m
i ¼ 1
ðE½GTi ðXÞGiðXÞ2E½GTi ðXÞLiðKÞX0þtrðLTi ðKÞLiðKÞPÞ
E½GTi ðXÞE½GiðXÞÞ;
ð13Þ
the necessary conditions for the minimization of H with respect to
K, Λ, and P, respectively, are expressed as the gradient matrices
∂H
∂K
¼ 0 ð14Þ
∂H
∂Λ
¼ 0 ð15Þ
∂H
∂P
¼ 0: ð16Þ
From (14), (15), and (16), Eqs. (17), (18), and (19) are derived,
respectively as
tr
∂AðKÞ
∂Kkl
 
PΛ
 
þtr ∑
m
i ¼ 1
∑
m
j ¼ 1
ðQwÞij
∂BiðKÞ
∂Kkl
 
BTj ðKÞ
 
þ ∂LiðKÞ
∂Kkl
 
PLTj ðKÞ

ΛÞtr E½X0FT ðXÞ
∂AðKÞ
∂Kkl
  
þtr AT ðKÞ ∂AðKÞ
∂Kkl
 
P
 
þ ∑
m
i ¼ 1
tr E½X0GTi ðXÞ
∂LiðKÞ
∂Kkl
  
þtr LTi ðKÞ
∂LiðKÞ
∂Kkl
 
P
 
¼ 0 ð17Þ
AðKÞPþPAT ðKÞþ ∑
m
i ¼ 1
∑
m
j ¼ 1
ðQwÞijðBiðKÞBTj ðKÞþLiðKÞPLTj ðKÞÞ ¼ 0 ð18Þ
ΛAðKÞþAT ðKÞΛþ ∑
m
i ¼ 1
∑
m
j ¼ 1
ððQwÞijLTj ðKÞΛLiðKÞÞ
þ ∂E½F
T ðXÞFðXÞ
∂P
2 ∂E½F
T ðXÞAðKÞX0
∂P
þAT ðKÞAðKÞ
þ ∑
m
i ¼ 1
∂E½GTi ðXÞGiðXÞ
∂P
2 ∂E½G
T
i ðXÞLiðKÞX0
∂P
þLTi ðKÞLiðKÞ
 !
2 ∂E½G
T
i ðXÞ
∂P
E½GiðXÞÞ ¼ 0: ð19Þ
In the formulation derived above, the density of the non-linear
stochastic system (1) is usually not available to evaluate the
expected values and an approximate density by Gaussian distribu-
tion is selected for evaluating the averaging operations. By
employing Gaussian density, the optimal K can be derived from
(17)–(19). For the non-linear systems with linearization coefﬁ-
cients to be expressed as functions of full states of P, the ﬁnal step
is to reset K¼P directly. As a result, the stationary density response
is a zero-mean Gaussian distribution with covariance given as P¼
[pij]¼[kij]. In summary, the present method of two-stage Gaussian
linearization for zero-mean response can be applied by the
following procedure.
Step. 1. Establish a linearization model (10) for the non-linear
system (1) with linearization coefﬁcients as (7). The averaging
operation of the expected values in (7) is evaluated by utilizing
zero-mean Gaussian density. The operation of expected values
is assumed to be independent of linearization coefﬁcients.
Step. 2. Set the covariance matrix to a variable as P¼K in the
parameters of the linearization model in step (1). Then the
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stationary covariance response of the linearization model with
parameter K is derived.
Step. 3. Use the objective function J as (12), which is a mean-
square error of (5) and with P¼K, and evaluate the expected
values in (12) by employing zero-mean Gaussian density.
Step. 4. Form the Hamiltonian (13) by utilizing the objective
function J and introducing the Lagrange multiplier Λ to associ-
ate the constraint (11b).
Step. 5. Derive an optimal K for minimizing the Hamiltonian
(13). The optimal K can be derived through employing neces-
sary conditions and solving derived simultaneous algebraic
equations.
Step. 6. Reset the optimal K to a covariance matrix as K¼P. The
stationary density response of the non-linear system is approxi-
mated as a zero-mean Gaussian distribution with covariance P.
When the linearization coefﬁcients cannot be expressed as
functions of full states of P, the ﬁnal step should be modiﬁed.
The modiﬁcation will be illustrated in the following applications.
For the optimal stochastic linearization developed, it is a two-
stage approach, including the ﬁrst stage of optimal linearization
modeling and the second stage of parametric optimization. The ﬁrst
stage utilizes Gaussian linearization method and the second stage
essentially follows SPEC-alternative-EC method. It is observed that
the SPEC-alternative method can be further clariﬁed by employing
control interpretation. That is, the SPEC-alternative method incorpo-
rates a parametric model of error between a non-linear system and
its linearization model [30]. The modeling error can be analogy to the
input control in order to compensate system non-linearity and
incorporate linear feedback law. In addition, the derived optimal
parameters in the linearization model are the optimal linear control
gains for minimizing the mean-square control effort [31].
3. Applications
In this section, ﬁve examples, including two polynomial oscil-
lators, one hysteretic Bouc-Wen oscillator under stochastic exter-
nal excitation, and two polynomial oscillators under stochastic
parametric and external excitations are selected to illustrate the
applicability and accuracy by the present approach. A cubic
oscillator is selected as the ﬁrst example mainly because that the
exact and approximate closed-form second-moment response can
be derived for better comparisons.
Example 1. Consider a second-order stochastic externally excited
oscillator with cubic power of stiffness as given by
€xþξ_xþμx3 ¼W ′ðtÞ: ð20aÞ
The ξ40 and μ40 are constants, and W′(t) is a zero-mean
Gaussian white noise process with intensity
E½W ′ðtÞW′ðsÞ ¼ qδðtsÞ: ð20bÞ
By introducing x1¼x and x2 ¼ _x; the state equation of the
oscillator by (20) becomes
dx1
dx2
" #
¼
x2
μx31ξx2
" #
dtþ 0
1
 
dWðtÞ; ð21Þ
where dW(t)¼W′(t)dt and W(t) is the Wiener process with
independent increment.
By employing the present method, the stationary variance
response can be derived by following the procedure described in
Section 2:
Step. 1. The ﬁrst step is to implement the ﬁrst stage of the two-
stage linearization approach. By employing the standard Gaus-
sian linearization on the system (21), an optimal linearization
model with zero-mean response as (10b) is obtained as
dx1
dx2
" #
¼
0 1
3p11μ ξ
" #
x1
x2
" #
dtþ 0
1
 
dWðtÞ: ð22Þ
Step. 2. The second step is to set the variance p11 to a variable
k11 in (22),
dx1
dx2
" #
¼
0 1
3k11μ ξ
" #
x1
x2
" #
dtþ 0
1
 
dWðtÞ: ð23Þ
From (23), the stationary variance response is derived as
3μk11p11þp22 ¼ 0
2ξp22þq¼ 0: ð24Þ
Step. 3. The objective function is given as the mean-square
error between the system (21) and linearization model (23),
J ¼ E½ðμðx33k11xÞÞ2: ð25Þ
By employing zero-mean Gaussian density for evaluating the
expected value, the objective function (25) becomes
J ¼ μ2ð15p31118k11p211þ9k211p11Þ: ð26Þ
Step. 4. The Hamiltonian is formed by utilizing the objective
function J and introducing the Lagrange multiplier λ12 and λ22
to associate (24) as
H ¼ μ2ð15p31118k11p211þ9k211p11Þþð3μk11p11þp22Þλ12
þð2ξp22þqÞλ22: ð27Þ
Step. 5. By taking the derivative of H with respect to k11, λ12, λ22,
p11, p22, respectively, and setting them equal to zero, one
derives
18μ2p211þ18k11μ2p113μp11λ12 ¼ 0
3μk11p11þp22 ¼ 0
2ξp22þq¼ 0
45μ2p21136k11μ2p11þ9k211μ23μk11λ12 ¼ 0
λ122ξλ22 ¼ 0: ð28Þ
From (28), the optimal k11 can be derived to give
k11 ¼
1þ
ﬃﬃﬃ
6
p
6
 !1=2
Q1=2 ð29aÞ
with
Q ¼ q=μξ: ð29bÞ
Step. 6. By resetting k11 to p11 in (29a), the stationary variance
response of state x1 is obtained as
p11 ¼
1þ
ﬃﬃﬃ
6
p
6
 !1=2
Q1=2 ð30aÞ
with
Q ¼ q=μξ: ð30bÞ
As a result, the stationary density response of state x1 of non-
linear stochastic system (20) is approximated as a Gaussian
distribution with zero mean and variance p11.
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The derivation of stationary response by utilizing two-stage
Gaussian linearization approach has been illustrated step by step.
The derivation of stationary response can be directly obtained by
employing the formulations (17)–(19). By utilizing (17)–(19) and
assigning
FðXÞ ¼
x2
μx31ξx2
" #
;GðXÞ ¼ 0
1
 
;Qw ¼ q
AðKÞ ¼
0 1
3μk11 ξ
" #
;BðKÞ ¼ 0
1
 
; LðKÞ ¼ 0 0
0 0
 
; ð31Þ
a set of non-linear algebraic equations can be derived and solved
to obtain the same k11 as (29). As a result, the same stationary
variance response of x1 is obtained as (30).
For this example, the exact stationary second moment can be
derived through the associated FPK equation to give [3]
p11 ¼ 0:4780Q1=2: ð32Þ
By utilizing the standard Gaussian linearization, the stationary
second-moment response can be obtained as
p11 ¼ ð1=
ﬃﬃﬃ
6
p
ÞQ1=2: ð33Þ
By utilizing the potential energy linearization criterion [19], the
stationary second-moment response can be obtained as
p11 ¼ ð1=
ﬃﬃﬃ
5
p
ÞQ1=2: ð34Þ
For the second-order oscillator with cubic power of stiffness, the
stationary second-moment responses by the exact method, stan-
dard Gaussian linearization method, energy linearization method,
and present approach are derived. By following the similar
approach for the second-order oscillators with quintic and septic
power of stiffness, the stationary second-moment responses also
can be derived. The derived stationary second-moment displace-
ments of cubic, quintic, and septic oscillators are summarized and
listed as given in Table 1. By observing Table 1, the second-
moment displacement is overestimated for the 3rd power non-
linear oscillator, while it is underestimated for the 5th and 7th
power oscillators. This is because that the present approach seeks
an optimal mean-square solution in model and parameters
respectively. Thus, the predicted second-moment response can
be either underestimated or overestimated. The accuracy in
predicting the second-moment displacement by the standard
Gaussian linearization method, pð1Þ11 ; energy linearization method,
pð2Þ11 ; and present method, p
ð3Þ
11 ; compared with that by the exact
method, pexact11 ; is calculated in terms of percentage error as
eðiÞ1 ¼
jpðiÞ11pexact11 j
pexact11
; i¼ 1 3: ð35Þ
The results of percentage error of displacement by (35) are
derived and listed in Table 2. For the percentage errors of velocity
eðiÞ2 ; i¼ 1 3; by three methods, they are also calculated and
listed in Table 3. From Tables 2 and 3, it is realized that the present
approach predicts the most accurate second-moment displace-
ment and velocity, compared with those by the standard Gaussian
linearization method and potential energy linearization method.
From the percentage error by third, ﬁfth to seventh power of
stiffness, the improvement of accuracy decreases in sequence. This
is because that the present approach is based on Gaussian density
and the discrepancy in density is more severe when the response
is highly non-Gaussian. For the illustrated power-law oscillators
up to seventh power, the improvement of accuracy in both mean-
square displacement and velocity over those of the standard
Gaussian linearization method is more than 10%. The next example
is a two dimensional dynamic model of Bouc-Wen hysteretic
oscillator which is selected for validating the applicability of the
present method in multi-dimensional systems.
Example 2. For a stochastic non-linear oscillator with hysteretic
non-linearity, the Bouc-Wen dynamic model is given as [32]
€xþ2ξ0ω0 _xþαω20xþð1αÞω20z¼W′ðtÞ
_zþγj_xjzþβ _xjzjS_x¼ 0: ð36aÞ
The ξ040, ω040, 0rαr1 and β, γ, S are constants and W′(t) is
a zero-mean Gaussian white noise process with intensity
E½W ′ðtÞW′ðsÞ ¼ qδðtsÞ: ð36bÞ
By introducing x1¼x, x2¼z and x3 ¼ _x; the hysteretic oscillator can
be rewritten in a state variable form:
dx1
dx2
dx3
2
64
3
75¼
x3
γjx3jx2βx3jx2jþSx3
2ξ0ω0x3αω20x1ð1αÞω20x2
2
64
3
75dtþ
0
0
1
2
64
3
75dWðtÞ;
ð37Þ
where dW(t)¼W′(t)dt, is the Wiener process with independent
increment.
For the hysteretic oscillator, the stationary variance response is
derived by employing the present approach. From (7) to (9) and
assigning
FðXÞ ¼
x3
γjx3jx2βx3jx2jþSx3
2ξ0ω0x3αω20x1ð1αÞω20x2
2
64
3
75;GðXÞ ¼
0
0
1
2
64
3
75;Qw ¼ q;
ð38Þ
Table 1
Stationary second-moment displacement by the exact solution, pexact11 , Standard
Gaussian linearization, pð1Þ11 , energy linearization, p
ð2Þ
11 , and present method, p
ð3Þ
11 .
Method/power Exact pexact11 Standard G-L p
ð1Þ
11 Energy p
ð2Þ
11 Present p
ð3Þ
11
3rd 0.4780Q1/2 0.4085Q1/2 0.4472Q1/2 0.4915Q1/2
5th 0.4591Q1/3 0.3218Q1/3 0.3500Q1/3 0.3865Q1/3
7th 0.4448Q1/4 0.2627Q1/4 0.2823Q1/4 0.3080Q1/4
Table 2
Error of stationary second-moment displacement by utilizing the standard Gaus-
sian linearization, eð1Þ1 ;energy linearization, e
ð2Þ
1 ; and present method, e
ð3Þ
1 .
Method in error/power eð1Þ1 e
ð2Þ
1 e
ð3Þ
1
3rd 14.5% 6.4% 2.8%
5th 29.9% 23.8% 15.8%
7th 40.9% 36.5% 30.8%
Table 3
Error of stationary second-moment velocity by utilizing the standard Gaussian
linearization, eð1Þ2 ;energy linearization, e
ð2Þ
2 ; and present method, e
ð3Þ
2 .
Method in error/power eð1Þ2 e
ð2Þ
2 e
ð3Þ
2
3rd 27.1% 12.5% 5.7%
5th 65.6% 55.7% 40.3%
7th 87.8% 83.8% 77.0%
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a Gaussian linearization model is derived with the linearization
coefﬁcients:
AðPÞ ¼
0 0 1
0 a22 a23
αω20 ð1αÞω20 2ξ0ω0
2
64
3
75;
BðPÞ ¼
0
0
1
2
64
3
75; LðPÞ ¼
0 0 0
0 0 0
0 0 0
2
64
3
75;
a22 ¼ 
ﬃﬃﬃ
2
π
r
γp0:533 þβ
p23
p0:522
 !
; a23 ¼ 
ﬃﬃﬃ
2
π
r
γ
p23
p0:533
þβp0:522
 !
þS: ð39Þ
By setting the covariance matrix in (39) to a variable as P¼K, one
has
AðKÞ ¼
0 0 1
0 a22 a23
αω20 ð1αÞω20 2ξ0ω0
2
64
3
75;
BðKÞ ¼
0
0
1
2
64
3
75; LðKÞ ¼
0 0 0
0 0 0
0 0 0
2
64
3
75;
a22 ¼ 
ﬃﬃﬃ
2
π
r
γk0:533 þβ
k23
k0:522
 !
; a23 ¼ 
ﬃﬃﬃ
2
π
r
γ
k23
k0:533
þβk0:522
 !
þS: ð40Þ
By employing (40) in (13) to form the Hamiltonian H and
minimizing the Hamiltonian w.r.t. K, Λ, and P, and then k22, k23,
and k33 can be derived. For the hysteretic oscillator, the lineariza-
tion coefﬁcients (39) are expressed as functions of p22, p23, and p33
only. The ﬁnal step of resetting K to P cannot be applied. Rather, K
should be substituted into linearization coefﬁcients (40) and
subsequently to obtain P by utilizing the moment equation of
Gaussian linearization model. The moment equation employed is
derived and given as
a22p22a23p23 ¼ 0
2ð1αÞω20p234ξ0ω0p33þq¼ 0
p23þa22p12 ¼ 0
p33αω20p11ð1αÞω20p12 ¼ 0
a22p23a23p33þαω20p12þð1αÞω20p22þ2ξ0ω0p23 ¼ 0: ð41Þ
For the two dimensional model of hysteretic oscillator, the
numerical results are obtained by choosing ξ0¼0.02, ω0¼10,
α¼0.05, β¼γ¼0.5, S¼1, q¼20π. The second-moment responses
obtained by the Monte Carlo simulation, standard Gaussian
linearization, SPEC-alternative-EC, and present method are listed
in Table 4. In this Monte Carlo simulation, the stationary second-
moment response is obtained by utilizing 500 runs and 4000 data
in taking both ensemble and time average. From Table 4 and
referring to Monte Carlo results, one observes that the accuracy of
predicting the second-moment response by the SPEC-alternative-
EC method is somewhat between those of the standard Gaussian
linearization and the present method. By referring to Monte Carlo
results, the present approach predicts the most accurate second-
moment response of p11, p22, and p33. For the second-moment
response in Table 4, the p11 gives the largest error among the
predicted pij. The prediction error of p11 by the standard Gaussian
linearization, SPEC-alternative-EC, and the present method is
19.44%, 18.68%, and 18.60%, respectively. In the next example, a
non-linear damping is included in the ﬁrst example and the
accuracy in moment prediction by the present approach is
validated.
Example 3. Consider a second-order stochastic externally excited
oscillator with cubic-power in both damping and stiffness as given
by [3]
€xþξ_xþη_x3þμx3 ¼W ′ðtÞ: ð42aÞ
The ξ40, η40, and μ40 are constants andW′(t) is a zero-mean
Gaussian white noise process with intensity
E½W ′ðtÞW′ðsÞ ¼ qδðtsÞ: ð42bÞ
By introducing x1¼x and x2 ¼ _x; the state equation of oscillator
by (42) becomes
dx1
dx2
" #
¼
x2
μx31ηx32ξx2
" #
dtþ 0
1
 
dWðtÞ; ð43Þ
where dW(t)¼W′(t)dt, is the Wiener process with independent
increment.
For the oscillator with state-space model (43), the stationary
variance response can be derived by the present approach. From
(17) to (19) and by assigning
FðXÞ ¼
x2
μx31ηx32ξx2
" #
;GðXÞ ¼ 0
1
 
;Qw ¼ q
AðKÞ ¼
0 1
3μk11 3ηk22ξ
" #
;BðKÞ ¼ 0
1
 
; LðKÞ ¼ 0 0
0 0
 
; ð44Þ
k11 and k22 can be derived. The stationary variance response of
states x1 and x2 is obtained by k11 and k22, respectively, as
p11 ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
ξ2þ6ηð
ﬃﬃﬃ
6
p
1Þq
q
ξ
 1=2
3ð2μηÞ1=2
p22 ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
ξ2þ6ηð
ﬃﬃﬃ
6
p
1Þq
q
ξ
6η
: ð45Þ
By utilizing the standard Gaussian linearization, the stationary
variance response of the non-linear oscillator can be derived to
give
p11 ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
ξ2þ6ηq
q
ξ
 1=2
3ð2μηÞ1=2
p22 ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
ξ2þ6ηq
q
ξ
6η
: ð46Þ
For the given example, in general, the exact stationary response
has not been derived analytically. For a speciﬁc case of assigning
η¼0 in the damping, the non-linear oscillator becomes a cubic
oscillator as given by Example 1. For varying non-linear damping
and by choosing ξ¼0.1, μ¼1.5, q¼2π the prediction of the second-
moment response of x1 by the present approach is compared with
that by the Gaussian linearization method, SPEC-alternative-EC,
and Monte Carlo simulation as shown in Fig. 1. From Fig. 1, it is
observed that the present approach predicts the most accurate
second-moment response compared with that by the standard
Table 4
Stationary second-moment responses of hysteretic oscillator by different methods.
Second moment/method p11 p22 p33 p12 p23
Monte Carlo 0.3925 0.1256 15.9027 0.1467 0.2595
Standard G-L 0.3162 0.1196 15.1870 0.1432 0.2667
SPEC-alternative 0.3192 0.1312 16.6095 0.1580 0.2608
Present 0.3195 0.1295 16.4506 0.1563 0.2614
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Gaussian linearization and SPEC-alternative-EC. The SPEC-alternative-
EC gives the worst result among Gaussian approximation methods.
The improvement of accuracy by the present approach decreases
when the strength of system non-linearity η increases. This is because
that the present approach is based on Gaussian density and the
discrepancy in density is more severe when the strength of non-
linearity increases. By treating the Monte Carlo result, veriﬁed by
employing dissipation energy balancing method [3], as an exact
solution in this example, the percentage error by the present approach
and the standard Gaussian linearization method for η¼1 is then
calculated as 17.38% and 24.81%, respectively. Hence, the present
approach gives an improvement on solution accuracy of 7.43% for
the strong non-Gaussian response. The next example is a stochastic
parametrically and externally excited non-linear oscillator. The non-
linear oscillator under investigation is to include white noises in
damping and spring coefﬁcients in the ﬁrst example.
Example 4. Consider a second-order stochastic parametrically and
externally excited oscillator governed by [8]
€xþðξ0þξ′ðtÞÞ_xþðμ0þμ′ðtÞÞx3 ¼W′ðtÞ: ð47aÞ
The μ0 and ξ0 are positive constants and μ′(t), ξ′(t), and W′(t) are
independent zero-mean Gaussian white noise processes with
intensities, respectively as
E½μ′ðtÞμ′ðsÞ ¼ 2q11δðtsÞ; E½ξ′ðtÞξ′ðsÞ
¼ 2q22δðtsÞ;
and
E½W ′ðtÞW ′ðsÞ ¼ 2q33δðtsÞ: ð47bÞ
By introducing x1¼x and x2 ¼ _x; the state equation by (47) with
diffusional correction term is
dx1
dx2
" #
¼
x2
μ0x31ðξ0q22Þx2
" #
dtþ
0 0 0
x31 x2 1
" # dW1ðtÞ
dW2ðtÞ
dW3ðtÞ
2
64
3
75;
ð48Þ
where dW1(t)¼μ′(t)dt, dW2(t)¼ξ′(t)dt, and dW3(t)¼W′(t)dt, and
W1(t), W2(t), and W3(t) are the Wiener processes with indepen-
dent increments.
The variance response of the stochastic oscillator subjected to
stochastic parametric and external excitations can be derived by
employing the present approach. By utilizing (17)–(19) and
assigning
FðXÞ ¼
x2
μ0x31ðξ0q22Þx2
" #
;Qw ¼
2q11 0 0
0 2q22 0
0 0 2q33
2
64
3
75;
AðKÞ ¼
0 1
3k11μ0 ξ0
" #
;G1ðXÞ ¼
0
x31
" #
;
G2ðXÞ ¼
0
x2
" #
;G3ðXÞ ¼
0
1
 
;
B1ðKÞ ¼ B2ðKÞ ¼
0
0
 
;B3ðKÞ ¼
0
1
 
;
L1ðKÞ ¼
0 0
3k11 0
" #
; L2ðKÞ ¼
0 0
0 1
 
; L3ðKÞ ¼
0 0
0 0
 
; ð49Þ
a set of non-linear polynomial algebraic equations can be derived.
By solving the simultaneous non-linear algebraic equations, then
k11 and k22 can be obtained. Thus, the stationary variance response
of states x1 and x2 are obtained by k11 and k22, respectively.
For this oscillator with non-zero ξ′ and η′, the exact stationary
density response has not been derived analytically. However,
when the intensity of equivalent parametric excitation is less than
that of external excitation, the equivalent external excitation
method usually yields highly accurate stationary second-moment
response [8]. As a result, it can be treated as an equivalent
analytical solution for the purpose of comparison and validation
in employing the proposed scheme [5]. In addition to this method,
the second-moment response of x1 predicted by the present
approach is also compared with that by other methods such as
Gaussian linearization (1), Gaussian linearization (2), and Monte
Carlo simulation. The Gaussian linearization (1) is derived directly
by employing Gaussian linearization on (48) [22]. The Gaussian
linearization (2) is derived ﬁrst by converting the parametrically
excited terms into equivalent external excitation [8,22] and then
by employing Gaussian equivalent linearization. The second-
moment response of x1 derived by Gaussian linearization (1),
Gaussian linearization (2), respectively, is obtained by solving
equation,
9q11p
3
11þð6q22μ03ξ0μ0Þp211þq33 ¼ 0; ð50Þ
15q11p
3
11þð6q22μ03ξ0μ0Þp211þq33 ¼ 0: ð51Þ
Here, it is noted that the scheme of Gaussian linearization (2) is
exactly the same formulation as obtained by Falsone [24]. The
same formulation can also be obtained by utilizing probabilistic
linearization method with appropriate weighting functions [26].
By choosing ξ0¼1, μ0¼5, and with varying 2q33, the second-
moment response by different approaches are derived and simu-
lated for q11¼1.0, q22¼0 and q11¼0, q22¼0.05, respectively, as
shown in Figs. 2 and 3. The accuracy of utilizing equivalent
external excitation method in predicting the second-moment
response is supported by Monte Carlo simulation. Figs. 2 and 3
show that the present method predicts a very accurate second-
moment response. For those two Gaussian linearization methods,
the Gaussian linearization (2) yields better accuracy than that by
Gaussian linearization (1) for the oscillator only subjected to
spring noise in parametric excitation. On the other hand, for the
oscillator only subjected to damping noise in parametric excita-
tion, both Gaussian linearization (1) and Gaussian linearization (2)
give the same results since the formulations of (50) and (51) are
identical for q11¼0. In the last example, a stochastic parametrically
and externally excited non-linear oscillator which has an exact
solution of the second-moment response is selected for the
comparisons of prediction accuracy.
Fig. 1. s-moment response predicted by different methods with varying non-linear
damping and ξ¼0.1, μ¼1.5, q¼2π.
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Example 5. Consider a second-order non-linear stochastic oscil-
lator under both stochastic parametric and external excitations
given as [33]
€xþðξ0þξ′ðtÞÞ_xþρ x2þ
_x2
μ0
 !
_xþðμ0þμ′ðtÞÞx¼W ′ðtÞ: ð52aÞ
The ρa0, μ040, ξ040 are constants and μ′(t), ξ′(t), and W′(t)
are independent zero-mean Gaussian white noise processes with
intensities, respectively given as
E½μ′ðtÞμ′ðsÞ ¼ 2q11δðtsÞ; E½ξ′ðtÞξ′ðsÞ ¼ 2q22δðtsÞ; and
E½W ′ðtÞW′ðsÞ ¼ 2q33δðtsÞ: ð52bÞ
By introducing x1¼x and x2 ¼ _x, the state equation by (52) with
the diffusive correction term is given as
dx1
dx2
" #
¼
x2
μ0x1ðξ0q22Þx2ρx21x2 ρμ0 x
3
2
" #
dt
þ
0 0 0
x1 x2 1
" # dW1ðtÞ
dW2ðtÞ
dW3ðtÞ
2
64
3
75; ð53Þ
where dW1(t)¼μ′(t)dt, dW2(t)¼ξ′(t)dt, and dW3(t)¼W′(t)dt, and
W1(t), W2(t), and W3(t) are the Wiener processes with indepen-
dent increments.
For the stochastic oscillator under both stochastic parametric
and external excitations, the variance response can be derived by
the present approach. By utilizing (17)–(19) and assigning
FðXÞ ¼
x2
μ0x1ðξ0q22Þx2ρx21x2 ρμ0 x
3
2
" #
;
Qw ¼
2q11 0 0
0 2q22 0
0 0 2q33
2
64
3
75;
AðKÞ ¼
0 1
μ0 ðξ0q22Þ4ρk11
" #
;
G1ðXÞ ¼
0
x1
" #
;G2ðXÞ ¼
0
x2
" #
;G3ðXÞ ¼
0
1
 
;
B1ðKÞ ¼ B2ðKÞ ¼
0
0
 
;B3ðKÞ ¼
0
1
 
;
L1ðKÞ ¼
0 0
1 0
 
; L2ðKÞ ¼
0 0
0 1
 
; L3ðKÞ ¼
0 0
0 0
 
; ð54Þ
a set of non-linear polynomial algebraic equations is formulated
and k11 and k22 can be derived. The stationary variance response of
states x1 and x2 are obtained by k11 and k22, respectively.
For the non-linear stochastic oscillator by (53) with q11¼μ0q22,
speciﬁcally, the exact stationary second-moment response has
been derived [33]. By assigning the system parameters as ρ¼1,
μ0¼1, q11¼0.05, q22¼0.05, ξ0¼0.1 and ξ0¼1, respectively, and
with varying external excitation as 2q33¼0.1–1 the stationary
second-moment response obtained by the present approach is
compared with those by utilizing the exact solution and the
Gaussian linearization [25] as shown in Figs. 4 and 5. Figs. 4 and
5 show that the second-moment responses obtained by the
Gaussian linearization are underestimated. Fig. 4 reveals that the
present linearization approach predicts better second-moment
response than that by the Gaussian linearization method. How-
ever, it is also observed from Fig. 5 that the accuracy of the second-
moment response by the present approach is less than that by the
Gaussian linearization approach. These simulated results reveal
that the prediction accuracy by the present approach depends on
the value of ξ0. In regard to the accuracy issue, it is mainly due to
the speciﬁc form of non-linearity in oscillator when establishing
Fig. 2. s-moment response predicted by different methods with varying external
noise and ξ¼1, μ¼5, q11¼1.0, q22¼0.
Fig. 3. s-moment response predicted by different methods with varying external
noise and ξ¼1, μ¼5, q11¼0, q22¼0.05.
Fig. 4. s-moment response predicted by different methods with varying external
noise and ξ0¼0.1, μ0¼1, ρ¼1, q11¼0.05, q22¼0.05.
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an optimal equivalent linearization model. For the speciﬁc non-
linear function ρðx2þ _x2=μ0Þ_x given in this example, only one linear
term in state _x as 4ρp11 _x is retained after employing the Gaussian
linearization method. In utilizing a linear function of _x to approx-
imate the non-linear function of states x and _x, the optimal
parameter derived is restricted to a single state optimization
scheme in the second stage. As a result, the derived optimal
parameter is actually not the true optimal parameter for the
minimization of mean-square error between the oscillator and
its linearization model. This phenomenon is similar to an optimal
linear control problemwhich requires full-states linear feedback in
order to obtain true optimal gain.
4. Conclusion
A novel optimal stochastic linearization approach is developed to
predict the second-moment response of non-linear systems under
stochastic parametric and external excitations. The present approach
is realized by a two-stage optimization, including the ﬁrst stage of
optimal linearization modeling and the second stage of parameters
optimization. The ﬁrst stage utilizes Gaussian linearization method
while the second stage follows SPEC-alternative of Elishakoff and
Colojani. For stochastic externally excited polynomial oscillators,
simulated results reveal that the present approach provides the
most accurate second-moment response among various Gaussian
approximation methods. For oscillators with power-law stiffness up
to seventh power, the improvement of accuracy in both displace-
ment and velocity over those of the standard Gaussian linearization
method is more than 10%. For stochastic externally excited Bouc-
Wen oscillator, the present approach predicts somewhat better
second-moment response than that by the standard Gaussian
linearization method. For polynomial oscillators under stochastic
parametric and external excitations, the present approach can
predict better second-moment response than that by the Gaussian
linearization method, provided that system non-linearity can be
approximated as a full-states linear combination in the linearization
model. For a non-full-states form, the accuracy in predicting the
second moment will depend on different values of system para-
meters. In the present two-stage Gaussian linearization method, it
incorporates the merits of Gaussian linearization method in the ﬁrst
stage and the SPEC-alternative in the second stage. For further
development, the performance of the present two-stage procedure
combined with different mean-square criteria, such as energy
criterion, can be explored.
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