: Examples of multi-person tracking with moving cameras. (Left two images) two actors, and two moving and 3 static cameras (Soccer1). (Right two images) One actor, and three moving and two static cameras (Walk2).
Introduction
In computer graphics, motion capture is a widely used way to animate virtual human characters. Unfortunately, traditional marker-based motion capture systems are expensive and cumbersome to use. table. By being constrained to a controlled studio, markerless methods fail to fully play out their advantage of being able to capture scenes without actively modifying them. Many practical computer graphics applications require motions to be captured on site, i.e. the camera system needs to be brought to the set location, because the motion itself cannot be relocated to a studio. Examples are capturing drivers in cars, motion capture on outdoor film sets, recordings of street performances, or the reconstruction of athletes in the field. In such situations, scenes are often cluttered and foreand backgrounds may be dynamic. Further on, placement and number of cameras may be starkly constrained, cameras can often not be synchronized, and they may (have to) move during recording. Some methods succeed in uncontrolled recording scenarios and allow certain camera motion (also outdoors [HRT * 09]), but have limited accuracy and would fail in case of 1) cluttered scenes and with unconstrained sparse camera sets; 2) small camera translation or pure rotational motion; 3) motion blur due to hand-held camera shaking.
We therefore present a method for marker-less 3D skeletal human motion capture that succeeds in uncontrolled environments and uses only a sparse, heterogeneous and weakly constrained camera setup. The algorithm reliably captures even complex 3D skeletal body motion 1) with potentially as little as five cameras (e.g. mobile-phone cameras); 2) with camera setups that are unsynchronized and of differing makes, resolutions and frame rates; 3) in cluttered indoor and outdoor scenes where backgrounds are dynamic and the actor can be occluded; 4) without using specialized auxiliary sensors, such as 3D cameras; 5) with any type of camera motion even including notable shaking.
The core algorithmic contributions are a new generative skeletal pose tracker that minimizes a single model-toimage consistency measure simultaneously in the skeletal actor poses and the poses of moving cameras (Sec. 4). We demonstrate that this strategy is essential to deal with scenes where cameras, foreground, and background can move and image-based pre-calibration (e.g. via structure-from-motion (SfM),e.g. [PVGV * 04,THWpS08]), fails. 3D model and 2D
image data compared during consistency measurement are based on a Sums-of-Gaussian model used previously for indoor tracking with static cameras [SHG * 11]. However, the energy function and the minimization strategy have been profoundly extended to match this more challenging scenario. The smooth nature of our energy functional with analytic derivatives enables continuous optimization. It also enables the automatic detection of the occlusion of body parts either caused by the same person (self-occlusion) or by the other people in the same scene (Sec. 5). This is properly taken into account in the optimization.
While this is not the first method for outdoor motion capture, to the best of our knowledge, our algorithm is the first that aims for motion reconstruction with moving cameras, unsynchronized video streams, uncontrolled environment, uncontrolled cameras motion, and multiple characters, all at once. In summary, our algorithm augments earlier work on markerless motion capture [ 2. The pose estimation scheme is using a new and improved occlusion handling.
In our experiments, we show qualitatively and quantitatively against ground truth that our algorithm can capture even complex and fast body motion in cluttered outdoor scenes, and that it succeeds with a wide range of heterogeneous, unsynchronized and moving camera systems with varying resolution, also just a few mobile phone or GoPro cameras.
We also contribute with a comprehensive evaluation data set for quantitative comparison. It comprises multi-view video footage recorded with static and moving cameras, ground truth camera motion data, as well as reference data from a marker-based motion capture system. an algorithm for motion tracking with moving and unsynchronized cameras. In their approach, camera synchronization and calibration problems were decoupled from pose estimation by explicitly solving these problems before pose estimation: frame accurate synchronization is performed based on audio. The camera parameters for each set of (synchronized) video frames are estimated by performing SfM. 
Related Work

Overview
Input to our algorithm is a set of video streams of the same scene, yielding a set of frames I = {I 1 , . . . , In} obtained from several cameras (camera indices omitted for readability). These cameras can be of varying make, resolution and frame rate, and they can move during recording. Video streams are not expected to be temporally synchronized (see Sec. 6) and the global time stamps are explicitly estimated, as discussed shortly. We assume that intrinsic cameras parameters are known (e.g. through calibration before recording).
As opposed to studio-based methods, we assume that lighting can vary mildly during recording, large part of the background can be dynamic, and the tracked person can be occluded for the duration of a few frames. The output of our algorithm is a continuous motion function X(t) : R → R n that returns an n-dimensional pose vector for a given time stamp t. Here, n is given as n = 6c +m, where m = 43 is the number of degrees of freedom of the skeletal model (pose and joint angles, thus describing the pose; see [SHG * 11] for more details) and c is the number of moving cameras in the scene. The 6 parameters for each moving camera describe translation and rotation. Due to the ambiguity between camera and performer motion in a single camera view, we can represent camera motion as an additional rigid transformation to the pose of the actor in a specific single view. This simplifies the optimization, as camera parameter optimization can be handled in the same way as actor motion. Note that in our setting we represent joint parameters as continuous temporal curves, thus they can be calculated for every sub-frame time instant of the motion (see Sec. 4).
For each tracked actor, the template body model must be shape-adjusted, which we do in a semi-automatic way from a set of calibration poses prior to motion recording using the algorithm of Elhayek et al. [ESH * 12] . It could also be done manually in case one has no control over the footage and actor motion.
For tracking multiple people in a scene, we initialize the pose of each actor independently. Then, our algorithm estimates a single combined motion function X that concatenates the motion functions of individual actors. This is different from running a single-person tracker for each actor where the occlusions caused by different actors would not be taken into account. By estimating a single large motion function, we handle multiple people tracking exactly in the same way as the self-occlusion (see Sec. 5). Accordingly, the remainder of this and next sections focus only on the single actor case without loss of generality for multiple actors.
Before tracking commences, we first synchronize video streams up to frame-level accuracy by using the audio stream [HRT * 09]. We refine this initial result by the global multi-view image-based space-time alignment method of Elhayeket al.
[ESH * 12] which yields frame rates and offsets at sub-frame precision.
In the beginning, we also expect a small amount of user interaction to obtain an extrinsic camera calibration Cext for one multi-view frame of each camera at the nearest time stamps (after temporal alignment). We employ a bundleadjustment with manually marked features in the scene background [HZ04] . Note that this is only needed for one set of frames.
The core of our algorithm is a new energy minimization approach where a model-to-image consistency energy functional is jointly optimized with respect to camera pose and skeletal pose parameters (Sec. 5). The energy functional is based on the Sums-of-Gaussians scene representation of [ESH * 12] which we profoundly extended to deal with our more general scene conditions, such as moderate appearance variations, occlusion, and dynamic background, as well as the sparse visual evidence from only few cameras (Sec. 4.2). In this paper, we briefly restate important concepts from prior work that we build on, but focus on the newly developed extensions. Employing a space-time optimization strategy is essential (Sec. 4.1) to deal with the lack of exact frame synchronization, and to be able to benefit from larger temporal baselines to regularize tracking with few cameras. With few cameras, occlusions of the actor, even for a short period, can lead to catastrophic failure of joint angle and camera optimization (see Sec. 6 for examples). We explicitly detect occlusions by monitoring the energy variation in time. Once an occlusion is detected, the corresponding camera is disabled for optimization and does not contribute to the energy anymore. In case it is a moving camera, its pose parameters are re-initialized based on corresponding linearly interpolated parameter values (Sec. 5).
Tracking with moving and unsynchronized cameras
One of the most important aspects of motion tracking with casually captured videos is that the cameras may move, and accordingly, the camera parameters have to be estimated for each frame in the video. In existing approaches for this scenario, estimation of these two sets of parameters is decoupled by pre-estimating camera parameters (e.g. performing SfM) and subsequently optimizing the pose (of the actors) given these known cameras. Unfortunately, this strategy cannot be exercised when the background is cluttered, the camera translation motion is not sufficient or the videos are blurry due to shaking cameras unless these conditions, SfM fail (see Fig. 7 and supplementary video). Our video streams (e.g. with as little as five cameras) are sparse and frame capture is not synchronized. Furthermore, there are many inherent ambiguities in model-image-matching which aggravate finding an optimal solution: the free motion of the body cannot be decoupled from the ego-motion of the cameras. For instance, it is often impossible to distinguish between an actor moving towards a static camera and a moving camera approaching a static actor.
A core innovation of our tracking algorithm is the simultaneous optimization of skeletal pose parameters and the pose parameters of every moving camera. Both camera and skeletal pose parameters are separately retained, but the effect of changing one set of parameters could still be compensated by the change of the other. Capturing the scene with one or more static cameras resolves this ambiguity. However, when there are no static cameras, the final results can only represent relative motion to the cameras and will not have a fixed global coordinate space. Our system uses the body model as common reference point to optimize skeletal pose and the pose of moving cameras. We are thus not forced to rely on unstable background features.
Our approach is instantiated as an energy minimization algorithm:
where L(S|X) is a likelihood term that measures the similarity of model parameter X to data S and E Lim and E Smooth are prior terms that enforce limits and smoothness on joint angles and camera poses, respectively. The hyper-parameters λ 1 and λ 2 are set to 0.1 and 0.01, respectively (see Sec. 6 for discussion on tuning hyper-parameters).
The individual components of the energy are detailed in the following. We will also detail the continuous pose parametrization and specific representation of image and shape data we employ. Optimizing continuous curves for skeletal and camera poses is essential since our data are not frame-synchronized and are spatially sparse. We can stabilize optimization by considering image data from larger temporal baselines.
Continuous parameterization and scene representation
We extend concepts from [ESH * 12] and instead of identifying parameter vectors for each discrete time stamp (corresponding to synchronized frame indices), we construct a continuous, parameter vector-valued motion function X(t) of time t representing both skeletal and camera pose parameters. In this setting, the likelihood of a specific motion function X with respect to a set of images is evaluated by sampling X at the time stamp t i of each image I i ∈ I.
For representing the 3D spatial extent of the body model, as well as the 2D input images, we employ the Sums-ofGaussians (SoG) model of [SHG * 11] where human body is approximated with a kinematic skeleton, to the bones of which 72 3D isotropic Gaussian functions G 3 are attached.
The parameters of a Gaussian function, including the location (mean) µ, the variance σ 2 k , and the corresponding representative color value c, are estimated based on a set of example images; see [SHG * 11] for more details. This yields a smooth (i.e., continuously differentiable as many times as desired) representation of human body model as exemplified in Fig. 2. An analogous model is used to describe images. This 2D Gaussian representation G 2 is used to represent each uniformly colored region in every image after quad-tree clustering of similarly colored regions (Fig. 2 right) .
Since estimating a continuous motion function X for a long sequence is computationally intractable, we divide the sequence into overlapping time segments {S 1 , . . . , Sn s } (of length 2/30 sec. for each, with an overlap interval of 0.6/30 sec.) and estimate the local motion functions X i as quadratic polynomials for each S i independently. This results in 3 × n parameters for each X i (3 being the number of parameters for a quadratic polynomial; there is no coupling between different parameters). A globally smooth motion function X is implicitly reconstructed by blending the X i at overlap using partition-of-unity [ESH * 12]. Accordingly, the variables to be optimized are the coefficients of the polynomial for each segment.
Likelihood: model-to-image similarity
We now explain the likelihood of a motion function X i corresponding to a given segment S i of an input sequence which is an extension of [ESH * 12]. At a given time instance, the motion function and a video frame are represented as a 3D and a 2D SoG, respectively. Then, the likelihood is calculated by projecting the 3D Gaussian functions in the 3D SoG into the corresponding image plane and measuring the overlap to all 2D Gaussians. The positions of each 3D Gaussian is a function of both the skeleton and camera parameters. However, it should be noted that the skeletal pose parameters are optimized based on the data of every cameras, while the parameters of each moving camera are optimized based on the data of that camera only (i.e. by maximizing the similarity between this camera's 2D SoG and the projected 3D SoG).
For simplicity of notation, we will omit the segment index i when there is no risk of confusion.
We represent an image I j with time stamp t j as the 2D SoG K I (t j ) and the respective model X(t j ) as 3D SoG K M (t j ). Then we can define the likelihood of the motion function X as the sum of similarities of K M (t j ) and K I (t j ) for t j ∈ S i :
where n(i) is the total number of images in S i , S 3 (A, B) is the similarity of a 3D SoG, A and a 2D SoG, B as will be defined shortly. Since every K I (t j ) for t j ∈ S i consists of a different number of 2D Gaussians, we normalize
by the similarity of K I (t j ) with itself. The general similarity of two 2D SoGs Ka and K b is defined as
where G 2 k is a Gaussian function parameterized by the color c k , center pixel location µ k , and blob size σ k . E il is the similarity of two image Gaussians G 2 i and G 2 l . The color similarity function d(c i , c j ) measures the similarity between the colors of two Gaussians and is defined at the end of this subsection. This integral has an analytic solution and analytic derivatives with respect to µ k and σ k , enabling efficient optimization (Sec. 5).
Based on S 2 , the similarity S 3 is calculated by projecting each 3D Gaussian G 2 k in K M (t j ) into the respective camera image plane using the projection operator Ψ(t j ) and by computing the corresponding 2D similarity S 2 therein: ‡
where the min (with E ii ) is taken as an efficient approximate self-occlusion test, in order to prevent the overlapping projected 3D SoGs from erroneously contributing multiple times in the above sum. The role of the denominator in Eq. 2 is to normalize the contributions of Gaussians of differing sizes across different images.
Weighting in HSV color space. As illumination in outdoor scenes can vary more strongly than in studio setups, we use a new color similarity that is more resistant to intensity changes. The similarity d for two HSV values a and b is defined as 
, and diag(v) builds a diagonal matrix consisting of the entries of v. The down-weighting of the value component (using W ) in the HSV model is decided based on preliminary experiments: In outdoor scenes, the value component was most severely affected by changes of illumination (e.g., shading, highlight, and specularity) and we experimentally determined a factor of 0.2, i.e. 20% to be a good choice.
Two-sided color similarity term. In contrast to the onesided color similarity term used in [SHG * 11, ESH * 12]
where d ≥ 0, the two-sided color similarity term (Eq. 5) can be negative when the two input colors are distinct (see Fig. 3 ). This is important in case of moving cameras, where each camera has its own pose (i.e. translation and rotation) parameters which are optimized based on it own data only (in contrast, the human pose parameters are constrained with data from several views). Figure 4 shows that with the onesided similarity term, for a given skeletal pose and camera parameters, one can erroneously increase the likelihood (specifically, the similarity S 3 between the model and the image; Eq. 2) by moving the camera towards the object. In this case, the corresponding projected 3D Gaussians become larger and accordingly they lead to higher similarities in (3) ‡ It should be noted that the projection operator is a function of the camera parameter which is encoded in X(t j ). Tracking an object with two cameras. Left: locations of cameras with respect to the object and Right: the constant input image from camera 2 (dark blue circle) overlaid with the projection of the 3D object (light blue) which is a function of the camera and pose parameters. If we move camera 2 closer to the object (bottom row), the virtual object is larger than the input which increase the overlapping between them. This can erroneously increase the likelihood if we do not penalize the dissimilar with the white background, which is achieved with the two-sided similarity term (Sec. 4.2).
in general. In contrast, the two-sided term solves this ambiguity by penalizing the dissimilarity between the projected object and the background. In addition, the two-sided term is also important to enable reliable tracking with only very few static cameras, as we show later.
Prior on camera motion
As motions of camera and actor are inherently ambiguous (see earlier discussion), estimation of the camera and pose parameters is inherently ill-posed. During the optimization, the effect of a change in camera position may be canceled out in the energy by opposite global pose change of the body. Temporal drifting over subsequent segments and irrevocable convergence to an erroneous local minimum could thus easily happen (see Fig. 9d for an example).
We approach this problem by enforcing first-order temporal smoothness over the parameters. This prevents any rapid change in parameters and the above-mentioned problem can be prevented as our experiments confirm (see Sec. 6):
where l i is the middle point of a segment S i in time and ns is the number of segments. E smooth requests similar values for model parameters at midpoints of overlapping segments from all camera sources.
The other prior E Lim constrains joint angles to an anatomically plausible range as in [ESH * 12].
Combined camera and pose optimization
We optimize the energy functional (1) using the conditioned gradient descent approach presented in [SHG * 11]. At the beginning of a motion sequence, we expect that the body model is shape initialized, and a rough manual initialization of the pose S 0 in which the actor stands is given. This shape initialization is performed as described in [SHG * 11].
Occlusion handling. As explained earlier, detecting and handling the case that a person is occluded from a camera view is crucial for our method. By design, the contribution of each camera to the likelihood is clearly separated from the other cameras (2) and is smooth over time. This enables occlusion detection by monitoring the variation of each model Gaussian's energy component in time.
During the optimization, we inspect the similarities (3) between the projected 3D Gaussians of the model K M and the 2D image Gaussians of each camera K I : For a given image SoG K I(k) (corresponding to a camera C k ), the model Gaussian G i ∈ K M is marked as false-projected when max G j ∈K I(k) E i j < To for a given threshold To, where the similarity E i j is calculated for the pair Ψ(G i )(G i ∈ K M ) and G j ∈ K I(k) . when the number of false-projected Gaussians is larger than a threshold Tn, we decide that an occlusion has occurred in the image I k . In this case, we exclude this camera from the optimization, as the occlusion may otherwise negatively influence the pose estimation of the other cameras. If the occluded camera is non-static, we also do not optimize the corresponding camera parameters. The pose optimization is then continued with the remaining cameras, and the parameters of the camera in which the skeleton is occluded are linearly extrapolated. The parameters To and Tn were held fixed at 0.6 and 30 during the experiments.
During the occlusion, the extrapolated parameters of the cameras are compared with the corresponding projected SoGs of the human model (as estimated based on unoccluded cameras). In this way, the end of the occlusion can be detected (i.e. When the number of false-projected Gaussians is less than a threshold Tn). In case the occluded camera is moving, once the occlusion is finished, the camera tracking starts again with the extrapolated parameters as initialization. This strategy succeeds in most of our test cases where occlusions are short and camera motion smooth. In all other cases (e.g. Fig. 13 ), more time-consuming global pose optimization would be needed after the occlusion ends.
Experiments
We evaluated our algorithm on seven real world sequences, which we recorded in an uncontrolled outdoor scenario with varying complexity: The sequences vary in the numbers and identities of actors to track, the existence and number of moving objects in the background, and the number of moving and static cameras. Sequences also differ in the makes, the frame resolutions and, and the frame rates of cameras. By quad-tree decomposition, all images are effectively downsampled to a resolution of 160 × 90 before tracking. Moreover, We recorded two additional sequences in studio for marker based quantitative evaluation of both skeletal motion, as well as camera motion reconstruction accuracy. Table 1 summarizes the specification of the sequences used in experiments. Since cameras are not sub-frame-level synchronized, it is unlikely that frames from all cameras are available for a given time stamp. Accordingly, the time complexity can only measured based on an average over a time span. Due to the more elaborate energy (in particular the two-sided term), and a larger parameter space, runtime of our algorithm is slightly lower than the approaches by [ESH * 12, SHG * 11]. Further, the run-time of our algorithm depends on the number of cameras and actors, and the complexity of the scene, e.g. the number of Guassians needed in 2D. For a single actor and five cameras, our algorithm takes around a minute for processing a single segment S (Sec. 4.1) that contains around two frames captured from each camera. Using the discrete (non-space-time) optimization algorithm of [SHG * 11] (see also Section 6.3) on a similar sequence recorded in studio (i.e. lower scene complexity) with 8 cameras, our method performs at 13 seconds per frame. Apart from body model initialization which requires the user to apply a few strokes to background segment the images of four actor initialization poses (see [SHG * 11]), tracking is fully-automatic.
Figures 1, 5, 6, and 7 show example poses tracked from sequences Walk1, Walk2, Walk4, Run, Soccer1, and Soccer2 (see also the accompanying video). Our algorithm successfully estimated the pose parameters of actors as well as the positions of the moving cameras in these sequences. In particular, our algorithm successfully tracked the two actors in Soccer2 who often occlude each other (Fig. 9) and the actors in highly cluttered scenes (Walk2, Walk4, and Run each of which contains 9 moving background people; see video). When tracking the moving camera from the Soccer1 sequence, SfM failed to successfully estimate the camera motion due to motion blur as shown in Fig. 7 : Since the handheld camera is shaking, motion blur occurred across several frames which causes feature tracking to fail. In contrast, our method was able to successfully track both camera and actor pose, even with the challenging background (see video). Only on some isolated frames with stark occlusion, the arm or head are incorrectly tracked, as expected.
To evaluate whether using moving cameras in addition to static cameras, actually improves the quality of the pose reconstruction, we tracked sequence Soccer1 once with only 3 static cameras, and compared the results to the full tracking with 3 static and 2 moving cameras (Fig. 8) . While moving cameras add unknowns to the optimization problem, the additional images provide enough information to increase the tracking accuracy and estimate the camera dynamics.
Evaluation of system design choices
We qualitatively evaluated the importance of the various components of our algorithm (see Secs. 3 and 4) on the sequences. In outdoor recordings, the observed brightness of the objects and the background can change. By making our color similarity measure more resistant to changes in brightness (Fig. 9b, top row) , tracking becomes more stable compared to the original brightness-sensitive color measurement (Fig. 9b, bottom row) . When the Euclidean distance is used instead (bottom), the color of the body model is not distinc- The first row shows two frames from a static camera which captures the motion of another camera. The second row is the view of the moving camera. The tracked location of the moving camera (white rectangle) is overlaid on the static camera view. The green and red lines depict x and y axes of the camera orientation in the image plane. The moving camera location in the static view is highlighted with the red circles; see the video.
tive enough from the background color as the change of incident illumination (due to shadows; see supplementary video) leads to a large variation in the value component, that causes a tracking error. Figure 9c demonstrates the importance of our occlusion handling. When the number of cameras is limited, the erroneous contribution of a camera under occlusion to the likelihood can mislead tracking (bottom). This is avoided by actively detecting the occlusion and excluding the corresponding camera from likelihood computation (top).
Finally, our first-order smoothness prior (E Smooth ; Eq. 6) prevents the camera or pose parameters from drifting quickly to implausible values, as observed in the second row of Fig. 9d (see Sec. 4.3).
Quantitative evaluation
As it is difficult to obtain ground-truth values for real actor motion in an outdoor scenario, we performed a quantitative analysis of our tracking algorithm on synthetic and studio data that were jointly recorded with a multi-view video and marker-based motion capture system. Synthetic data.We rendered multiple sequences containing a single actor with several combinations of static and moving cameras. The synthetic datasets represent perfect conditions for our algorithm, i.e. it is free of noise and motion blur and clearly separates background and foreground. This allows us to exactly evaluate the accuracy of the optimization (Fig. 10) . The motions of each camera are Visual inspection shows that our algorithm manages to correctly track the skeletal and camera poses in all synthetic sequences. As expected, numerical evaluation indicates that a higher number of moving cameras (from a fixed number of total cameras) increases the error, since the optimization becomes more difficult (Table 2 ). In this particular setup, at least 2 static cameras fix the global position of the actor accurately. Therefore, decreasing the number of static cameras from 5 to 3 does not affect the skeletal joint position accuracy on an absolute scale, however, it decreases the moving camera tracking accuracy. In general, one static camera is not sufficient to localize the absolute coordinates of the ac- tor and the cameras completely. This leads to an unknown global transformation between our and the ground truth coordinate frames which make the absolute 3D coordinate error not meaningful. Thus, we use 2D joint position error.
Marker-based quantitative evaluation
An additional important contribution of this paper is a set of validations on sequences that were recorded inside a studio with both a multi-view video system and a framesynchronized Phase-space marker-based motion capture system. The Phasespace system uses 2 active LED markers attached to the body of the performing actor in the center of the studio. The multi-view video system features cameras of 2048 × 2048 pixel resolution runnig at 25 fps. All images are effectively downsampled to a resolution of 256 × 256 before tracking. The tests in this section are performed using a discrete pose optimization algorithm that estimates a discrete set of pose parameters per time step, rather than our space-time optimizer. For a frame-synchronized video system, this yields better results. Further, this is the only way we can compare against the baseline method of [SHG * 11], which also uses this discrete optimization strategy. In the sequences recorded with this setup, the person wears normal street clothing, and markers are attached on top. We will make all these sequences available to the research community. The specifics of each sequence in the set are explained in the following paragraphs that evaluate several facets of our new algorithm.
First, we want to demonstrate that several of our extensions of the pose fitting energy compared to [SHG * 11] also lead to improved tracking accuracy over that baseline method when recording with static cameras only. The first sequence was recorded with 8 static video cameras and the marker system in studio lighting, is 150 frames long and shows the actor performing a walking motion. We consider the marker positions measured with the PhaseSpace system as a ground truth for evaluating the tracking accuracy. To this end, we need to identify the positions of the markers w.r.t the skeletal model tracked by our algorithm. We do this by describing each marker with an offset vector in a local frame of the nearest bone. Each such offset between a marker and one skeletal joint is estimated based on observing the offset vector between the marker and the joint on a set of correctly tracked frames, and keeping the average displacement. First, adding only our weighting in HSV color space to the algorithm of [SHG * 11] already decreases the average marker position error from 4.0 cm to 1.9 cm over the baseline method.
If, in addition, we add the two-sided color similarity term (which is essential in case of moving cameras) we observe a further reduction in error to 1.4 cm. However, extending the energy from [SHG * 11] with the two-sided term alone (i.e.
without any weighting in HSV color space), may still lead to errors n bad lighting conditions (e.g. part of the actor is in shadow), because it penalizes dissimilar colors. An adaptive color model would be needed for that which we investigate in future work.. This shows that several of our algorithmic extensions to the baseline fitting energy also benefit the case of static camera tracking and lead to a notable reduction in tracking error; see Fig. 11 and the supplementary video.
We now further show that even in studio conditions, the static algorithm [ESH * 12, SHG * 11] fails with moving cameras. To confirm this fact and to evaluate the camera tracking accuracy of our algorithm, we recorded a second in studio sequence with 3 moving and 5 static cameras. The sequence is 500 frames long. Our reference for accuracy comparison are the motion capture markers on the body. Our SfM based tracking of the moving cameras may contain errors, and thus yield reprojection errors in the moving cameras. Therefore, the 2D positions of two markers in one moving camera view were annotated manually in a range of 100 frames as ground truth. We use the 2D distance in the image planes of that camera between the respective body markers tracked by our algorithm and the ground truth to assess accuracy. The average error of [SHG * 11] is 25.9 pixels which reflects its failure to track this sequence. In contrast, our algorithm achieves an average of 1.8 pixels as it tracked tracked that sequence much more reliably; see Fig. 12 and video.
We further tracked the three moving cameras using a SfM algorithm [THWpS08] and landmarks in the studio background. It failed to track two of the three cameras because their motion consist of only rotation and small translation. This further shows the power of our algorithm which works with any type of motion in the cameras, but also means that we cannot quantitatively compare the tracking accuracy of these two cameras obtained with our algorithm against ground truth. We used the correct SfM tracking of the third camera as a ground truth to evaluate our camera tracking accuracy. The average camera position error is 16.4 (cm) and the average difference in angle in viewing direction between ground truth and our tracked solution is 13.4 degrees. This also shows quantitatively that the camera tracking is of good quality.
Discussion. As the estimation of the camera motion parameters is based only on a small sample of the 3D space (i.e., the position and pose of the actor), resulting camera paths can be less accurate then with SfM approaches. The uncertainty is large in the camera's viewing direction (and becomes more pronounced with large focal lengths), as small changes in the distance of the camera to the performer have only little influence on the appearance of the model. But our quantitative evaluation shows that the obtained accuracy is still good under these more challenging conditions. Also, our method successfully tracks both camera and human motion in scenes where traditional SfM methods would fail as demonstrated in the supplementary video and the quantitative experiments reported earlier. For some scenes, we could include image features as additional evidences into our energy function to increase the stability of the tracking.
Our algorithm requires the tuning of four hyperparameters: λ 1 and λ 2 for controlling the contribution of prior on the final energy and To and Tn for occlusion de- Table 2 : Performance of the proposed algorithm for a synthetic scene with varying number of moving and static cameras. The skeletal pose error is measured on average over 65 predetermined skeletal joint position and over the entire frame range in the sequence. The 2D joint position error is measured in a 2D plan of a cameras which is not included in the optimization. tection. We chose their values through experiments and kept them fixed for all results.
Although our algorithm produced reasonable tracking results even in challenging environments, failure cases remain. Figure 13 exemplifies specific directions where future improvement is desired: Our occlusion handling strategy relies on the linear extrapolation of camera motions during the occlusion. This may fail when the camera motion is highly nonlinear, which is likely for long occlusions as shown in Fig. 13 left. For this case, a more expensive global optimization could be exercised for recovering from the occlusion. Figure 13 right shows an example of tracking failure (in the left arm) due to strong motion blur.
In the future, synergies between motion deblurring and tracking shall be explored. Occlusion of body parts in many camera views can lead to tracking errors. Solutions to this problem deserve further investigation. Our occlusion detection scheme for cameras can also be used in detecting skeletal pose tracking failures (Sec. 5): When there are more than one camera undergoing occlusion, this indicates a likely skeletal pose error, and a global pose optimization, such as particle filtering, could be initiated to recover from it.
Conclusion
This paper presents an algorithm for marker-less human motion capture with moving and unsynchronized cameras that requires only minimal user interaction. Unlike existing approaches for skeletal tracking with moving cameras, our algorithm does not require any additional hardware and succeeds on even highly dynamic and cluttered scenes and for a more general range of camera motion where feature-based camera calibration fails. Furthermore, our algorithm operates with only few cameras and enables accurate full-body outdoor motion tracking of one or several actors who perform non-trivial motion. This is made possible by a new energy functional that simultaneously models camera and skeletal pose parameters in a space-temporally consistent way based on the appearance of tracked actors. We demonstrated the starkly improved performance and application range of our algorithm relative to a baseline method it originated from both quantitatively and qualitatively in an extensive set of experiments. In this context we further contribute with one of the first evaluation datasets for video-based pose tacking with moving cameras that features ground truth marker-based pose data, as well as ground truth motion data of non-stationary cameras. We believe that our technique is a step towards bridging the gap between complex and expensive capture studios and unconstrained outdoor motion capture, such as on-set tracking, which is essential in many computer graphics applications.
