The complex bilevel programming problem (CBLP) in this paper mainly refers to the optimistic BLP in which the highdimensional decision variables at both levels. A cooperative coevolutionary particle swarm optimization (CCPSO) is proposed for solving the (CBLP), in which the evolutionary paradigm can efficiently prevent the premature convergence of the swarm. Furthermore, the stagnation detection strategy in our algorithm can further accelerate the convergence speed. Finally, we use the test problems from the reference and practical example about watershed water trading decision-making problem to measure and evaluate the proposed algorithm. The presented results indicate that the proposed algorithm can effectively solve the complex bilevel programming problems. c 2017 All rights reserved.
Introduction and preliminaries
The bilevel programming problem (BLP) is a nested optimizations problem with two levels in a hierarchy: the upper and lower level decision-makers. The upper level maker makes his decision firstly, followed by the lower level decision maker. The objective function and constraint of the upper level problem not only rely on their own decision variables but also depend on the optimal solution of the lower level problem. The lower level has to optimize its own objective function under the given parameters from the upper level and the upper lever selects the parameters which feedback from the lower level to optimize the whole problem. Since many practical problems, such as engineering design, management, economic policy and traffic problems, can be formulated as hierarchical problems, BLP has been studied and received increasing attention in the literatures. During the past decades, some surveys and bibliographic reviews were given by several authors [11, 12, 15, 41] . Reference books on bilevel programming and related issues have emerged [5, 10, 14, 34, 39] .
The bilevel programming problem is a nonconvex problem, which is extremely difficult to solve. As we know, BLP is a NP-Hard problem [4, 7, 24] . Vicente et al. [42] also showed that even the search for the local optima to the bilevel linear programming is NP-Hard. Even so, many researchers are devoted to develop the algorithms for solving BLP and propose many efficient algorithms. To date a few algorithms exist to solve BLP, and they can be classified into four types: Karus-Kuhn-Tucker approach (KKT) [2, 3, 16, 17] , Branch-and-bound method [6] , penalty function approach [1, 23, 31, 38] and descent approach [18, 37] . The properties such as differentiation and continuity are necessary when proposing the traditional algorithms. Unfortunately, the bilevel programming problem is nonconvex. Many researchers tend to propose the heuristic algorithms for solving BLP because of their key characteristics of minimal problem restrictions such as differentiation. Mathieu et al. [33] firstly developed a genetic algorithm (GA) for bilevel linear programming problem because of its good characteristics such as simplicity, minimal problem restrictions, global perspective and implicit parallelism. Motivated by the same reason, other kinds of genetic algorithm for solving bilevel programming were also proposed in [8, 22, 44, 45] . Because of the prominent advantage that neural computing can converge to the equilibrium point (optimal solution) rapidly, the neural network approach was used to solve bilevel programming problem in [29, 32, 49] . Tabu search [21, 35, 46] , simulated annealing [36] , ant colony optimization [9] and λ-cut and goal-programming-based algorithm [20] are also typical intelligent algorithms for solving bilevel programming problem.
Particle swarm optimization (PSO) is a relatively novel heuristic algorithm inspired by the choreography of a bird flock, which has been found to be quite successful in a wide variety of optimization tasks [26] . Due to its high speed of convergence and relative simplicity, the PSO algorithm has been employed for solving BLP problems. For example, Li et al. [30] proposed a hierarchical PSO for solving BLP problem. Kuo and Huang [28] applied the PSO algorithm for solving bilevel linear programming problem. Jiang et al. [25] presented the PSO based on CHKS smoothing function for solving nonlinear bilevel programming problem. Gao et al. [19] presented a method to solve bilevel pricing problems in supply chains using PSO. Zhang et al. [50] presented a new strategic bidding optimization technique which applies bilevel programming and swarm intelligence. In addition, the hybrid algorithms based on PSO are also proposed to solve the bilevel programming problems [27, 43, 48] . However, it is worth noting that the mentioned above only for the relatively simple BLP and the complex bilevel programming problem (CBLP) has seldom been studied using PSO so far. The main reason lies in the complexity of the CBLP, namely that the high-dimensional decision variables at both levels. The difficulty for solving CBLP is that the increasing dimensional lead to the solution space of CBLP increased dramatically, thus the global convergence of the algorithm for CBLP is hard to be guaranteed and the convergence speed of the algorithm becomes slow.
Though Sinha et al. [40] proposed a nested bilevel evolutionary algorithm for CBLP recently, there still exist two problems: (a) for 10-dimensional test problems, the method in [40] can solve the first five test problems successfully in all the runs, but it can hardly solve the remaining test problems; (b) for two sets of test problems, the number of function evaluations of both levels is higher. From the problem (a), it can be seen that the global convergence of the algorithm is hard to be guaranteed with the increase of the dimension. From the problem (b), it is obvious that the convergence speed of the algorithm needs to be improved. In this paper, a coadapted coevolutionary particle swarm optimization (CCPSO) is proposed for solving the CBLP, in which the appropriate number of species can cover multiple niches and the species interact with one another within a shared domain model and have a cooperative relationship, thus the global convergence of the proposed algorithm for CBLP can be greatly improved. Furthermore, the stagnation detection strategy in our algorithm will enable the evolutionary pressure to increase the overall fitness of the ecosystem, which can further accelerate the convergence speed. In order to test the effectiveness and practicability of the proposed algorithm, we introduced the algorithm to settle watershed water trading decision-making problem. For the watershed water trading decision-making model based on bilevel programming in [47] , we reoptimize the optimal allocations parameters of water resources by the proposed algorithm and the solutions found by the proposed method are better than those given in the references.
The rest of this paper is organized as follows. Section 2 introduces the definitions and properties of complex bilevel programming problems. Section 3 proposes a cooperative coevolution particle swarm optimization algorithm for such problems. Some illustrative examples are provided in Section 4. The CCPSO algorithm is applied for solving a practical problem in Section 5, while the conclusion is reached in Section 6. 
Problem formulation
The lower level maker's rational reaction set for each fixed with x ∈ S(X):
(e) Inducible region:
For problem (2.1), it is noted that a solution (x * , y * ) is feasible for the upper level problem if and only if y * is an optimal solution for the lower level problem with x = x * . In practice, we often make the approximate optimal solutions of the lower level problem as the optimal response feedback to the upper level problem, and this point of view is accepted usually. Based on this fact, the CCPSO algorithm may have a great potential for solving BLP. In the following, an algorithm based on the CCPSO is presented for solving problem (2.1).
The algorithm

The CCPSO algorithm
We now describe a generalized architecture for evolving interacting coadapted subcomponents. The architecture, which we call cooperative coevolution, models an ecosystem consisting of two or more species. As in nature, the species are genetically isolated−meaning that individuals only mate with other members of their species. Mating restrictions are enforced simply by evolving the species in separate populations. The species interact with one another within a shared domain model and have a cooperative relationship.
The basic coevolutionary model is shown in Fig. 1 . Although this particular illustration shows three species, the actual number in the ecosystem may be more or less. Each species is evolved in its own population and adapts to the environment through the repeated application of the PSO. The figure shows the fitness evaluation phase of the PSO from the perspective of each of the three species. Although most of our implementations of this model have utilized a sequential pattern of evaluation, where the complete population of each species is evaluated in turn, the species could also be evaluated in parallel. To evaluate individuals from one species, collaborations are formed with representatives from each of the other species. There are many possible methods for choosing representatives with which to collaborate. In this paper, it is appropriate to simply let the current best individual from each species be the representative.
Now we discuss the uses of cooperative coevolution particle swarm optimization (CCPSO) to minimize a function f(x, y) of n independent variables. The problem was decomposed into n species and each assigned to one of the independent variables. Each species consisted of a population of alternative values for its assigned variable. To evaluate an individual from one of the species, we first selected the current best individual from every one of the other species and combined them, along with the individual being evaluated, into a vector of variable values. This vector was then applied to the target function. An individual was rewarded based on how well it minimized the function within the context of the variable values selected from the other species. The details of the proposed algorithm are given as follows: Algorithm 3.1.
Step 1. Initialization scheme. Initialized the species randomly and each species represents a variable of a complete solution. Then, go to Step 2 (a).
Step 2. Generate the complete solution.
(a) Select the individual from each of the other species randomly and combine them, along with the individual being evaluated, into a vector. Then, go to Step 3. (b) Select the current best individual from every one of the other species and combine them, along with the individual being evaluated, into a vector. Then, go to Step 3.
Step 3. Credit evaluation. The credit assignment at the species level is defined in terms of the fitness value of the complete solutions in which the species members participate. Step 4. Species coevolutionary. Each of the species is coevolved in a round-robin fashion using a standard PSO.
Step 5. Evolutionary stagnation detection. If the evolutionary stagnation condition of a species is false, then, go to Step 7. Otherwise, go to Step 6. Step 6. Reinitialization the stagnation species. Keep the member with the best credit assignment, the remaining members are reinitialized randomly and the credit evaluation of these members is computed as Step 3.
Step 7. Termination check. If termination condition is false, go to Step 2 (b). Otherwise, output the optimal solution.
Evolutionary stagnation condition
It is well-known that PSO has the advantage of good convergence performance and the disadvantage of easily trapping in local optimal. If a species is unproductive, determined by the contribution its individuals make to the collaborations they participate in, the species will be destroyed. Stagnation can be detected by monitoring the quality of the collaborations through the application of the inequality:
where f(t) is the fitness of the best collaboration at the generation t, G is a constant specifying the fitness gain considered to be a significant improvement, and L is a constant specifying the length of an evolutionary window in which significant improvement must be made. In this paper, the G is set as 10 −3 .
Constraint handling
In these approaches, the pair-wise comparison used in tournament selection is exploited to make sure that:
(i) when two feasible solutions are compared, the one with better objective function value is chosen; (ii) when one feasible and one infeasible solutions are compared, the feasible solution is chosen; (iii) when two infeasible solutions are compared, the one with smaller constraint violation is chosen. 
The CCPSO algorithm for CBLP
The process of the proposed algorithm for solving the CBLP is an interactive coevolutionary process. We first initialize population, and then the CBLP is transformed to solve single level optimization problems in the upper level and the lower level interactively by the CCPSO. For each iteration, an approximate optimal solution for problem 1 is obtained and this interactive procedure is repeated until the accurate optimal solutions of the original problem are found. The details of the proposed algorithm are given as follows: Algorithm 3.2.
Step 1. Initialization scheme.
Step 1.1. Initialize a random population (N u ) of the upper level variables X u . For each upper level member
, perform a lower level optimization procedure to determine the corresponding optimal lower level variables using Algorithm 3.1 and the optimal solution of the lower level Y optimal is obtained .
Step 2. Combine the upper level variables and the corresponding optimal lower level variables to generate the complete upper level solution
Evaluate the fitness value of the complete upper level solutions based on the upper level function and constraints.
Step 3. Check the stop condition. If the stop condition is satisfied, the optimal solution is output; otherwise go to Step 5.
Step 4. Update the upper level decision variables using the simulated binary crossover operator (SBX) and the polynomial variation method (PM).
Step 5. Reinitialize the lower level members. For the updated is reserved for next generation. The other (N l −1) level particles are produced randomly in the feasible region. According to the above method, the n s sub-swarms are produced.
Step 6. Combine the updated upper level variables and the corresponding lower level variables to generate the complete lower level solution
. Then, evaluate the fitness value of the complete lower level solutions based on the lower level function and constraints.
Step 7. Fix the upper level variables of the complete lower level solution, perform a lower level optimization procedure to produce the corresponding optimal lower level variables using Algorithm 3.1 and the optimal lower level variable Y optimal (i = 1, 2, · · · , N u ) is obtained. Then, go to Step 2.
Termination condition
At Step 1.2 and Step 7, Algorithm 3.1 uses a variance based termination criteria. When the value of α j , described in the following equation becomes less than α stop , the optimization task terminates. In the following, we state the termination criteria at the lower level, which can be similarly extended to the upper level. Let the variance of the lower level population members at generation j for each lower level variable j be v j i . If the number of lower level variables is m l , then α j is computed as:
where v i 0 denotes the variance for the variable i in the initial lower level population, the value of α j usually lies between 0 and 1 in (3.1). In this paper, the value of α stop is set as 10 −5 for the lower level and the value of α stop is set as 10 −4 for the upper level.
Numerical experiments
In this section, the parameters are set as follows: the PSO parameters are set as follows: r 1 , r 1 ∈ random(0, 1) the inertia weight ω = 0.7298 and acceleration coefficients with r 1 = r 1 = 1.49618. For the CCPSO, the population sizes of each species were set as 10 at the upper level and lower level. All results presented in this paper have been obtained on a personal computer (CPU:AMD Phenon(tm)X6 1055T 2.80GHz; RAM:3.25GB) using a C # implementation of the proposed algorithm.
Problem statement and its properties
In this section, we test our algorithm using two sets of twelve problems [40] which are scalable in terms of number of variables. The first set is the 5-dimensional instance of these problems and the second set is the 10-dimensional instance of these problems. Tables 1, 2, and 3 give the twelve problems and describe the properties of these problems.
Experimental comparison
The results obtained by the CCPSO are compared with those obtained by the nested bilevel evolutionary algorithm in [40] .
The results for 5-dimensional test problems are reported in Tables 4 and 5 . Table 4 provides the comparisons of function evaluations at upper and lower levels. The comparisons of the accuracy of both levels and the number of lower level calls for 11 runs, as well as the average lower level function evaluations required per lower level call are reported in Table 5 . The similar result comparisons for 10-dimensional test problems are reported in Tables 6 and 7 .
The fifth column and sixth column in Table 4 provides the median function evaluations required at the lower and upper levels respectively. The numbers in the brackets provide a ratio of the function evaluations required using the method in [40] against the function evaluations required using CCPSO. Both the approaches are able to successfully handle all the test problems with five dimensions, however, as can be observed from Table 4 , the method in [40] requires 2.7 to 5.01 times function evaluations at the upper level, and requires 5.21 to 9.10 times function evaluations at the lower level as compared to CCPSO. From Table 5 , we can obtain the following comments about our algorithm and the algorithm in [40] : for some problems, such as problems 1, 2, 4, 6, 7, 9, 10, 11 and 12, the upper level's accuracy obtained by our algorithm is not worse than those obtained by the algorithm in [40] , while the lower level's accuracy obtained by our algorithm is better than those obtained by the algorithm in [40] . For the problems 3, 5, and 8, the upper level's accuracy by our algorithm is worse than those by the algorithm in [40] , while the lower level's accuracy by our algorithm is not worse than those by the algorithm in [40] . On the other hand, these results also provide the median number of lower level calls, and the average number of lower level function evaluations required per lower level call. The method in [40] requires nearly three times lower level calls, and requires nearly two times function evaluations at the lower level for per lower level call compared to CCPSO. From the result comparisons, it suggests that the cooperative coevolutionary strategy adopted in the CCPSO can improve the global search ability of the algorithm. In addition, the evolutionary stagnation detection technology adopted in both levels greatly enhances the speed of convergence of the algorithm, thus it saves the number of function evaluations at both levels.
It can be seen from Tables 6 and 7 that the number of function evaluations increase significantly when the size of the test problems is increased to 10. The method in [40] is able to successfully solve the first five test problems in all the runs. From Table 6 , it follows that the method in [40] requires 2.84 to 3.84 times function evaluations at the upper level, and requires 5.79 to 11.38 times function evaluations at the lower level for the first eight test problems as compared to CCPSO. From Table 7 , it can be observed that the method in [40] requires 2.79 to 3.82 times lower level calls, and requires 2.16 to 3.05 times function evaluations at the lower level for per lower level call as compared to CCPSO. From the result comparisons, it can be seen that the global convergence of the proposed algorithm is greatly improved. Furthermore, the results demonstrate that the available computational resources quickly become insufficient to solve the problems with an increase in the number of dimensions. 
No.
Problem Properties 1 min
convex level problem
the two levels cooperate with each other
without constrains at two levels
the two levels conflict with each other
3 min
(y 2 i − cos 2πy i ) multi-modality at the lower level
(|x i | − log(1 + y i )) 2 + q the two levels conflict with each other
5 min
multi-modality at the lower level
without constrains at two levels 
multi-modality at the upper level
8 min the two levels conflict with each other
9 min
without constrains at two levels No. Problem Properties 10 min
i − x j 0 j = r + 1, 2, · · · , p constraints at both levels
11 min
many global solutions at the lower level
constraints at both levels
12 min
tan |y i | many global solutions at the lower level
the two levels conflict with each other s.t. G 1 (x, y) = tan y i − x i 0 i = 1, 2, · · · , r constraints at both levels The method in [40] 1489672 2168 The method in [40] −− −− −− −−
Application of CCPSO algorithm for a practical problem
Taking into account water rights and emission rights to establish a water market system based on watershed management is the most effective economic method to solve water shortage and pollution of watershed. In this water market system, the watershed management agency usually maximizes his profits, whereas each user's goal is to maximize its own profit. The problem involves uncertainty and is bilevel in nature, thus, a watershed water trading decision-making model based on bilevel programming is constructed, in which the upper decision-maker is the watershed management agency as the planning, controlling and coordinating center of watershed and each user is the lower decision-maker. We present a deterministic version of the case study from [47] . max w,t,r 1 ,g 1 ,r 2 ,g 2
s.t. r 1 + r 2 + w = 90, where q 1 and q 1 are actual water intake volume of water consumer A and water consumer B, respectively. l 1 and l 1 are waste water discharge volume of two users, respectively. r 1 and r 2 are water rights of two users, respectively. g 1 and g 1 are emission rights of two users, respectively. w is ecological water requirement of watershed. t is water resource fees. The optimal solution of the problem is obtained by Algorithm 3.2. Note that, the optimal solution of the lower level is obtained by solving multiobjective problem using CCPSO combining the fast non- [13] . Table 8 shows the obtained results compared with the results in the relevant references. From Table 8 , we can see that the solutions found by the proposed method are better than those given in the references. Therefore, the proposed method can also be applied to the practical problem. In this problem, the population sizes of each species for both levels were chosen as 10 for the problem and we execute the algorithm in 10 independent runs.
Conclusion and future works
In this paper, the CCPSO is proposed to solve the complex bilevel programming problem (CBLP) in which the evolutionary stagnation detection technology is adopted. The algorithm is tested on two sets of twelve problems which are scalable in terms of number of variables. The first set is the 5-dimensional instance of these problems and the second set is the 10-dimensional instance of these problems. The results indicate that the global convergence of the proposed algorithm is greatly improved, as well as the evolutionary stagnation detection technology adopted in both levels greatly enhances the speed of convergence of the algorithm. In the future works, the following problems will be considered: (1) Constraint handling. It is possible that the infeasible solution with good performance near the optimum can induce global searching to the boundary, so we will further discuss how to efficiently use the infeasible solution. This kind of discussion could improve the performance of our CCPSO, particularly when the optimal front lies on the boundaries between the feasible and infeasible regions. (2) Algorithm parallelization. We will design the parallel CCPSO for CBLP so as to improve further the computation efficiency.
