Abstract-In this article we tackle the problem of scheduling a dynamically generated DAG of multi-processor tasks (M-tasks). At first, we outline the need of such a scheduling approach in the context of TGrid. TGrid is an M-task runtime system for heterogeneous clusters. Then, we propose a dynamic scheduling algorithm called Reuse Processors Algorithm (RePA). The main objective of RePA is to reduce the communication and redistribution costs by trying to map child tasks to processors which are assigned to parent tasks (reuse processors). The algorithm is implemented using the SimGrid toolkit and is evaluated by comparing the makespan of the schedules produced by RePA and M-HEFT.
I. INTRODUCTION
PC clusters have become mainstream for running very time-consuming parallelized applications. Nowadays, there are many installations of those PC clusters available to developers and researchers. The computational power of the parallel platform is the limiting factor for the quality (time, detail) of the result of a simulation application. An efficient utilization of multiple clusters is the key to improve the quality of the results significantly.
One kind of parallel applications is the mixed-parallel application which often leads to faster execution times than pure data-parallel applications [1] . A mixed-parallel application consists of tasks which can be executed concurrently and these tasks can be implemented in a data-parallel way. A task which is assigned to a number of available processors is called a multi-processor tasks (M-tasks). A mixed-parallel program which consists of M-tasks can be represented by a direct acyclic graph (DAG) where the edges denote data dependencies between the M-tasks. If a task B requires data from a task A to become executable then B depends on A which is indicated by a data dependency edge. In most cases, these task-graphs are directed acyclic graphs (DAGs).
A lot of research has been done on scheduling this kind of mixed-parallel applications (DAGs) on homogeneous platforms [2] , [3] . More recently, heterogenous platforms (grids, clusters of clusters) have become the target for scheduling mixed-parallel applications [4] , [5] . Previous work addresses the problem of scheduling DAGs for which all nodes and edges are known before the scheduling process starts. However, the execution graph of mixed-parallel application can also be created dynamically at runtime. For instance, in a recursive process a task may create new sub-tasks if a certain criterion is satisfied. Thus, the entire DAG is not known beforehand.
Scheduling such dynamically generated DAGs in heterogenous environments (a collection of clusters) is a challenging task. Assigning too many processors to one task may prevent other tasks from being executed. On the other hand, assigning a lot of processors does not necessarily reduce the execution time of a task by a large amount since the runtime is limited by the fraction of the task which is executed sequentially. It is therefore an important criterion for a scheduling algorithm to produce schedules with a small makespan. The makespan is the time required to execute all the nodes in the DAG. The scheduler also has to pay attention to the resulting communication costs. In general, a task receives input data, performs some computation, and then produces output data. Input and output data (e.g. matrices or vectors) are distributed across the executing processors of one task. Data redistribution is required in order to use data from a source task (parent) in a target task (child), e.g. a block-partitioned matrix shared by five processors is used as input data for a task which is executed by only three processors. Depending on which processors are assigned to source and target tasks, the communication costs vary tremendously, especially when the tasks are mapped to different clusters and the clusters are connected over a low bandwidth link.
In previous work we have introduced the TGrid framework which is an execution environment for multi-processor tasks on clusters of clusters [6] . It supports the dynamic creation of M-tasks, leading to aforementioned dynamically created DAGs. M-task programs can be used to implement scientific applications which are formulated recursively, e.g. the generation of new M-tasks is stopped when a pre-defined convergence criteria is met. New tasks can be created and already created tasks can become executable if all data dependencies are satisfied. Whenever tasks are available the TGrid scheduler has to decide which processors should be assigned to these tasks. The contribution of this article is the proposal of a novel algorithm for scheduling dynamically created DAGs of Mtasks onto clusters of clusters. In the context of this work the term dynamic is used to refer to DAGs which are dynamically generated. It does not imply that a single M-task can be dynamically rescheduled once it is running. The herein introduced algorithm RePA generates competitive schedules (often with a smaller makespan) in comparison to recently introduced static scheduling algorithms for M-tasks such as M-HEFT [4] . Moreover, the algorithm has a small computational complexity, i.e. it produces a mapping of ready tasks onto clusters in a short amount of time which makes it suitable to be used inside the online scheduling component of the TGrid framework. The performance of RePA is evaluated by a detailed investigation of the resulting makespan for a large number of DAGs in different grid environments. This paper is organized as follows. Section II gives an overview of the TGrid environment. Section III introduces the ReP algorithm for the dynamic scheduling of M-tasks. Section IV presents the experimental evaluation of the ReP algorithm. Section V discusses related work and Section VI concludes the article and outlines future work.
II. TGRID: MULTI-PROCESSOR TASK PROGRAMMING ON THE GRID
This section summarizes previous work and background information on TGrid. In the second part, we define the model and state the assumptions for the scheduling problem.
A. The TGrid environment
TGrid is a software runtime system which allows the execution of hierarchically-structured multi-processor tasks [6] . M-tasks which are bound to disjoint sets of processors can run concurrently and thus implement the task parallel paradigm. M-tasks can also be implemented in a data-parallel way, e.g. with MPI. M-task programs can have a nested structure, i.e. M-task can be built from other M-tasks or can be formulated recursively. In general, the mixed-parallel paradigm increases the degree of parallelism of an application. The use of Mtasks may also reduce the communication overhead through exploiting spatial data locality.
TGrid is the glue to combine clusters into a bigger cluster of clusters and to run M-tasks programs on these bigger clusters. A sketch of the TGrid architecture is depicted in Figure 1 . Each cluster is controlled by a subnet manager which is in charge of executing and observing tasks on its private network. Such a private network could be a homogeneous cluster or any other heterogenous collection of machines that share a private IP address space. The subnet managers have to transfer data through a possibly insecure WAN. Therefore, the subnet managers support several protocols, such as https, ssh, etc., in order to bypass local firewalls and to perform encrypted data transfer.
A program developer has access to one of the subnet managers and can submit programs to a local subnet manager. A TGrid program can be represented as DAG where TGrid tasks are represented by nodes. Dependencies between tasks are modeled as edges. Data dependencies are automatically resolved by TGrid [7] , i.e. the redistribution component queries the sending (preceeding) and receiving (succeeding) task for the format of input/output data (size, type, etc.) and performs the data redistribution (coupling of tasks).
TGrid and all its components are written in Java which makes them completely platform-independent. The current implementation supports M-tasks which are implemented using MPI. This approach allows us to run these components on arbitrary machines in the grid without having to recompile some parts. Moreover, the ability to access the MPI layer through JavaMPI enables the application to benefit from using proprietary network drivers (Infiniband) on the target machine.
B. Scheduling problem for M-tasks
As described above, a TGrid subnet is controlled by a manager daemon. This subnet manager is not only responsible for receiving M-task programs from the programmer, it also contains a scheduling component which maps runnable M- tasks onto one of the participating clusters. In the remaining article we tackle the problem of designing a scheduling algorithm in order to implement the TGrid scheduling component.
Even though TGrid has been designed to support heterogeneity within a single cluster (a cluster may consist of a heterogeneous set of processors), in this article we only consider clusters of homogeneous clusters. This is motivated by the fact that most compute clusters consist of a homogeneous collection of machines. Thus, we assume a computational platform that consists of c clusters C i , where each cluster C i contains p i processors of the same type and speed. All clusters are connected to a backbone by a single network link.
Note that the DAG in the context of TGrid refers to the final DAG after executing all tasks of a M-task program. A sample DAG for a mixed-parallel implementation of Strassen's algorithm is shown in Figure 2 . This sample DAG comprises an artifical start and end node which are only markers used by the scheduler. The blue rectangles denote computation nodes and the green ellipses denote data dependencies between computation nodes. All computation nodes have a specific computation cost (number of instructions) when being processed. Similarly, redistribution nodes have costs assigned to them, e.g. the number of bytes to transfer. For the sake of completeness, our model allows multiple redistribution nodes between pairs of computation nodes.
III. THE REP ALGORITHM
In this section, we introduce the ReP algorithm for scheduling dynamically created DAGs of M-tasks. As described above, the scheduler of the TGrid framework should be able to make good decisions about mapping ready tasks onto clusters. A task becomes ready when all data dependencies are satisfied, i.e. all parent nodes have been executed. A good dynamic scheduler has to match the following conditions. On the one hand, the decision making process has to be done in a small amount of time. On the other hand, the algorithm has to create a schedule leading to a small makespan and good parallel efficiency. We make a few assumptions for designing the scheduling algorithm. It is assumed that tasks are always mapped to a single cluster. Otherwise meta data and cost functions of the internal task structure are required to make predictions of the computation time and the communication overhead inherited by assigning a task to more than one cluster. The reason is that finding a good cost function is fairly complex and the prediction precision is also questionable. Moreover, most of the data parallel code is not performing well in strongly heterogeneous distributed environments mostly due to a low latency between clusters.
The overall performance of M-task programs which are executed on TGrid is primarily bounded by the communication costs inherited when child tasks are mapped to a different set of processors or to a remote cluster. It is assumed that there is cluster = find target cluster(node) 7: processor nb = get number of processors(node, cluster) 8: processor list = select processors(node, cluster, processor nb) 9: add new schedule(node, cluster, processor list) 10 return number of free processors on cluster 3: else 4: free processor nb = number of free processors on cluster 5: cluster power ratio = (free computational power of cluster) / (free computational power of all clusters) 6: node computation ratio = (computation cost node) / (computation cost of unscheduled ready nodes) 7: return max( (min(1, node computation ratio cluster power ratio ) * free processor nb), 1 ) // at least one processor, at most the whole cluster 8: end if function select processors(node, cluster, processor nb) 1: processor list = empty list // try to reuse processors which were assigned to any parent node 2: append all free processors to processor list which are assigned to a parent node on cluster 3: append all other free processors on cluster to processor list 4: return first processor nb processors of processor list no communication cost for those processors which are shared between the parent and the child task. Thus, the ReP algorithm tries to reuse as many parent processors as possible for a given task in order to reduce communication costs. Yet, there are limitations for assigning parent processors to child tasks, e.g. if a parent task has more than one child the parent processors have to be distributed among the children. The ReP algorithm addresses these problems and tries to make fair decisions when assigning processors to child tasks.
The pseudo-code of the ReP algorithm is presented in Algorithm 1. The first 10 lines of code are always executed when new nodes (tasks) become ready. The ready nodes are first ordered by the computation cost and the length of the path from the root node (depth). The node depth is used to enforce scheduling in breadth-first search (BFS) style. This avoids following a single path in the DAG which could prevent many nodes from becoming executable. The ordered list of ready nodes is then processed until all nodes have been mapped on a cluster or there is no cluster with idle processors left. The assignment process is done in three steps. In step (1), the algorithm determines the target cluster for a node by function find target cluster. Then, in step (2), the scheduler decides how many processors should be assigned to this node using function get number of processors and in step (3), the scheduler selects this number of processors from the target cluster by select processors. RePA uses a heuristic approach in each step. It turned out that it is efficient to select the cluster with the most free computational power. The function get number of processors computes the number of processors for a node on a target cluster. This function is used to assign a number of processors which is proportional to a node's computational cost. Since a task is placed on exactly one cluster, we also consider the relative computational power of the target cluster which also gives sibling nodes a chance to reuse parent processors. In the last step, p processors of the target cluster are selected. Only at this point, the reuse of processors comes into play. The algorithm will first assign as many processors of parent nodes as there are available. When there is no idle parent processor left the scheduler continues to assign processors from the list of remaining idle processors.
The ReP algorithm as it is shown in Algorithm 1 is a result of experimenting with several heuristics for choosing the target cluster and for selecting the number of processors. We noticed that the most critical step for obtaining a small makespan is step (1), the selection of the target cluster. We have experimented with different heuristics for determining the target cluster that give clusters with more parent processors a higher priority than clusters with less or no parent processors. This might be a reasonable solution for nodes with high communication costs and small computational costs. However, our sample DAGs do not follow this pattern. Thus, favoring clusters with more parent processors before clusters with more free computational power in the cluster selection step (1) does not lead to small makespan. In fact, in this case RePA tends to use only a small number of clusters (those which have been assigned to tasks in the starting phase), so that efficient utilization of all participating clusters is not achieved. Therefore, we decided to consider the parent processor reuse only during the processor selection step (3).
IV. EXPERIMENTAL EVALUATION
In this section we want to quantify the quality of the dynamic scheduling approach by comparing the makespan of schedules generated by RePA and M-HEFT [4] .
A. Experimental setup
The experiments have been performed using SimGrid toolkit [8] which provides a testbed containing all necessary functionalities to run a simulation of mixed-parallel programs in a heterogeneous distributed environment. Let us recall, that the heterogenous computation platform in this article is based on a collection of homogenous clusters. All clusters are connected to a single backbone and it is assumed that the interconnection-network of clusters is fully connected. We use the same inter-connection network for each cluster with a bandwidth of 1 Gbit/s.
As described in Section II-B a computation tasks has associated computation costs given in Flop. To run such a task in SimGrid, we have to specify the computation time of this task. The model used for obtaining this estimation is based on Amdahl's law
Amdahl's law states that the computation time of an Mtask t is the accumulated time spent in the non-parallelizable fraction of the program (α) as well as in the parallelizable fraction (1 − α), where p is the number of processors and τ is sequential time of task t. We refer to [3] for a good overview of runtime prediction using Amdahl's law for dataparallel tasks. Consequently, the nodes of the sample DAGs for the simulation have an attribute specifying the α value in Amdahl's law. For the experiments, the α value was randomly chosen between 0 and 0.2. For evaluating the performance of RePA, we generated a number of DAGs and grid descriptions. We created 50 random DAGs consisting of 50, 75, and 100 computation nodes respectively. Due to the time complexity of M-HEFT we did not compare the scheduling performance of larger DAGs.
The shape of the DAGs can be controlled by the value fat which is intended to specify the width of the DAG. Thus, the fat models the degree of parallelism of the DAG, i.e. the bigger the width the more tasks can be executed in parallel. It denotes the percentage of independent tasks in the DAG, e.g. a fat value of 0 results in a single chain of nodes, and for fat = 1.0 all nodes in the DAG are independent. In the experiments, we have used DAGs with a fat value of 0.6 and 0.9.
All DAGs are randomly generated and the minimum execution cost of each task was set to 10.000 Flop. For more information about the dag generation program see [9] .
Similar to the DAGs, we also generated several grid configurations for the experiments. We created two different types of grids. The first contains a homogeneous collection of clusters whereas the second is heterogenous. In the homogeneous case, all processors across all clusters have the same processor type, but clusters may consist of a different number of processors. In either case (homogeneous and heterogeneous) the number of processors per cluster is randomly chosen between 16 and 64 which is a common setup of many cluster installations. We generated 10 grid setups consisting of 4 and 8 clusters, respectively. In total, 40 grid configurations were generated, 10 configurations with 4 (8) homogeneous clusters, and 10 with 4 (8) heterogenous clusters.
To evaluate the quality of RePA we decided to compare the makespan of the schedules produced by RePA and M-HEFT [4] . The reasons for choosing M-HEFT are as follows. First, it was one of the first algorithms that directly addressed the problem of scheduling mixed-parallel programs in heterogenous distributed environments showing good performance. Secondly, to obtain comparable results we had to use the same testing framework and we had access to an implementation of M-HEFT for SimGrid.
As discussed above, the ReP algorithm does not consider the redistribution costs between tasks in the decision making process. However, the time spent in data redistribution is simulated within the SimGrid framework. The time prediction function for the data redistribution time is based on a full block distribution of data which is used in ScaLAPACK [10] . [4] is based on the HEFT algorithm [11] . The HEFT algorithm is an extended list scheduling algorithm for heterogeneous environments and has three proceeding stages. At first, the mean values of the computation costs of nodes and communication costs of edges are computed. In the next step the algorithm assigns the upward rank to each node. This rank basically determines the critical path from a node (task) to the exit node. The rank is recursively defined starting with the exit node. According to this rank, the list of nodes is sorted in decreasing order. In the last step, the task with the highest priority is mapped to the target platform until all tasks are scheduled. Each task is scheduled using the processor allocation that minimizes the finish time.
B. Introduction to M-HEFT

M-HEFT
The M-HEFT algorithm extends HEFT by considering the data-parallel execution of tasks. Similar to RePA, the target platform of M-HEFT is a heterogenous collection of homogeneous clusters. The original communication model of HEFT had to be adapted to support data-parallel tasks. Thus, additionally to serial communication times M-HEFT also considers the redistribution costs between processor configurations of two dependent tasks. RePA wins / #tests fat=0.6 51/500 9/500 fat=0. 9 277/500 95/500
C. Results
A summary of the experimental results obtained for 4 and 8 clusters are given in Table I and Table II (i, j) ). The relative makespan of RePA is defined as
The minimum makespan denotes the smallest relative makespan
The maximum and the average makespan are computed accordingly. The last line in each section shows how many times RePA has created a schedule with a smaller makespan than M-HEFT. The value "#tests" denotes the total number of tests which have been done for this configuration (50 DAGs tested on 10 different grids). The value fat indicates the degree of parallelism (width) of the DAGs. The results are given for the homogenous and the heterogeneous configurations.
We can observe from the data in Table I that the average makespan decreases with an increasing number of nodes. Thus, the quality of the schedules produces by RePA increases with larger DAGs. For scheduling highly parallel DAGs (fat=0.9) containing 75 and 100 nodes on a homogeneous set of cluster, RePA produces schedules with an average makespan of less than 100% and RePA wins more than 50% of all tests (270 and 277). Thus, we can state that RePA outperforms M-HEFT in these cases. For DAGs with a smaller degree of parallelism (fat=0.6) M-HEFT leads to a better average makespan. However, RePA wins up to 19% of the tests (50 nodes, homogeneous).
In the heterogeneous case, the RePA is only slightly less effective than for the homogeneous configuration. The average makespan for 50, 75, and 100 nodes is 109%, 108%, and 106%, respectively. These results are still very good considering the disadvantages of the dynamic scheduler. First, the scheduler knows nothing about the implication of the current scheduling decision (entire DAG unknown). This directly implies another disadvantage. Since M-HEFT has already made a decision of where to place all computation nodes, data redistributions can already be started when data of any parent node are available even if the child node is not yet executable. This is not possible in a dynamic approach. The final assignment of processors to a task is only done when the task becomes executable and only from this time on data redistributions can be performed. Another factor with an impact on the performance of the dynamic scheduler is the information propagation. In our dynamic model, the scheduler runs on a dedicated processor on one of the clusters. When an M-task has been scheduled to another cluster the scheduler has to send a message to this target cluster requesting the execution of a task. Likewise, the target cluster has to notify the scheduler when the M-task has been completed. This adds to the total communication costs of RePA. Due to these RePA wins / #tests fat=0.6 0/500 0/500 fat=0. 9 153/500 270/500 message, the total makespan of RePA will always be bigger than the makespan of M-HEFT even if M-HEFT and RePA generate the same schedule (assign the same processors to each node). This also explains why RePA does not win more tests even if the average makespan is close to 100%.
The performance results of RePA for scheduling the same 50 randomly generated DAGs onto 8 clusters are given in Table II . We can make similar observations as for 4 clusters. The average makespan decreases with an increasing number of nodes and an increasing width of the DAGs (fat). However, we can see that RePA does not lead to a smaller makespan if the DAG is less wide (fat = 0.6). This is mainly reasoned by the extra communication between the scheduling host and the target clusters as described above. For a fat value of 0.6 and 8 clusters, the number of possible task placements is very limited. Thus, M-HEFT can take advantage of performing redistributions in advance and it avoids the extra messages between scheduler and target cluster. However, if the width of the DAG is larger (fat = 0.9) the performance of the schedules produced by RePA improves significantly. The reason is that M-HEFT "tends to use very large processor allocations for data-parallel tasks" [5] and therefore limits the number of concurrently running tasks.
The experimental results of our approach for dynamically scheduling M-tasks onto a set of clusters look promising taking into account that the scheduler has less information about the DAG than a static approach and has therefore less possibilities for making accurate predictions.
V. RELATED WORK
Existing algorithms for scheduling mixed-parallel programs are based on static DAGs. A number of scheduling algorithms have been designed for the case of homogeneous platforms, e.g. the algorithms CPR and CPA [2] , [3] .
Mixed-parallel task scheduling for more heterogenous environments have recently been developed, e.g HCPA and M-HEFT. A good overview of these algorithms as well as a discussion of modifications of M-HEFT to gain better performance are summarized in [5] .
An algorithm for dynamic scheduling of directed graphbased workflows has been presented in [12] . Even though the workflow model used in this paper is similar to the M-task graphs of TGrid, the main objective of both approaches is different. Instead of scheduling a static workflow representation on a highly heterogeneous and dynamic grid environment, the TGrid program itself can be treated as a dynamic description of a mixed-parallel workflow which is executed in a static environment consisting of several homogeneous clusters.
VI. CONCLUSIONS
In this article we have presented a new algorithm for dynamic scheduling of DAGs of M-tasks onto clusters of clusters. The main objective of our scheduling approach is to keep the redistribution costs between subsequent tasks small by reusing processors. We have presented an evaluation of the scheduling algorithm by comparing the makespan of RePA and M-HEFT for a large number of DAGs and grid configurations. The experiments show good results of the dynamic scheduling approach considering that the entire DAG is unknown to the algorithm and therefore the algorithm cannot make any predictions about placing succeeding tasks.
In future work, we will improve the heuristics for task migration by considering the redistribution costs when selecting the target cluster as proposed in [13] . Another goal is to implement this algorithm in the TGrid scheduling component and to evaluate the performance in a real world scenario.
