Abstract. Quantum computation has suggested new forms of quantum logic, called quantum computational logics. In these logics wellformed formulas are supposed to denote pieces of quantum information: possible pure states of quantum systems that can store the information in question. At the same time, the logical connectives are interpreted as quantum logical gates: unitary operators that process quantum information in a reversible way, giving rise to quantum circuits. Quantum computational logics have been mainly studied as sentential logics (whose alphabet consists of atomic sentences and of logical connectives). In this article we propose a semantic characterization for a first-order epistemic quantum computational logic, whose language can express sentences like "Alice knows that everybody knows that she is pretty". One can prove that (unlike the case of logical connectives) both quantifiers and epistemic operators cannot be generally represented as (reversible) quantum logical gates. The "act of knowing" and the use of universal (or existential) assertions seem to involve some irreversible "theoretic jumps", which are similar to quantum measurements. Since all epistemic agents are characterized by specific epistemic domains (which contain all pieces of information accessible to them), the unrealistic phenomenon of logical omniscience is here avoided: knowing a given sentence does not imply knowing all its logical consequences.
Introduction
The theory of quantum computation has inspired the development of new forms of quantum logics that have been termed quantum computational logics. As is well known, the basic idea of the theory of quantum computers is using as a "positive resource" two characteristic concepts of quantum theory that had been for a long time described as "mysterious" and potentially paradoxical: superposition and entanglement. In quantum computation any piece of information is identified with a possible state of a quantum system (say, a photon-system) that can store and transmit the information in question. In the happiest situations a state corresponds to a maximal piece of information (about the system) that cannot be consistently extended to a richer knowledge. Such states are called pure. Due to the characteristic indeterminism of quantum theory, a pure state is at the same time a maximal and a logically incomplete piece of information that cannot decide some important properties of the corresponding physical system. Accordingly, from an intuitive point of view, one can say that any pure state describes a kind of cloud of potential properties that might become actual when a measurement is performed, giving rise to the so called collapse of the wave-function. The concept of superposition represents a mathematical realization of this intuitive idea. Any possible pure state of a quantum system S is identified with a unit-vector of an appropriate Hilbert space H S and can be represented as a superposition of other unit-vectors that belong to a basis of the space. By adopting a notation introduced by Dirac, it is customary to write:
where c i are complex numbers such that i |c i | 2 = 1. The physical interpretation is the following: the system S that is in state |ψ⟩ might satisfy the physical properties that are certain for the state |ϕ i ⟩ with probability-value |c i | 2 . Apparently, any pure state |ψ⟩ describes a parallel system of different pieces of quantum information (|ϕ i ⟩). Just this parallelism is responsible for the extraordinary efficiency and speed of quantum computers.
Another powerful resource of quantum computation is due to the use of some "strange" pure states, called entangled , that turn out to violate the classical principle of compositionality. A paradigmatic case of entanglement may concern a composite physical system S consisting of two subsystems S 1 and S 2 (say, a two-electron system). The observer has a maximal information about S, represented by a pure state |ψ⟩. What can be said about the states of the two subsystems? Due to the form of |ψ⟩ and to the quantum-theoretic rules that concern the mathematical description of composite physical systems, such states cannot be pure: they are represented by two identical mixed states, which codify a "maximal degree" of uncertainty. Consequently, the information about the global systems (S) cannot be reconstructed as a function of the pieces of information about its parts (S 1 , S 2 ). In such cases, information seems to flow from the whole to the parts (and not the other way around). Phenomena of this kind give rise to the so called holistic features of quantum theory. Interestingly enough, entangled states are currently used in teleportation-experiments and in quantum cryptography.
As expected, quantum computation cannot be identified with a "static" representation of pieces of information. What is important is the dynamic process of information that gives rise to quantum computations (performed by quantum circuits). Such process is mathematically realized by quantum logical gates (briefly, gates): special examples of unitary operators that transform pure states into pure states in a reversible way. Since in quantum theory the time-evolution of physical systems is mathematically described by unitary operators, one can say that quantum computations can be regarded as the time-evolution of some special quantum objects.
Quantum computational logics can be described as a logical abstraction from the theory of quantum circuits. The basic idea that underlies the semantic characterization of these logics can be sketched as follows:
• well formed formulas are supposed to denote pieces of quantum information: possible states of quantum systems that can store the information in question; • the logical connectives correspond to some gates that can process quantum information.
In this way, connectives turn out to have way a dynamic character, representing possible computation-actions. At the same time, any formula can be regarded as a synthetic logical description of a quantum circuit, which may have a characteristic parallel structure. Quantum computational logics have been mainly studied as sentential logics (whose alphabet consists of atomic sentences and of logical connectives). Different choices of the system of primitive connectives and of the basic semantic definitions give rise to different logics. We will refer here to a holistic version of the quantum computational semantics, where quantum entanglement is used as a "semantic resource": generally, the meaning of a compound expression determines the contextual meanings of its subexpressions (and not the other way around, as happens in the case of most compositional semantic approaches).
The logics characterized by this holistic semantics represent weak forms of quantum logic, where important classical properties of the "Boolean connectives" are generally violated. Like in fuzzy logics, conjunctions and disjunctions are not generally idempotent (according to the slogan "repetita iuvant!") and the non-contradiction principle is not valid. Furthermore, commutativity, associativity and distributivity for conjunctions and disjunctions do not generally hold.
In this article we propose a semantic characterization for a first-order epistemic quantum computational logic, whose language can express sentences like "Alice knows that everybody knows that she is pretty". As is well known, most semantic approaches to epistemic logics that can be found in the literature have been developed in the framework of a Kripke-style semantics. We will follow here a different approach, whose aim is representing both quantifiers and epistemic operators as "genuine" quantum concepts (living in a Hilbert-space environment). In this perspective, the following question arises: to what extent is it possible to interpret the quantifiers and the epistemic operators as special examples of quantum operations? Interestingly enough, these logical operators turn out to have a similar semantic behavior, giving rise to a kind of "reversibility-breaking": one can prove that (unlike the case of logical connectives) both quantifiers and epistemic operators cannot be generally represented as quantum logical gates (which are reversible unitary operations). The "act of knowing" and the use of universal (or existential) assertions seem to involve some irreversible "theoretic jumps", which are similar to quantum measurements (where the collapse of the wave-function comes into play).
A characteristic feature of the epistemic quantum computational semantics is the use of the notion of truth-perspective: each epistemic agent (say, Alice, Bob, ...) is supposed to be associated to a truth-perspective that is mathematically determined by the choice of a particular orthonormal basis of the two-dimensional Hilbert space C 2 . Truth-perspective changes give rise to some interesting relativistic-like epistemic effects: if Alice and Bob have different truth-perspectives, Alice might see a kind of deformation in Bob's logical behavior. Epistemic agents are also characterized by specific epistemic domains that contain all pieces of information accessible to them. Due to the limits of such domains the unrealistic phenomenon of logical omniscience is here avoided: Alice might know a given sentence without knowing all its logical consequences.
1
As happens in the case of knowledge operators, quantifiers also can be interpreted as special examples of generally irreversible quantum operations. Unlike most semantic approaches, the models of the first-order quantum computational semantics do not refer to any domain of individuals dealt with as a closed set (in a classical sense). The interpretation of a universal formula does not require here any "ideal tests" that should be performed on all elements of a collection of objects (which might be infinite or indeterminate).
The mathematical environment
It is expedient to recall some basic concepts of quantum computation that play an important role in the quantum computational semantics (see, for instance, [10, 14, 1] ). The general mathematical environment is the n-fold tensor product of the Hilbert space C 2 :
where all pieces of quantum information live. The elements |1⟩ = (0, 1) and |0⟩ = (1, 0) of the canonical orthonormal basis B (1) of C 2 represent, in this framework, the two classical bits, which can be also regarded as the canonical truth-values Truth and Falsity, respectively. The canonical basis of H (n) is the set
1 A different approach to epistemic quantum logics has been developed in some important contributions by A. Baltag and S. Smets (see, for instance, [2, 3, 4] ). In this approach information is supposed to be stored by quantum objects; at the same time, epistemic agents are supposed to communicate in a classical way. On this basis, epistemic operators are dealt with as classical modalities in a Kripkean framework.
As usual, we will briefly write |x 1 , . . . , x n ⟩ instead of |x 1 ⟩ ⊗ . . . ⊗ |x n ⟩. By definition, a quregister is a unit vector of H (n) ; while a qubit (or qubit-state) is a quregister of H (1) . Quregisters thus correspond to pure states (maximal pieces of information about the quantum systems that are supposed to store a given amount of quantum information). We shall also make reference to mixed states (or mixtures of quregisters), represented by density operators ρ of H (n) . Of course, any quregister |ψ⟩ corresponds to a special example of a density operator: the projection operator P |ψ⟩ that projects over the closed subspace determined by |ψ⟩. We will denote by D(H (n) ) the set of all density operators of H (n) , while D = n D(H (n) ) will represent the set of all possible pieces of quantum information, briefly called qumixes.
The choice of an orthonormal basis for the space C 2 is, obviously, a matter of convention. One can consider infinitely many bases that are determined by the application of a unitary operator T to the elements of the canonical basis. ¿From an intuitive point of view, we can think that the operator T gives rise to a change of truth-perspective. While in the classical case, the truth-values Truth and Falsity are identified with the two classical bits |1⟩ and |0⟩, assuming a different basis corresponds to a different idea of Truth and Falsity. Since any basis-change in C 2 is determined by a unitary operator, we can identify a truth-perspective with a unitary operator T of C 2 . We will write:
and we will assume that |1 T ⟩ and |0 T ⟩ represent, respectively, the truthvalues Truth and Falsity of the truth-perspective T. The canonical truthperspective is, of course, determined by the identity operator I of C 2 . We will indicate by B (1) T the orthonormal basis determined by T; while B (1) I will represent the canonical basis. From a physical point of view, we can suppose that each truth-perspective is associated to an apparatus that allows one to measure a given observable. Any unitary operator T of H (1) can be naturally extended to a unitary operator T (n) of H (n) (for any n ≥ 1):
Accordingly, any choice of a unitary operator T of H (1) determines an orthonormal basis B (n)
T for H (n) such that:
Instead of T (n) |x 1 , . . . , x n ⟩ we will also write |x 1 T , . . . , x n T ⟩. The elements of B
T will be called the T-bits of H (1) ; while the elements of B (n)
T will represent the T-registers of H (n) . On this ground the notions of truth, falsity and probability with respect to any truth-perspective T can be defined in a natural way.
Definition 2.1. (T-true and T-false registers)
•
In other words, the T-truth-value of a T-register (which corresponds to a sequence of T-bits) is determined by its last element. • The T-truth of H (n) is the projection operator T P (n) 1 that projects over the closed subspace spanned by the set of all T-true registers;
• the T-falsity of H (n) is the projection operator T P (n) 0 that projects over the closed subspace spanned by the set of all T-false registers.
In this way, truth and falsity are dealt with as mathematical representatives of possible physical properties. Accordingly, by applying the Born-rule, one can naturally define the probability-value of any qumix with respect to the truth-perspective T.
where Tr is the trace-functional.
We interpret p T (ρ) as the probability that the information ρ satisfies the T-Truth. In the particular case of qubits, we will obviously obtain:
As is well known, quantum information is processed by quantum logical gates (briefly, gates): unitary operators that transform quregisters into quregisters in a reversible way. Let us recall the definition of some gates that play a special role both from the computational and from the logical point of view.
Definition 2.4. (The Negation)
For any n ≥ 1, the negation on H (n) is the linear operator NOT (n) such that, for every element |x 1 , . . . , x n ⟩ of the canonical basis,
In particular, we obtain:
Hence, the gate NOT (n) represents a natural generalization of the classical negation. 
where · is the product, while + represents the addition modulo 2.
For m = n = p = 1, we obtain:
Consequently, when z = 0, the gate T (1,1,1) gives rise to a reversible representation of the classical truth-table for the conjunction:
Definition 2.6. (The Hadamard-gate) For any n ≥ 1, the Hadamard-gate on H (n) is the linear operator √ I (n) such that for every element |x 1 , . . . , x n ⟩ of the canonical basis:
In particular we obtain:
Both the negation-gate and the Toffoli-gate are examples of classical gates, that transform registers into registers. The Hadamard-gate is instead a genuine quantum gate that can create superpositions, giving rise to characteristic parallel computational structures.
All gates can be naturally transposed from the canonical truth-perspective to any truth-perspective T. Let G (n) be any gate defined with respect to the canonical truth-perspective. The twin-gate G (n)
T , defined with respect to the truth-perspective T, is determined as follows:
is the adjoint of T (n) . All T-gates can be canonically extended to the set D of all qumixes [12] . Let G T be any gate defined on H (n) . The corresponding qumix gate (also called unitary quantum operation) D G T is defined as follows for any ρ ∈ D(H (n) ):
For the sake simplicity, also the qumix gates D G T will be briefly called gates.
The Toffoli-gate D T with respect to the truthperspective T is defined as follows for any qumix ρ ∈ D(H (m+n) ):
0 ), where the T-falsity T P
(1) 0 plays the role of an ancilla.
When T = I, we will also write: AND (m,n) (instead of AND (m,n) I
) and p (instead of p I ).
If m = n = 1 and ρ corresponds to the register P |x,y⟩ (of the space H (2) ), we obtain:
Hence, AND (1,1) (P |x,y⟩ ) represents the classical conjunction of the two bits |x⟩ and |y⟩.
It is worth-while noticing that generally
where Red
[m,n] (ρ) (which belongs to the space H (m) ) and Red (2) [m,n] (ρ) (which belongs to the space H (n) ) represent the two reduced states that describe, respectively, the first and the second subsystem of the composite system described by the global state ρ (which belongs to the space H (m+n) ).
3 Roughly speaking, we might say that the holistic conjunction defined on a global information consisting of two parts does not generally coincide with the conjunction of the two separate parts. As an example, we can consider the following qumix (which represents an entangled pure state):
(|0,0⟩+|1,1⟩) . We have:
which also represents an entangled pure state. At the same time we have:
which is a proper mixture. 3 We recall that according to the quantum theoretic formalism any possible state of a composite physical system S consisting of n subsystems (S1, . . . , Sn) is a density operator ρ of the tensor-product space HS = HS 1 ⊗ . . . ⊗ HS n (where each HS i is the Hilbert space associated to the system Si). The state ρ determines n reduced states:
is a density operator of HS i that represents the state of Si. Generally, we have:
. In other words, the state of the global system cannot be generally represented as a factorized state determined by the tensor product of the states of its parts.
Furthermore, we have:
A first-order epistemic quantum computational language
Let us first introduce the language that will be used. This language, indicated by L, contains:
• sentential constants (q, q 1 , q 2 , . . .) including two privileged sentences t and f that represent the truth-values Truth and Falsity, respectively; • individual names (a, b, . . .) and individual variables (x, y, . . .);
• m-ary predicates P m i (with 1 ≤ m); • the following logical connectives: the negation ¬ (which corresponds to the gate Negation), the square root of the identity √ id (which corresponds to the Hadamard -gate), a ternary connective (which corresponds to the Toffoli -gate);
• the universal quantifier ∀;
• the epistemic operator K (to know).
We will use t, t 1 , . . . as metavariables for individual terms (either names or variables). The notions of formula and of sentence are defined in the expected way.
• Sentential constants and expressions having the form P m i t 1 . . . t m are (atomic) formulas;
• if α, β, γ are formulas, then the expressions ¬α, √ id α, (α, β, γ) are formulas;
• for any formula α(x), the expression ∀xα(x) is a formula;
• for any term t and any formula α, the expression Ktα (t knows α) is a formula. Any expression Kt represents an epistemic connective. Sentences are formulas that do not contain any free variable.
The binary logical conjunction ∧ can be defined by means of the following metalinguistic definition:
(where the false sentence f plays the role of a syntactical ancilla). This definition clearly reflects, at a syntactical level, the definition of the holistic conjunction in terms of the Toffoli-gate (AND
The binary inclusive disjunction ∨ and the existential quantifier ∃ are metalinguistically defined as follows:
Any formula α can be naturally decomposed into its parts, giving rise to a special configuration called the syntactical tree of α. Such configuration XXXXXXXXXXXXXX (indicated by ST ree α ) can be represented as a finite sequence of levels:
where:
h is the sequence (at α 1 , . . . , at α k ) of the atomic subformulas occurring in α;
• for any i (with 1 ≤ i < h), Level α i+1 is the sequence obtained by dropping the principal logical connective, the principal epistemic connective and the principal quantifier in all molecular formulas occurring at Level α i , and by repeating all the atomic formulas that occur at Level α i . By Height of α (indicated by Height(α)) we mean the number h of levels of the syntactical tree of α.
Example 3.1.
The syntactical tree of α is the following sequence of sequences of subformulas of α:
We have: Height(α) = 3.
We will now define the notion of atomic structure of a formula α (which will play an important semantic role). Consider first a simple example: the case of an atomic formula P 1 t. The underlying semantic idea is that the information corresponding to P 1 t can be stored by three qumixes: the first qumix is supposed to store the information described by the predicate P 1 ; the second qumix stores the information described by the term t; the third qumix stores the "truth-degree" according to which the object denoted by t satisfies the property denoted by P 1 .
Notice that, according to this idea, the same type of information is supposed to store both predicates and individual terms. Unlike classical settheoretic semantics, we do not refer to any ontological hierarchy.
In the case of an atomic formula having the form P m t 1 . . . t m , we will need m + 2 qumixes; while for a sentential constant, one qumix will be sufficient. Accordingly, we can assume that the atomic structure of P m t 1 . . . t m is (m + 2); while (1) is the atomic structure of a sentential constant.
In the general case, the notion of atomic structure of a formula α is defined as follows.
Definition 3.1. (Atomic structure) Consider a formula α such that:
where h is the Height of α. The atomic structure of α is a sequence of natural numbers AtStr(α) = (n 1 , . . . , n k ), such that:
If AtStr(α) = (n 1 , . . . , n k ), the number n 1 + . . . + n k is called the atomic complexity of α (indicated by At(α)).
Semantically, the atomic structure of α is important because it determines the Hilbert space H α that represents the semantic space of α, where any possible meaning for α shall live. Let AtStr(α) = (n 1 , . . . , n k ). We write:
Example 3.2. Consider again the formula α = (P 1 a, ¬P 1 a, f ). We have:
A Holistic quantum computational semantics
The basic intuitive idea of the holistic quantum computational semantics can be sketched as follows [9, 8] . For any choice of a truth-perspective, any model of the language assigns to any formula α a global informational meaning that lives in H α (the semantic space of α). This meaning determines the contextual meanings of all subformulas of α (from the whole to the parts!). It may happen that one and the same model assigns to a given formula α different contextual meanings in different contexts. One obtains, in this way, a semantic situation that is quite similar to what happens in the case of entanglement-phenomena.
It is expedient to consider first the semantics for a fragment L − of L consisting of all formulas that do not contain any occurrence either of ∀ or of K. In such a case, for any choice of a truth-perspective T, the syntactical tree of any formula α uniquely determines a sequence of gates, all defined on the semantic space of α.
As an example, consider again the formula
In the syntactical tree of α the second level has been obtained from the third level by repeating the first occurrence of P 1 a, by negating the second occurrence of P 1 a and by repeating f , while the first level has been obtained by applying the connective to the sequence of formulas occurring at the second level. Accordingly, one can say that, for any choice of a truthperspective T, the syntactical tree of α uniquely determines the following sequence consisting of two gates, both defined on the semantic space of α:
Such a sequence is called the T-gate tree of α. This procedure can be naturally generalized to any formula α. The general form of the T-gate tree of α will be:
where h is the Height of α. ¿From an intuitive point of view, any formula α of L can be regarded as a synthetic logical description of a quantum circuit that may assume as inputs qumixes living in the semantic space of α. For instance, the circuit described by the formula
(which asserts the non-contradiction principle) can be represented as follows:
Thus, L-formulas turn out to have a characteristic dynamic character, representing systems of computation-actions.
Before defining the concept of holistic model , it is expedient to introduce the weaker notion of holistic map for the language L − .
Definition 4.1. (Holistic map)
A holistic map for L − (associated to a truth-perspective T) is a map Hol T that assigns a meaning Hol T (Level α i ) to each level of the syntactical tree of α, for any formula α. This meaning is a qumix living in the semantic space of α.
On this basis, the meaning assigned by Hol T to the formula α is defined as follows: Hol T (α) := Hol T (Level α 1 ). Given a formula γ, any holistic map Hol T determines the contextual meaning, with respect to the context Hol T (γ), of any occurrence in γ of a subformula, of a predicate, of a term. The intuitive idea is the following: Hol T (γ) can be regarded as the state of a composite quantum system S that stores the information expressed by γ, while the subexpressions of γ correspond to the states of particular subsystems of S, which are determined by the global state Hol T (γ). Accordingly, the contextual meaning of a subexpression of γ can be naturally defined by using the notion of reduced state. (Level i (γ)) ). Of course, we obtain: (1) for any formula γ, Hol T assigns the same contextual meaning to all occurrences of a subformula (of a predicate, of a term) in the syntactical tree of γ. (2) The contextual meanings assigned by Hol T to the false sentence f and to the true sentence t are the T-Falsity T P
(1) 0 and the T-Truth T P
(1) 1 , respectively. We can now define the concept of holistic model of the language L − . Unlike holistic maps, holistic models shall preserve the logical form of any formula α, by interpreting the logical connectives as the corresponding gates.
Definition 4.5. (Holistic model)
A holistic model of L − is a normal holistic map Hol T that satisfies the following condition for any formula α:
) is the Tgate tree of α and 1 ≤ i < h, then,
. In other words, the meaning of each level (different from the top level) is obtained by applying the corresponding gate to the meaning of the level that occurs immediately above.
On this basis, we put:
for any formula α.
Notice that any Hol T (α) represents a kind of autonomous semantic context that is not necessarily correlated with the meanings of other formulas. Generally we have:
Hol
. Thus, one and the same formula may receive different contextual meanings in different contexts (as, in fact, happens in the case of our normal use of natural languages).
Consider now a formula α whose atomic complexity is n. By definition of model we have: Hol T (α) ∈ D(H (n) ). From an intuitive point of view, the qumix Red (2) [n−1,1] (Hol T (α)) (which lives the space C 2 ) can be regarded as a generalized truth-value of α (determined by the model Hol T ). At the same time, the number p T (Hol(α)) represents the probability-value of α with respect to the truth-perspective T (determined by the model Hol T ). Accordingly, our semantics can be described as a two-level many valued semantics, where for any choice of a model Hol T , any formula receives two correlated semantic values: a generalized truth-value (represented by a density operator of C 2 ) and a probability-value (a real number in the interval [0, 1]). Now the concepts of truth, validity and logical consequence can be defined in terms of the probability-function p T . 
When α I β, we say that β is a canonical logical consequence of α. The concept of logical consequence turns out to be invariant with respect to truth-perspective changes. Although the holistic semantics is strongly context-dependent, one can prove that the logical consequence-relation is reflexive and transitive. XXXXXXXXXXXXXXX Theorem 4.1. [11] (1) α α; (2) α β and β δ ⇒ α δ.
The concept of logical consequence, defined in this semantics, characterizes a special form of holistic quantum computational logic. One is dealing with a very weak form of quantum logic, where some standard logical arguments are generally violated [11] . We have, for instance:
(
Some important logical consequences that hold in this logic are the following:
) α β ⇒ ¬β ¬α (5) f β; β t Since the conjunction ∧ is generally non-associative, brackets cannot be omitted in the case of multiple conjunctions. We will use the expression β 1 ∧ . . . ∧ β n as a metalinguistic abbreviation for any possible bracketconfiguration in a multiple conjunction whose members are the elements of the sequence (β 1 , . . . , β n ).
An epistemic quantum computational semantics
We will now investigate the semantics for the language L −Ep , which represents the epistemic extension of L − that includes all quantifier-free epistemic formulas of L. 4 This semantics is based on the following intuitive idea: any occurrence of an epistemic operator K in a formula α is interpreted as a special example of a qumix-operation representing a knowledge-operation associated to a given epistemic agent, which is characterized by a particular truth-perspective. Of course "real" agents evolve in time, changing their knowledge; for the sake of simplicity, however, in this article we will abstract from time, assuming that all agents are referred to a particular "short" time-interval.
We will first introduce the notion of knowledge-operation of a Hilbert space H (n) with respect to a truth-perspective T:
Definition 5.1. (Knowledge-operation) A knowledge-operation of the space H (n) with respect to the truth-perspective T is a map
where B(H (n) ) is the set of all bounded operators of H (n) . The following conditions are required:
T is associated with an epistemic domain EpD(K
T ρ = ρ 0 (where ρ 0 is a fixed density operator of D(H (n) )).
As expected, the intuitive interpretation of K (n)
T ρ is the following: "the piece of information ρ is known". The knowledge described by K
(n)
T is limited by a given epistemic domain (which is intended to represent the information accessible to a given agent, relatively to the space H (n) ). 5 Whenever an information ρ does not belong to the epistemic domain of K
T ρ collapses into a fixed element ρ 0 (which may be identified, for instance, with the maximally uncertain information T , it seems reasonable to assume that the probability-values of ρ and K (n) T ρ are correlated: the probability of the quantum information asserting that "ρ is known" should always be less than or equal to the probability of ρ. Hence, in particular, we have:
But generally, not the other way around! In other words, pieces of quantum information that are certainly known are certainly true (with respect to the truth-perspective in question). This condition is clearly in agreement with a general principle of classical epistemic logics, according to which "knowledge implies truth, but no the other way around".
A knowledge-operation K (n)
T is called non-trivial iff for at least one density operator ρ ∈ EpD(K (n)
Notice that knowledgeoperations do not generally preserve pure states [5] . 5 The epistemic domain of K 
XXXXXXXXXXXXXX
Can knowledge-operations be described as special examples of gates? The following theorem gives a negative answer to this question.
Theorem 5.1. [5]
Non-trivial knowledge-operations cannot be represented as unitary quantum operations.
At the same time knowledge-operations can be represented as qumix operations that are generally irreversible. The act of knowing seems to be characterized by an intrinsic irreversibility, which is quite similar to quantum measurement-phenomena.
On this basis we can now define the notions of epistemic situation and of epistemic realization for the epistemic language L −Ep .
Definition 5.2. (Epistemic situation)
Let i represent an epistemic agent (say, Alice, Bob, ...). An epistemic situation for i is a pair
(1) T i represents the truth-perspective of i; (2) K i is a map that assigns to any n ≥ 1 a knowledge-operation 
Definition 5.3. (Epistemic realization)
An epistemic realization for the language L −Ep is a pair (Hol T , E T ), where Hol T is a normal holistic map for the language L −Ep and E T is an epistemic map that associates to any pair (α, t) consisting of a formula α and of a term t occurring in an epistemic connective Kt of α an epistemic situation
). As expected, E T (α, t) represents the epistemic situation of the agent corresponding to the contextual meaning of the term t in the context Hol T (α). Notice that generally T ̸ = T Hol α T (t) . In other words, the truth-perspective of the agent denoted by the term t (according to the map Hol T ) does not necessarily coincide with the truthperspective of the holistic map Hol T . In the next Section we will see how these truth-perspective differences may cause some interesting relativisticlike epistemic effects.
Any epistemic realization (Hol T , E T ) determines for any formula α a special gate tree, called the (Hol T , E T ) -epistemic pseudo gate tree of α. As an example, consider the following epistemic sentence:
(say, Alice knows that Bob does not know that she is pretty).
We have: H α = H (3) . The syntactical tree of α is:
) be the two epistemic situations associated by the epistemic realization (Hol T , E T ) to the two pairs (α, a) and (α, b). In such a case the (Hol T , E T ) -epistemic pseudo gate tree of α can be naturally identified with the following sequence of qumix operations:
(K
).
This procedure can be obviously generalized. For any formula α, the choice of an epistemic realization (Hol T , E T ) determines the (Hol T , E T ) -epistemic pseudo gate tree of α, indicated as follows:
Of course, epistemic pseudo gate trees are generally irreversible. It is worth-while noticing that, unlike the case of L − , epistemic pseudo gate trees are not uniquely determined by the formulas' syntactical trees. Any epistemic realization (Hol T , E T ) chooses for any α a particular interpretation of the epistemic connectives occurring in α.
Now the concept of holistic model for the language L −Ep can be defined in the expected way. Like in the case of L − , any model Hol T shall preserve the logical form of any formula α , by interpreting the epistemic connectives occurring in α as convenient epistemic operations.
Definition 5.4. (Holistic model of L −Ep )
A holistic model of L −Ep is an epistemic realization (Hol T , E T ) that satisfies the following condition for any formula α:
) is the (Hol T , E T ) -epistemic pseudo gate tree of α and 1 ≤ i < h, then,
In other words, the meaning of each level (different from the top level) is obtained by applying the corresponding gate (or pseudo gate) to the meaning of the level that occurs immediately above.
On this basis the concepts of truth, validity and logical consequence are defined like in the case of the language L − , mutatis mutandis.
6
It is interesting to classify some special kinds of epistemic models that satisfy particular restrictions.
(1) EHol T is called harmonic iff for all epistemic situations
Hence, all agents considered by EHol T share the same truth-perspective T.
and
0 . In other words, any agent i has access to the truth-values of his/her truth-perspective, assigning to them the "right" probability-values.
determined by EHol T , the following condition is satisfied: for any
by EHol T has a perfect epistemic capacity, satisfying the following conditions:
coincides with the set of all possible qumixes of H (n) (for any n ≥ 1); (4.2) for any qumix ρ (∈ D(H (n) )), K (n) T i ρ = ρ. Hence, i assigns the "right" probability-values to all pieces of information.
Notice that a perfect epistemic capacity does not imply omniscience (i.e. the capacity of semantically deciding any sentence). For, the semantic excluded-middle principle:
does not generally hold (as happens in all forms of quantum logic).
Models that are at the same time harmonic, sound and falsity-based will be also called simple. By simple epistemic (quantum computational) semantics we will mean the special case of epistemic semantics based on the assumption that all models are simple.
When α is valid or β is a logical consequence of α in the simple semantics we will also write:
Simple α; α Simple β.
Let us finally recall some significant examples of epistemic arguments that are either valid or possibly violated in this semantics.
1) Ktα Simple α.
In the simple semantics, knowing a formula implies the formula itself. Of course this relation does not hold in the general epistemic semantics, where non-harmonic models may refer to different truthperspectives of different agents. 2) As a particular case of 1) we obtain:
KtαKtα Simple Ktα. Knowing of knowing implies knowing. But not the other way around! 3) Kt 1 Kt 2 α Simple α.
In the simple semantics, knowing that another agent knows a given formula implies the formula in question. At the same time, we have:
Alice might know that Bob knows a given formula, without knowing herself the formula in question! 4) Simple Ktt; Simple Kt¬f .
Hence, there are sentences that everybody knows.
Knowing a conjunction does not generally imply knowing its members.
Knowledge is not generally closed under conjunction. 7) For any model EHol T , EHol T Kt(α ∧ ¬α).
Contradictions are never known. 8) In the non-simple semantics (where models are not necessarily harmonic) the following situation is possible:
EHol T KaKbf . In other words, according to the truth-perspective of Alice it is true that Alice knows that Bob knows the Falsity of Alice's truthperspective. Roughly, we might say: Alice knows that Bob is wrong. However, Bob is not aware of being wrong! The examples illustrated above seem to reflect pretty well some characteristic limitations of the real processes of acquiring information and knowledge. Owing to the limits of epistemic domains, knowledge is not generally closed under logical consequence. Hence, the unpleasant phenomenon of logical omniscience is here avoided: Alice might know a given sentence without knowing all its logical consequences. We have, in particular, that knowledge is not generally closed under logical conjunction, in accordance with what happens in the case of concrete memories both of human and of artificial intelligence. It is also admitted that an agent knows a conjunction, without knowing its members. Such situation, which might appear prima facie somewhat "irrational", seems to be instead deeply in agreement with our use of natural languages, where sometimes agents show to use correctly and to understand some global expressions without being able to understand their (meaningful) parts.
Physical examples and relativistic-like epistemic effects
We will now illustrate some examples of knowledge-operations that may be interesting from a physical point of view. One is dealing with special cases of quantum channels, which can be, generally, obtained from some unitary operators, tracing out the ancillary qubits that describe the environment.
Let us first recall the definition of quantum channel (which is based on the so called Kraus first representation theorem [13] ).
such that for some set I of indices there exists a set {E i } i∈I of elements of B(H (n) ) satisfying the following conditions:
is called a system of Kraus operators. One can prove that quantum channels are trace-preserving, and hence transform density operators into density operators.
Of course, unitary quantum operations D G (n) are special cases of quantum channels, for which {E i } i∈I = G (n) . In the general case, however, quantum channels cannot be represented as unitary quantum operations: one is dealing with some characteristic irreversible transformations.
We will now define a class of quantum channels that have a special physical interest. Let a, b, c be complex numbers such that |a| 2 + |b| 2 + |c| 2 ≤ 1. Consider the following system of Kraus operators of C 2 :
(where σ x , σ y , σ z are the three Pauli matrices). Define a,b,c E (1) as follows for any ρ ∈ D(C 2 ):
We have:
One can prove that for any choice of a, b, c (such that |a| 2 + |b| 2 + |c| 2 ≤ 1), the map a,b,c E (1) is a quantum channel of the space C 2 . Let us now refer to the Bloch-sphere (whose radius is 1) that is in one-to one correspondence with D(C 2 ).
7 Any map a,b,c E (1) induces the following 7 We recall that the bijection f from the Bloch-sphere onto D(C 2 ) is determined as follows: for any x, y, z ∈ R such that |x| 2 +|y| 2 +|z| 2 ≤ 1, f (x, y, z) = vector-transformation (the sphere is deformed into an ellipsoid centered at the origin):
For particular choices of a, b and c, one obtains some special cases of quantum channels.
• For a = b = c = 0, one obtains the identity operator.
• For b = c = 0, one obtains the bit-flip channel a BF (1) that flips the two canonical bits (represented as the projection operators I P
(1) 0
and I P
1 ) with probability |a| 2 :
1 ;
0 . The sphere is mapped into an ellipsoid with x as symmetry-axis (see Fig. 1 ). (1) that flips both bits and phase with probability |b| 2 . The sphere is mapped into an ellipsoid with y as symmetry-axis.
• For a = b = 0, one obtains the phase-flip channel c PF (1) that flips the phase with probability |c| 2 . The sphere is mapped into an ellipsoid with z as symmetry-axis.
• For |a| 2 = |b| 2 = |c| 2 = p 4 (with p ≤ 1), one obtains the depolarizing channel p D (1) . If p = 1, the polarization along any direction is equal to 0. The sphere is contracted by a factor 1 − p and the center of the sphere is a fixed point. The channels we have considered above have been defined with respect to the canonical truth-perspective I. However, as expected, they can be naturally transposed to any truth-perspective T. Given E (1) such that
T of E (1) can be defined as follows: E
(1)
So far we have only considered quantum channels of the space C 2 . At the same time, any operation E (1) T (defined on C 2 ) can be canonically extended to an operation E (n) T defined on the space H (n) (for any n > 1). Consider a density operator ρ of H (n) and the reduced state Red (2) [n−1,1] (ρ) (which describes the n-th subsystem of the composite system described by ρ). We have: p T (ρ) = Tr( T P
( 1) 1 Red (2) [n−1,1] (ρ)). In other words, the T-probability of ρ only depends on the T-probability of the reduced state that describes the n-th subsystem. On this basis, it is reasonable to define E (n) T as follows:
T . Notice that, generally, a quantum channel does not represent a knowledgeoperation. We have, for instance, for some density operators ρ:
against the definition of knowledge-operation, if ρ is supposed to belong to the epistemic domain of a BF (1) . At the same time, by convenient choices of the epistemic domains, our quantum channels can be transformed into knowledge-operations. T as follows:
In other words an agent (whose knowledge-operation is a KBF (n) T ) has only access to pieces of information that are not "too far from the truth".
T is a knowledge-operation. In particular, a KBF (n)
T is a non-trivial knowledge operation if there exists at least one ρ ∈ EpD( a KBF (n)
(ii) the set D is the maximal set such that the corresponding a KBF 
T is a knowledge operation and the set D is the maximal set such that the corresponding a KBF
In a similar way one can define knowledge-operations that correspond to the phase-flip channel, the bit-phase-flip channel and the depolarizing channel.
Truth-perspectives are, in a sense, similar to different reference-frames in relativity. Accordingly, one could try and apply a "relativistic" way of thinking in order to describe how a given agent can "see" the logical behavior of another agent.
As an example let us refer to two agents Alice and Bob, whose truthperspectives are T Alice and T Bob , respectively. Let {|1 Alice ⟩, |0 Alice ⟩} and {|1 Bob ⟩, |0 Bob ⟩} represent the systems of truth-values of our two agents. Furthermore, for any canonical gate D G (n) (defined with respect to the canonical truth-perspective I),
Bob represent the corresponding twin-gates for Alice and for Bob, respectively.
According to the rule assumed in Section 2, we have:
In a similar way in the case of Bob. We will adopt the following conventional terminology.
• When |1 Bob ⟩ = a 0 |0 Alice ⟩ + a 1 |1 Alice ⟩, we will say that Alice sees that Bob's Truth is a 0 |0 Alice ⟩ + a 1 |1 Alice ⟩. In a similar way, for Bob's Falsity.
are canonical gates), we will say that Alice sees Bob using the gate D G
Bob we will say that Alice and Bob see and use the same gate, which represents (in their truth-perspective) the canonical gate D G (n) .
On this basis, one can conclude that, generally, Alice sees a kind of "deformation" in Bob's logical behavior. As an example, suppose that Alice XXXXXXXXXXXXXXX has the canonical truth-perspective (i.e. T Alice = I (1) ), while Bob's truthperspective is the Hadamard-operator (i.e. T Bob = √ I (1) ). Accordingly, the truth-values systems of Alice and of Bob are the following:
In such a case, Alice will see a quite strange behavior in Bob's use of the logical connective negation. Since D NOT
we will obtain, for instance, that:
.
In other words, Alice sees that Bob's negation of her Truth is her Truth itself, which represents instead an intermediate truth-value for Bob.
We can also consider a third agent Eve whose truth-perspective is the following:
. In such a case, Alice will see Eve using the Hadamard-gate in place of her negation, i.e.,
Alice . As expected, generally, different agents with different truth-perspectives will see and use different gates. An interesting question is the following: can different agents (with different truth-perspectives) see and use the same gate corresponding to a given canonical gate? The following theorem gives a positive answer to this question, in the case of same special gates. , all different from the canonical gate D G (n) . In other words, for any i and j belonging to this set:
Proof.
(i) Consider the set of truth-perspectives having the following form:
There are infinitely many θ ∈ [0, 2π) such that:
There are infinitely many θ ∈ (0, 2π) such that:
Quantifiers as qumix operations
Now we want to extend our semantics to the full first-order language L. As is well known, in most semantic approaches the interpretation of the universal quantifier ∀ generally involves an infinitary procedure that cannot be represented as a finite computational step.
What kind of intuitive reasons induce us to assert the truth of a universal sentence (say, "All humans are mortal", "All neutrinos have a non-null mass",....)? In the happiest situations we can base our assertion on a theoretical proof (which generally gives rise to a kind of "by-pass"). In other situations we may refer to an empirical evidence or to an inductive extrapolation. Sometimes we are simply proposing a conjecture or even an act of faith.
Consider the following simple example of a universal sentence:
We have: AtStr(α) = (3); H α = H (3) The syntactical tree of α is:
Once chosen a truth-perspective T, is it possible to obtain an appropriate T-gate tree for α? Any model Hol T will assign a qumix to the top level of the syntactical tree of α:
Hol T : (P 1 x) → ρ ∈ D(H (3) ).
Hence, we shall look for an operation ∀ Q T (which is defined on H (3) and depends on T) such that:
A very reasonable condition that should be required seems to be the following:
p T ( ∀ Q T ρ) ≤ p T (ρ).
XXXXXXXXXXXXXXX
Semantically, this condition is important because it is connected with the validity of the Dictum de omni-Principle ( ∀xP 1 x P 1 x). Interestingly enough, one is dealing with a requirement that also characterizes knowledge-operations. As we have seen in Section 5, for any ρ ∈ EpD(K (n) T ) we have: p T (K (n) T ρ) ≤ p T (ρ). And we already know that knowledge-operations cannot be generally represented as unitary quantum operations. As happens in the case of epistemic operators, quantifiers also can be interpreted as special examples of qumix operations that are generally irreversible. Unlike logical connectives, the use of quantifiers seems to involve a kind of theoretic "jump", quite similar to quantum measurementphenomena.
Of course, not all universal formulas are so simple as ∀xP 1 x. Consider, for instance, the following sentence: α = ∀x(P 1 x ∧ P 2 ax) = ∀x( (P 1 x, P 2 ax, f )) (say, All are nice and Alice likes them).
We have: AtStr(α) = (3, 4, 1); H α = H (3) ⊗ H (4) ⊗ H (1) = H (8) .
Here ∀ binds the variable x in two different occurrences of x in two different subformulas of α. How can such syntactical features be reflected at a semantical level? Fortunately (unlike classical semantics), the quantum computational semantics has an intensional character that allows us to "preserve the memory" of the linguistic complexity of all formulas.
In the case of the sentence α = ∀x( (P 1 x, P 2 ax, f )), the behavior of the quantifier ∀ can be associated to a syntactical configuration, formally described by the following conventional notation:
(1[1], 2 [2] , (3, 4, 1) ).
The interpretation of (1 [1] , 2 [2] , (3, 4, 1)) is: ∀ binds the first variable of the first atomic subformula occurring in α and the second variable of the second atomic subformula occurring in α, while (3, 4, 1) is the atomic structure of α.
This notation can be naturally generalized. Any universal formula α = ∀xδ can be associated to a syntactical configuration (called quantifier-configuration) that will be represented as follows: The interpretation of qconf α is the expected one. Of course, different formulas may have the same quantifier configuration. Since any quantum configuration qconf refers to a particular atomic structure, it turns out that qconf determines the semantic space H qconf of all formulas whose quantifierconfiguration is qconf .
On this basis, we can now introduce the notions of T-quantifier map and of first-order epistemic realization for the language L.
The concepts of truth, validity and logical consequence for the language L can be now defined like in the case of L −Ep , mutatis mutandis.
It is worth-while noticing that, unlike most first-order semantic approaches, our holistic models do not refer to any domain of individuals dealt with as a closed set (in a classical sense). Generally, any context γ contains a finite number of individual terms for which any model provides contextual meanings. At the same time, the interpretation of a universal formula does not require "ideal tests" that should be performed on all elements of a hypothetical domain (which might be highly indeterminate). In a sense, we could say that the universe of discourse associated to a given holistic model behaves here as a kind of open set. This way of thinking seems to be in agreement with a number of concrete semantic phenomena, where the individual-domain cannot be precisely determined in an extensional way. In fact, many universal sentences that are currently asserted either in commonlife contexts or in scientific theories (say, "All teenagers like danger", "All photons are bosons") do not generally refer to closed domains. Such situations, however, do not prevent a correct use of the universal quantifier. 
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