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CHARACTERISTIC CYCLES OF HIGHEST WEIGHT
HARISH-CHANDRA MODULES FOR Sp(2n,R)
L. BARCHINI AND R. ZIERAU
Abstract. Characteristic cycles, leading term cycles, associated varieties and Harish-
Chandra cells are computed for the family of highest weight Harish-Chandra modules
for Sp(2n,R) having regular integral infinitesimal character.
Introduction
Two important invariants of Harish-Chandra modules are the associated cycle and
the characteristic cycle. For example, a conjecture of Vogan and its proof by Schmid
and Vilonen ([24]) provides deep connections between the algebraically defined associated
cycle and the global character of an admissible representation. However, there is no known
method for computing either invariant in any generality. In this article characteristic cycles
are computed for the family of highest weight Harish-Chandra modules having regular
integral infinitesimal character for Sp(2n,R).
Associated cycles for the unitary highest weight Harish-Chandra modules are known
for the classical groups ([23]). The characteristic cycles for the unitary highest weight
Harish-Chandra modules of regular integral infinitesimal character are all just the conor-
mal bundle of the support, since they are cohomologically induced from a one dimensional
representation, so the support has smooth closure. It is well-known that characteristic
varieties for (nonunitary) highest weight Harish-Chandra modules need not be irreducible;
low dimensional examples are easy to find. In this article we determine the characteristic
cycles of all highest weight Harish-Chandra modules with regular integral infinitesimal
character for Sp(2n,R); the statement is contained in Theorem 5.22. In addition, asso-
ciated varieties and leading term cycles are computed, and the Harish-Chandra cells are
described. The statements are given in terms of clans, which parametrize the K-orbits in
the flag variety, a subset of which parametrize the highest weight Harish-Chandra modules.
The method used to understand the characteristic cycles, Harish-Chandra cells, etc.,
is inductive in nature. Each clan for a highest weight Harish-Chandra module (of infini-
tesimal character ρ) for Sp(2n,R) is obtained easily from such clans for Sp(2(n− 1),R).
Characteristic cycles, leading term cycles and Harish-Chandra cells (and all other infor-
mation) is given in terms of the same information for Sp(2(n− 1),R).
There is some overlap between this paper and the results of [6]. The intersection
homology sheaves for B-orbit closures in the generalized flag variety of lagrangian planes
is considered in [6]. In that article an algorithm to compute characteristic cycles of these
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intersection homology sheaves is given. Although it is not immediate, this algorithm can
be related to the computation of characteristic cycles of highest weight Harish-Chandra
modules considered in the present article. We do not make this connection, but use very
different methods.
The organization of this paper is as follows. The first section gives some well-known gen-
eralities on characteristic cycles and highest weight Harish-Chandra modules. In section
two we review the clan notation, determine the clans for the highest weight Harish-Chandra
modules and express the Tαβ operators in the terms of clans. Section 3 determines the
Harish-Chandra cells. The fourth section contains a key lemma relating the character-
istic cycles corresponding to a particular clan for Sp(2n,R) to characteristic cycles for
Sp(2(n− 1),R). The computation of all characteristic cycles is given in Section 5.
Acknowledgement The authors have used the ATLAS software as a valuable tool for com-
puting examples. Although this paper is independent of the software, computations using
the ATLAS have played a significant role in this project.
1. Preliminaries
1.1. The symplectic group. For this article we consider the pair of complex groups
(G,K) = (Sp(2n), GL(n)). The real group in the background is Sp(2n,R). We use the
n× n matrix
Sn :=


1
. .
.
1

 ,
to define
J :=
(
0n Sn
−Sn 0n
)
. (1.1)
The realization of the complex group G = Sp(2n) that we use is
G := {g ∈Mn(C) : gtJg = J}.
The matrix Sn gives an ‘antidiagonal transpose’
†X = SnX
tSn; we let sym
†(n) = {A ∈
Mn : A =
†A}. The Lie algebra of G is then
g =
{(
A B
C −†A
)
: B,C ∈ sym†(n)
}
.
The subgroup K is the fixed point set of the involution θ = Ad(In,n), with
In,n :=
(
In 0
0 −In
)
.
Therefore,
K =
{(
a 0
0 †a−1
)
: a ∈ GL(n)
}
and k =
{(
A 0
0 −†A
)}
.
The orthogonal complement of k (with respect to the Killing form) is
p :=
{(
0 B
C 0
)
: B,C ∈ sym†(n)
}
.
This gives the decomposition g = k+p; p decomposes into the direct sum of two irreducible
K-subrepresentations,
p = p+ ⊕ p− (1.2)
3with
p+ =
{(
0 B
0 0
)
: B ∈ sym†(n)
}
and p− the transpose of p+.
The diagonal matrices in g, i.e., those matrices of the form HA :=
(
A 0
0 −†A
)
∈ k with
A =


t1
. . .
tn

 ,
form a Cartan subalgebra h of both k and g. Let ǫj ∈ h∗ be defined by ǫj(HA) = tj . Then
the roots are {ǫi − ǫj : 1 ≤ i, j ≤ n, i 6= j} ∪ {±(ǫi + ǫj) : 1 ≤ i ≤ j ≤ n}. We once and for
all fix the positive system
∆+ = ∆+(h, g) = {ǫi − ǫj : 1 ≤ i < j ≤ n} ∪ {ǫi + ǫj : 1 ≤ i ≤ j ≤ n}. (1.3)
The simple roots are
S := {αj = ǫj − ǫj+1 : j = 1, 2, . . . , n− 1} ∪ {αn = 2ǫn}. (1.4)
The set of roots in p+ is ∆(p+) = {ǫi + ǫj : 1 ≤ i ≤ j ≤ n}.
We fix a Borel subalgebra b = h +
∑
α∈∆+ g
(α). This is the Lie algebra of upper
triangular matrices in g. The connected subgroup of G with Lie algebra b is a Borel
subgroup denoted by B.
The Weyl group W consists of all permutations and sign changes of {ǫi}. This may be
expressed in several ways. We will usually write elements of W as
w = (w1w2 . . . wn), when w(ǫj) =
{
ǫwj , if wj > 0
−ǫ−wj , if wj < 0.
(1.5)
Many of our arguments will be inductive in nature, reducing to the smaller pair (G′,K ′) =
(Sp(2(n − 1), GL(n − 1)). The group G′ is embedded in G so that a Cartan subalgebra
is h′ = {H ∈ h : ǫ1(H) = 0} and g′ = h′ +
∑
α∈∆(h,g),〈α ,ǫ1〉=0
g(α). We use the notation
K ′ for K ∩G′ and B′ for B ∩G′. Similar notation is used for other subgroups of G′ and
various subalgebras of its Lie algebra g′.
1.2. Characteristic cycles. Let M(g,K) be the category of finitely generated (g,K)-
modules of infinitesimal character ρ and let Mc(DB,K) be the category of coherent K-
equivariant DB-modules on the flag variety B. Localization gives an equivalence of these
two categories ([4]). The definition of the characteristic cycle of a D-module, along with
the first properties, is contained in [7]. Included there are the following facts. Let X ∈
Mc(DB,K).
(a) The characteristic cycle of X is of the form
CC(X) =
∑
Q∈K\B
mQ[T ∗QB],
viewed as an element of top degree Borel-Moore homology of the conormal variety
∪Q∈K\BT ∗QB. The mQ’s are nonnegative integers called the multiplicities.
(b) In the above formula, if mQ 6= 0, then Q ⊂ supp(X). In fact Q is in the singular locus
of supp(X).
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(c) If X is irreducible, the support of X is the closure of a single K-orbit Q ⊂ B and
mQ = 1.
(d) If supp(X) = Q is a smooth subvariety of B, then CC(X) = [T ∗
Q
B].
Notation 1.6. Given X ∈M(g,K) we write X for its localization, a D-module on B. We
refer to the support of X as the support of X . We also write CC(X) for the characteristic
cycle of the localization X of X . A Harish-Chandra module written as XQ is assumed to
have support Q.
The associated variety of a Harish-Chandra module is defined in [31]. It is a union
of K-orbits in p. The characteristic cycle and associated variety are related through the
moment map µ : T ∗B→ N . If CC(X) =∑mQ[T ∗QB], then
AV (X) =
⋃
mQ 6=0
µ(T ∗
Q
B).
The leading term cycle is defined to be
LTC(X) =
∑
mQ[T ∗QB],
summing over all Q with dim(µ(T ∗
Q
B)) = dim(AV (X)).
In the categoryM(g, B) of finitely generated (g, B)-modules of infinitesimal character
ρ, the picture is entirely similar. The supports of the localizations are the closures of
B-orbits in B, the Schubert varieties. We denote the B-orbit of w · b by Bw; the Schubert
variety Bw is denoted by Zw. The moment map image µ(T ∗BwB) is the orbital variety
B · n ∩ nw, nw := Ad(w)n. There is an equivalence of categories between M(g, B) and
the category Mc(DB, B) of coherent B-equivariant D-modules on B. Facts (a)-(d) hold
in this setting, along with the additional fact that if T ∗ByB occurs in CC(Lw), then the τ
invariant of y contains the τ -invariant of w. The associated variety is a union of orbital
varieties.
It will be important for us to to view highest weight Harish-Chandra modules as lying in
both categoriesM(g,K) andM(g, B). The characteristic cycle of a DB-module is defined
independent of which category we are in. This situation is discussed further in §2.2 and
§4.
1.3. Highest weight Harish-Chandra modules. The group GR has infinite dimen-
sional irreducible representations having Harish-Chandra modules with highest weight
vectors. In general a connected, simple Lie group has such representations when GR is of
hermitian type.
Let p = p+ ⊕ p− be as in (1.2). In (1.3) we have fixed a positive system of roots
∆+ = ∆+(h, g) which contains ∆(p+). If X is a highest weight Harish-Chandra module,
then X contains a vector v+ annihilated by all root vectors Xβ, β ∈ ∆(p+) or annihilated
by all Xβ , β ∈ ∆(p−). We consider highest weight Harish-Chandra modules with respect
to ∆+, i.e., those with weight vectors annihilated by Xβ , β ∈ ∆(p+).
We are concerned with Harish-Chandra modules of infinitesimal character
ρ =
1
2
∑
α∈∆+
α = (n, n− 1, . . . , 2, 1)
5The irreducible highest weight modules of infinitesimal character ρ are parameterized by
the Weyl group W ; we write L−wρ for the irreducible quotient of
U(g) ⊗
U(b)
C−wρ−ρ.
For a highest weight Harish-Chandra module v+ is annihilated by Xβ ∈ ∆+c ⊂ ∆+ and is
K-finite, so its weight −wρ − ρ is ∆+c -dominant. When −wρ − ρ is ∆+c -dominant, L−wρ
is the irreducible quotient of
U(g) ⊗
U(k+p+)
E−wρ−ρ,
where E−wρ−ρ is the irreducible finite dimensional representation of k of highest weight
−wρ − ρ. We conclude that L−wρ is a Harish-Chandra module exactly when −wρ is
∆+c -dominant.
Definition 1.7. W := {w ∈ W : −wρ is ∆+c -dominant}.
It follows that #W =#(W/Wc) = 2n. Note that
if w = (-1 -2 . . . -n), then L−wρ = C, the trivial representation, and
if w = (n . . . 2 1), then L−wρ is in the holomorphic discrete series.
W may be described as those w = (w1 . . . wn) ∈ W with entries −1,−2, . . . ,−k appearing
in decreasing order (from left to right) and n, n−1, . . . , n−k+1 also appearing in decreasing
order, for some k = 0, 1, . . . , n. For example, when n = 3,
W = {(321), (-132), (3-12), (32-1), (-1-23), (-13-2), (3-1-2), (-1-2-3)} .
It follows from the definition that the associated variety of a highest weight Harish-
Chandra module is contained in p+; see [23]. The K-orbits in p+ have a particularly nice
form. They are
Ok =
{(
0 X
0 0
)
;X ∈ sym†(n), rank(X) = k
}
, k = 0, 1, . . . n. (1.8)
Since Ok ⊂ Ok+1, the associated variety of any irreducible highest weight Harish-Chandra
module is the closure of exactly one Ok.
2. K-orbits and Schubert varieties
2.1. Clans. Many of the results and arguments of this article are expressed in terms of
clans. Clans give a parametrization of K-orbits in the flag variety for a given classical
group. In this section we review the clan notation and some basic facts that we will need.
In [19], K-orbits in B are classified by signed involutions. We follow the description of
clans given in [32], which is in terms of flags.
For the pair (G,K) = (Sp(2n), GL(n)) the clans are 2n-tuples c = (c1, . . . , c2n) satisfy-
ing the following.
(a) Each ci is +,− or a natural number.
(b) If ci ∈ N, then cj = ci for exactly one j 6= i.
(c) The number of +’s that occur among the ci’s is the same as the number of −’s that
occur.
(d) The following symmetry holds: (i) if ci = ±, then c2n−i+1 = ∓ and (ii) if ci = cj ∈
N, then c2n−i+1 = c2n−j+1 ∈ N.
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Two clans are considered the same when they have +, − and pairs of equal natural num-
bers in the same positions. Note that the number of +’s plus the number of pairs of
natural numbers is n.
An example of a clan for n = 8 is (+1− 2 + 2 +−|+−3− 3 + 1−).
The clan encodes a θ-stable Cartan subalgebra h˜, the action of θ on h˜ and a positive
system ∆˜+. This data determines a K-orbit in B having base point h˜+
∑
α˜∈∆˜+ g
(α˜). This
is in fact a bijection between clans and K-orbits in B. In Section 1.1 we fixed a Cartan
subalgebra h (⊂ k) and a positive system ∆+, and thus a Borel subalgebra b = h+ n. The
K-orbit K · b, which consists of all isotropic flags {0} = F0 ( F1 ( · · · ( Fn = Cn × {0},
corresponds to the clan (+ + · · ·+ | − · · · − −).
Given a clan, it is important for us to understand the action of θ on (simple) roots.
Suppose that c corresponds to h˜, ∆˜+. The simple roots in ∆˜+ may be written as
α˜i = ǫ˜i − ǫ˜i+1, i = 1, 2, . . . , n− 1, and α˜n = 2ǫ˜n,
for some basis {ǫ˜j} of h˜∗. Then the action of θ is given by
θ(ǫ˜i) =


ǫ˜i, if ci = ±
ǫ˜j, if cj = ci and j ≤ n
−ǫ˜2n−j+1, if cj = ci and j ≥ n+ 1.
For the example of the clan given above, this is
θ(ǫ˜2) = −ǫ˜2, θ(ǫ˜4) = ǫ˜6, and θ(ǫ˜6) = ǫ˜4, and θ(ǫ˜i) = ǫ˜i, for i = 1, 3, 5, 7, 8.
This gives
θ(α˜1) = ǫ˜1 + ǫ˜2, θ(α˜2) = −ǫ˜2 − ǫ˜3, θ(α˜3) = ǫ˜3 − ǫ˜6, θ(α˜4) = ǫ˜6 − ǫ˜5,
θ(α˜5) = ǫ˜5 − ǫ˜4, θ(α˜6) = ǫ˜4 − ǫ˜7, θ(α˜7) = ǫ˜7 − ǫ˜8, θ(α˜8) = 2ǫ˜8.
Recall that a root is called
complex if θ(α) 6= ±α
real if θ(α) = −α
compact imaginary if θ(α) = α and g(α) ⊂ k
noncompact imaginary if θ(α) = α and g(α) ⊂ p
For a simple root α one may consider the generalized flag variety Fα of all parabolic
subalgebras of g conjugate to h˜ + g(−α) +
∑
β∈∆˜+ g
(β). Let πα : B → Fα be the natural
projection (with fiber CP1). Section 5 of [30], in particular Lemma 5.1, tells us that when
Q↔ (h˜, ∆˜+) and
α is complex and θ(α) > 0 or
α is noncompact imaginary
(2.1)
then π−1α πα(Q) contains a dense K-orbit of dimension dim(Q) + 1. Following [30, §5] we
denote this orbit by
sα ◦ Q. (2.2)
Therefore, when (2.1) holds, we have an ‘operation’ passing from a K-orbit Q to a K-orbit
sα ◦ Q of one higher dimension.
7This operation can be expressed in terms of clans as follows. Suppose that Q ↔
(h˜, ∆˜+) ↔ c. Then included in the cases for which (2.1) is satisfied are the simple roots
α˜j , j = 1, 2, . . . , n so that (cj , cj+1) is
(i) (±,∓) or
(ii) (±, k) with the other k occuring to the right.
In these cases, sα˜j ◦ Qc is defined and is equal to the K-orbit with clan the same as c
except the j and j + 1 places are (k k), in case (i) and are switched (as are the n− j + 1
and n− j places), in case (ii).
Let us consider c0 = (+ · · ·++| − − · · ·−). The only allowed operation (2.2) is
sα˜n ◦ c0 = (+ · · ·+ 1|1− · · · −).
Now sα˜n−1 gives the only allowed operation; we get
sα˜n−1 ◦ (sα˜n ◦ c0) = (+ · · ·+ 1 + | − 1− · · · −).
Two operations are now allowed:
sα˜n−2 ◦ sα˜n−1 ◦ sα˜n ◦ c0 = (+ · · ·+ 1 + +| − −1− · · · −)
sα˜n ◦ sα˜n−1 ◦ sα˜n ◦ c0 = (+ · · ·+ 12|21− · · ·−).
Continuing we see that by applying all allowable operations (2.2) to c0 we generate all
clans having the numbers 1, 2, . . . , k (for any k = 0, 1, . . . , n) occurring left of center and
the remaining n− k slots left of center filled with +’s. Note that if c is of this type, then
sα˜j ◦c is defined if either (1) the j, j+1 slots are +,m, in which case sα˜j ◦(· · ·+m · · · | · · · ) =
(· · · m + · · · | · · · ) or (2) j = n and sα˜n ◦ (· · ·+ | − · · · ) = (· · · m|m · · · ).
2.2. The support of the localization of a highest weight Harish-Chandra module is both
a Schubert variety and the closure of a K-orbit in B. It is shown in [3, Appendix] that a
Schubert variety Zw is the closure of a K-orbit if and only if it is the support of a highest
weight Harish-Chandra module (i.e., −wρ is ∆+c dominant, so w ∈ W). Therefore, if
Cℓ := {clans c : Qc is the support of a highest weight HC module}, (2.3)
there is a bijection W ↔ Cℓ satisfying w ↔ c if and only if Zw = Qc. Proposition 2.5
below gives this bijection explicitly.
As we have seen in §2.1, the clan c0 = (++ · · ·+ |− · · ·−−) corresponds to the support
of the holomorphic discrete series: Qc0 = K · b, for our fixed choice of b. As mentioned
above, the clans obtained by applying all operations (2.2) starting with c0 have all +’s left
of center and the pairs of natural numbers occur symmetrically about the center. Note
that there are 2n such clans; as we will see, these are precisely the clans of Cℓ. Since we
will only be concerned with these clans we use the following shorthand notation.
Notation 2.4. We write only the left half of the clan. So, for example, the clan (+12 +
+| − −21−) will be written as c = (+12 + +). (This is not to be confused with the clan
of size n in [32].)
Proposition 2.5. The bijection W ↔ Cℓ for which w ↔ c means Zw = Qc is given as
follows. The clan corresponding to w ∈ W is obtained by replacing all positive entries of
w by +’s and all −a (for a > 0) by a.
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For example, w = (5-1-243)↔ c = (+12 + +).
To prove the proposition we first note the c0 = (+ + · · ·+)↔ w0 = (n . . . 21), then we
apply all operations (2.2) to both Weyl group elements and to clans.
The analogue of the operations (2.2) for Schubert varieties is as follows. Let α ∈ S, the
set of simple roots, determine the generalized flag variety Fα and the natural quotient map
πα : B→ Fα as in §2.1. Then wα > 0 if and only if ℓ(wsα) = ℓ(w)+1 and one easily checks
that this happens precisely when π−1σ πα(Zw) = Zwsα . Observe that for w ∈ W , a simple
root αj = ǫj − ǫj+1, j = 1, 2, . . . , n− 1, satisfies wαj > 0 if and only if w = (. . . a -b . . . ),
i.e., w(j) = a, w(j +1) = −b, for some a, b > 0 (and necessarily a > b, as w ∈ W). For the
simple root αn = 2ǫn, wαn > 0 if and only if w = (. . . a), i.e., w(n) = a > 0.
It follows that if w ↔ c as in the statement of the proposition, then for a given α ∈ S
the analogue of the operation (2.2) for W is defined if and only if it is defined for c. Also,
when the operation is defined for αj then the results w˜ = wsj and c˜ correspond as in the
statement:
w = (. . . a -b . . . ), w˜ = (. . . -ba . . . )
c = (· · ·+ b . . . ), c˜ = ( . . . b+ . . . ),
or
w = (. . . a), w˜ = (. . . -a)
c = (· · ·+), c˜ = (. . . a).
Note that Zw˜ = π
−1
σ πα(Zw) = π
−1
σ πα(Qc) = Qc˜, and W is preserved under the operations
(2.2) . The operations for W applied to w0 give all 2
n elements of W and all of Cℓ is
generated by operations (2.2) beginning with c0. 
Corollary 2.6. Cℓ = {c : all entries of c are +’s or natural numbers}.
Corollary 2.7. Let c1, c ∈ Cℓ and c1 ↔ Q1, c↔ Q. Then Q1 ⊂ Q if and only if there is a
sequence of sα operations taking Q1 to Q.
Proof. This is now a restatement of Cor. A.14. 
In [3, Appendix] it is shown that an orbital variety B · n ∩ nw is a K-orbit in p+ if and
only if −wρ is ∆+c dominant. Thus, the moment map images may be described by
µ(T ∗
Q
B) = B · n ∩ nw, when w↔ c↔ Q.
Proposition 2.8. Suppose c1, c ∈ Cℓ and Qc1 ⊂ Qc. Then µ(T ∗Qc1B) ⊇ µ(T
∗
Qc
B).
Proof. It suffices to show that if w1, w ∈ W with w1α > 0 (α ∈ S) and w = w1sα, then
n∩nw1 ⊇ n∩nw. For this note that if β ∈ ∆(n∩nw), then β > 0 and sαw−11 β = w−1β > 0,
so w−11 β > 0 (since w
−1
1 β 6= α). Therefore, β ∈ ∆(n ∩ nw1). 
This fact will narrow down considerably the possible conormal bundle closures occurring
in a characteristic cycle. The inclusion of moment map images of this proposition is not
true for arbitrary clans c1, c, but depends on c1, c being in Cℓ.
Our induction from (G′,K ′) to (G,K) will require that, given c = (1c′) or (+ c′) and
w ↔ c as in Proposition 2.5, we relate w′ ↔ c′ to w. Here c′ ∈ Cℓ′, with Cℓ′ defined as Cℓ
9is defined, but for the pair (G′,K ′). We relate w′ to w as follows. First, the Weyl group
W ′ is identified with a subgroup of W in the natural way:
W ′ = {w ∈W : w(1) = 1}.
Restating Proposition 2.5 for G′ we have the following correspondence. For c′ ∈ Cℓ′,
express c′ as +’s and natural numbers 2, 3, . . . , k. Now w′ begins with 1 and the remaining
entries are obtained from c′ by replacing 2, 3, . . . , k by −2,−3, . . . ,−k and replacing +’s
by n, n− 1, . . . , k + 1 (left to right).
Lemma 2.9. Suppose w ↔ c under the bijection W ↔ Cℓ of Proposition 2.5 and w′ ↔ c′
under the bijection W ′ ↔ Cℓ′ described above.
(i) If c = (1 c), then w = s2ǫ1w
′, where s2ǫ1 is the reflection in the root 2ǫ1.
(ii) If c = (+ c′), then w = σw′, where σ = sn−1 . . . s2s1, sj the simple reflection in αj.
The proof of this is immediate.
Here is an example in each case. (i) If c = (12+ 34++), then w = (-1-27-3-465). Then
c′ = (2 + 34 + +) is in the correct form to write down w′ = (1-27-3-465). Since s2ǫ1 =
(-1234567), it is clear that w = s2ǫ1w
′. (ii) If c = (+1 + 23 + +), then w = (7-16-2-354).
Then c′ = (1 + 23 + +) is rewritten as c′ = (2 + 34 + +) and w′ = (1-27-3-465). Since
σ = (7123456), we have w = σw′.
2.3. The Tαβ ‘operators’ of [28, Def. 3.4] will be used in §5.4 and §5.5 to help determine
characteristic cycles. Here we give the necessary background. We also translate the
description of the Tαβ ’s into clan notation.
The τ -invariant of w is
τ(w) := {α ∈ S : wα < 0}.
Following [28], given α, β consecutive simple roots in the Dynkin diagram, we say that w
is in the domain of Tαβ when α /∈ τ(w) and β ∈ τ(w). When this is the case and α and
β have the same length, then
Tαβ(w) =
{
wsα, β /∈ τ(wsα)
wsβ , α ∈ τ(wsβ)
(2.10)
(where exactly one of the two possibilities occurs) and if α, β have different root lengths
Tαβ(w) = {w˜ : w˜ ∈ {wsα,wsβ}, α ∈ τ(w˜), β /∈ τ(w˜)}
(a set of either one or two elements).
In Section 5 we will use the following important fact about the Tαβ operators and
coherent continuation. If w is in the domain of Tαβ , then
sα(Lw) = Lw + Ly +
∑
auLu (2.11)
when either (i) α, β are of equal length and Tαβ(w) = y or (ii) α, β are of different length
and Tαβ(w) = {y}. In the unequal length case and Tαβ(w) = {y′, y′′}, then Ly is replaced
by Ly′ + Ly′′ . This fact is well-known and can be found in [11].
The theory of coherent continuation and the W -equivariance of the characteristic cycle
map ([15]) gives the following statement about the characteristic cycle of an irreducible
highest weight module. Write CC(Lw) =
∑
ymy,w[T
∗
By
B].
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Lemma 2.12. ([22, Lemma 3.1]) Suppose y, w are in the domain of some Tαβ and suppose
my,w 6= 0. Then
(i) if α, β have the same lengths, then m
Tαβ(y),Tαβ (w)
6= 0, and
(ii) if α, β have different lengths, then for y′ ∈ Tαβ(y) there is w′ ∈ Tαβ(w) so that
my′,w′ 6= 0.
We may conclude the following.
Lemma 2.13. If y, w are in the domain of some Tαβ and α, β have the same lengths,
then my,w = mTαβ(y),Tαβ (w) .
Proof. The proof of McGovern’s lemma gives my,w ≥ mTαβ (y),Tαβ(w) . Since Tαβ(y) and
Tαβ(w) are in the domain of Tβα and TβαTαβ(y) = y,TβαTαβ(w) = w, we conclude
that the other inequality also holds. 
Using the above definition of Tαβ along with Proposition 2.5 we may translate the
above formula for the Tαβ ’s (2.10) into clan notation.
Notation 2.14. For α, β two consecutive roots αi, αk, we write Tαβ as Tj k (k = j ± 1).
Suppose w ∈ W and w ↔ c (as in Proposition 2.5), then we write Tjk(c) for the clan (or
pair of clans) corresponding to the Weyl group element, or pair, Tαβ(w). We also write
τ(c) for τ(w).
We have αj = ǫj − ǫj+1 ∈ τ(c) if and only if the j and j + 1 entries of the clan c are
++, k+ or k k+1, and αn = 2ǫn ∈ τ(c) when the last entry of c is a natural number.
Using the abbreviated notation of Tj j+1 for Tαjαj+1 and writing the j, j+1, j+2 entries
of the clans, in the case of equal root lengths we have:
Tj j+1( · · ·+ k + · · · ) = (· · · + + k · · · )
Tj j+1( · · ·+ k-1 k · · · ) = (· · · k-1 + k · · · )
Tj+1 j( · · ·+ + k · · · ) = (· · · + k + · · · )
Tj+1 j( · · · k-1 + k · · · ) = (· · · + k-1 k · · · ).
(2.15)
For the last two simple roots
Tn n−1(· · ·+ +) = (· · ·+ (k+1))
Tn n−1(. . . k +) = (· · ·+ k )
Tn−1 n(· · ·+ k) = {(. . . k+), (· · ·++)} .
(2.16)
As an example, consider the clan c = (+ + · · · + +). Then αn /∈ τ(c), αn−1 ∈ τ(c), and
Tn n−1(+ + · · ·++) = (+ + · · ·+ 1). Now, formula (2.11) gives
sn(X(++···++)) = X(++···++) +X(++···+1) +
∑
Xd,
where αn−1, αn ∈ τ(d).
3. Harish-Chandra cells
The Harish-Chandra cells of highest weight Harish-Chandra modules are determined in
this section. They are given by an inductive procedure in terms of clans. The statement is
contained in Proposition 3.12. We will continue our notion of (G,K) for (Sp(2n), GL(n)),
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Ok the K-orbit in p+ of (1.8), b = h+ n for the Borel subalgebra of g as in §1.1, etc. We
use the notation (G′,K ′) for (Sp(2(n− 1)), GL(n− 1)), O′k for a K ′-orbit in p′+ = p+ ∩ g′,
etc.
Notation 3.1. We use the shorthand notation Tc for T ∗QcB, when c is the clan parametriz-
ing the K-orbit Qc.
3.1. We begin by describing the moment map images of the closures of the conormal
bundles to K-orbits in B. Each c ∈ Cℓ is of the form (1 c′) or (+c′) with c′ ∈ Cℓ′, the set
of clans for (G′,K ′) as in (2.3). The following lemma gives µ(Tc) in terms of µ(Tc′). This
lemma follows from [32, §3.5].
Lemma 3.2. Let c′ ∈ Cℓ′ and suppose that µ(Tc′) = O′k. Then
(i) µ(T(1 c′)) = Ok
(ii) µ(T(+c′)) =
{
Ok+2, k ≤ n− 2
On, k = n− 1.
Proof. Recall that if c↔ w as in Proposition 2.5, then µ(Tc) = B · n ∩ nw ⊂ p+ ≃ sym†(n).
This is Ol exactly when n ∩ nw contains a matrix of rank l, but no matrix of higher rank.
Suppose c′ ↔ w′ ∈W ′ =W (Cn−1).
Consider c = (1 c′). Then c↔ w = s2ǫ1w′, by Lemma 2.9. It follows that ∆(n ∩ nw) =
∆(n′ ∩ n′w′). Check: ∆(n) r ∆(n′) = {β ∈ ∆+ : 〈β , ǫ1〉 > 0} and s2ǫ1β = β, for
β ∈ ∆(n′). Now β ∈ ∆(n ∩ n′w′) ⇐⇒ β ∈ ∆(n′) and w′−1(β) > 0 ⇐⇒ β ∈ ∆(n) and
w′−1s2ǫ1β > 0 ⇐⇒ β ∈ ∆(n ∩ nw). Therefore, (i) holds.
Now consider c = (+ c′). Then, by Lemma 2.9, c↔ w = σw′, σ = sn−1 . . . s2s1, where
si is the simple reflection for the i
th simple root. Then
σ−1∆(n ∩ nw) = {ǫ1 + ǫj : j = 1, 2, . . . , n} ∪∆(n′ ∩ n′w′). (3.3)
We check this. Since σ ∈ WK , σ(∆(p+)) = ∆(p+). Therefore, α ∈ σ−1∆(n ∩ nw) ⇐⇒
σ(α) > 0 and w−1σ(α) > 0 ⇐⇒ α > 0 and w′−1α > 0. It follows , since w′ permutes
2, 3, . . . , n, that any α in the right-hand side of (3.3) is in σ−1∆(n∩nw). On the other hand,
suppose α ∈ σ−1∆(n ∩ nw). Then either α ∈ ∆(n)r∆(n′) (so α = ǫ1 + ǫj) or α ∈ ∆(n′)
(so α ∈ ∆(n′ ∩ n′w′), since w′−1(α) ∈ n ∩ g′ = n′). Therefore α is in the right-hand side.
Since µ(T(+c′)) = B · n ∩ nw, we need to determine the maximum rank of a matrix in
n ∩ nw ⊂ sym†(n). By (3.3) n ∩ nw is the set of matrices
X =


x1 · · xn
·
X ′ ·
x1

 , x1, . . . , xn arbitrary and rank(X ′) ≤ k.
The rank ofX is at most k+2. When rank(X ′) = k and k ≤ n−2, thenX = X ′+Xǫj+Xǫn
will have rank k+2 for some j = 1, . . . , n− 1 (by choosing j so that the jth column of X ′
is a linear combination of the other columns). When rank(X ′) = k = n− 1 (so no such j
exists), X = X ′ +X2ǫn has rank n. 
In analogy with geometric cells for Weyl groups, we set
Cg(k) := {c ∈ Cℓ : µ(Tc) = Ok}.
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By Appendix B, Cg(k) is the set of all clans for (G,K) with µ(Tc) = Ok. Restating the
lemma slightly we have
Cg(n) = {(+c′) : c′ ∈ C′g(n− 1) ∪ C′g(n− 2)} and
Cg(k) = {(+c′) : c′ ∈ C′g(k − 2)} ∪ {(1 c′) : c′ ∈ C′g(k)}, 2 ≤ k ≤ n− 1,
Cg(k) = {(1 c′) : c′ ∈ C′g(k)}, k = 0, 1.
(3.4)
A simple counting argument gives the size of each Cg(k).
Proposition 3.5. #Cg(k) =
(
n
[k2 ]
)
.
Proof. We use induction on n . For n = 1 there are just two clans: µ(T(+)) = O1 and
µ(T(1)) = O0, and the statement holds. For n > 1,
#
Cg(k) =
#
C
′
g(k) +
#
C
′
g(k − 2) =
(
n− 1
[k2 ]
)
+
(
n− 1
[k2 ]− 1
)
=
(
n
[k2 ]
)
, 2 ≤ k ≤ n− 1,
#
Cg(n) =
#
C
′
g(n− 1) +#C′g(n− 2) =
(
n− 1
[n−12 ]
)
+
(
n− 1
[n−22 ]
)
=
(
n
[n2 ]
)
,
#
Cg(k) =
#
C
′
g(k) = 1, k = 0, 1.

3.2. For arbitrary irreducible Harish-Chandra modules, if AV (X) = O1 ∪ · · · ∪ Om,
then the G-saturations of the Oi coincide and the closure of this complex orbit OC is
the associated variety of the annihilator of X . See [31]. A complex orbit closure OC is
the associated variety of the annihilator of some irreducible Harish-Chandra module of
infinitesimal character ρ if and only if OC is ‘special’ in the sense of [17]. This fact follows
from the results of [1]. The special orbits are known and are listed, for example, in [9]
The orbits of interest to us are the Ok, k = 0, 1, . . . , n. An orbit OCk is special if and
only if k is even or k = n.
To each complex nilpotent orbit OC is associated an irreducible W -representation
π(OC) ([25]). There is a procedure for the classical groups (described in [9, §10.1]) of asso-
ciating to the partition parametrizing a nilpotent orbit, a pair of partitions parametrizing
the Weyl group representation π(OC) in terms of Lusztig’s symbols ([17]). For the orbits
OCk one sees that
dim(π(Ok)) =
(
n
[k2 ]
)
, k = 0, 1, . . . , n. (3.6)
Harish-Chandra cells are defined in [2]; they partition the irreducible Harish-Chandra
modules of infinitesimal character ρ. It follows easily from the definitions that any two irre-
ducible representations in the same Harish-Chandra cell have the same associated variety.
It also follows that if a Harish-Chandra cell CHC contains one highest weight Harish-
Chandra module then CHC consists entirely of highest weight Harish-Chandra modules.
By our discussion of special orbits, we know that the only nilpotent K-orbits occurring
as associated variety for a Harish-Chandra cell of highest weight Harish-Chandra modules
(infinitesimal character ρ) are Ok, with k even or k = n. It is also a fact (Appendix B)
that if irreducible representations in a Harish-Chandra cell have associated variety Ok,
then the cell consists of highest weight Harish-Chandra modules.
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A Harish-Chandra cell CHC determines a representation of W on a subquotient of
the coherent continuation representation ([2]). This representation is spanned by CHC
and will be denoted by V (CHC). If OC is the associated variety of the annihilator of
representations in CHC , then the special representation π(OC) occurs in V (CHC) as a
W -submodule ([29, Cor. 14.11]). The results of [21] tell us much more. Theorem 7
of [21] states that all Harish-Chandra cell representations V (CHC) for Sp(2n,R) are of
the particular type, called ‘Lusztig’. It follows that the decomposition of V (CHC) into
irreducible W -representations may be determined explicitly in a combinatorial manner
in terms of the symbols. This procedure is given in [18, Ch. 12] and is described in a
convenient way in [20, Thm. 2.12].
For the orbits Ok one sees that if the associated variety of annihilator for CHC is OCk
(so k is even or k = n) the W -representations V (CHC) are as follows. If k is even and
nonzero, the symbol of π(OCk ) is(
0 1 2 · · · n− k n− k + 2 n− k + 3 · · · n− k2 + 1
1 2 3 · · · n− k2
)
.
The ‘Lusztig’ left cell is a sum of this W -representation and the one with symbol(
0 1 2 · · · n− k2 + 1
1 2 · · · n− k n− k + 2 n− k + 3 · · · n− k2
)
.
One easily checks that this symbol is the one for π(OCk−1). If k = n is odd, then V (CHC)
is the irreducible representation π(OCn ). This gives the following proposition.
Proposition 3.7. If CHC is a Harish-Chandra cell consisting of irreducible Harish-Chandra
modules of associated variety Ok (so k is even or k = n), then as W -representations
V (CHC) =
{
π(OCk )⊕ π(OCk−1), if k > 0 is even
π(OCn ), if k = 0 or k = n, odd
and
#
CHC =


(
n
k
2
)
+
(
n
k
2−1
)
, k > 0, k even,(
n
n−1
2
)
, k = n, k odd,
1, k = 0.
3.3. In this section we explicitly determine the Harish-Chandra cells of highest weight
Harish-Chandra modules.
Lemma 3.8. For k = 0, 1, . . . , n and either k even or k = n, there is an irreducible highest
weight Harish-Chandra module of infinitesimal character ρ with associated variety Ok.
Proof. Let Ql be the K-orbit in B corresponding to the clan cl = (+ · · ·+ 1 2 . . . n-l). We
first show that Ql is smooth. By Prop. 2.5, Ql = Zwl , wl = (nn-1 . . . n-l+1 -1 -2 . . . -(n-l)).
It is easy to verify that wl has maximal length in its W (Cn−l) coset. Let πl : B→ Fl be
the natural projection, where Fl is the generalized flag variety of parabolics conjugate to
ql defined by ∆(l) = 〈S r {α1, . . . , αl}〉. It follows that Zwl = π−1l (Bwl · ql). So Zwl is
smooth if Bwl · ql is smooth. However, wl and the long element wK,0 of W (K) are in the
same W (Cn−l) coset, so Bwl · ql = BwK,0 · ql. Now
K · ql ⊃ wK,0Bw
−1
K,0 · ql = BwK,0 · ql = BwK,0B · ql ⊃ BwK,0B · ql = K · ql,
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It follows that Bwl · ql = K · ql ≃ K/K ∩Ql is smooth, so also Zwl .
By smoothness, AV (XQcl ) = µ(Tcl). The Weyl group element corresponding to cl is
wl = (nn-1 . . . n-l+1 -1 -2 . . . -(n-l)),
and µ(Tcl) = B · n ∩ nwl . Since ∆(n ∩ nwl) = {ǫi + ǫj : 1 ≤ i ≤ n, n − l + 1 ≤ j ≤ n}, a
matrix in n ∩ nwl ⊂ sym†(n) has the form[
A 0
C SlA
tSn−l
]
, A ∈M(n−l)×l, C ∈ sym†(l).
The maximal rank of such a matrix is min{2l, n}. Therefore, all Ok, with either k even or
k = n occur as associated varieties . 
Remark 3.9. The representations XQcl in the above proof are the cohomologically induced
representationsRql(C), where ql is defined by Hl :=
∑l
i=1 ǫi, (∆(ql) = {α : 〈Hl , α〉 ≥ 0}).
Remark 3.10. The lemma also follows from [13, §7]. It is proved there that the unitary
spherical highest weight modules with highest weights λk = −k
2
Λn (Λn the n
th fundamen-
tal weight) have associated variety Ok, for each k = 0, 1, . . . , n. The infinitesimal character
λk+ρ is integral exactly when k is even or k = n. This infinitesimal character may be sin-
gular, but the translation principle says that, when k is even, there exists a highest weight
Harish-Chandra module with infinitesimal character ρ and the same associated variety.
Corollary 3.11. For each k even and for k = n (when n is odd), 0 ≤ k ≤ n, there is
exactly one Harish-Chandra cell CHC(k) consisting of irreducible Harish-Chandra modules
of associated variety Ok. The sizes of these cells are
#
CHC(k) =
{(
n+1
k
2
)
, k even(
n
n−1
2
)
, k = n odd.
Proof. Existence is Lemma 3.8 and the size is Proposition 3.7. The uniqueness follows
from our comment that only highest weight Harish-Chandra modules can have associated
variety Ok by checking that the CHC(k)’s exhaust all 2n highest weight Harish-Chandra
modules. For n even
∑
k even
#
CHC(k) =
n
2∑
l=0
#
CHC(2l)
=# CHC(0) +
n
2∑
l=1
#
CHC(2l)
= 1 +
l
2∑
l=1
((
n
l
)
+
(
n
l − 1
))
=
n∑
l=0
(
n
l
)
= 2n.
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When n is odd one similarly gets∑
k even
#
CHC(k) +
#
CHC(n) = 2
n.

The Harish-Chandra cells may now be described exactly.
Proposition 3.12. The Harish-Chandra cells CHC(k) are as follows.
(1) CHC(0) = {C}.
(2) If n is odd, CHC(n) consists of all highest weight Harish-Chandra module XQ of
support Q with Q having clan in Cg(n).
(3) If k is even, CHC(k) consists of all highest weight Harish-Chandra module XQ of
support Q with Q having clan in Cg(k) ∪ Cg(k − 1).
Proof. (1) is clear. For (2), each XQ with Q ∈ Cg(n), has associated variety On (since
this is already the moment map image of the conormal bundle for the support). But
#CHC(n) =
#Cg(n), so (2) follows.
We check (3) by applying induction to k (even). Note that
#
CHC(k) =
#
Cg(k) +
#
Cg(k − 1), (3.13)
and
if XQ ∈ CHC(k), then Q ∈ Cg(j) for some j ≤ k. (3.14)
If k = 2 the statement of (3) holds as no XQ,Q ∈ Cg(j) with j > 2 can have associated
variety O2. Therefore, Q ∈ Cg(2) ∪ Cg(1) (since Q /∈ Cg(0)).
Now assume (3) holds for k < k′ and suppose that AV (XQ) = Ok′ . Then Q ∈
∪j≤k′Cg(j). Since (by induction) all Q ∈ ∪j≤k′−2Cg(j) are accounted for, Q must be
in Cg(k
′) ∪ Cg(k′ − 1). 
4. A Lemma
The Riemann-Hilbert correspondence gives an equivalence of categories betweenMc(DB,K)
and a derived category of perverse sheaves. The characteristic cycle of a perverse sheaf is
defined in [14]. It is shown there that if X ∈ Mc(DB,K) and RH(X) is the correspond-
ing perverse sheaf, then CC(X) = CC(RH(X)). If X ∈ M(g,K) is irreducible and X is
the corresponding localization (and supp(X) = Q), then RH(X) = I
•
C
Q
, the intersection
cohomology sheaf. This complex of sheaves depends only on the topology of Q.
4.1. Normal slices. Let w1, w ∈ W with Zw1 ⊂ Zw. Consider the affine open neighbor-
hood
Uw1 = w1N · x0, x0 = b ∈ B,
of xw1 := w1 ·x0 in B. Here b = h+n is the fixed Borel subalgebra of §1.1 and N = exp(n),
n :=
∑
α∈∆+ g
(−α). Then
Uw1 ∩ (B · xw1) = w1(N ∩ w−11 Bw1) · x0
= (w1Nw
−1
1 ∩N)w1 · x0
= exp(nw1 ∩ n) · xw1 .
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Therefore,
S1 := exp(n
w1 ∩ n) · xw1
is a normal slice to B · xw1 at xw1 . This means that (i) S1 is smooth, (ii) S1 ∩ (B · xw1) =
{xw1}, and (iii) Txw1S1 + Txw1 (B · xw1) = Txw1B. We want to understand Zw ∩ S1; this
will tell us about the occurrence of TZw1 in CC(I
•
CZw).
Now assume that w1, w ∈ W . We consider two cases.
Case I. w↔ c = (1 c′), w1 ↔ (1 c′1).
Case II. w ↔ c = (+c′), w1 ↔ (+c′1).
Let w′ ↔ c′ and w′1 ↔ c′1, then w′1, w′ ∈ W ′, as described in Lemma 2.9.
In the following discussion we view G′ as a subgroup of G as in §1.1. The flag variety
of B′ is G′ · (b ∩ g′) ≃ G′ · b. It follows that, on identifying B with isotropic flags in Cn,
B′ consists of those isotropic flags (Fi) so that F1 = Ce1.
Lemma 4.1. Let w1 ∈ W. Then n ∩ nw1 , n′ ∩ n′w
′
1 ⊂ p− ≃ sym†(n).
(a) In case I, n ∩ nw1 = n′ ∩ n′w′1 .
(b) In case II, n ∩ nw′1 = σ(n′ ∩ n′w1) ∪ σ (p−rp′−) .
Proof. In case I, Lemma 2.9 tells us that w1 = s2ǫ1w
′
1 and w = s2ǫ1w
′. Therefore,
α ∈∆(n ∩ nw1) ⇐⇒ α > 0 and w−11 α > 0
⇐⇒ α > 0 and w′−11 s2ǫ1α > 0
⇐⇒ α > 0 and w′−11 α > 0, α ∈ ∆(n′).
The last equivalence holds since w′−11 s2ǫ1(ǫ1) = −ǫ1 and so no root w′1(−ǫ1±ǫj) is positive.
In case II, Lemma 2.9 says thatw1 = σw
′
1. Let α = σ(β) ∈ σ(n′∩n′w1)∪σ (∆(n)r∆(n′)) .
Then α > 0 and w−11 α = w
′−1
1 σ
−1α = w′−11 β > 0. This is clear when β ∈ n′ ∩ n′w1 . When
β ∈ ∆(n)r∆(n′), w′−11 β = ǫ1 ± ǫk > 0 (some k), since w′1(ǫ1) = ǫ1. 
Appendix A gives a description of the relevant Schubert varieties in terms of flags. The
statement (Proposition A.9) is that for a = (a1, . . . , an) defined by
ai = #{j : w(j) > 0 and j ≤ i},
Zw = {(Fi) : dim(Fi ∩ (Cn × {0})) ≥ ai, i = 1, . . . n}. Viewing Zw′ ∈ B′ as a flag in B,
Zw′ = {(Fi) : dim(Fi ∩ (Cn × {0})) ≥ a′i, i = 1, . . . n},
a′i = #{j : w′(j) > 0 and j ≤ i}. From the form for w′ given in the proof of the above
Lemma, we have
in case I, a′i = ai + 1,
in case II, a′i = ai.
(4.2)
The following is our main geometric lemma. We write S′1 for the slice in B
′ defined by
w′1. Therefore, we have the coordinates
ϕ1 : n ∩ nw1 → S1, ϕ1(X) = exp(X) · xw1 ,
ϕ′1 : n
′ ∩ n′w′1 → S′1, ϕ′1(X) = exp(X ′) · xw′1 ,
(4.3)
Lemma 4.4. With w1, w ∈ W and w′1, w′ ∈ W ′ as above and with Zw1 ⊂ Zw, we have
Zw ∩ S1 ≃ Zw′ ∩ S′1.
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Proof. We prove the two cases separately.
Case I. In this case we have n∩nw1 = n′∩n′w1 , so it suffices to show that for X ∈ n∩nw1 ,
ϕ1(X) ∈ Zw if and only if ϕ′1(X) ∈ Zw′ . Note that the flag xw has first term Ce2n, since
s2ǫ1(e1) = e2n.
Since X ∈ n′ ⊂ g′,
ϕ1(X) = (Fi); Fi = Ce2n ⊕ exp(X)
(
span{ew1(j) : j = 2, 3, . . . , i}
)
ϕ′1(X) = (F
′
i ); F
′
i = Ce1 ⊕ exp(X)
(
span{ew′1(j) : j = 2, 3, . . . , i}
)
= Ce1 ⊕ exp(X)
(
span{ew1(j) : j = 2, 3, . . . , i}
)
.
It is clear from this that
dim(F ′i ∩ (Cn × {0})) = dim(Fi ∩ (Cn × {0})) + 1.
By equation (4.2), it follows that (Fi) ∈ Zw ⇐⇒ (F ′i ) ∈ Zw′ .
Case II. In this case n ∩ nw1 = σ
(
n′ ∩ n′w′1 +∑j g(−ǫ1−ǫj)) . When X = σ(X ′), X ′ ∈
n′ ∩ n′w′1 , we have
ϕ1(X) = exp(σ(X
′)) · xw
= exp(σ(X ′))σ · xw′
= σ exp(X ′) · xw′
= σϕ′1(X
′).
Now write ϕ1(X) = (Fi) and ϕ
′
1(X
′) = (F ′i ), so the above calculation says (Fi) = (σF
′
i ).
Then
ϕ1(X) ∈ Zw ⇐⇒ dim(Fi ∩ (Cn × {0})) ≥ ai
⇐⇒ dim(σF ′i ∩ (Cn × {0})) ≥ ai
⇐⇒ dim(F ′i ∩ (Cn × {0})) ≥ ai, since σ(Cn × {0}) = Cn × {0},
⇐⇒ ϕ′1(X ′) ∈ Zw′ , by (4.2).
It will follow that Zw ∩ S1 = σ(Zw′ ∩ S′1), once we show that if X = σ(X ′) + σ(Y ), X ′ ∈
n′ ∩ n′w′1 and Y ∈∑j g(−ǫ1−ǫj), then ϕ1(X) ∈ Zw can only hold when Y = 0.
We now check this. Write ϕ1(X) = exp(σ(X
′) + σ(Y )) · xw = (Fi). Then F1 =
exp(σ(X ′)+σ(Y )) ·Cen = σ exp(X ′+Y ) ·Ce1 = σ exp(Y ) exp(X ′) ·Ce1 = σ exp(Y ) ·Ce1.
Thus, F1 is the span of
σ exp(Y )e1 = σ


1
. . .
1
y1 0 1
...
. . .
yn . . . y1 1




1
0
...
0
...
0


=


0
...
1
y1
...
yn


.
Since w = (n · · · ), a1 = 1. Therefore, ϕ1(X) ∈ Zw implies dim(F1 ∩ (Cn×{0})) ≥ 1. This
can only happen when Y = 0. 
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4.2. Let w1, w and w
′
1, w
′ be as in the preceding section. In particular Zw1 ⊂ Zw and
Zw′1 ⊂ Zw′. From Lemma 4.4 we may conclude that CC(I
•
CZw) contains [T
∗
Zw1
B] with
the same multiplicity that CC(I
•
CZw′ ) contains [T
∗
Zw′1
B′].
Since w ↔ c means Zw = Qc we may conclude the following proposition.
Proposition 4.5. Let c, c1 ∈ Cℓ and Qc1 ⊂ Qc.
(1) If c = (+c′), c1 = (+c
′
1), then Tc1 occurs in CC(Xc) with the same multiplicity
that Tc′1 occurs in CC(Xc′).
(2) If c = (1 c′), c1 = (1 c
′
1), then Tc1 occurs in CC(Xc) with the same multiplicity
that Tc′1 occurs in CC(Xc′).
5. Characteristic cycles
In this section we determine all characteristic cycles of highest weight Harish-Chandra
modules.
5.1. In §2.2 we showed that for two orbits Q1,Q whose closures are supports of highest
weight Harish-Chandra modules, Q1 ⊂ Q implies µ(T ∗Q1B) ⊇ µ(T ∗QB). This immediately
gives us that
Qi ∈ Cg(i) and Qj ∈ Cg(j) with i < j implies Qi * Qj . (5.1)
This leads to an immediate narrowing down of possible terms in characteristic cycles.
Proposition 5.2. Suppose k is even and 0 ≤ k ≤ n. Let XQ ∈ CHC(k) with supp(XQ).
Then the following hold.
(1) If Q ∈ Cg(k) and T ∗Q1B occurs in CC(XQ), then Q1 ∈ Cg(k).
(2) If Q ∈ Cg(k − 1) and T ∗Q1B occurs in CC(XQ), then Q1 ∈ Cg(k) ∪ Cg(k − 1).
When n is odd and Q ∈ Cg(n), if T ∗Q1B occurs in CC(XQ), then Q1 ∈ Cg(n).
Proof. Let k be even and suppose T ∗
Q1
B occurs in CC(XQ). Then we know that (i)
µ(T ∗
Q1
B) ⊆ AV (XQ) = Ok and (ii) Q1 ⊂ Q. Suppose Q1 ∈ Cg(j). When Q ∈ Cg(k), (i)
says j ≤ k and (ii) (along with (5.1)) gives j ≥ k. Now (1) follows. When Q ∈ Cg(k − 1),
(i) and (ii) give j ≤ k and j ≥ k − 1. So (2) is proved.
For the last statement, if Q1 ∈ Cg(j) and Q1 ⊂ Q, then by the comment immediately
before (5.1) we have µ(T ∗
Q1
B) ⊇ On, so Q1 ∈ Cg(n). 
5.2. We now determine the characteristic cycles of those XQ with Q↔ c = (+c′) ∈ Cℓ. It
is a fact that such XQ are cohomologically induced representationsRq(Z), where q = l+u.
It is a general fact that characteristic cycles behave well under cohomological induction.
We will rely on our Proposition 4.5 directly.
Proposition 5.3. Let Q have clan c = (+c′) ∈ Cℓ and let XQ be the highest weight
Harish-Chandra module with support Q. Suppose Q′ corresponds to c′ ∈ Cℓ′ and
CC(XQ′) =
∑
c′1
mc′1 [Tc′1 ].
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Let Q′1 be the K
′-orbit corresponding to c′1, and Q1 corresponding to c1 = (+c
′
1). Then
CC(XQ) =
∑
c′1
mc′1 [Tc1 ]. (5.4)
Proof. Since the clan of Q is c = (+c′), no Q1 with clan beginning with 1 can be in the
closure of Q. So, by point (b) in Section 1.2, Q1 has clan of the form c1 = (+c
′
1). Now
Proposition 4.5(1) says that for such Q1, T ∗Q1B occurs in CC(XQ) if and only if T
∗
Q′1
B
occurs in CC(XQ′) (and with the same multiplicity). 
Now consider the cell CHC(n) when n is odd. By Proposition 3.5, Proposition 3.7 and
equation (3.6) we conclude that CHC(n) = Cg(n) and the cell representation is irreducible.
It follows from [12] and [1] that the irreducible representations in CHC(n) have distinct
annihilators. From equation (3.4) each irreducible representation in CHC(n) has support
parametrized by a clan of the form (+ c′), so the characteristic cycle of Xc is determined
by Proposition 5.3. By Proposition 5.2, each irreducible representation in CHC(n) has
leading term cycle equal to its characteristic cycle. These facts are summarized in the
following proposition.
Proposition 5.5. If n is odd, then CHC(n) = Cg(n) and the corresponding cell represen-
tation is irreducible. If Xc is an irreducible representation in CHC(n), then the support Qc
has clan of the form c = (+ c′) and LTC(Xc) = CC(Xc). The irreducible representations
in CHC(n) have distinct annihilators.
5.3. In this section we give the characteristic cycles for the low rank cases. For n = 1
(SL(2)), the clans are (+) and (1); both characteristic cycles are just the conormal bundle
closure of the support (since the closures of the supports are smooth).
When n = 2, (3.4) and Proposition 3.12 give the cells as listed on the following table.
To verify the formulas for the characteristic cycles, let’s first look at (++), (+1) and (12).
The closure criterion and the τ -invariant criterion imply that CC(Xc) for these clans is
just the conormal bundle closure to Qc. This also follows from the fact that the three
K-orbit closures with clans (++), (+1) and (12) are smooth. Now consider c = (1+). The
moment map image is too small to be the associated variety, so there must be some Tc′ ,
c′ 6= c, occurring in the characteristic cycle. The τ -invariant criterion excludes all but
c′ = (++). Therefore, CC(X(1+)) = [T(1+)] +m[T(++)], for some m ≥ 1.
To establish that m = 1, we consider coherent continuation. Let s2 be the simple
reflection for the long simple root. Then in the coherent continuation
s2 ·X(1+) = X(1+) +X(+1) and s2 ·X(++) = X(++) +X(+1).
This formula may be found, for example, using the ATLAS software. Using the W -
equivariance of the CC map ([26])
s2 · [T(++)] = s2 · CC(X(++)) = CC(s2 ·X(++))
= CC(X(++) +X(+1)) = [T(++)] + [T(+1)].
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This gives
s2 · [T(1+)] +m
(
[T(++)] + [T(+1)]
)
= s2 · [T(1+)] +ms2 · [T(++)]
= s2 · CC(X(1+))
= CC(s2 ·X(1+))
=
(
[T(1+)] +m [T(++)]
)
+ [T(+1)]
Therefore,
s2 · [T(++)] = [T(++)] + (1−m)[T(+1)].
However, the action of s2 has nonnegative coefficients (α2 is not in the τ -invariant), so
m ≤ 1. Therefore the multiplicity m is one.
Alternatively, one may compute a normal slice to get a cone inC3. Thus the multiplicity
is the same as that of {0} in the nilpotent cone in sl(2). This multiplicity is know to be 1
([10, §3]).
clan dim(Q) tau CHC Cg CC
1. ++ 1 1 2 2 T(++)
2. +1 2 2 2 2 T(+1)
3. 1+ 3 1 2 1 T(1+) + T(++)
4. 1 2 4 1,2 0 0 T(1 2)
Sp(4,R)
Now consider n = 3. Proposition 5.3 gives the characteristic cycles for clans of the form
c = (+c). If we can exclude conormals of the form T(+c′1) from occurring in CC(X(1,c′)),
then Proposition 4.5(2) will determine all CC(1 c′). This gives the characteristic cycles on
the following table.
clan dim(Q) tau CHC Cg CC
1. +++ 3 1,2 3 3 T(+++)
2. ++1 4 1,3 3 3 T(++1)
3. +1+ 5 2 3 3 T(+1+) + T(+++)
4. 1++ 6 1,2 2 2 T(1++)
5. +1 2 6 2,3 2 2 T(+1 2)
6. 1+2 7 1,3 2 2 T(1+2)
7. 1 2+ 8 1,2 2 1 T(1 2+) + T(1++)
8. 1 2 3 9 1,2,3 0 0 T(1 2 3)
Sp(6,R)
Let us argue that T(+c′1) cannot occur in CC(X(1,c′)). We know that CC(X(123)) =
[T(123)], since (123)↔ Q = B (smooth). The other three clans of the form c = (1 c′) are in
CHC(2), so any Tc1 in CC(Xc) must have c1 ∈ Cg(1) ∪ Cg(2). The only possibility of the
form c1 = (+c
′
1) is c1 = (+12). However, α1 ∈ τ(c1) r τ(c), showing that Tc1 cannot occur
in CC(X(1 c′)). For arbitrary n we will use Lemma 5.8 to exclude T(+ c′1) from occurring
in CC(X(1 c′)) for all cells except CHC(n), n even. This is contained in §5.4.
When n = 4 there is a new phenomenon. For the cells CHC(0) and CHC(2) the argument
for the CC is exactly as in the n = 3 case. For CHC(n), n = 4, T(+c′1) cannot be excluded
from CC(X(1 c′)). In fact T(+c′1) and T(1 c′1) are exactly the terms appearing in CC(Xc)
21
as c′1 runs over all clans for which Tc′1 occurs in CC(Xc′) for the smaller group G
′. We
deal with CHC(n) (n even) in §5.5. The following table of characteristic cycles will then
be justified.
clan dim(Q) tau CHC Cg CC
1. ++++ 6 1,2,3 4 4 T(++++)
2. +++1 7 1,2,4 4 4 T(+++1)
3. ++1+ 8 1,3 4 4 T(++1+) + T(++++)
4. + 1++ 9 2,3 4 4 T(+ 1++)
5. ++12 9 1,3,4 4 4 T(++1 2)
6. + 1+2 10 2,4 4 4 T(+ 1+ 2)
7. 1+++ 10 1,2,3 4 3 T( 1+++) + T(++++)
8. 1++2 11 1,2,4 4 3 T( 1++2) + T(+++1)
9. + 1 2+ 11 2,3 4 3 T(+1 2+) + T(+1++)
10. 1+2+ 12 1,3 4 3 T( 1+ 2+) + T( 1+++) + T(++1+) + T(++++)
11. + 1 2 3 12 2,3,4 2 2 T(+1 2 3)
12. 1+2 3 13 1,3,4 2 2 T( 1+ 2 3)
13. 1 2++ 13 1,2,3 2 2 T( 1 2++)
14. 1 2+3 14 1,2,4 2 2 T( 1 2+3)
15. 1 2 3+ 15 1,2,3 2 1 T( 1 2 3+) + T( 1 2++)
16. 1 2 3 4 16 1,2,3,4 0 0 T( 1 2 3 4)
Sp(8,R)
5.4. We now turn to Q with clan of the form c = (1 c′) and we determine CC(Xc) when
c ∈ CHC(k) with k even and k 6= n. Note that in the case of k = n, n odd, is contained in
Proposition 5.5. The case of CHC(n), n even, is left for §5.5.
Proposition 5.6. Suppose k is even and k 6= n. Let c = (1 c′) ∈ CHC(k). If CC(Xc′) =∑
mc′1 [Tc′1 ], then
CC(X(1 c′)) =
∑
mc′1 [T(1 c′1)]. (5.7)
Proposition 4.5(2) says that all terms on the right-hand side of (5.7) occur with the
stated multiplicities. The lemma also says that no other T(1 c′1) can occur.
The following lemma completes the proof of the proposition by excluding any term
T(+ c′1) from occurring in CC(Xc).
Lemma 5.8. Suppose k is even and k 6= n. If c = (1 c′) ∈ CHC(k) and Tc1 occurs in
CC(Xc), then c1 is of the form (1 c
′
1).
Proof. Suppose that c1 = (+c
′
1) occurs in CC(Xc), c ∈ CHC(k). We use induction on n
to obtain a contradiction. The cases n ≤ 3 have been established in §5.3. Assume n > 3.
By Proposition 5.2, c1 ∈ CHC(k).
Step 1. If c = (1 + 2 . . . ) and c1 = (+ + 1 . . . ), then Tc1 does not occur in CC(Xc). To
prove this we assume otherwise. For α = α2, β = α1, both c and c1 are in the domain of
Tαβ = T21. By Lemma 2.12
TTαβ(c1) occurs in CC(XTαβ(c)). (5.9)
22 L. BARCHINI AND R. ZIERAU
By (2.15)
Tαβ(c) = (+1 2 . . . )
Tαβ(c1) = (+1 + . . . ).
Proposition 4.5(2), (5.9) tells us that
T(1+... ) occurs in CC(X(12... )), for G
′ = Sp(2(n− 1)).
Proposition 4.5(1) implies
T(+... ) occurs in CC(X(1... )), for G
′′ = Sp(2(n− 2)).
Since c = (1+2 . . . ) ∈ CHC(k), we have (+ 1 . . . ) ∈ C′HC(k). Therefore, (1 . . . ) ∈ C′′HC(k−
2). Since k − 2 6= n − 2, our inductive hypothesis says that no T(+... ) can occur in
CC(X(1... )) (for G
′′ = Sp(2(n− 2))), giving a contradiction.
Step 2. Now consider arbitrary c = (1 c′) and c1 = (+c
′
1). Then c1 = (+ · · ·+1 . . . ) with
r ≥ 1 consecutive +’s at the beginning. Note that if no ‘1’ occurred, then we would be in
CHC(n), which we have assumed from the beginning is not the case. Since τ(c1) ⊇ τ(c), c
must have a ‘+’ in the rth place:
c = ( 1 . . . +m. . . )
c1 = (+ · · ·+ 1 . . . ).
There are two possibilities:
c = ( 1 . . . ++m. . . )
c1 = (+ · · ·++ 1 . . . ) (5.10)
and
c = (1 . . .m-1 +m. . . )
c1 = (+ · · ·+ + 1 . . . ). (5.11)
Let α = αr, β = αr−1. Then in both cases, both c and c1 are in the domain of Tαβ and in
the first case we have
Tαβ(c) = ( 1 . . . + m+ . . . )
Tαβ(c1) = (+ · · ·+ 1 + . . . ) (5.12)
and in the second case we have
Tαβ(c) = (1 · · ·+m-1 m . . . )
Tαβ(c1) = (+ · · ·+ 1 + . . . ). (5.13)
Continuing we reach the case of
( 1 + 2 . . . )
(+ + 1 . . . ).
This gives that T(++1... ) occurs in CC(X(1+2... )) (Lemma 2.12). Since Tαβ preserves
associated variety, so preserves Harish-Chandra cells, (1 + 2 . . . ) is in CHC(k), so step 1
applies, giving a contradiction. 
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5.5. The characteristic cycle of any irreducible Harish-Chandra module X ∈ CHC(n) with
n even is determined in this section. This will complete our description of characteristic
cycles for highest weight Harish-Chandra modules for GR = Sp(2n,R) in terms of those of
highest weight Harish-Chandra modules for G′
R
= Sp(2(n− 1),R). If supp(X) = Q(+c′),
then we know the characteristic cycle by Proposition 5.3. If supp(X) = Q(1 c′) with
c = (1 c′) /∈ CHC(n), n even, then Proposition 5.6 gives the characteristic cycle. We
address the only remaining case: supp(X) = Q(1 c′), c = (1 c
′) ∈ CHC(n), n even. The
answer is different than when X is in other cells, as the following proposition shows.
Proposition 5.14. Let X(1 c′) ∈ CHC(n), n even. Suppose that
CC(Xc′) =
∑
mc′1 [Tc′1].
Then
CC(X(1 c′)) =
∑
mc′1 [T(1 c′1)] +
∑
mc′1 [T(+c′1)]. (5.15)
The second term on the right-hand side is the leading term cycle.
The remainder of this section is devoted to the proof of this proposition. We assume
that n is even and c = (1 c′) ∈ CHC(n).
Lemma 5.16. If T(+c′1) occurs in CC(X(1 c′)), then c
′
1 ∈ C′g(n− 1).
Proof. By Proposition 3.12 and (3.4), we must show that Tc1 cannot occur when c1 =
(+c′1) ∈ Cg(n−2)∪Cg(n−3). This was nearly done in the proof of Lemma 5.8. The same
arguments given in Step 1 of the proof of Lemma 5.8 apply to give the following. If
c = (1 + 2 c˜) = (1 + 2 . . . )
c1 = (+ + 1 c˜1) = (+ + 1 . . . )
and Tc1 occurs in CC(Xc), then
T(+c˜1) occurs in CC(X(1c˜)), in G
′′
and (+c˜1) and (1c˜) are in C
′′
HC(n− 2). When c′1 ∈ C′g(n− 2)∪ C′g(n− 3), c˜1 ∈ C′g(n− 4)∪
C′g(n− 5). Induction says this cannot happen.
Step 2 of the proof of Lemma 5.8 applies here. 
Continue with c = (1 c′) ∈ CHC(n). Then (by (3.4)) c ∈ Cg(n− 1), so c′ ∈ C′g(n− 1). It
follows that c′ = (+c′′), for some c′′ ∈ C′′g (n− 2) ∪ C′′g(n− 3).
Lemma 5.17. If c = (1 c′) ∈ CHC(n), then T(+c′) occurs in LTC(Xc) with multiplicity
one.
Proof. We proceed by induction on m,n = 2m If m = 1 this is contained in §5.3. Assume
m ≥ 2 and the statement holds for n− 2 = 2(m− 1).
Case 1. First consider c′ = (+c′′) = (+1 . . . ). Then by the comments just before the
statement of this lemma and (3.4), c′′ ∈ C′′g (n− 3). Write c1 = (+c′). Both c1 and c are
in the domain of T21 and by (2.15)
T21(c1) = T21(+ + 1 . . . ) = (+1 + . . . )
T21(c) = T21(1 + 2 . . . ) = (+1 2 . . . ).
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Therefore,
Tc1 occurs in CC(Xc)
⇐⇒ T(+1+... ) occurs in CC(X(+12... )), by 2.12,
⇐⇒ T(1+... ) occurs in CC(X(12... )), by Proposition 5.3 (for (G′,K ′)),
⇐⇒ T(+... ) occurs in CC(X(1... )) by Proposition 5.6 (for (G′′,K ′′)).
The multiplicity is preserved under each equivalence (by Lemma 2.13 for the first). By
induction, the last line holds and the multiplicity is one.
Case 2. Now consider any c′ ∈ C′g(n − 1) different from (+ + · · ·+). We reduce to the
above case of c′ = (+1 . . . ). We know that c′ begins with +. Let r be the number of
leading +’s in c′. Then
c1 = (+ + · · ·+ 1 . . . ) = (+ + c′′)
c = (1 + . . . + 2 . . . ) = (1 + c′′)
are both in the domain of Tr+1 r. Applying Tr+1 r moves the 1 (resp., 2) one slot to the
left in c1 (resp., c). Continuing one gets
T32T43 . . .Tr+1 r(c1) = (+ + 1 . . . )
T32T43 . . .Tr+1 r(c) = (1 + 2 . . . ).
We conclude that Tc1 occurs in CC(Xc). The multiplicity is one as each Tj+1 j preserves
multiplicity by Lemma 2.13.
Case 3. Now let c = (1 c′) = (1 + · · · + +) and (+ c′) = (+ + · · ·+). We show that
CC(Xc) = [T(1+···+)] + [T(++···+)]. The first step is to show that CC(Xc) = [T(1+···+)] +
m[T(++···+)], for some m ≥ 1. Then we show that m = 1 by determining that
sn · T(1+···+) = T(1+···+) + (1−m)T(+···+1) + (other terms).
As αn /∈ τ(1 + · · ·+), sn · T(1+···+) is a linear combination of conormal bundles with
nonnegative coefficients [26, §3], so m must be 1.
Consider (1 + · · ·+2) and (+ · · ·+ 1). These are in the domain of Tn−1 n. By Case (2)
above, T(+···+1) occurs in CC(X(1+···+2). By (2.16),
Tn−1 n(1 + · · ·+ 2) = {(1 + · · ·+ 2+), (1 + · · ·+)} and
Tn−1 n(+ + · · ·+ 1) = {(+ · · ·+ 1), (+ + · · ·+)}.
Lemma 2.12 tells us that one of T(++···+) and T(+···+1+) occurs in CC(X(1+···+)). The
τ -invariant excludes T(+···+1+) from occurring. Therefore
CC(Xc) = [Tc] +m[T(++···+)] + (other terms).
The other terms each have τ -invariant containing τ(c) = {α1α2, . . . , αn−1}. The only pos-
sibilities are T(12...k++···+). These are excluded (for k > 1) by Proposition 5.2. Therefore
CC(Xc) = [Tc] +m[T(++···+)].
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By theW -equivariance of the characteristic cycle map ([26]) sn ·CC(Xc) = CC(sn ·Xc).
We compute both sides and compare.
sn·CC(X(1+···+)) = sn · [T(1+···+)] +msn · [T(++···+)]
= sn · [T(1+···+)] +msn · CC(X(++···+)), since Q(++···+) is smooth,
= sn · [T(1+···+)] +mCC(sn ·X(++···+))
= sn · [T(1+···+)] +mCC(X(++···+) +X(+···+1) +
∑
Xd), by 2.3, αn−1, αn ∈ τ(d),
= sn · [T(1+···+)] +m [T(++···+)] +mCC(X(+···+1)) +m
∑
CC(Xd)
= sn · [T(1+···+)] +m [T(++···+)] +m[T(+···+1)] +m
∑
CC(Xd), (5.18)
since Q(+···+1) is smooth.
On the other hand, this is equal to
CC(sn ·X(1+···+)) = CC(X(1+···+) +X(1+···+2) +
∑
Xe), with αn−1, αn ∈ τ(Xe),
= ([T(1+···+)] +m[T(++···+)]) + CC(X(1+···+2)) +
∑
CC(Xe)
= ([T(++···+)] +m[T(++···+)]) + ([T(1+···+2)] + [T(+···+1)] (5.19)
+ (other conormals)) +
∑
CC(Xe), by Case 2 above.
In the last expression ‘other conormals’ means a linear combination of conormal bundles
other than T(++···+1) and T(++···++).
Combining (5.18) and (5.19) gives
sn · [T(1+···+)] = [T(1+···+)] + (1−m)[T(+···+1)] +
∑
CC(Xe)−
∑
CC(Xd) + (others).
Now observe that T(1+···+) does not occur in any CC(Xd), CC(Xe) since αn−1 /∈ τ(+ · · ·+
1), but αn−1 ∈ τ(d), τ(e). We conclude that
sn · T(1+···+) = [T(1+···+)] + (1−m)[T(1+···+)] + (others conormal bundles).
Thus m = 1. 
Our next lemma relies on some general facts about the Goldie rank polynomial of
ann(X) and the leading term cycle of X . Consider for a moment an arbitrary Harish-
Chandra module X for which AV (X) = OK , for some nilpotent K-orbit OK = K · f in
p. Write LTC(X) =
∑
mj [T ∗QjB]. Then µ(T
∗
Qj
B) = OK , for each j. Since f ∈ N ∩ p,
µ−1(f) ⊂ ∪T ∗
Q
B, with the union over all K-orbits in B. Therefore, CQ := µ
−1(f) ∩ TQ
is a union of several irreducible components of the Springer fiber µ−1(f). Thus, to each
conormal bundle for which µ(T ∗
Qj
B) = OK there is a ‘fiber polynomial’
qj(λ) := l.t. dim(H
0(CQj ,O(λ))),
where l.t. denotes the homogeneous part of highest degree. By [8], there is a constant so
that the Goldie rank polynomial P (λ) of ann(X) is
P (λ) = (const.)
∑
mjqj(λ). (5.20)
If the component groups AG(f) and AK(f) have the same orbits on µ
−1(f), then the set
of fiber polynomials is independent.
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It is a fact that AG(f) and AK(f) have the same orbits on µ
−1(f) for our pair (G,K) =
(Sp(2n), GL(n)). See [27].
Let us return to the situation of highest weight Harish-Chandra modules for the sym-
plectic group Sp(2n,R) with n even. List the clans in C′g(n − 1) as c′1, c′2, . . . , c′l, ordered
so that Qc′
i
⊂ Qc′
j
implies i < j. Let
P+j (λ) be the Goldie rank polynomial of ann(X(+ c′j)), j = 1, . . . , l and
qj(λ) be the fiber polynomial associated to Q(+;c′
j
).
By Proposition 5.5, we know that CC(Xc′
j
) = LTC(Xc′
j
), all j. It follows from Proposition
5.3 that CC(X(+ c′
j
)) = LTC(X(+ c′
j
)), all j. Therefore, P
+
1 (λ), . . . , P
+
l (λ) are indepen-
dent, since qj(λ) occurs in P
+
j (λ) and does not occur in any P
+
i (λ) for i < j (given our
choice of ordering).
We also observe that if we write d′1, d
′
2, . . . for the clans in C
′
g(n − 2), then the (+ d′i)
are also in Cg(n) and, along with the (+ c
′
j), make up all of Cg(n). By Propositions 5.3
and 5.2, CC(X(+ d′
i
)) contains only conormal bundles of the form T(+ d′
k
). Therefore, no
ann(X(+ d′
i
)) has Goldie rank polynomial containing any qj(λ). Furthermore, the conormal
bundle of support is in the leading term cycle for each of X(+ c′
j
) and X(+ d′
i
), so the Goldie
rank polynomials, hence the annihilators, are pairwise distinct. Since #C′g(n−1)+#C′g(n−
2) = dim(π(OCn )) (by Proposition 3.5 and equation (3.6)) the annihilators of the X(+ c′j)
and X(+ d′
i
) are all of the annihilators having associated variety On. We conclude that
if the annihilator of a Harish-Chandra module in CHC(n) has Goldie rank polynomial
containing some qj(λ), then this Goldie rank polynomial must be one of the polynomials
P+j (λ).
Now consider ann(X(1 c′
i
)). By Lemmas 5.16 and 5.17 we know that
LTC(X(1 cj)) =
∑
mij [T(+ c′
i
)].
Therefore, Goldie rank polynomial of ann(X(1 cj)) is
Pj(λ) = Cj
∑
i
mijqi(λ),
for some constant Cj . Since, by Lemma 5.17, Pj(λ) contains qj(λ), we conclude from the
previous paragraph that each Pj(λ) is P
+
k (λ) for some k = 1, 2, . . . , l.
Lemma 5.21. For each c′ ∈ C′g(n− 1), ann(X(1 c′)) = ann(X(+c′)).
Proof. First observe that no two of ann(X(1 c′
j
)), j = 1, . . . , l are equal. This is a con-
sequence of [21] as follows. Since the cell representation V (CHC(n)) has two irreducible
constituents, an annihilator of a Harish-Chandra module in CHC(n) occurs for at most
two Harish-Chandra modules in CHC(n) by [21, Cor. 3]. But we showed above, that the
annihilators of X(+ c′
j
) and X(+ d′
i
) are pairwise distinct and give all annihilators from
CHC(n). Therefore no annihilator from CHC(n) can occur more than once among the
ann(X(1 c′
j
)), j = 1, . . . , l.
Recall from [12], that two annihilators are the same if and only if their Goldie rank
polynomials are the same. Therefore, it suffices to show that Pj(λ) = P
+
j (λ), for each j.
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We show that Pk(λ) = P
+
k (λ), k = 1, 2, . . . , l using downward induction on k. First
suppose that k = l. Then Pl(λ) =
∑
milqi(λ),mll 6= 0, by Lemma 5.17. No P+j (λ)
contains ql(λ) for j < l, as a result of the ordering of the c
′
j . So Pl(λ) = P
+
l (λ).
Now assume Pk+1(λ) = P
+
k+1(λ), Pk+2(λ) = P
+
k+2(λ), . . . . Since Pk(λ) contains qk(λ)
(Lemma 5.17) and no Pj(λ) contains qk(λ) with j < k, Pk(λ) must be one of P
+
k (λ),
P+k+1(λ), P
+
k+2(λ), . . . . But the Pk(λ) are pairwise distinct so the only possibility is that
Pk(λ) = P
+
k (λ). 
Proof of Proposition 5.14. By Lemma 5.21, the Goldie rank polynomials of the annihilators
of X(1 c′) and X(+ c′) are the same, so LTC(X(1 c′)) and LTC(X(+c′)) are multiples of
each other. We need to show that C = 1. By Lemma 5.17, T(+ c′) occurs in X(1 c′) with
multiplicity 1. Thus, 1 = Cmc′ = C. Note that mc′ is the multiplicity of Tc′ in CC(Xc′),
so is 1.
The remaining terms in (5.15), those involving T(1 c′1), occur by Proposition 4.5(2). 
5.6. We now summarize what has been proved and point out that all multiplicities are
one.
Observe that Propositions 5.3, 5.6, and 5.14 give all characteristic cycles in terms of
those of the smaller pair (G′,K ′). Since all multiplicities are one for (Sp(2), GL(1)),
induction tells us that multiplicities are one for (Sp(2n), GL(n)) for any n.
Theorem 5.22. Suppose c ∈ Cℓ for (G,K) = (Sp(2n), GL(n)). For c′ ∈ Cℓ′ write
CC(Xc′) =
∑
[Tc′
j
]. There are three cases.
(1) c = (+ c′) ∈ CHC(k), k = 0, 1, . . . , n. Then CC(Xc) =
∑
[T(+ c′
j
)].
(2) c = (1 c′) ∈ CHC(k), k = 0, 1, . . . , n− 1. Then CC(Xc) =
∑
[T(1 c′
j
)].
(3) c = (1 c′) ∈ CHC(n), n even. Then CC(Xc) =
∑
[T(1 c′
j
)] +
∑
[T(+ c′
j
)].
Appendix A.
This appendix gives an explicit description, in terms of flags, of the the Schubert vari-
eties appearing in this paper. This description, given in Proposition A.9 below, is used in
our computation of normal slices in §4. It is also used to conclude an important property
(Cor. A.14) of the Bruhat order for the relevant Schubert varieties.
As in the body of the paper, G = Sp(2n) and K = GL(n), with the symplectic group
realized as in §1.1. The Cartan subalgebra h is the diagonal subalgebra and ∆+ ⊂ ∆(h, g)
is the positive system with b = h+
∑
α∈∆+ g
(α) the subalgebra of upper triangular matrices.
Recall (1.7) that
W := {w ∈W : −wρ is ∆+c -dominant}. (A.1)
The Weyl group W may be viewed as permutation of n elements along with sign changes
(as in 1.5). If w = (w1, . . . , wn), then w may also be written in the ‘long form’ as elements
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of S2n as follows.
w = (u1, u2, . . . , u2n),
uj =
{
wj , if wj > 0
2n+ wj + 1, if wj < 0,
and uj + u2n−j+1 = n+ 1, for j = 1, . . . , n.
(A.2)
The flag varietyB ofGmay be identified with the variety of flags (Fi)i=0,1,...,n satisfying
{0} = F0 ⊂ Fi ⊂ · · · ⊂ Fn ⊂ C2n, dim(Fi) = i and Fi is isotropic (A.3)
for all i = 1, . . . , n. Equivalently, B may be identified with flags (Fi)i=0,1,...,2n satisfying
{0} = F0 ⊂ Fi ⊂ · · · ⊂ F2n−1 ⊂ F2n = C2n,
dim(Fi) = i, Fi is isotropic and F2n−i+1 = F
⊥
i i = 1, . . . , n.
(A.4)
Let B be the Borel subgroup with Lie algebra b. The following description of B-orbits in
the flag variety is well-known. Let x0 := (Vi), Vi := span{e1, . . . , ei}. Then B = Stab(x0).
For each w ∈ W , let xw := w · x0.
Proposition A.5. Let w ∈ W , written in the long form. Then
Bw := B · xw = {(Fi) ∈ B : dim(Fi ∩ Vj) = bij , i, j = 1, 2, . . . , n},
where
bij =
#{l : l ≤ i and wl ≤ j}. (A.6)
When w ∈ W the B-orbit Bw has a particularly simple form. To each w ∈ W we
associate a˜ = (a1, . . . , an) by
ai =
#{k : k ≤ i and wk > 0}. (A.7)
When w is written in the long form, this is
ai =
#{k : k ≤ i and wk ≤ n}. (A.8)
Proposition A.9. Let w ∈ W and a˜ as in A.7. Then
Zw = Bw = {(Fi) ∈ B : dim(Fi ∩ Vn) ≥ ai, i = 1, . . . , n}.
Before proving the proposition, we give a lemma and an example.
If y, w ∈ W are written in the long form, then the Bruhat order is determined by the
following (e.g. [5, page 30]).
y ≤ w if and only if for each k = 1, . . . , n, {y1, . . . , yk} ≤ {w1, . . . , wk} in the sense
that after listing elements of the two sets in increasing order, each element of the
first set is less than or equal to the corresponding element of the second set.
(A.10)
Lemma A.11. Let byij and b
w
ij be the integers of (A.6) for y and w, respectively. Then
the following hold.
(1) y ≤ w if and only if byij ≥ bwij, i, j = 1, . . . , n.
(2) bwij ≤ bwi,j+1 ≤ bwij + 1, all i, j = 1, . . . , n.
(3) If w ∈ W, then bwin = ai.
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Proof. (1) If byij ≥ bwij for all j, then {y1, . . . , yk} has at least as many elements less than j
as does {w1, . . . , wk}, for all j. So y ≤ w. The converse is essentially the same argument.
(2) and (3) are immediate. 
It might be useful to consider the following example. Let w = (-143-2); in the long
form w = (8437|2651). Then a˜ = (0, 1, 2, 2). The following table gives the values of
bwij .
i\j 1 2 3 4 5 6 7 8
1 0 0 0 0 0 0 0 1
2 0 0 0 1 1 1 1 2
3 0 0 1 2 2 2 2 3
4 0 0 1 2 2 2 3 4
5 0 1 2 3 3 3 4 5
6 0 1 2 3 3 4 5 6
7 0 1 2 3 4 5 6 7
8 1 2 3 4 5 6 7 8
Observe that a˜ appears as the fourth column as required by part (3) of the lemma. Part
(a) of the lemma tells us that the upper left block determines the Bruhat order. Write
F (a˜) := {(Fi) ∈ B : dim(Fi ∩ Vn) ≥ ai, i = 1, . . . , n}
For (Fi) ∈ F (a˜), part (2) of the lemma (applied to y) tells us that byij ≥ bwij , i, j = 1, . . . , 4.
It is important that for each i, as j runs from 4 down to 1, bwij decreases by exactly 1,
until it reaches 0. Therefore, if By ⊆ F (a˜), then by part (1), y ≤ w. We conclude that if
By ⊆ F (A˜), then By ⊆ Zw. Conversely, if By ⊂ Zw , then byin ≥ bwin = ai, so By ⊂ F (a˜).
Therefore,
F (a˜) =
⋃
y≤w
By = Zw.
Proof of the proposition. Let w ∈ W , so the entries of −wρ are decreasing (left to right).
This translates, for w as in (A.2), to those entries of w between 1 and n decreasing (left
to right) and the same for those entries between n + 1 and 2n. Let a˜w be defined as in
(A.7) for w. Then several facts hold.
(1) For each i = 1, . . . , n,
bwij =
{
ai − (n− j), j = n− ai, . . . , n− 1, n
0, otherwise.
(A.12)
This follows from the fact that the entries of w between 1 and n decrease.
(2) If byij ≥ bwij , all i, j = i, . . . , n, then By ⊂ F (a˜w). This is clear since the condition
implies byin ≥ bwin = awi .
(3) By ⊂ F (a˜w) implies byij ≥ bwij , i, j = 1, . . . , n. For this we assume that byin ≥ awi , i =
1, . . . , n. Fact (1) and part (2) of the lemma implies byij ≥ bwij , i, j = 1, . . . , n.
We may conclude from these facts that
F (a˜w) =
⋃
y≤w
By = Zw.
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
Recall that (in general) if α is a simple root, then w(α) > 0 if and only if ℓ(wsα) =
ℓ(w) + 1. Write α1, . . . , αn for the simple roots numbered as in (1.4), and s1, . . . , sn for
the corresponding simple reflections sα1 , . . . , sαn . For w ∈ W , w(αk) > 0 if and only if
wk ≤ n < wk+1, when k < n, and wn < n, when k = n. This is the case if and only if
bwskij =
{
bwij − 1, (i, j) = (k, wk)
bwij , otherwise.
Also, it follows from part (1) of the lemma and (A.12) that if y, w ∈ W , then
y ≤ w if and only if ayi ≥ awi , i = 1, . . . , n. (A.13)
Our description of the Schubert varieties Zw, w ∈ W gives the following corollary.
Corollary A.14. If y, w ∈ W and y ≤ w, then there exist simple roots αi1 . . . , αim so that
ysi1 · · · sim = w with ℓ(ysi1 . . . sik) = ℓ(y) + k and ysi1 · · · sik ∈ W, for all k = 1, . . . ,m.
In other words, the closure relations among Schubert varieties Zw, w ∈ W , are ‘gener-
ated by’ simple reflections. This corollary follows from similar statement in [16, §1].
Proof. We prove the statement by induction on m = ℓ(w) − ℓ(y). When m = 1 the
statement is immediate. Assume m > 1 and let l be the smallest index for which ayl > a
w
l .
Thus, ayk = a
w
k , k = 1, . . . , l − 1, so by (A.12) the first l − 1 entries of y and w coincide.
Let wl = p, yl = q1; therefore q1 ≤ n < p and
w = (· · · p · · · · · · | · · · )
w = (· · · q1 · qrp · · · | · · · ), qi ≤ n,
or
w = (· · · p · · · · · · | · · · )
w = (· · · q1 · · · qr | · · · ), qi ≤ n.
Suppose that qr = yk. Then in both cases ysk ≥ y and ysk ∈ W . Therefore, induction
applies giving i2, . . . , im with ys1si2 . . . sim as in the statement of the corollary. 
Appendix B.
It is well-known that the associated variety of a highest weight Harish-Chandra module
is contained in p+ ([23]). In this appendix we we show the converse. It is likely that this
fact is known, but we include a proof since we could not find one in the literature.
Let X be a finitely generated Harish-Chandra module. The associated variety of X may
be computed as follows ([31]). Choose a finite dimensional K-stable generating subspace
of X and filter X by Xn := Un(g)X0. Here Un(g) is the usual filtration of U(g) by degree.
Let IX be the annihilator of gr(X) = ⊕Xn/Xn−1 in P (g∗) (≃ S(g) ≃ gr(Un(g))). Then
the associated variety of X is the affine variety in g∗ on which all polynomials in IX vanish.
Since the filtration is K-stable, AV (X) ⊂ (g/k)∗. Under the identification g∗ ≃ g (via the
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Killing form) we have (g/k)∗ ≃ p and P (g∗) ≃ P (g), and we identify IX with an ideal in
P (g).
Now assume GR is a group of hermitian type and X is any irreducible Harish-Chandra
module. Suppose X has a highest weight vector (with respect to a positive system con-
taining ∆(p+)). Take X0 to be the K-type generated by the highest weight vector, then
Xn = Un(p+)X0, so p+ ⊂ IX . It follows that AV (X) ⊂ p+. We show the converse.
Proposition B.1. Suppose GR is of hermitian type and X is any irreducible Harish-
Chandra module for which AV (X) ⊂ p+. Then X is a highest weight module.
Proof. Let {x1, . . . , xd} be a basis of p+. Then there is an m′ ∈ N so that xm′i ∈ IX , for
all i, since p+ ⊂ {p ∈ P (g) : p vanishes on AV (X)} =
√
IX . Now take m = m
′d and we
see that any product x1 . . . xm ∈ IX with xi ∈ p+. Therefore,
Um(p+) := Um(g) ∩ U(p+) ⊂ IX . (B.2)
Set Yn := Un(p+)X0. Then we have
p+Ym−1 = Um(p+)X0 ⊂ Xm−1,
(by the definition of gr(Xn)). Therefore,
p+Ym−1 ⊂ Xm−1 ∩ Ym = Ym−1.
Thus, Ym−1 is finite dimensional and k+ p+ stable. So if Ym−1 6= 0, then Ym−1 contains a
highest weight vector. If Ym−1 = 0, then choose the largest k ≤ m− 1 for which Yk 6= 0.
Then Yk has a highest weight vector. 
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