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Abstract. We study the Schro¨dinger operator −∆ − αδ(x − Γ) in
L2(R3) with a δ interaction supported by an infinite non-planar surface
Γ which is smooth, admits a global normal parameterization with a
uniformly elliptic metric. We show that if Γ is asymptotically planar
in a suitable sense and α > 0 is sufficiently large this operator has a
non-empty discrete spectrum and derive an asymptotic expansion of
the eigenvalues in iterms of a “two-dimensional” comparison operator
determined by the geometry of the surface Γ.
1 Introduction
The fact that a quantum particle localized in a curved infinitely extended
region can have bound states is known for more than a decade – cf. [ESˇ, DE]
and references therein. It was first demonstrated for curved hard-wall strips
and tubes. The analogous problem in curved layers is more complicated and
the existence of curvature-induced bound states has been demonstrated only
recently [DEK]. In addition, the sufficient conditions known so far apply to
particular classes of layers and lack therefore the universal character of the
“one-dimensional” existence result noticed first in [GJ].
Another recent observation concerns the fact that the effect can persist if
the transverse Dirichlet condition confinement is replaced by a weaker one.
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This is important if we want to apply the conclusions to models of quantum
wires and similar structures in which the confinement is realized by a finite
potential step at an interface of two different semiconductor materials. As a
consequence, an electron can pass between two parts of a quantum wire also
by tunneling through the classically forbidden region separating them.
To make the task more feasible, one can study the idealized situation in
which the structure is infinitely thin and the Hamiltonian is formally written
as −∆ − αδ(x − Γ), where α is a real parameter. It can be interpreted as
a limiting case of a transverse confinement by a deep and narrow potential
well, at least as long as the codimension of the manifold Γ is one. The
existence of a nontrivial discrete spectrum has been proven in this setting
if Γ is a curve in R2 [EI] and R3 [EK] which is asymptotically straight but
not a straight line and satisfies suitable regularity conditions; the analogous
result holds also for curved arrays of point interactions [Ex1]. The argument
is in all the listed cases based on an explicit expression of the resolvent: one
can check that the curvature gives rise to perturbation of the straight-line
Birman-Schwinger operator which is Hilbert-Schmidt and of a definite sign.
As in the case of a hard-wall confinement the problem becomes more
complicated if the region to which the particle is localized is generated by a
surface in R3. The above mentioned method does not generalize directly to
such a situation, because surfaces lack – in distinction to curves – a natural
parameterization which would allow us to “iron” them into a plane. This is
why we address the question in this paper using a different method which will
make it possible to establish the existence of curvature-induced bound states
provided the attractive δ interaction in the Hamiltonian is strong enough.
The idea is borrowed from [EY1, EY2] and is based on a combination of
Dirichlet-Neumann bracketing with the use of suitable curvilinear coordi-
nates in the vicinity of the surface Γ, which is supposed to be asymptotically
planar with a uniformly elliptic metric. In this way we not only prove in The-
orem 4.3 the existence of a nontrivial discrete spectrum, but also we obtain
an asymptotic expansion of the eigenvalues as α→∞ in terms of a suitable
“two-dimensional” comparison operator determined by the geometry of Γ –
cf. (2.2) below. In the appendix we give precise meaning to the above state-
ment about the relation between our Hamiltonian and the operator with a
deep and narrow potential well centered at the surface.
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2 Main results
Let us start by summarizing our main results in more precise terms. As
we have said the Hamiltonians we will study are the Schro¨dinger operators
with the a singular perturbations supported by an infinite surface Γ in R3
corresponding to the formal expression
−∆− αδ(x− Γ) , (2.1)
where α > 0 is independent of x. A general way to give meaning to (2.1) as
a well-defined self-adjoint operator (denoted by Hα,Γ) is to employ the sum
of quadratic forms; we will do that in Sec. 3.2.1 below.
The form sum definition works under rather weak assumptions about the
regularity of Γ. For further purposes we have to restrict the class of surfaces:
the main results of the paper will be derived for Γ which is assumed to be
• C4 smooth and admitting a global normal parameterization with a
uniformly elliptic metric tensor – see (3.1) and (3.9) below,
• without “near-intersections” – assumption (aΓ1) of Sec. 3.1,
• asymptotically planar – assumption (aΓ2) or a stronger hypotesis (aΓ2′)
of Sec. 4.
Our goal is to investigate spectral properties ofHα,Γ in the asymptotic regime
when α is large. To this aim we employ the comparison operator
S = −∆Γ −
1
4
(k1 − k2)
2 , (2.2)
where ∆Γ is the Laplace-Beltrami operator on Γ and k1, k2 are the principal
curvatures of Γ. If both k1, k2 are identically zero, i.e. if Γ is a plane, it is easy
to show that operator Hα,Γ has purely absolutely continuous spectrum given
by σac(Hα,Γ) = [−
1
4
α2,∞) ; it is sufficient to employ separation of variables
and to use the spectrum of one-dimensional δ interaction. The aim of this
paper is to prove that a “local” deformation of Γ leads to existence of bound
states for large enough α. More precisely, we will show in Theorem 4.3 that
if Γ is not a plane and satisfies the above assumptions, then
• the bottom of the essential spectrum does not lie below ǫ(α), where ǫ(·)
is a function such that ǫ(α)→ −1
4
α2 as α→∞ ,
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• there exists at least one isolated point of the spectrum below the thresh-
old of the essential spectrum for all sufficiently large α, and moreover,
the eigenvalues of Hα,Γ have the following asymptotical expansion,
λj(α) = −
1
4
α2 + µj +O(α
−1 logα)
as α → ∞, where µj is the j-th eigenvalue of S. The existence of
a nonempty discrete spectrum alone can be proven even without the
uniform ellipticity assumption – see Remark 4.6.
Let us remark that the existence of a global normal parametrization is not
necessary for derivation of the above asymptotic formula – cf. [Ex2]. It plays
an important role, however, when we prove that the discrete spectrum is non-
empty by comparison with a suitable two-dimensional Schro¨dinger operator.
An analogy with curved Dirichlet layers [CEK] suggests that bound states
may exist even for some classes of surfaces Γ which are not simply connected,
but the proof of this conjecture remains an open problem.
3 Preliminaries
3.1 Geometry of the surface and its neighbourhood
Let Γ ⊂ R3 be an infinite C4 smooth surface which admits a global normal
parameterization (we refer to [Kl] for the geometric notions used below).
This requires the existence of a point o ∈ Γ such that the exponential map
expo : ToΓ → Γ is a diffeomorphism. Given orthonormal basis {e1(o), e2(o)}
in ToΓ we introduce the map γ ≡ γo : ToΓ ∼= R
2 → Γ defined by
s ≡ (s1, s2)→ expo
(∑
i
siei(o)
)
, (3.1)
which determinates the said normal parameterization.
We denote by gµν the surface metric tensor in normal coordinates, i.e.
gµν = γ,µ · γ,ν and use the standard convention g
µν = (gµν)
−1. By means
of the determinant g := det gµν we define the invariant element of surface
dΓ = g1/2d2s. Furthermore, the tangent vectors γ,µ are linearly independent
and their cross product γ,µ×γ,ν|γ,µ×γ,ν | defines the unit normal field n(s) on Γ.
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The extrinsic properties of surface can be characterized in terms of the
Weingarten tensor obtained by raising the index in the second fundamental
form,
hµ
ν := −n,µ · γ,σg
σν . (3.2)
The eigenvalues of hµ
ν are the pricipal curvatures k1, k2; by means of them
we define the Gauss curvature K and mean curvature M :
K = det hµ
ν = k1k2 , M =
1
2
Tr hµ
ν =
1
2
(k1 + k2) . (3.3)
It follows immediately from the above formulas that
K −M2 = −
1
4
(k1 − k2)
2. (3.4)
Global quantities characterizing Γ are the total Gauss curvatureK :=
∫
Γ
KdΓ
which exists provided K ∈ L1(Γ, dΓ) (if this is not true the integral can
sometimes exist as the principal value with respect to the geodesic radius –
see Remark 3.1b below) and the total mean curvature M :=
(∫
Γ
M2dΓ
)1/2
(we set M =∞ if M /∈ L2(Γ, dΓ)).
The approximation methods which we will use in further discussion force
us to impose additional assumptions on Γ which will allow us to work in a
neighbourhood of the surface. Given δ > 0 we consider the layer Ωδ built
over Γ and defined by virtue of the map
L : Dδ ∋ q ≡ (s, u)→ γ(s) + un(s), Dδ := {(s, u) : s ∈ R
2, u ∈ (−δ, δ)}.
(3.5)
The fact that γ is a diffeomorphism excludes automatically the possibility
of self-intersections of Γ. Henceforth we assume also that Γ does not admit
“near-intersections”; this is guaranteed by the following requirement:
(aΓ1) there exists d > 0 such that the map L : Dd → Ωd is injective.
Let us stress that this is a restriction imposed on the global geometry of Γ
which does not follow, e.g., from the mere decay of the curvatures expressed
by the assumption (aΓ2) of Sec. 4 (although it is implied by (aΓ2′)). An
example is easily constructed using deformations of the plane in the form of
a smooth ‘bubble’ with a narrow ‘bottleneck’; it is sufficient to consider a
suitable array of such deformations with properly changing parameters.
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Using the parameterization (3.5) we can find the metric tensor of Ωd
regarded as a submanifold in R3,
Gij =
(
(Gµν) 0
0 1
)
, Gµν = (δ
σ
µ − uhµ
σ)(δρσ − uhσ
ρ)gρν .
In particular, the volume element of Ωd is given by dΩ := G
1/2d2s du, where
G := detGij takes the following form,
G = g [(1− uk1)(1− uk2)]
2 = g(1− 2Mu+Ku2)2. (3.6)
For the sake of brevity we employ the shorthand ξ(s, u) ≡ 1 − 2M(s)u +
K(s)u2. Moreover, we will use the Greek notation for the range (1, 2) of
indices and the Latin for (1, 2, 3). The index numbering (1, 2, 3) here refers
to the coordinates (s1, s2, u).
With a later purpose on mind we state some useful estimates. Suppose
that k1, k2 are uniformly bounded (in fact we will assume more – see (aΓ2)
below) and put
̺ := ({max ‖k1‖∞ , ‖k2‖∞})
−1.
Is easy to verify that for d < ̺ the following inequalities are satisfied in the
layer neighbourhood Ωd,
C−(d) ≤ ξ ≤ C+(d), (3.7)
where C±(d) := (1± d̺−1)2. Consequently, we have
C−(d)gµν ≤ Gµν ≤ C+(d)gµν . (3.8)
To make use of the last inequality we need an information about the metric
of the surface. To prove our main result we will require the uniform ellipticity
of the metric tensor gµν , i.e. we suppose that there exist positive constants
c+ , c− such that
c−δµν ≤ gµν ≤ c+δµν (3.9)
is satisfied as a matrix inequality.
Remarks 3.1 (a) Combining (3.7) and (3.6) one can check that the uniform
boundedness of k1, k2 (together with the injectivity given by (aΓ1)) ensures
that the map L : Dd → Ωd is diffeomorphic if d < ̺.
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(b) By means of the change of variables φ given by
s1(r, υ) = r cos υ, s2(r, υ) = r sin υ
we pass to the geodesic polar coordinates (g.p.c.) (r, υ) = (y1, y2). In this
notation r = r(s) = (s21 + s
2
2)
1/2 determines the geodesic radius. The metric
tensor
g˜µν(y) =
∑
σρ
∂sσ
∂yµ
∂sρ
∂yν
gσρ(φ(y))
acquires in the g.p.c. the diagonal form g˜µν = diag(1, ρ
2), where ρ satisfies
the Jacobi equation
ρ¨(r, υ) +K(r, υ)ρ(r, υ) = 0; ρ(0, υ) = 0, ρ˙(0, υ) = 1. (3.10)
(c) There exist various sufficient conditions for (3.9). For instance if Γ is
radially symmetric surface and K ∈ L1(Γ, dΓ) but K 6= 2π then it is easy to
show from (3.10) that there exist positive constants c˜+, c˜− such that
c˜−g˜0µν ≤ g˜µν ≤ c˜
+g˜0µν , (3.11)
where g˜0µν is the metric tensor of a plane in polar coordinates, in other
words, g˜0µν = diag(1, r
2), which in turn implies (3.9). This class of surfaces
includes, for instance, any hyperboloid of revolution. For surfaces with-
out radial symmetry a different sufficient condition for (3.9) is needed, e.g.,
‖K‖L1(Γ,dΓ) < 2π. For another sufficient condition see Remark 4.2b below.
3.2 Schro¨dinger operators with singular perturbation
supported by the surface Γ
3.2.1 Construction of the Hamiltonian
The Hamiltonians we will be interested in are Schro¨dinger operators with
perturbations supported by Γ. A general way to construct such operators is
to employ the form sum technique. Let us define the measure µ by
µ ≡ µΓ : µΓ(B) := vol(B ∩ Γ)
for each Borel set B in R3, where vol(·) is two dimensional Hausdorff measure
on Γ. Using the fact that the map γ is a diffeomorphism and making use of
7
Theorem 4.1 in [BEKSˇ] is it easy to check that µ belongs to the generalized
Kato class. Consequently, the immbedding operator
Iµψ = ψ, Iµ : S(R
3) ⊂W 2,1(R3)→ L2(R3, µ) ≡ L2(µ)
is continuous and it can be extended to whole space W 2,1(R3). Clearly, we
have the natural identification L2(µ) ∼= L2(R2, dΓ).
With this prerequisite we are able to construct the mentioned class of
operators. Given α > 0 we define the quadratic form
ηα [ψ] ≡ ηα(ψ, ψ) = (∇ψ,∇ψ)− α
∫
R3
|Iµψ(x)|
2 dµ(x), ψ ∈ W 2,1(R3)
where (·, ·) stands for the scalar product in L2(R3). It follows from Theo-
rem 4.2 of [BEKSˇ] that ηα is below bounded and closed; therefore the asso-
ciated operator Hα,Γ ≡ Hα is below bounded and self-adjoint in L
2(R3), and
can be interpreted as the self-adjoint realization of the symbol (2.1).
There is an alternative definition of Hα in terms of boundary conditions
on Γ; it is more illustrative because it shows that in the direction transverse
to the surface the interaction is nothing else than a δ potential. For the
surface Γ with the properties specified in the previous section we consider
the Laplace operator
(H˙αψ)(x) = −∆ψ(x) , x ∈ R
3 \ Γ ,
with the domain consisting of functions from C0(R
3)∩W 2,2(R3\Γ) and having
a jump of the normal derivative on Γ given by
∂ψ
∂n
(x)
∣∣∣∣
+
−
∂ψ
∂n
(x)
∣∣∣∣
−
= −αψ(x) .
It is easy to verify that H˙α is e.s.a. and that by the Green formula it repro-
duces the form ηα; therefore the closure of H˙α coincides with Hα.
3.2.2 Approximation by scaled potentials
Before proceeding further, let us say a few words about the interpretation of
the operator Hα. If Γ is smooth we can employ the standard approximation
of the δ interaction by a family of squeezed potentials. To show this let
8
us consider again the layer neighbourhood Ωd of Γ where d < ̺. Given
W ∈ L∞(−1, 1) we define the scaled potentials with the support on Ωd, i.e.
Vd(x) :=
{
0 if x /∈ Ωd
−1
d
W (u
d
) if x ∈ Ωd
and associate with them the operators
Hd(W ) := −∆+ Vd : D(∆)→ L
2(R3),
where −∆ : D(∆)→ L2(R3) is the Laplace operator. Since the potentials are
bounded the operators Hd(W ) are also self-adjoint with the domain D(∆).
This family approaches Hα as d→ 0 in the following sense:
Theorem 3.2 Let the surface Γ satisfies (aΓ1). Then Hd(W ) → Hα as
d→ 0, where α =
∫ 1
−1W (t)dt, in the norm-resolvent sense.
The proof is postponed to the appendix.
3.2.3 Schro¨dinger operators with the perturbation on Γ in the
vicinity of the surface
Let us return to our main subject. Our strategy is to estimate (the negative
spectrum of) the operator Hα using operators acting in the layer neighbour-
hood of Γ. For the set Ωd we define the quadratic forms η
+
α [ψ], η
−
α [ψ] with
the domains D(η+α ) = W
2,1
0 (Ωd), D(η
−
α , ) =W
2,1(Ωd) which act as
‖∇ψ(x)‖2L2(Ωd) − α
∫
R3
|Iµψ(x)|
2 dµ ;
since the forms η±α are closed the associated operators H
±
α are self-adjoint in
L2(Ωd). Now the Dirichlet-Neumann bracketing [RS] trick yields the estimate
−∆NΣd ⊕H
−
α ≤ Hα ≤ −∆
D
Σd
⊕H+α , Σd ≡ R
3 \ Ωd (3.12)
and as long we are interested in the negative point of spectrum, we may take
into account H±α only, because the “exterior” operators ∆
D
Σd
, ∆NΣd are positive
by definition.
It is useful to treat the estimating operators H±α in the coordinates q =
(s, u). We pass to the curvilinear coordinates by means of the unitary trans-
formation
Uψ = ψ ◦ L : L2(Ωd)→ L
2(Dd, dΩ).
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We denote by (·, ·)G the scalar product in the space L
2(Dd, dΩ), then the
operators UH+α U
−1, UH−α U
−1 living in L2(Dd, dΩ) are associated with the
forms ψ 7→ η+α [Uψ], η
−
α [Uψ] having the value
(∂iψ,G
ij∂jψ)G − α
∫
Γ
|ψ(s, 0)|2 dΓ , (3.13)
which differ by their domains, W 2,10 (Dd, dΩ) and W
2,1(Dd, dΩ) for the ±
sign, respectively. Since the functions belonging to these spaces are not
necessary continuous the expression ψ(s, 0) in (3.13) can be given meaning
using the trace mapping from W 2,10 (Dd, dΩ) or W
2,1(Dd, dΩ) to L
2(Γ, dΓ).
For convenience we will use in the following the same notations for H±α , η
±
α ,
and its unitary “shifts” to the space L2(Dd, dΩ).
It is also useful to remove the factor ξ from the weight G1/2 in space
L2(Dd, dΩ). This can be done by means of another unitary transformation,
Uˆψ = ξ1/2ψ : L2(Dd, dΩ)→ L
2(Dd, dΓdu) . (3.14)
We will denote the scalar product in L2(Dd, dΓdu) by (·, ·)g.
The operators
B+α := UˆH
+
α Uˆ
−1 , B−α := UˆH
−
α Uˆ
−1
acting in L2(Dd, dΓdu) are associated with the forms b
±
α given by b
+
α [ψ] :=
η+α [Uˆ
−1ψ] and b−α [ψ] := η
−
α [Uˆ
−1ψ]. By a straightforward computation we get
b+α [ψ] = (∂µψ,G
µν∂νψ)g + ((V1 + V2)ψ, ψ)g + ‖∂3ψ‖
2
g − α
∫
Γ
|ψ(s, 0)|2dΓ ,
b−α [ψ] = b
+
α [ψ] +
∫
Γ
ζ(s, d)|ψ(s, d)|2dΓ−
∫
Γ
ζ(s,−d)|ψ(s,−d)|2dΓ
for ψ from W 2,10 (Dd, dΓdu) and W
2,1(Dd, dΓdu), respectively, where ζ :=
M−Ku
ξ
and
V1 := g
−1/2(g1/2GµνJ,ν),µ + J,µG
µνJ,ν , V2 :=
K −M2
ξ2
, J :=
1
2
ln ξ.
(3.15)
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4 Curvature-induced bound states
Let us turn now to the spectral analysis of Hα. The main tool we will use
to establish the existence of isolated points of spectrum of Hα for large α is
the Dirichlet-Neumann bracketing (3.12). The idea is to construct operators
H±α in the neighbourhood depending on parameter α, i.e. d = d(α) such that
d(α)→ 0 as α→∞, which would provide us with a sufficiently exact spectral
approximation for Hα. As usual working with a minimax-type argument we
have to localize first the bottom of the essential spectrum.
4.1 Essential spectrum
Let us start with the case when Γ is a plane in R3. Then the translational
invariance allows us to separate the variables showing thus that
σ(Hα) = σac(Hα) =
[
−
1
4
α2,∞
)
.
Next we assume that the surface Γ admits a deformation which is localized
in the following sense:
(aΓ2) K,M → 0 as the geodesic radius r →∞.
The main result of this part says that the bottom of σess(Hα) can be pushed
down by the deformation at most by a quantity which vanishes as α→∞.
Theorem 4.1 Let α > 0 and suppose that the surface Γ satisfies (aΓ1),
(aΓ2). Then
σess(Hα) ⊆ [ǫ(α),∞), (4.1)
where ǫ(·) is a function such that
ǫ(α)→ −
α2
4
as α→∞.
To prove the above theorem we will need a statement which follows directly
from Lemma 4.5 given below: there exist constants C, CN such that∫ d
−d
∣∣∣∣df(u)du
∣∣∣∣
2
du− α |f(0)|2 ≥
(
−
α2
4
− CNα
2e−αd/2
)
‖f‖2L2(−d,d) (4.2)
with f ∈ W 2,1(−d, d), holds for α > Cd−1.
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Proof. Let us first note that the inclusion (4.1) is equivalent to
inf σess(Hα) ≥ ǫ(α). (4.3)
In view of (3.12) and positivity of −△NΣd the inequality (4.3) follows from
inf σess(H
−
α ) ≥ ǫ(α), (4.4)
where H−α acts in L
2(Ωd), d < ̺. Now we can proceed in analogy with
the proof of Theorem 4.1 in [DEK]. Let us divide the surface Γ into two
components Γintτ := {s ∈ Γ : r(s) < τ} and Γ
ext
τ := Γ\Γ
int
τ . This gives rise
to the division of the layer neighbourhood to Dintτ and D
ext
τ , where D
int
τ :=
{(s, u) ∈ Dd : s ∈ Γ
int
τ } and D
ext
τ := Dd\D
int
τ . Let us consider the Neumann
decoupled operators
H−,intα,τ ⊕H
−,ext
α,τ ,
where H−,ωα,τ , ω = int, ext, are the operators associated with the forms η
−,ω
α,τ
acting as (3.13) and with the domains W 2,1(Dωτ , dΩ). Since H
−
α,τ ≥ H
−,int
α,τ ⊕
H−,extα,τ , and the spectrum of H
−,int
α,τ is purely discrete [Da] we obtain by the
minimax principle
inf σess(H
−
α,τ ) ≥ inf σess(H
−,ext
α,τ ). (4.5)
Thus to verify the claim it suffices to check inf σess(H
−,ext
α,τ ) ≥ ǫ(α). By the
assumption (aΓ2) the quantities m+τ := supΓextτ ξ and m
−
τ := infΓextτ ξ tend
to one as τ → ∞. Using (3.13), (4.2), and the block form of Gij we get the
estimate
η−,extα,τ [ψ] ≥
∫
Dextτ
|∂3ψ(q)|
2dΩ− α
∫
Γextτ
|ψ(s, 0)|2dΓ
≥ m−τ
∫
Dextτ
|∂3ψ(q)|
2dΓdu− α
∫
Γextτ
|ψ(s, 0)|2dΓ
≥ ετ
∫
Dextτ
|ψ(q)|2dΩ
where ετ :=
α2
m+τ m
−
τ
[−1
4
−CN exp(−
1
2
α
m−τ
d)]. Since τ is an arbitrary parameter
we get the inclusion (4.1) with ǫ(α) = −α
2
4
− CNα
2e−αd/2.
Remarks 4.2 (a) The assumption (aΓ2) can be replaced by a hypothesis
about the normal vector to Γ, namely
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(aΓ2′) n→ n0 as r →∞ , where n0 is a fixed vector.
It is easy to see that the latter implies (aΓ2), to this end one has to combine
(3.2) and (3.3). Of course, the converse statement is not true: for example
the elliptic paraboloid satisfy (aΓ2) but not (aΓ2′). As we will see in the
further discussion the assumption (aΓ2′) implies at the same time (aΓ1). Let
us show that the claim of Theorem 4.1 can be strengthened in this situation.
Specifically, if α > 0 and the surface Γ satisfies (aΓ2′), then
σess(Hα) ⊆
[
−
α2
4
,∞
)
.
To prove this we have to show that
inf σess(Hα) ≥ −
α2
4
. (4.6)
Similarly as in the proof of Theorem 4.1 we divide the surface Γ into two
components Γintτ and Γ
ext
τ .
Let us assume for a moment that d(τ) ≡ dτ : R+ → R+ is an arbirary
function and consider one parameter family of maps Lτ : Ddτ → Ωdτ . Using
(aΓ2′) and the mean value theorem we may show that the number ensuring
the injectivity of Lτ in D
ext
dτ
= {(s, u) : s ∈ Γextτ , u ∈ (−dτ , dτ )} is proportional
to the expression Q(τ) ≡ infs1,s2∈Γextτ
|s1−s2|
|n(s1)−n(s2)| and
Q(τ)→∞ as τ →∞ .
This particularly means that the assumption (aΓ2′) – in distinction to the
weaker hypothesis (aΓ2) – implies (aΓ1) as we have indicated above. Fur-
thermore, under (aΓ2′) we can find dτ such that dτ → ∞ as τ → ∞ and
the maps Lτ are injective in D
ext
dτ
. Relying on the same arguments as in the
previous proof we can show that to get (4.6) it suffices to check
inf σess(H
−,ext
α,dτ
) ≥ −
α2
4
,
where H−,extα,dτ is associated with the form η
−,ext
α,dτ
acting as (3.13) and with the
domain W 2,1(Ddτ , dΩ). According to the previous discussion the assumption
(aΓ2′) implies supΓextτ |M | , supΓextτ |K| → 0, so we can always choose dτ such
that n+τ ≡ supDextτ ξ and n
−
τ ≡ infDextτ ξ → 1 as τ → ∞ (recall that we can
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choose dτ to go to infinity in an arbitrarily slow way). Mimicking now the
calculations from the proof of Theorem 4.1 we arrive at
η−,extα,dτ [ψ] ≥ ε˜τ
∫
Dextdτ
|ψ(q)|2 dΩ ,
where ε˜τ :=
α2
n+τ n
−
τ
(−1
4
−CN exp(−
1
2
α
n−τ
dτ )). Since ε˜τ → −
α2
4
as τ →∞ and τ
is an arbitrary parameter we get the stated inequality (4.6).
(b) Notice that the assumption (aΓ2′) implies the uniform ellipticity (3.9).
Indeed, it means that to each ε > 0 there is a compact Σε such that the
inequality |n(s)−n(s0)| < ε holds for all s, s0 ∈ R
2 \ Σε. Without loss of
generality we can fix s0 and suppose that n(s0) = (0, 0, 1), then Γ coincides
outside Σε with the graph of a smooth function f . In that case we have
explicit expressions n = g−1/2(−f1,−f2, 1) and
(gµν) =
(
1 + f 21 f1f2
f1f2 1 + f
2
2
)
,
where fj ≡ ∂jf , which imply max{f1, f2} ≤ ε(1−ε
2)−1/2, and thus (3.9) out-
side Σε. On the other hand, the eigenvalues of (gµν) are continuous functions
of the parameters and thus they reach their maxima and minima in Σε.
4.2 Existence of bound states and asymptotics of the
eigenvalues
In order to show the existence of bound states and to derive the asymptotic
behaviour of eigenvalues of Hα we employ the “comparison” operator
S := −∆Γ +K −M
2 : D(−∆Γ)→ L
2(R2, dΓ),
where −∆Γ is the Beltrami-Laplace operator given by
−∆Γ = −g
−1/2∂µg1/2gµν∂ν
and D(−∆Γ) is its maximal domain in L
2(R2, dΓ). By (3.9) and the assump-
tion (aΓ2) it is straightforward to check that S is a well defined self-adjoint
in L2(R2, dΓ) and its domain coincides with W 2,2(R2). Moreover, using (3.4)
we infer that K −M2 is an atractive potential vanishing at infinity. Apply-
ing again (3.9) and the standard results about two dimensional Schro¨dinger
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operator (see for example [Si]) we may conclude that σess(S) = [0,∞), and
that S has at least one negative eigenvalue provided Γ is not a plane.
We denote by µj the jth eigenvalue of S counted with multiplicity, j =
1, . . . , N with 1 ≤ N ≤ ∞. Our main result looks as follows.
Theorem 4.3 Let Γ satisfy assumptions (aΓ1), (3.9) and (aΓ2), or alterna-
tively (aΓ2′). Unless Γ is a plane, there exists at least one isolated eigenvalue
of Hα below the threshold of the essential spectrum for α large enough. More-
over, the eigenvalues λj(α) of Hα have the following asymptotic expansion,
λj(α) = −
1
4
α2 + µj +O(α
−1 logα) as α→∞ .
As the first step to prove the theorem we derive some useful estimates. Con-
sider again the layer neighbourhood Ωd of Γ and quadratic forms η
±
α acting
as (3.13) with the domains W 2,10 (Dd, dΩ) and W
2,1(Dd, dΩ), respectively. As
we have already mentioned, due to the Dirichlet-Neumann bracketing the
associated operators H+α , H
−
α living in L
2(Dd, dΩ) give the upper and lower
estimates for negative eigenvalues of Hα. Moreover, in view of the unitary
equivalence of H±α and B
±
α we can consider B
±
α instead of H
±
α .
Since B±α are still not quite easy to handle, our next aim to estimate them
by operators with separated variables. Using the explicit form of the potential
V1, and taking into account (3.7), (3.8), (3.9) together with assumption (aΓ2)
we can find the numbers v+, v− such that
dv− ≤ V1 ≤ dv+ (4.7)
holds for d < ̺. On the other hand, we can estimate the potential V2 by
C−2− (d)(K −M
2) ≤ V2 ≤ C
−2
+ (d)(K −M
2) , (4.8)
where C± were introduced in (3.7). Now we define another pair of estimating
operators in L2(R2, dΓ)⊗ L2(−d, d) by
B˜+α,d := U
+
d ⊗ 1 + 1⊗ T
+
α,d , B˜
−
α,d := U
−
d ⊗ 1 + 1⊗ T
−
α,d , (4.9)
where
U±d = −C±(d)∆Γ + C
−2
± (d)(K −M
2) + v ± d
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and T±α,d are associated with the quadratic forms given by
t+α,d[ψ] =
∫ d
−d
|∂3ψ|
2du− α|ψ(0)|2 ,
t−α,d[ψ] =
∫ d
−d
|∂3ψ|
2du− α|ψ(0)|2 −Dd(|ψ(d)|
2 + |ψ(−d)|2)
for ψ ∈ W 2,10 (−d, d) and W
2,1(−d, d), respectively. The coefficient Dd :=
2(‖M‖∞ + ‖K‖∞ d) coming from the Neumann boundary conditions is in
distinction to the similar quantity for B−α independent of the surface variables
s. It is clear from (4.7) and (4.8) that B˜±α,d give the sought bounds for B
±
α ,
i.e.
B+α ≤ B˜
+
α,d and B˜
−
α,d ≤ B
−
α . (4.10)
Since B˜±α,d have separated variables their spectra express through those of
their “constituent” operators. Consider first the “surface” part. Repeat-
ing the arguments we have used for the operator S we may conclude that
σd(U
±
d ) 6= ∅. Our aim is now to find the asymptotic behaviour of the eigen-
values µ±j (d) of U
±
d for small d, or more precisely, we would like to show that
numbers µj(d) approach the eigenvalues µj of the comparison operator S as
d→ 0.
Lemma 4.4 The eigenvalues of U±d have the following asymptotics
µ±j (d) = µj + C
±
j d+O(d
2) (4.11)
for d→ 0, where C±j are constants.
Proof. Assume d < ̺. Applying the explicit form for U+d we immediately get
U+d − C+(d)S = v
+d+ (C−2+ (d)− C+(d))(K −M
2). (4.12)
Using the formula for C+(d) it is easy to check that any function d 7→ m(d)
with the asymptotic behaviour
(v+ + (‖K‖∞ + ‖M‖
2
∞)̺
−1)d+O(d2)
as d→ 0, gives the upper bound for the r.h.s. of (4.12) for sufficiently small
d. Thus we get the following estimate
‖U+d − C+(d)S‖ ≤ m(d).
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Combining this inequality and the minimax principle we get
|µ+j (d)− C+(d)µj| ≤ m(d),
which implies
|µ+j (d)− µj| ≤ m(d) + d|(2̺
−1 + ̺−2d)µj|.
and thus (4.11) for µ+j (d). The proof for µ
−
j (d) is analogous.
Let us pass to the transverse part. To estimate the negative eigenvalues
of T±α,d we will use the lemma borrowed from [EY1].
Lemma 4.5 There exist positive constants C, CN such that each of the op-
erators T±α,d has a single negative eigenvalue κ
±
α,d satisfying
−
α2
4
− CNα
2e−αd/2 < κ−α,d < −
α2
4
< κ+α,d < −
α2
4
+ 2α2e−αd/2
for any α > Cmax{d−1, Dd}.
Now we are ready to prove Theorem 4.3. Put
d = d(α) := 6α−1 logα. (4.13)
From Lemma 4.5 we know that operators T±a,d(α) have single negative eigenval-
ues κ±α ≡ κ
±
α,d(α) and in view of the decomposition (4.9) we infer that κ
±
α+µ
±
j,α,
where µ±j,α = µ
±
j (d(α)), are eigenvalues of B˜
±
α . Using again Lemma 4.5 to-
gether with Lemma 4.4 we may conclude that κ±α +µ
±
j (α) have the following
asymptotics
κ±α + µ
±
j,α = −
1
4
α2 + µj +O(α
−1 logα)
Finally, it follows from (3.12) and (4.10) that the same asymptotics holds for
eigenvalues of Hα. This completes the proof.
Remark 4.6 The existence of isolated points of spectrum below the thresh-
old of the essential spectrum for large α can be alternatively proven by con-
structing a trial function ψ ∈ D(Hα) such that the following inequality
(Hαψ, ψ) <
(
−
α2
4
−D
)
‖ψ‖2,
holds with a positive D. By Dirichlet bracketing it suffices to find a function
f ∈ D(H+α ) satisfying
(H+α f, f)G <
(
−
α2
4
−D
)
‖f‖2G. (4.14)
Using the unitary equivalence H+α and B
+
α and inequality B
+
α ≤ B˜
+
α,d we infer
that (4.14) is satisfied if
(B˜+α,dh, h)g +
α2
4
‖h‖2g < −D‖h‖
2
g , h = Uˆf , (4.15)
holds. Let h be a radially symmetric function given by h(r, u) = φ(r)χ(u)
where φ is an arbitrary for a moment and χ is the normalized eigenfunction
of T+α,d corresponding to the negative eigenvalues κ
+
α,d (see Lemma 4.5). Sub-
stituting again d from (4.13) one can show that there exist functions θ1(·),
θ2(·) and β(·) such that θ1(α), θ2(α) → 1, β(α) → 0 as α → ∞ and the
expression
θ1(α) ‖∇φ‖
′2
g + β(α) ‖φ‖
′2
g + θ2(α)((K −M
2)φ, φ)′g (4.16)
gives the upper bound for the l.h.s. of (4.15). Here we use the notation (·, ·)′g
for the scalar product in L2(R2, dΓ). Given r0 > 0 we define
φσ(r) := min
{
1,
K0(σr)
K0(σr0)
}
, σ > 0 ,
where K0 is the Macdonald function, and substitute φσ for φ in the above
formulae. Since K0 is strictly decreasing the function φσ is not smooth at
r = r0, and consequently, φσχ does not belong to the domain of operator B˜
+
α,d.
However, it belongs to W 2,10 (Dd, dΓdu) which coincides with the domain of
the form associated with B˜+α,d. Therefore it suffices to show that the quantity
(4.16) (with the replacement φ 7→ φσ) is smaller than −D ‖φσ‖
′2
g . Using the
properties of the Macdonald function one can show that ‖∇φσ‖
′
g → 0 and
φσ(r) → 1− pointwise as σ → 0– cf. [EV]. Moreover, since the expression
K −M2 is strictly negative in some open subset of R2 there exist positive
constants σ0, α0 and C = C(σ0, α0) such that
θ1(α) ‖∇φσ0‖
′2
g + θ2(α)((K −M
2)φσ0 , φσ0)
′
g < −C
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holds for all α > α0. Choosing D˜ < C‖φσ0‖
′−2
g and using the fact that
β(α)→ 0 as α→∞ we can always find α˜ > α0 such that the inequality
θ1(α) ‖∇φσ0‖
′2
g + β(α) ‖φσ0‖
′2
g + θ2(α)((K −M
2)φσ0 , φσ0)
′
g < −D˜ ‖φσ0‖
′2
g
holds for all α ≥ α˜. Putting D = D˜ we get the claim. Let us stress that
the above argument does not require the assumption (3.9) about the uniform
ellipticity of the metric tensor gµν .
Appendix: Proof of Theorem 3.2
Since the argument is analogous to that of Theorem 4.1 in [EI] we here
present only the main steps. Given z ∈ ̺(−∆) we denote by R0(z) the free
resolvent, R0(z) = (−∆− z)−1, which is an integral operator with the kernel
Gz(x, y) =
1
(2π)3
∫
R3
eip(x−y)
p3 − z
=
1
4π
ei
√
z|x−y|
|x− y|
. (A.1)
It suffices for further discussion to consider only a subset of ̺(−∆), for in-
stance, the negative halfline. Thus we put z = k2, where k = iκ with κ > 0
and introduce the notations R0(k) = R0(k2), Gk = Gk2.
First we express the resolvent of Hd(W ) in the Birman-Schwinger form
Rd(k) := (Hd(W )− k
2)−1 (A.2)
= R0(k) +R0(k)V
1/2
d [I + |Vd|
1/2R0(k)V
1/2
d ]
−1 |Vd|
1/2R0(k),
for k2 ∈ ̺(−∆) ∩ ̺(Hd(W )), with the usual V
1/2
d = |Vd|
1/2 sgnVd. Mimicking
the analysis in [EI] the second term at the r.h.s. of (A.2) can be written
as the product of integral operators Bd(I − Cd)
−1B˜d mapping L2(R3) →
L2(D1, dΓdt)→ L
2(D1, dΓdt)→ L
2(R3) with the kernels
Bd(x; s
′, t′) = Gk(x− x′(s′, dt′))ξ(s′, dt′)W (t)1/2 ,
B˜d(s, t; x
′) = |W (t)|1/2 ξ(s, dt)Gk(x′ − x(s, dt)) ,
Cd(s, t; s
′, t′) = |W (t)|1/2Gk(x(s, dt)− x′(s′, dt′))W (t′)1/2 ,
where x(s, dt) ≡ γ(s)+dtn(s). Using (A.1) we estimate ‖Cd‖ ≤ ‖W‖∞ |k|
−2 ;
thus ‖Cd‖ < 1 holds, uniformly in d, for all sufficiently large κ. Thus we can
expand the operator under consideration as a geometric series,
Bd(I − Cd)
−1B˜d =
∑∞
j=0
BdC
j
dB˜d. (A.3)
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Let us turn to the analysis of the resolvent of Hα. To this aim we need the
embedding operators associated with R0(k), namely
R0µ(k) := IµR
0(k) : L2(R3)→ L2(µ),
with the adjoint
[
R0µ(k)
]∗
: L2(µ)→ L2(R3), and
R0µµ(k) := Iµ
[
R0µ(k)
]∗
: L2(µ)→ L2(µ).
Using this notation one can express the resolvent of Hα as
R(k) := (Ha − k
2)−1 (A.4)
= R0(k) + α
[
R0µ(k)
]∗
[I − αR0µµ(k)]
−1R0µ(k)
for any k2 ∈ ̺(−∆) ∩ ̺(Hα) – cf. [BEKSˇ]. Using α =
∫ −1
−1 W (t) dt we can
expand the second term at the r.h.s. of ( A.4) as∑∞
j=0
BCjB˜ , (A.5)
where BCjB˜ is the product of operators mapping L2(R3)→ L2(D1, dΓdt)→
L2(D1, dΓdt)→ L
2(R3) with the kernels
B(x; s′, t′) = Gk(x− γ(s′))W (t)1/2 ,
B˜(s, t; x′) = |W (t)|1/2Gk(x′ − γ(s)) ,
C(s, t; s′, t′) = |W (t)|1/2Gk(γ(s)− γ(s′))W (t′)1/2.
Applying (A.3) and (A.5) and repeating the argument of [EI] we can estimate
∥∥Rd(k)−R(k)∥∥ ≤∑∞
j=0
∥∥∥BCjB˜ − BdCjdB˜d∥∥∥
≤ c(‖Bd − B‖+
∥∥∥B˜d − B˜∥∥∥+ ‖Cd − C‖) (A.6)
for a positive c. The first norm at the r.h.s. of (A.6) can be estimated by
‖W‖1/2∞
{∥∥∥R˘d,1(k)− R˘0(k)∥∥∥+ d(2 ‖M‖∞ + d ‖K‖∞) ∥∥∥R˘d,1(k)∥∥∥} ,
where R˘d,1(k), R˘0(k) are the integral operators acting from L
2(D1, dΓdt) to
L2(R3) with the kernels Gk(x− x
′(s′, t′)) and Gk(x− γ(s′)). Since
∥∥∥R˘d,1(k)∥∥∥
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is uniformly bounded w.r.t. d, the norm convergence in question for d → 0
will follow from the corresponding property of
∥∥∥R˘d,1(k)− R˘0(k)∥∥∥. The latter
can be estimated by the Schur-Holmgren bound,∥∥∥R˘d,1(k)− R˘0(k)∥∥∥ ≤ (h1h∞)1/2,
where
h∞ := sup
x∈R3
∫
D1
∣∣∣(R˘d,1(k)− R˘0(k))(x, x′(s′, dt′))∣∣∣ dΓ′dt′ ,
h1 := sup
x′∈D1
∫
D1
∣∣∣(R˘d,1(k)− R˘0(k))(x, x′)∣∣∣ dx .
Finally, using the mean value theorem in combination with the fact that
|G′k| ∈ L
1(R3, g1/2dx), where |G′k(x)| =
1
4pi
(κ|x|+1)
x2
e−κ|x| one can establish ex-
istence of a constant c1 such that h1, h∞ entering the SH-bound are both ma-
jorized by the expression c1d ‖G
′
k‖L2(R3,g1/2dx). The convergence of
∥∥∥B˜d − B˜∥∥∥
and ‖Cd − C‖ is checked in the same way.
Acknowledgment
The authors thank D. Krejcˇiˇr´ık and the first referee for useful comments.
The research has been partially supported by GA AS under the contract
A1048101.
References
[BEKSˇ] J.F. Brasche, P. Exner, Yu.A. Kuperin, P. Sˇeba: Schro¨dinger op-
erators with singular interactions, J. Math. Anal. Appl. 184 (1994),
112-139.
[CEK] G. Carron, P. Exner, D. Krejcˇiˇr´ık: Topologically non-trivial quantum
layers, in preparation
[Da] E.B. Davies: Spectral Theory and Differential Operators, Cambridge
University Press 1988.
[DE] P. Duclos and P. Exner: Curvature-induced bound states in quantum
waveguides in two and three dimensions, Rev. Math. Phys. 7 (1995),
73-102.
21
[DEK] P. Duclos, P. Exner, D. Krejcˇiˇr´ık: Bound States in Curved Quantum
Layers, Commun. Math. Phys. 223 (2001), 13-28.
[Ex1] P. Exner: Bound states of infinite curved polymer chains, Lett. Math.
Phys. 57 (2001), 87-96.
[Ex2] P. Exner: Spectral properties of Schro¨dinger operators with a strongly
attractive δ interaction supported by a surface, Proceedings of the NSF
Summer Research Conference (Mt. Holyoke 2002); AMS “Contemporary
Mathematics” Series, to appear
[EI] P. Exner, T. Ichinose: Geometrically induced spectrum in curved leaky
wires, J. Phys. A34 (2001), 1439-1450.
[EK] P. Exner, S. Kondej: Curvature-induced bound states for a δ interac-
tion supported by a curve in R3, Ann. H. Poincare´, to appear
[ESˇ] P. Exner and P. Sˇeba: Bound states in curved quantum waveguides, J.
Math. Phys. 30 (1989), 2574-2580.
[EV] P. Exner, S.A.Vugalter: Bound-state asymptotic estimates for window–
coupled Dirichlet strips and layers, J. Phys. A30 (1997), 7863-7878.
[EY1] P. Exner, K. Yoshitomi: Asymptotics of Eigenvalues of the Schro¨-
dinger Operator with a Strong δ-interaction on a Loop, J. Geom. Phys.
41 (2002), 344-358.
[EY2] P. Exner, K. Yoshitomi: Band gap of the Schro¨dinger operator with
a strong δ-interaction on a periodic curve, Ann. H. Poincare´ 2 (2001),
1139-1158.
[GJ] J. Goldstone and R.L. Jaffe: Bound states in twisting tubes, Phys. Rev.
B45 (1992), 14100-14107.
[Kl] W. Kligenberg: A Course in Differential Geometry, Springer Verlag,
New York 1978.
[RS] M. Reed and B. Simon: Methods of Modern Mathematical Physics,
IV. Analysis of Operators, Academic Press, New York 1978.
[Si] B. Simon: The Bound State of Weakly Coupled Schro¨dinger Operators
in One and Two Dimensions, Ann. Phys. 97 (1976), 279-287.
22
