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A Sequence Analytics Approach for Detecting Handoff 
Patterns in Workflows: An Exploratory Case Study on 
the Volvo IT Incident Management Process 
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 Pennsylvania State University, University Park, PA, 16802. USA 
{akhilkumar, veereshthummadi}@psu.edu 
Abstract. In this study, we analyze the activity logs of fully resolved incident 
management tickets in the Volvo IT department to understand the handoff pat-
terns i.e., how actors pass work from one to another using a sequence analytic 
approach (a method for studying activity patterns from event log sequences). A 
generic actor pattern here describes the sequence in which actors participate in 
the resolution of an incident. We classify actor handoff patterns as straight, loop 
and ping-pong. Then we analyze the patterns by frequency and duration to draw 
insights about how actor patterns affect the incident resolution time. The results 
are quite surprising. In particular, we find that certain loop and ping-pong pat-
terns outperform straight patterns even though more steps are involved in them. 
Our results have implications for resource allocation in organizations. They sug-
gest that handoff patterns should be another factor to be considered while allo-
cating work to actors along with position, role, experience, skill, preferences, etc. 
Keywords: Workflows · Routines · Handoffs · Sequence analytics · Actor pat-
terns · Pattern variety 
1 Introduction 
Any business or healthcare process can be viewed as a series of handoffs between task 
actors (or workers) who perform successive tasks until the process instance is com-
pleted. After an actor completes her task she hands off the process instance or case to 
the next actor. Such behavior is observed in various kinds of application areas ranging 
from medicine and software development to insurance claim processing. Some 
handoffs also occur in a ping-pong pattern such that an actor A hands off a task to actor 
B only to have it returned later, either after some work is done or just untouched.  This 
leads to an actor handoff pattern represented by the sequence A-B-A, A-B-C-D-A, etc. 
Such ping-pong behavior arises from an alternating pattern in which the same actor 
appears more than once.  
Most of the research in the Business Process Management (BPM) and workflow 
literature has been devoted to the discovery of process models, conformance checking 
and process enhancement. This research assumes that historical process execution logs 
of completed process instances are available for analysis. Thus, say, we have a log like: 
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T1 – T4 – T5 
T1 – T3 – T5 – T4 
T1 – T2 - T4 – T5 
T1 – T2 
T1 – T5 
 
By applying a process mining algorithm [18] we may discover a process model 
that always starts with task T1; next tasks T2 and T3 appear in a choice (or alternative) 
structure and are followed by a parallel structure of T4 and T5 that can appear in any 
order. Moreover, it is also possible to skip the T2-T3 or T4 -T5 substructure, but only 
one skip is allowed not both. The discovery of process models in this manner is useful 
for it helps us to understand the control flow of a process.  The drawback with nearly 
all process mining approaches though is that when considerable variety is inherently 
present in a process, capturing it in excruciating detail leads to a model that becomes 
unreadable. The model becomes overrun with so many connectors and edges to accom-
modate all the flow paths that it looks like spaghetti.  In turn, it becomes very hard to 
decipher and this diminishes its real value.  
Researchers in the area of organizational routines define routines as “repetitive, 
recognizable patterns of interdependent actions, carried out by multiple actors.”[4]  
They accept that variety exists in real world processes and have developed approaches 
to quantify routine variation, by posing questions like: Does the process in Unit A have 
more variety than the one in Unit B?[11]  Moreover, researchers in organizational rou-
tines ascribe greater agency and tacit knowledge to actors of various tasks in terms of 
their interpretations of how the task should be done rather than treating actors as fully 
interchangeable. Their focus is on interdependencies among actions, people and tech-
nology in contrast to the control flow, data flow and resource perspectives of BPM.  
Our approach is in part inspired by previous work in the context of routines 
[11,12], but our work fits into the broader area of work distribution and resource allo-
cation in BPM (e.g. [6, 14] ). To this end, we conduct a preliminary exploratory study, 
and pose new questions for understanding handoffs patterns in workflow data. Thus we 
ask: what are the patterns of interaction among generic actors (as opposed to actions) 
in a large real log and how can they inform us? A pattern like 1-2-1-3-1 shows the order 
of involvement of actors 1, 2 and 3 in the completion of a process instance through four 
handoffs among themselves.  In this pattern, one might place multiple interpretations. 
We can interpret this pattern as actor 1 dividing some work between actors 2 and 3 and 
finally integrating the two pieces of work for resolving the ticket. Alternatively, this 
pattern could arise when 2 was unable to complete the work sent by 1 and returned it, 
thus 1 had to instead turn to 3 to perform it. The first interpretation suggests a produc-
tive way of completing a work instance while the second is counter-productive. By 
examining the patterns in more detail in conjunction with the duration of various in-
stances that conform to that pattern we expect to be able to design better work allocation 
methods.  
      Our study was made possible by access to a large log from the incident reso-
lution process at the Volvo automotive company.  This data set is public and hence the 
results can be verified. By correlating the most frequent types of actor sequence patterns 
in this dataset with the duration for resolving the incident we were able to gain many 
useful insights about the significance of actor patterns.  By analyzing this data, we hope 
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to address questions like: What are the common actor patterns found in resolving tickets? 
Are some patterns better than others and why? How does actor pattern variety affect 
resolution time of the tickets? In this way, we can shed more light on the resource per-
spective in a business process. This perspective has implications for assignment of re-
sources to a process in an efficient way.   
       This paper is organized as follows. Section 2 gives some preliminaries about 
handoffs and sequence analytics. Then, Section 3 describes our log data and the main 
results of our analysis. Next, Section 4 offers a discussion and mentions some related 
work. The paper concludes with Section 5.  
2 Sequence Analytics  
A handoff is a transfer of work from one actor to another. Research in healthcare has 
shown that communication breakdowns among medical professionals can lead to ad-
verse effects on surgical patients [10]. These breakdowns result from poor handoffs in-
volving verbal communications and ambiguities about responsibilities. There is ample 
evidence to suggest that the nature of social interactions and interdependencies among 
participants (or resources) who collaborate on a routine or a process does have an impact 
on the outcome and performance of the process in terms of quality, failure rate, etc. [7].  
Sequence analytics refers to the concept of analyzing the sequences of actions or 
elements to detect similarities and differences across the sequences [11]. For example, 
in biology this concept is used to detect evolutionary patterns, rate of mutation and any 
genetic modifications that occurred in time. This concept was later adopted by sociolo-
gists and more recently in information systems to detect socio-material entanglement in 
work processes [5]. An action or task sequence pattern is a series of possible orderings 
of related tasks to complete a process or a workflow. Some examples are: 
 
T1-T2-T3-T4 
T1-T3-T4-T1   
 
      Similarly, it is possible to also consider actor sequences. An actor sequence 
would define sequences of specific actors such as: A1-A2-A3-A4, or A3-A2-A4-A1, 
etc. Each sequence denotes the order in which various actors perform tasks to complete 
a workflow or routine.  In contrast to these two notions, in this paper we are interested 
in studying actor patterns. By a pattern, we mean an ordering in which generic actors 
perform tasks to complete a workflow or a routine. Thus an actor pattern like 1-2-3-4 
means that some actor 1, handed over the work to actor 2 who in turn passed it along 
to 3 and so on.  We call this a straight pattern. Another pattern is 1-2-3-1 is a loop 
pattern where the work is returned at the end to the same actor who started it. Yet 
another pattern may be 1-2-1-2-1-3.  This is a ping-pong pattern since the actors alter-
nate with one another.  It is important to note here that 1, 2, 3 are generic placeholders 
for actors, and not specific names of actors. See Fig. 1 for examples of these patterns. 
     Our goal is to analyze such generic patterns to determine the kinds of patterns 
appear most frequently and also to understand if some patterns are better than others in 
terms of incident resolution times.  
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 (a) Straight                          (b) Loop                              (c) Ping-pong 
Fig. 1. Different kinds of generic actor patterns 
3 A Case study of Volvo IT Incident Management  
3.1 Data Set Description and Analysis 
This process log data is publicly available and was initially released as a part of the 
Business Process Intelligence (BPI) Challenge in 2013 [1].  The dataset contains a log 
of incidents or cases to be resolved.  Each incident has a unique serial number. Typi-
cally, there are many log records for each incident to reflect any status or owner change. 
A log record captures the status of the incident and includes information like serial 
number, date-timestamp, status, sub-status, impact, product, country, owner, support 
team, and organizational line (see the partial log shown in Table 1).  There are 7554 
cases or incidents and 65553 events or records in the log for an average of 8.7 log 
records per incident. The period of this data set extends from the end of March 2010 
until middle of May 2012.   
Table 1. A snapshot of the incident log 
SR Number     Date Status Impact Product Country Owner 
Name 
1-364285768 2010-03-31 Accepted Medium PROD582 France Frederic 
1-364285768 2010-03-31 Accepted Medium PROD582 France Frederic 
1-364285768 2010-03-31 Queued Medium PROD582 France Frederic 
1-364285768 2010-04-06 Accepted Medium PROD582 France Anne Claire 
 
The owner attribute in the log record denotes the actual actor who performs a 
task. When two successive (in time sequence) log records have different owners it in-
dicates a handoff of work from the previous owner to the new one.  If two successive 
records have the same owner, it means that there is a status change and not a handoff. 
We were only interested in the incidents where at least one handoff occurred.   
The dataset was loaded in a MySQL database for the analysis. We first removed 
the log records for the owner 'Seibel' because this is the information system, and not a 
human owner. Our focus was on studying the effect of handoffs among human actors 
only.  After all, a resource allocation algorithm can only select a specific human from 
a set of alternatives. Then we removed all records for incidents where only one human 
owner was involved and also for incidents that were not resolved.  This left us with 
4375 incidents - 1755 tickets of low impact, 2413 of medium impact, 204 of high im-
pact and 3 of major impact. Next, we wrote MySQL queries to determine the duration, 
number of handoffs, number of owners, and handoff pattern for each incident.  
 
ϭ           Ϯ             ϯ             ϭϭ           Ϯ             ϯ             ϰ ϭ           Ϯ             ϭ              Ϯ            ϭ             ϯ
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Table 2. Incidents by impact level between April 1 and May 15, 2012 
Impact level Number of Incidents 
Low 1670 
Medium 2204 
High 187 
Major 3 
 
By plotting resolution time for incidents against time it was observed that reso-
lution times declined with time. This was attributed to a learning curve effect in the 
initial period that stabilized later on.  Moreover, the largest number of incidents were 
also concentrated in the last part of the dataset, within a short period from April 1 until 
May 15 of the year 2012. There were 4064 incidents during this period out which the 
largest number by impact were 2204 medium impact incidents (see Table 2). By con-
centrating on this period, we were able to eliminate any learning curve effect by remov-
ing just a small fraction of the total number of incidents. For our analysis we decided 
to focus only on the medium and low impact incidents.  
Next, we created generic or abstract patterns from the sequences of handoffs for 
each incident in the log in the following manner. For example, the ticket #1-523391859 
has 8 events recorded in the log and contained series of operations in resolving the case. 
The incident went through multiple hands, 'Elaine-Elaine-Elaine-Elaine-Elaine-Rafael-
Rafael-Siebel', before finally getting resolved in Siebel. As we were interested in the 
abstract handoff patterns among actors, we removed consecutive repetitions with the 
same owner name (and also owner Siebel) resulting in, 'Elaine-Rafael'. By coding first 
actor as '1' and second actor as '2' and so on, we were able to generate patterns to convert 
the sequence of owners' names to numbers 1, 2, 3, .... These numbers give the order in 
which an actor appears in the incident resolution process. For each incident we gener-
ated the actor pattern along with other information like frequency, average duration, etc. 
These results are shown in Tables 3 and 4 for medium and low impact incidents, re-
spectively. 
3.2 Analysis of Results 
Tables 3(a) and (b) show the top 10 most frequent actor patterns that appear in the data 
set for low and medium impact incidents, respectively. The top 5 actor patterns account 
for about 70% and the top 10 account for about 80% of the incidents in both tables. The 
last column of Tables 3(a) and (b) shows the rank by duration time of the various pat-
terns. We have excluded from both tables patterns that had a frequency of less than 
roughly 1% of the total number of incidents in their category. From these patterns one 
can easily determine the number of unique owners that took part in resolving the cor-
responding incident and also the number of handoffs.  
Note that 9 out of 10 patterns are common to both tables. Further, the top 3 
patterns are identical, and 4 out of the top 5 are common as well. This suggests that 
similar patterns are used to resolve incidents of both low and medium impact.  
 
16 
 
Table 3. Top 10 most frequent actor patterns for Low and Medium Impact Incidents 
(a) Low impact tickets                                             (b) Medium impact tickets 
Actor  
Pattern  Freq-uency Average  Duration Rank 
1-2 577 10.2 1 
1-2-3 317 10.8 3 
1-2-3-4 177 14.3 7 
1-2-3-4-5 83 15.0 8 
1-2-3-4-5-6 48 15.5 9 
1-2-3-1 33 10.5 2 
1-2-1 31 10.9 4 
1-2-3-4-5-6-7 27 17.8 10 
1-2-3-2 25 13.0 5 
1-2-3-4-1 19 13.8 6 
 
Actor  
Pattern  Freq-uency Average  Duration Rank 
1-2 747 9.3 5 
1-2-3 492 10.4 6 
1-2-3-4 195 13.8 8 
1-2-1 92 9.0 3 
1-2-3-4-5 90 12.9 7 
1-2-3-1 78 7.6 1 
1-2-3-4-5-6 35 14.3 9 
1-2-3-4-1 30 8.0 2 
1-2-3-2 19 16.2 10 
1-2-3-4-5-1 18 9.2 4 
  
One interesting effect found in Table 3(b) is that a pattern like 1-2 is more fre-
quent than a similar pattern 1-2-1, but the latter takes smaller duration.  Similarly, we 
find that pattern 1-2-3 is more frequent than 1-2-3-1 that has a shorter duration by 27%. 
We find that many such loop patterns have a shorter duration than their straight pattern 
counterparts. This raises the question, why does an instance with one additional handoff 
take a shorter duration than without it? Further investigation showed that in many inci-
dents there was a large lag time between the last two log entries of “Completed-Re-
solved” and “Completed-Closed”. The last step was performed by the system.  In many 
cases with the straight pattern it increased to 8 days but was lower in the loop pattern.  
We also examined all 106 incidents for `Prod424'and show the results for the top-10 
patterns in Table 4. Notice from the last column for pattern type that only two of the 10 
patterns are straight patterns though they account for 80% incidents, while the other 
patterns for 20% incidents.  
Table 4. Top 10 smallest duration actor patterns for Medium Impact Incidents for Prod424 
 Pattern Frequency Average  Duration Pattern type 
1. 1-2-3-4-2 1 6.0 Ping-pong 
2. 1-2 24 6.8 Straight 
3. 1-2-1-2-3 1 8.0 Ping-pong 
4. 1-2-3-1-2-4-5-6 1 8.0 Ping-pong 
5. 1-2-1 5 8.8 Loop 
6. 1-2-3-4-5-2-5 1 9.0 Ping-pong 
7. 1-2-3-2 1 9.0 Ping-pong 
8. 1-2-3-1 2 9.0 Loop 
9. 1-2-3-4-2-5-6-1 1 9.0 Ping-pong 
10. 1-2-3 26 9.6 Straight 
3.3 Understanding Factors that Affect Duration 
To gain a better understanding of the factors that affect the duration of an incident, we 
made an ordinary least regression (OLS) model in R to predict Duration using number 
of owners (Owners) and number of handoffs (Handoffs) as independent variables. Since 
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there is a correlation of 0.90 between Handoffs and Owners we introduced a new vari-
able, Ping = Handoffs – Owners + 1. The correlation between Owners and Ping is 0.55. 
The results in Fig. 2 show that there is a significant relationship between Owners and 
Duration at the 1% level.  After trying several models, this model produced better re-
sults than models with a single or two variables.  More importantly, by trying single 
variable models with Owners and Handoffs we found that Owners is a better predictor 
of Duration than Handoffs with a higher R-squared and coefficient values. 
 
4 Discussion and Related Work 
Several interesting initial results emerge from our study. By categorizing the actor pat-
terns into straight, loop and ping-pong, we found that straight patterns are often domi-
nated by loop and ping-pong patterns with the same (or even more) number of owners. 
The OLS models confirmed that handoffs have a smaller effect on duration.  
The superior performance of loop and ping-pong patterns suggests that rather 
than one actor holding onto an incident, frequent exchanges among actors are better. A 
second feature of loop, and also ping-pong patterns, is that a single actor may take 
ownership of the incident and monitor it.  This accelerates its progress leading to faster 
resolution. In fact, the actor who appears more than once may be playing the role of a 
“coordinator” to facilitate the smooth transfer of work among others. Evidence of this 
is also found in the work of Liu, et al. [8] who have constructed social network analysis 
to develop an enhanced organizational model.  In their model, various actors play social 
roles like team leader, coordinator, etc. arguably leading to superior team formations.  
Although the loop and ping-pong patterns perform better, yet the straight pat-
terns are predominant. This suggests that for relatively easy incidents straight patterns 
are perhaps the best. What our results also indicate is that resource allocation algorithms 
should be designed to take handoff patterns into consideration.  In terms of pattern va-
riety, out of 106 cases pertaining to Prod424, there were 32 actor patterns.  Among 
Call: 
lŵ;foƌŵula = DuƌatioŶ ~ OǁŶeƌs + piŶg + OǁŶeƌs:piŶg, data = cdataͿ 
Residuals: 
    MiŶ      ϭQ  MediaŶ      ϯQ     Max  
-ϭϱ.ϵϮϮ  -ϰ.ϵϲϴ  -ϭ.Ϯϱϲ   Ϯ.ϴϯϵ  ϰϬ.ϳϰϰ  
CoefficieŶts: 
                      Estiŵate    Std. Eƌƌoƌ t ǀalue Pƌ;>|t|Ϳ     
;IŶteƌceptͿ      ϲ.ϳϳϯϭϲ    Ϭ.ϰϬϰϰϬ  ϭϲ.ϳϰϵ   <Ϯe-ϭϲ *** 
OǁŶeƌs           ϭ.ϮϰϭϮϳ    Ϭ.ϭϭϲϱϴ  ϭϬ.ϲϰϳ   <Ϯe-ϭϲ *** 
PiŶg                 Ϭ.ϰϮϭϵϭ    Ϭ.ϮϯϳϮϴ   ϭ.ϳϳϴ   Ϭ.Ϭϳϱϱ .   
OǁŶeƌs:piŶg -Ϭ.Ϭϰϴϭϯ    Ϭ.ϬϮϴϴϵ  -ϭ.ϲϲϲ   Ϭ.Ϭϵϱϵ .   
--- 
SigŶif. codes:  Ϭ '***' Ϭ.ϬϬϭ '**' Ϭ.Ϭϭ '*' Ϭ.Ϭϱ '.' Ϭ.ϭ ' ' ϭ 
Residual staŶdaƌd eƌƌoƌ: ϳ.ϳϵϰ oŶ ϮϮϬϬ degƌees of fƌeedoŵ 
Multiple R-sƋuaƌed:  Ϭ.Ϭϳϲϱϵ,   Adjusted R-sƋuaƌed:  Ϭ.Ϭϳϱϯϯ  
F-statistic: ϲϬ.ϴϮ oŶ ϯ aŶd ϮϮϬϬ DF,  p-ǀalue: < Ϯ.Ϯe-ϭϲ 
Fig. 2. Output of OLS regression 
18 
 
these, 28 had a frequency of 5 or less (24 patterns only 1).  The longest pattern had 18 
handoffs and the smallest 1. This illustrates the diversity of patterns that are used to 
resolve incidents.   
Typically, there are many decisive factors that are used to determine what actor 
would be assigned to perform a task in a process. These include among others the role 
or position of the actor, experience, skills, etc. These factors should naturally be taken 
into consideration. There is a large body of work on resource allocation in BPM (see, 
e.g. [6,14]) that we cannot review for space reasons. However, one part of this work 
relates to resource assignment languages [2], resource preference models [3], etc. There 
is also some valuable work in the area of organizational mining that helps to understand 
resource assignment patterns and relates to how the involvement of resources influ-
ences the control flow of a process [9,15,16]. Related work has also looked into af-
fordance networks that combine actors, actions and artifacts [13].  Event interval anal-
ysis [17] is also very relevant in the context of actor patterns to understand the nature 
of handoff intervals.   
5 Conclusions 
Our work here is complementary to a large body of work already published on human 
resource allocation in business processes. In this paper we presented an approach for 
analysis of actor pattern sequences that can help to improve our understanding of the 
resource perspective of a process and give fresh insights into work design practices. 
This empirical study was conducted in the context of a rich data set from an incident 
resolution process. We found that the straight, ping-pong and loop patterns were pre-
dominant in the dataset we analyzed and that often the straight pattern was dominated 
by the other two patterns. 
In future work, we would like to examine some other data sets to see if the patterns 
found here are of a general nature and whether there are other kinds of frequent patterns 
that are found in them as well. Moreover, it would be nice to study how handoff patterns 
can be more tightly integrated into resource allocation methods. A resource allocation 
algorithm should be able to learn to distinguish good handoff patterns from bad ones 
and then promote those patterns. Finally, it would be helpful to analyze the role of va-
riety of patterns to see whether more variety is conducive or detrimental to better per-
formance.   
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