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Abstract. In multi-scale simulations of material forming processes, macroscopic zones of
nearly homogeneous strain response occur. In such zones the evolution of plastic anisotropy
at each finite element integration point can be approximated from the properties at a represen-
tative point. We show how these zones can be identified by a clustering algorithm and can be
utilized to reduce the computational cost of the simulation.
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1 INTRODUCTION
The Hierarchical Multi-Scale (HMS) software, developed at KU Leuven, simulates the defor-
mation of polycrystalline metallic alloys. HMS takes into account both the strain-driven evolu-
tion of the preferred orientation of crystallites (or texture) and the associated plastic anisotropy,
as they significantly influence the mechanical and physical properties of the material [1]. At
the macroscopic level, the deformation of the material is described by a Finite Element (FE)
model and the anisotropy of the plastic properties is approximated by an analytical plastic po-
tential function. On the other hand, the physics-based crystalline plasticity (CP) code provides
the micro-scale stress response. The HMS incorporates two categories of material state: a) the
direct material state (e.g. equivalent plastic strain, equivalent yield stress) that is directly needed
by the FE code in each time step, and b) the extended material state that has to be updated regu-
larly, but does not have to be accessed in each time step. The parameters of the plastic potential
function, together with the texture data (represented by the orientation distribution function [2])
form the extended state variables at the FE integration points. The HMS model assumes that
the texture and the coupled plastic anisotropy are initially identical in the whole volume of the
material, but may evolve independently in every FE integration point with increasing plastic
strain.
In principle, the texture can change at every time increment of the macroscopic FE model,
and the parameters of the plastic potential function should be updated at every time step, re-
sulting in a substantial computational cost. The HMS software partly resolves this issue by re-
constructing the function not after every time increment, but only if a given deformation-based
criterion is satisfied. Hence, the texture state variable remains constant in each time interval
between the updating events. In order to decide whether such an update of the texture state
variable should take place at a specific integration point, the HMS software tracks the recent
history of the deformation tensor d(t) ∈ R3×3 in that point by
Pt =
∫ t
ti
d(t)dt, (1)
which is the plastic strain that has been accumulated (at time t) since the previous update (at
time ti). The texture related material properties are updated if
‖Pt‖ ≥ Pcr, (2)
with Pcr is a user-defined threshold. Then, the accumulated plastic strain tensor Pt is passed to
the texture evolution model, which applies appropriate lattice rotations to the crystal orientations
to obtain the new orientations [3].
Similarly, reduction of update operations in the spatial domain is also an option. Instead
of updating the texture related material properties at each integration point inside a group of
points, updating a single representative point is more feasible. In this paper, we present methods
to reduce the simulation time of the HMS model by using spatial clustering of the finite element
integration points w.r.t. some relevant feature of interest.
The paper is organized as follows. Section 2 presents the principles of the proposed enhance-
ments to the existing hierarchical multi-scale software as well as the description of the test case
used for the simulation experiments. Section 3 outlines estimations of the approximation er-
ror and the performance gain due to the enhancements. A detailed analysis and discussions of
the simulation results are presented in Section 4. The last section contains a summary of the
ongoing works, concluding remarks and future research.
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2 SPATIAL CLUSTERING IN THE HMS SOFTWARE
Clustering is a technique to group data objects, based on information found in the data char-
acterizing the objects and their relationships. The aim is that the objects within a group are
similar to one another and different from the objects in other groups. The greater the similarity
within a group and the greater the difference between groups, the better the clustering. Spatial
clustering organizes objects based on spatial aspects such as distance, connectivity, relative den-
sity in space as well as other feature(s) of interest [4]. Due to its generic applicability, clustering
is used in a broad range of applications, e.g. in materials modeling, material discovery, general
finite element simulations and other fields of engineering [5, 6, 7, 8, 9]. The fundamental as-
sumption in this paper is that similar micro-structural state variables in neighboring integration
points subjected to a similar deformation history would evolve along nearly identical trajecto-
ries in state space. It can be expected that the derived macroscopic plastic anisotropy would be
similar as well. Therefore, we perform the actual update of the plastic anisotropy at a single
representative integration point per cluster and propagate the updated properties to the other in-
tegration points belonging to the cluster. This significantly reduces the number of updates of the
plastic anisotropy and subsequently the overall simulation time. Similar approaches to reduce
computational cost of engineering applications based on clustering are reported in [8, 10, 11].
In this work we consistently employ the implementation of the agglomerative clustering al-
gorithm provided by the scikit-learn library for machine learning [12]. This algorithm performs
a hierarchical clustering using a bottom-up approach. Initially each object is a cluster on its
own, and adjacent clusters are successively merged together. A variance-minimizing approach
is used for the merge strategy. It merges the pair of clusters for which the sum of squared dif-
ferences of the data points within the clusters is minimal. We developed an interface to this
clustering algorithm, for which the inputs are a set of features of interest, information about the
connectivity among the data points, and the number of clusters to construct. This interface com-
putes the connectivity among the integration points. Note that clustering is carried out based
on the data at the integration points and the connectivity among the integration points. This
makes the proposed methods completely independent of chosen element/mesh types, which is
an additional advantage.
However, the selection of input data, which represent the feature of interest, and the number
of cluster is not trivial and are discussed below. We also discuss the cluster representative
selection procedure.
Feature of interest: As stated in section 1, upon satisfaction of the deformation based update
criteria, given in (2), the accumulated plastic strain Pt is passed to the texture evolution model.
Thus, we assume that the accumulated plastic strain, i.e. the recent deformation history, deter-
mines the evolution of texture and the associated plastic anisotropy. However, as the updates at
the integration points are independent and may occur out of sync, the accumulated plastic strain
in a set of integration points can not be compared to measure the similarity in recent history.
Rather, the total plastic strain (accumulated since the beginning) that represents the total plastic
deformation history at an integration point, is a more logical feature to compare a set of inte-
gration points for our purpose. Furthermore, the plastic strain tensor having 9 components (6
independent components) may suffer from the limitations of clustering multidimensional data
[13]. Dimensionality reduction (e.g. subspace clustering/ projected clustering) is the typical
solution for this. Equivalently, state variable(s) with lower dimension which can correspond to
the total plastic strain may be considered as an alternative feature for clustering. HMS incorpo-
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rates the traditional approach of elastic predictor and plastic corrector in the elasto-plastic stress
integration algorithm [14]. The plastic strain increment ∆εp ∈ R5 is assumed to be
∆εp = ∆εpA, (3)
where the scalar ∆εp represents the magnitude of the plastic strain increment, and A is the
plastic strain rate mode that corresponds to the point on the yield locus in the direction of the
trial stress [15]. The increment in equivalent plastic strain ∆ε¯ ∈ R is calculated as
∆ε¯ = ∆εpψt(A), (4)
where ψt is the plastic potential function at time t. If εp,t and ε¯t respectively are the plastic strain
and the equivalent plastic strain at time t, at the end of time increment ∆t they are respectively
given by
εp,(t+∆t) = εp,t + ∆εp, (5)
and
ε¯t+∆t = ε¯t + ∆ε¯. (6)
As the calculation of the increment in plastic strain ∆εp and in the equivalent plastic strain ∆ε¯
depends on the set of same variables ∆εp,A, the equivalent plastic strain, which is a scalar state
variable at an integration point, can be considered as a scalar representation of the plastic strain,
and also a feature of interest for clustering.
Number of clusters: Most of the clustering algorithm constructs some prescribed number of
clusters instead of finding the optimal number of clusters. This limitation remains a fundamental
and largely unsolved problem in cluster analysis. A simple rule of thumb suggests to construct√
n/2 clusters out of n data points. The Elbow method recommends to choose a number of
clusters so that adding another cluster doesn’t give much better modeling of the data. However,
for several cases the stopping criteria can not be unambiguously evaluated. A number of similar
but more concrete approaches, primarily based on cluster evaluation and assessment, have been
proposed (e.g. [16, 17]) and reliably incorporated in popular software packages. Computational
efficiency of these algorithms is poor as they construct a number of clusters, measure an eval-
uation metric (e.g. silhouette coefficient), and repeat with an incremented number of clusters.
However, if the construction of clusters in the simulation is infrequent, one of these methods
can be utilized to decide about the optimal number of clusters. As the cluster evaluation metric
itself is computationally costly, in situations where we may frequently need to apply the cluster-
ing algorithm, we can utilize some simple heuristics instead. For example, we can measure the
distance between the minimum and the maximum of the data points and decide to construct two
clusters if the distance is larger than a threshold value. This can be recursively continued inside
the generated clusters. However, the clusters generated in this way would lead to sub-optimal
clusters, and still we need to choose a good threshold value.
Cluster representative: The selection of the cluster representative is quite intuitive. The
mean (or, the centroid for multi dimensional data) is commonly considered as the most appro-
priate representation of the cluster data points, as this value minimizes the distance between
the data points and the representative. However, we must select an integration point inside the
cluster to represent the cluster for practical purposes (e.g. in our case the cluster representative
would contain a number of extended state variables, which are common for all the members).
We choose the integration point whose average dissimilarity to all the integration points in the
cluster is minimal, known as the medoid, to serve this purpose in our case.
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For a brief explanation of the proposed strategy, let us consider the two dimensional miniature
model in Figure 1 with only 7 elements. Let each element has only one integration point located
at the center. Integration points in each element are labeled with A–G. The borders of the
clusters are marked by dashed lines, and the cluster representatives are encircled. Notice that
although the points C and E show exactly the same field values, they are put in different clusters
since point D with large difference in the field value is located between them, which violates
the connectivity constraint for forming a spatial cluster. In the proposed method only the cluster
representatives B, D, E, and G update the plastic anisotropy. Representative point B propagates
its updated properties to A and C, whereas G propagates to F. As D and E are the single member
of their own clusters, they only update the plastic anisotropy but need no propagation.
Figure 1: Subdivisions of the FE mesh into clusters with respect to the field value (color scale).
The elements are labeled with letters, while the cluster representatives are distinguished by
circles.
While the underlying micro-structure, texture and the associated plastic anisotropy are as-
sumed to be the same for the whole cluster, other variables such as the strain and the corre-
sponding stress at the integration points are independent of the clusters and evolve individually.
2.1 Selection of test case
In [18] we used a complex geometry specimen to simulate a tensile test. However, this test
case can be considered as very simple in four aspects: (i) the homogeneity of plastic strain
field across integration points at the beginning of plastic deformation is somehow maintained
for the rest of the simulation, (ii) the magnitude of the accumulated plastic strain is sufficient as
the clustering criterion because only one of the plastic strain tensor components is dominating,
which is equivalent to the strain magnitude, (iii) in principle the specimen was two dimensional,
and (iv) the model was comparatively small (2,226 integration points). For these reasons, a more
complex deformation is considered in the test case of this paper.
We consider the specimen in Figure 2, which is used in the simulation of a two stage de-
formation. The FE mesh consists of 12,168 elements of type C3D8R (i.e. 8 node linear brick
element with one integration point). The farthest Y-Z surface in the figure is always kept fixed.
In the first stage a moment load is applied on the nearest Y-Z surface in the figure along the
positive X direction and in the second stage tension is applied on the same surface in the same
direction with small displacements along the positive Y and the negative Z directions. Figure 3a
shows the equivalent plastic strain field at the integration points at some moment in the first
stage during the simulation, where regions of almost homogeneous field values can be easily
observed. If one groups the neighboring integration points with similar equivalent plastic strain
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in a cluster, a single update is needed per cluster instead of updates at each integration point,
based on the assumption of homogeneity of the underlying texture and the plastic anisotropy
inside the cluster. The corresponding 9 clusters are represented by distinct colors in Figure 3b.
Figure 2: Specimen used in a two step deformation for the simulation experiments. The FE
mesh consists of 12,168 C3D8R elements.
(a) (b)
Figure 3: a) The field of equivalent plastic strain in the specimen used in the two-stage defor-
mation simulation; and b) clusters (represented by distinct colors) are constructed according to
equivalent plastic strain in the highlighted area.
2.2 Static clustering
A static clustering strategy employs a fixed configuration of the clusters, which is constructed
based on the field values at a particular moment in the simulation and subsequently kept con-
stant. The advantage of this simple approach is that the overhead related to the construction
of the clusters is minimal. However, the choice of the particular moment for constructing the
clusters is crucial to obtain a good balance between the number of clusters (and thus the com-
putational cost of the simulation) and the accuracy.
We can perform a number of time steps in the actual HMS simulation without clustering,
and then construct the clusters based on the field of interest. If the clustering is performed
in an early time step, it may be that insufficient deformation history is available, leading to
suboptimal clusters. However, postponing the construction of the clusters leads to less savings
in the computational cost. Therefore, we suggest to construct the clusters in the time step in
which the update criterion is satisfied for the first time.
Figure 4a and 4b show the equivalent plastic strain field values at the middle and at the end
of the second deformation stage respectively. These clearly indicate that the clusters constructed
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by the static clustering approach do not reflect the homogeneous zones in the second stage. This
is particularly true if we use a small number of clusters. For example, we can compare the nine
clusters in Figure 5a and Figure 5b with the field values in Figure 4a and 4b. The incapability
of the static clustering to reflect the variation in time of homogeneity of field values among the
integration points is a fundamental drawback of it.
(a) (b)
Figure 4: The field of equivalent plastic strain at a) the middle, and b) at the end of the second
deformation stage.
(a) (b)
Figure 5: Statically constructed clusters at a) the middle, and b) at the end of the second defor-
mation stage.
2.3 Dynamic adaptive clustering
To overcome the limitations of static clustering, a dynamic adaptive clustering is proposed.
In this strategy the integration points are re-assigned to the clusters using criteria based on min-
imization of the variance w.r.t. the equivalent plastic strain among the cluster members. This
dynamic approach is more realistic, since it is able to capture the evolution of strain and, more
importantly, it does not rely on a single time step to determine the clusters. Hence, compared
with static clustering, we expect improvements in the accuracy and, at the same time, perfor-
mance gains, in particular if relatively large clusters can be retained for a longer time, leading
to fewer updates of the plastic anisotropy.
At the beginning of the simulation, the amount of the plastic strain as well as the equivalent
plastic strain is zero at each integration point and we assign all points to a single cluster. A
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cluster is split into two clusters if the difference between the maximum and the minimum of the
observed field values among the points inside the cluster exceeds a specified threshold value. Of
course, this splitting criterion is only tested when the deformation-based updating criteria at an
integration point is satisfied. As long as a cluster is not split, the cluster representative prevails
the role. At present, for simplicity the adaptation of clustering is based on splitting only without
the possibility of merging two clusters.
Clusters constructed with the dynamic adaptive approach are shown in Figure 6a and 6b.
Obviously, these clusters better represent the actual homogeneity of field values in Figure 4a
and 4b.
(a) (b)
Figure 6: Adaptively constructed clusters at a) the middle, and b) at the end of the second
deformation stage. In (a) and (b) the number of clusters are 3 and 62 respectively (only 24
colors are used).
A smaller threshold value for splitting (i.e. a more rigorous splitting condition) leads to
an early split of the clusters and ultimately results in better clusters. Figure 7a and Figure 7b
represent such a case. Comparison with the field values in Figure 4a and 4b makes it evident.
However, such a small threshold value for splitting result in a large number of clusters, and
consequently large number of updates and less computational gain.
Note that only 24 colors are used in Figure 6 and Figure 7 to visualize the clusters. In fact,
formed clusters are assigned unique labels from 1 to nc, where nc is the number of clusters (e.g.
nc = 3 in Figure 6a and nc = 62 in Figure 6b). These labels are assigned from low to high in
an sorted order of the mean data in each cluster, i.e. the cluster with the lowest mean data is
assigned label 1 and the cluster with the highest mean data is assigned label nc.
3 ERROR ESTIMATION AND COMPUTATIONAL PERFORMANCE
We approximate the anisotropy of plastic properties at each integration point in a cluster
by the properties at the cluster representative. This introduces an additional modeling error.
More specifically, the plastic anisotropy model is utilized uniformly inside the cluster. The
coefficients of the anisotropy model are periodically re-identified to follow the evolution of
anisotropy solely at the cluster representative. This approximation also affects the field values
(e.g. equivalent plastic strain, equivalent yield stress) that are calculated based on the plastic
anisotropy. Hence, we will estimate the approximation error in both the plastic properties and
the affected field values. In the rest of the paper the HMS software that is extended with spatial
clustering to reduce the computational cost is referred as the improved HMS and the original
HMS software that does not exploit spatial clustering is referred as the reference HMS. Note that
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(a) (b)
Figure 7: Adaptively constructed clusters with a smaller threshold value at a) the middle, and
b) at the end of the second deformation stage. In (a) and (b) the number of clusters are 2,119
and 6,013 respectively (only 24 colors are used).
the reference HMS is equivalent to the improved HMS using one integration point per cluster.
Using this maximal number of clusters results in no approximation error but also no reduction
of the computational cost.
3.1 Approximation error in terms of plastic properties
The plastic potential function can be utilized to estimate the error in plastic properties re-
gardless of the loading direction. We calculate the Euclidean distance of the plastic potential
function values at an integration point, computed with the reference HMS software, and the
plastic potential function values at the representative point, computed with the improved HMS
software. For an integration point, m almost evenly spaced strain rate modes in the 5D strain
rate space are chosen [19] and the value of the potential function is calculated for each of them.
We define the relative error in plastic properties as the relative difference in the plastic potential
function using the formulas
eψi =
1
m
m∑
j=1
|ψ(Dj)i − ψ
′(Dj)cr(i)
ψ(Dj)i
| × 100% (7)
and
e¯ψ =
1
n
n∑
i=1
eψi , (8)
where ψ(Dj)i and ψ′(Dj)cr(i) are the values of the plastic potential function at an integration
point i in the reference HMS and at the cluster representative cr(i) in the improved HMS re-
spectively, for a chosen strain rate mode Dj . Hence, eψi and e¯ψ represent the relative error
respectively in integration point i and in the whole model. In principle we can compute these
values at every time increment, but most often we are only interested in these errors at the end
of the simulation.
3.2 Approximation error in terms of field values
The plastic strain during a time step is affected by the approximation of the plastic anisotropy
using the clustering strategy. As the equivalent plastic strain field in the final state of the simu-
lation contains the total plastic deformation history summarizing the total effect of the approx-
imation, is selected for comparison with the reference HMS. In the improved HMS, this scalar
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value is computed at each integration point using the plastic anisotropy computed at the cluster
representative. Hence, we compute the relative approximation error in the equivalent plastic
strain field at point i as
eγi =
|γi − γ′i|
γi
× 100%, (9)
where γi and γ′i are the equivalent plastic strain values at an integration point i calculated with
the reference HMS and the improved HMS respectively. As in the previous case, we also
compute the average of the error for the whole model
e¯γ =
1
n
n∑
i=1
eγi . (10)
Note that (9) and (10) can be utilized to calculate the approximation error for any other relevant
scalar variables, for example the equivalent yield stress.
3.3 Computational gain
We measure the relative performance improvement in terms of the calculation time by gain
in time gt, defined as
gt =
tr
tc
, (11)
where tr is the simulation time with the reference HMS software and tc is the simulation time
with the improved HMS.
By using the methods proposed above, we only speed up the part of the software responsible
for the evolution of texture and the associated plastic anisotropy. If that part represents a fraction
f of the execution time, then the gain in time is limited by
gmaxt =
1
1− f . (12)
Hence, if f ≈ 94%, as in the simulations performed below, gmaxt ≈ 16. The expected gain in
time is
get =
1
(1− f) + nc
n
f
≤ gmaxt , (13)
with nc the number of clusters used in the improved HMS software, cf. Amdahl’s law [20].
Note that get is an approximation of gt, for two reasons. Primarily, the computational cost of
all the integration points is assumed to be equal, which is not true in reality. In fact, different
integration points in the model undergo a different number of updates based on the position
of the point in the model and the applied loads and boundary conditions. For example, the
undeformed integration points need no update but the integration points experiencing the largest
deformation require the most updates. Additionally, there are some overheads to implement
spatial clustering in HMS.
For the dynamic adaptive clustering approach, the gain in time may be additionally affected
by the overhead due to construction and maintenance of the clustering information and may not
reflect the actual savings in update operations. For this reason, we can measure the computa-
tional benefit of the proposed methods by the reduction in update operations. We define gain in
updates gu to be
gu =
ur
uc
, (14)
where ur is the number of updates in the reference HMS and uc is the number of updates in the
HMS, which uses clustering.
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4 RESULTS AND DISCUSSIONS
The improved HMS software is used to simulate the new test case described in 2.1. We
compare the accuracy and the computational gain in the improved HMS and in the reference
HMS. In all simulations the texture and plastic anisotropy at an integration point are updated if
the norm of the accumulated plastic strain exceeds 0.05, i.e. Pcr = 0.05 in (2). The calculations
were carried out on a twenty-core Intel Xeon compute node (2.8 GHz processor). Multiple
cores were used for calculating the parameters of the plastic potential function. The simulation
time with the reference HMS is around 47 h, of which 3 h is attributed to the macroscopic FE
computations by Abaqus/Explicit 6.14-1 and required approximately 206,000 time increments
in total. The remaining 44 h were consumed by 90,502 updates of the texture and the anisotropic
plastic properties.
4.1 Static clustering
As described in section 2.2, the clusters are formed at the first update of texture and plastic
anisotropy to obtain a balance between savings in computational cost and accuracy of the sim-
ulation. Figure 8(a) shows the measured approximation error for the plastic anisotropy (plastic
potential function) e¯ψ, given by (8), for varying number of clusters. We observe a steady de-
crease in the approximation error with increasing of number of clusters, except for number of
clusters around 30. Note that the approximation error is measured at the end of the simulation.
So, it is possible that the statically constructed clusters, formed at the first update of texture and
plastic anisotropy, are not representative for the spatial variation in plastic properties during the
rest of the simulation. Figure 8b presents a comparison between the approximation error in the
affected equivalent plastic strain field e¯γ given by (10), and the corresponding gain in time gt,
given by (11). We see that varying the number of clusters up to 100 has no significant effect
on the approximation error as well as on the gain in time. Hence, the error in equivalent plastic
strain and the error in plastic potential function evolve differently as a function of the number
of clusters. In fact, the equivalent plastic strain has a non-linear relationship with the plastic
potential function. Moreover, in (8) we considered almost all directions in the strain rate space,
whereas the equivalent plastic strain in (10) is affected only by the direction of corresponding
strain rate.
(a) (b)
Figure 8: (a) Approximation error in plastic anisotropy (plastic potential function) e¯ψ. (b)
Approximation error in equivalent plastic strain e¯γ and gain in time gt for varying number of
clusters.
We measured that the evolution of texture and the associated plastic anisotropy consumes
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94% of the simulation time (i.e. f = 0.94). Figure 9 compares the gain in time gt obtained by
the improved HMS software with the expected gain in time get for a varying number of clusters,
see (13). We observe that the actual gain in time is higher than the expected gain. Possible
causes are stated earlier.
Figure 9: Actual gain in time gt compared to the expected gain in time get for varying number
of clusters.
4.2 Dynamic adaptive clustering
A set of simulations with the same specimen and same settings were run using adaptive
clustering. We mentioned above that a cluster is split if the difference between the maximum
and the minimum of the equivalent plastic strain within a cluster exceeds the specified threshold
value. If this threshold value increases, a cluster remains undivided for longer time, fewer
clusters are constructed and the required number of update operations is reduced. Thus, a
larger gain in time is achieved, whereby the approximation error increases. In Figure 10a we
observe that the approximation error in plastic potential function e¯ψ decreases rapidly with
decreasing threshold values, except for very small threshold values where clustering reached
the level of saturation. Figure 10b represents the effect of the adaptive clustering approach on
the approximation error in the equivalent plastic strain e¯γ and on the gain in time gt for varying
threshold value for splitting. Again, the general tendency of the approximation error e¯γ is
decreasing with decreasing threshold value (increasing number of effective clusters), but there
is not a linear correspondence between the approximation error in plastic potential function e¯ψ
and in the equivalent plastic strain e¯γ .
For both static and dynamic adaptive clustering, we are interested in the evolution of the
approximation error in the equivalent plastic strain e¯γ and the gain in time gt when the number
of clusters increases. A clear relationship between approximation error and gain in computation
time is observed in Figure 8b and Figure 10b. Moreover, the approximation error decreases
faster than the gain in time, which is an important advantage.
4.3 Comparison between static and dynamic adaptive approach
Figure 11a and Figure 11b compare the clustering approaches w.r.t. obtained gain in time and
accuracy. Clearly, the dynamic adaptive approach has a lower approximation error in plastic
potential function e¯ψ, except when the approximation error is very high or very low. On the
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(a) (b)
Figure 10: (a) Approximation error in plastic anisotropy (plastic potential function) e¯ψ, and
(b) approximation error in equivalent plastic strain e¯γ and gain in time gt for varying threshold
value for splitting a cluster.
other hand, when we aim at a high gain in time, dynamic adaptive clustering is apparently
superior to static clustering w.r.t. approximation error in equivalent plastic strain e¯γ . However,
for low gain in time values both clustering strategies give nearly identical results.
For a large number (e.g. ≥ 729) of statically constructed clusters, each consisting of a few
points, the clusters are not affected much by the evolution of homogeneous field values. On
the other hand, in the dynamic adaptive clustering approach with a small threshold value (e.g.
≤ 0.2) we end up with a large number of clusters and the construction and maintenance of
them require a significant amount of computation time. For example, with threshold value
of 0.2 we have 1949 clusters at the end of the simulation, which requires at least 1948 split
operations. Around 33 m of computation time is spent for this overhead, if a single split takes 1
s (roughly calculated), which is completely avoided in static clustering. This overhead increases
exponentially as the number of generated clusters increases exponentially with the threshold
value, also seen in Figure 12. However, if we ignore the computation time and pay attention
to the savings in updates, the significance of the dynamic adaptive approach can be shown,
see Figure 13. Again, the approximation error in plastic potential function is significantly less
for the dynamic adaptive approach and the gap reduces for large number of static clusters. The
dynamic adaptive approach leads to a lower approximation error also in equivalent plastic strain.
Thus, we can infer that the dynamic adaptive approach can better capture the real dynamics and
the deformation history.
5 CONCLUSIONS AND FUTURE WORK
The results presented above show that spatial clustering can considerably reduce the compu-
tational cost of the HMS model while retaining acceptable accuracy. Also, dynamic adaptive
clustering is preferable to static clustering as the former has lower approximation error with the
same number of updates. Additionally, the approximation error and the computational benefit
depend on the number of clusters used. A certain trade-off has to be made: by increasing the
number of clusters, the approximation error can be decreased, but at the same time the compu-
tational cost increases.
At present, we only consider the equivalent plastic strain value at an integration point as
the feature of interest for clustering. As described earlier, each of the strain tensor components
influences the evolution of the texture and the associated plastic anisotropy. Thus clustering
based on the strain tensor components is expected to generate more accurate clusters and sub-
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(a) (b)
Figure 11: Approximation error in (a) plastic potential function, (b) equivalent plastic strain for
varying gain in time.
Figure 12: Resulting number of clusters in the dynamic adaptive approach for varying threshold
value for splitting a cluster.
(a) (b)
Figure 13: Approximation error in (a) plastic potential function, (b) equivalent plastic strain for
varying gain in updates (gu), given in 14.
sequently a lower approximation error. We intend to implement a strain mode aware clustering
and updating.
The overhead of the dynamic adaptive clustering approach is significant in the simulation
experiments with the current test case. In the current approach of adaptive clustering, only
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splitting of clusters is considered. We can also consider merging two adjacent clusters, which
will effectively reduce the number of active clusters and update operations.
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