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Abstract
In this report, we review the alignment strategy for the LHCb detector. We discuss
the internal alignment stategy for each subdetector and the alignment of each of the
subdetectors relative to one another.
23.1 Introduction
The LHCb experiment is designed to search for new
physics, primarily through the decays of mesons con-
taining a bottom quark. The design takes advantage
of the correlated forward production of b and b¯ quarks,
their long lifetime, leading to a decay point which is sig-
nificantly displaced from the interaction point, and the
higher transverse momentum of particles in bb¯ events
as compared to minimum-bias events, in order to trig-
ger on and record a large sample of events containing B
mesons.
A diagram of the LHCb detector is shown in
Fig. 23.1. The detector consists of several subdetectors
for charged-particle tracking, a pair of RICH detectors
for particle identification, an electromagnetic (ECAL)
and hadronic calorimeter (HCAL) for triggering on high
transverse momentum and reconstruction of EM show-
ers, and a muon system for triggering on events with
(di)muons and identifying muons in the event recon-
struction. From left to right, the tracking system con-
sists of a silicon strip detector, called the Vertex Locator
(VELO) [1, 2], which enables precise charged-particle
tracking near the interaction point and allows for the
reconstruction of the interaction vertices and decays of
long-lived hadrons. About 2.5 metres downstream of the
VELO is another set of silicon planes, referred to as the
Trigger Tracker (TT) [1, 3]. It serves to provide a rough
estimate of the momentum which is used in the trigger to
select high-transverse-momentum particles, as well as
aid in charged-particle reconstruction. The third pair of
subdetectors, situated ∼7.5–9.5 metres downstream of
the VELO, are three tracking stations, each comprised
of a silicon-strip based Inner Tracker (IT) [1, 4] and a
straw-tube based Outer Tracker [1,5]. Collectively, they
are referred to as the T-stations. They provide hit in-
formation for charged particles downstream of the large
dipole analysis magnet [6], enabling the reconstruction
of the charged particles and measurement of their mo-
menta.
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Fig. 23.1: Layout of the LHCb detector as described in the text
Charged-particle identification is provided by
two Ring Imaging Cherenkov Detectors (RICH1 and
RICH2) [1, 7]. Both systems focus and detect
Cherenkov photons onto arrays of hybrid photodiodes
(HPD) using two arrays of mirrors. The first set of mir-
rors are spherical to provide focusing and the second
set is flat and redirects the photons onto the HPD array
which is outside the detector acceptance. The ECAL
and HCAL [8] provide for a fast Level-0 trigger based
on transverse energy deposition. Offline, the ECAL is
used to identify electrons and reconstruct pi0 decays.
The muon system [9] provides a fast Level-0 trigger
to select events containing high-transverse-momentum
muons and is used to identify muons in the event recon-
struction. All of these subdetectors are used in some
way in the three-level trigger system [10] designed to
select a highly enriched sample of events containing b
(and c) hadrons.
The overall alignment of the LHCb detector will
influence the final physics performance of the detec-
tor. Poor alignments can lead to worse mass resolution,
for example, or even lead to systematic biases which
can plague sensitive asymmetry measurements. It is
therefore of utmost importance to ensure that all detec-
tor components are brought into relative alignment to a
level which has negligible impact on physical observ-
ables.
LHCb presents some technical details which dif-
fer from other LHC experiments. In particular, prior
to the LHC establishing stable beams, the VELO is
retracted by ∼3 cm (open position), and is step-wise
brought into its nominal position only after stable beam
is established. The nominal location places the first R
strip of the VELO at a radius of about 8.16 mm from the
interaction point. The motion controller of the VELO
provides a readback of the actual position of the VELO
with respect to the fully open position to an accuracy
of 10 µm. Since we expect to align the T-stations to
the VELO and the rest of the LHCb subdetectors to
the tracking system, the 10 µm precision in the abso-
lute position of the VELO implies a 10 µm uncertainty
on the absolute position of the LHCb detector. The in-
ternal software alignment precision of the VELO will
be significantly better than this (O(2 µm)). The align-
ment of the T-stations with respect to the VELO is ex-
pected to have a precision of order 20 µm, which is
about 50 times better than intrinsic resolution obtained
when matching VELO and T-station track segments, and
therefore should have minimal impact on physical ob-
sevables. Only the relative alignment between detector
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elements and subdetectors affects physical observables,
such as invariant masses, and we expect to achieve a pre-
cision on them such that there is negligible degradation
in the physical observables.
A second technical point related to alignment is
that the LHCb magnet will not be kept at full field while
the LHC is stacking the accelerator with protons. Af-
ter each fill, the field will be reduced to some interme-
diate value, and its ramp-up to full field will be coor-
dinated and controlled by the LHC beam controls. As
the LHCb magnet is brought up to full field, it is con-
ceivable that subdetectors close to the magnet will shift
slightly. Both TT and RICH1 are particularly close to
the magnet, and may deflect as the field is brought up
to its nominal value. It is not known at this time how
much the chambers will shift, if at all, and whether or
not they will shift by the same amount each time the
field is cycled. LHCb is also considering regular flip-
ping of the polarity of the B field to possibly better un-
derstand detector-induced asymmetries. The alignment
shifts for the opposite polarities may not be equal and
opposite.
Since the higher level triggers rely on tracking
and particle identification, it is important that the entire
detector, particularly the tracking system and RICH de-
tectors, is in relative alignment prior to taking physics
quality data. The two aforementioned effects may re-
quire a different set of alignment constants for each fill
of the LHC that take into account these small global
shifts.
Typically, tracking detectors are aligned by re-
quiring that the hits produced by charged particles lie
along a trajectory which is assumed to be known. If
no magnetic field is present, the trajectory is linear in a
Cartesian coordinate system. However, if a magnetic
field is present, the trajectory is curved, and the pre-
dicted position of the particle at any location will de-
pend on how well the momentum and the magnetic field,
B(x, y, z) are known. It has been observed by several
forward spectrometer experiments that the geometrical
alignment of the tracking system can be obscured when
using only data with the magnetic field present [11].
This arises due to either an imperfect understanding or
modeling of the field and this bias will be propagated
to and hidden in the geometrical alignment constants.
To remove this bias, the tracking system should first be
fully aligned with magnetic-field-off data, and then ad-
justed once the field is brought up to its nominal value.
In the latter case, most of the internal degrees of freedom
are generally fixed using the magnet-off data, and only
the global degrees of freedom of each detector plane
(three translations and three rotations) need to be deter-
mined with magnet-on data. With much fewer (global)
alignment parameters to be determined, the demands on
alignment algorithms are significantly reduced, and we
expect that the global alignment parameters can be reli-
ably extracted even with magnet-on data.
The first step of the alignment procedure is to
determine the internal alignment constants of each de-
tection plane. For LHCb, the VELO and the T-stations
are in the fringe field of the LHCb magnet, and thus
both have a non-zero field integral,
∫
~B · ~dl. The hits
produced by charged particles can be used to indepen-
dently reconstruct segments of charged particles in the
VELO and the T-stations. Using these charged particle
segments, the VELO and T-stations can be internally
aligned. In this step, all geometrical offsets (x, y, z
translations and three Euler angles) of each detector el-
ement are determined, as well as possible out-of-plane
distortions. As most subdetectors are split along the Y
axis to accommodate the beam pipe, this amounts to a
doubling of these internal alignment parameters. All
of these internal alignment constants can be determined
precisely with a sufficiently sized data sample.
The aim of this document is to describe the
LHCb alignment strategy. The alignment of the LHCb
detector can be separated into several general steps:
1. Internal alignment of the Vertex Locator (VELO)
halves and the VELO halves to one another (Sec-
tion 23.2)
2. Internal alignment of the IT, OT and the IT-to-OT
(Section 23.3)
3. Relative alignment of VELO to IT/OT (Sec-
tion 23.4)
4. Alignment of the Trigger Tracker with tracks
formed using VELO and IT/OT hits (Sec-
tion 23.3)
5. Alignment of the RICH using fully aligned track-
ing system (Section 23.5)
6. Alignment of ECAL and HCAL using fully
aligned tracking system (Section 23.6)
7. Alignment of the MUON system using fully
aligned tracking system (Section 23.7)
8. Coordinates in the LHCb global frame (Sec-
tion 23.8)
9. Storage and Retrieval of Alignment Constants
(Section 23.9).
These steps are first carried out using magnet-off
data. Steps 1 and 2 can be carried out in parallel, fol-
lowed by step 3 and then step 4. Steps 5–7 can also be
carried out in parallel if advantageous. We direct the
reader to the relevant sections, as indicated in parenthe-
ses, for the relevant discussion. For each section, we
describe what has been done to address the alignment
issues, and discuss future plans to finish the task.
Throughout this document, where appropriate,
we use the LHCb coordinate system. The origin of the
LHCb coordinate system will be fixed and is nominally
given by the centre of the expected interaction region.
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The z axis points along the beam direction from the
VELO toward the MUON system, the y axis points up-
ward, and the x axis points toward the outside of the
LHC ring, thus creating a right-handed coordinate sys-
tem. In placing the subdetectors, those upstream of the
LHCb magnet follow the angle of the beam, whose di-
rection is inclined at +3.601 mrad with respect to a z
axis which is at 90◦ with respect to the gravitational
y axis. The z axis of the detectors downstream of the
LHCb magnet are not tilted, and thus their y axes are
aligned with the gravitational direction. The defini-




The VELO software alignment algorithm must be able
to align the modules within each of the two VELO half-
boxes and also to align the two half-boxes themselves
within the VELO reference frame. The two VELO
half-boxes will be retracted and reinserted between each
LHC fill. However, the alignment with tracks cannot
give us information about the absolute box positions in
the LHCb frame. This requires a global alignment of
the full VELO system with respect to the other sub-
detectors.
The VELO alignment procedure naturally di-
vides into two distinct parts:
1. An internal alignment of the modules within each
VELO half-box using the residuals of hits on re-
constructed tracks.
2. A relative alignment of the two boxes with respect
to each other using primary vertices, module over-
laps, and tracks crossing both halves.
23.2.2 Internal alignment
An algorithm to perform the first alignment stage has
been proposed and described in Ref. [13] and is briefly
summarized in this section. The chosen technique is
a non-iterative method using the matrix inversion pro-
gram Millepede [14], which has been integrated into
the LHCb software and tested. In this approach, the
equations which describe the trajectories of particles are
expressed as a linear combination of the local (track-
dependent) parameters and the global (alignment) pa-
rameters. A χ2 can then be written, which contains
both the track and alignment parameters, each of which
are obtained through minimization of this χ2 func-
tion. The resulting matrix is formally of dimension
Nglobal + Ntrack × Nlocal, where Nglobal and Nlocal
are the number of global alignment parameters (such
as x, y, z offsets, and corresponding rotations of each
plane), Nlocal are the local track parameters, and Ntrack
are the number of tracks used in the χ2 fit. The inversion
of such large matrices is not computationally practical.
Millepede handles the matrix inversion by reducing the
matrix to block diagonal form, where one of the blocks
is of dimension Nglobal× Nglobal and contains only the
global alignment parameters. Therefore, one only needs
to invert a matrix of dimension Nglobal × Nglobal to
obtain in one step the global alignment parameters.
The results of the internal alignment algorithm
have been evaluated using simulated events and are re-
ported in this section. Two hundred samples of 2000
minimum-bias Monte Carlo (MC) events have been pro-
duced and propagated through LHCb simulation pack-
ages. Each sample has a different set of alignment con-
stants, which are introduced into the LHCb geometry
using the recently developed LHCb Geometry Frame-
work described in Ref. [15].
Table 23.1: Misalignment scales, approximately correspond-
ing to those expected from mechanical tolerances, which were
used to generate the simulation samples. ∆α, ∆β , ∆γ de-
scribe small rotations around the x, y, and z axes, respectively.
Component Degree of freedom σscale
Module ∆x, ∆y , ∆z 30 µm
Module ∆α, ∆β , ∆γ 2 mrad
The misalignment values have been randomly
chosen within a Gaussian distribution centred on 0 and
with the resolution σscale. The different scales are sum-
marized in Table 23.1. Module rotations and transla-
tions have been considered. In addition, the constraints
equations on the box translations have been tested by
introducing box misalignments. It should be noted that
the VELO measures R and φ, which are transformed to
x, y coordinates for use in Millepede.
23.2.2.1 Effect on misalignments
The robustness of the method is demonstrated (using the
200 samples) in Fig. 23.2 for x and y translations, and
in Fig. 23.3 for z rotations. The few outlying points
in Fig. 23.3 originate from stations close to the inter-
action point (mainly stations 7 and 8). It is anticipated
that these effects will disappear when using a sample of
tracks that has a higher population on the outer part of
the sensor (such as beam halo tracks). Apart from that,
all the relevant misalignments are well corrected, even
those with a relatively large scale.
200
Generated misalignment (in mm)





























Fig. 23.2: Internal alignment robustness tests: results for the
translations, for dx and dy misalignments (200 sets of mis-
alignments)
Generated misalignment (in rad)





























Fig. 23.3: Internal alignment robustness tests: results for the
rotations, for dγ misalignments (200 sets of misalignments)
A fit of the corrected alignment constants is
shown in Fig. 23.4. Translational misalignments are
corrected to a 2.8 µm accuracy (better than the best pos-
sible VELO resolution), whereas a 0.4 mrad precision is
obtained for rotation around the z axis. The resolution
for the rotations is not as good as for the translations but
is already very acceptable as it is at the level of 1/6th of
a φ outer strip.
 / ndf 2χ
 130.8 / 30
Constant  18.7±  1411 
Mean      2.828e-05± 1.373e-05 
Sigma    
 0.000025± 0.002829 








 / ndf 2χ
 160.8 / 47
Constant  9.3± 468.4 
Mean      5.970e-06± -2.175e-05 
Sigma    
 0.0000057± 0.0004181 






Fig. 23.4: Internal alignment robustness tests: resolution on
the corrected misalignment constants (200 sets of misalign-
ments). Top plot shows the result for the x and y translations
(in mm), bottom plot shows the result for z rotation (in rad).
23.2.2.2 Effect on residuals
After the alignment procedure the quality of the track
parameters should be improved. One way to check this
is to compare the track residuals before and after the
alignment procedure.
One has:{
²x = xmeasured − xtrack
²y = ymeasured − ytrack . (23.1)
Since the VELO has an (R,φ) geometry, we









)− arctan( ymeasuredxmeasured )
.
(23.2)
Residual values as a function of R and φ are
shown in Figs. 23.5 and 23.6. We see that in all cases
the mean value of the residuals is centred on zero after
the alignment procedure and that the root mean square
(r.m.s.) of the distribution is also slightly improved.
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Fig. 23.5: Track residuals as a function of R, for one particular station (station 14) and one particular set of misalignments.
Left plots are before internal alignment, and right plots are after. They show the left box R and φ residuals (resp. 1,2 and 3,4),
and right box R and φ residuals (resp. 5,6 and 7,8). Error bars correspond to the r.m.s. of the residual distributions.
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Fig. 23.6: Track residuals as a function of φ (same run and same set of misalignments as previous figure). Left plots are before
internal alignment, and right plots after. The plots show the left box R and φ residuals (resp. 1,2 and 3,4), and right box R and
φ residuals (resp. 5,6 and 7,8). Error bars correspond to the r.m.s. of the residual distributions.
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23.2.3 Box alignment
The second step of the alignment procedure is to posi-
tion the two RF boxes into the VELO reference frame.
To perform the relative box alignment we need to iden-
tify constraints which establish a relationship between
the two VELO half-boxes. We have considered two can-
didates: using the fact that physics tracks are produced
from a common primary vertex; and considering tracks
which pass through the overlap region between the mod-
ules in the left and right VELO half-boxes. This work
will be the subject of a future note.
23.2.3.1 Primary vertices
Previously we performed an alignment using the resid-
uals of hits to tracks to obtain an internal alignment of
the modules in each VELO half. The result of this pro-
cedure is that each VELO half is internally aligned. The
next step of the VELO alignment is to use the interac-
tion point, which is obviously common to all (primary)
tracks, to align the two halves with respect to one an-
other. Implementing a fit to the primary vertex in a
Millepede-based formalism is relatively simple and is
described in Ref. [13]. In short, the relative alignment
of the two VELO halves can be obtained by constraining
the two halves to yield the same primary vertex location,
while allowing for relative translations and rotations of
the two VELO halves with respect to one another.
Preliminary tests performed with translations to
the VELO halves have shown encouraging results (see
Fig. 23.7), as a 10 µm precision has been obtained dur-
ing robustness tests. Rotations (or tilts) of each VELO
half are more difficult to unfold using only primary ver-
tices, and a method based on overlapping tracks is cur-
rently under investigation.
23.2.3.2 Overlaps
The overlap region of the LHCb VELO left- and right-
hand modules (shown in Fig. 23.8) is relatively small:
this is mainly due to the ‘dog-leg’ shape of the φ sen-
sor. The main consequence of this geometry is that it is
almost impossible to have a ‘perfect’ overlap, i.e., two
pairs of (r, φ) clusters in two adjacent modules from op-
posite halves of the VELO. However, it is not uncom-
mon to have a track which contains one or more (r, φ)
cluster pairs in both halves of the VELO.
Such a situation should fit nicely with our align-
ment procedure, as we only require (x, y) space-points
for the alignment algorithm. However, these tracks are
in an area containing a significant amount of material
(RF foils) where secondary interactions and large mul-
tiple scattering are expected. Hence the pattern recog-
nition code will have to be optimized to minimize the
selection of incorrect hits as these can lead to a bias in
the alignment.
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Fig. 23.7: Box alignment robustness test: shown are the re-
constructed offset (either dx or dy) versus the corresponding
generate offset (200 sets of misalignments)
X position (in mm)















Fig. 23.8: Overlap areas for modules within the same station:
only the active silicon areas are shown. φ sensors are in black
and blue, R sensors in pink and red.
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Fig. 23.9: The main tracking system of LHCb: TT, IT and OT
23.3 IT, OT and TT station alignment
23.3.1 Introduction
The charged-particle tracking system downstream of the
VELO consists of four stations, as shown in Fig. 23.9.
One, the Trigger Tracker (TT) station, is located in front
of the dipole magnet. Three other stations, referred to as
the T-stations (T1–T3), are located behind the magnet,
and consist of a straw-tube-based Outer Tracker (OT)
and a silicon-strip-based Inner Tracker (IT). To reach the
intended momentum resolution, δp/p = (0.35–0.55)%
of the tracking system, the tracking stations should be
aligned so that any residual misalignments are small
compared to the intrinsic resolution.
The problem of aligning the tracking stations
will be resolved in several steps. First, we must perform
the internal alignment of the OT and IT modules in each
station. Enough constraints exist to perform a stand-
alone internal software alignment of the modules within
the IT and OT. On the other hand, it may be beneficial
to use VELO tracks projected into the T-stations for a
first iteration on the T-station alignment (using magnet
off data). This option needs to be explored. Once the
T-stations are internally aligned, they are aligned with
respect to the VELO (see Section 23.4). Owing to the
limited number of measurement layers in the TT, in-
ternal tracking is not possible. Hence the TT will be
aligned only after the VELO and T-stations are inter-
nally aligned and aligned with respect to one another.
Then, tracks passing through and reconstructed in both
the VELO and T-stations can be used to align the TT.
The internal alignment procedures of the IT and
OT are expected to proceed along similar lines as dis-
cussed below. The overlap regions between the OT and
the IT will allow the alignment of the OT relative to the
IT (or vice versa).
23.3.2 Existing alignment software
As in the case of the VELO, the internal alignment off-
sets are solved for using Millipede [14], which facili-
tates the inversion of large matrices that emerge when
trying to align detectors using reconstructed charged
particles. The underlying concept is briefly described
in Section 23.2.2. The alignment studies discussed in
this document have been performed using the Millepede
code, interfaced to a simple toy MC simulation. In this
toy MC simulation, the geometrical description of the
detector is simplified to square-shaped planes of zero
thickness. The only parameters are the geometrical size
and the hit resolution. A hit efficiency of 100% is as-
sumed. In addition, the problem has been linearized,
such that non-linear terms in the χ2 calculation are dis-
carded. Hence matrix inversion can be used, and so the
optimal solution is found by Millepede. Since this is
only a toy MC simulation, the precision to which the
alignment parameters are determined is not indicative of
what will eventually be achieved in data. It only serves
as a proof-of-principle to demonstrate the viability of
the method.
In case of non-linear alignment problems, such
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as determining rotation angles, it is expected that an it-
erative linear approach using Millepede is feasible, pro-
vided that the non-linear parts of the equations are small
enough.
A first, coarse alignment of the spectrometer will
be performed by optical survey. The parameters derived
from those measurements will be used as an initial in-
put. Then, magnet-off data will be used to perform a first
software alignment of the full detector. When the mag-
net is turned on, alignment parameters will be checked
and fine-tuned as necessary.
When using magnet-on data, a good track sam-
ple for alignment purposes can be obtained by taking
low-multiplicity events, and selecting from those events
tracks with high momentum.
23.3.3 Mechanical constraints OT/IT
The Outer and Inner trackers will be supported by an
aluminium platform, called the table, upon which are
mounted three sets of rails. Each set in turn consists of
three rails, where the first is used for the support struc-
ture of the IT and the remaining two rails support the
C-frames upon which the OT straw tube modules are
mounted.
The IT support structure and the C-frames hang
from similar rails, which are mounted on a steel bridge.
The maximally allowed deviations from the nominal
position depend on the rigidity and positioning of the
bridge and the table. The geometry of the bridge and
the tables have been determined at Van Halteren Metaal
B.V., in Bunschoten, The Netherlands by an optical sur-
vey [16]. The tolerances on the bridge and table con-
struction are specified in EDMS documents [17,18], re-
spectively.
In these documents, tolerances on the rails are
stated as follows:
a) flatness: 3 mm
b) straightness: 2 mm
Taking the rail lengths of approximately 6.55 m, the
maximal possible roll about the z axis is 0.46 mrad.
The tilt about the y axis is no larger than 0.3 mrad. The
tilt about the x axis depends on the positioning of the
bridge relative to the centre table. Assuming that the
relative position of bridge and table does not induce a
tilt, then the maximal possible tilt about the x-axis is
given by the tolerance on the level measurement of the
bridge. With a measurement accuracy of 0.5 mm, the
maximal possible tilt is about 4 µrad.
23.3.4 Alignment of the outer tracker
The Outer Tracking is divided in three stations contain-
ing four measurement layers (planes) each. The sta-
tions are each 200 mm deep in z, and located at z =
7838, 8525 and 9215 mm, respectively. A more de-
tailed description of the detector geometry can be found
in Ref. [19]. The OT is constructed from straw tubes
with two layers of tubes per plane, yielding up to 24
measurements on a track. The two layers of straw tubes
are staggered by one tube radius to help resolve hit am-
biguities (left or right of the anode wire). The planes
are ordered in x, u, v, x′, where the straw tubes in the
u, v planes are tilted with respect to the y axis at an
angle of −5◦ and 5◦, respectively. Each tube contains
a gold-tungsten anode wire which is 25 µm thick and
consecutive wires are separated by 5.25 mm.
A toy MC simulation has been used to study
the alignment of the OT. In this toy MC, a very sim-
ple model of the OT has been implemented. Here, 12
measurement planes have been used, where a single-hit
resolution of 200 µm was assumed for the straw tubes.
The planes are assumed to be flat, and of zero thickness.
Multiple scattering and detector inefficiencies are also
ignored, in addition to the track resolution.
Fig. 23.10: An example of the results of a toy MC study for the
OT. Gaussian fits are overlaid as described in the text. In this
particular case, a resolution on the x misalignment of 1.5 µm
is found, as shown in the left panel. In the right plot, the cor-
responding pull distribution is shown.
As an example of such a toy MC study, the align-
ment procedure has been tested by applying a random
shift distributed as a Gaussian with an r.m.s. width
of 3 mm to the x planes along the x direction (see
Fig. 23.10). Here, the resolution in the misalignment
is calculated as the difference between the input mis-
alignment and the one found by Millepede. The dis-
tribution is fit to a Gaussian shape, and the mean and
Gaussian width are −2.1 × 10−5 mm and 0.0015 mm,
respectively. Therefore, in this toy MC simulation, the
measured offset is determined with a precision of about
2 µm. As a cross-check, the pull distribution of this
parameter is shown in the second panel of the figure.
A Gaussian fit yields a mean of −0.027 and a Gaus-
sian width of 1.03, indicating that the errors returned by
Millepede accurately reflect the uncertainty in the ex-
tracted misalignment parameter.
Since we assumed perfect geometry, perfect
track samples were used, and multiple scattering was
neglected, the alignment resolution is entirely de-
termined by the hit resolution and the number of




Ntrack). Therefore, one should not interpret the res-
olutions obtained with this toy MC simulation as an in-
dication of what will be achieved in real data. Simula-
tion of misalignments with a full detector simulation is
being worked on, and will provide a more realistic esti-
mate of the expected resolution.
Misalignments in z and rotational misalignment
introduce non-linear contributions to the χ2 calculation.
In a first approximation these terms are ignored, and as
a result the measured misalignments in z and the rota-
tion angles are expected to depend on their input val-
ues. It is expected that this non-linear equation can be
approximated by a linear equation in an iterative proce-
dure. Such a procedure is under development, and will
be implemented in Millepede.
Assuming that the non-linear terms are not too
large, an iterative procedure should arrive at the proper
minimum in a few steps. A similar procedure was suc-
cessfully used for the alignment of the HERA-B vertex
detector [20].
23.3.5 Alignment of the inner tracker
The IT employs high granularity silicon strips in or-
der to deal with the large fluence of charged particles
around the beam pipe (see Fig. 23.9). As can be seen in
Fig. 23.11, the IT covers a cross-shaped area around the
beam pipe, with dimensions of approximately 120 cm
along x and 40 cm along y.
Fig. 23.11: Dimensions of an IT layer around the beam pipe
Each IT station consists of four boxes, each con-
taining four layers of silicon strips oriented in the same
was as for the OT (x, u, v, x′). Situated in front of each
OT station, the IT stations have small overlap regions
with the OT straw tubes which facilitate the relative
alignment of the IT with respect to the OT. In addition,
there are small overlaps between the edge-sensors above
and below the beam pipe with those immediately to the
left and right of the beam pipe.
The silicon sensors are 11 cm long and 7.8 cm
wide, hence two sensors are glued and bonded together
to cover the acceptance left and right of the beam pipe.
The front of the IT stations are positioned at z =
7628, 8280 and 8995 mm, respectively. The boxes are
80 mm deep in z. With a pitch of 198 µm, a single-hit
resolution of around 55 µm is expected.
In the case of the boxes left and right of the beam
pipe, two sensors are mounted on a single ladder to
cover the acceptance. In each box, there are two cool-
ing rods, onto each of which two detection layers are
mounted. The cooling rod is mounted on a stiff hon-
eycomb cover plate. The sensors on a ladder are po-
sitioned with respect to each other with a precision of
about 10 µm. The bending of the cooling rod under
the weight of the ladders is less than 50 µm. Each rod
is used for mounting two layers of ladders, hence im-
posing some additional constraints on individual move-
ment of layers. After mounting, the ladders are aligned
with respect to the cooling rod. Through the cooling
rod and cover plate, the IT boxes are mounted on a sup-
port frame, which hangs from the rails mounted on the
bridge, and which is supported by the rails on the ta-
ble. The support frames for the boxes are designed such
that the positioning reproducibility of the boxes is about
1 mm. The resulting maximal possible misalignments
are summarized in Table 23.2.
Also in the case of the IT, a simple geometric
model was used in conjunction with the Millepede pro-
gram. Again, sensor thickness was ignored, as well as
multiple scattering and tracking resolution. Moreover,
for the proof of principle, the cross-shaped geometry of
the IT was simplified to rectangular-shaped planes with
the dimensions of seven double-sensor IT modules, i.e.,
530 mm in width and 220 mm in height. The planes are
placed at the z position corresponding to the z position
of the layers in the LHCb coordinate system and with
the centre of the planes at the origin of the x and y axes.
In the model, a hit resolution of 70 µm was assumed.
Table 23.2: Maximal possible misalignments in the IT stations
Object Position uncertainty Linear constraint Rotational constraint
Frame 1 mm ∆x,∆y,∆z = 1 mm ∆y
∆x





Cooling plate 50 µm ∆y/∆x = 88 µrad
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The alignment problem was kept linear, and so
only shifts of planes along the co-ordinate axes were
studied. We perform a large number of simulated exper-
iments in which we shift the IT detector planes by a ran-
dom amount in the transverse direction. We then extract
the shift in the u direction and compare it to the input
value. We show in Fig. 23.12 the difference between the
reconstructed shift in u and the input value (left panel)
and the pull distribution in this variable (right panel).
Both are fit to Gaussian shapes. The means are consis-
tent with zero and the Gaussian widths are 0.17 µm and
1.01 for the δu=ureco − utrue and pull distributions, re-
spectively. Therefore, in this simple toy simulation, we
extract the u offsets with a precision of about 0.17 µm.
Again, we stress that these numbers should not be taken
as an indication of the expected alignment precision, but
rather an indication that Millepede, in principle, can be
used for determining the transverse misalignments of
the IT. Additional work is ongoing to demonstrate that
an iterative method can be used to extract the z and ro-
tational misalignments.
We also note that the T-stations incorporate a
small overlap region between IT and OT which may fa-
cilitate their relative alignment.
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Fig. 23.12: Alignment resolution (left) and corresponding pull
distribution (right) of a stereo layer in the IT. The curves are
Gaussian fits to the distributions as described in the text. In
this particular example, a resolution of ∆u = 0.17 µm was
obtained.
23.3.6 Alignment of the trigger tracker
The Trigger Tracker will provide the LHCb trigger with
transverse momentum information of charged particles.
For the charged-particle reconstruction, the TT is used
to confirm the matching of the T-station segments and
the VELO tracks. Located in front of the dipole magnet
in the fringe field of the magnet, the full acceptance is
covered with silicon micro strip sensors (see Fig. 23.9).
To cover the full acceptance, seven sensors are glued to-
gether to form a ladder. Each ladder is split into either
two or three readout sectors.
The TT is constructed in two halves, one on each
side of the beam pipe. Within a detector half, each
ladder will be mounted into a C-shaped frame, which
stands on a lower precision rail. Their tilt about the
x axis is determined by an upper precision rail. The
mounting of TT is such that it follows the inclination
of the beam axis, as opposed to IT, which is mounted
vertically straight. Subsequently, the two halves can be
easily retracted, or repositioned. The full support struc-
ture consisting of two pillars and two horizontal beams
is fixed to the floor and to the wall of the cavern. The
rails are specified to be parallel within 0.1 mm over a
length of 1.9 m.
The r.m.s. of the relative x offset of the sensors
on a ladder has been measured to be about 10 µm. From
this we conclude that in the alignment we can treat each
readout sector as a single unit (i.e., we do not need to
align each of the seven sensors in a ladder individu-
ally). When the sensors are glued on a ladder, the sen-
sor flatness is better than 100 µm. The sensor offset
with respect to a ladder is at most 30 µm. The lad-
ders are mounted on the cooling plate with a precision
of 100 µm. From this, it is concluded that each ladder
will have to be aligned individually.
Two possible approaches to the alignment of the
TT are being considered. In one approach, the ladders in
the TT are aligned using full tracks, simultaneously with
the alignment of the VELO, IT and OT. In a second ap-
proach, one would align the TT ladders by computing
the residuals of hits in the TT stations to tracks formed
from an aligned VELO–T-station system.
23.3.7 Outlook and plans
From the detector design, and when available, from op-
tical surveys, some constraints on the magnitudes of the
possible misalignments have been presented. Especially
in the context of rotational degrees of freedom, these
constraints will provide guidance for the necessary ap-
proximations needed to linearize the alignment prob-
lem.
It has been shown for IT and OT that the trans-
verse internal alignment offsets of those detectors can,
in principle, be accomplished using Millepede. There
remain, however, a few open issues concerning the
alignment of the T-stations in the LHCb detector. In
particular, the misalignment studies need to be extended
to use the full LHCb Monte Carlo simulation, which in-
cludes a proper simulation of the detector response and
particle interactions. Also, the iterative procedure to ex-
tract z and rotational misalignments needs to be imple-
mented and tested. We also consider that individual ele-
ments within the T-stations will need to be aligned (such
as individual modules in IT and OT), thus increasing
the number of alignment parameters significantly and
requiring substantially more tracks to achieve a given
alignment precision. Finally, alignment with the magnet
switched on needs to be studied. A preliminary study
showed that curved tracks do present some non-trivial
problems in the context of Millepede.
Manpower for the development of a common
alignment framework has been allocated. Initially, this
framework will be used to address the aforementioned
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open issues. Moreover, it will be used to perform the
alignment of the detector once it is commissioned. Man-
power for alignment studies of the TT, IT and OT has
also been committed.
23.4 VELO to T-station alignment
23.4.1 Introduction
In this section, we describe the proposed scheme to align
the detectors upstream of the dipole magnet (VELO)
with the tracking detectors downstream of the magnet
(T-stations). We do not set out to use invariant mass
spectra to aid in the geometrical alignment. The rea-
soning is that invariant masses are not only affected by
misalignments, but also by inexact modelling and/or im-
plementation of the magnetic field or small biases in the
corrections to track momenta for energy loss (dE/dx) in
the detector material. Both of these can produce system-
atic effects in invariant mass spectra, which may have
dependencies on angles, momenta, etc., which could
mimic misalignments. We therefore avoid the use of in-
variant masses for geometrical alignment, but do expect
to use these spectra to calibrate the magnetic field and
dE/dx corrections. This latter step is clearly done after
the geometrical alignment has been established.
23.4.2 Relative alignment between VELO and T-
stations
The relative alignment between VELO and T-stations is
first carried out with magnet-off data. We then expect
relatively small corrections once the magnet is turned
on.
In general, there are nine possible global trans-
formations between the VELO and T-stations. They are:
x, y, z translations, rotations around the three principal
axes (hereafter referred to as α, β and γ for x, y, z axes,
respectively), and a difference in scale along the x, y, z
directions. In practice the x and y scales are tightly con-
strained by the precisely known separation between ad-
jacent wires or strips in a detector, and hence there are
seven global alignment constants which need to be de-
termined between these two tracking subsystems. The
z-scale effect, while less often considered, represents
one system being stretched or compressed with respect
to the other and possible differences may arise due to
the inexact knowledge of the length along the z axis of
the VELO and T-station tracking systems.
These seven global alignment parameters can all
be measured using magnet-off data. The technique is
in principle simple and robust. One simply performs a
linear projection of the x and y VELO-only tracks and
the x and y T-station-only segments to a common z lo-
cation, and measures the mean deviations ∆x and ∆y,
as well as their dependence on x and y slopes. Here,
the common z is chosen to be the effective centre of the
magnet zmag ' 526.9 cm. In addition, the difference in
the measured slope between VELO and T-stations pro-
vides a direct measurement of the rotation about the x
or y axes, or a z-scale effect, which should grow with
increasing angle. Measurement of the global alignment
parameters is therefore provided as follows:
– ∆α: Measure the mean difference in the y angle
tan θVELOy − tan θTy .
– ∆β: Measure the mean difference in the x angle
tan θVELOx − tan θTx .
– yoffset: Measure the mean value of ∆x at zmag
– yoffset: Measure the mean value of ∆y at zmag
– zoffset: Measure the mean value of ∆x/ tan θx
and ∆y/ tan θy at zmag. Here θx (θy) are the x
(y) angles of the charged particle, as measured by
the VELO. For a pure z offset, one should obtain
a consistent result in the two views.
– ∆γ: Measure the mean value of the difference
in azimuthal angle (φ) between VELO and T-
stations. Here the azimuthal angle is defined us-
ing φ = arctan(yproj/xproj), where xproj and
yproj are the x and y positions of the tracks eval-
uated at zmag, respectively.
– z-scale: Measure the mean of (a) < tan θVELOx −
tan θTx / tan θ
VELO
x > and (b) < (tan θ
VELO
y −
tan θTy )/ tan θ
VELO
y >. Consistent results should
be obtained for a pure z scale difference.
In terms of order, it would make most sense to
correct for slope misalignments first, since they will af-
fect xoffset, yoffset and zoffset. It should be noted that the
y resolution is about two times larger than the x resolu-
tion. For magnet-off data, there is no bending in the x–
z or y–z plane, and this is exploited to obtain all seven
global alignment parameters. Once the field is turned
on, charged particles are bent by the magnetic field.
The most significant deflection is, of course, in the x–
z plane, but there are non-negligible fringe fields which
extend into the VELO and T-stations [1, 6, 21]. For the
single-kick dipole approximation, we use the track’s pa-
rameters (slopes and intercepts) obtained at the first and
last measurement, which are furthest from the dipole
magnet. In the x–z plane, charged particles experience a
momentum kick in the x–z plane of about 1.23 GeV/c.
This momentum kick not only changes the x slope of
charged particles, but also the y slope. Defining ~p and
~p′ as the momentum of a charged particle as measured in
the VELO and T-stations, respectively, the 1.23 GeV/c
momentum kick implies p′x = px + Q × 1.23 GeV/c,
where Q = ± 1 is the charge of the particle. To con-
serve momentum, pz changes, with a value given by
p′z =
√
p2x + p2z − p′ 2x . Consequently, the y slope in
the T-stations, tan θy = p′y/p
′
z ' py/p′z is also af-
fected. For magnet-on alignment, we correct for this
expected change in y slope.
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To test the procedure, we produce 5000 event
samples of minimum-bias events which are generated
with one or more global alignment shifts, but recon-
structed with the nominal alignments. We then demon-
strate that the alignment shift that was introduced can
be measured, and we can easily extrapolate the expected
precision to larger event samples.
23.4.3 Required precision
As discussed previously, we use the mean of a particular
distribution (i.e., ∆x) to extract the misalignment. The
statistical error on this mean scales as 1/
√
Ntrack, and
hence with high enough statistics, any proposed preci-
sion (non-zero) can in principle be reached. In prac-
tice, one only needs to obtain a precision such that it
has very small (negligible) impact on the physical mea-
surables. At this time, the physics impact has not been
evaluated, but one would expect that if the alignment
shifts are small compared to the intrinsic resolution for
the highest momentum tracks, then the impact should
be negligible. To determine the intrinsic resolution, we
run a simulation using perfect alignment and measure
the misalignment observables for tracks with momen-
tum larger than 40 GeV. Our criterion for an accept-
able alignment is that the residual misalignment effects
be no more than 5% of the intrinsic resolution, which
should lead to a negligible impact on relevant physics
observables. Table 23.3 shows the various misalignment
observables, the Gaussian widths of their distributions
(σ), and the widths scaled down by a factor of 20 (5%).
These resolutions are achievable using a modest-sized
event sample, as will be shown in the next sections.
Table 23.3: Summary of Gaussian width of the alignment ob-
servables for tracks with momentum larger than 40 GeV
Variable Resolution (σ) 0.05× σ
∆tan θx 0.2 mrad 10 µrad
∆tan θy 0.4 mrad 20 µrad
∆x 0.1 cm 50 µm
∆y 0.2 cm 100 µm
∆γ 11 mrad 0.55 mrad
∆z 2 cm 1 mm
z scale (using x–z view) 0.015 8× 10−4
23.4.4 Magnet-off simulations
We first simulate minimum-bias events in the LHCb de-
tector with the magnetic field turned off. With B = 0,
one does not obtain a momentum measurement from
the tracking system, and low-momentum tracks are not
swept out of the spectrometer acceptance by the field.
We therefore have many more tracks per event, as well
as many more low-momentum tracks which suffer from
multiple Coulomb scattering in the detector material.
While this will degrade the matching resolution between
VELO and T-station segments, it does not produce a
bias in the mean, and therefore is not critical. If nec-
essary, we could select tracks which have a matching
shower in the electromagnetic and hadronic calorime-
ters which exceed some threshold (≈ 10 GeV). Here,
we do not apply any requirement on matching energy in
the calorimeters.
Here we define several 5000 event samples of
simulated events. In each sample, we apply one or
more global transformations to the VELO. We also use
the same random-number generator for each sample, so
the generated events are identical, and only the effect
of alignment offsets differs between each sample. The
samples are defined as follows:
– Sample 1A: Perfect alignment
– Sample 2A: xoffset = −1 mm
– Sample 3A: yoffset = −5 mm
– Sample 4A: zoffset = 10 mm
– Sample 5A: ∆γ = 2 mrad
– Sample 6A: Rotation: ∆α = ∆β = 0.5 mrad,
∆γ = 2 mrad, ∆x = 0.25 mm, ∆y = −0.25 mm,
∆z = 5 mm.
As an example of the distributions for several
of the alignment parameters, we show results obtained
using perfect alignment in Fig. 23.13. The distribu-
tions are as follows: (a) the difference in x slopes
as measured by the T-stations and the VELO, (b) the
difference in y slopes as measured by the T-stations
and the VELO, (c) ∆x ≡ xVELO − xT evaluated at
zmag, (d) ∆y ≡ yVELO − yT evaluated at zmag, (e)
∆γ ≡ ∆x/ tan θVELOy , and (f) ∆z = ∆x/ tan θVELOx .
We fit each distribution to the sum of two Gaussians
whose means are constrained to a common value to de-
scribe the signal portion and a linear term for the back-
ground. The fitted means are summarized in the row la-
belled ‘sample 1A’ in Table 23.4. All fit values are con-
sistent with a mean of zero as expected. The precision
to which these offsets are determined is small compared
to the intrinsic resolution. In case higher precision is
needed, the uncertainties on the mean in Table 23.4 will
be reduced by roughly
√
N/5000 for N minimum-bias
events.
Similarly, the other rows show the fitted means
for several other applied misalignments. The parameters
which are misaligned have a superscripted star, where
the input values are given above. With the exception of
sample 6A, all input misalignments are well determined.
For sample 6A, the rotations 〈∆α〉, 〈∆β〉, 〈∆γ〉, and
∆z are correctly extracted, but 〈∆x〉 and 〈∆y〉 are bi-
ased as expected. This is simply because if one rotates
the VELO by ∆α = 0.5 mrad about the y axis, then a
shift in ∆x of ∆x = ∆α× (zmag − zVELO) ∼ 2.6 mm
results. This is consistent with what is observed. This
illustrates the need to first correct for rotations around
the x and y axes before addressing 〈∆x〉 and 〈∆y〉.
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Fig. 23.13: Several distributions related to the relative alignment between the T-stations and VELO for perfect alignment. The
distributions show: (a) the difference in x slopes as measured by the T-stations and the VELO, (b) the difference in y slopes as
measured by the T-stations and the VELO, (c) ∆x ≡ yVELO − yT evaluated at zmag, (d) ∆y ≡ yVELO − yT evaluated at
zmag, (e) ∆γ ≡ dx/ tan θVELOy , and (f) ∆z = ∆x/ tan θVELOx . The histograms are simulated data and the smooth curves are
fits as described in the text.
Table 23.4: Summary of the fitted means for the seven alignment parameters under several applied misalignments using 5000
simulated minimum-bias events with the magnet off. Quantities with a ∗ indicate the parameters which were intentionally
misaligned.
Sample 〈∆x〉 〈∆y〉 〈∆z〉 〈∆α〉 〈∆β〉 〈∆γ〉 〈zxscale〉
(µm) (µm) (cm) (µrad) (µrad) (mrad) (10−3)
1A 16± 22 −57± 50 0.04± 0.08 7± 7 −7± 10 0.15± 0.15 0.01± 0.28
2A −956∗ ± 25 −51± 40 0.06± 0.09 12± 7 −4± 12 0.06± 0.15 0.07± 0.27
3A 48± 29 −4959∗ ± 50 0.50± 0.10 18± 7 4± 17 0.24± 0.22 0.58± 0.30
4A 11± 26 32± 52 1.25∗ ± 0.10 −5± 8 −13± 11 −0.01± 0.16 0.39± 0.28
5A −31± 24 11± 45 0.09± 0.09 −4± 7 12± 10 2.03∗ ± 0.23 0.32± 0.27
6A 2385∗ ± 27 2878∗ ± 37 0.58∗ ± 0.16 502∗ ± 7 494∗ ± 14 1.90∗ ± 0.18 −0.32± 0.40
23.4.5 Magnet-on simulations
In general, the simple single kick approximation to the
dipole field is not exact, and significant dependencies
on entrance and exit angles as well as momentum are
expected. Since we are only seeking seven global align-
ment parameters, we can be selective of tracks in or-
der to minimize this dependence. In particular, we
require charge particles to have momenta larger than
20 GeV/c, have x and y angles in the VELO less than
100 mrad, and an x slope in the T-stations of less
than 200 mrad (the y slope in the T-stations is nearly
equal to the y slope in the VELO, so no additional re-
quirement is made). After this charged-particle selec-
tion, we apply two corrections: the first is a correc-
tion for the expected change in the y slope (discussed
in Section 23.4.1), and the second is a correction for
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the x angle in VELO. The y slope correction is given
by δ tan θy = −0.0029 × tan θVELOy . The change
in y slope is coupled with a corresponding change in
y intercept, which is obtained by pivoting the track
about the centre of the T-stations (z ≈ 850 cm), i.e.,
δ yint = 850 cm × δ tan θy . The x angle correction is
one which accounts for the entrance angle of the track
in the x–z plane. As the x angle increases, it tends to
move the effective zmag to smaller z values. This lat-
ter correction is derived from a simulation of the LHCb
dipole magnet using perfect geometry and the measured
field map. The correction to zmag is parameterized as
δzmag = 1.6 tan θVELOx − 200.0 tan θVELO 2x . Since
most of the tracks populate the low-angle regions, the
latter correction, which does depend on the field map,
can be removed with only a small bias in the recon-
structed alignment parameters. Also, it should be mea-
surable using data.
Here again we use several 5000 event samples
of simulated events. In each sample, we apply one or
more global shifts to the VELO. We also use the same
random-number generator for each sample, so the gen-
erated events are identical, and only the effect of align-
ment offsets differs between each sample. The samples
are defined as follows:
– Sample 1B: Perfect alignment
– Sample 2B: xoffset = −1 mm
– Sample 3B: yoffset = −5 mm
– Sample 4B: zoffset = 10 mm
– Sample 5B: ∆γ = 2 mrad
– Sample 6B: ∆α = 0.5 mrad
– Sample 7B: ∆x = −0.25 mm, ∆y= 0.25 mm,
∆z= 4.0 mm, ∆γ= 2 mrad
The same analysis as for magnet-off simulation
is carried out with magnet-on simulation, except that in
this case extraction of ∆β (rotation around the y axis)
is difficult, if not impossible, to extract from geometry
alone because it is equivalent to introducing a small ad-
ditional bend angle in the bend plane of the magnet.
This simply changes the measured momentum of the
particle. On the other hand, it is unlikely that an overall
rotation of the VELO or T-station system would occur
when turning on the magnet. In its place, we show the
mean z intersection point of all pairs of charged particles
under the various misalignment scenarios. Secondly,
the measurement of differences in zscale with magnet-
off data took advantage of the non-bending in the x–z
plane, which is not applicable to magnet-on simulation,
and therefore we use the y–z projection. While the res-
olution in the y–z projection is worse by a factor of two
than the x–z view, it is unlikely that turning on the mag-
net will introduce a significant change of z-scale. The
results of the various misalignment scenarios are tabu-
late in Table 23.5.
As with the magnet-off data, we find that the
measured misalignments are generally consistent with
their input values. (Again we highlight with an asterisk
the parameters which were intentionally misaligned.)
As with the magnet-off simulation, one finds that when
we introduce a rotation around the x axis, this intro-
duces a systematic shift in 〈∆y〉. Again, one would need
to correct for this large relative tilt before addressing the
translation.
We also note that the centre of the magnet does
not change significantly with the applied misalignments.
This is encouraging, since computation of ∆x requires
us to know the centre of the magnet. Therefore, even
with a moderate relative misalignment between VELO
and T-stations, the centre of the magnet can be reliably
determined directly from the data and cross-checked
with the simulation.
Table 23.5: Summary of the fitted means for the six of the alignment parameters under several applied misalignments using
5000 simulated minimum-bias events with the magnet on. The mean intersection point of all pairs of VELO and T-station
tracks is also indicated. Quantities with a ∗ indicate the parameters which were intentionally misaligned.
Sample 〈∆x〉 〈∆y〉 〈∆z〉 zmag 〈∆α〉 〈∆γ〉 〈zyscale〉
(µm) (µm) (cm) (cm) (µrad) (mrad) (10−3)
1B −30± 22 75± 47 0.11± 0.10 526.6± 0.1 −10± 14 0.47± 0.30 −1.0± 1.4
2B −1036∗ ± 23 52± 49 −0.09± 0.15 526.7± 0.1 −11± 15 0.40± 0.31 −1.0± 1.2
3B 101± 31 −5049∗ ± 71 0.42± 0.13 526.7± 0.1 −11± 22 1.15± 0.73 −0.3± 1.7
4B −29± 22 −73± 51 1.07∗ ± 0.11 526.9± 0.1 29± 15 0.57± 0.28 −0.8± 1.2
5B −11± 23 −30± 50 0.08± 0.11 526.8± 0.1 −2± 15 2.56∗ ± 0.28 0.5± 1.2
6B 6± 22 2613± 51 0.15± 0.11 526.8± 0.1 487∗ ± 14 −0.60± 0.38 1.5± 1.4
7B −254∗ ± 23 200∗ ± 54 0.32∗ ± 0.13 526.7± 0.2 37± 15 2.38∗ ± 0.33 −2.4± 1.2
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23.4.6 Relative VELO–T-station alignment sum-
mary
These simulations indicate that relative misalignments
between the VELO and T-stations can be extracted with
no observable bias. A sample of roughly 5000 events
should be sufficient to obtain a reasonable precision on
the misalignment parameters. A reduction in the un-
certainty can be obtained using larger sample sizes, and
one can scale the quoted errors by 1/
√
Nev. As the sta-
tistical errors are reduced, systematic effects, such as
detector asymmetries, mis-modeling of the field, track-
ing biases, etc., may produce a non-zero mean of the
relevant distribution. During the initial commissioning
of LHCb we should expect to have a very large sample
of magnet-off data, and this sample may help illuminate
some of these biases (which can then be understood and
corrected). It is clear that small biases may remain, and
as long as they are well below the O(1%) level of the
intrinsic resolution, it is inconceivable that they would
significantly bias any physical measurements. There-
fore, during regular LHCb running, we expect the mis-
alignment parameters to be determined to a precision at
the level of (1–2)% of the intrinsic resolution using the
techniques described in the preceding sections. Once
the full tracking system is aligned, these tracks can be
used to align the RICH, ECAL, HCAL and MUON by
selecting a suitable subsample of tracks. For example, in
the RICH, one can select charged particles which have
β = v/v ' 1. For the ECAL alignment, one can use
electrons from photon conversions, or at the higher mo-
mentum, one can use electrons from J/ψ → e+e−,
although this will require a longer running time. The
muon system can choose tracks that pass through all five
Muon Stations, or if there is sufficient statistics, muons
from J/ψ decay can be used. The hadron calorimeter
can use high-energy hadrons. Once these subsystems
are brought into alignment with the tracking system,
the detector is aligned. The translation to the absolute
LHCb global frame will use the readback of the VELO
motion controller. Thus, once all these steps are per-
formed, all active detector elements will be located in
the LHCb global frame.
23.5 RICH alignment
23.5.1 Introduction
The accurate reconstruction of the Cherenkov angle for
each photon from a given track in the Ring Imaging
Cherenkov Detector (RICH) systems assumes accurate
knowledge of the geometry and orientation of the mir-
ror panels, the individual mirrors, the HPD boxes, and
the individual HPDs in RICH1 and RICH2. There are
4 spherical and 16 secondary mirrors in RICH1, and 56
and 40, respectively, in RICH2. The total number of
HPDs in both detectors is 484. RICH2 has already been
installed in the LHCb experimental area and the align-
ment of the mirrors has been measured. Although the
exact orientation of the mirror panels has not been mea-
sured, the misalignment of the individual mirror seg-
ments from forming a single mirror is below 0.2 mrad.
The aim of the RICH group is to keep the alignment con-
tribution to the Cherenkov angle resolution after soft-
ware corrections below 0.1 mrad. This is to be com-
pared to 1.27 mrad per photoelectron (for RICH1) from














Fig. 23.14: A Cherenkov ring on the detection plane resulting
from mirror misalignment. Photons are distributed on the cir-
cle. Point C is the real centre of the circle, however, point C′,
derived from the track, is used to calculate the Cherenkov an-
gle ϑch. The distances ϑ0, ϑch, a, b and d represent Cherenkov
angles and the mirror tilts.
23.5.2 Basic principles
Cherenkov photons emitted in the radiator from each
particle track are distributed on a ring on the photo-
detector surface, with the radius representing the
Cherenkov angle and the centre given by the track. Any
misalignment, either internal, or between the RICH and
the tracking system, has the result of moving the cir-
cle with respect to the assumed centre, as in Fig. 23.14
where all distances represent angles. The real centre of
the circle is C, but the point given by the projection of
the track is C′. So the measured Cherenkov angle is ϑch,
while the real Cherenkov angle is ϑ0 [22].
ϑch − ϑ0 = d · cos(φch + φ0) or
ϑch − ϑ0 = a · cos(φch) + b · sin(φch) . (23.3)
Distance d represents the angle of the mirror seg-
ment tilt, and a and b the tilt projections onto the x and
y axes, respectively. Plotting ϑch − ϑ0 against φch can
reveal this misalignment and by fitting the curve a and b
can be extracted. Selecting only high-momentum (satu-
rated) tracks can ensure that the real angle is known. It
has to be stressed that the analysis is done on a photon-
by-photon basis. There is no requirement for an actual
ring.
In practice, it is not possible to associate a
Cherenkov photon to a particular track with certainty.
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A probability for a photon to come from a particular
track can be calculated and the most unlikely photons
can be rejected, but not all. So, any effort to plot ∆ϑch
with respect to φch will contain a significant number
of background photons, namely, photons that originated
from a different track. However, the Cherenkov angle
for these photons has a flat distribution and they can be
subtracted. Figure 23.15 shows a plot of ∆ϑch versus
φch, where the mirrors of RICH2 have been misaligned.
After background subtraction and fit, the mirror align-
ment parameters can be extracted. A proof-of-principle
study for the alignment of the RICH mirrors has been
performed successfully, and has set a maximum devi-
ation for the various mirror segments from forming an
ideal mirror to 0.5 mrad [23].
Fig. 23.15: A 2D histogram of ∆ϑ against φch. The back-
ground was subtracted by applying a cut at 30% of the max-
imum on each column separately and the result of the fit is
shown.
23.5.3 RICH alignment strategy
As mentioned in the introduction, a number of different
components of each of the RICH detectors will have to
be aligned, including individual HPDs, each HPD box,
individual mirror segments, the panels holding the mir-
rors, and finally the RICH detectors themselves with
respect to the rest of the LHCb experiment. The me-
chanical tolerance of the various components is of the
order of 1 mm, which will permit the operation of the
detector to a reasonable standard at the start of the ex-
periment. The final alignment is expected to be per-
formed using charged tracks in data, after the alignment
of the tracking system. For the studies done so far, we
have assumed that residual misalignments in the track-
ing system (after the tracking system has been aligned)
are much smaller than the intrinsic tracking resolution,
and thus we assume a perfectly aligned tracking sys-
tem. More detailed studies of the impact of aligning the
RICH with an imperfectly aligned tracking system will
be investigated. We have assumed that the orientation of
the silicon sensors with respect to the HPD axis is deter-
mined from bench tests by illuminating the HPD with a
fixed input pattern. We also assume that the relative po-
sition of the tubes within the HPD array are determined
in situ from an external calibration system, which is cur-
rently being designed. This system is necessary to un-
fold the magnetic field distortions (see Section 23.5.5),
and should also be able to provide a position map of the
HPD tubes.
A laser and camera system will monitor a sub-
set of the mirror segments for possible movement, espe-
cially if there is any temperature change and during the
powering of the magnet.
The alignment of the various components with
data will be performed with the technique described in
Section 23.5.2. The drawback of the technique is that
only one misalignment component can be identified at
a time, so the data must be selected in such a way as to
include only one misalignment element. For example,
in the mirror misalignment study [23] photons reflected
from a particular mirror segment combination (spheri-
cal, secondary) were selected.
It is expected that selecting the data in this way
can reveal the various levels of misalignment, from a
whole RICH detector to individual HPDs. For example,
the relative positions of the HPDs can be calculated by
fitting the Cherenkov circles (rings) after enough data
has been collected to illuminate the entire HPD. This
will happen very quickly for the HPDs in the central re-
gion, but may require collecting data for hours or days
for the HPDs at the edges.
The alignment can also be verified by selecting
isolated rings where the probability for all the photons to
have originated from the same track is very high. These
rings can the be tested for continuity.
23.5.4 RICH mirror segments
The alignment of the RICH mirrors is a special case.
Both RICH detectors use a two-mirror system, so a two-
stage process is necessary to extract the mirror tilts.
First, a different histogram must be filled for every
spherical/secondary mirror combination (i, j) to extract
the parameters a and b. These parameters give the added
tilt of the two mirrors in each combination. The second
stage is to extract the parameters for the individual seg-
ments by minimizing a function of the form:∑
i,j
[
(aij − xi − xj)2 + (bij − yi − yj)2
]
(23.4)
where i counts the spherical segments, j the secondary
mirror segments, a and b are the measured total tilts,
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and x and y are the tilts of individual mirror segments
along the x and y axes. With this procedure it is possible
to align the mirrors relative to one mirror segment, but
not absolutely as any tilt of the spherical mirrors can be
compensated by assuming an equivalent tilt in the oppo-
site direction of the secondary mirrors.
In practice, the bias on the measured Cherenkov
angle depends on the geometry and the path followed by
the photon. The longer the photon path to the detection
plane after it has hit a particular mirror segment, the big-
ger the bias if this particular mirror is misaligned. Since
every mirror combination has a limited acceptance of
photon angles, it is possible to measure a magnifica-
tion coefficient for each mirror, using the LHCb Monte
Carlo simulation. This magnification coefficient is im-
portant because the photon path after the spherical mir-
rors is longer compared to the path after the secondary
mirrors, so the spherical mirrors cause a bigger bias to
the Cherenkov angle for the same misalignment angle.
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to include the magnification coefficients p and q and the
errors in the measurement of a and b. The magnifica-
tion coefficients have both indices i and j because they
depend on the mirror segment combination and not on
the individual spherical or secondary mirror segment, as
the total magnification depends on the geometrical path
that was followed. This expression can then be mini-
mized using MINUIT [24], or a similar program, to fit
xi, xj , yi and yj and extract all the mirror tilts relative
to a chosen mirror segment.
23.5.5 Magnetic field distortions
The operation of the HPDs in a magnetic field (the
fringe field of the main LHCb magnet) is expected to
cause distortions due to the Lorentz forces on the pho-
toelectrons (Fig. 23.16). These distortions have been
studied, are well understood [25], and will be corrected.
Systems are currently being developed that will project
a geometric pattern on the HPD plane so that a map of
pixel positions to photocathode positions can be created.
It is expected that these systems will operate initially
with the magnet off in a distortion-free environment,
and that they will be operational while the magnet is be-
ing powered. This enables the extraction of a magnetic
distortion map in an unambiguous way.
Fig. 23.16: Distortion of an image on the HPD anode due to a
10 G magnetic field parallel to the HPD axis
The distortions due to the magnetic field are
closely related to alignment, as they can move the ef-
fective centre of an HPD. For this reason the corrections
will be part of the alignment strategy of the RICH. Tak-
ing data without a magnetic field is part of this strategy.
Procedures for identifying saturated rings without mo-
mentum information from the tracking are being inves-
tigated. These include high-energy pions identified by
the calorimeter and muons found by the muon system.
23.6 Calorimeter alignment
23.6.1 Calorimeter architecture
The calorimeter subsystem for LHCb consists of four
consecutive semi-projective detectors. Upstream, the
Scintillator Pad (SPD) and the Preshower (PS) detec-
tors are intended to aid in distinguishing electromag-
netic from hadronic showers, as well as provide discrim-
ination between electron and photon-induced showers.
Downstream, the electromagnetic (ECAL) and hadronic
(HCAL) calorimeters measure the energy and position
of showering particles.
The hadronic calorimeter is comprised of about
1500 pads with two regimes of transverse segmentation,
increasing from the inner (∼ 13 × 13 cm2) to the outer
region (∼ 26×26 cm2). The HCAL pads are assembled
in horizontal modules. The overall HCAL structure con-
sists of two lateral halves, one on each side of the beam
pipe, each formed from a wall of these horizontal mod-
ules placed on a mobile support chariot.
The electromagnetic calorimeter is made of
about 6000 scintillator pads with three regimes of trans-
verse segmentation increasing from ∼ 4× 4 cm2 at the
innermost section to∼ 12×12 cm2 at the outermost re-
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gion. The ECAL pads are assembled in square modules
with dimension 121.7× 121.7 mm2.
Like the HCAL, the overall ECAL structure is
composed of two lateral halves, each forming a wall of
square modules placed on a mobile support chariot.
The preshower and SPD segmentation have been
designed to have a one-to-one correspondence with the
ECAL pads. Those pads are assembled in eight vertical
super-modules and are mounted on the support beam for
the first muon station (M1).
23.6.2 Hardware measurement and positioning
Accurate measurements of the ECAL and HCAL posi-
tioning have been achieved during their installation in
2005. Fiducials and geometrical measurements are doc-
umented in several EDMS notes [26]. The main points
are listed here:
– Horizontality: the horizontality of both the ECAL
and HCAL support chariots has been measured to
be within the measurement precision (±0.2 mm).
– Verticality: the z position of the ECAL modules
have been measured at 390 points on the ECAL
front side to be within ±2 mm. The HCAL front
side vertical is within 0.5 mm.
– Transversal size: the transverse ECAL wall size
is within measurement error of the design value.
The (x, y) transverse positions of the modules are
known to 0.5 mm. The tolerance of the HCAL
horizontal modules is within ±1.5 mm as illus-
trated in Fig. 23.17.
– Height (y) positioning: the y position of the
ECAL halves has been measured to be 1.29 mm
and 1.99 mm lower than their nominal position
for the +x and −x side, respectively.
– Lateral (x) positioning: both halves of the ECAL
and HCAL are mobile in the x direction. The mo-
torized closing of the two halves will be moni-
tored via the Experiment Control System with a
precision at the millimetre level.
To summarize, both the ECAL and HCAL halves
can be considered as monolithic walls of which the po-
sition and the size are accurately known. Once the two
halves are closed, the structure is not expected to suffer
from any deformation.
The vertical super-modules for the SPD and for
the PS have been assembled and will be installed in the
coming weeks in the LHCb cavern. Each super-module
will be independent of its neighbours in order to ensure
that the structure can support the possible individual ver-
tical displacements due to possible deformation of the
support beam that could occur when opening the system
(including M1). The opening/closing of the two halves
of the SPD and the PS devices will be based on the same
precision motorization as used for the ECAL and the
HCAL.
23.6.3 Resolutions
The purpose of the calorimeter system is two-fold. First,
it provides high-transverse-energy electron, photon, pi0
and hadron candidates to the Level-0 trigger system. It
is also integral to the offline identification of electrons
and the reconstruction of prompt photons and pi0’s for
physics analyses.
Fig. 23.17: HCAL modules alignment. The abscissa indicates the minimum-average displacement (mm) for the +x calorimeter
half (left) and the −x calorimeter half (right).
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Fig. 23.18: Transverse position resolution of the ECAL for energetic photons from the Bd → K∗γ decay. The position
is estimated from the energy-weighted barycentre of the ECAL clusters. From left to right: inner, middle, and outer ECAL
regions.
The Shashlik ECAL technology can only provide
a single position for the incoming showering electro-
magnetic particles. The resolution on this position is
limited by the large fluctuations in the electromagnetic
shower’s development and to the coarse granularity, at
best matching one Molière radius.
The transverse positions of photons on the ECAL
front face are estimated from the energy-weighted
barycentres of the neutral ECAL clusters. This barycen-
tre is corrected for various experimental effects, such
as the S-shape, incidence angle, and shower penetra-
tion depth [27]. The parameters of the ECAL clusters,
barycenter and spread, are also used to select charged





















Fig. 23.19: Angular resolution on the photon direction as a
function of its energy
As shown in Fig. 23.18, we obtain a position res-
olution of 1.4 mm in the innermost region of ECAL for
energetic photons from Bd → K∗γ decay. The reso-
lution increases to 6 mm in the outer region which has
more coarse granularity. The variation of the resolution
with photon energy and with different SPD information
is illustrated in Fig. 23.19.
The SPD, PS, and HCAL resolutions are approx-
imately half the pad size due to the fact that the SPD is a
binary detector, the small transverse development of the
shower in the first radiation lengths for the PS, and the
large cell size for HCAL, respectively.
23.6.4 Impact of misalignment
The possible impacts of a misalignment of the calorime-
ter are discussed below.
– Photon reconstruction: the incorrect photon mo-
mentum assignment resulting from an ECAL mis-
alignment will degrade the mass resolution of re-
constructed B decays and of the intermediate res-
onances involving prompt photons or pi0 [radia-
tive B → Xγ, B → pi+pi−pi0, B → ρρ,
B → JΨη(pi+pi−pi0), ...]. The mass resolution
of B decays involving neutrals is, however, dom-
inated by the ECAL energy resolution and thus
these B decays have a limited sensitivity to small
misalignments.
As an illustration, Fig. 23.20 displays the mass
resolution of reconstructed B → pi+pi−pi0 can-
didates as a function of the misalignment of the
ECAL halves. As can be seen in the case of the
most energetic pi0, a 1 cm displacement of both
the ECAL halves (well above the expected 1 mm
precision on the ECAL halves closing) leads to a
limited degradation of the mass resolution at the
10% level.
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Concerning lower mass resonances, the mass res-
olution of the purely neutral pi0 decay is to a first
approximation unaffected by a global misalign-
ment of the calorimeter structure. Such misalign-
ment could, however, have a larger relative effect
on η → pi+pi−pi0 or η′ → ργ resolution. In ad-
dition, it could have some sizeable impact on the
performance of the selections via the mass win-
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Fig. 23.20: Mass resolution of reconstructed B → pi+pi−pi0
as a function of the half-gap between ECAL halves. The solid
red curve indicates the B decays involving a pi0 reconstructed
as a pair of resolved photons. The dashed blue curve corre-
sponds to B decays involving a pi0 with merged photon show-
ers leading to a single ECAL cluster and reconstructed accord-
ing to a dedicated procedure. This latter configuration corre-
sponds to the most energetic pi0’s.
The mis-reconstruction of photon momenta could
also affect the proper time measurement of the B
decay. A correct proper time measurement is an
important issue for the time-dependent asymme-
try measurement of B decay and in particular for
the analysis of the Bs → Dsρ decay, aimed at
providing a measurement of ∆ms. Figure 23.21
displays the systematic shift on the proper time
reconstruction for the B → pi+pi−pi0 decay as a
function of the ECAL halves misalignment. The
typical resolution on the proper time for such a de-
cay is of order of ∼40 fs. A 2 fs systematic shift
of the proper time measurement is observed for
a large 1 cm lateral misalignment of both ECAL
halves, which is about ten times larger than ex-
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Fig. 23.21: Systematic shift (fs) on the reconstructed B →
pi+pi−pi0 proper time as a function of the half-gap between
ECAL halves
– Electron identification: the calorimeter system
provides the main discrimination for electron
identification. Electron identification (ID) is of
major importance for the J/Ψ → ee reconstruc-
tion but also contributes to the performance of
B flavour tagging via the identification of semi-
leptonic B decays. The position measured in
the calorimeter system is used at many places for
the purpose of electron ID. First, the main elec-
tron ID estimator is a χ2 based on the energy-
position matching of ECAL clusters with an as-
sociated charged track. In addition, the proce-
dure for bremsstrahlung recovery also uses a 2D
geometrical matching of the ECAL clusters with
the linear extrapolation of the electron tracks be-
fore the magnet bending. Energy depositions in
the PS and HCAL along the path of an extrapo-
lated charged track are also used to aid in reject-
ing charged hadron background. These pieces of
information are combined to form a Delta-Log-
Likelihood for electron ID. The identification pro-
cedure has minimal sensitivity to small misalign-
ments due to the large transverse spread of the
electromagnetic shower. However, the impact on
electron ID and B-tagging performance has to be
quantified with a more detailed study.
– A large relative SPD/PS/ECAL misalignment
could affect the Level-0 trigger efficiency. For
misalignments smaller than the half PS/SPD cell
size, the impact on the trigger is negligible since
the Level-0 electron (photon) candidates are iden-
tified by the coincidence of a PS and (no) SPD hits
in front of a 2× 2 cells ECAL cluster.
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23.6.5 Alignment strategy and software issue
Owing to the limited position resolution of the detec-
tor, the precise positioning already achieved during the
ECAL and the HCAL installation, the alignment is not
likely to be a critical issue for the calorimeter system.
This statement, however, needs to be confirmed with
dedicated studies of various final states of interest.
Monte Carlo simulations produced with various mis-
alignments of the calorimeter system will be studied to
check the sensitivity.
If required, a procedure for an automated align-
ment using data will also be developed. The details of
the strategy are still to be defined and require a dedi-
cated study. Such a procedure could be based on the
measurement of a systematic shift of the track-cluster
matching using a large sample of tracked electrons over
the ECAL surface. Geometer fiducial marks will be
accessible for hardware re-measurement if a strong mis-
alignment is suspected.
As of this moment, there is no mechanism for
handling misalignments in the calorimeter software.
Formally, about 100 parameters are needed to de-
scribe any translations and rotations of the ‘monolithic’
calorimeter volumes (calorimeter halves and SPD/PS
super-modules). The amount of parameters can be
strongly reduced only when considering the relevant
displacements: transversal offsets for the calorimeter
halves plus the vertical degrees of freedom for SPD/PS
super-modules.
Such a parametrization has to be implemented
in both the simulation and the reconstruction software.
For that purpose, the calorimeter description needs to be
slightly reorganized in terms of independent calorime-
ter halves in order to simulate a misaligned architec-
ture. The reconstruction software could easily imple-
ment the alignment framework and a means to deal with
misalignments.
23.7 Muon system alignment
23.7.1 Introduction
The muon system [9] has coarser granularity than the
other tracking stations, and therefore less stringent de-
mands are placed on the alignment. On the other hand,
the muon system forms a critical part of the LHCb trig-
ger, and therefore it must be well aligned in order to
avoid adverse effects on the trigger. The smallest pads
are about 1 cm, so this implies the muon system should
be aligned at the level of about 1 mm or better. In this
section, we give a brief introduction to the muon system
and plans for alignment.
23.7.2 Muon system layout
The LHCb muon system consists of 1368 Multi-
Wire Proportional Chambers (MWPC) with anode wire
and/or cathode pad readout arranged in five stations
(M1–M5). Station M1 is located upstream of the
calorimeter system while M2–M5 stations are located
downstream. Stations M2–M5 are interleaved by 80 cm
thick iron walls to filter out hadrons. Each station is di-
vided into four regions, R1–R4, where R1 is the inner-
most and R4 is the outermost with respect to the beam
pipe.
The system follows a projective geometry point-
ing to the interaction point (IP), and therefore the
MWPC dimensions in the five stations scale (roughly)
with the distance from the IP. In addition, in going from
region R1 to region R4, the pad dimensions double at
each step (i.e., pad dimensions in R2 are double with re-
spect to R1 and so on). There are then 20 different types
of MWPC chambers whose dimensions depend on the
position in the detector labelled by station and region
(i.e., M1R1, M1R2, ..., M5R4).
23.7.3 The L0 muon trigger
The muon detector, in addition to the role that it plays
in muon identification, is also part of the L0 trigger, for
which it provides a fast pt measurement with a precision
of about 20%. The L0 muon trigger searches for muon
tracks with large transverse momentum where a muon
track is defined by a set of hits in all five muon stations
which form a straight line and point back to the interac-
tion point. The track-finding process starts from the hit
in station M3 (the seed of the track) and looks for cor-
responding hits in the other four stations within search
windows [referred to as a Field Of Interest (FOI)], cen-
tred approximately on the straight line extrapolation to
the IP. Once a muon track is found, its transverse mo-
mentum pt is calculated from the position of the hits in
M1 and M2, and assuming a single kick from the mag-
netic field.
Critical regions
Given the layout of the muon system, made of 1368
separate MWPC chambers, it is clear that the hardware
alignment of each single chamber is very important. The
alignment becomes rather critical in the innermost re-
gions (R1 and R2) of stations M1–M3, where the pad
dimensions are of the order of 1 cm (see Table 23.6).
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Table 23.6: Dimensions of the pads (cm × cm) for all the 20 zones in the muon detector
M1 M2 M3 M4 M5
R1 1.0 × 2.5 0.63 × 3.1 0.67 × 3.4 2.9 × 3.6 3.1 × 3.9
R2 2.0 × 5.0 1.3 × 6.3 1.4 × 6.8 5.8 × 7.3 6.2 × 7.7
R3 4.0 × 10.0 2.5 × 12.5 2.7 × 13.5 11.6 × 14.5 12.4 × 15.5
R4 8.0 × 20.0 5.0 × 25.0 5.4 × 27 23.2 × 29 24.8 × 30.9
23.7.4 Hardware alignment
All the chambers of the muon system will be pre-
cisely positioned on their own half-station support pan-
els while they are retracted from their nominal positions,
and then moved into the data-taking position. Half-
stations M2–M5 are on the same support structure and
will be moved into their nominal positions together.
The procedure for the positioning of each cham-
ber on its support panel is as follows:
1. Each chamber will be installed on the half-station
support panel using precisely positioned chamber
supports (two for each chamber).
2. The x–y position of the chamber will be measured
using a laser distance measurement meter (pre-
cision of about 1 mm) with respect to reference
points placed on the border of each half-station
support panel.
3. If necessary, the position will be corrected and
then the chamber will be fixed.
Once the half-stations are assembled, they will
be moved together (M2–M5) to their nominal positions
and their relative alignment will be surveyed with re-
spect to external reference points placed on each sup-
port panel. A fine positioning of each half-station sup-
port panel can also be done, if necessary, with a range
of ±10 mm and with a precision of about 1 mm in both
x and y directions.
23.7.5 Software alignment
Software alignment will be performed for each station
at the beginning of data taking in late 2007, by using a
large statistics muon sample. After any opening–closure
of a half-station, a software alignment calibration is also
recommended to check the half-station positioning.
Owing to the large material budget needed to
stop hadrons and identify muons, tracks crossing the
muon stations will undergo large multiple scattering.
Moreover the pad sizes can be as large as 309 mm (y in
M5R4). For these reasons a software alignment based
on tracks will have an intrinsic limited precision. To
get a rough estimate of the uncertainties due to multi-











×∆z × θMS0 ,
where θMS0 is the particle angle r.m.s., ∆te the r.m.s.
deviation to the extrapolated coordinate te (x or y), and
p is the particle momentum in GeV/c. In Table 23.7 we
show the estimated uncertainties (r.m.s.) due to multiple
scattering in each detector plane for a 10 GeV/c muon
assuming that its position and direction at the previous
tracking/muon station is measured.
A software alignment based on the residual dis-
tributions of tracks crossing all the muon stations will
be developed to determine the detector alignment con-
stants. The residual, obtained by comparing at each de-
tector plane the extrapolated and the measured coordi-
nates (te and tm in x or y direction) in error units, will
be distributed around zero mean in case of perfect align-
ment, or non-zero mean in case of misalignment.
Table 23.7: Particle deviations due to multiple scattering in material: angle (θMS [mrad]) and position (∆te [mm]) at each
detector plane for a 10 GeV/c muon
Muon station Material preceding the detector θMS [mrad] σMS [mm]
M1 RICH2 0.44 0.51
M2 ECAL HCAL preshower 14 24.6






By using B-field-off runs at the beginning of
data taking it will be possible to obtain an initial set
of alignment constants. Afterward, the alignment will
be checked using B-field-on data, and if necessary the
alignment parameters will be adjusted.
23.7.6 Alignment studies strategy
A misalignment of the muon system will have its great-
est impact on the L0 trigger, since it can change the on-
line pt measurement and/or muon candidate selection
efficiency. The effect on offline reconstruction (particle
ID) should be less significant. In order to give a quanti-
tative evaluation of the different effects of a misaligned
muon detector on the L0 trigger and muon identifica-
tion, we plan to simulate several samples with different
misalignment scales (from O(1 mm) to 1 cm) for:
1. the whole muon detector with respect to the rest
of LHCb;
2. the M1 station with respect to M2–M5;
3. each station;
4. a single chamber in the more critical regions
(closer to the beam pipe in M1 and M2).
Two main studies will be carried out:
1. L0 muon trigger performances as a function
of misalignment scale (efficiency to signal,
minimum-bias retention, pt bias, charge asymme-
try);
2. muon identification performances (efficiency,
pion contamination).
To determine and correct for misalignments, a
stand-alone tool will be developed which will use muons
that cross all the detectors and will match segments in
the T-stations with hits in the muon chambers. The tools
to simulate misalignments now exist within the LHCb
software framework. To study L0 trigger efficiency a
sample of 500 000 minimum-bias and 30 000 specific B
decay events will be used from the upcoming data chal-
lenge. Higher statistics might be necessary to achieve
the desired precision.
23.8 Absolute global coordinates
As discussed in the preceding sections, the LHCb de-
tector is brought into relative alignment by first aligning
the tracking system, and then aligning RICH, ECAL,
HCAL, and MUON systems to the tracking system.
This relative alignment is the most critical aspect of the
LHCb alignment. However, we ultimately would like to
connect these relative positions to an absolute, and un-
changing coordinate system. The global coordinate sys-
tem was introduced in the introduction, and ideally, we
would like to express hit coordinates in this global refer-
ence frame. As the VELO is the most precise position-
measuring device in LHCb, we would naturally expect
it to play a central role in the definition of the LHCb
global coordinate system. However, the absolute posi-
tion of the VELO is known only to about 10 µm from
the readback of the motion controller, and therefore, this
sets a lower limit on our knowledge of the absolute po-
sition of the LHCb detector in the LHCb cavern.
Here, we propose to fix the absolute global ori-
gin as follows. We simply define x = 0, y = 0 as the
nominal distance of the VELO halves with respect to
the (transverse) position of the centre of the interaction
region (IR). We may choose to define z = 0 as the posi-
tion of one of the VELO sensors. In LHCb, this is about
3 cm. When colliding beams are established in LHCb,
we centre the VELO halves on the interaction point. The
total distance moved by the stepper motor of the VELO
is recorded. This offset is one of the several transforma-
tions which need to be applied to translate from a local
hit coordinate in the local frame of the sensor, i.e., r and
φ, to an absolute global coordinate in the LHCb refer-
ence frame (generally x and y). The other coordinate
transformations are determined from the internal align-
ment of the VELO and the alignment of the two halves
with respect to one another as discussed in Section 23.2.
We use the readback of the VELO motion con-
troller to indicate the distance moved by the VELO sen-
sors with respect to the fully retracted position of the
VELO. Thus, by monitoring and recording the read-
back value from the VELO motion controller, we obtain
a history of the position of the interaction region with
respect to our predefined x = 0, y = 0, z = 0. In
principle, since only the VELO is moving in between
fills, only the VELO’s alignment constants need to be
updated. As long as the other subdetectors do not move,
their alignment parameters should not need to be up-
dated. In practice though, as discussed in the Introduc-
tion, RICH1, TT, and the T-stations are in the fringe field
of the dipole magnet, and small displacements could
be envisaged. Therefore, we shall need to run a pro-
gram that checks their internal alignments as well as
their alignment with respect to the VELO. Of course,
any change in the T-station alignment could also affect
RICH1 and RICH2 (and ECAL, HCAL and MUON, but
they have more coarse resolution), and therefore an au-
tomated alignment program for RICH1 and RICH2 will
need to monitor and update alignment constants associ-
ated with the RICH detectors, if necessary.
The readback of the VELO motion controller is
only precise to about 10 µm, and therefore we only
know the absolute position of the VELO to this accu-
racy. The intrinsic hit resolutions of the TT and the
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T-stations are significantly worse than this, and there-
fore this overall uncertainty should not result in any sig-
nificant performance in tracking or in the trigger. This
10 µm uncertainty also sets a lower limit on how well
we can track changes in the position of the interaction
region. In terms of physical measurements, an overall
global transformation has no impact on the physics, pro-
vided the detector is aligned internally as a whole.
To summarize, we shall need to define a conven-
tion which establishes the zero of the global coordinate
system. For example, we can define x = 0 as corre-
sponding to a 3 cm travel of the motion controller. We
are also planning on storing the motion controller read-
back value, and this will be one of the several transfor-
mations applied to obtain absolute hit positions in the
VELO. Other subdetectors should not include this offset
in their local-to-global transformations, since in princi-
ple they are not moving with each fill. Alignment pro-
cesses will need to run during data taking in order to
monitor the alignment of each of the subdetectors.
23.9 Storage and retrieval of alignment
constants
23.9.1 Introduction
The LHCb Conditions Database (CondDB) [28] project
aims to provide the necessary tools to handle non-event
time-varying data, including alignment constants. The
LHC Computing Grid (LCG) project, Conditions Ob-
jects for the LHC (COOL, for short) [29], provides
a generic Application Programming Interface (API) to
handle this type of data and an interface to it has been
integrated into the Gaudi framework of LHCb. The in-
terface is based on the Persistency Service infrastructure
of Gaudi, allowing the user to load it at run-time only if
needed.
Since condition data vary with time as the events
are processed, condition objects in memory must be
kept synchronized to the values in the database for
the current event time. A specialized service (the Up-
date Manager) has been developed independently of the
COOL API to provide an automated and optimized up-
date of the condition objects in memory.
For reconstruction and analysis tasks, a reference
copy of the CondDB (the Master Copy) will be dupli-
cated over the LHC Grid. This Oracle database is of
critical importance and the addition of new conditions
will be limited to a small number of administrators. The
only exception to this rule concerns condition data pro-
duced online by the alignment algorithms running on the
event filter farm.
23.9.2 Offline usage
Alignment constant retrieval from the CondDB is han-
dled automatically via the LHCb Geometry Framework.
It ensures that the positions of the detector elements
used to process an event are valid.
The update of the CondDB is a more complex is-
sue. From the standard user point of view, it is not possi-
ble to write anything to the Master Copy of the CondDB.
However, more advanced users can use their own local
copy of the CondDB and modify it at will. This can be
done either through the CondDB Access Service, which
is part of the LHCb software, or via Python scripts using
the COOL interface directly.
The editing of the Master Copy will be done by
a small group of super-users who will be in charge of
integrating condition values cross-checked by experts.
The submission process for Master Copy updates has
not been formalized yet.
23.9.3 Online usage
During data-taking periods, we will have 4000 concur-
rent processes running in the pit that need to access con-
dition data, mainly at initialization time. A database
server will not be able to handle this load, so we plan to
publish condition data to the online processes in a differ-
ent way. When the online processes have to be initial-
ized, a dedicated process will read the data from the con-
dition database and will send them to a service in each
online process that will fill the cache of the CondDB ac-
cess service and notify the update manager service about
the values inserted.
Alignment constants produced in the pit, e.g.,
from VELO motion controller and alignment algo-
rithms, will be sent to a dedicated process that will write
them to the CondDB. Some of these condition data need
to be published to the online processes while they are
running (e.g., motion controller data used by the align-
ment algorithms). In this case, the DB writer process
will also send the data to the online process in much
the same way as during the initialization phase. A time
delay will be added to the interval of validity of the con-
dition data, when written to the CondDB and when used
by the on-line processes. This delay should be greater
than the time it takes to propagate the new condition to
the cache of all the nodes of the event filter farm. This
will ensure that offline processes will be able to use ex-
actly the conditions used online for event processing.
23.10 Summary
We have described in this document the status and plans
for aligning the LHCb spectrometer. For the inter-
nal alignment of the tracking system, we expect to use
Millepede. Its application to the VELO is mature, and
is shown to be unbiased in extracting the critical mis-
alignments. We also expect to use Millepede for the
T-station alignment, and initial indications using a toy
Monte Carlo simulation are encouraging. The relative
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alignment of the VELO and T-stations will be perfomed
by comparing segments at the centre of the magnet. The
method is simple and robust. Once the VELO and T-
stations are brought into relative alignment, the Trig-
ger Tracker will be aligned by using residuals of TT
hits to tracks reconstructed with VELO and T-station
hits. Once the tracking system is aligned, we proceed
to align the RICH. The HPD array is first aligned using
a separate calibration system (design still being final-
ized). The two-mirror system is then aligned by com-
paring the reconstructed photon positions with the ex-
pected positions (based on the charged tracks’ parame-
ters) while allowing for both x and y tilts of each mir-
ror segment. The ECAL will likely be aligned by se-
lecting a clean electron sample and requiring that re-
constructed showers match the extrapolated position of
the charged track. Lastly, fine alignment of the MUON
system will be performed by minimizing the residuals
between extrapolated muon candidate tracks and hits
in the MUON stations. The LHCb detector geome-
try and time-dependent conditions are described using
XML and the tools for reading and writing to the Condi-
tions Database are mostly in place. We expect to have all
aspects of the LHCb alignment in place for the upcom-
ing Alignment Challenge and Detector Commissioning
in autumn 2006.
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