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Abstrakt 
Rychlost počítačových sítí se neustále zvyšuje. Jednou ze základních úloh, které musí síťová zařízení 
provádět, je vyhledávání nejdelšího shodného prefixu. Mnoho algoritmů tuto úlohu dokáže řešit, ale 
je nutné tuto úlohu řešit velmi rychle, a to především z toho důvodu, že se stále zvyšují přenosové 
rychlosti a nastupuje směrovací standard IPv6. Ten má delší adresy, a je tedy nutné vyhledávat 
prefixy ve větších množinách. V práci jsou popsány současné algoritmy. Ty jsou porovnány 
v konfrontaci s novým algoritmem HashTreeBitmap, který je v práci popsán. Na základě testů je 







The speed of computer network is increasing. One of the basic tasks which has to be solved by the 
network devices is longest prefix match. Many algorithms are able to solve this task but it’s necessary 
to solve it very fast because of increasing transfer speed and the routing standard IPv6. This standard 
has longer addresses and it’s necessary to search prefixes in much bigger sets. The thesis describes 
present algorithms that solve the problem. These are confronted with new algorithm HashTreeBitmap 
which is also described in the work. On the tests is documented that this algorithm is able to cope 
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S rozmachem informačních technologií se zvyšuje přenosová rychlost počítačových sítí. Se 
vzrůstající rychlostí přenosových linek roste také množství dat, která se pomocí sítě přenáší. Páteřní 
routery spolu komunikují rychlostí, která dosahuje až desítek gigabitů za sekundu. Každý datový 
paket se musí dostat do zařízení označené koncovou adresou v hlavičce paketu. Toto doručování 
paketů zajišťují tzv. směrovače pomocí směrovacích tabulek. Směrovače se nesmí dlouho 
rozhodovat, kterým směrem bude paket přeposlán, ale zároveň musí každý paket odejít správným 
směrem ještě předtím, než dorazí paket následující. Pakety po sobě mohou následovat v intervalu jen 
několika desítek nanosekund. Každý směrovač proto musí umět velmi rychle vyhledat ve své 
směrovací tabulce záznam, který nejlépe odpovídá cílové adrese příchozího paketu. Tato úloha se 
nazývá vyhledávání nejdelšího shodného prefixu.  
 Kromě zvyšující se rychlosti přenosů na síti roste také množství síťových zařízení 
a koncových stanic, což komplikuje možnosti adresování každého jednotlivého stroje. Z tohoto 
důvodu dochází k přechodu od síťového standardu IPv4 na standard IPv6, jehož čtyřikrát delší adresa 
nabízí mnohem více adres použitelných pro identifikaci jednotlivých zařízení napojených na síť. 
Zároveň to ale znamená mnohem větší nároky na směrovače, které tak musí vyhledávat nejdelší 
shodný prefix ve větších tabulkách a vůbec větším stavovém prostoru.  
Z toho důvodu se stále hledají algoritmy, které dokážou tento problém řešit co nejrychleji 
a co nejúsporněji vůči paměťovým zdrojům. Algoritmy jsou založeny na různých datových 
strukturách, které usnadňují vyhledání prefixu, případně šetří používanou paměť. V současné době je 
snaha navrhovat a implementovat algoritmy, které budou co nejlépe paralelizovatelné, a také takové, 
jejichž výpočet bude možné z co největší části převést do jednotky hardwarové akcelerace. 
Výstupem této práce je přehled algoritmů pro vyhledávání nejdelšího shodného prefixu 
včetně příslušných datových struktur. Velmi podstatnou částí práce je popis principu funkce 
a implementace algoritmu HashTreeBitmap, který vylepšuje jeden ze stávajících algoritmů 
TreeBitmap. HashTreeBitmap v sobě spojuje rychlost hashovacích tabulek a vylepšenou strukturu 
Trie, která je jednou ze základních struktur využívaných pro vyhledávání nejdelšího shodného 
prefixu. Na základě testování se ukazuje, že tento algoritmus je schopen se zařadit mezi současné 
algoritmy a patří k těm, které lze využívat i při vysokých nárocích kladených standardem IPv6. 
Tato práce plynule navazuje na práci semestrálního projektu a dále ji rozšiřuje. Zatímco 
semestrální projekt se zabýval teoretickými principy směrování a naznačil možnosti současných 
algoritmů, je v této práci věnován větší důraz popisu již implementovaných algoritmů a jejich 
otestování. Na základě těchto testů byl dále implementován algoritmus HashTreeBitmap. Všechny 
algoritmy zmíněné v této práci jsou zde také otestovány a jsou diskutovány možnosti jejich dalšího 
využití, především na výkonnostně náročnějších úlohách vyhledávání nejdelšího shodného prefixu na 
adresách standardu IPv6.  
 Práce je strukturována do kapitol. Druhá kapitola popisuje teorii směrování a adresování 
v Internetu. Třetí kapitola se zabývá popisem současných algoritmů a jejich datových struktur. Čtvrtá 
kapitola obsahuje popis implementace algoritmu HashTreeBitmap, a také popis činnosti výzkumné 
skupiny ANT@FIT, která tuto práci zaštítila. Pátá kapitola shrnuje výsledky testování všech 
algoritmů a popisuje možnosti jednotlivých algoritmů ve využití pro vyhledávání nejdelšího 
shodného prefixu. Poslední kapitola hodnotí vypozorované údaje a vypichuje nejdůležitější informace 
z této práce.  
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2 Teorie směrování v Internetu 
Paket (například část emailu) se vydává ze zdrojového počítače k cílovému. Protože však není 
s cílovým počítačem propojen přímo, ale komunikují spolu přes rozsáhlejší síť, dorazí odeslaný paket 
nejprve do routeru (směrovače). Router na základě svých tabulek určí, jakou cestou by se měl paket 
vydat, aby to bylo co nejrychlejší. Po několika takových „zastávkách“ u routerů se paket dostává do 
cílového počítače. Routery tedy každý paket směrují někam dál.  
Z příkladu je vidět, že se jedná o důležitou funkci, bez které by se nemohlo na síti nic udělat. 
Paketem totiž nemusí být jen email, ale třeba požadavek na zobrazení webové stránky, nebo kousek 
stahovaného souboru. V této kapitole je podrobněji popsána problematika směrování, směrovacích 
tabulek, směrovacích algoritmů a adresování. 
2.1 Směrovač a směrovací tabulka 
Směrovač je jednou ze základních složek počítačové sítě, bez které by nebylo možné komunikovat 
mezi dvěma sítěmi, bez které by nebylo možné do internetu připojovat menší, například domácí, 
LAN. Směrovací tabulka je pak zcela nedílnou součástí každého směrovače. Bez ní by směrovač 
nevěděl, kam má poslat který paket.  
 „Směrování IP-datagramů je velice podobné třídění dopisů na poště. Na poště mají třídící stůl 
s vyřezanými otvory. Pod každým otvorem je přivázán poštovní pytel. Nad otvorem jsou napsány 
názvy měst, kam je z místní pošty přímé poštovní spojení.“ [7] 
 Třídění na poště pak probíhá tak, že zaměstnanec pošty bere dopisy jeden po druhém a podle 
místa určení jej umisťuje do otvoru ve stole. Má-li jít dopis do Plzně, hodí jej do otvoru označeného 
Plzeň. Má-li dopis jít do Soběšic, bude umístěn do otvoru Brno, protože to je k Soběšicím nejblíže. 
V Brně si pak s dopisem do Soběšic poradí a pošlou jej už opravdu do Soběšic. 
 Takovéto směrování provádí také směrovače s každým paketem, který k nim po síti přijde. 
Směrovač ovšem nemá žádného pošťáka, který by říkal, kam se má poslat který paket. Místo něj má 
směrovací tabulku, díky které může toto směrování provádět zcela samostatně. 
2.1.1 Směrovač (router) 
Směrovač je inteligentní síťový prvek, jehož prostřednictvím je možné připojit do jedné sítě jinou síť. 
Chce-li se domácnost s více počítači připojit do Internetu, pořídí si kromě připojení od ISP 
(poskytovatele internetového připojení) také směrovač, ke kterému připojí všechny počítače, které 
mají mít přístup k internetu. V tu chvíli se ze směrovače stává prostředník pro veškerou komunikaci 
mezi počítači v domácí LAN a okolním internetem.  
Směrovač pracuje na síťové vrstvě modelu TCP/IP. Zajišťuje tedy doručení dat do nesousední 
sítě, tedy zjistí, jakou adresu má například cílový server, a na základě této adresy pak posílá data 
směrovačům mezi sebou a cílovým serverem.  
Směrovač je ovšem také zcela základním zařízením, které je nedílnou součástí Internetu tak, 
jak jej známe. Webové servery jsou rozmístěny všude po světě a cesta ke stránkám na nich uloženým 
vede přes páteřní router. Ty mají ve své směrovací tabulce množství záznamů a jsou napojeny na 
velmi rychlých linkách. Právě tyto směrovače mají největší zásluhu na propojení Internetu a také jsou 
to právě ta zařízení, která musí velmi rychle zvládat vyhledávání nejdelšího shodného prefixu. 
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 „Pokud směrovač pouze přeposílá IP pakety na základě informací ze své směrové tabulky 
z jednoho svého rozhraní na jiné a v paketu pouze zmenší o 1 hodnotu čítače "time to live", pak se 
tato činnost nazývá IP-routing, česky pak IP-směrování.“ [5] 
 V příkladu domácí sítě předpokládám připojení více než jednoho počítače na vnitřní rozhraní 
routeru, což není stejný případ jako v předcházejícím odstavci, ale tzv. překlad adres (NAT). 
V případě, že chce uživatel vnitřní sítě zobrazit nějakou webovou stránku, zadá ji do prohlížeče. Jeho 
počítač v tu chvíli zjistí, že dotaz je veden na adresu mimo rozsah místní sítě, a tak požadavek na 
webovou stránku pošle svému směrovači (v tomto případě též nazývanému brána). Směrovač se 
podívá na hlavičku požadavku a ze svého vnějšího rozhraní posílá požadavek příslušnému serveru. 
Serveru tedy přichází požadavek nikoli od adresy počítače, který tento požadavek vytvořil, ale od 
vnější adresy směrovače. Na tuto adresu také odesílá odpověď. Směrovač tuto odpověď přijme 
a podívá se do svých tabulek, odkud požadavek přišel a komu má být odpověď přeposlána, a na tuto 
adresu odpověď také pošle. Překlad adres lépe znázorní obrázky 1 a 2 [6].  
 
Obrázek 1: překlad adres (NAT) – popis situace [6] 
 
Obrázek 2: překlad adres (NAT) – změny adres [6] 
 Směrovač má vždy přehled o aktivních síťových prvcích ve „své“ síti, tedy zná jejich adresy, 
a tyto počítače také znají vnitřní adresu svého routeru. Směrovač má zároveň uloženy také informace 
o okolních směrovačích a také o adrese, které má poslat pakety, o kterých neví, kam by je měl poslat. 
Zná tedy svůj nadřízený router. Všechny tyto informace má uložené ve své směrovací tabulce. 
2.1.2 Směrovací tabulka 
Směrovač rozhoduje o přeposlání každého paketu na základě své směrovací tabulky. Směrovací 
tabulka může vypadat tak, jak je znázorněno na obrázku 3 [7].  
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Obrázek 3: Směrovací tabulka [7] 
 Sloupec síť označuje adresu cílové sítě. Cílová adresa příchozího paketu je porovnána právě 
s touto adresou, vybírá se řádek s nejspecifičtější adresou. Sloupec maska se násobí s cílovou adresou 
paketu, který má být přeposlán. Co je to maska a jak se používá, je vysvětleno v následující kapitole. 
Pro tuto chvíli bude stačit, že směrovači pomáhá určit přesnost cílové adresy. Ve chvíli, kdy 
směrovač najde v tabulce nejspecifičtější záznam, přeposílá paket na adresu ve sloupci next hop na 
síťové rozhraní. V případě, že nalezl dva stejně přesné záznamy, odesílá paket na další směrovač 
s nejnižší metrikou. 
 Tabulka je uspořádána sestupně, takže nejspecifičtější adresa je nahoře. Zpracování probíhá 
tak, že se z příchozího paketu získá cílová adresa, tato adresa se vynásobí s maskou na prvním 
záznamu. Jestliže výsledek násobení není roven adrese ve sloupci síť, přechází se na další záznam. 
Jestliže se vynásobená cílová adresa rovná adrese ve sloupci síť, pak se zkontrolují i další záznamy, 
zda také neodpovídají. Jakmile další záznam neodpovídá, odesílá se paket na next hop odpovídajícího 
záznamu s nejnižší metrikou. Metrika je „cena“ daného směru přeposlání. Poslední záznam vyhovuje 
všem adresám, takže pokud by paket byl poslán na adresu, o které tento směrovač nemá žádné 
informace, bude paket odeslán na defaultní adresu. 
Úplně na začátku, po prvním zapojení a nastartování směrovače, je v jeho směrovací tabulce 
pouze defaultní záznam, kam bude směrovač přeposílat každý paket, který k němu přijde. Protože 
takto by směrování nebylo nijak efektivní nebo by dokonce vůbec nefungovalo, směrovací tabulka se 
rozšiřuje. Defaultní brána může zjistit, že směrovač nemusí posílat všechny pakety právě jí, ale bude 
výhodnější pakety směřující do jiné podsítě posílat jiné bráně. Pak směrovači pošle „update“ 
směrovací tabulky, podle kterého se směrovač zařídí a pakety směřující do dané podsítě již bude 
posílat jiné bráně.  
2.2 Směrovací algoritmy 
Směrovací algoritmy popisují, jakým způsobem vzniká a je aktualizována směrovací tabulka. 
Algoritmy jsou pak prováděny směrovacími protokoly. Základní dělení směrovacích algoritmů je 
rozdělení na statické a dynamické. Dynamické jsou pak dále děleny na centralizované, izolované, 
distribuované a hierarchické. 
2.2.1 Statické směrování 
Statické směrování je nejjednodušší a také nejméně samostatné. Správce směrovače nastaví ručně 
celou směrovací tabulku. Ruční nastavení může proběhnout automaticky pomocí DHCP. Po úvodním 
nastavení směrovač směruje stále stejně bez jakýchkoli změn. Pokud je potřeba udělat ve směrovací 
tabulce změnu, musí se změna nastavit opět ručně.  
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 Část směrovačů je nastavena na statické směrování. Statické směrování mají v sobě nastaveno 
také jednotlivé koncové stanice. „Většinou se nacházejí v koncové podsíti, z níž vede jediná cesta ven 
přes odchozí směrovač. Jejich směrovací tabulka obsahuje dva záznamy: adresy ze stejné podsítě 
doručovat přímo, všechno ostatní předávat na odchozí směrovač.“ [9] 
 Celý Internet ovšem stojí na principech dynamického směrování, které je popsáno na 
následujících stranách. Jedná se o způsoby směrování na základě toho, jaká je v síti momentální 
situace, které linky jsou zatížené a které směrovače nejsou v danou chvíli funkční. 
2.2.2 Dynamické směrování 
Jinak také adaptivní směrování. Tento způsob směrování se přizpůsobuje aktuální situaci na síti 
a průběžně mění směrovací tabulky. To znamená, že pokud je v tabulce zaznamenáno, že pakety 
s cílem v některé podsíti se mají posílat na nějakou bránu, a tato brána přestane reagovat nebo je 
zahlcena, dokážou si ostatní směrovače změnit své záznamy a pakety do dané podsítě posílat nějakou 
výhodnější (rychlejší) cestou. Podmínkou samozřejmě je, že se lze k dané podsíti jinudy opravdu 
dostat. Komunikace a změna směrovacích tabulek záleží na topologii, do které jsou jednotlivé síťové 
prvky zapojeny.  
 Dynamické směrování se podle způsobu výměny informací dělí na několik kategorií, které se 
vzájemně prolínají a kombinují. 
2.2.2.1 Centralizované směrování 
Tato skupina algoritmů je pro směrovač velmi jednoduchá, neboť směruje podle tabulky, kterou mu 
pošle směrovací centrum, tj. specializovaný prvek v síti. Každý směrovač v síti zjišťuje stav okolní 
sítě, tedy například propustnost linek vedoucích k němu, a tento stav sítě odesílá směrovacímu centru.  
 Tento způsob má nespornou výhodu v tom, že směrovací centrum má kompletní mapu sítě 
a je přesně informováno o stavu sítě, jejích výpadcích i omezeních. Dále je výhodou jednoduchost 
směrovače, který získá informace, pošle je směrovacímu centru a směruje podle přijaté tabulky. Tuto 
tabulku vytváří a rozesílá centrum na základě mapy sestavené podle informací od směrovačů. 
 Velikou nevýhodou, která znemožňuje využití tohoto principu v rozsáhlé síti, je špatná 
škálovatelnost. S rostoucími rozměry sítě vznikají příliš velké požadavky na výpočetní výkon centra, 
které musí zpracovávat vysoké množství zpráv o stavu sítě. S rostoucím množstvím zpráv o stavu sítě 
a s množstvím rozesílaných směrovacích tabulek vzniká také veliká zátěž na jednotlivých linkách. 
Další nevýhodou je špatná synchronizace jednotlivých směrovačů. 
 Centralizované směrování je tedy použitelné jen v omezené, nevelké síti a není příliš 
rozšířeno. 
2.2.2.2 Izolované směrování 
Směrovače, které užívají algoritmy postavené na tomto typu směrování, jsou zcela samostatné. 
Neposílají okolním směrovačům žádné informace o stavu linek, o propustnosti nebo o své vlastní 
připravenosti. Jednoduše se snaží si najít nejlepší cestu bez pomoci ostatních. 
 Typickým zástupcem je záplavový (flooding) algoritmus, kdy směrovač přijme data 
z jednoho rozhraní a odešle je na všechna ostatní rozhraní. Tímto způsobem zahlcuje síť daty, která 
by stačilo poslat jen na jedno rozhraní, ale jsou rozeslána všemi směry. Tento algoritmus určitě najde 
mimo jiné i nejkratší cestu pro každý paket. Jenže také najde zcela zbytečně několik delších cest. Ve 
své původní podobě dokonce zahlcuje síť ještě víc, protože pakety v síti cyklí. 
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 Cyklení lze zabránit minimálně dvěma způsoby. Prvním z nich je omezení životnosti každého 
paketu. Tato metoda využívá toho, že směrovač při přeposlání paketu snižuje v jeho hlavičce hodnotu 
TTL (time to live). Není to však nijak spolehlivá prevence před cyklením, protože je problém správně 
určit, na jakou hodnotu TTL nastavit.  Druhý, poněkud chytřejší způsob, je značkování odchozích 
paketů a zahazování paketů, které se již vrátily. Tento způsob používá například protokol OSPF, který 
bude popsán níže. 
 Záplavový algoritmus je využíván ve chvílích, kdy je potřeba nějakou informaci přeposlat co 
nejrychleji po celé síti. Není-li to však nutné, je tento algoritmus nehospodárný, a tedy nepreferovaný. 
2.2.2.3 Distribuované směrování 
Tato metoda směrování je velmi robustní a schopná vyrovnat se i s velmi rozsáhlými sítěmi. 
Důkazem může být to, že na tomto přístupu je postaven Internet. Změny v síti jsou předávány od 
směrovače ke směrovači, a tak se informace o změnách šíří celou sítí postupně. Ke směrovačům více 
vzdáleným od změny se informace dostává později, což ovšem nevadí, protože touto změnou 
nebývají ovlivněny zdaleka tolik jako směrovače v bezprostřední blízkosti změny. 
 Jednotlivé přístupy a mechanismy této metody se výrazně liší podle toho, jaký protokol je 
realizuje. Proto jsou tyto přístupy podrobněji popsány až v následující kapitole o směrovacích 
protokolech. Typickými zástupci jsou OSPF, RIP a BGP. 
2.2.2.4 Hierarchické směrování 
 „Řeší problém rozlehlých sítí a neúměrné velikosti směrovacích informací tím, že autonomní systém 
rozdělují do několika relativně samostatných oblastí (area). Záplavové informace o změně v topologii 
sítě se šíří pouze v rámci oblasti. O výměnu souhrnných informací mezi oblastmi se starají hraniční 
směrovače (propojující jednotlivé oblasti mezi sebou). Jedna oblast tedy dostává o ostatních oblastech 
pouze souhrnné informace (s agregovanými prefixy). Tento způsob nabízí např. protokol OSPF.“ [9] 
2.3 Směrovací protokoly 
Směrovací protokoly zajišťují předávání směrovacích informací mezi směrovači. V této podkapitole 
jsou popsány nejvýznamnější protokoly a také některé pomocné protokoly, bez kterých by směrování 
nemohlo fungovat. 
 Důležitým pojmem, který byl již zmíněn a bude zmíněn i v této kapitole, je tzv. autonomní 
systém. „Autonomním systémem (AS) se nazývá nezávislá samostatně fungující část Internetu, 
nejčastěji to bývá síť jedné firmy, jejíž vnitřní struktura je zvenku neviditelná či nepodstatná, funguje 
samostatně jako celek a na své periferii je propojena s dalšími autonomními systémy. Každý 
autonomní systém v Internetu má přiděleno unikátní číslo ASN - Autonomous System Number.“ [10] 
2.3.1 RIP (Routing Internet Protocol) 
Protokol RIP je prvním ze směrovacích protokolů, který se udržel až do dnešních dnů. Jako jeden 
z prvních protokolů má své nedostatky, ale stále je využíván v sítích menších rozsahů, ve kterých 
může se svými parametry plnit směrovací úkoly. Jedná se o protokol směrující v rámci jednoho 
autonomního systému. 
 Protokol RIP považuje za metriku počet směrovačů mezi zdrojem a cílem. Minimální metriku 
tak mají přímé spoje, zatímco maximální metrika, tedy počet směrovačů v cestě, je 15. Metrika 
s hodnotou 16 znamená, že cesta je nepoužitelná z důvodu nedosažitelnosti cíle.   
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Směrovače fungující na protokolu RIP odesílají směrovací informace všem okolním 
směrovačům v intervalu 30 sekund. K přenosu směrovacích tabulek se používá transportní protokol 
UDP, tedy nespojovaná služba. To znamená, že není nijak zaručeno, že směrovací tabulka z jednoho 
směrovače dorazí ke druhému směrovači. Jako nedostupný je označen směrovač, od kterého 
nepřichází směrovací informace po dobu 180 sekund. Neaktualizovaná trasa je označena za 
neplatnou, respektive je vymazána ze směrovací tabulky po uběhnutí 240 sekund. 
 Nevýhodou, kromě pomalého rozšíření směrovacích informací mezi všechny směrovače, je 
také značné zatížení sítě způsobené tím, že si směrovače posílají celé směrovací tabulky.  
2.3.2 OSPF (Open Shortest Path First) 
OSPF je protokol, který je hojně využíván v celém internetu, protože se dokáže velmi dobře vyrovnat 
s rozsáhlými sítěmi, dokáže rozkládat zatížení linky a rychle se přizpůsobovat změnám v topologii 
sítě i změnám ve vytížení linky. 
 Každý směrovač rozesílá své směrovací informace, kdykoli zjistí nějakou změnu v topologii 
sítě, např. zatížení linky či výpadek jiného směrovače. Nedochází-li k žádným změnám, rozesílá 
směrovač své informace každých 30 minut. Směrovací informace se šíří záplavově. Součástí 
odesílaných směrovacích informací jsou stavy všech linek, tj. všech rozhraní. Po přijetí všech 
směrovacích informací mají všechny směrovače stejnou databázi směrovacích informací, a tak 
všechny vědí, jak vypadá topologie sítě. 
 Jakmile je naplněna databáze směrovacích informací, aplikuje směrovač nad databází 
Dijkstrův algoritmus, neboli SPF algoritmus. Tento algoritmus eliminuje cykly ve směrovací databázi 
díky tomu, že zná jedinečná číselná označení všech směrovačů. Zároveň algoritmus zjistí nejkratší 
cesty mezi jednotlivými uzly. Nejkratší cestou je myšlena cesta s nejnižší metrikou. Na základě 
výstupu algoritmu se vytvoří směrovací tabulka, na jejímž základě pak směrovač pracuje. Ve chvíli, 
kdy budou dvě různé cesty mezi směrovači ohodnoceny stejnou metrikou, budou obě cesty 
zaznamenány ve směrovacích tabulkách směrovačů. To umožňuje jednu z největších výhod tohoto 
algoritmu, totiž rozkládání zátěže jednotlivých linek tak, že se velký provoz mezi dvěma směrovači 
rozdělí a pošle po dvou různých, ale stejně ohodnocených linkách. Tímto způsobem lze regulovat 
zatížení sítě. 
 Protokol OSPF se využívá pro komunikaci uvnitř autonomního systému. Lze jej dobře použít 
pro dynamické směrování v rámci rozsáhlých sítí díky jeho schopnosti přizpůsobit se rychle změnám 
topologie a možnosti rozdělit velký datový tok na více různých linek, čímž reguluje zátěž na síti.  
2.3.3 BGP (Border Gateway Protocol) 
Zatímco protokoly RIP a OSPF zajišťují směrování v rámci autonomního systému, díky protokolu 
BGP je možné směrovat na vyšší úrovni, tedy mezi AS. Je to základ propojení různých sítí, například 
různých poskytovatelů. 
 Směrovače BGP slouží jako vstupní/výstupní uzly autonomních systémů. Komunikace dvou 
počítačů z různých autonomních systémů probíhá tak, že v jednom AS se posílané pakety přepošlou 
na výstupní bránu z AS, což je zároveň BGP směrovač, který ve své směrovací tabulce nalezne, 
kterou cestou paket poslat, aby dorazil k cíli. Tento paket je posléze přeposlán k dalšímu BGP 
směrovači, který bude zároveň vstupním uzlem pro cílový AS. Odtud už se paket přepošle přes 
směrovače uvnitř AS na cílový počítač. 
 Požadavky na tyto směrovače jsou poněkud specifičtější než požadavky na směrovače uvnitř 
AS. Směrovací tabulky tu obsahují stovky tisíc záznamů, takže je velice neefektivní posílat směrovací 
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tabulky z jednoho směrovače na druhý. Kromě vzdálenosti mezi směrovači je třeba zohledňovat cenu 
spojení a další pravidla závisející na zdroji a cíli datového přenosu, seznamu tranzitních AS atd. 
 Vzhledem k objemu směrovacích tabulek funguje komunikace mezi BGP směrovači jinak než 
u dříve zmíněných protokolů. „BGP směrovače si neudržují pouze adresu dalšího směrovače, přes 
který se lze dostat k cílovému uzlu, ale také čísla autonomních systémů, přes které cesta prochází. To 
umožňuje efektivnější vytváření nejlepších cest (agregování cest apod.).“ [11] K výměně směrovacích 
informací dochází pouze ve chvíli, kdy dojde k nějaké změně. V tu chvíli se odešle zpráva o změně 
směrovací tabulky, ale nepošle se celá tabulka. Směrovače si na základě zprávy upraví pouze jeden 
daný záznam v tabulce. Nedochází dokonce ani k žádné periodické kontrole směrovacích informací, 
která by opět zbytečně zatěžovala síť. 
 Komunikace BGP směrovačů probíhá na spojované službě TCP, takže je spolehlivá, a pokud 
je zpráva nedoručitelná, je o tom odesílající směrovač informován 
 Z výše uvedených podkapitol je patrné, že směrování v Internetu je zajišťováno velkým 
množstvím zařízení, která spolu komunikují pomocí různých protokolů, vždy podle toho, jak je to 
které zařízení umístěno v síti, čili zda se jedná o výstupní bránu domácí sítě nebo jde o páteřní router 
na americko-evropské lince apod. Ať je zařízení umístěno kdekoli, každé musí pro každý paket 
vykonat operaci, při které zjistí, kam odeslat přijatý paket. Touto operací je právě vyhledání 
nejdelšího shodného prefixu. 
2.4 Adresování v internetu 
Tato kapitola rozepisuje standardy IPv4, IPv6 a CIDR, které jsou využívány pro adresování 
v internetu. Ke každému z nich je uveden důvod zavedení, základní vlastnosti standardu a další 
informace.  
 Existují i adresy, které neurčují jeden konkrétní počítač, ale nějakou množinu počítačů. Jedná 
se o tzv. broadcast (všeobecná adresa), což je adresa všech okolních počítačů. Toto je adresa, na 
kterou se posílají data například v záplavovém algoritmu. Místo toho, aby se odeslaly pakety 
jednotlivě na všechny počítače, tak se odešlou jen na tuto jednu adresu, čímž se „vygenerují“ zprávy 
pro všechny. Druhou speciální adresou je tzv. multicast (skupinová adresa), která funguje podobně 
jako broadcast, ale data se odesílají jen počítačům, které z dané multicastové adresy odebírají pakety, 
tj. jsou členy skupiny. 
2.4.1 IPv4 
Protokol, který je hojně využíván i v dnešní době, i když jeho adresové prostory jsou již na hranici 
vyčerpání. IPv4 používá k adresování čtyřbytové číslo, kde jsou jednotlivé byty odděleny tečkou. 
Obvykle se zapisují v desítkové soustavě. 
 IP adresa obsahuje tři části, a to adresu sítě, adresu podsítě a adresu konkrétního počítače či 
zařízení. Tento protokol je uzpůsoben právě tak, aby se co nejlépe a nejrychleji směrovalo. Protože 
internet je složen z mnoha sítí, tak se mezi jednotlivými sítěmi směruje podle první části tak, aby se 
paket dostal do své cílové sítě. Ve chvíli kdy se dostane do této sítě, je směrován jen podle adresy 
podsítě, a v ní pak již přímo ke konkrétnímu počítači. Původně se dokonce vůbec neuvažovalo 
o podsítích, ale nárůst potřeby většího počtu adres způsobil, že část pro počítač byla rozdělena na 
podsíť a počítač. 
 „Hranici mezi adresou podsítě a počítače určuje maska podsítě (subnet mask). Jedná se 
o 32bitovou hodnotu zapisovanou stejně jako IP adresa. V binárním tvaru obsahuje jedničky tam, kde 
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se v adrese nachází síť a podsíť, a nuly tam, kde je počítač. Maska podsítě je společně s IP adresou 
součástí základní konfigurace síťového rozhraní, často se předává protokolem DHCP.“ [9]  
 Pro adresu skupiny C vypadá aplikace síťové masky na adresu takto: 
 193.179.20.2 // adresa 
 255.255.255.0 // maska 
 193.179.20.0 // výsledek logického součinu adresy a masky – tedy adresa sítě. 
 Původně byly IP adresy rozděleny do skupin podle počátečních bytů. Zatímco skupina A má 
velmi omezený počet sítí, stanic v jedné síti může být více než 16 miliónů. Na druhou stranu skupina 
C poskytuje velké množství sítí s relativně malým počtem stanic v jedné z nich. Skupiny jsou 
rozepsány v tabulce na obrázku 4 [12].  
 
Obrázek 4: Třídy IP adres [12] 
Ovšem i taková malá síť umožnila připojit 256 stanic, což je stále zbytečně moc například pro 
domácí síť. Proto se hledaly další způsoby, jak zajistit, aby se použitelnými adresami tolik neplýtvalo. 
Jednou z možností bylo již zmíněné využití podsítí. Další možností byl dříve popsaný systém 
překladu adres (NAT), který je využíván dodnes. Další dosud využívaný způsob beztřídního 
adresování (CIDR) bude popsán v následující podkapitole. 
2.4.2 CIDR 
Protože systém tříd, kdy je pevně stanoven počet bitů pro určení sítě a pevně stanoven počet bitů pro 
určení stanice, byl příliš hrubý a docházelo ke zbytečnému plýtvání adresami, vznikl systém CIDR, 
který umožnil umístit předěl mezi označením sítě a stanic na libovolné místo.  
Maska adresy se pak mění podle toho, kolik bitů je potřeba na určení sítě a kolik na určení 
adresy. Podoba masky sítě se tak začala zapisovat jako číslo v rozsahu 0-31 za lomítko za adresou. 
Číslo určuje, kolik bitů adresy označuje adresu sítě, zbytek je pak určen na označení stanice. Typický 
zápis je například 192.168.16.0/20.  
 Tento způsob adresování omezil plýtvání adresami, ale neodstranil plýtvání úplně. Pro 
domácí síť, která má obsahovat dohromady 2 počítače už sice není potřeba využít adresy třídy C 
a zablokovat tak 256 adres, ale přesto nelze sestrojit síť jen pro 2 adresy. Bude potřeba síť s maskou 
30, čímž se zablokují 4 adresy. Při adresování CIDR je potřeba vždy pamatovat na to, že kromě 
počítačů v síti musí být minimálně jedna adresa vyhrazená pro výstupní bránu (typicky nejnižší 
z možného rozsahu adres) a také jedna adresa pro broadcast v rámci sítě (typicky nejvyšší z možného 
rozsahu). 
Příklad opět uvedu ze zdroje [12]. Jedná se o síť s adresou 192.168.5.12/30. Maska je binárně 
zapsána jako 11111111.11111111.11111111.11111100, takže se adresa může měnit jen v posledních 
dvou bitech. Tato síť tedy může obsahovat dva počítače. Rozložení adres je vidět na obrázku 5 [12]. 
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Obrázek 5: Rozložení adres v síti s adresou 192.168.5.12/30 [12] 
Systém CIDR sice oddálil využití všech adres verze 4, ale přesto bylo jasné, že bude potřeba 
najít další způsob adresování, který poskytoval velké množství adres. Takové východisko poskytl 
standard IPv6 popsaný na následujících řádcích. 
2.4.3 IPv6 
Tento standard poskytuje východisko z nedostatku adres pro všechna síťová zařízení připojená do 
sítě. Rozšiřuje adresu standardu verze 4 o dalších 12 bytů adresy, která tak má 16 B, což dává 
možnost velkého množství adres. 
 Adresa se zapisuje hexadecimálně jako dvojice bytů oddělených dvojtečkami. Typickým 
příkladem adresy je 2001:0718:1c01:0016:0214:22ff:fec9:0ca5. Úvodní nuly v každé dvojici bytů je 
možné vypustit, takže tato adresa může být přepsána jako 2001:718:1c01:16:214:22ff:fec9:ca5.  
 Nulové byty adresy je možné vypustit a nahradit je „čtyřtečkou ::“. Toto zkrácení je možné 
využít v každé adrese pouze jednou, protože jinak by nebylo možné posoudit, kde se má kolik bytů 
nul doplnit. Máme-li tedy adresu 2001:0000:0000:0000:0214:0000:0000:0ca5, můžeme ji zkrátit na 
2001::0214:0000:0000:0ca5. Zatímco při vědomí, že celá adresa má 16 B, víme, že za „::“ musíme 
doplnit 6 B nul. 
 IPv6 definuje tři typy adres. Prvním je unicast, adresa jednoho konkrétního síťového rozhraní, 
například počítače. Druhý typ adresy je multicast, zavedený již v IPv4, umožňující adresovat skupinu 
síťových zařízení. Takovýto paket se doručuje každému členovi skupiny. Posledním typem adresy je 
tzv. anycast. Opět se jedná o adresu skupiny nějakých zařízení, ale paket s adresou anycast dostává 
pouze nejbližší člen dané skupiny. 
 „IPv6 neobsahuje všesměrové (broadcast) adresy. Byly nahrazeny obecnějším modelem 
skupinových adres a pro potřeby doručení dat všem zařízením připojeným k určité síti slouží speciální 
skupinové adresy (např. ff02::1 označuje všechny uzly na dané lince).“ [9] 
 Standard IPv6 nově zavádí koncepci dosahu adresy. Adresa je pak jedinečná pouze v rámci 
svého dosahu. Typicky je možné mít dosah přes celý Internet. 
Důležité adresy, respektive jejich prefixy jsou vypsány v tabulce z [9]. Ostatní adresy jsou 
individuální globální. Číslo za lomítkem u adresy je již známá síťová maska. 
Prefix Význam 
         ::/128 Dosud neurčená adresa 
       ::1/128 Smyčka (loopback) 
 ff00::/8 Skupinová 
 fe80::/10 Individuální lokální adresa 
Tabulka 1: Významné adresy standardu IPv6 [9] 
 Na IPv6 je pro tuto práci velmi důležitý velký nárůst délky adresy, která se zvětšila 4x, a tak 
výrazně zvýšila nároky na směrovače a na jejich algoritmy k vyhledávání nejdelšího prefixu. 
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3 Vyhledávání nejdelšího shodného 
prefixu 
Tato kapitola pojednává o klasifikaci paketů a rozděluje ji na filtrování paketů a na směrování paketů 
po síti. Pokračuje definicí problému LPM (Longest Prefix Match) a popisem datových struktur 
a algoritmů, které tento problém pomáhají řešit. 
3.1 Klasifikace paketů 
Základní operací pro jakoukoli další práci s paketem je jeho klasifikace. Jedná se o operaci, kdy je 
paket konfrontován s množinou klasifikačních pravidel a cílem operace je nalézt pravidlo, které 
nejpřesněji odpovídá zadanému paketu. Klasifikace je prováděna v rámci jakékoli operace s paketem, 
ať už se jedná o směrování, filtrování, zajištění bezpečnosti či management sítě a s tím související 
zabezpečení kvality služeb (QoS). 
Vstupními daty pro klasifikaci paketů jsou vstupní množina klasifikačních pravidel 
a klasifikovaný paket, respektive údaje z jeho hlavičky. Základními údaji, které se využívají při 
klasifikaci paketů, jsou zdrojová a cílová IP adresa, komunikační protokol a port.  
 Každý procházející paket je porovnáván se všemi klasifikačními pravidly a jsou vyhledána 
všechna pravidla, která danému paketu vyhovují. Jestliže je takových vyhovujících pravidel více, je 
aplikováno pravidlo s největší prioritou.  
 Činnost, která bude s paketem na základě pravidla vykonána, závisí na tom, kvůli které úloze 
byla klasifikace prováděna. Může se jednat o zamítnutí/povolení průchodu paketu na firewallu, nebo 
může být paket přeposlán na další směrovač v případě směrovaní. Kromě toho může být samozřejmě 
zalogován. 
 Problém klasifikace paketů je možno řešit několika různými způsoby. Byla vyvinuta speciální 
hardwarová zařízení, která poskytují větší výkon při klasifikaci paketů. Jedná se o tzv. ternární 
asociativní paměti TCAM. Druhým způsobem je hledání efektivnějších algoritmů, které zvládnou 
vykonat potřebné úlohy co nejrychleji za využití v současnosti dostupných hardwarových prostředků. 
Často využívaný algoritmický způsob je tzv. dekompoziční metoda, která se skládá ze dvou kroků – 
nalezení nejdelšího shodného prefixu pro každé pole z hlavičky paketu a posléze nalezení 
vyhovujícího pravidla na základě nalezeného prefixu. 
 Tato metoda má velký potenciál, neboť využívá toho, že jednotlivá pole hlavičky paketu jsou 
na sobě vzájemně nezávislá, takže je možné je zpracovávat paralelně ve stejném čase v různých 
hardwarových obvodech. To poskytuje velikou časovou úsporu a ukazuje, že je třeba co nejrychleji 
nalézt nejdelší shodný prefix. 
Základními úlohami, pro které se klasifikace paketů provádí, je směrování a filtrování. Tato 
práce se věnuje využití právě ve směrování, kterému je věnována 3. kapitola, takže teď jen stručně 
k filtrování. Filtrování paketů je jeden z prvních způsobů zabezpečení počítačové sítě. Tuto funkci 
zastává zařízení nazvané firewall, ať už softwarový – programový, nebo specializované hardwarové 
zařízení. Úkolem firewallu je chránit koncový počítač nebo lokální síť před čímkoli, co by mohlo tuto 
síť ohrozit. Aby mohl firewall správně fungovat, musí mít dobře nastavenou množinu pravidel, podle 
kterých bude vyhodnocovat, jak se zachovat k příchozím i odchozím paketům. Firewall má tedy 
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stejně jako směrovač vlastní množinu pravidel. S touto množinou pravidel porovnává hlavičku 
každého procházejícího paketu. Jedná se v podstatě o klasifikaci paketů – nalezne nejdelší shodný 
prefix pro zdrojovou a cílovou adresu a zjistí, jak se má k danému paketu zachovat. Firewall má 
jednodušší práci v tom, že na rozdíl od směrovače, který určuje, na který ze sousedních směrovačů 
má paket poslat, firewall pouze určuje, zda je paket žádoucí, nebo ne. V případě, že není paket 
žádoucí, firewall jej nepustí dál a „zahodí“ jej. Firewally plní také složitější úlohy a síť chrání 
komplexnějšími metodami. 
3.2 Nejdelší shodný prefix (LPM) 
Nejdelší shodný prefix je takový vzor z určité množiny vzorů, který má k odpovídající zadané 
předloze nejdelší identický začátek. V případě vyhledávání prefixů na množině IP adres se zadaný 
vzor neporovnává s adresou samotnou, ale s logickým součinem adresy a příslušné síťové masky. 
Ve směrovací tabulce je velké množství záznamů, z nichž každý specifikuje nějakou cílovou 
síť. Ovšem jednotlivé záznamy směrují na různé sítě, ale tyto sítě mohou mít podobné adresy. To 
znamená, že je potřeba zjistit, který záznam nejpřesněji odpovídá vyhledávané cílové adrese. 
Nejspecifičtější záznam se pozná podle toho, že má největší počet bitů adresy sítě shodný s cílovou 
adresou paketu. 
 Příklad uvedu z [13]. Mějme dva záznamy ve směrovací tabulce: 
 192.168.20.16/28 
192.168.0.0/16 
 Máme-li vyhledat nejdelší shodný prefix pro adresu 192.168.20.19, vidíme, že oba dva 
záznamy odpovídají a ukazují na stejnou síť. Ovšem přesnější shodu adresy, díky větší síťové masce, 
má záznam číslo 1. 
 S rostoucí rychlostí přenosových linek a s rostoucím množstvím přenášených paketů jsou 
nyní na každý směrovač kladeny velké požadavky na rychlost přeposílání paketů. Aby žádný paket 
nezůstal zapomenut v nějakém směrovači, je nezbytně nutné odeslat paket na správné místo dříve, 
než dorazí paket následující.   
 „Vezmeme-li v úvahu tyto nároky na rychlost, nejkratší Ethernet paket o délce 64B 
a definované mezipaketové mezery, vychází nám následující požadavky na počet vyhledání 
a klasifikaci za vteřinu:“ [14] 
Síťová technologie  Počet paketů za vteřinu Doba zpracování paketu 
    1 Gb/s     1 488 095 672      ns 
  10 Gb/s   14 880 950   67,2   ns 
  40 Gb/s   59 523 800   16,8   ns 
100 Gb/s 148 809 500     6,72 ns 
Tabulka 2: Porovnání nutné rychlosti přeposlání paketu [14] 
 Vyhledání nejdelšího shodného prefixu je ta část práce směrovače, která je výpočetně 
nejnáročnější a zároveň nejdůležitější z pohledu doručení paketu ke správnému cíli. Jakým způsobem 
je možné co nejrychleji najít nejdelší shodný prefix, závisí na způsobu uložení dat ve směrovači a na 
metodě vyhledávání v této datové struktuře. 
 Velké navýšení požadavků na směrovače a jejich rychlost vyhledávání správných cílů má na 
svědomí přechod na standard IPv6, který může výrazně zvýšit dobu vyhledávání každé jedné adresy. 
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Proto je důležité nalézt co nejlepší struktury a algoritmy pro vyhledávání nejdelších shodných prefixů 
i pro variantu dlouhých adres jednotlivých zařízení. 
3.3 Datové struktury pro ukládání směrovacích 
informací 
Základní strukturou by mohla být tabulka, jenže pokud by se prohledávala sekvenčně od začátku do 
konce (poslední hodnota je defaultní, takže směrovač vždy najde cíl), bylo by to příliš časově 
náročné. V nejhorším případě až O(N). Níže je popsána nejpoužívanější struktura pro směrovače, a to 
struktura trie spolu s několika modifikacemi a optimalizacemi. 
3.3.1 Struktura trie 
Tato struktura je někdy nazývána prefixový strom. Algoritmus využívá strukturu stromu k tomu, aby 
přímo do ní ukládal informace. Kořenový uzel tohoto prefixového stromu odpovídá univerzálnímu 
prefixu „any“ (*; 0.0.0.0/0), který vyhovuje libovolné cílové adrese. Každý uzel obsahuje ukazatele 
na dva uzly, kde jeden ukazatel reprezentuje 0 a druhý 1. Kromě ukazatelů na své dva synovské uzly 
obsahuje každý uzel už jen informaci, zda obsahuje platný prefix nebo ne. 
 V průběhu výpočtu se zpracovává hledaný prefix po bitech od nejvýznamnějšího. Podívá se 
na první bit, a posune se na uzel podle příslušného ukazatele. Tam se podívá na další bit a opět určí, 
kterou větví stromu bude pokračovat. V průběhu vyhledávání je v paměti uchováván pouze poslední 
nalezený nejdelší prefix, a ten je také vrácen po ukončení vyhledávání. Výpočet algoritmu je ukončen 
ve chvíli, kdy byl zpracován poslední bit vstupního řetězce, nebo když není možné dalším bitem 
pokračovat dál stromem, protože příslušný podstrom neexistuje. 
 Výhodou algoritmu je jednoduchá struktura a rychlá aktualizace vyhledávaných prefixů. 
Jednou nevýhodou je vysoká paměťová složitost, kterou způsobují ukazatele na následující uzly. 
Další nevýhodou je nejhorší možný počet náhodných přístupů do paměti, a to 32 pro IPv4, tj. lineární 
s délkou používaných prefixů.  
 Tento algoritmus se kvůli svým nevýhodám v praxi téměř nepoužívá, na druhou stranu však 
jednoduchost tvorby datové struktury a způsob zpracovávání vstupního prefixu inspiruje několik 
dalších algoritmů, které jsou popsány níže.  
 
Obrázek 6: Struktura Trie [16] 
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3.3.2 Controlled Prefix Expansion (CPE) 
Tento algoritmus využívá strukturu Trie. Zatímco algoritmus Trie zpracovává vstupní prefix po 
jednom bitu a každý uzel reprezentuje právě jeden následující bit, algoritmus CPE vylepšuje Trie tím, 
že zároveň zpracovává větší množství bitů, tzn. že každý uzel má tzv. střídu. Tím se vyhledání 
příslušného prefixu zrychluje, a to úměrně ke střídě. Nicméně příliš vysoká střída má ovšem tu 
nevýhodu, že zbytečně plýtvá pamětí. „Problém nastává s prefixy, které nemají stejnou délku jako 
násobek střídy. Proto jsou všechny prefixy rozšířeny na délku, která odpovídá násobku střídy. Ku 
příkladu při střídě 4 a prefixu 10*, který má délku 2, rozšíříme tento prefix na délku 4: 1000, 1001, 
1010, 1011. Pokud již existuje skutečný prefix shodný s nějakým z expandovaných prefixů, 
použijeme skutečný prefix namísto expandovaného.“ [16] 
 Každý uzel stromu obsahuje dvě pole, jejichž velikost závisí na střídě uzlu. První slouží pro 
uložení prefixů příslušné délky a jeho velikost je 2n, kde n je střída. Druhé pole je stejně velké 
a slouží pro určení následných uzlů. Zatímco u struktury Trie měl každý uzel maximálně dva 
následníky, uzel CPE může mít následníků až 2n. Jestliže v poli na pozici binárního klíče není žádná 
hodnota, dochází k plýtvání pamětí. Proto byl tento algoritmus ještě rozšířen o paměťovou 
optimalizaci, která je zajištěna metodou leaf pushing. 
 Tato metoda zajišťuje, že místo dvou polí se využije jen jedno společné, ve kterém je na 
každé pozici uložena buďto hodnota prefixu, nebo odkazu na další uzel. „Z této úpravy vyplývá, že 
prefix délky stejné jako násobek střídy, bude uložen v následujícím uzlu s plnou expanzí.“ [16] 
 Výhodou algoritmu je vyšší rychlost, respektive nižší množství přístupů do paměti, což je 
způsobeno zpracováváním několika bitů zároveň. Nevýhodou pak je nepřiměřené plýtvání pamětí, 
které se projevuje až při zpracovávání většího množství prefixů. Jednoduchý strom CPE pro uzly se 
střídou 3 je na obrázku 7. Obrázek obsahuje také převedení tohoto stromu na ekvivalentní strom 
využívající metodu leaf pushing. 
 
Obrázek 7: CPE bez leaf pushingu a s leaf pushingem [16] 
3.3.3 Lulea Compressed Tries 
Tato metoda je opět založena na struktuře Trie. Navazuje na metodu CPE a pokračuje v její snaze 
maximálně snížit spotřebu paměti. Stejně jako metoda CPE zpracovává více bitů najednou, což 
udržuje její rychlost na stejné úrovni, ale dále optimalizuje práci s pamětí. Jejím smyslem je ukládat 
všechny elementy se stejnou hodnotou pouze jednou. Tím se výrazně zredukuje množství uložených 
dat v jednotlivých uzlech, a tím i celkové paměťové nároky. 
 Nevýhodou algoritmu CPE bylo, že ve chvíli, kdy měl prefix délku shodnou s násobkem 
střídy, uložil se tento prefix v dalším uzlu na 2n pozic. „Proto u algoritmu Lulea vznikla nová část, 
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která má podobu bitmapy, kde si poznačujeme, odkud začíná uložení prefixu, a dále na jakých 
pozicích v uzlu je tento prefix platný. Přičemž první pozici, odkud je prefix uložen, označíme 
v bitmapě jako „1“ a ostatní pozice platné pro tento prefix jako „0“. Tím docílíme toho, že je prefix 
uložen v poli prefixů pouze jednou (v různých případech může být i vícekrát), ale přes bitmapu 
můžeme dohledat celou jeho platnost.“ [16] 
 Tato metoda začíná vyhledávání stejným způsobem jako Trie nebo CPE. Nicméně zásadním 
rozdílem je, jak vyhledávání v této metodě vyhodnocuje výsledek. Pokud je na místě, kde 
vyhledávání skončilo, uložen prefix, pak se jako výsledná hodnota vrací tento prefix. Pokud ale na 
tomto místě prefix není, ale je na příslušném místě v bitmapě 0, pak se vracíme bitmapou zpět tak 
dlouho, dokud nenarazíme na 1, která určuje, že prefix na odpovídající pozici v poli prefixů je ten, 
který byl platný i v místě, kde vyhledávání skončilo, a je tedy vrácen tento. 
Výhodou jsou nižší paměťové nároky, zatímco nevýhodou je dlouhá doba přidání nového 
prefixu do struktury. 
3.3.4 Tree Bitmap 
Také tento algoritmus je založen na stromové struktuře, i když je oproti původnímu Trie složitější. 
Tato složitost se vyplácí po všech stránkách. TreeBitmap je jednak rychlejší při vyhledávání, 
potřebuje méně přístupů do paměti a také má nižší paměťové nároky díky potřebě nižšího počtu 
ukazatelů. 
 Je to další z algoritmů, které zpracovávají více bitů najednou. V praxi to vypadá tak, že jeden 
uzel stromu tohoto algoritmu je ekvivalentem několika uzlů algoritmu Trie. Kolik bitů se bude 
zároveň zpracovávat, je otázkou nastavení příslušného parametru. Tento parametr ovlivňuje také 
množství následníků uzlu. Pro zadanou hodnotu střídy n platí, že uzel algoritmu TreeBitmap 
zastupuje n uzlů struktury Trie a zároveň má maximálně 2n následníků. 
 Hlavní myšlenkou tohoto algoritmu je, že všechny uzly následující za současným jsou 
uloženy v paměti za sebou, a lze je tedy zpracovávat postupně bez nutnosti přistupovat do paměti 
náhodně. Díky tomu stačí pro každý uzel pouze jeden ukazatel, který ukazuje na první uzel. Pak se 
lze k ostatním dostat pomocí offsetu v rámci interní bitmapy. Tento princip výrazně snižuje počet 
přístupů do paměti, a tím celý algoritmus urychluje. Obrázek 8 [17] ukazuje, jak vypadá stromová 
struktura pro střídu nastavenou na 3. 
 Algoritmus využívá dvou bitmap. Interní bitmapa slouží pro popis platných prefixů uvnitř 
uzlu a její velikost je 2n-1. Externí bitmapa udržuje informace o existenci, respektive neexistenci 
následníků daného uzlu. Následníků uzlu může být až 2n. 
 Obě bitmapy fungují na stejném principu. Obsahují „1“ na pozici, jejíž offset odpovídá 
existujícímu platnému prefixu nebo existujícímu podstromu. Stejně jako s uzly lze tedy předpokládat, 
že i prefixy uložené v rámci jednoho uzlu jsou uloženy za sebou, a stačí tedy pouze jeden odkaz na 
první z nich, protože je možné pozice ostatních dopočítat. 
 Vyhledávání začíná jako u každého stromového algoritmu v kořenovém uzlu. Podle zadaného 
parametru zpracováváme bity. Ze zpracovávaných bitů získáme hodnotu, kterou použijeme jako 
index do externí bitmapy. Jestliže na dané pozici je „1“, pak víme, že požadovaným směrem je další 
podstrom a výpočet bude moci pokračovat. K posunu na další uzel je potřeba znát offset, který 
spočítáme jako počet jedniček v externí mapě, které předcházejí námi nalezenou hodnotu. Než se 




Obrázek 8: Stromová struktura TreeBitmap [17] 
Tento algoritmus je momentálně jeden z nejpoužívanějších. Zasloužil se o to především díky 
svojí jednoduchosti a rychlosti. Při vhodně zvoleném parametru n má relativně malé paměťové 
nároky a je rychlý. Další nespornou výhodou je relativně snadná hardwarová implementace, která 
umožňuje provádět výpočet výrazně rychleji. 
3.3.5 Shape Shifting Tree 
Tento algoritmus vychází z výše zmíněného Tree Bitmap a dále vylepšuje jeho paměťovou náročnost 
i rychlost vyhledání prefixu. Nevýhodou TreeBitmap je to, že stromy mají většinou některou cestu 
silně rozvětvenou a ostatní cesty jsou velmi přímé. Právě na přímých cestách dochází k největšímu 
plýtvání pamětí.  
Struktura SST je stále stejná, jen přibývá další bitmapa, která kóduje tvar trie pod daným 
uzlem. To umožní ještě efektivnější rozložení uzlů v paměti, kdy se podle tvaru uzlů zvolí ideální 
zakódování. Omezí se tak dlouhé nevětvené cesty, které plýtvají pamětí, a budou se upřednostňovat 
rozvětvené stromy. Díky využití tvarové bitmapy je využito 100 % alokované paměti. Velikost 
jednotlivých uzlů se ze stejného důvodu mírně zvýší, ale množství uzlů klesne, čímž je dosaženo další 
úspory paměti.  Tento algoritmus také zvyšuje rychlost prohledávání, protože omezuje hloubku 
stromu, takže vyhledání prefixu je opět zkráceno.  
 Na druhou stranu je tento algoritmus poměrně náročný na implementaci. Také přidání nového 
prefixu do stromu, a tím i možná reorganizace celého stromu je časově náročná. 
 Jak již bylo zmíněno, algoritmus využívá kromě interní a externí bitmapy také bitmapu 
tvarovou. Interní a externí bitmapy mají stejný tvar i využití jako u algoritmu TreeBitmap, a proto se 
jimi nebudeme zabývat.  
 Uzly této struktury mají různé tvary, a proto je důležité si uvědomit, že se uzly ukládají do 
paměti v pořadí breadth-first. Uzel, který obsahuje K uzlů trie, má tvarovou bitmapu velikosti 2K. 
Tvorba tvarové bitmapy spočívá v tom, že každý uzel trie, který nemá v rámci SST uzlu žádného 
potomka, dostane dva fiktivní potomky. Uzel, který má jednoho reálného potomka, dostane jednoho 
fiktivního. Poté procházíme uzly v pořadí breadth-first a do bitmapy zapisujeme „1“ pro skutečný 
uzel a „0“ pro fiktivní. 
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Obrázek 9: Struktura SST [17] 
Rozdělení struktury trie na uzly SST lze provést několika způsoby, je ale důležité si uvědomit 
základní kritéria, která je třeba při tvorbě SST stromu dodržet. Jednak je vhodné udržet co nejmenší 
výšku stromu a jednak zajistit co nejmenší počet uzlů stromu. Tyto dvě podmínky však stojí proti 
sobě, a tak je nutné najít nějaký rozumný kompromis mezi nimi. K vytvoření SST stromu je nutné 
projít strukturu trie minimálně dvakrát. Při prvním průchodu (nejlépe post-order) se zjistí umístění 
uzlu a jeho kontext s okolím, při druhém průchodu se pak jednotlivé uzly struktury trie rozmístí do 
jednotlivých uzlů SST stromu. 
Vyhledávání v SST stromu je poměrně náročné na implementaci, především kvůli nutnosti 
správně dekódovat tvarovou bitmapu. Tento postup je popsán v [17]. 
Tento algoritmus je jeden z mála, které jsou diskutovány i s ohledem na jejich přínos pro 
vyhledávání prefixů ve standardu IPv6. Další možností je přepínání mezi tímto algoritmem 
a TreeBitmap na základě předchozí analýzy, která určí, který algoritmus bude efektivnější. 
3.4 Další algoritmy 
3.4.1 Binární vyhledávání na intervalech 
Tento algoritmus vidí tabulku prefixů jako množinu rozsahů. Jak je vidět na obrázku 10 [16], 
jednotlivé prefixy mohou být vzájemně vnořené. Cílem algoritmu je nalézt nejužší interval ze všech, 
do kterých patří.  
 
Obrázek 10: Binární vyhledávání na intervalech [16] 
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Databázi prefixů můžeme převést na sadu intervalů, ze které je pak možné vyrobit seřazenou 
tabulku, která vyhledávání usnadní. K vytvoření intervalu se využívá expandování prefixu na určený 
počet bitů, kdy je začátek intervalu určen prefixem rozšířeným o „0“ až na danou délku a konec 
intervalu je označen jako prefix rozšířený o „1“ na danou délku. Intervaly, které byly takto vytvořeny, 
jsou poté vzestupně seřazeny do tabulky. 
Vyhledávání ve vytvořené tabulce probíhá tak, že se tabulka prochází od začátku do konce 
a zjišťuje se, mezi které dva záznamy tabulky patří vyhledávaný prefix. Jakmile je taková dvojice 
záznamů nalezena, je jako nejdelší shodný prefix vyhodnocen ten, který je v tabulce na nižší pozici. 
 Výhodou tohoto algoritmu je velmi dobrý poměr použité paměti k množství uložených 
prefixů. Nevýhodou je na druhou stranu složité ukládání nového prefixu do struktury, protože je 
nutné nový prefix expandovat na potřebnou délku a projít celou tabulku kvůli nalezení správné pozice 
k uložení. 
 
3.4.2 Binární vyhledávání na prefixech 
Tato metoda pracuje s binárním stromem, ale na rozdíl od struktury trie používá rychlejšího 
vyhledávání, tzv. hashování. Metoda si zpracuje data z hashovacích tabulek do binárního stromu a na 
tomto stromě teprve vyhledává. Vyhledává postupně od kořene na prefixech stejné délky, protože 
zatím není znám princip, který by umožňoval takové vyhledávání na proměnné délce prefixů. 
K sestavení stromu je potřeba znát všechny délky prefixů, které jsou uloženy. Z těchto délek 
pak lze vytvořit seznam. „Střed seznamu zůstane (připojí se ke stromu) jako hlavní (nadřazený) uzel. 
Dále seznam rozpůlíme a se zbylou levou a pravou částí samostatně pokračujeme ve vytváření stromu 
(opakujeme nynější postup). Každý uzel poté obsahuje prefixy určité délky.“ [16] 
 Díky tomuto systému je možné potom velmi rychle postupovat stromem při vyhledávání 
prefixu. Je tak možné určit, jestli se bude vyhledávat směrem k delším nebo kratším prefixům, 
a zvyšuje se tak rychlost vyhledání. 
 Algoritmus pro svoji správnou funkci potřebuje mít v každém uzlu uloženu délku prefixů, 
které jsou v daném uzlu uloženy, a také všechny prefixy příslušné délky. U každého prefixu je nutné 
si udržovat informaci, zda existuje delší navazující prefix, dále značky reprezentující delší prefixy 
v dalších uzlech, a pro každou značku ještě délku daného prefixu. 
 
Obrázek 11: Binární vyhledávání na prefixech [16] 
 Ukázka vyhledávání je na obrázku 11 [16]. Vyhledávání začne v kořeni stromu, kde se zjistí, 
zda některý z prefixů odpovídá vyhledávanému prefixu. Jestliže se nějaký prefix shoduje, je 
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otestována ještě příslušná značka, aby byl nalezen i případný delší prefix. Jestliže je značka negativní, 
je nejdelší shodný prefix již nalezen. Jestliže je značka pozitivní, pokračuje se ve vyhledávání dál na 
příslušném uzlu. V případě, že zatím nebyl nalezen vhodný prefix, pokusí se algoritmus nalézt 
vhodný záznam v uzlu s delší délkou prefixu. Pokud se stále nenašel prefix, pak se algoritmus snaží 
hledat na nižších délkách prefixů. 
 Metoda má nevýhodu v době aktualizace pravidel a v objemu spotřebované paměti, zato však 
nabízí minimální množství přístupů do paměti. 
3.4.3 Multimatch 
Tato metoda se opět snaží využít rychlosti hashovacích tabulek. Vstupní množina prefixů je rozdělena 
na několik podmnožin. Do jedné podmnožiny patří všechny prefixy se stejnou délkou. Každá 
množina je pak uložena do jedné hashovací tabulky. 
 Princip této metody je jednoduchý, ale je třeba vyřešit požadavek množin na jednotnou délku 
prefixů. To, že histogram prefixů obsahuje více délek, než je plánovaný počet množin prefixů, se řeší 
generováním pomocných prefixů. Pokud je potřeba uložit prefix délky n do tabulky, která požaduje 
prefixy délky m, kde n<m, tak se prefix expanduje na příslušnou délku tak, aby zahrnoval všechny 
možnosti. 
 Dalším problémem je správná volba množství tabulek a zároveň jejich parametrů. Při 
nevhodném rozložení totiž dochází ke zbytečnému generování prefixů, a tedy plýtvání pamětí. Jednou 
z možností, jak nastavit parametry, je rovnoměrné rozložení v intervalu 0 až maximální délka prefixu. 
Tento způsob je nejjednodušší a většinou má i rozumné časové a paměťové nároky. Další možností je 
analyzovat histogram všech prefixů a určit, při jakém rozložení parametrů bude generovat nejméně 
nových prefixů. Tento způsob šetří paměťové nároky, ale je výpočetně náročný. Poslední možností je 
manuální nastavení parametrů dle empirických zkušeností. 
 Po vytvoření tabulek je klíčem k prefixu jeho binární reprezentace a v tabulce může být 
uložena buďto přímo hodnota prefixu nebo alespoň odkaz na něj. Tato metoda je velmi dobře 
paralelizovatelná, neboť není problém vyhledávat ve všech tabulkách zároveň. 
 Po nalezení prefixů ve všech tabulkách je vyhodnoceno, ve které z tabulek byl uložen 
a nalezen nejdelší prefix, a ten je poté vrácen jako výsledek. 
 Tato metoda je velmi rychlá a při vhodném zvolení parametrů má také velmi rozumné 
paměťové nároky. Vhodná volba parametrů je však výpočetně náročná, což je nevýhodou této 
metody. Na druhou stranu je metoda dobře paralelizovatelná a také může zaujmout svojí rychlostí 
v případě hardwarové akcelerace. 
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4 Návrh a implementace 
Celá práce byla tvořena jako součást projektu, na kterém pracuje výzkumná skupina ANT@FIT na 
Fakultě informačních technologií na VUT v Brně.  
 Tato kapitola se dále zabývá testy jednotlivých algoritmů, popisem nového algoritmu 
HashTreeBitmap a jeho otestováním. Kapitola končí posouzením použitelnosti zmíněných algoritmů 
pro směrování v rámci standardu IPv6. 
4.1 Výzkumná skupina ANT@FIT 
Tato skupina se zabývá akcelerací časově kritických operací v oblasti síťové infrastruktury 
a monitorování a bezpečnosti sítí. Jednou z takových časově náročných operací je i vyhledávání 
nejdelšího shodného prefixu.  
Další takovou časově náročnou operací je například klasifikace paketů, což je úloha, která se 
provádí v mnoha síťových zařízeních, jako jsou firewally, IDS nebo IPS systémy. Jedná se o aplikaci 
množin pravidel na procházející datové pakety a vyhodnocování, kterým pravidlům dané pakety 
odpovídají nejpřesněji, tj. zda neobsahují škodlivá data apod. 
 S tím souvisí ještě úloha porovnávání vzorů, hojně využívaná v systémech IDS a IPS pro 
detekci a ochranu před škodlivým síťovým provozem. Hledání konkrétních vzorů v paketech 
umožňuje nalézt škodlivá data právě podle toho, jak daný paket „vypadá“. 
 Jednotlivé pakety nemusí nutně znamenat nebezpečí pro chráněný systém, ale mohou být 
nebezpečné, jsou-li součástí většího škodlivého toku. Skupina ANT@FIT se zabývá také 
analyzováním právě kontextu jednotlivých paketů v rámci větších celků, což je další ze způsobů 
síťové bezpečnosti.  
 Poslední úlohou, které se ANT@FIT věnuje, je analýza hlaviček paketů, při níž jsou 
z hlavičky získány informace potřebné například ke směrování, tedy IP adresa, porty a další. Tyto 
informace jsou pak využívány k dalšímu zpracování, ať už půjde o hledání kontextu s ostatními 
pakety v síťovém provozu, nebo se bude jednat o směrování paketu na další router, tedy vyhledávání 
nejdelšího shodného prefixu. 
 Všechny tyto operace musí být na dnešních síťových linkách (až 40 Gbit/s) prováděny velmi 
rychle, aby jejich prováděním nebyl provoz na síti zpomalován. Nelze připustit, aby analýza jednoho 
paketu zabránila analýze nebo jen průchodu jiného paketu.  
 Na poli vyhledávání nejdelšího shodného prefixu bylo v rámci skupiny implementováno již 
několik algoritmů. Většina jich je popsána v předcházející kapitole. Implementační část této práce se 
zabývá implementováním dalšího algoritmu, totiž HashTreeBitmap, který kombinuje rychlost 
hashovacích tabulek s dobrým potenciálem pro hardwarovou akceleraci algoritmu TreeBitmap. Tento 
algoritmus je popsán v následující kapitole. 
 Výzkumná skupina ANT@FIT využívá k realizaci algoritmů a dalších výstupů platformu 
NetCOPE, která je vymezena pro akceleraci síťových aplikací pomocí technologie FPGA. Taková 
aplikace užívající tuto platformu se skládá ze dvou částí: (1) akcelerační jádro, které je realizováno 
pomocí programovatelných hradlových polí FPGA, implementující časově náročné části algoritmu, 
jako je porovnávání vzorů, získávání dat z hlaviček paketů apod., (2) softwarová část aplikace 
zajišťující řízení výpočtu a průběhu algoritmu. 
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 Celý projekt výzkumné skupiny je psán v programovacím jazyce Python. Python je „čistý 
objektový jazyk se správou výjimek, kompilací do bytecodu, mnoha vysokoúrovňovými typy 
(řetězce, seznam, asociativní pole), plně podporující Unicode, lze jej doplnit o vlastní vestavěné typy 
a funkce pomocí C/C++, nebo naopak lze interpret začlenit do programu v jiném jazyce. Základní 
balík obsahuje velké množství modulů, které lze ihned používat ve vašem programu. Jmenujme 
moduly pro přístup k databázím, GUI, službám operačního systému, HTTP, FTP, POP3, SMTP 
a mnohým jiným protokolům. Samozřejmostí jsou regulární výrazy. Definuje také několik modulů 
pro přístup k vnitřním mechanismům Pythonu (garbage collector, parser, kompiler). V Pythonu je 
taktéž napsán debugger a profiler tohoto jazyka.“ [15]  
 Přestože je projekt psán v jazyce Python, jsou metriky algoritmů uvažovány v reálném 
nasazení, tedy včetně hardwarové akcelerace. Z toho důvodu je například počet přístupů do paměti 
v jednotlivých algoritmech popsán nižší hodnotou, než by se při pohledu do Pythonovského kódu 
mohlo zdát. Je to z toho důvodu, že některé operace jsou softwarově programované jako cyklus, ale 
prakticky budou provedeny paralelně pomocí hradlových polí. 
4.2 Objektový návrh  
Objektový návrh, který se týká problému hledání nejdelšího shodného prefixu, obsahuje třídy 
jednotlivých algoritmů. Kromě nich je v implementaci algoritmů potřeba využívat obecnější třídy 
patřící do kontextu celého projektu výzkumné skupiny. Jedná se o třídy Prefix a PrefixSet a třídy 
parserů různých druhů adres (v tuto chvíli IPv4 a IPv6 parser). Celý návrh dokumentuje obrázek 12. 
Za povšimnutí stojí třídy začínající písmenem „B“, které jsou bázové a nelze tvořit jejich instance. 
Slouží jako předkové všech od nich odvozených tříd, aby byla zajištěna jednotnost struktury 
například algoritmů. Je vidět, že každý algoritmus musí implementovat funkce display(), 
report_memory(), lookup(ip) a load_prefixset(). Všechny algoritmy mohou využít společnou funkci 
Check(ip), pomocí které lze otestovat správnost nalezeného výsledku. 
 Jednotlivé funkce dělají právě to, co od nich lze podle názvu očekávat. Funkce display() 
zobrazuje datovou strukturu, do které si algoritmus uložil prefixy. Funkce report_memory() vrací 
soupis paměťových nároků algoritmu. Load_prefixset() vytvoří potřebnou datovou strukturu a nahraje 
předanou množinu prefixů do ní. Funkce lookup(ip) pak vyhledá nejdelší shodný prefix pro zadanou 
hodnotu „ip“ ve vytvořené datové struktuře.  
 
Obrázek 12: Objektový návrh LPM – upraveno z [17] 
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4.3 Algoritmus HashTreeBitmap 
Na základě testů již implementovaných metod jsem se rozhodl implementovat algoritmus 
HashTreeBitmap, který vylepšuje vlastnosti TreeBitmap algoritmu. Tento algoritmus by měl být 
schopen si poradit s velkým množstvím dat, a to i s uvažovanými prefixy standardu IPv6. V této 
podkapitole bude popsán princip algoritmu, světlé stránky, díky kterým by měl mít možnost se 
prosadit v konkurenci výše zmíněných algoritmů. Dále bude popsán postup jeho implementace a na 
základě grafů bude vyhodnoceno, jak ovlivňují chování algoritmu jeho vstupní parametry. 
4.3.1 Princip algoritmu 
Jak bylo napsáno výše, datová struktura stojící za tímto algoritmem vychází z TreeBitmap, tedy ze 
základní struktury Trie vylepšené o seskupování více vstupních bitů do jednoho uzlu. 
HashTreeBitmap dále rozšiřuje tuto strukturu o sadu hashovacích tabulek, na jejichž výstupu je 
ukazatel na uzel ve struktuře stromu TreeBitmap. 
 Nevýhodou algoritmu TreeBitmap je to, že kdykoli má vyhledávat nějaký prefix ve své 
struktuře, musí začít od kořene stromu. Při prohledávání prochází uzly, které sice vedou k hledanému 
prefixu, ale mnohdy jsou zcela prázdné a zabírají zbytečně místo v paměti. Ať se vyhledává libovolně 
dlouhý prefix, vždy se začíná v kořeni stromu a postupuje se dál, takže u prefixů s vyšší délkou a tedy 
větší hloubkou umístění se musí přistupovat do paměti poměrně často. 
 Algoritmus HashTreeBitmap má potenciál snížit jednak počet přístupů do paměti a jednak za 
určitých okolností může dokonce snížit paměťové nároky. Proces vyhledání nejdelšího shodného 
prefixu je rozdělen do dvou kroků. V prvním kroku je prefix porovnán v několika hashovacích 
tabulkách, které zjišťují, zda prefix odpovídá prefixu určité délky porovnávané v tabulce. Tyto 
tabulky obsahují pouze prefixy odpovídající těm, které jsou někde ve struktuře stromu. Po 
vyhodnocení všech hashovacích tabulek se určí, ve které z tabulek, kde došlo ke shodě, je prefix 
nejdelší. Příslušný záznam tabulky pak obsahuje odkaz na odpovídající uzel stromu, od kterého bude 
pokračovat vyhledání. 
V praxi je tedy v paměti kromě stromu také sada tabulek, které porovnávají vstupní prefix na 
délky např. 8, 16, 24, 32, … Z hledaného prefixu je v tabulce pro délku 8 porovnáno jen prvních 
8 bitů, v tabulce pro 16 bitů je porovnáno prvních 16 bitů atd.  
 Jednotlivé tabulky mohou zpracovávat vstupní prefix paralelně a s konstantní rychlostí, takže 
lze porovnání v tabulkách považovat za 1 přístup do paměti. Druhým přístupem do paměti je využití 
ukazatele z tabulky do vyhledávacího stromu. Při rozestupu tabulek, který by to umožnil, je tedy 
možné nalézt hledaný prefix již po dvou přístupech do paměti. 
 Názorně je princip funkce algoritmu vidět na obrázku 13 [18]. Jsou tam naznačeny 
4 ukazatele z různých hashovacích tabulek a dále je naznačeno, že samotné vyhledávání začíná až na 
úrovni 2, právě tam, kam byl algoritmus nasměrován ukazatelem v tabulce. 
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Obrázek 13: Schéma HashTreeBitmap [18]  
 Vyhledávací strom bude pokračovat ve vyhledávání, jen dokud nenarazí na hranici, na kterou 
odkazuje hashovací tabulka s následující hodnotou. Pokud bychom v předchozím příkladě 
předpokládali, že se vstupní prefix shodl v tabulce s délkou 16 bitů, pak vyhledávání nebude 
pokračovat dál než na hranici 24 bitů. Již byl nalezen prefix s délkou 16 bitů a také je již známo, že 
neexistuje prefix s délkou 24 bitů. Ovšem je možné, že existuje prefix s délkou například 21 bitů.  
 Počet přístupů do paměti v nejhorším možném případě závisí na tom, jaký je rozdíl mezi 
dvěma sousedními tabulkami. Tato vzdálenost (v bitech) ovšem sama o sobě ještě nemůže určit, 
kolikrát je třeba přistoupit do paměti v rámci stromu. Závisí totiž také na střídě uzlů dané TreeBitmap 
struktury. U výše uvedeného příkladu by mohla být střída určena hodnotou 8, pak by byl maximální 
počet přístupů do paměti 2 (do tabulek a do stromu). Nicméně z testů vyplynulo, že takto velká střída 
je příliš náročná na paměť, a proto je pravděpodobnější, že střída bude zvolena na hodnotu 4, potom 
by byl počet přístupů do paměti roven 3 (1 do tabulek + 1 do stromu + 1 v rámci stromu). 
4.3.2 Paměťová náročnost 
Pokud jde o paměťovou náročnost algoritmu, nepatří k nejlepším. Vzhledem k tomu, že algoritmus 
vychází z ne zcela nejúspornějšího algoritmu TreeBitmap, jsou jeho nároky na paměť poměrně 
vysoké. Datová struktura, která je schována za tímto algoritmem, je v podstatě identická, a navíc 
přidává hashovací tabulky, které je potřeba také v paměti udržet. Proto jsou paměťové nároky v drtivé 
většině případů mírně vyšší než u TreeBitmap.  
Přesto je možné najít výjimky. Tyto výjimky vznikají v případě specifických vstupních 
množin, kdy se naplno projevuje jedna z optimalizací paměťové náročnosti. Jedná se o mechanismus, 
který po vytvoření celého stromu a tabulek projde celý strom od kořene až k hranici první neprázdné 
tabulky a všechny prázdné uzly vymaže. Datová struktura pak nevypadá úplně jako strom, protože 
nemá kořen, respektive má jich několik, a to až v místě, kde jsou nějaké skutečně využívané uzly. 
Algoritmus si může dovolit tyto uzly vymazat, protože neobsahují žádná užitečná data a jsou 
ve stromě pouze proto, aby se skrze ně dalo dostat k uzlům, které nějakou informaci nesou. Nicméně 
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využitím hashovacích tabulek pozbyly tyto uzly i svoji poslední roli, a tak není nutné, aby zabíraly 
místo. V případě, že se rozšíří vstupní množina, a je tedy nutné zavést nový uzel do struktury, je 
možné pokusit se umístit daný uzel do současné struktury „useknutého“ stromu. Pokud však nový 
prefix patří do useknuté části stromu, přidá se do struktury stejně jako u TreeBitmap algoritmu, a pak 
se opět provede vymazání nadbytečných uzlů. 
Většina směrovacích tabulek obsahuje záznam typu „any“, který vyhovuje všem záznamům 
a je použit v případě, že není nalezen žádný vhodnější. Tento záznam je typicky reprezentován 
kořenovým uzlem, což napovídá tomu, že výše popsaná paměťová optimalizace není použitelná, 
protože hned kořenový uzel obsahuje relevantní data. 
Tento problém je v algoritmu HTB vyřešen tak, že si algoritmus zjistí a zapamatuje, zda 
záznam „any“ ve vstupní množině je nebo není, a do datové struktury stromu jej nezavádí, respektive 
chová se tak, jakoby tam nebyl. V případě, že algoritmus nenašel žádný odpovídající prefix 
k zadanému vstupu, je otestován příznak určující, zda „any“ existuje nebo ne, a podle toho je tento 
záznam použit nebo není. 
4.3.3 Implementace algoritmu 
Během implementace jsem vycházel z kódu pro TreeBitmap, protože právě tomuto algoritmu je HTB 
nejblíže a vychází z něj.  
Ke stávajícím třídám Tree a Node bylo potřeba vytvořit ještě třídu Table reprezentující 
hashovací tabulku. Objekty této třídy obsahují hloubku ve stromě a ukazatel na prefix a ukazatel na 
příslušný uzel stromu. Třída obsahuje metodu k přidání prefixu do tabulky, která nejprve tabulku 
projde, aby zjistila, zda v ní daný prefix již není – zajišťuje tak, aby nevznikaly duplicitní záznamy 
v hashovacích tabulkách. Že je možné, aby se do tabulky pokusil dostat podruhé stejný prefix, je 
jasné, protože dva různé prefixy délky 12 mohou být po zkrácení na délku 8 bitů zcela identické 
a také pro ně ve stromě existuje pouze jeden odpovídající uzel. 
První operací, která se provede při nahrávání množiny prefixů, je vytvoření hashovacích 
tabulek. Tyto tabulky se vytváří na základě předaných parametrů střída a step. Střída má význam 
zcela stejný jako střída v TreeBitmap algoritmu. Step určuje, kolik uzlů datové struktury má být mezi 
dvěma tabulkami. Při střídě 3 a step 3 budou tabulky porovnávat na délkách 9, 18 atd. 
Poté se každý prefix větší než daná hodnota tabulky zkrátí na délku každé tabulky a takto 
zkrácený prefix se do tabulky uloží. V uvedeném případě se prefix s délkou 13 zkrátí a uloží pouze do 
tabulky s délkou 9.  
Po nahrání celé vstupní množiny se provede paměťová optimalizace – nalezne se nejmenší 
neprázdná tabulka a všechny uzly, které jsou nad její hloubkou ve stromě, jsou odmazány z důvodu 
naprosté nepotřebnosti. 
Vyhledání prefixu pak funguje přesně podle výše popsaného principu. Uloží se příznak 
existence záznamu „any“, projdou se všechny tabulky se zadaným prefixem na vstupu a algoritmus se 
odkáže na uzel ve stromě, na který byl veden odkaz z tabulky s nejdelším pozitivním výsledkem na 
porovnání. Od tohoto uzlu pak pokračuje hledání pouze do hloubky odpovídající nejbližší vyšší 
tabulce. Na konci algoritmu je případně doplněn záznam „any“, pokud existoval a pokud nebyl 
nalezen žádný jiný. 
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5 Testování 
V této kapitole jsou soustředěny veškerá vyhodnocení testování. Jedná se jednak o testy porovnávající 
jednotlivé dříve implementované metody a jednak porovnání těchto metod s popsaným algoritmem 
HashTreeBitmap. 
5.1 Testování a porovnání metod 
V této kapitole jsou popsána testovací data. Dále je tu popsán způsob testování všech metod a grafy 
a tabulky popisující metody a výstupy z těchto testů. Porovnávané metody jsou převzaty ze SVN 
repozitory výzkumné skupiny ANT@FIT. 
5.1.1 Testovací data 
Za účelem testování dosud implementovaných metod jsem využil služeb vyhledávače Google 
a vyhledal jsem používané množiny prefixů. Tyto sady prefixů jsou využívány například na 
směrovačích, které fungují jako BGP brány autonomních systémů. Rozhodl jsem se, že práce bude 
zaměřena na využití jednotlivých algoritmů pro směrování v rámci standardu IPv6, a proto jsem 
vyhledal výhradně množiny prefixů odpovídající této podmínce. 
Tabulka 3 zobrazuje počet prefixů v jednotlivých množinách. Za zmínku stojí sada „48.txt“, 
kterou jsem vytvořil samostatně s konkrétní představou, že by některá množina měla obsahovat 
prefixy výhradně jedné konkrétní délky. Proto je v této množině 60 prefixů délky 48, a jeden 
univerzální prefix „any“. 
 Tato práce je zaměřena na využití vyhledání nejdelšího shodného prefixu v problematice 
směrování, proto jsou zvoleny množiny s rozsahem až několika tisíc prefixů pro případ 
frekventovaných routerů. Zároveň jsou tu také menší sady, které mají zastupovat méně frekventované 
síťově spoje, například u některého z poskytovatelů internetového připojení. 
sada prefixů počet prefixů průměrná délka prefixu 32 40 48 64 128 
48,txt 61 47,2131 0 0 60 0 0 
bogon_64.txt 64 31,21875 22 0 15 1 0 
nicbr_350.txt 350 33,319277 300 0 27 0 0 
telekom_609.txt 609 32,3711 589 0 13 0 0 
as1221_930.txt 933 36,824295 614 20 147 51 1 
odd_970.txt 972 46,05625 0 80 713 2 1 
stlas_1155.txt 1155 32,0103896 1146 0 0 0 0 
as6447_5000.txt 5345 38,26155 2892 191 1653 26 18 
uninet_5700.txt 5691 41,913827 2765 180 1618 257 144 
Tabulka 3: Přehled testovacích množin včetně nejfrekventovanějších prefixů 
5.1.2 Způsob testování 
Při testování a posuzování vlastností jakéhokoli algoritmu se zjišťuje paměťová a časová náročnost, 
případně škálovatelnost daného algoritmu. Paměťová náročnost určuje, kolik paměti algoritmus 
zabere buď při reálném běhu, nebo v nejhorším případě. Časová složitost ukazuje, kolik času 
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algoritmus potřebuje k tomu, aby se dostal ke správnému výsledku. Škálovatelnost pak říká, jak se 
časová a paměťová náročnost změní s rostoucím množstvím vstupních dat. 
 Každý algoritmus byl testován vlastním skriptem, který propočítal paměťovou i časovou 
náročnost pro ten který právě probíhající algoritmus. Tyto skripty vycházejí z předlohy skriptů 
použitých pro testování některých metod pro IPv4 v rámci výzkumu ANT@FIT. 
Prefixy standardu IPv6 zabírají až 4x více místa v paměti. Pro zjednodušení testování 
předpokládám, že prefixy jsou uloženy v paměti vždy právě jednou a při každé potřebě jejich využití 
je použit odkaz na tento prefix. Pro popis paměťové náročnosti daného algoritmu používám dvě 
metriky – jednak množství zabrané paměti s uvažovaným 32bitovým ukazatelem, a jednak množství 
paměti zabrané nejmenším možným ukazatelem, spočítaným jako dvojkový logaritmus počtu 
použitých ukazatelů. 
Měření reálně uběhlého času pro určení časové náročnosti není průkazné, protože algoritmy 
jsou implementovány čistě softwarově, ale při běžném provozu by jejich časově kritické operace byly 
pravděpodobně prováděny s pomocí hardwarové akcelerace, případně alespoň částečně paralelně. 
Z toho důvodu je časová náročnost v těchto testech měřena pomocí počtu přístupů do paměti 
v nejhorším případě. 
Škálovatelnost ostatních algoritmů byla popsána v [16] a [17]. 
5.1.3 Testování HTB 
Testy algoritmu proběhly na stejných testovacích sadách jako testy všech ostatních algoritmů a také 
měřené hodnoty mají stejný význam. Při testování jsem se snažil nalézt nejvhodnější poměr 
parametrů, totiž střídy uzlů stromu a parametru step – kroku mezi dvěma tabulkami. Hodnoty střídy 
byly stanoveny na 3, 4, 5 a 8 a hodnoty kroku byly stanoveny 1, 2, 3, 4, 8.  
 Veškeré údaje o výsledcích výpočtů s 32bitovým ukazatelem byly zaznamenány do tabulky 4. 

















































































3 1 1562,38 3549,63 9530,00 15754,50 41844,63 45837,75 34158,13 206660,38 264173,00 
3 2 1562,38 3485,63 9530,00 15754,50 41587,63 47006,88 35313,50 203972,38 261229,00 
3 3 1482,13 3309,63 11978,75 11972,63 38990,88 46524,50 22926,13 172719,63 248300,00 
3 4 1562,38 3373,63 10494,13 9324,88 35667,63 48372,13 18833,50 168772,38 235549,00 
3 8 1562,38 3309,63 10494,13 9308,88 34832,25 46324,13 18817,50 163665,00 228513,13 
4 1 1684,38 3481,13 13517,63 21654,63 44257,88 44703,25 41196,88 217813,63 271303,13 
4 2 1684,38 3449,13 14907,00 22010,88 44129,88 43759,25 42586,25 215228,88 269382,13 
4 3 1684,38 3369,13 11883,00 12970,88 38240,88 46241,63 25994,25 180213,63 243751,13 
4 4 1684,38 3321,13 15132,13 22010,38 43569,88 42383,25 43571,38 210600,75 264717,88 
4 8 1366,13 3065,13 14791,50 21854,00 41839,88 32559,25 43658,13 186264,75 242109,88 
5 1 1099,63 3213,38 11137,75 19044,75 42370,63 40249,00 39275,38 190415,88 253201,13 
5 2 1033,75 3021,38 11137,75 18996,75 42001,88 36793,00 40450,13 179983,88 246257,13 
5 3 1099,63 3085,38 11137,75 19044,75 41586,63 38729,00 40608,88 183823,63 247248,75 
5 4 1033,75 2909,38 9673,75 10621,00 32561,50 37805,63 23282,13 136959,63 204880,75 
5 8 1033,75 2525,38 9496,88 10636,63 30833,50 37741,25 22368,13 132719,63 198368,75 
8 1 5344,38 9377,25 39524,50 55672,13 118506,75 119201,13 109617,50 570650,75 732661,50 
8 2 5344,38 9249,25 39692,13 55696,00 117946,75 117825,13 110503,88 566010,75 727973,50 
8 3 5344,38 9233,25 36500,50 46616,13 112010,00 120866,75 93009,50 530490,75 699941,50 
8 4 5726,13 8993,25 39435,88 55575,88 116458,00 108001,13 110759,38 541674,75 705365,50 
8 8 6053,50 8513,25 34587,88 46087,88 105482,00 109010,50 92375,38 491050,75 654549,50 
Tabulka 4: Paměťová složitost na daných vstupech při uvažování 32bitového ukazatele 
 Testování proběhlo čistě softwarově, a pokud by měl být tento algoritmus využit v praxi, 
bude nutné převést alespoň část výpočtu do hardwarové jednotky. 
Paměťová složitost – 32bitový ukazatel 
 
































stride 3 & step 1 
stride 4 & step 1
stride 5 & step 1
stride 8 & step 1
  30
 První graf ukazuje, jak si algoritmus poradil se vstupními množinami při parametru kroku 1. 
Je vidět, že se střídou 8 vůbec nemá smysl se zatěžovat, protože její paměťové nároky jsou výrazně 
vyšší než nároky ostatních stříd.  
Paměťová složitost – 32bitový ukazatel 
 
Graf 2: Paměťová složitost HTB (32bitový ukazatel) – bez stride 8 
 Zbývající nastavení parametrů je srovnatelné, ovšem nejlépe si v tomto porovnání vede střída 
s hodnotou 5. Grafy pro zbývající kroky jsou velmi podobné grafům pro krok 1. Pouze u kroku 3 se 
dostala střída 4 velmi těsně do vedení (asi o 3 kB). U kroků 5 a 8 je na prvním místě opět střída 5, a to 
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3 1 239,63 1006,13 2198,39 3653,13 14200,75 15904,88 9565,81 79450,53 111282,83 
3 2 239,63 1003,88 2198,39 3653,13 14204,94 16630,38 10106,94 79006,91 110796,95 
3 3 351,63 997,69 3424,31 3973,13 13973,31 17062,81 8085,28 73248,94 108693,13 
3 4 239,63 999,94 3692,63 3860,63 13626,81 17429,94 8078,47 72625,13 105834,00 
3 8 239,63 997,69 3692,63 3859,69 13513,63 17229,94 8077,27 71888,25 104820,19 
4 1 361,63 1242,00 4738,94 7345,69 18056,44 18039,81 14857,30 96144,50 127931,66 
4 2 361,63 1240,88 5470,19 7666,06 18043,94 17947,63 15632,42 95749,66 127656,94 
4 3 361,63 1238,06 5210,88 6755,75 17512,56 19310,44 13590,72 89366,63 122659,75 
4 4 361,63 1236,38 5610,14 7687,38 17989,25 17813,25 16467,75 94991,13 126897,73 
4 8 611,06 1224,38 5609,75 7688,13 17907,75 16798,25 16531,47 90326,56 122464,13 
5 1 347,25 1463,94 4162,64 7172,31 19987,69 19324,06 16163,56 94575,72 135604,86 
5 2 474,38 1457,19 4162,64 7167,63 20005,38 18986,56 16949,81 92065,50 134458,83 
5 3 347,25 1459,44 4162,64 7172,31 19911,13 19175,63 17056,06 93504,75 134648,38 
5 4 474,38 1453,25 5800,16 6891,34 19068,28 19899,88 14869,61 85286,52 126837,00 
5 8 474,38 1437,88 5852,64 6921,06 18891,25 19920,44 14949,72 84506,31 125927,61 
8 1 4021,63 7760,50 31895,69 43365,19 97820,31 98661,38 86664,17 471403,66 621845,19 
8 2 4021,63 7756,00 32090,27 43426,88 97765,63 98527,00 87524,63 470637,88 621071,48 
8 3 4021,63 7755,44 31636,38 42453,94 97470,88 101857,56 84621,27 464269,50 615811,56 
8 4 5175,06 7744,00 32190,88 43474,50 97977,13 97512,00 87787,34 465973,31 616637,88 
8 8 5502,00 7729,19 31806,13 42546,38 96872,75 100814,94 85613,13 458222,67 608724,53 
Tabulka 5: Paměťová složitost na daných vstupech při uvažování nejmenšího možného ukazatele 
 Když ale přejdeme k nejmenším možným ukazatelům, výsledky se změní. V tabulce 5 jsou 
zobrazeny všechny výsledky. Ty nejdůležitější jsou pak opět vyneseny do grafů. Grafy se samozřejmě 
posunou do nižších hodnot, pokud jde o zabranou paměť. Nicméně také se změnilo pořadí. Střída 8 
není vůbec zobrazena, protože je opět vysoko nad všemi ostatními. 
 Nejmenší ukazatele odlišují ukazatele v rámci stromu a ukazatele z hashovacích tabulek 
ukazující do stromu samotného. Spojení těchto ukazatelů do jednoho dvojkového logaritmu způsobilo 
drobné změny v hodnotách paměťové složitosti při využití nejmenšího možného ukazatele, nicméně 




Paměťová složitost – nejmenší možný ukazatel 
 
Graf 3: Paměťová složitost (nejmenší možný ukazatel) – bez stride 8 
 Tento graf opět zastupuje v podstatě všechny ostatní varianty. Střída 3 tady má jednoznačně 
nejlepší výsledky. Při nastavení vyšší hodnoty kroku se přibližují a místy i předbíhají střídy 4 a 5, ale 
nejméně náročná na paměťové zdroje je pokaždé střída 3. 
 Na základě těchto testů lze říci, že pro standardní 32bitový ukazatel je nejvhodnější udržovat 
střídu 5, pro nejmenší možný ukazatel pak bude nejvhodnější využívat střídu 3. V dalším porovnání 
jsem se zaměřil na nalezení ideálního rozpětí mezi tabulkami, alespoň pokud jde o množství potřebné 
paměti. 
Paměťová složitost – 32bitový ukazatel 
 
Graf 4: Paměťová složitost (32bitový ukazatel), nejlepší krok pro střídu 5 
 Z pohledu výhradně paměťové složitosti by bylo evidentně nejvhodnější použít krok 8 nebo 
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Paměťová složitost – nejmenší možný ukazatel 
 
Graf 5: Paměťová složitost (nejmenší možný ukazatel), nejlepší krok pro střídu 3 
 Také v případě nejmenšího možného ukazatele se jednotlivé varianty nastavení parametrů 
poskládaly přesně podle hodnoty parametrů a nejmenší krok zabírá nejvíce místa v paměti. Nicméně 
v tomto případě je rozdíl mezi prvním a posledním asi 6 kB. 
 Časová složitost, jak již vyplynulo z principu funkce algoritmu, je přímo úměrná 
maximálnímu počtu kroků v jednom úseku stromu, takže se přímo odvíjí od zadaných parametrů. Při 
nastavování parametru s představou co nejmenších časových nároků je však nutné nezapomenout, že 
nastavení malého počtu kroků vede sice k vysoké rychlosti, zároveň však způsobuje vysoké 
paměťové nároky. Především proto, že jsou tabulky na mnoha délkách a jeden dlouhý prefix musí být 
uložen ve velkém počtu tabulek. Sice má vždy omezený počet bitů, ale přesto zabírá další místo 
v paměti.  
5.1.4 Výstupy z testů 
Graf 6 je v logaritmickém měřítku, takže ačkoli jsou algoritmy na první pohled relativně vyrovnané, 
z pohledu paměťové složitosti jsou algoritmy Trie a CPE nepoužitelné. Jejich paměťové nároky jsou 
výrazně větší než nároky ostatních algoritmů, především na největších sadách prefixů, kde jsou 
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Paměťová složitost – 32bitový ukazatel 
 
Graf 6: Paměťová složitost (32bitový ukazatel) – již implementované algoritmy 
 V dalším grafu tyto dva algoritmy vynechám, abych se mohl podrobněji zaměřit na porovnání 
zbývajících algoritmů. Jak je vidět, nejlépe si vede algoritmus ShapeShiftingTree, a to na všech 
velikostech vstupní množiny. Na největších množinách získává náskok téměř 20 kB, což je velký 
náskok, když si uvědomíme, že BSI spotřebuje asi 87 kB paměti.  
Další zajímavostí může být skutečnost, že algoritmus Lulea potřeboval kvůli posledním 350 







































Paměťová složitost – 32bitový ukazatel 
 
Graf 7: Paměťová složitost (32bitový ukazatel) bez Trie a CPE 
 Z grafu je vidět také to, že nejlépe škálovatelný je algoritmus ShapeShiftingTree, a to díky 
svojí schopnosti využívat 100 % alokované paměti. S rostoucím množstvím vstupních dat tak roste 
jeho paměťová náročnost nejpomaleji. Zajímavý je také fakt, že všechny algoritmy využívají méně 
paměti pro 1155 prefixů než pro 970. Tato skutečnost je způsobena velmi úzkým spektrem této 
množiny, to znamená, že téměř všechny prefixy mají stejnou délku. 
 Na následujícím grafu můžeme vidět rozdíl, který způsobí využití pouze nejmenších 
potřebných ukazatelů namísto standardních 32bitových. Z grafu je jasné, že použití nejmenších 
možných prefixů uspořilo místy i více než polovinu potřebné paměti.  
Paměťová složitost – nejmenší možný ukazatel 
 










































































Paměťová složitost – nejmenší možný ukazatel 
 
Graf 9: Paměťová složitost (nejmenší možný ukazatel) bez Trie a CPE 
 Z grafů je vidět, že při využití nejmenšího možného ukazatele se na první místo ve 
spotřebované paměti dostává algoritmus Multimatch, což ukazuje, že využívá menší množství 
ukazatelů než SST, který zůstal na druhém místě. Také je vidět, že TreeBitmap využívá více 
ukazatelů než BSP, protože seskočil na poslední příčku, neberu-li v úvahu Trie a CPE. 
 Poslední z testů se zabýval časovou náročností algoritmů, převedenou na počet přístupů do 
paměti v nejhorším možném případě. To znamená, že na základě paměťové struktury použité pro 
výpočet a na základě toku algoritmu se sečte počet přístupů do paměti v případě, že k nalezení 
správného řešení je potřeba projít do nejhlubšího cyklu, případně na nejdelší větev stromu apod. 
Nejedná se tedy o nějakou hodnotu změřenou na základě několika testů, ale o hodnotu vycházející ze 
struktury dat a kódu algoritmu. 
Časová náročnost 
 

















































































 Na tomto grafu je pěkně vidět především skutečnost, že algoritmus Trie je prakticky 
nepoužitelný. Potřebuje místy až 128 přístupů do paměti, zatímco většina ostatních algoritmů si 
vystačí s méně než 20. Tvar křivky algoritmu Trie závisí na délce nejdelšího prefixu ve vstupní 
množině. 
 V grafu chybí hodnota pro Multimatch, která je konstantní bez ohledu na velikost vstupní 




Graf 11: Časová náročnost bez Trie a TreeBitmap 
 Hodnoty Lulea a CPE se překrývají, neboť vycházejí ze stejného principu, jejich rozdíl je 
v šetrnějším nakládání s pamětí u Lulea. Jinak je vidět, že na největších množinách prefixů se 
nejrychleji chová algoritmus BSP. Tento algoritmus se po celou dobu drží na minimu přístupů ze 
všech, kromě množiny stlas_1155, kde bylo rozložení prefixů lepší pro algoritmy CPE a Lulea. 
5.2 Vyhodnocení algoritmů 
Princip algoritmu napovídá, že nenastane-li nějaká zvláštní situace v histogramu vstupní množiny, 
bude algoritmus HTB rychlejší než TreeBitmap, ale bude potřebovat více paměťových zdrojů. V této 
podkapitole bude HTB konfrontován s ostatními algoritmy, aby bylo demonstrováno, zda jsou jeho 
optimalizace natolik úspěšné, aby měl potenciál k využití v praxi. 
 Dále zde budou algoritmy zhodnoceny a bude konzultována možnost jejich reálného použití 
v praxi. 
5.2.1 Porovnání HTB s ostatními algoritmy 
Výsledky testování jsem opět vynesl do tabulky a nejdůležitější informace jsem vynesl do grafů 
a zdůraznil v textu. 
Pro všechna testování jsem použil parametry algoritmů, které byly v [16] a [17] vyhodnoceny 














































nejvhodnější při testování tohoto algoritmu. Používám tu jednak střídu 5, která se nejlépe osvědčila 
při uvažování 32bitového ukazatele, a také střídu 3, která se nejlépe osvědčila při využití nejmenšího 
možného ukazatele. 
Při porovnání HTB 3 a HTB 5 je na prvním souboru vidět, že se jejich paměťové složitosti 
liší, byť se jedná o soubor s jednotnou délkou prefixu. Rozdíly jsou způsobeny parametry 
jednotlivých algoritmů. Zatímco HTB 3 má více záznamů v hashovací tabulce, nemá tolik prázdných 
uzlů mezi úrovní tabulky a prvními uzly s prefixem. Kromě toho HTB 5 má uloženo několik prefixů 
v jednom uzlu (tedy uzly šetří), kdežto HTB 3 má v každém uzlu jeden prefix a tím dochází 








































































BSI 976,0 1016,0 5304,0 9744,0 14608,0 15168,0 18480,0 84584,0 87544,0 
BSP 251,0 808,0 3917,0 4936,0 27879,0 31712,0 13940,0 149156,0 198081,0 
CPE 4324,0 12356,0 24376,0 42936,0 83336,0 69932,0 82164,0 481436,0 577372,0 
Lulea 846,0 2175,0 5504,0 7652,0 17977,0 17668,0 15271,0 89854,0 116153,0 
Multimatch 1336,0 1656,0 2360,0 4724,0 26024,0 34872,0 8764,0 116192,0 121244,0 
SST 458,4 892,6 2870,9 3642,9 10156,6 11049,3 7309,9 48129,4 66030,1 
TreeBitmap 1448,8 2553,1 9927,5 12350,0 30013,9 32347,5 25258,1 135208,8 186781,9 
Trie 4848,0 9396,0 35496,0 39696,0 106356,0 115500,0 82260,0 462768,0 664896,0 
HTB stride 3 1562,4 3485,6 9530,0 15754,5 41587,6 47006,9 35313,5 203972,4 261229,0 
HTB stride 5 1033,8 3021,4 11137,8 18996,8 42001,9 36793,0 40450,1 179983,9 246257,1 
Tabulka 6: Porovnání paměťové složitosti všech algoritmů (32bitový ukazatel) 
Jako nejvhodnější krok jsem zvolil krok 2. Vzhledem k tomu, že silnou stránkou tohoto 
algoritmu je především jeho rychlost, nikoli paměťová náročnost, volil jsem v polovině kratších 
kroků. Z těchto kratších kroků jsem pak vybral zlatou střední cestu. Navíc u nejmenšího možného 
ukazatele jsou rozdíly v paměťových nárocích velmi malé, takže využití této délky kroku algoritmu 
nijak výrazně neuškodí. 
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Paměťová složitost – 32bitový ukazatel 
 
Graf 12: Paměťová složitost (32bitový ukazatel), porovnání algoritmů s HTB – bez Trie a CPE 
 Z grafu vyplývá, že pokud jde o paměťovou náročnost s 32bitovým ukazatelem, patří HTB 
k náročnějším algoritmům. Z grafu jsem opět vypustil algoritmy CPE a Trie, které byly opět vysoko 








































































BSI 488,0 508,0 3315,0 6090,0 9130,0 9480,0 11550,0 52865,0 54715,0 
BSP 52,0 170,0 1206,0 1590,0 11019,0 12576,0 5168,0 68896,0 97253,0 
CPE 825,0 2370,0 6960,0 13547,0 26674,0 22534,0 28509,0 197006,0 236532,0 
Lulea 272,0 636,0 2253,0 3236,0 7988,0 8074,0 6911,0 44686,0 58492,0 
Multimatch 250,5 310,5 663,8 1476,3 8132,5 10897,5 3012,6 47203,0 49255,4 
SST 332,5 652,1 2156,9 2774,6 7788,5 8473,0 5643,4 38154,4 52687,3 
TreeBitmap 671,0 1209,4 5225,0 6760,0 16754,6 18046,5 14357,3 82548,5 114035,3 
Trie 1212,0 2544,8 12201,8 14059,0 42099,3 45718,8 31704,4 216922,5 311670,0 
HTB stride 3 239,6 1003,9 2198,4 3653,1 14204,9 16630,4 10106,9 79006,9 110797,0 
HTB stride 5 474,4 1457,2 4162,6 7167,6 20005,4 18986,6 16949,8 92065,5 134458,8 
Tabulka 7: Porovnání paměťové složitost pro všechny algoritmy (nejmenší možný ukazatel) 
 Hodnoty potřebné paměti jsou při využití nejmenšího možného ukazatele opět výrazně menší, 







































Paměťová složitost – nejmenší možný ukazatel 
 
Graf 13: Paměťová složitost (nejmenší možný ukazatel) – bez Trie a CPE 
 Nedošlo také k žádnému překvapení, pokud jde o HTB se střídou 5. Již v testech HTB 
samotného se na nejmenším možném ukazateli nejlépe projevovala střída 3. Ta se tady drží dokonce 
lépe než TreeBitmap, ačkoli využívá dodatečné datové struktury. Je vidět, že paměťová optimalizace 
zapracovala, jak měla. 
 Na nejmenším možném ukazateli se ovšem projevila síla paměťové optimalizace při zvlášť 
vhodně sestavené vstupní množině. Na datech v množině „48.txt“, kde jsou všechny prefixy stejné 








































Paměťová složitost – nejmenší možný ukazatel 
 
Graf 14: Paměťová složitost (nejmenší možný ukazatel) pro sadu 48.txt 
 V počtu přístupů do paměti v nejhorším možném případě se algoritmus HTB zlepšil oproti 
původnímu TreeBitmap velmi výrazně. Díky datové struktuře, kterou tento algoritmus využívá, se 
z něj rázem stává jeden z nejrychlejších algoritmů. 
Časová náročnost 
 
Graf 15: Časová náročnost porovnávaných algoritmů – bez Trie, TreeBitmap a Multimatch 
 Pro obě střídy je rychlost stejná, protože se odvíjí od kroku, který byl v testech stanoven na 
stejnou hodnotu. V grafu chybí jednak MultiMatch algoritmus, který má konstantní rychlost, a také 
algoritmy Trie a TreeBitmap, které vykazují příliš vysoké hodnoty, a tak by graf výrazně 
znepřehlednily.  
 Z grafu také plyne, že HTB má konstantní rychlost, která závisí výhradně na zadané hodnotě 

























































































5.2.2 Poznatky z testování 
Testování ukázalo, že algoritmus HTB je velmi rychlý a při vhodně sestavené vstupní množině 
dokáže také efektivně pracovat s pamětí. Nicméně je nutné si uvědomit, že málokterý reálně 
využívaný směrovač bude mít ve své směrovací tabulce záznamy jen velmi omezeného množství 
prefixů. Výjimkou budou samozřejmě směrovače u lokálních sítí, které znají přesné adresy všech 
počítačů v síti, ale tyto směrovače většinou nemívají tak rozsáhlé směrovací tabulky. 
 Jak se ukázalo, tento algoritmus je schopen se velmi rychle vyrovnat i s dlouhými prefixy 
standardu IPv6 za využití relativně malého množství paměti. Je tedy použitelný pro směrování tohoto 
standardu. Stejně tak se jako velmi vhodný algoritmus pro směrování IPv6 projevil algoritmus SST, 
který sice potřebuje více přístupů do paměti, ale zato je výrazně úspornější při práci s paměťovými 
zdroji. 
 Mezi použitelné algoritmy pro standard IPv6, které nejsou založeny na struktuře Trie, lze jistě 
zařadit algoritmy Multimatch. Algoritmus BSP je využitelný pro menší sady vstupních množin, ale 
zatímco spotřebovává o málo méně paměti než HTB, je na obsáhlých množinách až dvakrát 
pomalejší. Algoritmus BSI je v přesně opačném stavu, neboť pracuje úsporně s pamětí, ale častokrát 
do ní přistupuje. Nicméně je opět možné jej využít ve směrování IPv6 přinejmenším na méně 
obsáhlých sadách prefixů. 
 Algoritmy Trie a CPE jsou pro směrování IPv6 zcela nepoužitelné jednak z důvodu vysokých 
paměťových nároků, jednak z důvodu mnoha přístupů do paměti. 
 Jako další optimalizace algoritmů pro vyhledání nejdelšího shodného prefixu by se dala 
zvážit nějaká další paměťová optimalizace HTB. Další možností by mohlo být pokusit se nějak 





Celá práce se zabývala algoritmy pro vyhledávání nejdelšího shodného prefixu. Byla motivována 
nutností vyhledat správný záznam ve směrovací tabulce v co nejkratším čase. Nutnost zrychlovat 
provádění této úlohy vychází ze zvyšujících se přenosových rychlostí a kapacit síťových linek. 
Kromě toho nastupuje adresovací standard IPv6, který zvyšuje množství možných adres, a tedy 
i velikost směrovacích tabulek samotných. 
Práce zahrnula teoretické principy směrování, ale hlavní důraz byl kladen na algoritmy pro 
vyhledávání nejdelšího shodného prefixu. Několik již implementovaných algoritmů bylo popsáno 
v kapitole 3, byly zde vysvětleny principy jejich funkce a datové struktury, které dané algoritmy 
využívají. Dále byly zmíněny vlastnosti těchto algoritmů, a také jejich výhody a nevýhody.  
Protože práce zdůrazňuje nutnost hledat další a rychlejší algoritmy, je v kapitole 4 popsán 
nový algoritmus HashTreeBitmap. Tento algoritmus byl postaven na základě algoritmu TreeBitmap, 
který byl doplněn rychlými hashovacími tabulkami. Toto doplnění mírně zvýšilo jeho paměťové 
nároky, ale také výrazně zvýšilo rychlost vyhledání prefixu. Paměťová optimalizace tohoto algoritmu 
pak zlepšila paměťovou složitost alespoň u množin prefixů, které mají příhodné rozložení délek. 
Algoritmus HashTreeBitmap má nesporné výhody ve vysoké rychlosti vyhledání prefixů a také 
v relativně snadné hardwarové akcelerovatelnosti. Díky těmto vlastnostem má potenciál stát se 
významným algoritmem v oblasti vyhledávání nejdelšího shodného prefixu. 
Všechny tyto algoritmy byly konfrontovány s požadavky na vyhledání prefixů standardu IPv6 
a byla vyhodnocena jejich paměťová a časová složitost. V závěru kapitoly 5 byly uváženy možnosti 
využití jednotlivých algoritmů pro použití v dnešních směrovačích. Z tohoto uvážení vyplynul závěr, 
že kromě HashTreeBitmap mají velmi dobré vlastnosti také další algoritmy, především SST 
a Multimatch.  
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Přílohy 
Příloha 1: CD/DVD 
 
