Abstract. Debt detection is important for improving payment accuracy in social security. Since debt detection from customer transactional data can be generally modelled as a fraud detection problem, a straightforward solution is to extract features from transaction sequences and build a sequence classifier for debts. The existing sequence classification methods based on sequential patterns consider only positive patterns. However, according to our experience in a large social security application, negative patterns are very useful in accurate debt detection. In this paper, we present a successful case study of debt detection in a large social security application. The central technique is building sequence classification using both positive and negative sequential patterns.
Introduction and Application Background
Centrelink Australia (http://www.centrelink.gov.au) is a Commonwealth Government agency delivering a wide range of services to the Australian community. It is one of the largest data intensive applications in Australia. [5] .
Qualification for payment of an entitlement is assessed against a customer's personal circumstance. If all criteria are met, the payment to a customer continues until a change of the customer's circumstance precludes the customer from obtaining further benefit. However, for various reasons, customers on benefit payments or allowances sometimes get overpaid. The overpayments collectively lead to a large amount of debt owed to Centrelink. For instance, in financial year 2004-2005, Centrelink raised over $900 million worth of customer debts (excluding Child Care Benefits and Family Tax Benefits) [5] . To achieve high payment accuracy, detection of debts is one of the most important tasks in Centrelink. Centrelink uses a number of processes to determine customers at risk of incurring a debt, however, the processes used only find a certain types of debts, for example, earnings-related debts. Another problem is that processes are applied to all customers, so a lot of time and efforts are spent on customers who are subsequently identified as being non-debtors. In this paper, we discuss our case study of debt detection in Centrelink using data mining techniques.
Debt detection can be generally modelled as a fraud detection problem. Therefore, we can adopt a classification approach. All transactions about a customer form a transaction sequence. If no debt happens to a customer, the sequence is labelled as normal (i.e., no-debt). If a debt happens to a customer, the corresponding customer sequence is labelled as debt. We can collect a training set containing both no-debt and debt sequences and learn a sequence classifier. The classifier can then be applied to new customer sequences to detect possible debts.
A classifier needs to extract features for classification. Since sequences are the data objects in debt detection, it is natural to use sequential patterns, i.e., subsequences that are frequent in customer sequences, as features. The traditional techniques for sequential pattern based classifiers consider only positive patterns, which capture a set of positively correlated events. Moreover, to detect debt at an early stage and prevent debt occurrence, a classification model is needed to predict the likelihood of debt occurrence based on the transactional activity data. Nevertheless, to the best of our knowledge, there are no techniques for building classifiers based on negative sequential patterns like A → ¬B, ¬A → B and ¬A → ¬B, where A and B and sequential patterns.
To tackle the above problems, based on our previous work on negative sequential patterns [27, 28] , we designed a new technique, sequence classification using both positive and negative patterns, to build sequence classifiers with relationship between activity sequences and debt occurrences. The contributions of this paper are:
-A new technique of sequence classification using both positive and negative sequential patterns; and -An application in social security, demonstrating: 1) the effectiveness of our previous technique on negative sequential pattern mining to find both positive and negative sequential patterns; and 2) the effectiveness of our new technique on sequence classification using both positive and negative sequential patterns.
The rest of this paper is organized as follows. Our proposed technique of sequence classifiers using both positive and negative sequential patterns is described in Section 2. An application of the above technique in social security is presented in Section 3. Section 4 presents the related work on negative sequential pattern mining, sequence classification and existing systems and applications for fraud detection. Section 5 concludes this paper.
Sequence Classification Using Both Positive and Negative Sequential Patterns
From the data mining perspective, sequence classification is to build classifiers using sequential patterns. To the best of our knowledge, all of the existing sequence classification algorithms use positive sequential patterns only. However, the sequential patterns negatively correlated to debt occurrence are very important in debt detection. In this section, we first introduce negative sequential patterns and then propose a novel technique for sequence classification using both negative and positive sequential patterns.
Negative Sequential Patterns
Traditional sequential pattern mining deals with positive correlation between sequential patterns only, without considering negative relationship between them. To find negative relationship in sequences, we previously designed a notion of negative sequential rules [27, 28] as follows. Based on the above definition, there are four types of sequential rules, including the tradition positive sequential rules (see Type I).
-Type I: A → B, which means that pattern A is followed by pattern B; -Type II: A → ¬B, which means that pattern A is not followed by pattern B; -Type III: ¬A → B, which means that if pattern A does not appear, then pattern B will occur; and -Type IV: ¬A → ¬B, which means that if pattern A does not appear, then pattern B will not occur.
For types III and IV whose left sides are the negation of a sequence, there is no time order between the left side and the right side. Note that A and B themselves are sequential patterns, which make them different from negative association rules. The supports, confidences and lifts of the above four types of sequential 
rules are shown in Table 1 . In the table, P (A&B) denotes the probability of the concurrence of A and B in a sequence, no matter which one occurs first, or whether they are interwoven with each other.
Sequence Classification
Let S be a sequence dataset and T be a finite set of class labels. A sequence classifier is a function
In sequence classification, a classifier F is built with frequent classifiable sequential patterns P. The support of a sequential pattern p a is the proportion of sequences containing p a , and a sequential pattern is frequent in a dataset if its support in the dataset exceeds a user-specified minimum support threshold. Based on the mined sequential patterns, a sequence classifier can be formulized as
where P is a set of classifiable sequential patterns. That is, for each sequence s ∈ S, F predicts the target class label of s based on the sequence classifier built using the classifiable sequential pattern set P. A sequence instance s is said to be covered by a classifiable sequential pattern p (p ∈ P) if s contains p a , the antecedent of p.
Discriminative Sequential Patterns
Given a sequence dataset S and a set of target classes T , a number of frequent classifiable sequential patterns need to be discovered for building a sequence classifier. The conventional algorithms use only positive sequential patterns to build classifiers. However, negative sequential patterns can also contribute to classification. To achieve better classification results, we use both negative and positive sequential patterns to build classifiers. Furthermore, instead of using the complete set of frequent patterns, we select a small set of discriminative classifiable sequential patterns according to Class Correlation Ratio (CCR) [22] . CCR measures how much a sequential pattern p a is correlated with the target class τ compared to the negative class ¬τ . Based on the contingency table (see Table 2 ), CCR is defined as 
whereĉorr(p a → τ ) is the correlation between p a and the target class τ , defined asĉ
CCR falls in [0, +∞). CCR = 1 means that the antecedent is independent of the target class. CCR < 1 indicates that the antecedent is negatively correlated with the target class, while CCR > 1 suggests a positive correlation between them.
In order to use the mined classifiable sequential patterns to build a classifier, we need to rank the patterns according to their capability to make correct classification. The ranking is based on a weighted score
where M is the maximum W s of all rules where CCR = 0.
Building Sequence Classifiers
Our algorithm for building a sequence classifier with both positive and negative sequential patterns is composed of five steps.
1) Finding negative and positive sequential patterns using a negative sequential pattern mining algorithm, such as our previous techniques [27, 28] . 2) Calculating the frequency, chi-square and CCR of every classifiable sequential pattern, and only those patterns meeting support, significance (measured by chi-square) and CCR criteria are extracted into the classifiable sequential pattern set P. 3) Pruning patterns in the obtained classifiable sequential pattern set with the pattern pruning algorithm in [13] . The only difference is that, in our algorithm, CCR, instead of confidence, is used as the measure for pruning. 4) Conducting serial coverage test by following the ideas in [15, 13] . The patterns which can correctly cover one or more training samples in the test are kept for building a sequence classifier. 5) Ranking selected patterns with W s and building the classifier as follows.
Given a sequence instance s, all the classifiable sequential patterns covering s are extracted. The sum of the weighted score corresponding to each target class is computed and then s is assigned with the class label corresponding to the largest sum. 
A Case Study
Our technique was applied in social security to study the relationship between transactional activity patterns and debt occurrences and build sequence classifiers for debt detection.
Data
The data we used is the debt and activity transactions of 10,069 Centrelink customers from July 2007 to February 2008. In Centrelink, every single contact (e.g., because of a circumstance change) of a customer may trigger a sequence of activities running. As a result, large volumes of activity based transactions are recorded in an activity transactional database. In the original activity transactional table, each activity has 35 attributes, and we selected four of them which are related to this study. These attributes are "Person ID", "Activity Code", "Activity Date" and "Activity Time", as shown in Table 3 . We sorted the activity data according to "Activity Date" and "Activity Time" to construct activity sequences. The debt data consists of "Person ID" and "Debt Transaction Date". There are 155 different activity codes in the sequences. Different from supermarket basket analysis, every transaction in the application is composed of one activity only. The activities in four months before a debt were believed by domain experts to be related to the debt occurrence. If there were no debts for a customer during the period from July 2007 to February 2008, the activities in the first four months were taken as a sequence associated with no debts. After data cleaning and preprocessing, there are 15,931 sequences constructed with 849,831 activity records in this case study. 
Results of Negative Sequential Pattern Mining
Our previous technique on negative sequential rules [28] was used to find both positive and negative sequential patterns from the above data. By setting the minimum support to 0.05, that is, 797 out of 15,931 sequences, 2,173,691 patterns were generated and the longest pattern has 16 activities. From the patterns, 3,233,871 positive and negative rules were derived. Some selected sequential rules are given in Table 4 , where "DEB" stands for debt and the other codes are activities. The rules marked by "Type I" are positive sequential rules, while others are negative ones.
Evaluation of Sequence Classification
The performance of the classifiers using both positive and negative sequential patterns were tested and compared with the classifiers using positive patterns only.
In the discovered rules shown in Table 4 , generally speaking, Type I rules are positive patterns and all the other three types are negative ones. However, in the binary classification problem in our case study, A → ¬DEB can be taken as a positive rule A → c 2 , where c 2 denotes "no debt". Therefore, we treated Type I and Type II patterns as positive and Type III and Type IV as negative. That is, in the results shown in Tables 6-9, the traditional classifiers (labelled as "Positive") were built using both Type I and II rules, while our new classifiers (labelled as "Neg& Pos") were built using all four types of rules. However, in applications where there are multiple classes, Type II rules are negative.
By setting the minimum support to 0.05 and 0.1, respectively, we got two sets of sequential patterns, "PS05" and "PS10". The numbers of the four types of patterns are shown in Table 5 . There are 775, 175 patterns in "PS10" and 3, 233, 871 patterns in "PS05". It is prohibitively time consuming to do coverage test and build classifiers on so large sets of patterns. In this experiment, we ranked the patterns according to W s . Then, we extracted the top 4, 000 and 8, 000 patterns from "PS05" and "PS10" and referred to them as "PS05-4K", "PS05-8K", "PS10-4K" and "PS10-8K", respectively.
After that, two groups of classifiers were built. The first group, labelled as "Neg& Pos", were built with both negative and positive patterns (i.e., all four types of rules), and the other group, labelled as "Positive", were built with positive patterns (i.e., Type I and II rules) only. In order to compare the two groups of classifiers, we selected various numbers of patterns from the ones passing coverage test to build the final classifiers and the results are shown in Tables 6-9. In the four tables, the first rows show the number of patterns used in the classifiers. In Tables 8 and 9 , some results are not available for pattern number as 200 and 300, because there are less than 200 (or 300) patterns remaining after coverage test.
From the four tables, we can see that, if built with the same number of rules, in terms of recall, our classifiers built with both positive and negatives rules outperforms traditional classifiers with only positive rules under most conditions. It means that, with negative rules involved, our classifiers can predict more debt occurrences.
As shown by the results on "PS05-4K" in Table 6 , our classifiers is superior to traditional classifiers with 80, 100 and 150 rules in recall, accuracy and precision.
From the results on "PS05-8K" shown in Table 7 , we can see that our classifiers with both positive and negatives rules outperforms traditional classifiers with only positive rules in accuracy, recall and precision in most of our experiments. Again, it also shows that the recall is much improved when negative rules are involved.
As shown by Tables 8 and 9 , our classifiers have higher recall with 80, 100 and 150 rules. Moreover, our best classifier is the one with 60 rules, which has accuracy=0.760, specificity=0.907 and precision=0.514. It is better in all the three measures than all traditional classifiers given in the two tables.
One interesting thing we found is that, the number of negative patterns used for building our classifiers is very small, compared with that of positive patterns (see Table 10 ). Especially for "PS05-4K" and "PS05-8K", the two pattern sets chosen from the mined patterns with minimum support=0.05, there are respectively only 4 and 7 negative patterns used in the classifiers. However, these several negative patterns do make a difference when building classifiers. Three examples of them are given as follows. 
Related Work
Our study is related to the previous work on negative sequential pattern mining, sequence classification and fraud/intrusion detection. In this section, we review the related work briefly. 
Negative Sequential Pattern Mining
Since sequential pattern mining was first proposed in [1] , a few sequential methods have been developed, such as GSP (Generalized Sequential Patterns) [19] , FreeSpan [8] , PrefixSpan [17] , SPADE [26] and SPAM [2] . Most of the sequential pattern mining algorithms focus on the patterns appearing in the sequences, i.e., the positively correlated patterns. However, the absence of some items in sequences may also be interesting in some scenarios. For example, in social welfare, the lack of follow-up examination after the address change of a customer may result in overpayment to him/her. Such kind of sequences with the non-occurrence of elements are negative sequential patterns. Only several studies look at this issue.
Sun et al. [20] proposed negative event-oriented patterns in the form of ¬P T → e, where e is a target event, P is a negative event-oriented pattern, and the occurrence of P is unexpectedly rare in T -sized intervals before target events. P is supposed to be an "existence pattern" (i.e., a frequent itemset without time order), instead of a sequential pattern, though it is claimed that the discussion can be extended to sequential patterns.
Bannai et al. [3] proposed a method for finding the optimal pairs of string patterns to discriminate between two sets of strings. The pairs are in the form of p ∧ q or p ∨ q , where p is either p or ¬p, q is either q or ¬q, and p and q are two substrings. Their concern is whether p and q appear in a string s.
Ouyang and Huang [16] proposed the notion of negative sequences as (A, ¬B), (¬A, B) and (¬A, ¬B). Negative sequential patterns are derived from infrequent sequences. A drawback is that both frequent and infrequent sequences have to be found at the first stage, which demands a large amount of space.
Lin et al. [14] designed an algorithm NSPM (Negative Sequential Patterns Mining) for mining negative sequential patterns. In their negative patterns, only the last element can be negative, and all other elements are positive.
Sequence Classification
Classification on sequence data is an important problem. A few methods have been developed.
Wu et al. [23] proposed a neural network classification method for molecular sequence classification. The molecular sequences are encoded into input vectors of a neural network classifier, by either an n-gram hashing method or a SVD (Singular Value Decomposition) method.
Chuzhanova et al. [6] proposed to use Gamma (or near-neighbour) test to select features from l-grams over the alphabet. The method was used to classify the large subunits rRNA, and the nearest-neighbour criterion was used to estimate the classification accuracy based on the selected features.
Lesh et al. [11] used sequential patterns as features in classification. Sequence mining is first employed to find sequential patterns correlated with the target classes, and then the discovered patterns are used as features to build classifiers with standard classification algorithms, such as Naïve Bayes. Their experimental results show that using sequential patterns as features can improve the accuracy substantially. Compared to our work, they did not consider negative sequential patterns.
Tseng and Lee [21] designed algorithm CBS (Classify-By-Sequence) for classifying large sequence data sets. Sequential pattern mining and probabilistic induction are integrated for efficient extraction of sequential patterns and accurate classification.
Li and Sleep [12] proposed a robust approach to sequence classification, where n-grams of various lengths are used to measure the similarity between sequences, a modified LZ78 algorithm is employed for feature selection, and a Support Vector Machine (SVM) is used as the classifier.
A discriminatively trained Markov Model (MM(k-1)) for sequence classification was proposed by Yakhnenko et al. [25] . Their experimental results show that their classifiers are comparable in accuracy and more efficient than Support Vector Machines trained by k-gram representations of sequences.
Lei and Govindaraju [10] proposed to use an intuitive similarity measure, ER 2 , for multi-dimensional sequence classification based on SVM. The measure is used to reduce classification computation and speed up the decision-making of multi-class SVM.
Exarchos et al. [7] proposed a two-stage methodology for sequence classification based on sequential pattern mining and optimization. In the first stage, sequential pattern mining is used and a sequence classification model is built based on the extracted sequential patterns. Then, weights are applied to both sequential patterns and classes. In the second stage, the weights are tuned with an optimization technique to achieve optimal classification accuracy.
Xing et al. [24] studied the problem of early prediction using sequence classifiers. The prefix of a sequence as short as possible is used to make a reasonably accurate prediction. They proposed a sequential classification rule method to mine sequential classification rules, which are then selected by an early-prediction utility measure. Based on the selected rules, a generalized sequential decision tree method is used to build a classification model with a divide-and-conquer strategy.
In all the above studies, no negative sequential patterns are considered.
Fraud/Intrusion Detection
Some applications similar to debt detection are fraud detection, terrorism detection, financial crime detection, network intrusion detection and spam detection. Different from transactional fraud detection which attempts to classify a transaction or event as being legal or fraud, our techniques try to predict the likelihood of a customer being fraud based on his past activities. It is at customer level instead of transaction level. Bonchi et al. [4] proposed a classification-based methodology for planning audit strategies in fraud detection and presented a case study on illustrating how classification techniques can be used to support the task of planning audit strategies. The models are constructed by analysing historical audit data. Then, the models are used to plan effectively future audits for the detection of tax evasion. A decision tree algorithm, C5.0, was used in their case study. Although the target problem is similar to ours, the data used is different. We used transactional data which records activities related to customers. Because the time order in activities is important for predicting debt occurrences, sequence classifiers instead of decision trees are used in our application.
Rosset et al. [18] studied the fraud detection in telecommunication and presented a two-stage system based on C4.5 to find fraud rules. They adapted the C4.5 algorithm for generating rules from bi-level data, i.e., customer data and behaviour-level data. However, the behaviour data they used is the statistics in a short time frame, such as the number of international calls and total duration of all calls in a day, which is different from the sequential patterns in our techniques.
Julisch and Dacier [9] used techniques of episode rules and conceptual clustering to mine historical alarms for network intrusion detection. Their episode rules are designed to predict the occurrence of certain alarms based on other alarms. Negative sequential patterns are not taken into account in their model.
Conclusions and Discussion
We presented a new technique for building sequence classifiers with both positive and negative sequential patterns. We also presented an application for debt detection in the domain of social security, which shows the effectiveness of the proposed technique.
A limitation of our proposed technique is that an element in a sequence is assumed to be a single event, which is based on the transaction data in this application in social security. However, in other applications, an element may be composed of multiple items. Therefore, to extend our techniques to such general sequence data will be part of our future work.
Another limitation is that time constraints are only partly considered in our techniques. What we did is setting the time window so that a pattern is less than 4 months, based on domain experts' suggestions. Nevertheless, we have not set any other time constraints, such as the time interval between adjacent elements. In other applications, it may be interesting to find patterns with the above constraints and use them to build sequence classifiers.
A third limitation is that, in real world applications, there are different costs with correct predictions, false positives and false negatives, and it will be more fair and more useful when measuring the performance of classifiers by taking the above costs into consideration. We are currently in the progress of the above work.
In our future work, we will also use time to measure the performance of our classifiers, because it is desirable in real-world applications to predict debt occurrences as early as possible. Using time to measure the utility of negative patterns and to build sequence classifiers for early detection will be part of our future work.
Last but not least, patterns in data may keep changing as time goes on, and the learned patterns and the built classifiers may become out-of-date. New labelled data (e.g., new debts) from oncoming data can be used to improve the classifiers. Therefore, it is imperative to build an adaptive online classifier which can adapt itself to the changes in new data.
