Efficient bandwidth allocation and low delays remain important goals, especially in highspeed networks. Existing end-to-end congestion control schemes (such as TCP+AQM/RED) have significant limitations to achieve these goals. In this paper, we present a new and simple congestion control scheme, called Load Early Detection (LED), that achieves high link efficiency and low persistent queue length. The major novelty of LED is that it gauges the congestion level by measuring the traffic load instead of the queue length. We show analytically that this feature of LED enables it to detect congestion earlier and react faster than other schemes. To gain insight into the behavior of LED and compare it with RED, we analyze a simple fluid model, and study the relation between stability and throughput, especially for low delays. We evaluate the performance of LED using extensive ns2 simulations over a wide range of network scenarios. Our simulation results show that LED achieves significantly higher link efficiency than RED (up to 83%), REM (up to 141%), and PI controller (up to 88%), especially in the presence of low delays.
Introduction
End-to-end traffic management and congestion control continues to be one of the major pillars for the robustness of the Internet 1) . Because of the randomness of Internet traffic, at least within short periods, over-provisioning cannot fully avoid congestion. Moreover, insufficient congestion control could lead to congestion collapse 1) . Minimizing queuing delays is especially important in high bandwidth networks. The end-to-end delay that affects users' traffic is the sum of three components: (a) propagation delay, (b) transmission delay, and (c) queuing delay. Propagation delay depends on the distance and speed of a signal, therefore for a given distance it cannot be minimized. Transmission delay is the ratio of the size of the data to be transmitted to the bandwidth. Therefore, it can be reduced by increasing the bandwidth. It is for this precise reason that users are willing to pay for more bandwidth. But, the advantage of using high bandwidth to reduce transmission delay can be lost in the presence of queuing delay, which increases the total end-to-end delay. Therefore, congestion control, with the active participation of routers, will be an important part of high-bandwidth Internet solutions. Since TCP is still the dominant protocol for the Internet, and in views of TCP's known behavior of congesting the network in order to probe its capacity, we need schemes that have a very fast response to an increase in the traffic level.
Although a number of schemes have been proposed for congestion control, the search for new schemes continues 1)∼11) . As a result of the increase in web traffic on the Internet, there is a need for algorithms to react faster to congestion. Surveys of various congestion control algorithms proposed for use in routers can be found in Low, et al. 12) and Medina, et al. 13) . The proposed solutions cover a wide spectrum of improvements. At one end of this spectrum there are simpler, more incremental, and more easily employable changes to the current TCP. Examples of such proposed solutions are Random Early Detection (RED) 14) and Explicit Congestion Notification (ECN) 15) . At the other end of the spectrum are solutions incorporating more powerful changes that result in new transport protocols with higher performance but with less chance to be deployed on a large scale on the Internet, at least in the immediate future. An example of such a solution is XCP 11) . Other proposals, such as Random Exponential Marking (REM) 2) , Proportional In-tegral (PI) controller 7) , HighSpeed TCP 6) , and Quick Start TCP 8) reside along the simplicitydeployability spectrum. In the end, the choice among all these solutions depends on making a tradeoff between performance and practical use that is best suited to the Internet. Because of the size and multidimensional complexity of the Internet, robustness in heterogeneity is valued over efficiency of performance, which causes evolutionary change to be favored over revolutionary change. For this reason, in our solution we propose minimal changes to RED/ECN and try to derive the maximum performance improvements out of them.
Today's routers use some form of Active Queue Management (AQM) scheme based on the queue length. RED 14) and ECN 15), 16) are well-known algorithms, and are considered the current standards. RED randomly drops packets even before the queue is full, with a probability of packet drop calculated from the queue size. ECN is a modification to RED where a bit in the IP header is set and used when the routers decide to drop a packet. The probability-calculating function used in ECN is the same as that in RED (or with some minor modification, but still based on the size of the queues built in routers). In our scheme, we still use the framework of the ECN to convey the congestion information to the source. That is, we still mark the same bits used in ECN to indicate congestion, but we intend to change the probability-calculating algorithm of ECN. REM 2) and PI controller 7) are two of the other well-known algorithms to which we compare our scheme. Both REM and PI controller attempt to tune the average queue length to a target queue size. REM embeds the difference in target and average queue size along with the difference in input rate and the capacity of the link into a parameter price, which serves as a measure of congestion. Packets at the link are then marked or dropped exponentially in relation to the price. PI also employs the difference in average queue size and target queue size, as well as the difference between queue size in the previous time period and target queue. These are then scaled by factors a and b 7) to obtain the loss probability. In LED, presented here, the probability of packet mark/drop is calculated on the basis of the traffic load at routers. We also show that our LED performs better than RED, REM, and PI Controller. In particular, we show by theoretical and experimental analysis that LED reacts faster to congestion than other solutions. The predominance of short-lived traffic on the Internet requires routers to employ congestion control algorithms that detect congestion early and react fast.
The remainder of the paper is organized as follows. In Section 2, we present the LED algorithm and describe it in detail. In Sections 3 and 4, we analyze our scheme, using control theoretic tools. We use Delay Margin (DM) principles to check the stability of the system and analyze its effect on the throughput of LED in comparison with RED. The ns2 simulations have been used to compare the performance of LED to that of the other schemes (RED, REM, and PI Controller). In Section 5, we present our simulation results using ns2 17) simulator. In Section 6, we discuss parameter settings and implementation issues. In Section 7, we present the conclusions of our research.
Algorithm for Calculating the Probability of Packet Marking Using LED
It is a known fact that in any AQM-based scheme the delay in the system could be traded for better throughput. The significance of our scheme is that it achieves a better tradeoff than the current AQMs. The principle behind the scheme is to use the traffic load at the router to determine the packet mark strategy. By traffic load, we imply the ratio of the number of bytes received to the capacity of the router in a particular interval of time. If an algorithm can keep the value of the traffic load always one, that is, if it can make the in-rate equal to the out-rate, then such a system will be able to guarantee a 100 percent throughput with zero delay.
The ultimate aim of any traffic management scheme is to keep the traffic load at the router equal to one. A traffic load of less than one leads to under-utilization of bandwidth, while a traffic load more than one results in congestion and queue build up. Rather than trying to control the queue at an optimum value and thereby indirectly controlling the traffic load, a scheme that directly controls the traffic load will perform better by itself adapting faster to changes in traffic load. Traffic-load-based schemes such as LED can sense an increase in traffic prior to queue build-up, which is a consequence of congestion.
A scheme based on queues can never sense an increase in traffic, unless there is an actual queue build-up. For example, in RED, if the min th is set to, say, 20 packets, then the router would not start marking the packets unless the queue reaches at least 20 packets, but in absolute terms, even a queue of one would mean an imbalance between the in-rate and the outrate. On the other hand, if we set the thresholds very low, the RED queue oscillates more and reaches the value zero often, thus, leading to a significantly lower throughput in the lowdelay region. We also show in Sections 3 and 4, using control theoretical tools, that the queue in a scheme based on traffic load, such as LED, oscillates less and consequently leads to higher throughput in the low-delay region, than the queue in RED. In the high-delay region, which is not desirable for users, all schemes produce good throughput. Our proposed algorithm used to calculate the probability of packet marking or dropping is described in following section.
Algorithm
LED computes an average traffic load running average similar to the one used to calculate the queue length in TCP-RED. That is, the average load factor is computed as a weighted average of the previous average and the new (instantaneous) load estimate. The average traffic load is calculated at discrete intervals of time t = nτ , where n = 0, 1, 2, 3, . . . , n and τ is the time interval. The traffic load is given by Eq. (1):
where
The reason for using an average load factor rather than an instantaneous one is that it captures more accurately the notion of congestion. Because of the bursty nature of the Internet traffic, the load factor can oscillate rapidly. Therefore, the weighted average calculation tries to balance the reaction to longlived and instantaneous congestion, by filtering short-term changes in the load factor. The weighting parameter α is selected to smooth the instantaneous traffic load. A large α tracks changes in traffic load but might be heavily influenced by temporary fluctuations. On the other hand, a small α might not be quick enough to adapt to real changes in traffic. More details of how to select the weighting parameter α are given in Section 6.2. The average traffic load calculated at time t = nτ is used in the interval [nτ, (n + 1)τ )] to mark or drop packets.
Two thresholds, namely, minimum threshold (min th ) and maximum threshold (max th ), are maintained for the traffic load. At the time of each packet arrival, the calculated average traffic load is compared to thresholds. If the average traffic load is below (min th ), no action is taken. If the traffic load is found to be between (min th ) and (max th ), the packet is marked if it is ECN-capable and dropped if it is not with some probability, whose calculation is described later in this section. If the traffic load is above (max th ), the packet is marked if it is ECN-capable and dropped if it is not.
M ark/Drop packet with P robability p; The calculation of the probability of packet marking or dropping follows a linear pattern as shown in Fig. 1 . As the traffic load varies from minimum to maximum thresholds, the probability of marking varies from 0 to 1 linearly. The maximum probability of dropping in this scheme is 1. This is then adjusted against the count, which is the number of packets since the last drop or mark. The probability is also modified to take care of the packet length. Thus, the probability is given by
As shown in this section, the implementation of LED is simple. Only the probabilitycalculating algorithm need to be changed in routers that implement RED/ECN. No change is required in TCP end users.
Initialization and Idle Period Settings
The average traffic load is set to the minimum threshold during the initialization of the queue. When the link is idle for a particular period of time, which is denoted by the absence of any packet arrivals, the average traffic load is calculated during that period by setting the instantaneous traffic load to zero. Hence, if the link is idle for a period of n time intervals, at the end of the idle period the average traffic load is scaled to
. (6) At the end of the idle period, the average traffic load is set to the minimum of the value calculated above and the minimum threshold set for the average traffic load. Thus, the average traffic load is gradually reduced during the idle period, but never allowed to go below the minimum threshold. This is done to ensure a faster response of the router to the congestion information when it comes back from the idle period.
Stability Analysis
To study the stability of the LED system, we have developed a control theoretical model, which is presented in the Appendix. We use DM as the major metric 18) to estimate the stability of LED as a closed feedback system. If DM is negative, the system will oscillate. A positive DM represents how much the Round Trip Time (RTT) can be increased without violating the stability of the feedback system. Our goal is to keep the system stable, while the delay is low. If the system oscillates when the delay is low (i.e., when the queue is small), the system will have often an empty queue and therefore a low link utilization.
Assuming 
We further assume that the low-pass filter pole k LED is less than the corner frequency of TCP's dynamics and that it dominates the closed-loop system behavior. The unity-gain crossover frequency ω LED (i.e., |g LED (jω LED | = 1)) thus satisfies
Then at low frequency we have
The phase margin of the LED system Eq. (7) without delay is:
and the DM, which represents how much the RTT can be increased without violating the stability of the feedback system, is then
where ω LED is the smallest solution of
On the other hand, as shown in Hollot, et al. 20) , the open-loop transfer function of the classical TCP-RED scheme is
where,
where α RED is RED's queue-averaging weight. The DM for RED is thus
where • phase and thus increases the DM of the system. Therefore, the oscillations in the queue are reduced, leading to an improvement in the throughput, with correspondingly low delays.
To achieve high stability, we need to keep (by changing the scheme parameters) a large positive value of DM in the presence of low delays. The delay level is set by min th and (max th − min th ). A larger DM would lead to fewer oscillations in the system. In Fig. 2, Fig. 3, and  Fig. 4 , we plot the DM as a function of the network parameters N , (max th − min th ) and α. The DM increases as N , (max th − min th ), increases. It decreases as α increases. The estimator of stability for low delay is the DM, which is shown in Fig. 2, Fig. 3 , and Fig. 4 . Because the fluid model used for the system is an approximation of TCP, we validate the model with ns2 simulations. In the following, we analyze the performance of the LED scheme. Our comparisons are based on ns2 plots of average traffic load and queue length versus time. Figure 5 shows the performance of LED scheme with corresponding parameters specified in Table 1 .
We now tune the system for a more stable response. From Eq. (12), we can do this by decreasing k LED (decreasing α), as this will give a higher delay margin, making the system less oscillatory. We thus decrease α to 0.001. The response of the system is shown in Fig. 6 , where the system is less oscillatory. However, an increase in the averaging parameter causes a more sluggish response, and there are still certain oscillations in the queue. We can further stabilize the system by decreasing the averaging parameter as shown in Fig. 7 , where α = 0.005.
The number of flows in the router also plays an important role in the queue oscillations. A larger N will lead to fewer oscillations, as shown in Eq. (12) . As in case 1, we keep α = 0.05 and increase N to 20. The response shown in Fig. 8 is less oscillatory than that in Fig. 5 .
As shown by the above experiments, the predictions of our model are validated by ns simulations. Our model can thus be used to tune the parameters in the LED scheme.
Performance Improvement
In this section, we use the DM to analyze why the LED scheme performs much better than the RED scheme in the low-delay region, as in Quet, et al. 19) . The DM measures the stability of the system. In the low-delay region, we will show that RED has more oscillations in the queue than the LED scheme. Oscillations in the queue in the low-delay region cause the queue to go to zero often. In this case, the link is greatly underutilized, which reduces the throughput. In contrast, LED enables higher throughput in the low-delay region because there are fewer oscillations. We proceed to explain this result by comparing the DM for both cases.
Equation (12) gives us the DM for the LED scheme. From Hollot, et al. 20) , we derived DM for RED in Eq. (18) .
We can see that DM is a decreasing function of ω g and k (for both the RED and LED schemes). Then, from Eq. (12) and Eq. (18), if K LED is less than K RED , and k LED is less than k RED , we have a higher DM for the LED scheme than for RED. Our comparison of the RED and LED schemes uses the same value of R 0 . From Eq. (10) and Eq. (15), we see that K LED is less than K RED in the low-delay range, where min th and (max th − min th ) are low for the RED scheme. If min th is set high, then we operate in the high-delay range, where oscillations in the queue have no effect on the throughput of the system. From Eq. (A.9) and Eq. (17), we see that k RED is higher than k LED in most cases. This implies that, in the lowdelay region, oscillations are higher in the RED scheme than in the LED scheme.
The above DM analysis shows that LED enables fewer oscillations than RED in the lowdelay regions. This means that the traffic load in the RED scheme oscillates more than the traffic load in the LED scheme. From Eq. (A.7), we see that oscillations in the queue in the LED scheme are fewer than in the RED scheme. Thus, in the low-delay region, in the LED scheme the queue does not go to zero as often as it does in similar regions for RED. We can see the confirmation of this phenomenon in Fig. 11, Fig. 12, Fig. 13, and Fig. 14, which were obtained by ns2 simulations.
Consider the cases shown in Fig. 12 and Fig. 14 . The capacity of the router's output link is C = 187.5 packets/sec, number of flows N = 30, α = 0.05, and T p = 52 ms. For the case of the LED scheme, the thresholds were set to 0.8 and 1.5. We observe an R 0 value of 0.2 s in Fig. 12 . Furthermore, in the cases we have analyzed, we assume that τ = R 0 to compute k LED from Eq. (A.9). The calculated DM is higher in the LED scheme than in RED. Therefore, the throughput is expected to be higher in LED than in RED.
The above theoretical analysis is confirmed by the simulation results presented in Section 5. We would like to stress that, for highbandwidth networks, it is important to obtain high throughput while keeping the queuing low. The main reason for users to use and pay for higher-bandwidth networks is to reduce the whole communication time by reducing transmission delay. Therefore, it is very important to minimize the queuing delay. Otherwise, what would be gained in terms of delay from using high bandwidth would be lost through queuing delays. In queuing systems, including RED and LED, it is generally possible to trade throughput for delay, which means that such systems could provide high throughput in the presence of high delays. But, as we explained, especially in high-bandwidth networks long queuing delays cannot be tolerated. As is shown by the simulation results, LED guarantees higher throughput than RED in the low-delay range. Therefore, the ability of the LED scheme to provide higher throughput in the low-delay region is its principal advantage, which finally justifies its implementation.
Simulation Results

FTP Traffic Model
Three different simulation configurations are used to compare the LED scheme to RED 14) , REM 2) , and PI controller 7) . Our goal is to minimize the changes required in routers, in order to have a chance for the protocol to be used in practical conditions. For this reason, we do not compare LED to solutions that require the implementation of new protocols in routers and end users such as XCP 11) . The first configuration simulates FTP traffic. This model is used to study the effects of the scheme on the TCP dynamics. A number of sources, S 1 , S 2 , S 3 , . . . , S n , are connected to a router R 1 through 10 Mb/s, 2 ms delay links. Router R 1 is connected to R 2 through a 5 Mb/s, Figure 9 shows the simulation configuration. The parameter settings for RED, REM, and LED are shown in Table 2 . Another simulation is performed using the above topology, but with variation in the RTT of the sources. The link delay for source and destination links varies from 1-10 ms, resulting in different RTT for different flows. In addition reverse path traffic is induced by adding some sources starting at nodes D 1 , D 2 , and so on.
Mixed Traffic Model
The mixed traffic model is configured to simulate web traffic. It consists of
• Several exponential traffic sources running over the UDP, which create a self-similar traffic, used to model the Internet background traffic.
• Several web sources and clients, to model the web traffic to be analyzed.
• Between five and ten FTP sources to model the bulk data traffic. The network configuration used was an unbalanced dumbbell topology, very similar to the configuration for FTP traffic. The sources connected to node R 1 were replaced by a combination of web sources, FTP sources, and exponential sources, as mentioned above. The destination nodes were collection web clients, TCP and UDP sinks.
In this model, we wanted to simulate typical high-bandwidth Internet conditions, which are shown to be characterized by self-similar traffic. We measure the "self-similarity" of our model traffic by using the Hurst parameter. This parameter indicates the degree of traffic selfsimilarity. Usually, the Hurst parameter of web traffic is between 0.75 and 0.85. For our mixed model, the Hurst parameter was measured by using a variance-time plot 21) , and was found to be 0.807.
Multiple Congested Gateways Model
The multiple congested gateways model is used to observe the response of the scheme when multiple congested links all following the same queue management scheme are used. It is a typical parking lot configuration. Different flows in the network travel for different distances. There are N + 1 routers in the network, R 0 to R N . At each router, 20 flows enter the network. In our experiment, we used a configuration with four routers. In addition, 20 flows exist between routers R 0 -R 1 and R 1 -R 2 . The simulation configuration is shown in Fig. 10 .
Simulation Results
In all configurations, the throughput versus the queuing delay at the congested link is plotted. The parameters used for the schemes are shown in Table 2 and Table 3 . RED, REM, and LED have the same parameters for all the configurations. For PI, the two critical parameters a and b are calculated by following the procedure outlined in Hollot, et al. 7) . For REM, the guidelines specified in Athuraliya 22) have been followed to obtain high responsiveness. For the multiple congested gateways, configuration the total system throughput versus the end-to-end queuing delay is compared. For flows using TCP as transport protocol, the throughput is calculated for the total number of acknowledged packets. For UDP packets, only the packets successfully reaching the destination node are included in the calculation. It should be noted here that this throughput is different from the actual number of packets that has actually left the congested link, since duplicate acknowledgments and packets that may have been dropped at destination nodes are not included in throughput measurement. Figure 11 , Fig. 12 and Fig. 13 plot the average queue length at the output link for RED, while oscillations in the queue decrease for RED as the difference between the minimum and maximum thresholds is increased from 2 to 20 packets (when the minimum threshold is increased from 1 to 10, the maximum threshold becomes three times the minimum threshold), with a corresponding increase in the throughput, albeit at a higher delay. The average queue for the LED scheme is shown in Fig. 14 , for a minimum threshold of 0.8 and a maximum threshold of 1.2.
Comparing the queues in Fig. 12 and Fig. 14 , it can be observed that LED leads to fewer oscillations in the queue than RED, for similar queuing delay. Therefore, LED enables a higher utilization of the link than RED. These results can be explained by the faster response to congestion by LED than that of RED. As shown in Fig. 13 , to achieve a similar throughput as LED, RED needs to operate with an average delay (20 packets) higher than LED. Therefore, these experimental results validate our theoretical conclusion that LED with correspondingly low delays can achieve higher throughput than RED.
We plot four cases of throughput versus queuing delay graphs that illustrate superiority of LED performance to those of RED, REM, and PI controller. The first two cases, the Fig. 15 and Fig. 16 , show the throughput for FTP sources. The simulation configuration is shown in Section 5.1. In Fig. 15 , we set the minimum threshold to 0.8 and vary the maximum threshold from 1.0 to 1.75 in such a way that the average delay increases with throughput. Figure 15 shows the FTP throughput with forward path traffic only. As can be seen, LED performs better in terms of link efficiency than RED (up to 115%), REM (up to 141%), and PI controller (up to 44%), in the presence of low delays. Figure 16 shows the throughput when reverse traffic is also included. Again, in the low-delay region, LED performs better in terms of link efficiency than RED (up to 42%), REM (up to 65%), and PI controller (up to 188%). Figure 17 , shows the result for the multiple congested gateways configuration. As can be seen, LED performs better in terms of link efficiency than RED (up to 34%), REM (up to 46%), and PI controller (up to 43%), especially in the presence of low delays. It can also be observed that the effect is multiplied in comparison with the simple FTP configuration in Fig. 15 . For the results shown in Fig. 18 , we used the simulation configuration described in Section 5.3. This configuration is used to test our scheme on a more realistic traffic model, which includes simultaneous web, FTP, and UDP traffic. As shown in Fig. 18 , in the lowdelay region LED performs better in terms of link efficiency than RED (up to 83%), REM (up to 75%), and PI controller (up to 75%).
Discussion of Parameters and Implementation
Time Interval
The first parameter to be considered is the interval at which the traffic load is estimated. The effect of the actions taken by the traffic management scheme affects the router one round trip time later. Hence the time constant of the dynamics of the traffic load cannot be faster than the lowest RTT among all of the flows. While the choice of estimated interval in the presence of different RTT-s is beyond the scope of this paper, a practical solution would be to set τ equal to the average RTT. For all our simulations, we chose an estimation interval comparable to RTT.
Traffic Load Weight α
Following the same principles of the RED time constant as in Floyd and Jacobson 14) and Floyd, et al. 23) , we assume that it takes −1/ln(1 − α) time intervals for the traffic load estimator to reach 63% of a new value, or that the time constant of our system is −τ /ln(1−α) seconds. Letting this time constant in our system to be 1 second, we get
6.3 Thresholds (min th and max th ) Minimum threshold setting for the algorithm determines how soon the packet marking is commenced. A threshold of 0.8 indicates that the algorithm starts marking or dropping as soon as the number of bytes that have arrived exceeds 80% of the capacity of the link. The maximum threshold determines the size of burst the link can tolerate. The higher the maximum threshold, the higher the link delay and vice versa. The setting for the thresholds depends on the amount of acceptable delay for the system and the input traffic pattern. One broad guideline would be to set max th and min th on either side of 1.0, both for stability and performance reasons. We are working on tuning the minimum and maximum thresholds adaptively, according to the traffic load.
Implementation Issues
The implementation of the LED scheme is going to be similar to that of RED, since they have a similar architecture. The overhead involved in calculating the probability is going to be less than in RED, since it is done once every second and not at the time of each packet arrival. The overhead is comparable with that of REM and PI controller, since both employ a similar time period. The complexity of setting the parameters is also similar to that of REM, PI, or RED.
Conclusions
In this paper, we have presented LED, a new and simple congestion control scheme. LED has a faster response to congestion than other solutions, because it measures the congestion level by using the traffic load at routers.
To better understand the behavior of LED and compare it with RED, we developed a fluid model, and used this model to analyze the stability and efficiency of LED, especially for low delays.
Using extensive ns2 simulations, we show that LED achieves high utilization for low delays. Our simulation results show that LED performs better in terms of link efficiency than RED (up to 83%), REM (up to 141%), and PI controller (up to 88%), especially in the presence of low delays.
Appendix
A.1 Appendix: Mathematical Model
In the following, we develop a mathematical model that will allow us to justify our design by carrying out a stability analysis of the implicit feedback control system the scheme forms. Moreover, this model will help explain the performance improvement we observe while comparing the LED to the RED-ECN scheme, and will provide guidelines for tuning the design parameters.
We consider a network configuration consisting of a single router supporting N homogeneous TCP flows. As shown in Hollot, et al.
24)
and Misra, et al. 20) , the congestion avoidance mode of TCP can be modeled by using a fluid flow approximation:
where W (t) is TCP's congestion window size, R(t) is the RTT delay and p(t) is the probability of packet mark due to the AQM mechanism at the router. The RTT R(t) is composed of the propagation delay T p and the queuing delay
C , where q(t) is the queue length of the buffer and C is the outgoing link capacity, and thus
The traffic load L(t) is defined as the ratio of the aggregate incoming rate to the router and the outgoing link capacity. Hence, Following similar techniques to the ones used in Hollot, et al. 20) , we then carry out a linearization of Eq. (7) around the operating point. To do so, we make the following assumptions: we neglect the effect of an eventual queue length on the RTT dynamic (which is reasonable if we keep a small queue size), we assume that L 0 = 1, and we neglect some high-frequency dynamics (similarly to Hollot, et al. 20) A block diagram of our scheme is shown in Fig. 19 . We further assume that the low-pass filter pole k LED is less than the corner frequency of TCP's congestion window dynamic and that it dominates the closed-loop system behavior. The unity-gain crossover frequency wg (i.e., |G LED (jw g )| = 1), where Then, at low frequency, we have
where .24) 
