Inverse transient analysis (ITA) has been recognized as a useful technique for pipeline condition assessment, such as leak detection and pipe wall thickness estimation. The effectiveness and accuracy of the inverse analysis are dependent on the sensor placement design; however, previous research on this topic is limited. This paper investigates how the number and location of pressure sensors affects the identifiability of pipeline parameters in the ITA approach. An analytical analysis demonstrates that infinite pipe parameter combinations can produce almost the same pressure responses at specific observation locations, which means that the identifiability of the pipe parameters will be poor if sensors are installed at these locations. Numerical sensitivity studies and multiple ITA case studies are conducted to investigate the relationship between the sensor locations and the parameter identifiability. It is found that at least three sensors are needed, and given the first two sensors are N reaches apart (i.e. N pipe segments in the inverse model), the third sensor should not be placed at nodes that are separated from any of the first two sensors by an integer multiple of N reaches.
Introduction
Water distribution systems are one of the most important types of infrastructure in modern cities. The gradual deterioration as systems age leads to failure of pipelines, which may have severe consequences in terms of water resource losses, disruptions to traffic and the wider community, repair costs and compensation claims. Efficient and reliable pipeline condition assessment can help to gain a clear understanding of the structural condition of pipe systems and enable strategic pipeline rehabilitation or replacement. Fluid transient-based methods are useful for the detection of anomalies (Lee et al. 2006; Meniconi et al. 2011; Gong et al. 2013; Duan et al. 2014; Ferrante et al. 2014; Brunone et al. 2018 ) and the assessment of the pipe wall condition (Stephens et al. 2013; Gong et al. 2015; Shi et al. 2017) in water distribution systems. Among the fluid transient-based methods, Inverse Transient Analysis (ITA), a popular transient-state pipe parameter calibration method, has been intensively studied in the past few decades (Vitkovsky et al. 2001; Covas 2003; Haghighi and Ramos 2012; Stephens et al. 2013; Zecchin et al. 2013; Capponi et al. 2017; Kim 2018; Zhang et al. 2018a) .
The ITA aims to find a set of pipeline parameters (e.g. wall thickness or wave speed) for a numerical pipe model, such that the numerical response of the model matches the measured transient pressure response. It has been observed that ITA can suffer from the problem of multiple solutions (Kapelan et al. 2004; Zhang et al. 2018b) . In other words, pipe models with different sets of pipe parameters can produce similar numerical pressure responses that all match the measured transient pressure response to a high degree. This issue is also termed as the identifiability problem (Ljung 1998) . Jung and Karney (2008) attributed this problem to the lack of data. Kapelan et al. (2004) proposed to improve the ill-conditioned state of the problem by incorporating prior information. Meniconi et al. (2015) also pointed out the uniqueness of the solution was not ensured unless the number of measurement stations was increased. Instead of increasing the data or incorporating prior information, Zhang et al. (2018b) proposed a multiple stage algorithm to identify the wave speed parameters by strategically limiting the extent of the search-space. Despite this work, the mechanism behind the identifiability problem is still unclear.
It is believed that the identifiability problem is intimately related to the sensor placement design, since sensor placement design plays a crucial role in model calibration ). The objective of sensor placement design is to collect data that, when used, will yield the best results. A proper sampling design will provide all the essential data, while avoiding the collection of redundant data. Recently, the large scale implementation of Smart Water Networks for permanent monitoring makes sensor placement design even more important. For example, the South Australia Water Corporation in Adelaide, Australia has installed hundreds of sensors in the central business district of Adelaide, such that potential breaks can be prevented before they cause significant disruptions (Stephens et al. 2018) . Since these sensors are permanently installed, the study of sensor placement design can ensure that sensors are placed in the right, and even optimal, locations.
The problem of sensor placement design for steady-state hydraulic model calibration has previously attracted attention. Bush and Uber (1998) proposed general sensitivity based methods to rank the locations available for measurement. Sensitivity based methods have been the building blocks of much of the following research; however, instead of ranking according to the sensitivity, many researchers treated the sampling design problem as an optimization problem (Meier and Barkdoll 2000; Lansey et al. 2001) , in which evolutionary algorithms, such as the genetic algorithm (GA), were employed to minimize a parametercovariance-metric based objective function. In addition, Kapelan et al. (2003) proposed a second objective function of minimizing the number of sensors. Thus, the sampling design problem was formulated as a multiple-objective problem. This was solved by the GA (Kapelan et al. 2003; Steffelbauer and Fuchs-Hanusch 2016) and by an adaptive neural network (Behzadian et al. 2009 ).
In contrast, research on sensor placement design for transient hydraulic model calibration is very limited ). Vítkovský et al. (2003) considered the transient-state sampling design as an optimization problem, in which the GA was used to minimize or maximize three different indicators. However, no one has investigated the relationship between the sampling design and the problem of multiple solutions in ITA.
The research reported in the current paper is the first systematic investigation on how the number and location of transient pressure measurement stations affect the identification of pipeline parameters in the ITA-based pipeline condition assessment. The problem of sampling design and parameter identifiability in ITA is clearly formulated. To tackle this challenging problem, a novel approach is proposed in which the Reconstructive Method of Characteristics (RMOC) recently developed by the authors (Zhang et al. 2019 ) is used to facilitate the investigation. Given that pressures are measured by two sensors and pipe parameters between the two sensors are known, the RMOC can analytically and uniquely determine the remaining pipe parameters upstream and downstream of the two sensors. In this research, the use of RMOC enables a solid proof that ITA using two sensors only will have the multiple solution problem. The RMOC analysis also enables a sensitivity analysis for the placement of the third sensor. That is, to determine the location where the pressure is the most sensitive to wave speed variations to install a third sensor. It is found by the sensitivity analysis that the identifiability of pipeline parameters is significantly different when the third sensor is installed at the different locations. The findings have been verified by ITA case studies. Finally, recommendations on sensor placement for ITA are presented, which help to avoid the multiple solution problem and enhance the parameter identifiability.
Problem Formulation
The study in this paper considers a general case in which the pipe section of interest is part of a long transmission main or within a large water distribution network. As a result, the pressure sensors are installed at the interior nodes along the pipeline (Fig. 1) . The pipeline of interest is discretized into M reaches (consider M is even, without loss of generality), and the discretization is based on a uniform time step Δt, instead of a fixed reach length Δx. Assuming that the pipeline is excited into a transient state by a flow perturbation at node x M/2 at time t 0 (point A in Fig. 1 ), there will be M reaches, centered on the x M/2 point, contributing to the first M − 1 transient pressure measurements at the transient generator H(x M/2 ). The length of each reach is the distance that the transient wave travels in each time step, thus is determined by Δx i = a i Δt. A small Δt results in a larger number of pipe reaches in ITA for calibration, which may make the problem unmanageable due to the large number of decision variables. The time step Δt in discretization is usually greater than the duration of the maneuver that causes the transient (for example, a 1-10 milliseconds closure time by a side discharge solenoid valve), such that the maneuver can be treated in a similar way as an instantaneous valve closure in the numerical analysis.
The unknown parameters (in this research, it is assumed that the pipeline has a uniform internal diameter, and wave speeds are the unknown parameters representing the pipeline condition) of M reaches require estimation. The pressure response on the edges or inside the polygon bounded by A, B, C, and D in Fig. 1 are only dependent on the M wave speeds (a 1 to a M ) in the pipe section of interest. The M -1 nodes linking M reaches are potential locations for the placement of pressure transducers, for recording the pressure response of the pipeline after a transient excitation.
The remaining question is that for the M -1 potential locations for sensors, how many sensors are required and how are these sensors best placed to identify the unknown parameters.
Multiple Solutions with Two Sensors
One sensor only is not sufficient to uniquely identify the wave speed distribution of a pipeline, since it is impossible to tell which direction the transient wave reflections come from. This section investigates whether two sensors are sufficient for uniquely identifying the wave speed distribution of a pipeline by an analytical analysis using Reconstructive Method of Characteristics (RMOC) developed by Gong et al. (2014) and Zhang et al. (2019) . Given that pressures are measured by two sensors and pipe parameters between the two sensors are assumed to be known, the RMOC can analytically and uniquely determine the remaining pipe parameters upstream and downstream of the two sensors.
The Reservoir-Pipe-Valve system, which is used in the numerical experiment, is depicted in Transient event generated at A Fig. 1 Potential locations for sensors and the pressure measurements along a pipeline to be calibrated downstream of the pipe has a constant discharge of 0.0001 m 3 /s. The pipe is discretized into N = 128 reaches using a time step of 0.01 s, which results in a reach length of 10 m. A sidedischarge valve is installed at the center of the pipe (Node 65, which is referred as N65 hereafter), and it has a steady state discharge of 0.05 m 3 /s. The valve is closed instantaneously at time t = 0.01 s to generate a step transient pressure wave. To record pressure responses, two sensors M1 and M2 are placed at N65 and N68, respectively. Pressure responses at these two sensors were generated by forward Method of Characteristics (MOC) simulations with a time step of Δt = 0.01 s.
Together with the two numerically generated pressure traces at the two pressure sensors (both of which are almost flat since there are no transient wave reflections), three wave speed sets for the pipe reaches in-between the two sensors (reach 65, 66 and 67) are assigned to be A 1 = [1000, 1000, 1000] m/s, A 2 = [1000, 990, 1000] m/s and A 3 = [1000, 1010, 1000] m/s as input to initiate the RMOC approach to calculate the wave speed distribution outside of the sensor pair. The wave speed distributions that were determined are given in Fig. 3 .
These three models have the exactly the same pressure responses at M1 and M2 where two sensors are installed, which is confirmed by Fig. 4a .
There can be an infinite number of wave speed initialization arrangements for the reaches between the two placed sensors. For any initialization, the RMOC method can analytically determine a model that produces the same pressure traces at each of the two sensors. This demonstrates that there can be an infinite number of pipe models which produce exactly the same pressure responses at two sensors.
An interesting phenomenon is revealed when inspecting the predicted pressures at nodes N61 and N62 for the three models in Fig. 4b -c. It is not surprising that at N61, model 1 with a uniform wave speed distribution has a flat pressure trace, whereas models 2 and 3 with oscillations in wave speed distributions have pressure traces with oscillations. However, it is surprising to see that at N62, the three models have almost the same pressure traces.
This discovery is meaningful and valuable. The results indicate that the information carried by the pressure measurement at N62 is redundant, as it provides no further information concerning the system identifiability other than the information contained within the pressure measurements at N65 and N68. Given that two sensors are already placed at N65 and N68, if the third sensor is placed at the node N62, the parameter estimation (using any transient-based method based on three sensors) will still suffer from the problem of multiple solutions. However, if the third sensor is placed at N61, the pressure trace at this node will provide extra information. That is, the differences between the three models are manifest at this point as the wave forms from different models do not cancel each other out at this point, meaning that the parameters are likely to be uniquely identified by transient-based methods. The sensor placement, even one node away (from N62 to N61), can make a significant difference in the identifiability of parameter estimation.
Sensitivity Analysis for the Placement of the Third Sensor
To systematically explore the best location for the placement of the third sensor, a sensitivity analysis has been conducted. The third sensor should be placed at a location where the pressure response is most sensitive to changes in the wave speed values. A sensitivity matrix J, representing the sensitivity of transient pressure to wave speed, is defined as:
where N r = the number of reaches between the two existing sensors; N n = the number of potential nodes for the placement of the third sensor; H j = [H j, 1 ⋯ H j, Np ] is the temporal vector of transient pressure values at the jth node; N p = the number of effective transient pressure data points at the jth node. In this research, the derivatives
(elements of J, representing the sensitivity of the pressure at jth node to the parameter of ith reach) were calculated by the finite difference method (Lansey et al. 2001) : where H j (a)= pressure prediction of the benchmark model, at the jth pipe node, a = wave speed vector of the benchmark model, Δa i = perturbation in the ith wave speed a i , and a ′ = wave speed vector associated with the added wave speed perturbation. In this paper, wave speed perturbations are introduced one at a time into the N r pipe reaches between the two existing sensors. The wave speeds of the reaches outside the sensor pair are calculated by the RMOC, which is embedded within the sensitivity analysis:
where a ′ is the determined wave speed vector by the RMOC, a s is a subset of a and represents the wave speeds between two sensors in the benchmark model and Δa is the perturbation vector in which the only non-zero element is Δa i (the perturbation introduced to the ith wave speed). The average sensitivity of the pressure at the jth node to ith wave speed is denoted as S j, i (j = 1,…, N n -1, and i = 1,…, N r ) and defined by:
Overall, the averaged sensitivity matrix S (the assemblies of elements S j, i ), representing the sensitivity of pressure response at each node to each wave speed between the two sensors, is the outcome of the calculation. To calculate the matrix S, the following procedure is used: (Step 1) simulate the transient response of the benchmark model by the MOC; (
Step 2) calculate the wave speeds for the model with a wave speed perturbation in one of the reaches between the two sensors by the RMOC as the perturbed model; (Step 3) simulate the transient response of the perturbed model by MOC; (Step 4) calculate the derivatives using Eq. (2); (Step 5) calculate the average sensitivity at each potential location S j, i by Eq. (4). The sensitivity analysis was conducted on the same system as used in the previous section (Fig. 2) . To further generalize the analysis, two different sensor placements scenarios are considered. The first two sensors are placed at node 65 (N65) and node 68 (N68) in scenario Figure 5a shows the sensitivity S j, i , (j = 30, ⋯, 100, i = 65, 66, 67) in scenario (a). The sensitivity values at N65 and N68 were all zero, because the RMOC guarantees that all the models determined have exactly the same traces as the benchmark model at these two nodes. Besides these two nodes, Fig. 5a shows that the sensitivity values at the nodes that are every three reaches apart from N65 (which is equal to the number of reaches inbetween the two placed sensors), are close to zero. The extremely low sensitivity indicates that pressure traces at these nodes can be regarded as redundant -the information provided at these nodes is already contained within the pressure responses recorded by the first two sensors at N65 and N68. As a result, for the purpose of parameter estimation by utilizing the pressure traces, the third sensor should not be placed at these nodes. The sensitivity values at other nodes are relatively similar to each other, and they are much larger than those at the nodes which are three reaches apart from N65 and N68. Figure 5b shows the average sensitivity S j (j = 30, ⋯, 100) of scenario (b). The similar pattern of low sensitivity is observed but with a different spacing between the insensitive points. That is the sensitivity at the nodes that are separated from N65 by an integer multiple of five is extremely low to changes in the wave speeds. Once again, the spacing of the pattern equals the number of reaches in-between the two existing sensors. Therefore, the third sensor should not be placed at these nodes when the first two sensors are placed on the N65 and N70.
From the above sensitivity analysis, a pattern is revealed. Given that the first two sensors are N reaches apart, the pressure response at the nodes which are at a grid distance from any of the two sensors by an integer multiple of N reaches, is not sensitive to the wave speed changes, thus the third sensor should not be placed at these nodes. 
ITA Case Studies
In this section, the pattern identified in the previous sensitivity analysis is confirmed by conducting inverse transient analysis (ITA) on different cases. In selected cases, the third sensor is placed on the node which is at a grid distance from one of the first two sensors by an integer multiple of N reaches, while in other cases the third sensor is not (for brevity, referred as non-identifiable case and identifiable case. This terminology is based on the pattern identified in the sensitivity analysis, where they refer to locations that are an integer multiple of the spacing between the existing sensors, and a non-integer multiple of the spacing between the existing sensors, respectively). The results show that ITA performances are significantly different between the non-identifiable case and identifiable cases.
Numerical Experiment Preliminaries
The Reservoir-Pipe-Valve system used in the ITA case studies is the same used in the sensitivity analysis (Fig. 2) . Overall 10 case studies have been considered where the different placements of the three sensors in each case are given in Fig. 6 .
For Cases 1 to 4 in Fig. 6a , two common sensors are placed at N65 and N68. Of these four cases, Case 1 (the third sensor at N62) and Case 4 (the third sensor at N59) are non-identifiable cases. For Cases 5 to 10 in Fig. 6b , two common sensors are placed at N65 and N70. Of these six cases, Case 5 (third sensor at N55) and Case 10 (third sensor at N60) are non-identifiable cases.
For the ITA, it was assumed that the friction factor was known to be the assumed value of 0.02, and wave speeds of 128 reaches are the parameters to be calibrated. A flexible grid to eliminate interpolation (Zhang et al. 2018a) as described in Fig. 1 was used in the ITA. Particle Swarm Optimization (PSO) (Poli et al. 2007; Zecchin et al. 2013 ) has been used as the optimizer to minimize the objective function. All results presented below are based on 10 independent trials starting from different random number seeds. 
Results and Discussion
Results of Cases 5 (a non-identifiable case) and 6 (an identifiable case) are discussed in detail as they illustrate trends common to all cases. The relative errors of 10 independent trials in Cases 5 and 6 are presented as boxplots in Fig. 7 . The relative error of the wave speed estimates in each reach is calculated by:
where a is the true wave speed, andã is the wave speed estimate.
As can be seen in Fig. 7 , the relative error of estimates in Case 6 are more centered on 0%, compared to those in Case 5. The box plot of Case 6 has a significantly reduced average IQR (interquartile range) of 0.45%, compared with the average IQR of Case 5 (0.67%). A reduced IQR means less variation in the parameter estimates, implying that the calibration objective function for Case 6 is more informative regarding the global optimal parameter estimate than the objective function for Case 5. The estimates of Case 6 also have fewer outliers, and the relative errors are limited to the range of ±2%. However, the outliers of the relative errors of Case 5 are spread over the range of ±5%.
It is noticeable for Case 5 in Fig. 7 that, if the wave speed of one reach on the left hand side of the transient generator is underestimated, then its counterpart on the right hand side is overestimated (see the existence of outliers and the estimates with large IQR). From this pattern, it is believed that overestimated wave speeds compensate for underestimated wave speeds that are symmetric around the transient generator, providing a reasonable match on integer multiple locations, which is confirmed below in Fig. 8 . axis has been zoomed into a 0.1 m interval, and the discrepancy between the predicted and the measured response is less than 0.01 m, which might be actually undetectable in the field.), hence confirming that fact that the calibration objective for Case 5 is not sufficiently informative to provide accurate parameter estimates.
Conclusions
This research investigates how the number and location of pressure sensors affect the identifiability of the pipeline parameter estimation problem. It has been demonstrated that two pressure sensors are not able to uniquely identify the wave speed distribution along a pipeline using transient-based methods. An infinite number of pipe models with different wave speed distributions can produce the exactly the same pressure responses at the two sensors, and also produce very similar pressure responses at some other locations. In other words, the identification of pipeline parameters can be still difficult when an extra sensor is located at one of those certain locations. This paper is the first paper that investigates how the number and location of pressure sensors affects the identification of pipeline parameters using ITA approach.
In order to investigate the optimal locations when three sensors are used, a sensitivity analysis has been conducted. It has been shown that, if the first two sensors are N reaches apart, the pressure response at nodes that are an integer multiple of N reaches apart from one of the first two sensors are not sensitive to changes of the wave speed values. In other words, pressure responses at those locations do not provide much extra information of pipeline parameters, thus do not increase the identifiability of pipeline parameters.
This pattern is also confirmed by inverse transient analysis case studies. ITA has been performed on 10 case studies and results have shown that the calibration accuracy is significantly different between integer multiple (non-identifiable) or non-integer multiple (identifiable) location cases. Within the non-integer multiple locations cases, the estimates were observed to be more consistent, and have greater accuracy. Within the integer multiple locations cases, the estimates were observed to have a consistently greater spread throughout the parameter space, implying that erroneous wave speed estimates are more likely to interact with each other and provide a deceptively reasonable pressure responses match. In the integer multiple locations cases, the fact that general ITA method struggles to find good solutions coincides with the discovery by the generalized RMOC in the Section 3, that is, an infinite number of plausible solutions are possible for the almost same pressure trace if the wave speed values between transducers are allowed to vary and a third sensor is placed at an integer multiple location.
The sensitivity analysis together with the ITA case studies carried out in the paper have demonstrated that, in order to ensure the robustness of parameter estimation and identifiability of the pipeline, given that the first two sensors are N reaches apart (i.e. N pipe segments in the inverse model), the third sensor should not be placed at nodes that are separated from any of the first two sensors by an integer multiple of N reaches. The findings of this research provide a guideline for sensor placement in field applications of ITA-based pipeline condition assessment. Real water pipeline systems usually have limited access points at fixed locations (e.g. air valves and scour valves). When designing the test schedule, it is recommended that for any test: (1) at least three pressure monitoring locations are used, and (2) the pipe distance between any two sensors should avoid being an integer multiple of any other sensor spacing.
The proposed sensor placement strategy is based on the numerical sensitivity analysis and ITA numerical case studies. The ITA approach used in this paper is the same as what would be used in an experimental or field study. The only difference would be in the Bmeasured pressure traces^. In the current study, the Bmeasured pressure traces^are generated numerically using MOC (instead of experimentally measured). Because the ITA is a numerical process, if multiple numerical pipe models produce very similar pressure responses at the same locations, then the ITA technique have an identifiability issue. This is fundamental and not influenced by the Bmeasured pressure traces^, no matter they are from numerical simulation or experimentally obtained. The experimental verification of the proposed sensor placement strategy will be conducted in future work.
