This paper reviews and discusses the current research status, trends, and future needs in the field of beach morphodynamics under the influence of storm sequences. The paper reviews how the three main research methods, field investigations, numerical modelling, and physical modelling, have been used to study beach morphodynamics during storm sequences. Available quantitative definitions of storm sequences at different sites are presented and discussed. It is shown that the definition of storm sequences is site-specific and requires knowledge of the storm climate, beach characteristics, and the temporal scale of beach recovery. Subsequently, the paper brings together currently available approaches aimed at describing the effect of storm sequences on beach erosion in a general way. The importance of storm chronology and the effects of an extreme storm within a sequence of storms are highlighted. Following that, the more poorly studied aspect of beach recovery in between storms within a sequence is discussed. Three indicators for defining beach recovery, namely the shoreline location, sediment volumes, and the beach state, are identified and compared. Finally, important research needs, including the need for detailed physical modelling, are identified.
Introduction
Storms that occur in close temporal succession (called storm sequences, storm groups, storm clusters, or merged events) have often been regarded to present a high, yet underestimated, risk for natural environments and human activities at the coast. A storm that occurs within a sequence may lead to unexpectedly severe beach erosion because the beach does not have time to recover from a previous event before the storm makes landfall (e.g., Cox and Pirrello, 2001; Ferreira, 2005; Karunarathna et al., 2014a) . Recently, S en echal et al. (2017) reported that beach erosion under storm sequences is generally larger than the cumulative erosion caused by the storms within the sequence. Other studies suggest that the beach evolves towards equilibrium without a cumulative effect of storm sequences where beach erosion only continues if previous wave energy levels are exceeded (Yates et al., 2009; Vousdoukas et al., 2012; Coco et al., 2014) . Consequently, the effects of storm sequences on beaches are not clear but rather complex, which is also related to the numerous interrelated influencing factors (e.g., number of storms, storm chronology, wave conditions, beach states, storm duration, and interval between storms), calling for further scientific studies.
Traditionally, research on coastal morphodynamics has focused on the impacts of isolated storm events and their consequent erosion potential on beaches by analysing the data acquired by three methodologies: field measurements (e.g., Morton, 1976; Birkemeier, 1979) , numerical simulations (e.g., van Rijn et al., 2011) , and physical modelling (e.g., Shimizu and Ikeno, 1996; Dette et al., 2002) . In comparison to beach erosion due to storms, subsequent beach recovery is less studied. Also, in studies on storm sequencing (e.g., Pender and Karunarathna, 2013) , beach recovery is often neglected (e.g., Cox and Pirrello, 2001; Ferreira, 2005; Splinter et al., 2014; Dissanayake et al., 2015a Dissanayake et al., , 2015b . For storm sequences, beach recovery processes are, however, of particular importance because insufficient recovery within a sequence is a major reason for potentially increased beach vulnerability.
In the early stage of this research field, a limited number of studies has addressed the importance of storm sequences for beach morphodynamics (e.g., Thom and Bowman, 1980; Morton et al., 1995; Lee et al., 1998; Birkemeier et al., 1999; Cox and Pirrello, 2001; Morton, 2002; van Enckevort and Ruessink, 2003) . In their early work, Thom and Bowman (1980) were one of the first to associate severe beach erosion observed in 1973 and 1974, at the coast of New South Wales, Australia, to the occurrence of storm sequences. Morton et al. (1995) focused on the impact of extreme single storms acting on the Texas Gulf Coast, USA. They reported that, due to insufficient recovery between two major storms in the 1980s, the total erosion caused by the two events was larger than the cumulative erosion expected by the storms as single events. Using a sediment budget analysis, Lee et al. (1998) and Birkemeier et al. (1999) found that at Duck, North Carolina, USA, storm sequences generated larger morphological changes than isolated storms. Cox and Pirrello (2001) showed that, in a given period of time, a statistically expected number of weak storms can generate far more erosion than a single extreme event that would (statistically) occur only once in the same period of time. Morton (2002) reported that both increased morphological changes and no cumulative effect of storm sequences have been observed in historical storm events. van Enckevort and Ruessink (2003) used video observations to study bar migration rates on different timescales at Noorwijk, the Netherlands. They found that bar migration rates are determined by sequences of high energy events rather than by individual events.
Only recently, the investigation of the effects of storm sequences on beaches has received increasing attention. This is expressed by an increasing number of research projects dedicated to the investigation of the effects of storm sequences on beaches, for instance in Europe (e.g., Karunarathna et al., 2014b; Eichentopf et al., 2019) and Australia (e.g., Woodroffe et al., 2012; Nichol et al., 2016) . The increasing research interest in storm sequences is clearly motivated by the growing awareness of the coastal risks induced by more frequent and/or more intense storms in the context of climate change as derived from global climate simulations (e.g., Webster et al., 2005; Knutson et al., 2010; Bender et al., 2010) and palaeorecords (e.g., Nott and Hayne, 2001; Hurst et al., 2016) . For example, the winter of 2013 to 2014 was a recent period of exceptional storm activity at the North-West Atlantic European coasts. Severe erosion and damage in the UK and France due to an extraordinarily high storm frequency and limited post-storm recovery time were reported (Masselink et al., 2016a (Masselink et al., , 2016b . Recently, Reguero et al. (2019) reported an increase of 0.4% in global wave power due to oceanic warming with potential influence on storm frequency and coastal processes. This highlights the need to study the effects of storm sequences in a climate change scenario.
Because of the increasing awareness of the relevance of storm sequencing under a changing climate and the possible effects on beach evolution, it is of interest to review the current research status, to bring together the existing study approaches, and to identify research gaps that can be of interest for future research. This work focuses on the response of sandy beaches to storm sequences. It is noted that, depending on the sediment type, beaches exhibit different responses, as it was extensively studied for gravel beaches in the BARDEX experiments (e.g., Williams et al., 2009 Williams et al., , 2012 Masselink et al., 2016c) and as it is known from earlier experiments (e.g., Kraus and Larson, 1988) .
This article is organised as follows: Section 2 presents the qualitative definition of storm sequences and ways to quantify the forcing of storm sequences. In section 3 we show the current research status to study beach morphodynamics under storm sequences based on data from field measurements, numerical modelling, and physical modelling. From this current research status, attempts for general descriptions of the effects of storm sequences on beach morphodynamics are presented in section 4. Section 5 describes how beach recovery can be defined and it is shown that different beach recovery definitions can result in highly different recovery times. Based on the results from the previous sections, important future research needs are derived in section 6 and conclusions follow in section 7.
Definition of storm sequences and their destructive forcing
In this section, firstly, the qualitative definition of storm sequences is presented. Secondly, it is shown how the destructive forcing of storm sequences has been quantified in previous studies.
Definition of storm sequences
In this section the important qualitative definition of storms and storm sequences is resumed. This definition is essential for studies on storm sequencing and beach change and, hence, can be found in many works related to the research field (e.g., Ferreira, 2005; Karunarathna et al., 2014a; Splinter et al., 2014; S en echal et al., 2017) .
The qualitative definition of storm sequences with important parameters is illustrated in Fig. 1 . To identify a storm sequence from wave records, firstly, threshold wave conditions (usually a threshold wave height H s,threshold ) of a storm are defined (dashed line in Fig. 1 ) and waves above the preselected threshold are taken as storm waves. This approach is well-known as the peak-over-threshold (POT) method (Goda, 2010) . In a few studies, a minimum duration of these wave conditions is also defined (e.g., 1 hour in Karunarathna et al. (2014a) ; Dissanayake et al. (2015a) ). Some authors also define a minimum time between the storms (e.g., 12 hours in Dissanayake et al. (2015a) ) to count them as separate events and not as a single event. Harley (2017) calls this minimum time between storms the "meteorological independence criterion" in his work on the definition of coastal storms.
In order to define a storm sequence, secondly, a maximum time interval between storms which is less than the system recovery time (t r in Fig. 1 ) is defined (see section 5 for details on recovery indicators and times). In Fig. 1 , the first three storms (S1, S2, and S3) form a storm sequence because the time interval Dt between the storms is less than the time required for recovery under the given wave conditions. The fourth storm (S4) does not count as a member of the storm sequence because of sufficient recovery time after S3. The definition of recovery is site-specific and depends on how slowly or rapidly a beach can recover after a storm (see also section 5). D 1 , D 2 , D 3 , and D 4 indicate the duration of the storms as the time interval during which the threshold wave height is exceeded.
In several studies, it can be observed that the threshold parameters of a storm are not very rigid. For instance, Vousdoukas et al. (2012) counted one event as a storm that resulted in considerable beach profile change even though the pre-defined storm wave height threshold was not reached. Similarly, Coco et al. (2014) considered one event as a storm that did not exceed the threshold wave height but lasted for a long time compared to the other events in the sequence and, hence, generated important erosion. Also, Loureiro et al. (2012) reported that in the identified storm sequences not every storm event exceeded the storm threshold wave height. It becomes evident that the impact of a storm on the beach is often used as a decisive factor to define a storm. This is in line with Ferreira (2005), who defined a storm wave height threshold based on severe erosion of the beach. However, the impacts of storms are difficult to predict (especially if they occur within a sequence) and, hence, storms approaching the coast cannot be well defined based on their future impact. For the definition of storms and storm sequences from wave records and beach profile data, it is important to note that the definitions are highly site-specific and subjective as it will be shown in sections 3.2 and 5.
Quantification of the destructive forcing of storm sequences
Two main parameters have been used in the context of storm sequences to assess the destructive forcing of individual storms and of a whole sequence. These parameters are the storm power index P (e.g., Karunarathna et al., 2014a; Dissanayake et al., 2015a; Angnuureng et al., 2017) and the integrated wave power (e.g., Splinter et al., 2014) . Originally, these parameters were introduced for single storms and were later applied for storm sequences.
The relative storm power or storm power index was defined by Davis (1992, 1994 ) based on the maximum deep-water significant wave height H s;max (m) and the duration D (h) of a storm as follows:
Based on H s;max , D, and P, Davis (1992, 1994 ) defined five storm classes and qualitatively described the coastal impacts of these storms in terms of beach erosion, overwash, and property damage. P accounts for two important factors determining the strength of a storm because the higher H s;max and D, the higher P and the more severe the assumed damage to a beach (Karunarathna et al., 2014a) . Further definitions for storm severity which solely account for the peak storm wave height exist, such as the storm severity index by You and Lord (2008) . This shows that the wave height is generally recognised as one of the most crucial parameters for the definition of storm severity. However, these parameters do not account for the obliquity of the storm waves to the shoreline and the longshore gradient of wave power distributed along the coast. Karunarathna et al. (2014a) used the storm power index as an indicator for the erosion potential of individual storm events and storm sequences acting on Narrabeen Beach, Australia. The total storm power index of a whole sequence was computed as the sum of the power index of all storms in the sequence. The eroded beach volume at Narrabeen Beach (between 10 m above and 2 m below mean water level) was found to linearly depend on the storm power index for both individual storms and storm sequences with stronger erosion in the case of storm sequences (larger gradient of linear fit for storm sequences (see Figs. 8 and 11 in Karunarathna et al. (2014a) ). Despite the limited number of data points in the figures, the results show that the power index correlates well with erosion volumes caused by both individual storms and storm sequences at Narrabeen Beach. P was modified by Dissanayake et al. (2015a) to account for the wave height variation during a storm (Eq. (2)).
where the time series is divided into n sub-segments, and H s;i and D i are the deep-water significant wave height and the associated duration in each of the sub-segments, respectively. P mod avoids overestimation of the storm effect that results from computing P based on the maximum significant wave height of the whole storm. Dissanayake et al. (2015a) found that the change of the multi-barred part of the beach at Sefton Coast depended (at least qualitatively) on P of a storm. A storm with a higher P resulted in a flatter beach profile. Angnuureng et al. (2017) also used the power index as a proxy for storm power. They followed a similar approach to that of Dissanayake et al. (2015a) , integrating the time-dependent significant wave height of the storm over time.
P presents a simple descriptor that accounts for two important factors to determine storm power. However, because Dolan and Davis (1992) did not obtain the wave period from the data, their definition does not account for the wave period during the storm. Splinter et al. (2014) computed the integrated wave power P s based on deep water significant wave height H s (m), the peak wave period T p (s), and the storm duration D (h) as follows:
where r (kg/m 3 ) is the sea water density, g (m/s 2 ) is the gravitational acceleration, and t (s) is time.
In earlier studies, Lee et al. (1998) and Birkemeier et al. (1999) also used storm power as a measure of storm intensity obtained by integrating the wave power over the storm duration. Splinter et al. (2014) showed that both the cumulative wave power and the cumulative wave energy, which does not account for the wave period, were similarly related to the eroded dry beach volume, indicating that the wave period was not significant for the beach erosion in the studied data set.
3. Investigation of storm sequence effects using data from field measurements, numerical modelling, and physical modelling
Beach evolution under varying hydrodynamic forcing can be studied using field data, numerical modelling, and physical modelling. These methods are often combined in order to improve measuring and modelling techniques or to obtain more detailed insights into the occurring processes. Fig. 2 shows major links between the methodologies.
All three methods are well-established for the investigation of the effects of individual storms on beaches and can be adapted for the study of storm sequences. Major requirements for this adaptation are (among other aspects): (1) a solid definition for the identification of storm sequences for a specific site, (2) numerical models that are capable of accurately modelling beach recovery during calm periods in between storms along with sufficient computational resources, and (3) increased resources (available facilities, time, and capital) for the performance of long series of high-mild energy wave conditions in physical experiments.
In this section, firstly, the main factors that influence beach vulnerability under changing wave conditions are presented. Secondly, it is reviewed to what extent data from field measurements, numerical modelling, and physical modelling have been used to study the effects of storm sequences on beaches, and strengths and weaknesses of the three methods are discussed. This section focuses on studies that investigated storm sequencing and beach response using the different methodologies. Fig. 3 shows factors that have the potential to influence the resilience/vulnerability of beaches during storms and storm sequences. Coco et al. (2014) defined beach vulnerability as the "potential of a beach to be affected by a major storm" and stated that both storm frequency and recovery rates are crucial for beach vulnerability. Karunarathna et al. (2014a) reported that a storm with a not unusual wave height but an exceptionally long wave period had an important impact on the coast of Cornwall, UK, during the 2013e2014 winter storms. Mortlock et al. (2017) found that a storm at the Australian East Coast with an unusual wave direction generated some of the most severe beach erosion in 40 years. A further important influencing factor is the storm duration as reported by, for instance, Dolan and Davis (1992) , Karunarathna et al. (2014a) , and Dissanayake et al. (2015a) . The antecedent beach state has also been identified from physical experiments (e.g., Grasso et al., 2009; Baldock et al., 2017) and from field data (e.g., Lee et al., 1998; Birkemeier et al., 1999; Yates et al., 2009; Vousdoukas et al., 2012; Davidson et al., 2013; Splinter et al., 2014; Scott et al., 2016; Morales-M arquez et al., 2018) to influence beach profile evolution under varying wave conditions.
Factors influencing beach vulnerability
Influencing factors that are specifically relevant to storm sequence effects on beaches are the number of storms in a sequence (e.g., Karunarathna et al., 2014a; Dissanayake et al., 2015b) , the chronology of the storms (e.g., Splinter et al., 2014; Dissanayake et al., 2015c) , and the time interval between storms in a storm sequence (e.g., Pender and Karunarathna, 2013) . The availability of sediment within the morphodynamic system is also fundamental for the ability of a beach to erode or to recover. The sediment availability for recovery periods might depend on the sediment distribution caused by the preceding storm, which can precondition a sediment compartment for recovery (Scott et al., 2016; Dodet et al., 2019) .
In addition to the abovementioned factors, further sitespecific aspects have to be taken into account. These are particular geometries, including beach slopes and coastline geometry (e.g., Dissanayake et al., 2015a Dissanayake et al., , 2015b , water levels (tide and surge) (e.g., Vousdoukas et al., 2012; Karunarathna et al., 2014a; Coco et al., 2014; Dissanayake et al., 2015b; Angnuureng et al., 2017) , and the relative contribution of cross-shore versus longshore sediment transport (Lee et al., 1998; Dodet et al., 2019) .
The influence of the abovementioned factors can be investigated using different indicators. These indicators are used to characterise beach profile change and are primarily the sediment budget of the subaerial beach and of the shoreface (surf and nearshore zone) (e.g., Lee et al., 1998; Vousdoukas et al., 2012; Splinter et al., 2014; Coco et al., 2014; Karunarathna et al., 2014a; Dissanayake et al., 2015b; Morales-M arquez et al., 2018; Biausque and Senechal, 2019) , the beach width, which is directly related to the shoreline position (e.g., Karunarathna et al., 2014a; Angnuureng et al., 2017; Phillips et al., 2017) , and bar response (e.g., Vousdoukas et al., 2012; Coco et al., 2014; Gravois et al., 2016) . The choice of the indicator often depends on the purpose of the undertaken work (such as scientific, engineering, or management), the type of beach, the available data, as well as the timescale of the study.
Field data
Data from regular field measurements of beach profiles and hydrodynamics from coasts in the USA, Europe, and Australia have been used to investigate the influence of storm sequences on beach evolution under natural conditions. Field measurement techniques are not a focus of the present work and the reader is referred to S en echal et al. (2017) for more details.
In this section, we present the quantitative definitions of storm sequences that are available for different sites. The data sets and their definitions, including thresholds for storm wave heights and recovery times, are listed in Table 1 . Note that the Castelle et al. (2007 Castelle et al. ( , 2008 studied the impact of a storm sequence at Broadbeach, Gold Coast, Australia, but no general quantification of storm sequences was presented and, hence, it is not listed here. Note that the study by Birkemeier et al. (1999) presents an extension of the work by Lee et al. (1998) using an extended time period and a modified storm definition (see Table 1 ). The storm definition applied by Karunarathna et al. (2014a) originates from Lord and Kulmar (2000) and Kulmar et al. (2005 Kulmar et al. ( , 2013 , who extensively presented the collection of wave data along the coast of New South Wales, Australia. As becomes evident from Table 1 , quantitative definitions of storm sequences have been established for the following three major geographical regions:
(1) the Australian East Coast (Narrabeen Beach (Karunarathna et al., 2014a) and the Gold Coast (Splinter et al., 2014) );
(2) the European West Coast/European Atlantic Coast (three sites in Portugal (Ferreira, 2005; Vousdoukas et al., 2012; Loureiro et al., 2012) , two sites in France (Coco et al., 2014; Angnuureng et al., 2017) , and one site in the UK (Dissanayake et al., 2015a (Dissanayake et al., , 2015b (Dissanayake et al., , 2015c ;
(3) the East Coast of the US/US Atlantic Coast (Duck, North Carolina (Lee et al., 1998; Birkemeier et al., 1999) ).
The data sets in Table 1 cover a wide variety of wave regimes (as reflected by the different storm wave height thresholds) and tidal ranges. Most of the studied data sets were obtained in a micro-tidal environment (Lee et al., 1998; Birkemeier et al., 1999; Karunarathna et al., 2014a; Splinter et al., 2014; Morales-M arquez et al., 2018) , a few in mesoand macro-tidal environments (Loureiro et al., 2012; Coco et al., 2014; Angnuureng et al., 2017) , and Sefton Coast presents a hyper-tidal environment with a tidal range of up to 8.2 m (Dissanayake et al., 2015a (Dissanayake et al., , 2015b (Dissanayake et al., , 2015c .
Study durations of the data sets presented in Table 1 span periods between three weeks and 20 years, allowing an investigation of the influence of storm sequences on beach evolution on different temporal scales. Observation periods of several years to decades (in Table 1 , Lee et al. (1998) , Birkemeier et al. (1999 ), Ferreira (2002 , Karunarathna et al. (2014a) , and Angnuureng et al. (2017)) comprise several storm sequences, which can be used for a more general comparison of the influence of storm sequences compared to individual storms and provide insights into medium-to long-term effects of storm sequences with interannual changes. For the purpose of the present review, we define data sets that cover at least six years as long-term because they have been used to study the influence of several storm sequences on beaches.
The presented long-term data sets give an insight into the frequency of storm sequences at the different sites (Table 2) . This frequency strongly varies between sites where Narrabeen Beach appears to be most frequently affected by storm sequences. For Biscarrosse Beach it has to be considered that possibly not all storm sequences were taken into account due to gaps in the data (Angnuureng et al., 2017) . Duck, North
Carolina experiences storm sequences the least frequently among the presented sites. The deviation in the storm frequency at Duck between Lee et al. (1998) and Birkemeier et al. (1999) indicates an increased number of storm sequences in the additional eight years of data used by Birkemeier et al. (1999) , which seems not attributed to the storm sequence definition.
While long-term data sets allow the evaluation of long-term trends and the performance of statistical analyses, the focus of short-term studies is the investigation of immediate effects of a particular storm sequence on beach evolution. Also, they are frequently used to validate process-based numerical models (see also section 3.3).
Short-term data were presented by Vousdoukas et al. Table 1 ). In Coco et al. (2014) and Loureiro et al. (2012) , the maximum time interval between storms to count as one storm sequence was not explicitly defined, but the interval between successive storms was very small (usually less than five days in Coco et al. (2014) and less than six days in Loureiro et al. (2012) ).
Overall, from Table 1 it becomes evident that the definition of storms and storm sequences is very site-specific. The definition depends on the method and on the specific wave records that are used to identify storms. For instance, Coco et al. (2014) and Angnuureng et al. (2017) studied storm sequence effects at beaches located approximately 50 km away from each other at the Bay of Biscay and used slightly different wave heights to identify a storm. Nevertheless, because the data in Table 1 were obtained at several sites around the world, the table provides useful precedents for future definitions of storm sequences. Beach recovery is usually described in terms of a system recovery time that ideally accounts for the prevalent hydrodynamic recovery conditions. A storm is usually determined based on the wave height, whereas storm duration, wave period, or wave direction is not generally accounted for.
Field data have been the main tool to study beach morphodynamics during storm sequences. They allow the investigation of the influence of storm sequences on the event-scale as well as on the long-term evolution of beaches under natural conditions. As pointed out by Karunarathna et al. (2014a) , a major difficulty of using field data is that pre-and post-storm Table 2 Frequencies of storm sequence occurrence at different field sites (study periods are given in Table 1 ).
Site
No . beach profile measurements often do not match the time of the storm occurrence (see also section 3.3). The optimal beach profile data for storm sequence studies are those for which regular and event-driven beach profile measurements were performed (such as in Birkemeier et al. (1999) ; Loureiro et al. (2012) ). However, this is time-consuming and requires high flexibility from the available manpower, although recent studies have shown the use of remote sensing techniques, such as satellite image analysis (Luijendijk et al., 2018; Vos et al., 2019) and LIDAR measurements (Phillips et al., 2019) , as well as of crowd-sourced shoreline images . Moreover, storm durations and storm magnitudes obtained from field measurements are, by their nature, very variable which makes a detailed comparison of the impacts of storms and storm sequences difficult (Lee et al., 1998) . Hydrodynamic and beach profile measurements are usually of limited temporal-spatial resolution because profile data, for instance, can practically not be obtained in the submerged part of a beach during storms (Vousdoukas et al., 2012) .
Numerical modelling
Due to their site-specific nature and limited measurement periods, it is difficult to study specific influencing factors of storm sequences on beach evolution only based on field data. Therefore, numerical modelling presents an important tool to complement the analysis of field measurements. Numerical models have been used in a statistical, equilibrium-type or process-based approach for investigating beach evolution during storm sequences.
Statistical models have primarily focused on defining beach erosion return periods rather than the individual effect of a specific storm sequence. For this purpose, long-term beach profile and hydrodynamic data sets are needed. Callaghan et al. (2008) obtained probability density functions and their joint probabilities for relevant parameters including wave height, storm duration, tidal anomalies, wave period, and wave direction. They empirically determined beach erosion volumes applying the storm erosion model by Kriebel and Dean (1993) . Pender and Karunarathna (2013) successfully combined Callaghan et al. (2008) 's statistical approach to obtain a time series of storm events and low energy periods with a processbased model (XBeach) to determine beach profile changes at medium-term (annual to decadal) timescales.
Equilibrium-type models have also been used to study beach evolution (e.g., Miller and Dean, 2004; Yates et al., 2009; Davidson et al., 2013) and have recently been shown to be capable of accounting for storm sequence effects (Davidson et al., 2017) . Davidson et al. (2017) presented a semiempirical shoreline-equilibrium model which was able to predict both shoreline recession due to storms and shoreline recovery after the occurrence of extreme storms. They followed the model developed by Davidson et al. (2013) and successfully adopted it to forecast shoreline change during storm sequences at Perranporth, UK, and Narrabeen Beach, Australia.
Process-based models have mainly been used to study the effect of a single (or a few) storm sequence(s) on beach profiles (short-term influence). Although other process-based models can potentially be used to evaluate the storm sequence influence (see van Rijn et al. (2011) for a comparison of different numerical modelling capabilities for single erosive or accretive events), XBeach is specifically designed to model beach erosion during storms (Roelvink et al., 2009 ) and has been one of the most common models applied for storm sequences.
The main applications of process-based models are:
(1) the comparison of the effect of storm sequences against the effect of isolated storm events using historic (Dissanayake et al., 2015a (Dissanayake et al., , 2015b or future (Dissanayake et al., 2016) storm sequence scenarios;
(2) the investigation of the erosive impact of different storm chronologies (Splinter et al., 2014; Dissanayake et al., 2015c) ;
(3) the determination of pre-and post-storm beach profiles where profile measurements did not match the storm occurrences (Karunarathna et al., 2014a; Morales-M arquez et al., 2018) .
The erosive effects of storms within a sequence and of isolated events have been extensively studied at Sefton Coast, UK (Dissanayake et al., 2015a (Dissanayake et al., , 2015b (Dissanayake et al., , 2016 . The important difference for the simulations is that for isolated events the storms start from the fully recovered beach, whereas in the sequence scenario the storms start from the post-storm morphology of the previous storm (neglecting recovery).
The influence of different storm chronologies within a sequence on beach erosion was also studied using XBeach simulations. Splinter et al. (2014) and Dissanayake et al. (2015c) reported that total beach volume changes caused by one storm sequence were insensitive to the chronology of storms at the Gold Coast, Australia, and at Formby Point, Sefton Coast, UK. On an event-scale level, however, Dissanayake et al. (2015c) identified differences in beach erosion between the storm chronologies. For instance, a storm was found to always generate the largest erosion when it occurred first in a sequence (see Fig. 8 in Dissanayake et al. (2015c) ), most likely because the beach had not yet experienced much change. This is in line with observations based on field measurements by Coco et al. (2014) , who reported largest erosion during the first storm in a sequence, and by Scott et al. (2016) , who stated that the eroded sediment volume is larger when a storm makes landfall on a fully accreted beach. Karunarathna et al. (2014a) and Morales-M arquez et al. (2018) used XBeach simulations to obtain beach profiles at desired time instants between storms because beach profile measurements did not always match the storm occurrences.
Numerical modelling allows the evaluation of different aspects of storm sequences regarding beach evolution that may not be examinable with field data. For the use of numerical models, beach recovery is frequently neglected, usually because little recovery between the storm events is assumed (Splinter et al., 2014; Dissanayake et al., 2015a Dissanayake et al., , 2015b Dissanayake et al., , 2015c Dissanayake et al., , 2016 . Pender and Karunarathna (2013) presented one of the few studies accounting for beach recovery phases in their model. They calibrated XBeach separately against storm and recovery profiles and showed that XBeach is capable of modelling beach recovery by accounting for the governing processes (primarily wave skewness and asymmetry).
It is important to note that models like XBeach require extensive calibration of the model parameters. The resulting performance of the numerical model is essential to the reliability of the predicted beach profile under the influence of storm sequences. van used the Brier Skill Score (BSS) (van Rijn et al., 2003) to compare the prediction skill of three numerical models for beach profile evolution under a high energy event followed by a low energy event in physical experiments. The BSS was at least "good" for almost all profiles obtained under high energy conditions but only "fair", "poor", and "bad" for the three profiles under lowenergy (recovery) conditions which might be a reason for recovery phases being usually neglected in numerical simulations. For the simulation of a single storm event, the weak performance for recovery phases might not be significant, but it becomes more crucial with increasing numbers of storms and recovery phases where the simulated profile is used as initial profile for a subsequent storm.
Physical modelling
In addition to the investigation of field measurements and the performance of numerical modelling, physical experiments present a further way to study beach evolution under varying wave conditions. However, despite allowing detailed measurements under controlled conditions, physical modelling is currently the least used approach to studying storm sequences.
Physical modelling has been performed to study beach profile evolution under the influence of a sequence of one high energy event followed by one low energy event. Eichentopf et al. (2018) reviewed available large-scale experimental data sets that comprise high energy followed by low energy conditions. An important outcome was that even for a sequence of single high-low energy conditions the existing data sets are limited (e.g., Kraus et al., 1994; S anchez-Arcilla et al., 1994; Yoon and Cox, 2010; C aceres et al., 2008; C aceres and S anchez-Arcilla, 2015 ) (see Table 2 in Eichentopf et al. (2018) for an overview of the facilities and the wave conditions). These high-quality data sets have provided insights into beach profile evolution under different wave conditions. However, they are not sufficient for the investigation of storm sequencing, mainly because they do not account for the influence of previous beach states.
Physical experiments that account for the effect of storm sequences on beach profile change are very scarce. An exception are the medium-scale experiments comprising storm sequences presented by Gravois et al. (2016) . They performed experiments on a 1/15 sloped beach profile consisting of two immediately consecutive storm events, i.e., without a recovery time between the two events. To investigate the influence of the chronology of the storms within a sequence, each sequence of two storms was carried out twice, one time as "forward sequence", and for the second time the order of the two storms was reversed ("reversed sequence"). An important finding of their work was that the beach profile that resulted from a highly energetic event was very similar in both cases, regardless of whether it started from the plane beach profile or from the morphology after an antecedent weaker storm.
Compared to field measurements, physical modelling has the advantage of allowing the investigation of beach morphodynamics under controlled and defined conditions. The isolated effects of influencing factors and the cross-shore evolution of the hydrodynamics and the beach profile can be studied without effects of site-specific aspects.
Recently, Eichentopf et al. (2019) presented one of the first large-scale experiments on morphodynamic changes due to storm sequences comprising both storm and recovery conditions. In contrast to small-scale experiments, large-scale experiments have the advantage of being less affected by scaling (S anchez-Arcilla et al., 2011) , and they allow obtaining detailed temporal-spatial measurements of water surface elevation, beach profiles, sediment concentration, and flow velocities. These data are important for investigating more detailed beach profile and hydrodynamic changes as well as sediment transport processes during storm sequences.
Towards general descriptions of the erosive effect of storm sequences
General descriptions of the influence of storm sequences on beach evolution are not straightforward from field data, mainly because of the site-specific beach characteristics and the interrelations between different influencing factors. Three approaches are identified from the literature to describe the influence of storm sequences on beach morphodynamics in a general way: (1) the destabilising hypothesis (Birkemeier et al., 1999) , (2) the role of an extreme storm within a sequence (e.g., Coco et al., 2014; Gravois et al., 2016) , and (3) the concept of a benchmark storm accounting for storm sequences (e.g., Ferreira, 2005; Karunarathna et al., 2014a) .
Destabilising hypothesis
An early suggestion on the influence of storm sequences on beach resilience is the destabilising hypothesis. This was initially addressed by Lee et al. (1998) and named by Birkemeier et al. (1999) . It states that the early storms within a sequence destabilise the beach. The beach has insufficient time to recover before the next storm arrives and, therefore, more severe beach changes occur during the following storms. This hypothesis was then addressed by further studies (e.g., Ferreira, 2005).
Effect of a very extreme storm within a sequence
Particular attention has been paid to the most extreme storm within a sequence. Gravois et al. (2016) found in their experimental study that an extreme storm generated the same beach profile regardless of whether it occurred first or second in a sequence of two storms. This shows the large impact of extreme storms and indicates that, for the effect of an extreme storm, the storm chronology is of minor importance. The numerical study by Dissanayake et al. (2015c) supports this finding. Their results showed that the eroded volume of an extreme storm is very similar and almost consistently the largest in the sequence regardless of whether a weaker storm occurred before. Coco et al. (2014) addressed the particular case where the most extreme storm occurs at the beginning of the sequence. They postulated that, because this first storm causes strong erosion, the following weaker storms have a minor erosive effect. Coco et al. (2014) argued that this is because the beach continuously strives to reach an equilibrium state. If this equilibrium is strongly disrupted by an extreme storm, subsequent storms generate less beach change because the beach tries to reach a new equilibrium. In line with that, the earlier study by Vousdoukas et al. (2012) stated that once a new equilibrium is reached, further beach erosion occurs only if storm intensity and/or water levels are larger compared to previous storms.
Severe erosion during the first storm of a sequence was observed by Dissanayake et al. (2015a Dissanayake et al. ( , 2015b during the 2013e2014 winter storms at Formby Point of Sefton Coast, Liverpool Bay, UK, using the numerical model XBeach. However, the findings were inconclusive as a result of the complex nature of this beach and its hyper-tidal environment.
The suggestions regarding the effect of an extreme storm in a sequence (Coco et al., 2014; Dissanayake et al., 2015a Dissanayake et al., , 2015b Gravois et al., 2016) are not entirely in line with the destabilising hypothesis. Recalling the destabilising hypothesis, it postulates that due to increased beach vulnerability, subsequent storms generate larger beach change than they would generate on the fully recovered beach.
Contrary to the finding of reduced beach erosion after an extreme storm, Castelle et al. (2007 Castelle et al. ( , 2008 reported strong erosion during all three storms of a sequence at the Gold Coast, Australia, in 2006. The first storm presented the most extreme event since at least 1976 in terms of its wave height and duration, resulting in severe subaerial beach erosion and offshore migration of the outer bar. During the two following weaker storms, unusually large erosion occurred, which Castelle et al. (2007 Castelle et al. ( , 2008 linked to the offshore migrated outer bar providing reduced beach protection. This again shows that all the presented field observations are very sitespecific with different tidal ranges, geographic settings, and wave characteristics as presented in section 3.2.
Benchmark storm accounting for the erosive effect of a storm sequence
For coastal management and planning, traditionally an nyear return period of a specific storm intensity (usually expressed by the wave height) is used as a benchmark storm (also referred to as a design storm). Hence, it is postulated that a storm with an n-year return period results in an n-year beach erosion which is, even for single storms, a simplification (Callaghan et al., 2009 ). The approach does not account for storm sequences that may have a large erosive effect due to a concentration of wave energy within a short period of time (Kuriyama and Yanagishima, 2018; Dodet et al., 2019) .
To make the approach of a benchmark storm applicable for storm sequences, a storm sequence is considered to act as a large single storm (Lee et al., 1998) . In this case, the return period of a single storm that causes the same erosion as the entire storm sequence is used as the benchmark storm (e.g., Birkemeier et al., 1999; Ferreira, 2005 Ferreira, , 2006 Karunarathna et al., 2014a) .
To define such an equivalent single storm, long-term beach profile and wave data are used. Firstly, a relationship between the erosion volume of single storms and their return periods are defined (squares and solid black line in Fig. 4) . Secondly, the cumulative erosion of a storm sequence is obtained (sum of eroded volume of each storm within the sequence). Finally, the return period of a single storm that would generate this cumulative erosion volume is defined (examples are qualitatively illustrated as grey and dashed lines in Fig. 4) . The return period of this equivalent single storm was found to be very high in previous studies because of the high cumulative power of a storm sequence and its associated large cumulative erosion (Birkemeier et al., 1999; Ferreira, 2005; Karunarathna et al., 2014a) .
Ferreira (2005) suggested that the erosion return period approach should replace the traditional wave height return period approach. This erosion benchmark event can account for the effect of storm sequences as explained above. In line with that, Cox and Pirrello (2001) stressed the importance of not simply studying isolated events but incorporating cumulative effects of storms into the benchmark criterion. Callaghan et al. (2008 Callaghan et al. ( , 2009 ) also questioned the suitability of wave height benchmark storms and found that their statistical approach, which accounts for the effect of storm sequences, describes beach erosion more accurately for return periods of up to ten years at Narrabeen Beach.
The approach of benchmark storms accounting for storm sequences is of particular interest for engineering purposes because the return period of a single storm can be well used as a rating for the planning and implementation of engineering measures. However, the return period of the equivalent storms is usually defined based on the cumulative erosive effect of the storms within a sequence. Recovery phases between storms within a sequence were considered by Pender and Karunarathna (2013) and Karunarathna et al. (2014a) but were usually neglected in other studies. 
Beach recovery within storm sequences
The study approaches presented in section 4 aim to investigate beach erosion under the influence of storm sequencing without a specific focus on beach recovery within the sequences. However, to keep its full resilience against a storm sequence, beach recovery is essential as it needs to keep pace with the storm occurrence, which is often not the case (Vousdoukas et al., 2012) . This makes the beach potentially more vulnerable to subsequent storms and calls for an improved understanding of beach recovery within storm sequences.
Traditionally, beach evolution during low energy conditions has received less scientific attention than beach evolution during high energy conditions, although the number of studies of post-storm recovery is increasing, with recent works describing the beach recovery processes in field conditions and numerical modelling (e.g., Scott et al., 2016; Davidson et al., 2017; Dodet et al., 2019) . For example, the number of physical experiments, in which low energy wave conditions were performed, is limited (Eichentopf et al., 2018) . Some of these experiments indicated that, during initial low energy wave conditions, beach profile changes associated with erosive wave conditions can continue, as also studied by Baldock et al. (2017) , including continued offshore bar migration (S anchez-Arcilla et al., 1994) and continued shoreline erosion (S anchez-Arcilla et al., 2011) . This shows that, at least in physical experiments, the description of the differences in beach profile response under high and low energy wave conditions is not straightforward. Recently, Eichentopf et al. (2018) showed that, while breaker bar characteristics (bar height and location) follow a clear evolution pattern under high energy wave conditions in largescale experiments, bar evolution is more difficult to predict under low energy conditions. Kriebel and Dean (1993) stated that there is a temporal lag in beach response to the change in wave climate, with beach recovery being strongest at the beginning of the recovery phase. Beach recovery is generally described to occur more slowly than beach erosion (Kriebel and Dean, 1993; Castelle et al., 2007; Morales-M arquez et al., 2018) .
The recovery process is often not considered in studies investigating storm sequencing. Most studies acknowledge that the beach recovers to a certain extent between successive storms but usually the beach recovery is considered small and is therefore neglected. This is particularly the case in studies where process-based numerical models are used (Splinter et al., 2014; Dissanayake et al., 2015a Dissanayake et al., , 2015b . Other studies define the time interval between successive storms as such a short interval that neglecting recovery may become a reasonable assumption (Ferreira, 2005) . Ferreira (2006) even defines a storm sequence as "a series of successive storms without beach recovery in between". However, despite potentially slow beach recovery, neglecting beach recovery between storms might call for further verification.
Beach recovery can be captured by different parameters. The most common parameters to quantify beach recovery are:
(1) the recovery of previously eroded sediment volumes (e.g., Birkemeier, 1979; Lee et al., 1998; Castelle et al., 2007; Vousdoukas et al., 2012; Scott et al., 2016; Biausque and Senechal, 2019) ;
(2) the change to a pre-defined beach state (e.g., Ranasinghe et al., 2012) ;
(3) the recovery of the shoreline position (e.g., Phillips et al., 2017; Angnuureng et al., 2017) .
Beach recovery rates vary depending on the applied definition (as shown below) as well as on site-specific characteristics (Birkemeier, 1979; Ranasinghe et al., 2012; Dodet et al., 2019) . Differences in recovery times are reflected by the maximum time intervals between successive storms to count as a storm sequence in Table 1 .
One of the few studies dedicated to beach recovery within storm sequences is that by Ranasinghe et al. (2012) . The beach state is used as an indicator to study nearshore morphological recovery times and its governing processes. The recovery time is obtained as the time that the nearshore morphology needs to evolve from its post-storm dissipative/longshore bar trough state to its modal state (usually transverse bar rip state at the studied sites). Beach states were defined from ARGUS imaging data from Palm Beach, Sydney, Australia (four years of data), and from Duck, North Carolina, USA (two years of data). The median of the recovery times was 11 days at Palm Beach and five days at Duck, indicating a considerable difference between sites.
The recovery times defined for Duck are apparently different from those used by Birkemeier et al. (1999) , where 40 days were defined between storms to achieve full recovery (see section 3.2 and Table 1 ). Table 3 compares the different definitions of recovery times used by Birkemeier et al. (1999) and Ranasinghe et al. (2012) . This clearly shows the subjectivity when determining recovery times and how different Table 3 Comparison of determination of beach recovery at Duck based on Birkemeier et al. (1999) and Ranasinghe et al. (2012) . 
ARGUS video data 17 recovery events definitions of recovery times can result in varying results even for the same site. Ranasinghe et al. (2012) studied correlations between the recovery time and several parameters (wave height, wave power, wave period, wave steepness, breaking intensity, longshore currents, and wave direction) and found only moderate and weak correlation values which did not allow the clear determination of governing processes. In a more recent work, Angnuureng et al. (2017) investigated forcing factors for shoreline erosion and recovery. They found that, while the storm power and the previous storm conditions determine shoreline erosion during storms, for shoreline recovery the distance of the sandbar to the shoreline and tides are more important factors.
Also, Phillips et al. (2017) studied the shoreline position as an indicator for beach recovery using 10 years of data from a coastal imaging station at Narrabeen-Collaroy Beach, Australia. Shoreline recovery is defined to have ended when the shoreline is at the same position as before an initial storm. If the recovery from one storm is disrupted by a subsequent storm, shoreline recovery has only finished when the shoreline has recovered to the pre-storm position before the first storm. In line with Angnuureng et al. (2017) , Phillips et al. (2017) found the proximity of the sandbar to the shoreline to be an important aspect for shoreline recovery of this particular beach, where a sandbar closer to the shoreline resulted in higher recovery rates.
It can be noted that the number of studies that have focused on beach recovery within storm sequences is very limited and that different recovery definitions result in varying recovery times. Physical processes governing beach recovery are poorly understood. As a result, most coastal numerical morphodynamic models have limited capacity to model beach recovery accurately, which is a hindrance to studying beach recovery in detail.
Future research needs
From the presented literature, emerging research needs in the field of storm sequences and beach evolution are identified. These main research needs are as follows:
(1) Performance of more detailed physical modelling to investigate the effects of storm sequences on beach evolution under controlled conditions. This will allow the investigation of isolated influencing factors and the acquisition of detailed temporal-spatial measurements, including bathymetric data, water surface elevations, flow velocities, and sediment concentrations.
Experiments should be performed using different chronologies of storms to study the effect of storm chronologies on beach changes. Experiments can also focus on the effect of an extreme storm within a sequence to investigate the question of whether an extreme storm generally results in the same beach profile and/or eroded volume regardless of storm chronology.
Both medium-and large-scale physical experiments will be very valuable in this endeavour, with the advantage of largescale experiments to be less affected by scaling (S anchez-Arcilla et al., 2011) and to use state-of-the-art instrumentation to obtain high-quality sediment concentration data (e.g., van der Zanden et al., 2015 van der Zanden et al., , 2016 . Detailed sediment transport data allow insights into the small-scale processes that are important for beach profile evolution during storm sequences.
(2) Improvement of process-based numerical modelling capabilities to simulate beach profile evolution and hydrodynamic conditions during storm sequences. This refers especially to beach profile evolution during recovery phases, where numerical models still lack processes, especially regarding onshore sediment transport, compared to erosive wave conditions . This means that current state-of-the-art coastal morphodynamic models (e.g., XBeach) are capable of accurately reproducing storm-induced beach erosion but much work is needed to improve simulations of beach recovery during calm periods. Physical modelling with sediment transport measurements of high temporal-spatial resolution will be very useful in this endeavour as well as coordinated efforts between numerical modellers and field measurement experts.
(3) Placing similar emphasis on erosion and recovery while most previous research has primarily focused on storminduced erosion. Beach recovery is generally more poorly understood and is often neglected when studying storm sequences. However, recovery phases are highly important for recreating beach resilience, which makes knowledge of beach recovery processes essential.
The abovementioned physical experiments would present a key tool to study different recovery conditions and to find more general descriptors of beach recovery processes. Planning of physical experiments needs to account for potentially unexpectedly long times to reach full beach recovery (S anchez-Arcilla et al., 2011), for which also economic aspects have to be considered.
The important influencing factors for studying the beach recovery are the antecedent beach state prior to the recovery phase, the sediment availability, the wave conditions during the recovery phase and its duration, as well as the link between these factors. These aspects are certainly not easily quantified and vary between sites. In this context, a more general way of determining morphological recovery times would be desirable as these are very subjective even for the same site.
(4) More frequent and more detailed acquisition of field data of beach profile change (pre-and post-storm beach profiles) on longer timescales at sites with different conditions. This will allow detailed long-term investigations of the influence of storm sequences on beaches. Frequent, possibly eventdriven, data acquisition is especially important at very dynamic sites to ensure most beach changes are captured. It is important to comprehensively study different sites with distinctly different beach characteristics, for instance the sediment type, beach slope, incident wave conditions, tidal range, and longshore effects, to improve understanding of beach evolution during storms and post-storm beach recovery.
(5) Improvement of the collaboration between coastal geomorphologists and climate scientists to better understand storm sequences and their effects on beach evolution. Climate scientists can help to understand the climate configurations that are responsible for storm sequence generation and occurrence and to inform about the type and frequency of storm sequences that are most likely in certain regions.
Conclusions
The impact of storm sequences on beach morphodynamics presents an important challenge in coastal science. This research field has recently received increasing attention due to the possible increase in frequency and intensity of the most intense storms (Webster et al., 2005; Bender et al., 2010; Knutson et al., 2010) .
Beaches have been recognised to respond differently to storms that occur within a sequence compared to isolated storm events. Most studies agree on that but there is no consensus on how a beach generally responds to a sequence of storms. This is not surprising considering the complexity of factors determining beach evolution under the influence of a storm sequence compared to an isolated storm. A few attempts have been made to capture beach response to storm sequences in a general way. These approaches usually focus on beach erosion during storms.
Field data investigations, numerical modelling, and the combination of the two methods present useful tools to study beach morphodynamics during storm sequences. From field studies the very site-specific characteristics regarding the definition of storm sequences, beach erosion volumes, and recovery rates become evident. Numerical models still lack accuracy, particularly under beach recovery conditions, which are usually not accounted for.
The limited number of physical experiments comprising storm sequences and the complexity of beach response under storm sequences highlight the demand for physical modelling. Investigating beach evolution under controlled conditions and obtaining detailed temporal-spatial measurements will improve the understanding of isolated factors that influence beach morphodynamics during storm sequences and support the improvement of process-based coastal numerical modelling capabilities.
Several questions on the influence of storm sequences on beach evolution have still not clearly been answered and results from different studies do not always support each other. Future research needs highlighted in this review will help to further shed light on beach evolution under storm sequence forcing.
