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A LIOUVILLE PRINCIPLE FOR THE RANDOM CONDUCTANCE MODEL
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Abstract. We consider a random conductance model on the d-dimensional lattice, d ∈
[2,∞) ∩ N, where the conductances take values in (0,∞) and are however not assumed to
be bounded from above and below. We assume that the law of the random conductances is sta-
tionary and ergodic with respect to translations on Zd and invariant with respect to reflections
on Zd and satisfies a similar moment bound as that by Andres, Deuschel, and Slowik (2015),
under which a quenched FCLT holds. We prove a first-order Liouville theorem. In the proof we
construct the sublinear correctors in the discrete and adapt boundary estimates for harmonic
extensions from the work in the continuum done by Bella, Fehrman, and Otto (2018) to the
discrete.
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2 TUAN ANH NGUYEN
1. Introduction
1.1. Motivations. The classical Liouville theorem, one of the most beautiful results in math-
ematics, states that for every d ∈ [2,∞) ∩ N, k ∈ N0 the space of harmonic functions
u ∈ C2(Rd,R) which satisfy that supx∈Rd
[
|u(x)|/(1 + |x|k)
]
<∞ contains only polynomials of
degree k. Here, a function u ∈ C2(Rd,R) is called harmonic if its Laplacian vanishes, i.e., for all
x ∈ Rd it holds that
∑d
i=1(∂
2
iiu)(x) = 0. One also has the same result in the discrete case where
u : Zd → R is called harmonic when it holds for all x ∈ Zd that 2du(x) =
∑
y∈Zd : |y−x|=1 u(y). It
is well-known that for all d ∈ [2,∞)∩N a function u ∈ C2(Rd,R) (or u : Zd → R) is harmonic
if and only if (u(Wt))t∈[0,∞) (or (u(Sn))n∈N0, respectively) is a martingale where (Wt)t∈[0,∞) is
a d-dimensional standard Brownian motion and (Sn)n∈N0 is a d-dimensional simple random
walk. Studying harmonic functions is a classical topic and appears in several mathematical
areas, e.g., analysis of partial differential equations, probability, numerical analysis etc. Espe-
cially, discrete harmonic functions, which have been studied for long (see, e.g., [30, 27, 19]),
are recently objects of several researches with quite surprising and beautiful results (see, e.g.,
[12, 31, 33, 32], in particular, see [31] for a new proof of the Liouville theorem in the discrete).
However, we would like to go beyond this classical setting: we are interested in Liouville-
type properties when the standard Brownian motion or the simple random walk is replaced by
several types of random motions in continuum and discrete random media, e.g., in Models 1.1
and 1.2 below.
Model 1.1 (Random walks among random conductances). Let d ∈ [2,∞)∩N. For every x, y ∈
Z
d we call x, y nearest neighbours and write x ∼ y if |x−y| = 1 where | · | denotes the Euclidean
norm. Let Ed be the set of unoriented nearest neighbour edges given by Ed = {{x, y} : x, y ∈
Z
d, x ∼ y}. Let (Ω,F) be the measurable space given by (Ω,F) = ([0,∞)E
d
,B([0,∞))⊗E
d
).
For every e ∈ Ed, ω ∈ Ω we call ω an environment and ωe = ω(e) ∈ [0,∞) the conductance
of the edge e in the environment ω. In order to consider conductances as random variables let
µe : Ω → R, e ∈ E
d, be the functions which satisfy for all e ∈ Ed, ω ∈ Ω that µe(ω) = ωe,
for simplicity we write µxy(ω) = µ{x,y}(ω), and let mx, x ∈ Zd, be the functions which satisfy
for all x ∈ Zd, ω ∈ Ω that mx(ω) =
∑
y∈Zd : y∼x ωxy. For each ω ∈ Ω we consider a discrete
time random walk (Zn)n∈N0 which jumps from x to y, x, y ∈ Z
d, x ∼ y, with probability
µxy(ω)/mx(ω) and a continuous time random walk (Xt)t∈[0,∞) which waits at x an exponential
time with means mx(ω) and jumps to y ∈ Z
d with |x− y| = 1 with probability µxy(ω)/mx(ω)
and whose generator Lω : RZ
d
→ RZ
d
satisfies for all u : Zd → R, x ∈ Zd that (Lωu)(x) =∑
y∼x µxy(ω) (u(y)− u(x)) . For every ω ∈ Ω we call a function u : Z
d → R ω-harmonic if
(Lωu)(x) = 0. Then for all u : Zd → R the following are equivalent: (a) u is ω-harmonic; (b)
(u(Xt))t∈[0,∞) is a martingale; (c) (u(Zn))n∈N0 is a martingale.
Model 1.2 (Diffusions on random media). Let d ∈ [2,∞) ∩N, let (Ω,F ,P) be a probability
space, let Sym(d,R) be the space of Rd×d symmetric matrices, let a : Ω×Rd → Sym(d,R) be
measurable (and we write aω(x) = a(ω, x)), for every ω ∈ Ω let Lω : C2(Rd,R)→ C(Rd,R) be
the elliptic differential operator that satisfies for all u ∈ C2(Rd,R), x ∈ Rd that (Lωu)(x) =
(∇ · aω∇u)(x) =
∑d
i,j=1[∂i(a
ω
ij∂ju)](x), and let (Yt)t∈[0,∞) be the diffusion process generated by
Lω. We call a function u ∈ C2(Rd,R) ω-harmonic (or aω-harmonic) if for all x ∈ Rd it holds
that (Lωu)(x) = 0. Then a function u is ω-harmonic if and only if (u(Yt))t∈[0,∞) is a martingale.
This paper is motivated by several Liouville-type results for harmonic functions in Models 1.1
and 1.2. First, Benjamini, Duminil-Copin, Kozma, and Yadin [7] consider the case of simple
random walks on Bernoulli supercritical percolation clusters, a special case of Model 1.1. In
this case we let Ω = {0, 1}E
d
and for every ω ∈ Ω, e ∈ Ed we call e an ω-open edge if
µe(ω) = ω(e) = 1 and we call e an ω-closed edge if µe(ω) = ω(e) = 0. For every p ∈ [0, 1]
let Pp be the probability distribution on (Ω,F) under which the random variables µe, e ∈
E
d, are independent and Bernoulli(p)-distributed, i.e., Pp({ω ∈ Ω | µe(ω) = 1}) = p and
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Pp({ω ∈ Ω | µe(ω) = 0}) = 1 − p, i.e., Pp = Bernoulli(p)
⊗Ed. It is well-known that there
exists pc ∈ (0, 1) such that for every p ∈ (pc, 1], Pp-a.e. ω ∈ Ω it holds that the ω-open edges
form a unique infinite connected component C∞(ω), which is often called a percolation cluster.
In [7] it is shown that for every p ∈ (pc, 1], Pp-a.e. ω ∈ Ω the space of ω-harmonic functions
u : C∞(ω) → R with linear growth has dimension d + 1, the same dimension as the space of
harmonic functions with linear growth in a d-dimensional space. Note that their work answers
Question 3 in Berger and Biskup [8] on uniqueness of the harmonic embedding.
Armstrong and Dario [4] consider the random conductance model on a supercritical percola-
tion cluster under the assumption that the conductances are uniformly elliptic. More precisely,
let c ∈ (1,∞), p ∈ (pc, 1], let P be a probability measure on (Ω,F) in Model 1.1 and assume
that the random variables µe, e ∈ E
d, are independent and identically distributed under P
with P({ω ∈ Ω | c−1 ≤ µe(ω) ≤ c}) = p and P({ω ∈ Ω | µe(ω) = 0}) = 1 − p. Under
this condition they extend the result by Benjamini, Duminil-Copin, Kozma, and Yadin [7] to
higher order Liouville-type results: for P-a.e. ω ∈ Ω the edges e ∈ Ed with µe(ω) = ω(e) > 0
form a unique infinite cluster C∞(ω) and the space of harmonic functions u : C∞(ω)→ R with
u(x) = o(|x|k+1), |x| → ∞, in some sense, has the same dimension of polynomial p : Rd → R
with p(x) = o(|x|k+1), |x| → ∞.
Gloria, Neukamm, and Otto [22] consider Model 1.2 under the assumption that the distri-
bution of a under P is stationary and ergodic, i.e., for all x ∈ Rd it holds that a and a(x + ·)
have the same law under P, and a is bounded from above and below, i.e., let λ ∈ (1,∞) be
a fixed real number and assume for every x ∈ Rd, P-a.e. ω ∈ Ω that λ−1 ≤ a(ω, x) ≤ λ.
Corollary 1 in [22] proves that for every α ∈ (0, 1), P-a.e. ω ∈ Ω the space of ω-harmonic
functions u : Zd → R with u(x) = o(|x|1+α), |x| → ∞, in some sense has dimension d + 1.
Fischer and Raithel [21] prove a similar result in the case of the haft-space and Fischer and
Otto [20] prove higher Liouville-type results, all results here in Model 1.2. Last but not least,
Bella, Fehrman, and Otto [5] continue with Model 1.2 and extend the result in [22] to the
case when the distribution of a is stationary and ergodic and there exist p, q ∈ (1,∞) with
1/p + 1/q < 2/d such that E[|µ(a)|p] + E[|λ(a)|−q] < ∞ where λ(a) = infξ∈Rd ξ · aξ/|ξ|2 and
µ(a) = supξ∈Rd |aξ|
2/(ξ · aξ) (see Theorem 1 in [5]).
In Model 1.1 in the case P-a.s. µe > 0 this moment condition is known as E[|µe|
p] +
E[|µe|
−q] < ∞ and 1/p + 1/q < 2/d, or briefly the (p, q)-moment condition. Note that this
(combined with ergodicity) is a sufficient condition for a quenched invariance principle to hold
(see Andres, Deuschel, and Slowik [2], Deuschel, Slowik, and the author [18], and Bella and
Scha¨ffner [6]). We therefore expect a Liouville-type result in Model 1.1 for purely ergodic
environments under degenerate conditions in at least two cases:
(A) the conductances rely on a d-dimensional lattice and
(B) the conductances rely on a random graph, e.g., a d-dimensional percolation cluster.
Comparing those approaches we see that the assumption on the growth of the given harmonic
functions u(x) = o(|x|1+α) used by Gloria, Neukamm, and Otto [22] and Bella, Fehrman,
and Otto [5] is slightly stronger than the assumption u(x) = o(|x|1+1) used by Armstrong
and Dario [4]. However, note that Armstrong and Dario [4] work with independence, the
strongest assumption on ergodicity, while Gloria, Neukamm, and Otto [22] only assume pure
ergodicity and later Bella, Fehrman, and Otto [5] even assume degenerate moment conditions.
The stronger growth assumption here can be understood as a compensation for the purely
ergodicity of the environment. Especially, issues (A) and (B) above are still unsolved. In fact,
the main result of this paper, Theorem 1.4 below, deals with case (A) above, i.e., when the
conductances rely on a d-dimensional lattice, i.e., Ω = (0,∞)E
d
.
Since the quenched invariance principle has been successfully extended from case (A) to case
(B) (see [2, 18]) we expect that a Liouville-type theorem is still true in case (B) under the
growth assumption u(x) = o(|x|1+α), |x| → ∞, α ∈ (0, 1). In this case we may need new
ideas, since the approach adapted from Bella, Fehrman, and Otto [5] relies very much on the
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Year Authors Environment Growth
2011 Benjamini, Duminil-Copin, simple random walks O(|x|)
Kozma, and Yadin [7] on infinite Bernoulli clusters
2014 Gloria, Neukamm, and Otto [22] bounded from above and below O(|x|1+α)
and stationary on Euclidean spaces
2014 Sapozhnikov [39] simple random walks on infinite O(|x|)
clusters in a class of percolations
2015 Fischer and Otto [20] bounded from above and below O(|x|k+α)
and mixing on Euclidean spaces
2015 Fischer and Raithel [21] bounded from above and below O(|x|1+α)
(haft space) and mixing on Euclidean spaces
2016 Bella, Fehrman, and Otto [5] unbounded with (p, q)-condition O(|x|1+α)
and stationary on euclidean spaces
2016 Armstrong and Dario [4] bounded from above and below o(|x|k+1)
on infinite Bernoulli clusters
Table 1. Some known Liouville-type results
geometric structure of Euclidean lattices and may not work in case (B). In fact, to the best of
the author’s knowledge, there is no paper which constructs the second order corrector σ in this
case. Another challenge is to deal with Lp-estimates on boundaries, p ∈ (1,∞).
So far,there are some first results which deal with case (B). Sapozhnikov [39] extends the
result by Benjamini, Duminil-Copin, Kozma, and Yadin [7] to percolation models with slowly
decaying correlations (see the assumptions in Section 1.2.1 in [39] and note that later it has
been relaxed, see Corollary 6.3 in [1]). Examples for those models are random interlacements,
level sets of Gaussian free fields, (cf. Section 1.2.2 in [39]) and level sets of some convex gradient
fields (cf. [38]). Theorem 1.18 in [39] proves that for all those models the space of harmonic
functions on the infinite cluster with linear growth has dimension d + 1 and Theorem 1.6 and
Corollary 1.14 in [39] prove that the space of harmonic functions with polynomial growth have
bounded dimension.
Besides the open question on a Liouville result under the growth assumption u(x) = o(|x|1+α),
|x| → ∞, α ∈ (0, 1), it is also interesting to know whether the Liouville result by Armstrong
and Dario [4] under the growth assumption u(x) = o(|x|k+1), |x| → ∞, k ∈ N, still holds for
those percolation models.
1.2. Main result. In this subsection we formulate our main result.
Setting 1.3 (Random conductances on a d-dimensional lattice). Let d ∈ [2,∞)∩N. For every
x, y ∈ Zd we call x, y nearest neighbours and write x ∼ y if |x − y| = 1 where | · | is the
Euclidean norm. Let Ed be the set given by Ed = {{x, y} : x, y ∈ Zd, x ∼ y}. Let (Ω,F) be
the measurable space given by (Ω,F) = ((0,∞)E
d
,B((0,∞))⊗E
d
) and for every e ∈ Ed, ω ∈ Ω
we write ωe = ω(e) ∈ (0,∞). Let µe : Ω → (0,∞), e ∈ E
d, be the functions which satisfy for
all e ∈ Ed that µe(ω) = ωe and for simplicity we write µxy(ω) = µ{x,y}(ω). Let τa : Ω → Ω,
a ∈ Zd, be the operators which satisfy for all a ∈ Zd, ω ∈ Ω, x, y ∈ Zd with {x, y} ∈ Ed that
(τaω)({x, y}) = ω({a+ x, a + y}). A probability measure P on (Ω,F) is called stationary and
ergodic if it holds for all A ∈ F , x ∈ Zd that P(A) = P(τxA) and it holds for all A ∈ F with
P(∀x ∈ Zd : τx(A) = A) = 1 that P(A) ∈ {0, 1}.
Theorem 1.4 (First-order Liouville principle). Assume Setting 1.3. Let α ∈ (0, 1), p, q ∈
(1,∞] satisfy that 1/p + 1/q ≤ 2/d, we write p/(p − 1) = 1 if p = ∞, let P be a sta-
tionary and ergodic probability measure on (Ω,F), assume that P is invariant under reflec-
tions on Zd, assume for all e ∈ Ed that ‖µe‖Lp(Ω,R) + ‖µ
−1
e ‖Lq(Ω,R) < ∞, and for every
ω ∈ Ω let Lω : RZ
d
→ RZ
d
be the operator which satisfies for all u : Zd → R, x ∈ Zd that
(Lωu)(x) =
∑
y∈Zd : y∼x ωxy(u(y) − u(x)) and let S(ω) be the set of all functions u : Z
d → R
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with the properties that for all x ∈ Zd it holds that
(Lωu)(x) = 0 and lim
R→∞
1
R1+α

 ∑
y∈Zd : |y|∞<R
|u(y)|
2p
p−1


p−1
2p
= 0. (1)
Then it holds for P-a.e. ω ∈ Ω that S(ω) is a linear space and the dimension of S(ω) is d+ 1.
In the case when µe, e ∈ E
d, are i.i.d., it is easy to construct several examples that satisfy
the assumptions of Theorem 1.4. A more interesting example is given in Example 1.5 below.
Example 1.5 (Discrete massless Gaussian free field [11]). Assume Setting 1.3, assume that
d ≥ 3, let (ϕx)x∈Zd be a discrete massless Gaussian free field defined on some probability space
(Ω′,F ′,P′), let P be the probability measure on (Ω,F) which satisfies for all x, y ∈ Zd, x ∼ y
that P(µxy ∈ ·) = P
′(exp(ϕx + ϕy) ∈ ·). Then P is invariant under reflections on Zd and it
holds for all p, q ∈ (1,∞) that ‖µe‖Lp(Ω,R) + ‖µ
−1
e ‖Lq(Ω,R) <∞.
Theorem 1.4 can be viewed as a discrete analogue of the result by Bella, Fehrman, and Otto
(Theorem 1 in [5]). As in the continuum case Theorem 1.4 is a direct consequence of
(i) the existence and sublinearity of the correctors φ, σ,
(ii) a purely deterministic result on discrete PDEs called the excess decay,
and the fact that when the distribution of the conductances is invariant under reflections, then
the homogenized matrix ah (i.e., the covariance matrix of the limiting Brownian motion in the
quenched invariance principle [2, 18]) is a diagonal matrix (cf. Items (iii) in Theorem 4.6 in
De Masi et. al. [14]).
The main novelty of this paper is that we combine tools from numerical analysis and a duality
argument to adapt boundary estimates from the continuum to the discrete. Furthermore, using
a density argument we slightly relax the condition 1/p+ 1/q < 2/d in [5] to 1/p + 1/q ≤ 2/d.
Note that using estimates on boundaries may reduce the dimension and therefore relax some
moment assumptions, which may lead to quite surprising results. E.g., Bella and Scha¨ffner
[6] prove the quenched invariance principle for the random conductance model under (p, q)-
condition with 1/p + 1/q < 2/(d − 1). We therefore believe that the condition we use here
1/p + 1/q ≤ 2/d and p, q ∈ (1,∞] may still be relaxed. Moreover, we expect that, up to
some technicalities, this paper might be extended to the case when ah is not a diagonal matrix,
in which tools in the discrete, e.g., borrowed from numerical analysis, are usually not readily
developed. Unfortunately, a challenge here is to deal with Lp-estimates on boundaries, p ∈
(1,∞), which is, in the non-diagonal case, very hard to formulate and prove. In the diagonal
case it is proved in a paper by the author [37].
Structure of this paper. Section 2 sketches the proof of Theorem 1.4 and discusses the main
difficulties. Section 3 discusses the construction of the first and second order correctors in the
discrete case. The remaining technical details are worked out in the rest of the paper. Section 4
provides formal calculations for the energy of the homogenization error in the discrete case.
Section 5, an interesting excursion to numerical analysis, discusses how to smooth functions on
a discrete surface, which is an important ingredient to adapt the proof by Bella, Fehrman, and
Otto [5]. Section 6 verifies in details boundary estimates which are sketched in Section 2.
Acknowledgement. This paper is based on a part of the author’s dissertation [36] written
under supervision of Jean-Dominique Deuschel at Technische Universita¨t Berlin. The author
thanks Benjamin Fehrman and Felix Otto for useful discussions and for sending him the man-
uscript of their paper [5].
2. Sketch of the proof of the main theorem
2.1. Settings and main ingredients of the proof. Together with Setting 1.3, Setting 2.1
below are used throughout this section and the rest of this paper.
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Setting 2.1 (Basic notation). Denote by (ei)i∈[1,d]∩N (as column vectors) the standard basis
of Rd. For every x ∈ Rd, i ∈ [1, d] ∩N let xi be the i-th coordinate of x if no confusion arises.
For every x, y ∈ Rd let x · y be the standard scalar product of x and y, i.e., x · y =
∑d
i=1 xiyi,
let |x| be the Euclidean norm of x, i.e., |x|2 =
∑d
i=1 |xi|
2, and let |x|∞ be the maximum norm
of x, i.e., |x|∞ = maxdi=1 |xi|.
For every R ∈ N let CR, CR, ∂CR, DR, DR, and ∂DR be the sets given by CR = {x ∈
R
d : |x|∞ < R}, CR = {x ∈ Rd : |x|∞ ≤ R}, ∂CR = {x ∈ Rd : |x|∞ = R}, DR = CR ∩ Zd,
DR = CR ∩ Z
d, and ∂DR = ∂CR ∩ Z
d.
For every finite non-empty set A and every function u defined on A let |A| be the cardinality
of A, let |u|∞,A and ‖u‖∞,A be the real numbers given by |u|∞,A = ‖u‖∞,A = supx∈A |u(x)|,
and let |u|p,A and ‖u‖p,A, p ∈ [1,∞), be the real numbers which satisfy for all p ∈ [1,∞) that
|A| |u|pp,A = ‖u‖
p
p,A =
∑
x∈A |u(x)|
p.
For every A ⊆ Zd, u : A→ R, i ∈ [1, d]∩N let ∇iu : A∩ (A− ei)→ R be the function which
satisfies for all x ∈ A ∩ (A− ei) that
(∇iu)(x) = u(x+ ei)− u(x) (2)
and let ∇∗iu : A ∩ (A+ ei)→ R be the function which satisfies for all x ∈ A ∩ (A + ei) that
(∇∗iu)(x) = u(x− ei)− u(x). (3)
For every A ⊆ Zd, u : A→ Rd let ∇u : A∩ (∩di=1(A− ei))→ R
d be the function which satisfies
for all x ∈ A ∩ (∩di=1(A− ei) that
(∇u)(x) =
d∑
i=1
(∇iu)(x)ei ∈ R
d (4)
and let∇∗u : A∩(∩di=1(A+ei))→ R
d be the function which satisfies for all x ∈ A∩(∩di=1(A+ei)))
that
(∇∗u)(x) =
d∑
i=1
(∇∗iu)(x)ei ∈ R
d. (5)
For every A ⊆ Zd, u : A→ R let △u : ∩di=1 (A∩ (A+ ei)∩ (A− ei))→ R be the function which
satisfies for all x ∈ ∩di=1(A ∩ (A+ ei) ∩ (A− ei)) that
(△u)(x) = −(∇∗ · ∇u)(x) = −
d∑
i=1
(∇∗i∇iu)(x). (6)
For every m ∈ N and every measurable functions f, g : Ω × Zd → Rm we say that P-a.s.
f = g if for P-a.e. ω ∈ Ω and for every x ∈ Zd it holds that f(ω, x) = g(ω, x).
For every probability measure P on (Ω,F) and every m ∈ N let Stat
P
(Rm) be the set of all
measurable functions f : Ω × Zd → Rm which satisfy for P-a.e. ω ∈ Ω and every x ∈ Rd that
f(ω, x) = f(τxω, 0). Functions in ∪m∈NStatP(Rm) are often called stationary functions.
Corollaries 2.2 and 2.3 below are the main ingredients of the proof of Theorem 1.4. Corollary 2.2
is a discrete analogue of Lemma 1 in [5] on existence and sublinearity of the correctors φ, σ and
Corollary 2.3 is adapted from Theorem 2 in [5], the so-called the excess decay.
Corollary 2.2 (Existence and sublinearity of the correctors). Let P be a stationary and ergodic
probability measure on (Ω,F), let µe : Ω → (0,∞), e ∈ E
d, be the functions which satisfy for
all e ∈ Ed that µe(ω) = ω(e), let p, q ∈ (1,∞] satisfy for all e ∈ E
d that 1/p + 1/q ≤ 2/d
and ‖µe‖Lp(Ω,R) + ‖µ
−1
e ‖Lq(Ω,R) < ∞, let a : Ω × Z
d → Rd×d be the function whose values are
diagonal Rd×d matrices and which satisfies for all x ∈ Zd, ω ∈ Ω, i, j ∈ [1, d] ∩N that
aωij(x) = ω({x, x+ ei})1{i}(j), (7)
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and for every r ∈ {p, q} we write r/(r + 1) = r/(r − 1) = 1 if r = ∞. Then there exist
uniquely measurable functions φi, qij , σijk : Ω × Z
d → R, i, j, k ∈ [1, d] ∩ N, and a matrix
ah ∈ R
d×d such that P-a.s. for all i, j, k ∈ [1, d] ∩ N it holds that ∇φi,∇σijk ∈ StatP(Rd),
φi(·, 0) = σijk(·, 0) = 0, −∇
∗ · (a (ei +∇φi)) = 0, −∇∗ · σi = qi, −△σijk = ∇jqik − ∇kqij,
qi = a (∇φi + ei)−ahei, ahei = E[(a (∇φi + ei)) (·, 0)], σijk = −σikj , E[(∇φi · a∇φi) (·, 0)] <∞,
E
[
|(∇φi)(·, 0)|
2q/(q+1)
]
<∞, E
[
|(∇σijk)(·, 0)|
2p/(p+1)
]
<∞, and
lim
R→∞
[
1
R
|φi(ω, ·)|2p/(p−1),DR
]
= lim
R→∞
[
1
R
|σijk(ω, ·)|2q/(q−1),DR
]
= 0. (8)
.
Corollary 2.3 (The excess decay - deterministic version). Let α ∈ (0, 1), K ∈ (1,∞), p, q ∈
(1,∞], Λ ∈ (0,∞) satisfy that 1/p+1/q ≤ 2/(d−1). For every r ∈ {p, q} we write r/(r+1) =
r/(r − 1) = 1 if r = ∞. For every ω ∈ Ω let aω : Zd → Rd×d be the function whose values are
R
d×d diagonal matrix and which satisfies for all x ∈ Zd that aij(x) = ω({x, x+ ei})1{i}(j). For
every δ ∈ (0, 1), ω ∈ Ω, r ∈ N, R ∈ [r,∞) ∩N let C(ω, δ, r, R) be the set of all couples (φ, σ),
φ : Zd → Rd, σ : Zd → Rd×d×d, with the properties that
i) there exist a diagonal matrix ah ∈ R
d×d and a function q : Zd → Rd×d such that it holds
for all i, j, k ∈ [1, d] ∩ N that qi = a
ω (∇φi + ei) − ahei, −∇
∗ · qi = 0, −∇∗ · σi = qi,
K−1 ≤ (ah)ii ≤ K and σijk = −σikj and
ii) it holds for all ρ ∈ [r, R] ∩N that max
{
|φ| 2p
p−1
,Dρ
, |σ| 2q
q−1
,Dρ
}
≤ δρ.
For every ω ∈ Ω, R ∈ N let H(ω,R) be the set of all functions u : DR → R which satisfy for
all x ∈ DR that (∇
∗ · aω∇u)(x) = 0. For every r ∈ N, R ∈ [r,∞) ∩N let Ω(r, R) ⊆ Ω be the
set given by Ω(r, R) = {ω ∈ Ω | ∀ρ ∈ [r, R] ∩N : |ω|p,Eρ + |ω
−1|q,Eρ < Λ}. For every R ∈ N,
ω ∈ Ω, u : DR → R, φ : Z
d → R let Exc(ω,R, u, φ) be the real number given by
Exc(ω,R, u, φ) = inf
ξ∈Rd
|aω(∇u− ξi(ei +∇φi)) · (∇u− ξi(ei +∇φi))|1,DR (9)
where Eintein’s notation was used. Then there exist C0, C1 ∈ (0,∞) such that for all r ∈ N, R ∈
[r,∞) ∩N, ω ∈ Ω(r, R), (φ, σ) ∈ C(ω, 1/C0, r, R), u ∈ H(ω,R) it holds that Exc(ω,R, u, φ) ≤
C1(r/R)
αExc(ω,R, u, φ).
In Setting 2.1 and Corollaries 2.2 and 2.3 above we first consider the discrete derivatives as
functions acting on vertices. This notation is inspired by some authors who study homogeniza-
tion for discrete elliptic equations on Zd, e.g., [23, 24]. Note that in the notation of Settings 1.3
and 2.1 and (7) it holds for every u : Zd → R, x ∈ Zd → R, ω ∈ Ω that
(Lωu)(x) = −(∇∗ · aω∇u)(x), (10)
which is a good way to adapt the notation in the continuum case (Model 1.2) to the discrete.
We will essentially adapt the proofs in Bella, Fehrman, and Otto [5] in the continuum to
the discrete. Since discrete and continuum objects often have many similar properties, we only
work out in details arguments which really make issues in the discrete.
The construction of the correctors φ and σ (i.e., the proof of Corollary 2.2) is discussed
carefully in Section 3. Note that for sublinearity we do not use Sobolev’s embedding and weak
convergence as done in p. 1394 in [5] which might be hard to understand in the discrete.
Our argument relies on a density argument combined with Sobolev’s inequality in the discrete
(see Lemma 3.6). Therefore, we only need to assume 1/p + 1/q ≤ 2/d rather than the strict
inequality 1/p+ 1/q < 2/d.
The proof of Theorem 1.4 from Corollaries 2.2 and 2.3 is straightforward: One can easily
adapt the proof of Theorem 1 in p. 1388 in [5] into the discrete. Note that Lemma 3 in p. 1385
in [5], an important argument in this proof, is just a simple combination of Ho¨lder’s inequality
and Cacciopolli’s inequality, which is also well-known for discrete models (see, e.g., Proposi-
tion 4.1 in [16], Section 2 in [15], or Section 4.3 in [13]).
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x
y
nR(y)
Figure 1. Normal and tangential edges in the two-dimensional case
Left. The sets EτR, E
ν
R, and ∂˜DR in Setting 2.4 for d = 2, N = 10: E
τ
R contains all oriented
red edges going in both direction, EνR contains all exterior blue normal edges, and ∂˜DR
contains all red points without four corners ◦. Right. The definition of nR in Setting 2.4: for
every y ∈ ∂˜DR there exists a unique x ∈ DR such that (x, y) ∈ E
ν
R and we set nR(y) = (x, y).
2.2. Sketch of the proof of the excess decay. In the rest of this section we sketch the
proof of Corollary 2.3 (and use therefore the notation given in there). It is now convenient to
introduce Setting 2.4 below that will be used throughout the rest of this paper.
Setting 2.4 (Sets and functions of edges). Let Ed± be the set of oriented nearest neighbour
edges which satisfies that Ed± = {(x, y) | x, y ∈ Z
d, x ∼ y}. For every A ⊆ Zd, u : A → Rd
let ∇¯·u : {(x, y) ∈ Ed± : x, y ∈ A} → R be the function which satisfies for all (x, y) ∈ E
d
± with
x, y ∈ A that ∇¯(x,y)u = u(y)− u(x) and we write ∇¯(x,y)u = ∇¯xyu to lighten the notation. For
every R ∈ N let ER, E
τ
R, E
ν
R, and ∂˜DR be the sets given by ER = {(x, y) ∈ E
d
± |
1
2
|(x+ y)|∞ <
R}, EτR = {(x, y) ∈ E
d
± | x, y ∈ ∂DR, x ∼ y}, E
ν
R = {(x, y) ∈ E
d
± | x ∈ DR, y ∈ ∂DR}, and
∂˜DR = {x ∈ ∂DR | ∃y ∈ DR : x ∼ y}. For every R ∈ N let nR : ∂˜DR → E
ν
R be the mapping
which satisfies for all y ∈ ∂˜DR that nR(y) ∈ E
ν
R is the unique element in E
ν
R such that y is an
endpoint of nR(y) and we call nR, R ∈ N, the normal mappings. See Figure 1 for an illustration
of EτR, E
ν
R, ∂˜DR,nR.
We will adapt the 5-step proof of Theorem 2 (the excess decay) in [5] (see this proof in
Section 5 in [5]) to the discrete. Let ωh ∈ Ω be the environment which satisfies for all i ∈
[1, d]∩N, x ∈ Zd that ωh({x, x+ ei}) = (ah)ii and we consider u ∈ H(ω,R), v ∈ H(ωh, R), and
the homogenization error w = u− v−φi∇iv, Einstein’s notation used, as discrete counterparts
of u, v, w in the proof in the continuum. Note that for our result we are only interested in boxes
of large sizes R≫ 1.
First, the calculations in Step 1 (p. 1395-6 in [5]) are adapted to the discrete by Lemma 4.3
where a new notation is chosen to simplify the product rule in the discrete case.
To adapt Step 2 (p. 1396–1403 in [5]) to the discrete requires more technicalities. First, for
convenience we use a similar notation as (30) and (33) in [5], i.e., let Λ,Λ ∈ [0,∞) be given by
Λ = |ω|p,ER +
∣∣ω−1∣∣
q,ER
and Λ = Λ
∣∣ω(∇¯u)2∣∣
1,ER
. (11)
Observe that the sentence containing formula (39) in [5] (about a suitable radius) still works
in the discrete case. So, we can assume that∣∣∇¯u∣∣ 2q
q+1
,EτR
+
∣∣ω∇¯u∣∣ 2q
q+1
,EνR
≤ Λ
1/2
. (12)
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Next, let ε ∈ (0, 1/2), γ ∈ (0, 1/8) ∩ (1/N) be fixed. As in the continuum case (cf. (34) in [5])
we will construct v such that the homogenization error w = u− v − φi∇iv satisfies that∣∣ω(∇¯w)2∣∣
1,ER
. εθ(p,q)Λ+ γmin{
p−1
2p
, q−1
2q }ε−(d−1)min{
p+1
p
, q+1
q }ΛΛ
+
[
1
R2
(
|φ| 2p
p−1
,DR
+ |σ| 2q
q−1
,DR
)2]
γ−(d+2)ΛΛ
(13)
where θ(p, q) ∈ [0, 1] is given by
θ(p, q) =
[
1− (d− 1)
(
1
2p
+
1
2q
)]
1d>2 +
(q − 1)p
q(p+ 1)
1d=2. (14)
We also start with the ansatz w = u − v − ηφi∇iv where η : Z
d → R is a cutoff function (like
(43) in [5]) which satisfies for all x ∈ DR−2ρ that η(x) = 1, which satisfies for all x ∈ Zd \DR−ρ
that η(x) = 0, and which satisfies for all e ∈ Ed± that |∇eη| ≤ ρ
−1 where ρ, R ∈ N with
1 ≪ ρ ≪ R. Our next aim is to adapt p. 1399 in [5], which is an a priori estimate on the
energy of the homogenization error w, to the discrete case. To this end we do some detailed
calculations in Lemma 4.4 and Corollary 4.5. Observe that Corollary 4.5, Young’s inequality,
and Ho¨lder’s inequality yield that∣∣ω(∇¯w)2∣∣
1,ER
.
[∣∣ω(∇¯v)21ER\ER−ρ∣∣1,ER + ∣∣ω−1(∇¯v)21ER\ER−ρ∣∣1,ER
]
+
1
|ER|
∣∣∣∣∣∣
∑
(x,y)∈EνR
(u(x)− v(x)) (ω∇u− ωh∇v)xy
∣∣∣∣∣∣
+ Λ
[∣∣|φ|2∣∣ p
p−1
,DR
+
∣∣|σ|2∣∣ q
q−1
,DR
] [
|∇∗∇v|2∞,DR−ρ + |∇∇v|
2
∞,DR−ρ + ρ
−2 |∇v|2∞,DR−ρ
]
.
(15)
To construct v, as in the continuum case, we also distinguish the Dirichlet case (q ≥ p) and
the Neumann case (p ≥ q). In the Dirichlet case we use a Dirichlet boundary condition and in
the Neumann case we use a Neumann boundary condition. While discrete boundary problems
are widely studied in numerical analysis, the first challenge here is to find a way to smooth
functions on the discrete surface of a discrete box, i.e., to answer what formulas (37) and (38)
in [5] look like in the discrete case. The solution to this issue is discussed in Section 5 whose
main result Corollary 5.8 proves the existence of a family of good smoothing operators. Our
construction relies on an elegant idea by Scott and Zhang [40]. Since for our purpose we do
not need the whole generality of [40], we choose an important feature of this paper to represent
from scratch for convenience of the reader (see Lemma 5.7).
Another difficulty is to adapt some regularity estimates (estimates (40) and (41) in [5] com-
paring the tangential and normal component on a surface of the gradient of a harmonic function)
to the discrete case. This contains many technicalities and is written in another paper (see [37]).
Here, we consider it as assumptions (see (91) and (92) in Setting 6.1).
Although Corollary 5.8 is very promising, we still have some minor issues:
(a) in contrast to the continuum case a discrete Neumann condition is only defined on ∂˜DR,
which is a proper subset of ∂DR (see Figure 1), and we therefore cannot directly use the
sequence of smoothing operators in Corollary 5.8 to smooth a Neumann condition and
(b) the proof in the continuum case requires the symmetry of the convolution operator (see the
sentence containing (49) in [5]) which we have not adapted into the discrete yet.
A simple way to resolve issue (a) above is to identify functions on ∂DR as functions on ∂˜DR,
i.e., we replace a function f : ∂DR → R by Zf : ∂DR → R which satisfies for all x ∈ ∂˜DR
that (Zf)(x) = f(x) and which satisfies for all x ∈ ∂DR \ ∂˜DR that (Zf)(x) = 0. However,
this ”modifying by zeros” has the disadvantage that we cannot control the gradient on the
boundary. A better way to resolve (a) is to copy the values of f on ∂˜DR to ∂DR \ ∂˜DR:
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Remark 2.5 (Modifying operator). Let h : (∂DR\∂˜DR)→ ∂˜DR satisfy for all x ∈ (∂DR\∂˜DR)
that |h(x)− x|∞ ≤ 1 and let M : R∂DR → R∂DR be the modifying operator which satisfies for
all x ∈ ∂˜DR, f : ∂˜DR → R that (Mf)(x) = f(x) and which satisfies for all x ∈ ∂DR \ ∂˜DR,
f : ∂˜DR → R that (Mf)(x) = f(h(x)). For d = 2 (see Figure 1) each corner, i.e., each element
of ∂DR \ ∂˜DR, has two neighbour and there are 4 corners. Hence, for d = 2 there are 2
4 = 16
ways to choose h and M. However, it is easy to see that the modifying operator M satisfies for
all u : ∂DR → R, r ∈ [1,∞] that
∣∣∇¯(Mu)∣∣
r,EτR
≤ c
∣∣∇¯u∣∣
r,EτR
and |Mu|r,∂DR ≤ c |u|r,∂˜DR where c
only depends on the dimension, e.g., choose c = 4d, and do not depend on the choice of h.
In order to resolve issue (b) above we define the operator S∗ : R∂˜DR → R∂˜DR, which, up to
the modifying operator M, can be viewed as the dual operator of S in Corollary 5.8 (here, the
dependency on R, ε are dropped everywhere to lighten the notation). Here, S∗ is defined as the
operator which satisfies for all h : ∂˜DR → R, g : ∂DR → R that∑
x∈∂˜DR
(S∗h)(x)g(x) =
∑
x∈∂˜DR
h(x) (SMg) (x). (16)
With g ← (1{x} ↾∂DR) for x ∈ ∂˜DR we obtain the canonical definition that S
∗ : R∂˜DR → R∂˜DR
is the operator which satisfies for all h : ∂˜DR → R, x ∈ ∂˜DR that
(S∗h)(x) =
∑
y∈∂˜DR
h(y)
(
SM
(
1{x} ↾∂DR
))
(y) (17)
where for every x ∈ ∂˜DR we denote by 1{x} ↾∂DR : ∂DR → R the function which satisfies for
all y ∈ ∂DR \ {x} that (1{x} ↾∂DR)(y) = 0 and (1{x} ↾∂DR)(x) = 1. Further technicalities are
worked out in Section 6. In Setting 6.1 we will list all properties of S, M, and S∗ needed for the
next step and we define in the Neumann case v ← Nu with Nu in (90) and in the Dirichlet case
v ← Du with Du in (89). Although we do not have the symmetry as in the continuum, S∗ has
similar properties as S (see Lemmas 6.3 and 6.4). With other techniques from [5] (Lemmas 6.2
and 6.5–6.9) we obtain Corollary 6.10, which implies an estimate on the boundary term in (15)
and which adapts (53) and (54) in [5] to the discrete case:
1
|ER|
∣∣∣∣∣∣
∑
x∈∂˜DR
(u(x)− v(x)) (ω∇u− ωh∇v)nR(x)
∣∣∣∣∣∣ . εθ(p,q)Λ (18)
where θ(p, q) is given in (14) and nR is the normal mapping in Setting 2.4. The rest of Step 2
is now much simpler. The annulus term in (15) is estimated by using Corollary 6.13:∣∣ω(∇¯v)21ER\ER−ρ∣∣1,ER + ∣∣ω−1(∇¯v)21ER\ER−ρ∣∣1,ER
.
( ρ
R
)min{ p−12p , q−12q }
ε−(d−1)min{
p+1
p
, q+1
q }ΛΛ.
(19)
Next, note that the mean value inequality and Cacciopoli’s inequality for harmonic functions
also hold in the discrete (for the mean value inequality see, e.g., Lemma 3.4 in [15] or Section
4 in [13] and for Cacciopoli’s inequality see, e.g., Proposition 4.1 in [16], Section 2 in [15], or
Section 4.3 in [13]). In addition, in our situation, interior estimates are much easier than that
on boundary terms since we can always adapt the sizes of balls and annuli. Here, the mean
value inequality, Cacciopoli’s inequality, the fact that ∀x ∈ DR−ρ : Dρ/2(x) ⊆ DR, and the fact
that |∇v|22,DR . Λ (see Corollary 6.11) prove for all x ∈ DR−ρ that
|∇∇v(x)|2 . |∇∇v|2,Dρ/8(x) . ρ
−2 |∇v|22,Dρ/2(x) . R
dρ−(d+2) |∇v|22,DR .
1
R2
(
R
ρ
)d+2
Λ, (20)
|∇∗∇v(x)|2 . |∇∗∇v|22,Dρ/8(x) . ρ
−2 |∇v|22,Dρ/2(x) . R
dρ−(d+2) |∇v|22,DR .
1
R2
(
R
ρ
)d+2
Λ, (21)
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and
ρ−2|∇v(x)|2 . ρ−2 |∇v|22,Dρ/2(x) . R
dρ−(d+2) |∇v|22,DR .
1
R2
(
R
ρ
)d+2
Λ. (22)
This implies an estimate for the last term in (15):
Λ
[∣∣|φ|2∣∣ p
p−1
,DR
+
∣∣|σ|2∣∣ q
q−1
,DR
] [
|∇∗∇v|2∞,DR−ρ + |∇∇v|
2
∞,DR−ρ + ρ
−2 |∇v|2∞,DR−ρ
]
. Λ
[
1
R2
(
|φ| 2p
p−1
,DR
+ |σ| 2q
q−1
,DR
)2](R
ρ
)d+2
Λ.
(23)
This, (18), (19), and (15) imply that
∣∣ω(∇¯w)2∣∣
1,ER
. εθ(p,q)Λ+
( ρ
R
)min{ p−12p , q−12q }
ε−(d−1)min{
p+1
p
, q+1
q }ΛΛ
+ Λ
[
1
R2
(
|φ| 2p
p−1
,DR
+ |σ| 2q
q−1
,DR
)2](R
ρ
)d+2
Λ.
(24)
Choosing ρ ≥ 20 and R ≥ 64ρ such that γ ≤ ρ/R ≤ 2γ and noting that for our main result
we are only interested in R ≫ 1 we obtain (13) and therefore finish this step (cf. (56) in [5]).
Steps 3,4, and 5 can be easily adapted to the discrete. Indeed, we only have to adapt interior
estimates which are consequences of the discrete mean value inequality (see, e.g., Lemma 3.4
in [15] or Section 4 in [13]) and the discrete Cacciopolli inequality (see, e.g., Proposition 4.1
in [16], Section 2 in [15], or Section 4.3 in [13]) and we can always adapt the size of boxes.
3. Construction of the correctors
3.1. Preliminary. Throughout this section we always use the notation in Setting 3.1 below.
Setting 3.1. Let P be a stationary and ergodic probability measure on (Ω,F) and let a : Ω×
Z
d → Rd×d be the function whose values are diagonal Rd×d matrices and which satisfies for all
x ∈ Zd, ω ∈ Ω, i, j ∈ [1, d] ∩ N that aij(ω, x) = ω({x, x + ei})1{i}(j). For every measurable
function ζ : Ω → R let Diζ,D
∗
i ζ : Ω → R, i ∈ [1, d] ∩N, be the functions which satisfy for all
ω ∈ Ω, i ∈ [1, d] ∩N that
(Diζ)(ω) = ζ(τeiω)− ζ(ω) and (D
∗
i ζ)(ω) = ζ(τ−eiω)− ζ(ω) (25)
and let Dζ,D∗ζ : Ω→ Rd be the functions which satisfy for all ω ∈ Ω that
(Dζ)(ω) =
d∑
i=1
(Diζ)(ω)ei and (D
∗ζ)(ω) =
d∑
i=1
(D∗i ζ)(ω)ei. (26)
Since the x-derivatives are denoted by ∇,∇∗ and the ω-derivative are denoted by D,D∗, no
confusion can arise and we extend the notation above to functions u that depend on ω ∈ Ω and
x ∈ Zd. E.g., we write (∇u)(ω, x) = (∇u(ω, ·))(x) and (Du)(ω, x) = (Du(·, x))(ω).
Remark 3.2 below is a simple observation. However, we will use it several times.
Remark 3.2. For all v ∈ Stat
P
(R) it holds that ∇v,Dv,∇∗v,D∗v ∈ Stat
P
(Rd), P-a.s. ∇v =
Dv, and P-a.s. ∇∗v = D∗v. Roughtly speaking for stationary functions we can replace a
x-derivative by the corresponding ω-derivative and vice verse.
Lemma 3.3 below is a well-known result on the first order corrector φ (see, e.g., [29, 8, 9,
22, 5], especially Section 3.2 in [9] for a detailed discussion). Lemma 3.4 is a typical result on
weak convergence and the idea of its proof might be found in, e.g., [29]. Since the notation is
quite different in the literature we include this result here for convenience of the reader.
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Lemma 3.3 (Construction of φ). Let q ∈ [1,∞] and assume that
‖a(·, 0)‖L1(Ω,Rd×d) +
∥∥a(·, 0)−1∥∥
Lq(Ω,Rd×d)
<∞. (27)
Then there exist measurable functions φi : Ω × Z
d → R, i ∈ [1, d] ∩N, and a diagonal matrix
ah ∈ R
d×d such that P-a.s. for all i ∈ [1, d] ∩ N it holds that ∇φi ∈ StatP(Rd), −∇∗ ·
(a (ei +∇φi)) = 0, E[(∇φi · a∇φi) (·, 0)] <∞, and E
[
|(∇φi)(·, 0)|
2q/(q+1)
]
<∞.
Sketch of the proof of Lemma 3.3. Typically (see, e.g., Section 3.2 in [9]) in order to construct
the corrector φ we introduce the Hilbert subspace H2∇ defined as the closure of {Dζ | ζ ∈
L∞(Ω,R)} with respect to the scalar product (u, v)L2cov := E[a(·, 0)u · v]. Next, we define
(∇φi + ei)(·, 0) : Ω → R
d, i ∈ [1, d] ∩ N as orthogonal projections of ei, i ∈ [1, d] ∩ N, onto
H2∇ and define the homogenized matrix ah with the property that ∀ i ∈ [1, d] ∩ N : ahei =
E[(a (∇φi + ei)) (·, 0)]. The requirement that ∀ i ∈ [1, d] ∩ N : ∇φi ∈ StatP(R
d) then allows
to define the so-called harmonic coordinates (∇φi + ei) : Ω × Z
d → Rd, i ∈ [1, d] ∩ N, as
extensions of those orthogonal projections, i.e., as the functions which satisfy for every x ∈ Zd,
i ∈ [1, d] ∩ N, and P-a.e. ω ∈ Ω that (∇φi + ei)(ω, x) = (∇φi + ei)(τxω, 0). Remark 3.2,
partial integration, the projection property, and the stationary property ensure for all x ∈ Zd,
i ∈ [1, d] ∩N, ζ ∈ L∞(Ω,R) that E[(∇∗ · a(∇φi + ei))(·, x)ζ ] = E[(D∗ · a(∇φi + ei))(·, x)ζ ] =
E[(a(∇φi + ei))(·, x) ·Dζ ] = 0 and hence P-a.s. ∇
∗ · a(∇φi + ei) = 0. After having constructed
∇φi, i ∈ [1, d] ∩N, we define its primitive φi, i ∈ [1, d] ∩N, (with φ(·, 0) = 0 fixed) by discrete
contour integrals, which does not depend on the choice of paths (due to the stationary property).
The integrability of ∇φ, i.e., the fact that ∀ i ∈ [1, d] ∩N : E
[
|(∇φi)(·, 0)|
2q/(q+1)
]
< ∞ easily
follows from Ho¨lder’s inequality. 
Lemma 3.4 (Weak convergence). Let L2∇∗ be the closure of {D
∗ζ | ζ ∈ L∞(Ω)} in L2(Ω,Rd),
let f ∈ L2(Ω,Rd), and let ξ be the orthogonal projection of f onto L2∇∗. Then there exists a
unique family (uε)ε∈(0,1) ⊆ L2(Ω,R) and there exists a sequence (εn)n∈N ⊆ (0, 1) such that for
all ε ∈ (0, 1) it holds that (ε+D · D∗)uε = D · f and such that for all G ∈ L2(Ω,Rd) it holds
that limn→∞E[D∗uεn ·G] = E[ξ ·G].
Proof of Lemma 3.4. For every ε ∈ (0, 1) let (·, ·)ε : L
2(Ω,R) → R be the function which
satisfies for all u, v ∈ L2(Ω,R) that (u, v)ε = E[εuv + D
∗u · D∗v]. Then for all ε ∈ (0, 1)
it holds that L2(Ω,R) equipped with (·, ·)ε is a Hilbert space. Furthermore, the Cauchy-
Schwarz inequality shows that for all ε ∈ (0, 1), v ∈ L2(Ω,R) it holds that |E[f ·D∗v]| ≤
(E[|f |2])
1/2
(E[|D∗v|2])
1/2
≤ (E[|f |2])
1/2
(v, v)
1/2
ε . This implies for all ε ∈ (0, 1) that L
2(Ω,R) ∋
v 7→ E[f ·D∗v] ∈ R is continuous with respect to (·, ·)ε. For every ε ∈ (0, 1) let uε ∈ L2(Ω,R) be
the function which exists by Riesz’ lemma with the property that (uε, v)ε = E[f ·D
∗v]. This, the
partial integration, and the definition of (·, ·)ε, ε ∈ (0, 1), show that for all v ∈ L
2(Ω), ε ∈ (0, 1)
it holds that E[εuεv] + E[D · D
∗uε)v] = E[(εuεv] + E[(D∗uε) · (D∗v)] = (uε, v)ε = E[f · D∗v] =
E[(D · f)v] and hence (ε+D ·D∗) uε = D · f . To show uniqueness let u˜ε ∈ L2(Ω,R), ε ∈ (0, 1),
satisfy for all ε ∈ (0, 1) that (ε+D · D∗) u˜ε = D · f . The partial integration and the fact that
∀ ε ∈ (0, 1) : (ε+D · D∗) (uε − u˜ε) = 0 show for all ε ∈ (0, 1) that E[ε(uε − u˜ε)2 + |D∗uε −
D∗u˜ε|2] = E[((ε+D ·D∗)(uε− u˜ε))(uε− u˜ε)] = 0 and hence P-a.s. uε = u˜ε. Next, the fact that
∀ ε ∈ (0, 1) : (uε, v)ε = E[f · D
∗v], the Cauchy-Schwarz inequality, and the definition of (·, ·)ε,
ε ∈ (0, 1), imply for all ε ∈ (0, 1) that (uε, uε)ε = |E[f · D
∗uε]| ≤ (E[|f |2])
1/2(E[|D∗uε|2])
1/2 ≤
(E[|f |2])1/2 (uε, uε)
1/2
ε , therefore E[ε|uε|
2 + |D∗uε|2] = (uε, uε)ε ≤ E[|f |2]. This implies that
there exist (εn)n∈N ⊆ (0, 1) and η ∈ L2(Ω,Rd) which satisfy for all G ∈ L2(Ω,Rd), v ∈
L2(Ω,R) that limn→∞E[D∗uεn ·G] = E[η ·G] and limn→∞ εnE[uεnv] = 0. Hence, E[η · D
∗v] =
limn→∞(εnE[uεnv] +E[D
∗uεn ·D
∗v]) = E[f ·D∗v]. Thus, η is the projection of f onto L2∇∗ and
ξ = η. This completes the proof of Lemma 3.4. 
3.2. A Meyer-type estimate. Lemma 3.5 below adapts the Lr-estimate, r ∈ (1,∞), in (21)
into the discrete. Although it is not really a difficult issue, we still need to find some suitable
results in the literature.
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Lemma 3.5 (A Meyer-type estimate on the probability space). Let r ∈ (1,∞), let L2∇∗ be
the closure of {D∗ζ | ζ ∈ L∞(Ω)} in L2(Ω,Rd), and for every f ∈ L∞(Ω,Rd) let Hf be the
projection of f onto L2∇∗ . Then there exists c ∈ (0,∞) such that for all f ∈ L
∞(Ω,Rd) it holds
that ‖Hf‖Lr(Ω,Rd) ≤ c‖f‖Lr(Ω,Rd).
Proof of Lemma 3.5. Let GT : Z
d×Zd → R, T ∈ (0,∞), be the so-called Green functions which
satisfy for all T ∈ (0,∞) and for all bounded functions f : Zd → R that the unique solution u to
∀ x ∈ Zd : ((T−1−△)u)(x) = f(x) satisfies for all x ∈ Zd that u(x) =
∑
y∈Zd GT (x, y)f(y) (for a
detailed result on existence and uniqueness see, e.g., Theorem 4.1 in [35]). For every T ∈ (0,∞),
f ∈ Stat
P
(Rd) with f(·, 0) ∈ L∞(Ω,Rd) let ufT : Ω × Z
d → R be the function which satisfies
for all ω ∈ Ω, x ∈ Zd that ufT (ω, x) =
∑
y∈Zd GT (x, y)(∇ · f)(ω, y). Then for all T ∈ (0,∞),
f ∈ Stat
P
(Rd) with f(·, 0) ∈ L∞(Ω,Rd) it holds that ufT ∈ StatP(R) and P-a.s. (T
−1−△)ufT =
∇ · f and therefore (by Remark 3.2) it holds P-a.s. (T−1 − D · D∗)ufT = D · f . Next, observe
that the first and second derivatives of the Green functions (see, e.g., Proposition 3.7 in [35])
satisfy that there exist c1, c2 ∈ (0,∞) such that for all x, y ∈ Z
d it holds that |∇xGT (x, y)| ≤
c1(1∨|x−y|)
−(d−1) exp(− 1√
T
c2|x−y|) and |∇x∇yGT (x, y)| ≤ c1(1∨|x−y|)
−d exp(− 1√
T
c2|x−y|).
In addition, partial integration shows for all f : Zd → Rd with finite support and for all x ∈ Zd
that ufT (x) =
∑
y∈Zd GT (x, y)(∇ · f)(ω, y) and (∇
∗ufT )(x) =
∑
y∈Zd ∇
∗∇∗GT (x, y)f(y). Using
the standard argument with good and bad boxes to prove a Meyer-type estimate in Section 4
in [10] (especially the estimate on the third derivatives of the Green functions) we easily adapt
(22) in [5] into the discrete case. Continuing with a purely deterministic argument similar
to that in the continuum case (the paragraph below (22) in [5]) then yields that there exists
c ∈ (0,∞) such that for every R ∈ N, T ∈ (0,∞), f ∈ Stat
P
(Rd) with f(·, 0) ∈ L∞(Ω,Rd),
and P-a.e. ω ∈ Ω it holds that∣∣∣(∇∗ufT )(ω, ·)∣∣∣r
r,DR/2
≤ ce−crR/
√
T
[
sup
x∈Zd
|f(ω, x)|
]
+ c |f(ω, ·)|r,D2R . (28)
Letting R tend to infinity, the fact that ∀T ∈ (0, T ), f ∈ Stat
P
(Rd) : ufT ∈ StatP(R), and the
ergodic theorem show that there exists c ∈ (0,∞) such that for all T ∈ (0,∞), f ∈ Stat
P
(Rd)
with f(·, 0) ∈ L∞(Ω,Rd) it holds that
‖(D∗ufT )(·, 0)‖Lr(Ω,Rd) = ‖(∇
∗ufT )(·, 0)‖Lr(Ω,Rd) ≤ c‖f(·, 0)‖Lr(Ω,Rd). (29)
Now, for every f ∈ L∞(Ω,Rd) let fˆ ∈ Stat
P
(Rd) be the function which satisfies for all ω ∈ Ω,
x ∈ Rd that fˆ(ω, x) = f(τxω). Lemma 3.4 and the fact that ∀T ∈ (0, T ) : (T
−1 − D · D∗)ufT =
D · f then imply for all f ∈ L∞(Ω,Rd) that there exists a sequence (Tn)n∈N ⊆ (0,∞) such that
for all G ∈ L2(Ω,Rd) it holds that limn→∞E[D∗u
fˆ
Tn
·G] = E[(Hf) ·G]. This, (29), and a simple
duality argument complete the proof of Lemma 3.5. 
3.3. Sublinearity via an approximating argument. In Lemma 3.6 below we use an ap-
proximating argument rather than Sobolev’s embedding and weak convergence as done in
p. 1394 in [5]. Therefore, our result includes the case when 1/p+ 1/q ≤ 2/d.
Lemma 3.6 (A density argument). Let p, q ∈ (1,∞] satisfy that 1/p+1/q ≤ 2/d, let L
2p/(p+1)
∇∗
be the closure of {D∗ζ | ζ ∈ L∞(Ω)} in L2p/(p+1)(Ω,Rd), and let u : Ω×Zd → R be measurable
and satisfy that ∇∗u ∈ Stat
P
(Rd) and (∇∗u)(·, 0) ∈ L2p/(p+1)∇∗ . Then it holds that
lim
R→∞
[
1
R
inf
a∈R
|u− a|2q/(q−1),DR
]
= 0 (30)
where 2p/(p+ 1) := 2 if p =∞ and 2q/(q − 1) := 2 if q =∞.
Remark 3.7. Lemma 3.6 still holds if we drop ∗ everywhere in its statement.
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Proof of Lemma 3.6. Throughout this proof for every measurable function v : Ω × Zd → R
with ∇∗v ∈ Stat
P
(Rd) and (∇∗v)(·, 0) ∈ L2p/(p+1)∇∗ let F (v) ∈ [0,∞] be the real extended
number which satisfies that F (v) = E
[
limR→∞ 1R infa∈R |v − a|2q/(q−1),DR
]
. Sobolev’s inequality
(combined with the assumption that 1/p + 1/q ≤ 2/d) and the ergodic theorem then show
that there exists c ∈ (0,∞) which satisfies for all measurable functions v : Ω × Zd → R with
∇∗v ∈ Stat
P
(Rd) and (∇∗v)(·, 0) ∈ L2p/(p+1)∇∗ that
F (v) ≤ cE
[
lim
R→∞
|∇∗v|2p/(p+1),D2R
]
= c‖(∇∗v)(·, 0)‖L2p/(p+1)(Ω,Rd). (31)
Next, the assumption that (∇∗u)(·, 0) ∈ L2p/(p+1)∇∗ implies that there exists a sequence (ζn)n∈N ⊆
L∞(Ω,R) such that limn→∞ ‖(∇∗u)(·, 0)−D∗ζn‖L2p/(p+1)(Ω,Rd) = 0. For every n ∈ N let un : Ω×
Z
d → R be the measurable function which satisfies for P-a.e. ω ∈ Ω and x ∈ Zd that un(ω, x) =
ζn(τxω)−ζ(ω). Then it holds for all n ∈ N that un ∈ StatP(R) and hence P-a.s. (∇
∗un)(·, 0) =
(D∗un)(·, 0) = D∗ζn. This and the fact that limn→∞ ‖(∇∗u)(·, 0)−D∗ζn‖L2p/(p+1)(Ω,Rd) = 0 imply
that limn→∞ ‖(∇∗u)(·, 0) − (∇∗un)(·, 0)‖L2p/(p+1)(Ω,Rd) = 0. Hence, (31) (with v ← u − un for
n ∈ N) shows that limn→∞ F (u − un) = 0. Furthermore, the definition of un, n ∈ N, the
triangle inequality, and the fact that ∀n ∈ N : ζn ∈ L
∞(Ω,R) imply for all n ∈ N that P-a.s.
limR→∞ 1R |un|2q/(q−1),DR ≤ limR→∞
2
R
‖ζn‖L∞(Ω,R) = 0. This shows for all n ∈ N that F (un) = 0.
The triangle inequality and the fact that limn→∞ F (u − un) = 0 then prove that F (u) = 0.
This completes the proof of Lemma 3.6. 
Lemma 3.8 below can be proved similarly to the argument from (25) to (26) in [5]. We
include the proof here for convenience.
Lemma 3.8 (A dyadic argument). Let u : Zd → R be a function, let r ∈ [1,∞] be a real
extended number, and assume that
lim
R→∞
[
1
R
inf
a∈R
|u− a|r,DR
]
= 0. (32)
Then it holds that
lim
R→∞
[
1
R
|u|r,DR
]
= 0. (33)
Proof of Lemma 3.8. Let δ ∈ (0,∞) be arbitrary and fixed, let R0 ∈ N satisfy that for all
R ∈ [R0,∞) ∩N it holds that infa∈R |u− a|r,DR < δR, let a : [R0,∞) ∩N → R be a function
which satisfies for all R ∈ [R0,∞)∩N that |u− a(R)|r,DR < δR, and let m ∈ [1,∞] be the real
extended number given by m = supR∈N |D2R|/|DR|. The triangle inequality then implies for
all R,R′ ∈ [R0,∞) ∩N with R ≤ R′ ≤ 2R that
|a(R′)− a(R)| ≤ |u− a(R)|r,DR + |u− a(R
′)|r,DR
≤ |u− a(R)|r,DR +
[
|DR′ |
|DR|
]1/r
|u− a(R′)|r,DR′ ≤ δR +m
1/rδ2R ≤ 3m1/rδR.
(34)
This and the triangle inequality show for all n ∈ N0, R ∈ [2
nR0, 2
n+1R0) that
|a(R)− a(R0)| ≤ |a(R)− a(2
nR0)|+
n−1∑
j=0
|a(2j+1R0)− a(2
jR0)|
≤ 3m1/rδ2nR0 +
[
n−1∑
j=0
3m1/rδ2jR0
]
≤ 3m1/rδ2n+1R0 ≤ 6m
1/rδR.
(35)
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We therefore obtain for all R ∈ [R0,∞) ∩ N that |a(R) − a(R0)| ≤ 6m
1/rδR. The triangle
inequality and the fact that ∀R ∈ [R0,∞) ∩N : |u− a(R)|r,DR < δR establish that[
lim
R→∞
1
R
|u|r,DR
]
≤
[
lim
R→∞
1
R
|u− a(R)|r,DR
]
+
[
lim
R→∞
1
R
|a(R)− a(R0)|
]
+
[
lim
R→∞
1
R
a(R0)
]
≤ δ + 6m1/rδ.
(36)
This, the fact that δ ∈ (0,∞) was arbitrarily chosen, and the fact that m < ∞ complete the
proof of Lemma 3.8. 
3.4. Conclusion.
Lemma 3.9. Let r ∈ [1,∞) and let u : Ω × Zd → R be a measurable function which satisfies
that u ∈ Stat
P
(R), u(·, 0) ∈ Lr(Ω,R), and P-a.s. △u = 0. Then P-a.s. u = E[u(·, 0)].
Proof of Lemma 3.9. The maximal inequality for harmonic functions (see, e.g., Corollary 3.9
in [3]) and the fact that P-a.s. △u = 0 show that there exist γ ∈ (0,∞) such that for every R ∈
N, P-a.s. ω ∈ Ω it holds that |u(ω, 0)| ≤ |u(ω, ·)|∞,DR ≤ |u(ω, ·)|
γ
r,D2R
. The assumption that
u ∈ Stat
P
(R) and the ergodic theorem then show that u(·, 0) ≤ ‖u(·, 0)‖γLr(Ω,R). Hence, u(·, 0) ∈
L∞(Ω,R). Furthermore, the assumption that u ∈ Stat
P
(R) and P-a.s. △u = 0 and Remark 3.2
imply that P-a.s. D∗ · Du = ∇∗ · ∇u = △u = 0. This and partial integration (combined with
the fact that u(·, 0) ∈ L∞(Ω,R)) establish that E[|(Du)(·, 0)|2] = E[(D∗ · Du)(·, 0)u(·, 0)] = 0.
Hence, P-a.s. (Du)(·, 0) = 0. Ergodicity then implies that P-a.s. u(·, 0) = E[u(·, 0)]. This and
the fact that u ∈ Stat
P
(R) complete the proof of Lemma 3.9. 
Lemma 3.10 below is useful since only the gradients of the correctors are stationary.
Lemma 3.10. Let r ∈ [1,∞) and let u : Ω× Zd → R be a measurable function which satisfies
that ∇∗u ∈ Stat
P
(R), (∇∗u)(·, 0) ∈ Lr(Ω,R), E[(∇∗u)(·, 0)] = 0, and P-a.s. △u = 0. Then it
holds for every x ∈ Zd, P-a.e. ω ∈ Ω that u(ω, x) = u(ω, 0).
Proof of Lemma 3.10. Lemma 3.9 (with u←∇∗ℓu for ℓ ∈ [1, d]∩N) shows for all ℓ ∈ [1, d]∩N
that P-a.s. ∇∗ℓu = 0. This completes the proof of Lemma 3.10. 
Proof of Corollary 2.2. The construction of φ is well-known, see Lemma 3.3, and therefore
omitted here. For the rest of the proof we often use Eintein’s notation. For every r ∈ (1, 2]
let Lr∇∗ be the closure of {D
∗ζ | ζ ∈ L∞(Ω)} in Lr(Ω,Rd) and for all i, j, k ∈ [1, d] ∩ N,
n ∈ N let S
(n)
ijk ∈ L
2
∇∗ be the projection onto L
2
∇∗ of (qikej − qijek)1|q|≤n, i.e., it holds for all
i, j, k ∈ [1, d] ∩ N, n ∈ N, ζ ∈ L∞(Ω,R) that E[S(n)ijk · D
∗ζ ] = E[(qikej − qijek)1|q|≤n · D∗ζ ].
Jensen’s inequality and a simple approximation argument prove for all i, j, k ∈ [1, d]∩N, n ∈ N
that S
(n)
ijk ∈ L
2p/(p+1)
∇∗ . Lemma 3.5 then shows for all i, j, k ∈ [1, d] ∩ N that (S
(n)
ijk )n∈N is a
Cauchy sequence in L2p/(p+1)(Ω,Rd) and converges to Sijk ∈ L
2p/(p+1)
∇∗ which satisfies for all
ζ ∈ L∞(Ω,R) that E[Sijk · D∗ζ ] = E[(qikej − qijek) · D∗ζ ]. This and partial integration show
for all i, j, k ∈ [1, d] ∩N, ζ ∈ L∞(Ω,R) that E[(D · Sijk)ζ ] = E[(D · (qikej − qijek))ζ ]. Hence,
it holds for all i, j, k ∈ [1, d] ∩ N that D · Sijk = D · (qikej − qijek) and D · (Sijk + Sikj) =
D · (qikej − qijek + qijek − qikej) = 0. Now, for every i, j, k ∈ [1, d] ∩N let σijk : Ω × Z
d → R
be the unique measurable function which satisfies that σijk(·, 0) = 0, ∇
∗σijk ∈ StatP(Rd),
and (∇∗σijk)(·, 0) = Sijk (the way to extend S
(n)
ijk = (∇
∗σijk)(·, 0) to σijk easily done by using
discrete contour integrals as done for φ). The fact that ∀ i, j, k ∈ [1, d] ∩ N : D · Sijk = D ·
(qikej − qijek) and ∇ · (Sijk + Sikj) = 0 and Remark 3.2 then imply for all i, j, k ∈ [1, d] ∩ N
that −△σijk = ∇ · ∇
∗σijk = ∇ · (qikej − qijek) and −△(σijk + σikj) = ∇ · ∇∗(σijk + σikj) = 0.
This, the fact that ∀ i, j, k ∈ [1, d] ∩ N : ∇∗σijk ∈ StatP(Rd),∇∗σijk(·, 0) = Sijk ∈ L
2p/(p+1)
∇∗ ,
and P-a.s. σijk(·, 0) = 0, a simple approximation argument, and Lemma 3.10 imply for all
i, j, k ∈ [1, d] ∩ N that E[(∇∗σijk)(·, 0)] = 0 and P-a.s. σijk = −σikj . Next, the fact that
∀ i, j, k ∈ [1, d] ∩ N : −△σijk = ∇ · (qikej − qijek) implies for all i, j ∈ [1, d] ∈ N that P-a.s.
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△(∇∗ · σij + qij) = ∇∗k△σijk +△qij = −∇
∗
k∇jqik −∇
∗
k∇kqij +△qij = 0. This and Lemma 3.9
(combined with the fact that ∀ i, j, k ∈ [1, d] ∩ N : E[qij ] = 0 = E[∇
∗σijk] = 0) imply for all
i, j ∈ [1, d] ∩N that P-a.s. ∇∗ · σij + qij = 0. Next, Lemmas 3.6 and 3.8 (combined with the
assumption that 1/p + 1/q ≤ 2/d) and the fact that ∀ i, j, k ∈ [1, d] ∩N : ∇∗σijk ∈ StatP(Rd)
and ∇∗σijk(·, 0) = Sijk ∈ L
2p/(p+1)
∇∗ imply the sublinearity of σ in (8). The sublinearity of φ in
(8) follows similarly (we use Remark 3.7 and Lemma 3.8, the assumption that 1/p+1/q ≤ 2/d,
and a simple density argument). Finally, uniqueness of φ is clear and uniqueness of σ follows
from Lemma 3.10 combined with the fact that ∀ i, j, k ∈ [1, d] ∩N : −△σijk = ∇jqik −∇kqij,
the fact that ∀ i, j, k ∈ [1, d] ∩ N : ∇σijk ∈ StatP(R
d), and the fact that ∀ i, j, k ∈ [1, d] ∩ N :
P-a.s. σijk(·, 0) = 0. The proof of Corollary 2.2 is thus completed. 
4. Calculating the energy of the homogenization error
The main result of this section, Corollary 4.5, calculates the energy of the homogenization
error and therefore adapts the argument in p. 1399 in [5] to the discrete. First, Lemma 4.3
prepares the equation for the homogenization error, i.e, adapts Step 1 of the proof of Theorem 2
in [5] into the discrete (p. 1395–6 in [5]). Corollary 4.5 is proved by testing the equation of
the homogenization error (Lemma 4.3) with itself – we will explain in Lemma 4.4 how to do
this in the discrete.
Throughout this section we use Setting 4.1 and Einstein’s notation summing over repeated
indices. Here, the bracket notation is useful to write the product rule (see Remark 4.2).
Setting 4.1. Let ω ∈ Ω, let a : Zd → Rd×d be the function whose values are Rd×d diagonal
matrix and which satisfies for all x ∈ Zd that aij(x) = ω({x, x+ ei})1{i}(j), let ah ∈ Rd×d, let
φi : Z
d → R, σijk : Z
d → R, qij : Z
d → R, i, j, k ∈ [1, d] ∩N, be functions which satisfy for all
i, j, k ∈ [1, d]∩N that qi = a (∇φi + ei)−ahei, −∇
∗ ·qi = 0, −∇∗ ·σi = qi, and σijk = −σikj . For
every f, g : Zd → R, F : Zd → Rd let (f∇i)g, (f∇
∗
i )g : Z
d → R, i ∈ [1, d] ∩N, be the functions
which satisfy for all x ∈ Zd, i ∈ [1, d] ∩N that
[(f∇i)g] (x) = f(x+ ei)(∇ig)(x) and [(f∇
∗
i )g](x) = f(x− ei)∇
∗
i g(x), (37)
let (f∇)g, (f∇∗)g : Zd → Rd be the vector fields which satisfy for all x ∈ Zd that
[(f∇)g](x) =
[
d∑
i=1
[(f∇i)g](x)ei
]
and [(f∇∗)g](x) =
[
d∑
i=1
[(f∇∗i )g](x)ei
]
, (38)
and let (F · ∇)g, (F · ∇∗)g : Zd → R be the functions which satisfy for all x ∈ Zd that
[(F · ∇)g](x) =
d∑
i=1
[(Fi∇i)g](x) and [(F · ∇
∗)g](x) =
d∑
i=1
[(Fi∇
∗
i )g](x). (39)
Remark 4.2. Using the notation in Setting 4.1 we obtain for all f, g : Zd → R, x ∈ Zd that
[∇i(fg)](x) = f(x+ ei)[g(x+ ei)− g(x)] + f(x)[g(x+ ei)− g(x)]
= [(f∇i)g](x) + [g∇if ](x).
(40)
This shows for all f, g : Zd → R that ∇i(fg) = (f∇i)g+ g∇if , which, up to the brackets, looks
the same as its continuum counterpart, ∀ f, g ∈ C1(Rd,R) : ∂i(fg) = f∂ig + g∂if .
Lemma 4.3 (Equation for the homogenization error). Let x ∈ Zd, u, v, w, η : Zd → R satisfy
that w(x) = u(x)− v(x) − η(x)φi(x)(∇iv)(x) and (∇
∗ · a∇u)(x) = (∇∗ · ah∇v)(x) = 0. Then
it holds that
(∇∗ · a∇w)(x) =−
(
∇∗ · ((1− η)(a− ah)∇v)
)
(x)
−
(
∇∗ · [(σi · ∇∗)(η∇iv)]
)
(x)−
(
∇∗ · a[(φi∇)(η∇iv)]
)
(x).
(41)
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Proof of Lemma 4.3. The product rule shows that
(∇w)(x) =
(
∇u−∇v − η∇iv∇φi − (φi∇)(η∇iv)
)
(x). (42)
This and the fact that (∇∗ · a∇u)(x) = 0 imply that
(∇∗ · a∇w)(x) = −
(
∇∗ · (a∇v + η∇iva∇φi)
)
(x)−
(
∇∗ · a
(
(φi∇)(η∇iv)
))
(x). (43)
This together with the fact that
(a∇v + η∇iva∇φi) = (1− η)a∇v + η∇iva(ei +∇φi)
=
(
(1− η)(a− ah)∇v
)
+
(
(1− η)ah∇v + η∇iva(ei +∇φi)
) (44)
shows that
(∇∗ · a∇w)(x) = −
(
∇∗ ·
(
(1− η)(a− ah)∇v
))
(x)
−
(
∇∗ ·
(
(1− η)ah∇v + η∇iva(ei +∇φi)
) )
(x)−
(
∇∗ · a
(
(φi∇)(η∇iv)
))
(x).
(45)
Furthermore, the product rule and the fact that (∇∗ · ah∇v)(x) = 0 imply that
−
(
∇∗ · ((1− η)ah∇v)
)
(x) =
(
∇∗ · (η∇ivahei)
)
(x)
=
(
η∇iv∇
∗ · ahei
)
(x) +
(
(ahei · ∇
∗)(η∇iv)
)
(x) =
(
(ahei · ∇
∗)(η∇iv)
)
(x).
(46)
In addition, the product rule and the assumption that ∇∗ · (a(ei +∇φi)) = 0 show that
−∇∗ · (η∇iva(ei +∇φi)) = −η∇iv∇∗ · a(∇φi + ei)− (a(ei +∇φi) · ∇∗)(η∇iv)
= −(a(ei +∇φi) · ∇
∗)(η∇iv).
(47)
Next, the product rule and the fact ∀i, j, k ∈ [1, d] ∩N : σijk = −σikj imply for all ξ : Z
d → Rd
that
((∇∗ · σi) · ∇∗) ξi =
(
∇∗kσijk) · ∇
∗
j
)
ξi = ∇
∗
j(ξi∇
∗
kσijk)− ξi∇
∗
j∇
∗
kσijk = ∇
∗
j (ξi∇
∗
kσijk)
= ∇∗j
(
∇∗k(ξiσijk)− (σijk∇
∗
k)ξi
)
= ∇∗j∇
∗
k(ξiσijk)−∇
∗
j ((σijk∇
∗
k)ξi)
= −∇∗j ((σij · ∇
∗)ξi) = −∇∗ · ((σi · ∇∗)ξi).
. (48)
This (with ξ ← η∇v), (46), (47), and the assumption that −∇∗ · σi = qi yield that
−
(
∇∗ · ((1− η)ah∇v + η∇iva(ei +∇φi))
)
(x)
= −
((
[a(ei +∇φi)− ahei] · ∇
∗
)
(η∇iv)
)
(x)
=
((
(∇∗ · σi) · ∇∗
)
(η∇iv)
)
(x) = −
(
∇∗ ·
(
(σi · ∇
∗)(η∇iv)
))
(x).
(49)
Combining this with (45) we obtain that
(∇∗ · a∇w)(x) =−
(
∇∗ · ((1− η)(a− ah)∇v)
)
(x)
−
(
∇∗ · [(σi · ∇∗)(η∇iv)]
)
(x)−
(
∇∗ · a[(φi∇)(η∇iv)]
)
(x).
(50)
The proof of Lemma 4.3 is thus completed. 
For the next step recall Setting 2.4. The reader should keep in mind Figure 1.
Lemma 4.4. Let R ∈ N, g : Ed± → R, w : Z
d → R, h, f : Zd → Rd, assume for all x, y ∈ Zd
with (x, y) ∈ Ed± that g(x, y) = −g(y, x), assume for all x ∈ Z
d, i ∈ [1, d] ∩ N that hi(x) =
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g(x, x+ei), assume for all x ∈ DR that (∇
∗·h)(x) = (∇∗·f)(x), and assume for all x ∈ Zd\DR−1
that f(x) = 0. Then it holds that
 ∑
x,y∈Zd : (x,y)∈ER
g(x, y)∇¯xyw

 = 2

 ∑
y∈∂˜DR
g(nR(y))w(y)

+ 2
[∑
x∈DR
∇w(x) · f(x)
]
. (51)
Proof of Lemma 4.4. Let w0 : Z
d → R be the function which satisfies for all x ∈ Zd that
w0(x) = w(x)1
Z
d\DR(x). Then for all x ∈ DR−1 it holds that (∇w0)(x) = 0. This and the
assumption that ∀ x ∈ Zd\DR−1 : f(x) = 0 imply for all x ∈ Zd that (∇w0)(x) ·f(x) = 0. Next,
the fact that ∀ x ∈ Zd \DR : (w−w0)(x) = 0 and the assumption that ∀ x ∈ DR : (∇
∗ · h)(x) =
(∇∗ ·f)(x) imply for all x ∈ Zd that
∑
x∈Zd(w−w0)(x)(∇
∗ ·f)(x) =
∑
x∈Zd(w−w0)(x)(∇
∗ ·h)(x).
The fact that ∀ x ∈ Zd : (∇w0)(x) · f(x) = 0 and discrete partial integration then show that∑
x∈Zd
(∇w)(x) · f(x) =
∑
x∈Zd
(∇w −∇w0)(x) · f(x) =
∑
x∈Zd
(∇w −∇w0)(x) · h(x). (52)
Furthermore, the fact that ∀ x ∈ Zd \ DR : (w − w0)(x) = 0 implies for all i ∈ [1, d] ∩ N,
x ∈ Zd that (∇iw −∇iw0) (x) = (∇iw − ∇iw0)(x)1(x,x+ei)∈ER . This and the assumption that
∀ x ∈ Zd, i ∈ [1, d] ∩N : hi(x) = g(x, x+ ei) imply that[∑
x∈Zd
h(x) · (∇w −∇w0)(x)
]
=
∑
x∈Zd
[
d∑
i=1
1(x,x+ei)∈ERg(x, x+ ei)(∇iw −∇iw0)(x)
]
. (53)
This and (52) demonstrate that[∑
x∈DR
∇w(x) · f(x)
]
=
∑
x,y∈Zd
[
d∑
i=1
1(x,y)∈ER1y=x+eig(x, y)∇¯xy(w − w0)
]
. (54)
Swapping x and y and using the assumption that ∀x, y ∈ Ed± : g(x, y) = −g(y, x) yield that[∑
x∈DR
∇w(x) · f(x)
]
=
∑
x,y∈Zd
[
d∑
i=1
1(y,x)∈ER1x=y+eig(y, x)∇¯yx(w − w0)
]
=
∑
x,y∈Zd
[
d∑
i=1
1(y,x)∈ER1x=y+eig(x, y)∇¯xy(w − w0)
]
.
(55)
Adding this and (54) we obtain that
2
[∑
x∈DR
∇w(x) · f(x)
]
=

 ∑
x,y∈Zd
[
d∑
i=1
(
1(x,y)∈ER1y=x+ei + 1(y,x)∈ER1x=y+ei
)]
g(x, y)∇¯xy(w − w0)


=

 ∑
x,y∈Zd
1(x,y)∈ERg(x, y)∇¯xy(w − w0)

 =

 ∑
x,y∈Zd : (x,y)∈ER
g(x, y)∇¯xy(w − w0)

 .
(56)
This shows that
 ∑
x,y∈Zd : (x,y)∈ER
g(x, y)∇¯xyw

 =

 ∑
x,y∈Zd : (x,y)∈ER
g(x, y)∇¯xyw0

+ 2
[∑
x∈DR
∇w(x) · f(x)
]
. (57)
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Next, the fact that ∀ x ∈ DR : w0(x) = 0 shows for all x, y ∈ Z
d with (x, y) ∈ ER that
∇¯xyw0 = w0(y)− w0(x) = (w0(y)− w0(x)) (1x∈DR,y∈∂DR + 1y∈DR,x∈∂DR)
= w0(y)1x∈DR,y∈∂DR − w0(x)1y∈DR,x∈∂DR.
(58)
This, the assumption that ∀ x, y ∈ Zd, (x, y) ∈ Ed± : g(x, y) = −g(y, x), the fact that ∀x ∈
∂DR : w0(x) = w(x), and the definitions of E
ν
R and nR in Setting 2.4 prove that
 ∑
x,y∈Zd : (x,y)∈ER
g(x, y)∇¯xyw0


=

 ∑
x,y∈Zd : (x,y)∈ER
g(x, y)
[
w0(y)1x∈DR,y∈∂DR − w0(x)1y∈DR,x∈∂DR
]
=

 ∑
x,y∈Zd : (x,y)∈ER
g(x, y)w0(y)1x∈DR,y∈∂DR + g(y, x)w0(x)1y∈DR,x∈∂DR


= 2

 ∑
x,y∈Zd : (x,y)∈EνR
g(x, y)w(y)

 = 2

 ∑
y∈∂˜DR
g(nR(y))w(y)

 .
(59)
This and (58) complete the proof of Lemma 4.4. 
Corollary 4.5 (Energy of the homogenization error). Let R ∈ [8,∞) ∩N, u, v, w : DR → R,
η : Zd → R, assume that ah is a diagonal matrix, let ωh ∈ Ω satisfy that for all x ∈ Z
d,
i ∈ [1, d] ∩N that ωh({x, x + ei}) = (ah)ii, assume for all x ∈ DR that w(x) = u(x) − v(x) −
η(x)φi(x)(∇iv)(x), assume for all x ∈ Z
d \ DR−4 that η(x) = 0, and assume for all x ∈ DR
that (∇∗ · a∇u)(x) = (∇∗ · ah∇v)(x) = 0. Then it holds that
 ∑
x,y∈Zd : (x,y)∈ER
ωxy
(
∇¯xyw
)2 = −

 ∑
x,y∈Zd : (x,y)∈ER
(1− η(x))
(
(ω − ωh)∇¯v∇¯w
)
xy


+ 2

 ∑
y∈∂˜DR
(u(y)− v(y)) (ω∇u− ωh∇v)nR(y)


− 2
[∑
x∈DR
(σi · ∇
∗)(η∇iv) + a ((φi∇)(η∇iv))) (x) · (∇w)(x)
]
.
(60)
Proof of Corollary 4.5. Throughout the proof we assume that u, v, w : Zd → R by using any
extensions which satisfies for all x ∈ Zd \DR that u(x) = v(x) and w(x) = 0. The assumption
that ∀ x ∈ DR : w(x) = u(x) − v(x) − η(x)φi(x)(∇iv)(x) and the assumption that ∀ x ∈ Z
d \
DR−4 : η(x) = 0 then imply for all x ∈ Zd that w(x) = u(x)− v(x)− η(x)φi(x)(∇iv)(x). Next,
let f, h : Zd → R be the functions given by
h = a∇w + (1− η)(a− ah)∇v and f = −(σi · ∇
∗)(η∇iv)− a
(
(φi∇)(η∇iv)
)
, (61)
and let g : Ed± → R be the function which satisfies that for all (x, y) ∈ E
d
± it holds that
g(x, y) = (ω∇¯w)xy + (1− η(x))
(
(ω − ωh)∇¯v
)
xy
. (62)
The fact that ∀ x ∈ Zd \ DR−4 : η(x) = 0 and the fact that ∀ x ∈ Zd : w(x) = u(x) − v(x) −
η(x)φi(x)(∇iv)(x) imply for all y ∈ ∂˜DR that w(y) = u(y)− v(y) and
g(nR(y)) =
(
ω∇¯w + (ω − ωh)∇¯v
)
nR(y)
=
(
ω(∇¯u− ∇¯v) + (ω − ωh)∇¯v
)
nR(y)
= (ω∇¯u− ωh∇¯v)nR(y).
(63)
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Therefore, it holds that
 ∑
y∈∂˜DR
w(y)g(nR(y))

 =

 ∑
y∈∂˜DR
(u(y)− v(y))
(
ω∇¯u− ωh∇¯v
)
nR(y)

 . (64)
Furthermore, Lemma 4.3 and (61) imply that ∇∗ · h = ∇∗ · f . This, (61), (62) and Lemma 4.4
(with f ← f , g ← g, h← h, w ← w) ensure that
 ∑
x,y∈Zd : (x,y)∈ER
[
(ω∇¯w)xy + (1− η(x))
(
(ω − ωh)∇¯v
)
xy
]
∇¯xyw


=

 ∑
x,y∈Zd : (x,y)∈ER
g(x, y)∇¯xyw

 = 2

 ∑
y∈∂˜DR
w(y)g(nR(y))

+ 2
[∑
x∈DR
∇w(x) · f(x)
]
= 2

 ∑
y∈∂˜DR
(u(y)− v(y))
(
ω∇¯u− ωh∇¯v
)
nR(y)


− 2
[∑
x∈DR
(
(σi · ∇
∗)(η∇iv) + a
(
(φi∇)(η∇iv)
))
(x) · ∇w(x)
]
.
(65)
This implies (60). The proof of Corollary 4.5 is thus completed. 
5. Smoothing functions in the discrete case
It is known that continuous functions on the d-dimensional unit sphere can be smoothed
since in this case there is an explicit formula for the convolution kernel (see formulas (50) and
(51) in Bella, Fehrman, and Otto [5]). In fact, we can even smooth functions on boundaries of
Lipschitz domains, e.g., on the surface of the unit box [0, 1]d, as in Lemma 5.2 below. Roughly
speaking, up to some technicality, all results in [5] are still true for continuum boxes instead of
balls.
For Lemma 5.2 and also for the rest of this section we use the notation in Setting 5.1 below.
Setting 5.1. For every metric space X let Lip(X) denote the set of Lipschitz continuous
functions from X to R. For every bounded Lipschitz domain Ω ⊆ Rd, i.e., the boundary ∂Ω is,
roughly speaking, locally the graph of a Lipschitz function, and for every f ∈ Lip(∂Ω) denote
by
´
∂Ω
f dσ the surface integral of f on ∂Ω (see Section 2.1 in [34]) and denote by ∇tanf the
tangential gradient of f on ∂Ω, which is well-defined dσ-almost everywhere on ∂Ω (see Section
2.2 in [34]). For every bounded Lipschitz domain Ω ⊆ Rd and every p ∈ [1,∞] the Lebesgue
space Lp(∂Ω) with the norm ‖ · ‖Lp(∂Ω) and the Sobolev space L
p
1(∂Ω) with the norm ‖ · ‖Lp1(∂Ω)
are given in a usual way, e.g., ∀ f ∈ Lp1(∂Ω): ‖f‖Lp1(∂Ω) : = ‖f‖Lp(∂Ω) + ‖∇
tanf‖Lp(∂Ω,Rd−1) (see
Section 2.3 in [34]).
Lemma 5.2 (Smoothing operators on boundaries of Lipschitz domains). Let Ω be a bounded
Lipschitz domain. Then there exist ε0 ∈ (0, 1), C1 : (1,∞) × (1,∞) → (0,∞), C2 : [1,∞] →
(0,∞) and there exist linear operators Sε : Lip(∂Ω) → Lip(∂Ω), ε ∈ (0, ε0), such that for all
u ∈ Lip(∂Ω), r, s ∈ [1,∞] with 1 ≤ s ≤ r ≤ ∞, ε ∈ (0, ε0) it holds that
‖Sεu‖Lr(∂Ω) ≤ C1(r, s)ε
−(d−1)( 1
s
− 1
r
)‖u‖Ls(∂Ω), (66)
‖∇tan(Sεu)‖Lr(∂Ω) ≤ C1(r, s)ε
−(d−1)( 1
s
− 1
r
)‖∇tanu‖Ls(∂Ω), (67)
‖u− Sεu‖Ls(∂Ω) ≤ C2(s)ε‖∇
tanu‖Ls(∂Ω). (68)
A typical construction for the sequence of smoothing operators (Sε) in Lemma 5.2 can be
sketched as follows: (i) construct a partition of unity, (ii) decompose functions into ”small
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pieces” compactly supported on local charts, (iii) lift them to the Euclidean space to smooth
them using a usual sequences of mollifiers (the scale of the mollifiers should be small enough so
that the outcome functions are still supported in the corresponding local charts), and (iv) add
those outcome functions together. Since it is quite technical (but more or less straightforward)
and it is not the novelty of this paper, the proof of Lemma 5.2 is omitted.
A more important issue is to find an idea to adapt Lemma 5.2 to the discrete case. To the best
of the author’s knowledge, it is difficult to directly smooth functions in the discrete case where
the scale of a mollifier must be at least 1. Here, we choose a hybrid solution: we will interpolate
discrete functions to the continuum and smooth them (as continuum funtions) using Lemma 5.2.
First, there are several ways to interpolate discrete functions. For convenience we choose
the polilinear interpolation already used by Deuschel, Giacomin, and Ioffe (see formula (1.17)
in [17]), which allows to start quickly from scratch. In Setting 5.5 the continuum interpolation
of a given discrete function is constructed on each (d − 1)-dimensional unit box by moving
this unit box to the reference box [0, 1]d−1 and using (69). Note that Lemma 5.4 ensures the
consistency of this construction.
Setting 5.3 (Interpolation for the reference element). Let L : R{0,1}
d−1
→ C([0, 1]d−1,R) be
the operator which satisfies for all u : {0, 1}d−1 → R, x ∈ [0, 1]d−1 that
(Lu)(x) =
∑
a∈{0,1}d−1
[(
d−1∏
i=1
(aixi + (1− ai)(1− xi))
)
u(a)
]
. (69)
Lemma 5.4. Assume Setting 5.3, let k ∈ [1, d − 1], let j1, . . . , jk ∈ [1, d − 1] ∩N satisfy that
j1 ≤ . . . ≤ jk, let aj1 , . . . , ajk ∈ {0, 1}, and let u : {0, 1}
d−1 → R. Then the values of Lu on the
(d−1−k)-dimensional box
{
x ∈ [0, 1]d−1 : xj1 = aj1 , . . . , xjk = ajk
}
are uniquely determined by
the values of u on the set of vertices
{
x ∈ {0, 1}d−1 | xj1 = aj1, . . . , xjk = ajk
}
.
Setting 5.5 (Global interpolation and nodal functions). Assume Setting 5.3. For every R ∈ N
we chop ∂CR into (d − 1)-dimensional unit boxes and denote this set of boxes by SR which is
formally given by SR = {Γ = a + ([0, 1]
j−1 × {0} × [0, 1]d−j | (Γ ⊆ ∂CR) ∧ (a ∈ Zd) ∧ (j ∈
[1, d] ∩ N)}. For every R ∈ N, S ∈ SR let A
(R)
S : R
d−1 → Rd be the bijective affine linear
transformation which satisfies for all S ∈ SR that S = A
(R)
S ({0, 1}
d−1). For every R ∈ N
let TR : R
∂DR → C(∂CR,R) be the mapping which satisfies that for all u : ∂DR → R, S ∈
SR, x ∈ S it holds that (TR(u))(x) = (L(u ◦ A
−1
S ))(A
−1
S x). For every R ∈ N, x ∈ ∂DR
let ϕ
(R)
x ∈ C(∂CR,R) be the function which satisfies that ϕ
(R)
x = TR(1{x} ↾∂DR) where we
write 1{x} ↾∂DR : ∂DR → R to denote the function which satisfies for all y ∈ ∂DR \ {x} that
(1{x} ↾∂DR)(y) = 0 and (1{x} ↾∂DR)(x) = 1.
In finite element the functions ϕ
(R)
x , R ∈ N, x ∈ ∂DR, are often called nodal functions.
Lemma 5.6 is straightforward and its proof is therefore omitted.
Lemma 5.6. Assume Setting 5.5. Then
i) it holds for all R ∈ N that {ϕ
(R)
x | x ∈ ∂DR} is linearly independent,
ii) it holds for all R ∈ N, Γ ∈ SR, x ∈ ∂DR \ Γ, y ∈ Γ that ϕ
(R)
x (y) = 0,
iii) it holds for all R ∈ N, y ∈ ∂CR that (TR(f))(y) =
∑
x∈∂DR f(x)ϕ
(R)
x (y), and
iv) there exists C : [1,∞]→ (0,∞) which satisfies for all R ∈ N, u : ∂DR → R that
C(p)−1 ‖TRu‖Lp(∂CR) ≤ ‖u‖p,∂DR ≤ C(p) ‖TRu‖Lp(∂CR) (70)
and
C(p)−1
∥∥∇tan(TRu)∥∥Lp(∂CR) ≤ ∥∥∇u∥∥p,EτR ≤ C(p) ∥∥∇tan(TRu)∥∥Lp(∂CR) . (71)
After being interpolated and smoothed a function u : ∂DR → R has already been very much
deformed. In general, the outcome continuum function does not represent a discrete function,
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i.e., it is not in span{φ
(R)
x | x ∈ ∂DR} and we therefore have to make it discrete again. A
natural way to define a discrete function Af : ∂DR → R from a given continuum function
f ∈ C(∂CR,R) is, e.g., to assign each x ∈ ∂DR a (d − 1)-dimensional unit box Γx ∈ SR such
that x ∈ Γx and to let Af be given for every x ∈ ∂DR by (Af)(x) =
´
Γx
fdσ. However, this
kind of averaging is not a projection, i.e., ATR 6= id. In Lemma 5.7 below we use the idea by
Scott and Zhang [40] to overcome this problem. Intuitively, this idea is to insert ψ
(Γ,R)
x in the
integral in (73) and require (72) to make Π(R,Γ) a projection.
Lemma 5.7 (Scott-Zhang projection). Assume Setting 5.5. For every R ∈ N let AR be the set
given by AR = {Γ = (Γx)x∈∂DR ⊆ SR | ∀x ∈ ∂DR : x ∈ Γx ∩ Z
d}, i.e., AR is, roughly speaking,
the set of all possibilities to assign each x ∈ ∂DR to a unique (d − 1)-dimensional unit box
Γx ∈ SR with x ∈ Γx. For every R ∈ N, Γ ∈ AR, x ∈ ∂DR let ψ
(R,Γ)
x ∈ C(Γx,R) be the linear
combination of the functions ϕ
(R)
z , z ∈ Γx ∩ Z
d, with the property that for all z ∈ Γx ∩ Z
d it
holds that ˆ
Γx
ψ(R,Γ)x ϕ
(R)
z dσ = 1{x}(z). (72)
For every R ∈ N, Γ ∈ AR let Π
(R,Γ) : Lip(∂CR)→ R
∂DR be the operator which satisfies for all
f ∈ Lip(∂CR), x ∈ ∂DR that
(Π(Γ,R)f)(x) =
ˆ
Γx
ψ(Γ,R)x f dσ. (73)
Let B ∈ [0,∞] be the real extended number given by
B = sup
{
‖ψR,Γx ‖L∞(Γx)
∣∣R ∈ N,Γ ∈ AR, x ∈ ∂DR} . (74)
Then
i) it holds that B <∞,
ii) it holds for all R ∈ N, Γ ∈ AR that Π
(R,Γ)TR = id, and
iii) there exists C : [1,∞]→ (0,∞) such that for all p ∈ [1,∞], R ∈ N, Γ ∈ AR, f ∈ Lip(∂CR)
it holds that∥∥Π(R,Γ)f∥∥
p,∂DR
≤ C(p) ‖f‖Lp(∂CR) and
∥∥∇¯(Π(R,Γ)f)∥∥
p,EτR
≤ C(p)
∥∥∇tanf∥∥
Lp(∂CR)
. (75)
Proof of Lemma 5.7. Since for every R ∈ N, Γ ∈ AR, x ∈ ∂DR we can use an affine trans-
formation to move Γx to the reference box [0, 1]
d−1, Item (i) is obvious. Next, Items (ii) and
(iii) in Lemma 5.6 imply for all R ∈ N, Γ ∈ AR, f : ∂DR → R, x ∈ ∂DR, y ∈ Γx that
(TRf)(y) =
∑
z∈Γx∩Zd f(z)ϕ
(R)
z (y). Hence, (72) and (73) show that for all R ∈ N, Γ ∈ AR,
f : ∂DR → R, x ∈ ∂DR it holds that
(Π(Γ,R)TRf)(x) =
ˆ
Γx
ψ(Γ,R)x

 ∑
z∈Γx∩Zd
f(z)ϕ(R)z

 dσ = ∑
z∈Γx∩Zd
[
f(z)
ˆ
Γx
ψ(Γ,R)x ϕ
(R)
z dσ
]
=
∑
z∈Γx∩Zd
f(z)1{x}(z) = f(x).
(76)
This shows Item (ii). Next, observe that there exist K ∈ N and a collection of (d − 1)-
dimensional manifolds with boundary {M
(R)
x,y | R ∈ N, x, y ∈ ∂DR, x ∼ y} such that for all
R ∈ N, Γ ∈ AR, x, y ∈ ∂DR, z ∈ ∂CR
i) it holds that M
(R)
x,y is either a (d − 1)-dimensional face or the union of two dimensional
faces of a d-dimensional rectangle whose edges are at most 3 (informally speaking, M
(R)
x,y is
either a rectangle or a ”roof” of dimension (d− 1) with edges of size at most 3),
ii) it holds that Γx ∪ Γy ⊆M
(R)
x,y , and
LIOUVILLE PRINCIPLE FOR DEGENERATE RCM 23
Γx
x
y
Γy
(a)
x
Γx
Γy
y
(b)
x
Γx
Γy
y
(c)
x
Γx
Γy
y
(d)
Figure 2. An illustrative construction of a good cover of the surface of a box
iii) it holds that
|{x ∈ ∂DR |z ∈ Γx}| ≤ K and
∣∣{x, y ∈ Zd ∣∣x ∼ y, z ∈ M (R)x,y }∣∣ ≤ K. (77)
An illustrative argument for this (in the case d = 3) is provided in Figure 2: (a) If none of x, y
lies on an edge of the box CR, we choose M
(R)
x,y , e.g., as a 2×3 rectangle, see Figures 2a and 2b;
(b) otherwise, we choose M
(R)
x,y as a roof, see Figures 2c and 2d. Note that M
(R)
x,y , R ∈ N,
x, y ∈ ∂DR, x ∼ y, can only have a finite number of shapes. Hence, Poincare´’s inequality on
Lipschitz manifolds implies that there exists CPI : [1,∞]→ (0,∞) such that for allR ∈ N, x, y ∈
∂DR, f ∈ L
p
1(M
(R)
x,y ), p ∈ [1,∞] it holds that infa∈R ‖f − a‖p,M (R)x,y ≤ CPI(p) ‖∇
tanf‖
Lp(M
(R)
x,y )
.
Furthermore, (73), (74), and Jensen’s inequality imply for all R ∈ N, Γ ∈ AR, x ∈ ∂DR,
p ∈ [1,∞), f ∈ Lip(∂CR) that |(Π
(R,Γ)f)(x)|p ≤ Bp ‖f‖pLp(Γx) and |(Π
(R,Γ)f)(x)| ≤ B ‖f‖L∞(Γx).
Summing or taking the supremum (over x ∈ ∂DR) and using (77) yield that for all R ∈ N,
Γ ∈ AR, p ∈ [1,∞], f ∈ Lip(∂CR) it holds that
∥∥Π(R,Γ)f∥∥
p,∂DR
≤ BK1/p ‖f‖Lp(∂CR) . (78)
Next, Item (ii) (with f ← (∂DR ∋ x 7→ 1 ∈ R)) implies for all R ∈ N, Γ ∈ AR, x ∈ ∂DR
that
´
Γx
ψ
(R,Γ)
x = 1. This, (73), the fact that ∀ p ∈ [1,∞), a, b ∈ R : |a + b|p ≤ 2p−1(|a|p + |b|p),
the triangle inequality, (74), and Poincare´’s inequality imply that for all R ∈ N, Γ ∈ AR,
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x, y ∈ ∂DR, p ∈ [1,∞), f ∈ Lip(∂CR) it holds that
∣∣(Π(R,Γ)f)(x)− (Π(R,Γ)f)(y)∣∣p = inf
a∈R
∣∣∣∣∣
ˆ
Γx
ψ(R,Γ)x (f − a)dσ −
ˆ
Γy
ψ(R,Γ)y (f − a)dσ
∣∣∣∣∣
p
≤ 2p−1 inf
a∈R
[∣∣∣∣
ˆ
Γx
ψ(R,Γ)x (f − a)dσ
∣∣∣∣
p
+
∣∣∣∣∣
ˆ
Γy
ψ(R,Γ)y (f − a)dσ
∣∣∣∣∣
p]
≤ 2p−1Bp
[
inf
a∈R
‖f − a‖p
Lp(M
(R)
x,y )
]
≤ 2p−1BpCPI(p)p
∥∥∇tanf∥∥p
Lp(M
(R)
x,y )
(79)
and∣∣(Π(R,Γ)f)(x)− (Π(R,Γ)f)(y)∣∣ ≤ 2B [ inf
a∈R
‖f − a‖
L∞(M
(R)
x,y )
]
≤ 2BCPI(∞)
∥∥∇tanf∥∥
L∞(M
(R)
x,y )
.
(80)
Summing or taking the supremum (over x, y ∈ ∂DR with x ∼ y) and using (77) yield for
all R ∈ N, Γ ∈ AR, p ∈ [1,∞] that
∥∥∇¯(ΠR,Γf)∥∥
p,EτR
≤ 2(p−1)/pK1/pMCPI(p) ‖∇tanf‖Lp(∂CR) .
This, (78), and the fact that B < ∞ (following from Item (i)) imply Item (iii). The proof of
Lemma 5.7 is thus completed. 
Now, for every bounded Lipschitz domain Ω and every f ∈ Lip(∂Ω) let |f |Lp(∂Ω) be the real
number given by |f |pLp(∂Ω) = ‖f‖Lp(∂Ω)/(
´
∂Ω
dσ) and let |f |L∞(∂Ω) be the real number given
by |f |L∞(∂Ω) = ‖f‖L∞(∂Ω). Then Lemma 5.2 and a scaling argument show that there exist
ε0 ∈ (0, 1), C1 : [1,∞]× [1,∞] → (0,∞), C2 : [1,∞] → (0,∞) and there exist linear operators
S
(R)
ε : Lip(∂CR) → Lip(∂CR), ε ∈ (0, ε0), R ∈ N, such that for all R ∈ N, u ∈ Lip(∂CR),
r, s ∈ [1,∞] with 1 ≤ s ≤ r ≤ ∞, ε ∈ (0, ε0) it holds that
|S(R)ε u|Lr(∂CR) ≤ C1(r, s)ε
−(d−1)( 1
s
− 1
r
)|u|Ls(∂CR), (81)
|∇tan(S(R)ε u)|Lr(∂CR) ≤ C1(r, s)ε
−(d−1)( 1
s
− 1
r
)|∇tanu|Ls(∂CR), (82)
|u− S(R)ε u|Ls(∂CR) ≤ C2(s)εR|∇
tanu|Ls(∂CR). (83)
Using the notation given in Setting 5.5 let SΓR,ε : R
∂DR → R∂DR , ε ∈ (0, ε0), R ∈ N, Γ ∈ AR,
be the linear operators which satisfy for all ε ∈ (0, ε0), R ∈ N, Γ ∈ AR, u : ∂DR → R that
SΓR,εu = Π
Γ,RS
(R)
ε TRu. The projection property (Item (ii) in Lemma 5.7) then shows for all
ε ∈ (0, ε0), R ∈ N, Γ ∈ AR, u : ∂DR → R that u− S
Γ
R,εu = Π
Γ,R(TRu − S
(R)
ε TRu). Combining
this, Item (iv) in Lemma 5.6, and Item (iii) in Lemma 5.7 we obtain Corollary 5.8 below where
Γ is dropped. Note that although there are several ways to choose Γ and hence several ways to
define the family (SR,ε) = (S
Γ
R,ε) of smoothing operators, the constants C1 and C2 in (84)–(86)
only depend on s, r, and the dimension d.
Corollary 5.8 (Smoothing operators for discrete functions). There exist a real number ε0 ∈
(0, 1), functions C1 : [1,∞] × [1,∞] → (0,∞), C2 : [1,∞] → (0,∞), and linear operators
SR,ε : R
∂DR → R∂DR, ε ∈ (0, ε0), R ∈ N, such that for all s ∈ [1,∞], r ∈ [s,∞], R ∈ [1,∞)∩N,
u : ∂DR → R, ε ∈ (0, ε0) it holds that
|SR,εu|r,∂DR ≤ C1(s, r)ε
−(d−1)( 1
s
− 1
r
) |u|s,∂DR , (84)∣∣∇¯(SR,εu)∣∣r,EτR ≤ C1(s, r)ε−(d−1)( 1s− 1r ) ∣∣∇¯u∣∣s,EτR , (85)
|u− SR,εu|s,∂DR ≤ C2(s)εR
∣∣∇¯u∣∣
s,EτR
. (86)
6. Estimates on the harmonic extension in details
In Setting 6.1 below S is a smoothing operator (cf. Corollary 5.8) which depends on R, ε and
M is a modifying operator (cf. Remark 2.5) which depends on R. Here, we drop the dependency
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on R, ε to lighten the notation. All inequalities on S in (87) are direct consequences of (84)–
(86). Recall that we use Setting 2.4 and Figure 1 and in the following we briefly write n = nR
for the normal mapping.
Discrete boundary problems have been widely studied in numerical analysis, e.g., to approxi-
mate the continuum solutions (see, e.g., the classical work by Stummel [41] and Gu¨rlebeck
and Hommel [28], [25], [26], who studied Dirichlet and Neumann boundary problems on
general two-dimensional discretized domains using difference potentials, and the references
therein). We therefore do not discuss the definitions of D and N in details. The condition∑
y∈∂˜DR u(y)− (Nu)(y) = 0 is reasonable since uniqueness of solutions to Neumann problems
only holds up to constants and we can therefore adapt the mean of a solution by adding a
constant.
Note that (95) is a consequence of Sobolev’s inequality in the case d ≥ 3. In the case d = 2,
i.e., when ∂DR is one-dimensional, this inequality is just a direct consequence of the triangle
inequality, i.e., |u|∞,∂DR . R
∣∣∇¯u∣∣
1,EτR
.
Finally, since for the main results there is no need to provide more detailed estimates, we
solely use a real number c ∈ (1,∞) for several purposes (see e.g. (87), (91), and (94)).
Setting 6.1. Let ε ∈ (0, 1), c ∈ (1,∞), p, q ∈ (1,∞], R ∈ N, ω ∈ Ω, let ah ∈ R
d×d be a
diagonal matrix which satisfies for all i ∈ [1, d] ∩ N that c−1 ≤ (ah)ii ≤ c, let ωh ∈ Ω satisfy
for all i ∈ [1, d] ∩ N, x ∈ Zd that ωh({x, x + ei}) = (ah)ii, and assume that |∂DR|/|∂˜DR| ≤ c
and |∂˜DR|/|ER| ≤ c/R. Let S : R
∂DR → R∂DR, M : R∂DR → R∂DR be linear operators which
satisfy for all u : ∂DR → R that
|u− Su| 2p
p−1
,∂DR
≤ cεR
∣∣∇¯u∣∣ 2p
p−1
,EτR
, |u− Su| 2q
q−1
,∂DR
≤ cεR
∣∣∇¯u∣∣ 2q
q−1
,EτR
,
|Su| 2p
p−1
,∂DR
≤ c |u| 2p
p−1
,∂DR
, |Su| 2p
p−1
,∂DR
≤ c |u| 2p
p−1
,∂DR
,
|Su| 2p
p−1
,∂DR
≤ ε−(d−1)
p+1
2p |u|1,∂DR , |Su|∞,∂DR ≤ ε
−(d−1) q+1
2q |u| 2q
q+1
,∂DR
,∣∣∇¯(Su)∣∣ 2q
q+1
,EτR
≤ c
∣∣∇¯u∣∣ 2q
q+1
,EτR
,
∣∣∇¯(Mu)∣∣ 2q
q+1
,EτR
≤
∣∣∇¯u∣∣ 2q
q+1
,EτR
,∣∣∇¯(Mu)∣∣ 2p
p+1
,EτR
≤ c
∣∣∇¯u∣∣ 2p
p+1
,EτR
, |Mu| 2p
p−1
,∂DR
≤ c |u| 2p
p−1
,∂˜DR
, |Mu|1,∂DR ≤ c |u|1,∂˜DR
(87)
and let S∗ : R∂˜DR → R∂˜DR be the operator which satisfies for all h : ∂˜DR → R, x ∈ ∂˜DR that
(S∗h)(x) =
∑
y∈∂˜DR
h(y)
(
SM
(
1{x} ↾∂DR
))
(y). (88)
Let D : RDR → RDR be the solution operator of the discrete Dirichlet problem in the sense
that for all u : DR → R it holds that
∀x ∈ DR : (∇
∗ · ah∇(Du))(x) = 0 and ∀x ∈ ∂DR : (Du)(x) = (Su)(x), (89)
let N : RDR → RDR be a solution operator of the discrete Neumann problem in the sense that
for all u : DR → R it holds that
∀x ∈ ∂˜DR :
(
ωh∇¯(Nu)
)
n(x)
= [S∗ (ω
n
∇
n
u)] (x)−
1
|∂˜DR|

 ∑
y∈∂˜DR
[S∗ (ω
n
∇
n
u)] (y)

 ,
∀x ∈ DR : (∇
∗ · ah∇(Nu))(x) = 0, and

 ∑
y∈∂˜DR
u(y)− (Nu)(y)

 = 0,
(90)
with n the normal mapping, assume for all u : DR → R, s ∈ {2p/(p+ 1), 2q/(q + 1)} that∣∣∇¯(Nu)∣∣
s,EτR
≤ c
∣∣∇¯(Nu)∣∣
s,EνR
and
∣∣∇¯(Du)∣∣
s,EνR
≤ c
∣∣∇¯(Du)∣∣
s,EτR
, (91)
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and assume for all u : DR → R that∣∣∇¯(Du)∣∣
max{ 4pp−1 ,
4q
q−1},ER
≤ c
∣∣∇¯(Du)∣∣
max{ 4pp−1 ,
4q
q−1},EτR
,∣∣∇¯(Nu)∣∣
max{ 4pp−1 ,
4q
q−1},ER
≤ c
∣∣∇¯(Nu)∣∣
max{ 4pp−1 ,
4q
q−1},EνR
.
(92)
Let α : (1,∞)→ R be the function which satisfies for all r ∈ {p, q} that
1
α(r)
=
(
r − 1
2r
+
1
d− 1
)
1d≥3 + 1d=2, (93)
assume Sobolev’s inequality in the sense that for all r ∈ {p, q}, u : ∂DR → R it holds that
inf
a∈R
|u− a| 2r
r−1
,∂DR
≤ cR
∣∣∇¯u∣∣
α(r),EτR
, (94)
and let θ : {p, q} × {p, q} → R be the function which satisfies for all r, s ∈ {p, q} that
θ(r, s) =
[
1− (d− 1)
(
1
2r
+
1
2s
)]
1d>2 +
(s− 1)r
s(r + 1)
1d=2. (95)
For every u : DR → R let Λ(u) be the real number given by
Λ(u) = max
{∣∣ω∇¯u∣∣ 2p
p+1
,EτR
,
∣∣ω∇¯u∣∣ 2p
p+1
,EνR
,
∣∣∇¯u∣∣ 2q
q+1
,EτR
,
∣∣∇¯u∣∣ 2q
q+1
,EνR
}
. (96)
For every u, v : DR → R let B (u, v) be the real number given by
B (u, v) =
1
|∂˜DR|

 ∑
x∈∂˜DR
(u(x)− v(x))
(
ω∇¯u− ωh∇¯v
)
n(x)

 . (97)
6.1. Duality.
Lemma 6.2. Assume Setting 6.1 and let h : ∂˜DR → R, g : ∂DR → R. Then it holds that∑
x∈∂˜DR
(S∗h)(x)g(x) =
∑
x∈∂˜DR
h(x) (SMg) (x). (98)
Proof of Lemma 6.2. The assumption that ∀ u ∈ R∂DR : |Mu|1,∂DR ≤ c |u|1,∂˜DR in (87) and the
assumption on linearity of M show for all u, v : ∂DR → R with ∀ x ∈ ∂˜DR : u(x) = v(x) that
Mu = Mv. The fact that g and
∑
x∈∂˜DR g(x)(1{x}↾∂DR) coincide on ∂˜DR and (88) hence imply
that 
 ∑
x∈∂˜DR
g(x)(S∗h)(x)

 = ∑
x∈∂˜DR

g(x)

 ∑
y∈∂˜DR
h(y)
(
SM
(
1{x} ↾∂DR
))
(y)




=
∑
y∈∂˜DR
h(y)

SM

 ∑
x∈∂˜DR
g(x)(1{x} ↾∂DR)



 (y) = ∑
y∈∂˜DR
h(y) (SMg) (y).
(99)
This completes the proof of Lemma 6.2. 
Lemma 6.3. Assume Setting 6.1 and let h : ∂˜DR → R. Then |S
∗h| 2p
p+1
,∂˜DR
≤ c3 |h| 2p
p+1
,∂˜DR
.
Proof of Lemma 6.3. Throughout this proof let E : R∂˜DR → R∂DR be the trivial extension
operator which satisfies for all g : ∂˜DR → R, x ∈ ∂˜DR that (Eg)(x) = g(x) and which satisfies
for all g : ∂˜DR → R, x ∈ ∂DR \ ∂˜DR that (Eg)(x) = 0. First, observe that the fact that ∂˜DR ⊆
∂DR and the assumption that |∂DR|/|∂˜DR| ≤ c prove for all f : ∂DR → R, r ∈ [1,∞] that
|f |r,∂˜DR ≤ c |f |r,∂DR. This, Lemma 6.2 (with g ← Eg for g : ∂˜DR → R), Ho¨lder’s inequality,
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and the assumption that for all u ∈ ∂DR → R it holds that |Su| 2p
p−1
,∂DR
≤ c |u| 2p
p−1
,∂DR
and
|Mu| 2p
p−1
,∂DR
≤ c |u| 2p
p−1
,∂˜DR
demonstrate for all g : ∂˜DR → R that
1
|∂˜DR|
∣∣∣∣∣∣
∑
x∈∂˜DR
(S∗h)(x)g(x)
∣∣∣∣∣∣ =
1
|∂˜DR|
∣∣∣∣∣∣
∑
x∈∂˜DR
(S∗h)(x)(Eg)(x)
∣∣∣∣∣∣
=
1
|∂˜DR|
∣∣∣∣∣∣
∑
x∈∂˜DR
h(x) (SMEg) (x)
∣∣∣∣∣∣ ≤ |h| 2pp+1 ,∂˜DR |(SME)g| 2pp−1 ,∂˜DR
≤ |h| 2p
p+1
,∂˜DR
c |SMEg| 2p
p−1
,∂DR
≤ |h| 2p
p+1
,∂˜DR
c2 |MEg| 2p
p−1
,∂DR
≤ |h| 2p
p+1
,∂˜DR
c3 |g| 2p
p−1
,∂˜DR
.
(100)
This and a simple duality argument complete the proof of Lemma 6.3. 
Lemma 6.4. Assume Setting 6.1 and let h : ∂˜DR → R. Then it holds that
|S∗h|∞,∂˜DR ≤ c
2ε−(d−1)
p+1
2p |h| 2p
p+1
,∂˜DR
. (101)
Proof of Lemma 6.4. Observe that (88) and the assumption that
∀ u ∈ R∂DR : |Su| 2p
p−1
,∂DR
≤ cε−(d−1)
p+1
2p |u|1,∂DR and |Mu|1,∂DR ≤ c |u|1,∂˜DR (102)
in (87) establish for all x ∈ ∂˜DR that
(S∗h)(x) = |∂˜DR|

 1
|∂˜DR|
∑
y∈∂˜DR
h(y)
[
SM
(
1{x} ↾∂DR
)]
(y)


≤ |∂˜DR| |h| 2p
p+1
,∂˜DR
∣∣SM (1{x} ↾∂DR)∣∣ 2p
p−1
,∂DR
≤ |∂˜DR| |h| 2p
p+1
,∂˜DR
cε−(d−1)
p+1
2p
∣∣M (1{x} ↾∂DR)∣∣1,∂DR
≤ |∂˜DR| |h| 2p
p+1
,∂˜DR
c2ε−(d−1)
p+1
2p
∣∣
1{x}
∣∣
1,∂˜DR
= c2ε−(d−1)
p+1
2p |h| 2p
p+1
,∂˜DR
.
(103)
This completes the proof of Lemma 6.4. 
Lemma 6.5. Assume Setting 6.1 and let u : DR → R. Then it holds that
B (u,Nu)
=
1
|∂˜DR|

 ∑
x∈∂˜DR
[(M ((u−Nu) ↾∂DR)) (x)− (SM (u−Nu ↾∂DR)) (x)] (ω∇¯u)n(x)

 . (104)
Proof of Lemma 6.5. To lighten the notation let m ∈ R be the real number given by
m =
1
|∂˜DR|
∑
y∈∂˜DR
(S∗ (ω
n
∇
n
u)) (y). (105)
First, Lemma 6.2 (with h← (ω∇¯u)
n
and g ← (u−Nu) ↾∂DR) shows that∑
x∈∂˜DR
[u(x)− (Nu)(x)]
[
S∗
(
ω
n
∇¯
n
u
)]
(x) =
∑
x∈∂˜DR
[SM ((u−Nu) ↾∂DR)] (x)(ω∇¯u)n(x). (106)
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Next, observe that (90) implies for all x ∈ ∂˜DR that (ωh∇¯(Nu))n(x) =
(
S∗
(
ω
n
∇¯
n
u
))
(x) −m
and
∑
y∈∂˜DR [u(y)− (Nu)(y)] = 0. This, (97), and (106) imply that
B (u, v)
=
1
|∂˜DR|
∑
x∈∂˜DR
(u(x)− (Nu)(x))
(
ω∇¯u− ωh∇¯ (Nu)
)
n(x)
=
1
|∂˜DR|
∑
x∈∂˜DR
[u(x)− (Nu) (x)]
[
(ω∇¯u)
n(x) −
((
S∗
(
ω
n
∇¯
n
u
))
(x)−m
)]
=
1
|∂˜DR|
∑
x∈∂˜DR
(u(x)− (Nu) (x))
[
(ω∇¯u)
n(x) −
(
S∗
(
ω
n
∇¯
n
u
))
(x)
]
=
1
|∂˜DR|
∑
x∈∂˜DR
[(M ((u−Nu) ↾∂DR)) (x)− (SM ((u−Nu) ↾∂DR)) (x)] (ω∇¯u)n(x).
(107)
This completes the proof of Lemma 6.5. 
6.2. Boundary estimates.
Lemma 6.6 (Reducing high exponents). Assume Setting 6.1. Then
(i) it holds for all r, s ∈ {p, q} that θ(r, s) r−1
2r
+ (1− θ(r, s)) 1
α(r)
= s+1
2s
and
(ii) it holds for all u : ∂DR → R, r, s ∈ {p, q} with θ(r, s) ∈ (0, 1) that
|u− Su| 2r
r−1
,∂DR
≤ 2c2εθ(r,s)R |∇u| 2s
s+1
,EτR
. (108)
Proof of Lemma 6.6. First, (95) and an easy calculation imply Item (i). Next, (87) implies that
S(1∂DR) = 1∂DR . This, the triangle inequality, the assumption that
∀ u ∈ R∂DR ,r ∈ {p, q} :
|u− Su| 2r
r−1
,∂DR
≤ cεR
∣∣∇¯u∣∣ 2r
r−1
,EτR
and |Su| 2r
r−1
,∂DR
≤ c |u| 2r
r−1
,∂DR
(109)
in (87), the Sobolev inequality in (94), and the assumption c ≥ 1 prove that for all u : ∂DR → R,
r, s ∈ {p, q} it holds that
|u− Su| 2r
r−1
,∂DR
= inf
a∈R
|(u− a)− S(u− a)| 2r
r−1
,∂DR
≤ inf
a∈R
[
|u− a| 2r
r−1
,∂DR
+ |S(u− a)| 2r
r−1
,∂DR
]
≤ 2c
[
inf
a∈R
|u− a| 2r
r−1
,∂DR
]
≤ 2c2R
∣∣∇¯u∣∣
α(r),EτR
(110)
and
|u− Su| 2r
r−1
,∂DR
≤ 2c2εR
∣∣∇¯u∣∣ 2r
r−1
,EτR
. (111)
This, an interpolation argument, and Item (i) complete the proof of Lemma 6.6. 
Lemma 6.7 (Boundary term by the Dirichlet extension). Assume Setting 6.1, let u : DR → R,
and assume that {θ(q, q), θ(p, q)} ⊆ (0, 1). Then
|B (u,Du)| ≤ 4c6Rmax
{
εθ(q,q), εθ(p,q)
}
Λ(ω,R, u). (112)
Proof of Lemma 6.7. First, the boundary regularity in (91) and (89) show that∣∣∇¯ (Du)∣∣ 2q
q+1
,EνR
≤ c
∣∣∇¯ (Du)∣∣ 2q
q+1
,EτR
= c
∣∣∇¯ (Su)∣∣ 2q
q+1
,EτR
≤ c2
∣∣∇¯u∣∣ 2q
q+1
,EτR
. (113)
Next, the assumption that |∂DR|/|∂˜DR| ≤ c and the assumption that c ≥ 1 show for all
f : ∂DR → R, s ∈ [1,∞] that |f |s,∂˜DR ≤ c |f |s,∂DR. Hence, (97) (combined with the tri-
angle inequality and Ho¨lder’s inequality), Lemma 6.6 (combined with the assumption that
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{θ(q, q), θ(p, q)} ⊆ (0, 1) and the fact that ∀ x ∈ ∂DR : (Du)(x) = (Su)(x) in (89)), the as-
sumption that c−1 ≤ ωh ≤ c, (113), and (96) imply that
|B (u,Du)| =
1∣∣∣∂˜DR∣∣∣
∣∣∣∣∣∣
∑
x∈∂˜DR
[(
u(x)− (Du) (x)
)(
ω∇¯u− ωh∇¯ (Du)
)
(n(x))
]∣∣∣∣∣∣
≤ |u−Du| 2p
p−1
,∂˜DR
∣∣(ω∇¯u)
n
∣∣
2p
p+1
,∂˜DR
+ |u−Du| 2q
q−1
,∂˜DR
|ωh ◦ n|∞,∂˜DR
∣∣∇¯
n
(Du)
∣∣
2q
q+1
,∂˜DR
≤ c |u−Du| 2p
p−1
,∂DR
∣∣ω∇¯u∣∣ 2p
p+1
,EνR
+ c |u−Du| 2q
q−1
,∂DR
c
∣∣∇¯(Du)∣∣ 2q
q+1
,EνR
≤ 2c3Rεθ(p,q)
∣∣∇¯u∣∣ 2q
q+1
,∂DR
∣∣ω∇¯u∣∣ 2p
p+1
,EνR
+ 2c3Rεθ(q,q)
∣∣∇¯u∣∣ 2q
q+1
,EτR
c3
∣∣∇¯u∣∣ 2q
q+1
,EτR
≤ 4c6Rmax{εθ(q,q), εθ(p,q)}Λ(u).
(114)
This completes the proof of Lemma 6.7. 
Lemma 6.8 (Boundary term by the Neumann extension). Assume Setting 6.1, let u : DR → R,
and assume that {θ(p, p), θ(p, q)} ⊆ (0, 1). Then |B (u,Nu)| ≤ 8c8Rmax{εθ(p,p), εθ(p,q)}.
Proof of Lemma 6.8. Lemma 6.6 (with u ← M(u ↾∂DR) and combined with the assumption
that θ(p, q) ∈ (0, 1)), the assumption that ∀ v ∈ R∂DR :
∣∣∇¯(Mv∣∣ 2q
q+1
,EτR
≤ c
∣∣∇¯v∣∣ 2q
q+1
,EτR
in (87),
and (96) ensure that
|M(u ↾∂DR)− SM(u ↾∂DR)| 2p
p−1
,∂DR
≤ 2c2Rεθ(p,q)
∣∣∇¯(M(u ↾∂DR))∣∣ 2q
q+1
,EτR
≤ 2c3Rεθ(p,q)
∣∣∇¯u∣∣ 2q
q+1
,EτR
≤ 2c3Rεθ(p,q)(Λ(u))
1/2.
(115)
Next, Lemma 6.6 (with u ← M (Nu ↾∂DR) and combined with the assumption that θ(p, p) ∈
(0, 1)), the assumption that ∀ v ∈ R∂DR :
∣∣∇¯(Mv)∣∣ 2p
p+1
,EτR
≤ c
∣∣∇¯v∣∣ 2p
p+1
,EτR
in (87), the bound-
ary regularity in (91), the assumption that c−1 ≤ ωh ≤ c, (90) (combined with the triangle
inequality and Jensen’s inequality), Lemma 6.3, and (96) demonstrate that
|M (Nu ↾∂DR)− SM (Nu ↾∂DR)| 2p
p−1
,∂DR
≤ 2c2Rεθ(p,p)
∣∣∇¯ (M (Nu ↾∂DR))∣∣ 2p
p+1
,EτR
≤ 2c3Rεθ(p,p)
∣∣∇¯ (Nu)∣∣ 2p
p+1
,EτR
≤ 2c4Rεθ(p,p)
∣∣∇¯ (Nu)∣∣ 2p
p+1
,EνR
≤ 2c5Rεθ(p,p)
∣∣(ωh)n∇¯n (Nu)∣∣ 2p
p+1
,∂˜DR
≤ 4c5Rεθ(p,p)
∣∣S∗(ω
n
∇¯
n
u)
∣∣
2p
p+1
,∂˜DR
≤ 4c8Rεθ(p,p)
∣∣ω
n
∇¯
n
u
∣∣
2p
p+1
,∂˜DR
≤ 8c8Rεθ(p,p)(Λ(u))
1/2.
(116)
Combining this, (115), and the triangle inequality yields that
|M ((u−Nu) ↾∂DR)− SM ((u−Nu) ↾∂DR)| 2p
p−1
,∂DR
≤ |M(u ↾∂DR)− SM(u ↾∂DR)| 2p
p−1
,∂DR
+ |M (Nu ↾∂DR)− SM (Nu ↾∂DR)| 2p
p−1
,∂DR
≤ 8c8Rmax{εθ(p,p), εθ(p,q)}(Λ(u))
1/2.
(117)
Lemma 6.5, Ho¨lder’s inequality, and (96) hence prove that
|B (u,Nu)|
=
1
|∂˜DR|
∣∣∣∣∣∣
∑
x∈∂˜DR
[(M ((u−Nu) ↾∂DR)) (x)− (SM ((u−Nu) ↾∂DR)) (x)] (ω∇¯u)n(x)
∣∣∣∣∣∣
≤ |M ((u−Nu) ↾∂DR)− SM ((u−Nu) ↾∂DR)| 2p
p−1
,∂DR
∣∣(ω∇¯u)
n
∣∣
2p
p+1
,∂˜DR
.
≤ 8c9Rmax{εθ(p,p), εθ(p,q)}Λ(u).
(118)
This completes the proof of Lemma 6.8. 
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Lemma 6.9 below is an easy calculation. However, together with Lemmas 6.5 and 6.8 it
explains why we call q ≥ p the Dirichlet case and p ≥ q the Neumann case.
Lemma 6.9. Assume Setting 6.1 and assume that 1/p+ 1/q ≤ 2/(d− 1). Then
i) it holds in the case q ≥ p that 0 < θ(p, q) ≤ θ(q, q) < 1 and εθ(q,q) ≤ εθ(p,q) and
ii) it holds in the case p ≥ q that 0 < θ(p, q) ≤ θ(p, p) < 1 and εθ(p,p) ≤ εθ(p,q).
Proof of Lemma 6.9. The assumptions of Lemma 6.9 and (95) show that
i) it holds in the case d ≥ 3 and q ≥ p that
θ(p, q)− θ(q, q) =
[
1− (d− 1)
(
1
2p
+
1
2q
)]
−
[
1−
(d− 1)
q
]
= (d− 1)
(
1
2q
−
1
2p
)
≤ 0,
(119)
ii) it holds in the case d ≥ 3 and p ≥ q that
θ(p, q)− θ(p, p) =
[
1− (d− 1)
(
1
2p
+
1
2q
)]
−
[
1−
(d− 1)
p
]
= (d− 1)
(
1
2p
−
1
2q
)
≤ 0,
(120)
iii) it holds in the case d = 2 and q ≥ p that
θ(p, q)
θ(q, q)
=
(q − 1)p
q(p+ 1)
q + 1
q − 1
=
1 + 1
q
1 + 1
p
≤ 1, (121)
and
iv) it holds in the case d = 2 and p ≥ q that
θ(p, q)
θ(p, p)
=
(q − 1)p
q(p+ 1)
p+ 1
p− 1
=
1− 1
q
1− 1
p
≤ 1. (122)
This completes the proof of Lemma 6.9. 
Combining Lemmas 6.5, 6.8 and 6.9 we obtain Corollary 6.10 below.
Corollary 6.10 (Boundary term). Assume Setting 6.1, let u : DR → R, and assume that
1/p+ 1/q ≤ 2/(d− 1). Then
i) it holds in the case q ≥ p that |B (u,Du)| ≤ 8c8Rεθ(p,q)Λ(u) and
ii) it holds in the case p ≥ q that |B (u,Nu)| ≤ 8c8Rεθ(p,q)Λ(u).
Corollary 6.11 (Energy of the harmonic extensions). Assume Setting 6.1, assume that 1/p+
1/q ≤ 2/(d− 1), and let R ∈ N, u : ∂DR → R, ε ∈ (0, ε0), ω ∈ Ω. Then
i) it holds in the case q ≥ p that
∣∣ωh(∇¯(Du))2∣∣1,ER ≤ 2c6Λ(u) and
ii) it holds in the case p ≥ q that
∣∣ωh(∇¯(Nu))2∣∣1,ER ≤ 8c12Λ(u).
Proof of Corollary 6.11. First, note that (93) and the assumption that 1/p + 1/q ≤ 2/(d − 1)
imply that
1
α(q)
=
[(
q − 1
2q
+
1
d− 1
)
1d≥3 + 1d=2
]
≥
p+ 1
2p
and α(q) ≤
2p
p+ 1
. (123)
Lemma 4.4 (with w ← v− a, g ← ωh∇v, f ← 0 for a ∈ R, v ∈ {Du,Nu}), Ho¨lder’s inequal-
ity, the assumption that |∂˜DR|/|ER| ≤ c/R, the assumption that c
−1 ≤ ωh ≤ c, Sobolev’s in-
equality in (94), and Jensen’s inequality (combined with (123)) imply that for all v ∈ {Du,Nu}
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it holds that
∣∣ωh(∇¯v)2∣∣1,ER = infa∈R

 |∂˜DR|
|ER|
2
|∂˜DR|
∣∣∣∣∣∣
∑
x∈∂˜DR
(ωh∇¯v)n(x)(v(x)− a)
∣∣∣∣∣∣


≤ 2cR−1 |ωh ◦ n|∞,∂˜DR
∣∣∇¯
n
v
∣∣
2q
q+1
,∂˜DR
[
inf
a∈R
|v − a| 2q
q−1
,∂˜DR
]
≤ 2c2R−1
∣∣∇¯v∣∣ 2q
q+1
,EνR
cR
∣∣∇¯v∣∣
α(q),EτR
≤ 2c3
∣∣∇¯v∣∣ 2q
q+1
,EνR
∣∣∇¯v∣∣ 2p
p+1
,EτR
.
(124)
Furthermore, (91) and Jensen’s inequality (combined with the fact that (1,∞) ∋ x 7→ 2x/(x+1)
is non-decreasing) prove that in the case q ≥ p it holds that∣∣∇¯(Du)∣∣ 2q
q+1
,EνR
∣∣∇¯(Du)∣∣ 2p
p+1
,EτR
≤ c
∣∣∇¯(Du)∣∣22q
q+1
,EτR
≤ c3
∣∣∇¯u∣∣22q
q+1
,EτR
≤ c3Λ(u). (125)
This and (124) imply in the case q ≥ p that
∣∣ωh(∇¯(Du))2∣∣1,ER ≤ 2c3c3Λ(u) = 2c6RΛ(u). This
shows Item (i). In addition, the boundary regularity in (91), Jensen’s inequality (combined with
the fact that (1,∞) ∋ x 7→ 2x/(x+1) is non-decreasing), and the assumption that c−1 ≤ ωh ≤ c
prove in the case p ≥ q that∣∣∇¯(Nu)∣∣ 2q
q+1
,EνR
∣∣∇¯(Nu)∣∣ 2p
p+1
,EτR
≤ c
∣∣∇¯(Nu)∣∣22p
p+1
,EνR
≤ c3
∣∣ωh∇¯(Nu)∣∣22p
p+1
,EνR
. (126)
Furthermore, (90) (combined with the triangle inequality and Jensen’s inequality), Lemma 6.3,
and (96) demonstrate that∣∣ωh∇¯(Nu)∣∣ 2p
p+1
,EνR
=
∣∣(ωh∇¯(Nu))n∣∣ 2p
p+1
,∂˜DR
≤ 2
∣∣S∗((ω∇¯u)
n
)
∣∣
2p
p+1
,∂˜DR
≤ 2c3
∣∣(ω∇¯u)
n
∣∣
2p
p+1
,∂˜DR
= 2c3
∣∣ω∇¯u∣∣ 2p
p+1
,∂˜DR
≤ 2c3(Λ(u))
1/2.
(127)
This, (124), and (126) imply in the case p ≥ q that
∣∣ωh(∇¯(Nu))2∣∣1,ER ≤ 2c3c3(2c3)2Λ(u) =
8c12RΛ(u). This shows Item (ii). The proof of Corollary 6.11 is thus completed. 
6.3. The annulus term.
Lemma 6.12. Assume Setting 6.1. Then
i) it holds in the case q ≥ p that
∣∣∇¯(Du)∣∣
max{ 4pp−1 ,
4q
q−1},ER
≤ cε−(d−1)
q+1
2q (Λ(u))1/2 and
ii) it holds in the case p ≥ q that
∣∣∇¯(Nu)∣∣
max{ 4pp−1 ,
4q
q−1},ER
≤ 2c4ε−(d−1)
p+1
2p (Λ(u))1/2.
Proof of Lemma 6.12. First, (92), the assumption that ∀x ∈ ∂DR : (Du)(x) = (Su)(x) in (89),
the assumption that |Su|∞,∂DR ≤ ε
−(d−1) q+1
2q |u| 2q
q+1
,∂DR
in (87), and (96) imply that∣∣∇¯(Du)∣∣
max{ 4pp−1 ,
4q
q−1},ER
≤ c
∣∣∇¯(Du)∣∣
max{ 4pp−1 ,
4q
q−1},EτR
= c
∣∣∇¯(Su)∣∣
max{ 4pp−1 ,
4q
q−1},EτR
≤ c
∣∣∇¯(Su)∣∣∞,EτR ≤ cε−(d−1) q+12q ∣∣∇¯u∣∣ 2qq+1 ,EτR ≤ cε−(d−1) q+12q (Λ(u))1/2.
(128)
Next, (92), the assumption that c−1 ≤ ωh ≤ c, (90) (combined with the triangle inequality,
Jensen’s inequality, and Lemma 6.4), and (96) show that∣∣∇¯(Nu)∣∣
max{ 4pp−1 ,
4q
q−1},ER
≤ c
∣∣∇¯(Nu)∣∣
max{ 4pp−1 ,
4q
q−1},EνR
≤ c2
∣∣ωh∇¯(Nu)∣∣max{ 4pp−1 , 4qq−1},EνR ≤ c2
∣∣(ωh∇¯(Nu)n∣∣∞,∂˜DR
≤ 2c4ε−(d−1)
p+1
2p
∣∣(ω∇¯u)
n
∣∣
2p
p+1
,∂˜DR
≤ 2c4ε−(d−1)
p+1
2p (Λ(u))
1/2.
(129)
The proof of Lemma 6.12 is thus completed. 
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Corollary 6.13. Assume Setting 6.1, let Λ ∈ [0,∞) be given by Λ = |ω|p,ER + |ω
−1|q,ER, let
u : DR → R, let v ∈ {Du,Nu} be a function which satisfies that in the case q > p it holds
that v = Du and in the case p > q it holds that v = Nu, and let ρ ∈ [1, R/2] ∩N satisfy that
|ER \ ER−ρ| ≤ c(ρ/R)|ER|. Then it holds that∣∣ω(∇¯v)21ER\ER−ρ∣∣1,ER + ∣∣ω−1(∇¯v)21ER\ER−ρ∣∣1,ER
≤ 8c9
( ρ
R
)min{ p−12p , q−12q }
ε−(d−1)min{
p+1
p
, q+1
q }ΛΛ(u).
(130)
Proof of Corollary 6.13. Lemma 6.12 combined with the assumption on v and a simple case
distinction implies that∣∣(∇¯v)2∣∣
max{ 2pp−1 ,
2q
q−1},ER
=
∣∣∇¯v∣∣2
max{ 4pp−1 ,
4q
q−1},ER
≤ 4c8ε−(d−1)min{
p+1
p
, q+1
q }Λ(u). (131)
Ho¨lder inequality, the assumption that |ER \ ER−ρ| ≤ c(ρ/R)|ER|, and the assumption that
c ≥ 1 hence show that
∣∣ω(∇¯v)21ER\ER−ρ∣∣1,ER ≤ |ω|p,ER
(
|ER \ ER−ρ|
|ER|
)1− 1
p
−min{p−12p , q−12q } ∣∣(∇¯v)2∣∣
max{ 2pp−1 ,
2q
q−1},ER
≤ Λc
( ρ
R
)min{ p−12p , q−12q }
4c8ε−(d−1)min{
p+1
p
, q+1
q }Λ(u)
(132)
and
∣∣ω−1(∇¯v)21ER\ER−ρ∣∣1,ER ≤ ∣∣ω−1∣∣q,ER
(
|ER \ ER−ρ|
|ER|
)1− 1
p
−min{p−12p ,
q−1
2q } ∣∣(∇¯v)2∣∣
max{ 2pp−1 ,
2q
q−1},ER
≤ Λc
( ρ
R
)min{ p−12p , q−12q }
4c8ε−(d−1)min{
p+1
p
, q+1
q }Λ(u).
(133)
This completes the proof of Corollary 6.13. 
References
[1] C. Alves and A. Sapozhnikov. Decoupling inequalities and supercritical percolation for the vacant set of
random walk loop soup. arXiv:1808.01277, 2018.
[2] S. Andres, J.-D. Deuschel, and M. Slowik. Invariance principle for the random conductance model in a
degenerate ergodic environment. The Annals of Probability, 43(4):1866–1891, 2015.
[3] S. Andres, J.-D. Deuschel, and M. Slowik. Harnack inequalities on weighted graphs and some applications
to the random conductance model. Probability Theory Related Fields, 164(3-4):931–977, 2016.
[4] S. Armstrong and P. Dario. Elliptic regularity and quantitative homogenization on percolation clus-
ters. Communications on Pure and Applied Mathematics ( to appear)., 2017. Preprint avaiable on
https://arxiv.org/abs/1609.09431.
[5] P. Bella, B. Fehrman, and F. Otto. A Liouville theorem for elliptic systems with degenerate ergodic
coefficients. Annal of Applied Probability, 28(3):1379–1422, 2018.
[6] P. Bella and M. Scha¨ffner. Quenched invariance principle for random walks among random degenerate
conductances. arXiv:1902.05793, 2019.
[7] I. Benjamini, H. Duminil-Copin, G. Kozma, and A. Yadin. Disorder, entropy and harmonic functions. The
Annals of Probability, 43(5):2332–2373, 2015.
[8] N. Berger and M. Biskup. Quenched invariance principle for simple random walk on percolation clusters.
Probability Theory Related Fields, 137(1-2):83–120, 2007.
[9] M. Biskup. Recent progress on the random conductance model. Probability Surveys, 8:294–373, 2011.
[10] M. Biskup, M. Salvi, and T. Wolff. A central limit theorem for the effective conductance: Linear boundary
data and small ellipticity contrasts. Communications in Mathematical Physics, 328:701–731, June 2014.
[11] D. Brydges and T. Spencer. Fluctuation estimates for sub-quadratic gradient field actions. Journal of
Mathematical Physics, 53(9):095216, 2012.
[12] L. Buhovsky, A. Logunov, E. Malinnikova, and M. Sodin. A discrete harmonic function bounded on a large
portion of Z2 is constant. arXiv:1712.07902, 2017.
[13] T. Coulhon and A. Grigoryan. Random walks on graphs with regular volume growth. Geometric and
Functional Analysis, 8:656—-701, 1998.
LIOUVILLE PRINCIPLE FOR DEGENERATE RCM 33
[14] A. De Masi, P. A. Ferrari, S. Goldstein, and W. D. Wick. An invariance principle for reversible Markov
processes. Applications to random motions in random environments. Journal of Statistical Physics, 55(3-
4):787–855, 1989.
[15] T. Delmotte. Harnack inequalities on graphs. Se´minaire de the´orie spectrale et ge´ome´trie, 16:217–228,
1997-1998.
[16] T. Delmotte and J.-D. Deuschel. On estimating the derivatives of symmetric diffusions in stationary random
environment, with applications to ∇φ interface model. Probability Theory and Related Fields, 133(3):358–
390, Nov. 2005.
[17] J.-D. Deuschel, G. Giacomin, and D. Ioffe. Large deviations and concentration properties for ∇φ interface
models. Probability Theory and Related Fields, 117(1):49–111, 2000.
[18] J.-D. Deuschel, T. A. Nguyen, and M. Slowik. Quenched invariance principles for the random conductance
model on a random graph with degenerate ergodic weights. Probability Theory and Related Fields, 170(1-
2):363—-386, Feb. 2017.
[19] R. J. Duffin. Discrete potential theory. Duke Mathematical Journal, 2(20):233–251, 1953.
[20] J. Fischer and F. Otto. A higher-order large-scale regularity theory for random elliptic operators. Commu-
nications in Partial Differential Equations, 41, 2016.
[21] J. Fischer and C. Raithel. Liouville principles and a large-scale regularity theory for random elliptic oper-
ators on the half-space. SIAM Journal on Mathematical Analysis, 49(1):82–114, 2016.
[22] A. Gloria, S. Neukamm, and F. Otto. A regularity theory for random elliptic operators. Preprint, 2014.
Avaiable on https://arxiv.org/abs/1409.2678.
[23] A. Gloria and F. Otto. An optimal variance estimate in stochastic homogenization of discrete elliptic
equations. The Annals of Probability, 39(3):779–856, 05 2011.
[24] A. Gloria and F. Otto. An optimal error estimate in stochastic homogenization of discrete elliptic equations.
The Annals of Applied Probability, 22(1):1–28, 2012.
[25] K. Gu¨rlebeck and A. Hommel. On finite difference dirac operators and their fundamental solutions. Ad-
vances in Applied Clifford Algebras, 2001.
[26] K. Gu¨rlebeck and A. Hommel. On finite difference potentials and their applications in a discrete function
theory. Mathematical Methods in Applied Sciences, 25:1563–1576, 2002.
[27] H. A. Heilbronn. On discrete harmonic functions.Mathematical Proceedings of the Cambridge Philosophical
Society, 45(2):194–206, April 1949.
[28] A. Hommel. Fundamentallo¨sungen partieller Differenzenoperatoren und die Lo¨sung diskreter Randwert-
probleme mit Hilfe von Differenzenpotentialen. PhD thesis, Bauhaus-Universita¨t Weimar, 1998.
[29] R. Ku¨nnemann. The diffusion limit for reversible jump processes on zd with ergodic random bond conduc-
tivities. Communications in Mathematical Physics, 90(1):27–68, 1983.
[30] H. Lewy, K. Friedrichs, and R. Courant. U¨ber die partiellen Differenzengleichungen der mathematischen
Physik. Mathematische Annalen, 100:32–74, 1928.
[31] G. Lippner and D. Mangoubi. Harmonic functions on the lattice: Absolute monotonicity and propagation
of smallness. Duke Mathematical Journal, 164(13):2577–2595, 2015.
[32] G. Lippner and D. Mangoubi. On the sharpness of a three circles theorem for discrete harmonic functions.
arXiv:1512.03732, 2015.
[33] A. Logunov and E. Malinnikova. Ratios of harmonic functions with the same zero set. arXiv:1506.08041,
2015.
[34] I. Mitrea and M. Mitrea.Multi-Layer Potentials and Boundary Problems for Higher-Order Elliptic Systems
in Lipschitz Domains. Springer, 2013.
[35] J.-C. Mourrat. First-order expansion of homogenized coefficients under bernoulli perturbations. Journal
de Mathe´matiques Pures et Applique´es, 103(1):68–101, 2013.
[36] T. A. Nguyen. The random conductance model under degenerate conditions. PhD thesis, Technische Uni-
versita¨t Berlin, 2017.
[37] T. A. Nguyen. An Lp-comparison, p ∈ (1,∞), on the finite differences of a discrete harmonic function at
the boundary of a discrete box. Submitted to Potential Analysis, arXiv:1905.08151, 2019.
[38] P.-F. Rodriguez. Decoupling inequalities for the Ginzburg-Landau ∇ϕ models. arXiv:1612.02385, 2016.
[39] A. Sapozhnikov. Random walks on infinite percolation clusters in models with long-range correlations. The
Annals of Probability, 45(3):1842–1898, 2016.
[40] L. R. Scott and S. Zhang. Finite element interpolation of nonsmooth functions satisfying boundary condi-
tions. Mathematics of Computation, 54:483–493, 1990.
[41] F. Stummel. Elliptische Differenzenoperatoren unter Dirichletrandbedingungen.Mathematische Zeitschrift,
97:169–211, 1967.
