Controllability is a fundamental concept in control theory. Given a linear control system, we present new algorithms for estimating its distance to uncontrollability, i.e., the norm of the norm-wise smallest perturbation that makes the given system uncontrollable. Many algorithms have been previously proposed to estimate this distance. Our new algorithms are the rst that correctly estimate this distance at a cost polynomial in dimension of the given system. We report results from some numerical experiments that demonstrate the reliability and e ectiveness of these new algorithms.
Introduction
One of the most fundamental concepts in control theory is that of controllability. A matrix pair (A; B) 2 C n n C n m is controllable (see Kailath 20,  can be directed from any given state to a desired state in nite time by an input u = u(t). Uncontrollability could signal fundamental trouble with the control model or the underlying physical system itself (Byers 11]) . A large number of algebraic and dynamic characterizations of controllability have been given (Laub 21] , for example). But each and every one of these has di culties when implemented in nite precision (Patel, Laub, 
and Van Dooren 27, page 15]). For instance, it is well known that (A; B) is controllable if and only if
rank( A ? I; B]) = n ; for all 2 C, (1.2) where C is the set of complex numbers. However, it is not clear how to numerically verify whether a system is controllable through (1.2). More critically, equation (1.2) does not provide any means to detect systems that are \nearly" uncontrollable, systems that could be equally troublesome. From these considerations, it became apparent (see Laub 21] and Paige 26] ) that a more meaningful It was later shown by Eising 15, 16] that (A; B) = min 2C n ( A ? I; B]) ; (1.4) where n (G) denotes the n-th singular value of G 2 C n (n+m) . Demmel 12] relates (A; B) to the sensitivity of the pole-assignment problem.
Many algorithms have been designed to compute (A; B). However, the function to be minimized in (1.4) is not convex and may have as many as n or more local minima. It is not clear just how many local minima there are for any given problem (Byers 11] ). Methods that search for a local minimum tend to be e cient but have no guarantee of nding (A; B) with any accuracy, since (A; B) is the global minimum (Boley 4, 6] 13, 14] are e cient and very useful for detecting uncontrollability, they often fail to detect near-uncontrollability.
In this paper, we propose new methods to correctly estimate (A; B) to within a factor of 2.
They are based on the following bisection method: Algorithm 1.1 Bisection Method. There were past attempts to use Algorithm 1.1 to estimate (A; B) as well 11, 18] ; but they have resulted in potentially prohibitively expensive algorithms. The critical di erence between our new approach and earlier attempts lies in how to numerically verify whether (A; B). Our new approach is based on a novel verifying scheme (see Section 3.2). Paralleling the development of Boyd and Balakrishnan 8], we have also developed a generally quadratically convergent version of Algorithm 1.1. With very little modi cation, our new methods can be used to detect the uncontrollable modes for any given tolerance. The knowledge of such modes is essential if one wishes to remove them from the system. Complexity-wise, these new algorithms di er from previous algorithms in that they are the rst algorithms that correctly estimate the distance at a cost polynomial in the matrix size. In fact, they require O(n 6 ) oating pointing operations. The main cost of these new algorithms is the computation of some eigenvalues of certain sparse generalized eigenvalue problems of size O(n 2 ).
In x2 we review methods of Byers and Gao and Neumann to minimize the function in (1.4) when is restricted to a straight line on the complex plane. In x3 we present our new methods to minimize the function in (1.4) To verify whether g( ) in Algorithm 2.1, we compute the eigenvalues of the pencil in (2.4).
If this pencil has real eigenvalues, then g( ); otherwise, < g( ). Since Algorithm 2.1 guarantees that 2 g( ) from the previous bisection step, the value of after Algorithm 2.1 exits from the while loop must satisfy g( ) 2 < g( ) : (2.5) We note that equation (2.2) was not reduced in 11], making it more time consuming to verify whether g( ). It was reduced to a regular eigenvalue problem by solving for y in 18] , but the reduction appears to be less numerically reliable than our reduction to (2.4). One such method is Algorithm 1.1 discussed in x1. As in Algorithm 2.1, we need to develop a scheme to verify whether > (A; B) in order to complete Algorithm 1.1. To do so, we rst prove a fundamental theorem in x3.1; we then provide such a scheme in x3.2; and nally we develop a generally quadratically convergent version of Algorithm 1.1 in x3.3.
A Quadratically Convergent Variation

A Fundamental Theorem
Our scheme to verify whether > (A; B) is based on Theorem 3.1 below. It follows from f( 1 ; 1 ) = that this algebraic equation has at least one solution; and it follows from (3.3) that all its solutions are nite. Consequently, these solutions form a nite number of closed (continuous) algebraic curves on the -plane.
Now we claim that the point ( ; ) must be in the interior of one of these closed curves. In fact, if this is not the case, then there exists a continuous curve ( ) = ( 1 ( ); 2 ( )) on theplane that does not intersect with any of these algebraic curves but \connects" ( ; ) and in nity: For simplicity, we assume that P 1 and P 2 are chosen so that 1 and 2 are the smallest positive numbers.
Since the point ( ; ) is in the interior of G and also lies strictly inside the line segment between P 1 and P 2 , it follows that any point that lies strictly inside this line segment is in the interior of curve G. Combining (3.4) In the following argument we assume that ( As shown in x2.1, Q 12 is always non-singular for > 0. Hence the matrix on the right hand sides of both (3.8) and (3.9) is non-singular. In order for the two pencils de ned in (3.8) Equation (3.13) is now a 2n 2 -by-2n 2 generalized eigenvalue problem. Hence we have reduced the problem of nding a non-zero solution to (3.10) to the generalized eigenvalue problem (3.13).
To summarize, we have shown that in order for (3.2) to have at least one real solution ( ; ), both matrix pencils in (3.8) and (3.9) must share a common pure imaginary eigenvalue i. This requires that the matrix equation (3.10) must have a non-zero solution, which, in turn, is equivalent to requiring that the generalized eigenvalue problem (3.13) have a real eigenvalue .
In order to verify whether > (A; B) in any bisection step of Algorithm 1.1, we set = in (3.2) and check whether the generalized eigenvalue problem (3.13) has any real eigenvalues . If it does, we then check for each real whether the two matrix pencils in (3.8) and (3.9) share a common pure imaginary eigenvalue i. If On the other hand, if (3.13) does not have a real eigenvalue, or if the matrix pencils in (3.8) and (3.9) do not share a common pure imaginary eigenvalue for any real eigenvalue of (3.13), then we conclude by Theorem 3.1 that = > 2 ( ? (A; B) We note that this relation is very similar to (2.6). Now we modify Algorithm 1.1 to get 
Further Considerations
Sometimes it may be more important to nd the uncontrollable modes of (1.1) for a given tolerance ". In this case, we solve equations (3.2) with = = ". If there are no solutions to (3.2), then the system (1.1) is controllable; otherwise, each solution to (3.2) corresponds to an uncontrollable mode. Conversely, it is easy to see from the proof of Theorem 3.1 that any uncontrollable mode will result in at least two solutions to (3.2) . Hence the set of all solutions to (3.2) provide approximations to the uncontrollable modes of (3.2). The formulas for new and new provide more accurate approximations to these modes.
If (A; B) is very small, then = will also become very small during the execution of Algorithms 1.1 and 3.1. In fact, for small enough , the two di erent points + i and + + i will look identical. Hence the solutions to (3.2) are potentially ill-conditioned. See x4 for more details.
Like many other algorithms in engineering computations, such as those for semi-de nite programming 1, 25, 29], both Algorithms 1.1 and 3.1 are expensive for large problems, since both the reduction to and the solution of the pencil (3.13) require O(n 6 ) oating point operations. However, the eigenvalue problem (3.11) is highly sparse as a 4n 2 4n 2 problem. It is likely that sparse matrix computation technologies, such as the implicitly restarted Arnoldi iteration 22, 23, 28] , can be used to compute the real eigenvalues of (3.13) quickly. The e ectiveness of this approach is currently under thorough investigation. 
Conclusions and Extensions
In this paper, we have presented the rst algorithms that require a cost polynomial in the matrix size to correctly estimate the controllability distance (A; B) for a given linear control system. And we have demonstrated their e ectiveness and reliability through some numerical experiments.
The biggest open question is how to further reduce the cost. At the core of these algorithms is the computation of all real eigenvalues of a sparse 4n 2 4n 2 eigenvalue problem. Currently, we nd these eigenvalues by treating the eigenvalue problem as a dense one, resulting in algorithms that are too expensive for large problems. In the future, we plan to exploit the possibility of nding these real eigenvalues via sparse matrix computation technologies, such as the implicitly restarted Arnoldi iteration 22, 23, 28] , to signi cantly reduce the computation cost;
Another open question is to better understand the e ects of nite precision arithmetic on the estimated distance (A; B). As we observed in x4, if (A; B) is very tiny, then the distance estimated by the new algorithms in nite precision could be much larger than the exact distance.
Finally, the perturbation A; B] in (1.3) can be complex even if both A and B are real. It is known (Byers 11] ) that the norm-wise smallest real perturbation can be much larger than (A; B).
Whether our new algorithms shed new light on the computation of the norm-wise smallest real perturbation remains to be seen.
