We study the problem of stochastic combinatorial pure exploration (CPE), where an agent sequentially pulls a set of single arms (a.k.a. a super arm) and tries to find the best super arm. Among a variety of problem settings of the CPE, we focus on the full-bandit setting, where we cannot observe the reward of each single arm, but only the sum of the rewards. Although we can regard the CPE with full-bandit feedback as a special case of pure exploration in linear bandits, an approach based on linear bandits is not computationally feasible since the number of super arms may be exponential. In this paper, we first propose a polynomial-time bandit algorithm for the CPE under general combinatorial constraints and provide an upper bound of the sample complexity. Second, we design an approximation algorithm for the 0-1 quadratic maximization problem, which arises in many bandit algorithms with confidence ellipsoids. Based on our approximation algorithm, we propose novel bandit algorithms for the top-k selection problem, and prove that our algorithms run in polynomial time. Finally, we conduct experiments on synthetic and real-world datasets, and confirm the validity of our theoretical analysis in terms of both the computation time and the sample complexity.
Introduction
Using the new confidence region, we prove that the algorithm runs in polynomial time (Theorem 2), and we give an upper bound of the sample complexity of our algorithm (Theorem 3).
(ii) We also consider the problem of top-k selection. First, we propose a novel approximation algorithm (Algorithm 2) for the 0-1 quadratic maximization problem, which can be of independent interest as the problem arises in many combinatorial bandit algorithms with confidence ellipsoids. In the design of the approximation algorithm, we utilize algorithms for a classical combinatorial optimization problem called the densest k-subgraph problem (DkS). Importantly, we provide a theoretical guarantee for the approximation ratio of our algorithm (Theorem 4). Then, based on this approximation algorithm, we propose a bandit algorithm (Algorithm 3) for the top-k selection. We prove that the algorithm runs in polynomial time (Theorem 5), and provide an upper bound of the sample complexity (Theorem 6). Moreover, we propose another bandit algorithm (Algorithm 4) for the top-k selection, which uses the first-order approximation of confidence ellipsoids.
(iii) We conduct a series of experiments on the top-k selection. First, we run our proposed algorithms on synthetic datasets and verify that our algorithms give good approximation to the exhaustive search algorithm. Next, we evaluate our algorithms using real-world datasets on crowdsourcing, in which we have more than 10 10 super arms. The results demonstrate the validity of our theoretical analysis in terms of both the computation time and the sample complexity.
Problem Formulation
In this section, we formally define the CPE with full-bandit feedback. First, we introduce the notation used in this paper. Let [n] = {1, 2, . . . , n} for integer n and let 1 = (1, 1, . . . , 1) ⊤ ∈ R n . For a matrix B ∈ R n×n , let B(i, j) denote the (i, j)-th entry of B. For a vector x ∈ R n , let x B = √ x ⊤ Bx. For a vector ϑ ∈ R n and a set S ⊆ [n], we define ϑ(S) = e∈S ϑ e .
Next, we describe the problem formulation. Suppose that there are n single arms associated with unknown reward distributions {φ 1 , . . . , φ n }. The reward from φ e for each single arm e ∈ [n] is expressed as X(e) = θ(e) + ǫ(e), where θ(e) is the expected reward and ǫ(e) is the zero-mean noise bounded in [−R, R] for some R > 0.
While an agent in an ordinary MAB pulls a single arm at each round, the agent pulls a super arm in the CMAB. We refer to a collection of super arms M ⊆ 2 [n] as a decision class, in which each super arm satisfies a certain combinatorial constraint. Let M * be the optimal super arm of the decision class M that maximizes the sum of the expected rewards, i.e., M * = arg max M∈M θ(M ). The agent aims to identify M * out of M by interacting with the following game with the stochastic environment. The agent plays the game over a sequence of rounds; at each round t, the agent pulls a super arm M t and observe the sum of rewards independently sampled from the associated unknown distributions {φ e } e∈ [n] , which is expressed by r t = θ(M t ) + e∈Mt ǫ t (e). In this paper, we focus on the (ε, δ)-PAC pure exploration problem, where the goal of the agent is to design an algorithm to output the super arm Out ∈ M that satisfies for δ ∈ (0, 1) and ε > 0,
We call an algorithm (ε, δ)-PAC if it satisfies (1) . In fixed confidence setting, the agent's performance is evaluated by her sample complexity, i.e., the number of rounds until the agent terminates.
In this paper, we focus on the CPE-M, in which the pair ([n], M) forms a matroid (see Appendix A for the definition of a matroid). We also consider the top-k selection problem, in which the decision class is defined as M Top-k = {M ⊆ 2 [n] : |M | = k}. We note that the top-k selection is a special case of the CPE-M. All proofs in this paper are given in appendices.
Confidence Bounds
In this section, we describe the technical tools, which are frequently used in linear bandits, and explain that their naive use is computationally infeasible in combinatorial settings. We discuss the problem for a generic class M.
Unlike semi-bandit settings, we cannot observe any reward of each single arm in the full-bandit setting, under which the estimators of expected rewards of single arms are not independent of each other. In order to handle full-bandit feedback, we utilize approaches for pure exploration in linear bandits.
We deal with an algorithm that employs a static arm-selection strategy. A static algorithm samples a super arm from a fixed sequence of super arms, i.e., we do not use the past observations to choose super arms to pull. Although it cannot focus on comparing seemingly near-optimal super arms, static algorithms can be used to achieve the worst-case optimality [27] .
Let a sequence of t-selections of super arms be M t = (M 1 , M 2 , . . . , M t ) ∈ M t and (r 1 , . . . , r t ) ∈ R t be the corresponding sequence of the observed rewards. Let χ M ∈ {0, 1} n denote the indicator vector of super arm M ∈ M; for each e ∈ [n], χ M (e) = 1 if e ∈ M and 0 otherwise. Let K = |M| denote the size of the decision class. We define the sequence of indicator vectors corresponding to M t as x t = (χ M1 , . . . , χ Mt ). We use the least-squares estimator for θ ∈ R n , which is given by
Note that for t > n, if A xt is full rank, A xt is positive definite and so is A −1 xt . We define M * t = arg max M∈M θ t (M ) as the empirical best super arm.
For static selection strategies, where x t is fixed beforehand, Soare, Lazaric, and Munos [27] provided the following proposition on the confidence ellipsoid for θ t .
Proposition 1 (Soare et al. [27] , Proposition 1). Let c = 2 √ 2σ and c ′ = 6/π 2 and fix δ ∈ (0, 1). Let ǫ t be a noise variable bounded as ǫ t ∈ [−σ, σ] for σ > 0. Then, for any fixed sequence x t , with probability at least 1 − δ, the inequality
holds for all t ∈ {1, 2, . . .} and x ∈ R n , where
In our problem, the proposition holds for σ = kR, where k = |M | and M ∈ M. In order to select arms that reduce to the interval of the confidence bound, Soare, Lazaric, and Munos [27] introduced the static arm selection strategy called G-allocation strategy, which makes the sequence of selection x t to be
where X ⊆ R n denotes a finite set of features. They also proposed X Y-allocation strategy defined as
Let us define p(X ) = (p x ) x∈X ∈ P |X | , where P m = {(p 1 , p 2 , . . . , p m ) ∈ [0, 1] m : m i=1 p i = 1} is the probability simplex. For Λ p(X ) = x∈X p x xx ⊤ , we define p * G (X ) = argmin p(X )∈P |X | max x∈X x 2 Λ p(X ) as the optimal proportion of X for G-allocation. We also define p * X Y (X ) = argmin p(X )∈P |X | max x,x ′ ∈X 2 x − x ′ 2 Λ p(X ) as the optimal proportion of X for X Y-allocation.
In static algorithms, the agent continues sampling until a certain stopping condition is satisfied. Therefore, it is important to construct a stopping condition guaranteeing that the estimate θ t belongs to a set of parameters that admits M * t as an optimal super arm M * as quickly as possible. When we consider the reduction to linear bandits, we can use the following stopping condition used in Soare, Lazaric, and Munos [27] and Xu, Honda, and Sugiyama [31] :
In this stopping condition, the gap between two arms (M, M * t ) is evaluated and we can give a guarantee on the correctness of the output by using Proposition 1. Here, the RHS of (6) is expressed as the following combinatorial optimization problem.
Unfortunately, even under the size-k constraint, i.e., M = M Top-k , the problem P 1 includes the difficulty of the quadratic knapsack problem (QKP) with cardinality constraints, which is known to be NP-hard [29] (see Appendix B for the definition and explanation of the hardness of QKP). Therefore, it seems to be computationally intractable to solve P 1 exactly, and we need an approximation of P 1 or a totally different approach for solving the CPE with full-bandit feedback.
Algorithm for CPE-M
In this section, we propose a polynomial-time bandit algorithm for solving the CPE-M and give their theoretical analysis. First, we construct a new confidence region, which does not require the computation of a matrix norm. We name it as independent confidence bound since it does not use any off-diagonal element of A −1
xt . The following theorem shows that θ lies in an independent confidence region centered at θ t with highprobability.
Theorem 1. Let c ′ = 6/π 2 . Let ǫ t be a noise variable bounded as ǫ t ∈ [−σ, σ] for σ > 0. Then, for any fixed sequence x t , any t ∈ {1, 2, . . .}, and δ ∈ (0, 1), with probability at least 1 − δ, the inequality
holds for all x ∈ {−1, 0, 1} n , where
This theorem is derived from Proposition 1 and the triangle inequality. The RHS of (7) only has linear terms of {x i } i∈ [n] , whereas that of (3) has the matrix norm x A −1
x t , which results in a difficult instance. Maximization of this value under matroid constraints can be done in polynomial time using the simple greedy procedure [22] described in Appendix A. Based on this confidence bound, we propose Independent
Algorithm 1: Independent Confidence Bound (ICB)
Input : accuracy ǫ > 0, confidence level δ ∈ (0, 1), set of super arms M ⊆ M for t = 1, . . . , n do Pull M t ∈ M uniformly or based on (5); Observe r t ; Update A t and b t in (2);
Confidence Bound algorithm (ICB), which is detailed in Algorithm 1. Given a subset of super arms M ⊆ M, ICB pulls a super arm uniformly or based on (5) . At each round t, ICB computes the empirical best super arm M * t , and then solves the following maximization problem:
The second term in the objective of P 2 can be regarded as the confidence interval of the estimated gap θ t (M ) − θ t ( M * t ). ICB continues sampling a super arm until the following stopping condition is satisfied:
where Z * t represents the optimal value of P 2 . Note that P 2 is solvable in polynomial time because P 2 is an instance of linear maximization under matroid constraints. As the following theorem states, ICB is an efficient algorithm in terms of the computation time.
Theorem 2. Given any instance of CPE-M with full-bandit feedback, let g(n) be the computation time to check whether a given super arm is contained in the decision class. ICB (Algorithm 1) at each round t ∈ {1, 2, . . .} runs in O(max{n 2 , ng(n)}) time.
Note that g(n) is polynomial in n for any matroid constraints. For example, g(n) = O(n) if we consider the case where each super arm corresponds to a spanning tree of a graph G = (V, E), and a decision class corresponds to a set of spanning trees in G.
Before stating Theorem 3, we need the following notation. From the definition, we have
denotes the number of times that M is pulled before the round t+ 1. Let us denote p(M) = (lim t→∞ T M (t)/t) M∈M , which is the limit of the proportion of the super arm selection. If we sample a super arm based on (5) 
We denote by ∆ min the minimum gap between the optimal expected reward and the others, i.e.,
). Now, we give a problem-dependent sample complexity bound of ICB with arm selection proportion p(M) as follows.
Theorem 3. Given any instance of CPE-M with full-bandit feedback, with probability at least 1 − δ, ICB (Algorithm 1) returns an ǫ-optimal super arm M * and the total number of samples T is bounded as follows:
where
Algorithms for Top-k Selection
In this section, we design an approximation algorithm for the 0-1 quadratic maximization problem, which can be of independent interest since the problem arises in many combinatorial bandit algorithms with confidence ellipsoids. Based on our approximation algorithm, we propose novel bandit algorithms for the top-k selection with full-bandit feedback, and prove that our algorithms run in polynomial time. Note that we assume that k ≥ 2 since the top-k selection with k = 1 is the best arm identification problem of the MAB.
Ellipsoid Confidence Bound Maximization
In ICB in the previous section, due to the independent confidence bound, we may miss the property that characterizes dependency of estimators among single arms. Here, we wish to design an algorithm that directly considers the confidence ellipsoid in (3). However, as explained in Section 3, if we try to utilize the confidence ellipsoid, we need to address the 0-1 quadratic maximization problem for checking the stopping condition. In order to handle such a hard problem, we propose a polynomial-time algorithm for the following 0-1 quadratic maximization problem:
where W = (w ij ) ∈ R n×n is a symmetric matrix. We will show that if W is positive definite, our algorithm is an approximation algorithm for the problem, that is, it has a theoretical guarantee on the quality of solutions.
In the literature of combinatorial optimization, an approximation algorithm is formally defined as follows. For a maximization problem, a feasible solution is said to be α-approximate if it has an objective value greater than or equal to the optimal value times α. An algorithm is called an α-approximation
algorithm if it returns an α-approximate solution for any instance, where the value of α is called the approximation ratio of the algorithm.
In the design of the algorithm, we utilize algorithms for a classical combinatorial optimization problem called the densest k-subgraph problem (DkS), which is defined as follows. Let G = (V, E, w) be an undirected graph with nonnegative edge weight w = (w e ) e∈E . For S ⊆ V , let E(S) = {{u, v} ∈ E : u, v ∈ S} and w(S) = e∈E(S) w e . In the DkS, given G = (V, E, w) and positive integer k, we are asked to find S ⊆ V with |S| = k that maximizes w(S). Although the DkS is NP-hard, there are a lot of positive results. In fact, there are a variety of polynomial-time approximation algorithms [1, 3, 13] , and the current best one has an approximation ratio of Ω(1/|V | 1/4+ǫ ) for any ǫ > 0 [3] . Now we present our algorithm for QP, which is detailed in Algorithm 2. The algorithm operates in two steps. In the first step, it constructs an n-vertex complete graph G = (V, E, w) from a given symmetric
In the second step, the algorithm accesses the densest k-subgraph oracle (DkS-Oracle), which accepts G as input and returns in polynomial time an approximate solution for the DkS. Note that we can employ any polynomial-time approximation algorithm for the DkS as the DkS-Oracle. By sophisticated analysis on the approximation ratio, we have the following theorem. 
Main Algorithms
Based on the approximation algorithm proposed in the previous section, we design two types of algorithms for the top-k selection with full-bandit feedback.
First, we propose Ellipsoid Confidence Bound algorithm (ECB). The entire procedure is shown in Algorithm 3. Given a set of available super arms M ⊆ M Top-k , ECB pulls a super arm uniformly or based on (4) . At each round t, ECB computes the empirical best super arm, and approximately solves the following problem, using Algorithm 2 as a subroutine:
Note that any α-approximation algorithm for QP is an √ α-approximation algorithm for CBM. ECB employs the following stopping condition:
Algorithm 3: Ellipsoid Confidence Bound (ECB) Input : accuracy ǫ > 0, confidence level δ ∈ (0, 1), set of super arms M ⊆ M Top-k for t = 1, . . . , n do Pull M t ∈ M uniformly or based on (4); Observe r t ; Update A t and b t in (2);
while stopping condition (10) is not true do t ← t + 1;
Pull M t ∈ M uniformly or based on (4); Observe r t ; Update A t and b t in (2);
where Z t denotes the objective value of an approximate solution M ′ t for CBM and α t denotes the approximation ratio of our algorithm for CBM at round t. Note that we can compute the value of α t at each round t using the guarantee in Theorem 4. As the following theorem states, ECB is efficient in terms of the computation time. For example, if we employ the algorithm by Feige, Peleg, and Kortsarz [13] as the DkS-Oracle in Algorithm 2, the running time of ECB becomes O(n ω ), where the exponent ω ≤ 2.373 is equal to that of the computation time of matrix multiplication (e.g., see Le Gall [25] ). If we employ the algorithm by Asahiro et al. [1] the running time becomes O(n 2 ).
If we sample a super arm based on (4), the proportion p(M) converges to p * G ({χ M } M∈M ) as t → ∞. If we sample a super arm uniformly, we have p(M)
Then, ECB is an (ǫ, δ)-PAC algorithm for the top-k selection with full bandit feedback, and its problemdependent bound on the sample complexity is given as follows.
Theorem 6. Given any instance of the top-k selection with full-bandit feedback, with probability at least 1 − δ, ECB (Algorithm 3) returns an ǫ-optimal set M * and the total number of samples T is bounded as follows:
It is worth mentioning that if we have an α-approximation algorithm for CBM with a more general decision class M, we can extend Theorem 6 as follows.
Corollary 1. Given any instance of CPE with a decision class M with full-bandit feedback, with probability at least 1 − δ, ECB (Algoithm 3) with α-approximation of CBM returns an ǫ-optimal set M * , and the total
Algorithm 4: Ellipsoid Confidence Bound with First-Order Approximation (ECB-FOA)
Input : accuracy ǫ > 0, confidence level δ ∈ (0, 1), set of super arms M ∈ M Top-k for t = 1, . . . , n do Pull M t ∈ M uniformly or based on (5); Observe r t ; Update A t and b t in (2);
while stopping condition (11) is not true do t ← t + 1;
Pull M t ∈ M uniformly or based on (5); Observe r t ; Update A t and b t in (2);
number of samples T is bounded as follows:
Next, we propose another algorithm for the top-k selection with full-bandit feedback. In ECB, we compute an upper confidence bound of the expected reward of each super arm. However, in order to reduce the number of samples, we wish to directly construct a tight confidence bound for the gap of the reward between two super arms.
For this reason, we propose another algorithm ECB-FOA that approximately solves P 1 discussed in Section 3. The procedure of ECB-FOA is shown in Algorithm 4. Given a set of super arms M ∈ M Top-k , ECB-FOA pulls a super arm uniformly or based on (5) . This algorithm continues sampling until the following stopping condition is satisfied:
where Z ′ t denotes the objective value of an approximate solution of P 1 . Here, recall that P 1 is the following maximization problem: max
In order to maximize these two terms, the sum of rewards θ t (M ) and the matrix norm
x t , simultaneously, we employ a first-order approximation technique. At each round, we choose any ℓn super arms, where ℓ is some positive integer. Then for each chosen super arm M i we approximate χ M − χ M * t A −1
x t using the following bound:
The above first-order approximation allows us to transform the original problem to QP, where the objective
We can approximately solve it by Algorithm 2, and choose an approximate solution that maximizes the original objective among ℓn super arms. We call an approximate solution β-additive approximate solution, if the error, i.e., the gap between the optimal value and the objective value of the approximate solution, is less than β > 0. We note that if we have an ǫ/2-additive approximation algorithm for P 1 , we can also guarantee that the algorithm is an (ǫ, δ)-PAC algorithm for top-k selection with full-bandit feedback. Although we have no theoretical results for the additive approximation error of ECB-FOA, we will observe in our numerical experiments that the additive approximation error of ECB-FOA becomes smaller as the number of rounds increases.
Experiments
In this section, we evaluate the empirical performance of our algorithms, namely ICB (Algorithm 1), ECB (Algorithm 3), and ECB-FOA (Algorithm 4), in comparison with a naive exhaustive search algorithm (Exhaustive), which reduces the CPE to the pure exploration problem in the linear bandit (see Appendix C for details). We set up two instances of the top-k selection with full-bandit feedback, where one is synthetic and the other is based on real-world datasets.
Synthetic Datasets
To see the dependence of the performance on the minimum gap between the top-k arms and the other arms, we set up the following synthetic experiments. We first set the expected rewards for the top-k arms uniformly at random from [0, 1]. Let θ min-k be the the minimum expected reward in the top-k arms. We set the expected reward of the (k + 1)-th best arm to θ min-k − ∆ min for the predetermined parameter ∆ min ∈ [0, 1]. Then, we generate the expected rewards of the rest of arms by uniform samples from [−1, θ min-k − ∆ min ] so that all expected rewards of the top-k arms are larger than those of the rest of arms by at least ∆ min . We set the additive noise distribution N (0, 1) and δ = 0.05. Notice that ICB, ECB-FOA, and Exhaustive sample a super arm based on strategy (5) or uniformly, whereas ECB sample a super arm based on (4) or uniformly. In all experiments on synthetic datasets, the farmers employ arm selection strategy (5) , whereas the latter employs (4) .
First, we examine the approximation precision of our approximation algorithms. ECB and ECB-FOA employ some approximation mechanisms to test the stopping condition in polynomial time. Recall that ECB approximately solves CBM to attain an objective value of Z t , and ECB-FOA approximately solves P 1 to attain an objective value of Z ′ t . We set up the experiments with n = 10 single arms and k = 5, where the problem instances are generated as previously discussed. We run the experiments for the large gap (∆ min = 1.0) and small gap (∆ min = 0.1), and we plot the approximation ratio and the additive approximation error of ECB and ECB-FOA in the first 100,000 rounds. The results are reported in Figure 1 . From the results, we can see that the approximation ratios of them are almost always greater than 0.9, which are far better than the lower bound in Theorem 4. In particular, the approximation ratio of ECB-FOA in the small gap case is surprisingly good (around 0.95) and grows as the number of rounds increases. This result implies that there is only a slight increase of the sample complexity caused by the approximation, especially when the expected rewards of single arms are close to each other. Now we evaluate the number of samples required to identify the best super arm. We run the experiments on the instances generated in the same way as those we examined the approximation precision. Note that in the parameter settings, the parameter ∆ min varies from 0.1 to 1.0 with increments of 0.1. Based on the above observation, we set α = 0.9. The result is shown in Figure 2(a) , which indicates that the numbers of samples of our algorithms are comparable to that of Exhaustive. We notice that our algorithms always output the optimal super arm.
Lastly, we conduct the experiments to compare the running time of algorithms. We set n = 10, 12, . . . , 24 and k = n/2 on synthetic datasets. We report the results in Figure 2(b) . As can be seen, Exhaustive is prohibitive on instances with large number of super arms, while our algorithms can run fast even if n becomes larger, which matches our theoretical analysis.
Real-world Datasets on Crowdsourcing
We conduct the experiments based on real-world datasets. We use the crowdsourcing datasets compiled by Li, Baba, and Kashima [26] whose basic information is shown in Table 1 . The probability of assigning the true label differs from workers to workers and the task is to identify the those with higher accuracy only from a sequential access to the accuracy of a part of labels given by some workers. We set k = 10 (the number of experts) and ǫ = 0.5 in the experiments. Note that the number of super arms is more than 10 10 in all experiments. Since Exhaustive is prohibitive, we compare other three methods with uniform arm selection strategy. The result is shown in Table 2 , which indicates the applicability of our algorithms to the instances with a massive number of super arms. Moreover, our algorithms find the optimal set of crowdworkers.
Conclusion
We have studied the CPE with full-bandit feedback, where we cannot observe the reward of each single arm, but only the sum of the rewards. Although we can regard the CPE with full-bandit feedback as a special case of pure exploration in linear bandits, an approach based on linear bandits is not computationally feasible since the number of super arms may be exponential. We proposed a polynomial-time bandit algorithm ICB for the CPE-M and provide an upper bound of the sample complexity. Furthermore, we proposed bandit algorithms ECB and ECB-FOA for the top-k selection based on a novel approximation algorithm for 0-1 quadratic maximization. Note that the quadratic maximization problem can be of independent interest since the problem arises in many combinatorial bandit algorithms with confidence ellipsoids. Finally, we conducted experiments on synthetic and real-world datasets and confirmed the validity of our theoretical analysis in terms of both the computation time and the sample complexity.
A Definition of Matroids
A matroid is a pair J = (E, I), where E = {1, 2, . . . , n} is a finite set called a ground set and I ⊆ 2 E is a family of subsets of E called independent sets, that satisfies the following axioms:
A weighted matroid is a matroid that has a weight function w : E → R. For F ⊆ E, we define the weight of F as w(F ) = e∈F w(e). Let us consider the following problem: given a weighted matroid J = (E, I) with w : E → R, we are asked to find an independent set with the maximum weight, i.e., argmax F ∈I w(F ). This problem can be solved exactly by the following simple greedy algorithm [22] . The algorithm initially sets F to the empty set. Then, the algorithm sorts the elements in E with the decreasing order by weight, and for each element e in this order, the algorithm adds e to F if F ∪ {e} ∈ I. Letting g(n) be the computation time for checking whether F is independent, we see that the running time of the above algorithm is O(n log n + ng(n)).
B Quadratic Knapsack Problem with Cardinality Constraints
Assume that we have n items, each of which has weight 1. In addition, we are given an n × n non-negative integer matrix W = (w ij ), where w ii is the profit achieved if item i is selected and w ij + w ji is a profit achieved if both items i and j are selected for i < j. The QKP calls for selecting a subset of items whose overall weight does not exceed a given knapsack capacity k, so as to maximize the overall profit. The QKP can be formulated as the following 0-1 integer quadratic programming:
The QKP with cardinality constraints is an NP-hard problem. Indeed, the maximum clique problem, which is also NP-hard, can be reduced to it; Given a graph G = (V, E), we set w ii = 0 for all i and w ij = 1 for all {i, j} ∈ E. Solving this problem, it allows us to find a clique of size k if and only if the optimal solution of the problem has value k(k − 1) [29] .
C Details of Experiments
The entire procedure of Exhaustive is detailed in Algorithm 5. In all experiments, we employed the approximation algorithm called the greedy peeling [1] as DkS-Oracle. Specifically, the greedy peeling algorithm iteratively removes a vertex with the minimum weighted degree in the currently remaining graph until we are left with the subset of vertices with size k. The algorithm runs in O(n 2 ).
D Omitted Proofs
First, we introduce the notation. Combining (D.2) and (D.3), we see that a sufficient condition for stopping is given by
t − ε. Therefore, we have t ≥ 4C 2 t H ǫ as a sufficient condition to stop. Let τ > n be the stopping time of the algorithm. From the above discussion, we see that τ ≤ 4C 2 τ H ǫ . Recalling that C t = σ 2 log(c ′ t 2 n/δ), we have τ ≤ 8σ 2 log(c ′ τ 2 n/δ)H ǫ . Let τ ′ be a parameter that satisfies
Then, it is obvious that τ ′ ≤ τ holds. For N defined as N = 8σ 2 log(c ′ n/δ)H ǫ , we have
Let L = 2 64σ 4 H 2 ǫ + N , which equals the RHS of (D.5). We see that log L = O log σH ǫ σ 2 H ǫ + log n δ . Then, using this upper bound of τ ′ in (D.4), we have
Recalling that σ = kR, we obtain
D.3 Proof of Theorem 4
We begin by showing the following two lemmas.
Lemma 1. Let W be any positive definite matrix and W = ( w ij ) be the adjacency matrix of the complete graph constructed by Algorithm 2. Then, for any S ⊆ V such that |S| ≥ 2, we have w(S) ≤ w(S).
Proof. We have Case (i) Since W = (w ij ) 1≤i,j≤n is positive definite matrix, we see that diagonal component w ii is positive for all i ∈ V . Thus, we have
Since W is positive definite, we have w(S) > 0. That gives us the desired result.
Case (ii) In this case, we see that
For any diagonal component w ii we have that w ii ≤ max 1≤i,j≤n w ij . For the largest component max 1≤i,j≤n w ij , we have max 1≤i,j≤n
where the first inequaltiy is satisfied since W is positive definite. Thus, we obtain
For the lower bound of w(S), we have
Combining (D.6) and (D.7), we obtain
which completes the proof.
We are now ready to prove Theorem 4. 
D.4 Proof of Theorem 6
Before stating the proof of Theorem 6, we give the two technical lemmas. Proof. For λ max (A xt ), we have λ max (A xt ) = max
x ⊤ t ′ y 2 ≤ kt.
Next, we give a lower bound of λ min (A xt ). Recall that the sequence x t = (χ M 1 , . . . , χ M t ) represents for the sequence of t-set selections M t = (M 1 , M 2 , . . . , M t ) ∈ M t . Let T M (t) be the number of times that super arm M is selected by t-th round. In any super arm selection strategy that samples M t for any t ∈ [T ] such that min M∈Mt T M (t)/t ≥ r for some constant r > 0, we have λ min (A xt ) ≥ rλ min ( M∈Mt χ M χ ⊤ M )t. From the above discussion, we have λmax(Ax t ) λmin(Ax t ) = O(k).
Next, for any t > 0, let us define random event E ′ t as
We note that random event E t characterizes the event that the confidence bounds of all super arm M ∈ M Topk are valid at round t. Next lemma indicates that, if the confidence bounds are valid, then ECB always outputs an optimal super arm M * when it stops. Proof of Lemma 4. If M * = M * , we have the desired result. Then, we shall assume M * = M * . We have the following inequalities:
We are now ready to prove Theorem 6.
Proof of Theorem 6. We define event E as ∞ t=1 E t . We can see that the probability that event E occurs is at least 1 − δ from Proposition 1. In the rest of the proof, we shall assume that this event holds. By Lemma 4 and the assumption on E, we see that the output M * is ǫ-optimal super arm. Next, we focus on bounding the sample complexity. We see that 1/α τ = O kn 1/8 from Theorem 4 and Lemma 3, if we use the best approximation algorithm for the DkS as DkS-Oracle [3] . Recalling that σ = kR and log(K/δ) ≤ k log(n/δ), we obtain τ = O k 2 R 2 H ǫ n 
