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Power Li-ion batteries are one of the core "three powers" systems of new energy vehicles, and its 
accurate batteries modeling and state prediction have become the core technology of the scientific and 
technological progress in the industry. This paper takes the ternary Li-ion batteries as the research 
subject. Aiming at the mathematical expressions of different structural features, innovatively construct 
a second-order Thevenin equivalent circuit model with autoregressive effect. This model can 
characterize the internal reaction mechanism of Li-ion batteries and fit the complex electrochemical 
reactions inside the battery. An improved particle filter model, namely a new high-fidelity unscented 
particle filter method, is designed and established. By introducing a suitable suggested density function, 
the model can accurately calculate the mean and variance, solve the particle degradation problem, and 
find out the Li-ion batteries state of charge, which is suitable for complex charging and discharging 
conditions. By further improving the theoretical analysis and combining with experiments under 
different working conditions, this method studies the Li-ion batteries state of charge. The test results 
show that the average absolute error of the improved equivalent circuit model is reduced by 0.00457 V, 
and the error rate is stably kept within 1%, which has the ability to describe Li-ion batteries well. When 
using the high-fidelity unscented particle filter algorithm to estimate the state of charge of the lithium 
battery, the robustness of the system is improved, the following effect is better, and the estimation error 
is controlled within 1.5%, which brings good practical value to the power Li-ion batteries. 
 
 
Keywords: ternary Li-ion batteries; second-order Thevenin model; autoregressive; state of charge; high-
fidelity unscented particle filter algorithm 
 
1. INTRODUCTION 
In recent years, people's demand for environmentally friendly and sustainable energy 
development has gradually increased, and the development of new energy has increasingly become the 
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mainstream of development strategies [1-3]. In today's world where the green economy is booming, the 
automobile industry is also developing in the direction of environmental protection and energy 
conservation and emission reduction. Traditional cars use fossil energy as power, and the surge in car 
ownership has made the supply of fossil energy in short supply, affecting energy security. Developing 
vehicles to replace fossil energy is not only an important means of upgrading the automobile industry, 
but also a strategic measure of "ecological civilization". New energy vehicles are mainly researched and 
popularized for their advantages of energy saving, environmental protection, renewable energy, zero 
emission, ultra-low noise, easy using and easy maintenance. In the wave of the new energy automobile 
industry development, the power battery industry has maintained a momentum of sustained and rapid 
growth, and the enterprise capacity construction scale has expanded rapidly [4].  
Compared with other batteries types, the Li-ion batteries have almost monopolized the electric 
vehicle power battery market due to their excellent performance, and their installed capacity is still 
increasing year by year [2, 5-10]. As of the end of 2019, 2.21 million new energy vehicles had been sold 
globally, of which China is a major new energy vehicle sales country, with sales accounting for almost 
half of global sales. In 2020, due to the epidemic impact, the overall market instability has increased and 
automobile production has shown a downward trend. However, governments around the world have 
stepped up their efforts and policies to support the research and development of the new energy 
automobile industry, and sales have maintained positive growth despite the overall automobile market 
recession. In 2020, the total installed capacity of batteries in the electric vehicle power industry 
represented by China will exceed 250 GW·h. The Li-ion batteries accounted for 97.6% of the power 
batteries total installed capacity, and the number of vehicles supporting it ranked first in the world. 
Among them, the ternary Li-ion batteries, which leads the Li-ion batteries development new round, 
increased by 35.3% year-on-year. It can be seen that the Li-ion batteries composition is a very obvious 
trend for new energy vehicle power batteries, and the occupation and loading speed are rising very fast. 
In order to meet the power requirements of high-voltage and large-capacitance batteries in 
electric vehicles, Li-ion batteries are often combined in series and parallel. However, over-charge, over-
discharge, over-heating and other phenomena often occur to the batteries charging and discharging 
process, which is inevitable, thus reducing its use efficiency and shortening the service batteries life. 
Inconsistency will be aggravated with the increase of usage times, and only relevant measures can be 
taken to restrain its aggravation, but this problem cannot be eliminated fundamentally. Battery 
Management System (BMS) was born in the field of electric vehicle development because it can detect 
batteries physical parameters, estimate the state of charge (SOC)/state of health (SOH)/state of power 
(SOP) and balance management, etc. Therefore, BMS can monitor the Li-ion batteries working state, 
balance and control the inconsistency, and prevent the polarization phenomenon such as ohmic 
polarization, concentration polarization and electrochemical polarization during the battery packs 
charging process. Among them, the Li-ion batteries SOC characterize the remaining batteries capacity, 
and accurate estimation can judge the timing of equilibrium more accurately for the BMS, and provide 
reference for drivers to predict the remaining mileage. The ternary Li-ion batteries are selected as the 
research object, estimate the power batteries SOC, and detect the SOC value. 
Basic SOC estimation methods include discharge experiment method, ampere-hour (Ah) 
integration method and open circuit voltage method. They are the earliest studied, most mature and 
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classic SOC estimation methods, and they are the basis of all subsequent SOC estimation methods. There 
are more or less shadows in modern SOC estimation methods, and it is necessary to conduct research on 
basic SOC estimation methods. (1) Discharge experiment method. It uses current I certain value for 
continuous discharge at the rated power QN of the Li-ion batteries, and terminates the discharge when 
the voltage is lower than a preset threshold voltage. It is the simplest and most reliable estimation 
method, but it takes a lot of time, cannot be estimated online, and is difficult to promote in actual 
products; (2) Ah integral method. This method principle is to assume that the initial SOC is known, then 
the SOC value at any moment can be obtained by integrating the discharge current over time [11-13]. 
This method is easy to implement because only a current measuring device needs to obtain I(t) in real 
time during charging and discharging to estimate the SOC value online. This method shortcomings are 
also obvious. One is that it is difficult to accurately obtain the initial value SOC0, and the other is that no 
device can measure the time-varying I(t) without errors. The former brings initial error, and the latter 
brings cumulative error. Therefore, the Ah integration method is not suitable for scenarios that require 
real-time high-precision SOC estimation; (3) Open circuit voltage method. It is estimating SOC method 
based on the measured voltage when the Li-ion batteries two ends are open. Its principle is that if the Li-
ion batteries are left for a long time, the batteries internal electrochemical reaction will tend to be stable. 
At this time, there is a relatively stable mapping between the open circuit voltage and the SOC. 
Compared with the Ah integration method, this method does not need to care about the initial SOC value 
or the process of battery discharge, only the current open circuit voltage is required. However, this 
method relies on the voltage accurate measurement and requires higher voltage measuring instruments. 
At the same time, this method can only measure the batteries that has been left for a long time. Because 
the batteries internal electrochemical reaction is violent during the charging and discharging process, the 
open circuit voltage and the electromotive force are different, so there is a non-negligible estimation of 
the batteries SOC values in the charging and discharging state error. 
It can be found in the above analysis that these three methods cannot cope with real-time 
estimation and cannot solve the low SOC estimation accuracy problem. In order to meet the industry's 
demand for high-precision real-time estimation of SOC values, modern SOC estimation methods 
developed based on modern time series analysis theory or modern adaptive control theory have been 
successively proposed. 
1. Kalman filtering (KF) method. This method idea is to use the state equation to describe the Li-
ion batteries of electric vehicles, take the SOC as the system state component, and use the KF theory to 
process the state equation to estimate the Li-ion batteries SOC [14-23]. In order to adapt to the nonlinear 
characteristics presented by the Li-ion batteries, the extended Kalman filter (EKF) method is applied to 
improve the estimation accuracy [24-34]. With the increasing requirements for SOC estimation 
performance in the industrial production process, estimation methods based on the unscented Kalman 
filter (UKF) method are also being actively explored. It fits the probability density function by sampling 
the system state variables, so it has good estimation accuracy [35-40]. Using the UKF algorithm to 
estimate SOC can significantly reduce the estimation error and further ensure the system stability. 
Estimating SOC based on the KF algorithm is the current research hot and mainstream idea, and many 
new estimation methods are continuously proposed and applied. 
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2. Neural network method. The SOC estimation method for Li-ion batteries developed based on 
artificial neural network theory has strong applicability in different application scenarios. The neural 
network core idea is that multiple nonlinear processing units work in parallel. By adjusting the 
connection weights of these processing units, a large class of nonlinear functions can be fitted. By setting 
the appropriate network depth and training the appropriate connection weights, a neural network for 
SOC estimation is constructed, and a very accurate SOC value can be estimated based on the neural 
network method. Estimating SOC based on neural networks and integrating other estimation theories is 
a current research direction. In the latest research, the RBF-BSA method is proposed to be used in the 
SOC hybrid estimation. The BP neural network algorithm based on the LM algorithm and the improved 
momentum BP neural network are all being tried to estimate the SOC value. 
3. Other adaptive algorithms. Considering basic SOC estimation methods, fusing other 
algorithms and combining nonlinear estimation methods, a large number of SOC estimation methods 
have been continuously proposed. The PF algorithm idea is to randomly sample the prior probability 
density to obtain a batch of particles, and then these particles whose weights can be dynamically adjusted 
can reflect the posterior probability density [41-45]. It has a low dependence on the probability density 
of the Li-ion batteries state variables, which has great advantages. However, due to the large computing 
resources, engineering applications will be limited by the embedded system limited computing 
resources. Support vector machine (SVM) theory is also a better SOC estimation method. Based on the 
integral terminal sliding mode observer, the SOC and SOH can be jointly and robustly estimated. Many 
other modern SOC estimation methods are also being proposed and studied. 
Considering each algorithm advantages and disadvantages, and aiming at the calculation 
accuracy and complexity inherent contradictions, the high-fidelity unscented Particle filtering (HF-UPF) 
algorithm is proposed to estimate SOC. Discovery of online state estimation theory, breakthrough the 
Li-ion batteries state estimation key technology, and realize battery state monitoring with high 




2. MATHEMATICAL ANALYSIS 
2.1. Equivalent circuit modeling  
In the Li-ion batteries, Li- moves back and forth between the anode and the cathode through the 
electrolyte, continuously leaking and embedding on the anode and cathode plates. In this process, the 
mutual conversion of chemical energy and electric energy is realized. When the Li-ion batteries are 
discharged, Li- falls off from the positive plate, reaches the negative plate via the electrolyte, and then 
embeds in the negative plate. At the same time, the electrons e- on the negative plate reach the positive 
plate via the load through the positive electrode conductive coating, thereby supplying energy to the 
load. When the Li-ion batteries are charged, the external electric field forces Li- to fall off from the 
negative pole and move to the positive pole, thus realizing the storage of electric energy. The Li-ion 
batteries working mechanism is shown in 0. 
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Figure 1. Li-ion batteries working principle 
 
 
In the 0, R represents the load, and VCC represents the external voltage applied to both ends of 
the batteries during charging. The chemical equation can clearly express the electrochemical reaction 
mechanism that occurs on the batteries positive and negative electrodes. The chemical reactions that 
occur on the positive plate (Eq. (1)), negative plate (Eq. (2)) and the entire batteries during (Eq. (3)) the 
charging and discharging process are as follows. 
 
x y z y zLi A O A O xLi xe
   (1) 
x nnC xLi xe Li C
   (2) 
x y z x n y zLi A O nC Li C A O   (3) 
 
Where LixAyOz represents a metal oxide, A represents a metal atom, and O is an oxygen atom. C 
represents a carbon atom, and graphite is usually used to form the negative electrode material. In which 
x, y, z and n are the corresponding atoms number. e- refers to free electrons. When discharging, e- starts 
from the negative electrode and releases electric energy through the load. When charging, e- is forced to 
reverse the discharge process by the external power supply and transferred to the negative electrode to 
store electric energy. 
Li-ion batteries have strong nonlinear dynamic characteristics due to the combination of multiple 
parameter coupling processes. These parameters mainly include electrochemical reaction, charge 
transfer and heat transfer. The complexity of the working environment and the application situation 
aggravated the mathematical modeling difficulty. Considering its own aging and the environment 
complexity and variability, the existing research aims to simulate the voltage response characteristics 
under different load conditions. Based on the external working characteristic data obtained in the 
experiment, an electrical model is constructed to describe the electrochemical reaction process inside the 
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Li-ion batteries. Therefore, comprehensively considered, it is innovatively proposed to apply the 
autoregressive (AR) model to the 2nd Thevenin (2nd-TH) equivalent circuit model. The 2nd-TH model is 

















Figure 2. Li-ion batteries 2nd-TH model 
 
 
In 0, UOC indicates the batteries open circuit voltage, which is equal to the batteries electromotive 
force after the batteries are left standing for a long time. CP and RP are polarization capacitance and 
polarization resistance, respectively. ICp(t) and IRp(t) are the currents flowing through them respectively. 
The RC parallel loops can reflect the batteries polarization effect and concentration effect in the charge 
and discharge process. R0 is the ohmic internal resistance. UL is the voltage across the load, and I(t) is 
the current flowing through the load (the value is positive when the batteries are in the charging state, 
and negative when the batteries are in the discharging state). According to Kirchhoff's law, the model 
mathematical expression is described, and the formulas are derived as follows. 
0 1 2L OC P PU U IR U U     (4) 
1 1 2 2
1 2
1 2
P P P P
P P
P P
U dU U dU
I C C
R dt R dt
   
 
(5) 
The AR model is a time processing method, which predicts the variable x value at time k by 
calculating the value of the variable xi (i = 0,1,...,k-1) corresponding to the time t0 - tk-1. This paper 
chooses the second-order autoregressive (2nd-AR) model, that is, the second-order autocorrelation 
coefficient is tailed, and the partial autocorrelation coefficient is second-order truncated. The linear 
regression of the AR model is shown in Eq. (6). 
       1Ty k k k e k   
 (6) 
Where y(k) is the system output. φT(k) and ϑ(k-1) are the input vector and coefficient vector 
respectively. e(k) is the error between measurement and estimation, and it is also zero-mean Gaussian 
white noise. Transform the equation to obtain the system output another Eq. (7). 
             1 2 0 1 21 2 1 2y k a y k a y k b x k b x k b x k e k            (7) 
In which x(k) is the system input, ai (i = 1,2) and bj (j = 0,1,2) are variable coefficients. The vector 
corresponding to φT(k) and ϑ(k-1) is shown in Eq. (8). 
           
   1 2 0 1 2
1 ; 2 ; ; 1 ; 2
; ; ; ;
T
k y k y k x k x k x k
k a a b b b


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According to the Laplace transform, the Li-ion batteries impedance transfer function in the s 
domain is obtained from the Eq. (7), as shown in Eq. (9). 
 




1 1 2 21 1
L OC P P
P P P P
U s U s R R
G s R
I s sR C sR C

























The parameter cn (n = 1,2,...,5) is shown in Eq. (11). 
1 1 1 2 2
2 0
3 0 1 1 0 2 2 1 2 2 1 1 2
4 0 1 2
5 1 1 2 2
P P P P
P P P P P P P P P P
P P
P P P P
c R C R C
c R
c R R C R R C R R C R C R
c R R R
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   

    
(11) 
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    
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2.2. Parameter identification  
Least Squares (RLS) is to select the minimum sum of squared errors for function fitting. In other 
words, facing a set of unknown parameters, the sum of squares of the difference between these 
parameters theoretical values and observed values is minimized. The RLS formulas are derived as 
follows. 
(1) Define ε(k) as the estimated error between the estimated response and the actual system 
feedback y(k), as shown in Eq. (14). 
( ) ( ) ( ) ( 1)Tk y k k k       (14) 
(2) Where ϑ(k-1) is the parameter estimated value of the at k-1. 
( ) [ ( ), ( 1), , ( 1)]i i i i M        (15) 
(3) φT(k) is the branch weight vector at time k. 
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0 1 1( ) [ ( ), ( ), , ( )]Mk k k k      (16) 
(4) The gain K(k) calculated by the least square method is shown in Eq. (17). 
1( ) ( 1) ( )[ ( ) ( 1) ( )]TK k P k k I k P k k            (17) 
(5) The least square method error covariance P(k) is shown in Eq. (18). 
1 1( ) ( 1) ( ) ( ) ( ) ( 1)
[ ( ) ( )] ( 1) /
T
T
P k P k k K k k P k
I K k k P k
  
 
    
      
(18) 
(6) Calculate the prediction error and update the model parameters as shown in Eq. (19). 
( ) ( 1) ( ) ( )k k K k k      (19) 
Thus, the time domain differential equation between the open circuit voltage and the terminal 
voltage is obtained. 
        
    







L OC L OC
L OC
U k U k a U k U k
a U k U k
b I k b I k b I k
     
   
      
(20) 
From Eq. (11) and Eq. (13), the relationship expressions between the parameters of the second-
order Thevenin circuit and the parameters in ϑ(k) are obtained. 
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    
(21) 
Based on the analysis of the equivalent circuit model, the 2nd-TH model electrochemical behavior 
is represented by Eq. (22). 
 
 
1 1 1 1 1
2 2 2 2 2
P P P P P
P P P P P
U U R C I C
U U R C I C
    

     
(22) 
In order to study the algorithm without losing generality, suppose the nonlinear system to be 
processed is as Eq. (23). 
1 ( , )
( , )
k k k k
k k k k
x f x u w
z h x u v
  

   
(23) 
In Eq. (23), k is the time, xk∈ℝn is the state space variable, and zk∈ℝm is the observation space 
variable. The zero-mean Gaussian white noise wk and vk are state transition noise and observation noise, 
respectively. wk and vk are independent of each other, and the wk and vk variances are Qk and Rk, 
respectively. f(·) is the nonlinear state transition function, and h(·) is the nonlinear measurement function. 
uk is the system input at time k. According to the zero state response and zero input response, the 
equivalent circuit model state space equation is obtained. 
 

















P k P k
T T
















       
                  
          
   
(24) 











L k OC k k k P k k
k
U
U U SOC I R U v
SOC
   
   
    
   
        
(25) 
In Eq. (24), τ1 = RP1CP1 and τ2 = RP2CP2. η represents the Li-ion batteries Coulomb coefficient, 
and Cn represents the Li-ion batteries actual capacity. According to the 2nd autoregressive Thevenin (2nd-
ARTH) model analysis and the mathematical description equations establishment, as well as the 
description of the RLS basic principles and the specific formulas derivation. Substitute the above 
equations into MATLAB/Simulink for programming to realize the 2nd-ARTH model parameters 
identification. 
 
2.3. Improved particle filter algorithm  
2.3.1. Extended particle filter algorithm 
The EKF algorithm is a local linearization method realized by the first-order Taylor expansion, 
which makes the system a Gaussian distribution model. According to the nonlinear system state and 
observation equation shown in Eq.(23). At each moment, the functions f(xk,uk) and h(xk,uk) are expanded 
by Taylor series and the higher-order terms influence on the function is ignored, and two linearization 
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According to Eq. (23), Eq. (26) and Eq. (27), the nonlinear system is transformed into a linear 
system, and the transformed linear system is only related to state variables. As shown in Eq. (28). 
1
ˆ ˆˆ( , )
ˆ ˆˆ( , )
k k k k k k k k
k k k k k k k k
x F x f x u F x w
z H x h x u H x v

     
  

        
(28) 
In Eq. (28), it is noted that functions 
ˆˆ( , )k k k kf x u F x  and 
ˆˆ( , )k k k kh x u H x  are not the xk functions. 
According to Eq. (28), the linear system is brought into the classical KF algorithm. 
In the sampling stage, sampling is achieved through the mean and variance of each particle 
obtained by EKF. The resampling method is carried out by polynomial, which has the simplicity and 
low complexity advantages. Take a particle u ~ U [0,1] from the [0,1] uniform distribution, satisfy 
i
kx , 
and make the obtained particles into a new particle set. 
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The particle polynomial is resampled by the Eq. (29), and the particles weights are rechecked 
and screened to form a new particle library. The weights in these particle sets screened by the Eq. (29) 
are evenly distributed. The process at this stage is as follows: 
(1) Initialization 
Firstly, new particles are extracted and used as a new particle set. This part of particles makes it 
possible to obtain from the important density function of the system: 
 kx i ~   1k kp x x i  (i=1，2，...，N) (30) 
The initial conditions of the filter equation state X0 and the covariance P0. 
0 0( )X E X  (31) 
  0 0 0 0 0
T
P E X X X X   
    
(32) 
(2) Update 
Update the particle set and use the EKF algorithm to update the mean and variance of each 
independent particle in the sample. The calculation process is as follows. 
i. State prior estimate. 
 , 1 1 1,i i ik k k kX f X u    (33) 
ii. A priori estimate of the error covariance. 
 , 1 , 1 1 , 1 1
T
i i i i
k k k k k k k kP F P F Q       
(34) 
iii. Kalman gain matrix. 
   
1
, 1 , 1
T T
i i i i i




    
(35) 
iv. State posterior estimate. 
 , 1 1,i i i ik k k k k k kX X K Z h X u       (36) 
v. The posterior estimate of the error covariance. 
, 1 , 1
i i i i
k k k k k k kP P K H P    (37) 
Get the sample mean 
i
kX  and covariance 
i
kP . Where 
i
kF  is the Jacobian matrix of the model 
states transition equation, 
i
kH  is the observation matrix, and Kk is the Kalman gain. Use the particle set 
updated by the algorithm to update the state of the i-th particle as follows. 
ˆ i
kX ~    0: 1 1:| , ,i i i ik k k k kq X X Z N X P   (38) 
 0: 0: 1ˆ = ,i i ik k kX X X  (39) 
 0: 0: 1ˆ = ,i i ik k kP P P  (40) 
Therefore, according to Eq. (38), Eq. (39) and Eq. (40), the each particle weight 
i
kw  is calculated. 
   0: 1| , |i ik k k kq X y p x    (41) 
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2.3.2. High-fidelity unscented particle filter algorithm 
Utilize UKF to improve the PF algorithm and use the unscented transformation algorithm. 
Compared with the first-order Taylor expansion of the EKF algorithm, this method can theoretically 
calculate the posterior variance accuracy to the third-order and has higher accuracy. It is also an effective 
means to calculate mean and covariance. Based on the PF algorithm estimation framework, the core 
calculation of HF-UPF algorithm is as follows. 
(a) Initialization 
Extract particles from the prior distribution p(X0) as the new particle set initial state. These 
particles are obtained from the system important density function. 
 0 0i iX E X  (45) 
  0 0 0 0 0
T
i i i i iP E X X X X   
    
(46) 
   , ,0 0 0 0 0
T
T
i a i a iX E X X  




, , , , ,






i a i a i a i a i a
P
P E X X X X Q
R
 
         
 
   
(48) 
(b) Importance sampling stage 
i. Unscented transformation. 
The 2n + 1 sampling points of the state variable at the current moment are calculated by 
distributed sampling method, where n is state space X dimension. For the nonlinear system given by Eq. 
(23), the UT process is performed on it. And make the mean and variance of the Sigma point set 
correspondingly equal to the state variable at the current moment. Suppose the mean value of X is X , 
then the sampling point is determined by Eq. (49). 
0 0
( ) , 1, ,
( ) , 1, ,2
i i a i
i i a i
X X
X X n P i n





    

       
(49) 
In the above formula, Xi represents the i-th sampling point, and 
( )a in P  represents the i-th 
column of the matrix 
( )an P .Corresponding to each Xi, its weight is given by Eq. (50) when 
calculating the mean. 






































     
(50) 
In Eq. (50), 
m
iω  represents the weight of the i-th sampling point in calculating the mean value, 
and 
c
iω  represents the weight of the i-th sampling point in calculating the covariance. The n is the 
dimension degree of state variable x. The α factor is the distribution state of the sampling points around 
the mean. The α controls the distance between the sampling points and the mean. The α generally takes 
a constant of α∈(10-6, 1). γ is required to satisfy γ + n ≠ 0. Because of n ≠ 0, γ = 0 can generally be 
selected. β is a priori distribution factor. Since it has been assumed that the system given by Eq. (23) 
obeys Gaussian distribution, β = 2 is optimal. The λ parameter represents the zoom ratio. 
ii. Sigma point set update. 
Sigma point set update is the process of using the state space sampling points obtained by the UT 
at the previous moment to predict the sampling points at the current moment. It is also the Sigma further 




k kX   is given by Eq. (49). 
 , , ,| 1 1 1,i a i x i vk k k kX f X X    (51) 
iii. State variable X and covariance P prediction. 
Multiply the Sigma points predicted values in Eq. (51) by the corresponding weight in Eq. (50) 
to obtain the x predicted value at the next moment, as shown in Eq. (52). Then the covariance is 




| 1 , | 1
0
an
i m i x









| 1 , | 1 | 1 , | 1 | 1
0
an T
i c i x i i x i
k k k j j k k k k j k k k k
j
P Q X X X X    

         
 
(53) 
iv. Observations further prediction. 
The KF algorithm not only needs to predict the state and covariance at k + 1 from the state at 
time k, but also needs to predict the state of the observation space at time k + 1. Eq. (50) and Eq. (53) 
have predicted the state and covariance at k + 1. In the UKF algorithm, to predict the observation space 
at time k + 1, the observation predicted value at time k + 1 needs to be calculated from the state at time 
k, as shown in Eq. (54). 
 , ,| 1 | 1 1,i i x i nk k k k kZ h X X    (54) 
v. System observation matrix and covariance matrix prediction. 
Observations obtained by nonlinear transfer based on sampling points given by Eq. (54) are 
averaged to obtain the predicted amount of the system observation matrix. Then calculate the variance 
of the observed measurement at k + 1 given by the predicted value, and the covariance between it and 
the state variable. The Eq. (55) gives the calculation method of the prediction system observations, and 
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the observations variance is given by the Eq. (56). Finally, the covariance between the observed quantity 
and the state quantity is shown in Eq. (57). 
2



















c i i i i
k j j k k k k j k k k kZ
j
P R Z Z Z Z    











c i i i i
X Z j j k k k k j k k k k
j
P X X X X    

        
 
(57) 
vi. Status and covariance update. 
Eq. (52) and Eq. (55) give the calculation method for estimating the state and observation at k + 
1 from the information at time k. Next, we need the data at k + 1 for posterior estimation, that is, to 
modify the prior estimation to get a more accurate estimation value. Before the correction process starts, 
calculating the Kalman filter gain is a necessary step, as shown in Eq. (58). 




The previous 5 steps are prepared for the status update in step vi. The covariance update is to 
prepare for the estimation at time k + 2. The status update is shown in Eq. (59). The covariance update 
is shown in Eq. (60). 





k k k Z
P P KP K   
(60) 
Where Zk is the observation measured by the instrument at k + 1. | 1
i
k kZ  is the observation obtained 
from the state estimation at time k. 
i
kX is the posterior state estimate at k + 1, and 
i
kX  is the optimal state 
estimation at the current time. 
The estimating realization process that nonlinear system state given by Eq. (23) by use UKF 
algorithm is given above. The optimal estimation based on the minimum variance criterion can be 
obtained, and the estimation accuracy is better than the EKF algorithm processed by linearization. The 
subsequent steps are consistent with the EPF algorithm flow. 
 
2.3.3. Algorithmic joint estimation 
When the PF algorithm is completed, the extracted particles have a great impact on the 
calculation accuracy, and the main impacts are as follows: 1. The imbalance caused by different particles 
weights; 2. if there are a large number of particles with small weight, a large amount of calculation time 
will be used to calculate the particles with smaller weights, which will greatly reduces the calculation 
efficiency and accuracy, that is, the PF algorithm will degenerate. 
Although resampling can reduce particle degradation and improve calculation accuracy, it also 
increases the calculation amount of the algorithm, and decreases the algorithm calculation efficiency. At 
the same time, too many resampling times will eliminate a large number of particles, greatly reduce the 
particle library and seriously exhaust the particle library. Therefore, in order to ensure that the effective 
number of particles will not be depleted due to a large reduction in resampling, the reasonable suggested 
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density function can be set in the application, so that the likelihood function is basically consistent with 
the prior distribution, and the samples in the particle concentration are largely transferred to the area 
covered by the likelihood function, the threshold value guarantees the number of particles. This paper 
uses EKF and UKF as the suggested density functions to further optimize the algorithm. The specific 
algorithm flow chart is shown in 0. 
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Figure 3. Joint estimation algorithm flowchart 
 
 
According to the algorithm flow shown in 0, the PF algorithm uses EKF and UKF algorithms to 
update the mean and variance of each independent particle in the sample. Aiming at the depletion 
phenomenon of the particle set due to particle resampling, the parameter α is added to the resampling 
design to suppress the depletion phenomenon that the particle set may appear. This parameter needs to 
satisfy the Eq. (61). 
 








t t t ti i
t t i i
t t t
p z x p x
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Among them, the parameter α has a great significance meaning in the genetic algorithm. Its 
function is to control it according to the particle importance weight in the PF algorithm, which can reduce 
the exhaustion phenomenon in the sample. Through the above optimization method, the Li-ion batteries 
operating characteristics can be obtained, which has high practical value. 
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3. EXPERIMENTAL ANALYSIS  
3.1. Test equipment and platform  
In order to study the working characteristics of Li-ion batteries, it is necessary to carry out Li-
ion batteries test experiments under different working conditions. To carry out experiments, it is 






















Figure 4. Li-ion batteries test platform construction 
 
 
As shown in 0, the batteries test platform includes: (1) a Li-ion battery with a rated capacity of 
70 Ah; (2) a battery test system (NEWARE BTS-4000) for charging and discharging Li-ion batteries. 
This device can detect the voltage, current and temperature of the battery, and the sampling interval is 1 
s; (3) A temperature box (TT-5166-7) that provides a constant temperature environment (25 °C) for the 
battery. Based on the above test platform, all the Li-ion battery test experiments required in this article 
can be completed, and relevant experimental data can be obtained. 
 
3.2. Online parameter identification  
At the ambient temperature of 23 ℃, a Hybrid Pulse Power Characteristic (HPPC) test 
experiment was adopted to obtain the batteries characteristics. It is a test experiment that pulses charge 
and discharge the batteries under test and continuously measures the batteries terminal voltage. The 
batteries characteristic information is included in the terminal voltage. By processing the measured 
terminal voltage data, the Li-ion batteries characteristic data can be obtained. Choose SOC 1 ~ 0.1 
equidistant points to carry out the experiment operation until the batteries capacity drops to 0, or when 
the current drops to 0.05 C, stop the experiment. In this process, each time the Li-ion batteries releases 
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5% of its own capacity, an HPPC cycle test is performed. 0 shows the voltage and current change curve 
of the Li-ion batteries terminal in the HPPC test experiment. 
 
 




















t (s)  










HPPC (Temperature @ 23℃)
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(a) HPPC voltage current curve 
(b) Voltage and current amplification curve when 
SOC=0.6 
 
Figure 5. Li-ion batteries terminal voltage and current changes 
 
According to the HPPC experiment results, the AB and CD segments are the Li-ion batteries 
beginning and ending discharge phase. At this time, the RC network is in a zero-response state, and the 
reason for the sharp drop/surge in this process is mainly caused by the ohmic internal resistance. 
During the period corresponding to DE, the RC network is in a zero-input state. Since the circuit 
contains two RC networks, when the circuit structure or parameters change suddenly, the system 
energy is only excited by the capacitors initial energy storage in the RC network, so the terminal 
voltage has a gentle upward trend. Using RLS parameter identification, the model parameters under 





Table 1. Model parameters under different SOC states 
 
SOC/% UOCV/V RO/Ω RP1/Ω CP1/F RP2/Ω CP2/F 
100 4.1846 0.001094286 3.65143E-05 23530.51643 0.000500571 29166.66667 
95 4.1145 0.001121429 5.18714E-05 19278.43569 0.0006 29516.66667 
90 4.0507 0.001124286 5.41714E-05 17963.34388 0.000698429 29079.56637 
85 3.9908 0.001125714 5.22286E-05 18916.84902 0.000682143 27017.80105 
80 3.9341 0.00113 7.12857E-05 19400.8016 0.001060429 31044.05227 
75 3.8795 0.001121429 3.49571E-05 20839.80384 0.000622571 22824.69022 
70 3.8275 0.001121429 4.36714E-05 14847.23585 0.000651143 23005.70426 
65 3.7788 0.001125714 5.70429E-05 19844.72827 0.000826857 26340.70491 
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60 3.7255 0.001121429 4.17143E-05 15201.0274 0.000574429 22422.28301 
55 3.6740 0.001128571 3.28143E-05 24087.07009 0.000445714 30108.97436 
50 3.6467 0.001138571 0.0000294 22656.46259 0.000412 32330.09709 
45 3.6272 0.001145714 0.0000231 39398.2684 0.000404571 32157.48588 
40 3.6120 0.001142857 3.88571E-05 28257.35294 0.000471714 35953.96729 
35 3.5990 0.001157143 3.55286E-05 33888.21874 0.000494143 35738.65279 
30 3.5847 0.001152857 3.50143E-05 15439.41248 0.000482143 31608.88889 
25 3.5615 0.001178571 3.30714E-05 17477.32181 0.000479429 29222.28844 
20 3.5292 0.001202857 4.46714E-05 15602.8142 0.000543143 28298.26407 
15 3.4895 0.001235714 5.12286E-05 10049.07975 0.000566286 22656.40767 
10 3.4511 0.001287143 8.59857E-05 4989.200864 0.000741 16639.67611 
 
To analyze and verify the feasibility and accuracy of the improved equivalent circuit model 
describing the Li-ion batteries used in electric vehicles, the 2nd-TH model and the 2nd-ARTH model were 
simulated in MATLAB/Simulink respectively. Validate the improvement model and analyze the 
practicability of the improvement strategy. The model accuracy is reflected according to the difference 
between the simulated output voltage and the actual voltage, as shown in 0. 
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(a) Voltage comparison curve (b) Estimated error comparison curve 
 
Figure 6. Model comparison simulation results 
 
In 0 (a), U1 represents the Li-ion batteries actual voltage, U2 and U3 represent the simulated 
voltage of the 2nd-TH model and the 2nd-ARTH model, respectively. In 0 (b), Err1 represents the 2nd-
TH model simulation error graph, and Err2 represents the 2nd-ARTH model simulation error graph. 
During the whole process, the simulation results did not show divergence, and the larger error 
fluctuations were caused by the pulse charging and discharging process. The two models performance 
parameters in equivalent Li-ion batteries are shown in  
Table 2. 




Table 2.  Performance analysis of equivalent Li-ion batteries different models 
 
 Maximum positive error/V Maximum reverse error/V Mean absolute error/V 
2nd-TH 0.0225 0.04 0.013925814 
2nd-ARTH 0.0188 0.038 0.009258075 
 
From the data analysis in  
Table 2, we can see that using AR model to improve the 2nd-TH model, the maximum voltage 
error is reduced by 0.002 V, the model average absolute error is reduced by about 0.00457 V, and the 
error rate is less than 1%. It has good stability and can more accurately characterize the batteries internal 
electrochemical reaction process. Therefore, it is feasible to improve the equivalent circuit model. 
 
3.3. Algorithm comprehensive simulation 
To analyze the practicability of PF in Li-ion batteries SOC estimation, the parameters are set as 
follows: process noise variance Q = 10, observed noise variance R = 1, particle number 50, and the 
filtering effect of the algorithm is analyzed, as shown in 0. 
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(a) Filter state estimation (b) Filter error value 
 
Figure 7. Simulation curve based on particle filter 
 
 
As shown in 0, macroscopically, the simulation based on PF has good filtering performance and 
basically follows the real state changes, which verifies that the PF algorithm is suitable for estimating 
the SOC of Li-ion batteries. Therefore, the algorithm is improved to get extended particle filter (EPF) 
and HF-UPF algorithms respectively. To comprehensively analyze the advantages and disadvantages of 
PF, EPF and HF-UPF algorithms, the initial covariance P(0) = 0.75 and the time t = 50 are set. The 
comparison of system state, state deviation and algorithm real-time performance is shown in 0. The 
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system state reflects the ability of the system to follow the real state. By analyzing the difference between 
the system state and the real state, the state deviation diagram in 0 (b) is obtained. 
 
 




























































(a) System state diagram (b) State deviation diagram 


























(c) Real-time comparison 
 
Figure 8. Comprehensive comparison of algorithms 
 
 
According to 0, the three algorithms all follow the system state changes well. Compared with PF 
and EPF, the HF-UPF algorithm is closer to the real state. However, as the complexity of the algorithm 
increases, its consumption time also increases relatively, and its real-time performance is lower. On the 
other hand, it is also verified that HF-UPF algorithm is suitable for Li-ion batteries SOC estimation. 
 
3.4. Complex condition experiment 
It can be seen from Tab. 1 that the open circuit voltage, ohmic internal resistance, polarization 
internal resistance and polarization capacitance corresponding to the collected SOC of Li-ion batteries 
under different values are not regular with SOC values, and there is a one-to-one functional relationship 
between SOC and parameters. Through the obtained parameter values, these parameters are applied to 
process recurrence equation and observation noise equation, which can truly simulate the change of 
current and predict and estimate SOC. The test and analysis are carried out under constant current 
discharge conditions and Beijing bus dynamic stress test (BBDST) conditions respectively, and the SOC 
estimation and error tracking curves of the Li-ion batteries are shown in 0 and Fig.10. 








































(a) SOC estimation under constant current 
conditions 




Figure 9. SOC estimation and error tracking curve 
 
The core part of the improved strategy lies in particle resampling. Through particles continuous 
selection and training, a particle library that meets the threshold is obtained. Through the simulation 
image analysis in Fig.9, it is concluded that from a macro perspective, the HF-UPF algorithm has a good 
filtering effect on tracking the Li-ion batteries SOC. The analysis diagram is 0 (a)(b). Under the constant 
current discharge condition, the algorithm estimation converges rapidly in the initial stage, but as time 
goes by, the improvement strategy has an obvious effect in the application, which is basically stable 
within 2%. Comparing several current traditional SOC estimation methods, it can be seen that the 
improved estimation strategy is more suitable for accurate charge estimation of Li-ion batteries, and it 
also characterizes the superiority of the improved algorithm [46]. Therefore, the optimization algorithms 
are embedded in more complex working conditions for testing, and the generalization of the algorithm 
is analyzed. Obtain the SOC estimation under BBDST conditions, as shown in Figure 10. 
 
 








































(a) SOC estimation under BBDST conditions (b) Error tracking curve under BBDST conditions 
 
Figure 10. SOC estimation and error tracking curve 
 
 
In 0 (a)(b), the EPF algorithm error is within 2% under BBDST condition. The HF-UPF 
algorithm tracking error is basically controlled within 1.5%, the estimation accuracy is high, and the 
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convergence speed is fast. It can effectively improve the influence of the charge and discharge rate, 
temperature and life cycle on the SOC, and has reliable adaptability. According to the state-of-charge 
estimation method proposed in [42], the UKF algorithm combined with PF is used, and the estimation 
error is about 1%, but the high-fidelity battery that prevents overcharge and overdischarge is not 
considered. The particle arrangement rule of the process is relatively common, and the comparison is 
made only by the size of the weight and the threshold. However, the HF-UPF charge tracking error has 
been in a jitter state, and the algorithm itself is more sensitive to the noise influence, and its anti-
interference ability is relatively weaker than the EPF algorithm. However, the EPF algorithm error is 
increasing throughout the process and cannot predict the error trend at the next moment. 
 
4. CONCLUSIONS 
In order to verify the effectiveness of the HF-UPF algorithm proposed in this paper to estimate 
the Li-ion batteries SOC. Through the constructed 2nd-ARTH model parameter identification of Li-ion 
batteries, the identification result shows that the model accuracy is over 99%. Reflects the batteries 
dynamic response effect and can meet the accuracy requirements under actual application conditions. 
Import the identified experimental result data into the SOC estimation algorithm. Compared with the PF 
and EPF algorithms, it is concluded that the HF-UPF algorithm has a good tracking effect and automatic 
convergence ability, which effectively avoids the error accumulation effect. The algorithm converges to 
the true value within a limited sampling period, and basically solves the Ah integral large deviation due 
to measurement interference or inaccurate initial value. The estimation accuracy can reach 98.5%. In 
fact, the PF algorithm is essentially not restricted by system factors, but the EKF and UKF algorithms 
application in the improvement strategy all makes Gaussian assumptions on the system, resulting in the 
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