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Abstract
We are concerned with the discrete boundary value problem
Lx(t) := 3x(t) = f (t, x(t + 1)), t1 t t3 − 1,
x(t1) = 0, x(t2) − x(t2) = 0, x(t3) + 2x(t3) = 0,
and the eigenvalue problem 3x(t) = f (t, x(t + 1)) with the same boundary conditions where t1 < t2 < t3 are distinct integers.
Under various assumptions on f and , we prove the existence of positive solutions of both problems by applying a ﬁxed point
theorem.
© 2006 Elsevier B.V. All rights reserved.
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1. Introduction
In this paper, we are concerned with the existence of positive solutions to the discrete third-order three-point
boundary value problem
3x(t) = f (t, x(t + 1)), t1 t t3 − 1, (1.1)
x(t1) = 0, x(t2) − x(t2) = 0, x(t3) + 2x(t3) = 0, (1.2)
and the eigenvalue problem 3x(t)= f (t, x(t + 1)) with the same boundary conditions. We shall also obtain criteria
which leads to nonexistence of positive solutions. As usual,  denotes the forward difference operator deﬁned by
x(t) = x(t + 1) − x(t),
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and for two integers ab, [a, b] denotes the discrete segment being the set {a, a + 1, · · · , b}. We will assume that
(H1) , 0 and , > 0;
(H2) k := (t1 − t2)(t2 − t3)(t1 − t3) + (t3 − t1)(t1 + t3 − 2t2 − 1)
+ 2[(t1 − t2) + ]> 0;
(H3) t1 < t2 < t3 are distinct integers with
t2 − t1 − 1> t3 − t2;
see Lemma 2.1 and Theorem 2.2.
Positive solutions of third-order nonlinear difference equations with the boundary conditions
x(t1) = x(t2) = 2x(t3) = 0,
are investigated in [1], where t1 < t2 < t3 are distinct integers. In this paper we investigate a similar problem in the
case of boundary conditions (1.2) which are generalizations of those in [1]. The methods discussed here are similar to
earlier works [2,3,5–7,9,11] on continuous and discrete problems.
In Section 2 the Green’s function for the BVP (1.1)–(1.2) is constructed, and conditions on coefﬁcients and bound-
ary points to ensure its positivity is determined. In Section 3 we obtain multiplicity results for this problem. In
Section 4 existence, nonexistence and multiplicity results are given for the BVP with a parameter. In both sections f is
a continuous function on R, Index theory is the main tool to deduce existence results.
2. Green’s function and its positiveness
In this section we determine the Green’s function for the homogenous BVP
3x(t) = 0, t1 t t3 − 1, (2.1)
x(t1) = 0, x(t2) − x(t2) = 0, x(t3) + 2x(t3) = 0, (2.2)
where , 0, , > 0, and determine conditions on the coefﬁcients and boundary points to ensure its positivity.
Lemma 2.1. The number k satisﬁes
k = (t1 − t2)(t2 − t3)(t1 − t3) + (t3 − t1)(t1 + t3 − 2t2 − 1) + 2[(t1 − t2) + ] = 0 (2.3)
if and only if the boundary value problem (2.1)–(2.2) has only the trivial solution.
Proof. A general solution of (2.1) is x(t) = (a/2)t2 + (b − a/2)t + c. The boundary conditions at t1, t2, and t3 lead
to the three equations
a 12 (t
2
1 − t1) + bt1 + c = 0,
a
[
2
t22 −

2
t2 − t2
]
+ b[t2 − ] + c= 0,
a
[ 
2
t23 −

2
t3 + 
]
+ bt3 + c= 0.
The determinant of the coefﬁcients for this system is k. It follows that a =b= c=0 if and only if k = 0.This implies
the given boundary value problem (2.1)–(2.2) has only the trivial solution if and only if k = 0. 
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Lemma 2.2. Assume for k given by (2.3) that k > 0. Then the Green’s function for the homogenous problem (2.1) is
given via
G(t, s) =
⎧⎪⎪⎨
⎪⎪⎩
s ∈ [t1, t2 − 1] :
{
u1(t, s) if ts + 1,
v1(t, s) if ts + 1,
s ∈ [t2 − 1, t3 − 1] :
{
u2(t, s) if ts + 1,
v2(t, s) if ts + 1,
for t ∈ [t1, t3 + 2], s ∈ [t1, t3 − 1], where
u1(t, s) = t − t12 (2s − t − t1 + 3)
+ (t − t1)(t1 − s − 1)(t1 − s − 2)
2k
{[(t2 − t3)(t + t1 − t2 − t3) + 2] − (t + t1 − 2t2 − 1)},
v1(t, s) = (t1 − s − 1)(t1 − s − 2)2k {k + (t − t1)[((t2 − t3)(t + t1 − t2 − t3) + 2)
− (t + t1 − 2t2 − 1)]},
u2(t, s) = t − t12k [(t2 − t1)(t − t2) + (2t2 − t − t1 + 1)][2+ (t3 − s − 1)(t3 − s − 2)],
v2(t, s) = 12 (t − s − 1)(t − s − 2) + u2(t, s).
Theorem 2.1. Assume k > 0. If
, 0, , > 0 and t2 − t1 − 1> t3 − t2
then the Green’s function G(t, s) is positive on (t1, t3 + 2] × [t1, t3 − 1].
Proof. (i) t1 < ts + 1 t2. Here
G(t, s) = u1(t, s) = t − t12 (2s − t − t1 + 3)
+ (t − t1)(t1 − s − 1)(t1 − s − 2)
2k
{[(t2 − t3)(t + t1 − t2 − t3) + 2] − (t + t1 − 2t2 − 1)}.
Since t − t1 > 0, 2s − t − t1 + 3> 0, (t1 − s − 1)(t1 − s − 2)> 0, t + t1 − t2 − t3 < 0 and t + t1 − 2t2 − 1< 0, it
follows that G(t, s)> 0.
(ii) t1s t − 1 t2 − 1. In this case,
G(t, s) = v1(t, s) = (t1 − s − 1)(t1 − s − 2)2k {k + (t − t1)[((t2 − t3)(t + t1 − t2 − t3) + 2)
− (t + t1 − 2t2 − 1)]}.
Since (t1 − s − 1)(t1 − s − 2)> 0, t − t1 > 0, t + t1 − t2 − t30 and t + t1 − 2t2 − 1< 0, the result holds.
(iii) t1s t2 − 1 t − 1 t3 + 1. As in case (ii), G(t, s) = v1(t, s)> 0.
(iv) t1 < t t2s + 1 t3.
G(t, s) = u2(t, s) = t − t12k [(t2 − t1)(t − t2) + (2t2 − t − t1 + 1)][2+ (t3 − s − 1)(t3 − s − 2)]
= t − t1
2k
{(t2 − t)[(t1 − t2) + ] + (t2 − t1 + 1)}[2+ (t3 − s − 1)(t3 − s − 2)].
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Since k is positive, (t1 − t2) + > 0. Thus, G(t, s) is positive.
(v) t2 ts + 1 t3. Then we have
G(t, s) = u2(t, s) = t − t12k [(t2 − t1)(t − t2) + (2t2 − t − t1 + 1)][2+ (t3 − s − 1)(t3 − s − 2)]> 0.
(vi) t2s + 1 t t3 + 2. Then we get
G(t, s) = v2(t, s) = t − t12k [(t2 − t1)(t − t2) + (2t2 − t − t1 + 1)][2+ (t3 − s − 1)(t3 − s − 2)]
+ 1
2
(t − s − 1)(t − s − 2)> 0. 
3. Existence of positive solutions
In this section we consider the nonlinear BVP (1.1)–(1.2), where , , ,  coefﬁcients and t1, t2, t3 boundary points
satisfy the conditions (H1)–(H3). We assume that the function f (t, x) satisﬁes the following condition.
(H4) f : [t1, t3 − 1] × R → R is continuous with respect to x and f (t, x)0 for x ∈ R+, where [t1, t3 − 1] =
{t1, t1 + 1, . . . , t3 − 1} and R+ denotes the set of nonnegative real numbers.
By Theorem 2.2 the inequality
G(t, s)> 0
for t ∈ (t1, t3 + 2], s ∈ [t1, t3 − 1].
Let us set
0<M := maxG(t, s), 0<m := minG(t, s) (3.1)
for t ∈ [t1 + 1, t3 + 2], s ∈ [t1, t3 − 1] and
A1 := max
t∈[t1+1,t3+2]
t3−1∑
s=t1
G(t, s), A2 := min
t∈[t1+1,t3+2]
t3−1∑
s=t1
G(t, s). (3.2)
Let
B= {x : [t1, t3 + 2] → R: x(t1) = 0, x(t2) − x(t2) = 0, x(t3) + 2x(t3) = 0},
with the norm ‖x‖ = max{|x(t)|, t ∈ [t1 + 1, t3 + 2]}, and cone P in B given by
P=
{
x ∈ B: x(t)0, t ∈ [t1 + 1, t3 + 2] and mint∈[t1+1,t3+2]x(t)
m
M
‖x‖
}
.
By Theorem 2.1 solving the BVP (1.1)–(1.2) is equivalent to solving the following summation equation in P:
x(t) =
t3−1∑
s=t1
G(t, s)f (s, x(s + 1)), t ∈ [t1, t3 + 2],
and consequently, it is equivalent to ﬁnding ﬁxed points of the operator : B→ B deﬁned by
x(t) :=
t3−1∑
s=t1
G(t, s)f (s, x(s + 1)), t ∈ [t1, t3 + 2]. (3.3)
An operator (nonlinear, in general) acting in a Banach space is said to be completely continuous if it is continuous
and maps bounded sets into relatively compact sets. From the continuity of f (t, x) in x and G(t, s) it follows that the
operator  deﬁned by (3.3) is completely continuous in B.
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Lemma 3.1. Under the hypotheses (H1)–(H4), the operator  leaves the cone P invariant, i.e., (P ) ⊂ P .
Proof. For all x ∈ P, by the positivity property of Green’s function and (H4), we have from (3.3), x(t)0 for all
t ∈ [t1 + 1, t3 + 2]. Let x ∈ P then
min
t∈[t1+1,t3+2]
x(t)m
t3−1∑
s=t1
f (s, x(s + 1))
 m
M
t3−1∑
s=t1
{
max
t∈[t1+1,t3+2]
G(t, s)
}
f (s, x(s + 1))
 m
M
max
t∈[t1+1,t3+2]
t3−1∑
s=t1
G(t, s)f (s, x(s + 1)) = m
M
‖x‖.
Therefore, x ∈ P. 
We refer to [4,8,10] for a discussion of the ﬁxed point index that we use below. In particular, we will make frequent
use of the following lemma.
Lemma 3.2. LetB be a Banach space, and letP ⊂ B be a cone inB. Assume r > 0 and that: Pr → P is compact
operator such that x = x for x ∈ Pr := {x ∈ P: ‖x‖ = r}. Then the following assertions hold:
(i) If ‖x‖‖x‖, for all x ∈ Pr , then i(,Pr ,P) = 0.
(ii) If ‖x‖‖x‖, for all x ∈ Pr , then i(,Pr , P ) = 1.
Thus, if there exist r1 >r2 > 0 such that condition (i) holds for x ∈ Pr1 and (ii) holds for x ∈ Pr2 (or (ii) and (i)),
then, from the additivity properties of the index, we know that
i(,Pr1 ,P) = i(,Pr1\Int(Pr2),P) + i(,Pr2 ,P).
As a consequence of i(,Pr1\Int(Pr2),P) = 0,  has a ﬁxed point (nonzero) whose norm between r1 and r2.
In the next theorem we also assume the following conditions on f (t, x).
(H5) There exist 0<r <R< + ∞ such that
f (t, x)>
M
m2(t3 − t1)x for all x ∈ [0, r] ∪ [R,+∞] and t ∈ [t1, t3 − 1].
(H6) There exists p> 0 such that
f (t, x)<
p
M(t3 − t1) for all x ∈ [0, p] and t ∈ [t1, t3 − 1].
Theorem 3.1. Assume that conditions (H1)–(H6) are satisﬁed. Then the boundary value problem (1.1)–(1.2) has at
least two positive solutions on [t1 + 1, t3 + 2] satisfying 0< ‖x1‖<p< ‖x2‖.
Proof. Let x ∈ Pr . Since G> 0, from condition (H5) we know that
‖‖ = max
t∈[t1+1,t3+2]
t3−1∑
s=t1
G(t, s)f (s, x(s + 1))
>m
M
m2(t3 − t1)
t3−1∑
s=t1
x(s + 1)
 M
m(t3 − t1)
m
M
‖x‖
t3−1∑
s=t1
1 = ‖x‖.
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If x ∈ PR1 , R1(M/m)R, we have
min
t∈[t1+1,t3+2]
x(t) m
M
‖x‖ = m
M
R1R.
Hence x(s + 1)R, for all s ∈ [t1, t3 − 1]. Therefore, using condition (H5) again, we arrive at the same conclusion.
Now, from (H6), if ‖x‖ = p
‖‖ = max
t∈[t1+1,t3+1]
t3−1∑
s=t1
G(t, s)f (s, x(s + 1))

t3−1∑
s=t1
Mf (s, x(s + 1))< ‖x‖.
Since we can choose r > 0 small enough and R1 sufﬁciently large so that r <p<R1, we assure the existence of two
solutions x1 ∈ Pp\Int(Pr ) and x2 ∈ PR1\Int(Pp). 
Example 3.1. We illustrate Theorem 3.1 with speciﬁc parameter values. Let t1 = 0, t2 = 3, t3 = 4, = 13 , = 2, = 14
and  = 32 ; then k = 1. The corresponding Green’s function for the homogenous problem 3x(t) = 0 satisfying the
boundary conditions (1.2) is given by
G(t, s) =
⎧⎪⎪⎨
⎪⎪⎩
s ∈ [0, 2] :
{
u1(t, s) if ts + 1,
v1(t, s) if ts + 1,
s ∈ [2, 3] :
{
u2(t, s) if ts + 1,
v2(t, s) if ts + 1,
where
u1(t, s) = t12 [13s
2 − ts2 + 51s − 8t − 3st + 44],
v1(t, s) = u1(t, s) + 12 (t − s − 1)(t − s − 2),
u2(t, s) = t28 [11s
2 − ts2 − 55s − 48t + 5st + 528],
v2(t, s) = u2(t, s) + 12 (t − s − 1)(t − s − 2).
Thus, m = minG(t, s) = 3, M = maxG(t, s) = 48 for t ∈ [1, 6], s ∈ [0, 3].
Let r = 11921 , p = 12 , R = 1, let
f (t, x) =
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
5r sin t + 1
6
	 if x ∈ [0, r],
L(x) sin
t + 1
6
	 if x ∈ [r, p],
K(x) sin
t + 1
6
	 if x ∈ [p,R],
5 r + 1
R
x sin
t + 1
6
	 if x ∈ [R,+∞),
where
L(x) = 5
[
1
1922
+ p − x
p − r
(
r − 1
1922
)]
,
K(x) = 5
[
1
1922
+ p − x
p − R
(
r + 1921
1922
)]
.
It is clear that f is continuous and has nonnegative values for x0.
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(H5) For t ∈ [0, 3] and x ∈ [0, r]⋃[R,∞), f (t, x)> 43x. Indeed; for x ∈ [0, r], f (t, x)=5r sin((t+1)/6)	 52 r >
4
3x, for x ∈ [R,∞), f (t, x) = 5((r + 1)/R)x sin((t + 1)/6)	x 52 ((r + 1)/R)x = 96103842x > 43x, for x ∈ [R,∞).(H6)For t ∈ [0, 3] andx ∈ [0, r], f (t, x)<p/192. Indeed; forx ∈ [0, r],f (t, x)=5r sin((t+1)/6)	< 5r <p/192.
For x ∈ [r, p],
f (t, x)5r sin((t + 1)/6)	<p/192.
We conclude from Theorem 3.1 that for these parameter values, (1.1)–(1.2) has at least two positive solutions, x1
and x2 such that 0< ‖x1‖< 12 < ‖x2‖. 
4. Boundary value problem with a parameter
In this section we consider the following BVP with parameter :
3x(t) = f (t, x(t + 1)), t1 t t3 − 1, (4.1)
x(t1) = 0, x(t2) − x(t2) = 0, x(t3) + 2x(t3) = 0. (4.2)
The BVP (4.1)–(4.2) is equivalent to the equation,
x(t) = 
t3−1∑
s=t1
G(t, s)f (s, x(s + 1)), t ∈ [t1, t3 + 2],
where G(t, s) is the Green’s function for the BVP 3x(t) = 0, (4.2). Let P be the cone in B, which are deﬁned in
Section 3. Deﬁne an operator  : B→ B by
x(t) = 
t3−1∑
s=t1
G(t, s)f (s, x(s + 1)), t ∈ [t1, t3 + 2]. (4.3)
Then solving the BVP (4.1)–(4.2) is equivalent to ﬁnding ﬁxed points of inB. is completely continuous and leaves
the cone P invariant for 0.
Deﬁne the nonnegative extended real numbers f0, f 0, f∞ and f∞ by
f0 := = lim inf
x→0+
min
t∈[t1,t3−1]
f (t, x)
x
, f 0 := lim sup
x→0+
max
t∈[t1,t3−1]
f (t, x)
x
,
f∞ := lim inf
x→∞ mint∈[t1,t3−1]
f (t, x)
x
, f∞ := lim sup
x→∞
max
t∈[t1,t3−1]
f (t, x)
x
,
respectively.
Theorem 4.1. If (H1)–(H4) hold and either
(a) M
mA2f0
< < 1
A1f∞ , or
(b) M
mA2f∞ < <
1
A1f 0
is satisﬁed, where M,m,A1 and A2 are given as in (3.1) and (3.2), then the eigenvalue problem (4.1)–(4.2) has at
least one positive solution.
Proof. Assume (a) holds. First we consider f0 <∞. Since
M
mA2f0
< ,
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there is an 
> 0 so that
(f0 − 
) m
M
A21.
Using the deﬁnition of f0, there is a r1 > 0, sufﬁciently small, so that
f0 − 
< min
t∈[t1,t3−1]
f (t, x)
x
for 0<xr1.
It follows that f (t, x)> (f0 − 
)x for 0<xr1, t ∈ [t1, t3 − 1].
Assume that x ∈ Pr1 , then
x(t) = 
t3−1∑
s=t1
G(t, s)f (s, x(s + 1))
> (f0 − 
)
t3−1∑
s=t1
G(t, s)x(s + 1)
(f0 − 
) m
M
‖x‖A2‖x‖.
Next, we consider the case f0 = ∞. Choose K > 0 sufﬁciently large so that
K
m
M
A21.
So there exists r1 > 0 so that f (t, x)>Kx for 0<xr1, t ∈ [t1, t3 − 1].
Assume that x ∈ Pr1 , then
x(t)> K
t3−1∑
s=t1
G(t, s)x(s + 1)K m
M
‖x‖A2‖x‖,
for any t ∈ [t1 + 1, t3 + 2].
Finally, we use assumption
<
1
A1f∞
.
Pick an 
1 > 0 so that
(f∞ + 
1)A11.
Using the deﬁnition of f∞, there is a r > r1 sufﬁciently large, so that
max
t∈[t1,t3−1]
f (t, x)
x
<f∞ + 
1,
for xr .
It follows that f (t, x)< (f∞ + 
1)x for xr , t ∈ [t1, t3 − 1].
We now show that there is a r2r such that if x ∈ Pr2 , then ‖x‖< ‖x‖.
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Pick r2r(M/m)> r1. Now assume x ∈ Pr2 and consider
x(t)< (f∞ + 
1)
t3−1∑
s=t1
G(t, s)x(s + 1)(f∞ + 
1)A1‖x‖‖x‖.
Therefore, by Lemma 3.2,  has a ﬁxed point x with r1 < ‖x‖<r2. This shows that condition (a) yields the existence
of a positive solution of the eigenvalue problem (4.1)–(4.2). This completes the proof of the theorem.
The proof of part (b) is similar. 
Our next results give criteria for the existence of one, more than one, or no positive solutions of the eigenvalue
problem (4.1)–(4.2) in terms of the superlinear or sublinear behaviour of f (t, x). For the next three theorems, in
addition to the assumptions (H1)–(H4) we assume
(H7) f (t, x)> 0 on [t1, t3 − 1] × R+.
Theorem 4.2. If hypotheses (H1)–(H4) and (H7) are satisﬁed, then the following assertions hold:
(a) If f0 = ∞ or f∞ = ∞, then there is a 0 > 0 such that for all 0< 0 the eigenvalue problem (4.1)–(4.2) has a
positive solution.
(b) If f 0 =0 or f∞ =0, then there is a 0 > 0 such that for all 0 the eigenvalue problem (4.1)–(4.2) has a positive
solution.
Proof of Part (a). Let r > 0 be given. From conditions (H4) and (H7) we can deﬁne
L := max{f (t, x) : (t, x) ∈ [t1, t3 − 1] × [0, r]}> 0.
Then if x ∈ Pr , it follows that
x(t)L
t3−1∑
s=t1
G(t, s)LA1.
It follows that we can pick 0 > 0 sufﬁciently small so that for all 0< 0
‖x‖‖x‖
for all x ∈ Pr .
Fix 0. Choose T > 0 sufﬁciently large so that

m
M
TA21.
Since f0 = ∞, there exist s < r such that
min
t∈[t1,t3−1]
f (t, x)
x
>T
for 0<xs. Hence, we have that
f (t, x)>T x for t ∈ [t1, t3 − 1], 0<xs.
Now, let x ∈ Ps . In this case
x(t)> T
t3−1∑
s=t1
G(t, s)x(s + 1)T m
M
‖x‖A2‖x‖
for t ∈ [t1 + 1, t3 + 2]. Hence we have shown that if x ∈ Ps , then ‖x‖‖x‖.
It follows from Lemma 3.2 that the operator  has a ﬁxed point.
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When f∞ = ∞, there is a w>r such that
min
t∈[t1,t3−1]
f (t, x)
x
>T
for x.
It follows that f (t, x)>T x for t ∈ [t1, t3 − 1], x.
Let 0 := (M/m). Next if x ∈ P0 , then we show that ‖x‖> ‖x‖. In fact,
x(t)> T
t3−1∑
s=t1
G(t, s)x(s + 1)T m
M
‖x‖A2‖x‖
for t ∈ [t1 + 1, t3 + 2]. This completes the proof of part (a).
Part (b) holds in an analogous way. 
Similar to the proof of Theorem 4.2 we get the next result.
Theorem 4.3. Under the hypotheses of Theorem 4.2, the following assertions hold.
(a) If f0 = f∞ = ∞, then there is a 0 > 0 such that for all 0< 0 the eigenvalue problem (4.1)–(4.2) has two
positive solutions.
(b) If f 0 = f∞ = 0, then there is a 0 > 0 such that for all 0 the eigenvalue problem (4.1)–(4.2) has two positive
solutions.
Next, we give a nonexistence result.
Theorem 4.4. Under the hypotheses of Theorem 4.2, the following assertions hold.
(a) If there is a constant c > 0 such that f (t, x)cx for x0, then there is a 0 > 0 such that the eigenvalue problem
(4.1)–(4.2) has no positive solutions for 0.
(b) If there is a constant c > 0 such that f (t, x)cx for x0, then there is a 0 > 0 such that the eigenvalue problem
(4.1)–(4.2) has no positive solutions for 0< 0.
Proof of Part (b). Assume there is constant c > 0 such that f (t, x)cx for x0. Assume x(t) is a positive solution
of the eigenvalue problem (4.1)–(4.2).We will show that for  sufﬁciently small and the existence of a positive solution
leads to a contradiction. Since x(t) = x(t) for t ∈ [t1 + 1, t3 + 2],
x(t) = 
t3−1∑
s=t1
G(t, s)f (s, x(s + 1))
c
t3−1∑
s=t1
G(t, s)x(s + 1)c‖x‖
t3−1∑
s=t1
G(t, s)cA1‖x‖
for t ∈ [t1 + 1, t3 + 2]. Pick 0 sufﬁciently small so that for 0< 0,
cA1 < 1,
then we have x(t)< ‖x‖ for t ∈ [t1 + 1, t3 + 2] which is a contradiction. The proof of part (a) is similar. 
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