Abstract
I. Introduction
Probably, the area of linguistics in which the modeling of contextual information has been studied in most depth is that of language interpretation. For instance, it has long been recognized that deictic words such as this and now depend for their interpretation on the context in which they are uttered. Likewise, the interpretation of personal pronouns has long been known to be dependent on the linguistic environment in which they appear. Moreover, it has become clear that very similar kinds of dependence on linguistic context apply to many other phenomena including, among other things, the contextually restricted interpretation of a full Noun Phrase, the determination of the 'comparison set' relevant for the interpretation of a semantically vague predicate, the determination of so-called 'implicit arguments' of words like local and contemporary and, most recently, the phenomenon of presupposition projection. (For references to the literature, see [van Deemter and Odijk, to appear] .) Inspired by this growing body of empirical work, dependence on linguistic context has become the cornerstone of the so-called dynamic theories of meaning (e.g. [Kamp and Reyle 1994] ). These theories characterize the meaning of a sentence as its potential to change one 'information state' into another, and it is this dynamic perspective on which current natural-language interpreting systems are beginning to be based. Thus, contextual interpretation, far from being viewed as an exception, has taken centerstage in the theatre of language interpretation.
The importance of context for language interpretation raises the question in how far context modeling is relevant for natural-language generation (NLG). In this paper. we will show that context modeling is of decisive importance for NLG. What has been said at a given point in the discourse, and the way in which it has been said, help to determine both what can be said afterwards and what is the best way to say it. For example, it seems reasonable to require that each sentence in a discourse contributes novel information. This implies that the sentence contains information that is not already present in the preceding sentences. Furthermore -and this is where the relevance of context for speech comes in -those parts of a sentence that are responsible for novel information are likely to be accented in speech. Thus, both content and form of any utterance are affected by linguistic context.
The first five sections of this paper will explain informally what aspects of linguistic context need to be modeled in order to allow generation of contextually adequate utterances, using the so-called DialYour-Disc (DYD) system as an example. (See ] for a more detailed description of the DYD program and [van Deemter and Odijk, to appear] for more detail on context modeling in DYD.) Then, in section 6, follows a comparison between the computationally motivated Context Model of the DYD system, on the one hand, and a number of context models that have come up in formal semantics and artificial intelligence, on the other.
I. A sketch of the DYD system
The DYD system produces spoken monologues derived from information stored in a database about W.A.Mozart's instrumental compositions. The purpose of the monologue generator is to generate from these data a large variety of coherent texts, including all information required for a correct pronunciation. A generator like this could be part of an electronic shopping system, where users can express their interest in a certain area without being completely specific, and where the system provides information and 'sales talk'. The way in which users can indicate their areas of interest will not be discussed in this paper, which focuses on language and speech generation. A database representation of a recording could be:
KV 309
NUMBER 7 VOLUME 17 DATE 10/1777 -11/1777 PERFORMER Mitsuko Uchida CD 2 SORT piano sonata PLACE London TRACK 4
Our current system could, after a client has shown interest in the composition described by the above database object, come up with the following: 
I. System architecture
An important system requirement is that a large variety of texts can be produced from the same database structures. Presentations are generated on the basis of database information by making use of syntactic sentence templates: structured sentences with variables, i.e., open slots for which expressions can be substituted. These syntactically structured templates indicate how the information provided by a (part of a) database object can be expressed in natural language. The required variety is achieved by having many different templates for the same information and by having a flexible mechanism for combining the generated sentences into texts. In addition, information is available that does not fit in the uniform database format. This is called gossip, and is represented by object-specific templates expressing this information. In the example text in section 2, the mention of Rosine is 'gossip'. The remainder of the presentation has been generated by general templates. A template can be used, in principle, if there is enough information in the database to fill its slots. However, there are extra conditions to guard the well-formedness and effectiveness of presentations. For example, certain points in the discourse are more appropriate for the expression of a certain bit of information. Thus, it is important for the system to maintain a record showing which information has been expressed and when it has been expressed. This record, which is called the Knowledge State, will be part of DYD's Context Model. (For an overview of the different components of DYD's Context Model, see section 6.1.) Many variations of the above presentation are possible. The system can, for instance, start with mentioning the date of composition, or information could be added that contrasts this composition with a previous one. Also, there are various ways to refer to the composition being discussed, for instance by name (K. 309), with a definite noun phrase (the composition), or with a pronoun (it). The appropriateness of a referring expression depends, among others, on the existence and kinds of references to the referred object in previous sentences. This means that it is important to maintain a record of which objects have been introduced in the text, and how and when they have been referred to. This record will be called the Discourse Model, which is also a part of the Context Model. As was mentioned above, templates in our system are structured sentences with slots. A simplified example is given in figure 1. Was / were indicates that a choice must be made, depending on the subject. The labels vp, v0 and pp stand for verb phrase, verb and prepositional phrase, resp. A sentence (ip) is headed by an abstract inflection node (i0), which can contain auxiliary verbs and shows the normal projections in accordance with X-bar Theory.
The slots composition, composer, date are to be filled with structured expressions that contain database information. This is done with other, smaller, templates. The architecture of our system is shown in figure 2. It displays three modules: Generation, Prosody and Speech. Module Generation generates syntax trees on the basis of the database, a collection of templates, and it maintains the Context Model. Module Prosody transforms a syntax tree into a sequence of annotated words, the annotations specifying accents and pauses. Module Speech transforms a sequence of annotated words into a speech signal. In this paper, it is not discussed in detail.
I. Text Generation
It will be discussed here how texts can be generated, concentrating on three aspects: (1) the generation of a text; (2) how to achieve its coherency, and (3) how to achieve the required variation. We will assume that information about K. 32 is stored as follows:
A. Sentence generation
As explained in the previous section, sentences are generated by means of syntactically structured templates. A template indicates how the meaning of a database record can be verbalized. Since there are various ways to verbalize the content of a record, and many ways to group information from different records into one verbalization, this will lead to a large number of possible sentences for conveying the database information. In the examples below we will use the template introduced in figure 1 (repeated in (a)) and a new one (b). For expository convenience, we will represent only the terminals of templates. Variable parts (e.g., <composition>) will be represented between angled brackets.
(1) a <composition> was/were written by <composer> <date> b We will now present information about <composition>.
A sentence can be constructed from a template by filling the variable parts. Example sentences derived from the two templates could be:
(2) a We will now present information about 'Galimathias Musicum'. b K. 32 was written by Mozart in March 1766
The fact that templates are structured objects makes it possible to formulate various conditions on the form of variable parts. In this way, it is possible to avoid the generation of incorrect sentences such as:
(3) a *We will now present information about he. b *It were written by him when Mozart was only ten years old
In the first example the pronoun he is selected to express the composition, but that is wrong in two respects. First, he is not an appropriate pronoun for compositions (but only for persons), and second, in the sentence given its form should be him, not he. In the second sentence, the choice for the finite verb were is incompatible with the singular subject it, and the co-occurrence of him and Mozart suggests that these expressions refer to two different persons, though they actually refer to one and the same person.
Since templates are structured objects, conditions guaranteeing the appropriate choice of pronouns can refer to information contained in these structures (e.g., that he refers to persons and that he is governed by the preposition about). Similarly, it can be read off the syntactic structure that the pronoun it is the singular subject of the second sentence and that therefore the finite verb should be was. The infelicitous choice of him and Mozart is prevented by a more complex condition on the proper sentence-internal distribution of pronouns, proper names and other expressions. This condition is a version of the so-called Binding Theory (see [Chomsky 1981 , Chomsky 1986 ), which is crucially formulated in terms of configurations in syntactic structure.
I. Discourse coherence
Now we are able to use a large variety of sentences to convey the relevant information, but it is as yet unclear which sentences should be used in a given situation. This problem is solved in two steps. First of all, it has to be determined what is going to be said. This is determined during the dialogue, where the user can indicate a preference for less or more elaborate monologues, that is, monologues that express a smaller or a larger set of attributes and relations from the database. This preference is stored in the Dialogue State, a part of the Context Model in which all those properties of the dialogue history are recorded that are relevant for monologue generation.
Secondly, a selection has to be made from all templates in such a way that the text generated conveys all and only the required information. A minimal requirement is that those templates are selected which are able to convey the relevant information. An additional requirement is that, under normal circumstances, the same information is presented not more than once. Furthermore, the form in which this information is presented should vary to avoid stylistic infelicities. These requirements have been incorporated in the text generator, which also has as its task to present the sentences in such a way that the text shows a certain coherence. Information should be grouped into convenient clusters and presented in a natural order. Clustering is achieved by means of the so-called Topic State. For each paragraph of the monologue, the Topic State, which is another part of the Context Model, keeps track of the topic of the paragraph, which is defined as a set of attributes from the (music) database. For example, a paragraph may have 'place and date of performance' as its topic and then only those templates can be used that are associated with the attributes 'date' and 'place'.
We will not deal here with the exact mechanisms of the text generator, but the idea is the following. Each template 'attempts' to get a sentence generated from it into the text. Whether this succeeds depends on the information conveyed by the sentence, which information has been conveyed earlier, and whether the sentence can find a place in a natural grouping of sentences in paragraphs. The method is characterized by the fact that only local conditions on the Context Model and the properties of the current template (in particular: which information does it convey) determine whether a sentence is appropriate at a certain point in the text. As a consequence, no global properties of the text are considered and no explicit planning is involved. For a more detailed description of this approach we refer to [Odijk 1995] .
A too extensive use of the same proper name in a longer text can be avoided by using other anaphoric devices, i.e., expressions which refer to other entities in the context. Natural language provides one with several different anaphoric devices. Well-known examples are various pronouns, such as he, it, his, they, himself, etc. Other examples are definite descriptions, i.e. noun phrases introduced by the definite article the (e.g., the composition, the quodlibet), 'demonstrative descriptions', i.e. noun phrases introduced by the determiners this, that, etc. (e.g., this quodlibet), various 'relational descriptions' (e.g., his sister). Here again, there are strict rules which determine when the use of such a device is appropriate. If no such rules are incorporated in the text generator, it is possible to generate deviant texts such as:
(4) a We will now present information about it. K. 32 was written by him when the composer was only ten years old. b We will now present information about the quodlibet. 'Galimathias Musicum' was written by Mozart when he was only ten years old
In the first text, the pronouns it and him are used without a proper antecedent, and in both sentences the definite descriptions the composer and the quodlibet are also used incorrectly. Thus, it is necessary to formulate rules which guarantee the proper usage of such anaphoric devices. For each type of expression conditions must be formulated which determine their proper use in a text. Apart from pronouns and definite descriptions as discussed above, indefinite expressions and various quantified expressions must be dealt with as well. Plural noun phrases and negation introduce yet other complexities which must be dealt with adequately. In addition, there are various conditions on the 'distance' between an antecedent and an anaphoric device. The determination of the exact formulation of 'distance' is a complex issue (a definition in terms of the number of preceding sentences is in general too simplistic), but such conditions must be incorporated to achieve the appropriate coherence in a text (see [Grosz et al. 1986] , [Dorrepaal 1990] ).
As we have seen in section 3, an important part of the Context Model (see figure 2) is a Discourse Model. Starting with an empty Discourse Model, each candidate sentence adds discourse referents and relevant associated information to this model. For example, the Discourse Model may record that a certain description (e.g., this composition) has occurred as the xth and x+1st word of the yth sentence of paragraph number z of the uth monologue that has occurred during a given user-system interaction. Rules for anaphora establish the antecedents for anaphora, and afterwards it is checked whether the resulting Discourse Model is well-formed (e.g., by checking whether each pronoun has an antecedent, whether definite descriptions have been used appropriately, etc.). If the Discourse Model is found to be well-formed, the candidate sentence can be used as an actual sentence. If not, a different candidate sentence is subjected to examination, etc. We will see that very similar rules, which are also based on the information in the Discourse Model, are used to determine whch words in the sentence are to be accented.
I. Prosody and speech
Generating acceptable speech requires syntactic and semantic information that is hard to extract from unannotated text. In the present setting, however, speech generation is helped by the availability of syntactic and semantic information. When the generation module outputs a sentence, the generated structure contains all the syntactic information that was present in the template from which it results. Moreover, the Discourse Model, as we have seen, contains semantic information about the sentence. In what follows, we will show how both kinds of information are used to solve one of most important problems in the generation of intonationally adequate speech, namely the proper location of pitch accents. The ('prosodic') question of accent location is discussed in section 6.1, while the ('phonetic') question of how accents are realized is discussed in section 6.2.
A. Prosody
What words in a text are to be accented? At least since Halliday's [Halliday 1967 ], students of Germanic languages have known that one factor that must be taken into account to answer this question is information status: in these languages, 'new' information must be stressed. This idea has later been corroborated by experimental research (e.g. [Terken and Nooteboom 1987] ). Existing speech synthesis systems (e.g., Bell Labs' Newspeak program) have capitalized on this insight, by de-stressing all content words that had occurred in the recent past. Yet, these systems are generally judged as still stressing too many words [Hirschberg 1990 ]. Following [van Deemter 1994] , we have made an attempt to improve upon current approaches to accent placement by combining syntactic and semantic information. In particular, we have redefined the contextual notions of givenness and newness in such a way that these notions are properties not of individual words, but of entire phrases. These definitions are then combined with a version of Focus-Accent theory to determine the exact word at which the accent must land. We will first discuss the semantic part of the problem, which may be rephrased as the question of which slot fillers are 'in focus', and then the syntactic part of the problem, which deals with the question of what word in a focussed phrase must be accented. Givenness and newness redefined. In most approaches, a word is considered given if it is either identical to a word that has already occurred, or a slight morphological variation of such a word. However, inspection of the relevant facts suggests strongly that words of very different forms may cause a word to have 'given' status. For example, the word wrote can not only become 'given' due to an occurrence of wrote, write, etc., but also due to an occurrence of the word compose. In addition, givenness is not restricted to individual words. For example, an occurrence of K.32 or of this composition may become 'given', and hence de-stressed (de-accented) due to an earlier reference to K. 32, as when 5a is followed by 5b. Moreover, de-stressing and pronominalization occur in roughly the same environments, namely those in which an expression contains 'given' information. This suggests that both may be viewed as reduction phenomena caused by semantic redundancy. For these and similar reasons it has recently been proposed that theories of anaphora should be used in accent prediction algorithms. The Discourse Model presents itself as a natural candidate to implement this idea, since it contains all the relevant information. In particular, it says, for each referentially used Noun Phrase, whether and where in the discourse the object that it refers to was described earlier. If such an 'antecedent' for an expression is found earlier in the same paragraph, the expression is considered 'given' information (i.e., it is not 'in focus'). If not, it is considered 'new' (i.e., it is 'in focus'). A version of Focus-Accent theory Focus-Accent theory was first conceived by Ladd and others [Ladd 1980] , and later refined by various authors. Our own implementation of Focus-Accent theory adds semantic considerations to Dirksen's syntactic implementation. Interested readers are referred to [Dirksen 1992] and [van Deemter 1994] for specifics. The basic insight of Focus-Accent is the idea that the syntactic structure of a sentence co-determines its 'metrical' structure. Metrical structure is most conveniently represented by binary trees, in which one daughter of each node is marked as strong and the other as weak. Metrical structure determines which leaves of the tree are most suitable to carry an accent on syntactic grounds. Roughly, these are the leaves that can be reached through a path that starts from an expression that is 'in focus', and that does not contain weak nodes. More exactly, if a given major phrase is 'in focus', it is also marked as accented, and so is each strong node that is the daughter of a node that is marked as accented. Accent is realized on those leaves that are marked as accented. However, there may be several obstacles that prevent this from happening. Leaves may end up unaccented in several circumstances. For example, (a) A major phrase is marked -A if it is not in focus.
A leaf x is marked -A if there is a recent occurrence of an expression y which is semantically subsumed by x. (c) A leaf is marked -A if it is lexically marked as unfit to carry an accent that is due to informational status. (Examples: the, a, some prepositions.)
Only the first of these cases will be discussed below. The result of an -A marking is that the so-called Default Accent rule is triggered, which transforms one metrical tree into another:
Default Accent rule: If a strong node n 1 is marked -A, while its weak sister n 2 is not, then the strong/weak labeling of the sisters is reversed: n 1 is now marked weak, and n 2 is marked strong.
Figure 3: Example of a metrical tree
Consider the little piece of discourse in example (5) . In English, it is usually, but not always, the right daughter of a mother node that is strong. Thus, the metrical tree looks as in figure 3 . Assume that the Verb Phrase is 'in focus' and therefore labeled as accented. If semantic factors would not intervene, K. 32 would carry an accent. But since K. 32 is also referred to in the previous sentence of the discourse, K. 32 represents 'given' information (i.e., it is not in focus), and is marked -A. As a result, the Default Accent rule swaps the strong/weak (S/W) labeling between hear and K. 32 before the accented labels are assigned. Consequently, the sentence accent trickles down along a path of strong nodes and ends up on hear.
A. Speech
The Prosody module of the system determines for every word in the monologue whether or not it occurs accented (notation: '+' or no marking), and it determines for every word boundary whether it is accompanied by a major prosodic boundary, a minor prosodic boundary, or by no boundary at all (notation: 'p2' or 'p1' or no marking). For example, the prosodic module may output an enriched sentence such as the following:
(1) This sonata for +violin and +piano p1 was written in +Salzburg p2 in +1735 This prosodically enriched sentence is then passed on to the speech module, whose job it is to 'realize' this abstract structure in sound. Ideally, the speech module consists of two independent parts, one of which takes care of segmental information and the other realizes accenting and phrasing. For present purposes, let us assume that all the segmental information is in place 1 and focus on the suprasegmental information, and especially on accenting. Accents are realized in accordance with the IPO model of Dutch intonation ['t Hart et al. 1990] . This model has been applied to English [Willems et al. 1988] , and this work was used to extract rules for synthesis, which are applied in roughly the following way.
First, the prosodically enriched sentence is transformed into a structure in which the abstract information concerning accenting is 'interpreted' in terms of Rises and Falls. For instance, a sequence of accents is typically represented by a series of so-called 'pointed hats', followed by one 'flat hat', where the 'flat hat' represents the last two accents in the sequence. A 'pointed hat' designates an abrupt Rise in F 0 pitch, immediately followed by an abrupt Fall, whereas a 'flat hat' has an intermediate phase in which pitch remains equal.
Later modules transform this representation into one that is even closer to the physical level, by taking into account that accents are superimposed on a background of pitch declination. Finally, a particular 'speaker' has to be chosen, with its own characteristic pitch range, timbre, etc. It is only at this stage that all the properties of the speech sound have been determined and that the generation of the monologue is finished.
I. Context modeling

A. Context modeling in DYD
The preceding sections have provided a highly informal overview of the way in which spoken monologues are generated in the DYD system and of the various aspects of linguistic context that play a role in the generation process. 
The 'DE' predicate plays the role of (a small part of) DYD's so-called Discourse Model, noting which objects in the database have been referred to in the monologue. This information can be exploited when the second utterance, It is a sonata, is interpreted 'in the context of' c. This example suggests that important parts, and perhaps even all, of DYD's Context Model may be mirrored in the Ist-formalism. The 'lifting rules' inherent in this formalism could then be used to express truths of the following kind:
If c' is a continuation of c then DE (c) ≤ DE(c') and the like. But it is questionable whether anything would be gained by such a rewriting exercise. It may be true that linguistics contexts are contexts 'like any other', but they do have certain peculiarities. In particular, they change during processing: discourse entities are added, objects and expressions move into and out of focus as more and more sentences are generated or interpreted. Although it is not strictly impossible to represent context-change in an extension of the Ist-formalism (see the treatment of question-answering contexts in [BuvaF 1996 ] for an example), this requires drastic extensions which tend to spoil the transparency of the original formalism. 4 A more obvious move is to employ a formalism that is specifically designed to reflect these peculiarities. Examples of such formalisms are Grosz and Sidners's attentional/intentional structure [Grosz and Sidner 1986 ] and Kamp's Discourse Representation Theory (DRT) [Kamp and Reyle 1994] . So this raises the question of whether we might have used one of these formalisms as a backbone for DYD's Context Model. This question will be answered in the negative in the next section, which focuses on DRT.
A. Context Modeling in DRT
It might be thought that Discourse Representation Theory (DRT) could have provided us with the kind of context models we need. It is true that DRT's so-called Discourse Representation Structures (DRSs) were specifically designed to represent the contextual information that is relevant for the interpretation or generation of anaphoric (e.g., pronominal) material in a discourse [Kamp and Reyle 1994] . In the setting of DYD, DRT could take the form of a context model containing a series of sub-DRSs, the first of which contains information extracted from the dialogue that has led up to the selection of the first composition plus the monologue following it, and so on. Thus, the context model that has been built up at the start of the n+1-st monologue could be represented as follows:
CONTEXT where DRS-OF-DIALOGUE i (DRS-OF-MONOLOGUE i ) contains contextual information extracted from the ith dialogue (monologue). However, setting up structures of this kind would have required a tremendous amount of work since generation requires all kinds of information that are neither routinely represented in existing versions of DRT, nor trivial to calculate on the basis of them. For example, DRSs do not normally contain a representation of their subject matter (their 'topic') and it would not be a trivial matter to deduce this information from the truth conditions of the DRS. (This point is argued in [Demolombe and Jones 1995] .) The same is true for the degree of explicitness with which information in a DRS is presented. Furthermore, standard versions of DRT do not contain information about the exact place of occurrence of expressions (as does DYDs discourse structure), nor do they contain information about paragraph structure. Of course, information of all these kinds might be added. The result would be a new, extended version of DRT, which would complicate drastically the formal basis of this theory. 5 Moreover, conventional DRSs (e.g., [Kamp and Reyle 1994] ) contain plenty of semantic information that is not immediately relevant for current (i.e., generative) purposes. In other words, DRSs contain both less and more than what is needed for language generation.
For these reasons, we have designed DYDs Context Model, which might be viewed a new and modest, computationally feasible version of DRT. We are aware that this context model is not nearly as elegant as some of the context models that were discussed in the present section. A certain formal inelegance is hardly a specific property of the DYD system, however, as a brief comparison with other systems (see e.g. [Guenther et al. 1995] ) will soon make clear. 6 Thus, the main point of this paper may be put succinctly by saying that it is difficult to see how the requirements of generation can be reconciled with formal elegance.
