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Linear Algebra for Mueller Calculus
A. Aiello and J.P. Woerdman
Huygens Laboratory, Leiden University
P.O. Box 9504, 2300 RA Leiden, The Netherlands
Abstract
We give a self-contained exposition of some mathematical aspects of the Mueller-Stokes formal-
ism. In the first part we review some basic notions of linear algebra and establish a proper notation.
In the second part we introduce the Mueller-Stokes formalism and derive some useful mathematical
relation between physical quantities. Finally a useful decomposition theorem is reviewed.
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I. INTRODUCTION AND NOTATION
In these notes we have collected some mathematical results that are not easy to find in the
literature. We assume that the reader is already knowledgeable about the Mueller-Stokes
formalism. All the results presented here can be found in the following references:
[ 1 ] R. W. Schmieder, “Stokes-Algebra Formalism”, J. Opt. Soc. Am. 59, 297-302 (1969).
[ 2 ] S. R. Cloude, “Group theory and polarisation algebra”, Optik 75, 26-36 (1986).
[ 3 ] K. Kim, L. Mandel, and E. Wolf, “Relationship between Jones and Mueller matrices for
random media”, J. Opt. Soc. A 4, 433-437 (1987).
[ 4 ] S. R. Cloude, “Conditions for the physical realisability of matrix operators in polarimetry”, in
Polarization Considerations for Optical Systems II, R. A. Chipman ed., Proc. Soc. Photo-
Opt. Instrum. Eng. 1166, 177-185 (1989).
[ 5 ] S. R. Cloude, “Lie Groups in Electromagnetic Wave Propagation and Scattering”, Journal of
Electromagnetic Waves and Applications 6, 947-974 (1992).
[ 6 ] D. G. M. Anderson and R. Barakat, “Necessary and sufficient conditions for a Mueller matrix
to be derivable from a Jones matrix”, J. Opt. Soc. A 11, 2305-2319 (1994).
Different authors use different notations which makes difficult to recognize the same result
appearing on different papers. For this reason we have tried to simplify and unify the
notation by adopting one which seems (at least to us) to be the closest to the physics
(especially the quantum physics) of the problem. For example, we have not adopted the
awkward “optical” notation for the Pauli matrices
σ1 =
1 0
0 −1
 , σ2 =
0 1
1 0
 , σ3 =
0 −i
i 0
 , (1)
but we have adopted the standard “quantum” notation
σ1 =
0 1
1 0
 , σ2 =
0 −i
i 0
 , σ3 =
1 0
0 −1
 . (2)
Of course, as a consequence of this choice, also the Stokes parameters defined in these
notes are different from the standard “optical” one. If with E = Xx + Y y we denote the
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electric field of an homogeneous plane wave propagating along the axis z, then our Stokes
parameters {S0, S1, S2, S3} are defined as
S0 = |X|2 + |Y |2 = I = SBW0 = SH0 ,
S1 = XY
∗ +X∗Y = U = SBW2 = S
H
2 ,
S2 = i(XY
∗ −X∗Y ) = −V = −SBW3 = −SH3 ,
S3 = |X|2 − |Y |2 = Q = SBW1 = −SH1 ,
(3)
where the last three columns display the traditional ({I, Q, U, V }), the “Born-Wolf”1
({SBW0 , SBW1 , SBW2 , SBW3 }), and the “van de Hulst”2 ({SH0 , SH1 , SH2 , SH3 }) definitions of the
Stokes parameters, respectively. It is curious to notice that this change of notation was
already suggested in the sixties [1] but it was unadopted. The last three Stokes parameters
form a Cartesian coordinate system on the Poincare´ sphere (Fig. 1). This change of notation
for the Stokes parameters also causes a change in the definition of the Mueller matrix. For
example, if we write the Stokes vectors in ours and in the “van de Hulst” notation as
~S =

S0
S1
S2
S3
 , ~SH =

SH0
SH1
SH2
SH3
 , (4)
then, from Eq. (3) it is easy to see that ~S and ~SH are related by a unitary matrix Q,
~S = Q~SH, (5)
where
Q =

1 0 0 0
0 0 1 0
0 0 0 −1
0 −1 0 0
 . (6)
Now, let us consider a linear optical process described in the two different notations as
~Sout = M~Sin, ~S
H
out =M
H~SHin. (7)
1 M. Born, E. Wolf, Principles of optics, 7th ed., (Cambridge University Press, Cambridge, 1999).
2 H. C. van de Hulst, Light Scattering by Small Particles, (Dover Publications, Inc., New York, 1981).
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Then, it is easy to calculate
~Sout = Q~S
H
out = QM
H~SHin
= QMHQ−1Q~SHin
=
[
QMHQ−1
]
~Sin
≡ M~Sin,
(8)
from which it follows
M = QMHQ−1. (9)
This is the sought relation between our definition of Mueller matrix, and the optical one.
These notes aim to be, from mathematical point of view, as self-contained as possible; all
formulae are derived, the only omitted derivations are the ones which reduce to an explicit
calculation. For example the formula σ1σ2 = iσ3 cannot be “demonstrated”, it must be
checked by explicit calculation from the definition of the Pauli matrices. However, all the
omitted explicit calculations can be easily done in few seconds with a computer program
like Mathematica.
As we already said, these notes focus on the mathematical aspects of the Mueller formal-
ism, so no emphasis is given to any physical process. For this reason in the first part of this
script we almost exclusively deal with the case of deterministic (or Mueller-Jones) Mueller
matrices which requires the knowledge of the same amount of linear algebra results as the
more general case. However, all formulae derived here can be straightforwardly extended to
the case of non-deterministic Mueller matrices.
A. Notation
A few words about the notation. We use three different kind of indices: Latin, Greek
and Calligraphic. Latin indices i, j, k, . . . run from 0 to 1 and label the components of 2× 2
matrices and 2-D vectors. Greek indices µ, ν, α, . . . run from 0 to 3 and label the components
of 4× 4 matrices and 4-D vectors. Finally, Calligraphic indices A,B, C, . . . run from 0 to 15
and label the components of 16-D vectors. In these notes the Einstein summation convention
is used extensively, that is the sum on repeated indices (Latin, Greek and Calligraphic) is
understood. For example
aµ = Λµνbν ⇔ aµ =
3∑
ν=0
Λµνbν . (10)
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We often use the direct product of two matrices A and B, indicated with the symbol “⊗”:
C = A⊗B. (11)
For this kind of matrix product, the standard convention for the indices is the following:
cik,jl = aijbkl. (12)
It worths to note the order of the indices j and k in both sides of this equation; it will play
an important role in these notes.
II. MATRIX BASES
In this section we study two different ways to represent 2× 2 matrices and the relations
between different representations.
A. The Standard Basis
Let A ∈ C2×2 denotes a 2 × 2 complex-valued matrix defined in terms of its elements
[A]ij ≡ aij, (i, j = 0, 1) as
A =
a00 a01
a10 a11
 . (13)
Any 2× 2 matrix can be put in one-to-one correspondence with a complex 4-vector ~a ∈ C4
by writing
A =
a00 a01
a10 a11
 ≡
a0 a1
a2 a3
 , (14)
where
~a =

a00
a01
a10
a11
 ≡

a0
a1
a2
a3
 . (15)
This rule is very simple and can be easily extended to n× n matrices by defining
aij ≡ ani+j, (16)
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for i, j = 0, . . . , n − 1. This rule is so important that in the remaining part of these notes
we shall refer to as the “Rule”. At this point it is important to notice that when we write
a vector ~a as in Eq. (15), we are implicitly assuming that its components aµ, µ = 0, . . . , 3
are referred to the so-called standard basis in R4, that is
~a = a0

1
0
0
0
 + a1

0
1
0
0
+ a2

0
0
1
0
 + a3

0
0
0
1
 . (17)
Analogously Eq. (14) naturally suggests the possibility to write
A = a0
1 0
0 0
 + a1
0 1
0 0
+ a2
0 0
1 0
+ a3
0 0
0 1

≡ aµǫ(µ), (µ = 0, 1, 2, 3),
(18)
where summation on repeated indices is understood and the basis matrices ǫ(µ) ∈ R2×2 are
defined as
ǫ(0) ≡
1 0
0 0
 , ǫ(1) ≡
0 1
0 0
 , ǫ(2) ≡
0 0
1 0
 , ǫ(3) ≡
0 0
0 1
 . (19)
Then the numbers {aµ}, that we have found by using the Rule Eq.(16), appear to be the
components of the matrix A with respect to the basis {ǫ(µ)}. In order to demonstrate this,
it is necessary to define a norm in the vector space C2×2 of the complex 2 × 2 matrices. It
is possible to introduce a norm in C2×2 by defining the scalar product {A,B} between two
matrices A and B as
{A,B} = Tr{A†B}
= a∗ijbij , (i, j = 0, 1),
(20)
where summation on repeated indices is again understood and A† denotes the Hermitian-
conjugate of A; that is A† = (AT )∗ = (A∗)T , where A∗ and AT are the complex conjugate and
the transpose of A respectively. Moreover, since {A,B}∗ = (a∗ijbij)∗ = aijb∗ij = Tr{B†A}, the
result {A,B}∗ = {B,A} follows. By explicit calculation, one can see that the basis vectors
{ǫ(µ)} are orthonormal with respect to that norm:
{ǫ(µ), ǫ(ν)} = Tr{ǫT(µ)ǫ(ν)}
= δµν ,
(21)
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where µ, ν = 0, . . . , 3 and ǫ†(µ) = ǫ
T
(µ) follows from Eq. (19). Now, having introduced the
norm Eq. (20), it is easy to calculate the components of the matrix A with respect to the
basis {ǫ(µ)} as
{ǫ(µ), A} = {ǫ(µ), aνǫ(ν)}
= aν{ǫ(µ), ǫ(ν)}
= aµ,
(22)
where µ, ν = 0, 1, 2, 3.
Then we have shown that it is possible to associate with any matrix A ∈ C2×2 a vector
~a ∈ C4 and there are two different (but equivalent) ways to calculate ~a: we can either use
the Rule given in Eq. (16)
aµ=2i+j = aij , (i, j = 0, 1), (23)
or calculate explicitly
aµ = {ǫ(µ), A}
= Tr{ǫT(µ)A}, (µ = 0, 1, 2, 3).
(24)
Until now, A was left arbitrary, therefore Eq. (24) holds for any 2 × 2 matrix. If A
coincides with one of the basis matrices ǫ(α), then Eq. (24) gives the components [ǫ(α)]µ
(µ = 0, . . . , 3), of the matrix ǫ(α) with respect to the basis {ǫ(µ)}:
[ǫ(α)]µ = {ǫ(µ), ǫ(α)}
= Tr{ǫT(µ)ǫ(α)}
= δµα,
(25)
where α, µ = 0, 1, 2, 3. Therefore we can build the basis 4-vectors ~e(α) ∈ R4 associated to
the basis matrices ǫ(α) as
~e(α) =

[ǫ(α)]00
[ǫ(α)]01
[ǫ(α)]10
[ǫ(α)]11
 =

[ǫ(α)]0
[ǫ(α)]1
[ǫ(α)]2
[ǫ(α)]3
 =

δ0α
δ1α
δ2α
δ3α
 , (α = 0, 1, 2, 3). (26)
It is trivial to calculate from Eq. (26) that
~e(0) =

1
0
0
0
 , ~e(1) =

0
1
0
0
 , ~e(2) =

0
0
1
0
 , ~e(3) =

0
0
0
1
 ; (27)
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that is {~e(µ)} is simply the standard basis in R4. In summary, we have shown that there is a
one-to-one correspondence between the standard basis {ǫ(µ) ∈ R2×2} and the standard basis
{~e(µ) ∈ R4}.
B. The Pauli Basis
Another basis commonly used in physics is the so called Pauli basis constituted by the
2× 2 identity matrix and the three Pauli matrices. Here we use a normalized version of the
Pauli matrices defined as
σ(0) ≡ 1√
2
1 0
0 1
, σ(1) ≡ 1√
2
0 1
1 0
,
σ(2) ≡ 1√
2
0 −i
i 0
, σ(3) ≡ 1√
2
1 0
0 −1
.
(28)
An explicit calculation shows that they satisfy the following multiplication table:
√
2σ(µ)σ(ν) σ(0) σ(1) σ(2) σ(3)
σ(0) σ(0) σ(1) σ(2) σ(3)
σ(1) σ(1) σ(0) iσ(3) −iσ(2)
σ(2) σ(2) −iσ(3) σ(0) iσ(1)
σ(3) σ(3) iσ(2) −iσ(1) σ(0)
Moreover, again an explicit calculation shows that these matrices are orthonormal with
respect to the norm defined in Eq. (20):
{σ(µ), σ(ν)} = Tr{σ†(µ)σ(ν)}
= δµν ,
(29)
where µ, ν = 0, 1, 2, 3. The Pauli basis is complete; in order to show this we have to calculate
the components [σ(µ)]α of the matrices σ(µ) with respect to the basis {ǫ(µ)} in the way we
learned in the previous subsection (see Eq. (24) with A = σ(µ)):
[σ(µ)]α = {ǫ(α), σ(µ)}
= Tr{ǫT(α)σ(µ)}
≡ Λαµ,
, (30)
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where µ, α = 0, . . . , 3, and in the last line we have defined the 4 × 4 transformation matrix
Λ in terms of its elements [Λ]αµ ≡ Λαµ = Tr{ǫT(α)σ(µ)}. An explicit calculation shows that
Λ =
1√
2

1 0 0 1
0 1 −i 0
0 1 i 0
1 0 0 −1
 , (31)
where Eqs. (19,28) have been used. In the previous subsection we shown how to build the
basis vectors {~e(α)} in R4 associated to the basis matrices {ǫ(α)} in R2×2. Analogously, we
can now build the basis vectors {~s(µ)} in C4 associated to basis matrices {σ(µ)} in C2×2. To
this end, for a given µ we define the four components [~s(µ)]α, (α = 0, . . . , 3) of the vector
~s(µ), as [~s(µ)]α ≡ [σ(µ)]α, that is
~s(µ) ≡

[σ(µ)]0
[σ(µ)]1
[σ(µ)]2
[σ(µ)]3
 =

Λ0µ
Λ1µ
Λ2µ
Λ3µ
 , (32)
where µ = 0, . . . , 3. From Eq. (32) is clear that the µ-th column of the matrix Λ is made
of the components [~s(µ)]α of the 4-vector ~s(µ). Alternatively we can find the vectors ~s(µ) by
using the Rule: [~s(µ)]α=2i+j = [σ(µ)]ij . For example, for µ = 2 we have
σ(2) =
1√
2
0 −i
i 0
 ≡
[~s(2)]0 [~s(2)]1
[~s(2)]2 [~s(2)]3
 , (33)
from which we deduce that
~s(2) =

[~s(2)]0
[~s(2)]1
[~s(2)]2
[~s(2)]3
 =
1√
2

0
−i
i
0
 . (34)
From Eq. (31) it is easy to check by explicit calculation that Λ is unitary, that is Λ†Λ =
ΛΛ† = I4, where I4 is the 4× 4 identity matrix. In terms of the components with respect to
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the basis {ǫ(µ)} the relation I4 = ΛΛ† becomes
δαβ =
3∑
µ=0
ΛαµΛ
†
µβ
=
3∑
µ=0
ΛαµΛ
∗
βµ
=
3∑
µ=0
[σ(µ)]α[σ
∗
(µ)]β.
(35)
The first and the last line of Eq. (35) give us the completeness relation (also called resolution
of the identity) we are seeking:
3∑
µ=0
[σ(µ)]α[σ
∗
(µ)]β = δαβ . (36)
By using Eq. (30) this relation can be written in less involved form as
3∑
µ=0
[σ(µ)]α[σ
∗
(µ)]β =
3∑
µ=0
{ǫ(α), σ(µ)}{σ(µ), ǫ(β)}
= {ǫ(α), ǫ(β)}
= δαβ ,
(37)
which is easier to understand. It is useful for later purposes to write the completeness
relation in terms of the “Latin” matrix elements [σ(µ)]ij , (i, j = 0, 1). To this end we first
associate the four indices i, j, k, l = 0, 1 to the two indices α, β = 0, . . . , 3, by using the Rule:
α = 2i+ j,
β = 2k + l.
(38)
Then, after noticing that δαβ = δ2i+j,2k+l = δikδjl, we rewrite Eq. (36) as
3∑
µ=0
[σ(µ)]ij [σ
∗
(µ)]kl = δikδjl. (39)
From the definition in Eq. (30), it is obvious that Λ is the matrix that performs the change
from the Pauli basis {σ(µ)} to the standard basis {ǫ(µ)}:
σ(µ) = ǫ(ν)Λνµ
ǫ(ν) = σ(µ)Λ
†
µν ,
(40)
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where µ, ν = 0, . . . , 3 and summation on repeated indices is understood. Previously we
learned that to any matrix corresponds a vector, therefore the matrix Λ also performs
the change from the basis {~s(µ)} to the standard basis {~e(µ)}. In fact, since by definition
[~s(µ)]α = [σ(µ)]α = Λαµ, then
~s(µ) = ~e(α)[~s(µ)]α = ~e(α)Λαµ, (41)
where α, µ = 0, . . . , 3. This relation can be written in fully matrix form by noticing that if
U denotes the unitary transformation between the two basis: ~s(µ) = U~e(µ), then it follows
that Uαµ ≡ (~e(α), U~e(µ)) = (~e(α), ~s(µ)) = Λαµ, where the parentheses symbol (~u,~v) indicates
the ordinary Euclidean scalar product in Cn
(~u,~v) =
n−1∑
α=0
u∗αvα. (42)
So we have found that U = Λ and, therefore,
~s(µ) = Λ~e(µ). (43)
III. THE MUELLER FORMALISM
Let us consider a doublets of stochastic variables,
E =
E0
E1
 , (44)
which transform under the action of a deterministic optical device, as
E→ E′ = TE, (45)
where the 2 × 2 complex-valued transformation matrix T is known as the Jones matrix
representing the optical device. We do not make any hypothesis on the nature of the matrix
T , it can be arbitrary. The quantities E0, E1 in Eq. (44) are complex random variables
described by a given ensemble. Starting from E0, E1 we can build the covariance matrix (or
polarization matrix) J ∈ C2×2 whose elements are defined as
Jij = 〈EiE∗j 〉 (i, j = 0, 1), (46)
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where 〈·〉 denotes the ensemble average. Note that this average has nothing to do with any
random medium, at this stage we are just considering two components of the electromagnetic
field as two stochastic variables. By definition, J is Hermitian and nonnegative (or, positive
semidefinite), that is (x, Jx) ≥ 0, ∀x ∈ C2:
(x, Jx) = x∗iJijxj
= x∗i 〈EiE∗j 〉xj
= 〈x∗iEiE∗j xj〉
= 〈(x∗iEi)(x∗jEj)∗〉
= 〈|x∗iEi|2〉
= 〈|(x,E)|2〉 ≥ 0,
(47)
where i, j = 0, 1 and summation on repeated indices is understood. Moreover, in the third
line of Eq. (47) we have exploited the fact that, by hypothesis, the vector components xi
are deterministic variables and, therefore, are not affected by the ensemble average.
As any other 2× 2 matrix, J can be written in the basis {σ(µ)} as
J = Sµσ(µ) (µ = 0, . . . , 3), (48)
where the components Sµ = Tr{σ(µ)J} of the 4-vector ~S are known as the Stokes parameters
of the field. Explicitly
J =
1√
2
S0 + S3 S1 − iS2
S1 + iS2 S0 − S3
 . (49)
Form the formula above we see that
TrJ =
√
2S0, (50)
while from the definition Eq. (46) we have
TrJ = 〈|E0|2〉+ 〈|E1|2〉 ≡ I, (51)
where with I we denoted the total intensity of the beam. By equating Eq. (50) with Eq.
(51) we obtain our definiton of S0:
S0 =
I√
2
. (52)
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Under the transformation T , the polarization matrix J transform as J → J ′ where, by
definition,
J ′ij = 〈E ′iE ′j∗〉
= Tik〈EkEl∗〉T ∗jl
= TikJklT
†
lj ,
(53)
or, in matrix form,
J ′ = TJT †. (54)
From Eq. (54) is clear that the transformed coherency matrix J ′ is still Hermitian and non-
negative. In correspondence to the transformation J → J ′, the Stokes parameters transform
as Sµ → S ′µ where, by definition,
S ′µ = Tr{σ(µ)J ′}
= Tr{σ(µ)TJT †}
= Tr{σ(µ)TSνσ(ν)T †}
= Tr{σ(µ)Tσ(ν)T †}Sν
≡ MµνSν ,
(55)
where Eq. (48) has been used in the third line and we have defined the 4×4 Mueller matrix
M as
Mµν = Tr
{
σ(µ)Tσ(ν)T
†}
=
{
σ(µ), Tσ(ν)T
†} , (56)
where µ, ν = 0, . . . , 3. It is easy to see that M has real elements:
M∗µν =
{
σ(µ), Tσ(ν)T
†}∗
=
{
Tσ(ν)T
†, σ(µ)
}
= Tr
{
Tσ(ν)T
†σ(µ)
}
= Tr
{
σ(µ)Tσ(ν)T
†}
= Mµν ,
(57)
where the cyclic property of the trace: Tr{AB} = Tr{BA} has been used. En passant
we may note that if we write the Jones matrix T in the Pauli basis as T = cασ(α), where
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cα = Tr{σ(α)T}, then Eq. (56) can be written as
Mµν = Tr
{
σ(µ)Tσ(ν)T
†}
= cβc
∗
αTr
{
σ(µ)σ(β)σ(ν)σ(α)
}
≡ CβαTr
{
σ(α)σ(µ)σ(β)σ(ν)
}
≡ Cβα[Γ(µν)]αβ
= Tr
{
CΓ(µν)
}
,
(58)
where the cyclic property of the trace has been used and we have defined the coherency
matrix C : Cβα ≡ cβc∗α and the 16 matrices {Γ(µν)} : [Γ(µν)]αβ ≡ Tr
{
σ(α)σ(µ)σ(β)σ(ν)
}
. In
the remaining part of these notes we shall derive again the result in Eq. (58) in two other
different ways which are perhaps more complex but also more physically clear.
Note that from Eq. (56) it follows
M00 = Tr
{
σ(0)Tσ(0)T
†} = 1
2
Tr
{
TT †
}
, (59)
therefore, when T is unitary Tr
{
TT †
}
= Tr {I2} = 2, which implies
M00 = 1. (60)
This is then the “natural” normalization of M .
A. From the M matrix to the H matrix
The Mueller matrix M has not, in general, any particular symmetry property. However
it is possible to extract from it an Hermitian matrix H in the way we are going to show.
Let us start by writing M in component form as
Mµν = Tr
{
σ(µ)Tσ(ν)T
†}
= [σ(µ)]mnTnp[σ(ν)]pqT
†
qm
= TnpT
∗
mq[σ(µ)]mn[σ(ν)]pq
= (T ⊗ T ∗)nm,pq[σ(µ)]mn[σ(ν)]pq
≡ Fnm,pq[σ(µ)]mn[σ(ν)]pq
(61)
where we have defined the matrix F ∈ C4×4 as
F ≡ T ⊗ T ∗, (62)
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which contains all the information about the scattering process. From Eq. (62) it is clear
that F is not Hermitian, however, we can extract out of it the Hermitian matrix H by doing
a partial exchange of the rows (Per[ ]) defined in the following way:
H = Per[F ] ⇔ Hnp,mq = Fnm,pq, (63)
where the indices p andm have been exchanged. This definition clearly requires the matrices
H and F to be written with four indices, as if they were generated by a direct product of
two 2 × 2 matrices; see, e.g., Eqs. (11-12). However, this is unnecessary; actually after a
careful examination of Eq. (63) one can easily convince himself (or herself) that the effect
of the “Per[ ]” operation on an arbitrary 4 × 4 matrix can be written explicitly in matrix
form as
Per


a0 b0 c0 d0
a1 b1 c1 d1
a2 b2 c2 d2
a3 b3 c3 d3

 =

a0 b0 a1 b1
c0 d0 c1 d1
a2 b2 a3 b3
c2 d2 c3 d3
 . (64)
This equation can be considered as a definition of the Per[ ] operation alternative to the one
given in Eq. (63). The advantage of Eq. (64) with respect to Eq. (63) is that it does not
require the 4× 4 matrix to be written as the direct product of two 2× 2 sub-matrices, but
it is applicable to arbitrary matrices.
The matrix H is Hermitian: this can be easily seen by first writing explicitly F in terms
of the components Tij of T
F =

T00T
∗
00 T00T
∗
01 T01T
∗
00 T01T
∗
01
T00T
∗
10 T00T
∗
11 T01T
∗
10 T01T
∗
11
T10T
∗
00 T10T
∗
01 T11T
∗
00 T11T
∗
01
T10T
∗
10 T10T
∗
11 T11T
∗
10 T11T
∗
11
 , (65)
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and then by applying the Per[ ] operation to F to obtain H :
H = Per[F ]
=

T00T
∗
00 T00T
∗
01 T00T
∗
10 T00T
∗
11
T01T
∗
00 T01T
∗
01 T01T
∗
10 T01T
∗
11
T10T
∗
00 T10T
∗
01 T10T
∗
10 T10T
∗
11
T11T
∗
00 T11T
∗
01 T11T
∗
10 T11T
∗
11

=

T00
T01
T10
T11

(
T ∗00 T
∗
01 T
∗
10 T
∗
11
)
= ~h~h†,
(66)
where the diad ~h~h† is written in terms of the 4-vector ~h defined as
~h =

T00
T01
T10
T11
 , (67)
which is just the 4-vector representing T in the basis {ǫ(µ)}:
T = hµǫ(µ). (68)
Then, by using Eqs. (66-67) we can write H in component form as
Hµν = hµh
∗
ν , (69)
from which its Hermitian character is evident. Finally, by combining Eq. (62) and (68) we
get
F = hµǫ(µ) ⊗ h∗νǫ(ν)
= hµh
∗
νǫ(µ) ⊗ ǫ(ν)
≡ Hµνǫ(µ) ⊗ ǫ(ν),
(70)
which shows that H is just the representation of F in the basis {ǫ(µ) ⊗ ǫ(ν)}.
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Now we can continue the calculation of Mµν by inserting Eq. (62) in Eq. (61) obtaining
Mµν = [σ(µ)]mn(T ⊗ T ∗)nm,pq[σ(ν)]pq
= [σ∗(µ)]nm(T ⊗ T ∗)nm,pq[σ(ν)]pq
= [σ∗(µ)]α(T ⊗ T ∗)αβ [σ(ν)]β ,
(71)
where in the second line we exploited the fact that the Pauli matrices are Hermitian, so
[σ(µ)]mn = [σ
∗
(µ)]nm, and in the last line we used the Rule to define α = 2n+m and β = 2p+q.
But since [σ(µ)]α = Λαµ, then
Mµν = Λ
∗
αµ(T ⊗ T ∗)αβΛβµ
= Λ†µα(T ⊗ T ∗)αβΛβµ
= [Λ†(T ⊗ T ∗)Λ]µν ,
(72)
or, in matrix form
M = Λ†(T ⊗ T ∗)Λ. (73)
This formula is particular relevant because it permits us to define the matrix F even when
the Mueller matrix is nondeterministic or, equivalently, when is not a Mueller-Jones matrix.
In fact, by rewriting Eq. (73) as
M = Λ†FΛ, (74)
it is clear that we can invert it and define, in the general case
F ≡ ΛMΛ†. (75)
In the same spirit we can define H in the general case by starting from the last line of the
Eq. (61) which can be rewritten with the help of the Eq. (63) as
Mµν = Hnp,mq[σ(µ)]mn[σ(ν)]pq
= Hnp,mq[σ(µ)]mn[σ
∗
(ν)]qp
= Hnp,mq[σ(µ) ⊗ σ∗(ν)]mq,np
= Hαβ [σ(µ) ⊗ σ∗(ν)]βα
= Tr
{
H(σ(µ) ⊗ σ∗(ν))
}
,
(76)
where we used the Rule to define α = 2n + p and β = 2m + q. It is simple to invert this
equation by using the completeness relation Eq. (39) that here we rewrite
3∑
µ=0
[σ(µ)]ij [σ
∗
(µ)]kl = δikδjl. (77)
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Then, by multiplying both sides of Eq. (76) per [σ∗(µ)]ki[σ
∗
(ν)]jl and summing on µ and ν, we
obtain
Mµν [σ
∗
(µ)]ki[σ
∗
(ν)]jl = Hnp,mq[σ(µ)]mn[σ(µ)]
∗
ki[σ(ν)]pq[σ(ν)]
∗
jl
= Hnp,mqδmkδniδpjδql
= Hij,kl,
(78)
which is the desired result. This equation can be put in matrix form by noticing that
[σ∗(µ)]ki[σ
∗
(ν)]jl = [σ(µ)]ik[σ
∗
(ν)]jl
= (σ(µ) ⊗ σ∗(ν))ij,kl,
(79)
which permits us to write
Hij,kl =Mµν(σ(µ) ⊗ σ∗(ν))ij,kl. (80)
This formula is not very appealing because it contains both Latin indices which run from 0
to 1, and Greek indices which run from 0 to 3. This problem can be solved by using again
the Rule to define α = 2i+ j and β = 2k + l. Finally, we can rewrite Eq. (80) as
Hαβ =Mµν(σ(µ) ⊗ σ∗(ν))αβ , (81)
or, in matrix form
H =
0,3∑
µ,ν
Mµν(σ(µ) ⊗ σ∗(ν)). (82)
We can consider this formula as the definition of H for arbitrary M .
B. The Coherency matrix C
The relation between H and M is linear but quite involved, as can be seen by writing
explicitly H in terms of the components Mµν of M :
H00 =
1
2
(M00 +M03 +M30 +M33) ,
H01 =
1
2
(M01 +M31 + iM02 + iM32) ,
H02 =
1
2
(M10 +M13 − iM20 − iM23) ,
H03 =
1
2
(M11 +M22 + iM12 − iM21) ,
(83)
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H10 =
1
2
(M01 +M31 − iM02 − iM32) ,
H11 =
1
2
(M00 −M03 +M30 −M33) ,
H12 =
1
2
(M11 −M22 − iM12 − iM21) ,
H13 =
1
2
(M10 −M13 − iM20 + iM23) ,
(84)
H20 =
1
2
(M10 +M13 + iM20 + iM23) ,
H21 =
1
2
(M11 −M22 + iM12 + iM21) ,
H22 =
1
2
(M00 +M03 −M30 −M33) ,
H23 =
1
2
(M01 −M31 + iM02 − iM32) ,
(85)
H30 =
1
2
(M11 +M22 − iM12 + iM21) ,
H31 =
1
2
(M10 −M13 + iM20 − iM23) ,
H32 =
1
2
(M01 −M31 − iM02 + iM32) ,
H33 =
1
2
(M00 −M03 −M30 +M33) .
(86)
From this formula we see that
Tr{H} = 2M00. (87)
If we choose the “natural” normalization M00 = 1, it follows Tr{H} = 2. The matrix H is
not the only Hermitian matrix we can extract from M , actually there are infinitely many
Hermitian matrices generated by M which differ from H by a unitary transformation. A
particularly relevant Hermitian matrix is the Coherency matrix C defined as the represen-
tation of F in the basis {σ(µ) ⊗ σ∗(µ)}. In order to find this representation, let us first write
the transformation matrix T in both the bases {σ(µ)} and {ǫ(µ)} as
T = cµσ(µ) = hµǫ(µ), (µ = 0, 1, 2, 3), (88)
and then let us calculate
F = T ⊗ T ∗
= cµσ(µ) ⊗ c∗νσ∗(ν)
= cµc
∗
νσ(µ) ⊗ σ∗(ν)
≡ Cµνσ(µ) ⊗ σ∗(ν),
(89)
where we have defined the coherency matrix elements as
Cµν ≡ cµc∗ν , (µ, ν = 0, 1, 2, 3). (90)
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By comparing Eq. (70) with Eq. (89) it appears evident that C and H are different
representations of the same matrix F , with respect to different bases. Therefore they must
be related by a unitary transformation: we want to find it. To this end, let us recall that
if A is an arbitrary 2 × 2 matrix in C2 which can be represented in the two different bases
{ǫ(µ)} and {σ(µ)} as
A = aµǫ(µ) = bµσ(µ), (µ = 0, 1, 2, 3), (91)
then the expansion coefficients aµ and bµ are related by the change of basis matrix Λ as
aµ = {ǫ(µ), A}
= {ǫ(µ), bνσ(ν)}
= {ǫ(µ), σ(ν)}bν
= Λµνbν ,
(92)
or, in more compact form,
~a = Λ~b. (93)
In our specific case we find, by using Eq. (40),
F = Cµνσ(µ) ⊗ σ∗(ν)
= Cµνǫ(α)Λαµ ⊗ ǫ(β)Λ∗βν
= ΛαµCµνΛ
†
νβǫ(α) ⊗ ǫ(β)
= [ΛCΛ†]αβǫ(α) ⊗ ǫ(β).
(94)
The comparison of Eq. (70) with Eq. (94) reveals that
H = ΛCΛ†. (95)
Finally, we can combine the results in Eq. (82) and (95) to obtain the sought relation
between H , C and M :
C = Λ†HΛ
=
0,3∑
µ,ν
MµνΛ
†(σ(µ) ⊗ σ∗(ν))Λ
≡
0,3∑
µ,ν
MµνΓ(µν),
(96)
where we have defined the 16 Hermitian matrices {Γ(µν)} as
Γ(µν) ≡ Λ†(σ(µ) ⊗ σ∗(ν))Λ. (97)
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Note that since the Pauli basis is complete in C2×2, the direct products {σ(µ) ⊗ σ∗(ν)} form
a complete basis in C4×4. Moreover, since Λ is unitary, the matrices σ(µ) ⊗ σ∗(ν) and Γ(µν)
are equivalent, therefore the 16 matrices {Γ(µν)} form a complete basis in C4×4. From the
matrix rule
(A⊗B)† = A† ⊗B†, (98)
and the definition Eq. (97), it follows that the matrices {Γ(µν)} are Hermitian. Moreover,
with the help of the general matrix rules
Tr{A}Tr{B} = Tr{A⊗ B}, (99)
and
(A⊗ B) (C ⊗D) = AC ⊗ BD, (100)
we can show that the matrices Γ(µν) are also orthonormal:
Tr{Γ(µν)Γ(αβ)} = Tr{Λ†(σ(µ) ⊗ σ∗(ν))ΛΛ†(σ(α) ⊗ σ∗(β))Λ}
= Tr{Λ†(σ(µ) ⊗ σ∗(ν))(σ(α) ⊗ σ∗(β))Λ}
= Tr{ΛΛ†(σ(µ)σ(α) ⊗ σ∗(ν)σ∗(β))}
= Tr{σ(µ)σ(α) ⊗ σ∗(ν)σ∗(β)}
= Tr{σ(µ)σ(α)}Tr{σ∗(ν)σ∗(β)}
= δµαδνβ,
(101)
where ΛΛ† = I4 and the cyclic property of the trace have been used.
Now we use Eq. (101) to invert Eq. (96) and express M as function of C. By multiplying
both members of Eq. (96) by Γ(αβ) and by tacking the trace, we obtain
Tr{Γ(αβ)C} =
0,3∑
µ,ν
MµνTr{Γ(αβ)Γ(µν)}
=
0,3∑
µ,ν
Mµνδµαδνβ
= Mαβ ,
(102)
that is
Mµν = Tr{Γ(µν)C}. (103)
The Eqs. (96) and (103) can be put in a more compact form by using the Rule for n = 4:
(µν)→ 4µ+ ν ≡ A ∈ {0, . . . , 15}. (104)
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Then we can rewrite
C =
15∑
A=0
Γ(A)mA, (105)
where
mA = Tr{Γ(A)C}, (106)
and where
~m =

M0
...
M15
 , (107)
is the 16-vector associated to the matrix M in the basis {Γ(A)}.
We conclude this section by writing explicitly the relation between the matrix elements
of C and M . An explicit calculation shows that if C is written as
C =

a0 + a c− id h+ ig i− ij
c+ id b0 + b e + if k − il
h− ig e− if b0 − b m+ in
i+ ij k + il m− in a0 − a
 , (108)
then M has the following form:
M =

a0 + b0 c+ n h + l i+ f
c− n a+ b e + j k + g
h− l e− j a− b m+ d
i− f k − g m− d a0 − b0
 . (109)
C. Alternative version
In the literature can be found another method, more geometrical, to find the matrices
Γ(µν) and the result shown in Eq. (103). In this subsection we expose that method.
Let X, Y two matrices in C2×2 and let us consider their product Z = XY . With ~x, ~y and
~z we denote the 4-vectors associated to X, Y and Z respectively, with respect to the Pauli
basis:
X = xµσ(µ) ⇒ xµ = Tr{σ(µ)X},
Y = yµσ(µ) ⇒ yµ = Tr{σ(µ)Y },
Z = zµσ(µ) ⇒ zµ = Tr{σ(µ)Z},
(110)
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where µ = 0, . . . , 3 and summation on repeated indices is understood. We want to find a
formula which expresses ~z as a function of ~x and ~y. To this end let us write
zµ = Tr{σ(µ)Z}
= Tr{σ(µ)XY }
= xαyβTr{σ(µ)σ(α)σ(β)}
≡ xαyβ[Υ(µ)]αβ ,
(111)
where we have defined the four matrices Υ(µ) ∈ C4×4 as
[Υ(µ)]αβ ≡ Tr{σ(µ)σ(α)σ(β)}. (112)
Then we can rewrite Eq. (111) in a compact form as
zµ = (~x
∗,Υ(µ)~y). (113)
Let us notice that because of the cyclic property of the trace
Tr{σ(µ)σ(α)σ(β)} = Tr{σ(β)σ(µ)σ(α)} = Tr{σ(α)σ(β)σ(µ)}, (114)
we can write
[Υ(µ)]αβ = [Υ(β)]µα = [Υ(α)]βµ. (115)
We shall exploit this property in a moment. Now, let us consider the special case in which
Y = σ(ν) ⇒ yβ = δβν . Then, from Eq. (113) follows that
zµ = xα[Υ(µ)]αν
= [Υ(ν)]µαxα
= [Υ(ν)~x]µ,
(116)
where Eq. (115) has been used. Another special case is the transposed one, that is when
X = σ(γ) ⇒ xα = δαγ and
zµ = [Υ(µ)]γβyβ
= [Υ(γ)]βµyβ
= [ΥT(γ)~y]µ.
(117)
The previous results can be summarized as follows:
Z = Xσ(ν) ⇒ ~z = Υ(ν)~x
Z = σ(µ)Y ⇒ ~z = ΥT(µ)~y.
(118)
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Now we are equipped to consider the last, most complicated case Z = σ(µ)Tσ(ν), where
T = cασ(α) is a given 2× 2 matrix associated to the vector ~c, where
~c =

c0
c1
c2
c3
 . (119)
Then, by putting Y = Tσ(ν) ⇒ ~y = Υ(ν)~c, it is easy to see that
~z = ΥT(µ)~y
= ΥT(µ)Υ(ν)~c,
(120)
where Eqs. (118) have been used. To summarize, we can write
σ(µ)Tσ(ν)
.
= ΥT(µ)Υ(ν)~c
≡ Γ(µν)~c,
(121)
where we have defined the 16 matrices Γ(µν) ∈ C4×4 as
Γ(µν) ≡ ΥT(µ)Υ(ν), (122)
and the symbol “
.
=” stands for “is represented by”.
Now we want to use these equations to calculate the matrix elements Mµν of the Mueller
matrix, by using Eq. (61) that here we rewrite:
Mµν = Tr
{
T †σ(µ)Tσ(ν)
}
. (123)
Before doing that, notice that if T = cασ(α)
.
= ~c then T † = c∗ασ(α)
.
= ~c∗; and notice that if
A
.
= ~a and B
.
= ~b, then
{A,B} = Tr{A†B}
= a∗µbνTr
{
σ(µ)σ(ν)
}
= a∗µbµ
= (~a,~b).
(124)
Finally, from Eqs. (121-124) it follows straightforwardly that
Mµν = Tr
{
T †σ(µ)Tσ(ν)
}
= (~c,Γ(µν)~c)
= cβc
∗
α[Γ(µν)]αβ
≡ Cβα[Γ(µν)]αβ
= Tr
{
CΓ(µν)
}
,
(125)
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which coincides with the result found in Eq. (103). To complete the calculation we have
to demonstrate that the {Γ(µν)} matrices found in Eq. (122) coincide with the ones found
in Eq. (97). To this end we calculate the matrix elements in both cases and then compare
them. Let us start from Eq. (122) to write
[Γ(µν)]αβ =
3∑
γ=0
[ΥT(µ)]αγ[Υ(ν)]γβ
=
3∑
γ=0
Tr{σ(µ)σ(γ)σ(α)}Tr{σ(ν)σ(γ)σ(β)}
=
3∑
γ=0
[σ(µ)]ij [σ(γ)]jk[σ(α)]ki[σ(ν)]lm[σ(γ)]mn[σ(β)]nl
=
(
3∑
γ=0
[σ(γ)]jk[σ(γ)]mn
)
[σ(µ)]ij[σ(α)]ki[σ(ν)]lm[σ(β)]nl.
(126)
From the completeness Eq. (39) we know that
3∑
γ=0
[σ(γ)]jk[σ(γ)]mn =
3∑
γ=0
[σ(γ)]jk[σ
∗
(γ)]nm
= δjnδkm,
(127)
so that Eq. (122) becomes
[Γ(µν)]αβ = δjnδkm[σ(µ)]ij [σ(α)]ki[σ(ν)]lm[σ(β)]nl
= [σ(µ)]ij[σ(α)]ki[σ(ν)]lk[σ(β)]jl
= [σ(α)]ki[σ(µ)]ij [σ(β)]jl[σ(ν)]lk
= Tr{σ(α)σ(µ)σ(β)σ(ν)}.
(128)
The equality
[ΥT(µ)Υ(ν)]αβ = Tr{σ(α)σ(µ)σ(β)σ(ν)}, (129)
can be also easily checked by explicit calculation. Now we repeat the calculation of [Γ(µν)]αβ
starting from Eq. (97):
[Γ(µν)]αβ = [Λ
†(σ(µ) ⊗ σ∗(ν))Λ]αβ
= [Λ∗]γα[σ(µ) ⊗ σ∗(ν)]γε[Λ]εβ
= [σ∗(α)]γ[σ(µ) ⊗ σ∗(ν)]γε[σ(β)]ε,
(130)
where we have used Eq. (30) in the last line. Now we use the Rule to pass from the dummy
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4-D Greek indices to the dummy 2-D Latin indices and write
[Γ(µν)]αβ = [σ
∗
(α)]ik[σ(µ) ⊗ σ∗(ν)]ik,jl[σ(β)]jl
= [σ∗(α)]ik[σ(µ)]ij [σ
∗
(ν)]kl[σ(β)]jl
= [σ(α)]ki[σ(µ)]ij [σ(β)]jl[σ(ν)]lk
= Tr{σ(α)σ(µ)σ(β)σ(ν)}.
(131)
This complete our demonstration.
Let us conclude this subsection by calculating explicitly the 4 matrices {Υ(µ)}. First of
all we notice that in the case in which one of the indices is zero, then we have
[Υ(0)]αβ =
1√
2
Tr
{
σ(α)σ(β)
}
=
1√
2
δαβ ,
[Υ(µ)]0β =
1√
2
Tr
{
σ(µ)σ(β)
}
=
1√
2
δµβ ,
[Υ(µ)]α0 =
1√
2
Tr
{
σ(µ)σ(α)
}
=
1√
2
δµα.
(132)
In the case in which all indices are different from zero, we use the following well known
property of the Pauli matrices
σ(i)σ(j) =
1√
2
(
δijσ(0) + iεijlσ(l)
)
, (133)
where i, j, l = 1, 2, 3 and ε123 = −ε132 = ε312 = −ε321 = ε231 = −ε213 = 1 is the completely
antisymmetric Levi-Civita pseudo-tensor (all the unwritten components are zero); to show
that
[Υ(i)]jk = Tr {σiσjσk}
=
1√
2
δijTr
{
σ(0)σ(k)
}
+
i√
2
εijlTr
{
σ(l)σ(k)
}
=
i√
2
εijk.
(134)
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Finally, by collecting all these results, we can write explicitly:
Υ(0) =
1√
2

1 0 0 0
0 1 0 0
0 0 1 0
0 0 0 1
, Υ(1) =
1√
2

0 1 0 0
1 0 0 0
0 0 0 i
0 0 −i 0
,
Υ(2) =
1√
2

0 0 1 0
0 0 0 −i
1 0 0 0
0 i 0 0
, Υ(3) =
1√
2

0 0 0 1
0 0 i 0
0 −i 0 0
1 0 0 0
.
(135)
IV. THE DECOMPOSITION THEOREM
In this section we show that a given Mueller matrix M can be written as a linear combi-
nation with positive coefficients of at most 4 Mueller-Jones matrices. Here we do not adopt
the Einstein summation convention, therefore repeated indices must not be summed. All
sums will be written explicitly as in the right side of Eq. (10).
In the Eq. (90) we have defined the Hermitian matrix C and we have shown its relation
with H and M . Since C is Hermitian it can be diagonalized. Let ~u(α), (α = 0, . . . , 3) the
four eigenvectors of C associated with the four real eigenvalues λα
C~u(α) = λα~u(α), (α = 0, . . . , 3), (136)
where there is not sum on repeated indices. The eigenvectors of an Hermitian matrix can
always be chosen orthonormal, so we assume
(~u(α), ~u(β)) = δαβ , (α, β = 0, . . . , 3). (137)
By tacking the scalar product of both sides of Eq. (136) with ~u(β), we obtain
(~u(β), C~u(α)) = λα(~u(β), ~u(α)) = λαδβα, (α, β = 0, . . . , 3), (138)
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If we write explicitly the left side of this equation we get
(~u(β), C~u(α)) =
0,3∑
µ,ν
[~u∗(β)]µCµν [~u(α)]ν
≡
0,3∑
µ,ν
U∗µβCµνUνα
=
0,3∑
µ,ν
U †βµCµνUνα
= [U †CU ]βα,
(139)
where we have defined the matrix U as
U : Uβα ≡ [~u(α)]β, (α, β = 0, . . . , 3). (140)
The matrix U is unitary by definition:
[U †U ]αβ =
3∑
µ=0
U∗µαUµβ
=
3∑
µ=0
[~u∗(α)]µ[~u(β)]µ
= (~u(α), ~u(β))
= δαβ.
(141)
By comparing Eq. (138) with Eq. (139) we immediately obtain
[U †CU ]βα = λαδβα, (α, β = 0, . . . , 3), (142)
or, in matrix form
U †CU = D, (143)
where D = diag{λ0, λ1, λ2, λ3} or, explicitly
D =

λ0 0 0 0
0 λ1 0 0
0 0 λ2 0
0 0 0 λ3
 . (144)
Since C is positive semidefinite, all its eigenvalues are nonnegative: λµ ≥ 0, (µ = 0, . . . , 3).
Moreover, since from Eqs. (87,95) follow that
Tr{C} = Tr{Λ†HΛ} = Tr{H} = 2, (145)
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then λ0+ λ1+ λ2+ λ3 = 2. Now we want to write C in terms of its eigenvalues; to this end
we have to invert Eq. (143) obtaining
C = UDU †, (146)
or, in components form
Cαβ = [UDU
†]αβ
=
0,3∑
µ,ν
Uαµ[D]µνU
∗
βν
=
0,3∑
µ,ν
[~u(µ)]αλµδµν [~u
∗
(ν)]β
=
3∑
µ=0
λµ[~u(µ)]α[~u
∗
(µ)]β .
(147)
If we indicate with Ω(µ) ≡ ~u(µ)~u†(µ) the 4× 4 Hermitian diad whose elements are
[Ω(µ)]αβ ≡ [~u(µ)]α[~u∗(µ)]β
= UαµU
†
µβ ,
(148)
we can rewrite Eq. (147) in matrix form as
C =
3∑
µ=0
λµΩ(µ). (149)
It is easy to see that the matrices {Ω(µ)} are orthogonal:
{Ω(α),Ω(β)} = Tr{Ω†(α)Ω(β)}
=
0,3∑
µ,ν
[Ω(α)]νµ[Ω(β)]µν
=
0,3∑
µ,ν
UναU
†
αµUµβU
†
βν
=
3∑
ν=0
U †βνUνα
3∑
µ=0
U †αµUµβ
= δβαδαβ
= δαβ
(150)
where in the second line we have exploited the fact that the {Ω(α)} are Hermitian. We are
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now close to our goal; let us notice that from Eqs. (74-89-97) follow that
M = Λ†FΛ
=
0,3∑
µ,ν
CµνΛ
† (σ(µ) ⊗ σ∗(ν))Λ
=
0,3∑
µ,ν
CµνΓ(µν).
(151)
Now we insert Eq. (149) in Eq. (151) to obtain
M =
3∑
α=0
λα
0,3∑
µ,ν
[Ω(α)]µνΓ(µν)
≡
3∑
α=0
λαΦ(α),
(152)
where we have defined the four Mueller-Jones matrices Φ(α), (α = 0, . . . , 3) as
Φ(α) ≡
0,3∑
µ,ν
[Ω(α)]µνΓ(µν). (153)
These matrices are real, in fact
Φ∗(α) =
0,3∑
µ,ν
[Ω∗(α)]µνΓ
∗
(µν)
=
0,3∑
µ,ν
[Ω(α)]νµΓ(νµ)
= Φ(α),
(154)
since both Ω(α) and Γ(νµ) are Hermitian matrices. Actually we have still to demonstrate
that the {Φ(α)} are Mueller-Jones matrices. To do that we need two simple partial results.
The first comes from Eq. (131) which shows that
[Γ(µν)]00 = Tr{σ(0)σ(µ)σ(0)σ(ν)}
= Tr{σ(µ)σ(ν)}/2
= δµν/2.
(155)
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The second result we need is the orthonormality of the {Φ(α)}:
{Φ(α),Φ(β)} = Tr{Φ†(α)Φ(β)}
=
0,3∑
µ,ν
0,3∑
γ,τ
[Ω∗(α)]µν [Ω(β)]γτTr{Γ(µν)Γ(γτ)}
=
0,3∑
µ,ν
0,3∑
γ,τ
[Ω∗(α)]µν [Ω(β)]γτδµγδντ
=
0,3∑
µ,ν
[Ω(α)]νµ[Ω(β)]µν
= {Ω(α),Ω(β)}
= δαβ .
(156)
It is now straightforward to calculate from Eqs. (153,155)
[Φ(α)]00 =
0,3∑
µ,ν
[Ω(α)]µν [Γ(µν)]00
=
3∑
µ=0
[Ω(α)]µµ/2
=
3∑
µ=0
UµαU
†
αµ/2
= 1/2,
(157)
while from Eqs. (156) we get Tr{ΦT(α)Φ(α)} = 1. A necessary and sufficient condition for a
Mueller matrix M to be a Mueller-Jones matrix is Tr{MTM} = (2M00)2. In our case we
have
Tr{ΦT(α)Φ(α)}
(2[Φ(α)]00)2
= 1, (α = 0, . . . , 3), (158)
therefore the {Φ(α)} are genuine Mueller-Jones matrices. This step complete the demonstra-
tion of the decomposition theorem. In the next subsection we shall derive this result once
more by explicit construction of the matrices {Φ(α)}.
A. A step backward: from M to T
Now that we learned how to decompose M , we want to make a step backward in order to
see if it is possible to find such a kind of decomposition for the 2×2 matrix J ′ introduced in
Eq. (54). To this end we seek a different form for the matrices {Φα}. We start by rewriting
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Eq. (153) with the help Eq. (97) of as
Φ(α) =
0,3∑
µ,ν
[Ω(α)]µνΓ(µν)
=
0,3∑
µ,ν
[~u(α)]µ[~u
∗
(α)]νΛ
† (σ(µ) ⊗ σ∗(ν))Λ
= Λ†
(
3∑
µ=0
[~u(α)]µσ(µ) ⊗
3∑
ν=0
[~u∗(α)]νσ
∗
(ν)
)
Λ
= Λ†
(
T(α) ⊗ T ∗(α)
)
Λ,
(159)
where we have defined the four 2× 2 Jones matrices {T(α)} as
T(α) ≡
3∑
µ=0
[~u(α)]µσ(µ). (160)
The result in Eq. (159) shows once again that the Φ(α) are genuine Mueller-Jones matrices.
At this point we can rewrite Eq. (152) as
M =
3∑
α=0
λαΛ
† (T(α) ⊗ T ∗(α))Λ, (161)
and compare it with Eq. (73). Then it appears that in the general case comprising also
nondeterministic Mueller matrices the single Jones matrix T must be substituted by the set
of the four Jones matrices {T(α)} following the recipe given above. In the same way, if we
assume a priori that in the general case Eq. (54) must be substituted by
J ′ =
3∑
α=0
λαT(α)JT
†
(α), (162)
and rewrite Eqs. (61,71-73), we obtain again Eq. (161). Then the decomposition of J ′ we
were looking for has been found. Note that since λα ≥ 0, we can always rewrite Eq. (162)
as
J ′ =
3∑
α=0
λαT(α)JT
†
(α)
=
3∑
α=0
(√
λαT(α)
)
J
(√
λαT
†
(α)
)
≡
3∑
α=0
A(α)JA
†
(α)
(163)
where we have defined A(α) =
√
λαT(α). In quantum optics and quantum information Eq.
(163) is known as “Kraus decomposition”.
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At this point there are two things to be noted. The first is about the normalization of
the Jones matrices T(α). In fact, it is easy to see
Tr{T †(α)T(α)} = Tr{
3∑
µ=0
[~u(α)]
∗
µσ(µ)
3∑
ν=0
[~u(α)]νσ(ν)}}
=
3∑
µ,ν=0
U∗µαUναTr{σ(µ)σ(ν)}
=
3∑
µ=0
U †αµUµα
= [U †U ]αα = 1.
(164)
This result may seem surprising because if the T(α) were unitary, then the result would have
been Tr{T †(α)T(α)} = 2. However, surprising or not, this result is correct and consistent with
the normalization we adopted. The second thing is about trace-preserving processes. A
Kraus decomposition maintains the trace of the coherency matrix J , if and only if
3∑
α=0
A†(α)A(α) = I2, (165)
where I2 is the 2× 2 identity matrix. Let us see whether this is true or not in our case:
3∑
α=0
A†(α)A(α) =
3∑
α=0
λαT
†
(α)T(α)
=
3∑
α=0
λα
0,3∑
µ,ν
[~u(α)]
∗
µσ(µ)[~u(α)]νσ(ν)
=
0,3∑
µ,ν
σ(µ)σ(ν)
3∑
α=0
λα[~u(α)]ν [~u(α)]
∗
µ
=
0,3∑
µ,ν
σ(ν)Cνµσ(µ),
(166)
where Eq. (147) has been used. From the definition Eq. (90), we can write Cνµ = 〈cνc∗µ〉,
where the brackets indicate the average with respect to an ensemble that represent a generic
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medium. Then, Eq. (166) can be rewritten as
3∑
α=0
A†(α)A(α) =
0,3∑
µ,ν
σ(ν)Cνµσ(µ)
=
0,3∑
µ,ν
σ(ν)〈cνc∗µ〉σ(µ)
=
〈
0,3∑
µ,ν
σ(ν)cνc
∗
µσ(µ)
〉
=
〈
3∑
ν=0
cνσ(ν)
3∑
µ=0
c∗µσ(µ)
〉
=
〈
TT †
〉
,
(167)
where Eq. (88) has been used. The it is clear that for a non-depolarizing medium TT † = I2
which implies
3∑
α=0
A†(α)A(α) = I2. (168)
In summary, for any Mueller M we can calculate the associate Hermitian matrix C.
Then, by diagonalizing C we find its eigenvectors {~u(α)} whose components constitutes the
Jones matrices {T(α)}. Finally we can find the transformation rule for the covariance matrix
J as in Eq. (162).
A small comment is in order. Until now we have used the matrix C instead of H because
it is expressed in terms of measurable quantities. However, from computational point of
view the use of the matrix H reveals to be more advantageous. This can be seen in the
following manner: let us multiply both sides of Eq. (136) by Λ and exploit the fact that Λ
is unitary:
(
ΛCΛ†
)
Λ~u(α) = λαΛ~u(α) ⇔ H~v(α) = λα~v(α), (α = 0, . . . , 3), (169)
where Eq. (95) has been used and we have written the eigenvectors ~v(α) of H as
~v(α) = Λ~u(α), (α = 0, . . . , 3), (170)
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At this point we can jump directly to Eq. (160) to write T(α) in terms of ~v(α) as
T(α) =
3∑
µ=0
[~u(α)]µσ(µ)
=
3∑
µ=0
[Λ†~v(α)]µσ(µ)
=
0,3∑
µ,ν
σ(µ)Λ
†
µν [~v(α)]ν
=
3∑
ν=0
ǫ(ν)[~v(α)]ν ,
(171)
where Eq. (40) has been used. It is clear then, that the representation of T(α) in the basis
{ǫ(µ)} is very simple, being
T(α) =
[~v(α)]0 [~v(α)]1
[~v(α)]2 [~v(α)]3
 , (α = 0, . . . , 3), (172)
which is very advantageous from computational point of view.
V. MUELLER MATRIX IN THE STANDARD BASIS
In this Section we introduce a new Mueller matrixM defined with respect to the standard
basis. Let J and J ′ be the covariance matrices that describe the input and output light beams
entering and leaving a given optical system, respectively. We assume the system to be a
linear, passive optical element described by the linear map M:
M : J → J ′ =M[J ]. (173)
The above linear relation can be explicitly written in terms of cartesian components as
J ′ij =Mij,klJkl, (i, j, k, l ∈ {0, 1}), (174)
or, by using the Rule
J ′µ =MµνJν , (µ, ν ∈ {0, 1, 2, 3}), (175)
where µ = 2i + j, ν = 2k + l, and Jα = {ǫ(α), J} = Tr{ǫT(α)J} are the components of the
covariance matrix J with respect to the standard basis {ǫ(α)}, (α = 0, . . . , 3). Equation
(175) is analogous to Eq. (55), the difference being that the former is written with respect
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to the standard basis, while the latter with respect to the Pauli basis. Then, it is clear that
Mµν is just the Mueller matrix written in the standard basis. This statement can be easily
proved by calculating
Jµ = {ǫ(µ), J}
= Tr{ǫ†(µ)J}
= ΛµνTr{σ(ν)J}
≡ ΛµνSν ,
(176)
where Eq. (40) was used in the third line (in fact, we have just rewritten Eq. (92)). Now,
if we insert Eq. (176) for both Jν and J
′
µ into Eq. (175) we obtain
ΛµαS
′
α =MµνΛνβSβ, (177)
which reads, in vectorial form
Λ~S ′ =MΛ~S ⇒ ~S ′ = Λ†MΛ~S. (178)
Since we know that ~S ′ = M~S, then from Eq. (178) it straightforwardly follows the desired
relation between M and M :
M = Λ†MΛ. (179)
Finally, from Eqs. (63,74) it follows that
M = F, H = Per[M]. (180)
It is possible to write M directly in terms of the matrix elements of H . To this end, let us
indicate with {E(µν)} the standard basis in R4×4 defined as
[E(µν)]αβ = δµαδνβ . (181)
An explicit calculation shows that
Per[E(µν)] = ǫ(µ) ⊗ ǫ(ν). (182)
However, this equality can also be easily proved in the following way: Let us write
[E(µν)]αβ = δµαδνβ
= [ǫ(µ)]α[ǫ(ν)]β
(183)
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where Eq. (25) has been used. Now we can use the Rule to write α = 2i+ j and β = 2k+ l
and rewrite Eq. (183) as
[E(µν)]αβ = [E(µν)]ij,kl
= [ǫ(µ)]ij[ǫ(ν)]kl
= [ǫ(µ) ⊗ ǫ(ν)]ik,jl
=
[
Per[ǫ(µ) ⊗ ǫ(ν)]
]
ij,kl
=
[
Per[ǫ(µ) ⊗ ǫ(ν)]
]
αβ
(184)
where Eq. (63) has been used. By comparing the first and the last row of Eq. (184) we
obtain
E(µν) = Per[ǫ(µ) ⊗ ǫ(ν)]. (185)
Since for an arbitrary matrix A ∈ C4×4 the following relations hold
Per[Per[A]] = A, A =
0,3∑
α,β
AαβE(αβ), (186)
then Eq. (182) follows and, moreover, we can write
M = Per[H ]
=
0,3∑
α,β
HαβPer[E(αβ)]
=
0,3∑
α,β
Hαβ
(
ǫ(α) ⊗ ǫ(β)
)
,
(187)
which is just the sought relation.
A. M as a positive map
In this subsection, we assume that the linear mapM is a completely positive (CP) map.
In this case we can write the transformation law of J as a Kraus decomposition:
J ′ =
3∑
α=0
A(α)JA
†
(α). (188)
In the standard basis
A(α) =
3∑
β=0
ǫ(β)Aβα, (189)
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where
Aβα ≡ [A(α)]β = Tr{ǫ†(β)A(α)}. (190)
If we substitute Eq. (189) into Eq. (188) we obtain
J ′ =
3∑
α=0
A(α)JA
†
(α)
=
3∑
α=0
(
3∑
β=0
ǫ(β)Aβα
)
J
(
3∑
γ=0
ǫ†(γ)A∗γα
)
=
∑
α,β,γ
AβαA†αγ
(
ǫ(β)Jǫ
†
(γ)
)
=
∑
β,γ
(AA†)
βγ
(
ǫ(β)Jǫ
†
(γ)
)
≡
∑
β,γ
χβγ
(
ǫ(β)Jǫ
†
(γ)
)
,
(191)
where we have defined the Hermitian, positive semidefinite 4× 4 matrix χ as:
χ ≡ AA†. (192)
Now, in order to compare Eq. (191) with Eq. (174) we have to write the latter in terms of
cartesian components as
J ′ij =
∑
β,γ
χβγ
(
ǫ(β)Jǫ
†
(γ)
)
ij
=
∑
β,γ
χβγ[ǫ(β)]ikJkl[ǫ
†
(γ)]lj
=
{∑
β,γ
χβγ [ǫ(β)]ik[ǫ(γ)]jl
}
Jkl
≡ Mij,klJkl,
(193)
where
Mij,kl =
∑
β,γ
χβγ[ǫ(β)]ik[ǫ(γ)]jl
=
∑
β,γ
χβγ[ǫ(β) ⊗ ǫ(γ)]ij,kl,
(194)
or, in matrix form
M =
∑
β,γ
χβγ
(
ǫ(β) ⊗ ǫ(γ)
)
. (195)
This Equation should be compared with Eq. (187) to write the identity
H = χ. (196)
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Therefore, we conclude that when M is a completely positive map, its associated H matrix
is positive semidefinite.
At this point it may be instructive to write explicitly the relation between M and χ (or
H) in terms of their elements. Since
[ǫ(µ)]ij = δµ,2i+j , (197)
then
Mij,kl =
∑
β,γ
χβγ [ǫ(β)]ik[ǫ(γ)]jl
=
∑
β,γ
χβγδβ,2i+kδγ,2j+l
= χ2i+k,2j+l,
(198)
or, in matrix form
χ = H =

M00,00 M00,01 M01,00 M01,01
M00,10 M00,11 M01,10 M01,11
M10,00 M10,01 M11,00 M11,01
M10,10 M10,11 M11,10 M11,11
 . (199)
As expected, we found again the relation H = Per[M], as it is clear from a visual inspection
of Eq. (199).
VI. CLASSICAL MUELLER MATRICES AND QUANTUM ENTANGLED
STATES OR: QUANTUM MEASUREMENT OF A CLASSICAL MUELLER MA-
TRIX
In this section we deal with the problem of determining the 4 × 4 density matrix rep-
resenting a two-photon state, when the photon pair is scattered by a “medium” classically
describable by a Mueller matrix. Here, with the word “medium” we denote any linear op-
tical device, either deterministic or random, which scatters the photons. We consider two
possible configurations: In the first one, a single scatterer interacts with only one of the two
photons. In the second configuration there are two spatially separated media, each of them
interacting with a single photon belonging to the photon pair. The relevant literature for
the problem under consideration is listed below:
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[ 7 ] A. Peres and D. R. Terno, J. Mod. Opt. 50, 1165 (2003).
[ 8 ] N. H. Lindner, A. Peres, and D. R. Terno, J. Phys. A 36, L449 (2003).
[ 9 ] A. Peres and D. R. Terno, Rev. Mod. Phys. 76, 93 (2004).
[ 10 ] A. Aiello and J. P. Woerdman, Phys. Rev. A 70, 023808 (2004).
[ 11 ] N. H. Lindner and D. R. Terno, J. Mod. Opt. 52, 1177 (2005).
As it is in the style of these notes, we shall follow a didactic approach, so all the main
formulas will be explicitly calculated step by step.
A. Rewriting the decomposition theorem
Let us begin by rewriting Eq. (162) as:
J → J ′ =
3∑
α=0
pαS(α)JS
†
(α), (200)
where we have defined
pα ≡ λα
2M00
, S(α) ≡
√
2M00T(α), (201)
in such a way that
3∑
α=0
pα = 1, Tr{S†(α)S(α)} = 2M00, (α = 0, 1, 2, 3), (202)
where Eq. (164) has been used. Now, we exploit the isomorphism between the classical
covariance matrix J and the quantum density matrix ρ and make the ansatz that a single
photon initially prepared in the quantum state ρ, after the interaction with a medium
classically described by Eq. (200) can be described by the density matrix ρ′ defined as:
ρ→ ρ′ =
3∑
α=0
pαS(α)ρS
†
(α). (203)
B. Single- and two-photon quantum states
Let us denote with
{|i〉} = {|0〉, |1〉}, (i = 0, 1), (204)
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the basis kets representing two orthogonal linear polarization states of a photon. These
states are often indicated as horizontal |H〉 and vertical |V 〉, respectively. Here we follow
the convention
|0〉 = |H〉, |1〉 = |V 〉. (205)
By definition these states form an orthonormal and complete basis:
〈i|j〉 = δij , (i, j ∈ {0, 1}),
1∑
i=0
|i〉〈i| = 1ˆ. (206)
As usual, we put them in correspondence with the standard basis in R2 {~f(i)}:
|0〉 .= ~f(0) =
 1
0
 , |1〉 .= ~f(1) =
 0
1
 . (207)
In a similar manner, the dual basis {〈i|}, (i = 0, 1) is associated with {~f †(i)}:
〈0| .= ~f †(0) = ( 1 0 ), 〈1|
.
= ~f †(1) = ( 0 1 ). (208)
The two-photon polarization standard basis can be built by tacking the direct product
between single photon states, as follows:
|α = 2i+ j〉 = |i〉 ⊗ |j〉 ≡ |ij〉, (i, j ∈ {0, 1}, α ∈ {0, . . . 3}), (209)
where the Rule has been used to write α = 2i+ j. It is straightforward to show that
〈α|β〉 = (〈i| ⊗ 〈j|)(|k〉 ⊗ |l〉)
= 〈i|k〉〈j|l〉
= δikδjl
= δ2i+j,2k+l
= δαβ .
(210)
In the literature it is often used the so-called Bell basis {|b(α)〉} defined as
|b(α)〉 = Bˆ|α〉, (α = 0, . . . , 3), (211)
where the unitary operator Bˆ is represented with respect to the standard basis {|α〉} by the
unitary matrix B
B =
1√
2

1 0 0 1
1 0 0 −1
0 1 1 0
0 1 −1 0
 . (212)
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In explicit form we have
|ψ+〉 = |b(0)〉 = 1√2 (|00〉+ |11〉) ,
|ψ−〉 = |b(1)〉 = 1√2 (|00〉 − |11〉) ,
|φ+〉 = |b(2)〉 = 1√2 (|01〉+ |10〉) ,
|φ−〉 = |b(3)〉 = 1√2 (|01〉 − |10〉) ,
(213)
where the first column displays the most common notation for the Bell states.
Four single-photon operators {ǫˆ(α), (α = 0, . . . , 3)} may be formed by tacking the direct
product between a single-photon bra and a single-photon ket as follows:
ǫˆ(α) ≡ |i〉〈j|, (α = 2i+ j; i, j ∈ {0, 1}). (214)
These operators can be straightforwardly put in a one-to-one correspondence with the ele-
ments of the standard basis {ǫ(α)} in R2×2:
ǫˆ(α)
.
= ǫ(α) = ~f(i) ⊗ ~f †(j), (α = 2i+ j; i, j ∈ {0, 1}), (215)
where
[ǫ(α)]kl = [~f(i) ⊗ ~f †(j)]kl
= [~f(i)]k[~f
∗
(j)]l
= δikδjl
= δ2i+j,2k+l
= δαβ ,
(216)
where β = 2k + l, in agreement with Eq. (25).
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C. Two-photon density matrix and scattering processes
An arbitrary two-photon state can be described by a density operator ρˆ as
ρˆ =
0,3∑
α,β
Dαβ |α〉〈β|
=
0,1∑
i,j,k,l
Dij,kl|ij〉〈kl|
=
0,1∑
i,j,k,l
Dij,kl|i〉〈k| ⊗ |j〉〈l|
=
0,1∑
i,j,k,l
D˜ik,jl|i〉〈k| ⊗ |j〉〈l|
=
0,3∑
µ,ν
D˜µν ǫˆ(µ) ⊗ ǫˆ(ν),
(217)
where µ = 2i+ k, ν = 2j + l and
D˜ik,jl = Dij,kl ⇔ D˜ = Per[D]. (218)
At this point we can work directly with the matrix representation of the operators and deal
with the density matrix ρ corresponding to the operator ρˆ:
ρˆ
.
= ρ =
0,3∑
µ,ν
D˜µνǫ(µ) ⊗ ǫ(ν), (219)
where Eq. (215) has been used. Before going ahead, we need to derive two intermediate
results. The first one is a simple calculation: Because of the completeness of the Pauli basis
we can always write:
σ(α)σ(µ)σ(β) =
3∑
ν=0
Kαµβνσ(ν), (220)
where, by definition
Kαµβν = Tr{σ(α)σ(µ)σ(β)σ(ν)} = [Γ(µν)]αβ , (221)
where Eq. (131) has been used. Moreover, we note that from the definition (221) it imme-
diately follows that
[Γ(µν)]αβ = Tr{σ(α)σ(µ)σ(β)σ(ν)}
= Tr{σ(β)σ(ν)σ(α)σ(µ)}
= [Γ(νµ)]βα.
(222)
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The second result we need is also a simple calculation: First, from Eq. (201) we write
S(α) =
3∑
β=0
Sαβσ(β), (223)
where, by definition,
Sαβ = Tr{σ(β)S(α)}
=
√
2M00
3∑
µ=0
[~u(α)]µTr{σ(β)σ(µ)}
=
√
2M00 [~u(α)]β
=
√
2M00 Uβα,
(224)
and Eqs. (201,160,140) have been used. Then, by using Equations (40,221,224) we can
calculate the following quantity that will be used later:
3∑
γ=0
pγS(γ)ǫ(η)S
†
(γ) =
0,3∑
γ,α,β
pγSγαS
∗
γβσ(α)ǫ(η)σ(β)
=
0,3∑
γ,α,β,µ
Λ†µηpγSγαS
∗
γβσ(α)σ(µ)σ(β)
=
0,3∑
γ,α,β,µ,ν
Λ†µηpγSγαS
∗
γβ[Γ(µν)]αβσ(ν)
=
0,3∑
α,β,µ,ν,τ
Λ†µη
(
3∑
γ=0
pγSγαS
∗
γβ
)
[Γ(µν)]αβΛτνǫ(τ).
(225)
Moreover, from Eqs. (142,143,146) it follows that
3∑
γ=0
pγSγαS
∗
γβ =
3∑
γ=0
Sγα
λγ
2M00
S∗γβ
=
3∑
γ=0
√
2M00Uαγ
λγ
2M00
√
2M00U
∗
βγ
=
3∑
γ=0
UαγλγU
†
γβ
=
0,3∑
γ,ς
UαγλγδγςU
†
ςβ
= [UDU †]αβ
= Cαβ,
(226)
44
therefore we can rewrite Eq. (225) as
3∑
γ=0
pγS(γ)ǫ(η)S
†
(γ) =
0,3∑
α,β,µ,ν,τ
Λ†µηCαβ[Γ(µν)]αβΛτνǫ(τ)
=
0,3∑
α,β,µ,ν,τ
Λ†µηCαβ[Γ(νµ)]βαΛτνǫ(τ)
=
0,3∑
µ,ν,τ
Λ†µηTr{CΓ(νµ)}Λτνǫ(τ)
=
0,3∑
µ,ν,τ
ΛτνMνµΛ
†
µηǫ(τ)
=
3∑
τ=0
[ΛMΛ†]τηǫ(τ)
=
3∑
τ=0
Mτηǫ(τ),
(227)
where Eqs. (103,179,226) have been used.
At this point we have collected all the results necessary to calculate explicitly the trans-
formation law of the density matrix:
ρ′ =
3∑
γ=0
pγ
(
S(γ) ⊗ I2
)
ρ
(
S†(γ) ⊗ I2
)
=
0,3∑
γ,η,ζ
D˜ηζpγ
(
S(γ) ⊗ I2
) (
ǫ(η) ⊗ ǫ(ζ)
) (
S†(γ) ⊗ I2
)
=
0,3∑
η,ζ
D˜ηζ
(
3∑
γ=0
pγS(γ)ǫ(η)S
†
(γ)
)
⊗ ǫ(ζ)
=
0,3∑
η,ζ,τ
MτηD˜ηζǫ(τ) ⊗ ǫ(ζ)
=
0,3∑
ζ,τ
[MD˜]τζǫ(τ) ⊗ ǫ(ζ)
=
0,3∑
ζ,τ
[MD˜]τζPer[E(τζ)]
= Per
[
0,3∑
ζ,τ
[MD˜]τζE(τζ)
]
= Per[MD˜],
(228)
where Eq. (185) has been used. Let us note that, by definition, from Eq. (219) it trivially
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follows that
ρ′ =
0,3∑
α,β
D˜′αβǫ(α) ⊗ ǫ(β)
=
0,3∑
α,β
D˜′αβPer[E(αβ)]
= Per[D˜′].
(229)
Finally, by equating Eq. (228) with Eq. (229), we obtain
D˜′ = MD˜
= ΛMΛ†D˜,
(230)
which, when det{D˜} 6= 0, can be inverted to give:
M = Λ†D˜′(D˜)−1Λ. (231)
This result shows that the knowledge given by a single input quantum state (represented in
this case by D) is sufficient to uniquely determine the classical Mueller matrix representing
the scatterer.
Equation (230) relates the Cartesian coordinates in the standard basis of the input and
output density matrices ρ and ρ′ respectively. However, in the classical Mueller-Stokes
formalism the observables are referred to the Pauli basis rather than to the standard one.
To illustrate this point let us consider the density matrices ρA and ρB of two independent
photons
ρF =
3∑
α=0
SFα σ(α), (F = A,B), (232)
and let build the corresponding two-photon density matrix ρAB in the usual way:
ρAB = ρA ⊗ ρB
=
0,1∑
α,β
SAαS
B
β σ(α) ⊗ σ(β)
≡
0,1∑
α,β
DABαβ σ(α) ⊗ σ(β),
(233)
where we have defined the 16 two-photon Stokes parameters as:
DABαβ ≡ SAαSBβ . (234)
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From now on we suppress the superscript AB and we seek the relation between the two 4×4
matrices D˜ and D defined by the following relations:
ρ =
0,1∑
α,β
Dαβσ(α) ⊗ σ(β)
=
0,1∑
α,β
D˜αβǫ(α) ⊗ ǫ(β).
(235)
By using Eq. (40) it trivially follows
ρ =
0,1∑
α,β
Dαβσ(α) ⊗ σ(β)
=
0,1∑
α,β,µ,ν
ΛµαDαβΛνβǫ(µ) ⊗ ǫ(ν)
=
0,1∑
µ,ν
[ΛDΛT ]µνǫ(µ) ⊗ ǫ(ν)
=
0,1∑
µ,ν
D˜µνǫ(µ) ⊗ ǫ(ν).
(236)
So, we found
D˜ = ΛDΛT ⇔ D = Λ†D˜Λ∗, (237)
where we have used the fact that ΛTΛ∗ = I4. Finally, by multiplying both sides of Eq. (230)
from left by Λ† and from right by Λ∗ we obtain
D′ = MD. (238)
This relation is the “quantum-equivalent” to the classical one relating input and output
Stokes vectors. Then, in the Pauli basis the expression for the Mueller matrix becomes very
simple:
M = D′D−1. (239)
We can use alternatively Eq. (231) or Eq. (239) to determine what classical Mueller
matrix is necessary to achieve a certain quantum state. For example, suppose that we seek
a scatterer that produces a Maximally Entangled Mixed State (MEMS) when interacting
with an individual photon belonging to an entangled pair prepared in the “singlet state”,
namely |b(3)〉 as given in the last row of Eq. (213). The output MEMS is characterized by
47
the density matrix 3 in the standard basis
D′ =

g(γ) 0 0 γ/2
0 1− 2g(γ) 0 0
0 0 0 0
γ/2 0 0 g(γ)
 , (240)
where
g(γ) =
 γ/2, γ ≥ 2/3,1/3 γ < 2/3, (241)
while the input singlet state is described by
D =

0 0 0 0
0 1/2 −1/2 0
0 −1/2 1/2 0
0 0 0 0
 . (242)
If we substitute Eq. (240) and Eq. (242) into Eq. (231) we obtain straightforwardly
M =

1 0 0 1− 2g(γ)
0 −γ 0 0
0 0 γ 0
1− 2g(γ) 0 0 1− 4g(γ)
 . (243)
As a last example, we consider the case of an output Werner state represented by
D′ =

(1− p)/4 0 0 0
0 (1 + p)/4 −p/2 0
0 −p/2 (1 + p)/4 0
0 0 0 (1− p)/4
 , (244)
and again a singlet input state. In this case it is easy to see that the required Mueller matrix
can be written as
M =

1 0 0 0
0 p 0 0
0 0 p 0
0 0 0 p
 . (245)
3 W. J. Munro, D. F. V. James, A. G. White, and P. G. Kwiat, Maximizing the entanglement of two mixed
qubits, Phys. Rev. A 64 R030302 (2001).
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D. Multi-mode states
Until now we dealt with two- and four-dimensional Hilbert spaces, since we considered
only polarization degrees of freedom of photons. However, photons also posses other degrees
of freedom that, although apparently irrelevant, may play an important role. In this subsec-
tion we consider photons as physical systems with many degrees of freedom, including the
polarization ones that will be regarded as the relevant ones.
Let us consider a finite-dimensional “bare bones” version of the electromagnetic field. It
consists of 2N independent one-dimensional harmonic oscillators each of them characterized
by two quantum numbers: the “mode” number n ∈ {0, 1, . . . , N −1} and the “polarization”
number α ∈ {0, 1}. For a given n the two oscillators labelled by the pairs {n, α = 0} and
{n, α = 1} “oscillate” along two mutually orthogonal directions fixed by the two (possibly
complex) unit vectors ǫn0 and ǫn1, respectively:
(ǫnα, ǫnβ) = δαβ , (α, β ∈ {0, 1}). (246)
A third unit vector ǫn3 orthogonal to the other two remains automatically fixed by the
relation
ǫn2 = ǫn0 × ǫn1. (247)
It is important to note that in the theory there is not a third harmonic oscillator labelled
by {n, α = 2} that oscillates along ǫn2. However, from a geometrical point of view the
introduction of ǫn2 is necessary to write the resolution of the identity in a 3-dimensional
space as
2∑
i=0
ǫniǫ
†
ni = I3, (248)
where I3 is the 3 × 3 identity matrix. A set of N projection matrices {Pn} (and the com-
plementary ones {Qn}) projecting onto the physical directions of oscillation of the system,
can be easily build as
Pn =
1∑
α=0
ǫnαǫ
†
nα,
Qn = ǫn2ǫ†n2,
(249)
and Pn+Qn = I3. Each harmonic oscillator is characterized by its annihilation and creation
operators aˆnα and aˆ
†
nα respectively, that satisfy the canonical commutation rules:[
aˆnα, aˆ
†
mβ
]
= δnmδαβ . (250)
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The Hamiltonian of the system is just the sum of the Hamiltonians of the 2N harmonic
oscillators:
Hˆ =
1
2
N−1∑
n=0
1∑
α=0
ωn
(
aˆ†nαaˆnα + aˆnαaˆ
†
nα
)
, (251)
where ~ = 1 and ωn ≥ 0. The single-particle states {|nα〉} are built from the vacuum state
|0〉 in the usual way
|nα〉 = aˆ†nα|0〉. (252)
Finally, the resolution of the identity can be written as
I = I0 + I1 + . . .
= |0〉〈0|+
N−1∑
n=0
1∑
α=0
|nα〉〈nα|+
∑
{multiparticle states}.
(253)
Now that our system is well defined, we try to build a Positive Operator Valued Measure
(POVM) in order to determine the relevant density matrix pertaining to the relevant po-
larization degrees of freedom. Let {f i} denotes an orthonormal and complete basis in C3:
(fi, fj) = δij,
2∑
i=0
fif
†
i = I3, (i, j ∈ {0, 1, 2}). (254)
By using Eq. (248) for each mode n we can write
f i = I3 · f i
=
2∑
j=0
ǫnjǫ
†
nj · f i
=
2∑
j=0
ǫnj (ǫnj, f i)
≡
2∑
j=0
ǫnjFnji,
(255)
where Fnji ≡ (ǫnj, f i). Then, we define the physical vectors fni associated to the mode n as
fni = Pnfi
=
1∑
α=0
ǫnαǫ
†
nα · fi
=
1∑
α=0
ǫnα (ǫnα, fi)
≡
1∑
α=0
ǫnαFnαi,
(256)
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These vectors are not of unit length nor mutually orthogonal:
(fni, fnj) = (Pnfi,Pnfj)
= (fi,Pnfj)
= Pnij,
(257)
where, by definition, Pnii ≥ 0.
Now we are ready to write the single-mode operator Fˆni acting on the physical states of
the system as
Fˆni =

1∑
α=0
fni√
(fni, fni)
(fni, ǫnα) aˆnα, (fni, fni) 6= 0,
0 (fni, fni) = 0.
(258)
Then, we can use this operator to build the multi-mode Hermitian positive semidefinite
“intensity” operator Fˆi as
Fˆi =
N−1∑
n=0
Fˆ
†
ni · Fˆni
=
N−1∑
n=0
0,1∑
α,β
[
f
†
ni√
(fni, fni)
(fni, ǫnα)
∗ aˆ†nα
]
·
[
fni√
(fni, fni)
(fni, ǫnβ) aˆnβ
]
=
N−1∑
n=0
0,1∑
α,β
(fni, ǫnα)
∗ (fni, ǫnβ) aˆ
†
nαaˆnβ
=
N−1∑
n=0
0,1∑
α,β
(ǫnα, fni) (fni, ǫnβ) aˆ
†
nαaˆnβ
=
N−1∑
n=0
0,1∑
α,β
(ǫnα, fni) (fni, ǫnβ) aˆ
†
nαaˆnβ,
(259)
where the last step trivially follows from the fact that Pnǫnα = ǫnα and, therefore,
(ǫnα, fni) = (Pnǫnα, fni)
= (ǫnα,Pnfni)
= (ǫnα, fni).
(260)
At this point it is easy to see that the three operators {Fˆ0, Fˆ1, Fˆ2} form a POVM in the
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one-particle space:
Fˆ =
2∑
i=0
Fˆi
=
N−1∑
n=0
0,1∑
α,β
2∑
i=0
(ǫnα, fni) (fni, ǫnβ) aˆ
†
nαaˆnβ
=
N−1∑
n=0
0,1∑
α,β
(ǫnα,
2∑
i=0
fnif
†
ni · ǫnβ)aˆ†nαaˆnβ
=
N−1∑
n=0
0,1∑
α,β
(ǫnα, ǫnβ) aˆ
†
nαaˆnβ
=
N−1∑
n=0
1∑
α=0
aˆ†nαaˆnα
= Nˆ ,
(261)
where Nˆ is the particle-number operator and Eqs. (246) and (254) have been used.
E. Reconstruction of the density matrix
Let R = {x,y, z} be an orthonormal Cartesian coordinate system in R3 and let U , V
and W three mutually unbiased bases for C3 defined as
U = {u0,u1,u2} = {x,y, z},
V = {v0, v1, v2} =
{
x+ y√
2
,
x− y√
2
, z
}
,
W = {w0,w1,w2} =
{
x+ ıy√
2
,
x− ıy√
2
, z
}
.
(262)
From a physical point of view, these three bases correspond to the three pairs of mutually
orthogonal polarization directions (U ,V,W: linear horizontal-vertical, linear 45◦-135◦, and
circular right-left, respectively), selected by a polarizer whose planar surface is orthogonal
to z. We want to calculate the Stokes parameter of a beam of light (either classical or
quantum). To this end, let us imagine to repeat the construction of the POVM outlined
in the previous section for each of the basis set U , V and W, thus obtaining three different
POVMs denoted with Uˆi, Vˆi and Wˆi, respectively. For example, if in Eq. (259) we substitute
fni with uni, we obtain
Uˆi =
N−1∑
n=0
0,1∑
α,β
(ǫnα,uni) (uni, ǫnβ) aˆ
†
nαaˆnβ, (i = 0, 1, 2). (263)
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In exactly the same manner we may obtain Vˆi and Wˆi. As a subsequent step we introduce,
in analogy with classical optics, four Hermitian “Stokes” operators defined as follows:
Sˆ(0) =
1√
2
(
Uˆ0 + Uˆ1
)
,
Sˆ(1) =
1√
2
(
Vˆ0 − Vˆ1
)
,
Sˆ(2) =
1√
2
(
Wˆ0 − Wˆ1
)
,
Sˆ(3) =
1√
2
(
Uˆ0 − Uˆ1
)
.
(264)
For sake of clarity, we introduce the six operators {EˆX}, (X = 0, . . . , 5) defined as
Eˆ0
Eˆ1
Eˆ2
Eˆ3
Eˆ4
Eˆ5

≡

Uˆ0
Uˆ1
Vˆ0
Vˆ1
Wˆ0
Wˆ1

, (265)
in such a way that we can rewrite Eq. (264) in a compact form as
Sˆ(A) =
5∑
X=0
PAXEˆX , (A ∈ {0, . . . , 3}), (266)
where we have defined the 4× 6 matrix P as
P ≡ 1√
2

1 1 0 0 0 0
0 0 1 −1 0 0
0 0 0 0 1 −1
1 −1 0 0 0 0
 , (267)
and PP † = I4. It is instructive to write explicitly the operators {Sˆ(A)}:
Sˆ(A) =
5∑
X=0
PAXEˆX
=
5∑
X=0
PAX
N−1∑
n=0
0,1∑
α,β
(ǫnα, ξnx) (ξnx, ǫnβ) aˆ
†
nαaˆnβ ,
(268)
where ξ = ξ(X) ∈ {u, v,w} and x = x(X) ∈ {0, 1}. Then, we can rewrite Eq. (268) as
Sˆ(A) =
N−1∑
n=0
0,1∑
α,β
(ǫnα,
[
5∑
X=0
PAXξnxξ
†
nx
]
· ǫnβ)aˆ†nαaˆnβ , (269)
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where an explicit calculation shows that
5∑
X=0
PAXξnxξ
†
nx =

[
σ(A)
]
00
[
σ(A)
]
01
0[
σ(A)
]
10
[
σ(A)
]
11
0
0 0 0

≡ Ω(A),
(270)
where {σ(A)}, (A ∈ {0, . . . , 3}) are the 2× 2 Pauli matrices, and Eqs. (262) and (267) have
been used. Finally we can write
Sˆ(A) =
N−1∑
n=0
0,1∑
α,β
(ǫnα,Ω(A)ǫnβ)aˆ
†
nαaˆnβ
=
N−1∑
n=0
0,1∑
α,β
(εnα, σ(A)εnβ)aˆ
†
nαaˆnβ,
(271)
where with εnβ ∈ C 2 we have denoted the restriction of ǫnβ to a two-dimensional subspace:
εnβ ≡
 [ǫnβ]0
[ǫnβ]1
 . (272)
Of course, the two-dimensional vectors {εnα} are not unit length nor mutually orthogonal.
Now we can use this result to calculate
〈nν|Sˆ(A)|mµ〉 =
N−1∑
p=0
0,1∑
α,β
(εpα, σ(A)εpβ)〈nν|aˆ†pαaˆpβ|mµ〉
=
N−1∑
p=0
0,1∑
α,β
(εpα, σ(A)εpβ)〈0|aˆnνaˆ†pαaˆpβaˆ†mµ|0〉
= δnm(εnν , σ(A)εnµ).
(273)
At this point we have all the ingredients necessary to calculate the expectation value
〈
Sˆ(A)
〉
with respect to the generic state described by ρˆ:
ρˆ =
0,N−1∑
m,n
0,1∑
µ,ν
ρmµ,nν |mµ〉〈nν|. (274)
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Then 〈
Sˆ(A)
〉
= Tr
{
ρˆSˆ(A)
}
=
0,N−1∑
m,n
0,1∑
µ,ν
ρmµ,nνTr
{|mµ〉〈nν|Sˆ(A)}
=
0,N−1∑
m,n
0,1∑
µ,ν
ρmµ,nν〈nν|Sˆ(A)|mµ〉
=
N−1∑
n=0
0,1∑
µ,ν
ρnµ,nν(εnν, σ(A)εnµ)
≡
N−1∑
n=0
Tr
{Dnσn(A)},
(275)
where we have defined the 2× 2 single-mode matrices Dn and σn(A) as:[Dn]αβ = ρnα,nβ ,[
σn(A)
]
αβ
= (εnα, σ(A)εnβ),
(276)
and α, β ∈ {0, 1}.
In a paraxial regime of propagation there is a “dominant” mode of the field, say n = n0,
and one can assume
(εnα, σ(A)εnβ) ∼= (εn0α, σ(A)εn0β), ∀n ∈ {0, . . . , N − 1}. (277)
Since we always have the freedom to choose our reference frame, in this case it is convenient
to choose the two polarization vectors {ǫn0α} associated to the mode n0 in such a way that:
ǫn00 = x =

1
0
0
 , ǫn01 = y =

0
1
0
 . (278)
From the definition (283) it trivially follows
εn00 =
 1
0
 , εn01 =
 0
1
 , (279)
which implies
(εn0α, σ(A)εn0β) =
[
σ(A)
]
αβ
. (280)
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Then, from Eqs. (275,277,280) it follows that〈
Sˆ(A)
〉
=
N−1∑
n=0
Tr
{Dnσn(A)}
∼=
N−1∑
n=0
Tr
{Dnσ(A)}
≡ Tr{Dσ(A)},
(281)
where we have defined the 2× 2 matrix D as
D ≡
N−1∑
n=0
Dn, or, [D]αβ =
N−1∑
n=0
ρnα,nβ, (282)
which coincides with the naive definition of reduced density matrix.
F. The relevant density matrix
At this point we are ready to calculate the relevant density operator ρˆR for the polarization
degrees of freedom. However, before doing so, let us apply the formulas written above to
the simple case in which a single mode of the field, say again n0, is excited. In this case, by
definition
ρmµ,nν = δmn0δnn0ρn0µ,n0,ν ≡ δmn0δnn0ρ0µν , (283)
and if we substitute Eq. (283) into Eq. (275) we obtain
ρˆ =
0,1∑
µ,ν
ρ0µν |n0µ〉〈n0ν|. (284)
From Eq. (275) we can easily calculate〈
Sˆ(A)
〉
= Tr
{
ρˆSˆ(A)
}
=
0,1∑
µ,ν
ρ0µνTr
{|n0µ〉〈n0ν|Sˆ(A)}
=
0,1∑
µ,ν
ρ0µν〈n0ν|Sˆ(A)|n0µ〉
=
0,1∑
µ,ν
ρ0µν(εn0ν , σ(A)εn0µ).
(285)
By substituting Eq. (280) into Eq. (285) we immediately obtain〈
Sˆ(A)
〉
=
0,1∑
µ,ν
ρ0µν
[
σ(A)
]
νµ
= Tr
{
ρ0σ(A)
}
.
(286)
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since, by definition, Tr{ρ0} = Tr{ρˆ} = 1, then 〈Sˆ(0)〉 = 1/√2 and, after a simple calculation,
we obtain explicitly
ρˆ
.
= ρ0 =
1√
2
 〈Sˆ(0)〉 + 〈Sˆ(3)〉 〈Sˆ(1)〉− ı〈Sˆ(2)〉〈
Sˆ(1)
〉
+ ı
〈
Sˆ(2)
〉 〈
Sˆ(0)
〉− 〈Sˆ(3)〉
 . (287)
for later purposes it is useful to define the four scaled real parameters {sA} as
sA =
1√
2
〈
Sˆ(A)
〉〈
Sˆ(0)
〉 , (A ∈ {0, . . . , 3}), (288)
and rewrite Eq. (287) as
ρ0 =
1√
2
 s0 + s3 s1 − ıs2
s1 + ıs2 s0 − s3
 . (289)
Now we go back to the general multi-mode case. Let us suppose that we have measured
or calculated the four values {〈Sˆ(A)〉}. Two cases are possible: Either
〈
Sˆ(0)
〉2
<
3∑
B=1
〈
Sˆ(B)
〉2
, or
〈
Sˆ(0)
〉2 ≥ 3∑
B=1
〈
Sˆ(B)
〉2
. (290)
If the first case occurs, then it is not possible to calculate a relevant density matrix for
the system (this may happen because of unwanted experimental errors). Vice versa, if the
second case occur, then ρˆR can be obtained straightforwardly. This result can be achieved
in three steps: First, by using Eq. (288) we calculated the four scaled parameters {sA};
second, we introduce the four relevant observables {σˆR(A)} such that
Tr
{
ρˆRσˆR(A)
}
= sA, (291)
where, inspired by Eq. (271), we make the ansatz:
σˆR(A)
.
= σ(A), (A ∈ {0, . . . 3}). (292)
Finally, we calculate the less biased ρˆR by using the maximum entropy criterion which leads
to 4
ρˆR
.
= ρR = exp
[
−Ψ−
3∑
B=1
γBσ(B)
]
, (293)
4 R. Balian, Incomplete descriptions and relevant entropies, Am. J. Phys. 67 (12), 1078 (1999).
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where the normalization term Ψ ensure the condition TrρˆR = 1, and each of the three
lagrange multipliers γB, (B = 1, 2, 3) is associated with each constraint Eq. (291). After a
straightforward calculation it follows that
ρˆR
.
= DR =
3∑
A=0
sAσ(A). (294)
This is our result, now we seek a relation between input and output relevant density operator
in a multi-mode scattering process.
G. Input and output relations
Let us consider now a generic linear scattering process that transform the input single-
photon density operator ρˆin into the output single-photon density operator ρˆout:
ρˆout = L[ρˆin]
=
∑
i
Aˆiρˆ
inAˆ†i ,
(295)
where ∑
i
AˆiAˆ
†
i = Iˆ. (296)
The relevant quantities to calculate are the transition amplitudes
〈mµ|Aˆi|nν〉 ≡ Ai,µν(m,n), (297)
where with Ai(m,n) we have denoted the 2×2 matrix whose elements are Ai,µν(m,n). Then,
we can rewrite Eq. (295) as
ρoutaα,bβ =
0,N−1∑
m,n
0,1∑
µ,ν
∑
i
Ai,αµ(a,m)ρ
in
mµ,nνA
†
i,νβ(n, b). (298)
From the algebra of the Pauli matrices it is easy to see that for any given pair of modes
{m,n} one can always write
ρmµ,nν =
3∑
A=0
SA(m,n)[σ(A)]µν , (299)
where we have defined
SA(m,n) =
0,1∑
µ,ν
ρmµ,nν [σ(A)]νµ, (A ∈ {0, . . . , 3}). (300)
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If we use Eq. (299) in both sides of Eq. (298) we obtain
SoutA (a, b) =
0,1∑
α,β
ρoutaα,bβ [σ(A)]βα
=
0,1∑
α,β
0,N−1∑
m,n
0,1∑
µ,ν
∑
i
Ai,αµ(a,m)ρ
in
mµ,nνA
†
i,νβ(n, b)[σ(A)]βα
=
0,1∑
α,β
0,N−1∑
m,n
0,1∑
µ,ν
∑
i
Ai,αµ(a,m)
3∑
B=0
S inB (m,n)[σ(B)]µνA†i,νβ(n, b)[σ(A)]βα
=
3∑
B=0
0,N−1∑
m,n
S inB (m,n)
∑
i
0,1∑
α,β,µ,ν
Ai,αµ(a,m)[σ(B)]µνA
†
i,νβ(n, b)[σ(A)]βα
=
3∑
B=0
0,N−1∑
m,n
S inB (m,n)
∑
i
Tr
{
σ(A)Ai(a,m)σ(B)A
†
i (n, b)
}
≡
3∑
B=0
0,N−1∑
m,n
MAB(a, b,m, n)S inB (m,n),
(301)
where, by analogy with the definition of a classical Mueller matrix, we have defined
MAB(a, b,m, n) ≡
∑
i
Tr
{
σ(A)Ai(a,m)σ(B)A
†
i (n, b)
}
. (302)
From Eqs. (275) and (299) it follows that
〈
Sˆ(A)
〉
=
N−1∑
n=0
0,1∑
µ,ν
ρnµ,nν(εnν , σ(A)εnµ)
=
3∑
B=0
N−1∑
n=0
0,1∑
µ,ν
SB(n, n)[σ(B)]µν [σn(A)]νµ
=
3∑
B=0
N−1∑
n=0
SB(n, n)Tr
{
σ(B)σn(A)
}
≡
3∑
B=0
N−1∑
n=0
∆AB(n)SB(n, n),
(303)
where
∆AB(n) ≡ Tr
{
σn(A)σ(B)
}
. (304)
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Note that in the paraxial approximation (see Eq. (277)) ∆AB(n) ∼= δAB. By using the results
in Eqs. (301) and (303) we can write
〈
Sˆ(A)
〉out
=
3∑
B=0
N−1∑
n=0
∆AB(n)SoutB (n, n)
=
3∑
B=0
N−1∑
n=0
∆AB(n)
3∑
C=0
0,N−1∑
p,q
MBC(n, n, p, q)S inC (p, q)
=
0,3∑
B,C
0,N−1∑
p,q,n
∆AB(n)MBC(n, n, p, q)S inC (p, q).
(305)
In a realistic experimental configuration, the input beam of light has a well defined polariza-
tion irrespective of the spatial and temporal coherency properties of the beam itself. This
means that it is possible to write
ρmµ,nν = ρ˜mn,µν ∼= Rmnrµν , (306)
namely
ρ ∼= R⊗ r, (307)
where R and r are a N × N and a 2 × 2 matrices, respectively, and Tr{R} = 1 = Tr{r}.
Note that this factorization has been made upon the matrix ρ representing the operator ρˆ
and not on the operator itself, where it would have been meaningless. With this assumption
we can write
S inC (p, q) =
0,1∑
α,β
ρ inpα,qβ[σ(C)]βα
∼= R inpq
0,1∑
α,β
r inαβ[σ(C)]βα
≡ R inpqS inC ,
(308)
where S inC ≡ Tr{r inσ(C)}, and we use this result in Eq. (305) to obtain
〈
Sˆ(A)
〉out
=
0,3∑
B,C
0,N−1∑
n,p,q
∆AB(n)MBC(n, n, p, q)S inC (p, q)
=
0,3∑
B,C
0,N−1∑
n,p,q
∆AB(n)MBC(n, n, p, q)R
in
pqS
in
C
=
3∑
C=0
[
0,N−1∑
n,p,q
3∑
B=0
∆AB(n)MBC(n, n, p, q)R
in
pq
]
S inC
≡
3∑
C=0
MACS
in
C ,
(309)
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where we have defined the effective 4× 4 Mueller matrix M as
MAC ≡
0,N−1∑
p,q,n
3∑
B=0
∆AB(n)MBC(n, n, p, q)R
in
pq. (310)
From Eqs. (303,306,308), it follows that for a paraxial input beam
〈
Sˆ(A)
〉in
=
3∑
B=0
N−1∑
n=0
∆AB(n)S inB (n, n)
∼=
3∑
B=0
N−1∑
n=0
δABR
in
nnS
in
B
= S inA
N−1∑
n=0
R innn
= S inATr{R in}
= S inA .
(311)
Finally, by comparing Eq. (309) with Eq. (311) we found the sought relation between〈
Sˆ(A)
〉out
and
〈
Sˆ(A)
〉in
: 〈
Sˆ(A)
〉out
=
3∑
B=0
MAB
〈
Sˆ(B)
〉in
, (312)
where
MAB ≡
0,N−1∑
p,q,n
3∑
C=0
∆AC(n)MCB(n, n, p, q)R
in
pq
=
0,N−1∑
p,q,n
3∑
C=0
∆AC(n)
∑
i
Tr
{
σ(C)Ai(n, p)σ(B)A
†
i (q, n)
}
R inpq
∼=
0,N−1∑
p,q,n
∑
i
Tr
{
σ(A)Ai(n, p)σ(B)A
†
i (q, n)
}
R inpq,
(313)
where the last, approximate equality is valid only in the limit of paraxial detection.
H. Two-photon scattering
Let us consider now the case of two photons, say A and B, that are scattered by two
independent, spatially separated media. We denote with |aα〉 and |bβ〉 the single-photon
basis states for photons A and B respectively, where a, b ∈ {0, . . . , N −1} and α, β ∈ {0, 1}.
A two-photon basis state will be indifferently written as
|aα〉 ⊗ |bβ〉 = |aα〉|bβ〉 = |aα, bβ〉 = |AB〉, (314)
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where A and B are cumulative indices for the pairs of indices (aα) and (bβ), respectively.
Let ρˆin denotes the density operator describing the input two-photon state:
ρˆin =
0,N−1∑
a,b
a′,b′
0,1∑
α,β
α′,β′
ρaα,bβ;a′α′,b′β′ |aα, bβ〉〈a′α′, b′β ′|
=
∑
A,B
∑
A′,B′
ρAB,A′B′ |AB〉〈A′B′|,
(315)
where
ρaα,bβ;a′α′,b′β′ = 〈aα, bβ|ρˆin|a′α′, b′β ′〉 = ραβ,α′β′(ab, a′b′). (316)
A linear scattering process due to two independent, spatially separated media, transforms
the input two-photon density operator ρˆin into the output two-photon density operator ρˆout:
ρˆout = L[ρˆin]
=
∑
i,j
(
Aˆi ⊗ Bˆj
)
ρˆin
(
Aˆ†i ⊗ Bˆ†j
)
,
(317)
where ∑
i
AˆiAˆ
†
i = Iˆ =
∑
j
BˆjBˆ
†
j . (318)
The relevant quantities to calculate are the transition amplitudes
〈aα|Aˆi|a′α′〉 = Ai,αα′(a, a′) = Ai,AA′,
〈bβ|Bˆj|b′β ′〉 = Bj,ββ′(b, b′) = Bj,BB′ ,
(319)
where with Ai(a, a
′) and Bj(b, b′) we have denoted the 2 × 2 matrices whose elements are
Ai,αα′(a, a
′) and Bj,ββ′(b, b′), respectively. Then, we can rewrite Eq. (317) as
ρoutaα,bβ;a′α′,b′β′
=
∑
i,j
0,N−1∑
a′′,b′′
a′′′,b′′′
0,1∑
α′′,β′′
α′′′,β′′′
Ai,αα′′(a, a
′′)Bj,ββ′′(b, b
′′)ρina′′α′′,b′′β′′;a′′′α′′′,b′′′β′′′A
†
i,α′′′α′(a
′′′, a′)B†j,β′′′β′(b
′′′, b′)
=
∑
i,j
∑
A′′,B′′
A′′′,B′′′
Ai,AA′′Bj,BB′′ρ
in
A′′B′′,A′′′B′′′A
†
i,A′′′A′B
†
j,B′′′B′ .
(320)
From the algebra of the Pauli matrices it is easy to see that if we define the 4× 4 matrices
Σ(AB) as
Σ(AB) ≡ σ(A) ⊗ σ(B), (321)
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they form a complete (by definition) and orthonormal set of basis matrices in C4×4:
Tr
{
Σ(AB)Σ(A′B′)
}
= Tr
{(
σ(A) ⊗ σ(B)
) (
σ(A′) ⊗ σ(B′)
)}
= Tr
{
σ(A)σ(A′)
}
Tr
{
σ(B)σ(B′)
}
= δAA′δBB′ .
(322)
Then, it is clear that it is always possible to write
ρaα,bβ;a′α′,b′β′ =
0,3∑
A,B
SAB(ab, a′b′)[Σ(AB)]αβ,α′β′, (323)
where we have defined
SAB(ab, a′b′) =
0,1∑
α,β
α′,β′
ρaα,bβ;a′α′,b′β′[Σ(AB)]α′β′,αβ
=
0,1∑
α,β
α′,β′
ραβ,α′β′(ab, a
′b′)[Σ(AB)]α′β′,αβ
= Tr
{
ρ(ab, a′b′)Σ(AB)
}
.
(324)
If we use Eq. (323) in both sides of Eq. (320), we obtain, after a lenghty but straightforward
calculation,
SoutAB (ab, a′b′) =
0,3∑
A′,B′
0,N−1∑
a′′,b′′
a′′′,b′′′
[M(ab, a′b′; a′′b′′, a′′′b′′′)]AB,A′B′ S inA′B′(a′′b′′, a′′′b′′′), (325)
where the 16× 16 matrix M(ab, a′b′; a′′b′′, a′′′b′′′) is defined as:
M(ab, a′b′; a′′b′′, a′′′b′′′) ≡M (A)(aa′, a′′a′′′)⊗M (B)(bb′, b′′b′′′), (326)
and where, as in Eq. (302), we have defined the 4 × 4 matrices M (A)(aa′, a′′a′′′) and
M (B)(bb′, b′′b′′′) as
M
(A)
AA′(aa
′, a′′a′′′) =
∑
i
Tr
{
σ(A)Ai(a, a
′′)σ(A′)A
†
i(a
′′′, a′)
}
,
M
(B)
BB′ (bb
′, b′′b′′′) =
∑
j
Tr
{
σ(B)Bj(b, b
′′)σ(B′)B
†
j (b
′′′, b′)
}
.
(327)
Now we want to relate the quantities displayed in Eq. (325) with quantities that are actually
measured which, therefore, corresponds to mean values of Hermitian operators. To this end,
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we calculate step by step the mean value of the two-photon Stokes operator Sˆ(A) ⊗ Sˆ(B):〈
Sˆ(A) ⊗ Sˆ(B)
〉
= Tr
{
ρˆ
(
Sˆ(A) ⊗ Sˆ(B)
)}
= Tr
{∑
A,B
∑
A′,B′
ρAB,A′B′ |AB〉〈A′B′|
(
Sˆ(A) ⊗ Sˆ(B)
)}
=
∑
A,B
∑
A′,B′
ρAB,A′B′Tr
{|AB〉〈A′B′|(Sˆ(A) ⊗ Sˆ(B))}
=
∑
A,B
∑
A′,B′
ρAB,A′B′〈A′B′|Sˆ(A) ⊗ Sˆ(B)|AB〉
=
∑
A,B
∑
A′,B′
ρAB,A′B′〈A′|Sˆ(A)|A〉〈B′|Sˆ(B)|B〉
=
0,N−1∑
a,b
a′,b′
0,1∑
α,β
α′,β′
ρaα,bβ;a′α′,b′β′〈a′α′|Sˆ(A)|aα〉〈b′β ′|Sˆ(B)|bβ〉
=
0,N−1∑
a,b
a′,b′
0,1∑
α,β
α′,β′
ρaα,bβ;a′α′,b′β′δa′a
(
εa′α′ , σ(A)εaα
)
δb′b
(
εb′β′, σ(B)εbβ
)
=
0,N−1∑
a,b
0,1∑
α,β
α′,β′
ρaα,bβ;aα′,bβ′
(
εaα′ , σ(A)εaα
) (
εbβ′ , σ(B)εbβ
)
≡
0,N−1∑
a,b
0,1∑
α,β
α′,β′
ρaα,bβ;aα′,bβ′
[
σa(A)
]
α′α
[
σb(B)
]
β′β
≡
0,N−1∑
a,b
0,1∑
α,β
α′,β′
ραβ,α′β′(ab, ab)
[
σa(A) ⊗ σb(B)
]
α′β′,αβ
≡
0,N−1∑
a,b
Tr
{
ρ(ab, ab)
(
σa(A) ⊗ σb(B)
)}
.
(328)
From Eq. (304) it is easy to see that
σf(F) =
3∑
F ′=0
∆FF ′(f)σ(F ′),
∆FF ′(f) = Tr
{
σf(F)σ(F ′)
}
,
(329)
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where f ∈ {a, b}, and F ∈ {A,B}. By using this result and Eq. (324) we can rewrite Eq.
(328) as
〈
Sˆ(A) ⊗ Sˆ(B)
〉
=
0,N−1∑
a,b
Tr
{
ρ(ab, ab)
(
σa(A) ⊗ σb(B)
)}
=
0,N−1∑
a,b
0,3∑
A′,B′
∆AA′(a)∆BB′(b)Tr
{
ρ(ab, ab)
(
σ(A′) ⊗ σ(B′)
)}
=
0,N−1∑
a,b
0,3∑
A′,B′
∆AA′(a)∆BB′(b)Tr
{
ρ(ab, ab)Σ(A′B′)
}
=
0,N−1∑
a,b
0,3∑
A′,B′
∆AA′(a)∆BB′(b)SA′B′(ab, ab)
=
0,N−1∑
a,b
0,3∑
A′,B′
[∆(a)⊗∆(b)]AB,A′B′ SA′B′(ab, ab)
∼=
0,N−1∑
a,b
SAB(ab, ab),
(330)
where the last, approximate equality holds in the paraxial limit where ∆(a) ∼= I4 ∼= ∆(b).
By using Eqs. (325) and (330) it is easy to see that
〈
Sˆ(A) ⊗ Sˆ(B)
〉out
=
0,N−1∑
a,b
0,3∑
A′,B′
[∆(a)⊗∆(b)]AB,A′B′ SoutA′B′(ab, ab)
=
0,N−1∑
a,b
a′,b′
a′′,b′′
0,3∑
A′,B′
A′′,B′′
{
[∆(a)⊗∆(b)]AB,A′B′
× [M(ab, ab; a′b′, a′′b′′)]A′B′,A′′B′′ S inA′′B′′(a′b′, a′′b′′)
}
=
0,N−1∑
a,b
a′,b′
a′′,b′′
0,3∑
A′,B′
A′′,B′′
{
[∆(a)⊗∆(b)]AB,A′B′
× [M (A)(aa, a′a′′)⊗M (B)(bb, b′b′′)]A′B′,A′′B′′ S inA′′B′′(a′b′, a′′b′′)}
=
0,N−1∑
a′,b′
a′′,b′′
0,3∑
A′′,B′′
{[N−1∑
a=0
∆(a)M (A)(aa, a′a′′)⊗
N−1∑
b=0
∆(b)M (B)(bb, b′b′′)
]
AB,A′′B′′
×S inA′′B′′(a′b′, a′′b′′)
}
≡
0,N−1∑
a′,b′
a′′,b′′
0,3∑
A′′,B′′
MAB,A′′B′′(a
′b′, a′′b′′)S inA′′B′′(a′b′, a′′b′′),
(331)
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where we have defined
MAB,A′′B′′(a
′b′, a′′b′′) ≡
[
N−1∑
a=0
∆(a)M (A)(aa, a′a′′)⊗
N−1∑
b=0
∆(b)M (B)(bb, b′b′′)
]
AB,A′′B′′
, (332)
or, in compact matrix form:
M(a′b′, a′′b′′) ≡
N−1∑
a=0
∆(a)M (A)(aa, a′a′′)⊗
N−1∑
b=0
∆(b)M (B)(bb, b′b′′). (333)
Then, we can rewrite Eq. (331) as
〈
Sˆ(A) ⊗ Sˆ(B)
〉out
=
0,N−1∑
a′,b′
a′′,b′′
0,3∑
A′,B′
MAB,A′B′(a
′b′, a′′b′′)S inA′B′(a′b′, a′′b′′). (334)
When the input state is not hyperentangled, one can write
ρinaα,bβ;a′α′,b′β′ = R
in
ab,a′b′r
in
αβ,α′β′ , (335)
where Rin and rin are aN2×N2 and a 4×4 matrices, respectively, and Tr{Rin} = 1 = Tr{rin}.
In this case, a straightforward calculation shows that
〈
Sˆ(A) ⊗ Sˆ(B)
〉in
=
0,3∑
A′,B′
∆AB,A′B′S
in
A′B′, (336)
and
S inA′B′(a′b′, a′′b′′) =
0,1∑
α,β
α′,β′
ρina′α,b′β;a′′α′,b′′β′ [Σ(A′B′)]α′β′,αβ
=
0,1∑
α,β
α′,β′
Rina′b′,a′′b′′r
in
αβ,α′β′[Σ(A′B′)]α′β′,αβ
= Rina′b′,a′′b′′Tr{rinΣ(A′B′)}
≡ Rina′b′,a′′b′′S inA′B′ ,
(337)
where we have defined
S inA′B′ = Tr{rinΣ(A′B′)}, (338)
and
∆AB,A′B′ ≡
0,N−1∑
a,b
Rinab,ab [∆(a)⊗∆(b)]AB,A′B′
∼= δAA′δBB′,
(339)
66
where the last, approximate equality holds in the paraxial limit only. In this limit, we have
〈
Sˆ(A) ⊗ Sˆ(B)
〉in
= S inAB, (340)
and, by combining this result with Eq. (337), we obtain
S inA′B′(a′b′, a′′b′′) = Rina′b′,a′′b′′
〈
Sˆ(A′) ⊗ Sˆ(B′)
〉in
. (341)
Finally, we substitute Eq. (341) into Eq. (334) to obtain
〈
Sˆ(A) ⊗ Sˆ(B)
〉out
=
0,N−1∑
a′,b′
a′′,b′′
0,3∑
A′,B′
MAB,A′B′(a
′b′, a′′b′′)Rina′b′,a′′b′′
〈
Sˆ(A′) ⊗ Sˆ(B′)
〉in
≡
0,3∑
A′,B′
MAB,A′B′
〈
Sˆ(A′) ⊗ Sˆ(B′)
〉in
,
(342)
where we have defined the field-dependent two-photon 16× 16 Mueller matrix M as:
MAB,A′B′ ≡
0,N−1∑
a′,b′
a′′,b′′
MAB,A′B′(a
′b′, a′′b′′)Rina′b′,a′′b′′ (343)
Equation (342) is our final result: It represent the linear relation between input and output
measured quantities. This equation is the two-photon quantum analogue of the classical
Mueller-Stokes relation. This similarity can be made manifest if we define the 16 two-photon
Stokes parameters as 〈
Sˆ(A) ⊗ Sˆ(B)
〉 ≡ SΦ, (344)
where we introduced the cumulative index Φ = (AB) ∈ {0, . . . , 15}. Then, Eq. (342) can
be rewritten as
SoutΦ =
15∑
Φ=0
MΦΦ′S
in
Φ′, (345)
which is formally equivalent to the classical one.
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FIG. 1: The Poincare´ sphere. To each point on the sphere it is possible to associate a definite pure
polarization state of the light. Moreover, internal points are associate with mixed (or partially
polarized) states.
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