This paper presents an intelligent methodology for diagnosing incipient faults in rotating machinery. In this fault diagnosis system, wavelet neural network techniques are used in combination with a new evolutionary learning algorithm. This new evolutionary learning algorithm is based on a hybrid of the constriction factor approach for particle swarm optimization (PSO) technique and the gradient descent (GD) technique, and is thus called HGDPSO. The HGDPSO is developed in such a way that a constriction factor approach for particle swarm optimization (CFA for PSO) is applied as a based level search, which can give a good direction to the optimal global region, and a local search gradient descent (GD) algorithm is used as a fine tuning to determine the optimal solution at the final. The effectiveness of the HGDPSO based WNN is demonstrated through the classification of the fault signals in rotating machinery. The simulated results show its feasibility and validity.
Introduction
With the development of industry, the machine or the production system is becoming more and more complicated, and the fault diagnosis for such large and complicated system is also becoming more and more difficult. Any know-how to help make the fault diagnosis for the large-scale system easier to handle and implement, and make the diagnosis accuracy is clearly desirable. Recently, neural networks have become a popular tool in fault diagnosis due to their fault tolerance and their capacity for self-organization. The multilayer perception (MLP) [1] , along with the back-propagation (BP) training algorithm, is probably the most frequently used type of neural network in practical applications. Unfortunately, these ANNs have some inherent defects, such as low learning speed, existence of local minima, and difficulty in choosing the proper size of network to suit a given problem. To solve these defects, we combine wavelet theory with it and form a wavelet neural network (WNN) whose activation functions are drawn from a family of wavelets.
The wavelet neural network (WNN) has been proposed as a novel universal tool for functional approximation [2] , which shows surprising effectiveness in solving the conventional problem of poor convergence or even divergence encountered in other kinds of neural networks. It can dramatically increase convergence speed [3] [4] [5] . Advances in its theory, algorithms, and application have greatly influenced the development of many disciplines of science and technology, including mathematics, physics, engineering, and will continue to influence other areas as well [6] [7] [8] .
How to determine the structure and parameters of the neural networks promptly and efficiently has been a difficult issue all the time in the field of neural networks research [9] . In previous literature [10] [11] [12] [13] [14] [15] 20] , the standard PSO algorithm has been used in training MFNNs. Other variations of PSO were also to train MFNNs [16] [17] [18] , and the performance was acceptable. This paper tries to apply the HGDPSO that combines the PSO with gradient search algorithm for training the WNN.
Particle swarm optimization (PSO) developed by Kennedy and Eberhart [19, 20] is one of the modern heuristic algorithms under the evolutionary algorithms (EAs) and gained lots of attention in various engineering applications [21] [22] [23] [24] [25] . Generally, the PSO is characterized as a simple heuristic of well balanced mechanism with flexibility to enhance and adapt to both global and local exploration abilities [23] . It is a stochastic search technique with reduced memory requirement, computationally effective and easier to implement compared to other EAs. PSO shares some of the common features available in other EAs, even with the selection procedure in some adaptive PSO versions [26, 27] . Although PSO and other EAs seem to be good methods to solve optimization problem, sometimes the solutions obtained from both methods are just near global optimum ones.
To overcome this drawback, a hybrid method that integrates the PSO with a gradient descent algorithm is proposed in this paper. The hybrid proposed method uses the property of PSO, which can provide a good solution even the problem has many local optimum solutions at the beginning. Then, the local searching property of GD algorithm is used to obtain a final solution. Basically, the hybrid method can be divided into two parts. The first part employs PSO to obtain a near global solution, while the second part employs GD algorithm to determine the optimal solution. To validate the performance of the proposed approach, fault diagnosis for rotating machine is tested and the results obtained are compared with those obtained using PSO and GD technique in this paper.
This paper is organized as follows. In Section 2, the architectures of wavelet neural networks are introduced. Overviews of PSO and GD algorithm are described in Sections 3 and 4, respectively. Section 5 describes the learning algorithm of HGDPSO for wavelet neural network design. In Section 6, designs of WNN by HGDPSO are simulated and applied to intelligent fault diagnosis. Finally, conclusions are presented in Section 7.
Neural network for fault diagnosis
The WNN employed in this study is designed as a three-layer structure with an input layer, wavelet layer (hidden layer) and output layer. The topological structure of the WNN is illustrated in Fig. 1 , where w jk denotes the weights connecting the input layer and the hidden layer, u ij denote the weights connecting the hidden layer and the output layer. In this WNN model, the hidden neurons have wavelet activation functions of different resolutions; the output neurons have sigmoid activation functions. A similar architecture can be used for general-purpose function approximation and system identification.
The activation functions of the wavelet nodes in the wavelet layer are derived from a mother wavelet ψ(x), suppose ψ(x) ∈ L 2 (R), which represents the collection of all measurable functions in the real space, satisfies the admissibility condition [28] :
whereψ(x) indicates the Fourier transform of ψ(x). The output of the wavelet neural network Y is represented by the following equation:
where
Here y j denotes the j th component of the output vector, x k denotes the kth component of the input vector, u ij is the connection weight between the output unit i and the hidden unit j , w j is the weight between the hidden unit j and input unit k, a j is the dilation coefficient of wavelons in hidden layer, b j is the translation coefficient of wavelons in hidden layer, L, M, N is the sum of input, hidden, and output nodes, respectively.
Particle swarm optimization

Basic concept of particle swarm optimization
Particle swarm optimization (PSO) is an evolutionary computation technique motivated by the simulation of social behavior [19, 20] . Namely, each individual (agent) utilizes two important kinds of information in decision process. The first one is their own experience; that is, they have tried the choices and know which state has been better so far, and they know how good it was. The second one is other agent's experiences; that is, they have knowledge of how the other agents around them have performed. Namely, they know which choices their neighbors have found are most positive so far and how positive the best pattern of choices was. In the PSO system, each agent makes his decision according to his own experiences and other agent's experiences.
The system initially has a population of random solutions. Each potential solution, called a particle (agent), is given a random velocity and is flown through the problem space. The agents have memory and each agent keeps track of its previous best position (called the pbest) and its corresponding fitness. There exist a number of pbest for the respective agents in the swarm and the agent with greatest fitness is called the global best (gbest) of the swarm. Each particle is treated as a point in a D-dimensional space. The ith particle is represented as X i = (x i1 , x i2 , . . . , x iD ). The best previous position of the ith particle (pbest i ) that gives the best fitness value is represented as P i = (p i1 , p i2 , . . . , p iD ). The best particle among all the particles in the population is represented by P g = (p g1 , p g2 , . . . , p gD ). The velocity, i.e., the rate of the position change for particle i is represented as V i = (v i1 , v i2 , . . . , v iD ). During the iteration procedure, the velocity of particle i is updated according to the following equation:
where V k i is the current velocity of agent i at iteration k, V k+1 i is the modified velocity of agent i at iteration k + 1, rand is the random number between 0 and 1, X k i is the current position of agent i at iteration k, p id is the pbest of agent i, p gd is the gbest of the group, w is the weight function for velocity of agent i, c 1 , c 2 are the weight coefficients for each term, k is the current iteration number.
Using the above equation, a certain velocity that gradually gets close to pbest and gbest can be calculated. The current position (searching point in the solution space) can be modified by the following equation:
Velocities of particles on each dimension are clamped by a maximum velocity V max . If the sum of accelerations would cause the velocity on that dimension to exceed V max , which is a parameter specified by the user, then the velocity on that dimension is limited to V max . V max influences PSO performance sensitively. A larger V max facilitates global exploration, while a smaller V max encourages local exploitation [29] .
The constants c 1 and c 2 represent the weighting of the stochastic acceleration terms that pull each particle toward pbest and gbest positions. Low values allow particles to roam far from target regions before being tugged back. On the other hand, high values result in abrupt movement toward, or past, the target regions. Hence, the acceleration constants c 1 and c 2 were often set to be 2.0 according to past experience.
The inertia weight w is introduced in [30] to improve PSO performance. The model using (6) is called "inertia weights approach (IWA)." Suitable selection of inertia weight w provides a balance between global and local exploration and exploitation, and on average results in less iterations required to find a sufficiently optimal solution. As originally developed, the inertia weight w is set according to the following equation:
where w max is the initial weight, w min is the final weight, iter max maximum iteration number. [20, 31, 32] The basic system equation of PSO ( (4)- (6) in IWA) can be considered as a kind of difference equations. In later studies, for insuring convergence, an analysis of the algorithm from mathematical aspects was given by Clerc [31, 32] , who proposed the use of a constriction factor χ . The algorithm was named the constriction factor approach (CFA). The velocity of CFA (simplest constriction) can be expressed as follows:
Constriction factor approach (CFA)
The variable κ can range in [0, 1]; a value of 1.0 works fine, as does a value of ϕ = 4.1. Thus, if ϕ = 4.1 and κ = 1, then χ ≈ 0.73, simultaneously damping the previous velocity term and the random ϕ. The CFA of PSO is not defined for ϕ 4.0. As ϕ increases above 4.0, χ gets smaller; for instance, if ϕ = 5, then χ ≈ 0.38, and the damping effect are even more pronounced. The convergence characteristic of the system can be controlled by ϕ. Namely, Clerc et al. [32] , found that the system behavior could be controlled so that the system behavior has the following features:
(a) The system does not diverge in a real value region and finally can converge. (b) The system can search different regions efficiently by avoiding premature convergence.
Unlike other EC methods, CFA of PSO ensures the convergence of the search procedures based on the mathematical theory. CFA can generate higher quality solutions than PSO with IWA [33] . Eberhart and Shi compared the performance of PSO with its different versions, and concluded that the best approach is to use the constriction factor while limiting the maximum velocity V max to the dynamic range of the variable X max on each dimension [33] . For instance, it is convenient to take V max = X max . However, CFA only considers dynamic behavior of one agent, but not the effect of the interaction among agents. Namely, the equations were developed with fixed best positions (pbest and gbest) although pbest and gbest can be changed during search procedure in the basic PSO equations. 
Neighborhood types
Eberhart and Kennedy called the above-mentioned basic method as "gbest model." In 1999, Kennedy studies how different social network structures can influence the performance of the PSO algorithm, arguing that a manipulation affecting the topological distance among particles might affect the rate and degree to which individuals are attracted toward a particular solution [34] . The influence of various neighborhood topologies on the PSO has been studied extensively [34] [35] [36] [37] [38] [39] [40] . Figure 2 illustrates the best-known neighborhood topologies.
(1) Star (see Fig. 2a ), also known as gbest, is a fully connected neighborhood relation. Each particle has all the other particles as neighbors; this implies that the global best particle-position for all particles is identical. (2) Circle (see Fig. 2b ), also known as lbest, connects each particle to its K immediate neighbors. For K = 2 the circle topology corresponds to a ring. The "flow of information" is heavily reduced compared to the star topology. It will for instance take swarmsize/2 time steps for a new global best position to propagate to the other side of the ring. (3) Von Neumann (see Fig. 2c ), the Von Neumann architecture, taking the form of a grid with wrap-around, considers the particles above, below, to the left and to the right to be within a given particle's neighborhood. The more densely connected the neighborhood, the quicker information about good solutions is communicated amongst particles in the swarm. Neighborhood topologies such as lbest and Von Neumann result in superior solutions at the cost of slower convergence, since diversity within the swarm is maintained longer. (4) Wheel connects one central particle to all the others (see Fig. 2d ), where all peripheral particles are not connected with each other. Even though the number of connections is smaller in this topology than in the circle topology (swarmsize − 1 compared to swarmsize), the information will flow faster since it will not take more than two timesteps for one new global best position to reach any other particle.
In comparisons of lbest and gbest canonical algorithms, a difference has been noted in convergence speed and ability to search over local optima [20] . The gbest topology (i.e., the biggest neighborhood possible) has often been shown to converge on optima more quickly than lbest, but gbest is also more susceptible to the attraction of local optima, as the population rushes unanimously toward the first good solution found.
Gradient descent (GD) algorithm
Gradient descent is a long term established search/learning technique and commonly used to train multilayer feed forward neural networks [41, 42] . The network is trained with gradient descent (GD) algorithm in batch way, During the training phase, wavelet node parameters, a, b and WNN weights, w jk , u ij , are adjusted to minimize the leastsquare error, given the d p i as the ith desired target output of pth input pattern, the cost function can be written as
The selection of the mother wavelet is very important and depends on the particular application. There are a number of well-defined mother wavelets such as Morlet, Harr, Mexican Hat, and Meyer. Groups of them are called families, such as Daubechies, Biorthogonals, Coifets, and Symmlets [43] . For this wavelet neural network, Morlet wavelet has been chosen to serve as an adoption basis function to the network's hidden layer, which has been the preferred choice in most work dealing with WNN, due to its simple explicit expression.
Denote that net j = L k=0 w jk x k . Thus
Such that
The learning rate and momentum are set as η and μ in the experiments respectively.
Then the parameters are updated as follows:
Hybrid particle swarm optimization
In their original paper, Eberhard and Kennedy applied PSO technique to optimizing artificial neural networks [20] . They found that particle swarm optimization was comparable to gradient descent algorithm for training neural networks, and was even superior in some respects. This is why particle swarm optimization was chosen as a training method for this project. However, it is important to note that their neural networks were very limited-the network they describe in their paper used only 13 connection weights. The neural networks used here have anywhere from 150 connection weights, so it is yet to be seen if particle swarm optimization is comparable to gradient descent algorithm in a non-trivial context.
The stochastic nature of the particle swarm optimizer makes it more difficult to prove (or disprove) like global convergence. Ozcan and Mohan have published the first mathematical analyses regarding the trajectory of a PSO particle [44, 45] . From the theoretical analysis [32] , the trajectory of the particle x i (t) converges onto a weighted mean of pbest and gbest. Solis and Wets [46] have studied the convergence of stochastic search algorithms, most notably that of pure random search algorithms, providing criteria under which algorithms can be considered to be global search algorithms, or merely local search algorithms. Van Den Bergh [18] used their definitions extensively in the study of the convergence characteristics of the PSO and the guaranteed convergence PSO (GCPSO), he proved the PSO is not even guaranteed to be local extrema, and GCPSO can converge on a local extremum. Cui and Zeng [47] have proposed a new particle swarm optimizer, called stochastic PSO (SPSO), which is guaranteed to convergence to the global optimization solution with probability one, and have provided the global convergence analysis of SPSO using the Solis and Wets' research results. Inspired by all these, we used a hybrid algorithm integrating PSO with gradient descent algorithm for WNN training. We will call this algorithm HGDPSO in the following sections.
The constriction PSO method results in particle convergence over time; that is, the amplitude of the individual particle's oscillations decreases as it focuses on a previous best point [20] . Though this kind of particle converges to a point over time, another factor in the paradigm prevents collapses of the trajectory-that is the fact that the target "best" point is actually a stochastically weighted average of two points, pbest(i) and gbest [20] . If those two points are near one another, then the particle will cycle around singular center, eventually converging on the reign of the two points. On the other hand, if the swarm is still exploring various optima, and a particle's own previous is in a different region from the neighborhood's previous best, that is, pbest(i) is distant from gbest, then the particle's cycles will remain wide; it cannot converge on a target that keeps moving around the search space. Thus a particle with a built-in tendency to converge will continue to explore when the "social" conditions are not conformist [20] .
As the members of a neighborhood begin to cluster in the same optimal region, the particle trajectories will become narrower, intensely exploiting a focused region of the search space [20] . So, if x i (t) = pbest(i) = gbest, the velocity of particle i tends to be quite small. To improve the global search capability, we conserve the current best position of the swarm gbest, and use gradient descent algorithm to optimize particle i's position x i (t + 1), and other particles are manipulated according to (7) , this means, If pbest(i) = gbest, then particle i's position x i (t + 1) needs to continue optimize using gradient descent algorithm and other particles are manipulated according to (7) ; if pbest(i) = gbest, and does not change, then all particles are manipulated according to (7) ; if pbest(i) = gbest, and changes gbest, there exists an integer k, which is satisfied x k (t + 1) = pbest(k) = gbest, then particle k's position x k (t) needs to continue optimize using gradient descent algorithm and other particles are manipulated according to (7) , thus the global search capability enhanced.
It is assumed that the WNN is chosen for all application cases in this study. Without loss of generality, it is denoted that W being the connection weight matrix between the input layer and the first hidden layer, U , the one between the hidden layers and the output layer, A, the dilation coefficient of wavelons in hidden layer, and B, the translation coefficient of wavelons in hidden layer.
It is further denoted as X = {W, U, B, A}. When a PSO is used to train the WNN, the ith particle is represented as X i = {W i , U i , B i , A i }. The best previous position (i.e., the position giving the best fitness values) of any particle is recorded and represented as P i = {P w i , P u i , P b i , P a i }. The index of the best particle among all particles in the population is represented by the symbol g, hence P g = {P w g , P u g , P b g , P a g } is the best matrix found in the population. The rate of position change (velocity) for particle i is represented as
Let m and n denote the index of matrix row and column, respectively. The particles are manipulated according to Eq. (7).
The pseudo code of the proposed solution methodology that integrates the CFA of PSO with GD algorithm for WNN training can be summarized as follows: value equal to the current value and the pbest location equal to the current location in d-dimensional space. (6) Compare fitness evaluation with the population's overall previous best. If the current value is better than gbest, then reset gbest to the current particle's array index and value. (7) For every particle define a neighborhood and determine the local best fitness value (lbest) and its coordinates for every particle. (8) If pbest(i) = gbest, then all particles are manipulated according to Eq. (7) respectively; go to step (10) . (9) If pbest(i) = gbest, then particle i's position x i (t + 1) needs to use gradient descent algorithm to optimize and other particles are manipulated according to Eq. (7). (10) (Check the stop criterion). Repeat step (4) until a criterion is met, usually a sufficiently good fitness or a maximum number of iterations/epochs. (11) Save the training parameters and the whole training of the WNN is completed.
As a result, the network model in this paper is constructed by using HGDPSO as training algorithm and Morlet mother wavelet basic function as node activation function.
Experiments
The practical task of fault diagnosis is to realize mapping between the symptoms and the faults, and this mapping can be implemented by function approximation. There are two ways to solve problems concerning the approximate function. One is the parameter algorithm, that is, to get answers via analytical expression. The other is the nonparameter algorithm. Neural networks are an efficient way to turn such an idea into reality. As a test of the HGDPSO based WNN described above, we simulated a few examples by choosing different methods to compare. 
Case 1. Experiments for fault diagnosis of rotating system
Here the work uses a CBM (condition based maintenance) system that we have developed to test WNN method for fault diagnosis of rotating machinery. This system is designed in a modular fashion (see Fig. 3 ), and it contains the data acquisition module, signal processing module, feature extraction module, intelligent diagnosis module, training module, and prognostics module, user module, etc.
Data acquisition
Experiments were performed on a machinery fault simulator, which can simulate the most common faults, such as misalignment, unbalance, resonance, radial rubbing, oil whirling, and so on. The schematic of the test apparatus is shown in Fig. 4 . It mainly consists of a motor, a coupling, bearings, discs, and a shaft.
In this system, the rotor is driven by an electromotor, and the bearing is the journal bearing. The fault samples are obtained by simulating corresponding fault on experiment rotating system. For example, adjusting the simulator plane highness and degree simulates the misalignment faults; adding an unbalance weight on the disc at the normal condition creates the unbalance. A radial acceleration was picked up from an accelerometer located at the top of the right bearing housing. The shaft speed was obtained by one laser speedometer.
The measurements with acceleration, velocity, or displacement data from rotating equipment are acquired by the NI digital signal acquisition module, and then are collected into an embedded controller.
A total of six conditions were tested: resonance, stable condition after resonance, bearing housing looseness, misalignment, oil whirling, and unbalance. Each condition was measured with a given times continuously. The frequency of used signal is 5000 Hz and the number of sampled data is 1024.
Feature extraction
The features of vibration signals are extracted with the fast Fourier transform (FFT), the time-frequency spectrum of data is computed and fed into the training stage, in which 6 faults and 7 frequency bounds are selected to form a feature vector. These feature vectors are used as input and output of BP or WNN. Figure 5 shows the user interface.
Fault diagnosis and analysis 6.1.3.1. Experimental parameters
According to the theory [2, 4] , the number of nodes in the hidden layer of the network is equal to that of wavelet base. If the number is too small, WNN may not reflect the complex function relationship between input data and output value. On the contrary, a large number may create such a complex network that might lead to a very large output error caused by over-fitting of the training sample.
The network architecture used for fault diagnosis consists of 7 inputs corresponding to the 7 different ranges of the frequency spectrum of a fault signal (Tables 1 and 2) , 10 hidden nodes, and 6 outputs corresponding to 6 respective faults, such as unbalance, misalignment, oil whirling, oil oscillating, radial rubbing and twin looseness, and so on.
In the experiment, 400 groups of data of feature are acquired on a machinery fault simulator; 100 groups of the data are used as the training set, the remaining 300 groups are used as the diagnosis set samples. Feature vectors are used as input and output of BP or WNN. After all possible normal operating modes of the fault are learned, the system enters the fault diagnosis stage, in which the machinery vibration data are obtained and are subjected to the preprocessing and feature extraction methods described in the signal processing and feature extraction stage.
Selection of parameters for training algorithms
The selection of these optimal parameters plays an important role in various training algorithms. A single parameter choice has a tremendous effect on the rate of convergence. For this paper, the optimal parameters are determined by trail and error experimentations. In HGDPSO, a particle X is a set of parameters of WNN denoted as {W 1 , W 2 , B, A}. The domain of the weights w j , the dilation a j and translation b j is different, so this work divides X into X 1 , X 2 , and X 3 , where X 1 = {W 1 , W 2 }, X 2 = {B}, X 3 = {A}, and the rate of position change (velocity) V for particle X is accordingly divided into V 1 , V 2 , V 3 , respectively, where
The search space range available for X 1 is defined as (−100, 100), X 2 is defined as (0, 100), and X 3 is defined as (1, 100) , that is, if x d > X max , then x d = X max and v d = −αv d , where α is between 0 and 1, and similarly for X min . So the particle cannot move out of this range in each dimension. The other settings of the HGDPSO algorithm are as follows: swarm size was set to 50, c 1 and c 2 were set to 2 and 2.1, respectively, then ϕ = c 1 + c 2 = 4.1, set κ = 1 and the constriction coefficient χ is thus 0.729 according to Eq. (7). The maximum number of epochs was limited to 10,000.
In CFA of PSO, the population size and initial individuals are the same as those used in HGDPSO. For fair comparison, the parameters c 1 , c 2 , ϕ, and χ are also the same as those used in HGDPSO. The evolution is processed for 10,000 iterations.
In APSO [48] , the population size and neighborhood size are equal to 20 and 3, respectively. Coefficient ϕ is 4.1 and the constriction coefficient χ is thus 0.729. The stop criterion is 3000 function evaluations for APSO.
In CPSO [16] , the population size and initial individuals are the same as those used in HGDPSO. For fair comparison, the parameters c 1 , c 2 , ϕ, and χ are also the same as those used in HGDPSO. The evolution is processed for 10,000 iterations.
The GD algorithm has two parameters to be set: the learning rate and the momentum. The maximum epoch is set to 10,000.
Network training and determination
In this experiment, two types of neural networks, namely wavelet neural networks and BP networks, are trained on fault classification using various training algorithms. In the first series of experiments, we want to test the performance of the WNN and BP network. In the second series of experiments, we want to test the performance of the various training algorithms for WNN. In all experiments, a swarm size of 20 was used. Each experiment was run 50 times for given iterations, and the results were averaged to account for stochastic difference.
Instead of counting the number of iterations that the outer loop is executed, the number of times that the objective function is evaluated is counted [18] . For PSO-based perceptrons, such "evaluation time" is equivalent to a production of the population size and the evolving generations. In order to compare performances between the PSO-and BPbased perceptrons, the training histories are recorded with the same fitness evaluation times F for both perceptrons to be compared with. For a standard PSO algorithm,
where F is the number of times the objective function is evaluated, S is the swarm size, and I is the number of iterations that the algorithm is run. For a HGDPSO algorithm,
where F is the number of times the objective function is evaluated, S 1 is the swarm size that the PSO algorithm is run, S 2 is the swarm size that the GD algorithm is run, I 1 is the number of iterations that the PSO algorithm is run, I 2 is the number of iterations that the GD algorithm is run, K 1 is the factor that the PSO algorithm is run, and K 2 is the factor that the GD algorithm is run.
(1) Compare with WNN and BP network
Comparing to WNN, the same 300 groups of data are processed with a 7-10-6 BP network; expecting output error threshold is 0.001. The MSE function is same as Eq. (8) . The other parameters are same as WNN. Training processes terminate in given fitness evaluation times.
Figures 6 and 7 demonstrate the training history and the performance of the WNN and BP networks using GD and HGDPSO, respectively. By looking at the shapes of the curves in Fig. 6 and the values in Table 3 , it is easy to see the WNN trained with GD algorithm converges more quickly than the BP trained with GD. As seen in Fig. 7 and in Table 3 , it is clear that the simulation time obtained by the WNN trained with the lbest version of HGDPSO algorithm is comparatively less compared to the BP networks trained with the lbest version of HGDPSO algorithm. Table 3 shows the final values reached by each algorithm after 10,000 iterations were performed. It shows the results of a convergence test. Here, a training session is said to converge when it fails to improve for 10,000 consecutive epochs. The second column in this table lists the diagnosis accuracy on the 300 actual sample data. The WNN trained with GD algorithm achieve higher diagnosis accuracy (95.33%) of the tested set than that (90.33%) of BP trained with GD algorithm. The WNN trained with the lbest version of HGDPSO algorithm achieve higher diagnosis accuracy (96.67%) of the tested set than that (93.67%) of BP trained with the lbest version of HGDPSO algorithm. The test results confirm that, in both cases, the proposed WNN have a better capability for generalization than the BP methods. The third column in this table lists the average number of error function evaluations (WNN and BP networks) used during training, until running terminated with the network converged or the epochs exceeding the maximum epochs. Table 3 shows that the HGDPSO based WNN method outperformed all the other architectures. As can be seen in Table 3 , the WNN architecture is decidedly superior, yielding errors that are smaller than the BP architecture. Another benefit of the WNN approach is the reduced training time.
From the comparison of training histories in WNN and BP networks trained with various methods, it can be seen that, for the given errors, the WNN presents better convergence performance than the BP networks. On considering the classify accuracy, the results produced by the WNN model are more close to the original data than those by BP networks. In general, the WNN generates more accurate classify and presents better performance than the BP ones does.
(2) Compare with HGDPSO, GD, APSO, CPSO, and PSO algorithm To show the effectiveness and efficiency of HGDPSO integrating the GD algorithm with the CFA of PSO, WNN designed by GD algorithm, APSO [48] , CPSO [16] , and CFA of PSO are also applied to the same fault diagnosis problem. In training WNN, the main goal is to obtain a set of weights w, u, the dilation a, and the translation b that will minimize mean squared error (MSE). As shown in Figs. 8-10 and Table 3 , the MSE error of 0.001 has been reached by using HGDPSO algorithm with lbest version (LGPWNN) after an average of 5120 evaluation times in the training phase, after 5550 evaluation times, the mean squared error reached the same level by using GD algorithm (GWNN), after 7800 evaluation times, the mean squared error reached the same level by using CPSO algorithm (CPWNN), and after 7920 evaluation times, the mean squared error reached the same level by using APSO algorithm (APWNN). Meanwhile, after 60,000 evaluation times, the mean squared error reached by using PSO technique (PWNN) was not less than 0.005.
By looking at the shapes of the curves in Fig. 9 , it is easy to see the PSO converges quickly under training phase but will slow its convergence speed down when reaching the optima. The PSO lacks global search ability at the end of run that a method is required to jump out of the local minimum in some cases. The performance of HGDPSO that combined PSO with GD algorithm can be improved greatly and have better results than that of both PSO and GD algorithm.
In the testing phase, the lbest version of HGDPSO trained WNN (LGPWNN) was able to discriminate the fault examples with an accuracy higher than 96% (see Table 3 ), compared to GD's 95.33%, CPSO (CPWNN)'s 95.33%, and APSO (APWNN)'s 94.67%, while the PSO trained WNN (PWNN) with an accuracy less than 90%. From Table 3 , we can see that the classification error for HGDPSO with lbest version was the smallest. For the training problem, the performance of the HGDPSO algorithm with lbest version was better than that of the GD, the APSO, the CPSO, and the PSO algorithms. Figure 11 and Table 3 have shown the lbest version of HGDPSO algorithm to converge somewhat more slowly than the gbest version, but it is less likely to become trapped in an inferior local minimum.
The results on performance clearly show that the HGDPSO is a stronger optimizer than the CFA of PSO, the APSO, the CPSO, and the implemented GD algorithm on the WNN training. The HGDPSO represent a clear and substantial improvement over the CFA of PSO, APSO, and GD algorithm, not only in the final solutions, but also in the speed with which they are found.
The purpose of this work is to demonstrate a novel approach HGDPSO that substantially improves the basic algorithm. The comparison and potential combination of HGDPSO with other PSO improvements is part of ongoing research and will be a subject of future work. Figure 12 shows the intelligent system we developed. It consists of three parts: (a) data acquisition and preprocessing, (b) feature extraction, and (c) classification using a HGDPSO based wavelet neural network. Wavelet layer is responsible for feature extraction from the vibration signals. The feature extraction process has two stages:
Case 2. Intelligent system for machine health assessment
(1) Wavelet packet decomposition For wavelet packet decomposition of the vibration signals, the tree structure was used as a binary tree at depth m = 8. Wavelet packet decomposition was applied to the vibration signals using the Daubechies − 1 wavelet packet filters with the Shannon entropy [49] as defined in Eq. (28) . In the equation, s is the vibration signal and s i is the coefficient of wavelet packet decomposition of s. Thus obtaining 2 8 = 246 terminal node signals.
(2) Wavelet packet entropy An entropy-based criterion describes information-related properties for an accurate representation of a given signal. Entropy is a common concept in many fields, mainly in signal processing [50] . A method for measuring the entropy appears as an ideal tool for quantifying the ordering of non-stationary signals. We next calculated the norm entropy as defined in Eq. (29) of the waveforms at the terminal node signals obtained from wavelet packet decomposition
where the wavelet packet entropy E is a real number, s is the terminal node signal and s i is the waveform of terminal node signals. In norm entropy, P is the power and must be such that 1 P < 2. During the HGDPSO based WNN learning process, the P parameter is updated together with weights to minimize the error. The resultant entropy data were normalized with N = 20. Thus, the feature vector was extracted by computing the 256-wavelet packet entropy values per vibration signal. HGDPSO based WNN learning layer realizes the intelligent classification using features from wavelet layer. We performed experiments using 300 samples taken from four fault vibration signals. The data from a part of the fault vibration signal samples were used for training and another part in testing the HGDPSO based WNN. In this experiments, nearly 100% correct classification was obtained at the HGDPSO based WNN training among the fault vibration signal classes. It clearly indicates the effectiveness and the reliability of the proposed approach for extracting features from fault vibration signals.
The feature choice was motivated by a realization that HGDPSO based WNN essentially is a representation of a signal at a variety of resolutions. In brief, the wavelet packet decomposition has been demonstrated to be an effective tool for extracting information from the fault vibration signals. The proposed feature extraction method is robust against to noise in the fault vibration signals. In this paper, the application of the wavelet packet entropy in the wavelet layer to the adaptive feature extraction from the fault vibration signals was shown. Wavelet packet entropy proved to be a very useful features for characterizing the vibration signals, furthermore the information obtained from the wavelet packet entropy is related to the energy and consequently with the amplitude of signal. This means that with this method, new information can be accessed with an approach different from the traditional analysis of amplitude of vibration signals. Figure 13 shows the HGDPSO based WNN training performance. It can bee seen that the HGDPSO based WNN has achieved significantly better solutions. The most important aspect of the HGDPSO based intelligent system is the ability of self-organization of the WNN without requirements of programming and the immediate response of a trained net during real-time applications. These features make the intelligent system suitable for automatic classification in interpretation of the fault vibration signals.
Conclusions
A HGDPSO-based wavelet neural network approach is developed for fault diagnosis. The approach takes a novel kind of optimization algorithm, i.e., HGDPSO optimization algorithm, to train wavelet neural work. The feasibility and effectiveness of this new approach is validated and illustrated by the study cases of modeling fault diagnosis on rotating machine. The data measured at a machinery fault simulator by the data acquisition module are chosen as the original data to testify the performance of the proposed model and to validate the numerical simulations. The numerical results show that the HGDPSO-based WNN has a better training performance, faster convergence rate, as well as a better diagnosis ability than the other modules to be selected cases.
