Motivated by applications in combinatorial optimization, we initiate a study of the extent to which the global properties of a metric space (especially, embeddability in 1 with low distortion) are determined by the properties of small subspaces. We note connections to similar issues studied already in Ramsey theory, complexity theory (especially PCPs), and property testing. We prove both upper bounds and lower bounds on the distortion of embedding locally constrained metrics into various target spaces.
Introduction
Suppose that we are given a finite metric space (X, d) and we are told that the induced metric on every small subset of X embeds isometrically into 1 . What can we say about the distortion of embedding the entire metric into 1 ? In this paper we initiate the study of this question and similar questions.
One reason to study such problems is that certain embedding questions are intimately related to problems in combinatorial optimization. In particular, finite 1 metrics correspond exactly to combinations of cuts (see the book [10] ). Approximation algorithms for NPhard cut problems such as sparsest cut are derived by embedding general metric spaces into 1 [18, 5] , and more recently, negative type metrics into 1 [4, 7, 3] . Conceivably, the relaxations underlying the results for sparsest cut could be tightened by restricting them to metrics that have the property that every subset of size k embeds isometrically into 1 (where k is either a constant or a slowly growing function of the input size). Interestingly, similar constraints arise when applying k rounds of a lift-and-project method such as LovaszSchrijver or Sherali-Adams. These relaxations can be computed in n O(k) time, where n is the number of vertices of the input graph. (Such observations were made in a recent paper [2] , where it was observed that studying such questions leads to the study of local versus global structure. That paper restricted attention to vertex cover, however.)
We show (Theorem 3.1) that if every subset of size n c of an n-point metric space embeds isometrically into 1 , then the entire space embeds into 1 with distortion O(c 2 ). (The result also holds if the isometric embedding of subsets is replaced by low distortion embedding.) By the above discussion, for any c = c(n) → ∞, we get a 2 o(n) -time O(c 2 )-approximation algorithm for sparsest cut. (Recent reductions [8] show that such approximation is hard, assuming the unique games conjecture [19] .)
On the other hand, we construct (Theorem 3.5) metric spaces where every constant sized subset embeds isometrically into 1 , yet the entire space incurs large distortion when embedded into 1 . In fact, in our proof the distortion remains super-constant as long as the subset size remains o(log log n). This restricts the possibility of designing polynomial time approximation algorithms for sparsest cut with significantly better guarantees using some lift-and-project methods.
Thus far we were insisting that subsets have to be isometrically embeddable into 1 , and in this setting there is a large gap between our upper bounds and our lower bounds 1 . However, it is also interesting to consider the case where subsets are embeddable with constant distortion into 1 . After all, many plausible ideas for inferring global structure from local structure would try to relate the distortion of the entire space to the distortion of (the metric induced on) small subsets. Upon thus relaxing the question, the gap between upper and lowerbounds nearly vanishes. We construct (Theorem 3.4) n-point metrics that require Ω(log n) distortion to embed into 1 , but whose every subset of size n 1− embeds into 1 (or even into restricted subclasses of 1 ) with distortion O(1/ 2 ). We note that such constructions are nontrivial precisely because we need a fairly strong property to hold for every subset. A significant contribution of our work is a new insight into shortest-path metrics derived from random graphs of bounded degree, which are used in most of our lower bound results. These metrics were shown to be extremal for many metric-theoretic properties in the past. Surprisingly, their local structure turns out to be rather simple, even when the size of the sub-metrics is as large as n 1− (see Section 3.2). Our results are also related to work on Ramsey phenomena in metric spaces, a line of work motivated both by applications to lower bounds in on-line computation and by deep questions about the local theory of metric spaces (see [6] and the references therein) and our lowerbound of Section 3.2 answers an open question of [6] . Ramsey theory in general shows that in the midst of global "disorder" there is always a significant subset exhibiting "order." In this phrasing, our upper bounds trivially imply an upper bound on the size of the smallest "disordered" subset, assuming global "disorder." For example, if a metric space does not embed into 1 with distortion at most α, there must be a subspace of cardinality O(n β/α) that does not embed into 1 with distortion less than β. In fact, we show that there are many such subspaces, and one can construct, independently of the metric, a poly(n) sized set of candidate subspaces to check.
Local versus global questions also play an important role in areas such as the construction of probabilistically checkable proofs, program checking, property testing, etc. In those settings one has to infer a global property from the knowledge that the "local" property only has to hold for many local neighborhoods. Our study has a very similar feel, except we are interested in inferring global properties when the local property holds for all local neighborhoods, not just most.
The results discussed so far carry over (with small changes) to 2 as well. The upper bounds hold, in fact, not only for 1 but also for many other classes of metrics, such as polygonal metrics, hypermetrics, and negative type metrics. We introduce the notion of a baseline class of metrics, obtained by postulating some properties shared by the above examples. These properties are sufficient for proving the upper bounds. We show (Theorem 5.2) that the class of all metrics is "far" from any non-trivial class of baseline metrics, in the sense that there are metrics that do not embed into such a class with bounded distortion. Our proof uses the notion of a forbidden sub-metric, akin in some respects to the topological notion of a forbidden minor. For every non-trivial class of baseline metrics there is a fixed size metric that does not embed into any member of the class with distortion below some constant. This is the starting point of our asymptotic bound. (See also [20] .) On the other hand, our lower bounds on the distortion of embedding into 1 imply that polygonal metrics are also "far" (in the same sense) from 1 . Our results motivate future investigation into the potential use of baseline metrics in approximation algorithms.
Finally, we also study ultrametrics, a class of metrics that is used in hierarchical clustering and metric Ramsey theory (see [13, 12, 6] and the references therein). These are metrics that satisfy the condition ∀x, y, z d(x, z) = max{d(x, y), d(z, y)}. In particular, they are a (very restricted) subset of 2 metrics. By definition, if every subset of size three is an ultrametric, then so is the whole space. On the other hand, we show (Theorem 4.2) that the situation changes dramatically if we relax the requirement on the subsets. We construct for every c and metric spaces on n points such that every subset of cardinality n embeds into an ultrametric with distortion bounded by c, yet the entire metric space does not embed into an ultrametric with distortion less than c 1/ . We show that this bound is tight by a establishing a matching upper bound on the distortion.
It should be stressed that the most important open problem arising from our work is to construct metrics that require large distortion to embed into 1 , but where every subset of size at most, say, n (or even Ω(log n)) embeds isometrically (as opposed to embedding with low distortion) into 1 . Our work on ultrametrics indicates that the two conditions may vary considerably in their behavior. Thus the possibility remains of improving the recent O( √ log n) approximation guarantees for sparsest cut and other problems via the lift-and-project approach outlined above. Our results do not rule out, say, an n log n time algorithm.
Preliminaries
We use dist(d, d ) to denote the distortion between two distance functions d and d on the same set of points.
For a class C of distance functions, we use dist(d → C) to denote the minimum distortion between d and d ∈ C. (This assumes, of course, that C contains distance functions on the same set of points as d.) Let d be a distance function (on an underlying point set P ), and let f : R → R be a monotonically nondecreasing function with f (0) = 0. We denote by f (d) the distance function where ∀p,
plays an important role in this paper. It is worth noting the following simple fact:
c . Let d be a distance function, and let Q be a subset of the points on which d is defined. We use d Q to denote the restriction of d to the pairs of points in Q.
A set of metrics C is called baseline if it has the following properties, shared e.g., by the classes neg, hyp, and M k to be discussed later (see Section 3.2):
1. It is symmetric, i.e., for every d ∈ C, any metric d derived from d by permuting the underlying set of points is also in C.
2. It is a closed cone, i.e., for every d, d ∈ C on the same set of points, for every a, a ≥ 0, also
3. It is hereditary, i.e., for every d ∈ C, for every subset of points Q on which d is defined, also d Q ∈ C.
4. For every d ∈ C, consider a metric d , obtained from d by performing the following cloning operation: Pick a point p, add a "clone" q, and set
Observe that every baseline set of metrics includes all cut metrics, and therefore all metrics that embed isometrically in 1 . Further notice that if C is a baseline set of metrics, then for every γ ≥ 1, the set of metrics
3 Baseline sets of metrics 3.1 Upper Bounds. This section is devoted to the proof of the following theorem and its consequences.
Theorem 3.1. Let m, n ∈ N, m ≤ n, let c ≥ 1, and let C be a baseline set of metrics. Let d be a metric on n points such that every m-point subspace Q has
We require a definition. Let (X, d) be a metric space. A tree-like extension of (X, d) is a metric space obtained from (X, d) by repeatedly performing the following attachment operation: Pick a point p ∈ X and a weight w ≥ 0, and "attach" to p a new point q ∈ X by an edge of weight w, i.e., set d (q, x) = d (p, x) + w for all points x ∈ X, and augment X by q. 
Proof.
Clearly, it suffices to prove this for a single attachment operation. Let d p be the metric obtained from d by adding a clone q of a point p. Let δ be the cut metric defined by δ(x, y) = 1 if exactly one of the points x, y is q, and δ(x, y) = 0 otherwise. Both d p and δ are in C (the former by definition, the latter because C must contain all cut metrics). Attaching q to p at distance w gives the metric
Next, we introduce a construction that will be used in the proof of Theorem 3.1. Let d be a metric on the finite set of points P = {p 1 , p 2 , . . . , p n }. It will be assumed w.l.o.g. that for any p i ∈ X, the distances between p i and the other points in X are all distinct. Let σ ∈ S n be a permutation on {1, 2, . . . , n}. The metric d σ is defined as follows. We start with restriction of d
Proof. (of Theorem 3.1.) Throughout the proof m is fixed, whereas n and d vary. Let T n,m , n ≥ m denote the supremum over all n-point 
Notice that
For the case σ(n) = p let p * ∈ P be the point in P that is closest to p. By our assumptions, p * is unique and hence it will be the point to which p will be attached.
The case when σ(n) = q is analogous. Therefore,
Solving the recurrence, we get that
Next, recall that C γ also is a baseline set of metrics. By the conditions of the theorem, for every m-point subset Q, d
Q ∈ C γ . Therefore, by Lemma 3.1, for every permutation σ, d σ ∈ C γ . As C γ is a closed cone, also
2 ), the theorem now follows.
Theorem 3.2.
A metricd ∈ C, which is an embedding of d satisfying the statement of Theorem 3.1, can be computed in probabilistic polynomial time.
Proof. The construction ofd is based on the construction of d * , and we use the same terminology as in the proof of Theorem 3.1. Let K ⊆ S n be a subset of permutations, with
The first inequality holds since each
By Theorem 3.1, the expected stretch of d * with respect to any pair of points in the space is ≤ T n,m . Therefore, using Markov's Inequality, |G| ≥ 0.9|S n |, and d * G ≤ 1.1d
* . Next, letG be a random sample from G of size N . By Hoeffding's large deviation bound, the expected stretch of d * G with respect to any pair of points x, y in the space is
Indeed, the permutations in S n whose m-prefix corresponds to a good size-m subset constitute a κ-fraction of all permutations, and (3.1) applies. We now show that Theorems 3.1 and 3.2 imply a sub-exponential time algorithm for approximating sparsest cut to within any super-constant factor. , where n is the number of nodes in the input graph.
Proof.
Let (G, w, T, h) be an instance of sparsest cut. Here G = (V, E) is an undirected graph, w : E → N is a weight function on the edges of G, T = {(s 1 , t 1 ), (s 2 , t 2 ), . . . , (s k , t k )} is a set of pairs of nodes of G (called terminals), and h : T → N is the demand function. Let D be the set of semi-metrics d on V , such that for every U ⊂ V with |U | ≤ 1 c |V |, the restriction of d to U embeds isometrically in 1 . By Theorem 3.1,
. By the results of [18, 5] , given the embedding of d into 1 , one can find a cut (S, V \ S) in G such that (3.3) e∈E: |e∩S|=1 w(e) (s,t)∈T : |{s,t}∩S|=1 h(s, t)
It is known that if we replace d ∈ D with d ∈ 1 in equation (3.2) we get the value of the sparsest cut.
Hence, z * is a lower bound on the value of the sparsest cut and thus the cut for which equation ( 
Lower Bounds.
The main result in this section is a nearly tight counterpart to some of the upper bounds from Section 3.1. The next lemma will play a key role in the proof. Lemma 3.2. Let d be the shortest path metric of an nnode graph G = (V, E) with girth at least p, diameter D and such that the subgraph induced by any subset S ⊂ V of size at most n 1−ε/2 has at most |S|(1 + 1/p) edges. Then, for every S ⊆ V with |S| ≤ n 1−ε , the corresponding d S can be embedded in 1 (in fact, into a distribution over dominating tree-metrics) with distortion O(1/ε) · (D + 1)/(p + 1).
Theorem 3.4. For every ε > 0 and for every integer n ≥ 2, the following statements hold.
1. There is an n-point metric d such that for every
There is an n-point metric d such that for every
Proof. We start with a random 3-regular graph and delete o(n) vertices so that the girth of the resulting graph G is p = Θ(ε log n) and G is an expander (for convenience, let n be the number of vertices after the deletion). We will apply Lemma 3.2 to G. To do this, we note that D = O(log n) for an expander and by Lemma 3.3 below we get p = Θ(ε log n), which gives an upper bound on the distortion of O(1/ε 2 ). It is well-known that the distortion of embedding the shortest path metric of an n-node bounded degree expander into 1 is Ω(log n), so the metric d induced by G satisfies the first statement. For the second statement we use the metric √ d, keeping in mind that the square root of an 1 metric is an 2 metric.
Lemma 3.3. [2]
In a random 3-regular graph, with high probability, the subgraph induced by any subset S of size at most n 1−ε has at most (1+ 
, and the shortest-path metric of Y approximates d S up to a factor O(1/ε). Let H = (U, F ) be the subgraph obtained by including all the edges on the shortest paths between pairs of vertices i, j ∈ S, such that (i, j) ∈ L(Y ). We will show that the shortest-path metric d H induced by H can be embedded into a distribution of dominating tree metrics with distortion O((D + 1)/(p + 1)). Hence, d
S embeds into such a distribution with distortion
Let H = (U, F ) be a subgraph of G with O(n 1−ε ) vertices. The lemma follows from the following two claims.
Claim 3.1. There is a probability distribution on spanning trees of H such that each edge of H occurs with probability at least p/(p + 1).
It is well-known that metrics induced by trees are isometrically embeddable in 1 . The second claim is that truncated tree metrics are embeddable with a constant distortion.
Claim 3.2. Given a tree metric t and a number M ≥ 0, let t ij = min{t ij , M }. Then t can be embedded into 1 3 with constant distortion.
Applying Claim 3.1 to H, we conclude that there is a probability distribution on spanning trees {T i } of H such that each edge of H occurs with probability at least α = p/(p + 1). Let D be the diameter of H. For each T i in the distribution, consider the corresponding metric t i = min{D, d Ti }. Define a metric t = w i t i , where w i is the weight of T i in the distribution. Clearly,
H ), consider an edge of H. It's t−length is at most
Finally, by Claim 3.2, every t i , and hence t can be embedded in a distribution of H-dominating tree metrics with constant distortion. It remains to prove the claims. For the first, we define two polytopes in R |F | . The first polytope, P , will be the spanning tree polytope of H, i.e., the set of all vectors that are convex combinations of incidence vectors of spanning trees of H. The second polytope, B, will be the following axis-parallel box with one corner being the vector of all 1's.
The claim is that for α ≤ p/(p + 1), the intersection of P and B α is nonempty. By Farkas' Lemma, it suffices to show that for any w ∈ R |F | , there exists a vector v ∈ B α such that
Note that since the extreme points of P are spanning trees of H, the LHS is always maximized by the incidence vector of some spanning tree. We consider two extreme cases:
1. w ≤ 0: In this case we set v ij = 1 for every edge (i, j). The inequality follows.
2. w ≥ 0: In this case we set v ij = α for every edge. Suppose the LHS of (3.5) is maximized by the spanning tree T . We will prove that the total weight of all the edges in H is only slightly larger than the weight of T . For this consider the following bipartite graph. The left side of the bipartition has a point corresponding to each edge of T . The right side has a point for each edge of H that is not in T . There is an edge (e, f ) if e ∈ T belongs to the fundamental cycle of f ∈ T . Note that the optimality of T implies that w e ≥ w f . Let the girth of G be g. Recall g ≥ p. Thus the degree of each vertex in T is at least p. We claim that this bipartite graph has a p-matching: a subgraph with degree 1 for points on the left and degree p for points on the right. Suppose not. Then there is some minimal subset X on the right side whose neighborhood N (X) has size |N (X)| < |X|p. Now consider the subtree of T induced by N (X) (if the edges corresponding to N (X) do not form a connected component, then X is not minimal). This subtree has |N (X)| + 1 vertices and the subgraph of H induced by these vertices has at least |N (X)|+|X| > |N (X)|(1+1/p) edges. But this contradicts Lemma 3.3.
The existence of the p-matching implies that the edges of T can be partitioned into p subsets such that the weight of each subset is more than the weight of all the edges not in T . Thus,
This implies that inequality (3.5) holds for any α ≤ p/(p + 1).
For the general case, take an arbitrary vector w and set c ij = 1 for w ij ≤ 0 and c ij = α if w ij > 0. Consider the connected components induced by the nonnegative edges. For each component the inequality is implied separately by the second case above. Now shrink all the components to single vertices. The inequality on the induced graph follows from the first case. Summing up, (3.5) is proved. We conclude with the proof of the second claim. Let T be the tree corresponding to t. Build a (weighted) graph T by introducing a new vertex u, and connecting it to every vertex of T by an edge of length M/2. Observe that the shortest-path metric of T restricted to V (T ) is precisely t, and that T is 2-outerplanar. By [9] , this implies that t , and hence t, can be embedded into a distribution of dominating tree metrics (and thus into 1 ) with constant distortion.
We now turn our attention to the case where subspaces embed isometrically into an interesting class of metrics. Our lower bounds in this case are much weaker. We need the following definitions.
A distance function d is k-gonal iff for every two sequences of points p 1 , p 2 , . . . , p k/2 and q 1 , q 2 , . . . , q k/2 (where points are allowed to appear multiple times in each sequence) the following inequality holds:
We use M k to denote the class of all k-gonal distance functions. Clearly, M 3 is simply all metrics. Also, for
On the other hand, for every k ∈ N, k ≥ 1, distance functions in M n 2k are not necessarily metrics. The class of all negative type distance functions is
Thus, all hypermetrics are negative type metrics. It is known that all 1 metrics are hypermetrics. All classes of metrics discussed above (except for 2 metrics) are baseline .
A theorem in [11] , combined with an argument similar to the proof of Theorem 3.4 gives the following theorem. The proof is omitted from this extended abstract.
Theorem 3.5. For every integer n ≥ 2 and for every k ∈ N, k ≤ n, the following statements are true:
2. There exists an n-point metric d such that every kpoint subspace is hypermetric, yet dist(d → neg) = Ω (log n) log 2 (1+1/(k−1)) .
3. There exists an n-point metric d such that every k-point subspace embeds isometrically in 2 , yet
Ultrametrics
The set of ultrametrics is the set of metrics ult = {d : d(p, q) ≤ max{d(p, r), d(q, r)}, ∀p, q, r} . All ultrametrics embed isometrically into 2 . Notice that ult is not baseline , so the results from the previous section do not apply to this set. Consider an ultrametric d. Given two points x, y, an xy-path P is a sequence of points (x = p 0 , p 1 , p 2 , . . . , p m = y) of arbitrary length. We say that pq ∈ P iff there exists j ∈ {1, 2, . . . , m} such that p = p j−1 and q = p j . For every two points x, y put u(x, y) = min xy-paths P {max{d(p, q) : pq ∈ P }} . Theorem 4.1. (Farach-Colton [13] ) The distance function u is an ultrametric which is dominated by d (i.e., u(x, y) ≤ d(x, y), for every x, y ∈ X). Moreover, every ultrametric u that is dominated by d is also dominated by u.
As an immediate corollary we get the following criterion.
Corollary 4.1. Let c ≤ 1 be the maximum value such that for every x, y ∈ X, every xy-path P contains
Using this criterion we establish the following theorem.
Theorem 4.2. Let c ≥ 1, and let > 0. Let d be an n-point metric such that for every n -point subspace Q,
This bound is essentially tight.
Proof.
For the upper bound, it suffices to show that for n = m
The proof is by induction on k. For k = 1 the theorem is trivially true. For k > 1, by Corollary 4.1, it suffices to show that for every x, y ∈ X, any simple xy-path P contains pq ∈ P with 5 Separating a baseline Metric Class from ∞ Let C be a baseline metric class that excludes some metric. How well can the metrics from C approximate general metrics? The following purely existential result of Matousek [20] implies a separation between the class of all metrics and C, i.e., for every γ > 1 there exists a metric D such that dist(D → C) ≥ γ.
Theorem 5.1. For every finite metric µ and any constants ε > 0, γ > 1, there exists a (larger) finite metric D such that, for any metric M on the same set of points as
We conjecture that a much stronger separation holds.
Conjecture 5.1. For any n ∈ N, there exists an n-
In what follows, we produce a supporting evidence for this conjecture by proving its analogue for normed spaces. Unlike in the rest of the paper, we assume here that C contains not only finite metrics, but also metrics whose underlying space is the entire R n or Z n , and, in particular {
Theorem 5.2. Let C be a baseline metric class, and assume that there exists a metric µ k on k points such
Observe that the gap between the two may not exceed √ n, the gap between n ∞ and n 2 ⊂ C. The proof of the theorem uses the following lemma.
Lemma 5.1. For any d ∈ C on R n , there exists a norm * ∈ C on R n , such that
The proof of this lemma appears in the Appendix. Next, we need the following quantitative version of a theorem by James [16] , communicated to us, together with an outline of its proof, by W.B. Johnson and G. Schechtman: The theorem as stated follows from a lemma from [21] , pp.74-75, which establishes L of dimension k, such that the restriction of * to L satisfies i α i v i ≤ (1 + δ) · max i |α i | · v i , together with a simple claim [17] that,
Finally, we prove Theorem 5.2. Assume for simplicity that n is of the form n = k 
Concluding remarks
We already mentioned the main open problem in the introduction, namely, to understand metrics whose small sets embed isometrically into 1 . Theorems 3.1 and 3.5 provide a starting point for a further research. Approximating general (or special) metrics by metrics from some nontrivial baseline class C may have interesting algorithmic applications. We conjecture that for any n ∈ N, there exists an n-point metric d n such that dist(d n → C) ≥ Ω(log α n ) for some constant α > 0 depending on C. A corresponding upper bound with α < 1 would be most interesting. Regarding special metrics, it would be interesting to show, e.g., that any planar metric can be approximated by a metric in M 6 with constant distortion. This is closely related to the famous question about 1 -embeddability of planar metrics (see, e.g., [15] ). Gupta [14] showed that planar metrics embed with constant distortion into neg, and hence into M 2k .
It might be of interest to study the implications of a local property on a different global property. For example, the extremal metrics constructed in the proof of Theorem 4.2, while far from being ultrametrics, are essentially very simple metrics. In particular, they are outerplanar and, up to a factor of π/2, Euclidean. It makes sense to ask, for example, if metrics that are locally almost ultrametric are globally almost 1 metrics.
The findings of this paper and other results indicate that the shortest path metrics of random k-regular graphs have a surprisingly simple local structure. Further research leading to a better understanding of this local structure, may prove useful for constructing lower bounds.
