The water footprint of energy systems must be considered, as future water scarcity has been identified as a major concern. This work presents a general life cycle network modeling and optimization framework for energy-based products and processes using a functional unit of liters of water consumed in the processing pathway. We analyze and optimize the water-energy nexus over the objectives of water footprint minimization, maximization of economic output per liter of water consumed (economic efficiency of water), and maximization of energy output per liter of water consumed (energy efficiency of water). A mixed integer, multiobjective nonlinear fractional programming (MINLFP) model is formulated. A mixed integer linear programing (MILP)-based branch and refine algorithm that incorporates both the parametric algorithm and nonlinear programming (NLP) subproblems is developed to boost solving efficiency. A case study in bioenergy is presented, and the water footprint is considered from biomass cultivation to biofuel production, providing a novel perspective into the consumption of water throughout the value chain. The case study, optimized successively over the three aforementioned objectives, utilizes a variety of candidate biomass feedstocks to meet primary fuel products demand (ethanol, diesel, and gasoline). A minimum water footprint of 55.1 ML/year was found, economic efficiencies of water range from −$1.31/L to $0.76/L, and energy efficiencies of water ranged from 15.32 MJ/L to 27.98 MJ/L. These results show optimization provides avenues for process improvement, as reported values for the energy efficiency of bioethanol range from 0.62 MJ/L to 3.18 MJ/L. Furthermore, the proposed solution approach was shown to
Extracting water consumption data directly from the literature for the purpose of optimization could provide a novel, concrete lens with which to optimize processing pathways. The reference capacities and corresponding data were retrieved from a variety of sources including technoeconomic analyses and journal articles. While the data included in this particular work is derived from bioconversion process and product technologies, the overall data collection, modeling, and solution strategies presented here hold for a variety of energy-focused process and product networks. Only data from relatively advanced technologies were included in the model; no data collected from investigations at the lab-scale or smaller were included.
Both indirect and direct process water consumption was retrieved from technoeconomic analyses and design reports (for example, [34] [35] [36] ). Most direct water consumption (e.g., water used for reactions) data were retrieved from analyzing mass flow streams. When direct water consumption was not explicitly provided, the amount of makeup water needed in the process models was used. Indirect water consumption via cooling and heating was taken into account.
Key considerations of life cycle analysis (LCA) and life cycle optimization include a well-defined system boundary and functional unit [37] . In this work, we consider a system boundary of "cradle to gate." Thus, water footprints, costs, revenues, and energy production rates are considered in production of inputs, transportation of inputs, processing, and production of the final products. Water is consumed throughout the pathway, with negligible consumption assumed during transportation of processing inputs and raw materials. The final energy products are assumed to be the only sources of output energy from the system boundary (i.e., no raw materials or inputs undergo direct combustion for heat or power). A functional unit of "liters of water consumed" is chosen to better understand the interactions between the water footprint and energy production throughout the processing pathway. Using this functional unit, we can define three different, key objectives to optimize an energy process and product network in a multiobjective study. One objective is the minimization of the water footprint. Next, we integrate the functional unit with an economic indicator-the net present value (NPV)-to form an objective to maximize the NPV per amount of water consumed. We refer to this quantity as the economic efficiency of water in reference to previous works, where it was presented as a "broader concept, seeking the highest economic value of water use through both physical and managerial issues" [38] . Conceptually, this quantity allows for the maximization of the economic value that the processing pathway can produce for each liter of input water. Thus, using the economic efficiency of water as an objective inherently accounts for the tradeoff between processing pathways with low costs but high water footprints and processing pathways with high costs but low water footprints. Finally, the functional unit of liters of water consumed can be integrated with the amount of energy produced to develop an objective of the energy efficiency of water, i.e., how much usable energy in the form of final products is produced per liter of water consumed. The life cycle boundary, functional unit definition, and objective functions can be used for any general energy-based product and process network, as long as appropriate data is collected.
Model Formulation
This section details the construction of the multiobjective optimization model used to identify optimal processing pathways from a product and process network. A focus is placed on modeling and optimizing the water-energy nexus of this network: the economic and energy efficiencies of water are both taken into account. The model is general in that it can be applied to a wide variety of product and process networks. Thus, while this work focuses on the specific case of a bioconversion product and process network, the model formulation and solution methods described here are general. Variables are denoted in upper case, and parameters are denoted in lowercase.
Sets and Notation
This section will discuss the sets and subsets used in the following model formulation. The set iєI represents all compounds and materials in the model. The subset BϵI represents the feedstocks or raw materials, and the subset FϵI represents the fuels products. The set jєJ represents all technologies in the model. Parameters that reflect data inputs are indicated in lowercase. All decision variables are written in uppercase. A full list of parameters and variables can be found in the Appendix.
Objective Functions
Three objectives are investigated in this work. One objective is to minimize the life cycle blue water footprint of the processing pathway:
where WF is a variable for the processing pathway's water footprint, measured in liters of water per year. In a bioconversion example, water can be consumed during biomass cultivation and in the processing pathway. The energy efficiency of water for the processing pathway can also be maximized:
where FE is the energy available in the final set of fuels or other energy products produced from the processing pathway. As mentioned in the previous section, this quantity, the energy efficiency of energy, conceptually represents the amount of usable energy in the form of final products to be produced per liter of water consumed. Finally, the economic efficiency of water can be maximized:
where NPV is the net present value of the processing pathway. To reiterate, the economic efficiency of water reflects the economic value (cost) produced (required) for each liter of water consumed throughout the processing pathway. In addition to the objective functions outlined above, economic, mass balance, and water constraints are to be added to the model, summarized in the following subsections.
Economic Constraints
The NPV of the processing pathway takes into account revenues and costs:
where fcfj is the fixed cost factor for technology j, cchf is the capital charge factor required to annualize the capital cost for appropriate calculation of the NPV, CCj is the capital cost of technology j, Xj is the capacity of technology j, refcj is the reference capacity for technology j, refocj is the reference operating cost for technology j, Pi is the quantity purchased of material/compound i, fpi is the feedstock price of compound i, vtci is the variable transportation cost of feedstock i, ftci is the fixed transportation cost of feedstock i, ec is the cost of electricity, uej is the unit energy consumption of technology j, Si is the quantity sold of final product i, and spi is the selling price of final product i. We note that the fixed transportation cost term ftci is in distance-fixed units of $/kg, so it must be multiplied by the quantity purchased Pi. Similarly, the variable transportation costs are variable costs that change based on the distance traveled. The transportation distance has been assumed to be pre-determined by the user and is already incorporated into each parameter ftci and vtci. The capital charge factor cchfi can be calculated from an interest rate r and anticipated processing pathway lifetime n:
The capital cost for each technology in the pathway can be calculated as follows:
where refccj is the reference capital cost of technology j corresponding to refcj, sfj is the scaling factor for capital cost with capacity, and ccf is the capital cost factor that takes into account the chemical engineering plant cost index (CEPCI) from the year the technology was reported to the current year. In the case of large scale energy developments, capital costs are always a concern. For example, a recently constructed biofuels plant in Iowa with a final, total capacity of 25 million gallons of ethanol per year had a capital cost of approximately $275 M [39] . Placing an upper limit on the capital cost of a processing pathway will be key to attract energy investors and ensure project success. To that end, we implement a capital cost budget ccb:
We then add upper and lower bounds on the capacity for each technology:
where lcapj is the lower bound on capacity for technology j, BDj is the binary decision variable that determines whether technology j is chosen to be in the pathway or not, and ucapj is the upper bound on capacity for technology j.
Mass Balance Constraints
There are mass balance constraints in the model. Mass is balanced over each technology in the pathway:
where pyij is the productive yield of compound/material i in technology j, and dyij is the destructive yield of compound/material i in technology j. In other words, if compound i is produced from technology j, then the corresponding pyij value will be positive, with no value for the corresponding dyij. If compound i is consumed in technology j, then the corresponding value for dyij will be negative with no value for the corresponding pyij.
Final product demand must be met:
where demi is the demand for final product i. Any feedstocks or raw materials are subject to minimum and maximum availabilities:
where mnai is the minimum availability of input i and mxai is the maximum availability of input i. The total energy produced, FE, can be found by adding the energy contents of all final products produced:
where peci is the product energy content of final product i. For liquid energy products, for example, this could be the higher heating value (HHV) of each product.
Water Constraint
The total water footprint throughout the processing pathway is the sum of both indirect and direct water consumed during production of any inputs and during the processing pathway:
where wci is the water used during production of input i and wpj is the water consumption rate of technology j in the processing pathway. The water consumption rate for each technology must take into account direct water consumption (e.g., water used in reactions), and indirect water consumption (e.g., makeup water required for heating and/or cooling).
Aggregating Equations (4)- (13), along with objective functions (1)- (3), results in a multiobjective MINLFP problem:
min OBJwater in (1), OBJEEW in (2), OBJEcEW in (3) (P1) s.t. Economic constraints (4)- (8) Mass balance constraints (9)-(12) Water constraint (13) The only integer variables in the model are the decision variables BDj that determine if technology j is chosen to be in the final processing pathway or not. Nonlinear terms arise in Equation (6) that represent the nonlinear scaling of capital costs (CCj) with technology capacity (Xj). The scaling factor sfj in Equation (6) usually lies in the range of 0.5-0.8, with 0.6 often chosen as a representative value following the "six-tenths rule." [40] Scaling factors in this range result in terms that are not only nonlinear but also nonconvex, increasing the difficulty of solving the optimization problem. A solution method that aims to decrease computational difficulties arising from the structure of these models is presented in the following subsection.
Solution Method
The multiobjective MINLFP model developed above has several properties that could make it difficult to solve directly with off-the-shelf solvers. Two of the objective functions, the economic efficiency of water and the energy efficiency of water, are fractional terms with variables in the numerator and the denominator, which can increase the difficulty of finding globally optimal solutions. Furthermore, nonlinear, nonconvex terms in Equation (6) are needed to accurately describe capital cost scaling with technology capacity. In the economic efficiency of water objective, these nonconvexities will also arise in the numerator of the fractional objective function. In addition to these complexities, the introduction of a capital cost budget of the processing pathway in Equation (7) has not been introduced in water-energy nexus optimization studies, and provides additional solution challenges when paired with the nonconvex capital cost scaling functions for each technology in the pathway. In order to confront these difficulties, a novel solution algorithm is developed that can solve the problem more efficiently than general-purpose global optimization solvers. We implement a branch and refine algorithm [33, 41] using piecewise linear approximations of the nonconvex capital cost terms paired with the parametric algorithm (in the case of a fractional objective function) and NLP subproblems of the original MINLFP problem to find valid lower and upper bounds on the objective. Eventually, the algorithm terminates with the globally optimal solution.
Zhong et al. [42] developed an efficient method known as the parametric algorithm to solve MINLFP problems. The algorithm can employ either an exact or inexact Newton's method to find the roots of the transformed fractional objective functions:
where qe and qn are the parametric parameters when maximizing the energy efficiency of water and the economic efficiency of water, respectively. When Equation (14) or (15) is equal to zero, then qe or qn is the optimal value of the corresponding original MINLFP problem. Thus, with the implementation of the parametric algorithm, the problem is reformulated to a multiobjective MINLP problem. The ε-constraint method is employed to handle the multiple objectives in the problem. In this work, the minimization of water is chosen as the main objective function, and the energy efficiency of water and the economic efficiency objectives of water are re-written as constraints:
where εFE is the ε-constraint parameter for the energy efficiency of water objective, and εNPV is the ε-constraint parameter for the economic efficiency of water objective. We note that Equations (14) and (15) are still required to calculate the upper and lower bounds for each ε.
Non-convexly scaling capital costs with technology capacity introduce another possible computational difficulty to the model. This difficulty can be addressed by introducing a branch and refine algorithm utilizing successive inner piecewise linear approximations to the original capital cost Equation (6) [33, 41, 43] . In this work, we use a branch-and-refine method that utilizes specially ordered set variables of type 1 (SOS1), as such methods have been shown to perform well and better than other, similar methods [43] . The algorithm works by first under-estimating the nonconvex capital cost functions with an initial inner piecewise linear approximation. In this work, a line is drawn from the capital cost value at the lower bound for capacity to the capital cost value at the upper bound for capacity. Next, valid lower and upper bounds for the original nonconvex term must be found. If these bounds do not satisfy some convergence criteria, the inner piecewise linear approximations are successively updated by adding new points (in this work, a new point is added at the previous iteration's solution). Thus, after several iterations, the inner piecewise linear approximations provide a method to determine the globally optimal solution. The following equations must be added:
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where Wj,n is a weighted variable to determine where in the piecewise interval the solution lies, uj,n is a parameter that acts as a stand-in for the capacity Xj, valj,n calculates the capital cost at each point uj,n, and EXj,n are SOS1 variables that ensures only one solution is present across all intervals in the piecewise linear approximation. The resulting problem is a multiobjective mixed-integer linear programming (MILP) problem, which can be significantly easier to solve iteratively than multiobjective MINLFP or MINLP problems. In this work, a valid upper bound to the original NPV can be found from the inner piecewise linear approximations to each technology's capital cost. We note that this valid upper bound is not necessarily the upper bound to any of the original MINLPs above; it is only the upper bound on the NPV. This method gives an upper bound to the NPV because the value for the capital costs calculated from these inner piecewise linear approximations is guaranteed to be less than or equal to the true capital costs. Since the capital costs of each technology contribute negatively to the NPV, the smaller the capital costs, the larger the NPV. In other words, a lower bound on the capital costs will give an upper bound for the NPV. Thus, the inner piecewise linear approximations give a valid upper bound to the NPV. All that remains is to find a valid lower bound for the NPV.
If there were no capital cost budget, then the valid lower bound for the NPV could be easily obtained by substituting the capacity values found from the solution to the successive piecewise linear approximation algorithm into Equation (6) to determine the original NPV from Equation (4). However, this method could lead to infeasible lower bounds when there is a capital cost budget. For example, if the solution obtained from the branch and refine algorithm has an overall capital cost that is equal to the budget, there is a chance that simply calculating the sum of the corresponding true capital costs of each technology will be larger than the capital cost budget-An infeasible outcome. Thus, another method must be used to find a valid global lower bound.
Algorithm. Parametric algorithm outer loop with branch and refine (B&R) + piecewise linear approximation algorithm with NLP subproblems in the inner loop 1: Initialization. 2: Set lowerbound:= −Inf, upperbound:= +Inf 3: Set initial piecewise linear approximations at lcap and ucap 4: Set initial parametric parameter value: = 0 5: Set initial parametric gap: = +Inf 6: while the parametric gap is larger than the parametric tolerance 7:
while the B&R gap is larger than the B&R tolerance This task is accomplished by utilizing NLP subproblems to the original MINLFP problem. We note that the only integer variables in the original MINLFP formulation are the binary variables that determine if a technology is chosen to be in the processing pathway or not (BDj). If the values of these variables are fixed after finding a solution to the aforementioned branch and refine algorithm, the original MINLFP problem can be reformulated as an NLP. Any feasible solution to this NLP can function as a valid global lower bound to the original MINLFP. Conceptually, this method aims to find any feasible configuration of the technologies chosen from the solution of the branch-and-refine algorithm. If such a configuration is found, then it can be used to calculate the valid lower bound for the NPV. The upper and lower bounds for the NPV can then be used to calculate the valid global upper and lower bounds.
In summary, the parametric algorithm is employed to reduce the MINLFP to an MINLP. The ε-constraint method is used to handle the multiobjective nature of the problem. A branch and refine algorithm utilizing successive inner piecewise linear approximations to the nonconvex capital cost Equation (6) is implemented, resulting in an MILP problem that provides a valid global upper bound to the NPV. A valid, global lower bound to the NPV is then found by fixing the values of the binary technology decision variables and finding any feasible solution to the corresponding NLP subproblem. An algorithm pseudo-code is given below to more clearly and compactly describe this solution method. All results presented in the following section were obtained with the proposed solution method.
Case Study with a Bioconversion Network, Results, and Discussion
All computational experiments are performed on a DELL OPTIPLEX 790 desktop with an Intel(R) Core(TM) i5-2400 CPU @3.10GHz processor and 8 GB RAM. All of the models and solution procedures are coded in GAMS 24.2.1 (GAMS Development Corporation, Washington, DC, USA) [44] . The MILP problems within the proposed algorithm are solved with CPLEX 12.6 (IBM, Armonk, NY, USA), and the NLP subproblems are solved using CONOPT 3 (ARKI Consulting & Development A/S, Bagsvaerd, Denmark). The original MINLFP formulation is solved with BARON 14.4.0 (The Optimization Firm, Urbana-Champaign, IL, USA) [45] with an optimality gap of 10 −2 .
Description of Case Study
A multiobjective case study concerning optimization of a bioconversion product and process network is performed over the three objectives of minimization of water consumption and maximization of both the energy and economic efficiencies of water. Some of the network is shown in Figure 1 , and an abstract representation of the entire network is shown in Figure 2 .
Much of the data collection strategy can be found in the author's previous work, including methods for extracting reference operating costs, capital costs, yields, and energy use [33] . Similar methods are employed to extract water consumption rate data corresponding to each technology's reference capacity. Extracting water consumption data directly from the literature for the purpose of optimization could provide a novel, concrete lens with which to optimize processing pathways. The reference capacities and corresponding data were retrieved from a variety of sources including technoeconomic analyses and journal articles. While the data included in this particular work is derived from bioconversion process and product technologies, the overall data collection, modeling, and solution strategies presented here hold for a variety of energy-focused process and product networks. Only data from relatively advanced technologies were included in the model; no data collected from investigations at the lab-scale or smaller were included. Abstract representation of the bioconversion network used in this study. Yellow nodes correspond to biofuel products, orange nodes correspond to byproducts/intermediates, teal nodes correspond to biomass feedstocks, purple nodes correspond to initial/pretreatment technologies, and blue nodes correspond to final upgrading technologies.
Both indirect and direct process water consumption was retrieved from technoeconomic analyses and design reports (for example, [34] [35] [36] ). Most direct water consumption (e.g., water used for reactions) data were retrieved from analyzing mass flow streams. When direct water consumption was not explicitly provided, the amount of makeup water needed in the process models was used. Indirect water consumption via cooling and heating was taken into account. All input data, including the water consumption rates for each technology, the unit energy consumption rates for each technology, reference capital costs for each technology, reference operating costs for each technology, and yield coefficints for the different technologies and their feeds and products are available as an Excel file in the Supporting Information.
Direct water consumption stemming from biomass cultivation was retrieved from a variety of sources [46] . For example, the cultivation water footprints for many biomass feedstocks were compiled by Mekonnen and Hoekstra (2011) [47] , and May et al. [48] analyzed water requirements for softwood plantations. These studies and the present one assume that each biomass crop is grown in arable land with typical amounts of rainfall. Furthermore, this study only investigates fresh water consumption that are in addition to typical amounts of rainfall. Overall, water footprints tended to be higher for highly irrigated crops, such as corn, soybeans, and sugarcane. In contrast, water footprints tended to be very low or negligible for energy crops and woody biomass. Similar water consumption analyses can also be performed for general energy product and process networks. The water consumption of each type of biomass during its cultivation is included in Table 1 . Simulated demands of 10.89 ML/year for ethanol, 11.53 ML/year for gasoline, and 10.32 ML/year for diesel are chosen for each bioconversion case study. These demand levels were chosen to represent a pilot-scale processing pathway with approximately half the capacity relative to a recently built, full scale biofuels plant with total capacity of 76 ML/year [39] . The capital cost of this 76 ML/year plant is also given, providing a basis for a capital cost budget for this work of $250 M. The minimum availability of each biomass type was set to zero, and the maximum availability of each biomass type was set to a large number (100,000 kg/h each) to ensure the solutions would not be constrained by biomass availability. Thus, any amount of biomass between 0 kg/h and 100,000 kg/h could be utilized in the processing pathways. Such an approach was taken to ensure that the chosen pathways of each solution are inherently the most optimal ones. In order to calculate the fixed and variable transportation costs, an average distance of 33.3 miles (approximately 54 km) was chosen as this is the average distance traveled to the center of a circle with a radius of 50 miles, a distance identified to be a maximum viable transportation distance for biofuels [49] . The fixed transportation cost of each biomass type was assumed to be $0.0000048/kg, and the variable transportation cost of each biomass type was assumed to be $0.0000024/kg. Since this study is primarily concerned with investigating the water-energy nexus of bioconversion technologies, only biofuels technologies were included in the case studies. The energy content of each biofuel was taken as its HHV. No bioproducts (e.g., succinic acid, levulinic acid, biopolymers, etc.) technologies were included in the model, as there is no straightforward way to analyze the economic and water footprint impacts of their production from a water-energy nexus perspective. This is done not to imply that production of bioproducts is not promising-Indeed, several studies cite bioproducts as key to enhancing the economic viability of biofuels processes [50] [51] [52] . However, this possibility is not a focus of this work.
An interest rate r of 10% and a processing pathway lifetime n of 20 years is assumed. The fixed cost factor fcfj is taken as 5% of the capital cost of technology j [40] . Technology selection, sizing, feedstock selection and quantities purchased, levels of the three fuels produced, capital costs, operating costs, and the water footprint are all decision variables. The HHV for each fuel was used to determine the energy efficiency of water for each processing pathway. The case study has a system boundary of "cradle to grave", and it is assumed that all biomass that is purchased is processed, and all biofuels produced are sold and consumed. Water consumption is tallied from biomass cultivation to biomass processing and fuel production. Current market prices for feedstocks and fuels are used [53, 54] , and these prices are compiled in Table 2 . A Pareto-optimal surface displaying the results is shown in Figure 3 . Clear trends and tradeoffs between the objective functions are present. In general, as the economic efficiency of water increases, the total water consumption increases and the energy efficiency of water decreases. There are also three distinct regimes following energy efficiency of water changes relative to changes in water consumption rates along the Pareto-optimal surface: A jagged regime, a smooth regime, and a jagged regime with valleys, as shown on Figure 3 . A more jagged regime could suggest that the energy efficiency of water is more sensitive to changes in water consumption rates in this regime than a smooth regime. A jagged regime with valleys might imply that changes in the energy efficiency of water are more sensitive to changes in the water consumption rate than in a smooth regime, but not as sensitive as in a jagged regime. Interestingly, the maximum energy efficiency of water and the minimum water consumption points are near each other on the Pareto-optimal surface. This implies that there are synergies between maximizing the water efficiency of energy and minimizing water consumption, a relationship that could have important policy implications. For example, since the energy efficiency of water solution has a better economic efficiency of water than the minimum water consumption solution, this solution might be chosen as something of a "good compromise" solution. Overall, the Pareto-optimal surface provides the decision maker with a thorough overview of the economic, energy, and environmental impacts of their decisions. Furthermore, more informed decisions can be made in the biofuels water-energy nexus depending on which regime the decision maker plans to operate within. Figure 3 . Pareto-optimal surface with key features and extreme points highlighted. The minimum water consumption solution is denoted with a blue circle (far left), the maximum energy efficiency of water solution is denoted with a green circle (middle), and the maximum economic efficiency of water solution is denoted with a yellow circle (right).
Three extreme points exist on the three corners of the Pareto-optimal surface: One denotes the minimum water footprint solution, another denotes the maximum economic efficiency of water solution, and the third point denotes the maximum energy efficiency of water solution. These three solutions are highlighted in Figure 3 and discussed in the following subsections.
Minimum Water Footprint Solution
The optimal processing pathway with the minimum water footprint is shown in Figure 4 and has a water footprint of 55.1 ML/year. Switchgrass is the only feedstock selected for processing, as it was assumed that no extra water outside of natural rainfall was required for its cultivation. Many of the technologies chosen in the processing pathway were modeled based on technoeconomic analyses that involved water recycling streams for each technology (denoted with a water droplet on the technology in the figure) . The demand for gasoline is met exactly, with diesel production exceeding demand because the technology selected produces diesel with a higher yield than gasoline. Ethanol production exceeds minimum demand. This result would seem counterintuitive if the processing pathway for ethanol was independent of gasoline and diesel production. However, upon closer inspection of the processing pathway, this is not the case; the production pathways of all fuels are integrated. This result of surplus ethanol production could be explained by the following observations. In addition to the pyrolysis of switchgrass (after handling and chopping) to produce bio-oil that is subsequently upgraded to gasoline and diesel, residues from distillation and pervaporation processes used to produce ethanol are also pyrolyzed into a bio-oil and subsequently upgraded. Thus, the processing pathway leverages those technologies with high levels of water recycling in the ethanol production pathways to minimize the water footprints of integrated gasoline and diesel production with ethanol production relative to their independent production. As a side effect, a surplus of ethanol is produced relative to demand. Furthermore, this processing pathway also results in the second highest energy efficiency of water at 24.62 MJ/L. This pathway clearly demonstrates the advantages of process integration for minimizing the water footprint. Unfortunately, this processing pathway also reflects the cost of water recycling and process integration in the lowest economic efficiency of water (−$1.31/L) of any of the optimal processing pathways. A water drop over a technology in the pathway denotes process water recycling is incorporated in the input process data.
Maximum Economic Efficiency of Water Solution
The processing pathway with the highest economic efficiency of water is shown in Figure 5 . It has an energy efficiency of water of 15.32 MJ/L, an economic efficiency of water of $0.76/L, a water footprint of 87.6 ML/year, and a capital cost of $250 M. Both switchgrass and softwood are used in this pathway. The overall processing pathway is similar to the pathway for the minimum water footprint solution in that ethanol is produced by pretreatment, saccharification and fermentation of hydrolyzates, and distillation of the resulting broth. Gasoline and diesel are again produced by hydrotreating and hydrocracking of pyrolysis products. However, pervaporation technologies are absent in favor of larger, more cost-effective distillation technologies. Hot water pretreatment is also preferred over dilute acid pretreatment due to lower operating costs, despite larger energy costs and higher rates of water use. Less ethanol is produced in this processing pathway compared to the minimum water footprint solution, implying that producing ethanol is not a profitable venture, even with a myriad of conversion technologies to choose from. Gasoline demand is met exactly, and diesel demand is exceeded as hydrocracking has a higher yield for diesel than gasoline. Interestingly, technologies that employ water recycling are employed extensively in this processing pathway. This selection might appear to work against increasing the economic efficiency of water of the process, as water recycling is expensive. This might be true when maximizing solely the NPV. However, the goal of this solution point is to maximize the economic efficiency of water, or the amount of value the processing pathway can produce from each liter of water consumed. Thus, there is a tradeoff between minimizing the water footprint and maximizing the NPV of the processing pathway. Encouragingly, the economic efficiency of water for this processing pathway is positive, indicating an overall profitable process. Thus, the results show that profits can still be made by producing biofuels while simultaneously considering sustainability impacts such as the water footprint.
Maximimum Energy Efficiency of Water Solution
Finally, the processing pathway with the maximum energy efficiency of water is shown in Figure 6 . As in the minimum water footprint solution, only switchgrass is processed, minimizing the amount of cultivation water used in the processing pathway. Indeed, the same technologies are employed as in the minimum water footprint solution with the difference between the two solutions in the capacities of the selected technologies. The amount of ethanol produced is the largest of either of the previous solutions at 31.4 ML/year. Instead of producing the more energy dense fuels of gasoline and diesel to increase the energy efficiency of water, ethanol production is favored. This phenomenon is likely due to high levels of water recycling in the technologies within the ethanol production pathway. Traditionally, ethanol has been essentially the only biofuel produced in the United States. As a result, various technoeconomic analyses of ethanol production processes have been performed that take into account details such as water recycling and process optimization. Detailed technology development and process optimization for more advanced bioconversion technologies has not been performed, so detailed data concerning recycling of water in these advanced technologies do not yet exist. Results presented in this work compare favorably to previous literature on estimated water footprints of biofuels production processes. The energy efficiencies of water in this work ranged from 15.32 MJ/L to 27.98 MJ/L. Wu et al. assessed the water footprints of ethanol production from switchgrass and found that between 1.9 and 9.8 liters of water were required to produce one liter of ethanol [55] . These results correspond to energy efficiencies of water ranging from 0.62 MJ/L to 3.18 MJ/L. Since the results presented in this work are optimal processing solutions, they are larger than the non-optimal results reported in the literature by up to two orders of magnitude. We note that on a liter of water consumed per liter of fuel produced basis (not adjusting for energy content of the fuel), our results range from 1.04 to 2.02, which are similar to the lower range of the results of Wu et al. They also found that using corn to produce ethanol with traditional methods requires 10-17 liters of water per liter of ethanol produced, a far less efficient method than using switchgrass. Other sources state more optimistic results of approximately three liters of water per liter of ethanol, a water footprint that is still higher than the values found in our work [56] . Our results reflect these estimates: Only switchgrass is used to produce ethanol when considering the processing pathway's water footprint, and corn is not used in any of the optimal solutions. This result has been found elsewhere in the literature; Kantas et al. found that converting switchgrass to ethanol was the most profitable and preferred option when considering water consumption of the process [27] .
All results for each extreme point are compiled in Table 3 for convenience and clarity. Each pathway reaches the maximum allowable capital cost of $250 M, and all have similar amounts of produced energy in the form of biofuels per year. The largest differences between the solutions are in their respective economic efficiencies of water, highlighting how critical it still is to further optimize and develop bioconversion technologies to be simultaneously economically competitive and sustainable. Overall, modeling and optimization of biofuels product and process networks was shown to provide meaningful insight to the water-energy nexus of biofuels. The results herein could also have significant policy implications. For example, it is immediately apparent that feedstocks that require minimal water for cultivation should be utilized for energy production compared to highly irrigated crops, such as corn or soybeans. Thus, decision makers should consider using feedstocks such as switchgrass or woody biomass to produce biofuels. Results obtained from the case study with maximizing the energy efficiency of water as the objective resulted in a relatively low water footprint paired with the best use of water resources in the context of energy production. Furthermore, while still economically unviable, it is less unprofitable than minimizing the water footprint directly. Thus, policymakers and other decision makers might look to use the energy efficiency of water as a metric to create policies for the water-energy nexus of both biofuels systems and other energy systems. Consideration must be given, however, to the economics of the system. In this case study, if the solution with the maximum energy efficiency of water is chosen by policymakers or other decision makers, then some sort of economic subsidy would also be required for successful implementation.
Conclusions
A general multiobjective modeling and solution strategy for the optimization of the water-energy nexus of energy product and process networks was established. Through a bioconversion case study, this model and solution strategy was used to optimize the water-energy nexus of a biofuels product and process network. "Liters of water consumed" was chosen as the functional unit for the "cradle to grave" life cycle optimizations. Three optimal processing pathways were identified from the extreme points of the Pareto-optimal surface. One pathway reflected a bioconversion processing pathway with a minimized water footprint. Another provided a pathway with a maximized NPV per unit amount of water consumed (the economic efficiency of water), and a third pathway represented a maximized energy efficiency of water. The novel processing pathways that result from each extreme point show improvement in the energy efficiency of water compared to literature sources. Switchgrass and softwood feedstocks-feedstocks that require very little additional water input during cultivation-were used in each processing pathway and were used exclusively in the minimum water footprint and maximum energy efficiency of water solutions. Thus, if water preservation is seen as an important consideration of production of biofuels, these results could suggest that energy crops or woody biomass might be optimal feedstock candidates.
A novel solution method for optimizing the water-energy nexus of process and product networks in a life cycle optimization context was developed. The parametric algorithm was paired with a branch and refine algorithm using successive piecewise linear approximations to nonconvex terms and NLP subproblems to the original MINLFP problem to ensure feasibility and global convergence. The proposed method was shown to have improved computational performance compared to directly solving the MINLFP problem with off-the-shelf global solvers, performing an order of magnitude faster. As the product and process network grows larger and more sustainability objectives are added, this improved performance could prove valuable. Unit rate of water consumption of technology j εFE ε-constraint parameter for the energy efficiency of energy εNPV ε-constraint parameter for the economic efficiency of water
A.1. Notation

Sets
A.2. Computational Performance Results
Computational results for maximizing the energy efficiency of water are shown in Table A. 1. The problem is solved with both BARON 14.4.0 and the proposed MILP method with NLP subproblems outlined in the previous section. Both methods provided the same globally optimal solution of 27.98 MJ/L for the energy efficiency of energy. However, the proposed method solves the problem an order of magnitude faster than the original MINLP problem with BARON 14.4.0. This increase in computational performance is observed even with an increase in problem size from the original MINLP problem to the proposed method, reflecting the efficiency of the underlying algorithm. The MILP problem has 4112 constraints and 4291 continuous variables compared to 1512 constraints and 891 continuous variables in the original MINLP problem. As the bioconversion network increases in size or if the network model is incorporated into a multiobjective optimization model, the improved computational performance offered by the proposed method could prove to be indispensable for quick and efficient identification of globally optimal solutions. 
