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Abstract
This study evaluates two different natural language processing tech-
niques: the normalised co-occurrence (PMI) versus neural networks. In
contrast to most previous studies, the focus is on the context of a propor-
tional representation system – Sweden –, where the parties in parliament
tend to form coalitions. We test the models by collecting data from the
national parliament (Swedish Riksdag) and using the Swedish language for
training sets and dictionaries. The tests focus primarily on the meaning
and attention that the party representatives confer to important terms,
as well as left-right ideological positioning, with an emphasis on the di-
mension of “security”. The analysis covers parliamentary motions from
the two main competitor parties (Moderates and Social Democrats) over
two time spans, from 1988-2009 and 2010-2020. The two models delivered
different foci of keywords, and we found that balancing pre-training and
fine-tuning was crucial to obtaining differences between parties in the neu-
ral network approach. The PMI model benefited from a larger context
window, and the neural network model (word2vec) from a smaller one.
We discuss the results in relation to future opportunities to learn about
political vocabularies and the nature of conflict in parliamentary politics.
1 Introduction
Quantitative text analysis is a growing field in the social sciences, and recently
scholars have advanced the analysis to include neural networks and other more
complex estimation techniques (Rheault and Cochrane, 2020; Rodman, 2020;
Rodriguez and Spirling, 2021). These analyses of text have a strong tendency
to use examples from political systems with clear party cleavages, such as the
US congress (Rodriguez and Spirling, 2021), or more recently, mixed electoral
systems, such as in Germany (Lewandovsky et al., 2021, forthcoming). However,
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if the dataset is small, and involves conceptual, discursive or ideological conflict
to a lesser extent, the language processing should look a bit different and a
combination of simpler and more complex estimation techniques are potentially
more fruitful to attain a deeper understanding of the nature of the data. The aim
of this study is to explore how different machine learning techniques for natural
language processing (NLP) perform on the analyses of parties’ vocabularies
and positions in a proportional representation (PR) context, which tends to
produce parliamentary coalitions. We use materials from the PR system of
Sweden, where minority governments are the rule, and party identification is
weakening (Bäck and Bergman, 2016). The Swedish PR system is similar to
many others in Europe, such as the Netherlands, Norway, and Denmark. Despite
their prevalence, these cases have so far been neglected in the growing field of
machine learning-oriented political science.
We began this study by assessing techniques which convert text data to
numeric vectors (word embeddings) based on their semantic similarity and co-
occurrence patterns (Landauer and Dumais, 1997; Sutskever et al., 2014; Rod-
man, 2020; Rodriguez and Spirling, 2021). We evaluated two main types of com-
putational techniques: co-occurrence matrices normalised by point-wise mutual
information (PMI), which are regularly applied to psychological research; and
neural networks, which recently have been employed more frequently in political
science. We use the word2vec algorithm for the neural network analyses.
Given that the dataset is sufficiently large, complex natural language pro-
cessing (NLP) techniques relying on neural networks seem to perform well in
plurality system contexts, such as the United Kingdom and the United States
(Rheault and Cochrane, 2020). Rodman (2020) suggests that word vectors can
perform rather well even on ideological concept analyses over time based on
relatively small data. In the English language, there are a number of estab-
lished training sets that scholars tend to rely on (Rodriguez and Spirling, 2021).
Rodriguez and Spirling found small differences between pre-trained and locally
trained datasets when they analyse data from the US congress. Using a so-
called question-based computer language assessment approach, where citizens
describe their political leaders in keywords, Fredén and Sikström (2021b) found
that locally trained datasets can be beneficial when the dataset contains a lot
of variation and context-specific words related to political qualities.
When the data come from the parties themselves via more official sources
and contain more bureaucratic and/or rhetorical language, as well as longer
sentences, the impact of the training set probably increases compared with
texts with fewer words, such as Twitter feeds or question-based approaches. For
example, Rodriguez and Spirling find that GloVe, which is a computer algorithm
for neural network word embeddings similar to word2vec, tends to overweigh
uncommon terms in the vocabulary. None of the above mentioned studies,
however, provide a deeper understanding of the importance of a process called
pre-training, which is something that we will elaborate further in our study.
Since previous political science-oriented quantitative text analyses usually
involve English-speaking countries (Rheault and Cochrane, 2020; Osnabrügge
et al., 2021), training datasets are almost exclusively trained on English, and
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comparisons between contexts are seldom equivalent (Rodriguez and Spirling,
2021). One solution is to translate original languages into English (Fredén and
Sikström, 2021b). However, these translations can be insufficient for revealing
nuances when extending text materials over a few words. Oftentimes, the stan-
dardised dictionaries or training sets used are unsuitable for, or non-transferable
from, a different context. We believe that we can generate more in-depth knowl-
edge about the pitfalls and opportunities offered by different computational
techniques because we investigate the data in its original language. We do this
by using relevant and context-specific text materials to evaluate and train the
data, and by possessing a nuanced understanding of the meaning of concepts in
the Swedish language.
In the present case, we have chosen to study seven concepts and ten key-
words which reflect the conflict and character of the PR system of Sweden (drugs
[droger], taxes [skatt/er], security [säkerhet, trygghet], crime [brott, brottslighet,
kriminalitet], equality [jämlikhet], solidarity [solidaritet], and justice [rättvisa].
To a large extent, the key concepts replicate the words that were used by Ro-
driguez and Spirling (forthcoming) to detect the performance of different word
embeddings in the US context. These are concept words such as ”justice” and
”equality”, and words that reverberate in the left-right ideological positioning
such as ”taxes”. We focus on embeddings related to the broad and increas-
ingly important concept of ”security”, which, in the Swedish context, is related
to two different dimensions: state security, referring to systems and programs
(”säkerhet”); and social security, referring to human feelings of safety and secu-
rity (”trygghet”). Besides ”solidarity” and ”justice”, Swedish voters themselves
tend to mention words related to safety and security when describing parties that
they would vote for following the covid-19 crisis (Fredén and Sikström, 2021a).
The concept of ”security” thus provides a context-specific and relevant example
in the framework of our study that has different implications and meanings in
the Swedish language. We performed analyses over two periods: First, an anal-
ysis concentrating on recent years, with eight parties in parliament including
a radical right-wing populist party (Sweden Democrats, Sverigedemokraterna)
(2010-2020); and a second analysis concentrating on a previous period, including
six to eight different parties in parliament (1988-2009).
We found that the neural network approach was sensitive to the balance
between pre-training and fine-tuning (developed below), which led to the model
being more or less able to deliver substantive differences between the parties’
vocabularies and foci. The PMI approach, on the other hand, required more
interpretation from the researchers to be reasonable, as it produced a lot of less
informative words (e.g., ”also”, ”therefore”, ”be”, ”all”, ”thin”, ”four”) along
the more relevant ones. Furthermore, the models produced different types of
associations. The neural network tended to favor more abstract concept words
such as ”justice” and ”governance”, whereas the PMI model referred to organi-
sations (e.g., NATO, the EU) and specific attributes of the topic (e.g., ”juvenile
delinquency”). The differences between models were, to a large extent, greater
than the differences between parties and over time. The standard deviation was
greater for the PMI models, which benefited from larger context windows in our
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exercise. It appears that previous studies have underestimated the value of pre-
training of datasets using word2vec. When using word2vec, it also seems like
smaller context windows are preferable to larger ones in the studied context. We
discuss the results in relation to supervised learning and future research paths.
2 Materials and Methods
2.1 Materials
The goal of this study is to compare language use from politicians represent-
ing two major Swedish parties over two time periods: Social Democrats (So-
cialdemokraterna) and Moderates (Moderaterna). We chose these parties be-
cause, first, they constitute the main electoral choices for voters on different
sides of the political ideology spectrum, and second, they are the two potential
leaders of the Swedish government. The material should thus be representative
of a more general political agenda in the system. The materials also contain
motions that are co-written between the leading parties and their support or
coalition partners, since a key characteristic of the Swedish political system is
that the major parties do not govern alone. Since the early 2000s, Swedish
parties have been more oriented toward coalitions, and since 2006, the country
has been governed by coalitions (Bäck and Bergman, 2016).
There are some practical language-related problems when comparing text
data. Most NLP analyses in political science so far have used English word
references, such as n-grams. One of the techniques used for surveys that have
collected a small(er) number of keywords from each respondent is to translate
words from different languages into English using Google Translate in order to
obtain a pooled dataset. (Fredén and Sikström, 2021b). In our study, where
the text corpora are longer and more complex, we have chosen to conduct the
analyses in the original language. We believe that the interpretations will benefit
largely from understanding what certain concepts and example words mean in
the Swedish language. This form of analysis will facilitate the comparison over
models and parties.
The starting point for the NLP analyses is text corpora from motions (pro-
posals) from the main parties to the National Swedish Parliament (Riksdag)1.
We choose motions in the Swedish case because policy positions are often more
explicitly expressed in these instances, rather than in the parliamentary debates.
The latter tend to be low-profile during regular terms (Osnabrügge et al., 2021).
In these motions, parliamentarians, normally from the opposition, express their
views on topics that are particularly relevant to them. Motions can thus be
seen as emblematic frames of the politicians’ discourses and party agendas dur-
ing a specific period in time. These materials are relevant representations of
parliamentarians’ vocabularies and discourses, and are suitable for comparing
the usability of different approaches in the NLP analysis. Most importantly, we
1http://data.riksdagen.se
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can distinguish if and how word meanings tend to differ between parliamentar-
ians from the main parties in Sweden, and how the different NLP models reveal
these differences.
Two time frames are considered in the analysis: 1988-2009 and 2010-2020. In
addition, both purely Social Democrats (S) or Moderates (M) motions, as well
as motions co-written by multiple parties are considered. The period 1988-2009
contained the presence of 6-8 parliamentary parties and the following shifts in
office: Social Democrat 1988-1991, Moderate party 1991-1994, Social Democrat
1994-2006, back to Moderate from 2006 until 2010. The second period (2010-
2020) marks the entrance of the radical right-wing Sweden Democrats (2010),
whereas the Moderates were in office from 2010 until 2014, when the government
shifted back to the Social Democrats.
The resulting number of documents and words are summarised in Table 1,






Documents 18,319 22,370 12,553 9,448
Words 15,042,389 11,835,351 7,371,382 5,030,519
Table 1: Size statistics of the data used in the analysis.
For one of the models involved in the analysis, additional datasets are used
for pre-training (explained in the next section). In order to obtain models that
cover the terms we are interested in, and similarity patterns close to the ones
in the studied data, the dataset is chosen from the same domain as the text we
are interested in: Riksdag documents from Interpellations, Propositions, and
Parliamentary letters (Riksdagsskrivelse). After removing some of the available
material due to quality issues, such as too many typos and misspellings, the
final material batch contains 21,886 documents with 160,198,694 words.
2.2 Methods
Machine learning tools need to encode words as numerical values, called word
embeddings, which should capture the meaning of a word as a numeric value or
vector. In this study we train separate instances of each model on data from
the respective parties, resulting in several different word embeddings. We are
interested in exploring how different methods for computing these embeddings
behave in terms of which words get similar encodings and can be assumed to
have related usage, and which words get different encodings, indicating different
nuances in the use of language between members of different political parties.
We apply two unsupervised machine learning methods for computing differ-
ent embeddings. The first, PMI, uses deterministic matrix summary statistics
of co-occurrence counts. The second, word2vec, is based on online stochastic
updates - the parameters are adjusted as the model processes more examples
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from the data.
Point-wise mutual information (PMI): This method relies on a matrix
of co-occurrence counts, which is a large, sparse matrix with dimensions cor-
responding to the size of the vocabulary (one row per word). Entries indicate
how many times words co-occur within a given distance from each other in the
training dataset. This distance (the window size) can be adjusted in order to
expand or contract the context considered for a word.
The entries in the co-occurrence matrix are then normalised by the total
number of occurrences of both words for each co-occurrence count. This helps
avoid frequently occurring words getting too much weight. These can be stop-
words (e.g. ”the”, ”and”, ”or”) or words used frequently by both parties (e.g.
”motion”, ”parliament”, ”more”, ”important”).
In this study, the vocabulary is limited to about 10,000 words for computa-
tional reasons. Words are selected to be a part of the vocabulary only if they
occur more times than 0.0005 percent of the total words in either party’s data.
Neural Networks (word2vec): We experiment with one of the most com-
mon neural network-based methods, word2vec Mikolov et al. (2013), specifi-
cally with its variant CBOW (Continuous Bag of Words). This model is a
neural network trained to predict a word, given its context window. We use
the Gensim2 implementation available in Python and keep most of the default
hyper-parameter values (embedding vector length is set to 100, number of train-
ing epochs is set to 5). The large number of hyper-parameters that need to be
set represents one disadvantage of word2vec in this unsupervised setting. The
optimal values for these are probably sensitive to the type of data and language,
among other factors. However, we cannot perform a hyper-parameter search in
this setting, so we relied on the default/recommended values.
A known issue with neural network models is that they require more data
to be trained, in contrast to smaller, less complex models. After initial tests
showing that the Swedish motions dataset size was insufficient for training, a
pre-training approach was applied. Pre-training is the process of, first, training
a model on an external corpus of data, and second, iterating over the dataset
of interest for further training of the model (called fine-tuning). The dataset
chosen for pre-training will influence the results, specifically in terms of specify-
ing the vocabulary. The main reason why a large publicly available pre-trained
model is unsuitable for this task is that political agendas use a specific set of
terms that might be absent or underrepresented in the datasets used for pre-
training those models. While vocabularies can be extended, absent words in
the original vocabulary are typically initialised randomly, which would make it
harder to learn the connections for those terms. A pre-training set with a similar
distribution to the studied dataset is preferable in order to obtain vocabularies
and learned relationships closer to the ones from the fine-tuning data.
2https://radimrehurek.com/gensim/
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The PMI model showed sensitivity to non-lemmatized data, so data for this
model was lemmatized using the Spacy 3 Python library. Lemmatisation is the
process of transforming inflected forms of a word to their dictionary form (or
lemma). Word2vec did not show similar issues, and due to the computational
effort required and the typical use case of these models, word2vec is trained
on non-lemmatized data in our study and other research. PMI was also more
susceptible to stop-words showing high similarity scores between them and some
of the explored terms. Therefore, stop-words were removed when producing the
”word clouds” described in section 2.2.1
For both models, we explore context window sizes of 5, 50, and 300 to test
whether larger context windows capture broader meanings, and if the context
window plays the same role. We choose the shortest window, as it is a commonly
used size (Antoniak and Mimno, 2018) and is a default value in the Gensim
library. The second window size is chosen, as that covers around two sentences,
which is in line with a typical span for deep language models like BERT. The
second window size would also cover a typical tweet, which is a widely used
unit of analysis in NLP and political science. The longest context window size
corresponds to the median length of motion text in the studied dataset.
2.2.1 Evaluation
Once word embeddings have been obtained, there are different ways to evaluate
the results. The main idea behind all methods for evaluation lies in the concept
of distance. Embedding vectors can be seen as positions in a high-dimensional
space, and the distance between them can be seen as indicative of the magnitude
of the difference in meaning (i.e., two words that have similar meanings will have
vectors that are close to each other). In this study, we use the cosine distance,
which is one of the most commonly used distance measures. The cosine distance
is defined as the cosine of the angle between the two vectors, which results in a
score between 0 and 1 that can be used as a measurement of similarity between
words.
To evaluate the learned concepts we produce ”word clouds”, which are a
list of the top 20 most similar words to a particular term that is being studied.
These lists can be compared between political parties and between models. The
overlaps (i.e., how many of the top 20 words are common between the two
parties) and differences should reflect the nuances in the speakers’ use of the
term that each model manages to disambiguate. In this study we produce these
lists based on the mean cosine distance between bootstrapped iterations, and
calculate the standard deviation as a guide for the reliability of the results.
We also use bootstrapping with 20 iterations for each model to asses the
stability of the results. The average of the mean standard deviation (std) per
term is calculated for the models. To make these comparable between models
the standard deviation is normalized by the score.
In the present application we focus on ten Swedish terms: droger (drugs),
3https://spacy.io
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skatter (taxes), säkerhet (security), trygghet (security/safety), brott (crime),
brottslighet (crime/delinquency), kriminalitet (crime), jämlikhet (equality), sol-
idaritet (solidarity), and rättvisa (justice). These key concepts are similar to
those in previous studies. For instance, ”equality” has been scrutinised in the
US context (Rodman, 2020; Rodriguez and Spirling, 2021), and ”taxes” is a
clear ideological left-right divider in Sweden, as it was found to be in the US
(Rodriguez and Spirling, 2021). These terms vary regarding the number of
mentions between time periods and between parties (appendix A).
3 Results
Both models proved able to learn words related to the main term, within which
some nuances can be observed. There are more differences in the learned words
between models rather than between parties. Word2vec learns more example-
based and policy terms (e.g., types of drugs and taxes), while PMI produces
more general terms. PMI also shows higher mean standard deviations, and the
results are improved by higher context windows. Word2vec shows lower average
standard deviation and is not influenced as much by the context window in terms
of stability. However, Word2vec seems to perform worse with larger windows.
A clear consequence of this lack of performance is that more data quality issues
manifest in the results.
One possible explanation for the low standard deviation and high overlap
between parties in the word2vec model is the over-representation of the pre-
training data. In typical fine-tuning scenarios, long fine-tuning is avoided in
order to mitigate an issue referred to as ”catastrophic forgetting”. This issue
is that in which the model forgets the general language patterns learned and
amplifies data artifacts from the fine-tuning dataset. As this work is interested
in those nuances (learned language patterns), this process might in fact be
beneficial rather than detrimental. Increasing the number of fine-tuning epochs
from 5 to 50 for the context window 5 word2vec model significantly decreased
the overlap and only slightly increased in standard deviation. This adjustment
suggests that the original results are greatly influenced by the pre-training data.
3.1 Stability of models
As a measure of the stability of the word representations learned by the different
models with varying context window size, we have computed the mean standard
deviation for the ten terms listed in section 2.2.1 (see Table 3.1). The stability
of the PMI models increase when we increase the context window size, which
is consistent over both time periods. On the other hand, for word2vec, the
mean standard deviation is generally lower, and increases with larger context
windows. However, the difference is smaller than for PMI.
As we are interested in nuances, the standard deviation should not directly
be used as a measurement of the model quality, as low standard deviations can
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also point to low complexity in the learned patterns. The std should be used
more as a guide to flag unreliable results.
model time period window size mean std












Table 2: Mean standard deviation per model, measured from the ten terms
used in the analysis in 20 bootstrapped iterations. The standard deviations are
normalized by the cosine similarity score to make them comparable between
models.
3.2 Security: A topic with different meanings
In order to illustrate the differences and similarities between models and parties
over time, we focus on differences and similarities between models and parties in
the ”security” dimension. ”Security” is a topic that has recently become dom-
inating both among voters, when they are to describe parties they would vote
for (Fredén and Sikström, 2021a), and in leading Swedish broadcasting political
media. Security is a wide concept, and we explore two aspects which trans-
late to different words in Swedish. First, trygghet, refers to the more subjective
feeling of being safe and secure, and second, säkerhet, refers to objectively mea-
surable security, e.g., the secure and safe operation of machines, traffic, and give
associations to state organisations such as the police etc.
”Trygghet” (social security and safety dimension). In the PMI models,
we notice some differences and similarities between the two time periods, and
between the parties. The word ”school” occurs for both parties in almost all
PMI models in both time periods, which is a sign that this word is highly
relevant to both parties. The motions in the earlier period (1988-2009) appear to
focus more on economic security. Moderates’ words lean more toward individual
capacities and responsibility (”be able to”), while Social Democrats emphasise
the social dimension and government (see Figure 1, which represents significant
example words). In general, Social Democrats were more group-oriented in their
use of ”trygghet”, whereas the Moderates emphasised the individual. This
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diverging approach incarnates a traditional difference between these parties.
The motions in the later period (2010-2020) appear to focus more on sources
of unsafety (otrygghet), following a general trend in society. In this context,
Social Democrats mention topics such as ”youth crime” and ”weekend”. The
results for the Moderates during this period are dominated by non-informative
and more general words such as ”work”. We require a deeper analysis of the
context of the term ”trygghet” for the Moderates during the later period in
order to ascertain why we lack more meaningful results.
Figure 1: Example words from the PMI model (context window 300) related to
the term trygghet
In the first word2vec models, it appears that much of the results are domi-
nated by the pre-training dataset, as there are many words occurring for both
S and M. In addition, many of the same words appear for both time periods.
These words tend to be related to the welfare system and social security. While
these words certainly are relevant for the topic, they do not reveal many differ-
ences between the parties. When passing the fine-tuning data (the motions from
S and M) through more epochs during training - thus encouraging the learned
embeddings to adapt more to the respective data from S and M -, differences
between parties became much clearer. We extended the fine-tuning to 50 epochs
in the smallest model (context window 5), and it reduced the overlap by 2 in
the early period and by 8 in the later period, supporting our hypothesis. For
instance, in the 1988-2009 period, the results for the Moderates leaned toward
more focus on ”stability”, whereas the Social Democrats put forth ”justice”
and ”trust” (Figure 2). Furthermore, in the 2010-2020 period we see many
more words related to the ”individual” for M (e.g responsiveness), while S still
talk primarily about the social security system (e.g., health insurance). Our
interpretation is that, for the 2010-2020 period, the fine-tuned word2vec model
represents the data and the parties’ positioning to a greater extent than the
PMI model.
”Säkerhet” (system security dimension). In the 1988 – 2009 period, the
PMI models reveal a very different meaning of the two dimensions ”trygghet”
and ”säkerhet”. Under the latter meaning (Figure 3), common words involve
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Figure 2: Example words from the word2vec model (context window 5) related
to the term trygghet
primarily issues related to international relations and conflict, such as ”peace”,
”military”, etc. An interesting aspect is that the Moderates mention NATO
(which they are in favour of joining) and the EU, while the Social Democrats
do not. In the 2010–2020 period, commonalities still emphasise issues related to
international relations and conflicts. Moderates once again mention ”NATO”
and ”Europe”, while Social Democrats instead mention the ”UN” and ”conflict
prevention”. Thus, when studying the more general concept ”säkerhet” from
the PMI model, we obtain concrete subjects such as organisations.
Figure 3: Example words from the PMI model (context window 300) related to
the term säkerhet
Turning to the first word2vec model, we once again see many words oc-
curring for S and M, and few clear distinctions between these parties. Many
words are related to the ”security” topic in general. These include compound
words involving security (”security risk”, ”security requirements”, etc.) as well
as some specific areas of security (”nuclear security”, ”cyber security”). Words
relating to defence and the military also occur, but are a lot less pronounced
than in the PMI results. Again, this finding is likely due to the pre-training data
set dominating the embeddings. In the model that was further fine-tuned for
additional epochs, we see that the differences between the parties’ focus appear
clearer, in particular for the 2010–2020 period (Figure 4). The military and in-
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ternational relations dimensions becomes slightly less pronounced for the Social
Democrats, who emphasise the ”governance” dimension, while the Moderates’
focus on ”sovereignty”. This model thus better reflects the parties’ position be-
ing slightly on the left (Social Democrats) and on the right (Moderates). Once
again we find that fine-tuning the pre-training dataset is crucial for obtaining
a fair representation of the motions text materials from the neural network
approach.
Figure 4: Example words from the word2vec model (context window 5) related
to the term säkerhet
Summary The PMI and word2vec models seemed to highlight different as-
pects of the topics. We saw signs that when using a pre-trained word2vec model
for our purposes, it can be beneficial to run more epochs of fine-tuning as we wish
to make the models highlight differences in language patterns of the respective
parties, rather than commonalities. Our preliminary experiment is encouraging.
Part of the reasons we see differences between PMI and word2vec can also
be attributed to the differences in vocabulary, which the models will use and
learn. While the PMI vocabulary is chosen as the most commonly used words
for either party, the word2vec vocabulary becomes defined by the pre-training
dataset. For example, in the PMI model, for the word ”security”, we saw
the Moderates frequently mentioning NATO, which was not the case for the
word2vec model. In fact, the word NATO occurs exclusive in the Moderate
dataset, and was potentially not present in the pre-training data - hence, it was
ignored by the word2vec model. This is also the reason why the pre-training set
should be as similar as possible to the training data of interest. Taking any pre-
trained model on general text might miss many more domain-specific words.
Users should be aware of this subtlety in model vocabularies when choosing
machine learning models and pre-training sets.
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4 Discussion
This study demonstrated that, when applied to a proportional representation
context, the choice of method and training set influences the picture of the
political landscape. Applying a neural network model to the motions material
required a more careful set-up for the pre-training. Without additional iterations
of fine-tuning, party differences were obscured. On the other hand, the PMI
model produced some meaningful differences related to objects such as specific
organisations (e.g., ”NATO”, ”EU”, ”UN”), but also more general words (e.g.
”all”, ”therefore” and ”also”). It was thus necessary to interpret the output
from the PMI model to a greater extent, whereas the neural network produced
more consistent, although abstract and concept-based, results.
In contrast to the general trend in analyses of text-as-data in political science
(Rodman, 2020; Rheault and Cochrane, 2020; Rodriguez and Spirling, 2021),
our study concerned a rather limited time period was focused on a proportional
representation context with bipolar political tendencies. The PMI model was
valuable to pick up more ordinary vocabulary and concrete examples of poli-
tics of specific time periods. The neural networks model, on the other hand,
was more valuable for characterising words and concepts that are significant
in political discourse more generally. Longer fine-tuning of the model revealed
differences between the parties to a greater extent.
We focused on dimensions believed to be indicative of differences and posi-
tioning: security, taxes, and equality. From this approach we could characterise
the respective party’s vocabulary, focus of attention, and use of words during
the two time periods. For example, on ”security”, Social Democrats focused on
groups and communities, whereas Moderates focused on the individual.
In the framework of securitisation, Bubnovskaia et al. 2019 find that security
and safety are more strongly associated or prioritised in relation to issues of so-
cial and political institutions, rather than to behavioural or personality features.
They argue that the dominance of the institutional approach to “security” and
“safety” can be linked to the swift advancement of the “securitisation of hu-
man security” and the “safety discourse” (Bubnovskaia et al. 2019 p. 9) in
our societies. This finding could further contribute to explain the tendency to-
ward institutionalised words and concepts we found from the neural network
approach.
This institutional dominance could add another interesting analytical layer
for the comparison between our NLP techniques and the two Swedish parties.
It should be noted that Bubnovskaia et al. 2019 and most previous studies
are focused on databases and conceptions of “security” stemming from English
sources and databases. In this line, potential research avenues on the issues of
security and safety in comparative political speech could focus on developing
dictionaries and conceptual associations in other languages, such as we did in
this study with the Swedish language. A deeper study covering additional mate-
rials could certainly inform future research on how political speeches reproduce
securitisation practices and biases into other spheres of public life.
Another perspective is that of Goet (2019), who argues that to better learn
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specific differences between party word use, it could be beneficial to instead
train word embeddings in conjunction with a supervised proxy classification
task, such as predicting the party label of a text. This way, the model can be
tuned to emphasise differences in language use which are more indicative of the
respective parties. In a supervised learning scenario (unlike in our work) we
set up a clear criteria for what constitutes a ”better” model: namely the one
that is better at guessing the correct party label. Investigating learning word
embeddings in a supervised setting is future work. A classifier could also learn
to position words-in-context from left to right, rather than by party label, which
is relevant since some parties may change positions over time.
Potentially, an additional development is to combine these two types of un-
supervised approaches (and materials), in order to get a more accurate picture
of the political actor’s vocabulary and stance. A more applied research path
in the future would be to further deeply examine to what extent the parties’
use of words correlate with disagreement and shifts in actual behavior, such as
parliamentary voting.
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Appendix
A Frequencies of terms used in the analysis
1988-2009 2010-2020
M S M S
docs freq docs freq docs freq docs freq
droger 204 541 221 382 124 346 105 209
skatt 2720 13167 1023 3103 1199 4389 470 1760
säkerhet 1370 2912 1362 2609 1004 2316 564 1312
trygghet 1277 3145 1254 2116 962 2027 672 1154
brott 1561 7182 1106 3069 1320 6148 513 1687
brottslighet 712 2594 553 2113 735 2209 303 950
kriminalitet 309 558 234 375 229 490 128 261
jämlikhet 98 140 214 328 59 87 168 281
solidaritet 109 159 269 396 53 71 85 151
rättvisa 493 681 591 886 235 297 171 282
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