This paper studies the time-varying behavior of scaling laws and long-memory. This is motivated by the earlier finding that in the FX markets a single scaling factor might not always be su cient across all relevant timescales: a di erent region may exist for intradaily time-scales and for larger time-scales. In specific, this paper investigates (i) if di erent scaling regions appear in stock market as well, (ii) if the scaling factor systematically di ers from the Brownian, (iii) if the scaling factor is constant in time, and (iv) if the behavior can be explained by the heterogenuity of the players in the market and/or by intraday volatility periodicity. Wavelet method is used because it delivers a multiresolution decomposition and has excellent local adaptiviness properties. As a consequence, a wavelet-based OLS method allows for consistent estimation of long-memory. Thus issues (i)-(iv) shed light on the magnitude and behavior of a long-memory parameter, as well. The data are the 5-minute volatility series of Nokia Oyj at the Helsinki Stock Exchange around the burst of the IT-bubble. Period one represents the era of "irrational exuberance" and another the time after it. The results show that di erent scaling regions (i.e. multiscaling) may appear in the stock markets and not only in the FX markets, the scaling factor and the long-memory parameter are systematically di erent from the Brownian and they do not have to be constant in time, and that the behavior can be explained for a significant part by an intraday volatility periodicity called the New York e ect. This e ect was magnified by the frenzy trading of short-term speculators in the bubble period. The found stronger long-memory is also attributable to irrational exuberance.
INTRODUCTION
Stock market volatility exhibits jumps and clustering.
1 For the last two decades the main emphasis has been put into the research of volatility clustering, also known as the "ARCH-e ect". The seminal articles of [Engle] 2 and [Bollerslev] 3 launched a huge interest in di erent kinds of (generalized) autoregressive conditional heteroskedastic ((G)ARCH) models. 4 A correctly specified volatility model is useful for example in valuation of stocks and stock options and in designing optimal dynamic hedging strategies for options and futures.
The ARCH-models still have hard time explaining the stylized facts, however. This is partly because they typically model only one time-scale (usually a day) at time. But stock market data have no specific timescale to analyze. A notable exception in this respect is the heterogenous ARCH model 5 which is based on the hypothesis of a heterogenous market. 6 According to this hypothesis the stock market consists of multiple layers of investment horizons (time-scales) varying from extremely short (minutes) to long (years). The short horizons are thought to be related to speculation and the longer horizons to serious investing. Of course, the players in the stock market form a heterogenous group with respect to other reasons as well -such as perceptions of the market, risk profiles, institutional constraints, degree of information, prior beliefs, and other characteristics such as geographical locations -but many of these di erences translate to sensitivity to di erent time-scales. 6 In fact, there is some evidence 5 that time-scale is one of the most important aspects in which trading behaviors di er. This is convenient because high-frequency data has made it possible to study scale dependent phenomena.
The incorporation of multiple time-scales into the analysis should improve the e ciency of risk management which requires scaling a risk measure (standard deviation, say) of one time-scale to another. The standard is to scale by the Brownian square-root of time. But such scaling implicitly assumes that the data generating process (DGP) is made of IID random variables. This assumption is not reasonable for financial time series where the persistance in conditional second moments is universally found so strong and long-lasting that volatility is said to exhibit long-memory. Under such non-IID circumstances square-root scaling may be misleading. 7 Several authors have provided evidence of scaling laws in the FX markets. 8, 6, 9, 10 But a single scaling factor may not always be adequate. In particular, [Gençay et al.] 11 have found that a di erent scaling region exists in the FX markets for intradaily time-scales and for larger time-scales. It is thus interesting to see (i) if di erent scaling regions (known as multiscaling 12 ) appear in a stock market which has smaller turnover, lower liquidity, and higher transaction costs than the FX markets, (ii) if the scaling factor systematically di ers from the Brownian, (iii) if the scaling factor is constant in time, and (iv) if the behavior can be explained by the heterogenuity of the players in the market or by other means such as intraday volatility periodicity. Moreover, because the scaling law is intimately related to the memory of the DGP, and because high-frequency data allows for superior estimation of the long-memory parameter, 13 this paper sheds light on the behavior of long-memory in volatility in time. The data used are the 5-minute volatility series of Nokia Oyj at the Helsinki Stock Exchange around the burst of the IT-bubble. Period one represents the era of "irrational exuberance"
14 and another its aftermath.
This paper attempts to answer these questions using wavelet analysis. Wavelet analysis is a non-parametric method that allows for the study of time-scale dependent phenomena. It is akin to Fourier analysis but does not lose time dimension in the transformation which is useful for time-aligning. Wavelet analysis is locally adaptive. Jumps and clusters of volatility do not present a problem for its application and it is thus well-suited for the analysis of stock market data. This gives the wavelet method a distinct advantage over the standard frequency domain methods. In particular a wavelet-based OLS method allows for consistent estimation of long-memory.
The structure of this paper is as follows. Section 2 shortly describes the wavelet methodology and the concept of wavelet variance. In Section 3 a locally stationary long-memory stochastic volatility model is reviewed. Section 4 describes the data used in the empirical analysis. The results are in Section 5. Section 6 concludes.
METHODOLOGY
A far more detailed description of the wavelet method and results than given below is available in [Vuorenmaa] .
15
A comprehensive account on wavelets in statistical time series is [Percival and Walden] . 16 Many central results of wavelet theory are proved in [Härdle et al.] . 17 
Wavelet filters
A wavelet filter h l acts as a high-pass (or more precisely, a band-pass) filter. This means that convolving a wavelet filter with data gives the (empirical) wavelet coe cients, i.e. the details with low-frequencies filtered out. To qualify as a wavelet filter, h l of length L must satisfy:
for all nonzero integers n. for which the above conditions are easily checked to hold. In general, however, the Daubechies filters have no explicit time-domain formulae. The values are tabulated instead. 16 Nevertheless, Daubechies filters are practical because they yield a discrete wavelet transform (DWT) that can be described in terms of generalized di erences of weighted averages so that the Daubechies filters are capable of producing stationary wavelet coe cient vectors from "higher degree" non-stationary stochastic processes.
In the empirical analysis I will use the least asymmetric wavelet filter of length 8 (abbreviated LA (8) ). This is because a wider width wavelet filter prevents undesirable artifacts and results in a better match to the characteristic features of a time series. LA(8) also allows the DWT coe cients to be aligned in time.
Maximal overlap DWT
The maximal overlap discrete wavelet transform (MODWT) is a non-orthogonal transform. With a proper algorithm the complexity of the MODWT is still of the same order as of the FFT, though. This is useful because in high-frequency finance the number of observations can be large. There are a few important di erences between the MODWT and the DWT, but for the present needs it is enough to mention that the MODWT can handle any sample size N and that the MODWT wavelet variance estimator (to be defined in the next subsection) is asymptotically more e cient than the estimator based on the DWT.
The MODWT is easily formulated using matrices (not done here, though). 16, 18 The level j wavelet coe cients e w j are associated with changes on a scale of length j . = 2 j 1 and the scaling coe cients e v J are associated with averages on a scale of length 2 J . = 2 J . The MODWT is capable of producing a scale-by-scale analysis of variance upon the energy decomposition:
which can be used to analyze phenomena consisting of variations over a range of di erent scales. The usefulnes of such a decomposition with respect to time-scale in stock markets was motivated in the introduction.
Wavelet variance
Consider an ARFIMA process {X t } whose dth order backward di erence Y t is a stationary process with mean µ Y . † Then a Daubechies wavelet filter e h l of width L d results in the jth wavelet coe cient process w j,t . = P L j 1 l=0 e h j,l X t l being a stationary process. Now define the (global) wavelet variance for {X t } at scale j to be
which represents the contribution to the total variability in {X t } due to changes at scale j . The wavelet variance is well-defined for both stationary and non-stationary processes with stationary dth order backward di erences as long as the width L of the wavelet filter is large enough. An advantage of the wavelet variance is that it handles both types of processes equally well. An unbiased estimator of
e h j,l X t l mod N are the MODWT coe cients.
It is well-known that the periodogram is an inconsistent estimator of the Fourier spectrum. It follows that the popularly used GPH-estimator 20 based on the OLS regression of the log-periodogram for frequencies close to zero is in general an inconsistent estimator of the long-memory parameter from a fractionally integrated process with |d| < 1/2. And although the GPH-estimator can be shown to be consistent under certain regularity conditions (Gaussianity, in particular), these are not realistic with financial data (volatility is not distributed normally).
A wavelet based OLS-estimator is consistent when the sample variance of the wavelet coe cients is used in the regression. 21 Namely, using the wavelet variance of the DWT coe cients w j,t ,
† In ARFIMA models the "long-memory" dependency is characterized solely by the fractional di erencing parameter d. A time series is said to exhibit long-memory when it has a covariance function (j) and a spectrum f ( ) such that they are of the same order as j 2d 1 and 2d , as j and 0, respectively. For 0 < d < 1/2, an ARFIMA model exhibits long-memory, and for 1/2 < d < 0 it exhibits antipersistance. The range |d| < 1/2 is of particular interest because then an ARFIMA model is stationary and invertible.
we get that
as j (here 2 is a finite constant). By taking logarithms on both sides, we then obtain the (approximate) log-linear relationship log
from which the unknown d can be estimated consistently by OLS-regression by replacing 2 X with its sample variance 2 X of Equation (1). The wavelet based OLS-estimator also fares significantly better than the GPHestimator in MSE sense. 21 The asymptotic e ciency of this estimator can be further improved by using the MODWT coe cients instead of the DWT coe cients.
Wavelet variance can be defined also locally. In this case only the wavelet coe cients "close" to the time point t are used. Namely, given L > 2d(u), an unbiased estimator of local wavelet variance for {X t } at scale j based upon the MODWT is
where u = t/T represents a time point in the rescaled time domain [0, 1], K j is a "cone of influence", and j is an "o set". 22 The K j includes only those wavelet coe cients where the corresponding observation made a significant contribution. The values of K j for the Daubechies family of wavelets are tabulated 22 as well as the the values of "o sets" j for each wavelet filter L > 2.
It is possible to show that when the MODWT is being applied to a locally stationary 23 long-memory process {X t,T }, then the level-j MODWT wavelet coe cients { e w j,t,T } form a locally stationary process with mean zero and time-varying variance
from which the unknown d(u)'s can be estimated consistently by OLS by replacing 2 X by its time-varying sample variance e 2 X from Equation (3). Simulation results 22 show that in the case of a globally stationary ARFIMA the median of b d(u) accurately estimates the true value of d with a slight negative bias near the boundaries. When disturbed by a sudden shift in the long-memory parameter (to imitate local stationarity), the estimated d still performs well on both sides of the change although with a slight bias and increase in the MSE at the boundaries.
MODEL
There exists a non-stationary class of long-memory stochastic volatility (LMSV) models with time-varying parameters. 24 This model builds on the earlier SV models 25 by allowing for nonstationarities like intraday volatility patterns, irregular occurances of market crashes, mergers and political coups. Now the logarithmic transform of the squared returns, {log 2 t } . = {H t }, is a locally stationary process that has a time-varying spectral representation. This means that the level of persistance associated with a shock to conditional variance -which itself is allowed to vary in time -is dependent on when the shock takes place (the shocks themselves still produce responses that persist hyperbolically). A locally stationary LMSV model is defined by
where y t = log(P t /P t 1 ) µ (P t being the price of a stock and µ the mean of its logarithmic returns), |d(u)| < 1/2, t NID(0, 1) and t NID(0, 2 ) are independent of each other. The functions (u, B) and (u, B) are, respectively, order p and q polynomials whose roots lie outside the unit circle uniformly in u and whose coe cients functions, j (u), for j = 1, ..., p, and k (u), for k = 1, ..., q, are continuous on R. The coe cient functions satisfy 23, 2004) ).
The data were discretized by extracting the 5-minute prices P t using the closest transaction price to the relevant time mark. Discretizing is necessary for the wavelet decomposition to be interpretable in terms of time-scales that capture a band of frequencies. Theoretically discretizing can be justified by assuming that the DGP does not vary significantly over short time intervals. For a liquid stock this holds true because there is no "non-synchronous trading". The 5-minute returns were then formed as r t,n = 100 (ln P t,n ln P t,n 1 ) , where r t,n denotes the return for intraday period n on trading day t, with d 1 and t = 1, ..., T. The 5-minute interval has been often used in the literature because it is usually the smallest interval that does not su er badly from "bid-ask bounce". In the case of a missing observation for a specific time mark, the previous price was always used. Prices were adjusted for splits but not for dividends. Block trades were not controlled for either. These omissions are not critical for the subsequent analysis, however. This simultaneity required careful filtering. I decided to apply the following rule: prices that had a percentage price change of more than 3% relatively to the last genuine price recorded (before the technical break at 6:00 p.m.) were detected as artificial and replaced by the previous genuine price. There were no incomplete trading days. In total, there were 237 trading days resulting in 31,521 price observations.
RESULTS

Preliminary data analysis
Statistical key figures of Periods I and III are summarized below (Table 2) . Notice the following: First, Periods I and III are of approximately equal size and total energy (measured by standard deviation). Second, Periods ‡ During AMT the trading price can fluctuate between the trading range established during continuous trading for round-lot trades. Figs. 1 and 2 ). This observation is valuable because structural breaks can generate artificial long-memory. 27 It is thus safer to analyze these two periods separately.
The sample ACFs of returns in Periods I and III di er from each other in a non-trivial way (see the top plots of Figs. 3 and 4) . The opening of the HEX as well the U.S. markets (in New York) at 5:30 p.m. (Central European Time +1) has caused some statistically significant linear dependence in Period I (when comparing the figures to each other, recall that the length of the trading day was di erent in Periods I and III). Of course, this does not necessarily imply arbitrage opportunities because transactions costs can be high. But considering the slightly di erent results of Period III, it seems that when the markets cooled down they in fact became "more e cient" around the openings. A bit surprisingly, though, in Period I no significant negative autocorrelation of MA(1) type exists that is typically reported ( 0.04 in the FX markets 28 ) and attributed to bid-ask bounce. In Period III, a significant negative first-lag autocorrelation ( 0.08) does appear, however. In the subsequent analysis the lag one dynamics have not been considered critical and therefore they have not been filtered out.
To proxy volatility, I use absolute returns instead of squared returns in order to prevent big jumps in volatility. The sample ACFs of absolute returns stay significantly positive for a long time in both periods, statistically as well as economically (see the bottom plots of Figs. 3 and 4) . In Period III, for example, the first-lag autocorrelation (0.32) is well above the confidence interval (0.31 in the FX markets 28 ). Clearly returns are not independent. Although the pattern is quite similar in both periods, there are some important di erences here too. First, § This is supported by the finding that the "2001 Recession" in the U.S. might have started as early as October 2000. the ACF peaks higher in Period I than in Period III. This peak is caused by the large (on average) overnight return in Period I. The larger "overnight e ect" in Period I is most probably due the frequent news arrivals, the irrational exuberance (the hype) that took place during the bubble, and the shorter trading day at the HEX (so that information had more time to accumulate over night). Second, in Period I the first peak just prior to the highest peak is a reflection of the opening of the New York stock markets, here referred to as the "New York e ect". ¶ In Period III the New York e ect in autocorrelations is smaller which is probably due the weaker link between the U.S. and European markets after the burst of the IT-bubble.
Multiresolution decomposition
In order to study volatility at di erent time-scales, the MODWT(J = 12) is performed to absolute returns using LA(8) (with reflecting boundary). The first 12 wavelet levels with the corresponding time-scales and associated changes are listed below (see Table 3 ).
k Interpreting the time-scales in "calender time" requires carefulnes since the length of the trading day varied. So, for instance, in Period I the first 6 levels correspond to intraday (and daily) dynamics capturing frequencies 1/64 f 1/2, i.e. oscillations with a period of 10 320 minutes. In Period III, on the other hand, the first 7 levels correspond to intraday (and daily) dynamics capturing frequencies 1/128 f 1/2, i.e. oscillations with a period of 10 640 minutes. In terms of changes, then, the 6th level in Period I corresponds to approximately a half of a trading day. In Period III this corresponds to the 7th level. These levels thus serve as natural watersheds between intraday and interday dynamics.
Global scaling laws and long-memory
Most of the total energy of volatility is located at the smallest time-scales (the highest frequencies). The relationship is approximately hyperbolic which is observed as a linear relationship on a double-logarithmic scale. The Gaussian confidence interval for Period III suggests that there exist two di erent scaling regions in Period I; a finding that is similar to the FX markets.
11 A break is located at the 7th level (see Fig. 5 ). ¶ As will be seen later, the average intraday volatility peaks consistently at the opening of the New York market (the NYSE opens at 9:30 a.m. Eastern Standard Time). This is an example of a volatility spillover e ect ("meteor shower" 29 ). k An unfortunate consequence of the dyadic dilation is that time-scales become coarse rapidly so that not all of the potentially interesting scales are recovered. Thus a non-dyadic extension 30 should prove worthwhile to investigate. (8) with reflecting boundary. The Gaussian 95% confidence interval (dotted) of Period III has been drawn.
One might expect a similar break at the 8th level in Period III because of its longer trading day (11 hours versus 7 hours), but this does not happen. The di erence between the scaling laws of Periods I and III is most evident at level 6. Period I experienced more middle-sized jumps in this particular time-scale than Period III did. This observation is however not enough to explain the extremely jumpy look of Period I. Because jumps are high-frequency events, they should be well captured by the 1st level. This intuition is confirmed by the 1st level wavelet variance of Period I which lies outside the 95% confidence interval of Period III, as well. So the "more volatile" outlook of Period I is caused by the di erent dynamics at levels 1 and 6 corresponding to 5-minute and approximately 3-hour changes, respectively.
As explained in the introduction, the di erence in the overall level of volatility can be attributed to specific time-scales that correspond to certain type of players in the market. More precisely, the jumps at the 1st level measure the flow of new information and the general level of nervousness. This is the type of information shortrun speculators find valuable. Because most of the big jumps at this level are caused by overnight returns, short-run speculators have probably rebalanced their positions at the market opening(s). The di erence at the 6th level is not so easily attributable to any specific group of investors (such as speculators operating at a daily interval), however. This is because the volatility seasonality that is particularly strong in Period I may have a ected the scaling law. This possibility will be studied more carefully later (in Sec. 5.5).
As shown earlier (in Sec. 2.3), scaling laws are intimately related to the memory of the DGP. The observed initial rapid decay of the sample autocorrelation followed by a very slow rate of dissipation is characteristic of slowly mean-reverting fractionally integrated processes that exhibit hyperbolic rate of decay (i.e. long-memory). Using Equation (2), the estimation of the fractional di erencing parameter d is done for Periods I and III by the OLS. The same type of approach has been used by also other authors. 31, 32 The standard errors obtained from regression theory are used to judge the significance. 33 The estimates of d support the conjectured long-memory since they fall in the interval (0, 1/2) (see Table 4 ). Period I has systematically a slightly larger value than Period III. The coe cients using levels j 1 = 2, ..., 6 and j 2 = 7, ..., 10 in Period III do not di er significantly but the coe cients in Period I may (and are to be discussed later).
The relatively short time-span of the data (approx. 1.5 years) may be criticized. But the recent evidence 34, 28 suggest that the performance of the long-memory estimate from the volatility series may be greatly enhanced by increasing the observation frequency instead of time-span. In fact, high-frequency data has been argued to allow for vastly superior and nearly unbiased estimation of d. 
Local scaling laws and long-memory
The assumption of a constant long-memory structure may not always be reasonable. Furthermore, segmenting 35 the data before estimation may be inadequate when compared with an estimator designed to capture time-varying features. I therefore apply the MODWT-based methodology 22 for estimating the local long-memory parameter d(t). An "inlier problem" is prevented by using absolute returns instead of logarithmic squared returns (taking a logarithm of a number close to zero would generate an outlier). In order to let Equation (4) hold, I then implicitly assume that absolute results are generated by a locally stationary process. Considering the jumps and the clustering of volatility, this assumption seems more reasonable than covariance stationarity. Only the results using the levels 2 10 in the OLS-regression are reported below because they gave the most stable results.
The local long-memory parameter estimates of Periods I and III behave similarly (see Figs. 6 and 7): the estimate of d(t) tends to stay in the long-memory interval (0, 1/2) although big jumps in the original series pull the estimate downwards and "out of bounds". Fortunately however, the visits outside the stationary interval of ( 1/2, 1/2) are short-lived and the process is mean reverting. Moreover, the estimate stabilizes during less volatile times. For example, a steady increase in the price increases the estimate of long-memory consistently with the definition of long-memory. The median of the local long-memory parameter estimate of Period I is again larger than the median of Period III (see Table 5 ). The estimates are unconditionally Gaussian which would help the modeling of the behavior of long-memory in time. Although this idea is not explored further here, one may try to find a stochastic structure for d(t). Of course, one would then have to consider the e ect of structural breaks more seriously because structural breaks might a ect the estimate of d(t) upwards. 27 Here, however, no sign of a structural break is visible in either period. In fact, one of the main reasons for the division of the data to two periods was to avoid this problem altogether so that the found long-memory is likely not spurious.
E ects of volatility periodicity
On average, the shape of intraday volatility is similar in Periods I and III (see Figs. 8 and 9 ). After the highly volatile first 5 minutes (when the overnight returns are excluded) the average volatility calms down smoothly and stabilizes. At afternoon hours, however, the behavior of volatility becomes abrupt again. The first peak occurs at 3:35 p.m. and the next one at 4:35. The former peak is most probably due to regular U.S. macro news announcements and the latter is the New York e ect. There is also a small but distinct 5-minute peak half an hour later at 5:05 which is probably caused by macro news, too. In Period III the highest peak is at 6:05 p.m. (and right after it) when AMT (I) begins. This is just an artifact of which the 3%-filter (see Sec. 4) was unable to totally remove. The last 5 minutes of trading also experience a sudden but small increase in volatility in both periods. In general, then, the average volatility pattern is an "inverse-J". † †
The wavelet method could be used to annihilate the intraday dependencies. 40 Unfortunately, by considering the interdaily and longer dynamics (i.e. the wavelet smooth of level J 6), I was not able to reproduce the hyperbolic decay in the sample ACF of the filtered series. The intraday seasonalities were therefore removed by the Fourier Flexible Form (FFF) 39, 36 instead. The FFF has been succesfully applied in the stock markets previously. 41 I settled for the minimum number of sinusoids that gave a reasonable fit (3 and 4 for Periods I and III, respectively). The regression results (not shown here) tells that volatility for the market opening (n = 1) and U.S. macro news (n = 61) in Period I increased by 3.14 and 1.85 percent, respectively. In Period III the e ects were a bit weaker, accounting for 2.25 and 1.45 percent, respectively. So markets reacted more strongly in Period I than in Period III which was to be expected. By comparing the average volatility patterns of Periods I and III, the New York e ect is relatively (although not absolutely) a bit larger in Period I, as well.
In order to compare the scaling laws of the periodicity filtered returns to the original series, the overnight returns must first be omitted. This reduces the total energy of the series but the form of the scaling laws remains similar (see the upper subplots of Fig. 10 ). The removal of the intraday periodicity has smoothed out the kink at the 6th level, however. The law is still not totally linear. The first region includes time-scales smaller than an hour and the second one the rest up till 2560 minutes (approx. 43 hours). Almost all of the periodicity-filtered wavelet variances are significantly di erent from the original (with the overnight returns excluded). In Period III, the change in the distribution of energy across the scales is not that dramatic.
The estimates of d increased significantly after the removal of the seasonality in both periods (see Table  6 ). The removal of the relatively stronger intraday periodicity in Period I actually caused a larger change in the estimate of d than in Period III; in Period I the change is from 0.1898 to 0.2758 while in Period III the change is from 0.1796 to 0.2266. Thus the OLS-based wavelet variance estimation does not seem to be robust to seasonalities (in constrast to earlier findings 35 ).
The removal of the intraday periodicity a ected the local long-memory estimates, as well. The median of d(t) increased by approximately 0.03 in both periods (see Table 7 ): in Period I the increase is from 0.3117 to 0.3464 and in Period III from 0.2505 to 0.2803 -a more modest increase than in the global analysis, though. Notice
The most important U.S. macro news announcements are released at 8:30 and 10:00 a.m. Eastern Standard Time.
36,37 † † Similar patterns are found in the New York stock markets 38 and the FX markets 34, 28 although in the latter case the periodicity is associated with the opening and closing of various financial centers around the world. however, periodicity should first be taken care of by some suitable method (FFF, say) because periodicity tends to make the local estimates of long-memory unstable. The reason for long-memory in volatility and its timevarying behavior were not addressed in this paper in detail. It is however unlikely that in this particular case the observed long-memory would be caused by structural breaks because of the initial data division to two periods. It is therefore probable that the bubble period experienced truly stronger long-memory caused by "irrational exuberance" which, on the other hand, was driven by factors such as loose monetary policy in the U.S. (for a good account on why the markets went crazy, see [Lee] 42 ). The exact identification of structural breaks should however prove to be useful in order to show this. This would also help the modeling of long-memory in time. Structural breaks can be identified by wavelet methods and it is left for future research.
