Abstract-Index coding for broadcast channels allows each receiver or client to retrieve its demanded message from its side information and the transmitted codeword. In general, a client may have to observe the entire codeword to decode its demanded message. However, downloading or querying the codeword symbols might involve costs at a client -such as network utilization costs and storage. Traditional index coding does not consider this client perspective, and as a result, for these codes the number of codeword symbols queried by a client per decoded message symbol, which we refer to as locality, could be large. In this paper we study a 'client aware' approach to index coding by viewing the problem as a trade-off between the achievable broadcast rate and locality, where the objective is to minimize the rate for a given value of locality and vice versa. We first consider the minimum possible locality 1 and show that the coding scheme based on fractional coloring of the interference graph is optimal for this locality. We then propose index coding schemes with small locality by covering the side information graph using acyclic subgraphs and subgraphs of small minrank. We also show how locality can be accounted for in conventional partition multicast and cycle covering solutions to index coding, thereby yielding locally decodable index codes.
I. INTRODUCTION
The fundamental communication problem in broadcast channels is to design an efficient coding scheme to satisfy the demands of multiple clients with minimal use of the shared communication medium. When the clients have sideinformation about the messages demanded by other users in the network, Index Coding [1] can achieve remarkable savings in channel use by broadcasting a coded version of the information symbols. All the receivers then simultaneously decode their demands using the broadcast codeword and their individual side-information.
Of the several classes of index coding problems discussed in the literature since [1] , the most widely studied is unicast index coding, in which each message available at the server is demanded by a unique client. The side information configuration of a unicast index coding problem is often represented using a directed graph called the side-information graph of the problem. Given such a side-information graph, the goal of index coding is to design optimal index codes in terms Dr. Natarajan thanks Prof. Sundar Rajan for discussions regarding the topic of this paper.
of minimizing the channel usage. Several approaches have been taken, most popularly via graph theoretic ideas, to bound the optimal index coding rate from above and below; see, for example, [1] - [12] . The techniques used in these works naturally lead to constructions of (scalar and vector) linear index codes.
Most of the known index coding solutions assume that the clients will download all the symbols in the transmitted codeword in order to decode their demanded message. In practice, this could be prohibitive, since the length of the codeword can be much larger than that of the message demanded at a receiver, especially when the number of users is large and their demands are varied. We may however expect this situation to be the norm in our current and future wireless networks. In light of this, it may be appropriate to use index codes in which each client can decode its demand by accessing a subset of the codeword symbols. Using the terminology from [13] , we refer to such codes as locally decodable index codes. Designing a locally decodable index code can be thought of as a 'client aware' approach to the broadcast problem that takes into account the cost incurred by the clients while participating in the communication protocol, while conventional index coding (without locality considerations) is more 'channel centric' with its emphasis purely on minimizing the number of channel uses. For instance, if the index coded symbols are broadcast across different time or frequency resource blocks, a client might want to minimize the number of blocks it must listen to in order to decode its desired index coded message, and utilize the remaining blocks to participate in other communication sessions.
Locally decodable index codes have been discussed briefly in [13] and in the context of privacy in [14] . However, a fundamental treatment of such codes is not available in the literature to the best of our knowledge.
In this work, we present a formal structure to the discussion regarding locally decodable index codes and present constructions of such codes along with their locality parameters for unicast index coding problems. We first define the locality of an index code as the number of codeword symbols queried by a receiver for each demanded message symbol, and pose the index coding problem as that of minimizing the broadcast rate (ratio of codeword length to message length) for a given desired value of locality (Section II). We then consider the minimum possible locality 1 for any unicast index coding problem, and show that the optimum index code for this value of locality is the code derived from the optimum fractional coloring of the corresponding interference graph (Section III). We then provide constructions of locally decodable index codes by covering the side-information graph using acyclic subgraphs and subgraphs of small minrank. We also show how the traditional partition multicast [1] , [6] and cycle covering [5] , [8] solutions to index coding can be modified to yield locally decodable index codes (Section IV).
The full version of this paper, containing the proofs of all the claims, is available in [15] .
Notation: For any positive integer N , we will denote the set {1, . . . , N } by [N ] . Row vectors will be denoted by bold lower case letters, for example x x x. For any length N vector x x x = (x 1 , . . . , x N ) and a set R ⊂ [N ], we define x x x R to be the sub-vector (x j , j ∈ R). For a set of vectors x x x 1 , . . . , x x x N and a subset K ⊂ [N ], we define x x x K to be the vector (x x x j , j ∈ K). The empty set is denoted by ∅. For a matrix A A A, the component in j th row and i th column is denoted as A A A j,i .
II. DEFINITIONS AND PRELIMINARIES
We consider the family of unicast index coding problems, where the transmitter is required to broadcast N messages x x x 1 , . . . , x x x N , and each message x x x i is desired at exactly one of the receivers, denoted as (i, K i ), where 
Throughout this paper we will consider only unicast index coding problems and denote a problem by its side information graph G.
We assume that the messages x x x 1 , . . . , x x x N are vectors of length m over a finite alphabet A, with |A| > 1, and the transmitted codeword c c c is a vector of length over the same alphabet. The codeword c c c is a function of the messages c c c = E(x x x 1 , . . . , x x x N ), where E : A mN → A denotes the encoder. Instead of observing the entire codeword c c c, the i th receiver observes only a sub-vector c c c Ri = (c j , j ∈ R i ), where R i ⊂ [ ], and estimates the message x x x i using c c c Ri and its side information (x x x j , j ∈ K i ). Thus the decoder at the i th receiver is a function D i : A |Ri| × A m|Ki| → A m , and the estimate of the message x x x i at the i th receiver
mN , where c c c = E(x x x 1 , . . . , x x x N ). The receiver (i, K i ) decodes x x x i using the sub-vector c c c Ri , and hence, |R i | is the number of symbols queried or downloaded by this receiver when using the index code (E, D 1 , . . . , D N ). We normalize |R i | by the number of symbols m in the desired message x x x i to define the locality r i of the i th receiver as
Definition 1. The locality or the overall locality of the index
is the maximum number of coded symbols queried by any of the N receivers per decoded information symbol. The broadcast rate of this index code is β = /m, and measures the bandwidth or time required by the source to broadcast the coded symbols to all the receivers. For a given locality r, it is desirable to use an index code with as small a value of β as possible and vice versa, which leads us to the following definition.
Definition 2. Given a unicast index coding problem G, the optimal broadcast rate function β * G (r) is the infimum of the broadcast rates among all message lengths m ≥ 1 and all valid index codes with locality at the most r.
The function β * G (r) captures the trade-off between the reduction in the number of channel uses possible through coding and the number of codeword symbols that a receiver has to query to decode each message symbol.
When using information-theoretic arguments we will assume that the messages x x x 1 , . . . , x x x N are random, independent of each other and are uniformly distributed in A m . The logarithms used in measuring mutual information and entropy will be calculated to the base |A|.
Using cut-set arguments it is straightforward to observe that for any valid index code the number of codeword symbols |R i | observed by the i th receiver, i ∈ [N ], is lower bounded by the message length m. Hence, the locality of any valid index code is at least 1. Also, the uncoded transmission, i.e., c c c = (x x x 1 , . . . , x x x N ), is a valid index code with r = 1. Hence, we will assume that the domain of β * G is the interval 1 ≤ r < ∞. From the definition of the optimal broadcast rate function, it follows that β * G is non-increasing in r. Also, the standard time-sharing argument shows that β * G (r) is a convex function. For any valid index code, we have |R i | ≤ , and hence, r = max i |R i |/m ≤ /m = β. Hence, if rate β is achievable, then β * G (β) ≤ β. We will denote by β opt (G) the infimum among the broadcast rates of all valid index codes for G (considering all possible message lengths m ≥ 1 and all possible localities r ≥ 1). Then it follows that β * G (r) ≥ β opt for all r ≥ 1. Together with β * G (β opt ) ≤ β opt , we deduce β * G (β opt ) = β opt . Example 1. Locality-broadcast rate trade-off of the directed 3-cycle. Let G be the directed 3-cycle, i.e., N = 3 and the three receivers (i, K i ) are (1, {2}), (2, {3}) and (3, {1}). For this index coding problem β * G (r) = max{6 − 3r, 2}, r ≥ 1
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(proof available in [15] ) as shown in Fig. 1 . We observe that to achieve any savings in rate compared to uncoded transmission (β = N = 3), locality must be strictly greater than 1, i.e., at least one receiver must necessarily query more codeword symbols than the message length to achieve savings in the broadcast channel uses. Also, the smallest locality required to achieve the minimum rate β opt = 2 is r = 4/3.
III. FRACTIONAL COLORING IS OPTIMAL FOR r = 1
We first recall relevant graph-theoretic terminology, as used in [4] , [9] , and then state and prove the optimality of fractional coloring solution to index coding when r = 1.
The underlying undirected side information graph G u = (V, E u ) corresponding to the side information graph G = (V, E) is the graph with vertex set V = [N ] and an undirected edge set E u = { {i, j} | (i, j), (j, i) ∈ E}, i.e., {i, j} ∈ E u if and only if i ∈ K j and j ∈ K i . The interference graphḠ u = (V,Ē u ) is the undirected complement of the graph G u , i.e.,Ē u = { {i, j} | {i, j} / ∈ E u }. Note that {i, j} ∈Ē u if and only if either i /
For positive integers a and b, an a : b coloring of the undi-
The fractional chromatic number is a rational number and can be obtained as a solution to a linear program [16] . The chromatic number χ(Ḡ u ) is the smallest integer a such that an a : 1 coloring ofḠ u exists and is lower bounded by χ f (Ḡ u ).
We now state the main result of this section.
Theorem 1. For any unicast index coding problem G, the optimal broadcast rate for locality r = 1 is β *
A. Proof of achievability for Theorem 1
The fractional coloring solution [4] to index coding is well known and uses any a : b coloring ofḠ u to construct a vector linear code of length = a, message length m = b and rate β = a/b for the index coding problem G. If the a : b coloring is optimal, i.e., χ f (
It is straightforward to observe that any fractional coloring solution has locality 1, and hence, β *
(rigorous proof available in [15] ). For instance, consider any a : 1 coloring ofḠ u that assigns 'colors' col(i) ∈ [a] to vertices i ∈ [N ] such that for any {i, j} ∈Ē u , col(i) = col(j), i.e., col(i) = col(j) only if i ∈ K j and j ∈ K i . Assuming scalar messages x 1 , . . . , x N ∈ A, and imposing any abelian group structure on A, the transmitter broadcasts c c c = ( i:col(i)=k x i , k ∈ [a]). To decode the message x i , the i th receiver queries the codeword symbol c k where k = col(i). Note that c k = x i + j =i:col(j)=k x j . Also, j ∈ K i for any j = i such that col(j) = col(i). Thus decoding is possible with unit locality as x i = c k − j =i:col(j)=k x j . Proof: Using (2), we will assume without loss of generality that j / ∈ K i . We assume R i ∩ R j = ∅ and use proof by contradiction. Let t ∈ R i ∩ R j and P = {i} ∪ K i . From Lemma 1, H(c c c Ri |x x x i , x x x Ki ) = 0. Since t ∈ R i we have
Since j = i and j / ∈ K i , j / ∈ P . From Lemma 1, H(c c c Rj |x x x P ) = m. This implies that for any given realization of x x x P , the vector c c c Rj is uniformly distributed over A m . Thus, since t ∈ R j , for any given realization of x x x P , c t is uniformly distributed over A, and hence, H(c t |x x x P ) = 1, contradicting (3).
The following lemma completes the proof of the converse.
Lemma 3. For any valid index coding scheme for G with r = 1, the broadcast rate β ≥ χ f (Ḡ u ).
Hence, {R 1 , . . . , R N } is an : m coloring ofḠ u , and thus, β = /m ≥ χ f (Ḡ u ).
Theorem 1 can be easily generalized to the case where the message length m is fixed to show that the optimal broadcast rate for index coding problem G with locality r = 1 and message length m is min{a/m | an a : m coloring ofḠ u exists }. In [13] it is remarked that the optimal broadcast rate with r = 1 among scalar linear index codes over a finite field (m = 1, A = F q and E : F N q → F q is a linear map) is the chromatic number χ(Ḡ u ). Our results in this section provide a strong generalization of this remark from [13] .
IV. DESIGNING LOCALLY DECODABLE INDEX CODES
We will now assume that the alphabet A is a finite field F q of size q and construct scalar (m = 1) and vector (m > 1) linear index codes (encoders are F q -linear maps) for G with guarantees on locality r. First, we will briefly recall the following properties of scalar linear index codes from [2] , [17] . 
The smallest codelength among all valid scalar linear codes for G equals the minimum rank κ q (G) among all the matrices A A A that fit G, and is called the minrank of G.
A. Vector linear codes using acyclic induced subgraph covers Let E E E be the square submatrix of A A A composed of the rows and columns indexed by S. If the rows and columns of E E E are permuted according to the topological ordering i 1 , . . . , i |S| , we obtain a lower triangular matrix with 1's on the diagonal. Thus E E E is a full-rank matrix, and hence, the columns a a a 
is an element of at least Q of the M subsets S 1 , . . . , S M , and (iii) all the M induced subgraphs G S1 , . . . , G S M are acyclic.
Given an AIS cover S 1 , . . . , S M and a valid scalar linear index code of length for G, we construct a vector linear code as follows. From Lemma 4, we know that for each j ∈ [M ], there exists a valid scalar linear encoding matrix B B B j with codelength such that the locality of every receiver i ∈ S j is 1. Consider a vector linear index code that encodes M independent instances of the scalar messages x 1 , . . . , x N ∈ F q using the encoding matrices B B B 1 , . . . , B B B M , respectively. The broadcast rate of this scheme is . If S 1 , . . . , S M is a Qfold AIS cover of G, for each i ∈ [N ] there exist Q encoders among B B B 1 , . . . , B B B M that provide locality 1 at the i th receiver. The locality provided by the remaining (M − Q) encoders is at most at this receiver. Thus the number of encoded symbols queried by any receiver in the vector linear coding scheme is at the most Q + (M − Q) . Normalizing this by the number of message instances M , we observe that the locality of this scheme is at the most (Q + (M − Q) )/M . Thus, we have a vector linear code for G with the same rate β = as the original scalar linear index code and with locality r ≤ (Q + (M − Q) )/M which is strictly less than β. As applications of this technique we have the following results. When the side information graph is a cycle the optimal broadcast rate β opt = N −1. Lemma 7 shows that this optimal rate can be achieved with a locality of 2(N − 1)/N < 2.
B. Scalar linear codes from optimal coverings of G Several index coding schemes in the literature partition the given problem (side information graph G) into subproblems (subgraphs of G), and apply a pre-defined coding technique on each of these subproblems independently. The overall codelength is the sum of the codelengths of the individual subproblems. The broadcast rate is then reduced by optimizing over all possible partitions of G. We will now quickly recall a few such covering-based schemes, and then show that they can be modified to guarantee locality.
Partition Multicast or Partial Clique Covering [1] , [6] , [7] : Let G S be the subgraph of G induced by the subset of vertices S ⊂ [N ]. The number of information symbols in the index coding problem G S is |S|, and the side information of receiver i ∈ S in G S is K i ∩ S. The partition multicast scheme uses a scalar linear encoder for G S where the encoding matrix is the transpose of the parity-check matrix of an MDS code of length |S| and dimension min i∈S |K i ∩ S|. This code for G S encodes messages of length m S = 1 and has codelength S = |S| − min i∈S |K i ∩ S|. We will use the trivial value of locality r S = S for this coding scheme. The finite field F q must be sufficiently large for the said MDS codes to exist.
Cycle Covering [5] , [8] : If G S is a directed cycle of length |S|, then it is encoded using a scalar linear index code with encoding matrix equal to the transpose of the parity-check matrix of a repetition code of length |S|, resulting in message length m S = 1 and index codelength S = |S| − 1. Again, we will use the trivial value of locality r S = S . If G S is not a directed cycle, then its information symbols are transmitted uncoded resulting in m S = 1, S = |S| and locality r S = 1.
In similar vein to partition multicast and cycle covering schemes, consider the following proposed technique that applies the optimal scalar linear code over each subgraph G S .
Minrank Covering: Encode each subgraph G S using its own optimal scalar linear index code. The message length m S = 1, codelength S equals the minrank κ q (G S ) of the subgraph, and use trivial value for locality r S = κ q (G S ). By partitioning G into subgraphs G S of small minrank we can achieve a small locality for the overall scheme. Now consider any covering-based index coding technique (such as partition multicast, cycle covering or minrank covering) for G. The second constraint a S r S ≤ r in Theorem 2 ensures that the locality of the resulting coding scheme is at the most r. Since a S ∈ {0, 1}, this implies that when solving for the optimal partition, the integer program considers only those subsets S with r S ≤ r, i.e., locality r is achieved by partitioning G into subproblems of small locality.
The above technique can be extended to vector linear codes by using a linear programming relaxation to allow 0 ≤ a S ≤ 1. The subproblems G S can themselves be encoded using vector linear codes of small locality, as in Lemmas 5, 6 and 7, say with rate β S and locality r S . Then the overall achievable rate by time-sharing over these subproblems, for a given locality r, is the solution to min S⊂[N ] a S β S subject to S:i∈S a S r S ≤ r and S:i∈S a S = 1 for each i ∈ [N ].
V. CONCLUSION AND DISCUSSION
We studied the problem of designing index codes that are locally decodable and have identified techniques to construct such codes. We have also characterized the optimum broadcast rate corresponding to unit locality for any unicast index coding problem. Stronger achievability and/or converse results may be required to gain further insights into the locality-rate trade-off of a general index coding problem.
