The IP Multimedia Subsystem is an architectural framework for delivering multimedia services over an Internet Protocol (IP) network. Originally, it was specified for wireless networks, but has since evolved to incorporate fixed line access as well. It forms part of a Next Generation Network (NGN) which is defined as a packet-based network where the service functionality is independent of the underlying transport technologies. This allows new converged services to be implemented on top of an existing packet switched network. The centralized conferencing framework limits the ability to have large number of participants because of the overhead on the server. One of the possible efficient solution for increasing of server's performance is grouping meeting requests the same video conference and serving them at one time on an edge-proxy. The queuing model with batch exhaustive service and working vacations is constructed and analyzed. The stationary distribution and the formulas for main performance measurements are obtained. In addition, the optimization problem for increasing a server performance is formulated.
INTRODUCTION
The IP Multimedia Subsystem is an architectural framework for delivering multimedia services over an Internet Protocol (IP) network. IMS uses SIP protocol to support communication sessions with multiple participants (Camarillo, 2008; TS 23.228, 2004) . SIP is an application-layer signaling protocol for creating, modifying, and terminating sessions with one or more participants. In 1996, Henning Schulzrinne and Mark Handley started working on creating a SIP protocol within the IETF (Internet Engineering Task Force) project for developing a series of protocols for the provision of multimedia services. In November 2000, SIP was accepted as a 3GPP signaling protocol and main protocol of the IMS architecture (TS.24.229, 2015) . In 2002, the RFC3261 (Rosenberg, 2002) recommendation which determines the current protocol form was accepted.
SIP supports both centralized and decentralized frameworks of multi-party communication. Overview of the most recent researches done by Mishra in (Mishra, 2014) shows that distributed approach allows to enhance the conferencing server capacity but it has some limitations with full security and control over the complete network due to unavailability of central server; it increases signaling delay due to multiple functional entities participating in conference session setup. In centralized conferencing architecture (Tien, 2010) , a single User Agent (UA) or focus has a direct relation with each participant. Therefore, it shares many problems when the number of participants in conference increases. The centralized conferencing framework does not meet the increasing requirements for server's capacity due to growing demand for conferencing service. However, both of these approaches do not take into account SIP server overloading problems (Abaev, 2012; Abaev 2013) . The SIP main shortcomings concerning overload prevention described in (RFC 5390, 2008) by Rosenberg. One of the efficient approach to enhance server capability is to improve the way how the server serves incoming conferencing request. We consider the method of grouping requests related to the same conference and serving them at one time. This approach will reduce session establishment time and will increase the server throughput. This paper is organized as follows. We analyze 3GPP standards for basic call flow for conference service session establishment. Then we investigate message grouping approach on the edge server and construct a mathematical model in the form of queuing system with the buffer of finite capacity. We obtain formulas for the main performance measures and perform numerical experiments.
IMS CONFERENCING SERVICE CALL FLOW WITH REQUEST/RESPONSE GROUPING APPROACH
SIP is a request/response-based protocol. According to (TS.24.229, 2015) , IMS architecture consists of the following components:
 UE (User Equipment), which takes the role for a request/response pair representing end users.  central server known as application server (AS),  SIP proxy servers (CSCFs) which includes edge-proxy (P-CSCF) and core-proxy (I-CSCF and S-CSCF). Call flow diagram for conferencing session establishment is show in Fig. 1 . Let us consider the procedure with more details. A group of UEs initiate a number of requests to try to establish a conferencing service and send INVITE messages towards Edge Proxy 1. All these messages should be delivered to the same P-CSCF server and can be aggregated by Edge Proxy 1 and send towards the target server as a single INVITE request with the list of participants.
When the INVITE message reaches Edge Proxy 2, the server will generate the required number of INVITE requests and send them towards the target UEs. Many 183 Session in Progress responses reach Edge Proxy 2 mean session establishment in progress. When the last response reaches Edge Proxy 2, the server will send a single 183 Session in Progress response towards the Edge Proxy 1.
The implementation of grouping approach on Edge Proxies enhances the bandwidth the whole system but requires to install in the network Edge Servers with higher performance.
A packet can be blocked either at an Edge Proxy or Core Proxy. The Edge Proxy model is used to quantify the probability that a packet is blocked at an Edge Server's buffer. In case of multi-party conferencing, the requests arrive as a batch and the destinations are in the group therefore the Edge Proxy modeled as bulk queue with an exhaustive service with multiple vacations can be used to provide efficient packet aggregation. 
Performance measures
Let  denote the blocking probability of batch
The utilization of the server UTIL is given by the following formula
The mean number of customers in the queue can be calculated as
Using Little's formula, the mean waiting time in the queue is expressed as
We perform several numerical experiments for a combination of different input parameters: 5
As shown in Fig. 2 as buffer size increases the mean waiting time increase from 40 R  , but according Fig. 7 blocking probability asymptotically decrease. In observing Fig. 3 we see that increase of intensity rate  does not make significant influence on mean waiting time for various value of threshold. 
