Abstract. In this note we study locally self-similar blow up for the Euler equation. The main result states that under a mild L p -growth assumption on the profile v, namely, |y|∼L |v| p dy L γ for some γ < p − 2, the self-similar solution carries a positive amount of energy up to the time of blow-up T , namely, |y|∼L |v| 2 dy ∼ L N −2α . The result implies and extends several previously known exclusion criteria. It also supports a general conjecture relating fractal local dimensions of the energy measure with the rate of velocity growth at the time of possible blowup.
Description of the result
Let u ∈ C([0, T ), H s (R N )), for some s > N 2 +1, N ≥ 3, be a solution of the Euler equations:
The pressure can be recovered from the Poisson equation ∆p = − div(div(u ⊗ u)). Up to a harmonic polynomial the solution is given by (2) p(x) = − |u(x)| 2 N + P.V. ω N |y| N+2 , and ω N = 2π N/2 (NΓ(N/2)) −1 is the volume of the unit ball in R N . Since, in view of (1) , ∇p has to decay at infinity, formula (2) defines the only solution up to a constant. In this note we study locally self-similar solutions given by (3) u(x, t) = 1 (T − t)
in a ball x ∈ B ρ 0 (x 0 ), t < T , and some fixed α > 0, and we assume that the profile field is locally smooth, v ∈ C 3 loc (R N ). Our motivation to study such a blow-up scenario comes from abundant numerical evidence suggesting that singular solutions tend to form self-similar structures, in anisotropic fashion [6] , isotropic vortex knot formations [8] , and more recently on the boundary of a fluid domain [7] to mention a few. Rigorous analysis of (3) has a relatively recent history (see works of Chae [1, 2, 3] , He [4, 5] and Schonbeck [9] ). Below we will recite results that are most relevant to this present note. For now let us address The work of R. Shvydkoy is partially supported by NSF grant DMS-1210896.
two important issues that arise directly from the set up. First, in much of the literature the ansatz (3) is postulated along with the corresponding pressure
, in the same ball B ρ 0 (x 0 ). While in globally self-similar case (ρ 0 = ∞) this form of the pressure can be easily justified, in the local case it becomes overdetermined as p is already recovered via (2) . To resolve the problem we show in Lemma 2.1 that indeed (4) holds up to a time dependent constant c(t) with at most polynomial growth as t → T , and the pair (v, q) solves (1) in self-similar variables.
Second, the conservation of total energy u(t) 2 = u 0 2 implies in particular that the energy in the ball B ρ 0 (x 0 ) remains bounded. Since
, this implies the bound
Here and in the future, A B means A/B is bounded for large L, and A ∼ B means A B and B A. Our main result states that under a mild growth bound on higher L p -norms one can reverse inequality (6).
is a solution to (1) locally self-similar in a ball B ρ 0 (x 0 ) with profile v ∈ C 3 loc (R N ) and scaling 0 < α < N 2
. Suppose further that for some p ≥ 3 and γ < p − 2,
Then either v = 0 or one has
Let us note again that the upper bound in (8) is simply a consequence of the fact that v is a part of the solution u with finite energy. Before we embark on the proof, let us discuss applications of Theorem 1.1 and its relation to previously known results. Remark 1.2 (Energy concentration). In view of (5), the conclusion of the theorem states that unless the profile v is trivial, the self-similar blowup carries some positive amount of energy with it, i.e. u(t) L 2 (Bρ 0 (x 0 )) stays bounded away from zero as time t approaches critical. The energy behavior at the time of blow-up can be described in more details in terms of the energy measure introduced in [10] . Energy measure is simply the weak * -limit of |u(x, t)| 2 dx, as t → T , denoted E T . As a consequence of (8),
for all small ρ. This implies that in the case of non-trivial self-similar blow-up satisfying (7) the exact fractal local dimension of E T exists at x 0 and is equal to D = N − 2α (see [11] ). Results on the energy concentration obtained in [10] support the conjecture that
−α/(1+α) , thus the integral yields the rate of decay of (T − t) 1/(1+α) , which indeed coincides with (T − t) 
, invalidating the lower bound in (8) . This implies v = 0. The conditions described above hold, in particular, under the assumptions v ∈ L p and α ≤ N/p, which recovers the exclusion result of Chae and Shvydkoy obtained in [3] . Moreover, we can see that in the range N/p < α < N/2, Theorem 1.1 provides an extension of this result by requesting an extra decay of the L p -norms over the shells {|y| ∼ L}. Let us recall another exclusion condition exhibited in [10] : if |v(y)| |y| 1−δ , for some δ > 0, and
, then v = 0. We can now remove the extra assumption α >
. Indeed, observe that for all p > 3 we have
So, for p large enough, we have γ = (p − 2)(1 − δ) + N − 2α < p − 2, and hence v = 0.
Remark 1.4 (Asymptotic behavior). Let us notice that the following
|y| α+1 is a stationary solution to the 2D Euler equation, and is also globally self-similar with scaling exponent α (although not locally smooth). This and results of [5] in exterior domains suggest that asymptotic behavior at ∞ should be that of |y| −α in general. Theorem 1.1 expresses this very fact only phrased in terms of L 2 -averages:
Remark 1.5 (Case α = N/2). Let us comment on the energy conservative case α = N/2, not covered by Theorem 1.1. The energy bound (6) necessarily enforces the condition v ∈ L 2 , which trivially implies the energy drain |y|∼L |v| 2 dy = o(1) in contradiction to (8) . However in this case we can't deduce (8) from any L p -bound on v. Instead, it was shown in [10] , via a general result on energy drain, that the decay rate of energy over the shells improves to |y|∼L |v| 2 dy 1 L N+2−δ ′ for any δ ′ > 0, provided the sublinear growth bound |v(y)| |y| [10] ). We cannot improve upon this result using present technique, however a direct argument can be made via the use of Muckenhoupt weights.
Let us finally note that the sublinear growth assumption, |v(y)| |y| 1−δ , is natural in the sense that it breaks the scaling symmetry of the equation in self-similar variables (see (12) below): if (v, q) is a solution to (12), then the new pair
solves the same equation for any λ = 0. So, linear solutions to (12) are self-similar in their own sense. One can exhibit many examples of such solutions:
However, these cannot be a part of locally self-similar blow-up as they violate the energy bound (6).
Recovery of pressure
For reasons outlined in the introduction, we first have to recover the pressure in self-similar form, and obtain necessary estimates on the profile. This will in fact be the main technical part of the proof of the main theorem. It will be convenient to express various growth bounds in terms of averages over balls
Lemma 2.1. Suppose (u, p) is a solution to (1) with u being locally self-similar in the ball
Then the scalar function q ∈ C 2 loc (R N ) given by
solves the equation
and satisfies the bound
for all r > 1. Moreover, there is a bounded function d(t) such that
holds in the ball |x − x 0 | < ρ 0 for all t near T .
Proof. The strategy of the proof is the following. We first investigate the right hand side of (11), denoted by I, and show that it defines a tempered distribution solving the Poisson equation
We also show that there exists another tempered distribution q solving (12) and hence solving the same equation (14). We then conclude that the difference q − I is a harmonic tempered distribution, hence is a polynomial. As a consequence of bounds established on the growth of both q and I at infinity we conclude that q − I is a constant . The bound (13) will be established in the course of the proof.
Step 1. First, it is easy to see that the integral in (11) converges pointwise a.e. Indeed, let us fix L > 1, and consider a cutoff function ϕ 0 (infinitely smooth, equal 1 for |y| < 1, and 0 for |y| > 2), and rescaled one ϕ L (y) = ϕ 0 (y/L). We obtain
Since v ∈ C 3 loc one has I 1 ∈ C β , for all β < 3 by the classical Besov estimates. Now, on the ball |y| < L, we have
for all s ≥ 0. This shows that the function defined by
is locally smooth and by the classical formula is a solution of the Poisson equation (14).
Step 2. Let us now prove the bound (13) for I. This will only be used in this proof to ensure that I is a tempered distribution, when applied to r = p/2 and using (10), but in the sequel we will make a complete use of it. Let us write I = − |v(y)| 2 N + J, where J stands for the integral in (15). Clearly, only the bound for J is necessary. So, let us fix an L > 1, consider y in the shell {L < |y| < 2L} and J into three integrals (the integrands are suppressed for brevity):
Next, by the Calderon-Zygmund boundedness,
This establishes (13) for I. It implies that I is a tempered distribution in view of (10), and as previously observed I solves (14).
Step 3. Let us now find a tempered pressure solving (12). Let us assume for simplicity that x 0 = 0. Plugging the ansatz (3) into (1) we see that the expression (T − t)
is independent of time as long as |x| ≤ ρ 0 . Lettingp(x(T − t) . Then for every n ≥ 1 there exists c n ∈ R such that q n (y) + c n = (T − t n ) 2α α+1p (y, t n ) coincides with q 0 on its domain, and therefore q n = q k for all n, k ≥ 1 on the common domain of the pair. This unambiguously defines the function q(y) = q n (y) for all |y| ≤ ρ 0 (T − t n )
. For all other values of t we have a scalar function c(t) such that q(y) + c(t) = (T − t) 2α α+1p (y, t) holds on the ball |y| ≤ ρ 0 (T − t)
for all |x| ≤ ρ 0 and T − t 0 < t < T . If we plug this back into (1) we recover (12) on the whole space. Let us now show that q is a tempered distribution. We have a uniform bound
, for all t. Hence, there is δ > 0 small so that |{x : |p(x, t)| > . That implies that there exists |y t | ≤ 1 so that |c(t)| ≤
Since q is locally smooth in the unit ball, we obtain some polynomial bound |c(t)| (T −t) −M . On the other hand, denoting d(t) = −c(t)(T − t) 2α 1+α we have
. From the bounds above we thus obtain the following rough bound (here all M i ∈ R):
Thus, the L p/2 -integrals of q over dyadic shells grow at most polynomially. This shows that q is a tempered distribution.
Step 4. We now show that q and I differ by a constant. Since they both solve the Laplace equation (14) and are both distributions on R N , their difference q−I is a harmonic polynomial h. Let us show that h is constant. For all |y| ≤ ρ 0
, we have from (2),
Forp we have a trivial pointwise estimate using the separation of y(T − t) . Using (16) we continue the line above (suppressing the integrands for short):
we estimate as before, . Given that h is a polynomial, this can only be true if h is constant and d(t) = h + O((T − t) 2α 1+α ).
Proof of Theorem 1.1
Let us note again that the upper bound in (8) is a consequence of the energy conservation of the ambient solutions u. So, we focus on establishing the lower bound. Our starting point is the following local energy inequality derived in [3] :
Here σ is a smooth cut-off function, σ(y) = 1 on |y| < 1 and σ = 0 for |y| > 2, and l 1 < l 2 . Assuming, on the contrary, that there is a sequence of L n 's so that L 2α n |v| 2 Ln → 0 we let l 2 = L n and as a result in the limit obtain the following inequality (replacing l 1 /2 with L)
Rewriting it all in terms of averages and using Hölder on the pressure term we obtain
and as a consequence of (13),
Now we initiate a bootstrap procedure on decay rates of the L 3 and L 2 -averages. We will repeatedly use interpolation inequality with θ = a 0 ≥ b 0 , then the energy terms on the r.h.s. of (17) are of lower order, and thus a 1 = b 0 + 1; otherwise, a 1 = It is curious to note that under the hypothesis of sublinear growth, |v(y)| |y| 1−δ , one can alternatively prove the theorem via a more straightforward scheme without reliance on the higher L p -bounds. Indeed, observe that
The energy terms on the right hand side of (17) are of smaller order on this and all the subsequent steps. Substituting into (17) we find an improved bound |v| 
