While primates are primarily visual animals, how visual information is processed on 8 its way to memory structures and contributes to the generation of visuospatial behaviors is 9 poorly understood. Recent imaging data demonstrate the existence of scene-sensitive areas in 10 the dorsal visual path that are likely to combine visual information from successive egocentric 11 views, while behavioral evidence indicates the memory of surrounding visual space in 12 extraretinal coordinates. The present work focuses on the computational nature of a panoramic 13 representation that is proposed to link visual and mnemonic functions during natural behavior. 14 In a spiking neural network model of the dorsal visual path it is shown how time-integration of 15 spatial views can give rise to such a representation and how it can subsequently be used to 16 perform memory-based spatial reorientation and visual search. More generally, the model 17 predicts a common role of view-based allocentric memory storage in spatial and non-spatial 18 mnemonic behaviors. 19 20
Introduction
Parietal transformation network 156 The parietal transformation network is inspired by previous models (Becker 
where nmda and are the decay time constants (Murray et al., 2014) . 190 The inhibitory conductance in these neurons depends only on the head-direction cells and en-191 sures that a small subset of transformation layers (i.e. those associated with nearby head direc- 
where inh is the constant maximum amount of self-inhibition and hd are the synaptic weights 197 of connections from the head-direction cells. In the current implementation, there is one-to-one 198 correspondence between the head-direction cells and the layers of the transformation network, 
The inhibitory conductance of the -th neuron is governed by the following equation: conditions in which most of these reorientation studies were performed usually are such that there 295 is no single conspicuous point-like cue in the environment that can be reliably associated with a 296 reference direction. For example, in many studies the directional cues come from the geometric 297 layout of an experimental enclosure. Lesion studies in rats suggest that reorientation in these 298 conditions requires an intact hippocampus (McGregor et al., 2004) . Furthermore, we propose that 299 this reorientation network is active all the time, in contrast to being consciously "turned on" when Figure 2. Implementation of the reorientation network. Top: the output population of the parieto-retrosplenial network. Bottom: hippocampal cells. The population outlined by full lines is the original population learned during training. As a result of learning, the hippocampal cell shown in orange is connected to the presynaptic cells of the same color (connection weights not shown). All hippocampal cells in the original population are connected to a single cell (0 • ) in the reorientation network (Right). The hippocampal populations outlined by the dashed lines are copies of the original population that implement weight sharing: e.g. the hippocampal cell shown in green (blue) has the same connection weight values as the orange cell, but it is connected to pre-and post-synaptic cells shifted by Δ (2Δ ) with respect to those of the orange cell. The number of copies of the original hippocampal population is thus the same as the number of neurons in the reorientation network.
Suppose, for example, that as a result of learning during a trial, a hippocampal cell is associated inter-trial interval the head direction network has drifted (or was externally manipulated), so that 330 at the start of the new trial the internal sense of direction is off by 2Δ . When the animal sees 331 the same visual pattern again, it will be projected onto the allocentric layer shifted by the same 332 amount due to the error in orientation (blue cells in Figure 2 ). This will in turn cause the hippocam-333 pal subpopulation that includes the blue cell to be most strongly active in response to the visual 334 input, and so the activity peak of the reorientation network will signal the orientation error (2Δ ).
335
The reorientation is then performed by readjusting the head direction network to minimize the ori-336 entation error. In the current implementation this is done algorithmically by subtracting the error 337 signal from the actual head direction, but it can also be implemented by attractor dynamics in the 338 head direction layer.
339
Simulation details 340 The spiking artificial neural network model described above was implemented using Python 2.7 341 and Brian 2 spiking neural network simulator (Stimberg et al., 2019) . The time step for neuronal 342 simulation was set to 1 ms, while the sampling rate of visual information was 10 Hz, according 343 to the proposals relating oscillatory brain rhythms in the range 6-10 Hz to information sampling 344 (Hasselmo et al., 2002; Busch and VanRullen, 2010) . At the start of each simulation, the weights 345 allo and hpc were initialized to small random values (the other weights were trained as described 346 earlier and fixed for all simulations), see Figure 1B . Parameters of the model are listed in Table 1 , 347 and the sections below provide additional details of all simulations. for each stimulus position across 10 trials per session. Mean firing rates were then calculated 359 from these data.
360
Simulation 2: Accumulation of successive views using short-term synaptic memory 361
The aim of the second simulation was to illustrate the synaptic mechanism for an integration of 362 successive visual snapshots in time, instrumental for spatial coding. We model a monkey that 363 remains in the same spatial location and turns its head from left to right. Thus, the model was 364 presented with a set of 9 successive overlapping views (160 × 100 • ) taken from a panoramic (360 × 365 100 • ) image, 100ms per view. Initial head direction was arbitrarily set to 0 • .
366
Simulation 3: Encoding of allocentric visual information during spatial exploration 367
In the third simulation we studied the role of temporal accumulation of visual information for spa- to make local estimates of the manifold dimension. Second, we used two different methods to vi-382 sualize the structure of the low-dimensional manifold: Isomap (Tenenbaum et al., 2000) and t-SNE
383
(van der Maaten and Hinton, 2008). To extract principal axes of the manifold, we used PCA on the 384 data points projected on two principal dimensions provided by the above methods. We chose the 385 parameter values for which the visualized manifold best approximates the original space. We then 386 determined a set of points (i.e. population vectors) that lie close to the principal axes of the man- field of the neuron, since its receptive field shifts together with the head along the allocentric posi-444 tion axis (Figure 3C) . In contrast, for a parietal output neuron, a change in head direction does not 445 influence the position of its receptive field, which remains fixed in an allocentric frame (Figure 3D) . 446 To show that this is also true on the population level, we measured, for all visual input cells and all 447 parietal output cells, the amount of shift in its receptive field position as a function of head direc-448 tion shift, while the head was rotated from −50 • to 50 • . For cells in the occipito-parietal visual area, 449 the average linear slope of the dependence is close to 1, whereas in the allocentric parietal popu-450 lation the average slope is close to 0 (Figure 3E) , meaning that these two populations encode the 451 visual stimulus in the two different reference frames: head-fixed and world-fixed. These properties not reflect the layout of the environment (Figure 5C) . In contrast, allocentric population activities 513 reliably preserved geometric information in the spatial organization of the manifold (Figure 5D) . 514 Moreover principal axes of the manifold corresponded to the principal axes of the underlying envi-515 ronment only for the population vectors of the allocentric population (bottom row of Figure 5C,D) . 516 The extraction of principal axes of an experimental space has been proposed to underlie spatial 517 decision making in several experimental paradigms, including data from humans (Gallistel, 1990; 518 Cheng and Gallistel, 2005; Sturz et al., 2011) . 519 STDP in the connections between the parietal and hippocampal neurons ensures that allocen-520 tric spatial views are stored in memory, while lateral inhibition in the hippocampal layer imple-521 ments a competition such that different hippocampal cells become selective to different localized 522 regions of the visuospatial manifold, which, by virtue of the coherent mapping on the real space, 523 correspond to spatial receptive fields (Figure 5E) . When the geometry of the environment is modi-524 fied, but the memorised allocentric representation remains the same, modeled hippocampal cells 525 express corresponding modifications of their receptive fields (Figure 5E,F) , potentially providing , 1996) and humans (Hartley et al., 2004) . These simulations show how the egocentric- 
Burgess

Visual responses of hippocampal neurons reflect learning of visual stimuli 533
The hippocampal memory network is thought to support a large spectrum of memory-based be-534 haviors, and therefore its basic properties should manifest themselves in situations other than nav-535 igation. In particular, plasticity and competition, which are proposed to mediate fast hippocampal 536 learning of visual information in our model, occur not only during navigation but also in a passive 537 image viewing paradigm. In the next simulation inspired by the experiment of Jutras and Buffalo 538 (2010a) we used the stationary model to learn a set of 100 novel images presented in a quick suc-539 cession (see Methods) and recorded activities of modeled hippocampal neurons. In response to 540 the presented stimuli, some neurons increased their firing rates as a result of STDP (winning neu-541 rons), while the rest of the neurons were inhibited (Figure 6A) . Even though only a few neurons 542 won the competition for each particular stimulus, some neurons were selective to a larger number 543 of stimuli than others (Figure 6C,D) . Therefore, stimulus-averaged firing rates of different neurons 544 expressed either a decrease in the average firing rate (for neurons that were never winners), no 545 change in the average rate (for neurons that were winners for a relatively small number of stimuli), 546 or an increase in the average rate (for neurons that were winners for a relatively high number of 547 stimuli, Figure 6B ). There was a larger number of neurons that expressed decreased firing rates or 548 no change, compared to those that increased their average rate (Figure 6D) . Under the assumption that a novelty-detection mechanism (assumed to reside in the hippocam-550 pus or elsewhere, but not modeled here) prevents hippocampal firing in response to a repeated 551 stimuli, these results are in accord with the data from a number of studies showing that differ- our simulation results suggest that elevation or depression of stimulus-averaged firing rate in a 559 neuron may be related to the number of stimuli for which this neuron is winner.
560
Top-down hippocampal input in spatial reorientation and memory-based search 561 The population of the hippocampal neurons in the model represents the neural storage of (po-562 tentially highly processed) visual information aligned with an allocentric directional frame by the 563 coordinate transformation network. In this section we show how this neural storage can affect 564 two types of behavior: (i) determination of position and orientation when a disoriented monkey 565 is placed into a familiar environment (Gouteux et al., 2001) ; and (ii) memory-guided visual target 566 search in an image viewing paradigm (Fiehler et al., 2014) . While these two tasks may seem un-567 related, we propose that the same neural process, namely a reorientation of the head-direction 568 network based on the comparison between the newly obtained visual information and the con-569 tents of the hippocampal allocentric storage, underlies behavioral decisions in these tasks.
570
Spatial reorientation
571
In a series of reorientation experiments with monkeys, Gouteux et al. (2001) have shown that 572 these animals relied on both the geometric information (given by the three-dimensional layout of 573 the rectangular experimental space) and non-geometric cues (e.g., landmark objects placed near 574 the walls or corners of the recording chamber). The authors paid specific attention to the influ-575 ence of landmark size on reorientation behavior. When small objects were placed near one of 576 the walls or in the corners of the room, the monkeys did not use these cues to reorient, and their 577 search pattern was determined based only on the geometric information. Importantly, this was 578 not because the monkeys did not notice the landmarks, since they performed exploratory actions 579 towards them (looked at or touched them). Once the landmark size was increased however, the 580 monkeys successfully used them for reorientation independently of their location and number (i.e. 581 when they were present).
582
To simulate these data, we tested the model in four reorientation tasks in a virtual three-dimensional 583 rectangular room. In these tasks, either no landmark cues were present in the room, or one visual 584 landmark of three different sizes was placed in the middle of one of the walls (Figure 7A) . Each task 585 comprised an exploration phase, during which the model randomly explored the environment, 586 and a reorientation phase. In the reorientation phase the model was initialized with a random 587 heading direction and placed back into the environment learned during the exploration phase at a 588 random location. The performance of the model was assessed from the accuracy of reorientation:
589
we assume that the animal will navigate to the correct corner if it has correctly estimated its initial 590 heading, whereas it will make a navigation error if the reorientation error is high.
591
Once the information from the initial view reached the hippocampus upon the reentry to the en-592 vironment, the activity peak of the reorientation network signalled the orientation error (Figure 7B) . 593 This error represented the discrepancy between the initial heading direction and the heading di- In contrast to a previous model of reorientation that relied on the presence of conspicuous 906 landmarks linked directly to head direction cells (Bicanski and Burgess, 2016, 2018) our model pro-
907
poses a mechanism of fast bottom-up view-based reorientation of the head-direction signal that 908 does not require landmarks (polarized geometry is sufficient). This is in accord with a number of 909 reorientation studies mentioned earlier suggesting that this neural process is independent from 910 landmark identities and can be performed in the absence of point-like landmarks. The mechanism 911 we use relies on weight sharing and as such is not, at its present implementation, biologically re-912 alistic. We note here that the concept of weight sharing has been critical for recent successes of 913 brain-inspired neural networks and is widely used in models of biological networks of visual pro-914 cessing (e. g. Serre et al., 2005; Masquelier and Thorpe, 2007; Bartunov et al., 2018) . We see two 915 possibilities of how the reorientation process can be implemented in a more realistic network. One 916 possible implementation would require a mental rotation of the stored allocentric representations, 917 while freezing the actual egocentric view in the input layer. A match is found when the maximal ac-918 tivity of the reorientation network reaches a threshold. We have not attempted to implement such 919 a network due to its complexity, but we conjecture that the complexity of this computation should 920 be experimentally detectable by a prolonged reaction time compared to a control setting. A second 921 possibility is that the comparison of a currently perceived view with hippocampal memory contents 922 is performed with the help of ongoing behavior: a disoriented subject could for instance actively 923 rotate its head or body until the match is found. A prediction in that case is that the subject's orien-924 tation just before taking the decision should predict future behavior. For example during hidden 925 goal navigation in a rectangular room, the head orientation before movement initiation should be 926 predictive about a correct behavior or a rotational error. 
