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ABSTRACT
In this paper, we propose a novel recommendation algo-
rithm fusing the opinions from experts and ordinary people.
Instead of regarding one’s judgement capability as his/her
expertise, we present a new deﬁnition which measures the
amount of the recommendable items one know in a certain
area. When computing the expertise, we consider both the
average value and the accumulative value, and introduce
a free parameter α to tune between these two values. To
evaluate the proposed algorithm, simulations are run on the
Moviepilot dataset, and the results demonstrate that our al-
gorithm outperforms the conventional collaborative ﬁltering
algorithm.
Categories and Subject Descriptors
H.4.m [Information Systems Applications]: Miscella-
neous
General Terms
Algorithms
Keywords
recommender systems, experts ﬁnding, collaborative ﬁlter-
ing
1. INTRODUCTION
The past decade witnesses the explosive growth of the
information in the World Wide Web and the emerging of
the information overloading problem. When being provided
much more information than they are able to process, peo-
ple can hardly identify what they are looking for. Informa-
tion retrieval and information ﬁltering are both important
technologies developed to solve this problem. Besides them,
recommender systems are another strong candidate to pro-
vide automatical and personalized information service, and
draw much attention in recent years.
Currently the research on the recommendation algorithm
mainly focuses on two problems: the score-prediction and
the preference-based ﬁltering [1]. The goal of the score-
prediction is to predict the absolute values of the ratings for
the items which one has not seen yet. On the other hand,
the preference-based ﬁltering algorithms try to dig out the
items which one may like. Obviously, the preference-based
ﬁltering algorithms meet better the requirements from the
real world, and we will focus on them in this paper.
Many algorithms have been developed to address the per-
sonalized recommendation problem, and a good survey can
be found in [2][3]. User-based collaborative ﬁltering (CF)
is widely used, and the main idea is to ﬁnd the items liked
by other people with similar taste. Diﬀerent from the user-
based CF, the item-based CF recommends the items which
are similar with the user’s collected items [4][5].
In real world, users carry heterogeneous expertise in real
world [6], which leads to diﬀerent conﬁdence levels of their
ratings. If one is an expert in a certain area, his/her rat-
ings are more trustworthy than the ratings of ordinary peo-
ple. Therefore, emphasizing the experts’ ratings is deﬁnitely
helpful to improve the recommendation accuracy. An iter-
ative reﬁnement method was developed in [6] to estimate
users’ judgement capabilities. Though it has been shown
that the iterative reﬁnement method outperforms the naive
method on a synthetic dataset, we argue that the deﬁnition
of expertise in [6] is not suitable in recommender systems.
The iterative reﬁnement algorithm regards the capability of
giving correct ratings as the expertise. However, it is intu-
itive that an expert in recommendation will not only give
correct ratings, but also know large amount of recommend-
able items in his/her area. Actually, for the preference-based
ﬁltering, the capability of knowing recommendable items is
more important than the capability of giving correct ratings,
because the ﬁnal task of the preference-based ﬁltering is to
recommend good items.
In this paper, we propose a recommendation algorithm to
fuse the opinions from experts and ordinary people. A new
deﬁnition of expertise is presented to measure users’ knowl-
edge of recommendable items in a certain area. By being as-
signed larger weights, the opinions from experts will be em-
phasized in the recommendation. A free parameter β is in-
troduced to trade oﬀ between experts’ and ordinary people’s
opinions. Another improvement to the iterative reﬁnement
algorithm in [6] is that we use a parameter α to trade oﬀ
between the average value and the accumulative value when
calculating users’ expertise and items’ qualities. By tuning
α, we ﬁnd the optimal is achieved when considering both the
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average value and the accumulative one. We simulate the
proposed algorithm on a movie rating dataset from Moviepi-
lot. The results show that our algorithm outperforms the
conventional CF algorithm. When compared to the itera-
tive reﬁnement algorithm, the proposed algorithm provides
higher Area-Under-the-Curve (AUC) but lower Mean-Average-
Precision (MAP ).
2. PRELIMINARIES
In this paper, we consider an explicit rating data con-
sisting of M users and N items. The symbols u and v are
reserved for the indices of users, and i and j are reserved for
items. The ratings matrix is denoted as R, and the element
rvi of R is the rating assigned by user v to item i. The rvi
is either a real value or ∅, which means that user v doesn’t
assign any rating to item i. To recommend items to user
u, the algorithm need to sort all the items with rui = ∅ by
their probabilities of being liked by user u. The list will be
truncated and the items at the top are delivered to user u
as the recommendation results.
Hence the recommendation algorithm is split into two
parts. In the ﬁrst part, the probability of being liked by
user u is calculated for each item, and in the second part all
items are sorted by the calculated probabilities. Actually
the second part is trivial, so we mainly focus on the ﬁrst
part in this paper. In conventional CF, the predicted rating
rˆui, namely the probability of item i being liked by user u,
is calculated as [1]
rˆui =
∑
v∈Ui suvrvi∑
v∈Ui suv
, (1)
where Ui is the set of users who rate item i. suv, deﬁned
as the similarity between user u and user v, is the measure
of how similar the two users’ interests and rating habits are.
The large value of suv indicates that they are like mind users.
The predicted rating rˆui is a weighted average of all the avail-
able ratings on item i, and the weights are the similarities.
Therefore the user with larger similarity to the target user u
will have more inﬂuences on the predicted ratings, and then
have more inﬂuences on the ﬁnal recommendation results.
In CF framework, the deﬁnition of similarity is an impor-
tant and open part, and there are several popular similarity
metrics. Among them, a widely-used similarity, cosine sim-
ilarity, is adopted in this paper, which is deﬁned as
suv =
ru · rv
‖ru‖‖rv‖ =
∑
i∈Iuv ruirvi√∑
i∈Iuv r
2
ui
√∑
i∈Iuv r
2
vi
, (2)
where Iuv is the set of the items to whom both user u and
user v assign ratings [1][3].
Besides the cosine similarity, there are still other similar-
ity metrics existing, and some metrics even provide better
performance than the cosine similarity [7]. But ﬁnding the
best similarity metric is not the focus of this paper, and our
algorithm can easily substitute the cosine similarity with
other ones. So we only run the simulation with the cosine
similarity, and this won’t bring problems in drawing the con-
clusion.
3. FINDING THE EXPERTS
Equation (1) implies that the conventional CF algorithm
weighs users only by how much they are like to the target
user u. However, the users are also diﬀerent in their ex-
pertise. But this diﬀerence is not taken into account in the
conventional CF algorithm, which misses out on the beneﬁts
from experts’ reliable opinions. It’s obvious that we should
assign large weights to the experts, and low or zero weights
to the ordinary people.
To distinguish the experts and the ordinary people, we
must deﬁne a measure of the their expertise. A judgement-
capability-based(JCB) expertise is deﬁned in [6], which em-
phasizes the people who provide the ratings close to the
average ratings. At the same time, the average ratings are
obtained by all users’ ratings and their expertise. The peo-
ple with larger expertise will contribute more to the average
ratings. An iterative reﬁnement algorithm has been devel-
oped to calculate the JCB expertise. The formulas in each
iteration read
rt+1i =
M∑
u=1
cturui for i = 1 . . . N
Vu =
√√√√ 1
M
N∑
i=1
(rui − rti)2 for u = 1 . . .M
ct+1u =
1/
√
Vu∑M
v=1 1/
√
Vv
for u = 1 . . .M, (3)
where t is the index of the iteration step, rti is the average
ratings of item i in step t, ctu is the expertise of user u in
step t, and Vu is a temporary variable.
Though the JCB expertise and iterative reﬁnement method
work well on the synthetic dataset in [6], they are impracti-
cal in the real world. In real world, users won’t assign ratings
to all items, and the number of the items to which a certain
user assigns ratings, namely the degree of that user, shows
larger diversity. And so does the degree of the items. These
lead to unexpected results when applying equation (3). For
example, if a certain user u only rates item i, and item i
is only rated by user u. In such case, the average rating of
item i is exactly rui, so Vu equals to zero, which makes equa-
tion (3) fall into meaninglessness. Another problem of the
JCB expertise is that it only takes into account the average
value when calculating the expertise. It’s inappropriate in
real systems. Considering two users with diﬀerent degree,
obviously the one with larger degree should be paid more
attentions to even if he/she makes the same average errors
in rating as the other user does.
Besides the discussion above, the JCB expertise regards
one’s capability of giving correct ratings as his/her expertise.
We argue that it is not competent in recommender systems,
because the experts are not the rating machines but the
people who can provide many recommendable items. Based
on this consideration, we deﬁne eu, the expertise of user u,
as
eu =
∑
i∈Iu qi
(Du)α
, (4)
where Iu is the set of the items rated by the user u, qi is
the quality of item i, and Du is the degree of user u. α is a
free parameter. When α = 1, equation (4) only takes into
account the average value. In other words, eu is the average
quality of the items rated by user u. When α = 0, only
the accumulative value is considered and eu is the sum of
the quality of all items rated by user u. In such case, the
user rating more items will be assigned larger expertise. By
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tuning α between 0 and 1, we can make tradeoﬀ between
considering the average value and accumulative value.
Similarly, the quality of item i is calculated as
qi =
∑
u∈Ui eu
(Di)α
, (5)
where the Di is the degree of item i. By updating the eu
and qi iteratively using (4) and (5), we can get the estimated
expertise of users when the iteration reaches convergency.
4. FUSINGEXPERTS’ ANDORDINARYPEO-
PLE’SOPINIONSTOMAKERECOMMEN-
DATION
After computing users’ expertise, we can put larger weights
to the experts’ opinions to emphasize them in recommenda-
tion. Nevertheless, the ordinary people’s opinions are not
totally useless. Actually, the ensemble of many ordinary
people’s opinions is able to give quite accurate prediction.
The tradeoﬀ between experts’ and ordinary people’s opin-
ions is worthy to be investigated to improve the recommen-
dation accuracy.
In this section, we propose an expertise-weighed CF (EWCF)
algorithm. By assigning diﬀerent weights to the users with
diﬀerent expertise, the algorithm fuses the opinions from
experts and ordinary people. Denoting the emin as the min-
imum value of the non-zero eu, where u = 1 . . .M , we deﬁne
the weights as
wu =
{
(emin/2)
β , if eu = 0
(eu)
β , otherwise.
(6)
And the prediction of rˆui in equation (1) is modiﬁed to
rˆui =
∑
v∈Ui wvsuvrvi∑
v∈Ui wvsuv
. (7)
5. EXPERIMENTAL RESULTS
To evaluate the performance of the EWCF algorithm, we
run simulations on the Moviepilot dataset. The dataset con-
sists of 105131 users, 25057 movies and 4544387 ratings. The
ratings are integers from 0 to 100. Part of the movies are
tagged with a mood id from 1 to 16. Our goal is to recom-
mend the movies tagged with mood id = 16 (as asked by the
Challenge on Context-ware Movie Recommendation [8]). To
evaluate the algorithm, a test set with 160 users and 2656
ratings are left out and unknown to the recommendation
algorithms.
Four performance metrics, P@5, P@10, MAP and AUC,
are computed for evaluation. Equations (8) to (10) give the
deﬁnitions of the four metrics of an individual user [9][10].
The metrics of the whole system are the average of the in-
dividual ones.
P@lu =
∑l
r=1 rel(l)
l
(8)
MAPu =
∑Nt
l=1 P@lu × rel(l)
Nt
(9)
AUCu =
∑N−Du
l=1 (N −Du − l)rel(l)
(N −Du)∑N−Dul=1 rel(l) (10)
In the above equations, rel(l) is a binary function which
equals 1 if the item with rank l in the sorted list is rated by
Table 1: Algorithmic Performance
Algorithms P@5 P@10 AUC MAP
conventional CF 0 0 0.6519 3.208E − 3
EWCF 0 0 0.6625 3.488E − 3
IR 0 0 0.6548 3.712E − 3
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Figure 1: AUC versus α (β = 2.4)
user u in the test set, and equals 0 otherwise. Nt is the total
number of the items in the test set.
To investigate the inﬂuence of the parameters α and β on
the algorithmic performance, we run simulations for all com-
binations of α ∈ {0, 0.1, 0.2 . . . 1} and β ∈ {0, 0.2, 0.4 . . . 4}.
Figure 1 and 2 demonstrate the inﬂuence of parameter α
on AUC and MAP when β is ﬁxed to 2.4. The AUC de-
creases monotonically with the increasing of α, and the opti-
mal AUC is achieved when α = 0, namely only considering
the accumulative value. But the situation is diﬀerent with
MAP . The optimal MAP is achieved when α = 0.2, which
means that considering both average and accumulative val-
ues will improve the MAP performance.
The relationship between the performance and the param-
eter β is shown in Figure 3 and 4. The case of β = 0 cor-
responds to the conventional CF, which doesn’t distinguish
experts and ordinary people. The larger β, the more atten-
tions are paid to the experts’ opinions. From Figure 3 and
4, we ﬁnd that too much weighing or too less weighing the
experts will both degrade the performance. To obtain the
optimal recommendation accuracy, we must appropriately
fuse the opinions from experts and ordinary people.
Finally, we report the optimal AUC and MAP of our
algorithm in Table 1. For comparison, we also run the sim-
ulations for the iterative reﬁnement (IR) method in [6] and
the conventional CF algorithm. It is found that the AUC
performance of our algorithm outnumbers the IR method,
but the MAP performance of our algorithm is worse. All
P@5 and P@10 of these algorithms are zero.
6. CONCLUSIONS
Computing the diﬀerent expertise carried by diﬀerent users
gives us the possibility of improving the recommendation ac-
curacy by distinguishing them. The available literature has
provide the expertise deﬁnition based on users’ judgement
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Figure 2: MAP versus α (β = 2.4)
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Figure 3: AUC versus β (α = 0)
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Figure 4: MAP versus β (α = 0)
capabilities. In this paper, we argue that users’ judgement
capabilities are not the key point to the recommendation,
and we propose a new deﬁnition considering how many rec-
ommendable items the users know. Another contribution of
this paper is that we trade oﬀ between the average value and
accumulative value when computing expertise. The evalua-
tion of our algorithm is done on Moviepilot dataset. P@5,
P@10, MAP and AUC are calculated as the evaluation
metrics. The results demonstrate that our algorithm out-
performs the conventional CF algorithm, and is superior to
the IR method with AUC metric.
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