Abstract. Although powerful and robust, constraint programming often reduces to a backtracking constrained search. Consequently, the search time for many complex problems can be great. One solution is multithreaded parallelization. Multithreaded parallelization can greatly improve search performance, not only increasing the size of solvable problems but also improving heuristic solutions that were previously limited by time. Presented is a hybrid approach to application-based multithreaded constraint programming. The approach uses threads to perform a parallel search that combines a best-rst approach and the standard backtracking approach. We illustrate the e ectiveness of the approach on the Set Covering Problem and report computational results of several large problem instances.
INTRODUCTION Constraint programming (CP) is a declarative programming technique that has grown from the collaboration of several research communities including the
restricts the possible values of decision variables. If optimization is required, the problem description would also include an objective function and is referred to as a Constraint Optimization Problem (COP). A solution to a constraint program is a mapping, F, from all the decision variables to values, such that F(x) is an element of the domain of x and for all x, F(x) satis es all posted constraints. In the case of a COP, the solution would also have the requirement of optimizing the objective function.
A constraint program is most often solved by using a nite domain solver. A nite domain solver uses the constraints of the problem to remove values that are no longer feasible from the domains of decision variables. This process is called domain reduction. This is accomplished by detecting inconsistencies or deducing new values from previous modi cations of domains and is referred to as constraint propagation. However, for e ciency reasons, constraint propagation is not meant to detect all inconsistencies. Therefore, not all consequences of posted constraints are deduced. In addition, there are instances where a CP application can have more than one solution. Consequently, the domains of decision variables can contain more than one value. This can lead to inconsistencies. Thus, a search must be employed to reduce the domains until each decision variable has a domain with a cardinality of one. The most common method used is labeling performed with backtracking. Labeling attempts to incrementally extend a partial assignment by xing a decision variable at one of its possible values and then propagating its consequences. If the new assignment violates the posted constraints or an inconsistency is detected, backtracking is performed to the most recent partial assignment that still has alternatives.
In 1.2. Performance. Regardless of the solving technique used, constraint programming is often reduced to a search. This is particularly true for COPs since they require the best solution from a set of solutions. In many cases, the majority of execution time of a CP application stems from a search. In some instances, the search time can be greatly reduced by e ective problem modeling and the use of appropriate solving techniques for the given problem. However, for most large and complex problems the search time can still be great. For some cases, such as in real time systems a large execution time is unacceptable and for some large problem instances, solving can become impractical or even impossible. In these cases, constraint programming is often abandoned for heuristic methods or restricted by setting a limit on the execution time of the search. In either case, two outcomes are possible. Either solutions are found, resulting in the best solution within the limit being returned or no solution is found, resulting at best, in a partial solution being returned. In the case of COPs, limiting search time or using heuristic methods may forgo optimal solutions. Although non-optimal solutions are acceptable for some situations, there are instances where businesses or whole industries could save millions in costs by obtaining an optimal solution. Thus, for some cases obtaining an optimal solution can be very attractive. Thus, methods to decrease the execution time of the search are important. One solution is parallelization. Parallelization can have several bene ts including:
Speedup: The parallelization of a CP application may lead to a performance gain over its sequential counterpart.
Large Scale Optimization: Large problem instances that were impractical to optimally solve may now be optimized with the addition computing power provided by parallelization.
Improved Heuristics: Heuristic solutions that were limited by time may be improved by parallelization.
Responsiveness: In systems that require solutions in real time, parallelism may be the only way to achieve acceptable performance. In the past, parallelization required a substantial investment in hardware and software. Many institutions could not a ord to exploit the bene ts of parallelism. However, today, the advent of relatively inexpensive symmetric multiprocessors and the adoption of threads into mainstream operating systems have made multithreaded parallelism attainable by most institutions ZY98b].
There have been constraint programming tools which have incorporated parallelism internally such as in 2LP (distributed computing) Ata92], ECLiPSe (distributed computing) MS94], and 2LP (threads) Mul97]. However, much of the work has used distributed computing. In addition, parallelism has been hard coded into the tools. Although hard coding shields the application programmer from the complications of parallelism, it does not allow the application programmer to ne tune parallelism or alternate between parallel search strategies. Instead, the programmer is often restricted to the provided parallel search strategy, which most often is a parallel backtracking search. It is obvious that one parallel search strategy is not best suited for all problems. Di erent problems may bene t from alternative strategies. One method to accomplish this is to use application-based parallelism. That is, given a constraint programming tool and an application, use threads to parallelize the search portion of the application. Here, parallelization is external to the tool and speci c to the application. This allows a user to implement parallel techniques best suited for a speci c problem, leading to a more e cient solution. In addition, application-based parallelism provides a model that is more exible for industrial applications. However, application-based parallelism has not been fully researched. This is particularly true for commercial constraint programming tools. Yet, the advent of relatively inexpensive symmetric multiprocessors, the adoption of threads into mainstream operating systems, and the commercial acceptance of constraint programming, make this work readily applicable.
1.3. Outline. Presented in this paper is a hybrid approach for applicationbased multithreaded constraint programming. The approach uses threads to perform a hybrid parallel search that uses a best-rstnbacktracking approach. The paper provides two contributions to the constraint programming eld. It provides a method to achieve parallelism in a CP application by using threads and a method for achieving alternative (non-backtracking) search strategies.
The paper begins with a brief introduction to the ILOG Optimization Suite (Section 2), a commercial CP tool that was used for this paper. It then continues with a discussion on threads (Section 3) and the issues and algorithms necessary for application-based multithreaded constraint programming (Section 4). Once background is given and the issues discussed the hybrid approach is presented (Section 5). The paper is concluded by illustrating the e ectiveness of the approach on the Set Covering Problem, where we report the computational results of several large problem instances (Section 6).
ILOG OPTIMIZATION SUITE
The ILOG Optimization Suite is a commercial CP tool that consists of a set of software components that are use to model and solve computationally demanding applications. The suite consists of a core component and add-on components, all of which take the form of C++ object libraries. Each library de nes several C++ decision variable classes and the methods to model and solve them. ILOG Solver Pug94], a nite domain solver, is the core component of the suite. It implements the basic engines for constraint programming. The add-on components are built on ILOG Solver. They incorporate additional constraints, decision variable classes, and solving algorithms for speci c types of problems. Each component of the suite is integrated with the others to facilitate easy collaboration and the mixing of di erent types of variables and constraints. Thus, for a problem with many varying attributes such that no speci c solver is best suited, di erent solvers may be used in cooperation. For example, most industrial problems involve a mix of linear constraints, logical constraints and objectives. In these cases, the nite domain solver, ILOG Solver, could be used in conjunction with the continuous domain solver, ILOG Planner. Solver can handle the logical constraints and search strategies while Planner handles the linear constraints. In addition, communication is facilitated between the di erent solvers thus improving bounds, strengthening constraints, and ultimately resulting in accelerated solutions.
ILOG's interface includes an object called a manager that provides methods to manage CP models. A manager handles most of the internal issues of the solving engine, such as initializing internal data, input, and memory allocation. In addition, decision variable declarations, constraint postings, and goal postings must be performed through a manager. Therefore, associated with each manager is an instance of the solving engine containing a problem formulation. A manager also has a built-in "glass box" backtracking search facility. The "glass box" feature allows the application programmer to guide the search by controlling choices such as the selection of branching variables. In most cases, a CP application can consist of one or more managers. However, managers can not share data. Thus, each must have its own variables and constraints. A management model such as this is instrumental for parallelism, as we shall see in Section 4.
THREADS
The advent of relatively inexpensive symmetric multiprocessors has helped make threads important and powerful programming tools. Threads provide a well structured programming model for carrying out concurrent tasks. Threads developed from the need to expand the classic process model. In the classic case, an executing process had only one unit of control. Thus, the process could only perform one task at a time. Today, modern operating systems divide the classical notion of a process into smaller execution objects, often referred to as threads. Threads are the basic entities to which the operating system allocates processor time. A process of a modern operating system can contain one or more threads. Each thread has its own context, yet it shares the same address space and resources, such as open les, timers and signals, with other threads of the same process. This design permits threads to function independently while keeping cohesion among the threads of the same process. This creates many bene ts:
Communication: Sharing the same address space allows threads of the same process to easily communicate by using shared memory.
Inexpensive: As a result of sharing resources, the time to create a thread is generally 5 to 30 times faster than creating a new process and the time to perform a context switch for two threads of the same process is faster than performing a context switch between two threads of di erent processes DHS + 88]. Overlap Processing: Since each thread has its own context each can be separately dispatched and scheduled by the operating system kernel to execute on a processor. Therefore, a process can have one or more units of control. This enables a process with multiple threads to overlap processing. For example, one thread could continue execution while another is blocked by an IO request or synchronization lock.
Parallel Execution: A sequential process can be made parallel by dividing it among several threads and then executing it on a multiprocessor. Since each thread can execute independently each will be run in parallel on a di erent processor.
MULTITHREADED CONSTRAINT PROGRAMMING
There are several issues concerning the problem of application-based multithreaded constraint programming. Here we detail some of the major issues and provide a basic multithreaded CP model (4.5). The issues discussed include the e ect of threads on CP Tools (4.1), load balancing (4.2), concurrent execution using management models (4.3), work partitioning (4.4), and the requirements of alternative search strategies (4.6).
4.1. Thread Safety. Multithreaded constraint programming places a restriction on the type of constraint programming tool that can be used for multithreaded applications. In order to write a multithreaded application using a given constraint programming tool, the tool must be thread-safe. A tool is said to be thread-safe when the provided functions may be called by more than one thread at a time without requiring any other action on the callers part. The issue of thread-safety arises from the use of shared resources among threads, the most common being shared memory. Since threads of the same process can access the same memory locations, the use of shared data poses a threat to data integrity. Thus, the implementers of CP tools must assure that data integrity is persevered under concurrent execution. In some cases, implementers go even further by providing a MT-safe environment. A MT-safe tool expands on thread-safety by supporting a "reasonable" level of concurrency. In this case, to provide thread-safe code an implementer can not simply wrap a global mutual exclusion lock around unsafe code, since it will not permit concurrent access to that code. Today many commercial tools such as the ILOG Optimization Suite provide a thread-safe environment while few provide the more di cult MT-safe environment.
4.2. Multithreaded Performance. The performance gain that is attainable by multithreading a CP application is a dependent on many factors. This includes how the workload is distributed, the amount of parallel overhead, and parallel search anomalies LS84]. Although little can be done about parallel search anomalies, care can be taken to properly distribute the workload. The goal of load management scheme is to partition the workload in such a way that processor utilization will be high and overhead from parallelization will be low. In addition, high processor utilization should come from time spent on the original workload, not time spent partitioning or managing the workload. This leads to an important issue. How many threads should be used for parallelization? In ZY98b] it was shown to obtain a theoretical maximum speedup on a particular machine the number of threads used should be equal to the number of processors of the machine. This in e ect creates one thread for each processor. Therefore, using fewer threads results in poorer processor utilization and using more threads results in additional overhead from context switches. With that stated, the next issue that arises is how to divide the workload among threads. Work division schemes fall into two categories, static and dynamic. A static strategy divides the workload before beginning parallel execution. In this case, each thread is given a disjoint part of the work to perform. After it has performed its task, the thread terminates. This type of scheme has the bene t of requiring little synchronization among threads and minimal computational overhead for making the computation parallel. However, search tree anomalies can lead to load imbalances and consequently poor performance. Another option is to divide the workload dynamically so that a thread with no work can obtain work from a busy thread. This is often referred to as dynamic load balancing. Several dynamic load balancing strategies exist and can be easily adapted for multithreading.
See KGR94] for an in-depth discussion. The approaches described here use the Dynamic Thread Creation scheme ZY98a]. Informally, this scheme removes the general communication paradigms that are associated with tradition load balancing schemes by exploiting the inexpensive cost of thread creation. Here, whenever the number of concurrently executing threads is less than the number of processors, an executing thread can partition its current workload by creating a new thread. After a thread has nished its assigned task, it simply terminates. 4.3. Management Model. A management model, such as the one implemented in ILOG's Optimization Suite is instrumental for parallelization. It provides an e ective way for managing problem data along with a means for providing data integrity. However, a management model has several issues concerning the achievement of concurrent execution. These issues arise from the type of relationship established between threads and managers. Two possibilities exist:
Di erent threads share one common manager. Di erent threads use di erent managers. Using one manager for several threads has many di culties. These di culties stem from the fact that one manager can work on one given problem at a time. This means that although threads can concurrently share the same manager, if they do, they can not concurrently work on di erent subproblems. In addition, if threads share the same manager, they can not concurrently work on the same problem. If they did, each thread would overwrite what the other has done (recall threads share the same address space). One may argue that this may be resolved by the use of synchronization. However, the extra synchronization required to provide data integrity would surely outweigh the performance gain of parallelization. Thus, in order to achieve a signi cant performance gain from parallelization, concurrently executing threads should use di erent managers. However, the use of di erent managers has issues of its own. These issues stem from the fact that different managers can not share the same data. Therefore, in order for managers to work on the same problem, data including variables, constraints, and goals must be duplicated for each manager. In e ect, this duplication allows each manager to have a copy of the original problem formulation. However, given that di erent threads will use di erent managers, and all managers will have a copy of the same problem, the threads will duplicate the same tasks. Consequently, no performance gain can be achieved by parallelization. In order to achieve a performance gain from parallelization, alterations must be made to each manager's copy of the problem such that each manager contains a di erent subproblem of the original. This allows di erent threads to use di erent managers, each with a di erent subproblem. Therefore, each thread will have a di erent task to perform and the application can theoretically achieve a performance gain from parallelization.
4.4. Problem Partitioning. There are two basic methods for partitioning a CP problem, constraint-based partitioning and variable-based partitioning. Constraintbased partitioning creates subproblems by partitioning a problem through its constraints. This can be done by dividing the tuple set of a constraint into two or more disjoint subsets. These new subsets can be distributed among the threads such that each thread has a its own disjoint subset, thus creating two or more subproblems. This is shown in Example 4.1.
Example 4.1. We are given a two thread scenario, where each thread has its own manager with decision variables x, y, and z whose domains are f0,...,120g and the following posted constraints:
x + y = 120 The problem is now formulated into two subproblems using two managers. Now, a performance gain is achievable if each manager is run by a di erent thread in parallel.
Constraint-based partitioning does not always work as easily as shown in Example 4.1. Most problem formulations are more complex and usually do not have constraints with clearly disjoint properties such as linear constraints, making the division of the tuple set of a constraint di cult. Thus, for our models we use variable-based partitioning.
Variable-based partitioning creates subproblems by partitioning a problem through its decision variables. This can be achieved by several methods. One method is to split the domain of a decision variable into disjoint sub-domains. Thereafter, di erent managers can be given the disjoint sub-domains of the decision variable, thus creating subproblems. In the case that the domains of the decision variables are small (such as in Boolean decision variables), alternate methods could be used for partitioning such as explicitly setting variables. These variables can be removed from the original problem formulation and given to di erent managers as constants. This is shown in Example 4.2.
Example 4.2. We are given a two thread scenario, where each thread has its own manager with decision variables x, y, and z whose domains are f0,1g and a set of undisclosed posted constraints. We can remove one of the original decision variables, say x and create two constants, one for each manager. The two constants can be XM1 = 1 for one thread's manager and XM2 = 0 for the other thread's manager. The managers can then use their respective constants in place of the original decision variable x. This creates two disjoint subproblems using two threads which can ultimately be run in parallel.
An issue for variable-based partitioning is which variable should be partitioned. If a decision variable is improperly chosen for partitioning, speed-up from parallelization may be insigni cant. In most cases, the best choice depends on the application and how it is modeled. Several possibilities exist. Some are:
Choose decision variables that are shared by many constraints. Choose decision variables that have the largest domains. Choose decision variables that have small domains. Choose decision variables that have the greatest in uences on objective functions.
4.5. Basic Multithreaded Approach. We will now discuss a basic approach for achieving multithreaded parallelization in a CP application. This approach builds on the previous sections and utilizes the built-in search facilities of a manager Thus, the approach is a multithreaded backtracking search since the built-in search facilities of the ILOG Optimization Suite uses backtracking. The process begins by creating several threads. Each thread has its own manager and subproblem which was generated by variable-based partitioning. A thread's task is to execute it's manager's built-in search facilities to fully expand its subproblem. A thread terminates after its subproblem has been fully expanded. The process terminates when all the threads terminate. Of course, if we are dealing with an optimization problem, we can make threads communicate through shared memory to update bounds and aid in pruning. In addition, although not stated here, load balancing can be incorporated to increase processor utilization.
4.6. Alternative Approach Requirements. Although the basic multithreaded approach provides a method to achieve parallelism, it may not be best suited for all problems. That is di erent problems may bene t from di erent techniques. Thus, alternative approaches should be sought. However, the use of alternative approaches requires the programmer (not the manager) to be responsible for the management of the search. That means that the programmer must represent nodes, create the children of nodes, and traverse the nodes. The next subsections 4.6.1 and 4.6.2 deal with these issues.
4.6.1. Node Representation. A node refers to the state of a problem. In the classic backtracking case, a programmer is not particularly concerned with the representation or storage of nodes. That is because in a management model it is the manager's task to represent and store nodes. In that case, backtracking is performed with one manager, where constraints are added to the current node to form new nodes and removed to backtrack to previous nodes. However, using that model severely limits the type of search strategies that can be performed. This is because state is determined by the domains of the decision variables, which in turn are controlled by a manager. Therefore at one moment in time, one manager allows for the concurrent existence of only one node. One method to overcome this is to create a separate data structure to contain state information. Several instances of this data structure can be instantiated to create multiple nodes. When an expansion of a node is required, the state information of the node can be passed to a manager, where it can execute the solving engine and then return the new state information. Although this method is not di cult to implement, the continuous copying of state information to and from a manager is quite ine cient. In turn, this may severely degrade performance. An alternative method is to exploit memory to increase application performance. This can be achieved, by de ning a node as an instance of the solving engine. In this case, a node includes a manager, decision variables, constraints, and an objective function. This keeps the state of the node in its natural structure. Thus, useful information does not have to be recomputed as often as the rst method. In addition, using this model allows nodes to concurrently exist with other nodes. This concurrent existence allows alternative search strategies such as a best-rst search to be used. Furthermore, given that a node contains a manager, di erent threads can work on di erent nodes and parallelism can be achieved.
4.6.2. Creating A Node's Children. The traversal of a search tree, requires creating a node's children. The children of a node are simply its subproblems. Thus, creating the children of a node requires new nodes to be created with the same state information as the parent node. In a non-backtracking search, this requires the creation of nodes, which can concurrently exist. Thus, the nodes are required to be separate entities. Our de nition of a node given in Section 4.6.1 meets this requirement. However, we must copy the state information of the parent to the children. One possibility is to explicitly set the domains of each decision variable in the children to be the same as the parent. Clearly, this will duplicate the state of the parent in the child. However, the domain of a decision variable can contain many values, with several gaps. This makes the copying of domains tedious and ine cient. Another method is to implicitly set the domains of the decision variables by using a recomputation method. In this case, we only copy the domains of the decision variables that have been solved. That is, decision variables whose domains have a cardinality of one. Those variables are then explicitly set in the children nodes. Then the solving engine of the children is executed to recompute the domains of all the other decision variables. Of course this only creates copies of the parent node. Thus to form subproblems the parent node, partitioning must be used. In this case, we choose a decision variable from the parent node which has not been solved, and use variable-based partitioning to distribute the sub-domains of that variable to all parent's children.
A bene t of using the node model presented in Section 4.6.1 is that a parent node can be transformed to one of its children. This is because by de nition after a node is used to generate its children it no longer needs to be considered. However, with our node model, a parent node still contains useful state information in its natural structure. Thus, with an additional constraint the parent can be easily transformed into one its children. This saves computational time required for new node generation and copying. Furthermore, in an application where the branching factor is low such as zero-one integer problem, only one new node would be required. Thus copying would only be required to create one child.
HYBRID SEARCH STRATEGY
Here we present our hybrid approach for optimization problems. The approach uses threads to perform a hybrid parallel best-rst/backtracking search. The algorithm uses a centralized concurrent priority queue implemented with a heap to store nodes. In general, the order in which the nodes are arranged on the queue is determined by whether the objective is a minimization or maximization function. For clarity purposes, we assume a minimization problem. In this case, the nodes are arranged in ascending order of the lower bounds of their objective functions. We assume the reader has basic knowledge of classic search strategies and thus pruning is not discussed.
For simplicity, we begin by discussing the algorithm as a single threaded application. The algorithm begins by placing the root node in the priority queue and then creating a thread. A thread's task is to remove the best node (smallest lower bound) from the queue to expand it. The method of node expansion and the control of the search are determined by the size of the queue. Here we bound the size of the queue by setting a limit on the number of nodes it can contain. If the size of the queue is within the limit, the thread expands the node in a breath-rst fashion, creating the children of the node. If these newly created nodes are feasible and do not violate any bounds, they are inserted into the priority queue. Of course, this increases the size of the queue. However, if the size of the queue exceeds the allowable limit, the thread will not expand a node by normal means. Instead, the thread will use the built-in search facilities of the node's manager (backtracking) to fully expand the node. Once fully expanded and bounds updated (if required), the node no longer needs consideration and can be deleted, reducing the size of the queue. This keeps the queue to a controllable size while assuring that many of the best nodes will be expanded rst. The process terminates after the thread terminates. The thread terminates when the queue is empty or when the best node on the queue has a lower bound greater than or equal to the current best solution.
To perform the algorithm in parallel more threads are required. The Dynamic Thread Creation scheme can be easily adapted for this purpose. The parallel version of the hybrid strategy begins just as the sequential version, with only one thread. However, during expansion of a node, if the number of concurrently executing threads is less than the number of processors, the thread creates a new thread and assigns it the expansion of half the children, using variable-based partitioning. This is true for both methods of node expansion. The threads then continue in the same manner, removing the best nodes from the queue and expanding according to the size of the queue. All threads are functionally equivalent, and thus can create other threads if the number of concurrently executing threads is less than the number of processors. A thread terminates when the queue is empty or when the best node on the queue has a lower bound greater than or equal to the current best solution. The process terminates when all threads terminate.
COMPUTATIONAL RESULTS
We tested our approach on the classic Set Covering Problem. Section 6.1 describes the problem, 6.2 discusses some implementation notes, 6.3 details the benchmarks and gives computational results, and Section 6.4 gives an analysis of the results. x j 2 f0; 1g j = 0; : : : ; n (6.3) Constraint 6.2 insures that each row is at least covered by one column and 6.3 is the integrality constraint. If the inequality in 6.2 is changed to an equality, the resulting problem is called the Set Partitioning Problem. If in the SCP the costs of the columns are equal then the SCP becomes a special case known as the unicost SCP. Here we will only consider the general case were column costs may di er.
The SCP has many real applications that include crew scheduling Rub73] was not to get the maximum number of reductions. Instead, it was to obtain a more manageable problem quickly. In addition, during preprocessing, a global upper bound was obtained by using a progressive round-o algorithm. The concurrent priority queue was ordered by the lower bounds of the nodes, which were simply their linear relaxations. Two distinct branching strategies were used for the different expansion methods. The backtracking expansion method used one criterion for selecting a branching variable, the most fractional variable. The breath-rst expansion used two criteria. First, the best 10% of the most fractional variables are chosen and from that 10% the variable with the highest cost was chosen. If there was a tie based on cost, the most fractional variable from the two was chosen. Other ties were arbitrarily broken. For background information on progressive round-o and an explanation on branching variable selection see MT96]. 6.3. Benchmarks. We tested our approach (MTH), the standard backtracking approach (BT), and a multithreaded backtracking approach (MTBT) on a range of SCP instances obtained from the OR-Library at Imperial College Bea]. The multithreaded backtracking algorithm used the basic model described in Section 4.5 with the same load balancing scheme as in the hybrid approach. All three approaches started with the same column reductions, bounds and where applicable the same branching rules. The applications were implemented with the ILOG Optimization Suite, coded in C++ and executed on a Sun Ultra-Enterprise 4000 (a symmetric multiprocessor) running Solaris 2.6. Table 1 shows the details for the data sets tested. Each data set had ve problem instances. Table 2 shows the details for the problem instances, including the number of columns after column reductions, the upper bound obtained by progressive roundo , and the optimal solution.
For the two parallel approaches, MTBT and MTH, we limited the application to 6 and 12 threads. The number of threads used is represented in parentheses in the column headings of Tables 4 and 3, i.e. MTBT(6) is the multithreaded backtracking approach using 6 threads. Table 3 reports the average number of nodes visited for two trials by each case. Table 4 reports the average execution time in seconds for two trials of each case and the speedups as compared to the standard backtracking algorithm. The speedup is the number in the parentheses and the execution time is number outside the parentheses.
6.4. Analysis. Both multithreaded approaches were able to achieve signicant performance gains over the sequential approach. However, in over 70% of the cases, the hybrid approach using the same number of threads out performed the multithreaded backtracking case. In addition, on average, the hybrid approach visited over 20% fewer nodes than the standard backtracking and the multithreaded backtracking case. Table 5 shows the average speedups for the multithreaded approaches. The average speedups can be viewed from two perspectives, the application programmer that wants the greatest performance for a single data instance and the system administrator who wants the greatest performance for a series of data instances. For the application programmer's perspective, we can calculate the average speedup, by averaging the previously calculated speedups for each data instance (Single). This may represent the likelihood that on a given data instance a greater performance gain may be achieved. For the system administrator's perspective we can calculate the average speedup by using the sum of the execution times of the sequential algorithm over the sums of the execution times for the multithreaded algorithms (Series). This may represent the likelihood that on a series of data instances a Table 3 . The average number of nodes visited by the standard backtracking approach (BT), and the multithreaded backtracking (MTBT) and the multithreaded hybrid approaches (MTH) using 6 and 12 threads.
Data Instance BT MTBT(6) MTH(6) MTBT(12) MTH (12) greater performance may be achieved. From both perspectives, the hybrid approach out performed the multithreaded backtracking approach by over 20% and with even a greater margin from purely an application programmer's perspective.
CONCLUSIONS
The advent of relatively inexpensive symmetric multiprocessors and the adoption of threads into mainstream operating systems have made multithreaded parallelization attainable by most institutions. This combined with the commercial acceptance of constraint programming make multithreaded constraint programming attractive. In this paper, we presented a hybrid approach to application-based multithreaded constraint programming. This approach provided an architecture to exploit parallelism and in most cases achieve signi cant performance improvement over the standard backtracking algorithm and a multithreaded backtracking algorithm. 
