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The Bayesian Approach to Inverse Prob-
lems
Masoumeh Dashti and Andrew M Stuart∗
Abstract. These lecture notes highlight the mathematical and computational struc-
ture relating to the formulation of, and development of algorithms for, the Bayesian
approach to inverse problems in differential equations. This approach is fundamental
in the quantification of uncertainty within applications involving the blending of mathe-
matical models with data. The finite dimensional situation is described first, along with
some motivational examples. Then the development of probability measures on separa-
ble Banach space is undertaken, using a random series over an infinite set of functions to
construct draws; these probability measures are used as priors in the Bayesian approach
to inverse problems. Regularity of draws from the priors is studied in the natural Sobolev
or Besov spaces implied by the choice of functions in the random series construction, and
the Kolmogorov continuity theorem is used to extend regularity considerations to the
space of Ho¨lder continuous functions. Bayes’ theorem is derived in this prior setting, and
here interpreted as finding conditions under which the posterior is absolutely continuous
with respect to the prior, and determining a formula for the Radon-Nikodym derivative
in terms of the likelihood of the data. Having established the form of the posterior, we
then describe various properties common to it in the infinite dimensional setting. These
properties include well-posedness, approximation theory, and the existence of maximum
a posteriori estimators. We then describe measure-preserving dynamics, again on the
infinite dimensional space, including Markov chain-Monte Carlo and sequential Monte
Carlo methods, and measure-preserving reversible stochastic differential equations. By
formulating the theory and algorithms on the underlying infinite dimensional space, we
obtain a framework suitable for rigorous analysis of the accuracy of reconstructions, of
computational complexity, as well as naturally constructing algorithms which perform
well under mesh refinement, since they are inherently well-defined in infinite dimensions.
Keywords. Inverse problems, Bayesian inversion, Tikhonov regularization and MAP es-
timators, Markov chain Monte Carlo, sequential Monte Carlo, Langevin stochastic partial
differential equations.
∗The authors are grateful to EPSRC, ERC and ONR for financial support which led to the
work described in these lecture notes.
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1. Introduction
Many uncertainty quantification problems arising in the sciences and engineering
require the incorporation of data into a model; indeed doing so can significantly
reduce the uncertainty in model predictions and is hence a very important step
in many applications. Bayes’ formula provides the natural way to do this. The
purpose of these lecture notes is to develop the Bayesian approach to inverse prob-
lems in order to provide a rigorous framework for the development of uncertainty
quantification in the presence of data. Of course it is possible to simply discretize
the inverse problem and apply Bayes’ formula on a finite dimensional space. How-
ever we adopt a different approach: we formulate Bayes’ formula on a separable
Banach space and study its properties in this infinite dimensional setting. This
approach, of course, requires considerably more mathematical sophistication and
it is important to ask whether this is justified. The answer, of course, is “yes”. The
formulation of the Bayesian approach on a separable Banach space has numerous
benefits: (i) it reveals an attractive well-posedness framework for the inverse prob-
lem, allowing for the study of robustness to changes in the observed data, or to
numerical approximation of the forward model; (ii) it allows for direct links to be
established with the classical theory of regularization, which has been developed in
a separable Banach space setting; (iii) and it leads to new algorithmic approaches
which build on the full power of analysis and numerical analysis to leverage the
structure of the infinite dimensional inference problem.
The remainder of this section contains a discussion of Bayesian inversion in
finite dimensions, for motivational purposes, and two examples of partial differen-
tial equation (PDE) inverse problems. In section 2 we describe the construction of
priors on separable Banach spaces, using random series and employing the random
series to discuss various Sobolev, Besov and Ho¨lder regularity results. Section 3 is
concerned with the statement and derivation of Bayes’ theorem in this separable
Banach space setting. In section 4 we describe various properties common to the
posterior, including well-posedness in the Hellinger metric, a related approximation
theory which leverages well-posedness to deliver the required stability estimate, and
the existence of maximum a posteriori (MAP) estimators; these address points (i)
and (ii) above, respectively. Then, in section 5, we discuss various discrete and con-
tinuous time Markov processes which preserve the posterior probability measure,
including Markov chain-Monte Carlo methods (MCMC), sequential Monte-Carlo
methods (SMC) and reversible stochastic partial differential equations, addressing
point (iii) above. The infinite dimensional perspective on algorithms is beneficial
as it provides a direct way to construct algorithms which behave well under re-
finement of finite dimensional approximations of the underlying separable Banach
space. We conclude in section 6 and then an appendix collects together a vari-
ety of basic definitions and results from the theory of differential equations and
probability. Each section is accompanied by bibliographical notes connecting the
developments herein to the wider literature. The notes complement and build on
other overviews of Bayesian inversion, and its relations to uncertainty quantifica-
tion, which may be found in [93, 94]. All results (lemmas, theorems etc.) which
are quoted without proof are given pointers to the literature, where proofs may be
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found, within the bibliography of the section containing the result.
1.1. Bayesian Inversion on Rn. Consider the problem of finding u ∈ Rn
from y ∈ RJ where u and y are related by the equation
y = G(u).
We refer to y as observed data and to u as the unknown. This problem may be
difficult for a number of reasons. We highlight two of these, both particularly
relevant to our future developments.
1. The first difficulty, which may be illustrated in the case where n = J , concerns
the fact that often the equation is perturbed by noise and so we should really
consider the equation
y = G(u) + η, (1.1)
where η ∈ RJ represents the observational noise which enters the observed
data. Assume further that G maps RJ into a proper subset of itself, ImG,
and that G has a unique inverse as a map from ImG into R
J . It may then
be the case that, because of the noise, y /∈ ImG so that simply inverting G
on the data y will not be possible. Furthermore, the specific instance of η
which enters the data may not be known to us; typically, at best, only the
statistical properties of a typical noise η are known. Thus we cannot subtract
η from the observed data y to obtain something in ImG. Even if y ∈ ImG
the uncertainty caused by the presence of noise η causes problems for the
inversion.
2. The second difficulty is manifest in the case where n > J so that the system
is underdetermined: the number of equations is smaller than the number of
unknowns. How do we attach a sensible meaning to the concept of solution
in this case where, generically, there will be many solutions?
Thinking probabilistically enables us to overcome both of these difficulties.
We will treat u, y and η as random variables and determine the joint probability
distribution of (u, y). We then define the “solution” of the inverse problem to be
the probability distribution of u given y, denoted u|y. This allows us to model the
noise via its statistical properties, even if we do not know the exact instance of the
noise entering the given data. And it also allows us to specify a priori the form of
solutions that we believe to be more likely, thereby enabling us to attach weights
to multiple solutions which explain the data. This is the Bayesian approach to
inverse problems.
To this end, we define a random variable (u, y) ∈ Rn × RJ as follows. We let
u ∈ Rn be a random variable with (Lebesgue) density ρ0(u). Assume that y|u (y
given u) is defined via the formula (1.1) where G : Rn → RJ is measurable, and η
is independent of u (we sometimes write this as η ⊥ u) and distributed according
to measure Q0 with Lebesgue density ρ(η). Then y|u is simply found by shifting
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Q0 by G(u) to measure Qu with Lebesgue density ρ(y − G(u)). It follows that
(u, y) ∈ Rn × RJ is a random variable with Lebesgue density ρ(y −G(u))ρ0(u).
The following theorem allows us to calculate the distribution of the random variable
u|y:
Theorem 1.1. Bayes’ Theorem. Assume that
Z :=
∫
Rn
ρ
(
y −G(u))ρ0(u)du > 0.
Then u|y is a random variable with Lebesgue density ρy(u) given by
ρy(u) =
1
Z
ρ
(
y −G(u))ρ0(u).
Remarks 1.2. The following remarks establish the nomenclature of Bayesian
statistics, and also frame the previous theorem in a manner which generalizes to
the infinite dimensional setting.
• ρ0(u) is the prior density.
• ρ(y −G(u)) is the likelihood.
• ρy(u) is the posterior density.
• It will be useful in what follows to define
Φ(u; y) = − log ρ(y −G(u)).
We call Φ the potential. This is the negative log likelihood.
• Note that Z is the probability of y. Bayes’ formula expresses
P(u|y) = 1
P(y)
P(y|u)P(u).
• Let µy be a measure on Rn with density ρy and µ0 a measure on Rn with
density ρ0. Then the conclusion of Theorem 1.1 may be written as:
dµy
dµ0
(u) =
1
Z
exp
(− Φ(u; y)),
Z =
∫
Rn
exp
(− Φ(u; y))µ0(du). (1.2)
Thus the posterior is absolutely continuous with respect to the prior, and the
Radon-Nikodym derivative is proportional to the likelihood. This is rewriting
Bayes’ formula in the form
1
P(u)
P(u|y) = 1
P(y)
P(y|u).
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• The expression for the Radon-Nikodym derivative is to be interpreted as the
statement that, for all measurable f : Rn → R,
Eµ
y
f(u) = Eµ0
(dµy
dµ0
(u)f(u)
)
.
Alternatively we may write this in integral form as∫
Rn
f(u)µy(du) =
∫
Rn
( 1
Z
exp
(−Φ(u; y))f(u))µ0(du)
=
∫
Rn
exp
(−Φ(u; y))f(u)µ0(du)∫
Rn
exp
(−Φ(u; y))µ0(du) .
1.2. Inverse Heat Equation. This inverse problem illustrates the first
difficulty, labelled 1. in the previous subsection, which motivates the Bayesian
approach to inverse problems. Let D ⊂ Rd be a bounded open set, with Lipschitz
boundary ∂D. Then define the Hilbert space H and operator A as follows:
H =
(
L2(D), 〈·, ·〉, ‖ · ‖
)
;
A = −△, D(A) = H2(D) ∩H10 (D).
We make the following assumption about the spectrum of A which is easily verified
for simple geometries, but in fact holds quite generally.
Assumption 1.3. The eigenvalue problem
Aϕj = αjϕj ,
has a countably infinite set of solutions, indexed by j ∈ Z+. They may be normal-
ized to satisfy the L2-orthonormality condition
〈ϕj , ϕk〉 =
{
1, j = k
0, j 6= k,
and form a basis for H . Furthermore, the eigenvalues are positive and, if ordered
to be increasing, satisfy αj ≍ j 2d .
Here and in the remainder of the notes, the notation ≍ denotes the existence
of constants C± > 0 such that
C−j2/d ≤ αj ≤ C+j2/d (1.3)
for all j ∈ N.
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Any w ∈ H can be written as
w =
∞∑
j=1
〈w,ϕj〉ϕj
and we can define the Hilbert scale of spaces Ht = D(At/2) as explained in Section
7.1.3 for any t > 0 and with the norm
‖w‖2Ht =
∞∑
j=1
j
2t
d |wj |2
where wj = 〈w,ϕj〉.
Consider the heat conduction equation on D, with Dirichlet boundary condi-
tions, writing it as an ordinary differential equation in H :
dv
dt
+Av = 0, v(0) = u. (1.4)
We have the following:
Lemma 1.4. Let Assumption 1.3 hold. Then for every u ∈ H and every s > 0
there is a unique solution v of equation (1.4) in the space C([0,∞);H)∩C((0,∞);Hs).
We write v(t) = exp(−At)u.
To motivate this statement, and in particular the high degree of regularity seen
at each fixed t, we argue as follows. Note that, if the initial condition is expanded
in the eigenbasis as
u =
∞∑
j=1
ujϕj , uj = 〈u, ϕj〉,
then the solution of (1.4) has the form
v(t) =
∞∑
j=1
uje
−αjtϕj .
Thus
‖v(t)‖2Hs =
∞∑
j=1
j2s/de−2αjt|uj|2 ≍
∞∑
j=1
αsje
−2αjt|uj|2
= t−s
∞∑
j=1
(αjt)
se−2αjt|uj|2 ≤ Ct−s
∞∑
j=1
|uj|2
= Ct−s‖u‖2H .
It follows that v(t) ∈ Hs for any s > 0, provided u ∈ H .
We are interested in the inverse problem of finding u from y where
y = v(1) + η = G(u) + η = e−Au+ η .
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Here η ∈ H is noise and G(u) := v(1) = e−Au. Formally this looks like an
infinite dimensional linear version of the inverse problem (1.1), extended from
finite dimensions to a Hilbert space setting. However, the infinite dimensional
setting throws up significant new issues. To see this, assume that there is βc > 0
such that η has regularity Hβ if and only if β < βc. Then y is not in the image
space of G which is, of course, contained in ∩s>0Hs. Applying the formal inverse
of G to y results in an object which is not in H .
To overcome this problem, we will apply a Bayesian approach and hence will
need to put probability measures on the Hilbert space H ; in particular we will
want to study P(u), P(y|u) and P(u|y), all probability measures on H .
1.3. Elliptic Inverse Problem. One motivation for adopting the Bayesian
approach to inverse problems is that prior modelling is a transparent approach to
dealing with under-determined inverse problems; it forms a rational approach to
dealing with the second difficulty, labelled 2. in subsection 1.1. The elliptic inverse
problem we now describe is a concrete example of an under-determined inverse
problem.
As in subsection 1.2, D ⊂ Rd denotes a bounded open set, with Lipschitz
boundary ∂D. We define the Gelfand triple of Hilbert spaces V ⊂ H ⊂ V ∗ by
H =
(
L2(D), 〈·, ·〉, ‖ · ‖) , V = (H10 (D), 〈∇·,∇·〉, ‖ · ‖V = ‖∇ · ‖) . (1.5)
and V ∗ the dual of V with respect to the pairing induced by H . Note that ‖ · ‖ ≤
Cp‖ · ‖V for some constant Cp: the Poincare´ inequality.
Let κ ∈ X := L∞(D) satisfy
ess inf
x∈D
κ(x) = κmin > 0. (1.6)
Now consider the equation
−∇ · (κ∇p) = f, x ∈ D, (1.7a)
p = 0, x ∈ ∂D. (1.7b)
Lax-Milgram theory yields the following:
Lemma 1.5. Assume that f ∈ V ∗ and that κ satisfies (1.6). Then (1.7) has a
unique weak solution p ∈ V . This solution satisfies
‖p‖V ≤ ‖f‖V ∗/κmin
and, if f ∈ H,
‖p‖V ≤ Cp‖f‖/κmin.
We will be interested in the inverse problem of finding κ from y where
yj = lj(p) + ηj , j = 1, · · · , J. (1.8)
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Here lj ∈ V ∗ is a continuous linear functional on V and ηj is a noise.
Notice that the unknown, κ ∈ X , is a function (infinite dimensional) whereas
the data from which we wish to determine κ is finite dimensional: y ∈ RJ . The
problem is severely under-determined, illustrating point 2. from subsection 1.1.
One way to treat such problems is by adopting the Bayesian framework, using
prior modelling to fill-in missing information. We will take the unknown function
to be u where either u = κ or u = log κ. In either case, we will define Gj(u) = lj(p)
and, noting that p is then a nonlinear function of u, (1.8) may be written as
y = G(u) + η (1.9)
where y, η ∈ RJ and G : X+ ⊆ X → RJ . The set X+ is introduced because G may
not be defined on the whole of X . In particular, the positivity constraint (1.6) is
only satisfied on
X+ :=
{
u ∈ X : ess inf
x∈D
u(x) > 0
}
⊂ X (1.10)
in the case where κ = u. On the other hand if κ = exp(u) then the positivity
constraint (1.6) is satisfied for any u ∈ X and we may take X+ = X.
Notice that we again need probability measures on function space, here the Ba-
nach space X = L∞(D). Furthermore, in the case where u = κ, these probability
measures should charge only positive functions, in view of the desired inequal-
ity (1.6). Probability on Banach spaces of functions is most naturally developed
in the setting of separable spaces, which L∞(D) is not. This difficulty can be
circumvented in various different ways as we describe in what follows.
1.4. Bibliographic Notes.
• Subsection 1.1. See [11] for a general overview of the Bayesian approach
to statistics in the finite dimensional setting. The Bayesian approach to
linear inverse problems with Gaussian noise and prior in finite dimensions is
discussed in [93, Chapters 2 and 6] and, with a more algorithmic flavour, in
the book [54].
• Subsection 1.2. For details on the heat equation as an ODE in Hilbert space,
and the regularity estimates of Lemma 1.4, see [81, 71]. The classical ap-
proach to linear inverse problems is described in numerous books; see, for
example, [52, 33]. The case where the spectrum of the forward map G decays
exponentially, as arises for the heat equation, is sometimes termed severely
ill-posed. The Bayesian approach to linear inverse problems was developed
systematically in [72, 69], following from the seminal paper [37] in which the
approach was first described; for further reading on ill-posed linear prob-
lems see [93, Chapters 3 and 6]. Recovering the truth underlying the data
from the Bayesian approach, known as Bayesian posterior consistency, is the
topic of [56, 3]; generalizations to severely ill-posed problems, such as the
heat equation, may be found in [57, 4].
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• Subsection 1.3. See [34] for the Lax-Milgram theory which gives rise to
Lemma 1.5. For classical inversion theory for the elliptic inverse problem –
determining the permeability from the pressure in a Darcy model of flow in
a porous medium – see [87, 8]; for Bayesian formulations see [26, 25]. For
posterior consistency results see [100].
2. Prior Modeling
In this section we show how to construct probability measures on a function space,
adopting a constructive approach based on random series. As explained in section
6.2, the natural setting for probability in a function space is that of a separable
Banach space. A countable infinite sequence in the Banach space X will be used
for our random series; in the case whereX is not separable the resulting probability
measure will be constructed on a separable subspace X ′ of X (see the discussion
in subsection 2.1).
Subsection 2.1 describes this general setting, and subsections 2.2, 2.3 and 2.4
consider, in turn, three classes of priors termed uniform, Besov and Gaussian. In
subsection 2.5 we link the random series construction to the widely used random
field perspective on spatial stochastic processes and we summarize in subsection
2.6. We denote the prior measures constructed in this section by µ0.
2.1. General Setting. We let {φj}∞j=1 denote an infinite sequence in the
Banach space X , with norm ‖ · ‖, of R-valued functions defined on a domain D.
We will either take D ⊂ Rd, a bounded, open set with Lipschitz boundary, or
D = Td the d-dimensional torus. We normalize these functions so that ‖φj‖ = 1
for j = 1, · · · ,∞. We also introduce another element m0 ∈ X , not necessarily
normalized to 1. Define the function u by
u = m0 +
∞∑
j=1
ujφj . (2.1)
By randomizing u := {uj}∞j=1 we create real-valued random functions on D.
(The extension to Rn-valued random functions is straightforward, but omitted
for brevity.)
We now define the deterministic sequence γ = {γj}∞j=1 and the i.i.d. random
sequence ξ = {ξj}∞j=1, and set uj = γjξj . We assume that ξ is centred, i.e. that it
has mean zero. Formally we see that the average value of u is then m0 so that this
element of X should be thought of as the mean function. We assume that γ ∈ ℓpw
for some p ∈ [1,∞) and some positive weight sequence {wj} (see subsection 7.1.1).
We define Ω = R∞ and view ξ as a random element in the probability space(
Ω,B(Ω),P
)
of i.i.d. sequences equipped with the product σ-algebra; we let E
denote expectation. This sigma algebra can be generated by cylinder sets if an
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appropriate distance d is defined on sequences. However the distance d captures
nothing of the properties of the random function u itself. For this reason we will
be interested in the pushforward of the measure P on the measure space
(
Ω,B(Ω)
)
into a measure µ on
(
X ′,B(X ′)
)
, where X ′ is a separable Banach space and B(X ′)
denotes its Borel σ-algebra. Sometimes X ′ will be the same as X but not always:
the space X may not be separable; and, although we have stated the normalization
of the φj in X , they may of course live in smaller spaces X
′, and u may do so too.
For either of these reasons X ′ may be a proper subspace of X .
In the next three subsections we demonstrate how this general setting may be
adapted to create a variety of useful prior measures on function space; the fourth
subsection, which follows these three, relates the random series construction, in
the Gaussian case, to the standard construction of Gaussian random fields. We
will express many of our results in terms of the probability measure P on i.i.d
sequences, but all such results will, of course, have direct implications for the
induced pushforward measures on the function spaces where the random functions
u live. We discuss this perspective in the summary section 2.6. In dealing with
the random series construction we will also find it useful to consider the truncated
random functions
uN = m0 +
N∑
j=1
ujφj , uj = γjξj . (2.2)
2.2. Uniform Priors. To construct the random functions (2.1) we take X =
L∞(D), choose the deterministic sequence γ = {γj}∞j=1 ∈ ℓ1 and specify the i.i.d.
sequence ξ = {ξj}∞j=1 by ξ1 ∼ U [−1, 1], uniform random variables on [−1, 1].
Assume further that there are finite, strictly positive constants mmin, mmax, and
δ such that
ess inf
x∈D
m0(x) ≥ mmin;
ess sup
x∈D
m0(x) ≤ mmax;
‖γ‖ℓ1 = δ
1 + δ
mmin.
The space X is not separable and so, instead, we work with the space X ′ found
as the closure of the linear span of the functions (m0, {φj}∞j=1) with respect to the
norm ‖ · ‖∞ on X . The Banach space
(
X ′, ‖ · ‖∞
)
is separable.
Theorem 2.1. The following holds P-almost surely: the sequence of functions
{uN}∞N=1 given by (2.2) is Cauchy in X ′ and the limiting function u given by
(2.1) satisfies
1
1 + δ
mmin ≤ u(x) ≤ mmax + δ
1 + δ
mmin a.e. x ∈ D.
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Proof. Let N > M . Then, P-a.s.,
‖uN − uM‖∞ =
∥∥∥ N∑
j=M+1
ujφj
∥∥∥
∞
≤
∥∥∥ N∑
j=M+1
γjξjφj
∥∥∥
∞
≤
∞∑
j=M+1
|γj ||ξj |‖φj‖∞
≤
∞∑
j=M+1
|γj |.
The right hand side tends to zero as M → ∞ by the dominated convergence
theorem and hence the sequence is Cauchy in X ′.
We have P-a.s. and for a.e. x ∈ D,
u(x) ≥ m0(x)−
∞∑
j=1
|uj |‖φj‖∞
≥ ess inf
x∈D
m0(x) −
∞∑
j=1
|γj |
≥ mmin − ‖γ‖ℓ1
=
1
1 + δ
mmin.
Proof of the upper bound is similar. ✷
Example 2.2. Consider the random function (2.1) as specified in this section. By
Theorem 2.1 we have that, P-a.s.,
u(x) ≥ 1
1 + δ
mmin > 0, a.e. x ∈ D. (2.3)
Set κ = u in the elliptic equation (1.6), so that the coefficient κ in the equation and
the solution p are random variables on
(
R∞,B(R∞),P). Since (2.3) holds P-a.s.,
Lemma 1.5 shows that, again P-a.s.,
‖p‖V ≤ (1 + δ)‖f‖V ∗/mmin.
Since the r.h.s. is non-random we have that for all r ∈ Z+ the random variable
p ∈ LrP(Ω;V ):
E‖p‖rV <∞.
In fact E exp(α‖p‖rV ) <∞ for all r ∈ Z+ and α ∈ (0,∞). ✷
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We now consider the situation where the family {φj}∞j=1 have a uniform Ho¨lder
exponent α and study the implications for Ho¨lder continuity of the random function
u. Specifically we assume that there are C, a > 0 and α ∈ (0, 1] such that, for all
j ≥ 1,
|φj(x) − φj(y)| ≤ Cja|x− y|α, x, y ∈ D. (2.4)
and
|m0(x)−m0(y)| ≤ C|x − y|α, x, y ∈ D. (2.5)
Theorem 2.3. Assume that u is given by (2.1) where the collection of functions
(m0, {φj}∞j=1) satisfy (2.4) and (2.5). Assume further that
∑∞
j=1 |γj |2jaθ <∞ for
some θ ∈ (0, 2). Then P-a.s. we have u ∈ C0,β(D) for all β < αθ2 .
Proof. This is an application of Corollary 7.22 of the Kolmogorov continuity the-
orem and S1 and S2 are as defined there. We use θ in place of the parameter
δ appearing in Corollary 7.22 in order to avoid confusion with δ appearing in
Theorem 2.1 above and in (2.7) below. Note that, since m0 has assumed Ho¨lder
regularity α, which exceeds αθ2 since θ ∈ (0, 2), it suffices to consider the centred
case where m0 ≡ 0. We let fj = γjφj and complete the proof by noting that
S1 =
∞∑
j=1
|γj |2 ≤ S2 ≤
∞∑
j=1
|γj |2jaθ <∞.
Example 2.4. Let {φj} denote the Fourier basis for D = [0, 1]d. Then we may
take a = α = 1. If γj = j
−s then s > 1 ensures γ ∈ ℓ1. Furthermore
∞∑
j=1
|γj |2jaθ =
∑
j=1
jθ−2s <∞
for θ < 2s− 1. We thus deduce that u ∈ C0,β([0, 1]d) for all β < min{s− 12 , 1}.
2.3. Besov Priors. For this construction of random functions we take X to
be the Hilbert space
X := L˙2(Td) =
{
u : Td → R
∣∣∣ ∫
Td
|u(x)|2dx <∞,
∫
Td
u(x)dx = 0
}
of real valued periodic functions in dimension d ≤ 3 with inner-product and norm
denoted by 〈·, ·〉 and ‖ · ‖ respectively. We then set m0 = 0 and let {φj}∞j=1 be an
orthonormal basis for X . Consequently, for any u ∈ X , we have for a.e. x ∈ Td,
u(x) =
∞∑
j=1
ujφj(x), uj = 〈u, φj〉. (2.6)
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Given a function u : Td → R and the {uj} as defined in (2.6) we define the Banach
space Xt,q by
Xt,q =
{
u : Td → R
∣∣∣‖u‖Xt,q <∞, ∫
Td
u(x)dx = 0
}
where
‖u‖Xt,q =
( ∞∑
j=1
j(
tq
d +
q
2−1)|uj |q
) 1
q
with q ∈ [1,∞) and s > 0. If {φj} form the Fourier basis and q = 2 then Xt,2
is the Sobolev space H˙t(Td) of mean-zero periodic functions with t (possibly non-
integer) square-integrable derivatives; in particular X0,2 = L˙2(Td). On the other
hand, if the {φj} form certain wavelet bases, then Xt,q is the Besov space Btqq.
As described above, we assume that uj = γjξj where ξ = {ξj}∞j=1 is an i.i.d.
sequence and γ = {γj}∞j=1 is deterministic. Here we assume that ξ1 is drawn from
the centred measure on R with density proportional to exp
( − 12 |x|q) for some
1 ≤ q < ∞ – we refer to this as a q-exponential distribution, noting that q = 2
gives a Gaussian and q = 1 a Laplace-distributed random variable. Then for s > 0
and δ > 0 we define
γj = j
−( sd+
1
2−
1
q )
(1
δ
) 1
q . (2.7)
The parameter δ is a key scaling parameter which will appear in the statement of
exponential moment bounds below.
We now prove convergence of the series (found from (2.2) with m0 = 0)
uN =
N∑
j=1
ujφj , uj = γjξj (2.8)
to the limit function
u(x) =
∞∑
j=1
ujφj(x), uj = γjξj , (2.9)
in an appropriate space. To understand the sequence of functions {uN}, it is useful
to introduce the following function space:
LqP(Ω;X
t,q) :=
{
v : D × Ω→ R
∣∣∣E(‖v‖qXt,q) <∞}.
This is a Banach space, when equipped with the norm
(
E
(‖v‖Xt,q)q) 1q . Thus
every Cauchy sequence is convergent in this space.
Theorem 2.5. For t < s− dq the sequence of functions {uN}∞N=1, given by (2.8)
and (2.7) with ξ1 drawn from a centred q-exponential distribution, is Cauchy in
the Banach space LqP(Ω;X
t,q). Thus the infinite series (2.9) exists as an LqP-limit
and takes values in Xt,q almost surely, for all t < s− dq .
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Proof. For N > M ,
E‖uN − uM‖qXt,q = δ−1E
N∑
j=M+1
j
(t−s)q
d |ξj |q
≍
N∑
j=M+1
j
(t−s)q
d ≤
∞∑
j=M+1
j
(t−s)q
d .
The sum on the right hand side tends to 0 as M → ∞, provided (t−s)qd < −1, by
the dominated convergence theorem. This completes the proof. ✷
The previous theorem gives a sufficient condition, on t, for existence of the
limiting random function. The following theorem refines this to an if and only if
statement, in the context of almost sure convergence.
Theorem 2.6. Assume that u is given by (2.9) and (2.7) with ξ1 drawn from a
centred q-exponential distribution. Then the following are equivalent:
i) ‖u‖Xt,q <∞ P-a.s.;
ii) E
(
exp(α‖u‖qXt,q )
)
<∞ for any α ∈ [0, δ2 );
iii) t < s− dq .
Proof. We first note that, for the random function in question,
‖u‖qXt,q =
∞∑
j=1
j(
tq
d +
q
2−1)|uj |q =
∞∑
j=1
δ−1j−
(s−t)q
d |ξj |q.
Now, for α < 12 ,
E exp
(
α|ξ1|q
)
=
∫
R
exp
(
− (1
2
− α)|x|q)dx/∫
R
exp
(
− 1
2
|x|q
)
dx
= (1− 2α)− 1q .
iii) ⇒ ii).
E
(
exp(α‖u‖qXt,q)
)
= E
(
exp(α
∞∑
j=1
δ−1j−
(s−t)q
d |ξj |q)
)
=
∞∏
j=1
(
1− 2α
δ
j−
(s−t)q
d
)− 1q
.
For α < δ2 the product converges if
(s−t)q
d > 1 i.e. t < s− dq as required.
ii) ⇒ i).
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If (i) does not hold, Z := ‖u‖qXt,q is positive infinite on a set of positive mea-
sure S. Then, since for α > 0, exp(αZ) = +∞ if Z = +∞, and E exp(αZ) ≥
E(1S exp(αZ)) we get a contradiction.
i) ⇒ iii).
To show that (i) implies (iii) note that (i) implies that, almost surely,
∞∑
j=1
j(t−s)q/d|ξj |q <∞.
This implies that t < s. To see this assume for contradiction that t ≥ s. Then,
almost surely,
∞∑
j=1
|ξj |q <∞.
Since there is a constant c > 0 with E|ξj |q = c for any j ∈ N, this contradicts the
law of large numbers.
Now define ζj = j
(t−s)q/d|ξj |q. Using the fact that the ζj are non-negative and
independent we deduce from Lemma 2.7 (below) that
∞∑
j=1
E
(
ζj ∧ 1
)
=
∞∑
j=1
E
(
j(t−s)q/d|ξj |q ∧ 1
)
<∞.
Since t < s we note that then
Eζj = E
(
j−(s−t)q/d|ξj |q
)
= E
(
j−(s−t)q/d|ξj |qI{|ξj |≤j(s−t)/d}
)
+ E
(
j−(s−t)q/d|ξj |qI{|ξj |>j(s−t)/d}
)
≤ E
((
ζj ∧ 1
)
I{|ξj |≤j(s−t)/d}
)
+ I
≤ E
(
ζj ∧ 1
)
+ I,
where
I ∝ j−(s−t)q/d
∫ ∞
j(s−t)/d
xqe−x
q/2dx.
Noting that, since q ≥ 1, the function x 7→ xqe−xq/2 is bounded, up to a constant
of proportionality, by the function x 7→ e−αx for any α < 12 , we see that there is a
positive constant K such that
I ≤ Kj−(s−t)q/d
∫ ∞
j(s−t)/d
e−αxdx
=
1
α
Kj−(s−t)q/d exp
(− αj(s−t)/d)
:= ιj .
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Thus we have shown that
∞∑
j=1
E
(
j−(s−t)q/d|ξj |q
)
≤
∞∑
j=1
E
(
ζj ∧ 1
)
+
∞∑
j=1
ιj <∞.
Since the ξj are i.i.d. this implies that
∞∑
j=1
j(t−s)q/d <∞,
from which it follows that (s− t)q/d > 1 and (iii) follows. ✷
Lemma 2.7. Let {Ij}∞j=1 be an independent sequence of R+-valued random vari-
ables. Then
∞∑
j=1
Ij <∞ a.s.⇔
∞∑
j=1
E(Ij ∧ 1) <∞.
As in the previous subsection, we now study the situation where the family
{φj} have a uniform Ho¨lder exponent α and study the implications for Ho¨lder
continuity of the random function u. In this case, however, the basis functions
are normalized in L˙2 and not L∞; thus we must make additional assumptions on
the possible growth of the L∞ norms of {φj} with j. We assume that there are
C, a, b > 0 and α ∈ (0, 1] such that, for all j ≥ 0,
|φj(x)| = βj ≤ Cjb, x ∈ D. (2.10a)
|φj(x) − φj(y)| ≤ Cja|x− y|α, x, y ∈ D. (2.10b)
We also assume that a > b as, since ‖φj‖L2 = 1, it is natural that the pre-
multiplication constant in the Ho¨lder estimate on the {φj} grows in j at least as
fast as the bound on the functions themselves.
Theorem 2.8. Assume that u is given by (2.9) and (2.7) with ξ1 drawn from
a centred q-exponential distribution. Suppose also that (2.10) hold and that s >
d
(
b+ q−1 + 12θ(a− b)
)
for some θ ∈ (0, 2). Then P-a.s. we have u ∈ C0,β(Td) for
all β < αθ2 .
Proof. We apply Corollary 7.22 of the Kolmogorov continuity theorem and S1 and
S2 are as defined there. We use θ in place of the parameter δ appearing in Corollary
7.22 in order to avoid confusion with δ appearing in Theorem 2.1 and (2.7) above.
Let fj = γjφj and note that
S1 =
∞∑
j=1
|γj |2β2j .
∞∑
j=1
j−c1
S2 =
∞∑
j=1
|γj |2−θβ2−θj γθj jaθ .
∞∑
j=1
j−c2 .
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Short calculation shows that
c1 =
2s
d
+ 1− 2
q
− 2b,
c2 =
2s
d
+ 1− 2
q
− 2b− θ(a− b).
We require c1 > 1 and c2 > 1 and since a > b satisfaction of the second of these
will imply the first. Satisfaction of the second gives the desired lower bound on
s.
We note that the result of Theorem 2.8 holds true when the mean function is
nonzero if it satisfies
|m0(x)| ≤ C, x ∈ D.
|m0(x) −m0(y)| ≤ C|x− y|α, x, y ∈ D.
We have the following sharper result if the family {φj} is regular enough to be
a basis for Btqq instead of satisfying (2.10):
Theorem 2.9. Assume that u is given by (2.9) and (2.7) with ξ1 drawn from a
centred q-exponential distribution. Suppose also that {φj}j∈N form a basis for Btqq
for some t < s− dq . Then u ∈ C0,t(Td) P-almost surely.
Proof. For any m ≥ 1, using the definition of Xt,q-norm we can write
‖u‖mqBtmq,mq = (
1
δ )
m
∞∑
j=1
j
mqt
d +
mq
2 −1j−mq(
s
d+
1
2−
1
q )|ξj |mq.
For every m ∈ N there exists a constant Cm with E|ξj |mq = Cm. Since each term
of the above series is measurable we can swap the sum and the integration and
write
E‖u‖mqBtmq,mq = Cm(
1
δ )
m
∞∑
j=1
j
mq
d (t−s)+m−1 ≤ C˜m,
noting that the exponent of j is smaller than −1 (since t < s − d/q). Now for a
given t < s− d/q, one can choose m large enough so that dmq < s− d/q − t. Then
the embedding Bt1mq,mq ⊂ Ct for any t1 satisfying t + dmq < t1 < s − d/q implies
that E‖u‖mq
Ct(Td)
<∞. It follows that u ∈ Ct P-almost surely.
If the mean function m0 is t-Ho¨lder continuous, the result of the above theorem
holds for a random series with nonzero mean function as well.
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2.4. Gaussian Priors. Let X be a Hilbert space H of real-valued functions
on bounded open D ⊂ Rd with Lipschitz boundary, and with inner-product and
norm denoted by 〈·, ·〉 and ‖ · ‖ respectively; for example H = L2(D;R). Assume
that {φj}∞j=1 is an orthonormal basis for H. We study the Gaussian case where
ξ1 ∼ N(0, 1) and then equation (2.1) with uj = γjξj generates random draws from
the Gaussian measure N(m0, C) on H where the covariance operator C depends on
the sequence γ = {γj}∞j=1. See the Appendix for background on Gaussian measures
in a Hilbert space. As in Section 2.3, we consider the setting in which m0 = 0
so that the function u is given by (2.6) and has mean zero. We thus focus on
identifying C from the random series (2.6), and studying the regularity of random
draws from N(0, C).
Define the Hilbert scale of spaces Ht as in Subsection 7.1.3 with, recall, norm
‖u‖2Ht =
∞∑
j=1
j
2t
d |uj |2.
We choose ξ1 ∼ N(0, 1) and study convergence of the series (2.8) for uN to a limit
function u given by (2.9); the spaces in which this convergence occurs will depend
upon the sequence γ. To understand the sequence of functions {uN}, it is useful
to introduce the following function space:
L2P(Ω;Ht) :=
{
v : D × Ω→ R
∣∣∣E(‖v‖Ht)2 <∞}.
This is in fact a Hilbert space, although we will not use the Hilbert space structure.
We will only use the fact that L2P is a Banach space when equipped with the norm(
E
(‖v‖2Ht)) 12 and that hence every Cauchy sequence is convergent.
Theorem 2.10. Assume that γj ≍ j− sd . Then the sequence of functions {uN}∞N=1
given by (2.8) is Cauchy in the Hilbert space L2P(Ω;Ht), t < s− d2 . Thus the infinite
series (2.9) exists as an L2P-limit and takes values in Ht almost surely, for t < s− d2 .
Proof. For N > M ,
E‖uN − uM‖2Ht = E
N∑
j=M+1
j
2t
d |uj|2
≍
N∑
j=M+1
j
2(t−s)
d ≤
∞∑
j=M+1
j
2(t−s)
d .
The sum on the right hand side tends to 0 as M → ∞, provided 2(t−s)d < −1, by
the dominated convergence theorem. This completes the proof. ✷
Remarks 2.11. We make the following remarks concerning the Gaussian random
functions constructed in the preceding theorem.
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• The preceding theorem shows that the sum (2.8) has an L2P limit in Ht when
t < s− d/2, as one can also see from the following direct calculation
E‖u‖2Ht =
∞∑
j=1
j
2t
d E(γ2j ξ
2
j )
=
∞∑
j=1
j
2t
d γ2j
≍
∞∑
j=1
j
2(t−s)
d <∞.
Thus u ∈ Ht a.s., for t < s− d2 .
• From the preceding theorem we see that, provided s > d2 , the random func-
tion in (2.9) generates a mean zero Gaussian measure on H. The expression
(2.9) is known as the Karhunen-Loe`ve expansion, and the eigenfunctions
{φj}∞j=1 as the Karhunen-Loe`ve basis.
• The covariance operator C of a measure µ on H may then be viewed as a
bounded linear operator from H into itself defined to satisfy
Cℓ =
∫
H
〈ℓ, u〉uµ(du) , (2.14)
for all ℓ ∈ H. Thus
C =
∫
H
u⊗ uµ(du) . (2.15)
The following formal calculation, which can be made rigorous if C is trace-
class on H, gives an expression for the covariance operator:
C = Eu⊗ u
= E
( ∞∑
j=1
∞∑
k=1
γjγkξjξkφj ⊗ φk
)
=
( ∞∑
j=1
∞∑
k=1
γjγkE(ξjξk)φj ⊗ φk
)
=
( ∞∑
j=1
∞∑
k=1
γjγkδjkφj ⊗ φk
)
=
∞∑
j=1
γ2jφj ⊗ φj .
20 Masoumeh Dashti and Andrew M Stuart
From this expression for the covariance, we may find eigenpairs explicitly:
Cφk =
( ∞∑
j=1
γ2jφj ⊗ φj
)
φk
=
∞∑
j=1
γ2j 〈φj , φk〉φj =
∞∑
j=1
γ2j δjkφk = γ
2
kφk.
• The Gaussian measure is denoted by µ0 := N(0, C), a Gaussian with mean
function 0 and covariance operator C. The eigenfunctions of C, {φj}∞j=1, are
known as the Karhunen-Loe`ve basis for measure µ0. The γ
2
j are the eigen-
values associated with this eigenbasis, and thus γj is the standard deviation
of the Gaussian measure in the direction φj .
In the case where H = L˙2(Td) we are in the setting of Section 2.3 and we briefly
consider this case. We assume that the {φj}∞j=1 constitute the Fourier basis. Let
A = −△ denote the negative Laplacian equipped with periodic boundary condi-
tions on [0, 1)d, and restricted to functions which integrate to zero over [0, 1)d. This
operator is positive self-adjoint and has eigenvalues which grow like j2/d, analo-
gously to the Assumption 1.3 made in the case of Dirichlet boundary conditions. It
then follows that Ht = D(At/2) = H˙t(Td), the Sobolev space of periodic functions
on [0, 1)d with spatial mean equal to zero and t (possibly negative or fractional)
square integrable derivatives. Thus, by the preceding Remarks 2.11, u defined by
(2.9) is in the space H˙t a.s., t < s− d2 . In fact we can say more about regularity,
using the Kolmogorov continuity test and Corollary 7.20; this we now do.
Theorem 2.12. Consider the Karhunen-Loe`ve expansion (2.9) so that u is a
sample from the measure N(0, C) in the case where C = A−s with A = −△,
D(A) = H˙2(Td) and s > d2 . Then, P-a.s., u ∈ H˙t, t < s − d2 , and u ∈ C0,t(Td)
a.s., t < 1 ∧ (s− d2 ).
Proof. Because of the stated properties of the eigenvalues of the Laplacian, it
follows that the eigenvalues of C satisfy γ2j ≍ j−
2s
d and the eigenbasis {φj} is
the Fourier basis. Thus we may apply the conclusions stated in Remarks 2.11 to
deduce that u ∈ H˙t, t < α − d2 . Furthermore we may apply Corollary 7.22 to
obtain Ho¨lder regularity of u. To do this we note that the {φj} are bounded in
L∞(Td), and are Lipschitz with constants which grow like j1/d. We apply that
corollary with α = 1 and obtain
S1 =
∞∑
j=1
γ2j , S2 =
∞∑
j=1
γ2j j
δ/d.
The corollary delivers the desired result after noting that any δ < 2s−d will make
S2, and hence S1, summable.
The previous example illustrates the fact that, although we have constructed
Gaussian measures in a Hilbert space setting, and that they are naturally defined
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on a range of Hilbert (Sobolev-like) spaces defined through fractional powers of
the Laplacian, they may also be defined on Banach spaces, such as the space of
Ho¨lder continuous functions. We now return to the setting of the general domain
D, rather than the d-dimensional torus. In this general context it is important to
highlight the Fernique Theorem, here restated from the Appendix because of its
importance:
Theorem 2.13 (Fernique Theorem). Let µ0 be a Gaussian measure on the
separable Banach space X. Then there exists βc ∈ (0,∞) such that, for all β ∈
(0, βc),
Eµ0 exp
(
β‖u‖2X
)
<∞.
Remarks 2.14. We make two remarks concerning the Fernique Theorem.
• Theorem 2.13, when combined with Theorem 2.12, shows that, with β suffi-
ciently small, Eµ0 exp
(
β‖u‖2X
)
< ∞ for both X = H˙t and X = C0,t(Td), if
t < s− d2 .
• Let µ0 = N(0, A−s) where A is as in Theorem 2.12. Then Theorem 2.6
proves the Fernique Theorem 2.13 for X = Xt,2 = H˙t, if t < s− d2 ; the proof
in the case of the torus is very different from the general proof of the result
in the abstract setting of Theorem 2.13.
• Theorem 2.6ii) gives, in the Gaussian case, the Fernique Theorem in the case
that X is the Hilbert space Xt,2. Furthermore, the constant βc is specified
explicitly in that setting. More explicit versions of the general Fernique
Theorem 2.13 are possible, but the characterization of βc is more involved.
Example 2.15. Consider the random function (2.1) in the case whereH = L˙2(Td)
and µ0 = N(0, A
−s), s > d2 as in the preceding example. Then we know that, µ0-
a.s., u ∈ C0,t, t < 1 ∧ (s − d2 ). Set κ = eu in the elliptic PDE (1.7) so that the
coefficient κ, and hence the solution p, are random variables on the probability
space (Ω,F ,P). Then κmin given in (1.4) satisfies
κmin ≥ exp
(− ‖u‖∞).
By Lemma 1.5 we obtain
‖p‖V ≤ exp
(‖u‖∞)‖f‖V ∗ .
Since C0,t ⊂ L∞(Td), t ∈ (0, 1), we deduce that,
‖u‖L∞ ≤ K1‖u‖C0,t.
Furthermore, for any ǫ > 0, there is constant K2 = K2(ǫ) such that exp(K1rx) ≤
K2 exp(ǫx
2) for all x ≥ 0. Thus
‖p‖rV ≤ exp
(
K1r‖u‖C0,t
)‖f‖rV ∗
≤ K2 exp
(
ǫ‖u‖2C0,t
)‖f‖rV ∗ .
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Hence, by Theorem 2.13, we deduce that
E‖p‖rV <∞, i.e. p ∈ LrP(Ω;V ) ∀ r ∈ Z+.
This result holds for any r ≥ 0. Thus, when the coefficient of the elliptic PDE is log-
normal, that is κ is the exponential of a Gaussian function, moments of all orders
exist for the random variable p. However, unlike the case of the uniform prior, we
cannot obtain exponential moments on E exp(α‖p‖rV ) for any (r, α) ∈ Z+× (0,∞).
This is because the coefficient κ, whilst positive a.s., does not satisfy a uniform
positive lower bound across the probability space. ✷
2.5. Random Field Perspective. In this subsection we link the preced-
ing constructions of random functions, through randomized series, to the notion
of random fields. Let (Ω,F ,P) be a probability space, with expectation denoted
by E, and D ⊆ Rd an open set. For the random series constructions developed
in the preceding subsections Ω = R∞ and F = B(Ω); however the development of
the general theory of random fields does not require this specific choice. A random
field on D is a measurable mapping u : D×Ω→ Rn. Thus, for any x ∈ D, u(x; ·) is
an Rn-valued random variable; on the other hand, for any ω ∈ Ω, u(·;ω) : D → Rn
is a vector field. In the construction of random fields it is commonplace to first
construct the finite dimensional distributions. These are found by choosing any in-
teger K ≥ 1, and any set of points {xk}Kk=1 in D, and then considering the random
vector (u(x1; ·)∗, · · · , u(xK ; ·)∗)∗ ∈ RnK . From the finite dimensional distributions
of this collection of random vectors we would like to be able to make sense of the
probability measure µ on X , a separable Banach space equipped with the Borel
σ-algebra B(X), via the formula
µ(A) = P(u(·;ω) ∈ A), A ∈ B(X), (2.16)
where ω is taken from a common probability space on which the random element
u ∈ X is defined. It is thus necessary to study the joint distribution of a set of K
Rn-valued random variables, all on a common probability space. Such RnK-valued
random variables are, of course, only defined up to a set of zero measure. It is
desirable that all such finite dimensional distributions are defined on a common
subset Ω0 ⊂ Ω with full measure, so that u may be viewed as a function u :
D × Ω0 → Rn; such a choice of random field is termed a modification When
reinterpreting the previous subsections in terms of random fields, statements about
almost sure (regularity) properties should be viewed as statements concerning the
existence of a modification possessing the stated almost sure regularity property.
We may define the space of functions
LqP(Ω;X) :=
{
v : D × Ω→ Rn
∣∣∣E(‖v‖qX)<∞}.
This is a Banach space, when equipped with the norm
(
E
(‖v‖qX)) 1q . We have used
such spaces in the preceding subsections when demonstrating convergence of the
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randomized series. Note that we often simply write u(x), suppressing the explicit
dependence on the probability space.
A Gaussian random field is one where, for any integer K ≥ 1, and any set
of points {xk}Kk=1 in D, the random vector (u(x1; ·)∗, · · · , u(xK ; ·)∗)∗ ∈ RnK is a
Gaussian random vector. The mean function of a Gaussian random field is m(x) =
Eu(x). The covariance function is c(x, y) = E
(
u(x) −m(x))(u(y) −m(y))∗. For
Gaussian random fields the mean functionm : D → Rn and the covariance function
c : D ×D → Rn×n together completely specify the joint probability distribution
for (u(x1; ·)∗, · · · , u(xK)∗)∗ ∈ RnK . Furthermore, if we view the Gaussian random
field as a Gaussian measure on L2(D;Rn) then the covariance operator can be
constructed from the covariance function as follows. Without loss of generality we
consider the mean zero case; the more general case follows by shift of origin. Since
the field has mean zero we have, from (2.14), that for all h1, h2 ∈ L2(D;Rn),
〈h1, Ch2〉 = E〈h1, u〉〈u, h2〉
= E
∫
D
∫
D
h1(x)
∗
(
u(x)u(y)∗
)
h2(y)dydx
= E
∫
D
h1(x)
∗
(∫
D
(
u(x)u(y)∗
)
h2(y)dy
)
dx
=
∫
D
h1(x)
∗
(∫
D
c(x, y)h2(y)dy
)
dx
and we deduce that, for all ψ ∈ L2(D;Rn),
(Cψ)(x) = ∫
D
c(x, y)ψ(y)dy. (2.17)
Thus the covariance operator of a Gaussian random field is an integral opera-
tor with kernel given by the covariance function. As such we may also view the
covariance function as the Green’s function of the inverse covariance, or precision.
A mean-zero Gaussian random field is termed stationary if c(x, y) = s(x−y) for
some matrix-valued function s, so that shifting the field by a fixed random vector
does not change the statistics. It is isotropic if it is stationary and, in addition,
s(·) = ι(| · |), for some matrix-valued function ι.
In the previous subsection we demonstrated how the regularity of random fields
maybe established from the properties of the sequences γ (deterministic, with
decay) and ξ (i.i.d. random). Here we show similar results but express them in
terms of properties of the covariance function and covariance operator.
Theorem 2.16. Consider an Rn-valued Gaussian random field u on D ⊂ Rd with
mean zero and with isotropic correlation function c : D×D→ Rn×n. Assume that
D is bounded and that Tr c(x, y) = k
(|x − y|) where k : R+ → R is Ho¨lder with
any exponent α ≤ 1. Then u is almost surely Ho¨lder continuous on D with any
exponent smaller than 12α.
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Proof. We have
E|u(x)− u(y)|2 = E|u(x)|2 + E|u(y)|2 − 2E〈u(x), u(y)〉
= Tr
(
c(x, x) + c(y, y)− 2c(x, y)
)
= 2
(
k
(
0
)− k(|x− y|))
≤ C|x− y|α.
Since u is Gaussian it follows that, for any integer r > 0,
E|u(x)− u(y)|2r ≤ Cr|x− y|αr.
Let p = 2r and noting that
αr = p
(α
2
− d
p
)
+ d
we deduce from Corollary 7.20 that u is Ho¨lder continuous on D with any exponent
smaller than
sup
p∈N
min
{
1,
α
2
− d
p
}
=
α
2
,
which is precisely what we claimed.
It is often convenient both algorithmically and theoretically to define the covari-
ance operator through fractional inverse powers of a differential operator. Indeed
in the previous subsection we showed that our assumptions on the random series
construction we used could be interpreted as having a covariance operator which
was an inverse fractional power of the Laplacian on zero spatial average functions
with periodic boundary conditions. We now generalize this perspective and con-
sider covariance operators which are a fractional power of an operator A satisfying
the following.
Assumption 2.17. The operator A, densely defined on the Hilbert space H =
L2(D;Rn), satisfies the following properties:
1. A is positive-definite, self-adjoint and invertible;
2. the eigenfunctions {φj}j∈N of A form an orthonormal basis for H;
3. the eigenvalues of A satisfy αj ≍ j2/d;
4. there is C > 0 such that
sup
j∈N
(
‖φj‖L∞ + 1
j1/d
Lip(φj)
)
≤ C.
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These properties are satisfied by the Laplacian on a torus, when applied to
functions with spatial mean zero. But they are in fact satisfied for a much wider
range of differential operators which are Laplacian-like. For example the Dirich-
let Laplacian on a bounded open set D in Rd, together with various Laplacian
operators perturbed by lower order terms; for example Schro¨dinger operators. In-
spection of the proof of Theorem 2.12 reveals that it only uses the properties of
Assumptions 2.17. Thus we have:
Theorem 2.18. Let u be a sample from the measure N(0, C) in the case where
C = A−s with A satisfying Assumptions 2.17 and s > d2 . Then, P-a.s., u ∈ H˙t,
for t < s− d2 , and u ∈ C0,t(D), for t < 1 ∧ (s− d2 ).
Example 2.19. Consider the case d = 2, n = 1 and D = [0, 1]2. Define the
Gaussian random field through the measure µ = N(0,
(−△)−α) where △ is the
Laplacian with domain H10 (D) ∩H2(D). Then Assumptions 2.17 are satisfied by
−△. By Theorem 2.18 it follows that choosing α > 1 suffices to ensure that draws
from µ are almost surely in L2(D). It also follows that, in fact, draws from µ are
almost surely in C(D).
2.6. Summary. In the preceding four subsections we have shown how to cre-
ate random functions by randomizing the coefficients of a series of functions. Using
these random series we have also studied the regularity properties of the resulting
functions. Furthermore we have extended our perspective in the Gaussian case to
determine regularity properties from the properties of the covariance function or
the covariance operator.
For the uniform prior we have shown that the random functions all live in a
subset of X = L∞ characterized by the upper and lower bounds given in Theorem
2.1 and found as the closure of the linear span of the set of functions (m0, {φj}∞j=1);
denote this subset, which is a separable Banach space, by X ′. For the Besov priors
we have shown in Theorem 2.6 that the random functions live in the separable
Banach spaces Xt,q for all t < s− d/q; denote any one of these Banach spaces by
X ′. And finally for the Gaussian priors we have shown in Theorem 2.10 that the
random function exists as an L2-limit in any of the Hilbert spacesHt for t < s−d/2.
Furthermore, we have indicated that, by use of the Kolmogorov continuity theorem,
we can also show that the Gaussian random functions lie in certain Ho¨lder spaces;
these Ho¨lder spaces are not separable but, by the discussion in subsection 7.1.2,
we can embed the spaces C0,γ
′
in the separable uniform Ho¨lder spaces C0,γ0 for
any γ < γ′; since the upper bound on the range of Ho¨lder exponents established
by use of Kolmogorov continuity theorem is open, this means we can work in the
same range of Ho¨lder exponents, but restricted to uniform Ho¨lder spaces, thereby
regaining separability. In this Gaussian case we denote any of the separable Hilbert
or Banach spaces where the Gaussian random function lives almost surely by X ′.
Thus, in all of these examples, we have created a probability measure µ0 which
is the pushforward of the measure P on the i.i.d. sequence ξ under the map which
takes the sequence into the random function. The resulting measure lives on the
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separable Banach space X ′, and we will often write µ0(X
′) = 1 to denote this fact.
This is shorthand for saying that functions drawn from µ0 are in X
′ almost surely.
Separability of X ′ naturally leads to the use of the Borel σ-algebra to define a
canonical measurable space, and to the development of an integration theory –
Bochner integration – which is natural on this space; see subsection 7.2.2.
2.7. Bibliographic Notes.
• Subsection 2.1. For general discussion of the properties of random functions
constructed via randomization of coefficients in a series expansion see [50].
The construction of probability measure on infinite sequences of i.i.d. random
variables may be found in [28].
• Subsection 2.2. These uniform priors have been extensively studied in the
context of the field of Uncertainty Quantification and the reader is directed
to [19, 20] for more details. Uncertainty Quantification in this context does
not concern inverse problems, but rather studies the effect, on the solution
of an equation, of randomizing the input data. Thus the interest is in the
pushforward of a measure on input parameter space onto a measure on solu-
tion space, for a differential equation. Recently, however, these priors have
been used to study the inverse problem; see [91].
• Subsection 2.3. Besov priors were introduced in the paper [70] and Theorem
2.6 is taken from that paper. We notice that the theorem constitutes a special
case of the Fernique Theorem in the Gaussian case q = 2; it is restricted
to a specific class of Hilbert space norms, however, whereas the Fernique
Theorem in full generality applies in all norms on Banach spaces which have
full Gaussian measure. See [36, 41] for proof of the Fernique Theorem. A
more general Fernique-like property of the Besov measures is proved in [25]
but it remains open to determine the appropriate complete generalization of
the Fernique Theorem to Besov measures. For proof of Lemma 2.7 see [55,
Chapter 4]. For properties of families of functions that can form a basis for
a Besov space, and examples of such families see [32, 75].
• Subsection 2.4. The general theory of Gaussian measures on Banach spaces
is contained in [68, 14]. The text [29], concerning the theory of stochas-
tic PDEs, also has a useful overview of the subject. The Karhunen-Loe`ve
expansion (2.9) is contained in [1]. The formal calculation concerning the
covariance operator of the Gaussian measure which follows Theorem 2.10
leads to the answer which may be rigorously justified by using characteristic
functions; see, for example, Proposition 2.18 in [29]. All three texts include
statement and proof of the Fernique Theorem in the generality given here.
The Kolmogorov continuity theorem is discussed in [29] and [1]. Proof of
Ho¨lder regularity adapted to the case of the periodic setting may be found
in [41] and [93, Chapter 6]. For further reading on Gaussian measures see
[28].
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• Subsection 2.5. A key tool in making the random field perspective rigorous
is the Kolmogorov Extension Theorem 7.4.
• Subsection 2.6. For a discussion of measure theory on general spaces see
[15]. The notion of Bochner integral is introduced in [13]; we discuss it in
subsection 7.2.2.
3. Posterior Distribution
In this section we prove a Bayes’ theorem appropriate for combining a likelihood
with prior measures on separable Banach spaces as constructed in the previous
section. In subsection 3.1 we start with some general remarks about conditioned
random variables. Subsection 3.2 contains our statement and proof of a Bayes’
theorem, and specifically its application to Bayesian inversion. We note here that,
in our setting, the posterior µy will always be absolutely continuous with respect
to the prior µ0, and we use the standard notation µ
y ≪ µ0 to denote this. It is
possible to construct examples, for instance in the purely Gaussian setting, where
the posterior is not absolutely continuous with respect to the prior. Thus it is
certainly not necessary to work in the setting where µy ≪ µ0. However it is
quite natural, from a modelling point of view, to work in this setting: absolute
continuity ensures that almost sure properties built into the prior will be inherited
by the posterior. For these almost sure properties to be changed by the data would
require that the data contains an infinite ammount of information, something which
is unnatural in most applications.
In subsection 3.3 we study the example of the heat equation, introduced in
subsection 1.2, from the perspective of Bayesian inversion and in subsection 3.4 we
do the same for the elliptic inverse problem of subsection 1.3.
3.1. Conditioned Random Variables. Key to the development of Bayes’
Theorem, and the posterior distribution, is the notion of conditional random vari-
ables. In this section we state an important theorem concerning conditioning.
Let (X,A) and (Y,B) denote a pair of measurable spaces and let ν and π be
probability measures on X × Y . We assume that ν ≪ π. Thus there exists π-
measurable φ : X × Y → R with φ ∈ L1π (see section 7.1.4 for definition of L1π)
and
dν
dπ
(x, y) = φ(x, y). (3.1)
That is, for (x, y) ∈ X × Y ,
Eνf(x, y) = Eπ
(
φ(x, y)f(x, y)
)
,
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or, equivalently,∫
X×Y
f(x, y)ν(dx, dy) =
∫
X×Y
φ(x, y)f(x, y)π(dx, dy).
Theorem 3.1. Assume that the conditional random variable x|y exists under π
with probability distribution denoted πy(dx). Then the conditional random variable
x|y under ν exists, with probability distribution denoted by νy(dx). Furthermore,
νy ≪ πy and if c(y) := ∫X φ(x, y)dπy(x) > 0 then
dνy
dπy
(x) =
1
c(y)
φ(x, y).
Example 3.2. Let X = C
(
[0, 1];R
)
, Y = R. Let π denote the measure on X × Y
induced by the random variable
(
w(·), w(1)), where w is a draw from standard
unit Wiener measure on R, starting from w(0) = z. Let πy denote measure on X
found by conditioning Brownian motion to satisfy w(1) = y, thus πy is a Brownian
bridge measure with w(0) = z, w(1) = y.
Assume that ν ≪ π with
dν
dπ
(x, y) = exp
(− Φ(x, y)).
Assume further that
sup
x∈X
Φ(x, y) = Φ+(y) <∞
for every y ∈ R. Then
c(y) =
∫
R
exp
(− Φ(x, y))dπy(x) > exp (− Φ+(y)) > 0.
Thus νy(dx) exists and
dνy
dπy
(x) =
1
c(y)
exp
(− Φ(x, y)). ✷
We will use the preceding theorem to go from a construction of the joint prob-
ability distribution on unknown and data to the conditional distribution of the
unknown, given data. In constructing the joint probability distribution we will
need to establish measurability of the likelihood, for which the following will be
useful:
Lemma 3.3. Let (Z,B) be a Borel measurable topological space and assume that
G ∈ C(Z;R) and that π(Z) = 1 for some probability measure π on (Z,B). Then
G is a π-measurable function.
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3.2. Bayes’ Theorem for Inverse Problems. Let X , Y be separable
Banach spaces, equipped with the Borel σ-algebra, and G : X → Y a measurable
mapping. We wish to solve the inverse problem of finding u from y where
y = G(u) + η (3.2)
and η ∈ Y denotes noise. We employ a Bayesian approach to this problem in
which we let (u, y) ∈ X × Y be a random variable and compute u|y. We specify
the random variable (u, y) as follows:
• Prior: u ∼ µ0 measure on X .
• Noise: η ∼ Q0 measure on Y , and (recalling that ⊥ denotes independence)
η ⊥ u.
The random variable y|u is then distributed according to the measure Qu, the
translate of Q0 by G(u). We assume throughout the following that Qu ≪ Q0 for
u µ0- a.s. Thus, for some potential Φ : X × Y → R,
dQu
dQ0
(y) = exp
(− Φ(u; y)). (3.3)
Thus, for fixed u, Φ(u; ·) : Y → R is measurable and EQ0 exp (−Φ(u; y)) = 1. For
given instance of the data y, −Φ(·; y) is termed the log likelihood.
Define ν0 to be the product measure
ν0(du, dy) = µ0(du)Q0(dy). (3.4)
We assume in what follows that Φ(·, ·) is ν0 measurable. Then the random variable
(u, y) ∈ X × Y is distributed according to measure ν(du, dy) = µ0(du)Qu(dy).
Furthermore, it then follows that ν ≪ ν0 with
dν
dν0
(u, y) = exp
(− Φ(u; y)).
We have the following infinite dimensional analogue of Theorem 1.1.
Theorem 3.4 (Bayes’ Theorem). Assume that Φ : X×Y → R is ν0 measurable
and that, for y Q0-a.s.,
Z :=
∫
X
exp
(− Φ(u; y))µ0(du) > 0. (3.5)
Then the conditional distribution of u|y exists under ν, and is denoted by µy.
Furthermore µy ≪ µ0 and, for y ν-a.s.,
dµy
dµ0
(u) =
1
Z
exp
(− Φ(u; y)). (3.6)
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Proof. First note that the positivity of Z holds for y ν0-almost surely, and hence
by absolute continuity of ν with respect to ν0, for y ν-almost surely. The proof is
an application of Theorem 3.1 with π replaced by ν0, φ(x, y) = exp
( − Φ(u, y))
and (x, y) = (u, y). Since ν0(du, dy) has product form, the conditional distribution
of u|y under ν0 is simply µ0. The result follows. ✷
Remarks 3.5. In order to implement the derivation of Bayes’ formula (3.6) four
essential steps are required:
• Define a suitable prior measure µ0 and noise measure Q0 whose independent
product form the reference measure ν0.
• Determine the potential Φ such that formula (3.3) holds.
• Show that Φ is ν0 measurable.
• Show that the normalization constant Z given by (3.5) is positive almost
surely with respect to y ∼ Q0.
We will show how to carry out this program for two examples in the follow-
ing subsections. The following remark will also be used in studying one of the
examples.
Remarks 3.6. The following comments on the set-up above may be useful.
• In formula (3.6) we can shift Φ(u, y) by any constant c(y), independent of u,
provided the constant is finite Q0-a.s. and hence ν-a.s. Such a shift can be
absorbed into a redefinition of the normalization constant Z.
• Our Bayes’ Theorem only asserts that the posterior is absolutely continuous
with respect to the prior µ0. In fact equivalence (mutual absolute continuity)
will occur when Φ(·; y) is finite everywhere in X .
3.3. Heat Equation. We apply Bayesian inversion to the heat equation from
subsection 1.2. Recall that for G(u) = e−Au, we have the relationship
y = G(u) + η,
which we wish to invert. Let X = H and define
Ht = D(At/2) =
{
w
∣∣w = A−t/2w0, w0 ∈ H}.
Under Assumptions 1.3 we have αj ≍ j 2d so that this family of spaces is identical
with the Hilbert scale of spaces Ht as defined in subsections 1.2 and 2.4.
We choose the prior µ0 = N(0, A
−α), α > d2 . Thus µ0(X) = µ0(H) = 1.
Indeed the analysis in subsection 2.4 shows that µ0(Ht) = 1, t < α − d2 . For the
likelihood we assume that η ⊥ u with η ∼ Q0 = N(0, A−β), and β ∈ R. This
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measure satisfies Q0(Ht) = 1 for t < β − d2 and we thus choose Y = Ht
′
for some
t′ < β− d2 . Notice that our analysis includes the case of white observational noise,
for which β = 0. The Cameron-Martin Theorem 7.27, together with the fact that
e−λA commutes with arbitrary fractional powers of A, can be used to show that
y|u ∼ Qu := N(G(u), A−β) where Qu ≪ Q0 with
dQu
dQ0
(y) = exp
(− Φ(u; y)),
and
Φ(u; y) =
1
2
‖Aβ2 e−Au‖2 − 〈Aβ2 e−A2 y,Aβ2 e−A2 u〉.
In the following we repeatedly use the fact that Aγe−λA, λ > 0, is a bounded linear
operator from Ha to Hb, any a, b, γ ∈ R. Recall that ν0(du, dy) = µ0(du)Q0(dy).
Note that ν0(H × Ht′) = 1. Using the boundedness of Aγe−λA it may be shown
that
Φ : H ×Ht′ → R
is continuous, and hence ν0-measurable by Lemma 3.3.
Theorem 3.4 shows that the posterior is given by µy where
dµy
dµ0
(u) =
1
Z
exp
(− Φ(u; y)),
Z =
∫
H
exp
(− Φ(u; y))µ0(du),
provided that Z > 0 for y Q0-a.s. We establish this positivity in the remainder of
the proof. Since y ∈ Ht for any t < β − d2 , Q0-a.s., we have that y = A−t
′/2w0 for
some w0 ∈ H and t′ < β − d2 . Thus we may write
Φ(u; y) =
1
2
‖Aβ2 e−Au‖2 − 〈Aβ−t
′
2 e−
A
2 w0, A
β
2 e−
A
2 u〉. (3.7)
Then, using the boundedness of Aγe−λA, λ > 0, together with (3.7), we have
Φ(u; y) ≤ C(‖u‖2 + ‖w0‖2)
where ‖w0‖ is finite Q0-a.s. Thus
Z ≥
∫
‖u‖2≤1
exp
(− C(1 + ‖w0‖2))µ0(du)
and, since µ0(‖u‖2 ≤ 1) > 0 (by Theorem 7.28 all balls have positive measure for
Gaussians on a separable Banach space) the required positivity follows.
3.4. Elliptic Inverse Problem. We consider the elliptic inverse problem
from subsection 1.3 from the Bayesian perspective. We consider the use of both
uniform and Gaussian priors. Before studying the inverse problem, however, it is
important to derive some continuity properties of the forward problem. Through-
out this section we consider equation (1.7) under the assumption that f ∈ V ∗.
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3.4.1. Forward Problem. Recall that in subsection 1.3, equation (1.10), we
defined
X+ =
{
v ∈ L∞(D)
∣∣∣ess inf
x∈D
v(x) > 0
}
. (3.8)
Then the map R : X+ → V by R(κ) = p. This map is well-defined by Lemma 1.5
and we have the following result.
Lemma 3.7. For i = 1, 2, let
−∇ · (κi∇pi) = f, x ∈ D,
pi = 0, x ∈ ∂D.
Then
‖p1 − p2‖V ≤ 1
κ2min
‖f‖V ∗‖κ1 − κ2‖L∞
where we assume that
κmin := ess inf
x∈D
κ1(x) ∧ ess inf
x∈D
κ2(x) > 0.
Thus the function R : X+ → V is locally Lipschitz.
Proof. Let e = κ1 − κ2, r = p1 − p2. Then
−∇ · (κ1∇r) = ∇ ·
(
(κ1 − κ2)∇p2
)
, x ∈ D
r = 0, x ∈ ∂D.
Multiplying by r and integrating by parts on both sides of the identity gives
κmin
∫
D
|∇r|2 dx ≤ ‖(κ2 − κ1)∇p2‖‖∇r‖.
Using the fact that ‖ϕ‖V = ‖∇ϕ‖, and applying Lemma 1.5 to bound p2 in V , we
find that
‖r‖V ≤ ‖(κ2 − κ1)∇p2‖/κmin
≤ ‖κ2 − κ1‖L∞‖p2‖V /κmin
≤ 1
κ2min
‖f‖V ∗‖e‖L∞.
✷
3.4.2. Uniform Priors. We now study the inverse problem of finding κ from a
finite set of continuous linear functionals {lj}Jj=1 on V , representing measurements
of p; thus lj ∈ V ∗. To match the notation from subsection 3.2 we take κ = u and
we define the separable Banach space X ′ as in subsection 2.2. It is straightforward
to see that Lemma 3.7 extends to the case where X+ given by (3.8) is replaced by
X+ =
{
v ∈ X ′
∣∣∣ess inf
x∈D
v(x) > 0
}
(3.9)
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since X ′ ⊂ L∞(D). When considering uniform priors for the elliptic problem we
work with this definition of X+.
We define G : X+ → RJ by
Gj(u) = lj
(R(u)), j = 1, . . . , J
where, recall, the lj are elements of V
∗: bounded linear functionals on V . Then
G(u) =
(
G1(u), · · · , GJ(u)
)
and we are interested in the inverse problem of finding
u ∈ X+ from y where
y = G(u) + η
and η is the noise. We assume η ∼ N(0,Γ), for positive symmetric Γ ∈ RJ×J .
(Use of other statistical assumptions on η is a straightforward extension of what
follows whenever η has a smooth density on RJ .)
Let µ0 denote the prior measure constructed in subsection 2.2. Then µ0-almost
surely we have, by Theorem 2.1,
u ∈ X+0 :=
{
v ∈ X ′
∣∣∣ 1
1 + δ
mmin ≤ v(x) ≤ mmax + δ
1 + δ
mmin a.e. x ∈ D
}
.
(3.10)
Thus µ0(X
+
0 ) = 1.
The likelihood is defined as follows. Since η ∼ N(0,Γ) it follows that Q0 =
N(0,Γ), Qu = N
(
G(u),Γ
)
and
dQu
dQ0
(y) = exp
(− Φ(u; y)),
Φ(u; y) =
1
2
∣∣Γ− 12 (y −G(u))∣∣2 − 1
2
∣∣Γ− 12 y∣∣2.
Recall that ν0(dy, du) = Q0(dy)µ0(du). Since G : X
+ → RJ is locally Lipschitz
by Lemma 3.7, Lemma 3.3 implies that Φ : X+ × Y → R is ν0-measurable. Thus
Theorem 3.4 shows that u|y ∼ µy where
dµy
dµ0
(u) =
1
Z
exp
(− Φ(u; y)) (3.11)
Z =
∫
X+
exp
(− Φ(u; y))µ0(du),
provided Z > 0 for y Q0-almost surely. To see that Z > 0 note that
Z =
∫
X+0
exp
(− Φ(u; y))µ0(du),
since µ0(X
+
0 ) = 1. On X
+
0 we have that R(·) is bounded in V , and hence G is
bounded in RJ . Furthermore y is finite Q0-almost surely. Thus Q0-almost surely
with respect to y, Φ(·; y) is bounded on X+0 ; we denote the resulting bound by
M =M(y) <∞. Hence
Z ≥
∫
X+0
exp(−M)µ0(du) = exp(−M) > 0.
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and the result is proved.
We may use Remark 3.6 to shift Φ by 12 |Γ−
1
2 y|2, since this is almost surely
finite under Q0 and hence under ν(du, dy) = Qu(dy)µ0(du). We then obtain the
equivalent form for the posterior distribution µy:
dµy
dµ0
(u) =
1
Z
exp
(
− 1
2
∣∣Γ− 12 (y −G(u))∣∣2), (3.12a)
Z =
∫
X
exp
(
− 1
2
|Γ− 12 (y −G(u))∣∣2)µ0(du). (3.12b)
3.4.3. Gaussian Priors. We conclude this subsection by discussing the same
inverse problem, but using Gaussian priors from subsection 2.4. We now set X =
C(D), Y = RJ and we note that X embeds continuously into L∞(D). We assume
that we can find an operator A which satisfies Assumptions 2.17. We now take
κ = exp(u), and define G : X → RJ by
Gj(u) = lj
(
R( exp(u))), j = 1, . . . , J.
We take as prior on u the measure N(0, A−s) with s > d/2. Then Theorem 2.18
shows that µ(X) = 1. The likelihood is unchanged by the prior, since it concerns
y given u, and is hence identical to that in the case of the uniform prior, although
the mean shift from Q0 to Qu by G(u) now has a different interpretation since
κ = exp(u) rather than κ = u. Thus we again obtain (3.11) for the posterior dis-
tribution (albeit with a different definition of G(u)) provided that we can establish
that, Q0-a.s.,
Z =
∫
X
exp
(1
2
∣∣Γ− 12 y∣∣2 − 1
2
∣∣Γ− 12 (y −G(u))∣∣2)µ0(du) > 0.
To this end we use the fact that the unit ball in X , denoted B, has positive measure
by Theorem 7.28, and that on this ball R(exp(u)) is bounded in V by e−a‖f‖V ∗ ,
by Lemma 1.5, for some finite positive constant a. This follows from the continuous
embedding of X into L∞ and since the infimum of κ = exp(u) is bounded below
by e−‖u‖L∞ . Thus G is bounded on B and, noting that y is Q0-a.s. finite, we have
for some M =M(y) <∞,
sup
u∈B
(1
2
∣∣Γ− 12 (y −G(u))∣∣2 − 1
2
∣∣Γ− 12 y|2) < M.
Hence
Z ≥
∫
B
exp(−R)µ0(du) = exp(−R)µ0(B) > 0
since all balls have positive measure for Gaussian measure on a separable Banach
space. Thus we again obtain (3.12) for the posterior measure, now with the new
definition of G, and hence Φ.
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3.5. Bibliographic Notes.
• Subsection 3.1. Theorem 3.1 is taken from [44] where it is used to com-
pute expressions for the measure induced by various conditionings applied
to SDEs. The existence of regular conditional probability distributions is
discussed in [55], Theorem 6.3. The Example 3.2, concerning end-point con-
ditioning of measures defined via a density with respect to Wiener measure,
finds application to problems from molecular dynamics in [83, 84]. Further
material concerning the equivalence of posterior with respect to the prior
may be found in [93, Chapters 3 and 6], [3], [4]. The equivalence of Gaus-
sian measures is studied via the Feldman-Ha´jeki theorem; see [29] and the
Appendix. A proof of Lemma 3.3 can be found in [89, Chapter 1, Theorem
1.12]. See also [55, Lemma 1.5].
• Subsection 3.2. General development of Bayes’ Theorem for inverse problems
on function space, along the lines described here, may be found in [18, 93].
The reader is also directed to the papers [62, 63] for earlier related material,
and to [64, 65, 66] for recent developments.
• Subsection 3.3. The inverse problem for the heat equation was one of the
first infinite dimensional inverse problems to receive Bayesian treatment; see
[37], leading to further developments in [72, 69]. The problem is worked
through in detail in [93]. To fully understand the details the reader will
need to study the Cameron-Martin theorem (concerning shifts in the mean of
Gaussian measures) and the Feldman-Ha´jek theorem (concerning equivalence
of Gaussian measures); both of these may be found in [29, 68, 14] and are
also discussed in [93].
• Subsection 3.4. The elliptic inverse problem with the uniform prior is studied
in [91]. A Gaussian prior is adopted in [26], and a Besov prior in [25].
4. Common Structure
In this section we discuss various common features of the posterior distribution
arising from the Bayesian approach to inverse problems. We start, in subsection
4.1, by studying the continuity properties of the posterior with respect to changes
in data, proving a form of well-posedness; indeed we show that the posterior is
Lipschitz in the data with respect to the Hellinger metric. In subsection 4.2 we
use similar ideas to study the effect of approximation on the posterior distribution,
showing that small changes in the potential Φ lead to small changes in the posterior
distribution, again in the Hellinger metric; this work may be used to translate error
analysis pertaining to the forward problem into estimates on errors in the posterior
distribution. In the final subsection 4.3 we study an important link between the
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Bayesian approach to inverse problems and classical regularization techniques for
inverse problems; specifically we link the Bayesian MAP estimator to a Tikhonov-
Phillips regularized least squares problem. The first two subsections work with
general priors, whilst the final one is concerned with Gaussians only.
4.1. Well-Posedness. In many classical inverse problems small changes in
the data can induce arbitrarily large changes in the solution, and some form of
regularization is needed to counteract this ill-posedness. We illustrate this effect
with the inverse heat equation example. We then proceed to show that the Bayesian
approach to inversion has the property that small changes in the data lead to small
changes in the posterior distribution. Thus working with probability measures on
the solution space, and adopting suitable priors, provides a form of regularization.
Example 4.1. Consider the heat equation introduced in subsection 1.2 and both
perfect data y = e−Au, derived from the forward model with no noise, and noisy
data y′ = e−Au + η. Consider the case where η = ǫϕj with ǫ small and ϕj a
normalized eigenfuction of A. Thus ‖η‖ = ǫ. Obviously application of the inverse
of e−A to y returns the point u which gave rise to the perfect data. It is natural to
apply the inverse of e−A to both y and to y′ to understand the effect of the noise.
Doing so yields the identity
‖eAy − eAy′‖ = ‖eA(y − y′)‖ = ‖eAη‖ = ǫ‖eAϕj‖ = ǫeαj .
Recall Assumption 1.3 which gives αj ≍ j2/d. Now fix any a > 0 and choose
j large enough to ensure that αj = (a + 1) log(ǫ
−1). It then follows that ‖y −
y′‖ = O(ǫ) whilst ‖eAy− eAy′‖ = O(ǫ−a). This is a manifestation of ill-posedness.
Furthermore, since a > 0 is arbitrary, the ill-posedness can be made arbitrarily
bad by considering a→∞. ✷
Our aim in this section is to show that this ill-posedness effect does not occur
in the Bayesian posterior distribution: small changes in the data y lead to small
changes in the measure µy. Let X,Y be separable Banach spaces, equipped with
the Borel σ-algebra, and µ0 a measure on X . We will work under assumptions
which enable us to make sense of the following measure µy ≪ µ0 defined, for some
Φ : X × Y → R, by
dµy
dµ0
(u) =
1
Z(y)
exp
(− Φ(u; y)), (4.1a)
Z(y) =
∫
X
exp
(− Φ(u; y))µ0(du). (4.1b)
We make the following assumptions concerning Φ :
Assumptions 4.2. Let X ′ ⊆ X and assume that Φ ∈ C(X ′ × Y ;R). Assume
further that there are functions Mi : R
+ × R+ → R+, i = 1, 2, monotonic non-
decreasing separately in each argument, and with M2 strictly positive, such that
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for all u ∈ X ′, y, y1, y2 ∈ BY (0, r),
Φ(u; y) ≥ −M1(r, ‖u‖X),
|Φ(u; y1)− Φ(u; y2)| ≤M2(r, ‖u‖X)‖y1 − y2‖Y . ✷
In order to measure the effect of changes in y on the measure µy we need a
metric on measures. We use the Hellinger metric defined in subsection 7.2.4.
Theorem 4.3. Let Assumptions 4.2 hold. Assume that µ0(X
′) = 1 and that
µ0(X
′ ∩B) > 0 for some bounded set B in X. Assume additionally that, for every
fixed r > 0,
exp
(
M1(r, ‖u‖X)
) ∈ L1µ0(X ;R).
Then, for every y ∈ Y , Z(y) given by (4.1b) is positive and finite and the probability
measure µy given by (4.1) is well-defined.
Proof. The boundedness of Z(y) follows directly from the lower bound on Φ in
Assumptions 4.2, together with the assumed integrability condition in the theorem.
Since u ∼ µ0 satisfies u ∈ X ′ a.s., we have
Z(y) =
∫
X′
exp
(− Φ(u; y))µ0(du).
Note that B′ = X ′ ∩B is bounded in X . Define
R1 := sup
u∈B′
‖u‖X <∞.
Since Φ : X ′ × Y → R is continuous it is finite at every point in B′ × {y}. Thus,
by the continuity of Φ(·; ·) implied by Assumptions 4.2, we see that
sup
(u,y)∈B′×BY (0,r)
Φ(u; y) = R2 <∞.
Hence
Z(y) ≥
∫
B′
exp(−R2)µ0(du) = exp(−R2)µ0(B′) > 0. (4.2)
Since µ0(B
′) is assumed positive and R2 is finite we deduce that Z(y) > 0. ✷
Remarks 4.4. The following remarks apply to the preceding and following theo-
rem.
• In the preceding theorem we are not explicitly working in a Bayesian set-
ting: we are showing that, under the stated conditions on Φ, the measure
is well-defined and normalizable. In Theorem 3.4 we did not need to check
normalizability because µy was defined as a regular conditional probability,
via Theorem 3.1, and therefore automatically normalizable.
• The lower bound (4.2) is used repeatedly in what follows, without comment.
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• Establishing the integrability conditions for both the preceding and follow-
ing theorem is often achieved for Gaussian µ0 by appealing to the Fernique
theorem.
Theorem 4.5. Let Assumptions 4.2 hold. Assume that µ0(X
′) = 1 and that
µ0(X
′ ∩B) > 0 for some bounded set B in X. Assume additionally that, for every
fixed r > 0,
exp
(
M1(r, ‖u‖X)
)(
1 +M2(r, ‖u‖X)2
)
∈ L1µ0(X ;R).
Then there is C = C(r) > 0 such that, for all y, y′ ∈ BY (0, r)
dHell(µ
y, µy
′
) ≤ C‖y − y′‖Y .
Proof. Throughout this proof we use C to denote a constant independent of u,
but possibly depending on the fixed value of r; it may change from occurence to
occurence. We use the fact that, since M2(r, ·) is monotonic non-decreasing and
strictly positive on [0,∞),
exp
(
M1(r, ‖u‖X)
)
M2(r, ‖u‖X) ≤ exp
(
M1(r, ‖u‖X)
)(
1 +M2(r, ‖u‖X)2
)
, (4.3a)
exp
(
M1(r, ‖u‖X)
) ≤ exp (M1(r, ‖u‖X))(1 +M2(r, ‖u‖X)2). (4.3b)
Let Z = Z(y) and Z ′ = Z(y′) denote the normalization constants for µy and µy
′
so that, by Theorem 4.3,
Z =
∫
X′
exp
(
−Φ(u; y)
)
µ0(du) > 0,
Z ′ =
∫
X′
exp
(
−Φ(u; y′)
)
µ0(du) > 0.
Then, using the local Lipschitz property of the exponential and the assumed Lip-
schitz continuity of Φ(u; ·), together with (4.3a), we have
|Z − Z ′| ≤
∫
X′
| exp (− Φ(u; y))− exp (− Φ(u; y′))|µ0(du)
≤
∫
X′
exp
(
M1(r, ‖u‖X)
)|Φ(u; y)− Φ(u; y′)|µ0(du)
≤
( ∫
X′
exp
(
M1(r, ‖u‖X)
)
M2(r, ‖u‖X)µ0(du)
)
‖y − y′‖Y
≤
( ∫
X′
exp
(
M1(r, ‖u‖X)
)
(1 +M2(r, ‖u‖X)2)µ0(du)
)
‖y − y′‖Y
≤ C‖y − y′‖Y .
The last line follows because the integrand is in L1µ0 by assumption. From the
definition of Hellinger distance we have(
dHell(µ
y , µy
′
)
)2
≤ I1 + I2,
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where
I1 =
1
Z
∫
X′
(
exp
(−1
2
Φ(u; y)
)− exp(−1
2
Φ(u; y′)
))2
µ0(du),
I2 =
∣∣Z− 12 − (Z ′)− 12 ∣∣2 ∫
X′
exp(−Φ(u; y′))µ0(du).
Note that, again using similar Lipschitz calculations to those above, using the fact
that Z > 0 and Assumptions 4.2,
I1 ≤ 1
4Z
∫
X′
exp
(
M1(r, ‖u‖X)
)|Φ(u; y)− Φ(u; y′)|2µ0(du)
≤ 1
Z
(∫
X′
exp
(
M1(r, ‖u‖X)
)
M2(r, ‖u‖X)2µ0(du)
)
‖y − y′‖2Y
≤ C‖y − y′‖2Y .
Also, using Assumptions 4.2, together with (4.3b),∫
X′
exp
(− Φ(u; y′))µ0(du) ≤ ∫
X′
exp
(
M1(r, ‖u‖X)
)
µ0(du)
<∞.
Hence
I2 ≤ C
(
Z−3 ∨ (Z ′)−3)|Z − Z ′|2 ≤ C‖y − y′‖2Y .
The result is complete. ✷
Remark 4.6. The Hellinger metric has the very desirable property that it trans-
lates directly into bounds on expectations. For functions f which are in L2µy (X ;R)
and L2
µy′
(X ;R) the closeness of the Hellinger metric implies closeness of expecta-
tions of f . To be precise, for y, y′ ∈ BY (0, r) we have
|Eµyf(u)− Eµy
′
f(u)| ≤ CdHell(µy, µy′)
where constant C depends on r and on the expectations of |f |2 under µy and µy′ .
It follows that
|Eµyf(u)− Eµy
′
f(u)| ≤ C‖y − y′‖,
for a possibly different constant C which also depends on r and on the expectations
of |f |2 under µy and µy′ .
4.2. Approximation. In this section we concentrate on continuity proper-
ties of the posterior measure with respect to approximation of the potential Φ. The
methods used are very similar to those in the previous subsection, and we establish
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a continuity property of the posterior distribution, in the Hellinger metric, with
respect to small changes in the potential Φ.
Because the data y plays no explicit role in this discussion, we drop explicit
reference to it. Let X be a Banach space and µ0 a measure on X . Assume that µ
and µN are both absolutely continuous with respect to µ0 and given by
dµ
dµ0
(u) =
1
Z
exp
(− Φ(u)), (4.4a)
Z =
∫
X
exp
(− Φ(u))µ0(du) (4.4b)
and
dµN
dµ0
(u) =
1
ZN
exp
(− ΦN (u)), (4.5a)
ZN =
∫
X
exp
(− ΦN (u))µ0(du) (4.5b)
respectively. The measure µN might arise, for example, through an approximation
of the forward map G underlying an inverse problem of the form (3.2). It is natural
to ask whether closeness of the forward map and its approximation imply closeness
of the posterior measures. We now address this question.
Assumptions 4.7. Let X ′ ⊆ X and assume that Φ ∈ C(X ′;R). Assume further
that there are functions Mi : R
+ → R+, i = 1, 2, independent of N and monotonic
non-decreasing separately in each argument, and with M2 strictly positive, such
that for all u ∈ X ′,
Φ(u) ≥ −M1(‖u‖X),
ΦN (u) ≥ −M1(‖u‖X),
|Φ(u)− ΦN(u)| ≤M2(‖u‖X)ψ(N),
where ψ(N)→ 0 as N →∞. ✷
The following two theorems are very similar to Theorems 4.3, 4.5 and the proofs
are adapted to estimate changes in the posterior caused by changes in the potential
Φ, rather than the data y.
Theorem 4.8. Let Assumptions 4.7 hold. Assume that µ0(X
′) = 1 and that
µ0(X
′ ∩B) > 0 for some bounded set B in X. Assume additionally that, for every
fixed r > 0,
exp
(
M1(r, ‖u‖X)
) ∈ L1µ0(X ;R).
Then Z,ZN given by (4.1b), (4.4b) are positive and finite and the probability mea-
sures µ and µN given by (4.1), (4.4) are well-defined. Furthermore, for sufficiently
large N , ZN given by (4.5b) is bounded below by a positive constant independent
of N .
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Proof. Finiteness of the normalization constants Z and ZN follows from the lower
bounds on Φ and ΦN given in Assumptions 4.7, together with the integrability
condition in the theorem. Since u ∼ µ0 satisfies u ∈ X ′ a.s., we have
Z =
∫
X′
exp
(− Φ(u))µ0(du).
Note that B′ = X ′ ∩B is bounded in X . Thus
R1 := sup
u∈B′
‖u‖X <∞.
Since Φ : X ′ → R is continuous it is finite at every point in B′. Thus, by the
properties of |Φ(·)− ΦN (·)| implied by Assumptions 4.7, we see that
sup
u∈B′
Φ(u) = R2 <∞.
Hence
Z ≥
∫
B′
exp(−R2)µ0(du) = exp(−R2)µ0(B′).
Since µ0(B
′) is assumed positive and R2 is finite we deduce that Z > 0. By
Assumptions 4.7 we may choose N large enough so that
sup
u∈B′
|Φ(u)− ΦN (u)| ≤ R2
so that
sup
u∈B′
ΦN (u) ≤ 2R2 <∞.
Hence
ZN ≥
∫
B′
exp(−2R2)µ0(du) = exp(−2R2)µ0(B′).
Since µ0(B
′) is assumed positive and R2 is finite we deduce that Z
N > 0. Fur-
thermore, the lower bound is independent of N , as required. ✷
Theorem 4.9. Let Assumptions 4.7 hold. Assume that µ0(X
′) = 1 and that
µ0(X
′ ∩B) > 0 for some bounded set B in X. Assume additionally that
exp
(
M1(‖u‖X)
)(
1 +M2(‖u‖X)2
)
∈ L1µ0(X ;R).
Then there is C > 0 such that, for all N sufficiently large,
dHell(µ, µ
N ) ≤ Cψ(N).
Proof. Throughout this proof we use C to denote a constant independent of u,
and N ; it may change from occurrence to occurrence. We use the fact that, since
M2(·) is monotonic non-decreasing and since it is strictly positive on [0,∞),
exp
(
M1(‖u‖X)
)
M2(‖u‖X) ≤ exp
(
M1(‖u‖X)
)(
1 +M2(‖u‖X)2
)
, (4.6a)
exp
(
M1(‖u‖X)
) ≤ exp (M1(‖u‖X))(1 +M2(‖u‖X)2). (4.6b)
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Let Z and ZN denote the normalization constants for µ and µN so that for all
N sufficiently large, by Theorem 4.8,
Z =
∫
X′
exp
(
−Φ(u)
)
µ0(du) > 0,
ZN =
∫
X′
exp
(
−ΦN (u)
)
µ0(du) > 0,
with positive lower bounds independent ofN . Then, using the local Lipschitz prop-
erty of the exponential and the approximation property of ΦN (·) from Assumptions
4.7, together with (4.6a), we have
|Z − ZN | ≤
∫
X′
| exp (− Φ(u))− exp (− ΦN (u))|µ0(du)
≤
∫
X′
exp
(
M1(‖u‖X)
)|Φ(u)− ΦN (u)|µ0(du)
≤
(∫
X′
exp
(
M1(‖u‖X)
)
M2(‖u‖X)µ0(du)
))
ψ(N)
≤
(∫
X′
exp
(
M1(‖u‖X)
)
(1 +M2(‖u‖X)2)µ0(du)
))
ψ(N)
≤ Cψ(N).
The last line follows because the integrand is in L1µ0 by assumption. From the
definition of Hellinger distance we have(
dHell(µ
y , µy
′
)
)2
≤ I1 + I2,
where
I1 =
1
Z
∫
X′
(
exp
(−1
2
Φ(u)
)− exp(−1
2
ΦN (u)
))2
µ0(du),
I2 =
∣∣Z− 12 − (ZN)− 12 ∣∣2 ∫
X′
exp(−ΦN (u))µ0(du).
Note that, again by means of similar Lipschitz calculations to those above, using
the fact that Z,ZN > 0 uniformly for N sufficiently large by Theorem 4.8, and
Assumptions 4.7,
I1 ≤ 1
4Z
∫
X′
exp
(
M1(‖u‖X
)|Φ(u)− ΦN (u)|2µ0(du)
≤ 1
Z
( ∫
X′
exp
(
M1(‖u‖X)
)
M2(‖u‖X)2µ0(du)
)
ψ(N)2
≤ Cψ(N)2.
Also, using Assumptions 4.7, together with (4.6b),∫
X′
exp
(− ΦN (u))µ0(du) ≤ ∫
X′
exp
(
M1(‖u‖X)
)
µ0(du)
<∞,
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and the upper bound is independent of N . Hence
I2 ≤ C
(
Z−3 ∨ (ZN )−3)|Z − ZN |2 ≤ Cψ(N)2.
The result is complete. ✷
Remarks 4.10. The following two remarks are relevant to establishing the con-
ditions of the preceding two theorems, and to applying them.
• As mentioned in the previous susbection concerning well-posedness, the Fer-
nique Theorem can frequently be used to establish integrability conditions,
such as those in the two preceding theorems when µ0 is Gaussian.
• Using the ideas underlying Remark 4.6, the preceding theorem enables us
to translate errors arising from approximation of the forward problem into
errors in the Bayesian solution of the inverse problem. Furthermore, the
errors in the forward and inverse problems scale the same way with respect
to N . For functions f which are in L2µ and L
2
µN , uniformly with respect to
N , the closeness of the Hellinger metric implies closeness of expectations of
f :
|Eµf(u)− EµN f(u)| ≤ Cψ(N).
4.3. MAP Estimators and Tikhonov Regularization. The aim
of this section is to connect the probabilistic approach to inverse problems with
the classical method of Tikhonov regularization. We consider the setting in which
the prior measure is a Gaussian. We then show that MAP estimators, points of
maximal probability, coincide with minimizers of a Tikhonov-Phillips regularized
least-squares function, with regularization being with respect to the Cameron-
Martin norm of the Gaussian prior. The data y plays no explicit role in our
developments here and so we work in the setting of equation (4.4). Recall, however,
that in the context of inverse problems, a classical methodology is to simply try
and minimize (subject to some regularization) Φ(u). Indeed for finite data and
Gaussian observational noise with Gaussian distribution N(0,Γ) we have
Φ(u) =
1
2
∣∣Γ− 12 (y −G(u))∣∣2.
Thus Φ is simply a covariance weighted model-data misfit least squares function.
In this section we show that maximizing probability under µ (in a sense that
we will make precise in what follows) is equivalent to minimizing
I(u) =
{
Φ(u) + 12‖u‖2E if u ∈ E, and
+∞ else. (4.7)
Here (E, ‖ · ‖E) denotes the Cameron-Martin space associated to µ. We view µ as
a Gaussian probability measure on a separable Banach space (X, ‖ · ‖X) so that
µ0(X) = 1. We make the following assumptions about the function Φ :
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Assumption 4.11. The function Φ: X → R satisfies the following conditions:
(i) For every ǫ > 0 there is an M =M(ǫ) ∈ R, such that for all u ∈ X ,
Φ(u) ≥M − ǫ‖u‖2X .
(ii) Φ is locally bounded from above, i.e. for every r > 0 there exists K = K(r) >
0 such that, for all u ∈ X with ‖u‖X < r we have
Φ(u) ≤ K.
(iii) Φ is locally Lipschitz continuous, i.e. for every r > 0 there exists L = L(r) >
0 such that for all u1, u2 ∈ X with ‖u1‖X , ‖u2‖X < r we have
|Φ(u1)− Φ(u2)| ≤ L‖u1 − u2‖X .
In finite dimensions, for measures which have a continuous density with respect
to Lebesgue measure, there is an obvious notion of most likely point(s): simply the
point(s) at which the Lebesgue density is maximized. This way of thinking does
not translate into the infinite dimensional context, but there is a way of restating it
which does. Fix a small radius δ > 0 and identify centres of balls of radius δ which
have maximal probability. Letting δ → 0 then recovers the preceding definition,
when there is a continuous Lebesgue density. We adopt this small ball approach
in the infinite dimensional setting.
For z ∈ E, let Bδ(z) ⊂ X be the open ball centred at z ∈ X with radius δ
in X . Let
Jδ(z) = µ
(
Bδ(z)
)
be the mass of the ball Bδ(z) under the measure µ. Similarly we define
Jδ0 (z) = µ0
(
Bδ(z)
)
the mass of the ball Bδ(z) under the Gaussian prior. Recall that all balls in a
separable Banach space have positive Gaussian measure, by Theorem 7.28; it thus
follows that Jδ0 (z) is finite and positive for any z ∈ E. By Assumptions 4.11(i),(ii)
together with the Fernique Theorem 2.13 the same is true for Jδ(z). Our first
theorem encapsulates the idea that probability is maximized where I is minimized.
To see this, fix any point z2 in the Cameron-Martin space E and notice that the
probability of the small ball at z1 is maximized, asymptotically as the radius of
the ball tends to zero, at minimizers of I.
Theorem 4.12. Let Assumptions 4.11 hold and assume that µ0(X) = 1. Then
the function I defined by (4.7) satisfies, for any z1, z2 ∈ E,
lim
δ→0
Jδ(z1)
Jδ(z2)
= exp
(
I(z2)− I(z1)
)
.
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Proof. Since Jδ(z) is finite and positive for any z ∈ E the ratio of interest is finite
and positive. The key estimate in the proof is given in Theorem 7.30:
lim
δ→0
Jδ0 (z1)
Jδ0 (z2)
= exp
(
1
2
‖z2‖2E −
1
2
‖z1‖2E
)
. (4.8)
This estimate transfers questions about probability, naturally asked on the space
X of full measure under µ0, into statements concerning the Cameron-Martin norm
of µ0; note that under this norm a random variable distributed as µ0 is almost
surely infinite so the result is non-trivial.
We have
Jδ(z1)
Jδ(z2)
=
∫
Bδ(z1)
exp(−Φ(u))µ0(du)∫
Bδ(z2)
exp(−Φ(v))µ0(dv)
=
∫
Bδ(z1)
exp(−Φ(u) + Φ(z1)) exp(−Φ(z1))µ0(du)∫
Bδ(z2)
exp(−Φ(v) + Φ(z2)) exp(−Φ(z2))µ0(dv) .
By Assumption 4.11 (iii) there is L = L(r) such that, for all u, v ∈ X with
max{‖u‖X, ‖v‖X} < r,
−L ‖u− v‖X ≤ Φ(u)− Φ(v) ≤ L ‖u− v‖X .
If we define L1 = L(‖z1‖X + δ) and L2 = L(‖z2‖X + δ) then we have
Jδ(z1)
Jδ(z2)
≤ eδ(L1+L2)
∫
Bδ(z1)
exp(−Φ(z1))µ0(du)∫
Bδ(z2)
exp(−Φ(z2))µ0(dv)
= eδ(L1+L2)e−Φ(z1)+Φ(z2)
∫
Bδ(z1)
µ0(du)∫
Bδ(z2)
µ0(dv)
.
Now, by (4.8), we have
Jδ(z1)
Jδ(z2)
≤ r1(δ) eδ(L2+L1)e−I(z1)+I(z2)
with r1(δ)→ 1 as δ → 0. Thus
lim sup
δ→0
Jδ(z1)
Jδ(z2)
≤ e−I(z1)+I(z2). (4.9)
Similarly we obtain
Jδ(z1)
Jδ(z2)
≥ 1
r2(δ)
e−δ(L2+L1)e−I(z1)+I(z2)
with r2(δ)→ 1 as δ → 0 and deduce that
lim inf
δ→0
Jδ(z1)
Jδ(z2)
≥ e−I(z1)+I(z2) (4.10)
Inequalities (4.9) and (4.10) give the desired result.
46 Masoumeh Dashti and Andrew M Stuart
We have thus linked the Bayesian approach to inverse problems with a classical
regularization technique. We conclude the subsection by showing that, under the
prevailing Assumptions 4.11, the minimization problem for I is well-defined. We
first recall a basic definition and lemma from the calculus of variations.
Definition 4.13. The function I : E → R is weakly lower semicontinuous if
lim inf
n→∞
I(un) ≥ I(u)
whenever un ⇀ u in E. The function I : E → R is weakly continuous if
lim
n→∞
I(un) = I(u)
whenever un ⇀ u in E. ✷
Clearly weak continuity implies weak lower semicontinuity.
Lemma 4.14. If (E, 〈·, ·〉E) is a Hilbert space with induced norm ‖ · ‖E then the
quadratic form J(u) := 12‖u‖2E is weakly lower semicontinuous.
Proof. The result follows from the fact that
J(un)− J(u) = 1
2
‖un‖2E −
1
2
‖u‖2E
=
1
2
〈un − u, un + u〉E
=
1
2
〈un − u, 2u〉E + 1
2
‖un − u‖2E
≥ 1
2
〈un − u, 2u〉E.
But the right hand side tends to zero since un ⇀ u in E. Hence the result
follows.
Theorem 4.15. Suppose that Assumptions 4.11 hold and let E be a Hilbert space
compactly embedded in X. Then there exists u ∈ E such that
I(u) = I := inf{I(u) : u ∈ E}.
Furthermore, if {un} is a minimizing sequence satisfying I(un)→ I(u) then there
is a subsequence {un′} that converges strongly to u in E.
Proof. Compactness of E in X implies that, for some universal constant C,
‖u‖2X ≤ C‖u‖2E.
Hence, by Assumption 4.11(i), it follows that, for any ǫ > 0, there is M(ǫ) ∈ R
such that (1
2
− Cǫ
)
‖u‖2E +M(ǫ) ≤ I(u).
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By choosing ǫ sufficiently small, we deduce that there is M ∈ R such that, for all
u ∈ E,
1
4
‖u‖2E +M ≤ I(u). (4.11)
Let un be an infimizing sequence satisfying I(un) → I as n → ∞. For any
δ > 0 there is N = N1(δ):
I ≤ I(un) ≤ I + δ, ∀n ≥ N1. (4.12)
Using (4.11) we deduce that the sequence {un} is bounded in E and, since E is
a Hilbert space, there exists u ∈ E such that un ⇀ u in E. By the compact
embedding of E in X we deduce that un → u, strongly in X . By the Lipschitz
continuity of Φ in X (Assumption 4.11(iii)) we deduce that Φ(un)→ Φ(u). Thus
Φ is weakly continuous on E. The functional J(u) := 12‖u‖2E is weakly lower
semicontinuous on E by Lemma 4.14. Hence I(u) = J(u) + Φ(u) is weakly lower
semicontinuous on E. Using this fact in (4.12) it follows that, for any δ > 0,
I ≤ I(u) ≤ I + δ.
Since δ is arbitrary the first result follows.
By passing to a further subsequence, and for n, ℓ ≥ N2(δ),
1
4
‖un − uℓ‖2E =
1
2
‖un‖2E +
1
2
‖uℓ‖2E −
1
4
‖un + uℓ‖2E
= I(un) + I(uℓ)− 2I
(1
2
(un + uℓ)
)
− Φ(un)− Φ(uℓ) + 2Φ
(1
2
(un + uℓ)
)
≤ 2(I + δ)− 2I − Φ(un)− Φ(uℓ) + 2Φ
(1
2
(un + uℓ)
)
≤ 2δ − Φ(un)− Φ(uℓ) + 2Φ
(1
2
(un + uℓ)
)
.
But un, uℓ and
1
2 (un + uℓ) all converge strongly to u in X . Thus, by continuity of
Φ, we deduce that for all n, ℓ ≥ N3(δ),
1
4
‖un − uℓ‖2E ≤ 3δ.
Hence the sequence is Cauchy in E and converges strongly and the proof is com-
plete.
Corollary 4.16. Suppose that Assumptions 4.11 hold and the Gaussian measure
µ0 with Cameron-Martin space space E satisfies µ0(X) = 1. Then there exists
u ∈ E such that
I(u) = I := inf{I(u) : u ∈ E}.
Furthermore, if {un} is a minimizing sequence satisfying I(un)→ I(u) then there
is a subsequence {un′} that converges strongly to u in E.
Proof. By Theorem 7.29, E is compactly embedded in X . Hence the result follows
by Theorem 4.15.
48 Masoumeh Dashti and Andrew M Stuart
4.4. Bibliographic Notes.
• Subsection 4.1. The well-posedness theory described here was introduced in
the papers [18] and [93]. Relationships between the Hellinger dostance on
probability measures, and the Total Variation distance and Kullback-Leibler
divergence may be found in [39], [82], as well as in [93].
• Subsection 4.2. Generalization of the well-posedness theory to study the ef-
fect of numerical approximation of the forward model on the inverse problem
may be found in [21]. The relationship between expectations and Hellinger
distance, as used in Remark 4.10, is demonstrated in [93].
• Subsection 4.3. The connection between Tikhonov-Phillips regularization
and MAP estimators is widely appreciated in computational Bayesian in-
verse problems; see [54]. Making the connection rigorous in the separable
Banach space setting is the subject of the paper [31]; further references to
the historical development of the subject may be found therein. Related to
Lemma 4.14 see also [24, Chapter 3].
5. Measure Preserving Dynamics
The aim of this section is to study Markov processes, in continuous time, and
Markov chains, in discrete time, which preserve the measure µ given by (4.4). The
overall setting is described in subsection 5.1, and introduces the role of detailed bal-
ance and reversibility in constructing measure-preserving Markov chains/processes.
Subsection 5.2 concerns Markov chain-Monte Carlo (MCMC) methods; these are
Markov chains which are invariant with respect to µ. Metropolis-Hastings methods
are introduced and the role of detailed balance in their construction is explained.
The benefits of conceiving MCMC methods which are defined on the infinite di-
mensional space is emphasized. In particular, the idea of using proposals which
preserve the prior, more specificallty which are prior reversible, is introduced as an
example. In subsection 5.3 we show how sequential Monte Carlo (SMC) methods
can be used to construct approximate samples from the measure µ given by (4.4).
Again our perspective is to construct algorithms which are provably well-defined
on the infinite dimensional space and in fact we find an upper bound for the ap-
proximation error of the SMC method which proves its convergence on an infinite
dimensional space. The MCMC methods from the previous section play an impor-
tant role in the construction of these SMC methods. Subsections 5.4–5.6 concern
continuous time µ-reversible processes. In particular they concern derivation and
study of a Langevin equation which is invariant with respect to the measure µ.
(Note that this is called the overdamped Langevin equation for a physicist, the
plain Langevin equation for a statistician.) In continuous time we work entirely in
the case of Gaussian prior measure µ0 on Hilbert space H with inner-product and
The Bayesian Approach to Inverse Problems 49
norm denoted by 〈·, ·〉 and ‖·‖ respectively; however in discrete time our analysis is
more general, applying on a separable Banach space (X, ‖ ·‖) and for quite general
prior measure.
5.1. General Setting. This section is devoted to Banach space valued Markov
chains or processes which are invariant with respect to the posterior measure µy
constructed in subsection 3.2. Within this section, the data y arising in the in-
verse problems plays no explicit role; indeed the theory applies to a wide range
of measures µ on separable Banach space X . Thus the discussion in this chapter
includes, but is not limited to, Bayesian inverse problems. All of the Markov chains
we construct will exploit structure in a reference measure µ0 with respect to which
the measure µ is absolutely continuous; thus µ has a density with respect to µ0. In
continuous time we will explicitly use the Gaussianity of µ0, but in discrete time
we will be more general.
Let µ0 be a reference measure on the separable Banach space X equipped with
the Borel σ-algebra B(X). We assume that µ≪ µ0 is given by
dµ
dµ0
(u) =
1
Z
exp
(− Φ(u)), (5.1a)
Z =
∫
X
exp
(− Φ(u))µ0(du), (5.1b)
where Z ∈ (0,∞). In the following we let P (u, dv) denote a Markov transition
kernel so that P (u, ·) is a probability measure on (X,B(X)) for each u ∈ X . Our
interest is in probability kernels which preserve µ.
Definition 5.1. The Markov chain with transition kernel P is invariant with
respect to µ if ∫
X
µ(du)P (u, ·) = µ(·)
as measures on
(
X,B(X)
)
. The Markov kernel is said to satisfy detailed balance
with respect to µ if
µ(du)P (u, dv) = µ(dv)P (v, du)
as measures on
(
X ×X,B(X) ⊗ B(X)). The resulting Markov chain is then said
to be reversible with respect to µ. ✷
It is straightforward to see, by integrating the detailed balance condition with
respect to u and using the fact that P (v, du) is a Markov kernel, the following:
Lemma 5.2. A Markov chain which is reversible with respect to µ is also invariant
with respect to µ.
Reversible Markov chains and processes arise naturally in many physical sys-
tems which are in statistical equilibrium. They are also important, however, as a
means of constructing Markov chains which are invariant with respect to a given
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probability measure. We demonstrate this in subsection 5.2 where we consider the
Metropolis-Hastings variant of MCMC methods. Then, in subsections 5.4, 5.5 and
5.6, we move to continuous time Markov processes. In particular we show that the
equation
du
dt
= −u− CDΦ(u) +
√
2
dW
dt
, u(0) = u0, (5.2)
preserves the measure µ, where W is a C-Wiener process, defined below in subsec-
tion 7.4. Precisely we show that if u0 ∼ µ, independently of the driving Wiener
process, then Eϕ
(
u(t)
)
= Eϕ(u0) for all t > 0 for continuous bounded ϕ defined
on an appropriately chosen subspaces, under boundedness conditions on Φ and its
derivatives.
Example 5.3. Consider the (measurable) Hilbert space
(H,B(H)) equipped, as
usual, with the Borel σ-algebra. Let µ denote the Gaussian measure N(0, C) on
H and, for fixed u, let P (u, dv) denote the Gaussian measure N((1−β2) 12u, β2C),
also viewed as a probability measure on H. Thus v ∼ P (u, dv) can be expressed
as v = (1 − β2) 12u + βξ where ξ ∼ N(0, C) is independent of u. We show that
P is reversible, and hence invariant, with respect to µ. To see this we note that
µ(du)P (u, dv) is a centred Gaussian measure on H × H, equipped with the σ-
algebra B(H) ⊗ B(H). The covariance of the jointly varying random variable is
characterized by the identities
Eu⊗ u = C, Ev ⊗ v = C, Eu ⊗ v = (1− β2) 12C. (5.3)
Indeed, letting ν(du, dv) := µ(du)P (u, dv), and with 〈·, ·〉 and ‖·‖ the inner product
and norm on H respectively, we can write, using (7.17),
νˆ(dξ, dη) =
∫
H×H
ei〈u,ξ〉+i〈v,η〉µ(du)P (u, dv)
=
∫
H
ei〈u,ξ〉
∫
H
ei〈v,η〉 P (u, dv)µ(du)
=
∫
H
ei〈u,ξ〉ei
√
1−β2〈u,η〉− 12 ‖βC
1
2 η‖2µ(du)
= e−
β2
2 ‖C
1
2 η‖2
∫
H
ei〈u,
√
1−β2 η+ξ〉µ(du)
= e−
β2
2 ‖C
1
2 η‖2e−
1
2‖C
1
2 (
√
1−β2 η+ξ)‖2
= exp
(
−1
2
‖C 12 η‖2 − 1
2
‖C 12 ξ‖2 − (1− β2) 12 〈C 12 ξ, C 12 η〉
)
.
Hence, by Lemma 7.9 and equation (7.17), µ(du)P (u, dv) is a centred Gaussian
measure with the covariance operator given by (5.3). Since the expression in
the last line of the above equation is symmetric in ξ and η, µ(dv)P (v, du) is a
centred Gaussian measure with the same covariance as µ(du)P (u, dv) and so the
reversibility is proved. ✷
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Example 5.4. Consider the equation
du
dt
= −u+
√
2
dW
dt
, u(0) = u0, (5.4)
where W is a C-Wiener process (defined in subsection 7.4 below). Then
u(t) = e−tu0 +
√
2
∫ t
0
e−(t−s)dW (s).
Use of the Itoˆ isometry demonstrates that u(t) is distributed according to the
Gaussian N
(
e−tu0, (1−e−2t)C
)
. Setting β2 = 1−e−2t and employing the previous
example shows that the Markov process is reversible since, for every t > 0, the
transition kernel of the process is reversible. ✷
5.2. Metropolis-Hastings Methods. In this section we study Metropolis-
Hastings methods designed to sample from the probability measure µ given by
(5.1). The perspective that we have described on inverse problems, specifically the
formulation of Bayesian inversion on function space, leads to new sampling methods
which are specifically tailored to the high dimensional problems which arise from
discretization of the infinite dimensional setting. In particular it leads naturally
to the philosophy that it is advantageous to design algorithms which, in principle,
make sense in infinite dimensions; it is these methods which will perform well under
refinement of finite dimensional approximations. Most Metropolis-Hastings meth-
ods which are defined in finite dimensions will not make sense in the infinite dimen-
sional limit. This is because the acceptance probability for Metropolis-Hastings
methods is defined as the Radon-Nikodym derivative between two measures de-
scribing the behaviour of the Markov chain in stationarity. Since measures in
infinite dimensions have a tendency to be mutually singular, only carefully de-
signed methods will have interpretations in infinite dimensions. To simplify the
presentation we work with the following assumptions throughout:
Assumptions 5.5. The function Φ : X → R is bounded on bounded subsets of
X . ✷
We now consider the following prototype Metropolis-Hastings method which
accept-rejects proposals from a Markov kernel Q to produce a Markov chain with
kernel P which is reversible with respect to µ.
Algorithm 5.6. Given a : X ×X → [0, 1] generate {u(k)}k≥0 as follows:
1 Set k = 0 and pick u(0) ∈ X .
2 Propose v(k) ∼ Q(u(k), dv).
3 Set u(k+1) = v(k) with probability a(u(k), v(k)), independently of (u(k), v(k)).
4 Set u(k+1) = u(k) otherwise.
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5 k → k + 1 and return to 2.
✷
Given a proposal kernel Q, a key question in the design of MCMC methods
is the question of how to choose a(u, v) to ensure that P (u, dv) satisfies detailed
balance with respect to µ. If the resulting Markov chain is ergodic this then yields
an algorithm which, asymptotically, samples from µ, and can be used to estimate
expectations against µ.
To determine conditions on a which are necessary and sufficient for detailed
balance we first note that the Markov kernel which arises from accepting/rejecting
proposals from Q is given by
P (u, dv) = Q(u, dv)a(u, v) + δu(dv)
∫
X
(
1− a(u,w))Q(u, dw). (5.5)
Notice that ∫
X
P (u, dv) = 1
as required. Substituting the expression for P into the detailed balance condition
from Definition 5.1 we obtain
µ(du)Q(u, dv)a(u, v) + µ(du)δu(dv)
∫
X
(
1− a(u,w))Q(u, dw)
=
µ(dv)Q(v, du)a(v, u) + µ(dv)δv(du)
∫
X
(
1− a(v, w))Q(v, dw).
We now note that the measure µ(du)δu(dv) is in fact symmetric in the pair (u, v)
and that u = v almost surely under it. As a consequence the identity reduces to
µ(du)Q(u, dv)a(u, v) = µ(dv)Q(v, du)a(v, u). (5.6)
Our aim now is to identify choices of a which ensure that (5.6) is satisfied. This
will then ensure that the prototype algorithm does indeed lead to a Markov chain
for which µ is invariant. To this end we define the measures
ν(du, dv) = µ(du)Q(u, dv)
and
νT(du, dv) = µ(dv)Q(v, du)
on
(
X × X,B(X) ⊗ B(X)). The following theorem determines a necessary and
sufficient condition for the choice of a to make the algorithm µ reversible, and
identifies the canonical Metropolis-Hastings choice.
Theorem 5.7. Assume that ν and νT are equivalent as measures on X × X,
equipped with the σ-algebra B(X)⊗ B(X), and that ν(du, dv) = r(u, v)νT(du, dv).
Then the probability kernel (5.5) satisfies detailed balance if and only if
r(u, v)a(u, v) = a(v, u), ν-a.s. . (5.7)
In particular the choice αmh(u, v) = min{1, r(v, u)} will imply detailed balance.
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Proof. Since ν and νT are equivalent (5.6) holds if and only if
dν
dνT
(u, v)a(u, v) = a(v, u).
This is precisely (5.7). Now note that ν(du, dv) = r(u, v)νT(du, dv) and νT(du, dv) =
r(v, u)ν(du, dv) since ν and νT are equivalent. Thus r(u, v)r(v, u) = 1. It follows
that
r(u, v)αmh(u, v) = min{r(u, v), r(u, v)r(v, u)}
= min{r(u, v), 1}
= αmh(v, u)
as required.
A good example of the resulting methodology arises in the case where Q(u, dv)
is reversible with respect to µ0 :
Theorem 5.8. Let Assumption 5.5 hold. Consider Algorithm 5.6 applied to (5.1)
in the case where the proposal kernel Q is reversible with respect to the prior µ0.
Then the resulting Markov kernel P given by (5.5) is reversible with respect to µ
if a(u, v) = min{1, exp(Φ(u)− Φ(v))}.
Proof. Prior reversibility implies that
µ0(du)Q(u, dv) = µ0(dv)Q(v, du).
Multiplying both sides by exp
(−Φ(u)) gives
µ(du)Q(u, dv) = exp
(−Φ(u))µ0(dv)Q(v, du)
and then multiplication by exp
(−Φ(v)) gives
exp
(−Φ(v))µ(du)Q(u, dv) = exp(−Φ(u))µ(dv)Q(v, du).
This is the statement that
exp
(−Φ(v))ν(du, dv) = exp(−Φ(u))νT(du, dv).
Since Φ is bounded on bounded sets by Assumption 5.5 we deduce that
dν
dνT
(u, v) = r(u, v) = exp
(
Φ(v) − Φ(u)).
Theorem 5.7 gives the desired result.
We provide two examples of prior reversible proposals, the first applying in
the general Banach space setting, and the second when the prior is a Gaussian
measure.
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Algorithm 5.9. Independence SamplerThe independence sampler arises when
Q(u, dv) = µ0(dv) so that proposals are independent draws from the prior. Clearly
prior reversibility is satisfied. The following algorithm results: Define
a(u, v) = min{1, exp(Φ(u)− Φ(v))}
and generate {u(0)}k≥0 as follows:
1. Set k = 0 and pick u(0) ∈ X .
2. Propose v(k) ∼ µ0 independently of u(k).
3. Set u(k+1) = v(k) with probability a(u(k), v(k)), independently of (u(k), v(k)).
4. Set u(k+1) = u(k) otherwise.
5. k → k + 1 and return to 2.
✷
The preceding algorithm works well when the likelihood is not too informative;
however when the information in the likelihood is substantial, and Φ(·) varies
significantly depending on where it is evaluated, the independence sampler will not
work well. In such a situation it is typically the case that local proposals are needed,
with a parameter controlling the degree of locality; this parameter can then be
optimized by choosing it as large as possible, consistent with achieving a reasonable
acceptance probability. The following algorithm is an example of this concept,
with parameter β playing the role of the locality parameter. The algorithm may
be viewed as the natural generalization of the random Walk Metropolis method,
for targets defined by density with respect to Lebesgue measure, to the situation
where the targets are defined by density with respect to Gaussian measure. The
name pCN is used because of the original derivation of the algorithm via a Crank-
Nicolson discretization of the Hilbert space valued SDE (5.4).
Algorithm 5.10. pCN Method Assume that X is a Hilbert space
(H,B(H))
and that µ0 = N(0, C) is a Gaussian prior on H. Now define Q(u, dv) to be the
Gaussian measure N
(
(1 − β2) 12 u, β2C), also on H. Example 5.3 shows that Q is
µ0 reversible. The following algorithm results:
Define
a(u, v) = min{1, exp(Φ(u)− Φ(v))}
and generate {u(0)}k≥0 as follows:
1. Set k = 0 and pick u(0) ∈ X .
2. Propose v(k) =
√
(1− β2)u(k) + βξ(k), ξ(k) ∼ N(0, C).
3. Set u(k+1) = v(k) with probability a(u(k), v(k)), independently of (u(k), ξ(k)).
4. Set u(k+1) = u(k) otherwise.
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5. k → k + 1 and return to 2.
✷
Example 5.11. Example 5.4 shows that using the proposal from Example 5.3
within a Metropolis-Hastings context may be viewed as using a proposal based
on the µ-measure-preserving equation (5.2), but with the DΦ term dropped. The
accept-reject mechanism of Algorithm 5.10, which is based on differences of Φ,
then compensates for the missing DΦ term.
5.3. Sequential Monte Carlo Methods. In this section we introduce
sequential Monte Carlo methods and show how these may be viewed as a generic
tool for sampling the posterior distribution arising in Bayesian inverse problems.
These methods have their origin in filtering of dynamical systems but, as we will
demonstrate, have the potential as algorithms for probing a very wide class of prob-
ability measures. The key idea is to introduce a sequence of measures which evolve
the prior distribution into the posterior distribution. Particle filtering methods
are then applied to this sequence of measures in order to evolve a set of particles
that are prior distributed into a set of particles that are approximately posterior
distributed. From a practical perspective, a key step in the construction of these
methods is the use of MCMC methods which preserve the measure of interest, and
other measures closely related to it; furthermore, our interest is in designing SMC
methods which, in principle, are well-defined on the infinite dimensional space; for
these two reasons the MCMC methods from the previous subsection play a central
role in what follows.
Given integer J , let h = J−1 and for non-negative integer j ≤ J define the
sequence of measures µj ≪ µ0 by
dµj
dµ0
(u) =
1
Zj
exp
(− jhΦ(u)), (5.8a)
Zj =
∫
H
exp
(− jhΦ(u))µ0(du). (5.8b)
Then µJ = µ given by (5.1); thus our interest is in approximating µJ and we will
achieve this by approximating the sequence of measures {µj}Jj=0, using information
about µj to inform approximation of µj+1. To simplify the analysis we assume that
Φ is bounded above and below on X so that there is φ± ∈ R such that
φ− ≤ Φ(u) ≤ φ+ ∀u ∈ X. (5.9)
Without loss of generality we assume that φ− ≤ 0 and that φ+ ≥ 0, which may
be achieved by normalization. Note that then the family of measures {µj}Jj=0 are
mutually absolutely continuous and, furthermore,
dµj+1
dµj
(u) =
Zj
Zj+1
exp
(− hΦ(u)). (5.10)
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An important idea here is that, whilst µ0 and µ may be quite far apart as measures,
the pair of measures µj , µj+1 can be quite close, for sufficiently small h. This fact
can be used to incrementally evolve samples from µ0 into approximate samples of
µJ .
Let L denote the operator on probability measures which corresponds to ap-
plication of Bayes’ theorem with likelihood proportional to exp
( − hΦ(u)) and
let Pj denote any Markov kernel which preserves the measure µj ; such kernels
arise, for example, from the MCMC methods of the previous subsection. These
considerations imply that
µj+1 = LPjµj . (5.11)
Sequential Monte Carlo methods proceed by approximating the sequence {µj} by
a set of Dirac measures, as we now describe. It is useful to break up the iteration
(5.11) and write it as
µ̂j+1 = Pjµj , (5.12a)
µj+1 = Lµ̂j+1. (5.12b)
We approximate each of the two steps in (5.12) separately. To this end it helps to
note that, since Pj preserves µj ,
dµj+1
dµ̂j+1
(u) =
Zj
Zj+1
exp
(− hΦ(u)). (5.13)
To define the method, we write an N -particle Dirac measure approximation of
the form
µj ≈ µNj :=
N∑
n=1
w
(n)
j δ(vj − v(n)j ). (5.14)
The approximate distribution is completely defined by particle positions v
(n)
j and
weights w
(n)
j respectively. Thus the objective of the method is to find an update
rule for {v(n)j , w(n)j }Nn=1 7→ {v(n)j+1, w(n)j+1}Nn=1. The weights must sum to one. To do
this we proceed as follows. First each particle v
(n)
j is updated by proposing a new
candidate particle v̂
(n)
j+1 according to the Markov kernel Pj ; this corresponds to
(5.12a) and creates an approximation to µ̂j+1. (See the last two parts of Remark
5.14 for a discussion on the role of Pj in the algorithm.) We can think of this
approximation as a prior distribution for application of Bayes’ rule in the form
(5.12b), or equivalently (5.13). Secondly, each new particle is re-weighted according
to the desired distribution µj+1 given by (5.13). The required calculations are very
straightforward because of the assumed form of the measures as sums of Dirac’s,
as we now explain.
The first step of the algorithm has made the approximation
µ̂j+1 ≈ µ̂Nj+1 =
N∑
n=1
w
(n)
j δ(vj+1 − v̂(n)j+1). (5.15)
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We now apply Bayes’ formula in the form (5.13). Using an approximation propor-
tional to (5.15) for µ̂j+1 we obtain
µj+1 ≈ µNj+1 :=
N∑
n=1
w
(n)
j+1δ(vj+1 − v̂(n)j+1). (5.16)
where
ŵ
(n)
j+1 = exp
(−hΦ(v̂(n)j+1))w(n)j (5.17)
and normalization requires
w
(n)
j+1 = ŵ
(n)
j+1/
( N∑
n=1
ŵ
(n)
j+1
)
. (5.18)
Practical experience shows that some weights become very small and for this
reason it is desirable to add a resampling step to determine the {v(n)j+1} by drawing
from (5.16); this has the effect of removing particles with very low weights and re-
placing them with multiple copies of the particles with higher weights. Because the
initial measure P(v0) is not in Dirac form it is convenient to place this resampling
step at the start of each iteration, rather than at the end as we have presented
here, as this naturally introduces a particle approximation of the initial measure.
This reordering makes no difference to the iteration we have described and results
in the following algorithm.
Algorithm 5.12. 1. Let µN0 = µ0 and set j = 0.
2. Draw v
(n)
j ∼ µNj , n = 1, . . . , N .
3. Set w
(n)
j = 1/N , n = 1, . . . , N and define µ
N
j by (5.14).
4. Draw v̂
(n)
j+1 ∼ Pj(v(n)j , ·).
5. Define w
(n)
j+1 by (5.17), (5.18) and µ
N
j+1 by (5.16).
6. j + 1→ j and return to 2.
✷
We define SN to be the mapping between probability measures defined by sam-
pling N i.i.d. points from a measure and approximating that measure by an equally
weighted sum of Dirac’s at the sample points. Then the preceding algorithm may
be written as
µNj+1 = LS
NPjµ
N
j . (5.19)
Although we have written the sampling step SN after application of Pj , some
reflection shows that this is well-justified: applying Pj followed by S
N can be
shown, by first conditioning on the initial point and sampling with respect to Pj ,
and then sampling over the distribution of the initial point, to be the algorithm as
defined. The sequence of distributions that we wish to approximate simply satisfies
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the iteration (5.11). Thus analyzing the particle filter requires estimation of the
error induced by application of SN (the resampling error) together with estimation
of the rate of accumulation of this error in time.
The operators L, Pj and S
N map the space P(X) of probability measures on X
into itself according to the following:
(Lµ)(dv) =
exp
(−hΦ(v))µ(dv)∫
X
exp
(−hΦ(v))µ(dv) ,
(Pjµ)(dv) =
∫
X
Pj(v
′, dv)µ(dv′),
(SNµ)(dv) =
1
N
N∑
n=1
δ(v − v(n))dv, v(n) ∼ µ i.i.d..
where Pj is the kernel associated with the µj-invariant Markov chain.
Let µ = µ(ω) denote, for each ω, an element of P(X). If we assume that ω is
a random variable, and let Eω denote expectation over ω, then we may define a
distance d(·, ·) between two random probability measures µ(ω), ν(ω), as follows:
d(µ, ν) = sup|f |∞≤1
√
Eω|µ(f)− ν(f)|2,
with |f |∞ := supv∈X |f(v)|, and where we have used the convention that µ(f) =∫
X
f(v)µ(dv) for measurable f : X → R, and similar for ν. This distance does
indeed generate a metric and, in particular, satisfies the triangle inequality. In
fact it is simply the total variation distance in the case of measures which are not
random.
With respect to this distance between random probability measures we may
prove that the SMC method generates a good approximation of the true measure
µ, in the limit N →∞. We use the fact that, under (5.9), we have
exp
(−hφ+) < exp(−hΦ(v)) < exp(−hφ−).
Since φ− ≤ 0 and φ+ ≥ 0 we deduce that there exists κ ∈ (0, 1) such that for all
v ∈ X
κ < exp
(−hΦ(v)) < κ−1.
This constant κ appears in the following.
Theorem 5.13. We assume in the following that (5.9) holds. Then
d(µNJ , µJ) ≤
J∑
j=1
(2κ−2)j
1√
N
.
Proof. The desired result is a consequence of the following three facts, whose proof
we postpone to three lemmas at the end of the subsection:
sup
µ∈P(X)
d(SNµ, µ) ≤ 1√
N
,
d(Pjν, Pjµ) ≤ d(ν, µ),
d(Lν, Lµ) ≤ 2κ−2d(ν, µ).
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By the triangle inequality we have, for νNj = Pµ
N
j ,
d(µNj+1, µj+1) = d(LS
NPjµ
N
j , LPjµj)
≤ d(LPjµNj , LPjµj) + d(LSNPjµNj , LPjµNj )
≤ 2κ−2
(
d(µNj , µj) + d(S
NνNj , ν
N
j )
)
≤ 2κ−2
(
d(µNj , µj) +
1√
N
)
.
Iterating, after noting that µN0 = µ0, gives the desired result.
Remarks 5.14. This theorem shows that the sequential particle filter actually
reproduces the true posterior distribution µ = µJ , in the limit N →∞. We make
some comments about this.
• The measure µ = µJ is well-approximated by µNj in the sense that, as the
number of particles N → ∞, the approximating measure converges to the
true measure. The result holds in the infinite dimensional setting. As a
consequence the algorithm as stated is robust to finite dimensional approxi-
mation.
• Note that κ = κ(J) and that κ→ 1 as J →∞. Using this fact shows that the
error constant in Theorem 5.13 behaves as
∑J
j=1(2κ
−2)j ≍ J 2J . Optimizing
this upper bound does not give a useful rule-of-thumb for choosing J , and in
fact suggests choosing J = 1. In any case in applications Φ is not bounded
from above, or even below in general, and a more refined analysis is then
required.
• In principle the theory applies even if the Markov kernel Pj is simply the
identity mapping on probability measures. However, moving the particles
according to a non-trivial µj-invariant measure is absolutely essential for
the methodology to work in practice. This can be seen by noting that if
Pj is indeed taken to be the identity map on measures then the particle
positions will be unchanged as j changes, meaning that the measure µ = µJ
is approximated by weighted samples from the prior, clearly undesirable in
general.
• In fact, if the Markov kernel Pj is ergodic then it is sometimes possible to
obtain bounds which are uniform in J .
We now prove the three lemmas which underly the convergence proof.
Lemma 5.15. The sampling operator satisfies
sup
µ∈P(X)
d(SNµ, µ) ≤ 1√
N
.
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Proof. Let ν be an element of P(X) and {v(k)}Nk=1 a set of i.i.d. samples with v(1) ∼
ν; the randomness entering the probability measures is through these samples,
expectation with respect to which we denote by Eω in what follows. Then
SNν(f) =
1
N
N∑
k=1
f(v(k))
and, defining f = f − ν(f), we deduce that
SNν(f)− ν(f) = 1
N
N∑
k=1
f(v(k)).
It is straightforward to see that
Eωf(v(k))f(v(l)) = δklE
ω|f(v(k))|2.
Furthermore, for |f |∞ ≤ 1,
Eω |f(v(1))|2 = Eω |f(v(1))|2 − |Eωf(v(1))|2 ≤ 1.
It follows that, for |f |∞ ≤ 1,
Eω|ν(f)− SNν(f)|2 = 1
N2
N∑
k=1
Eω|f(v(k))|2 ≤ 1
N
.
Since the result is independent of ν we may take the supremum over all probability
measures and obtain the desired result.
Lemma 5.16. Since Pj is a Markov kernel we have
d(Pjν, Pjν
′) ≤ d(ν, ν′).
Proof. The result is generic for any Markov kernel P , so we drop the index j on
Pj for the duration of the proof. Define
q(v′) =
∫
X
P (v′, dv)f(v),
that is the expected value of f under one-step of the Markov chain started from
v′. Clearly, since
|q(v′)| ≤
(∫
X
P (v′, dv)
)
sup
v
|f(v)| = sup
v
|f(v)|
it follows that
sup
v
|q(v)| ≤ sup
v
|f(v)|.
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Also, since
Pν(f) =
∫
X
f(v)
(∫
X
P (v′, dv)ν(dv′)
)
,
exchanging the order of integration shows that
|Pν(f)− Pν′(f)| = |ν(q)− ν′(q)|.
Thus
d(Pν, Pν′) = sup
|f |∞≤1
(
Eω |Pν(f)− Pν′(f)|2
) 1
2
≤ sup
|q|∞≤1
(
Eω|ν(q) − ν′(q)|2
) 1
2
= d(ν, ν′)
as required.
Lemma 5.17. Under the Assumptions of Theorem 5.13 we have
d(Lν, Lµ) ≤ 2κ−2d(ν, µ).
Proof. Define g(v) = exp
(−hΦ(v)). Notice that for |f |∞ <∞ we can rewrite
(Lν)(f)− (Lµ)(f) =ν(fg)
ν(g)
− µ(fg)
µ(g)
=
ν(fg)
ν(g)
− µ(fg)
ν(g)
+
µ(fg)
ν(g)
− µ(fg)
µ(g)
=
κ−1
ν(g)
[ν(κfg)− µ(κfg)] + µ(fg)
µ(g)
κ−1
ν(g)
[µ(κg)− ν(κg)].
Now notice that ν(g)−1 ≤ κ−1 and that, for |f |∞ ≤ 1, µ(fg)/µ(g) ≤ 1 since the
expression corresponds to an expectation with respect to measure found from µ
by reweighting with likelihood proportional to g. Thus
|(Lν)(f)− (Lµ)(f)| ≤ κ−2|ν(κfg)− µ(κfg)|+ κ−2|ν(κg)− µ(κg)|.
Since |κg| ≤ 1 it follows that
Eω|(Lν)(f) − (Lµ)(f)|2 ≤ 4κ−4 sup
|f |∞≤1
Eω |ν(f)− µ(f)|2
and the desired result follows.
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5.4. Continuous Time Markov Processes. In the remainder of this
section we shift our attention to continuous time processes which preserve µ; these
are important in the construction of proposals for MCMC methods, and also as
diffusion limits for MCMC. Our main goal is to show that the equation (5.2)
preserves µ. Our setting is to work in the separable Hilbert space H with inner-
product and norm denoted by 〈·, ·〉 and ‖ ·‖ respectively. We assume that the prior
µ0 is a Gaussian on H and, furthermore, we specify the space X ⊂ H that will
play a central role in this continuous time setting. This choice of space X will link
the properties of the reference measure µ0 and the potential Φ. We assume that C
has eigendecomposition
Cφj = γ2jφj (5.23)
where {φj}∞j=1 forms an orthonormal basis for H, and where γj ≍ j−s. Necessarily
s > 12 since C must be trace-class to be a covariance on H. We define the following
scale of Hilbert subspaces, defined for r > 0, by
X r =
{
u ∈ H∣∣ ∞∑
j=1
j2r|〈u, φj〉|2 <∞
}
and then extend to superspaces r < 0 by duality. We use ‖ · ‖r to denote the norm
induced by the inner-product
〈u, v〉r =
∞∑
j=1
j2rujvj
for uj = 〈u, φj〉 and vj = 〈v, φj〉. Application of Theorem 2.6 with d = 1 and q = 2
shows that µ0(X r) = 1 for all r ∈ [0, s− 12 ). In what follows we will take X = X t
for some fixed t ∈ [0, s− 12 ).
Notice that we have not assumed that the underlying Hilbert space is comprised
of L2 functions mapping D ⊂ Rd into R, and hence we have not introduced the
dimension d of an underlying physical space Rd into either the decay assumptions
on the γj or the spaces X r. However, note that the spaces Ht introduced in
subsection 2.4 are, in the case where H = L2(D;R), the same as the spaces X t/d.
We now break our developments into introductory discussion of the finite di-
mensional setting, in subsection 5.5, and into the Hilbert space setting in subsection
5.6. In subsection 5.5.1 we introduce a family of Langevin equations which are in-
variant with respect to a given measure with smooth Lebesgue density. Using this,
in subsection 5.5.2, we motivate equation (5.2) showing that, in finite dimensions,
it corresponds to a particular choice of Langevin equation. In subsection 5.6.1, for
the infinite-dimensional setting, we describe the precise assumptions under which
we will prove invariance of measure µ under the dynamics (5.2). Subsection 5.6.2
describes the elements of the finite dimensional approximation of (5.2) which will
underly our proof of invariance. Finally, subsection 5.6.3 contains statement of
the measure invariance result as Theorem 5.28, together with its proof; this is pre-
ceded by Theorem 5.26 which establishes existence and uniqueness of a solution to
(5.2), as well as continuous dependence of the solution on the initial condition and
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Brownian forcing. Theorems 5.20 and 5.18 are the finite dimensional analogues
of Theorems 5.28 and 5.26 respectively and play a useful role in motivating the
infinite dimensional theory.
5.5. Finite Dimensional Langevin Equation.
5.5.1. Background Theory. Before setting up the (rather involved) technical
assumptions required for our proof of measure invariance, we give some finite-
dimensional intuition. Recall that | · | denotes the Euclidean norm on Rn and we
also use this notation for the induced matrix norm on Rn. We assume that
I ∈ C2(Rn,R+),
∫
Rn
e−I(u)du = 1.
Thus ρ(u) = e−I(u) is the Lebesgue density corresponding to a random variable on
Rn. Let µ be the corresponding measure.
Let W denote standard Wiener measure on Rn. Thus B ∼ W is a standard
Brownian motion in C([0,∞);Rn). Let u ∈ C([0,∞);Rn) satisfy the SDE
du
dt
= −ADI(u) +
√
2A
dB
dt
, u(0) = u0 (5.24)
where A ∈ Rn×n is symmetric and strictly positive definite and DI ∈ C1(Rn,Rn)
is the gradient of I. Assume that ∃M > 0 : ∀u ∈ Rn, the Hessian of I satisfies
|D2I(u)| ≤M.
We refer to equations of the form (5.24) as Langevin equations (as mentioned
earlier they correspond to overdamped Langevin equations in the physics literature,
and to Langevin equations in the statistics literature), and the matrix A as a
preconditioner.
Theorem 5.18. For every u0 ∈ Rn and W-a.s., equation (5.24) has a unique
global in time solution u ∈ C([0,∞);Rn).
Proof. A solution of the SDE is a solution of the integral equation
u(t) = u0 −
∫ t
0
ADI
(
u(s)
)
ds+
√
2AB(t). (5.25)
Define X = C([0, T ];Rn) and F : X → X by
(Fv)(t) = u0 −
∫ t
0
ADI
(
v(s)
)
ds+
√
2AB(t). (5.26)
Thus u ∈ X solving (5.25) is a fixed point of F . We show that F has a unique
fixed point, for T sufficiently small. To this end we study a contraction property
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of F :
‖(Fv1)− (Fv2)‖X = sup
0≤t≤T
∣∣∣ ∫ t
0
(
ADI
(
v1(s)
)−ADI(v2(s)))ds∣∣∣
≤
∫ T
0
∣∣∣ADI(v1(s))−ADI(v2(s))∣∣∣ds
≤
∫ T
0
|A|M |v1(s)− v2(s)|ds
≤ T |A|M‖v1 − v2‖X .
Choosing T : T |A|M < 1 shows that F is a contraction on X . This argument may
be repeated on successive intervals [T, 2T ], [2T, 3T ], . . . to obtain a unique global
solution in C([0,∞);Rn).
Remark 5.19. Note that, since A is positive-definite symmetric, its eigenvectors
ej form an orthonormal basis for R
n. We write Aej = α
2
jej . Thus
B(t) =
n∑
j=1
βj(t)ej
where the {βj}nj=1 are an i.i.d. collection of standard unit Brownian motions on R.
Thus we obtain
√
AB(t) =
n∑
j=1
αjβjej =:W (t).
We refer toW as an A-Wiener process. Such a process is Gaussian with mean zero
and covariance structure
EW (t)⊗W (s) = A(t ∧ s).
The equation (5.24) may be written as
du
dt
= −ADI(u) +√2dW
dt
, u(0) = u0. (5.27)
Theorem 5.20. Let u(t) solve (5.24). If u0 ∼ µ then u(t) ∼ µ for all t > 0. More
precisely, for all ϕ : Rn → R+ bounded and continuous, u0 ∼ µ implies
Eϕ
(
u(t)
)
= Eϕ(u0), ∀t > 0.
Proof. Consider the additive noise SDE, for additive noise with strictly positive-
definite diffusion matrix Σ,
du
dt
= f(u) +
√
2Σ
dB
dt
, u(0) = u0 ∼ ν0.
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If ν0 has pdf ρ0, then the Fokker-Planck equation for this SDE is
∂ρ
∂t
= ∇ · (−fρ+Σ∇ρ), (u, t) ∈ Rn × R+,
ρ|t=0 = ρ0.
At time t > 0 the solution of the SDE is distributed according to measure ν(t)
with density ρ(u, t) solving the Fokker-Planck equation. Thus the initial measure
ν0 is preserved if
∇ · (−fρ0 +Σ∇ρ0) = 0
and then ρ(·, t) = ρ0, ∀t ≥ 0.
We apply this Fokker-Planck equation to show that µ is invariant for equation
(5.25). We need to show that
∇ · (ADI(u)ρ+A∇ρ) = 0
if ρ = e−I(u). With this choice of ρ we have
∇ρ = −DI(u)e−I(u) = −DI(u)ρ.
Thus
ADI(u)ρ+A∇ρ = ADI(u)ρ−ADI(u)ρ = 0,
so that
∇ · (ADI(u)ρ+A∇ρ) = ∇ · (0) = 0.
Hence the proof is complete.
5.5.2. Motivation for Equation (5.2). Using the preceding finite dimensional
development, we now motivate the form of equation (5.2). For (5.1) we have, if H
is Rn,
µ(du) = exp
(− I(u)) du , I(u) = 1
2
|C− 12 u|2 +Φ(u) + lnZ .
Thus
DI(u) = C−1u+DΦ(u)
and equation (5.24), which preserves µ, is
du
dt
= −A(C−1u+DΦ(u))+√2AdB
dt
.
Choosing the preconditioner A = C gives
du
dt
= −u− CDΦ(u) +
√
2C dB
dt
.
This is exactly (5.2) provided W =
√CB, where B is a Brownian motion with
covariance I. Then W is a Brownian motion with covariance C. This is the finite
dimensional analogue of the construction of a C-Wiener process in the Appendix.
We are now in a position to prove Theorems 5.26 and 5.28 which are the infinite
dimensional analogues of Theorems 5.18 and 5.20.
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5.6. Infinite Dimensional Langevin Equation.
5.6.1. Assumptions on Change of Measure. Recall that µ0(X r) = 1 for all
r ∈ [0, s − 12 ). The functional Φ(·) is assumed to be defined on X t for some
t ∈ [0, s − 12 ), and indeed we will assume appropriate bounds on the first and
second derivatives, building on this assumption. (Thus, in this subsection 5.6.1,
t does not denote time; instead we use τ to denote the generic time-argument.)
These regularity assumptions on Φ(·) ensure that the probability distribution µ is
not too different from µ0, when projected into directions associated with φj for j
large.
For each u ∈ X t the derivative DΦ(u) is an element of the dual (X t)∗ of X t
comprising continuous linear functionals on X t. However, we may identify (X t)∗
with X−t and view DΦ(u) as an element of X−t for each u ∈ X t. With this
identification, the following identity holds
‖DΦ(u)‖L(X t,R) = ‖DΦ(u)‖−t
and the second derivative D2Φ(u) can be identified as an element of L(X t,X−t).
To avoid technicalities we assume that Φ(·) is quadratically bounded, with first
derivative linearly bounded and second derivative globally bounded. Weaker as-
sumptions could be dealt with by use of stopping time arguments.
Assumptions 5.21. There exist constants Mi ∈ R+, i ≤ 4 and t ∈ [0, s − 1/2)
such that, for all u ∈ X t, the functional Φ : X t → R satisfies
−M1 ≤ Φ(u) ≤ M2
(
1 + ‖u‖2t
)
;
‖DΦ(u)‖−t ≤ M3
(
1 + ‖u‖t
)
;
‖D2Φ(u)‖L(X t,X−t) ≤ M4.
✷
Example 5.22. The functional Φ(u) = 12‖u‖2t satisfies Assumptions 5.21. To see
this note that we may write Φ(u) = 12 〈u,Ku〉 where
K = 1
2
∞∑
j=1
j2tφjφ
∗
j .
The functional Φ : X t → R+ is clearly well-defined by definition. Its deriva-
tive at u ∈ X t is given by Ku = DΦ(u) = ∑j≥1 j2tujφj , where uj = 〈φj , u〉.
Furthermore DΦ(u) ∈ X−t with ‖DΦ(u)‖−t = ‖u‖t. The second derivative
D2Φ(u) ∈ L(X t,X−t) is the linear operator K, that is the operator that maps
u ∈ X t to ∑j≥1 j2t〈u, φj〉φj ∈ X t: its norm satisfies ‖D2Φ(u)‖L(X t,X−t) = 1 for
any u ∈ X t.
Since the eigenvalues γ2j of C decrease as γj ≍ j−s, the operator C has a
smoothing effect: Cαh gains 2αs orders of regularity in the sense that the X β-norm
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of Cαh is controlled by the X β−2αs-norm of h ∈ H. Indeed it is straightforward to
show the following:
Lemma 5.23. Under Assumptions 5.21, the following estimates hold:
1. The operator C satisfies
‖Cαh‖β ≍ ‖h‖β−2αs.
2. The function CDΦ : X t → X t is globally Lipschitz on X t: there exists a
constant M5 > 0 such that
‖CDΦ(u)− CDΦ(v)‖t ≤M5 ‖u− v‖t ∀u, v ∈ X t. (5.28)
3. The function F : X t → X t defined by
F (u) = −u− CDΦ(u) (5.29)
is globally Lipschitz on X t.
4. The functional Φ(·) : X t → R satisfies a second order Taylor formula (for
which we extend 〈·, ·〉 from an inner-product on X to the dual pairing between
X−t and X t.) There exists a constant M6 > 0 such that
Φ(v)−
(
Φ(u) + 〈DΦ(u), v − u〉
)
≤M6 ‖u− v‖2t ∀u, v ∈ X t. (5.30)
5.6.2. Finite Dimensional Approximation. Our analysis now proceeds as fol-
lows. First we introduce an approximation of the measure µ, denoted by µN . To
this end we let PN denote orthogonal projection inH ontoXN := span{φ1, · · · , φN}
and denote by QN orthogonal projection in H onto X⊥ := span{φN+1, φN+2, · · · }.
Thus QN = I − PN . Then define the measure µN by
dµN
dµ0
(u) =
1
ZN
exp
(− Φ(PNu)), (5.31a)
ZN =
∫
X′
exp
(− Φ(PNu))µ0(du). (5.31b)
This is a specific example of the approximating family in (4.5) if we define
ΦN := Φ ◦ PN . (5.32)
Indeed if we take X = X τ for any τ ∈ (t, s− 12 ) we see that ‖PN‖L(X,X) = 1 and
that, for any u ∈ X ,
‖Φ(u)− ΦN(u)‖ = ‖Φ(u)− Φ(PNu)‖
≤M3(1 + ‖u‖t)‖(I − PN )u‖t
≤ CM3(1 + ‖u‖τ)‖u‖τN−(τ−t).
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Since Φ, and hence ΦN , are bounded below by −M1, and since the function 1 +
‖u‖2τ is integrable by the Fernique Theorem 2.13, the approximation Theorem 4.9
applies. We deduce that the Hellinger distance between µ and µN is bounded
above by O(N−r) for any r < s− 12 − t since τ − t ∈ (0, s− 12 − t).
We will not use this explicit convergence rate in what follows, but we will use
the idea that µN converges to µ in order to prove invariance of the measure µ under
the SDE (5.2). The measure µN has a product structure that we will exploit in the
following. We note that any element u ∈ H is uniquely decomposed as u = p + q
where p ∈ XN and q ∈ X⊥. Thus we will write µN (du) = µN (dp, dq), and similar
expressions for µ0 and so forth, in what follows.
Lemma 5.24. Define CN = PNCPN and C⊥ = QNCQN . Then µ0 factors as
the product of measures µ0,P = N(0, CN) and µ0,Q = N(0, C⊥) on XN and X⊥
respectively. Furthermore µN itself also factors as a product measure on XN⊕X⊥:
µN (dp, dq) = µP (dp)µQ(dq) with µQ = µ0,Q and
dµP
dµ0,P
(u) ∝ exp (− Φ(p)).
Proof. Because PN and QN commute with C, and because PNQN = QNPN = 0,
the factorization of the reference measure µ0 follows automatically. The factoriza-
tion of the measure µ follows from the fact that ΦN (u) = Φ(p) and hence does not
depend on q.
To facilitate the proof of the desired measure preservation property, we intro-
duce the equation
duN
dt
= −uN − CPNDΦN (uN ) +
√
2
dW
dt
. (5.33)
By using well-known properties of finite dimensional SDEs, we will show that, if
uN(0) ∼ µN , then uN (t) ∼ µN for any t > 0. By passing to the limit N = ∞ we
will deduce that for (5.2), if u(0) ∼ µ, then u(t) ∼ µ for any t > 0.
The next lemma gathers various regularity estimates on the functional ΦN (·)
that are repeatedly used in the sequel; they follow from the analogous properties
of Φ by using the structure ΦN = Φ ◦ PN .
Lemma 5.25. Under Assumptions 5.21, the following estimates hold with all con-
stants uniform in N
1. The estimates of Assumptions 5.21 hold with Φ replaced by ΦN .
2. The function CDΦN : X t → X t is globally Lipschitz on X t: there exists a
constant M5 > 0 such that
‖CDΦN(u)− CDΦN (v)‖t ≤M5 ‖u− v‖t ∀u, v ∈ X t.
3. The function FN : X t → X t defined by
FN (u) = −u− CPNDΦN (u) (5.34)
is globally Lipschitz on X t.
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4. The functional ΦN (·) : X t → R satisfies a second order Taylor formula (for
which we extend 〈·, ·〉 from an inner-product on X to the dual pairing between
X−t and X t.) There exists a constant M6 > 0 such that
ΦN (v)−
(
ΦN (u) + 〈DΦN (u), v− u〉
)
≤M6 ‖u− v‖2t ∀u, v ∈ X t. (5.35)
5.6.3. Main Theorem and Proof. Fix a function W ∈ C([0, T ];X t). Recalling
F defined by (5.29), we define a solution of (5.2) to be a function u ∈ C([0, T ];X t)
satisfying the integral equation
u(τ) = u0 +
∫ τ
0
F
(
u(s)
)
ds+
√
2W (τ) ∀τ ∈ [0, T ]. (5.36)
The solution is said to be global if T > 0 is arbitrary. For us, W will be a C-Wiener
process and hence random; we look for existence of a global solution, almost surely
with respect to the Wiener measure, Similarly a solution of (5.33) is a function
uN ∈ C([0, T ];X t) satisfying the integral equation
uN(τ) = u0 +
∫ τ
0
FN
(
uN(s)
)
ds+
√
2W (τ) ∀t ∈ [0, T ]. (5.37)
Again, the solution is random because W is a C-Wiener process. Note that the
solution to this equation is not confined to XN , because both u0 and W have non-
trivial components in X⊥. However within X⊥ the behaviour is purely Gaussian
and within XN it is finite dimensional. We will exploit these two facts.
The following establishes basic existence, uniqueness, continuity and approxi-
mation properties of the solutions of (5.36) and (5.37).
Theorem 5.26. For every u0 ∈ X t and for almost every C-Wiener process W ,
equation (5.36) (respectively (5.37)) has a unique global solution. For any pair
(u0,W ) ∈ X t × C([0, T ];X t) we define the Itoˆ map
Θ: X t × C([0, T ];X t)→ C([0, T ];X t)
which maps (u0,W ) to the unique solution u (resp. u
N for (5.37)) of the integral
equation (5.36) (resp. ΘN for (5.37)). The map Θ (resp. ΘN ) is globally Lipschitz
continuous. Finally we have that ΘN(u0,W )→ Θ(u0,W ) strongly in C([0, T ];X t)
for every pair (u0,W ) ∈ X t × C([0, T ];X t).
Proof. The existence and uniqueness of local solutions to the integral equation
(5.36) is a simple application of the contraction mapping principle, following ar-
guments similar to those employed in the proof of Theorem 5.18. Extension to
a global solution may be achieved by repeating the local argument on successive
intervals.
Now let u(i) solve
u(i) = u
(i)
0 +
∫ τ
0
F (u(i))(s)ds+
√
2W (i)(τ), τ ∈ [0, T ],
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for i = 1, 2. Subtracting and using the Lipschitz property of F shows that e =
u(1) − u(2) satisfies
‖e(τ)‖t ≤ ‖u(1)0 − u(2)0 ‖t + L
∫ τ
0
‖e(s)‖tds+
√
2‖W (1)(τ) −W (2)(τ)‖t
≤ ‖u(1)0 − u(2)0 ‖t + L
∫ τ
0
‖e(s)‖tds+
√
2 sup
0≤s≤T
‖W (1)(s)−W (2)(s)‖t.
By application of the Gronwall inequality we find that
sup
0≤τ≤T
‖e(τ)‖t ≤ C(T )
(‖u(1)0 − u(2)0 ‖t + sup
0≤s≤T
‖W (1)(s)−W (2)(s)‖t
)
and the desired continuity is established.
Now we prove pointwise convergence of ΘN to Θ. Let e = u − uN where u
and uN solve (5.36), (5.37) respectively. The pointwise convergence of ΘN to Θ is
established by proving that e→ 0 in C([0, T ];X t). Note that
F (u)− FN (uN ) = (FN (u)− FN(uN ))+ (F (u)− FN (u)).
Also, by Lemma 5.25, ‖FN (u)− FN (uN )‖t ≤ L‖e‖t. Thus we have
‖e‖t ≤ L
∫ τ
0
‖e(s)‖tds+
∫ τ
0
‖F (u(s))− FN(u(s))‖tds.
Thus, by Gronwall, it suffices to show that
δN := sup
0≤s≤T
‖F (u(s))− FN(u(s))‖t
tends to zero as N →∞. Note that
F (u)− FN (u) = CDΦ(u)− CPNDΦ(PNu)
= (I − PN )CDΦ(u) + PN(CDΦ(u)− CDΦ(PNu)).
Thus, since CDΦ is globally Lipschitz on X t, by Lemma 5.23, and PN has norm
one as a mapping from X t into itself,
‖F (u)− FN(u)‖t ≤ ‖(I − PN )CDΦ(u)‖t + C‖(I − PN )u‖t.
By dominated convergence ‖(I −PN )a‖t → 0 for any fixed element a ∈ X t. Thus,
because CDΦ is globally Lipschitz, by Lemma 5.23, and as u ∈ C([0, T ];X t),
we deduce that it suffices to bound sup0≤s≤T ‖u(s)‖t. But such a bound is a
consequence of the existence theory outlined at the start of the proof, based on
the proof of Theorem 5.18. ✷
The following is a straightforward corollary of the preceding theorem:
Corollary 5.27. For any pair (u0,W ) ∈ X t × C([0, T ];X t) we define the point
Itoˆ map
Θτ : X t × C([0, T ];X t)→ X t
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(resp. ΘNτ for (5.37)) which maps (u0,W ) to the unique solution u(τ) of the inte-
gral equation (5.36) (resp. uN(τ) for (5.37)) at time τ . The map Θτ (resp. Θ
N
τ )
is globally Lipschitz continuous. Finally we have that ΘNτ (u0,W ) → Θτ (u0,W )
for every pair (u0,W ) ∈ X t × C([0, T ];X t).
Theorem 5.28. Let Assumptions 5.21 hold. Then the measure µ given by (4.4)
is invariant for (5.2): for all continuous bounded functions ϕ : X t → R it follows
that, if E denotes expectation with respect to the product measure found from initial
condition u0 ∼ µ and W ∼ W, the C-Wiener measure on X t, then Eϕ
(
u(τ)
)
=
Eϕ(u0).
Proof. We have that
Eϕ
(
u(τ)
)
=
∫
ϕ
(
Θτ (u0,W )
)
µ(du0)W(dW ), (5.38)
Eϕ(u0) =
∫
ϕ(u0)µ(du0). (5.39)
If we solve equation (5.33) with u0 ∼ µN then, using EN with the obvious notation,
ENϕ
(
uN(τ)
)
=
∫
ϕ
(
ΘNτ (u0,W )
)
µN (du0)W(dW ), (5.40)
ENϕ(u0) =
∫
ϕ(u0)µ
N (du0). (5.41)
Lemma 5.29 below shows that, in fact,
ENϕ
(
uN(τ)
)
= ENϕ(u0).
Thus it suffices to show that
ENϕ
(
uN (τ)
)→ Eϕ(u(τ)) (5.42)
and
ENϕ(u0)→ Eϕ(u0). (5.43)
Both of these facts follow from the dominated convergence theorem as we now
show. First note that
ENϕ(u0) =
∫
ϕ(u0)e
−Φ(PNu0)µ0(du0).
Since ϕ(·)e−Φ◦PN is bounded independently of N , by (supϕ)eM1 , and since (Φ ◦
PN)(u) converges pointwise to Φ(u) on X t, we deduce that
ENϕ(u0)→
∫
ϕ(u0)e
−Φ(u0)µ0(du0) = Eϕ(u0)
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so that (5.43) holds. The convergence in (5.42) holds by a similar argument. From
(5.40) we have
ENϕ
(
uN(τ)
)
=
∫
ϕ
(
ΘNτ (u0,W )
)
e−Φ(P
Nu0)µ0(du0)W(dW ). (5.44)
The integrand is again dominated by (supϕ)eM1 . Using the pointwise convergence
of ΘNτ to Θτ on X t × C([0, T ];X t), as proved in Corollary 5.27, as well as the
pointwise convergence of (Φ ◦ PN )(u) to Φ(u), the desired result follows from
dominated convergence: we find that
ENϕ
(
uN(τ)
) → ∫ ϕ(Θτ (u0,W ))e−Φ(u0)µ0(du0)W(dW ) = Eϕ(u(τ)).
The desired result follows. ✷
Lemma 5.29. Let Assumptions 5.21 hold. Then the measure µN given by (5.31)
is invariant for (5.33): for all continuous bounded functions ϕ : X t → R it fol-
lows that, if EN denotes expectation with respect to the product measure found
from initial condition u0 ∼ µN and W ∼ W, the C-Wiener measure on X t, then
ENϕ
(
uN(τ)
)
= ENϕ(u0).
Proof. Recall from Lemma 5.24 that measure µN given by (5.31) factors as the
independent product of two measures on µP on X
N and µQ on X
⊥. On X⊥ the
measure is simply the Gaussian µQ = N (0, C⊥), whilst XN the measure µP is
finite dimensional with density proportional to
exp
(
− Φ(p)− 1
2
‖(CN)− 12 p‖2
)
. (5.45)
The equation (5.33) also decouples on the spaces XN and X⊥. On X⊥ it gives
the integral equation
q(τ) = −
∫ τ
0
q(s) +
√
2QNW (τ) (5.46)
whilst on XN it gives the integral equation
p(τ) = −
∫ τ
0
(
p(s) + CNDΦ(p(s)))ds+√2PNW (τ). (5.47)
Measure µQ is preserved by (5.46), because (5.46) simply gives an (integral equa-
tion formulation of) the Ornstein-Uhlenbeck process with desired Gaussian invari-
ant measure. On the other hand, equation (5.47) is simply (an integral equation
formulation of)the Langevin equation for measure on RN with density (5.45) and
a calculation with the Fokker-Planck equation, as in Theorem 5.20, demonstrates
the required invariance of µP . ✷
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5.7. Bibliographic Notes.
• Subsection 5.1 describes general background on Markov processes and in-
variant measures. The book [79] is a good starting point in this area. The
book [76] provides a good overview of this subject area, from an applied and
computational statistics perspective. For continuous time Markov chains see
[102].
• Subsection 5.2 concerns MCMC methods. The standard RWM was intro-
duced in [74] and led, via the paper [47], to the development of the more gen-
eral class of Metropolis-Hastings methods. The paper [95] is a key reference
which provides a framework for the study of Metropolis-Hastings methods
on general state spaces. The subject of MCMC methods which are invari-
ant with respect to the target measure µ on infinite dimensional spaces is
overviewed in the paper [22]. The specific idea behind the Algorithm 5.10
is contained in [77, equation (15)], in the finite dimensional setting. It is
possible to show that, in the limit β → 0, suitably interpolated output of
Algorithm 5.10 converges to solution of the equation (5.2): see [84]. Fur-
thermore it is also possible to compute a spectral gap for the Algorithm 5.10
in the infinite dimensional setting [100]. This implies the existence of a di-
mension independent spectral gap when finite dimensional approximation is
used; in contrast standard Metropolis-Hastings methods, such as Random
Walk Metropolis, have a dimension-dependent spectral gap which shrinks
with increasing dimension [100].
• Subsection 5.3 concerns SMC methods and the foundational work in this area
is overviewed in the book [27]. The application of those ideas to the solution
of PDE inverse problems was first demonstrated in [51], where the inverse
problem is to determine the initial condition of the Navier-Stokes equations
from observations. The method is applied to the elliptic inverse problem,
with uniform priors, in [10]. The proof of Theorem 5.13 follows the very
clear exposition given in [85] in the context of filtering for hidden Markov
models.
• Subsections 5.4–5.6 concern measure preserving continuous time dynamics.
The finite dimensional aspects of this subsection, which we introduce for mo-
tivation, are covered in the texts [80] and [38]; the first of these books is an
excellent introduction to the basic existence and uniqueness theory, outlined
in a simple case in Theorem 5.18, whilst the second provides an in depth
treatment of the subject from the viewpoint of the Fokker-Planck equation,
as used in Theorem 5.20. This subject has a long history which is overviewed
in the paper [42] where the idea is applied to finding SPDEs which are in-
variant with respect to the measure generated by a conditioned diffusion
process. This idea is generalized to certain conditioned hypoelliptic diffu-
sions in [43]. It is also possible to study deterministic Hamiltonian dynamics
which preserves the same measure. This idea is described in [9] in the same
set-up as employed here; that paper also contains references to the wider
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literature. Lemma 5.23 is proved in [73] and Lemma 5.25 in [84] Lemma
5.29 requires knowledge of the invariance of Ornstein-Uhlenbeck processes
together with invariance of finite dimensional first order Langevin equations
with the form of gradient dynamics subject to additive noise. The invariance
of the Ornstein-Uhlenbeck process is covered in [30] and invariance of finite
dimensional SDEs using the Fokker-Planck equation is discussed in [38]. The
C-Wiener process, and its properties, are described in [29].
• The primary focus of this section has been on the theory of measure-preserving
dynamics, and its relations to algorithms. The SPDEs are of interest in their
own right as a theoretical object, but have particular importance in the con-
struction of MCMC methods, and in understanding the limiting behaviour of
MCMC methods. It is also important to appreciate that MCMC and SMC
methods are by no means the only tools available to study the Bayesian
inverse problem. In this context we note that computing the expectation
with respect to the posterior can be reformulated as computing the ratio of
two expectations with respect to the prior, the denominator being the nor-
malization constant. effectively in some such high dimensional integration
problems; [60] and [78] are general references on the QMC methodology. The
paper [58] is a survey on the theory of QMC for bounded integration domains
and is relevant for uniform priors. The paper [61] contains theoretical results
for unbounded integration domains and is relevant to, for example, Gaussian
priors. The use of QMC in plain uncertainty quantification (calculating the
pushforward of a measure through a map) is studied for elliptic PDEs with
random coefficients in [59] (uniform) and [40] (Gaussian). More sophisticated
integration tools can be employed, using polynomial chaos representations of
the prior measure, and computing posterior expectations in a manner which
exploits sparsity in the map from unknown random coefficients to measured
data; see [91, 90]. Much of this work, viewing uncertainty quantification
from the point of high dimensional integration, has its roots in early papers
concerning plain uncertainty quantification in elliptic PDEs with random
coefficients; the paper [7] was foundational in this area.
6. Conclusions
We have highlighted a theoretical treatment for Bayesian inversion over infinite
dimensional spaces. The resulting framework is appropriate for the mathematical
analysis of inverse problems, as well as the development of algorithms. For example,
on the analysis side, the idea of MAP estimators, which links the Bayesian approach
with classical regularization, developed for Gaussian priors in [31], has recently
been extended to other prior models in [48]; the study of contraction of the posterior
distribution to a Dirac measure on the truth underlying the data is undertaken in
[3, 4, 100]. On the algorithmic side algorithms for Bayesian inversion in geophysical
applications are formulated in [16, 17], and on the computational statistics side
methods for optimal experimental design are formulated in [5, 6]. All of these
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cited papers build on the framework developed in detail here, and first outlined
in [93]. It is thus anticipated that the framework herein will form the bedrock
of other, related, developments of both the theory and computational practice of
Bayesian inverse problems.
7. Appendix
7.1. Function Spaces. In this subsection we briefly define the Hilbert and
Banach spaces that will be important in our developments of probability and in-
tegration in infinite dimensional spaces. As a consequence we pay particular at-
tention to the issue of separability (the existence of a countable dense subset)
which we require in that context. We primarily restrict our discussion to R or
C-valued functions, but the reader will easily be able to extend to Rn-valued or
Rn×n-valued situations, and we discuss Banach-space valued functions at the end
of the subsection.
7.1.1. ℓp and Lp Spaces. Consider real-valued sequences u = {uj}∞j=1 ∈ R∞.
Let w ∈ R∞ denote a positive sequence so that wj > 0 for each j ∈ N. For every
p ∈ [1,∞) we define
ℓpw = ℓ
p
w(N;R) =
{
u ∈ R
∣∣∣ ∞∑
j=1
wj |uj|p <∞
}
.
Then ℓpw is a Banach space when equipped with the norm
‖u‖ℓpw =
( ∞∑
j=1
wj |uj |p
) 1
p
.
In the case p = 2 the resulting spaces are Hilbert spaces when equipped with the
inner-product
〈u, v〉 =
∞∑
j=1
wjujvj .
These ℓp spaces, with p ∈ [1,∞), are separable. Throughout we simply write ℓp for
the spaces ℓpw with wj ≡ 1. In the case wj ≡ 1 we extend the definition of Banach
spaces to the case p =∞ by defining
ℓ∞ = ℓ∞(N;R) =
{
u ∈ R
∣∣∣supj∈N(|uj |) <∞}
and
‖u‖ℓ∞ = supj∈N(|uj |).
The space ℓ∞ of bounded sequences is not separable. Each element of the sequence
uj is real-valued, but the definitions may be readily extended to complex-valued,
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Rn-valued and Rn×n-valued sequences, replacing | · | by the complex modulus, the
vector ℓp norm and the operator ℓp norm on matrices respectively.
We now extend the idea of p-summability to functions, and to p-integrability.
Let D be a bounded open set in Rd with Lipschitz boundary and define the space
Lp = Lp(D;R) of Lebesgue measurable functions f : D → R with norm ‖ · ‖Lp(D)
defined by
‖f‖Lp(D) :=

(∫
D
|f |p dx) 1p for 1 ≤ p <∞
ess supD |f | for p =∞.
In the above definition we have used the notation
ess sup
D
|f | = inf {C : |f | ≤ C a.e. on D} .
Here a.e. is with respect to Lebesgue measure and the integral is, of course, the
Lebesgue integral. Sometimes we drop explicit reference to the set D in the norm
and simply write ‖ · ‖Lp . For Lebesgue measurable functions f : D → Rn the
norm is readily extended replacing |f | under the integral by the vector p-norm
on Rn. Likewise we may consider Lebegue measurable f : D → Rn×n, using
the operator p-norm on Rn×n. In all these cases we write Lp(D) as shorthand
for Lp(D;X) where X = R, Rn or Rn×n. Then Lp(D) is the vector space of all
(equivalence classes of) measurable functions f : D → R for which ‖f‖Lp(D) <∞.
The space Lp(D) is separable for p ∈ [1,∞) whilst L∞(D) is not separable. We
define periodic versions of Lp(D), denoted by Lpper(D), in the case where D is a
unit cube; these spaces are defined as the completion of C∞ periodic functions on
the unit cube, with respect to the Lp-norm. If we define Td to be the d-dimensional
unit torus then we write Lpper([0, 1]
d) = Lp(Td). Again these spaces are separable
for 1 ≤ p <∞, but not for p =∞.
7.1.2. Continuous and Ho¨lder Continuous Functions. Let D be an open
and bounded set in Rd with Lipschitz boundary. We will denote by C(D,R), or
simply C(D), the space of continuous functions f : D → R. When equipped with
the supremum norm,
‖f‖C(D) = sup
x∈D
|f(x)|,
C(D) is a Banach spaces. Building on this we define the space C0,γ(D) to be the
space of functions in C(D) which are Ho¨lder with any exponent γ ∈ (0, 1] with
norm
‖f‖C0,γ(D) = sup
x∈D
|f(x)|+ sup
x,y∈D
( |f(x)− f(y)|
|x− y|γ
)
. (7.1)
The case γ = 1 corresponds to Lipschitz functions.
We remark that C(D) is separable since D ⊂ Rd is compact here. The space
of Ho¨lder functions C0,γ(D;R) is, however, not separable. Separability can be
recovered by working in the subset of C0,γ(D;R) where, in addition to (7.1) being
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finite,
lim
y→x
|f(x)− f(y)|
|x− y|γ = 0,
uniformly in x; we denote the resulting separable space by C0,γ0 (D,R). This is anal-
ogous to the fact that the space of bounded measurable functions is not separable,
while the space of continuous functions on a compact domain is. Furthermore it
may be shown that C0,γ
′ ⊂ C0,γ0 for every γ′ > γ. All of the preceding spaces
can be generalized to functions C0,γ(D,Rn) and C0,γ0 (D,R
n); they may also be
extended to periodic functions on the unit torus Td found by identifying opposite
faces of the unit cube [0, 1]d. The same separability issues arise for these general-
izations.
7.1.3. Sobolev Spaces. We define Sobolev spaces of functions with integer num-
ber of derivatives, extend to fractional and negative derivatives, and make the con-
nection with Hilbert scales. Here D is a bounded open set in Rd with Lipschitz
boundary. In the context of a function u ∈ L2(D) we will use the notation ∂u∂xi to
denote the weak derivative with respect to xi and the notation ∇u for the weak
gradient.
The Sobolev space W r,p(D) consists of all Lp-integrable functions u : D → R
whose αth order weak derivatives exist and are Lp-integrable for all |α| ≤ r:
W r,p(D) =
{
u
∣∣∣Dαu ∈ Lp(D) for |α| ≤ r} (7.2)
with norm
‖u‖W r,p(D) =

(∑
|α|≤r ‖Dαu‖pLp(D)
) 1
p
for 1 ≤ p <∞,∑
|α|≤r ‖Dαu‖L∞(D) for p =∞.
(7.3)
We denote W r,2(D) by Hr(D). We define periodic versions of Hs(D), denoted
by Hsper(D), in the case where D is a unit cube [0, 1]
d; these spaces are defined
as the completion of C∞ periodic functions on the unit cube, with respect to the
Hs-norm. If we define Td to be d-dimensional unit torus, we then write Hs(Td) =
Hsper([0, 1]
d).
The spaces Hs(D) with D a bounded open set in Rd, and Hsper([0, 1]
d), are
separable Hilbert spaces. In particular if we define the inner-product (·, ·)L2(D) on
L2(D) by
(u, v)L2(D) :=
∫
D
u(x)v(x)dx
and define the resulting norm ‖ · ‖L2(D) by the identity
‖u‖2L2(D) = (u, u)L2(D)
then the space H1(D) is a separable Hilbert space with inner product
〈u, v〉H1(D) = (u, v)L2(D) + (∇u,∇v)L2(D)
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and norm (7.3) with p = 2. Likewise the space H10 (D) is a separable Hilbert space
with inner product
〈u, v〉H10 (D) = (∇u,∇v)L2(D)
and norm
‖u‖H10(D) = ‖∇u‖L2(D). (7.4)
As defined above, Sobolev spaces concern integer numbers of derivatives. How-
ever the concept can be extended to fractional derivatives and there is then a
natural connection to Hilbert scales of functions. To explain this we start our
development in the periodic setting. Recall that, given an element u in L2(Td), we
can decompose it as a Fourier series:
u(x) =
∑
k∈Zd
uke
2πi〈k,x〉 ,
where the identity holds for (Lebesgue) almost every x ∈ Td. Furthermore, the L2
norm of u is given by Parseval’s identity ‖u‖2L2 =
∑ |uk|2. The fractional Sobolev
space Hs(Td) for s ≥ 0 is given by the subspace of functions u ∈ L2(Td) such that
‖u‖2Hs :=
∑
k∈Zd
(1 + 4π2|k|2)s|uk|2 <∞ . (7.5)
Note that this is a separable Hilbert space by virtue of ℓ2w being separable. Note
also that H0(Td) = L2(Td) and that, for positive integer s, the definition agrees
with the definition Hs(Td) =W s,2(Td) obtained from (7.2) with the obvious gen-
eralization from D to Td. For s < 0, we define Hs(Td) as the closure of L2 under
the norm (7.5). The spaces Hs(Td) for s < 0 may also be defined via duality. The
resulting spaces Hs are separable for all s ∈ R.
We now link the spaces Hs(Td) to a specific Hilbert scale of spaces. Hilbert
scales are families of spaces defined by D(As/2) for A a positive, unbounded, self-
adjoint operator on a Hilbert space. To view the fractional Sobolev spaces from this
perspective let A = I −△ with domain H2(Td), noting that the eigenvalues of A
are simply 1+4π2|k|2 for k ∈ Zd. We thus see that, by the spectral decomposition
theorem, Hs = D(As/2), and we have ‖u‖Hs = ‖As/2u‖L2. Note that we may
work in the space of real-valued functions where the eigenfunctions of A, {ϕj}∞j=1,
comprise sine and cosine functions; the eigenvalues of A, when ordered on a one-
dimensional lattice, then satisfy αj ≍ j2/d. This is relevant to the more general
perpsective of Hilbert scales that we now introduce.
We can now generalize the previous construction of fractional Sobolev spaces
to more general domains than the torus. The resulting spaces do not, in general,
coincide with Sobolev spaces, because of the effect of the boundary conditions
of the operator A used in the construction. On an arbitrary bounded open set
D ⊂ Rd with Lipschitz boundary we consider a positive self-adjoint operator A
satisfying Assumption 1.3 so that its eigenvalues satisfy αj ≍ j2/d; then we define
the spaces Hs = D(As/2) for s > 0. Given a Hilbert space (H, 〈·, ·〉, ‖ · ‖) of real-
valued functions on a bounded open set D in Rd, we recall from Assumption 1.3
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the orthonormal basis for H denoted by {ϕj}∞j=1. Any u ∈ H can be written as
u =
∞∑
j=1
〈u, ϕj〉ϕj .
Thus
Hs =
{
u : D → R
∣∣∣‖w‖2Hs <∞} (7.6)
where, for uj = 〈u, ϕj〉,
‖u‖2Hs =
∞∑
j=1
j
2s
d |uj|2.
In fact Hs is a Hilbert space: for vj = 〈v, ϕj〉 we may define the inner-product
〈u, v〉Hs =
∞∑
j=1
j
2s
d ujvj .
For any s > 0, the Hilbert space (Hs, 〈·, ·〉Ht , ‖ · ‖Ht) is a subset of the original
Hilbert space H ; for s < 0 the spaces are defined by duality and are supersets of
H . Note also that we have Parseval-like identities showing that the Hs norm on a
function u is equivalent to the ℓ2w norm on the sequence {uj}∞j=1 with the choice
wj = j
2s/d. The spaces Hs are separable Hilbert spaces for any s ∈ R.
7.1.4. Other Useful Function Spaces. As mentioned in passing, all of the
preceding function spaces can be extended to functions taking values in Rn,Rn×n;
thus we may then write C(D;Rn), Lp(D;Rn), Hs(D;Rn), for example. More gen-
erally we may wish to consider functions taking values in a separable Banach space
E. For example when we are interested in solutions of time-dependent PDEs then
these may be formulated as ordinary differential equations taking values in a sep-
arable Banach space E, with norm ‖ · ‖E . It is then natural to consider Banach
spaces such as L2((0, T );E) and C([0, T ];E) with norms
‖u‖L2((0,T );E) =
√(∫ T
0
‖u(·, t)‖2Edt
)
, ‖u‖C([0,T ];E) = sup
t∈[0,T ]
‖u(·, t)‖E.
These norms can be generalized in a variety of ways, by generalizing the norm on
the time variable.
The preceding idea of defining Banach space-valued Lp spaces defined on an
interval (0, T ) can be taken further to define Banach space-valued Lp spaces defined
on a measure space. Let (M, ν) any countably generated measure space, like for
example any Polish space (a separable completely metrizable topological space)
equipped with a positive Radon measure ν. Again let E denote a separable Banach
space. Then Lpν(M;E) is the space of functions u : M → E with norm (in this
defintion of norm we use Bochner integration, defined in the next subsection)
‖u‖Lpν(M;E) =
(∫
M
‖u(x)‖pEν(dx)
) 1
p
.
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For p ∈ (1,∞) these spaces are separable. However, separability fails to hold for
p = ∞. We will use these Banach spaces in the case where ν is a probability
measure P, with corresponding expectation E, and we then have
‖u‖Lp
P
(M;E) =
(
E
(‖u‖pE)) 1p .
7.1.5. Interpolation Inequalities and Sobolev Embeddings. Here we state
some useful interpolation inequalities, and use them to prove a Sobolev embedding
result, all in the context of fractional Sobolev spaces, in the generalized sense
defined through a Hilbert scale of functions.
Let p, q ∈ [1,∞] be a pair of conjugate exponents so that p−1+ q−1 = 1. Then
for any positive real a, b we have the Young inequality
ab ≤ a
p
p
+
bq
q
.
As a corollary of this elementary bound, we obtain the following Ho¨lder inequality
Let (M, µ) be a measure space and denote the norm ‖ · ‖Lpν(M;R) by ‖ · ‖p. For
p, q ∈ [1,∞] as above and u, v : M→ R a pair of measurable functions we have∫
M
|u(x)v(x)|µ(dx) ≤ ‖u‖p ‖v‖q. (7.7)
From this Ho¨lder-like inequality the following interpolation bound results: let α ∈
[0, 1] and let L denote a (possibly unbounded) self-adjoint operator on the Hilbert
space (H, 〈·, ·〉, ‖ · ‖). Then, the bound
‖Lαu‖ ≤ ‖Lu‖α‖u‖1−α (7.8)
holds for every u ∈ D(L) ⊂ H.
Now assume that A is a self-adjoint unbounded operator on L2(D) with D ⊂
Rd a bounded open set with Lipschitz boundary. Assume further that A has
eigenvalues αj ≍ j 2d and define the Hilbert scale of spaces Ht = D(A t2 ). An
immediate corollary of the bound (7.8), obtained by choosing H = Hs, L = A t−s2 ,
and α = (r − s)/(t− s), is:
Lemma 7.1. Let Assumption 1.3 hold. Then for any t > s, any r ∈ [s, t] and any
u ∈ Ht it follows that
‖u‖t−sHr ≤ ‖u‖r−sHt ‖u‖t−rHs .
It is of interest to bound the Lp norm of a function in terms of one of the
fractional Sobolev norms, or more generally in terms of norms from a Hilbert scale.
To do this we need to not only make assumptions on the eigenvalues of the operator
A which defines the Hilbert scale, but also on the behaviour of the corresponding
orthonormal basis of eigenfunctions in L∞. To this end we let Assumption 2.17
hold. It then turns out that bounding the L∞ norm is rather straightforward and
we start with this case.
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Lemma 7.2. Let Assumption 2.17 hold and define the resulting Hilbert scale of
spaces Hs by (7.6). Then for every s > d2 , the space Hs is contained in the space
L∞(D) and there exists a constant K1 such that ‖u‖L∞ ≤ K1‖u‖Hs.
Proof. It follows from Cauchy-Schwarz that
1
C
‖u‖L∞ ≤
∑
k∈Zd
|uk| ≤
(∑
k∈Zd
(1 + |k|2)s|uk|2
)1/2(∑
k∈Zd
(1 + |k|2)−s
)1/2
.
Since the sum in the second factor converges if and only if s > d2 , the claim
follows.
As a consequence of Lemma 7.2, we are able to obtain a more general Sobolev
embedding for all Lp spaces:
Theorem 7.3 (Sobolev Embeddings). Let Assumption 2.17 hold, define the
resulting Hilbert scale of spaces Hs by (7.6) and assume that p ∈ [2,∞]. Then, for
every s > d2 − dp , the space Hs is contained in the space Lp(D) and there exists a
constant K2 such that ‖u‖Lp ≤ K2‖u‖Hs.
Proof. The case p = 2 is obvious and the case p = ∞ has already been shown,
so it remains to show the claim for p ∈ (2,∞). The idea is to divide the space
of eigenfunctions into “blocks” and to estimate separately the Lp norm of every
block. More precisely, we define a sequence of functions u(n) by
u(−1) = u0 ϕ0 , u
(n) =
∑
2n≤j<2n+1
uj ϕj ,
where the ϕj are an orthonormal basis of eigenfunctions for A, so that u =∑
n≥−1 u
(n). For n ≥ 0 the Ho¨lder inequality gives
‖u(n)‖pLp ≤ ‖u(n)‖2L2‖u(n)‖p−2L∞ . (7.9)
Now set s′ = d2 + ǫ for some ǫ > 0 and note that the construction of u
(n), together
with Lemma 7.2, gives the bounds
‖u(n)‖L2 ≤ K2−ns/d‖u(n)‖Hs , ‖u(n)‖L∞ ≤ K1‖u(n)‖Hs′ ≤ K2n(s
′−s)/d‖u(n)‖Hs .
(7.10)
Inserting this into (7.9), we obtain (possibly for an enlarged K)
‖u(n)‖Lp ≤ K‖u(n)‖Hs2n
(
(s′−s) p−2p −
2s
p
)
/d = K‖u(n)‖Hs2n
(
ǫ p−2p +
d
2−
d
p−s
)
/d
≤ K‖u‖Hs2n
(
ǫ+ d2−
d
p−s
)
/d .
It follows that ‖u‖Lp ≤ |u0| +
∑
n≥0 ‖u(n)‖Lp ≤ K2‖u‖Hs , provided that the
exponent appearing in this expression is negative which, since ǫ can be chosen
arbitrarily small, is precisely the case whenever s > d2 − dp .
82 Masoumeh Dashti and Andrew M Stuart
7.2. Probability and Integration In Infinite Dimensions.
7.2.1. Product Measure for i.i.d. Sequences. Perhaps the most straightfor-
ward setting in which probability measures in infinite dimensions are encountered
is when studying i.i.d. sequences of real-valued random variables. Furthermore,
this is our basic building block for the construction of random functions – see sub-
section 2.1 – so we briefly overview the subject. Let P0 be a probability measure
on R so that (R,B(R),P0) is a probability space and consider the i.i.d. sequence
ξ := {ξj}∞j=1 with ξ1 ∼ P0.
The construction of such a sequence can be formalised as follows. We consider
ξ as a random variable taking values in the space R∞ endowed with the product
topology, i.e. the smallest topology for which the projection maps ℓn : ξ 7→ ξn are
continuous for every n. This is a complete metric space; an example of a distance
generating the product topology is given by
d(x, y) =
∞∑
n=1
2−n
|xn − yn|
1 + |xn − yn| .
Since we are considering a countable product, the resulting σ-algebra B(R∞) co-
incides with the product σ-algebra, which is the smallest σ-algebra for which all
ℓn’s are measurable.
In what follows we need the notion of the pushforward of a probability measure
under a measurable map. If f : B1 → B2 is a measurable map between two
measurable spaces
(
Bi,B(Bi)
)
i = 1, 2 and µ1 is a probability measure on B1
then µ2 = f
♯µ1 denotes the pushforward probability measure on B2 defined by
µ2(A) = µ1
(
f−1(A)
)
for all A ∈ B(B2). (The notation f∗µ is sometimes used in
place of f ♯µ, but we reserve this notation for adjoints.) Recall that in section 2
we construct random functions via the random series (2.1) whose coefficients are
constructed from an i.i.d sequence. Our interest is in studying the pushforward
measure F ♯P0 where F : R∞ → X ′ is defined by
Fξ = m0 +
∞∑
j=1
γjξjφj . (7.11)
In particular section 2 is devoted to determing suitable separable Banach spaces
X ′ on which to define the pushforward measure.
With the pushforward notation at hand, we may also describe Kolmogorov’s
extension theorem which can be stated as follows.
Theorem 7.4. (Kolmogorov Extension) Let X be a Polish space and let
I be an arbitrary set. Assume that, for any finite subset A ⊂ I, we are given
a probability measure PA on the finite product space X
A. Assume furthermore
that the family of measures {PA} is consistent in the sense that if B ⊂ A and
ΠA,B : X
A → XB denotes the natural projection map, then Π♯A,BPA = PB. Then,
there exists a unique probability measure P on XI endowed with the product σ-
algebra with the property that Π♯I,AP = PA for every finite subset A ⊂ I.
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Loosely speaking, one can interpret this theorem as stating that if one knows
the law of any finite number of components of a random vector or function then
this determines the law of the whole random vector or function; in particular in the
case of the random function this comprises uncountably many components. This
statement is thus highly non-trivial as soon as the set I is infinite since we have
a priori defined PA only for finite subsets A ⊂ I and the theorem allows us to
extend this uniquely also to infinite subsets.
As a simple application, we can use this theorem to define the infinite product
measure P =
⊗∞
k=1 P0 as the measure given by Kolmogorov’s Extension Theorem
7.4 if we take as our family of specifications PA =
⊗
k∈A P0. Our i.i.d. sequence
ξ is then naturally defined as a random sample taken from the probability space(
R∞,B(R∞),P
)
. A more complicated example follows from making sense of the
random field perspective on random functions as explained in subsection 2.5.
7.2.2. Probability and Integration on Separable Banach Spaces. We now
study probability and integration on separable Banach spaces B; we let B∗ denote
the dual space of bounded linear functionals on B. The assumption of separability
rules out some important function spaces like L∞(D;R), but is required in order for
the basic results of integration theory to hold. This is because, when considering
a non-separable Banach space B, it is not clear what the “natural” σ-algebra on
B is. One natural candidate is the Borel σ-algebra, denoted B(B), namely the
smallest σ-algebra containing all open sets; another is the cylindrical σ-algebra,
namely the smallest σ-algebra for which all bounded linear functionals on B are
measurable. For i.i.d. sequences, the analogues of these two σ-algebras can be
identified whereas, in the general setting, the cylindrical σ-algebra can be strictly
smaller than the Borel σ-algebra. In the case of separable Banach spaces however,
both σ-algebras agree:
Lemma 7.5. Let B be a separable Banach space and let µ and ν be two Borel
probability measures on B. If ℓ♯µ = ℓ♯ν for every ℓ ∈ B∗, then µ = ν.
Thus, as for i.i.d. sequences, there is therefore a canonical notion of measura-
bility. Whenever we refer to (probability) measures on a separable Banach space
B in the sequel, we really mean (probability) measures on
(
B,B(B)
)
.
We now turn to the definition of integration with respect to probability mea-
sures on B. Given a (Borel) measurable function f : Ω → B where (Ω,F ,P) is
a standard probability space, we say that f is integrable with respect to P if the
map ω 7→ ‖f(ω)‖ belongs to L1P(Ω;R). (Note that this map is certainly Borel
measurable since the norm ‖ · ‖ : B → R is a continuous, and therefore also Borel
measurable, function.) Given such an integrable function f , we define its Bochner
integral by ∫
f(ω)P(dω) = lim
n→∞
∫
fn(ω)P(dω) ,
where fn is a sequence of simple functions, for which the integral on the right-hand
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side may be defined in the usual way, chosen such that
lim
n→∞
∫
‖fn(ω)− f(ω)‖P(dω) = 0.
With this definition the value of the integral does not depend on the approximating
sequence, it is linear in f , and∫
ℓ(f(ω))P(dω) = ℓ
(∫
f(ω)P(dω)
)
, (7.12)
for every element ℓ in the dual space B∗.
Given a probability measure µ on a separable Banach space B, we now say that
µ has finite expectation if the identity function x 7→ x is integrable with respect to
µ. If this is the case, we define the expectation of µ as∫
B
xµ(dx) ,
where the integral is interpreted as a Bochner integral.
Similarly, it is natural to say that µ has finite variance if the map x 7→ ‖x‖2 is
integrable with respect to µ. Regarding the covariance Cµ of µ itself, it is natural
to define it as a bounded linear operator Cµ : B
∗ → B with the property that
Cµℓ =
∫
B
xℓ(x)µ(dx) , (7.13)
for every ℓ ∈ B∗. At this stage however, it is not clear whether such an operator
Cµ always exists solely under the assumption that µ has finite variance. For any
x ∈ B, we define the projection operator Px : B∗ → B by
Pxℓ = x ℓ(x) , (7.14)
suggesting that we define
Cµ :=
∫
B
Px µ(dx) . (7.15)
The problem with this definition is that if we view the map x 7→ Px as a map
taking values in the space L(B∗, B) of bounded linear operators from B∗ → B
then, since this space is not separable in general, it is not clear a priori whether
(7.15) makes sense as a Bochner integral. This suggests to define the subspace
B⋆(B) ⊂ L(B∗, B) given by the closure (in the usual operator norm) of the linear
span of operators of the type Px given in (7.14) for x ∈ B. We then have:
Lemma 7.6. If B is separable, then B⋆(B) is also separable. Furthermore, B⋆(B)
consists of compact operators.
This leads to the following corollary:
Corollary 7.7. Assume that µ has finite variance so that the map x 7→ ‖x‖2 is
integrable with respect to µ. Then the covariance operator Cµ defiend by (7.15)
exists as a Bochner integral in B⋆(B).
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Remark 7.8. Once the covariance is defined, the fact that (7.13) holds is then an
immediate consequence of (7.12). In general, not every element C ∈ B⋆(B) can be
realised as the covariance of some probability measure. This is the case even if we
impose the positivity condition ℓ(Cℓ) ≥ 0, which by (7.13) is a condition satisfied
by every covariance operator. For further insight into this issue, see Lemma 7.32
which characteritzes precisely the covariance operators of a Gaussian measure in
separable Hilbert space. ✷
Given any probability measure µ on B, we can define its Fourier transform
µˆ : B∗ → C by
µˆ(ℓ) :=
∫
B
eiℓ(x) µ(dx) . (7.16)
For a Gaussian measure µ0 on B with mean a and covariance operator C, it may
be shown show that, for any ℓ ∈ B∗, the characteristic function is given by
µˆ0(ℓ) = e
iℓ(a)− 12 ℓ(Cℓ). (7.17)
As a consequence of Lemma 7.5, it is almost immediate that a measure is uniquely
determined by its Fourier transform, and this is the content of the following result.
Lemma 7.9. Let µ and ν be any two probability measures on a separable Banach
space B. If µˆ(ℓ) = νˆ(ℓ) for every ℓ ∈ B∗, then µ = ν.
7.2.3. Probability and Integration on Separable Hilbert Spaces. We will
frequently be interested in the case where B = H for (H, 〈·, ·〉, ‖ ·‖) some separable
Hilbert space. Bochner integration can then, of course, be defined as a special
case of the preceding development on separable Banach spaces. We make use of
the Riesz representation theorem to identify H with its dual and H ⊗ H with
a subspace of the space of linear operators on H. The covariance operator of a
measure µ on H may then be viewed as a bounded linear operator from H into
itself. The definition (7.13) of Cµ becomes
Cµℓ =
∫
H
〈ℓ, x〉xµ(dx) , (7.18)
for all ℓ ∈ H and (7.15) becomes
Cµ =
∫
H
x⊗ xµ(dx) . (7.19)
Corollary 7.7 shows that we can indeed make sense of the second formulation as a
Bochner integral, provided that µ has finite variance in H.
7.2.4. Metrics on Probability Measures. When discussing well-posedness
and approximation theory for the posterior distribution, it is of interest to estimate
the distance between two probability measures and thus we will be interested in
metrics between probability measures. In this subsection we introduce two useful
metrics on measures: the total variation distance and the Hellinger distance. We
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discuss the relationships between the metrics and indicate how they may be used
to estimate differences between expectations of random variables under two differ-
ent measures. We also discuss the Kullback-Leibler divergence, a useful distance
measure which does not satisfy the axioms of a metric, but which may be used to
bound both the Hellinger and total variation distances, and which is also useful
in defining algorithms for finding the best approximation to a given measure from
within some restricted class of measures, such as Gaussians.
Assume that we have two probability measures µ and µ′ on a separable Banach
space denoted by B (actually the considerations here apply on a Polish space but
we do not need this level of generality). Assume that µ and µ′ are both absolutely
continuous with respect to a common reference measure ν, also defined on the same
measure space. Such a measure always exists – take ν = 12 (µ+µ
′) for example. In
the following, all integrals of real-valued functions over B are simply denoted by∫
. The following define two concepts of distance between µ and µ′. The resulting
metrics that we define are independent of the choice of this common reference
measure.
Definition 7.10. The total variation distance between µ and µ′ is
dTV(µ, µ
′) =
1
2
∫ ∣∣∣dµ
dν
− dµ
′
dν
∣∣∣dν. ✷
In particular, if µ′ is absolutely continuous with respect to µ then
dTV(µ, µ
′) =
1
2
∫ ∣∣∣1− dµ′
dµ
∣∣∣dµ. (7.20)
Definition 7.11. The Hellinger distance between µ and µ′ is
dHell(µ, µ
′) =
√
1
2
∫ (√dµ
dν
−
√
dµ′
dν
)2
dν. ✷
In particular, if µ′ is absolutely continuous with respect to µ then
dHell(µ, µ
′) =
√√√√1
2
∫ (
1−
√
dµ′
dµ
)2
dµ. (7.21)
Note that the numerical constant 12 appearing in both definitions is chosen in
such a way as to ensure the bounds
0 ≤ dTV(µ, µ′) ≤ 1 , 0 ≤ dHell(µ, µ′) ≤ 1 .
In the case of the total variation inequality this is an immediate consequence of
the triangle inequality, combined with the fact that both µ and µ′ are probability
measures, so that
∫
dµ
dν dν = 1 and similarly for µ
′. In the case of the Hellinger
distance, it follows by expanding the square and applying similar considerations.
The Hellinger and total variation distances are related as follows, which shows
in particular that they both generate the same topology:
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Lemma 7.12. The total variation and Hellinger metrics are related by the in-
equalities
1√
2
dTV(µ, µ
′) ≤ dHell(µ, µ′) ≤ dTV(µ, µ′) 12 .
Proof. We have
dTV(µ, µ
′) =
1
2
∫ ∣∣∣√dµ
dν
−
√
dµ′
dν
∣∣∣∣∣∣√dµ
dν
+
√
dµ′
dν
∣∣∣dν
≤
√(1
2
∫ (√dµ
dν
−
√
dµ′
dν
)2
dν
)√(1
2
∫ (√dµ
dν
+
√
dµ′
dν
)2
dν
)
≤
√(1
2
∫ (√dµ
dν
−
√
dµ′
dν
)2
dν
)√(∫ (dµ
dν
+
dµ′
dν
)
dν
)
=
√
2dHell(µ, µ
′)
as required for the first bound.
For the second bound note that, for any positive a and b, one has the bound
|√a−√b| ≤ √a+√b. As a consequence, we have the bound
dHell(µ, µ
′)2 ≤ 1
2
∫ ∣∣∣√dµ
dν
−
√
dµ′
dν
∣∣∣∣∣∣√dµ
dν
+
√
dµ′
dν
∣∣∣dν
=
1
2
∫ ∣∣∣dµ
dν
− dµ
′
dν
∣∣∣dν
= dTV(µ, µ
′) ,
as required.
Example 7.13. Consider two Gaussian densities on R: N(m1, σ
2
1) andN(m2, σ
2
2).
The Hellinger distance between them is given by
dHell(µ, µ
′)2 = 1−
√
exp
(
− (m1 −m2)
2
2(σ21 + σ
2
2)
) 2σ1σ2
(σ21 + σ
2
2)
.
To see this note that
dHell(µ, µ
′)2 = 1− 1
(2πσ1σ2)
1
2
∫
R
exp(−Q)dx
where
Q =
1
4σ21
(x−m1)2 + 1
4σ22
(x−m2)2.
Define σ2 by
1
2σ2
=
1
4σ21
+
1
4σ22
.
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We change variable under the integral to y given by
y = x− m1 +m2
2
and note that then, by completing the square,
Q =
1
2σ2
(y −m)2 + 1
4(σ21 + σ
2
2)
(m2 −m1)2
where m does not appear in what follows and so we do not detail it. Noting that
the integral is then a multiple of a standard Gaussian N(m,σ2) gives the desired
result. In particular this calculation shows that the Hellinger distance between two
Gaussians on R tends to zero if and only if the means and variances of the two
Gaussians approach one another. Furthermore, by the previous lemma, the same
is true for the total variation distance.
The preceding example generalizes to higher dimension and shows that, for ex-
ample, the total variation and Hellinger metrics cannot metrize weak convergence
of probability measures (as one can also show that convergence in total variation
metric implies strong convergence). They are nonetheless useful distance measures,
for example between families of measures which are mutually absolutely contin-
uous. Furthermore, the Hellinger distance is particularly useful for estimating
the difference between expectation values of functions of random variables under
different measures. This is encapsulated in the following lemma:
Lemma 7.14. Let µ and µ′ be two probability measures on a separable Banach
space X. Assume also that f : X → E, where (E, ‖ · ‖) is a separable Banach
space, is measurable and has second moments with respect to both µ and µ′. Then
‖Eµf − Eµ′f‖ ≤ 2
(
Eµ‖f‖2 + Eµ′‖f‖2
) 1
2
dHell(µ, µ
′).
Furthermore, if E is a separable Hilbert space and f : X → E as before has fourth
moments, then
‖Eµ(f ⊗ f)− Eµ′ (f ⊗ f)‖ ≤ 2
(
Eµ‖f‖4 + Eµ′‖f‖4
) 1
2
dHell(µ, µ
′).
Proof. Let ν be a reference probability measure as above. We then have the bound
‖Eµf − Eµ′f‖ ≤
∫
‖f‖
∣∣∣dµ
dν
− dµ
′
dν
∣∣∣dν
=
∫ ( 1√
2
∣∣∣√dµ
dν
−
√
dµ′
dν
∣∣∣)(√2‖f‖∣∣∣√dµ
dν
+
√
dµ′
dν
∣∣∣)dν
≤
√(1
2
∫ (√dµ
dν
−
√
dµ′
dν
)2
dν
)√(
2
∫
‖f‖2
(√dµ
dν
+
√
dµ′
dν
)2
dν
)
≤
√(1
2
∫ (√dµ
dν
−
√
dµ′
dν
)2
dν
)√(
4
∫
‖f‖2
(dµ
dν
+
dµ′
dν
)
dν
)
= 2
(
Eµ‖f‖2 + Eµ′‖f‖2
) 1
2
dHell(µ, µ
′)
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as required.
The proof for f ⊗ f follows from the bound
‖Eµ(f ⊗ f)− Eµ′(f ⊗ f)‖ = sup
‖h‖=1
‖Eµ〈f, h〉f − Eµ′ 〈f, h〉f‖
≤
∫
‖f‖2
∣∣∣dµ
dν
− dµ
′
dν
∣∣∣dν ,
and then arguing similarly to the first case but with ‖f‖ replaced by ‖f‖2.
Remark 7.15. Note, in particular, that choosing X = E, and with f chosen
to be the identity mapping, we deduce that the differences between the mean
(resp. covariance operator) of two measures are bounded above by their Hellinger
distance, provided that one has some a priori control on the second (resp. fourth)
moments. ✷
We now define a third widely used distance concept for comparing two proba-
bility measures. Note, however, that it does not give rise to a metric in the strict
sense, because it violates both symmetry and the triangle inequality.
Definition 7.16. The Kullback-Leibler divergence between two measures µ′ and
µ, with µ′ absolutely continuous with respect to µ, is
DKL(µ
′||µ) =
∫
dµ′
dµ
log
(dµ′
dµ
)
dµ. ✷
If µ is also absolutely continuous with respect to µ′, so that the two measures
are equivalent, then
DKL(µ
′||µ) = −
∫
log
( dµ
dµ′
)
dµ′
and the two definitions coincide.
Example 7.17. Consider two Gaussian densities on R: N(m1, σ
2
1) andN(m2, σ
2
2).
The Kullback-Leibler divergence between them is given by
DKL(µ1||µ2) = ln
(σ2
σ1
)
+
1
2
(σ21
σ22
− 1
)
+
(m2 −m1)2
2σ22
.
To see this note that
DKL(µ1||µ2) = Eµ1
(
ln
√
σ22
σ21
+
1
2σ22
|x−m2|2 − 1
2σ21
|x−m1|2
)
= ln
σ2
σ1
+ Eµ1
(( 1
2σ22
− 1
2σ21
)|x−m1|2)+ Eµ1 1
2σ22
(
|x−m2|2 − |x−m1|2
)
= ln
σ2
σ1
+
1
2
(σ21
σ22
− 1
)
+
1
2σ22
Eµ1
(
m22 −m21 + 2x(m1 −m2)
)
= ln
σ2
σ1
+
1
2
(σ21
σ22
− 1
)
+
1
2σ22
(m2 −m1)2
as required.
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As for Hellinger distance, this example shows that two Gaussians on R approach
one another in the Kullback-Leibler divergence if and only if their means and vari-
ances approach one another. This generalizes to higher dimensions. The Kullback-
Leibler divergence provides an upper bound for the square of the Hellinger distance
and for the square of the total variation distance.
Lemma 7.18. Assume that two measures µ and µ′ are equivalent. Then the
bounds
dHell(µ, µ
′)2 ≤ 1
2
DKL(µ||µ′) , dTV(µ, µ′)2 ≤ DKL(µ||µ′) ,
hold.
Proof. The second bound follows from the first by using Lemma 7.12, thus it
suffices to proof the first. In the following we use the fact that
x− 1 ≥ log(x) ∀x ≥ 0 ,
so that √
x− 1 ≥ 1
2
log(x) ∀x ≥ 0 .
This yields the bound
dHell(µ, µ
′)2 =
1
2
∫ (√dµ′
dµ
− 1
)2
dµ =
1
2
∫ (dµ′
dµ
+ 1− 2
√
dµ′
dµ
)
dµ
=
∫ (
1−
√
dµ′
dµ
)
dµ ≤ 1
2
∫ (
− log dµ
′
dµ
)
dµ
=
1
2
DKL(µ||µ′) ,
as required.
7.2.5. Kolmogorov Continuity Test. The setting of Kolmogorov’s continuity
test is the following. We assume that we are given a compact domain D ⊂ Rd,
a complete separable metric space X , as well as a collection of X-valued random
variables u : x ∈ D 7→ X . At this stage we assume no regularity whatsoever
on the parameter x: the distribution of this collection of random variables is a
measure µ0 on the space X
D of all functions from D to X endowed with the
product σ-algebra. Any consistent family of marginal distributions does yield such
a measure by Kolmogorov’s extension Theorem 7.4 . With these notations at
hand, Kolmogorov’s continuity test can be formulated as follows, and enables the
extraction of regularity with respect to variation of u(x) with respect to x.
Theorem 7.19 (Kolmogorov Continuity Test). Let D and u be as above and
assume that there exist p > 1, α > 0 and K > 0 such that
Ed
(
u(x), u(y)
)p ≤ K|x− y|pα+d , ∀x, y ∈ D , (7.22)
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where d denotes the distance function on X, and d the dimension of the compact
domain D. Then, for every β < α, there exists a unique measure µ on C0,β(D,X)
such that the canonical process under µ has the same law as u.
We have here generalized the notion of Ho¨lder spaces from subsection 7.1.2
to functions taking values in a Polish space; such generalizations are discussed in
subsection 7.1.4. The notion of canonical process is defined in subsection 7.4.
We will frequently use Kolmogorov’s continuity test in the following setting: we
again assume that we are given a compact domain D ⊂ Rd, and now a collection
u(x) of Rn-valued random variables indexed by x ∈ D. We have the following:
Corollary 7.20. Assume that there exist p > 1, α > 0 and K > 0 such that
E|u(x) − u(y)|p ≤ K|x− y|pα+d , ∀x, y ∈ D .
Then, for every β < α, there exists a unique measure µ on C0,β(D) such that the
canonical process under µ has the same law as u.
Remark 7.21. Recall that C0,γ
′
(D) ⊂ C0,γ0 (D) for all γ′ > γ so that, since the
interval β < α for this theorem is open, we may interpret the result as giving an
equivalent measure defined on a separable Banach space.
A very useful consequence of Kolmogorov’s continuity criterion is the following
result. The setting is to consider a random function f given by the random series
u =
∑
k≥0
ξkψk (7.23)
where {ξk}k≥0 is an i.i.d. sequence and the ψk are real- or complex-valued Ho¨lder
functions on bounded open D ⊂ Rd satisfying, for some α ∈ (0, 1],
|ψk(x) − ψk(y)| ≤ h(α, ψk)|x− y|α x, y ∈ D; (7.24)
of course if α = 1 the functions are Lipschitz.
Corollary 7.22. Let {ξk}k≥0 be countably many centred i.i.d. random variables
(real or complex) with bounded moments of all orders. Moreover let {ψk}k≥0 satisfy
(7.24). Suppose there is some δ ∈ (0, 2) such that
S1 :=
∑
k≥0
‖ψk‖2L∞ <∞ and S2 :=
∑
k≥0
‖ψk‖2−δL∞ h(α, ψk)δ <∞ . (7.25)
Then u defined by (7.23) is almost surely finite for every x ∈ D, and u is Ho¨lder
continuous for every Ho¨lder exponent smaller than αδ/2.
Proof. Let us denote by κn(X) the nth cumulant of a random variable X . The
odd cumulants of centred random variables are zero. Furthermore, using the fact
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that the cumulants of independent random variables simply add up and that the
cumulants of ξk are all finite by assumption, we obtain for p ≥ 1 the bound∣∣κ2p(u(x)− u(y))∣∣ = ∣∣∣∑
k≥0
κ2p(ξk)
(
ψk(x) − ψk(y)
)2p∣∣∣
. Cp
∑
k≥0
min{22p‖ψk‖2pL∞ , h(α, ψk)2p|x− y|2pα}
. Cp
∑
k≥0
‖ψk‖(1−
δ
2 )2p
L∞ h(α, ψk)
2p. δ2 |x− y|2pα. δ2
. Cp|x− y|pαδ ,
with Cp denoting positive constants depending on p which can change from oc-
currence to occurrence, and where we used that min{a, bx2} ≤ a1−δ/2bδ/2|x|δ for
any a, b ≥ 0 and the finiteness of S2. In a similar way, we obtain
∣∣κ2pu(x)∣∣ < ∞
for every p ≥ 1. Since the random variables u(x) are centred, all moments of even
order 2p, p ≥ 1, can be expressed in terms of homogeneous polynomials of the even
cumulants of order upto 2p, so that
E|u(x) − u(y)|2p . Cp|x− y|pαδ , E|u(x)|2p <∞ ,
uniformly over x, y ∈ D. The almost sure boundedness on L∞ follows from the
second bound. The Ho¨lder continuity claim follows from Kolmogorov’s continuity
test in the form of Corollary 7.20, after noting that pαδ = 2p
(
1
2αδ − d2p
)
+ d and
choosing p arbitrarily large.
Remark 7.23. Note that (7.23) is simply a rewrite of (2.1), with ψ0 = m0,
ξ0 = 1 and ψk = γkφk. In the case where the ξk are standard normal then the
ψk’s in Corollary 7.22 form an orthonormal basis of the Cameron-Martin space
(see Definition 7.26) of a Gaussian measure. The criterion (7.25) then provides an
effective way of showing that the measure in question can be realised on a space
of Ho¨lder continuous functions. ✷
7.3. Gaussian Measures.
7.3.1. Separable Banach Space Setting. We start with the definition of a
Gaussian measure on a separable Banach space B. There is no equivalent to
Lebesgue measure in infinite dimensions (as it could not be σ-additive), and so we
cannot define a Gaussian measure by prescribing the form of its density. However,
note that Gaussian measures on Rn can be characterised by prescribing that the
projections of the measure onto any one-dimensional subspace of Rn are all Gaus-
sian. This is a property that can readily be generalised to infinite-dimensional
spaces:
Definition 7.24. A Gaussian probability measure µ on a separable Banach space
B is a Borel measure such that ℓ♯µ is a Gaussian probability measure on R for
every continuous linear functional ℓ : B → R. (Here, Dirac measures are considered
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to be Gaussian measures with zero variance.) The measure is said to be centred if
ℓ♯µ has mean zero for every ℓ. ✷
This is a reasonable definition since, provided that B is separable, the one-
dimensional projections of any probability measure carry sufficient information to
characterise it – see Lemma 7.5. We now state an important result which controls
the tails of Gaussian distributions:
Theorem 7.25 (Fernique). Let µ be a Gaussian probability measure on a separa-
ble Banach space B. Then, there exists α > 0 such that
∫
B
exp(α‖x‖2)µ(dx) <∞.
As a consequence of Fernique’s theorem and the Corollary 7.7, every Gaussian
measure µ admits a compact covariance operator Cµ given by (7.15), because the
second moment is bounded. In fact the techniques used to prove the Fernique
theorem show that, if M =
∫
B ‖x‖µ(dx), then there is a global constant K > 0
such that ∫
B
‖x‖2n µ(dx) ≤ n!Kα−nM2n. (7.26)
Since the covariance operator, and hence the mean, exist for a Gaussian mea-
sure, and since they may be shown to characterize the measure completely, we
write N(m,C) for a Gaussian with mean m and covariance operator C.
Measures in infinite dimensional spaces are typically mutually singular. Fur-
thermore, two Gaussian measures are either mutually singular or equivalent (mu-
tually absolutely continuous). The Cameron-Martin space plays a key role in
characterizing whether or not two Gaussians are equivalent.
Definition 7.26. The Cameron-Martin space Hµ of measure µ on a separable
Banach space B is the completion of the linear subspace H˚µ ⊂ B defined by
H˚µ = {h ∈ B : ∃h∗ ∈ B∗ with h = Cµh∗} , (7.27)
under the norm ‖h‖2µ = 〈h, h〉µ = h∗(Cµh∗). It is a Hilbert space when endowed
with the scalar product 〈h, k〉µ = h∗(Cµk∗) = h∗(k) = k∗(h).
The Cameron-Martin space is actually independent of the space B in the sense
that, although we may view the measure as living on a range of separable Hilbert
or Banach spaces, the Cameron-Martin space will be the same in all cases. The
space characterizes exactly the directions in which a centred Gaussian measure
may be shifted to obtain an equivalent Gaussian measure:
Theorem 7.27 (Cameron-Martin). For h ∈ B, define the map Th : B → B by
Th(x) = x+h. Then, the measure T
♯
hµ is absolutely continuous with respect to µ if
and only if h ∈ Hµ. Furthermore, in the latter case, its Radon-Nikodym derivative
is given by
dT ♯hµ
dµ
(u) = exp
(
h∗(u)− 12‖h‖2µ
)
where h = Cµh
∗.
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Thus this theorem characterizes the Radon-Nikodym derivative of the mea-
sure N(h,Cµ) with respect to the measure N(0, Cµ). Below, in the Hilbert space
setting, we also consider changes in the covariance operator which lead to equiva-
lent Gaussian measures. However, before moving to the Hilbert space setting, we
conclude this subsection with several useful observations concerning Gaussians on
separable Banach spaces. The topological support of measure µ on the separable
Banach space B is the set of all u ∈ B such that any neighborhood of u has a
positive measure.
Theorem 7.28. The topological support of a centred Gaussian measure µ on B is
the closure of the Cameron-Martin space in B. Furthemore the Cameron-Martin
space is dense in X. Therefore all balls in B have positive µ-measure.
Since the Cameron-Martin space of Gaussian measure µ is independent of the
space on which we view the measure as living, this following useful theorem shows
that the unit ball in the Cameron-Martin space is compact in any separable Banach
space X for which µ(X) = 1 :
Theorem 7.29. The closed unit ball in the Cameron-Martin space Hµ is compactly
embedded into the separable Banach space B.
In the setting of Gaussian measures on a separable Banach space, all balls have
positive probability. The Cameron-Martin norm is useful in the characterization
of small-ball properties of Gaussians. Let Bδ(z) denote a ball of radius δ in B
centred at a point z ∈ Hµ.
Theorem 7.30. The ratio of small ball probabilities under Gaussian measure µ
satisfy
lim
δ→0
µ
(
Bδ(z1)
)
µ
(
Bδ(z2)
) = exp(1
2
‖z2‖2µ −
1
2
‖z1‖2µ
)
.
Example 7.31. Let µ denote the Gaussian measure N(0,K) on Rn with K pos-
itive definite. Then Theorem 7.30 is the statement that
lim
δ→0
µ
(
Bδ(z1)
)
µ
(
Bδ(z2)
) = exp(1
2
|K− 12 z2|2 − 1
2
|K− 12 z1|2
)
which follows directly from the fact that the Gaussian measure at point z ∈ Rn has
Lebesgue density proportional to exp
(
− 12 |K−
1
2 z|2
)
and the fact that the Lebesgue
density is a continuous function. ✷
7.3.2. Separable Hilbert Space Setting. In these notes our approach is pri-
marily based on defining Gaussian measures on Hilbert space; the Banach spaces
which are of full measure under the Gaussian are then determined via the Kol-
mogorov continuity theorem. In this subsection we develop the theory of Gaus-
sian measures in greater detail within the Hilbert space setting. Throughout(H, 〈·, ·〉, ‖ · ‖) denotes the separable Hilbert space on which the Gaussian is con-
structed. Actually, in this Hilbert space setting the covariance operator Cµ has
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considerably more structure than just the boundedness implied by (7.26): it is
trace-class and hence necessarily compact on H:
Lemma 7.32. A Gaussian measure µ on a a separable Hilbert space H, has co-
variance operator Cµ : H → H which is trace class and satisfies∫
H
‖x‖2 µ(dx) = TrCµ . (7.28)
Conversely, for every positive trace class symmetric operator K : H → H, there
exists a Gaussian measure µ on H such that Cµ = K.
Since the covariance operator Cµ : H → H of a Gaussian on H is a compact
operator it follows that if operator Cµ : H → H has an inverse then it will be
a densely-defined unbounded operator on H; we call this the precision operator.
Both the covariance and the precision operators are self-adjoint on appropriate
domains, and fractional powers of them may be defined via the spectral theorem.
Theorem 7.33 (Cameron-Martin Space on Hilbert Space). Let µ be a
Gaussian measure on a Hilbert space H with strictly positive covariance operator
K. Then the the Cameron-Martin space Hµ consists of the image of H under K1/2
and the Cameron-Martin norm is given by ‖h‖2µ = ‖K−
1
2h‖2.
Example 7.34. Consider two Gaussian measures µi onH = L2(J), J = (0, 1) both
with precision operator L = − d2dx2 where D(L) = H10 (J) ∩H2(J). (Informally −L
is the Laplacian on J with homogeneous Dirichlet boundary conditions.) Assume
that µ1 ∼ N(m,C) and µ2 ∼ N(0, C). Then Hµi is the image of H under C
1
2
which is the space = H10 (J). It follows that the measures are equivalent if and
only if m ∈ H10 (J). If this condition is satisfied then, from Theorem 7.33, the
Radon-Nikodym derivative between the two measures is given by
dµ1
dµ2
(x) = exp
(
〈m,x〉H10 −
1
2
‖m‖2H10
)
. ✷
We now turn to the Feldman-Ha´jek theorem in the Hilbert Space setting. Let
{ϕj}∞j=1 denote an orthonormal basis for H. Then the Hilbert-Schmidt norm of a
linear operator L : H → H is defined by
‖L‖2HS :=
∞∑
j=1
‖Lϕj‖2.
The value of the norm is, in fact, independent of the choice of orthonormal basis.
In the finite dimensional setting the norm is known as the Frobenius norm.
Theorem 7.35 (Feldman-Ha´jek on Hilbert Space). Let µi with i = 1, 2 be
two centred Gaussian measures on some fixed Hilbert space H with means mi and
strictly positive covariance operators Ci. Then the following hold:
1. µ1 and µ2 are either singular or equivalent.
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2. The measures µ1 and µ2 are equivalent Gaussian measures if and only if:
(a) The images of H under C 12i coincide for i = 1, 2, and we denote this
common image space by E;
(b) m1 −m2 ∈ E;
(c) ‖(C−1/21 C1/22 )(C−1/21 C1/22 )∗ − I‖HS <∞.
Remark 7.36. The final condition may be replaced by the condition that
‖(C1/21 C−1/22 )(C1/21 C−1/22 )∗ − I‖HS <∞
and the theorem remains true; this formulation is sometimes useful. ✷
Example 7.37. Consider two mean-zero Gaussian measures µi onH = L2(J), J =
(0, 1) with precision operators L1 = − d2dx2 + I and L2 = − d
2
dx2 respectively, both
with domain H10 (J) ∩H2(J). The operators L1, L2 share the same eigenfunctions
φk(x) =
√
2 sin (kπx)
and have eigenvalues
λk(1) = λk(2) + 1, λk(2) = k
2π2,
respectively. Thus µ1 ∼ N(0, C1) and µ2 ∼ N(0, C2) where, in the basis of eigen-
functions, C1 and C2 are diagonal with eigenvalues
1
k2π2 + 1
,
1
k2π2
respectively. We have, for hk = 〈h, φk〉,
π2
π2 + 1
≤ 〈h, C1h〉〈h, C2h〉 =
∑
k∈Z+(1 + k
2π2)−1h2k∑
k∈Z+(kπ)
−2h2k
≤ 1.
From this it follows that the Cameron-Martin spaces of the two measures coincide,
and are equal to H10 (J). Notice that
T = C
− 12
1 C2C
− 12
1 − I
is diagonalized in the same basis as the Ci and has eigenvalues
1
k2π2
.
These are square summable and so by Theorem 7.35 the two measures are abso-
lutely continuous with respect to one another. ✷
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7.4. Wiener Processes in Infinite Dimensional Spaces. Central
to the theory of stochastic PDEs is the notion of a cylindrical Wiener process,
which can be thought of as an infinite-dimensional generalisation of a standard n-
dimensional Wiener process. This leads to the notion of the A-Wiener process for
certain classes of operators A. Before we proceed to the definition and construction
of such Wiener processes in separable Hilbert spaces, let us recall a few basic facts
about stochastic processes in general.
In general, a stochastic process u over a probability space (Ω,F ,P) and taking
values in a separable Hilbert space H is nothing but a collection {u(t)} of H-valued
random variables indexed by time t ∈ R (or taking values in some subset of R). By
Kolmogorov’s Extension Theorem 7.4, we can also view this as a map u : Ω→ HR,
where HR is endowed with the product sigma-algebra. A notable special case
which will be of interest here is the case where the probability space is taken to be
Ω = C([0, T ],H) (or some other space of H-valued continuous functions) endowed
with some Gaussian measure P and where the process X is given by
u(t)(ω) = ω(t) , ω ∈ Ω .
In this case, u is called the canonical process on Ω.
The usual (one-dimensional) Wiener process is a real-valued centred Gaussian
process B(t) such that B(0) = 0 and E|B(t)−B(s)|2 = |t−s| for any pair of times
s, t. From our point of view, the Wiener process on any finite time interval I can
always be realised as the canonical process for the Gaussian measure on C(I,R)
with covariance function C(s, t) = s ∧ t = min{s, t}. Note that such a measure
exists by the Kolmogorov continuity test, and Corollary 7.20 in particular.
The standard n-dimensional Wiener process B(t) is simply given by n inde-
pendent copies of a standard one-dimensional Wiener process {βj}nj=1, so that its
covariance is given by
Eβi(s)βj(t) = (s ∧ t)δi,j .
In other words, if u and v are any two elements in Rn, we have
E〈u,B(s)〉〈B(t), v〉 = (s ∧ t)〈u, v〉 .
This is the characterisation that we will now extend to an arbitrary separable
Hilbert space H. One natural way of constructing such an extension is to fix an
orthonormal basis {en}n≥1 of H and a countable collection {βj}∞j=1 of independent
one-dimensional Wiener processes, and to set
B(t) :=
∞∑
n=1
βn(t) en . (7.29)
If we define
BN (t) :=
N∑
n=1
βn(t) en
then clearly E‖BN (t)‖2H = tN and so the series will not converge in H for fixed
t > 0. However the expression (7.29) is nonetheless the right way to think of a
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cylindrical Wiener process on H; indeed for fixed t > 0 the truncated series for
BN will converge in a larger space containing H. We define the following scale of
Hilbert subspaces, for r > 0, by
X r = {u ∈ H∣∣ ∞∑
j=1
j2r|〈u, φj〉|2 <∞}
and then extend to superspaces r < 0 by duality. We use ‖ · ‖r to denote the norm
induced by the inner-product
〈u, v〉r =
∞∑
j=1
j2rujvj
for uj = 〈u, φj〉 and vj = 〈v, φj〉. A simple argument, similar to that used to
prove Theorem 2.10, shows that {BN (t)} is, for fixed t > 0, Cauchy in X r for
any r < − 12 . In fact it is possible to construct a stochastic process as the limit
of the truncated series, living on the space C([0,∞),X r) for any r < − 12 , by the
Kolmogorov Continuity Theorem 7.19 in the setting whereD = [0, T ] and X = X r.
We give details in the more general setting that follows.
Building on the preceding we now discuss construction of a C-Wiener process
W , using the finite dimensional case described in Remark 5.19 to guide us. Here C :
H → H is assumed to be trace-class with eigenvalues γ2j . Consider the cylindrical
Wiener process given by
B(t) =
∞∑
j=1
βjej,
where {βj}∞j=1 is an i.i.d. family of unit Brownian motions onR with βj ∈ C([0,∞);R).
We note that
E|βj(t)− βj(s)|2 = |t− s|. (7.30)
Since
√Cej = γjej , the C-Wiener process W =
√CB is then
W (t) =
∞∑
j=1
γjβj(t)ej . (7.31)
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The following formal calculation gives insight into the properties of W :
EW (t)⊗W (s) = E
( ∞∑
j=1
∞∑
k=1
γjγkβj(t)βk(s)ej ⊗ ek
)
=
( ∞∑
j=1
∞∑
k=1
γjγkE
(
βj(t)βk(t)
)
ej ⊗ ek
)
=
( ∞∑
j=1
∞∑
k=1
γjγkδjk(t ∧ s)ej ⊗ ek
)
=
∞∑
j=1
(
γ2jφj ⊗ φj
)
t ∧ s
= C (t ∧ s).
Thus the process has the covariance structure of Brownian motion in time, and
covariance operator C in space. Hence the name C-Wiener process.
Assume now that the sequence γ = {γj}∞j=1 is such that
∑∞
j=1 j
2rγ2j =M <∞
for some r ∈ R. For fixed t it is then possible to construct a stochastic process as
the limit of the truncated series
WN (t) =
N∑
j=1
γjβj(t)ej ,
by means of a Cauchy sequence argument in L2P(Ω;X r). Similarly W (t) −W (s)
may be defined for any t, s. We may then also discuss the regularity of this process
in time. Together equations (7.30),(7.31) give E‖W (t) −W (s)‖2r = M2|t − s|. It
follows that E‖W (t) −W (s)‖r ≤ M |t − s| 12 . Furthermore, since W (t) −W (s) is
Gaussian, we have by (7.26) that E‖W (t) −W (s)‖2qr ≤ Kq|t − s|q. Applying the
Kolmogorov continuity test of Theorem 7.19 then demonstrates that the process
given by (7.31) may be viewed as an element of the space C0,α([0, T ];X r) for any
α < 12 . Similar arguments may be used to study the cylindrical Wiener process,
showing that it lives in C0,α([0, T ];X r) for α < 12 and r < − 12 .
7.5. Bibliographical Notes.
• Subsection 7.1 introduces various Banach and Hilbert spaces, as well as the
notion of separablity; see [101]. In the context of PDEs, see [34] and [88], for
all of the function spaces defined in subsections 7.1.1–7.1.3; Sobolev spaces
are developed in detail in [2]. The nonseparability of the Ho¨lder spaces C0,β
and the separability of C0,β0 is discussed in [41]. For asymptotics of the
eigenvalues of the Laplacian operator see [92, Chapter 11]. For discussion of
the more general spaces of E-valued functions over a measure space (M, ν)
we refer the reader to [101]. Subsection 7.1.5 concerns Sobolev embedding
theorems, building rather explicitly on the case of periodic functions. The
corresponding embedding results in domains with more general boundary
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conditions or even on more general manifolds or unbounded domains, we refer
to the comprehensive series of monographs [96, 97, 98]. The interpolation
inequality of (7.8) and Lemma 7.1 may be found in [88]; see also Proposition
6.10 and Corollary 6.11 of [41]. The proof of Theorem 7.3 closely follows
that given in [41, Theorem 6.16], and is a slight generalization to the Hilbert
scale setting used here.
• Subsection 7.2 briefly introduces the theory of probability measures on infi-
nite dimensional spaces. We refer to the extensive treatise by Bogachev [15],
and to the much shorter but more readily accessible book by Billingsley [12],
for more details. The subject of independent sequences of random variables,
as overviewed in subsection 7.2.1 in the i.i.d. case, is discussed in detail in
[28, section 1.5.1]. The Kolmogorov Extension Theorem 7.4 is proved in
numerous texts in the setting where X = R [80]; since any Polish space is
isomorphic to R it may be stated as it is here. Proofs of Lemmas 7.5 and 7.9
may be found in [41], where they appear as Proposition 3.6 and Propostion
3.9 respectively. For (7.17) see [29, Chapter 2]. In subsection 7.2.2 we intro-
duce the Bochner integral; see [13, 49] for further details. Lemma 7.6 and the
resulting Corollary 7.7 are stated and proved in [14]. The topic of metrics
on probability measures, introduced in subsection 7.2.4 is overviewed in [39],
where detailed references to the literature on the subject may also be found;
the second inequality in Lemma 7.18 is often termed the Pinsker inequality
and can be found in [23]. Note that the choice of normalization constants
in the definitions of the total variation and Hellinger metrics differs in the
literature. For a more detailed account of material on weak convergence of
probability measures we refer, for example, to [12, 15, 99]. A proof of the
Kolmogorov continuity test as stated in Theorem 7.19 can be found in [86,
p. 26] for simple case of D an interval and X a separable Banach space; the
generalization given here may be found in a forthcoming uptodate version of
[41].
• The subject of Gaussian measures, as introduced in subsection 7.3, is com-
prehensively studied in [14] in the setting of locally convex topological spaces,
including separable Banach spaces as a special case. See also [68] which is
concerned with Gaussian random functions. The Fernique Theorem 7.25 is
proved in [36] and the reader is directed to [41] for a very clear exposition. In
Theorem 7.25 it is possible to take for α any value smaller than 1/(2‖Cµ‖)
and this value is sharp: see [67, Thm 4.1]. See [14, 68] for more details on the
Cameron-Martin space, and proof of Theorem 7.27. Theorem 7.28 follows
from Theorem 3.6.1 and Corollary 3.5.8 of [14]: Theorem 3.6.1 shows that
the topological support is the closure of the Cameron-Martin space in B and
Corollary 3.5.8 shows that the Cameron-Martin space is dense in B. The
reproducing kernel Hilbert space for µ (or just reproducing kernel for short)
appears widely in the literature and is isomorphic to the Cameron-Martin
space in a natural way. There is considerable confusion between the two as
a result. We retain in these notes the terminology from [14], but the reader
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should keep in mind that there are authors who use a slightly different termi-
nology. Theorem 7.30 as stated is a consequence of Proposition 3 in section
18 in [68]. Turning now to the Hilbert space setting we note that Lemma 7.32
is proved as Proposition 3.15, and Theorem 7.33 appears as Exercise 3.34,
in [41]. See [14, 29, 53] for alternative developments of the Cameron-Martin
and Feldman-Ha´jek theorems. The original statement of the Feldman-Ha´jek
Theorem 7.35 can be found in [35, 46]. Our statement of Theorem 7.35 mir-
rors Theorem 2.23 of [29] and Remark 7.36 is Lemma 6.3.1(ii) of [14]. Note
that we have not stated a result analogous to Theorem 7.27 in the case where
of two equivalent Gaussian measures with differing covariances. Such a result
can be stated, but is technically complicated in general because the ratio of
normalizations constants of approximating finite dimensional measures can
blow-up as the limiting infinite dimensional Radon-Nikodym derivative is
attained; see Corollary 6.4.11 in [14].
• Subsection 7.4 contains a discussion of cylindrical and C-Wiener processes.
The development is given in more detail in section 3.4 of [41], and in section
4.3 of [29].
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