Abstract-The quantitative mapping of a database that represents a finite set of classified and/or unclassified data points may be decomposed into three distinctive learning tasks: 1) detection of the structure of each class model with locally mixture clusters; 2) estimation of the data distributions for each induced cluster inside each class; 3) classification of the data into classes that realizes the data memberships. The mapping function accomplished by the probabilistic modular networks may then be constructed as the optimal estimator with respect to information theory, and each of the three tasks can be interpreted as an independent objective in real-world applications. We adapt a model fitting scheme that determines both the number and kernel of local clusters using informationtheoretic criteria. The class distribution functions are then obtained by learning generalized Gaussian mixtures, where a soft classification of the data is performed by an efficient incremental algorithm. Further classification of the data is treated as a hard Bayesian detection problem, in particular, the decision boundaries between the classes are fine tuned by a reinforce or antireinforce supervised learning scheme. Examples of the application of this framework to medical image quantification, automated face recognition, and featured database analysis, are presented as well.
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I. INTRODUCTION
T HIS PAPER addresses the problem of mapping a database, given a finite set of data points (examples). The mapping function can therefore be interpreted as a quantitative representation of the contents (knowledge) contained in the database [1] , [3] , [4] . The data set may be a classified set, as in general clustering problems [2] , [22] , [25] , it may be unclassified, as in unsupervised distribution learning [1] , [12] , [18] , or it may be a partially classified set, as in pattern classification applications [5] - [7] . Instead of mapping the whole data set using a single complex network, in many applications, it is more practical to design a set of simple class subnets with locally mixture clusters, each one of which S.-Y. Kung is with the Department of Electrical Engineering, Princeton University, Princeton, NJ 08544 USA (e-mail: kung@ee.princeton.edu).
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represents a specific region of the knowledge space. This is indeed the case, and in particular, inspired by the principle of divide-and-conquer in applied statistics, probabilistic modular neural networks have become increasingly popular in the machine learning research [1] , [4] - [7] , [17] , [36] . In this paper, we present a particular application of the probabilistic modular networks to the problem of mapping from databases. We describe a constructive criterion for designing the network architecture and the learning algorithm, both of which are governed by information theory [37] . The motivation of this work comes from following considerations. First, the database (available knowledge) and the network (learning capability) have been traditionally treated as two separate components in neural system design, where the relationship between them is not explicit [36] . It is desirable to have a network mapping a database, thus allowing an efficient information representation [25] . Second, since the complex cluster patterns and distributions intrinsically exhibited in a database are generally not transparent to the user, it will be difficult to interpret the output of system, to analyze the course of error, and to evaluate the process of performance [4] . A high-resolution divideand-conquer architecture, i.e., hierarchy, may be required. Finally, in many practical applications, data mapping means either supervised (with objective of data classification) [2] , unsupervised (with objective of data quantification) [12] , [22] , or the combined learning [5] . A flexible but unified scheme should be explored. The quantitative mapping of a database may be decomposed into three distinctive learning tasks: 1) detection of the structure of each class model with locally mixture clusters; 2) estimation of the data distributions for each induced cluster inside each class; 3) classification of the data into classes that realizes the data memberships. Although many previously proposed approaches have led to quite impressive results, several fundamental issues remain unresolved in the application domain. For example, the finite mixture model has very appealing properties to class distribution learning; the number of local clusters and the kernel shapes of cluster distributions are often assumed to be known, which is far from being realized in most applications [2] , [9] , [13] , [17] , [22] . The data mapping will be, in general, difficult to interpret since imposing a simple parametric model for the class may prevent the correct identification of the data structure [25] and the accurate estimation of the class boundaries [1] , [26] . If the local models are to map the structure of the class and the class boundaries, model selection must be taken into consideration on the goodness of fit [4] , [7] . Furthermore, once the correct model is determined, we may formulate parameter learning as problem of maximum likelihood (ML) estimation [1] , [2] , [10] . The most popular algorithm in this domain is expectation-maximization (EM) algorithm [3] , [19] . However, the EM algorithm has the reputation of being a slow algorithm since its batch training has a first-order convergence in which new information acquired in the expectation step is not used immediately [19] , [21] , [22] . In order to balance the tradeoff between efficiency and accuracy, on-line algorithms are proposed for large-scale sequential learning [3] , [11] and are extended to supervised learning [6] , [17] . The price to be paid is then a greatly increased memory requirements [20] . In addition, since data quantification (inside each class) and data classification (between the classes) may be the two independent objectives in applications, the optimality criteria for them are indeed different. However, the relationship between these two objectives, as well as how the error interferes each other, have not been fully understood [23] , [26] . Moreover, empirical results indicate that many neural network classifiers, whose structure and learning rule were designed to directly approximate the class posterior probabilities, may be unnecessarily complex since the coupled training scheme has to adapt and update simultaneously both the class likelihood and the class prior probabilities [6] , [25] , [39] .
The objective of this work is to propose a unified learning strategy for mapping a database: The main idea is to find, in a first place, a set of local mixture models that efficiently represent the data, together with a model selection procedure in which the optimal number and shape of the local clusters are found by the information-theoretic criteria. A partition of the data set into classes that indicate the membership of each data point may then be realized in a second phase, where the decision boundaries will be determined according to a supervised error-correction training. The major differences between our work and the previous work [1] , [9] , [15] , [17] , [20] , [22] , [25] are as follows.
1) We impose a model selection procedure to determine both the number and kernel shape of local clusters inside each class using information-theoretic criteria. This allows us to analyze how the result in model selection affects the performances of both data quantification and classification. 2) We apply a fully adaptive incremental algorithm to the unsupervised learning of the class distribution functions. It involves a soft classification of the data under the principle of least relative entropy, thus leading to an efficient and unbiased estimation. 3) We add a fine-tuning phase for learning decision likelihood boundaries using a reinforce or antireinforce supervision approach in which the class prior is adjusted in a separate phase. This decoupled training scheme permits the use of highcapacity classifiers while maintaining a reasonable computational complexity for the further classification of the data into the classes. In addition, we have analyzed the pairwise relationships between quantification and classification, between soft and hard classification, and between unsupervised and supervised learning. The insights provide the guidance for the correct use of various methods in real-world applications.
The remainder of the paper proceeds as follows. Section II presents the problem formulation regarding the statistical modeling, unsupervised data quantification, and supervised data classification. This is followed by detailed description of the methods and algorithms that, in practice, appears to be the most complete of the approaches that we have studied. In Section III, three application examples in different domains are presented that illustrate the performance of the proposed techniques in various aspects. Major conclusions and discussions are summarized in the final section.
II. METHODS AND ALGORITHMS

A. Statistical Modeling
Recently, there has been considerable success in using finite mixture distributions and probabilistic modular networks for data quantification and classification [1] , [3] , [10] , [17] , [18] , [34] . In order to validate the suitable stochastic models for data mapping with specified objectives, over the past few years, we have conducted an investigation into data statistics and derived several useful theorems [4] , [12] . Assume that the data points in a database come from classes , and each class contains clusters , where is the model parameter vector of class , and is the kernel parameter vector of cluster within class . Further assume that in our training data set (which should be a representative subset of the whole database), each data point has a one-to-one correspondence to one of the classes denoted by its class label , defining a supervised learning task, but the true memberships of the data to the local clusters are unknown, defining an unsupervised learning task.
For the model of local class distribution, since the true cluster membership for each data point is unknown, we can treat cluster labels of the data as random variables denoted by [23] . By introducing a probability measure of a multinomial distribution with an unknown parameter to reflect the distribution of the number of data points in each cluster, the relevant (sufficient) statistics are the conditional statistics for each cluster and the number of data points in each cluster. The class conditional probability measure for any data point inside the class , i.e., the standard finite mixture distribution (SFMD), can be obtained by writing down the joint probability density of the and and then, summing it over all possible outcomes of , as a sum of the general form (1) where with a summation equal to one, and is the kernel function of the local cluster distribution. Several observations are worth reiteration.
1) All data points in a class are identically distributed from a mixture distribution.
2) The SFMD model uses the probability measure of data memberships to the clusters in the formulation instead of realizing the true cluster label for each data point. 3) Since the calculation of the data histogram from a class relies on the same mechanism as in (1) , its values can be considered to be a sampled version of the true class distribution . For the model of global class distributions, we denote the Bayesian prior for each class by . Then, the sufficient statistics for mapping a database, i.e., the conditional finite mixture distribution (CFMD), is the pair of . According to the Bayes' rule, the posterior probability given a particular observation can be obtained by (2) where . Again, several observations are worth reiteration:
1) In order to classify the data points into classes, (2) is a candidate as a discriminant function. 2) Since defining a supervised learning requires information of , the Bayesian prior is an intrinsically known parameter and can be easily estimated by .
3) The only uncertainty comes from class likelihood function that should be the key issue in the followon learning process. For simplicity, in the following context we will omit class index in our discussion when only single class distribution model is concerned and use to denote the parameter vector of regional parameter set .
B. Data Quantification via Unsupervised Learning
The problem of data quantification addresses the combined estimation of regional parameters and detection of the structural parameter and the kernel shape of in (1) based on the observations . One natural criterion used for learning the optimal parameter values is to minimize the distance between the SFMD, which is denoted by , and the class data histogram, which is denoted by [3] . In this work, we use relative entropy (Kullback-Leibler distance), which was suggested by information theory [37] , as the distance measure [for simplicity, we use to denote in our formulation] given by (3) Note that the new cost function overcomes the problems of using squared error by weighting errors more heavily when probabilities are near zero and one and diverging in the case of convergence at the wrong extreme [2] , [11] . Furthermore, we have previously shown that when relative entropy is used as a distance measure, the distance minimization method is equivalent to the soft-split classification-based method under the criterion of maximum likelihood (ML) [12] , [32] . The conclusion is summarized by the following theorem (see the proof in the Appendix):
Theorem 1: Consider a sequence of random variables in . Assume that the sequence is independent and identically distributed (i.i.d.) by the distribution . Then, the joint likelihood function is determined only by the histogram of data and is given by (4) where denotes the entropy with base e, and the maximization of joint likelihood function is equivalent to the minimization of relative entropy . Thus, data quantification is formulated as a distribution learning problem, and the actual optimality is achieved when this cost function reaches its minimum. However, statistical dependence between data points is one of some fundamental concerns in the problem formulation since the calculation of the data histogram assumes that all the data points are independent random variables. In order to validate the correct use of the (3) in data quantification, we prove the following theorem to show that the data histogram converges to the true distribution for all with probability one as . Thus, when is sufficiently large, minimization of the relative entropy between and can be well approximated by the minimization of the relative entropy between and . This fitting procedure can be practically implemented by maximizing the joint likelihood function under the independence approximation of the data (see proof in Appendix) [4] .
Theorem 2: Consider a sequence of random variables in . Assume that the sequence is asymptotically independent [40] and identically distributed by the finite normal mixture distribution . For a closed convex set E and distribution E, let E be the distribution that achieves the minimum distance to , i.e., E
Then, when approaches infinity, we have (6) with probability one, i.e., the estimated distribution of , given that achieves the minimum of is close to for large . Another important issue concerning unsupervised distribution learning is the detection of the structural parameters of the class distribution known as model selection [1] . The objective here is to propose a systematic strategy for determining the optimal number and kernel shape of local clusters when the prior knowledge is not available. The motivations are driven by various objectives and requirements in the real applications. For example, the prior knowledge on the true structure of a database is generally unknown, i.e., the number and the kernel shape of the local clusters are not available beforehand, and model selection is required in the data mapping procedure. This is indeed the case that is particularly critical in real clinical applications, where the structure of the disease patterns for a particular patient or for a particular type of cancer may be arbitrarily complex; therefore, correct identification and quantification of the information is very important [4] , [7] . Thus, it will be desirable to have a neural network structure that is adaptive in the sense that the number and kernel shape of local clusters are not fixed beforehand. One conventional approach for doing this is to use a sequence of hypothesis tests [3] , [36] . The problem in this approach, however, is the subjective judgment in the selection of the threshold for different tests. Recently, there has been a great deal of interest in using information theoretic criteria, such as Akaike information criterion (AIC) [27] , [34] and minimum description length (MDL) [28] , [30] , to solve this problem. The major thrust of this approach has been the formulation of a model fitting procedure in which an optimal model is selected from the several competing candidates such that the selected model best fits the observed data. For example, AIC will select the model that gives the minimum defined by AIC (7) where is the likelihood of , and is the number of free adjustable parameters in the model. From a quite different point of view, MDL reformulates the problem explicitly as an information coding problem in which the best model fit is measured such that it assigns high probabilities to the observed data, while at the same time, the model itself is not too complex to describe [28] . A model is selected by minimizing the total description length defined by MDL (8) Note that, different from AIC, the penalty term in MDL takes into account the number of observations. However, the justifications for the optimality of these two criteria with respect to data quantification or classification are somewhat indirect and remain unresolved [3] , [27] , [32] , and none of these approaches have directly addressed the problem of kernel shape learning [7] . In this work, we derive a new formulation of the information theoretic criterion [the minimum conditional bias/variance (MCBV) criterion] to solve model selection problem. Nevertheless, it was Akaike/Rissanen's work that was the inspirational source to this work, but some new interpretations are presented and justified with the information-theoretic means [32] . Our approach has a simple optimal appeal in that it selects a minimum conditional bias and variance model, i.e., if two models are about equally likely, MCBV selects the one whose parameters can be estimated with the smallest variance.
The new formulation is based on the fundamental argument that the value of the structural parameter can not be arbitrary or infinite because such an estimate might be said to have low "bias," but the price to be paid is high "variance" [31] . From Jaynes' principle, which is stated as "the parameters in a model which determine the value of the maximum entropy should be assigned values which minimize the maximum entropy" [29] , let joint entropy of and be , following the Bayes' law, a very neat interpretation states that the maximum of conditional entropy is precisely the negative of the logarithm of the likelihood function corresponding to the entropy-maximizing distribution of [28] , [30] . Thus, we have (9) Note that the uniformly randomization in the SFMD modeling corresponds to the maximum uncertainty [23] , [37] . Furthermore, maximizing the entropy of the parameter estimates results in (10) where when the variance of the parameter estimate is determined by the corresponding sample estimate, normal and independent distribution gives the maximum entropy [37] , [38] .
Since the joint maximum entropy is a function of and , by taking the advantage of the fact that model estimation is separable in components and structure, we define the MCBV criterion as MCBV (11) where is the conditional bias, and is the conditional variance of the model. As both terms represent natural estimation errors about their true models and should be treated on an equal basis, a minimization leads to the characterization of the optimum estimation as MCBV (12) That is, if the cost of model variance is defined as the entropy of parameter estimates, the cost of adding new parameters to the model must be balanced by the reduction they permit in the ideal code length for the reconstruction error. A practical MCBV formulation with code-length expression is further given by MCBV Var (13) However, the calculation of requires the true values of the model parameters that are to be estimated. It has been shown that if the number of observations exceeds the minimal value, the accuracy of the ML estimation tends quickly to the best possible accuracy determined by the Cramér-Rao lower bounds (CRLB's), as has been well studied theoretically in [1] and [38] . Thus, the CRLB's of the parameter estimates are used in the actual calculation representing the "conditional" bias and variance [33] . We have found that the new formulation for determining the value of exhibits a very good experimental performance that is consistent with both AIC and MDL. It should be noted, however, that it is not the only plausible one; other criteria, such as cross validation techniques, may also be useful in this case.
The performance of model selection for two frequently used methods, i.e., the AIC and MDL, and the proposed criterion (MCBV) were first tested and compared in the simulation study. The computer-generated data was made up of four overlapping normal components. Each component represents one local cluster. The value for each component were set to a constant value, and the noise of normal distribution was then added to this simulation digital phantom. Three noise levels with different variance were set to keep the same signal-to-noise ratio (SNR), where SNR is defined as , with being the mean difference between clusters, and is the noise power. The original data for the simulation study are given in Fig. 1(a) . The AIC, MDL, and MCBV curves, as functions of the number of local clusters , are plotted in the same figure. According to the information-theoretic criteria, the minima of these curves indicate the correct number of the local cluster. From this experimental figure, it is clear that the number of local clusters suggested by these criteria are all correct. For larger noise level, the model selection based on the MCBV criterion provides a more differentiable result than the other two criteria. More application of the MCBV to the identification of real data structures will be presented in the next section.
As the counterpart for adaptive model selection, there are many numerical techniques to perform ML estimation of cluster parameters [3] . For example, EM algorithm first calculates the posterior Bayesian probabilities of the data through the observations and the current parameter estimates (Estep) and then updates parameter estimates using generalized mean ergodic theorems (M-step). The procedure cycles back and forth between these two steps. The successive iterations increase the likelihood of the model parameters. In order to obviate the need to store all the incoming observations and change the parameters immediately after each data point allowing for high data rates, we developed a probabilistic selforganizing mixture (PSOM) algorithm to solve the problem. This is a fully incremental and stochastic learning algorithm and is a generalized adaptive version of the similar algorithm we presented in [12] . The scheme provides winner-takes-in probability (Bayesian "soft") splits of the data, hence, allowing the data to contribute simultaneously to multiple clusters. For the sake of simplicity, we assume the kernel shape of local cluster to be a Gaussian with mean and variance in the following derivation. By differentiating given in (3) (here, the index of cluster is omitted) with respect to the unconstrained parameters and , we obtain the standard gradient descent learning rule for the mean and variance parameter vectors ( )
where is the learning rate, and is the posterior Bayesian probability defined by (16) By adopting a stochastic gradient descent scheme for minimizing [22] , the corresponding on-line formulation is obtained by simply dropping the summation sign and updating the parameters after each stimulus presentation; this is equivalent to approximating, at each step, the sum on the right side of (14) and (15) with just one term randomly drawn from the terms. Furthermore, we employ a learning rate adaptation to increase the rate of convergence through the adaptive stochastic gradient descent algorithm ( ) [35] as in (17) (18) where the variance factors are incorporated into the learning rates, while the posterior Bayesian probabilities are kept, and and are introduced as the learning rates, two sequences converging to zero, ensuring unbiased estimates after convergence. The idea behind this update rule is motivated by the principle that every weight of a network should be given its own learning rate and that these learning rates should be allowed to vary over time [35] . Based on generalized mean ergodic theorem [37] , updates can also be obtained for the constrained regularization parameters in the SFMD model. For simplicity, given an asymptotically convergent sequence, the corresponding mean ergodic theorem, i.e., the recursive version of the sample mean calculation, should hold asymptotically [3] . From the M-step of EM algorithm, we define the interim estimate of by (19) Hence, the updates given by (17)- (19) provide the incremental procedure for computing the SFMD component parameters. Their practical use, however, requires a strong mixing condition (data randomization) and a decaying annealing procedure (learning rate decay) [40] . These two steps are currently controlled by user-defined parameters that may not be optimized for a specific case. Therefore, algorithm initialization must be chosen carefully and appropriately [12] , [32] . An overall convergence dynamics of the PSOM is similar to the competitive learning (CL) algorithm in that a solution is obtained by "resonating" between input data and an internal representation [36] . Such a mechanism can be considered to be a more realistic learning tool than the EM algorithm. In addition, the data distribution for each class can also be modeled by a finite generalized Gaussian mixture (FGGM) given by [34] , where is the generalized Gaussian kernel representing the th local cluster's pdf, which is defined by (20) where mean; Gamma function; parameter related to the variance by (21) It has been shown that when , we have the Gaussian pdf; when , we have the Laplacian pdf. When , the distribution tends to a uniform pdf; when , the pdf becomes sharp. Therefore, the generalized Gaussian model is a suitable model for those data in which statistical properties are unknown, and the kernel shape can be controlled by selecting different values.
C. Data Classification via Supervised Learning
The objective of data classification is to realize the class membership for all data points based on the observation and the class statistics . It is well known that the optimal data classifier is the Bayes classifier since it can achieve the minimum rate of classification error [38] . Measuring the average classification error by the mean squared error , many previous researchers have shown that minimizing by adjusting the parameters of class statistics is equivalent to directly approximating the posterior class probabilities when dealing with the two-class problem [2] , [38] . In general, for the multiple class problem, the optimal Bayes classifier (minimum average error) classifies input patterns based on their posterior probabilities: Input is classified to class if (22) for all . It should be noted that in the formulation of classifier design, the optimal criterion used for the future data classification has been intuitively and directly applied to the learning of class statistics from the training data set.
Following this philosophy, great effort has been made in designing the network as an estimator of the posterior class probability [36] . By closely investigating the global class distribution modeling discussed in the previous section, we found that the classifier design for data classification can be dramatically simplified at the learning stage. Revisiting (2), since the class prior probability is a known parameter when a supervised learning is applied, the posterior class probability can be obtained without any further effort. Thus, by conditioning , the problem is formulated as a supervised classification learning of the class conditional likelihood density . It is very important that the learning process has been treated in a different way from the testing process while maintaining a consistency between the objective and the criterion. Moreover, when the ultimate goal of the learning is data classification, the question that may be asked is the following: Learning class likelihoods or decision boundaries? Since, in fact, only the decision boundaries are of the interests, the problem can be reformulated as the learning of the class boundaries (much more efficient) rather than the class likelihoods (generally time consuming). Thus, an efficient supervised algorithm to learn the class conditional likelihood densities called the "decision-based learning" [5] is adopted in this paper. The decision-based learning algorithm uses the misclassified data to adjust the density functions , which are initially obtained using the unsupervised learning scheme described previously so that the minimum classification error can be achieved. The algorithm is summarized as follows.
Define the th-class discriminant function to be . Given a set of training patterns . The set is further divided into the "positive training set" and the "negative training set"
. Define an energy function
where if if (24) and where . The penalty function can be either a piecewise linear function if if (25) where is a positive constant or a sigmoidal function (26) Notice that 1) energy function is always large or equal to zero and 2) only misclassified training patterns contribute to the energy function. Therefore, the misclassification is minimized if goes to the minimum. The reinforced and antireinforced learning rules are used to update the network Reinforced Learning: Antireinforced Learning: (27) If the misclassified training pattern is from a positive training set, reinforced learning will be applied. If the training pattern belongs to the negative training set, we antireinforce the learning, i.e., pull the kernels away from the problematic regions. A probabilistic decision-based neural network (PDBNN) [6] is a probabilistic modular network designed especially for data classification where a Bayesian decomposition of the learning process provides a unique opportunity to optimize the structure of training scheme [4] , [6] , [25] . Since the information about class population is, in general, physically uncorrelated with the conditional features about the individual class, a decoupled two-step training, in terms of both network structure and learning rule, makes much more sense than that in the conventional posterior-typed neural networks, i.e., the conditional likelihood of each class and the class Bayesian prior should be adjusted separately in the classification spaces. In theory, when the cost function in future classification is defined as the average Bayes' risk (with a discrete version of squared or mean squared classification error) [2] , a sufficient measure field, which is determined by the average likelihood risk, can be applied in the supervised learning [6] .
Thus, PDBNN divides its network resources into different pieces, and each piece is designated to one data class only, i.e., the subnet outputs of the PDBNN are designed to model the likelihood functions (likelihood-typed network). As illustrated in Fig. 2 , the structure of the PDBNN consists of several disjoint subnets and a winner-take-all network, where the class likelihood functions are first estimated from equally presented class samples, and the final decision boundaries are determined simply weighting the likelihood by the class populations. Clearly, by taking the advantage of availability of class prior in supervised training, the cost function can be redefined, the sample set can be reorganized, and both the network structure and learning process can be dramatically simplified [4] . For a -classification problem, PDBNN contains different class subnets, each of which represents one data class in the database. Within each subnet, several neurons (or clusters) are applied in order to handle problems that have complicated decision boundaries. The outputs of class subnets are fed into a winner-take-all network. The winner-take-all network categorizes the input pattern to the data class whose subnet produces the highest output value. Recall our problem formulation in Section II-C; it becomes clear that each piece of the PDBNN is exactly a PSOM subnet. Thus, when the ultimate goal is data classification, all of the network parameters can now be initialized by the quantification (unsupervised learning) step before supervised training. This initialization, together with the fact that the number of hidden units in each PSOM is relatively small compared with that of the PDBNN, makes PDBNN achieve a faster convergence rate and, often, better classification accuracy. The training scheme of the PDBNN is based on the so-called locally unsupervised globally supervised (LUGS) learning. There are two phases in this scheme: During the locally unsupervised (LU) phase, each subnet is trained individually, and no mutual information across the classes may be utilized. Unsupervised algorithms such as the PSOM described in the previous section can be applied in this phase.
After the LU phase is completed, the training enters the globally supervised (GS) phase. In the GS phase, teacher information is introduced to reinforce or antireinforce the decision boundaries obtained during LU phase. There are three main aspects of this training phase.
1) When to update: A selective training scheme can be adopted, e.g., weight updating only when misclassification. 2) What to update: The learning rule is distributive and localized. It applies reinforced learning to the subnet corresponding to the correct class and antireinforced learning to the (unduly) winning subnet. 3) How to update: Adjust the boundary by updating the weight vector w either in the direction of the gradient of the discriminant function (i.e., reinforced learning) or the opposite of that direction (i.e., antireinforced learning).
Since only misclassified data points will be used for fine tuning of the decision boundaries, possible bias in the estimation of class distributions should be addressed. However, the key point we want to make is that this approach is very efficient, and although the global class description may be biased because of selective training, the decision boundaries will be more accurate. In fact, our intensive experiments indicate that only the data closed to the decision boundaries provide useful information in the boundary estimation. In particular, when the class distribution is formulated by a SFMD, the data far from the decision boundaries make little impact on the final classification results [6] .
The discriminant functions in all clusters will be trained by the two-phase learning. A common model for the PDBNN to approximate the likelihood function is the mixture of Gaussians. The PDBNN designer can choose either hyperbasis function (HyperBF) or elliptical basis function (EBF) for the neurons to approximate full-rank or diagonal covariance matrices, respectively [6] . For the sake of simplicity, in this paper, we demonstrate the GS learning algorithm by using EBF only.
Suppose input pattern is a -dimensional vector . Its EBF for cluster in class is (28) where . The initial values of the cluster parameters, i.e., and , can be obtained by PSOM. The discriminant function for class (see Section II-C) becomes (29) By applying reinforced and antireinforced learning rules in (29) , and can further be updated. The gradient vectors for EBF at iteration are computed as (30) (31) The cluster prior probabilities can also be updated by
III. APPLICATION EXAMPLES AND DISCUSSIONS
A. Medical Image Quantification
In this section, we present the results using the information theoretic criteria to determine the appropriate number and/or kernel shape of tissue types (with a correspondence to the local clusters) in the real MR brain images and digital mammograms as well as the results using the proposed quantification technique (e.g., the PSOM) to estimate the tissue quantities from these images. A fully automatic thresholding method, adaptive Lloyd-Max histogram quantization (ALMHQ) that we introduced recently in [12] is used to initialize the quantification, and the tissue parameters are then finalized by the PSOM. For the validation of the tissue quantification using the proposed algorithms, the global relative entropy (GRE) value is used as an objective measure to evaluate the accuracy of the data quantification, which is consistent with our problem formulation in Section II-B. The objective of the experiment is to illustrate the algorithm performance on real-world applications. Fig. 3(a) and (b) show the original data consisting of two adjacent, T1-weighted images parallel to the anterior commissural-posterior commisural (AC-PC) line and the corresponding image histograms (c) and (d). This data were acquired with a General Electric (GE) Sigma 1.5 Tesla system. The imaging parameters are TR 35, TE 5, flip angle 45 , 1.5-mm effective slice thickness, 0 gap, 124 slices with in plane 192 256 matrix, and a 24-cm field of view. Since the skull, scalp, and fat in the original brain images do not contribute to the brain tissue, we edit the MR images to exclude nonbrain structures prior to tissue quantification [24] . Experience indicates that this procedure helps to achieve better quantification of brain tissues by delineation of the other tissue types that are not clinically interesting [9] . It can be clearly seen that the histograms have different shapes from slice to slice and that the tissue types are highly overlapped. This situation presents a great challenge to any computerized technique, even though it has been successful in the simulation study. In this study, in addition to the "gold standard" evaluation performed by neuroradiologists [8] , we use the GRE value to reflect the quality of tissue quantification.
Based on pre-edited MR brain image, the procedure for quantifying the tissue types in one slice is summarized as follows.
1) For each value of (number of tissue types), ML tissue quantification is performed by the PSOM algorithm.
2) Scan the values of
, and use the information-theoretic criteria to determine the suitable number of tissue types. 3) Select the result of tissue quantification corresponding to the value of determined in Step 2). 4) Evaluate the performance of tissue quantification in terms of the GRE value, convergence rate, and computational complexity. In our experiment, since the number of tissue types is unknown, we first show that the number of tissue types varies from slice to slice. Let and , and calculate AIC , MDL , and MCBV ( ). We obtained the results shown in Fig. 4 , which suggested that the two brain images contain six and eight tissue types, respectively. According to the model fitting procedure in designing the optimal structure of the modular networks we discussed before, the minima of these criteria also determines the most appropriate number of mixture components in the corresponding PSOM. These figures show that the overall performance of the three information-theoretic criteria is fairly consistent when applied to the real MR brain images. Our experience indicates, however, that AIC tends to overestimate while MDL tends to underestimate the number of tissue types, and MCBV provides the solution between those of AIC and MDL, which is believed to be more reasonable especially in terms of providing a balance between the bias and variance of the parameter estimates. As discussed in the literature, brain material is generally composed of three principal tissue types, i.e., WM, GM, CSF, and their pair-wise combinations known as the partial volume effect. Previous studies have proposed a six-tissue model representing the primary tissue types, and the mixture tissue types were defined as CSF-white (CW), CSF-gray (CG), and gray-white (GW). In this work, we also consider the triple mixture tissue, which is defined by CSFwhite-gray (CWG). More importantly, since the MRI scans clearly show the distinctive intensities at the local brain areas, the functional tissue types need to be considered. In particular, caudate nucleus and putamen are the two important local brain functional areas. For each fixed , the PSOM algorithm is iteratively used to quantify the different tissue types, where the learning is fully data-driven [12] . For slice 2, the results of final tissue quantification with are shown in Fig. 5 . Corresponding to , a GRE value of 0.02-0.04 nats in quantification is achieved. It was found that most of the variance parameters are different, which suggests that assuming the same variance for each tissue type with distinct image-intensity distribution may not be realistic. These quantified tissue types agreed with that of a physician's qualitative analysis results. We then present a comparison of the performance of PSOM with that of the EM [3] , [19] , [21] and the CL [6] , [22] algorithms on MR brain tissue quantification. The task is to evaluate the computational accuracy and efficiency of the algorithm in the standard finite normal mixture distribution learning. To be able to make fair comparisons with the other two methods, we applied all the methods to the same example and used the GRE value between the image histogram and the estimated SFNM distribution as the goodness criterion to evaluate the quantification error. The left side of Fig. 6 shows learning curves of the PSOM and competitive learning (CL) averaged over five independent runs. As observed in the figure, PSOM outperforms CL learning by faster convergence rate and lower quantification error, where the final GRE value is about 0.04 nats. The right side of Fig. 6 presents the comparison of PSOM with that of the EM algorithm for 25 epochs. From the learning curves, again note that the PSOM algorithm shows superior estimation performance. The final quantification error is about 0.02 nats while preserving the faster convergence rate.
We have also applied the same procedure to the digital mammograms given in Fig. 7 , where we show that if the number of cluster is known, the kernel shape of local clusters will affect the accuracy of the histogram quantification for real mammographic images. Since, in this case, we do not assume a fixed kernel shape, FGGM is used, and three information criteria (AIC, MDL, and MBVC) were used to determine both the number and kernel shape of the regions in the digital mammograms. Twenty real mammograms with masses were chosen as testing images. The selected mammograms were digitized with an image resolution of m m per pixel by the laser film digitizer (Model Lumiscan 150). The image sizes are b/pixel. We found that, although with different , all three criteria achieved minimum when . It indicates that these information criteria are relatively insensitive to the change of , as also claimed in [34] . With this observation, we can further decouple the relation between and and choose the appropriate value of one while fixing the value of another. It is interesting to note that the result of model selection here is very consistent with the conclusion in some previous studies: according to the work in [41] , the most appropriate region number ( ) is eight for most digital mammograms. We fixed , and changed the values of for estimating the FGGM model parameters using the PSOM/EM algorithm. The GRE value between the histogram and the estimated FGGM distribution is used as a measure of the estimation bias. We found that GRE achieved a minimum value when as shown in Fig. 8 . Compared with the conventional finite normal mixture model , which has been mostly chosen by many previous researchers, this experiment indicates that the FGGM model provides more freedom, thus allowing its correct uses to the situation when the true statistical properties of the digital mammograms are not available.
B. Face Recognition Experiment
A PDBNN-based face recognition system [6] is being developed under a collaboration between Siemens Corporate Research, Princeton, NJ, and Princeton University, Princeton, NJ. The total system diagram is depicted in Fig. 9 . All four main modules-face detector, eye localizer, feature extractor, and face recognizer-are implemented on a SUN Sparc10 workstation. An RS-170 format camera with 16 mm, F1.6 lens is used to acquire image sequences. The S1V digitizer board digitizes the incoming image stream into 8-bit gray-scale images and stores them into the frame buffer. The image acquisition rate is on the order of 4-6 frames/s. The acquired images are then down sized to for the following processing.
As shown in Fig. 9 , the processing modules are executed sequentially. A module will be activated only when the in- coming pattern passes the preceding module (with an agreeable confidence). After a scene is obtained by the image acquisition system, a quick detection algorithm based on binary template matching is applied to detect the presence of a proper sized moving object. A PDBNN face detector is then activated to determine whether there is a human face. If positive, a PDBNN eye localizer is activated to locate both eyes. A subimage ( ) corresponding to the face region will then be extracted. Finally, the feature vector is fed into a PDBNN face recognizer for recognition and subsequent verification.
The system built on the proposed one has been demonstrated to be applicable under reasonable variations of orientation and/or lighting and with the possibility of eyeglasses. This method has been shown to be very robust against large variation of face features, eye shapes, and cluttered background [6] . The algorithm takes only 200 ms to find human faces in an image with pixels on a SUN Sparc10 workstation. For a facial image with pixels, the algorithm takes 500 ms to locate two eyes. In the face recognition stage, the computation time is linearly proportional to the number of persons in the database. For a 200-person database, it takes less than 100 ms to recognize a face. Furthermore, because of the inherent parallel and distributed processing nature of PDBNN, the technique can be easily implemented via specialized hardware for real-time performance.
We conduct an experiment on the face database from the Olivetti Research Laboratory, Cambridge, U.K. (the ORL database). There are ten different images of 40 different people. There are variations in facial expression (open/close eyes, smiling/nonsmiling), facial details (glasses/no glasses), scale (up to 10%), and orientation (up to 20 ). A HMMbased approach is applied to this database and achieves 13% error rate [13] . The popular eigenface algorithm [16] reports the error rate around 10% [13] , [14] . In [15] , a pseudo 2-D HMM method is used and achieves 5% at the expense of long computation time (4 m/pattern on Sun Sparc II). In [14] , Lawrence et al. use the same training and test set size as Samaria did as well as a combined neural network (self organizing map and convolutional neural network) to do the recognition. This scheme spent 4 hr to train the network and less than 1 s to recognize one facial image. The error rate for the ORL database is 3.8%. Our PDBNN-based system reaches similar performance (4%) but has much faster training and recognition speed (20 m for training and less than 0.1 s for recognition). Both approaches run on SGI Indy. Table I summarizes the performance numbers on the ORL database.
We have also applied the PDBNN method to the so-called "M classes" problem in which the pattern under testing could be either from one of the M classes or from some other unknown class (the "unknown" class or the "intruder" class). Note that the unknown class probability is often very hard to estimate, and for some applications, it is almost impossible to obtain enough training samples for the unknown class (for example, in the face recognition problem, the unknown class includes the faces all over the world). In our experiment, PDBNN uses a different decision rule from that of the "M class" problem: Pattern belongs to class if both of the following conditions are true: a) , , and b)
, is a threshold obtained by decisionbased learning. Otherwise, pattern belongs to the unknown class. We observed consistent and significant improvement in classification results, comparing pure Bayesian decision and the PDBNN approach (e.g., recognition rate from 70-90%) contributed by the fine-tuning process [6] . The following example further shows the effect of the fine-tuning process: For 100-person face recognition, we have 500 training patterns/person and 20 test patterns/person. After the LU phase, we obtained a training accuracy of 89.2% (44 608/50 000) and . Nevertheless, when we have the luxury of knowing the object probability model in advance, the fine-tuning process may not be necessary. It is reasonable to acknowledge that the face recognition result from our experiment is valid since the ORL database is a widely used public database like the FERET database. With a comparison with the recognition rate of the eigenface method on an early FERET database (smaller size), we found that the performance of the proposed method is comparable and/or superior to the eigenface approach.
C. Featured Database Analysis
As we have discussed in Sections I and II, model selection is the first and a very important learning task in mapping a database, and the objective of the procedure is to determine both the number and kernel shape of local clusters in each class. The inaccuracy in model selection will affect the performances of both data quantification and classification. Using the proposed learning scheme, the structure of the probabilistic modular networks will be optimized following the model selection and PSOM [7] , [32] . When all the class distributions are learned accurately, further data classification will be achieved simply following Bayesian rule [38] . In this subsection, these objectives and the related conclusions are further illustrated by two examples in the computed-aided diagnosis (CAD) for breast cancer detection [7] . The objective is to detect masses in digital mammography since masses are the important signs leading to early breast cancer [7] . For the purpose of improving the performance of CAD for detection of early breast cancer in mammography, a crucial step in any strategic solution is to quantitatively analyze the featured database (with the cases of normal and cancer tissues), i.e., to create a map of the feature distributions regarding the disease patterns [4] , [7] . Since the featured database in CAD is constructed from the preprocessed suspected regions, model selection is very important in providing useful diagnostic suggestions. Furthermore, based on the feedback after all possible lesions are detected and their features are quantified, database quality and learning capability of the CAD system design can also be analyzed by the model selection, comparing different feature extraction and database construction schemes [4] . The framework of the proposed method for mass detection is illustrated in Fig. 10 . Some typical mass cluster appearances on mammograms are displayed in Fig. 11 . With a preprocessing step, all suspected mass regions, as well as some normal dense tissues with brighter intensities, are located. The latter should be eliminated from the true masses through feature discrimination. On the clinical site, masses are evaluated based on the location, density, size, shape, margins, and the presence of associated calcifications.
In the first example, we show that the inappropriate determination of the number of clusters inside each class will affect the performance of data classification. Since a classi- fication based on feature space is commonly used in many pattern analysis applications, including mammographic mass detection, typical intensity, geometric, and texture features are extracted and investigated from the segmented regions. These features usually possess clinical significance and are widely used in most CAD systems. A detailed description of feature extraction can be found in [7] . Suppose we extract two major features that characterize the two targeted classes (mass and nonmass), as it shown in Fig. 12 . In this example, class 1 contains one cluster, and class 2 contains two clusters. The 2-D histogram pairs of these features extracted from true and false mass regions are investigated, and the features that can better separate the true and false mass regions are selected for further study. In this study, area, compactness (circularity), and difference entropy were found to have better discrimination and reliability properties. Therefore, we chose them to perform the classification. Two PDBNN-like modular networks are trained to classify these two classes. The classification results are shown in Figs. 12 and 13. The result in Fig. 12 is with the right cluster number in Class 2. The result in Fig. 13 is with the wrong cluster number in Class 2. In this simple experiment, it is clearly shown that comparing the results in Fig. 12 with those in Fig. 13 , the classification boundary with the right cluster number may be much more accurate than that with the heuristically determined cluster number since the decision boundary between classes 1 and 2 will be determined by four cross points in the first case, whereas in the second case, the decision boundary will be determined by only two cross points. From this example, we can show that the error of data classification is controlled by the accuracy in estimating the decision boundaries between classes, and the quality of the boundary estimates is indeed dependent on both the bias and variance of the class likelihood estimates. It can be seen that the bias may be lower in case 1 than in case 2, but the variance will be higher in case 1 than case 2. A similar example is the curve fitting from noisy data [31] .
In the second example, we use the proposed classifier to distinguish true masses from false masses based on the features extracted from the suspected regions. The objective is to reduce the number of suspicious regions and identify the true masses. We selected 150 mammograms from the mammographic database. Each mammogram contained at least one mass case of varying size and location. The areas of suspicious masses were identified by an expert radiologist based on visual criteria and biopsy-proven results. We selected 50 mammograms with biopsy-proven masses from the data set for training. The mammogram set used for testing contained 46 single-view mammograms: 23 normal cases and 23 with biopsy-proven masses. The feature vector contained two features: compactness and difference entropy. According to our investigation, these two features have the better separation (discrimination) between the true and false mass classes. These features are also not correlated with each other. According to our experience, the values of compactness with definition 1 are more reliable than those of compactness with [7, Def. 2] . A training feature vector set was constructed from 50 truemass ROI's and 50 false-mass ROI's. The training set was used to train two modular probabilistic decision-based neural networks separately. Fig. 14(a) shows the classification of two classes with compactness definition 1. Fig. 14(b) shows the classification of two classes with compactness definition 2.
In our evaluation study, six to 15 suspected masses per mammogram were detected and required further evaluation. The receiver operating characteristic (ROC) method is used to evaluate the detection performance of our method [38] . In the ROC analysis, the distribution of the positive and negative cases can be represented by certain probability distributions. When the two distributions overlap on the decision axis, a cutoff point can be made at an arbitrary decision threshold. The corresponding true-positive fraction (TPF) versus falsepositive fraction (FPF) for each threshold can be drawn on a plane. By indicating several points on the plot, curve fitting can be employed to construct an ROC curve. The area under the curve, which is referred to as , can be used as a performance index of the system. In general, the higher the , the better the performance. In addition, two other indexes [sensitivity (TPF) and specificity (1-FPF)] are usually used to evaluate the system performance on the specified point of the ROC curve. In this study, a computer program (LABROC) is employed for the evaluation analysis. We found that the proposed classifier can reduce the number of suspicious masses with a sensitivity of 84% at a specificity of 82% (1.6 false positive findings per mammogram) based on the database containing 46 mammograms (23 of them have biopsy-proven masses). In conclusion, when compared with the conventional neural networks, the probabilistic modular networks can lead to more efficient learning and provide better understanding in the analysis of the distribution patterns of multiple features extracted from the suspicious masses.
IV. CONCLUSIONS AND DISCUSSIONS
We have presented a strategy for mapping a database by probabilistic modular networks and information-theoretic criteria. Local class distribution is modeled by a standard finite mixture. Information-theoretic criteria are applied to detect the number and shape of local clusters, thus allowing the corresponding neural network to adaptively evolve its structure to the best representation of the local data. The PSOM algorithm is used to quantify the parameters of the local clusters, leading to an ML estimation. The decision boundaries in the data classification are then fine tuned by a global supervised learning. The results obtained by using the simulated data and the real databases demonstrate the promise and effectiveness of the proposed technique.
Our main contribution is the complete proposal of a detripled learning strategy for the determination of both modular and components of the network. In this approach, the network structures (in terms of which statistical model is more suitable) are justified in a first step and followed by a soft classification of the data (in terms of each data point supports all local clusters simultaneously). The associated probabilistic class labels are then realized in a third step as the competitive learning of this induced hard classification task. To summarize, the results of the experiments we have performed indicate the plausibility of this approach for database mapping and show that it can be applied to practical and clinical problems such as those encountered in face recognition and computer-aided diagnosis.
Model selection for the first time explicitly incorporates the bias/variance dilemma in finite data training, and when tested with synthetic and actual data, the results show that the number of hidden nodes should be adjusted for both data quantification and data classification, thus leading to a unified framework. At issue is how the model selection affects the estimation error and how the error in the estimation of class likelihoods further affects the classification error when the estimates are used in a classification rule. However, none of previously developed methods has directly addressed a goal of minimizing classification errors, which is a central objective of data classification. It is necessary, therefore, to develop methods that are more directly related to the minimization of classification errors. On the other hand, many previous researchers have shown that one of the most fundamental problems in detection and estimation is the bias/variance dilemma [25] , [26] , [30] , [31] . It has been reported that the bias and variance components of the estimation error combine to influence classification in a very different way than with squared error on the likelihoods themselves [1] , [25] , [26] . Their results also suggested that the bias and variance components may not be treated in an equal base for further improving the classifier's performance [26] , and a minimum entropy approach was proposed for model selection aiming at maximizing the class separability [1] . However, these methods may be found to be problematic when the accuracy of both data quantification and classification is required.
Further comparison of the data quantification to the data classification calls for the following pair-wise relationships in the learning paradigm (supervised and unsupervised) and in the implementing scheme (soft and hard). In fact, when data quantification is the objective, unsupervised learning is preferred where only a soft classification of the data is required [23] . More precisely, since maximum likelihood is the criterion, local cluster parameters can be learned without hard data classification [1] , [12] , [22] , [24] . If this unsupervised process involves a hard classification of a sample into the cluster for which the posterior probability is maximum, such as in the -means algorithm [22] , the quantities obtained by the sample averages after data classification may not be consistent with the previous quantification result since a perfect classification may not be possible when the distributions of local clusters are highly overlapping [23] . The quantification result, in general, will be biased. On the other hand, in order to perform data classification for the testing set where the objective is to minimize the average Bayes' risk, supervision is needed at a first place and can be realized by simply dividing the training set (e.g., a subset of the testing set) into the groups for the estimation of each local class likelihood (e.g., unsupervised learning of local clusters), whereas the global class Bayesian prior can be picked up immediately as the by-product of the dividing process. In this research, we deal with data quantification for local clusters and data classification between classes as two separate problems and use different optimality criteria. However, it is worth reiteration that in order to efficiently determine the decision boundaries between classes in data classification, supervised and unsupervised training may be jointly performed.
APPENDIX COLLECTED PROOFS OF THE THEOREMS
Proof of Theorem 1: Since the multiplication over in joint likelihood is not affected by the data order, we regroup them in an increasing order of the gray levels such that . Hence, we write (33) By the definition of data histogram (i.e., the type) in [37] , the number of data with gray level equals ; thus, we have
Proof of Theorem 2:
For each data value , we apply indicator function to data sequence . By the definition of histogram, we have the relationship between the histogram and the sample average of the indicator functions . Since sequence is asymptotically independent and identically distributed by the finite normal mixture distribution, they are ergodic processes. In addition, since the indicator function is a deterministic measurable function, by the Birkhoff-Khinchin theorem [40] (34) Since, by the fundamental theorem of expectation, we have (35) we can substitute (3) and (9) into (8) to obtain which implies that the distance of goes to 0 as . We now show that the estimated distribution is close to for large in relative entropy. By the "Pythagorean" theorem ([37, Th. 12.6.1]) (36) which in turn implies that (37) since . Note that the relative entropy behaves like the square of the Euclidean distance [37] . From the conditions given by the theorem, the angle between the distances and must be obtuse, which implies (36) . Consequently, since , it follows that (38) as with probability one.
