We have investigated the steady state properties of driven hard-core particles of length k ≥ 1 in one dimension which repel or attract each other with nearest-neighbor contact-energy v ≥ 0. Using a mapping of such a system of k-mers (k > 1) into a monomeric system (k = 1), we computed, employing the known density functional formalism (DFT) for driven particles, the density profiles and the maximal current profiles for k-mers as a function of the strength of the nearest neighbor interaction, v . Since the DFT includes a Markov Chain approach that takes into account the nearest-neighbor correlations, our results agree very well with data obtained by Monte Carlo simulations. The triple-point for monomers, which characterizes the phase diagram, is calculated as function of v.
stationary states of a driven system of interacting k-mers (k ≥ 1) on an open lattice-segment.
Mean-field theoretical and Monte Carlo simulation studies [15] [16] [17] [18] of unidirectionally driven systems of non-interacting (i.e., only hard-core exclusion) k-mers have shown that these systems also have three distinct non-equilibrium phases; the location of the triple-point in the phase digram depends on the size, k, of the particle. Moreover, unlike the monomer system, the density profile for k > 1 in the HD phase has been shown [18] to have an interesting non-monotonic branching feature at its exit end.
There have also been studies on the stationary states of a system of interacting monomers [6, 10, 19, 20] ; in particular, Teimouri et al., [21] and D. C-Garza et al., [22] have proposed that the breaking and making of bonds between the nearest neighbors be treated as opposite chemical reactions thereby suggesting a local detailed balance condition. Using Monte Carlo simulations and mean-field arguments, they have shown that such a system has a phase diagram consisting of the generic three distinct phases; the extent of these phases and the triple point depend on the nature (attractive or repulsive) and strength of the nearest neighbor interaction. More interestingly, the maximal current has been shown to have a peaking behaviour over a small range of repulsive interaction but approaches a value that corresponds to a system of non-interacting (i.e., only hardcore exclusion) dimers in the limit of very strong repulsion. Discrete Takahashi gas model has recently been proposed [23] as a minimal mean-field description for the steady-state current, as well as the phases, of a driven system of interacting k-mers (k ≥ 1) on an open segment of a one dimensional lattice. However, it does not lead to the peaking of the maximal current at moderate strengths of repulsive nearest-neighbor interaction, which is what has been observed in Monte Carlo studies [21, 23] . Moreover, it predicts a dependence of the triple-point on the interaction strength that is very different from what is observed in Monte Carlo simulation for extended particles (k > 1). These discrepancies could be due to the fact that nearest-neighbor correlations have been ignored in this mean-field description.
There are discussions in the literature on the role of correlations in the steady state behavior of interacting monomeric systems [22, 24] . In fact, a reasonably good mean-field model may be expected to predict the interaction-dependence not only of the density and current profiles but also of the triple-point that shows at least a similar qualitative trend as the Monte Carlo observations. Since the density profiles in interacting particle systems will be inhomogeneous except when the particles are injected and ejected in some specific ways, it is necessary to relate the densities and the (nearest-neighbor) correlations on a local scale -i.e., to adopt a density functional approach. Combined with a Markov Chain ansatz for the probability of a microstate that the system may assume, Dierl et al., [25] [26] [27] [28] have shown that such a time-dependent density functional theory, also referred to as the Markov Chain Adapted Kinetics (MCAK), can be used for studying the various boundary-induced phase transitions in interacting monomeric systems.
An alternative 'cluster mean-field theoretical' (CMFT) approach to studying the stationary states of such monomeric systems has recently been proposed by Kolomeisky and coworkers [24, 29] , which can be shown to be equivalent to MCAK if nearest-neighbor correlations are considered.
These studies focus on the influence of the boundary conditions on the various non-equilibrium phases the system may assume.
Gupta et al., [30] have shown that a system of k-mers undergoing TASEP on a lattice-ring has a homogeneous stationary state and hence can be mapped uniquely into a system of monomers undergoing exactly the same dynamics on a lattice-ring of reduced size. We use this in conjunction with the MCAK formalism of Dierl et al., [25] [26] [27] [28] to study the interaction dependence of the steady-state density and current profiles of k-mers (k = 1, 2, 3), as well as of the triple-point behavior of a monomeric system on an open lattice segment. Even though the mapping is not exact because of open boundaries, we find that the maximal current profiles for monomers, dimers and trimers, computed as a function of the strength of interaction (both attractive and repulsive) agree well with those observed in Monte Carlo simulations; however, the data for trimers indicate that this agreement will worsen gradually as k increases. In addition, the computed dependence of the triple-point on the interaction strength for monomers has a very similar trend as that shown by the Monte Carlo data, especially for moderate strength of repulsive interaction; however, the agreement is not so good for very strong repulsion.
The paper is organized as follows. In the next section, we describe the model including the mapping of a k-mer system into a monomeric system. In section III, we present the Monte Carlo data for monomers, dimers and trimers on a lattice-ring as well as on an open lattice segment, and compare them with the ones computed using the model presented in section II. In the last section, we discuss and summarize the results. In the Appendix, we show that the two cluster MFT is equivalent to MCAK.
II. THE MODEL.
Let there be M k-mers on a one dimensional lattice-segment, say L N , that consists of N sites (N ≥ M k); by a k-mer, we mean a particle that occupies k sites of the lattice. Let the position of a particle, say x, be taken to be the lattice-site occupied by its right end. If x l is the position of the l th particle, we have the ordered configuration,
the distance between the nearest neighbours is never less than k, i.e.,
l=1 r l = N . At any instant of time, the system is completely specified by the ordered set of coordinates, {x} M , also referred to as its microstate.
The stochastic evolution of the system in the bulk (ignoring boundary effects) is described by the Master Equation,
where P ({x} M ; t) is the (normalized) probability that the system is in the microstate {x} M at time t; ω is the transition-rate from one microstate to another, which specifies the rate at which a randomly chosen particle hops to its vacant right nearest neighbor site.
In the presence of nearest-neighbor interactions, the hopping rates of a k-mer will depend on where its nearest neighbours are located on the lattice. Let v(r l ) be the interaction between the l th and (l − 1) th particles, expressed in kT units. We also set v(r 1 ) = 0 = v(r M +1 ) because the first (last) particle does not have a left (right) nearest neighbor. We have a system of sticky rods described by the Takahashi Hamiltonian,
Treating the particles as sticky rods of length k, we have the following specific form for v(r):
As illustrated in Fig.(1) for trimers, the hopping of the l th k-mer from position x l to x l + 1 depends on the the positions of its nearest neighbors (x l−1 ≤ x l − k and x l+1 ≥ x l + k + 2).
Therefore, assuming local detailed balance condition as in references [21, 22] , the hopping rate of say the l th k-mer can be witten as
where the middle term ensures that the site x l + 1 is unoccupied. The transition-rate ω from one microstate to another is then given by
where {x} l M is a configuration in which the l th particle is at site x l +1. This, along with the Master Equation, Eq.(1), suggests that the average stationary current due to the hopping of the l th particle to its right nearest neighbor site, x l + 1, is given by
where · · · denotes averaging with respect to the steady state probability distribution, P ({x} M ).
Clearly, j l has contributions from the nearest-neighbor correlations. This becomes more explicit if we describe a microstate of the system in terms of the occupancies of the lattice sites rather than in terms of the positions of particles. Such a description requires that a k-mer be treated as a single particle occupying a single site of a lattice rather than as a row of k consecutive occupied sites, as described in [30, 31] . It must be mentioned here that this mapping is exact only for a system of k-mers hopping on a lattice-ring as it has a homogeneous stationary state. Therefore, the mapping considered here is applicable to the bulk or to a system on a lattice-ring.
Hopping of k-mers on L N is reflected in the hopping of the corresponding monomers onL N with the same transition rates; i.e., the entry-and exit-rates, and also the hopping rate in the bulk, are taken to be the same for k-mers as well as for their representative monomers. This implies that the steady state properties of k-mers in L N can be obtained from those of monomers inL N (equivalently, in L N ) by using a mapping between these two lattice segments. Such a mapping is provided by the ratio N /N :
where M/N is the density of k-mers, say ρ k , in L N . On the other hand, the monomer density in
] from which we have
Using this, we may rewrite the mapping as
which can be used to obtain, for example, the steady state current of k-mers in L N , say j k , from the steady state current,ĵ(ρ), of monomers inL N (ĵ ≡ j 1 for monomers):
If we now denote the occupancy of a site inL N by n = 0 or 1, then the hopping rate for the l th monomer, corresponding to that for the k-mer in Eq.(4), may be written as
which may be rewritten in the equivalent form,
Hence, by substituting this in the Master Equation, we obtain the steady-state current,ĵ l→l+1 through the bond, (l, l + 1):ĵ
where the averaging is with respect to the steady state probability distribution, P (n 1 , n 2 , · · · , n N ).
When expanded, this leads to the following expression,
whereñ ≡ (1 − n). Since we are dealing with a non-equilibrium process, we need an exact functional form for the probability P (n 1 , n 2 , · · · , n N ) in order to compute the various averages.
Assuming that it has an equilibrium Boltzmann form,
under steady state conditions imply the following constraints on the hopping rates [28, 32] :
(15)
Since the values assigned to the hopping rates ω(0, 0), ω(0, 1), ω(1, 0) and ω(1, 1) in our model are 1, e −v , e v and 1 respectively, both the constraints are satisfied only for non-interacting (v = 0) particles. For interacting particles (v = 0), only the first constraint is satisfied.
This implies that deviations from the equilibrium distribution may have to be taken into account a la Dierl et al., [28] . For the sake of completeness, we briefly review their formalism below.
B. MCAK
Dierl et al., [28] proposed that a local site-dependent external potential, h i , be added to the Hamiltonian of the system so that the non-equilibrium distribution,
. This brings about the densitydependence of the correlations as in equilibrium systems. In other words, the various averages appearing in the expression for the current may be treated as equilibrium averages. Moreover, nearest neighbor interactions in the system imply that the equilibrium joint probability can be expressed as a product of conditional probabilities (Markov chain approximation [33] ):
where p
eq (n i ) is the probability for the equilibrium value of n i ;p(n i |n i−1 ) is the conditional probability for the occupancy of site i given the occupancy-status of site i − 1. which is given bŷ
eq (n i−1 ). By definition, we have
where the second expression above is due to the fact that the value n = 0 does not contribute to the sum. For example, n i , n i+1 , n i+2 ,ñ i+3 eq = p (4) eq (n i = 1, n i+1 = 1, n i+2 = 1, n i+3 = 0). By the assumed Markov chain property, Eq. (17), we can write
= n i n i+1 eq n i+1 n i+2 eq n i+2 n i+3 eq n i+1 eq n i+2 eq (21) So, the four-point correlations in the expression for the current can all be expressed in terms of two-point correlations; also, n i eq is just the equilibrium density,ρ i , at site i and n i n i+1 eq is the equilibrium nearest neighbor correlation which we may denote byĈ i . It must be mentioned thatĈ i is referred to as the nearest-neighbor correlation here for convenience, even though
The current,ĵ l→l+1 , in Eq. (14) can now be rewritten in terms ofρs andĈs:
What remains to be computed is the nearest neighbor correlation,Ĉ, as a function of the density, ρ [26, 33] . Using the Markov Chain definition, Eq. (17), of the probability of a configuration,
where Z is the partition function. The ad hoc variables h i can be eliminated by considering the four cases namely, (i) n j = 0 for all j = 1, 2, · · · , N ; (ii) n j = 1 for some j but n l = 0 for l = j;
This procedure leads to the following relation between the correlation and the density:
Solving this quadratic equation, we get the correlation as a function of densities and the interaction potential:
In the case of non-interacting particles (v = 0), we see from Eq.(24) thatĈ j =ρ jρj+1 . When the system is in the steady state, the density, the correlation and the current will be site-independent; that is to say,ρ j +ρ j+1 ≡ 2ρ andρ jρj+1 ≡ρ 2 , and so the the above expression for the nearestneighbor correlation becomeŝ
It is clear thatĈ(ρ) →ρ 2 , 0 as v → 0, ∞ respectively. Using Eq.(24) under steady state conditions, we obtain the following expression for the current:
In the limit v → 0, ∞, the steady-state currentĵ(ρ) →ρ(1 −ρ),ρ(1 − 2ρ)/(1 −ρ) respectively.
The latter limit corresponds to the v = 0 case of the dimer current [18] . Once we compute this monomer current,ĵ(ρ), we may then use Eq.(10) to compute the k-mer current,ĵ k (hatρ). The density,ρ, in this formalism is an independent variable with a value in the range [0,1].
It is important to note that the linear relation between ρ k andρ, Eq. (8), is one-to-one and onto;
i.e.,ρ → 0, 1 ⇔ ρ k → 0, 1/k respectively, where 1/k is the maximum k-mer density attainable on L N . For a monomeric system,L N =L N . Therefore, an interacting monomer system on L N can also be thought of as a representation of an interacting k-mer system on the same lattice. Hence, we are justified in settingρ equal to ρ 1 which is the monomer density on L N . Correspondingly, we have C(ρ 1 ) and j(ρ 1 ) in place ofĈ(ρ) andĵ(ρ). Substituting the inverse relation,
in Eqs. (10, 26 and 27) , we get the steady-state k-mer current, j k (ρ k ). In the limit v = 0, we have
Thus, Eqs.(8 and 10) provide a simple generalization of the MCAK formalism for interacting k-mers in the steady-state. It should be mentioned here that the MCKA formalism that takes care of nearest neighbor correlations in a driven system of interacting monomers is equivalent to the two-cluster mean-field theory (2-CMFT) developed recently by Kolomeisky and coworkers [24, 29] , see the Appendix.
III. MONTE CARLO RESULTS

.
We have used the continuous-time algorithm of Bortz, Kalos and Lebowitz [34] to simulate the steady state behavior of an interacting system of k-mers. This algorithm, also known as the Kinetic Monte Carlo (KMC) algorithm, has been used for studying reaction-diffusion processes. [35, 36] .
Consider an arbitrary configuration of k-mers, say {x j |j = 1, 2, · · · M } where x j is the position of the left-end of the j th k-mer. If the first k sites are empty, we set the entry-rate w 0 = α or qα depending on whether the site k + 1 is empty or occupied; here, q ≡ e −v . Subsequently, every k-mer in the system can be assigned one of the rates, w j = 0, 1, q or r(≡ 1/q) depending on whether it can jump or if it can jump, whether it makes or breaks a nearest-neighbor contact;
the last k-mer can be assigned the rate w M = 1, rβ or β depending on whether it is isolated, in which case it either hops on or exits the lattice, or it exits by breaking a nearest-neighbor bond,
. We then compute the cumulative rates, R j ≡ j i=0 w i , for j = 0, 1, 2, · · · M . Which k-mer is going to make a jump, and how much time may have elapsed for this event to occur are decided by the following strategy.
Let n 1 and n 2 be two uniform random numbers in the range (0, 1). If n 1 R M ≤ R 0 , then a k-mer enters the system; else, the value of l for which the inequality R l−1 < n 1 R M ≤ R l holds points to the k-mer that makes a jump. Under the implicit assumption that it is a Poisson process, the time associated is given by − ln(n 2 )/R M . This way of choosing a k-mer to make a jump is repeated a large number of times, say ∼ 10 7 − 10 8 times, in a single run. The current-profile is obtained as the ratio of the number of times a k-mer entered (or equivalently, exited) a particular site, j, to the cumulative total of the times associated with these events. This may be averaged over a number of runs as well.
A. Lattice-ring . Fig.(2) shows the Monte Carlo data for the current as a function of monomer density on a lattice ring of size 500 sites. In the case of non-interacting (i.e., v = 0) monomers, the data fall on the expected parabola, j = ρ(1 − ρ). In the case of repulsive interaction (v = 5), the Monte Carlo data agree very well with the current computed using Eq. (27) . The dip is seen at the expected value ρ = 1/2. In Fig.(3) , we present Monte Carlo data for repulsive (v = 5) dimers and trimers on lattice-rings of sizes 1000 and 1500 respectively. The agreement with the current computed by using the MCAK theory (Eqs. (10, 27) ) -shown as continuous line -is quite good. Here, ρ is k times the k-mer density. Even the dips are seen at the expected density values.
These Monte Carlo results confirm that the mapping given by Eq. (10) is exact on a lattice-ring For example, we may sample the values of α and β along the line, α + β = K, with K set equal to a value > (α * + β * ), and which passes through all the three regions. For non-interacting monomers, it is known that (α * , β * ) = (1/2, 1/2). Fig.(4) shows our Monte Carlo data for average density and current obtained by setting K = 1.3. It is observed that they fall on the
In the case of highly repulsive (v > ∼ 4) monomers, our Monte Carlo data showed [23] that (α * , β * ) < ∼ (1/2, 1/2); so, keeping the same value K = 1.3, we have presented in the same figure the current-density relation for v = 5. It is interesting to note that the largest density value achievable is 1/2. This is consistent with the observation that the system behaves like a non-interacting dimers in the limit of very strong repulsion -i.e., every particle is tagged along with an empty nearest neighbor and so this pair behaves like a dimer; the maximum dimer density realizable is 1/2.
It appears that the range of particle density available to the system depends on the strength of the nearest neighbor interaction. To clarify this point, we have estimated the monomer densityi.e., the average number of monomers in the steady state divided by the lattice size -in the MC phase for various values of the strength of repulsion, v ∈ [0, 5], with α and β fixed at 2 and 0.5
respectively. The lattice size is 500 and the Monte Carlo data (red dots in Fig.(5) ) are an average of 50 independent runs. It varies continuously from the value 0.5 for non-interacting monomers to the value ∼ 0.29 for strongly repulsive monomers, which is the value expected for non-interacting Open Lattice : Dimers and Trimers.
It is of interest to check how the Monte Carlo data for dimers compare with those computed using Eqs. (10, 27) . In Fig.(7) , we have presented the Monte Carlo estimates of the steady-state densities (red dots) for dimers and trimers. The entry-and exit-rates are α = 2 and β = 1 respectively. Dimer data are averages of 50 runs on a lattice of size L = 1000; trimer data are averages of 100 runs on a lattice of size L = 1500. In Fig.(7) , the blue dots represent the values of the steady-state MCAK density, say ρ 2 and ρ 3 , that correspond the first maximum of the MCAK currents j 2 and j 3 of Eq.(10). The agreement is quite good. We also observe that the density-profiles peak at v ≈ 0.7.
The Monte Carlo data for the steady-state dimer and trimer currents are presented as blue dots in Fig.(8) . They are compared with the maxima of MCAK currents, j 2 and j 3 , represented as orange lines. The agreement is not as good for trimers as it is for dimers; yet, we may accept it as reasonably good as the differences are quite small over the range of v ∈ [−1, 5] studied. The difference between the Monte Carlo estimates of the current and the MCAK current, j k , is likely to increase as the size of the particle increases. In order to estimate the triple-point, we need to find the value of (α, β) at which the steadystate entry-and exit-currents are equal to the maximal current. Assuming uniform density in the system, the entry and exit currents are given by [26] [27] [28] ,
where ρ 1 and C respectively are the monomer density and the nearest-neighbor correlation corresponding to that density. While equating these currents with the maximal value of j, given by Eq.(27), we have to set ρ 1 equal to the corresponding maximal value. In a Monte Carlo study, we have to first estimate the steady-state values of the bulk-current by sampling the points (α, β) in all the three phases; for example, the triple-point for non-interacting (v = 0, hard-core) monomers is known to be (1/2,1/2). So, we may set (α + β) to some value K(> 1) and vary only the value of α in the range [0, K]. By plotting the steady-state bulk current as a function of α, we will be able to identify the range of α over which the Maximal Current phase prevails. The bounding values of α, say α L and α R , give the triple-point:
We demonstrate this for the cases of non-interacting (v = 0, Fig.(9) ) and repulsive (v = 0.7, Fig.(10) ) monomers.
In Fig.(9) , we have presented the Monte Carlo data for the average monomer density, ρ 1 , and the stationary bulk-current, J, for a system of non-interacting (v = 0, hard-core) monomers.
Since the triple-point for this system is known to be (1/2,1/2), we have set α + β = 1.3 so that we can span all the three phases of the system by varying α ∈ [0, 1.3] . We see that ρ 1 (black dots)
tends to have the value 1/2 as we approach the MC-phase from below or from above; similarly, the current (red dots) approaches the stationary value 1/4 from either ends. The transition points at α L = 1/2 and α R = 0.8 give the expected value (1/2,1/2) for the triple-point.
In the case of repulsive monomers, Monte Carlo data show (Fig.(10) ) that (α * , β * ) (1.7, 0.35) at v = 0.7 [23] ; so, we set α + β = 2.5 in order to be able to scan all the three phases. Again, we see that ρ (black dots) and J (red dots) approach their respective values in the MC-phase as we vary α. The transition points suggest the value (1.5, 0.4) for the triple-point, which is close to the one reported earlier [23] .
In The mapping of a system of k-mers into a system of monomers, as proposed by Gupta et al., [30] , is exact on a lattice-ring because the system has a homogeneous steady-state. In the case of an open lattice system, however, the steady-state of even a monomeric system is not homogeneous near the boundaries; so, we don't expect the mapping to be exact. In the present study, however, we found good agreement between the interaction-dependent maximal current computed using Eqs. (10, 27) and the corresponding Monte Carlo estimates for an open system, which is one of our main results.
First of all, for a lattice ring, we observe that our Monte Carlo data agree very well with the MCAK current in the cases of monomers, dimers and trimers. The dips are seen at the expected density values, kρ ≡ kρ k = k/(k + 1) for k = 1, 2, 3, respectively. Moreover, the first maximum of the current-density profile corresponds to the maximal current j
In order to realize the second maximum of the current profile, the density-span should be in the range
It is also to be noted that the particle-hole symmetry is realized only for monomers. This becomes clear by considering, for example, the steady-state monomeric current, Eq.(27), in the limit v → ∞:
which is exactly the same as that for non-interacting dimers [18] . Here,ρ has to be taken as the dimer-density as every monomer is tagged along with an empty site and so is in the range 0 ≤ρ ≤ 1/2. The physically meaningful density at which the current is the maximum is given bŷ
] within the range of the first hump. Forρ > 1/2, we have to replaceρ by (1 −ρ) in the above expression for the current resulting in
The physically meaningful density at which the current is the maximum, in this case, is given bŷ
within the range of the second hump. Note that the current-density relation in the first hump region is different from that in the second hump region.
In the case of monomers (k = 1), the Monte Carlo data for the density can be fitted to an empirical form given by ρ data (v) = ρ mid + 0.108 tanh(v + v mid ), where v mid 2.04 and
0.398. This exercise is only to highlight the smooth dependence of the Monte Carlo density-estimates on interaction which is different from what we obtain for the density at which the first hump of Eq.(27) peaks - Fig.(5) .
In the case of dimers and trimers, however, there is agreement between the Monte Carlo estimates of the density and ρ 2,3 (v) (Figs.(7) ); here, ρ 2,3 (v) denotes the density at which the MCAK current j 2,3 of Eq. (10) peaks. It is interesting to note that the dimer and trimer densities
show a peak at about v = 0.7, approximately where the currents also peak. A speculative argument for understanding this coincidence could be made as follows.
First of all, the peaking of the current at moderate strength of repulsion for monomers ( Fig.6 ) and for dimers/trimers (Fig.8 ) can be explained [23] by drawing attention to the interaction-dependent competition between the increasing population of non-bonded k-mers and the decreasing population of available empty sites into which the former can jump. The question is why the corresponding densities also peak where the maximal current peaks. An increase in the current due to an enhanced flow (hopping in the bulk as well as the final exit) cannot be maintained, at a given v, unless the depletion of particles is compensated either by maintaining nearly the same particle density or by increasing it. The latter requirement implies the entry of sufficient number of particles. For example, the exit of a k-mer adds k empty sites to the pool of available empty sites facilitating thereby the flow as well as the entry of a k-mer on the average; so, larger the value of k, more will be the sites available for flow due to hopping. Since the flow is unidirectional, enhanced flow in the bulk will amount to a larger pool of empty sites in the entry-region which will therefore increase the chances of particle-entry. In other words, there cannot be a decrease in particle-density if there is an increase in particle-current at some strength of repulsion.
The triple-point estimates (Fig.11) , obtained by equatingĵ ent andĵ ext withĵ of Eq. (27) corresponding to non-interacting dimers as v becomes large, β * tends to a higher value ∼ 0.6. This is contrary to the expected mean-field result [18] ,
Therefore, our results can be considered as an extension of the work of Dierl et al., [28] which is valid only for interacting monomers.
The reason why the triple point, in particular the β * value, doesn't come out right is because MCAK is still a mean-field theory that gets the steady-state current and density right but not the triple-point. Whether three cluster formulation of MCAK would be better is something that needs to be studied. But as pointed out by Kolomeisky and coworkers [24, 29] , the three cluster results are identical to those of two-cluster theory which is mathematically equivalent to MCAK formalism.. In addition, it is not clear whether the described discrepancies are due to the fact that the mapping is not one-to-one in the entry and exit regions. The interaction-dependence of the triple point for k-mers (k > 1) is not expected to agree with Monte Carlo estimates as it does not show agreement even for monomers. It is also important to note thatρ in Eq. (8), andĵ(ρ) in Eq. (10), are quantities that are averaged over many realizations of the system in the steady state;
explicitly, we may represent them as ρ and ĵ (ρ) respectively. But, ρ k for example will not be the same as ρ k obtained by using ρ in Eq. (8) because the former represents the average of the ratio on the right hand side of Eq. (8) . We have ignored this difference in this work.
In summary, we have demonstrated that a simple mapping of a k-mer system into a monomer system helps to compute the stationary bulk current of a driven k-mer system in the maximal phase by using the MCAK expression, Eq.(27, for that of a driven monomer system. The computed values of the maximal current for monomers, dimers and trimers at various strengths of interaction, 5] . agree very well with those estimated from Monte Carlo simulations; in particular, there is an excellent agreement in the peak region. We have also shown that the triple-point for monomers, computed at various strengths of repulsion using the MCAK formalism [26] [27] [28] is qualitatively very similar to that observed in Monte Carlo simulations for intermediate repulsion. In the present work we have employed the Markov Chain Adapted Kinetics (MCAK) formalism [26] [27] [28] in order to calculate the various quantities which characterize the steady-states of a TASEP system. An alternative formalism, called the "two-cluster mean-field theory" (2-CMFT), providing the same results as obtained from the TASEP model, had been developed very recently by Kolomeisky and coworkers [24, 29] . For the sake of clarity, we show that these two formalisms are equivalent.
The 2-CMFT formalism treats the attachment and detachment of a particle, hopping with rates q and r respectively, as opposite chemical reactions so that the requirement of detailed balance will ensure that the ratio q/r has the Boltzmann form, e −2v , where v is the dimensionless nearest neighbor interaction. Since there is no a priori reason that the net interaction energy, 2v, should be shared equally between these two processes, a tunable splitting parameter, θ ∈ [0, 1], has been introduced so that q and r may be given the explicit form, q = e −2vθ ; r = e −2v(θ−1) .
On the other hand, the MCAK formalism introduces local site-energies, h i , in order to take into account the possible deviations of the steady-state probability of a given configuration from the equilibrium Boltzmann form; the elimination of these parameters lead to the density-dependent nearest-neighbor correlation. It will be of interest to know whether θ plays a role similar to what the h i 's play in the MCAK formalism and therefore could be given a physical meaning.
1. Dynamic Reversibility.
The total energy of a system of 'sticky' particles on a one dimensional line (or a lattice) is proportional to the number of nearest-neighbor contacts, say N c , in the system. Hopping of a particle either does or does not lead to a change in the value of N c . That is to say, the change in the value of N c is either ±1 or 0. The corresponding change in the energy of the system is ±v or 0, where v is the dimensionless contact (i.e., nearest-neighbor interaction) energy.
Consider a configuration, say C, in which a particle hops to its vacant nearest-neighbor thereby making a fresh contact -'bond-making' (N c → N c + 1). Suppose, the rate associated with such an event is q. We say that a driven system is in a steady state if the average unidirectional flow (or 'current') of particles through the system is constant. In this case, the average value of N c also has to be a constant; otherwise, the average current will not be a constant. In other words, the average number of bond-making events should equal the average number of bond-breaking events.
So, for every configuration, C, in which a contact is made, there should be a configuration, say C , in which a contact is broken. It is not necessary that C be the same as what C becomes after a bond-making event. Let r be the rate associated with a bond-breaking event.
When the system is in steady state, the average number of bond-making events is expected to be equal to the average number of bond-breaking events: therefore, we expect that a Dynamical Reversibility (DR) condition is satisfied:
where P (C) is the probability to find the system in configuration C. (C has N c − 1 contacts; C has N c + 1 contacts; clearly, DR is not the same as the Detailed Balance (DB) condition.)
2. The meaning of the splitting parameter, θ.
The net change in the energy of the system due to the occurrence of these two events -namely, the making and breaking of a bond -is 2v. Assuming that the ratio, q/r, is equal to e −2v is equivalent to assuming that the ratio of probabilities, P (C )/P(C), is equal to e −2v . It is then natural to assign the Boltzmann forms, e −(Nc−1)v to P (C) and e −(Nc+1)v to P (C ) because the energy of the system in a given configuration is also proportional to the number of contacts. This may be justified heuristically as follows:
In a frame of reference that is moving with the mean particle velocity, the configurations sampled may be treated as those of a grand canonical ensemble; in fact, in the limit of a very large system, they may as well be treated as belonging to a canonical ensemble. The mean-field argument of Lakatos and Chou, [18] is based on this premise.
The additivity of contact-energies, and the Boltzmann form for P (C), imply that the probability associated with every contact made is e −v ; and, per unit time, this is the rate, q, associated with a contact-making event. By the same logic, the rate, r, associated with a contact-breaking event is e v .
The equality, q/r = e −2v , is also satisfied if q = e −θ2v and r = e −(θ−1)2v for some arbitrary parameter θ in the interval [0, 1]. For θ = 1/2, the definitions of q and r are consistent with the assumption that the total energy of the system is equal to the sum of its contact-energies (i.e., additivity). The question arises as to whether θ = 1/2 imply non-additivity of contact-energies.
Non-additivity could mean that the total energy of the system, say E, is either more or less than the sum of its contact-energies (i.e., E = N c v ± ∆, where ∆ may be the energy due to the interaction of particles with the local fields or it may be the energy due to many-body interactions;
it may depend on the system size). Then, we have two options:
where N is the number of sites in the lattice, h i is the site-energy (unknown) assigned to the site i and n i the occupancy of site i. In this case, we may try to compute the nearest-neighbor correlation by eliminating h i a la Dierl et al., [28] 2. Alternatively, we may define an 'effective' contact-energy, v ± (∆/N c ), and parametrize the Within the two-cluster formalism the joint probability, P (n i−1 , n i , n i+1 , n i+2 ), is written as a product of conditional probabilities:
Multiplying and dividing by P (n i−1 ), we can rewrite this in the equivalent form,
Using the same notation, ω for the conditional probability as in [28] , we recognize this as the Markov Chain expression for the joint probability -the same as Eq. (17). The basic premise being the same, we can show that the expressions for the current are also the same.
Consider the 2-CMFT expression for the steady-state bulk current:
ρ(1 − ρ)J(ρ) = R 4(q − r) 3 [R(q + r − 2rq) − 4(ρ(1 − ρ)r(q − r)]
where, for notational simplification, we have defined R as R ≡ r 2 + 4ρ(1 − ρ)r(q − r) − r (A5) so that 4r(q − r)ρ(1 − ρ) = R 2 + 2rR (A6) which when substituted in Eq.(A4) and the expression for the current simplified, we get
Now, setting ρ j = ρ j+1 ≡ ρ in Eq. (25) and using the definition of R, we can show that
Therefore, we have
which is just the expression for the steady-state bulk current in the MCAK formalism for θ = 1/2. 9), except that the data are for monomers with repulsive interaction, v = 0.7.
Black dots -density; red dots -current. We have set α + β = 2.5 so as to be able to span all the three phases. 
