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Développement de codes de simulation Monte-Carlo de la radiolyse de 
l'eau par des électrons, ions lourds, photons et neutrons. Applications à 
divers sujets d'intérêt expérimental 
Par 
lanik Plante 
Département de médecine nucléaire et radiobiologie 
Université de Sherbrooke 
Résumé 
L'eau est un constituant majeur des organismes vivants, composant de 70 à 85% du 
poids de certaines cellules. Pour cette raison, étant une cible importante des radiations 
ionisantes, l'eau joue un rôle central en radiobiologie. Les ions lourds, les électrons et les 
photons vont interagir avec les molécules d'eau par ionisations et excitations. Les 
. neutrons, quant lit eux, vont interagir avec les molécules d'eau par collisions élastiques, 
générant des ions de recul créant ainsi, à leur tour, des ionisations et des excitations parmi 
les molécules d'eau. Ces événements très rapides (-10·12 s) amènent la formation 
d'espèces chimiques excitées de l'oxygène, appelées espèces réactives de l'oxygène 
(ERO). Les ERO,. et en particulier le radical hydroxyle ('OH), interagissent avec les 
molécules environnantes comme les protéines, les lipides et les acides nucléiques en les 
modifiant chimiquement. 
Des études de microdosimétrie capables d'effectuer l'irradiation sélective de la 
membrane externe, du cytoplasme et du noyau cellulaire ont démontré que la survie 
X 
cellulaire était très affectée lorsque le noyau était irradié, contrairement à l'irradiation du 
cytoplasme ou de la membrane cellulaire. Ces études montrent que l' ADN est un site très 
sensible aux radicaux libres. Pour cette raison, l'ADN (structure à double hélice, site du 
code génétique) a longtemps été considérée la molécule la plus importante pour expliquer 
les effets radiobiologiques, comme la létalité ou l'apoptose cellu~aire. Or, ce concept a été 
ébranlé par des recherches plus récentes démontrant que les rayonnements ionisants 
n'affectent pas seulement les cellules qui subissent directement l'irradiation, mais 
également les cellules voisines non touchées par le rayonnement par effet « bystander ». 
D'autres études ont aussi trouvé qu'un groupe de cellules et son environnement 
réagissent collectivement lorsqu'ils sont irradiés. Une hypothèse avancée pour expliquer 
ces phénomènes radiobiologiques suggère qu'une cellule irradiée réagit en sécrétant 
certaines molécules, affectant ainsi les cellules voisines non-irradiées. Les molécules et 
les mécanismes impliqués demeurent très mal compris à ce jour. 
L'objectif de cette thèse de doctorat est d'améliorer la compréhension des 
phénomènes survenant durant les premiers instants d'une irradiation, soit jusqu'à la 
microseconde avec la conception d'un nouveau programme de simulation de la radiolyse 
de l'eau par des photons. 
Les photons interagissent par effets Compton et photoélectrique, créant des 
électrons dans le milieu. Un nouveau programme développé permet de calculer les 
positions et les énergies de ces électrons. Or, il existe des programmes pouvant simuler la 
radiolyse de l'eau par les électrons. Cette combinaison des programmes permet d'obtenir 
des simulations plus réalistes des photons. De même, un programme de simulation 
Monte-Carlo de la radiolyse de l'eau par des neutrons a été développé. Les neutrons 
Xl 
interagissent principalement par des collisions élastiques, ce qui génère des protons et des 
atomes d'oxygène. Tout comme dans le cas des électrons, il existe des programmes qui 
peuvent être utilisés pour simuler les ions lourds. Ces deux programmes sont utilisés pour 
simuler les parties physiques et physico-chimiques de la radiolyse de l'eau. 
Pour simuler la chimie inhomogène, un autre programme a été conçu, développé et 
est validé dans cette thèse. Ces programmes sont utilisés pour mieux comprendre la 
chimie intervenant dans des systèmes simples et ont permis une meilleure compréhension 
du dosimètre cérique. D'autres systèmes plus complexes (glycine, gels de polymères et 
HCN) ont également été abordés. 
Mots-clés: Radiolyse de l'eau, simulation Monte-Carlo, transport de particules, chimie 
hétérogène, dosimètre de Fricke, dosimètre cérique, débit de dose, évolution chimique. 
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Développement de codes de simulation· Monte-Carlo de là radiolyse de 
l'eau par des électrons, ions lourds, photons et neutrons. Applications à 
divers sujets d'intérêt expérimental 
Par 
lanik Plante 
Département de médecine nucléaire et radiobiologie 
Université de Sherbrooke 
Abstract 
Water is a major component of living organisms, which can be 70-85% of the 
weight of ce lis. For this reason, water is a main target of ionizing radiations and plays a 
central rote in radiobiology. Heavy ions, electrons and photons interact with water 
molecules; inainly by ionization and excitation. Neutrons interact with water molecules 
by elastic interactions, which generate recoil ions that will create ionizations and 
. excitations in water molecules. These fast events (-10- 12 s) lead to the formation of 
Reactive Oxygen Species (ROS). The ROS, in particular the hydroxyl radical ("OH), 
interact with neighbour molecules such as proteins, lipids and nucleic acids by chemical 
interaction. 
Microbeams can irradiate selectively either the. extemal membrane, the cytoplasm 
and the cell nucleus. These studies have shown that cell survival is greatly reduced when 
the nucleus is irradiated, but that this is not the case when cytoplasm or cell membrane is 
irradiated. Thus, DNA is a very sensitive site to ionizing radiation and ROS. For this 
reason, DNA has long been considered the most important molecule to explain 
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radiobiological effects such as cell death. However, this concept has been challenged 
recently by new experimental results that have shown that cells which have not been 
directly in contact with radiation are also affected. This is called the bystander effect. 
Further studies have shown that a group of cells and their environment reacts collectively 
to radiation. A hypothesis put forward to explain this radiobiological phenomenon is that 
a irradiated cell will secrete signalling molecules that will affect non-irradiated cells. The 
implicated phenomenon and molecul'es are poorly understood at this mom~nt. 
The purpose of this work is to improve our comprehension of the phenomenon in 
the microsecond that follows the irradiation. To these ends, a new Monte-Carlo 
simulation program of water radiolysis by photons has been generated. For photons of 
energy <2 MeV, they interact with water mainly by Compton and photoelectric effects, 
which create energetic electrons in water. The created electrons are then followed by our 
existing programs to simulate the radiolysis of water by photons. Similarly, a new code 
has been built to simulate the neutrons interaction with water. This code simulates the 
elastic collisions of a neutron with water molecules and calculates the number and energy 
of recoil protons and oxygen ions. 
The main part of this Ph.D. work was the generation of a non-homogeneous Monte-
Carlo Step-By-Step (SBS) simulation code of non-homogeneous radiation chemistry. 
This new program has been used successfully to simulate radiolysis of water by ions of 
various LET, pH, ion types (1H+, 4He2+, 12C6-) and temperature. The program has also 
been used to simulate the dose-rate effect and the Fricke and Ceric dosimeters. More 
complex systems (glycine, polymer gels and I:ICN) have also been simulated. 
XIV 
Keywords: Water radiolysis, Monte-Carlo simulations, radiation transport codes, non-
homogeneous chemistry, Fricke dosimeter, ceric dosimeter, dose-rate, chemical 
evolution. 
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Chapitre I: Introduction 
1. Introduction 
1.1. Importance de la radiolyse de l'eau en radiobiologie 
L'eau est un constituant .majeur de la plupart des organismes vivants, composant 70 
à 85% du poids de certaines cellules (SELMAN, 1983). Elle joue un rôle central en 
radiobiologie, car sa radiolyse produit des espèces chimiques réactives responsables 
d'effets indirects et/ou quasi directs (HALL, 2000). De plus, ses propriétés d'absorption 
des radiations étant similaires à celles du corps humain (MEDIN et al., 2006), elle est 
donc un matériel de référence important pour la dosimétrie en radiothérapie clinique. 
Ainsi, les gels de polymères, qui sont des dosimètres basés sur la polymérisation post-
irradiation, sont composés d'environ 90% d'eau (GOCHBERG et al., 2001). Pour ces 
raisons, une grande partie des travaux réalisés en chimie sous rayonnement s'est 
intéressée à la radiolyse des solutions aqueuses. 
L'action de la radiation sur l'eau produit des espèces chimiques excitées de 
l'oxygène, appelées espèces réactives de l'oxygène (ERO). Parmi les ERO, on compte le 
radical hydroxyle ("OH), le peroxyde d'hydrogène (H20 2), l'anion superoxyde (02"-), le 
radical hydroperoxyle (H02") et l'oxygène singulet (102). Dans les cellules, des processus 
biochimiques et physiologiques normaux comme la j3-oxydation des acides gras dans les 
peroxysomes, la chaîne de transport des électrons dans les mitochondries et la respiration 
cellulaire qui réduit l'oxygène en eau à travers la chaîne de transport d'électrons 
mitochondriale pour la production d'énergie sous forme d' ATP sont des sources 
endogènes d'ERO (HALLIWELL et GUTTERIDGE, 1999). Les radiations sont une 
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source exogène d'ERO, pouvant produire tous les ERO mentiom1és plus haut 
(FERRADINI et JAY-GERIN, 1999). 
Les ERO sont impliquées dans le stress oxydatif des cellules. Les ERO très 
réactives, comme le radical ·oH, réagissent dans un rayon très restreint avec les 
molécules environnantes comme les protéines, les lipides et les acides nucléique en les 
modifiant chimiquement (VON SONNTAG, 1987). D'autres espèces comme H20 2 ne 
sont pas très réactives face aux bases de l'ADN (CADET et TÉOULE, 1978); par contre, 
en présence des métaux de transitions comme le fer et le cuivre, H20 2 peut effectuer la 
réaction de Fenton et générer un radical "OH: 
H 20 2 +Fe
2+ ~·oH+Oir +Fe3• 




La cellule, étant constamment exposée aux ERO, est munie de systèmes afin de s'en 
débarrasser: un système enzymatique (ex. : Superoxyde Dismutase (SOD)), des 
molécules antioxydantes (ex. : vitamine C, glutathione) et la séquestration de métaux 
(ex.: ferritine) pour empêcher les réactions de Fenton. Les ERO jouent un rôle important 
dans de nombreuses maladies, car un déséquilibre entre la production et la destruction des 
ERO peut entraîner la carcinogénèse, le vieillissement, l'apoptose ou la mort cellulaire. 
(BECKHAM et AMES, 1998). 
Des études de microdosimétrie capables d'effectuer l'irradiation sélective de la 
membrane externe, du cytoplasme et du noyau cellulaire ont montré que l'irradiation du 
noyau influence beaucoup la survie cellulaire, contrairement à l'irradiation du cytoplasme 
ou de la membrane (DATTA et al., 1976). Ces études suggèr~nt que l'ADN est un site 
très sensible aux radicaux libres. Pour ces raisons, l 'ADN a longtemps été considéré la 
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cible la plus importante des radiations et des radicaux libres pour expliquer les effets 
radiobiologiques, comme la létalité cellulaire (TUBIANA et al., 1986). 
Des travaux récents ont ébranlé ce concept en démontrant que les rayonnements 
ionisants n'affectent pas seulement les cellules exposées directement à l'irradiation, mais 
également les cellules voisines qui n'ont pas été touchées par le rayonnement par 
effet« bystander » (LITTLE, 2000; MOTHERSILL et SEYMOUR, 2001). Parmi les 
effets observés chez les cellules non-irradiées, on note : la formation de micronoyaux 
(AZZAM et al., 2002), une augmentation du nombre de mutations (ZHOU et al., 2002), 
des changements dans la fréquence de transformation (SA W ANT et al., 2001 ), une 
réduction de la survie clonogénique (MOTHERSILL et SEYMOUR, 1997) et une 
augmentation de l'apoptose (L YNG et al., 2000). Ainsi, des cellules situées jusqu'à 1 mm 
en périphérie de la zone irradiée sont affectées (BELYAKOV et al., 2005). D'autres 
études ont aussi montré qu'un groupe de cellules et son environnement réagissent 
collectivement lorsqu'elles sont irradiées (BARCELLO-HOFF et COSTE, 2006). 
Certains effets tissulaires qui ne sont pas dépendants des dommages à 1' ADN ont été 
associés à l'initiation et/ou à la progression des cellules normales vers le cancer : 
instabilité génomique (PARK et al., 2003 ), remodelage de la matrice extra-cellulaire 
(BARCELLO-HOFF et al., 2005), persistance de l'inflammation (BARCELLO-HOFF et 
al., 2005) et dommages oxydatifs (MOTHERSILL et SEYMOUR, 2004). 
Parmi les hypothèses avancées pour expliquer l'effet « bystander », on note la 
sécrétion de facteurs solubles, le métabolisme oxydatif et la communication par les 
jonctions intercellulaires (AZZAM et al., 2003). Plusieurs molécules sont possiblement 
impliquées: le Transforming Growth Factor f3 (TGFf3) (PORTESS et al., 2007), les ERO 
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(AZZAM et al., 2002), le radical NO· (MATSUMOTO et al., 2001) et les NADPH 
oxidases reliées à la membrane (LITTLE et al., 2002). Les mécanismes demeurent très 
mal compris à ce jour. Par contre, on sait que le radical ·OH est impliqué dans l'effet 
« bystander » car ce dernier active les molécules TGFf3 (JOBLING et al., 2006), qui est 
une cytokine impliquée dans de nombreux effets biologiques, dont l'apoptose (POR)'ESS 
et al., 2007). 
1.2 Effets directs et indirects de la radiation 
L'effet direct est l'interaction de la radiation avec l' ADN, qui va effectuer une 
ionisation, ce qui donne un cation radicalaire de l' ADN (DNA"+) et un électron 
(SELMAN, 1983). L'ADN excité (DNA*) peut également être formé, directement ou par 
recombinaison entre l'électron et cation parent. Dans le cas du cation DNA.~, la charge 
positive créée par l'ionisation va migrer vers certains sites de l' ADN, principalement la 
guanine, tandis que les électrons ionisés vont migrer vers les bases de potentiel de 
réduction élevé, soient la cytosine et la thymine (BECKER et SEVILLA, 1993; VON 
SONNTAG, 2006). L'effet« quasi-direct», introduit par BECKER et SEVILLA (1993) 
correspond à l'ionisation des molécules d'eau qui se trouvent dans la couche 
d'hydratation primaire1 suivi par le transfert d'électrons et de charges positives (trous) à 
!'ADN. L'effet indirect est la réaction chimique entre les espèces créées lors de la 
radiolyse de l'eau (en particulier le radical ·OH) et !'ADN (HALL et GIACCIA, 2006). 
Le radical ·OH, qui est le ROS le plus réactif connu, réagit avec la plupart des molécules 
retrouvées dans les cellules avec des constantes de vitesse de réaction très élevées (VON 
1 On compte ~12-15 molécules d'eau par nucléotide dans la forme B de I' ADN (SAENGER, 1984) 
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SONNTAG, 2006). Étant donné leur grande réactivité, seulement les radicaux ·OH créés 
à -3-4 nm de l'ADN vont réagir avec celle-ci (ONEILL et al., 1991). On estime 
qu'environ deux tiers des dommages créés à l'ADN par des rayons X ou des rayons y du 
6°Co sont dus à l'effet indirect: 
~dl'. 
•. \_'\, l f 
- T~ H/~ 
-c-o~ .. , 1 / ;;:_ \ 
-T=AS.. 11 ~ 1 
P'S-G• tJ" 1 \ V.J 1 ...... 1 ...... _ ... 




I ~...._rJ . . 
1 IF=\ 
--1 li © J 
.....-, 1\. ' 1 ...... _,,/ 
20Â---l Dire~tAction (30%) 
Figure 1 : Effets directs et indirects de la radiation. Figure tirée de HALL (2000). 
Les effets biologiques des radiations sont principalement attribuables aux lésions à 
I 'ADN. Les dommages induits par la radiation sont nombreux : modification de la base et 
du ribose, cassures simple brin (SSB) et double brin (DSB), perte de base, lésions en 
tandem, etc. (NIKJOO et al., 1997; NIKJOO, 2002; GOODHEAD, 1994). Parmi les 
lésions radio-induites, la cassure double-brin (DSB), qui est vraisemblablement causée 
par des multiples lésions rapprochées (i.e. éloignées d'environ -10-20 paires de bases sur 
un brin ou sur le brin complémentaire de l'ADN) (WARD, 1981; WARD, 1988) est 
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considérée depuis plusieurs années comme la plus importante dans les effets aigus et 
tardifs des radiations (FRANKENBERG, D. et al., 1981; GOODHEAD, 1994; PRISE et 
al., 1998). Les DSB activent la phosphorylation d'une protéine histone appelée y-H2AX, 
qui peut être visualisée grâce à des anticorps fluorescents qui peuvent s'y fixer (figure 2). 
A 8 c 
Figure 2 : Foyers de y-H2AX fluorescent chez des fibroblastes humains 10 min post-
irradiation avec (A) Rayons-y, 2 Gy; (8) 28Si14+, 54 keV/µm, 0.5 Gy et (C) 56Fe26+, 176 
keV/µm, 0.5 Gy (DESAI et al., 2005). Le DAPI est utilisé pour visualiser le noyau (bleu), 
tandis que l'anticorps anti-y-H2AX (vert) se localise près des DSB. 
Pour une même dose, la formation et la réparation des dommages à l 'ADN dépend 
fortement du type et de l 'énergie de la radiation (PRISE et al ., 1998; 
LEATHERBARROW et al., 2006; DURANTE et CUCINOTTA, 2008). Ainsi, le nombre 
de lésions à l'ADN varie peu en fonction du type de radiation (GOODHEAD, 1994). Par 
contre, la fraction des dommages complexes, c' est-à-dire comportant deux ou plusieurs 
types de dommages (SSB, DSB, etc.) dans une région localisée de l'ADN, est beaucoup 
plus élevée pour les ions lourds que pour les rayons y ou les rayons X (DURANTE et 
CUCINOTI A, 2008). 
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1.3 Déposition d'énergie par la radiation ionisante et trace des particules 
Il existe plusieurs types de radiations. Dans le cadre de ce travail, des simulations 
ont été réalisées avec des électrons, des photons (rayons X et rayons y), des ions lourds 
(
1H_,.; 4He2+, 12C6-.-, ... ) et des neutrons. Les mécanismes d'interaction de ces radiations 
avec la matière seront détaillés au chapitre III. 
1.3.l Transfert d'énergie linéaire (TEL) 
Une quantité importante caractéristique de la radiation, le «transfert d'énergie 
linéaire» (TEL), a été introduite pour la première fois par ZIRKLE et al. (1952). Il s'agit 




où dE est l'énergie moyenne déposée localement dans le milieu par une particule 
traversant une distance dx (ICRU REPORT 16, 1970). Le TEL est habituellement 
exprimé en« keV/µm »2 .Dans les gammes d'énergie qui ont été étudiées dans ce travail, 
le TEL correspond au« pouvoir d'arrêt» du milieu (ANDERSON, 1984; MOZUMDER, 
1999; WATT, 1996). La théorie de Bethe du pouvoir d'arrêt décrit la perte d'énergie 
moyenne due aux interactions électromagnétiques entre les particules chargées et les 
électrons des atomes du milieu (BETHE, 1930). Ainsi, pour des ions d'énergie cinétique 
non-relativiste, la formule de Bethe peut s'écrire 
_ dE =(-1-J2 4nZ2~4 Nln(2m0 V 2 J 
dx 47Œ 0 m 0 V I 
(3) 
Dans cette équation, Ze et V sont la charge et la vitesse de l'ion incident, m0 est la masse 
de l'électron, N est la densité d'électrons de la cible et J est la moyenne des potentiels 
2 En unités SI, 1 keV/µm ~ l.602xl0- 19 J/nm. 
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d'ionisàtion et d'excitation des électrons du milieu. Cette équation illustre certains 
aspects importants dans le pouvoir d'arrêt. On constate que la masse de l'ion incident 
n'apparaît pas. Étant donné que deux ions de même énergie par nucléon ont la même 
vitesse (DINGFELDER, 2006), on peut supposer qu'ils seront de même TEL s'ils ont la 
même charge. Ainsi, les rendements radiolytiques des protons ( 1 H+) et des deutérons 
(2H+) de même vitesse sont similaires (ANDERSON et HART, 1961). Le deuxième 
aspect important est la charge du projectile. Le TEL et, comme il sera vu plus loin, les 
sections efficaces sont proportionnels au carré de la charge de l'ion incident. Les valeurs 
de TEL de certaines radiations sont présentées au tableau 1. 
Tableau 1. Valeurs de TEL de certaines radiations. Valeurs tirées de WATT 
(1996) et ICRU report 16 (1970) 
Radiation TEL (keV/µm) 
Electrons 1 MeV 0.3 
Rayons y 6°Co 0.3 
Rayons y 137Cs 0.9 
Rayons X 200 kV 1.7 
Radiation 
H+ 300 MeV/amu 
4He2+ 6 MeV/amu 
56Fe26+ 1 GeV/amu 





Le TEL moyen d'un électron de 1 MeV ou d'un rayon y émis par le 6°Co est ~0.3 
keV/µm. D'autre part, la perte moyenne d'énergie par collision d'un électron rapide est 
~48-65 eV (LAVERNE et PIMBLOTT, 1995; AUTSAVAPROMPORN, 2006; 
PIMBLOTT et LA VERNE, 2007). Ainsi, en moyenne, les événements de déposition 
d'énergie dans le milieu sont séparés d'environ 2000 A. Les électrons ionisés effectuent 
des collisions avec les molécules du milieu pour perdre leur énergie et devenir 
thermalisés (~0.025 eV) à environ 80-120 A de distance de leur molécule d'origine 
(GOULET et JAY-GERIN, 1988; MUROYA et al., 2002; MEESUNGNOEN et al., 
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2002a; PIMBLOTT et MOZUMDER, 2004). Cette distance de thermalisation définit une 
région plus ou moins sphérique appelée « spur » ou « grappe ». Étant donné que le rayon 
des grappes est beaucoup plus petit que leur distance moyenne de séparation, ces 
dernière.s ne se recouvrent pas au moment de leur création. Les événements isolés de 
déposition de l'énergie donnent lieu à la théorie des « spurs » (SAMUEL et MAGEE, 
1953; MAGEE et 1953). Ainsi MOZUMDER et MAGEE (1966a,b) ont considéré trois 
entités, définies en fonction du dépôt de l'énergie: les« spurs » (<100 eV), les« blobs » 
(100-500 eV), les« short tracks » (500-5000 eV) et les « branch tracks » (>5000 eV). Ce 
modèle est représenté à la figure 3 à gauche. 
Spurs 100 to 500 e~ 'rJ;o~ 
r., 1 ·,: Primary -ê)------.. .. ----- ---1-------r 
o\' {lJ 
'~\<500GeV ~ 







Figure 3 Gauche: Déposition de l'énergie et création d'espèces radiolytiques par un 
électron de 1 Me V (BURTON, 1969). Les entités suivantes sont définies en fonction du 
dépôt de l'énergie: les « spurs » (<100 eV), les « blobs » (100-500 eV), les « s)lort 
tracks » (500-5000 eV) et les « branch tracks » (>5000 eV). Droite: Déposition de 
l'énergie par un ion lourd de TEL élevé (FERRADINI, 1979). Pour ces ions, un cœur 
dense cylindrique d'ionisation et d'excitations est formé. Ce cœur est entouré par une 
région constituée de rayons o appelée la pénombre. 
1.3.3 Trace des particules des radiations de TEL élevé 
Le TEL des ions lourds (1H+, 4He2+, 12C6+, ... ) dépend de leur énergie. À faible 
énergie, le TEL de certains ions peut atteindre 1000 keV/µm, et même plus. Pour des 
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valeurs de TEL supérieures à -10-20 keV/µm, la distance entre les grappes est inférieure 
à -60-80 A, ce qui correspond à leur taille. Les grappes s'entrecoupent et forment une 
colonne cylindrique dense d'espèces radiolytiques appelée « cœur » et entourée par une 
région concentrique formée par des électrons secondaires (les rayons 8) appelée la 
· «pénombre ». Cette situation est illustrée à la figure 3 à droite. 
Le TEL est un aspect très important d'une radiation ionisante. Cependant, le TEL 
seul n'est pas suffisant pour décrire les effets radiochimiques d'une radiation (SCHULER 
et ALLEN, 1957; FERRADINI et JAY-GERIN, 1999; PIMBLOTT et LAVERNE, 
2002). La théorie de Bethe stipule que la vitesse au carré de deux ions de charges 
différentes de même TEL est inversement proportionnelle au rapport des charges. D'autre 
part, la théorie des collisions cinétiques classiques montre que la quantité d'énergie 
maximale Emax pouvant être transférée d'un ion de masse Met d'énergie E à un électron 
de masse m au repos est donnée par (TURNER, 2007) : 
Emax = 4mME ~4 m E 
(M+m)2 M 
(4) 
Ainsi, seulement une faible proportion de l'énergie de l'ion est transmise à un électron 
dans une collision, ce qui fait que l'ion n'est pas ou peu dévié de sa trajectoire3• 
Donc, des ions de même TEL peuvent transférer leur énergie aux électrons de façon 
j 
très différente. La figure 5 montre les trajectoires de particules d'ions 4He2+ (0.45 MeV 
tous un TEL d'environ 150 keV µm-1• Comme on peut s'y attendre, les ions les plus 
3 Dans le cas d'un électron incident, M est remplacé par m dans l'équation (4); la totalité de l'énergie 
pourrait être transférée. Cependant, à cause de l 'indiscemabilité de !'électron incident et diffusé, l'énergie 
maximale transférée durant une collision est la moitié de son énergie initiale. De plus, puisque l'électron est 
beaucoup plus léger qu'un ion, il est dévié à chaque collision .et donne des trajectoires non rectilignes. 
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énergétiques transfèrent plus d'énergie aux électrons. Ce sont ces électrons qui 
déterminent l'étendue de la pénombre dans ces traces (PLANTE et CUCINOTT A, 2008; 
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Figure 4 : Projections sur plan XY de trace de particules (à ~ 10·12 s) pour les ions 
suivants: 4He2+ (0.45 MeV amu-1), 12C6+ (10 MeV amu-1), 28Si14- (90 MeV amu- 1) et 
56Fe26+ (1 GeV amu-1). Les ions sont générés à l'origine le long de l'axe des Y. Le TEL 
de ces ions est ~ 150 ke V µm·1• Chaque point représente une espèce radio lytique. Figure 
tirée de PLANTE et CUCINOTTA (2008). 
1.4. Mécanismes de la radiolyse de l'eau 
Le but de cette section est de donner un aperçu des mécanismes qui interviennent 
dans la radiolyse de l'eau et qui sont inclus dans nos programmes de simulation 
li 
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(COBUT, 1993; COBUT et al., 1998). PLATZMANN (1958) a proposé tr~is étapes 
successives plus ou moins distinctes: physique ( ~ 10-15 s), physico-chimique (10- 15 -10-12 s) 
et chimique hétérogène (10- 12-10-6 s). Bien que cette division, qui pourrait s'appliquer à 
tous les types de radiations (photons, neutrons, électrons et ions lourds) ne fasse pas 
l'unanimité, elle est très utile pour décrire les phénomènes. 
1.4.1. Étape physique (t <10-15 s) 
L'étape physique correspond au passage et à l'absorption de la radiation incidente, 
qm se termine environ 10-15 s après le début de l'irradiation. Durant cette étape, la 
radiation incidente va ioniser et exciter les molécules du milieu. Lors d'une ionisation, 
un électron est arraché à une couche périphérique de la molécule, créant ainsi un électron 
et un ion positif. L'ionisation est représentée comme suit : 
(5) 
Lors d'une excitation, l'échange d'énergie est trop faible pour rompre la liaison de 
l'électron moléculaire. L'électron demeure lié à la molécule, mais est transféré de son état 
énergétique fondamental à un état électronique plus élevé. L'excitation d'une molécule 
d'eau par une radiation est représentée à l'équation (6) 
(6) 
Les radiations directement ionisantes sont des particules chargées (électrons ou ions 
lourds) qui ionisent les molécules d'eau par interaction Coulombienne. Les radiations 
indirectement ionisantes comme la radiation électromagnétiques (rayons X ou rayons y) 
et les neutrons vont également ioniser des électrons à la suite d'une interaction primaire. 
Les photons. vont interagir avec le milieu par effet Compton et effet photoélectrique. Les 
neutrons vont interagir avec la matière par interactions élastiques ou nucléaires, libérant 
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des protons ou d'autres atomes énergétiques qui vont à leur tour ioniser et/ou exciter 
d'autres molécules. La géométrie de la déposition de l'énergie dépend fortement du type 
et de l'énergie de la radiation incidente. 
En général, les niveaux d'ionisation et les états d'excitation d'une molécule ne sont 
pas uniques. Dans le cas de l'eau, ces niveaux sont bien connus (COBUT et al., 1998) et 
seront détaillés plus loin. Mentionnons également que les électrons de faible énergie 
(<100 eV) peuvent aussi exciter des niveaux d'énergie de rotation et de vibration des 
molécules d'eau (MICHAUD et al., 2003). 
D'autre part, à l'étape physique, l'effet Auger (ANDERSON, 1984) se produit lors 
de l'ionisation de l'orbitale moléculaire interne (nommé 1a1). L'état énergétique qui est 
vacant à la suite de l'ionisation conduit à une réorganisation de l'atome (ou de la 
molécule), ce qui amène l'émission d'un autre électron appelé électron Auger. L'électron 
Auger de la molécule d'eau a une énergie de 500 eV (SIEGBAHN et al., 1975). La 
molécule d'eau se retrouve alors dans l'état H20++ (doublement ionisé) à la suite de 
l'effet Auger. 
Plus récemment, FERRADINI et JAY-GERIN ( 1998) ont proposé que l'ionisation 
multiple est nécessaire pour expliquer certains résultats expérimentaux, notamment 
l'augmentation du rendement primaire du couple (H02°/02·-) à haut TEL (APPLEBY et 
SCHWARTZ, 1969) et la présence d'un maximum du rendement de H20 2 vers un TEL 
de ~100-200 keV/µm (PASTINA et LAVERNE, 1999). Cette hypothèse a été étudiée en 
détails par MEENSUNGNOEN (2007). Ces travaux ont montré que l'ionisation multiple, 
et en particulier la double ionisation, lorsqu'elle est incluse dans les calculs, permet 
d'expliquer ces résultats (MEESUNGNOEN et JAY-GERIN, 2005). 
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1.4.2 Étape physico-chimique (-10-15 à 10-12 s) 
Les molécules excitées et ionisées présentes à 10-15 s sont instables et se 
réorganisent par différents mécanismes. On fixe la limite supérieure en temps de cette 
étape à 10-12 s. Cette valeur est approximative: il s'agit du temps nécessaire afin que les 
processus de stabilisation, de thermalisation et de réorganisation du milieu soient 
complétés sans que les espèces aient eu le temps suffisant pour commencer la diffusion. 
À la fin de l'étape physique, on retrouve donc: 
1) Des molécules d'eau excitées (plusieurs états d'excitation) 
2) Des électrons secs (non solvatés) 
3) Des ions H20·+ 
4) Des molécules d'eau multiplement ionisées 
Dans cette section, le devenir de ces molécules est discuté brièvement. 
1.4.2.1. Les molécules excitées 
Il existe plusieurs états électroniques excités de la molécule d'eau, qui ne sont pas 
occupés à l'état fondamental. Certains calculs effectués antérieurement (COBUT, 1993) 
ont montré que les états excités nommés A1 B1 et B1 A1 sont les plus importants pour la 
radiolyse de l'eau. Les molécules excitées peuvent revenir à leur état initial (non excité), 
mais peuvent également s'auto-ioniser ou se dissocier selon 3 modes différents, soit H" + 
"OH, 2H" + 0(3P) et H2 + 0(1D). Ici, 0(1D) représente l'atome d'oxygène à l'état 
singulet 1D tandis que o(3P) correspond à l'oxygène à l'état triplet 3P. ·La dissociation H2 
+ 0(1D) explique, en partie, la présence d'hydrogène moléculaire à cette étape 
(LAVERNE et PIMBLOTT, 2000). D'autre part, 0(1D) réagit très rapidement avec une 
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molécule d'eau v01sme pour former H20 2 (BIEDENKAPP et al., 1970), tandis que 
l'atome 0(3P) ne réagit pas avec l'eau mais peut réagir avec la plupart des molécules en 
solution (AMICHAI et TREINEIN, 1969). 
Tableau 2: Rapports d'embranchement de molécules d'eau directement excitées 
(MEESUNGNOEN et JAY-GERIN, 2005) 
HzO*(A1B1) ~ Désexcitation non-dissociative 45% ~ H,0 
~ Désexcitation dissociative 55 % ~ H"+ "OH 
HzO*(B1A1)~ Auto-ionisation 50% ~ H20·++ e-
~ Désexcitation non-dissociative 22.5 % ~ H,0 
{ u- + ·on (79%1 
~ Désexcitation dissociative 27.5 % 2H" + 0(3P) (8%) 
H 2 + 0(1D) (13%) 
Les probabilités de ces événements ont été déduites initialement de valeurs 
obtenues expérimentalement pour l'eau en phase vapeur, et corrigées pour l'eau en phase 
liquide. Mentionnons que ces valeurs, appelées «rapports d'embranchement» ont été 
modifiées récemment pour tenir compte de nouveaux résultats expérimentaux 
(BARTELS et al., 2000; MUROY A et al., 2002, 2005; PASTINA et LA VERNE., 1999). 
1.4.2.2 Les électrons 
Tout électron créé avec une énergie inférieure au seuil d'excitation électronique 
(-7 .3 eV) a une probabilité de se recombiner avec son cation parent H20-+. La probabilité 
de recombinaison, qui dépend de l'énergie, a été déterminée précédemment à l'aide d'un 
calcul Monte-Carlo (GOULET et al., 1990). Les molécules recombinées, qui occupent 
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des états excités vibrationnels, se décomposent à leur tour selon des mécanismes 
analogues à ceux mentionnés à la section précédente, avec des probabilités différentes. 
Tableau 3: Rapport d'embranchement de molécules d'eau excitées formées par 
recombinaison d'un électron avec son cation parent (MEESUNGNOEN et JAY-GERIN, 
2005) 
---+ Désexcitation non-dissociative 45% 
---+ Désexcitation dissoèiative 55 % 
HP 
l H" + "OH (79%) 2H.· + 0(3P) (8%) H 2 + 0(1D) (13%) 
Les électrons qui ne se sont pas recombinés vont perdre leur énergie résiduelle par 
divers mécanismes jusqu'à ce que leur énergie corresponde à l'énergie thermique du 
milieu4 (thermalisation). Ensuite, ces électrons thermalisés vont s'hydrater pour se 
comporter comme une espèce chimique appelée électron hydraté (HART et BOAG, 
1962; BOAG et HART, 1963; KEENE, 1963; MOZUMDER, 1999). 
1.4.2.3. Les ions positifs 
Les ions H20"+, durant leur courte demi-vie (-10-14 s), peuvent suivre une marche 
aléatoire (OGURA et HAMILL, 1973), puis transférer un proton vers une molécule d'eau 
voisine, ce qui donne un ion H30+ et un radical "OH (MOZUMDER et MAGEE, 1975). 
Ce mécanisme est en compétition avec la recombinaison de l'électron. 
1.4.2.4. Les ions négatifs 
L'ion H20- résulte de l'attachement dissociatif d'un électron "sec" (non them1alisé) 
avec une molécule d'eau (ROWNTREE et al., 1991). C'est un état résonnant, instable, 
4 Cette énergie est donnée par kil T - 0.025 eV à 25°C (kil est la constante de Boltzmann et T la température 
en degrés Kelvin). 
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qui se dissocie selon le mode ·oH + ff. Ce ff, très réactif, réagit ensuite avec une 
molécule d'eau voisine pour donner H1 et Off (MELTON et NEECE 1971). Ce 
mécanisme d'attachement dissociatif est aussi une source d'hydrogène moléculaire à 
l'étape physico-chimique (COBUT et al., 1996). 
1.4.2.5. Autres éléments 
Après avoir subi l'effet Auger ou une ionisation multiple, l'ion H20++ se dissocie 
selon (OHNO et al., 1975) 
H10++ - H+ + OH+ 
suivi de 
OH+ - H+ + 0(3P) 
(7) 
(8) 
Lorsque l'ionisation multiple est importante, les atomes 0(3P) vont réagir avec ·oH (à 
l'étape chimique) : 
(9) 
Cette réaction est responsable de la formation de H02 • et compétitionne avec la réaction 
·oH+·oH-H20 2 • Ceci peut donc expliquer le maximum du rendement de H20 2 observé 
expérimentalement. Pour les valeurs de TEL utilisées dans ce travail, l'effet Auger et 
l'ionisation multipie ne sont pas très importants. On peut donc représenter la radiolyse de 
l'eau à l'étape physico-chimique comme suit : 
(10) 
17 
Chapitre l: Introduction 
1.4.3. L'étape de chimie hétérogène (-10-12 à 10·6 s) 
À la fin de l'étape physico-chimique, les espèces suivantes sont présentes: e-aq, ff, 
"OH, H2, H20 2, Off et H+. D'autres espèces (0(3P), ... ) sont également présentes, mais 
en quantité peu importante. La concentration de ces espèces chimiques est très élevée 
dans les grappes. Les espèces vont diffuser dans le milieu et auront l'occasion de réagir 
chimiquement entre elles et avec les solutés présents en solution. Cette étape, dite de 
chimie hétérogène, débute après l'étape physico-chimique (-10-12 s) et se termine à 
environ 10-6 s, c'est-à-dire lorsque la concentration des espèces radiolytiques dans le 
milieu est devenue homogène. On définit le rendement radiolvtique de l'espèce X, noté 
G(X), par: 
G(X) =Nombre d'espèces X créées (ou détruites) 
lOOeV d'énergie déposée 
(11) 
Les unités du rendement radio lytique sont données en molécules/1 OO e V5. De même, on 
définit les rendements primaires, notés Gx, qui correspondent aux rendements à la fin de 
l'expansion des grappes, soit ~ 10-6 s. Des valeurs récentes des rendements primaires de la 
radiolyse de l'eau liquide pure à 25 °C par irradiation avec des rayons y du 6°Co sont 
donnés par (LA VERNE, 2004) 
G - =2.50GH. =0.56; GH,O =0.7; GH =0.45; G.OH =2.50 
eaq _ 2 2 
On peut également définir la quantité L1G6d'une réaction chimique par: 
~G(R) = Nombre de réaction chimique R 
100 eV d'énergie déposée 
5 En unités SI, l molec./100 eV:::: 0.10364 µmol/J 
(12) 
(13) 
6 Une réaction chimique va entraîner un changement (~) dans l.es valeurs de rendements. À ne pas 
confondre avec la différence d'enthalpie libre (~G) en thennodynamique. 
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La simulation de l'étape chimique hétérogène ayant occupé une partie importante de mes 
activités de recherches, elle sera détaillée au chapitre III. 
1.5 Objectifs du projet 
Afin de mieux comprendre l'effet du rayonnement sur les cellules et les tissus, la 
radiolyse de l'eau a donc été l'objet d'études intensives depuis la découverte de la 
radioactivité (FERRADINI et JAY-GERIN, 1999). Ainsi, au cours des 50 dernières 
années, beaucoup d'efforts ont été investis dans les modèles expliquant les aspects 
géométrigues de la déposition de l'énergie par la radiation incidente (PARETZKE, 1987), 
la compréhension de la séquence complexe des événements suivant la déposition de 
l'énergie, qui comprend, entre autres, la dissociation de molécules ionisées et excitées 
(SWIATLA-WüiCIK et BUXTON, 1995; MOZUMDER et MAGEE, 1975), 
l'attachement dissociatif (ROWNTREE et al., 1991) et la solvatation de l'électron 
(MOZUMDER, 1999). Ces mécanismes conduisent à la formation d'espèces 
radiolytiques qui, durant leur diffusion, auront l'opportunité de réagir chimiquement. 
Ainsi, de nombreux codes et modèles ont permis de réaliser des progrès importants dans 
la simulation de trajectoires de particules créées par la radiation ionisante (résumés dans 
NIKJOO et al., 2006). La radiolyse de l'eau pure par le rayonnement de faible transfert 
d'énergie linéaire (TEL) tels que les rayon.s y du 6°Co ou les électrons accélérés est 
maintenant très bien comprise. 
Notre approche est de simuler la radiolyse de l'eau pure et de solutions aqueuses 
diluées pour éventuellement appliquer les méthodes développées à des molécules plus 
complexes. En fait, la simulation de l'irradiation de molécules simples en solution peut 
nous en apprendre beaucoup sur la chimie. Au chapitre II, les méthodes Monte-Carlo 
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appliquées au transport de particules qui sont utilisées dans nos programmes sont 
présentées. Au chapitre III, la simulation de l'étape physique de la radiolyse de l'eau par 
des électrons, des ions lourds, des photons et des neutrons est présentée. Au chapitre IV, 
la simulation Monte-Carlo de la chimie inhomogène par les méthodes pas-à-pas et des 
temps de réaction indépendants sont présentés. Au chapitre V, les rendements des espèces 
radiolytiques obtenues par simulation de la radiolyse de l'eau en fonction du pH, du TEL 
et du type d'ion incident sont présentés. Au chapitre VI, la simulation du dosimètre de 
Fricke et du dosimètre cérique par des radiations de faible TEL réalisées avec le 
programme pas-à-pas sont présentées. Au chapitre VII, des applications possibles du 
programme sont suggérées : l'étude du débit de dose, l'évolution à long terme d'une 
solution irradiée, la dosimétrie par gel de polymères et le possible rôle des radiations dans 
l'évolution chimique. 
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II. Simulation Monte-Carlo du transport de particules 
Les méthodes de simulation Monte-Carlo du transport de particules qm sont 
·utilisées dans nos programmes sont présentées dans ce chapitre. Ces techniques peuvent 
s'appliquer à la simulation du transport des ions lourds, des électrons, des neutrons et des 
photons. La première partie est une brève introduction aux méthodes Monte-Carlo. La 
deuxième partie concerne le transport des particules en général. 
11.1. Méthodes Monte-Carlo 
Les méthodes Monte-Carlo sont utilisées dans beaucoup d'applications. Ici les 
principales méthodes utilisées dans le cadre de ce travail seront présentées, à savoir la 
génération de distributions de probabilités à partir de nombres aléatoires uniformément 
distribués (DEVROYE, 1986). 
11.1.1 Générateur de nombres aléatoires 
Pour effectuer les simulations, il faut générer des nombres aléatoires uniformément 
distribués entre 0 et 1. Un générateur de nombres pseudo-aléatoires sera utilisé, c'est-à-
dire une fonction qui va générer une série de nombres aléatoires à partir d'une valeur 
ISEED donnée. Celui qui a été choisi est présenté dans PRESS et al. (1992). Ce 
générateur compte une dizaine de lignes de codes et sa période d'environ ~109 est 
largement suffisante pour nos besoins 7. 
11.1.2 Échantillonnage dans un tableau 
Soit un certain nombre (N) d'événements, chacun avec une probabilité Pi· Il s'agit 
d'une distribution de probabilité discrète. Les probabilités sont normalisées : 
7 La plupart des algorithmes utilisés par les progra1mnes nécessitent plusieurs nombres aléatoires. Les 
nombres aléatoires étant utilisés par plusieurs algorithmes différents dans nos codes, la probabilité que la 
même série de nombres aléatoires soient utilisés par le même algorithme est réduite. 
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N 
LPi =l (1) 
i=l 
Les probabilités cumulées Pk sont obtenues en sommant les probabilités Pi de i= 1 à i=k : 
(2) 
Nous souhaitons simuler les événements « i » selon leurs probabilités respectives Pi· Pour 
ce faire, les probabilités cumulées sont utilisées (figure 1 b ). Un nombre aléatoire R 
uniformément distribué entre 0 et 1 est généré, ce qui donne une valeur sur l'axe de 
gauche du graphique. On détermine ensuite la valeur de k qui vérifie 












Figure 1 : Distributions de probabilités cumulées (a) pour une fonction continue et (b) 
pour une distribution discrète. 
11.1.3 Méthode d'inversion 
Dans certains cas, le nombre d'événements possibles est infini (par exemple, une 
position x sur l'axe réel). La probabilité de trouver une distance entre x et x+dx est 
22 
Chapitre II: Simulation Monte-Carlo du transport de particules 
décrite par la distribution de probabilité continue f(x)dx. Cette distribution est 
normalisée : 
OO f f(x')dx'= 1 (4) 
La distribution de probabilité cumulée F(x) est donnée par : 
X 
F(x) = f f(x')dx' (5) 
Soit X, un nombre aléatoire distribué selon la distribution de probabilité continue f(x) et 
R, un nombre aléatoire uniformément distribué entre 0 et l. Si la primitive de f(x) est 
F(x) et que son inverse est facile à obtenir8, on peut utiliser la relation 
·x 
F(X) = f f(x')dx'= R (6a) 
X= F-1(R) (6b) 
pour générer une valeur de X. L'exemple classique utilisé pour illustrer le 
fonctionnement de cette méthode est la distribution exponentielle. Cette dernière s'écrit : 
e-x!J, 
f (x) =-À-, x2:0, À>O (7) 
En intégrant et en inversant, on trouve : 
X=-Àlog(l-R) ou X=-Àlog(R) (8) 
car 1-R a la même distribution que R. Sur la figure 1, on remarque que cette méthode est 
la limite continue de l'échantillonnage dans un tableau. 
8 Lorsque l'inverse est difficile ou impossible à obtenir analytiquement, on peut quand même utiliser cette 
méthode en calculant les valeurs de probabilités cumulées à certaines valeurs de x, qui sont enregistrées 
dans des tables. On peut alors procéder de la manière décrite à l'échantillonnage dans un tableau, mais cette 
fois en interpolant les valeurs trouvées. 
23 
Chapitre II: Simulation Monte-Carlo du transport de particules 
11.1.4 Méthode de rejet 
Dans certains cas, la distribution de probabilité cumulée est impossible à obtenir ou 
à inverser. Soit f(x), la distribution de probabilité à générer. Supposons que f(x) puisse 
s'écrire sous la forme 
f(x) = g(x)p(x) (9) 
où g(x) est une distribution de probabilité normalisée et facile à échantillonner (exemple: 
exponentielle) et la densité p(x) est bornée par une constante c2:1 (p(x) :Sc). Dans ce cas, 
on peut générer des nombres aléatoires distribués selon la distribution f(x) grâce à 
l'algorithme 1 : 
Algorithme 1 : Méthode de rejet 
RÉPÉTER 
{ 
Générer une valeur de X distribué selon g(x) 
Générer une valeur de R (nombre aléatoire entre 0 et 1) 
} 
TANT QUE cR>p(X) 
RETOURNERX • 
Intuitivement, on peut expliquer cette méthode de la façon suivante (figure 2). On génère 
un couple de points dans le _plan (X, cR). On vérifie ensuite si cR:S p(X). Si la condition 
est vraie, alors la distribution X est distribuée selon la densité p(X). 
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Figure 2 : Méthode de rejet. Deux nombres aléatoires sont utilisés pour générer un point 
dans le plan (X, cR)9• 
11.1.5 Méthode de composition 
Cette méthode est une combinaison des méthodes précédentes. Supposons que la 
distribution à échantillonner puisse se mettre sous la fonne 
n 
f(x) = ,L:ai 'l'i (x)</>i (x) 
i=l 
(10) 
où les fonctions </>i(x) sont des distributions normalisées pour lesquelles on peut 
appliquer l'échantillonnage direct. De plus, on a les conditions <Pi(x)?O, ai?O, a= l:a; 
et O::S\j/::Sl. On va générer trois nombres aléatoires Ri, R2 et R3. Le nombre R1 va 
déterminer quel embranchement sera choisi : 
(11) 
Une valeur X est ensuite échantillonnée selon la méthode d'inversion pour </>i(x), i.e. 
X= <l>j1 (R 2 ), où <l> est la distribution de probabilité cumulée de </>i(X). Si R3 ::S\j/j(x), la 
valeur de X est conservée. Sinon, on génère trois nouveaux nombres aléatoires et on 
recommence. 
9 Figure tirée de http://planetmath.org/encyclopedia/ AcceptanceRejectionMethod.html 
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II.1.6. Applications 
Dans cette section, des exemples importants qui sont utilisés dans nos programmes 
pour la génération de nombres aléatoires de distributions plus complexes à partir de 
distributions simples sont présentés. 
II.1.6.1 Direction isotrope en 2D 
Il arrive souvent que l'on doive générer une direction aléatoire dans un plan. Par 
exemple, lors d'un effet Compton, on connaît l'angle de déviation du photon diffusé par 
rapport à la trajectoire incidente. Par contre, cette déviation peut se produire dans 
n'importe quel plan. Une méthode décrite par VON NEUMANN (1951) a l'avantage de 
ne pas utiliser les fonctions trigonométriques pour le calcul. Soient deux nombres 
aléatoires R 1 et R2 uniformément distribués entre 0 et 1. De plus, soient X=2R1-l et 
Y=R2. On choisit les nombres qui respectent la condition X 2 +Y2 :::; 1. En normalisant, 
on génère un vecteur (cos(a),sin(a)), uniformément distribué pour a variant entre 0 et n: 
(cos(a),sin(a)) = (~ X , ~ y J xz + y2 xz + y2 (12) 





2XY J (cos(S),sm(S)) = 2 2 , 2 2 X +Y X +Y (13) 
Il est ainsi possible de générer une direction aléatoire dans le plan sans avoir à calculer 
des fonctions trigonométriques ni de racine carrée. 
10 cos(S) = cos(2a) = cos 2 (a)-sin2(a) 
sin(S) = sin(2a) = 2sin(a)cos(a) 
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11.1.6.2 Direction isotrope en 3D 
Un autre cas fréquent qui se présente lors de la simulation du transport de particules 
est la génération d'une direction aléatoire dans l'espace 3D. La méthode intuitive serait 
de choisir des angle 0 et q> dans les intervalles [O, n] et [0,2n] respectivement. Cependant, 
les directions générées ne seraient pas distribuées de façon isotrope dans l'espace. On 
peut écrire l'élément différentiel de direction en coordonnées sphériques comme 
f(0,cp)d0dcp = -1 sin(S)dSd<p = g(S)h(cp)dSdcp 
4n 







On peut donc générer les angles 8 et <I> correspondants· aux distributions ( l 4b) et ( 14c) 
par échantillonnage direct à partir de deux nombres aléatoires R1 et R2 : 
8 = cos -t (l - 2R1) 
<l> = 2rrR 2 
11.1.6.3 Méthode de Box-Muller 
(15a) 
(15b) 
La méthode de Box-Muller (PRESS et al., 1992) est très importante en simulation, 
car elle permet de générer des nombres aléatoires distribués selon la distribution 
Gaussienne : 
x2 l -----
p(x)dx = r;:;- e 2 dx 
..y 2n 
(16) 
Pour ce faire, considérons les variables aléatoires x 1 et x2, dont la distribution de 
probabilité conjointe est p(x1, x2). Supposons maintenant qu'il existe deux variables y1 et 
y2, qui sont fonction des variables x 1 et x2• On a donc: 
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(17) 
La quantité à gauche de dx 1dx2 est le Jacobien de la transfonnation (GRADSHTEYN et 
RYZHIK, 2000). Supposons que les variables x1 et x2 sont distribuées uniformément dans 
-l'intervalle [0,1]. Considérons la transformation suivante: 
y1 =~-2ln(x 1 )cos{2nx 2 ) 
Y2 =~-2ln(x 1 )sin{2nx 2 ) 
La transformation inverse s'écrit : 
Le Jacobien de la transformation est alors: 
&1 
a( X l , X 2 ) _ 3y J 







Donc, étant donné qu'il s'agit du produit de fonctions de y1 et Y2 seulement, chaque y est · 
distribué indépendamment. La méthode de Box-Muller permet ainsi de générer deux 
nombres aléatoires indépendants distribués selon une Gaussienne. 
11.1.6.4 Distribution de Maxwell 
Cette distribution est très importante en physique, car plusieurs phénomènes sont 
décrits par cette distribution. La distribution des vitesses des molécules dans un_ gaz ou un 
liquide en est un exemple (REIF, 1965). 
(2 la) 
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(21b) 
(21c) 
La distribution des vitesses est donnée par : 
f(v) = 4rrv2 m e - 2kBT ( J
3/2 mv2 
. 2rrkB T 
(22) 
Le facteur 4rrv2 apparaît comme élément de volume. Pour générer cette distribution, trois 
nombres aléatoires indépendants distribués selon la distribution Gaussienne seront 
générés par la méthode de Box-Muller, de variance k8 T/m. La distribution des vitesses 
ainsi générées est Maxwellienne (DEVROYE, 1986). 
11.2 Sections efficaces et libre parcours moyen 
La simulation Monte-Carlo du transport de particules consiste à suivre une particule 
et ses interactions dans le milieu. Elle sera suivie jusqu'à ce qu'elle ait perdu son énergie 
ou qu'elle disparaisse par un processus physique (exemple: effet photoélectrique dans le 
cas du photon). Soit une particule qui, au départ, a une énergie E donnée, est située dans 
le plan cartésien à la position x,y,z et se dirige vers une direction donnée par 8 et <p, qui 
sont respectivement les angles entre le vecteur direction et l'axe Oz et l'angle azimutal 
dans le plan Oxy. Le vecteur direction de la particule à cet instant est donné par: 
[
sin(8) cos( <p )~ 
v = sin(9)sin(<p) 
cos(9) 
Ce sont les cosinus directeurs. Ce système de coordonnées est représenté à la figure 3. 
(23) 
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Figure 3 : Système de coordonnées sphériques. Ici O~<p~2n et O~S~n. 
Soit un faisceau de particules d'intensité I et d'énergie E qui interagissent avec une 
couche de matière de densité N, d'épaisseur dx (figure 4). Après avoir traversé la couche, 









Figure 4 : Notion de section efficace. Des particules irradient une surface A d'épaisseur 
dx. Les molécules cibles ont une surface projetée cr, représentant leur probabilité 
d'interaction avec les particules incidentes. Figuré tirée d' ANDERSON (1984). 
30 
Chapitre II: Simulation Monte-Carlo du transport de particules 
Où cr(E) est la section efficace totale d'interaction par atome cible (unités : 1 barn=lü-24 
cm2), ou section efficace microscopique, tandis que L(E)=Ncr(E) est la section efficace 
macroscopique (unités : cm-1). Si cr(E) reste constante entre deux interactions 
consécutives, on peut écrire 
I(x) = I(O)e-xllo(E) (25) 
où À(E)=l/(Ncr(E)) est le hbre parcours moven 11 • La probabilité d'interaction suit donc 
une distribution exponentielle. On peut échantillonner une valeur du libre parcours (s) 
entre deux interactions à partir d'un nombre aléatoire R uniformément distribué entre 0 et 
1 en utilisant la méthode d'inversion mentionnée précédemment: 
s = -/dog(R) (26) 
Après un déplacement d'une distance s dans la direction donnée par l'équation (23), la 
nouvelle position de la particule est : 
x'= x + ssin(8)cos(cp) 
y'= y+ s sin(8) sin( cp) 
z'= z + scos(8) 
(27) 
Remarquons finalement que les sections efficaces présentées dans cette section sont 
les sections e(ficaces,totafes. Elles sont souvent calculées en intégrant la section efficace 
différentielle en angle et/ou en énergie. 
11.3 Choix de l'interaction 
En général, la section efficace totale est la somme de plusieurs sections efficaces. 
La section efficace totale est utilisée pour déterminer le libre parcours de la particule. Le 
11 On suppose ici que le libre parcours moyen est beaucoup plus grand que la longueur d'onde typique des 
particules impliquées, afin que les collisions multiples soient incohérentes. Mentionnons également que 
certains articles présentent la quantité « inverse mean free path » au lieu de la section efficace. 
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rapport entre la section efficace d'un phénomène par rapport à la section efficace totale 
représente la probabilité que cette interaction se produise. La technique d'échantillonnage 
dans un tableau peut donc être utilisée pour déterminer le phénomène qui aura lieu pour 
une particule d'énergie donnée. 
On peut aisément comprendre l'importance de connaître les sections efficaces 
totales et différentielles en fonction de l'énergie pour les codes de transport de particules. 
Or, ces sections efficaces d'interaction avec l'eau sont facilement mesurables en phase 
gazeuse, mais ces mêmes mesures sont très difficiles à réaliser dans l'eau liquide 
(PIMBLOTT et LA VERNE, 2007). 
11.4. Changement de direction et déplacements 
Lorsque la particule subit une interaction, la direction de la trajectoire de la 
particule change. Supposons que les trajectoires avant et après l'interaction soient 
décrites par les vecteurs directeurs v 0 et v 1 : 
'(28) 
Les angles 80, <po, <p1 et 81 sont les angles de la trajectoire de la particule donnés dans 
le système du laboratoire en coordonnées sphériques (voir figure 3). On définit également 
A1 0 == sin(80 )cos(<p0 ) 
A2•0 = sin(80 )sin(cp0 ) 
(29a) 
(29b) 
Nous souhaitons connaître la nouvelle direction v1 dans le référentiel du laboratoire 
sachant que la trajectoire subit une déflection <p et 8 par rapport à sa trajectoire originale. 
Pour faire cela, on fait un changement de système de coordonnées. Soit R, le référentiel 
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du laboratoire et R", un système de coordonnées dans lequel v 0 est orienté selon un axe 
z". La déviation de la trajectoire sera effectuée dans le système de coordonnées R". On va 
ensuite appliquer une transformation qui permet de passer de R" à R. 
Pour passer de R à R" on doit . 
1) . Faire une rotation de <po autour de z (x vers y) pour amener la projection de v 0 
qui est perpendiculaire à z' sur x'. 
2) Faire une rotation de 00 autour de y' pour amener l'axez" dans la direction de v 0. 





En combinant les équations, on trouve : 
[
v0x J [(v~x cos(So) + v~, sin(S0 ))cos(<p0 )-v~Y sin(<p0 )J 
v0 = v0 Y = (v~x cos(S0 )+ .. v~, sin(90 ))s.~(<p0 )+v~Y cos(cp0 ) 
v o, - v 0x sin(S0 ) + v o, cos(S0 ) 
Or, dans le système R", le vecteur direction après l'interaction est donné par: 




Il suffit maintenant d'appliquer la transformation R"-R pour calculer v1 dans le système 
du laboratoire : 
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cos(81 ) = cos(8)cos(80 )-sin(8)cos(cp)sin(80 ) (34) 
cos( cp1) = . 
1 [(sin(8)cos( cp) cos(80 ) + cos(8) sin(80 ))cos( cp0 ) - sin(8)sin( cp) sin( cp0 )) . sm(81) · 
sin( cp1) = . 
1 [(sin(8) cos( cp) cos(80 ) + cos(8)sin(80 ))sin( cp0 ) + sin(8)sin( cp) cos( cp0 )] sm(e,) 
D'où l'algorithme de changement de direction Diran utilisé dans nos programmes. On 
calcule d'abord les quantités A1,o, A1,o,' A3; Ai et As : 
A 1 0 = sin(80 )cos(cp0 ) 
A 2,0 = sin(80 )sin(cp0 ) 
A 3 = sin(8)cos(cp) 
A 4 = A 3 cos(80 ) + cos(8)sin(80 ) 
As = sin(8)sin(cp) 
Après l'interaction, A 1 et A2 deviennent: 
A 2,1 = A 4 sin( cp0 ) +As cos( cp0 ) 








On peut maintenant calculer les valeurs de 81 et <p 1 dans le système de coordonnées du 
laboratoire après l'interaction: 
cos(81) = cos(80 ) cos(8) - A 3 sin(80 ) 
sin(81) = ~1-cos2(8 1 ) 
cos(<p1) =A 11 /sin(81) 
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III. Simulation Monte-Carlo de la radiolyse de l'eau par des radiations 
ionisantes 
Dans ce chapitre, la simulation Monte-Carlo de la radiolyse de l'eau par des 
électrons, des ions lourds, des photons et des neutrons est présentée. Les méthodes de 
transport de particules présentées au chapitre II sont utilisées. Les sections efficaces sont 
d'une importance cruciale dans les programmes de transport de particules, car elles 
déterminent le libre parcours moyen, les types d'interaction ainsi que les pertes d'énergie 
et la déflection angulaire ayant lieu à chaque interaction. Elles seront donc détaillées 
dans ce chapitre. Les interactions des radiations ionisantes conduisent à la formation de 
molécules ionisées et excitées, qui vont par la suite se dissocier pour donner les espèces 
radiolytiques. Ceci a été discuté au chapitre I. La simulation de l'étape de chimie 
hétérogène, qui est la même pour tous les types de radiations, sera présentée au chapitre 
suivant. La simulation de cette étape permettra de calculer les rendements radiolytiques à 
partir de la déposition initiale des espèces radiolytiques (traces des particules). 
. . 
111.1. Simulation Monte-Carlo de la radiolyse de l'eau par des électrons 
La simula~ion Monte-Carlo de la radiolyse de l'eau par des électrons a été beaucoup 
étudiée; une revue des programmes de simulation existants est présentée dans NIKJOO et 
al. (2006). Puisque tous les autres types de radiations ionisa?-tes vont générer un grand 
nombre d'électrons dans le milieu irradié (PIMBLOTT et LAVERNE, 2007), cette étude 
est grandement justifiée. Le code de simulation Monte-Carlo de la radiolyse de l'eau par 
des électrons sera donc utilisé pour calculer les trajectoires des électrons secondaires 
produits par les autres types de radiations. Dans cette section, une revue des phénomènes 
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et des sections efficaces utilisée dans nos codes est présentée. Le lecteur pourra retrouver 
plus de détails dans la thèse de COBUT (1993). 
111.1.1 Interaction des électrons avec l'eau 
La grande majorité des électrons créés par la radiation ionisante sont d'énergie 
inférieure à 100 eV (PIMBLOTT et LAVERNE, 2007). Cependant, ces électrons de 
faible énergie sont très importants, car ils peuvent créer des cassures double-brin dans 
l' ADN (BOUDAÏFFA et al., 2000). Cette étude est limitée aux électrons d'énergie non-
relativistes, soit inférieure à 150 ke V. Sauf pour les énergies très faibles ( <l 0-20 eV), les 
principaux mécanismes d'interaction sont l'ionisation et l'excitation de molécules du 
milieu, ainsi que les collisions élastiques. Aux faibles énergies, il faut ajouter l'excitation 
de niveaux de vibration et de rotation et 1 'attachement dissociatif. 
111.1.1.1 Ionisation 
L'ionisation est le phénomène le plus important pour des électrons d'énergie 
supérieure à 10 eV. Il ~xiste 5 orbitales moléculaires de la molécule d'eau, nommés 1b1, 
3a1, 1b2, 2a1 et 1a1• Pour obtenir les sections efficaces différentielles et totales, l'équation 
semi-empirique de Rudd (RUDD, 1990) est utilisée. 
i d i(I) d i(2) dcr ion cr ion cr ion --=--+--
dw dw dw 
(la) 
dcrion Si F 1 1 1 i(l) [ l 
~=~ i(t) (l+w)3 + (t-w)3 - (l+w)3;2(t-w)312 (lb) 
dcr;~~) =~F2 (t)[ l + 1 -~-.,....,1-~] ctw 1i (1 + w )2 (t - w )2 (1 + w Xt - w) (le) 
La section efficace différentielle est écrite en fonction de t=T/Ii et w=W/Ii, où T est 
l'énergie de l'électron primaire, W est l'énergie de l'électron ionisé et Ti est l'énergie de 
liaison de l'orbitale moléculaire i. Le facteur multiplicatif Si =4rra6Ni(~lUii) 2 , ao est le 
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rayon de Bohr (5.3x10- 11 m), 9î est l'énergie de Rydberg (13.6 eV) et Ni est le nombre 
d'électrons de l'orbitale, qui est égal à 2 dans tous les cas; Les fonctions F1(t) et F2(t) sont 
données par 
F1 (t) = A1 ln(t) 
t+B 1 
A? F?(t) =----
- t +B2 
(2a) 
(2b) 
Les paramètres Ai, A1, B1 et B2 (table 1) ont été déterminés par lissage des données 
expérimentales. 
Tableau 1. Paramètres utilisés dans l'équation de Rudd (électrons) 
Paramètre Couches externes Couche interne 
Ai 0.94 1.31 
A2 1.13 0.37 
Bi 2.30 0.00 
B2 22.0 0.00 
La section efficace totale d'ionisation est calculée en intégrant la section efficace 
différentielle sur toutes les pertes d'énergie possibles : 
(3) 
Le transfert d'énergie maximal possible (Emax) pour des électrons classiques ou 
relativistes est T /2, à cause de l' indiscemabilité entre l'électron incident et lélectron 
secondaire. L'intégrale (3) peut être évaluée analytiquement, pour donner: 
i t-l[. 4./iJ ( l ln(t)) cr =S·F1(t)- t + 1--- +S·F2 (t) l -----
1on I 2t2 3+t I t t+l (4) 
La section efficace d'ionisation pour chaque niveau est présentée à la figure 1. La 
perte d'énergie pour une ionisation du niveau ib1 de l'eau par des électrons est obtenue en 
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échantillonnant l'équation (la) par la méthode d'échantillonnage dans un tableau décrite 
à la section du Monte-Carlo. Les résultats de l'échantillonnage pour des électrons de 0.1, 
1, 10 et 100 keV sont également présentés à la figure 1 et comparés à l'équation (la). 
Sections efficace d'ionisation des électrons 
------Total ionisation 
102 103 104 
Énergie de l'électron (eV) 
2 - a, , 
a, 
~ u --b u 
t;' --:S. 
Ionisation du niveau 1b1 de l'eau 
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······················-----.:··-._ 100 eV 
·.~~-··-·--·--·---- ..... ~~ 
....... . .. -~--... --~~---.::: ... . 
~ ....... ,\ 1 keV 
\··>· •,., '-, ...... ,.,, 
._ ·-. 10 keV 
\. .. "' . . .. -. 
··-······· Équation de Rudd 
Simulation Monte-Carlo 
10"12 -j-TTTTm~""'""'l_,...,."'"'I'" ................ ~ .... ~...--..-.............. ........--..-...~ 
10"3 
Énergie de l'électron secondaire (eV) 
Figure 1 : (Gauche) : Sections efficaces d'ionisation des électrons avec l'eau liquide pour 
les niveaux 1b1, 3ai, 1b2, 2a1 et 1a1• (Droite): Échantillonnage de la section efficace 
différentielle d'ionisation 1b1 par des électrons de 0.1, 1, 10 et 100 keV (points) et 
comparaison à l'équation de Rudd (lignes). 
L'orbitale 1a1 est en fait une couche interne de la molécule d'eau. L'ionisation de 
cette couche est un événement beaucoup plus rare que l'ionisation des couches externes 
(TOBUREN, 2004). Le manque d'électron créé dans la couche interne conduit à une 
réorganisation de l'atome, ce qui résulte en l'émission d'un électron Auger. Ceci est 
détaillé dàns la section de l'ionisation de la molécule d'eau par des ions. Remarquons 
finalement que l'équation de Rudd ne s'applique pas à des électrons d'énergies 
38 
Chapitre Ill: Simulations Monte-Carlo de la radiolyse de l'eau 
relativistes (> 150 ke V). Le cas échéant, on pourrait utiliser l'équation de Seltzer 
(UEHARA et al., 1992; NIKJOO et al., 2008; PLANTE et CUCINOTTA, 2009). 
111.1.1.2 Excitation électronique 
La section efficace d'excitation est environ un ordre de grandeur inférieure à la 
section efficace d'ionisation, sauf à faible énergie. La contribution relative de différents 
états excités A1B 1 , B1A" des séries de Rydberg A+B et C+D, des bandes diffuses et de 
l'excitation du plasmon (excitation collective) est un sujet de controverse 
(DINGFELDER et al., 1999; NIKJOO et al., 2006). Dans nos programmes, seulement les 
sections efficaces des niveaux d'excitation A1B 1, B1A 1 et de l'excitation du plasmon 
sont incluses (COBUT et al., 1998). 
Un modèle de section efficace différentielle pour la perte d'énergie W par 
excitation dans l'eau liquide a été proposé par KUTCHER et GREEN (1976). On peut 




où T est l'énergie de l'électron incident, p(W) est la section efficace différentielle pour 
des particules chargées interagissant avec des électrons au repos, fi(W) sont des fonctions 
qui seront définies plus loin et Qmin est l'énergie minimale transférée durant une 
interaction, qui est donnée par: 
Q · =2T(1-.!. W -~1- W) 
mm 2 T T (6) 
La section efficace p(W) est donnée par: 
(7) 
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Dans cette équation, a0 est le rayon de Bohr, Eo est la permittivité du vide, ~R est l'énergie 
de Rydberg, m, v et ze sont la masse, la vitesse et la charge de l'électron. Pour des 
électrons d'énergie beaucoup plus grande que les énergies d'excitation, W/T<<l. 
L'expansion en séries de Taylor de l'équation (8) avec W/T<<l donne le résultat de 




Cette approximation n'est pas valide lorsque l'énergie des électrons est similaire à 
l'énergie d'excitation. Pour des électrons d'énergie <50-100 eV, KAPLAN et 
SUKHONOSOV [23] ont proposé l'équation suivante: 
dcr~x = p(W) W fi (W) 1n[2-J 
dW W 
(9) 
Pour joindre les sections efficaces d'excitation à faible et haute énergies, un paramètre 
a(T) a été introduit dans l'équation (5) par COBUT (1993): 
~~x =p(W)Wfj(W)ln[ a~T] (10) 
Où 
a(T) = 4 - 3 exp[-(W - W0,i) / ai] (11) 
lei, ai =Emin(l3* -l)/ln(2), p*=5 et Emin=7.34 eV est l'énergie minimale transférée par 
excitation (CO BUT et al., 1998). Lorsque T-+ Wo,i, a(T)-+ 1. De même, lorsque T-+oo, 
a(T)-+4. Ce paramètre varie doucement entre 1 et 4. En fait, pour l'excitation du premier 
niveau par un électron de 100 eV, a(T)~3.7, ce qui est près de 4. 
Les fonctions fi(W) pour les niveaux d'excitation A1B1 et B1A 1 sont Gaussiennes: 
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(12) 
Pour l'excitation du plasmon, la fonction fi(W) est: 
(13) 
(14) 
Les paramètres fo,i, ài et W o,i sont donnés au tableau 2. 
Tableau 2. Paramètres utilisés pour calculer les fonctions fi(W) 
foi 0.0187 0.0157 0.7843 
Ui 3 (eV-2) 1 (eV-2) 0.6 (eV-1) 
Woi (eV) 8.4 10.1 21.3 
La section efficace d'excitation totale du mveau est calculée en intégrant 
numériquement l'équation ( 10): 
cr~x = J p(W)Wfi (W) ln a )T min(IOO,T) [ (T }w 
7.34 w 
(15) 
La borne inférieure est de 7.34 eV, soit l'énergie minimale transférée par excitation. La 
limite supérieure est la plus petite valeur entre 100 eV et l'énergie de l'électron incident. 
Ces limites d'intégration couvrent amplement les limites pour lesquelles les fonctions fi 
sont significatives, car les fonctions fi sont des pics très étroits entre [7.18, 9 .63] et 
[7.98,12.2] eV pour les niveaux d'excitation A1B 1 et B1A 1 et entre [12.5-30.1] eV pour 
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Figure 2: (Gauche): section efficace de l'excitation du plasmon et des niveaux A1B 1 et 
B 1A 1 de la molécule d'eau par des électrons. (Droite) : Échantillonnage de la perte 
d'énergie d'un électron de 1 keV par excitation de ces niveaux d'énergie. 
111.1.1.3 Excitation de niveaux de vibration et de rotation 
Des expériences sur film mince effectuées par MICHAUD et al. (2003) pour des 
électrons de 1-100 eV ont montré qu'il est possible d'exciter des niveaux d'énergie de 
vibration et de rotation des molécules d'eau. Contrairement aux niveaux d'excitation 
décrits à la section précédente, ils ne conduisent pas à la dissociation des molécules 
d'eau. Les sections efficaces des excitations vibrationnelles et rotationnelles ont été 
incluses dans nos codes. La perte d'énergie est calculée en échantillonnant un nombre 
Gaussien de moyenne et d'écart-types décrits au tableau 3. 
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Tableau 3. Paramètres pour la perte d'énergie par exc~tation de niveaux de 
vibration et de rotation 
Nom du mode Energie d'excitation FWHM/2 Coefficient 
(me V) (me V) d'anisotropie 
Vy 10 0.5 0 
Vy 24 12.5 0.72 
VL 61 15.0 0.94 
VL 92 20.0 0.99 
V2 204 8.0 0.96 
V1.3 417 25.0 0.70 
V3 460 2.5 0 
Vl,3 + VL 500 20.0 0.30 
2(v1,3) 835 37.5 0 
Pour ces processus, la diffusion angulaire est déterminée par un composante isotrope et 
un composante de la forme 
dcr -.-acos(8) de (16) 
La proportion de chaque composante est déterminée par le coefficient d'anisotropie 
angulaire. 
111.1.1.4 Attachement dissociatif 
L'attachement d'un électron avec une molécule d'eau conduit à la. séquence 
d'événements suivante: 
(17) 
Ce processus est l'attachement dissociatif (DEA). Dans l'eau, ff est très instable et va 
réagir avec une molécule d'eau voisine pour donner de l'hydrogène moléculaire non 
captable (JAY-GERIN et FERRADINI, 1999): 
(18) 
43 
Chapitre III: Simulations Monte-Carlo de la radiolyse de l'eau 
L'attachement dissociatif a été observé expérimentalement (ROWNTREE et al., 1991). 
· Elle ne se produit qu'à faible énergie ( ~6-7 eV). 
111.1.1.5 Collisions élastiques 
L'électron qui subit une collision élastique ne perd pas d'énergie. Ainsi, seulement 
l'angle de déflection doit être calculé quand une collision élastique a lieu. 
Pour des énergies inférieures à 200 eV, la section efficace élastique expérimentale 
de MICHAUD et al. (2003) est utilisée. Lorsqu'une collision élastique a lieu, l'angle de 
déflection est obtenu en échantillonnant la section efficace semi-empirique de 
BRENNER et ZAIDER (1983). Cette section efficace différentielle peut s'écrire: 
dcrel = a(T){ l + 13(T) } 
fil (1 + 2y(T) - cos(O) ]2 (1 + 28(T) + cos(O) ]2 
(19) 
Où a(T) est une constante de proportionnalité, P(T), y(T) et ù(T) sont des fonctions 
paramétriques sous forme d'exponentielles et de polynômes, e est l'angle de déflection et 
dQ=2rrsin(8)d8 est l'angle solide différentiel dans la direction 8. Une méthode de 
composition est utilisée pour échantillonner cette seètion efficace (COBUT, 1993). 
Entre 200 eV et 150 keV, COBUT et al. (1998) ont utilisé une technique 
d'expansion en ondes partielles pour résoudre l'équation de Dirac pour un double 
potentiel de Yukawa de la molécule d'eau, tel que proposé par KA TASE et al. ( 1986). 
Les sections efficaces différentielles et totales sont alors obtenues à partir des 
déphasages. Ces calculs sont expliqués en annexe de la thèse de COBUT (1993). 
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Section efficace de diffusion élastique Section efficace différentielle de diffusion élastique 
-- IONLYS-TRACELE 
- - - - Uehara et al. (1992) 
· · · · · · · Dingfelder et al. (2008) 
-·-·-· Pimblott et al. (1996) 
0 NIST database 
° Katase et al. (1986) 
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Figure 3 : (Gauche): Section efficace de diffusion élastique totale utilisée dans le 
programme IONL YS-TRA CELE. (Droite) : Section efficace élastique différentielle et 
échantillonnage. 
III.2. Simulation Monte-Carlo de la radiolyse de l'eau par des ions lourds 
Les ions lourds sont des particules chargées, qui sont présents en abondance dans 
l'espace mais qui doivent être produits artificiellement sur Terre. Les ions lourds, 
cependant, occupent une place de plus en plus importante en médecine (ELSÂSSER et 
al., 2008). Les ions les plus fréquents dans la radiation cosmique sont les protons et les 
noyaux d'hélium, mais on retrouve tous les ions jusqu'à l'uranium (CUCINOTTA et 
DURANTE, 2006). La NASA s'intéresse particulièrement aux ions jusqu'au Fer, car les 
ions plus lourds sont plus rares. Les énergies de ces ions couvrent un large spectre, dont 
le maximum se situe à~~ GeV/amu (TOWNSEND, 2005). Il est très difficile de blinder 
complètement l'intérieur d'un vaisseau spatial contre ces particules, car elles sont très 
pénétrantes. De plus, elles peuvent interagir avec la paroi du vaisseau spatial et créent des 
45 
Chapitre III: Simulations Monte-Carlo de la radiolyse de l'eau 
réactions nucléaires, ce qui va générer de nouvelles particules, dont des neutrons 
(ARMSTRONG et COLBORN, 2001). Ainsi, lors de la mission à la planète Mars, on 
estime que chaque noyau cellulaire du corps d ' un astronaute sera touché par un proton ou 
un électron .secondaire (rayon ô) à quelques jours d' intervalle en moyenne et par un ion 
lourd de charge et d' énergie élevée (HZE) environ une fois par mois (CUCINOTIA et 
al., 1998). 
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Figure 4. (a) Nombre relatif d' ions lourds en fonction du numéro atomique (Z) et (b) 
spectre d 'énergie des ions 1H+, 4He2+, 12C6+ et 56Fe26+ présents dans le rayonnement 
cosmique (VERNIKOS et NICOGOSSIAN, 1998). 
111.2.1 Interaction des protons avec l'eau 
Dans la gamme d' énergie qui nous intéresse, les protons interagissent avec l'eau par 
ionisation et par excitation. Les sections efficaces utilisées sont très similaires à celles 
utilisées pour les électrons. 
46 
Chapitre III: Simulations Monte-Carlo de la radiolyse de l'eau 
111.2.1.1 Ionisation 
RUDD (1990) a également proposé une équation semi-empirique pour la section 
efficace différentielle d'ionisation des orbitales moléculaires 1b1, 3a1, 1b2, 2a1 et 1a1 de 
l'eau liquide par des protons : 
dcr]00 S; F1 (v)+ wF2 (v) 
~= I; (l+w) 3 {1+exp[a(w-wci)/vJ} 
(20) 
Ici, i est l'indice de l'orbitale, I; est l'énergie de liaison de l'électron cible, w=W/I;, West 
l'énergie de l'électron secondaire, T=Ep(m/Mp), Mp et Ep sont la masse et l'énergie du 
proton incident, m est la masse de l'électron, et v = ~T II; . Comme pour les sections 
efficaces de l'électron, S; =4rra~N;(~/I;) 2 , ao=5.3xl0-11 m est le rayon de Bohr et 
~R=13.6 eV est l'énergie de Rydberg, N; est le nombre d'électrons de l'orbitale 
moléculaire et wc =4v2 -2v-~/41i. Les fonctions F1(v) et F2(v) sont définies par: 
l 
Où 
F1 (v)= L1 + H 1 
F2 (v)= LzH2 
Lz +Hz 
C VD1 
L1 = 1 
1 + E1vD1+4 
A 1ln(l+ v
2 ) H 1 = ---"----
v2 + B1/v2 
L2(v)=C2vD2 









Les dix paramètres A 1, B1. .. Ei, A2, B2 •• D2 et a ont été déterminés par lissage des données 
expérimentales et sont présentés au tableau 1. 
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Tableau 4. Paramètres utilisés dans l'équation de Rudd (protons) 
Paramètre Orbitales externes Couche interne 




























La section efficace totale est obtenue en intégrant numériquement la section 
efficace différentielle: 
(23) 
La quantité Emax est l'énergie maximale pouvant être transférée par un ion de masse M à 
un électron de masse m lors d'une collision. Cette valeur est obtenue par la théorie des 
collisions en mécanique classique (TURNER, 2007): 
Emax = 4mME 2:'.4 m E 
(M+m)2 M 
. (24) 
Les sections efficaces totales d'ionisation des niveaux 1b1, 3a1, 1b2, 2a1 et 1a1 de l'eau 
et les sections efficaces différentielles d'ionisation du niveau 1b1 par des protons sont 
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Figure 5: (Gauche): Sections efficaces d'ionisation des protons avec l'eau liquide pour 
les niveaux 1bi, 3ai, 1b2, 2a1 et 1a1• (Droite): Échantillonnage de la section efficace 
différentielle d'ionisation du niveau 1b1 par des protons de 0.1, 1, 10 et 100 MeV et 
comparaison à l'équation de Rudd. 
III.2.1.2 Excitation 
La section efficace d'excitation est d'environ un ordre de grandeur plus faible que 
celle d'ionisation, sauf à faible énergie. Comme c'est le cas pour les électrons, nous 
considérons seulement les niveaux d'excitation électronique A1B1 et B1A1 de la 
molécule d'eau et l'excitation collective (plasmon). De même, l'équation semi-empirique 
de KUTCHER et GREEN ( 1976) est également utilisée pour calculer ces sections 
efficaces. La section efficace peut être écrite 
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Ici, W est la perte d'énergie par excitation, p(W) est la section efficace différentielle 
d'une particule chargée sur des sections électrons libres au repos, T=E(m/Mp), ao est le 
rayon de Bohr, ëo est la permittivité du vide, m et e sont la masse et la charge de 
l'électron; Mp, E, v et z sont la masse, l'énergie, la vitesse et la charge du proton incident. 
On note ici que W et v sont définis différemment qu'à la section précédente. On utilise 
les mêmes fonctions fi(W) qui ont été définies pour les électrons (voir section précédente) 
pour les niveaux d'excitation A1B 1 et B1A 1 et pour le plasmon. La section efficace totale 
est calculée en intégrantnumériquement l'équation (25): 
cr~x = f p(W)W~(W)l 4T !OO { }w 
0.01 w 
(27) 
Les limites d'intégration utilisées ici sont empiriques; comme dans le cas des électrons, 
ces limites ont été choisies pour couvrir le domaine pour lequel les fonctions fi(W) sont 
significatives. Ces sections efficaces sont représentées à la figure 6. 
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Section efficace d'excitation des protons Perte d'énergie d'un proton de 1 MeV par excitation 
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Figure 6: (Gauche): section efficace de l'excitation du plasmon et des niveaux A1B1 et 
B1 A 1 de la molécule d'eau par des protons. (Droite) : Échantillonnage de la perte 
d'énergie d'un proton de 1 MeV par excitation de ces niveaux d'énergie 
111.2.2 Interaction des ions lourds avec l'eau 
Un ion lourd de masse M avec une énergie cinétique Eion = (M/MP )c a la même 
vitesse qu'un proton de masse Mp avec une énergie cinétique r. Ceci est vrai pour les ions 
non-relativistes et relativistes (DINGFELDER, 2006). Dans le cadre de l'approximation 
de Born, la section efficace pour des ions lourds de vitesse v peuvent être obtenus à partir 
de la section efficace des protons de même vitesse en multipliant la valeur par la charge Z 
de l'ion au carré (DINGFELDER et al., 2006): 
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III.3. Simulation Monte-Carlo de la radiolyse de l'eau par des photons 
Dans cette section, les techniques Monte-Carlo utilisées dans le transport des 
photons sont détaillées. 
IIl.3.1. Interaction des photons avec l'eau 
Dans la gamme d'énergie qui nous intéresse ( 1 OO eV - 2 Me V), les phénomènes 
dominants sont les effets Compton, l'effet photoélectrique et la diffusion cohérente. Bien 
que la création de paires soit possible pour des photons de 1.022 MeV et plus, elle 
demeure peu probable et sera négligée dans ce travail. Les coefficients d'absorption de 
STORM et ISRAEL ( 1967), à la figure 7, sont utilisés pour déterminer le libre parcours 
moyen et les phénomènes à une énergie donnée 12• Par convention, on utilise la notation a 
pour le coefficient d'absorption dû à l'ef(et Compton, T pour l'effet photoélectrique et K 
pour la création de paires. 
12 Les coefficients d'absorption (~t) sont proportionnels à la section efficace (a): µ=pNA(Z/A)a, où NA est 
le nombre d' Avogadro, Z et A sont le numéro atomique et la masse atomique de l'élément ou la molécule 
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Figure 7 : Coefficients d'absorption des photons de l'eau liquide à 25 °C. Les données 
proviennent de STORM et ISRAEL ( 1967). 
111.3.1.1 Effet Compton 
Lors d'une interaction de type Compton, un photon d'énergie hu transfère une 
partie de son énergie à un électron, et un nouveau photon diffuse avec une énergie hu'. 
Figure 8: Effet Compton. Un photon d'énergie initiale hu interagit avec un électron. 
L'électron est éjecté à l'angle$ avec une énergie mc 2 ((1-B2 )-112 -1) et un photon est 
émis à l'angle e avec une énergie hu' (DAVISSON et EVANS, 1952). 
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En utilisant les équations relativistes de conservation de quantité de mouvement et 
d'énergie, on peut obtenir des relations entre les angles et les énergies de l'électron 
Compton et du photon diffusé : 
hv'= hv 




---) electron 1 + u(l - cos(9)) (30) 
2 cos(9) = 1--------
(1 + a)2 tan 2 (<j>)+l 
(31) 




Ici, a=hu/mc2, m est la masse au repos de l'électron et c est la vitesse de la lumière. 
Quand une interaction Compton a lieu, l'électron et le photon diffusent dans les 
directions 0 et <j>, avec une probabilité qui dépend de.l'énergie initiale du photon. En 
résolvant l'équation de Dirac pour un électron libre, cette probabilité de déflection dans la 
direction de l'angle solide dQ a été calculée par KLEIN et NISHINA (1929) : 
dcrKN(9)=k(S)=r~{ 1 . [i+cos 2 (S)+a2 (1-cos(8)) 2 ]} (33) 
dn 2 [1 + a(l - cos(0) ]2 1 + a(l - cos(8)) 
Ici, r0=e2/mc2=2.82x10-13 cm13 • La section efficace différentielle des électrons Compton 
est obtenue de la façon suivante. Les lois de conservation imposent que la probabilité 
qu'un électron soit émis dans l'angle solide dQ' dans la direction <I> est la même que celle 
du photon d'être émis dans l'angle solide dn en direction O. On peut donc écrire: 
13 r0 est aussi appelé rayon classique de /'électron, soit le rayon d'une coquille sphérique d'énergie 
électrostatique égale à la masse au repos de l'électron 
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dcr KN = k(8)dn = k( <!>)fil' (34) 
où 
k(<!>) = k(8) <ln 
<ln' 
(35) 
En utilisant les relations entre les angles, on peut montrer: 
dn = _ sin(8)(1 + cos(8)) = -4 (1 + a) 2 cos(<!>) 
dO' (l+a)sin\<!>) [Cl+a) 2 -a(2+a)cos 2 (<!>)]
2 (36) 
Il est donc possible de calculer k( </> ), la distribution angulaire des électrons Compton. Par 
ailleurs, la section efficace totale est obtenue en intégrant la distribution ( 41) sur tous les 
angles solides (DA VIS SON et EV ANS, 1952): 
crKN = 2nr~ [a+ 1 { 2(a + l) _ _!_ ln[l + 2a]}- 1 + :3a + - 1-ln[l + 2a]] (37) 
a 2 1+2a a (1+2a)2 2a 
Une remarque importante s'impose quant à la section .efficace de l'effet Compton. 
La section efficace de Klein et Nishina suppose que le photon incident interagit avec un 
électron libre au repos. En réalité, les électrons sont liés; c'est donc l'atome entier qui 
interagit avec le photon incident. Pour mieux décrire la situation, un facteur de forme 
atomique S(q,Z) est introduit (CHIBANI, 1994):" 
dcr = dcr.KN S( 8) 
dn dn q, 




Ici, k est la quantité de mouvement et 8 l'angle de diffusion du photon incident et q est la 
quantité de mouvement transférée à l'électron (Â-1). La fonction S(q,Z) est une fonction 
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totale calculée à partir de la section efficace de Klein et Nishina seul. S( q,Z) défavorise 
également la diffusion aux faibles angles. Les valeurs de S( q,Z) ont été tabulées par 
HUBELL et al. ( 1975) pour Z variant de 1 à 1 OO et pour q variant entre 0 et 109 A- 1• Dans 
le cas d'un matériau constitué des éléments simples Zn dans les proportions Pn, S(q,z) 
devrait être remplacé par: 
(40) 
n 
On peut voir l'effet du facteur de forme atomique sur la section efficace totale à la figure 
9. On peut constater que ce facteur n'a pas d'effets au-delà de 20 keV pour 1H et de 100 
keV pour 80. 
Facteur de forme atomique de l'effet Compton 







Coefficients d'absorption par effet Compton pour 'H et 80 
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Figure 9: (a) Facteur de forme atomique de 1H et 80 pour l'effet Compton (HUBELL et 
al., 1975). (b) Effet.du facteur de forme atomique sur les sections efficaces de l'effet 
Compton pour 1 H et 80. Les données sont obtenues en intégrant numériquement la 
section efficace différentielle multipliée par le facteur de forme. Les résultats des calculs 
sont comparés aux données tabulées de STORM et ISRAEL (1967). 
Il faut maintenant une méthode pour générer des angles qui vont être distribués 
aléatoirement selon la distribution de Klein-Nishina, multipliée par le facteur de forme 
atomique. S'il n'y avait pas ce facteur de forme atomique, on pourrait utiliser 
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l'algorithme de KAHN (1952) présenté dans RAESIDE (1976) et BALL (1997). On 
pourrait également utiliser cet algorithme en combinaison avec un algorithme de rejet du 
facteur de forme. Cette approche fonctionne, mais elle est lente car l'algorithme de 
KAHN possède déjà une fonction de rejet. On va plutôt utiliser l'algorithme présenté au 
paragraphe qui suit. 
La première étape est d'effectuer le changement de variable : 
x = 1 + a(l -cos(8)) (41) 
Ici, x varie entre 1 (8=0) et 1 +2a (8=n). On peut donc écrire : 
dcr(8) = r~ [l- sin 2 (8) + (x -1) 2 ] 
<ln x 2 2 2x 
(42) 
La fonction se prête à l'échantillonnage par rejet. On génère d'abord la distribution 1/x2 




La fonction entre les crochets dans l'équation (42) est la fonction de rejet, dont la 
valeur maximale est (1+2a)/2. Comme la constante de rejet doit être supérieure ou égale à 
1, on la choisit égale à 1 pour a<l/2, ou (1+2a)/2 dans le cas contraire. À partir de la 




On introduit ensuite les valeurs de x et 8 dans la fonction de rejet : 
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On obtient ainsi l'algorithme 1. À partir de l'angle e obtenu grâce à cet algorithme, 
on peut facilement calculer toutes les autres données (angle <p, énergie de l'électron 
Compton et du gamma diffusé) en utilisant les formules ( 1-3). 
Algorithme 1 : Échantillonnage des angles de l'effet Compton pour un photon d'énergie 
donnée, selon la distribution de Klein et Nishina multipliée par le facteur de forme. La 
définition de X est utilisée pour calculer 9. 
CALCULER FFMax=S(E, n,Z) 




Générer deux variables aléatoires R1 et R2 entre 0 et 1 
X== 1+2a 
1+2aU1 
E> == cos-1 (1- X: l) 
sin 2 (8) (X-1) 2 
FR ==1- +---
2 2X 
FF = S(E, E>, Z) 
TANT QUE FFxFR < U 2 xRCxFFMax 
RETOURNER E> • 
Cet algorithme a été utilisé 1 000 000 de fois pour obtenir la distribution des angles 
9 et cp (figure 10). La partie du haut est la direction du rayon y diffusé, tandis que la partie 
du bas est la direction de l'électron. Les calculs ont été effectués pour 5 valeurs d'énergie 
différentes. Il n'y a pratiquement pas de différence entre les courbes analytiques (lignes) 
et les simulations Monte~Carlo (points). Aux valeurs d'énergie présentées à la figure 10 
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(gauche), le facteur de forme n'a pas d'effet. La différence apparaît aux énergies plus 
faibles, comme présenté à la figure l 0 (droite). 
· Effect Compton: direction du photon diffusé (haut) et de Distribution angulaire du photon diffusé et de 


















Figure 10: (Gauche) Distributions angulaires du photon diffusé (haut) et de l'électron 
. Compton (bas) pour des énergies initiales de 0.0511 MeV, 0.2044 MeV, 0.511 MeV, 
2.044 MeV et 5.11 MeV. (Droite) Effet du facteur de forme atomique sur les distributions 
angulaires du photon diffusé (haut}° et de l'électron Compton (bas) pour l'effet Compton 
sur l'atome d'oxygène, à 5 keV. Pour ces deux figÜres, les points sont obtenus par 
l'échantillonnage, tandis que les lignes sont les prédictions analytiques. 
Une quantité importante est la distribution en énergie des électrons Compton (figure 
11 ). On constate . sur cette figure que le facteur de forme n'affecte que les photons 
d'énergie faible (<100 keV). 
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Distribution en énergie des électrons Compton pour 
des photons incidents de 0.511, 1,226 et 2.759 MeV 
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Figure 11: (Gauche) Distribution en énergie des électrons Compton pour des photons 
incidents de 0.511 MeV, 1.2264 MeV et 2759.4 MeV. (Droite) Effet du facteur de forme 
atomique sur la distribution en énergie des électrons Compton pour des photons incidents 
de 100 keV, sur l'oxygène. Pour ces deux figures, les points sont obtenus par 
l'échantillonnage, tandis que les lignes sont les prédictions analytiques. 
III.3.1.2. Diffusion cohérente 
Lorsqu'une onde électromagnétique agit sur une particule chargée, les composantes 
des champs électriques et magnétiques exercent une force de Lorenz sur la particule, la 
mettant en mouvement. Plus exactement, l'énergie absorbée par la particule est réémise 
comme une radiation électromagnétique. Ce processus est équivalent à la diffusion de 
l'onde électromagnétique par les particules. La section efficace différentielle est donnée 
par: 
dcr r 2 
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La section efficace totale crT14 se calcule en intégrant la section efficace dcr/dQ sur tous 
les angles solides : 
dcr 1t r 2 8rcr 2 
crT = J-T dQ=2nf_Q_(l+cos 2 (8))sin(S)d8=--0 
dQ 0 2 3 
(47) 
C'est également fa limite de l'effet Compton sans transfert d'énergie (À'=À). On 
remarque que la section efficace totale (55) n'est pas fonction de ,l'énergie, ce qui n'est 
évidemment pas le cas si on regarde la figure 7. Comme dans le cas de l'effet Compton, il 
faut introduire un facteur de forme atomique F(z,q) (CHIBANI,.1994): 
(48) 
Les valeurs de F( q,z) ont été tabulées par HUBELL et 0VERB0 ( 1979). Si un 
matériau est composé des éléments Zn dans des proportions Pn, on remplace IF(q,z)j2 par 
(49) 
n 
L'effet de ce facteur de forme atomique sur les sections efficaces est illustré à la figure 
12. 
14 
CTT est la section.efficace de Thompson 
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Facteurs de forme atomique de diffusion cohérente 
1.0+-...,,..~~~~~~~~~~~~~ 
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Section efficace de diffusion cohérente pour 'H et 80 
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101 







0.0 -1--~~...-...r--.-,.-........-.;;,--,.-...-;:.........,.r--~.,...,..,.,..,.j- 10.s +--~~~-~~~~~...........,~~~ ........ 
10·2 10·1 10° 10' 10° 10' 102 103 
x (Annstrong·') Énergie (keV) 
Figure 12 : (a) Facteur de forme atomique de 1H et 80 pour la diffusion cohérente. 
(HUBELL et al., 1975). (b) Effet du facteur de forme atomique sur les sections efficaces 
de la diffusion cohérente pour 1H et 80. Les données sont obtenues en intégrant 
numériquement la section efficace différentielle multipliée par le facteur de forme. Les 
résultats des calculs sont comparés aux les données tabulées de STORM et ISRAEL 
(1967). 
Il faut maintenant un algorithme pour générer des angles qui correspondent à la 
distribution angulaire de la diffusion cohérente tout en tenant compte du facteur de fonne 
atomique. La section efficace différentielle normalisée peut s'écrire 
(50) 
La distribution sin(S)/2 est normalisée; un nombre aléatoire 0 ayant cette distribution 
peut donc être généré par la méthode d'inversion (R est un nombre aléatoire entre 0 et 
1) : 
0 = cos-1 (1-2R) (51) 
La fonction de rejet est alors : 
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(52) 
On obtient l'algorithme permettant de générer des angles distribués selon la section 
efficace différentielle de diffusion cohérente (figure 13). 
Algorithme 2 : Échantillonnage des angles de la diffusion cohérente. La fonction F(q,Z) 




Générer deux variables aléatoires R1 et R2 entre 0 et 1 
0 = cos -I (1- 2R 1 ) 
FR= (F(~Z)rc+c~s(0)) 
TANT QUE FR *R2>R1 
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Distribution angulaire des photons à la suite d'une diffusion 
8 ' cohérente sur 0 90 
120 
.. ~····--··· ·· ...... _ .... _ . :\ ~-- .. -··· ---... ·. i/ .,_ 
/\ ~ . . ----·-- --.. .' ·  ....... __ .. -· .. · \ ·-..... ,1 ... 
•• .<" ··-;., __ 
180 
270 
Figure . 13: Échantillonnage de la distribution angulaire cohérente avec l'algorithme 
précédent pour des photons de 1keV, 5 keV et 10 keV sur 80, qui tient compte du facteur . 
de fo~e atomique. Les points sont . obtenus par simulations Monte-Carlo en 
échantillonnant l'algorithme précédent 1000000 fois. Les lignes sont les prédictions 
analytiques. 
Les résultats de simulation (points) sont comparés aux courbes .analytiques de la 
figure 13. Les points sont si près de la fonction analytique qu'il est difficile de voir les 
lignes. 
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III.3.1.3. Effet photoélectrique 
L'effet photoélectrique est le processus par lequel un électron orbital absorbe 
totalement l'énergie d'un photon incident et est éjecté. L'énergie du photoélectron est 
alors l'énergie du photon incident moins l'énergie de liaison de l'électron. 
Figure 14 : Effet photoélectrique. La probabilité d'interaction est plus grande avec les 
électrons des couches internes, qui sont plus fortement liés. 
Puisqu'un électron libre ne peut pas absorber un photon (ceci violerait les lois de 
conservation de l'énergie et de la quantité de mouvement), l'effet photoélectrique se 
produit sur un électron lié et la probabilité de l'effet p~otoélectrique augmente avec 
l'énergie de liaison de l'électron (HEITLER, 1954). Dans le livre de ANDERSON (1984) 
et dans STORM et ISRAEL (1967), une formule empirique dmme le ratio de la section 
efficace d'effet photoélectrique totale (cr,) par rapport à l'effet photoélectrique de la 
couche K ( crK): 
cr,/ GK = 1+0.0148l(ln(Z))2 -0.00079(ln(Z)) 3 (53) 
Pour l'oxygène, si cr,=crK+CiL, ce calcul donne CiL =0.057crK. Certains auteurs (HILL et 
SMITH, 1996; TURNER et al., 1979) ont supposé que les photons dont l'énergie est 
supérieure à l'énergie de liaison de la couche K de l'oxygène, IK=539.7 eV, interagissent 
seulement avec ces électrons. Dans le cas contraire, l'énergie de liaison h = 19 .6 eV est 
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supposée. Lors de l'émission d'un électron de la couche K, un électron Auger d'énergie 
EAuger=520.1 eV est également émis (HILL et SMITH, 1996). Notons que TURNER et al. 
(1979), qui ont effectué des calculs similaires, ont utilisé k=532 eV, h=12 eV et EAuger = 
508 eV pour leurs calculs. 
En résolvant l'équation de Dirac pour des électrons liés, SAUTER (1931) a obtenu 
la distribution angulaire des photoélectrons. Cette dernière peut s'écrire (TSENG et al, 
1978): 
da,= Â.sin2(8) {l+K(l-pcos(8))} 
dn (1- pcos(8))4 · 
(54) 
K=y[-1-N + (1-Nf J= y(y-l)(y-2) 
2~1-p2 20-p2) 2 
(55) 
A= 4Z5aP(y +l) = 4Z5ap(y + l)n 4 
(y-1)4y3 y3 
(56) 
Les quantités r0 et <po ont été définies précédemment; hv est l'énergie du photon incident, 
E8 est l'énergie de liaison de l'électron et a= e2 /ne est la constante de structure fine. 
hu n=--
mc2 
1 hv-E 8 +mc
2 




La section efficace totale est calculée en intégrant dcr./dQ sur tous les angles 
solides. On retrouve ainsi le résultat donné dans DAVISSON et EVANS (1952): 
crî =i<po zs 4 ns(y2 -1)312[~+ y(y-2)[1- . 1 ln[y+~Jll (59) 
2 (137) 3 y+l 2yri y-ri 
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Des calculs non relativistes (HEITLER, 1954) donnent une expression plus simple : 
zs 
a =<p 4.J2n712 
't 0 (137)4 
(60) 
Si on fait un graphique des fonctions (68) ou (69), on n'arrive pas à reproduire le 
coefficient d'absorption de l'effet photoélectrique. La différence s'explique en tenant 
compte du fait que l'exposant du Z varie en fonction de l'énergie (ANDERSON, 1984). 
Cep~ndant, en utilisant un exposant Z variable dans le calcul de cr,, on retrouve des 
résultats très similaires aux données de STORM et ISRAEL (1967). La figure 15 illustre 
cette variation. 
Exposant de Z de l'effet photoélectrique pour Z= 1, 1 O Coefficient d'absorption par effet photoélectrique (Hp) 
5,0-+--~~~~~-~~~~~~~~~ ....... 
--Anderson (1984) 
104 .,.__ .................... ....._ .................... ......__.._....,._..u.w..._._ ..................... ~ ........ ~ 
- - - -Fit y=y0+A,*(1-exp(-x/t1))+A/(1-exp(-x/t2)) 
4,8 
--Ce calcul 
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A, 0.34152 ±0.01166 
t, 38.63516 ±2.07112 
10·2 
A2 0.50161 ±0.01193 10·3 
t2 5.90506 ±0.32782 
10-4 
101 102 103 100 102 103 . ' 
Energie (keV) Énergie (keV) 
Figure 15: (Gauche) Exposant de Z en fonction de l'énergie du photon pour l'effet 
photoélectrique. (Droite) Coefficients d'absorption de 1 'effet photoélectrique calculés à 
partir de la formule de Sauter tenant compte de la variation de l'exposant en fonction de 
l'énergie. 
Il faut maintenant connaître la distribution angulaire des photoélectrons émis. Pour 
ce faire, la distribution de Sauter est écrite sous la forme suivante : 
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(l - f3cos(9)) 4 
En introduisant u = cos(S), on peut écrire : 
2 . 






Cette forme se prête à l'échantillonnage par rejet. En effet, définissons deux fonctions 
g(u) et h(u), telles que f(u) oc g(u)h(u), g(u) est normalisée et h(u)~l : 
g(u) = 1 
7 
[1 + K(l-f3u)] 
2y2(K+y-) (l~f3u) 3 




On va maintenant échantillonner la fonction g(u) par la méthode d'inversion. Pour ce 
faire, il faut isoler Y dans l'équation 
L'intégrale donne 15 
R = 1 [ 1 + 2K - 1 
4f3y2 ( K + y2) (l -f3Y)2 (l-f3Y) (1 + f3)2 
2K ] 
(1 + f3) 
En complétant les carrés, on trouve : 





- 4f3y2(K+y2) l-f3Y l+f3 
Il est maintenant possible d'isoler Y (KA WRAKOW et ROGERS, 2003): 
1 
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(68) 
L'algorithme 3 ainsi obtenu peut être utilisé pour générer la distribution angulaire 
des photoélectrons. À la figure 16, la distribution angulaire obtenue en utilisant 
l'algorithme précédent est comparée à la distribution analytique. 
Algorithme 3 : Échantillonnage de la distribution de Sauter de la distribution angulaire 
des photoélectrons. Les quantités ~' y et K sont définies dans le texte. 




Générer deux variables aléatoires R1 et R2 entre 0 et 1 
Y ~i[J-l 4py2(K+y2)R1 +( K+ !~pr -K n 
h(Y) = y -1 ( 1 ~ y 2 J 
2y l-f3Y 
TANT QUE Rz>h(Y) 
RETOURNER 8 = cos-1 (Y) • 
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Angular distribution of photoelectrons 
Comparaison between Sauter'g
0
formula (lines) and Monte-Carlo (dots) 
2.5 60 • 50 keV 
. 2.0 • 250 keV 
À 500 keV 
1.5 
150 /. 








.. 210 .·· 
..... _ 
2.0 
2.5 240 300 
170 
Figure 16: Distribution angulaire des photoélectrons obtenue en échantillonnant la 
formule de Sauter 100000 fois avec l' algorithme précédent. Les points sont obtenus par 
simulations Monte-Carlo. Les lignes sont les prédictions analytiques (distribution de 
Sauter). 
111.3.2. Résultats de simulation 
Le ralentissement des photons a été simulé en utilisant les coefficients d 'absorption 
et les algorithmes d'échantillonnage de la perte d'énergie par effet Compton, ainsi que 
ceux de la diffusion cohérente et de l'effet photoélectrique. 
70 
Chapitre III: Simulations Monte-Carlo de la radiolyse de l'eau 
111.3.2.1 Nombre d'électrons émis par photon 
La première quantité en importance est le nombre d'électrons produits par photon 
(figure 17). Lorsque l'énergie du photon est supérieure à l'énergie de liaison de la couche 
K de l'oxygène, soit IK=539.7 eV, un électron Auger est émis, donc à énergie 
relativement faible (~540 eV), deux électrons sont produits par photon incident. Le 
nombre d'électrons émis augmente ensuite rapidement pour atteindre un plateau à ~17 
électrons par photon. Ceci s'explique par le fait que les photons transfèrent une fraction 
plus importante à l'électron lorsque leur énergie est grande. Ces calculs sont comparables 
aux résultats obtenus par TURNER et al. ( 1980). 







0 10 ... 







0,0 0,5 1,0 1,5 2,0 
Photon energy (MeV) 
Figure 17: Nombre d'électrons émis par photon. Quand l'énergie du photon est 
supérieure à 500 eV, un électron Auger est émis, donc à faible énergie 2 électrons sont 
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III. 3.2.2. Distribution en énergie des électrons émis 
La seconde quantité importante est la distribution en énergie des électrons émis par 
un photon. Ces distributions ont été calculées pour des photons de 0.05, 0.2, 1.0, 1.2, 1.4, 
1.6, 1.8 et 2.0 MeV. TURNER et al. (1980) ont également calculé les distributions pour 
ces valeurs d'énergie (figure 18). En général, un excellent accord est observé entre nos 
résultats et leurs valeurs. 
Nombre d'électrons/keV/1000 photons dans l'eau 
105 103 
Nombre d'électrons/keV/1000 photons dans l'eau 
Ce calcul 
-------Toutes les énergies 
104 Turner (1980) . 1.0 MeV 
103 en 102 • • 1.2 MeV c: 1.4 MeV 0 .. 
102 -._ 
0 ,, 1.6 MeV ..c: c. • 1.8 MeV 
101 Ce calcul . 
···· ·· 50 keV 
100 --200keV 
-~ Turner (1980) 10-1 " 50 keV " • 200 keV 10-2 
0 101 • 2.0 MeV 0 0 .,.... 
> Q) " . •· . .X "~·'°1"' :- 10° " "- " ! ~ Q) ·~i'l ~ 1 1 
'! 
10-1 
102 103 104 105 104 105 106 
Énergie.(eV) Énergie (eV) 
Figure 18: Distribution en énergie des électrons produits par des photons d'énergie 
initiale de (a) 50 et 200 keV (b) 1.0, 1.2, 1.4, 1.6, 1.8 et 2.0 MeV. Le pic observé à ~500 
eV correspond aux électrons Auger. Les points correspondent aux calculs de TURNER et 
al. (1980). 
111.4. Simulation Monte-Carlo de la radiolyse de l'eau par des neutrons 
Les neutrons libres sont ceux qui se trouvent à l'extérieur des noyaux atomiques. 
Les neutrons libres sont instables, se désintègrent par la force nucléaire faible en 
produisant un proton, un électron et un antineutrino (Y AO et al., 2006) : 
(69) 
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La demi-vie de ce processus n'est que d'environ 15 minutes, ce qui fait qu'il n'y a 
pas de neutrons libres en temps normal ni dans l'espace ni sur terre. Il peut néanmoins 
être utile d'étudier la radiolyse de l'eau par les neutrons. Par exemple, les réacteurs 
nucléaires produisent un flux important de neutrons, qui en ralentissant dans l'eau vont 
générer une quantité importante de radicaux libres qui seront responsables de la corrosion 
des composantes du réacteur. D'autre part, dans l'espace, des neutrons sont produits lors 
de l'interaction des radiations cosmiques avec le blindage du vaisseau spatial. Les 
neutrons n'étant pas chargés, ils sont très pénétrants et très difficiles à blinder. Ils 
interagissent par collisions élastiques avec la matière, créant des noyaux de recul qui ont 
un TEL important et contribuent ainsi à la dose (BADHW AR et al, 2001 ). Ainsi, jusqu'à 
30% de la dose reçue par les astronautes dans la Station Spatiale Internationale provient 
des neutrons (HEILBRONN et al., 2005; NAKAMURA et HEIBRONN, 2006). Une 
autre source de neutrons est l'interaction des radiations cosmiques avec le sol (par 
exemple sur Mars), ce qui peut générer un flux important de neutrons (ADAMS et al., 
2007). 
Dans cette section, les sections efficaces d'interaction des neutrons avec l'eau 
seront détaillées et appliquées à la simulation Monte-Carlo du transport des neutrons. Des 
résultats généraux concernant l'interaction des neutrons avec l'eau seront donnés. 
Ensuite, des résultats de simulation seront présentés. 
111.4.1 Interaction des neutrons avec la matière 
Les neutrons interagissent avec la matière par interaction élastique ou absorption. 
Les neutrons n'étant pas chargés, ils vont effectuer des collisions élastiques avec les 
noyaux et leur transférer une certaine partie de leur énergie. Le neutron incident va être 
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dévié et poursuivre sa route avec une énergie moindre. L'absorption du neutron par le 
noyau va habituellement provoquer une réaction nucléaire et générer des nouveaux 
noyaux et/ou des particules comme des protons, des particules alpha, des rayons gamma 
ou d'autres neutrons. Les probabilités de ces phénomènes dépendent fortement de 
l'énergie du neutron incident. La figure 19 illustre la section efficace typique 








1 102 104 
Énergie du neutron (eV) 
Figure 19: Section efficace typique des neutrons en fonction de l'énergie 
. 111.4.2. Sections efficaces et libre parcours moyen 
La molécule d'eau est composée de deux atomes d'hydrogène et d'un atome 
d'oxygène. Pour effectuer les simulations, les sections efficaces d'interaction du neutron 
avec l'hydrogène et de l'oxygène sont nécessaires. Ces dernières proviennent du livre de 
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WATT (1996) et du site web ENDF (http://www.nndc.bnl.gov/exfor7 /endf00.htm), qui 
contient les données les plus récentes. Les sections efficaces sont illustrées à la figure 20. 
On constate que la section efficace varie peu jusqu'à - 200 ke V. On remarque aussi que la 
section efficace de l'hydrogène est -5 fois plus importante que celle de l'oxygène dans 
cette gamme d'énergie. Dans le cas de l'oxygène, on constate l'apparition de plusieurs 
pics de résonnance à plus haute énergie. 
Neutron elastic cross-section for 1H and 160 in liquid water 
10 100 1000 


















1ff2 1ff1 10° 
Énergie du neutron (MeV) 
Figure 20 : Sections efficace (gauche) de l'interaction des neutrons avec l'oxygène et 
l'hydrogène et libre parcours moyen des neutrons dans l'eau (droite) en fonction de 
l'energie. Les données sont tirées des livres de WATT (1996) et de SABOL et WENG 
(1995) et du site web ENDF. On constate plusieurs résonances dans la section efficace de 
l'interaction avec l'oxygène. 
On peut confirmer la cohérence de nos données en calculant k libre parcours 
moyen à partir des sections efficaces, puis en comparant les libre parcours moyens 
calculés à ceux provenant d'une autre source (SABOL et WENG, 1985) (figure 20). 
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111.4.3 Collisions élastiques 
Ce type d'interaction est le plus important dans la gamme d'énergie qm nous 
intéresse. Dans cette section, les principales relations entre les différentes quantités 
impliquées sont présentées ici. 
La cinématique des interactions élastiques est plus facile à étudier dans le 
référentiel du Centre de Masse (CM), plutôt que dans le référentiel du laboratoire (LAB). 
Le système présente les caractéristiques suivantes dans le référentiel du centre de masse : 
1) La quantité de mouvement totale est nulle. 
2) L'amplitude des vitesses ne change pas. Une collision dans ce référentiel est 
équivalente à une rotation des vecteurs vitesses. 
3) L'énergie totale du système est supérieure dans le référentiel du laboratoire, car 
une partie de l'énergie est prise par le mouvement du centre de masse. 
Les quantités suivantes seront définies (illustrées à la figure 21) : 
VcM 
_, 
Vecteur vitesse du neutron incident dans le laboratoire avant la collision 
Vecteur vitesse du noyau incident dans le laboratoire avant la collision 
Vecteur vitesse du centre de masse 
Vecteur vitesse du neutron incident dans le laboratoire après la collision 
Vecteur vitesse du noyau incident dans le laboratoire après la collision 
Angle de diffusion dans le laboratoire après une collision 
Vecteur vitesse du neutron incident dans le CM avant la collision 
Vecteur vitesse du noyau incident dans le CM avant la collision 
Vecteur vitesse du neutron incident dans le CM après la collision 
Vecteur vitesse du noyau incident dans le CM après la collision 
Angle de diffusion dans le CM après la collision 
On considère également que le neutron a une masse de 1 et le noyau une masse A. 
Dans un premier temps, on considère que le noyau cible est au repos (VL = 0), ce qui ne 
sera pas le cas dans nos simulations. En effet, un mouvement thermique sera donné au 
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noyau cible. Nous verrons plus loin de quelle manière ceci est fait et comment ceci 
affecte nos simulations. 
Avant (lab) Après (lab) Avant (CM) Après (CM) 
·vL=O 
----···-----··· Neutron incident CM Noyau cible 
Neutron diffusé • .... 
Ve Ve ---··---·•--------
Neutron incident CM Noyau cible 
Neutron diffusé 
Noyau de recul Noyau de recul 
Figure 21 : Collision du neutron avec une cible au repos. (a) dans le référentiel du 
laboratoire, la cible est au repos. (b) Dans le référentiel du centre de masse, la quantité de 
mouvement totale est nulle. 
111.4.3.1 Cinétique du transfert d'énergie 
Les lois de conservation de l'énergie et de la quantité de mouvement permettent 




La relation entre la vitesse du neutron dans le laboratoire avant et après la collision peut 
être établie à partir de l'angle Sc: 
'2 2 vL _ 1 +A + 2Acos(0c) 
vt - (1 + A)2 (71) 
Grâce à cette relation, on peut obtenir le rapport entre l'énergie finale et l'énergie initiale 
du neutron dans le système du laboratoire : 
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E' 1+A2 + 2Acos(9c) 
E (l+A)2 




Dans le cas où 8c=O, on a E'=E (pas de transfert d'énergie). La perte d'énergie maximale 
se produit lorsque 8c=rr. On a alors E'=aE et la perte d'énergie maximale L\Emax est: 
L\Emax =E-E' =(l-a)E (74) 
Ceci est vrai pour une cible stationnaire. Ce n'est pas le cas si une énergie thermique est 
attribuée au noyau. 
111.4.3.2. Distribution de probabilité de perte d'énergie 
Dans le référentiel du centre de masse, la diffusion est isotrope16, c'est-à-dire que le 
vecteur vitesse du neutron ou du noyau va prendre une direction aléatoire dans l'espace. 
Cette règle s'applique également même si le noyau n'est pas au repos dans le référentiel 
du laboratoire. Si le noyau cible est au repos, on peut alors montrer que la perte d'énergie 
du neutron est distribuée uniformément entre 0 et (1-a)E. L'énergie moyenne du neutron 
après une collision est (1 +a)E/2. 
111.4.3.3 Logarithme de la décroissance en énergie par collision 
Ici, il faut tenir compte du fait que le logarithme de la moyenne d'une distribution 
n'est pas égal à la moyenne du logarithme de la distribution. 
~ = m(!.J = ln(E)-ln(E') (75) 
On peut montrer que 
16 Il s'agit ici d'une approximation, dont la validité sera discutée à la section Ill.4.4. 
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Dans le cas de l'hydrogène (A=l), en utilisant les limites, on trouve ~=l. 
111.4.4. Modèle optique 
Il est possible de calculer la section efficace élastique du neutron par le modèle 
optique. Soit A, la longueur d'onde 17 du neutron dans le référentiel du centre de masse 
(A=h/P), où P est quantité de mouvement dans le référentiel CM. On suppose que Je 
neutron incident est une onde d'amplitude sin(2nr I A-<1>0 ), où r est la distance radiale 
par rapport au noyau, et <Po le facteur de phase. À grande distance par rapport au noyau, 
après une interaction, le neutron émergent peut être affecté par le noyau de deux façons : 
1) l'amplitude de l'onde peut être réduite par absorption; 2) la phase de l'onde peut avoir 
été modifiée par rapport à celle de l'onde incidente. On peut donc représenter ces effets 
par un facteur de perturbation 11 : 
Tl= N exp(2iô) = N(cos(2ô) + isin(2ô)) (77) 
Ici, N est un facteur d'amplitude compris en 0 (absorption maximale) et 1 (diffusion 
seulement). Le déphasage ô représente la diffusion élastique des neutrons. En utilisantces 
hypothèses, dans le référentiel du centre de masse, on peut écrire la section efficace 
comme une somme d'ondes partielles, représentées par le nombre entier l: 
(78) 
17 II s'agit de la longueur d'onde de DeBroglie. 
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Les facteurs 11 1 sont des facteurs de perturbation de la forme (1 ), et les P1(x) sont les 
polynômes de Legendre 18 (GRADSHTEYN et RYZHIK, 1994). 
Dans la gamme d'énergie où la longueur d'onde du neutron est grande devant la 
taille du noyau, seulement le premier terme (1=0) de cette somm.e doit être considéré. Le 
premier polynôme de Legendre n'est pas fonction de l'angle. Ceci indique donc une 
distribution isotrope de la diffusion élastique dans le système du centre de masse. On a 
alors 
(79) 
Lorsque cette approximation est valide, la section efficace est constante. Nous 
souhaitons maintenant calculer la section efficace totale dans le référentiel' du centre de 





2 ( ) 2 A n OC) 21+ 1 , , , cr(A) = - f L(l-n1) -- P1(cos(8) 2nsin(8 )d8 21t o l=O 2 (81) 
On va également utiliser le fait que les polynômes de Legendre sont orthogonaux : 
(82) 




oo a(A) = - :Ll1-11i] 2 (21 + l) 
2n l=O 
(83) 
18 Les premiers polynômes de Legendre sont: 
P0 (cos(8)) = 1 
P1 ( cos(8)) = cos(8) 
1 0 1 P2 (cos(8)) =-(3cos-(8)-1) = -(3cos(28) + 1) 2 . 4 
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Ceci donne la section efficace évaluée dans le référentiel du centre de masse. On 
voudrait maintenant calculer la section efficace dans le référentiel du laboratoire. Le 
moment cinétique P du neutron dans le système CM est relié au moment cinétique p du 
neutron dans le laboratoire par 
(84) 
On utilise donc la définition de A pour trouver 
(85) 
On obtient donc la section efficace totale en fonction de l'énergie du neutron 
(86) 
À faible énergie, l'onde neutronique est exclue de l'intérieur du noyau. Dans ce cas, on a 
l=O, No=l et ô0=2rcRA/A<<L On peut donc calculer cro(A): 
(87) 
Cette expression a été obtenue dans le référentiel du centre de masse, mais elle est 
également valide dans le référentiel du laboratoire. La section efficace est donc constante 
en fonction de l'énergie du neutron incident. Comme nous pouvons le constater en partie 
sur le graphique 15, ceci est vrai pour la gamme d'énergie s'étendant de 10-8 jusqu'à 10-1 
MeV pour H et O. Or nous étudions des neutrons d'énergie plus élevée (jusqu'à 10 
MeV). Dans ces gammes d'énergie, la section efficace a tendance à diminuer, ce qui 
indique que l'approximation précédente n'est plus valide et qu'il faudrait ajouter des 
termes en l. De plus, dans le cas de l'oxygène, on constate qu'il y a des résonnances. 
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La distribution angulaire des neutrons émis après une collision est donnée par l'équation 
suivante : 
dcr0 (8') _ cr0 (AAcos(8')+~A2 -sin 2 (8')l sin(S') 
d8' - 2A~A 2 -sin 2 (8') 
(88) 






111.4.5. Résultats de simulation 
Dans cette section, les résultats de la simulation du ralentissement des neutrons sont 
présentés. Ces simulations pourront éventuellement être utilisées pour calculer la 
distribution en énergie des noyaux de recul. Le premier résultat est la perte d'énergie par 
interaction élastique. On suppose qu'un neutron incident de 1 Me V interagit avec du 
carbone (A=l2). Les distributions en énergie des neutrons après 1, 2, 3, 6 et 10 collisions 
ont présentées. Après une collision, on constate une distribution uniforme entre 0.716 et 
1.0 MeV, tel que prévu par la théorie. Après une dizaine de collisions, la distribution a 
déjà une allure Maxwellienne. 
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Neutron energy distribution after 1, 2, 3, 6 and 10 collisions. 
E0 = 1 MeV. A=12. Ali distributions are normalized to 1. 
· Energy distribution of 100000 neutrons after 200 collisions 








- · - Maxwell distribution 
o-1----.-~-.--~~-.-~~~----_,..~.,..,..-l 
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Neutron energy (MeV) Neutron energy (eV) 
Figure 22 : (Gauche) Distribution en énergie des neutrons après 1, 2, 3, 6 et 10 collisions 
pour un neutron initial de 1 MeV. A=12. (Droite)Distribution en énergie de 100000 
neutrons d'énergie initiale de 1 MeV, après 200 collisions avec des noyaux (A=l2) à 
l'énergie thermique (T=25 °C). 
Si on augmente le nombre de collisions jusqu'à 200, la distribution en énergie des 
neutrons va être une distribution de Maxwell (voir figure 22). Pour obtenir ce dernier 
résultat, on doit assigner un mouvement thermique au noyau cible. Pour ce faire, on va 
assigner un vecteur vitesse aléatoire au noyau qui correspond à son énergie thermique 
k8 T par la procédure décrite au chapitre du Monte-Carlo. 
Il est également possible de voir l'effet de donner une vitesse initiale au noyau. À la 
figure 23, on constate que l'énergie du neutron diminue de façon logarithmique en 
fonction du nombre de collisions si le noyau incident n'a pas de vitesse initiale. Dans le 
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cas plus réaliste où une vitesse initiale est incluse, la distribution en énergie va tendre 
vers une distribution de Maxwell. De plus, l'énergie moyenne des neutrons est stable. 
w c 
-' 
Ln(E) en fonction du nombre de collisions 
E
0
=1 MeV, A=2 (avec et sans thermalisation) 
o-i.-~~_.__,__~_._~_._~__.~~..__..__.__-'"--1 
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Figure .23 : Ln(E), l'énergie du neutron, en fonction du nombre de collisions avec des 
noyaux (A=2) à l'énergie thermique (ligne solide) et au repos (ligne pointillée). 
Le nombre approximatif de collisions pour réduire l'énergie d'un neutron jusqu'à 
l'énergie thermique peut également être estimé avec une bonne précision. Pour ce faire, 
les collisions élastiques d'un neutron de 1 MeV avec les noyaux du milieu sont simulées 
jusqu'à ce que l'énergie du neutron soit inférieure à la valeur (3/2)k8 T. Le nombre de 
collisions . nécessaires est calculé pour 106 histoires. Le calcul est effectué avec des 
noyaux incidents au repos ou avec une vitesse due au mouvement thermique (donnée par 
la distribution de Maxwell). Les résultats sont présentés au tableau suivant et comparés à 
ceux obtenus par PERALT A (2002). 
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Tableau 5 : Nombre de collisions nécessaires pour thermaliser des neutrons de 1 MeV 
Masse (A) Modèle Simulation Simulation Simulation 
analytique (Peraltà) sans therm avec therm 
1 17.1 19.5 16.3 19.5 
2 23.6 26.0 23.2 26.0 
4 40.2 43.0 40.0 43.1 
10 91.3 95.6 91.2 95.7 
12 108.4 113.0 108.2 113.2 
56 484.5 498.0 484.2 498.3 
112 963.2 987.5 962.6 987.0 
207 1775.4 1816.4 1774.3 1815.3 
238 2040.5 2084.4 2039.1 2086.7 
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Chapitre IV - Simulations Monte-Carlo de l'étape de chimie hétérogène 
IV.1. Introduction 
L'importance de la radiolyse de l'eau dans l'irradiation de systèmes biologiques a 
motivé plusieurs études de la chimie de solutions aqueuses irradiées. Au cours des 
dernières années, beaucoup d'efforts ont été investis pour comprendre (i) la géométrie de 
la déposition de l'énergie des radiations ionisantes (BURTON, 1969; BALLARINI et al., 
2000; MOZUMDER, 1999), (ii) les événements pré-diffusionnels, notamment la 
solvatation de l'électron (GOULET et JAY-GERIN, 1988, 1989; MUROYA et al., 2002) 
et (iii) la chimie inhomogène suivant l'irradiation. Il existe maintenant de nombreux 
programmes de simulations de la radiolyse de l'eau (NIKJOO et al., 2006), qui ont 
1 
permis de reproduire avec succès les rendements des espèces radiolytiques (H·, ·OH, H2, 
H20 2, e·aq, ... ) pour des ions de TEL divers dans différentes conditions de pH et de 
température (AUTSAVAPROMPORN et al., 2007; MUROYA et al., 2002; HERVÉ du 
PENHOAT et al., 2000, 2001; MESUNGNOEN et JAY-GERIN, 2005a, 2005b; 
MEESUNGNOEN et al., 2002, 2003; PIMBLOTT et LA VERNE, 1997). 
La plupart des calculs de l'évolution temporelle des rendements à partir de traces de 
particules créées par des radiations incidentes dans l'eau ont utilisé la méthode des temps 
de réaction indépendants (IRT) (FRONGILLO et al., 1996; FRONGILLO et al., 1998; 
GREEN et al., 1990; PIMBLOTT et LAVERNE, 1997; CLIFFORD et al:, 1986). Cette 
méthode de calcul est très rapide; cependant, la position des espèces chimiques n'est pas 
calculée en fonction du temps et cette méthode serait difficilement applicable pour la 
simulation de l'interaction chimique des radicaux libres avec des molécules complexes 
comme l'ADN ou les protéines. Il s'agit d'une limitation importante, car l'effet indirect 
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des radicaux libres sur l' ADN (BREEN et MURPHY, 1995; CADET et al., 1999) est un 
sujet très important en radiobiologie. Cette méthode serait également difficilement 
applicable pour simuler la diffusion et les réactions chimiques dans un milieu comportant 
des obstacles comme dans un organelle cellulaire. 
La méthode pas à pas (SBS) a été utilisée avec succès pour simuler plusieurs 
phénomènes biologiques, comme la liaison d'une molécule avec une membrane cellulaire 
comportant des récepteurs (BATSILAS et al., 2003), la diffusion de macromolécules près 
des surfaces (PETERS, 2000), la diffusion de molécules dans les organelles cellulaires 
(ÔL VECZKY et VERKMAN, 1998) et le mouvement des membranes cellulaires (LIN et 
BROWN, 2004; LIN et BROWN, 2005). 
Un programme de simulation Monte-Carlo SBS a été développé dans les années 80 
par TURNER et al. (1983, 1988) pour calculer l'évolution temporelle (de -10-12 à 10-7 s) 
des trajectoires d'espèces radiolytiques générées par des électrons de 5 keV dans l'eau 
liquide. Des programmes similaires ont ensuite été développés par d'autres groupes 
(TERRISOL et BAUDRÉ, 1990; MICHALIK et al., 1998; UEHARA et NIKJOO, 2005). 
Notre groupe a également développé un tel programme, qui a été le premier à être 
combiné avec une interface pour visualiser directement les réactions chimiques en temps 
réel et en 3D (PLANTE et al., 2005; PLANTE et JAY-GERIN, 2006; MURO Y A et al., 
2006). 
Comme on peut le constater dans l'article de revue de NIKJOO et al. (2006), il 
existe de très nombreux codes effectuant la simulation de la structure de la trace des 
particules par les radiations, mais très peu d'entre eux effectuent la simulation du 
développement en fonction du temps. De plus, la grande majorité de ces codes sont 
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utilisés pour des calculs dosimétriques, mais pas la chimie hétérogène. Ainsi, à présent, il 
n'y a pas d'article décrivant en détail la méthode SBS et son implémentation sauf peut-
être celui d' ANDREW et BRA Y (2004). Plusieurs considérations importantes ne sont pas 
incluses dans les programmes existants: la distinction entre les réactions de contact et les 
réactions de particules en solution (SANO et TACHIY A, 1979}, la présence de champ 
électrique entre les espèces chargées et les effets de spin sur les réactions (FRONGILLO 
et al., 1998). 
Dans les années à venir, en raison de l'augmentation de la puissance de calcul des 
ordinateurs, la méthode SBS devrait trouver de nombreuses applications en chimie des 
radiations et éventuellement en radiobiologie. Le but de ce chapitre est d'expliquer les 
bases théoriques de la méthode SBS et de discuter de l'implémentation du code. Le 
programme est ensuite validé avec des simulations de systèmes modèles. Au chapitre 
suivant, le programme est utilisé pour simuler la radiolyse de l'eau et de solutions 
aqueuses par des ions lourds de différents TEL dans différentes conditions de pH et de 
température. 
IV.2. Simulation Monte-Carlo de la diffusion 
IV.2.1. Particule libre 
La marche aléatoire des espèces chimiques dans le milieu aqueux est appelée la 
diffusion. La première loi de Fick (RICE, 1985) relie le flux de particules (j) 19 au 
gradient de concentration Vu(r,t) par le coefficient de diffusion D: 
j(r, t) = -DV'u(r, t) (1) 
19 Dans cette section, les variables en caractère gras indiquent des quantités vectorielles. De plus, le 
symbole correspondant en caractère ordinaire correspond à la nonne du vecteur (ex. : r=lr-rl 1n) 
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où r est le vecteur position et t est le temps. En combinant (1) avec l'équation de 
conservation de la masse 
àu( f' t) D •( t) - Û àt +V· j f, - (2) 
l'équation de la diffusion (RICE, 1985) est obtenue: 
àu~, t) = DV 2 u(r, t) (3) 
Ici, u(r,t) est la distribution de probabilité de trouver une particule à la position r au 
temps t. L'équation (3) est valide en 1, 2, 3 dimensions. Pour le travail actuel, l'étude sera 
limitée à 1 et 3 dimensions. Pour une particule ponctuelle située à la position r=r0 au 
temps t=O dans un espace à n dimensions, la condition initiale suivante20 peut être écrite: 
( ) 
ô(r-r0 ) urt =---' s n 
(4) 
Où S0 est la «surface» de la sphère de rayon ro en n dimensions21 • La solution de 
l'équation (3), qui est également appelée la fonction de Green, est (LINDHALL, 2001): 
_ (r-r0 )' 
( ) - } 4Dt ur,t -( ) 12 e 4nDt n 
(5) 
Les coefficients de diffusion des espèces chimiques dans l'eau liquide à 25°C utilisés 
dans les programmes sont présentés au tableau 1. 
OO 
20 La fonction ô(x) est la fonction Delta de Dirac, i.e. J f(x)ô(x - x 0 )dx = f(x 0 ) 
-OO 
21 Sn = 2n:n 12r;-1 /r(n/2), où l(n) est la fonction gamma. On a donc S1=2 et S3=4m02 (ZELENYÏ et 
MILOVANOV, 2004) 
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Tableau 1 : Coefficients de diffusion (D) et rayon des espèces chimiques 
Espèce D (10- ms-) R(nm) Espèce D (10- ms-) R(nm) 
H 7.0 0.19 02·- 1.75 0.22 
·OH 2.2 0.22 HOi 2.3 0.21 
H202 2.3 0.21 H02- 1.4 0.25 
H2 4.8 0.14 0(3P) 2.0 0.20 
e aq 4.9 0.50 o·- 2.0 0.25 
H+ 9.46 0.25 03.- 2.0 0.20 
Off 5.3 0.33 03 2.0 0.20 
02 2.4 0.17 
La simulation de la marche aléatoire d'une particule doit être conforme à la 
distribution de probabilité u(r,t). Pour calculer la position d'une particule après un pas 
temporel ~t dans un espace 3D, un vecteur de trois nombre Gaussiens indépendants, noté 
N3(), de moyenne µ=0 et de variance cr2=2Dôt est utilisé: 
, r(t+ôt)=r(t)+N3 (µ=0,cr~ =2Dôt) (6) 
En effet, on peut montrer qu'un vecteur de n variables indépendantes Gaussiennes 
de variance cr2 est radialement symétrique avec une densité radiale v(r) (DEVROYE, 
1986): 
' r· 1 --
v(r) = ( 2 t2 e 2cr2 
2na 
(7) 
La simulation de la diffusion d'une particule libre par la distribution Gaussienne ( 6) 
est indépendante du nombre de pas temporels. En effet, en lD, la position X d'une 
particule après deux pas temporels consécutifs (ôt1 et ôt2) est X1+X2, où X1 et X2 sont des 
variables aléatoires Gaussiennes de moyennes µ1=µ2=0 et de variances cr1 2=2Dôt1 et 
cr/=2Dôt2. Or, la somme de deux variables Gaussiennes aléatoires indépendantes est une 
variable Gaussienne de moyenne égale à la somme des moyennes et de variance égale à 
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la somme des variances (DEVROYE, 1986); X est donc Gaussienne, de moyenne 0 et de 
variance 2D(Llt1+Llti). Ceci peut être généralisé à la marche aléatoire d'une particule 
après n pas temporels consécutifs: la position de la particule est Gaussienne, de variance 
2D(Llt1+ ... +Lltn). En 3D, puisque chacune des coordonnées (X, Y, Z) de la particule est 
indépendante, chacune est Gaussienne avec une variance 2D(Llt1+ ... +Llt0 ). Ainsi la 
simulation de la diffusion d'une particule par le générateur de nombres aléatoires 
Gaussiens est indépendante du nombre et de la grandeur des pas temporels. 
IV.2.2. Particule dans un champ de force 
Si les particules se trouvent dans un champ de force F(r), un terme doit être ajouté 
au calcul du flux de particules j(r,t): 
j(r, t) = -DV'u(r, t)- r-1u(r, t)F(r) (8) 
où f est le coefficient de friction. Ce dernier est relié au coefficient de diffusion D par 
D=k8 T/f22 (EINSTEIN, 1905). En combinant l'équation (8) avec l'équation (2), on trouve 
(MOZUMDER, 1968): 
ôu(r, t) = DV' 2u(r, t)- Df3V' · (u(r, t)F(r)) 
Ot 
(9) 
où f3= l/k8 T. En coordonnées sphériques, si la force est reliée à un potentiel U par la 
relation F(r) = -V'U(r), on peut écrire (MONTROLL, 1946): 
ôu(r, t) = n[a 2u(~, t) + ôu(r, t) (3_-f3 oU(r))] 
Ot ac ar r ar (10) 
C'est l'équation de Debye-Smoluchowski (MOZUMDER, 1968), qui sera utilisée dans 
les sections à venir. 
22 La quantité k8 T est l'énergie thermique, où k8 est la constante de Boltzmann et T est la température en 
Kelvins. Plus l'énergie thermique est grande, plus l'influence de la force est faible. 
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IV.2.3. Particule dans un potentiel linéaire en lD 
Soient des particules diffusant un champ de force constant en lD, comme par 
exemple un champ électrique (AGMON, 1984). Dans ce cas, U(x)=cxet F(x)=c. 
L'équation (9), en lD, peut alors s'écrire: 
àu(x, t) _ D( a2 P a J ( ) --'------'-- - --+ c - u X, t 
at ax 2 ax (11) 
L'équation (11) est résolue par un changement de variables. On trouve alors: 
l _ (x_:_+:_D0ct t 
u(x, t) = ( )'i' e 401 
4n:Dt -
(12) 
Cette solution est identique à celle de particules diffusant librement, sauf que le 
centre de la distribution dérive en direction du gradient de potentiel avec une vitesse -
Df3c. Le dernier exemple peut être généralisé en 3D en considérant chaque composante 
du vecteur de force séparément. Pour un champ électrique E, c=eE23 . Pour le champ 
électrique créé par des ions, l'approximation est valide quand le pas temporel est "petit". 
Dans le système d'unités de HONG et NOOLANDI (1978), les pas temporels sont 
exprimés en unités rc 2 / 4D ( rc = e2 /4m;k 8 Test le rayon d'Onsager
24
). Un pas temporel 
est considéré petit si sa valeur est <0.1 dans ce système d'unité. Le générateur de nombres 
Gaussiens peut toujours être utilisé pour simuler la diffusion, mais la moyenne devrait 
être -Df3c~t, où ~t est le pas temporel. De nouveau, si l'approximation du potentiel 
linéaire est applicable, la diffusion après n pas temporels consécutifs est équivalente à la 
23 La constante de proportionnalité entr~ la vitesse de dérive et le champ électrique ( eD/k8 T) est parfois 
appelée mobilité ionique (ATKINS, 1998). 
24 Le ravon d'Onsager correspond à la distance pour laquelle l'énergie Coulombienne de deux charges 
unitaires est égale à l'énergie thennique k8 T. 
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diffusion après un seul pas temporel égal à la somme des n pas temporels (voir la section 
précédente). 
IV.3. Simulation Monte-Carlo des réactions chimiques 
En général, les réactions chimiques peuvent être écrites de la façon suivante : 
A + B ~Produits (13) 
Pour des concentrations homogènes de réactants, la constante de vitesse de reaction 
k est définie comme la constante de proportionnalité reliant le changement dans la 
concentration de produits durant l'intervalle de temps dt avec le produit de la 
concentration de réactants et de dt25 (A TKINS, 1998): 
d[Produits] = k[A JB ]dt (14) 
L'équation (14) ne peut pas être appliquée directement en cas d'une concentration 
non homogène de réactants, comme c'est le cas dans la radiolyse de l'eau. Cependant, la 
diffusion relative de particules libres et de particules soumises à un champ de force est 
aussi décrite par les équations (3) et (9) (KIM et al., 2001 ). Ainsi, les probabilités de 
réactions peuvent être calculées en utilisant une approche basée sur la diffusion relative 
de particules. L'équation (3) en coordonnées sphérique 
àp(r,t 1 ro) = n(82p(r,t 1 ro) + 2àp(r,t1 ro)J 
a &2 r fu (15) 
est utilisée pour les réactions entre les particules sans force électrostatique et l'équation 
àp(r, t 1 ro) = n[-1 ~(r2 ap(r, t 1 ro )) + ~ ap(r, t 1 ro )] 
a r 2 fu fu r 2 r (16) 
est utilisée pour les réactions entre particules chargées. Dans ces équations, D est la 
somme des coefficients de diffusion des espèces et p(r,tlro) est la fonction de Green, soit 
25 Il ne faut pas confondre cette constante de vitesse de réaction (k) avec la constante d'équilibre (K) 
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la probabilité que deux espèces initialement positionnées à distance r0 se retrouvent 
séparées par une distancer au temps t. On calcule d'abord la probabilité de survie d'une 
paire de particules Q(tlro) en intégrant la fonction de Green sur les distances possibles de 
r. La probabilité de réaction est alors W(r,tlro)== 1-Q(tlro). 
IV.3.1. Réactions totalement contrôlées par la diffusion entre particules 
neutres (type 1) 
Dans ce cas, l'équation ( 15) doit être résolue pour p(r,tlr0). Au départ, les particules 
se trouvent séparées par une distance r0. La condition initiale peut donc s'écrire : 
8(r-r0 ) p(r,t=Olr0 )= 2 4m0 
(17) 
Par définition des réactions complètement contrôlées de diffusion, si les particules 
se trpuvent à une distance inférieure au rayon de réaction (R), elles réagissent. Dans ce 
cas, le mouvement relatif de deux particules est équivalent à la diffusion autour d'un objet 
sphérique, avec un puits à r==R. On peut ainsi écrire la condition limite intérieure 
suivante: 
p(R,tlr0)=0 pour t;:::O (18) 
La condition limite extérieure pourrait s'écrire: "la probabilité de retrouver deux 
particules à très grande distance est nulle". 
(19) 
La validité des conditions aux limites précédentes est discutée dans RICE (1985). 
La solution de l'équation (15) pour les conditions spécifiées est obtenue par la 
transformation de Laplace. Le résultat est : 
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(r,tlr)=-1 1 [e (-(r-ro)2)-e (-(r+ro-2R)2J] 
p 0 4mr0 .J 4nDt xp 4Dt xp 4Dt 
(20) 
La probabilité de survie d'une particule Q(tlro) est donnée en intégrant la fonction de 
Green sur toutes les distances possibles26 : 
00 R [I -RJ Q(t 1r0 )=f4m2p(r, t)dr = 1--Erfc 0~
R r0 ..;4Dt 
(21) 
La constante de vitesse de réaction expérimentale k peut être liée au rayon de réaction R. 
Remarquons premièrement que la constante de réaction est égale au nombre total de 
particules B traversant une surface sphérique de rayon R par unité de temps. Utilisant 
l'équation (1), on peut écrire: 
k(t) = 4nR 2 j(R, t) = 4nR 2D 8p(r,t I ro)J 
Or r=R 
(22) 
En utilisant la probabilité de réaction (20) à r=R dans (22), on trouve: 
k(t)=4n:RD[l+ .J:DJ (23) 
À concentration homogène, ou lorsque t~oo, on obtient une relation entre la constante de 
réaction k et le rayon de réaction R: 
k( oo) = 4nRD (24) 
Cela donne un algorithme pour calculer les probabilités de réactions de type l à 
chaque pas temporel. Premièrement, on utilise les coefficients de diffusion des deux 
particules et la constante de réaction pour calculer R. À chaque pas temporel ~t, nous 
utilisons directement : 
26 La définition de la fonction d'erreur complémentaire Erfc(x) est: Erfc(x) = ~ f e-u' du 
'V 1[ ' 
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R [ r -R] W(r0 ,~t)=-Erfc ~
r0 4D~t 
(25) 
pour calculer la probabilité de réaction W(r0,~t) entre deux particules. Si les particules 
n'ont pas réagi, on vérjfie s'ils peuvent réagir avec d'autres molécules voisines. S'il n'y a 
pas de réaction, les particules diffusent. 
Tableau 2: Réactions de type I 
Réaction k (M. s·1) R(nm) pRcac/ 
H+H~H~ 5.03 X lO 0.38 0.25* 
H·+e·aq~H2+0ff 2.50 X 1010 Lll 0.25* 
H+0(3P)~OH 2.02 X 1010 0:29 1.00 
H+o·~off 2.00 X 10 10 0.29 1.00 
OH+0(3P)~Ho2· 2.02 X 10
10 0.63 1.00 
H++03 -~üH+02 9.00 X 10
10 0.61 1.00 
H02+0(3P)~02+0H 2.02 X 10
10 0.62 1.00 
0(3P)+0(3P)~02 2.20 X 10
10 l.45 1.00 
(*)Il s'agit ici de réactions avec facteur de spin (type V) 
IV.3.2 Réactions partiellement contrôlées par la diffusion entre particules 
neutres (type II) 
Dans ce cas, une collision entre deux particules peut donner une réaction chimique 
avec une probabilité qui dépend de la vitesse de réaction k. Dans cette section, deux 
nouvelles constantes de vitesses sont introduites, soient la constante de réaction par 
diffusion kciif et la constante de réaction par activation kact· La diffusion relative des 
particules est également décrite par l'équation ( 15). De même, les conditions initiales 
(17) et la condition de limite externe (19) s'appliquent. Cependant, les conditions limites 
intérieures changent : 
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k p(R t 1 r ) = 4n:R 2D ôp(r,t 1 ro)J 
act ' 0 Or 
r=R 
(26} 
Pour simplifier des calculs, nous pouvons définir kiir et v, la vitesse de réaction, par: 
k 4 DR kact d.f = TC et V=--' 4n:R 2 
(27) 
Les quantités suivantes péuvent également être définies: 
R , _ vR
2 
_ Rv+DR; b- r0 -R 
tr- a- -
c R v + D ' R D ' J 4Dt (28) 
Par un développement similaire à celui présenté à la section précédente, en utilisant de 
nouveau les transformées de Laplace, nous retrouvons une expression compliquée pour la 
probabilité de survie des particules : 
(29) 
Nous voudrions obtenir kiir et kact à partir de la constante de vitesse de réaction k. Dans 
ce cas, la constante de réaction observée est égale au taux auquel les espèces A et B 
réagiraient si la diffusion était infiniment rapide, kact multipliée par la probabilité de 
réaction à r=R, soitp{R,tlro). Ceci peut s'écrire de la façon suivante (NOYES 1961, RICE 
1985): 
k(t)=kactP(R,tJr0 = act dif l+~ea Erfc a) ) k k. [ k 2 ( J 
kdif + kact kdif 
(30) 
À la limite des temps très longs27 , k(t) peut être écrit (NOYES, 1961): 
(31) 
' () 1 ( l 3 ) 27 On peut utiliser le développement en séries ez Erfc z = C 1-~ + --4 - ••• z-vn 2z 4z 
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La constante de vitesse de réaction expérimentale k correspond à t~oo. L'équation (31) 
devient alors28 : 
1 1 1 -=--+--
k kdif kact 
(32) 
La probabilité de réaction devient alors : 
(33) 
Ainsi, la somme du rayon de deux réactants peut être utilisée comme le rayon de réaction 
R. Puisque k et kctir sont connus, il est possible d'obtenir kact· Pour simuler ces réactions, 
l'algorithme suivant peut être utilisé: 
1. Simuler la diffusion des particules 
2. Si b>O, utiliser l'équation (33). Générer un nombre aléatoire et vérifier si une 
réaction a lieu 
3. Si b<O (r0<R), remettre les particules à leur position précédente et revenir à 
l'étape 1 
L'expansion en séries décrite à la page précédente est très utile pour calculer (33), 
puisque ez
2
Erfc(z)~ 1/(~z) est précis à 0.5% pour z>lO (RZAD et al., 1970). Ceci 
évite le calcul de la fonction d'erreur complémentaire. On remarque également que pour 
la limite v~oo (limite des réactions totalement contrôlées par la diffusion), R'err ~R et le 
deuxième terme de l'équation (33) est nul, ce qui donne l'équation (25). 
28 Si k,c1-+oo, k-0i1-+k; on retrouve alors les résultats de la section précédente. 
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Tableau 3: Réactions de type II 
Réaction k (M- 1s- 1) R(nm) PReac Réaction k (M- s- 1) R(nm) 
H'+OH~H20 1.55 X 10 0.41 0.33 H202+e-.q~Off+OH l.!OxlO 0.71 
H+H202~H20+0H 3.50 X 10
7 0.40 0.00 H202+0ff~H02-+H20 4.75 X 108 0.54 
H+Off~H20+e-aq 2.51X107 0.52 0.00 H102+0(3P)~H02+ OH 1.60 X 109 0.41 
H+02 ~H02 2.10 X 10
10 0.36 0.67 H102+0-~H02 +0ff 5.55 X 10
8 0.46 
H+Ho2·~H202 1.00 X 10
10 0.40 0.19 H2+0(3P)~H+QH 4.77 X 10
3 0.34 
H+02·-~H02- 1.00 X 10
10 0.41 0.20 H2+0-~H+Off l.21 X 10
8 0.39 
·QH+OH~H202 5.50 X 10
9 0.44 0.55 e-aq+02~02·- l.74x 10 10 0.67 
·oH+H202~H02+H20 2.88 X 10
7 0.43 0.00 e-aq+H02 ~H02- l.29 X 10
10 0.71 
OH+H2~H+H20 3.28 X 10
7 0.36 0.00 OH-+H02·~02 -+H20 6.23 X 10
9 0.54 
·oH+e-.q~Off .. 2.95 X 10 10 0.72 0.49 Off+0(3P)~H02- 4.20 X 10
8 0.53 
OH+Off~O-+H20 6.30 X 10
9 0.55 0.08 02+0(3P)~O.i 4.00 X 109 0.37 
"OH+H02 ~02+H20 7.90 X 10
9 0.43 0.33 02+0·-~03- 3.70 X 109 0.42 
OH+o2 -~02+0ff 1.07 X 10
10 0.44 0.64 H02+H02 ~ H202+02 9.80 X 105 0.42 
OH+H02-~H02+0ff 8.32 X 10
9 0.47 0.42 H02+02 -~ H02-+02 9.70 X 10
7 0.43 
OH+o-~Ho2- 1.00 X 109 0.47 0.03 H02-+0(3P)~02 -+OH 5.30 X 10
9 0.45 
·0H+o3·-~02-+H02· 8.50 X 10
9 0.42 0.42 
IV.3.3. Réactions totalement contrôlées par la diffusion entre particules 
chargées (type III) 
Dans le cas de particules chargées, il existe une interaction Coulombienne entre les 
espèces. Comme pour les réactions précédentes, on calcule d'abord la fonction de Green 
p(r,t) puis la probabilité de survie des espèces Q(r,t). En coordonnées sphériques, le flux 
de particules (8) peut s'écrire: 
j(r, t) = n[~ -r~ ]p(r, t) = e-t/r ~(e'/r p(r,t)) 
àr r àr 
De même, l'équation de Debye-Smoluchowski (9) peut être écrite: 
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Ici, rc est le rayon d'Onsager défini à la section 2. Pour des réactions complètement 
contrôlées par la diffusion, la condition initiale ( 17) et les conditions de frontières ( 18) et 
( 19) continuent de s'appliquer. 
C'est un problème très difficile, qui doit être résolu numériquement ou par 
approximations (DELAIRE et al., 1981). CLIFFORD et al. (1984) ont introduit la 
probabilité de réaction ultime W oo(r), qui est la probabilité de réaction de particules 
initialement séparées par r à t~oo. La probabilité de réaction peut alors s'écrire: 
Preac (r, t) = Wx(r)W* (r, t) (36) 
Reprenons l'équation (36). À l'équilibre, dp(r)/dt =O, ce qui donne : 
0 1 d [ 2 r fr d ( -r !r ( ))~ =-- r e' - e 'p r 




reff = 1 rlr et Reff = CIR -e c 1- erc (38) 
Après deux intégrations de l'équation (38) et utilisant les conditions initiales et de 
frontière, on trouve W oo(r) en termes de reff et Reff: 
(39) 
En utilisant plusieurs approximations, CLIFFORD et al. (1984) écrivent la probabilité de 
réaction suivante : 
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La validité de l'équation (40) est discutée dans RICE (1985). Cette formule est précise 
pour des solvants de haute permittivité comme l'eau. Par analogie avec l'équation (35), 
on peut relier la constante de réaction k à Rerr : 
k(oo) = 4nDRctf (41) 
Le rayon de réaction est donné par l'inversion de (38) : 
(42) 
Pour calculer la probabilité de réaction à chaque pas temporel, on peut utiliser 
directement (41) avec rerr et Reff· On peut noter qu'en prenant la limite rc---+0 (pas de 
champ électrique entre les particules), rer~r et Rer~R l'équation (40) est alors 
équivalente à l'équation (25). Il n'y a que deux réactions de ce type incluses dans les 
IV.3.4. Réactions partiellement contrôlées par la diffusion entre particules 
chargées (type IV) 
Cette section explique le traitement des réactions entre particules chargées dans le 
cas de réaction partiellement contrôlée par la diffusion. C'est une généralisation des 
réactions de type II et III. Comme à la section précédente, l'équation de Debye-
Smoluchowski avec potentiel Coulombien est utilisée : 
8p(r,t) D 1 o [ 2 r.1r o { -rtr ( .))il 
at = r" Or r e. Or \e . p .r,t J 
la probabilité de réaction est encore sous la forme 
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dans ce cas, on utilise une condition de frontière interne différente: 
- ôW~r,t) = ~ (1-w*{r,t)) (45) 
En utilisant les transformées de Laplace, une expression familière est retrouvée: 
Woc,(r) = R~ff and W*(r, t) = Erfc(b)-ea'+2abErfc(a + b) (46) 
rcff 
Dans ce cas, cependant, a et b sont définis de la façon suivante: 
4R. 
2
a HJ:t . h 2 ( rc ) a=-- -sm -
r 2 D' . 2R 
c 
(47) 
b = ~ [coth(~)- coth(~J] 4 D't 2r 2R (48) 
où 
rcD. kact a-v+ · v---- R 2 (1- e -rJR)' - 4nR 2 (49) 
Ici, R"eff est défini comme: 
(50) 
En prenant la limite rc-O (pas de champ électrique) dans les équations de la section 
précédente, les expressions de a, b et R"etr se réduisent à celles des réactions de type Il. 
De même, à la limite v-oo (réactions contrôlées par la diffusion), la probabilité de 
réaction se réduit à l'équation (40). 
Les réactions de type IV sont présentées au tableau 4. À l'exception de la réaction 
e·aq+H+ ---7H, la plupart des réactions impliquent des espèces chimiques qui sont présentes 
en quantité peu importante dans les conditions normales de la radiolyse de l'eau. 
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Tableau 4: Réactions de type IV 
Réaction k (M. s·) R(nm) PReac 
e·aq+H+~H" 2.1 J X JO > 0.75 0.04 
e·aq+o2--~H202+20ff J.29 X 10
10 0.72 0.39 
e·aq +H02-~0 ·+off 3.51X109 0.75 0.07 
e",q+0-~20ff 2.31 X 10
10 0.75 0.96 
H++o2· ~H02 4.78 X 1010 0.47 0.27 
H++H02-~H202 5.00 X 10 10 0.50 0.29 
H++o·~-oH 4.78 X 10 10 0.50 0.24 
02·+0-- ~02+20ff 6.00 X 108 0.47 0.06 
Ho2·+0· ~02--+0ff 3.50 X 10
8 0.50 0.03 
o·+o-~H202+2off Î.00 X 108 0.50 0.02 
0·+03··~202-- 7.00 X 108 0.45 0.08 
IV.3.5 Réactions avec facteur de spin (type V) 
Ces réactions sont celles entre les espèces dont le temps de relaxation des spins est 
long (FESSENDEN et al., 1981). Dans ce cas, le spin des particules doit être différent 
pour que la réaction se produise. Les réactions concernées sont H+H·--+H2, 
de manière aléatoire. Ces réactions sont traitées exactement comme celles de type I ou de 
type III selon leur charge, mais la réaction peut se produire seulement si leurs spins sont 
différents. Si c'est le cas, la probabilité de réaction (type I or III) est multipliée par- un 
facteur 0. 5. 
IV.3.6. Réactions avec le fond continu (type VI) 
Pour ces réactions, on suppose que l'espèce B est présente en concentration 
homogène connue dans la solution. La concentration de cette espèce ne doit pas être trop 
élevée car il faudrait alors tenir compte de l'effet direct de la radiation sur les molécules 
en solution. Dans ce cas, par définition de la constante de vitesse de réaction k, on peut 
écrire l'équation différentielle suivante : 
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.d[A] = -k[A][B]dt 
En assumant [B] constant29, on trouve: 




Pour le programme SBS, la quantité d[A]/[A] peut être interprétée comme la 
probabilité qu'une espèce de type A réagisse avec une espèce de type B du fond continu. 
Les valeurs de k et [B] étant connues, on peut calculer la probabilité que l'espèce A 
réagisse avec B durant un pas temporel dt en utilisant l'équation (53). La quantité k[B] 
est appelée le pouvoir de capture, ou scavenging power, dont les unités sont des s-1• 
L'inverse du pouvoir de capture donne une valeur approximative du temps nécessaire 
pour que la réaction se produise. Les réactions avec le fond continu qui n'ont pas de 
réaction inverse sont présentées au tableau suivant. 
Tableau 5: Réactions avec le fond continu (type VI) 





2.10 X IO 
2.88 X 107 
l.90 X 103 
J.74 X 1010 
IV.3.7. Réactions d'équilibre 
Il existe plusieurs réactions pour lesquelles la réaction inverse peut se produire avec 
une probabilité· significative (réactions d'équilibre). Un exemple important dans la 
radiolyse de l'eau est la réaction: 
29 Pour certaines réactions, par exemple Ho;--+ H- + o;-, il n'y a pas d'espèces de type« B ».Ce sont des 
réactions d'ordre O; les unités des constantes de vitesses sont des s-1• Pour traiter ces réactions chimiques, 
. on considère la réaction équivalente Ho;+ H20--+ H30+ + q;-, et on utilise [H20]-55.5 Mol/L. Ces 
réactions sont dites de pseudo-ordre 1. Les deux approches sont équivalentes. 
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H30+ + o;- ~Ho;+ HzO 
La réaction inverse peut être très importante, car les formes acides et basiques de la 
molécule réagissent différemment avec les autres espèces. Ces réactions sont traitées 
comme des réactions avec le fond ·continu, avec une constante de vitesse pour la réaction 
directe (ka) et une pour la réaction inverse (kb). Les probabilités de réaction sont données_ 
par l'équation (53). Certains problèmes surviennent lorsque cette approche est utilisée en 
milieu acide ou lorsque le temps de simulation est plus grand que la microseconde, dans 
le programmes SBS et également IRT. On remarque d'abord que la probabilité de 
réaction peut être supérieure à 1 si le pas temporel dt et/ou [B] sont suffisamment élevés. 
De plus, pour la réaction (53) en milieu acide, la probabilité de réaction directe est élevée, 
mais la probabilité de réaction inverse est beaucoip plus élevée. Ainsi, en milieu acide, 
lorsqu'une molécule H02· effectue la réaction directe, la réaction inverse se produit 
immédiatement. La création d'une nouvelle particule (qui est suivie par sa disparition) a 
plusieurs conséquences. Non seulement cett~ opération est inutile, mais on doit calculer 
la probabilité de réaction de la nouvelle particule avec tous ses voisins, ce qui implique le 
calcul de distances. Dans le programme IRT, des temps de réaction doivent être 
. échantillonnés avec les voisins et insérés dans une liste triée. Ces opérations sont très 
coûteuses en temps de calcul. Par exemple, lors de la simulation du dosimètre de Fricke, 
une seule molécule de H02• peut faire la réaction directe-inverse 107 fois en 50 s. 
Pour éviter ces problèmes, l'équation de Henderson-Hasselbalch peut être utilisée : 
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Ici, par définition, pKa=-Log10(K), où K est la constante d'équilibre, qui est le ratio des 
constantes de vitesse de la réaction directe et de la réaction inverse. Pour le radical H02· 
ce calcul donne pKa=4.83, en accord avec la valeur acceptée (4.8). Si r est le ratio de 
probabilité entre les formes basique/acide, on trouve que les probabilités p1 et p2 d'une 
molécule d'être sous forme acide et basique sont: 
l r p, =--et P2 =--
l+r l+r 
(55) 
À chaque pas temporel, l'équation (57) est utilisée pour déterminer dans quelle forme se 
trouve la molécule. En utilisant cette approche pour la simulation du dosimètre de Fricke, 
le temps de calcul par les programmes SBS et IRT a été réduit d'un ordre de grandeur. 
Les réactions avec le fond continu qui possèdent une réaction inverse sont 
présentées au tableau 6. Remarquons finalement que certaines réactions avec le fond 
continu peuvent également se retrouver dans un autre tableau (type Il et VI, par exemple). 
Tableau 6: Réactions d'équilibre 
k (M-1s- 1) pKa 
H +Off4 e·.q·+H20 2.51 x 10
1 e·aq+H204H +Off J.58 X 10
1 
H 4 e·aq +W 5.94 x 10° (*) e·.q+W 4H 2.11 X 1010 9.6 
oH+off4 o· +H20 6.3o x 10
9 o·+H2040H+off J.02 X 10
6 11.9 
oH4o·+w ?<*> o·+lf40H 4.78 X 1010 11.9 
H202+0ff4H02"+H20 4.75 X 101 H02"+H:i04 H202+0ff 3.83x 104 
H2024H02-+H+ ? (*) H02-+H+4 H20 2 5.00 X 10
10 11.75 
W+Off4H20 1.125 X 10 11 H20-4H++Off NIA pKw=l4 
H02 +Off40H+H02" 6.23 X 109 02"+H20 4H02+0ff 7.47 X 10"2 
H024W+02" 7.15 X 105 (*) 02· +lf 4H02 4.78 X 10 10 4.8 
Ü2+Ü 0 4Ü3 0 3.70 X 109 Ü3-4 Ü2+0· 2.66 X 103 (*) 
Note : les réactions en rouge du tableau ne sont pas incluses dans les programmes SBS et 
IRT 
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IV.4. Réactions de contact vs réactions en solution 
SANO et TACHIY A (1981) font la distinction entre la recombinaison géminée et la 
recombinaison en solution. La recombinaison en solution correspond aux réactions 
chimiques discutées à la section précédente. La recombinaison géminée est la 
recombinaison immédiate qui suit la création des espèces chimiques. Les probabilités de 
ces réactions pour une collision sont (GOULET and JAY-GERIN, 1992; FRONGILLO 
and al., 1998) : 
e-r/R _ e-rJ(R+Rs) 
prcac = k 
-r/R -rJ(R+Rs) dif (1 -r,/R) e -e --- -e 
kact 
(56) 
R est le rayon de réaction, kctif, kact and rc ont été définis plus tôt et Rs est la distance de 
séparation après une rencontre infructueuse, pris ici comme 0.3 nm. Pour les réactions 
totalement contrôlées par la diffusion, P reac= 1, comme prévu. Pour les particules neutres, 
l'expression (58) peut être simplifiée: 
(57) 
Un exemple important qui illustre la différence entre la réaction en solution et la 
recombinaison géminée est la réaction H+ + e~q ~ H. Dans ce cas, la probabilité de 
réaction à chaque collision est seulement 3.8x10-2 pour la recombinaison géminée; 
cependant, le -6.G de cette réaction est -0.5 lors de la radiolyse de l'eau liquide par des 
protons de 300 MeV. 
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IV.5.Position des nouvelles particules après une réaction chimique 
Supposons que deux particules initialement aux positions r 1 ' et r 2' réagissent, au 
temps t. Il faut déterminer la position des nouvelles particules si le rayon de réaction est 
R. En première approximation, on peut placer le vecteur position du site de réaction r r 
entre les deux anciennes particules, à distance un poids correspondant aux coefficients de 
diffusion (BOLCH et al., 1988, 1990) : 
(58) 
S'il y a un produit, il est placé à la position rr. S'il y a deux produits ou plus, ils sont 
placés de manière aléatoire autour du site de réaction r r, séparés par une distance égale au 
rayon de réaction. Une approche plus générale a été développée pour le programme IRT, 
·qui permet de calculer la position de deux produits à des temps longs (CLIFFORD et al., 
1986). Pour que le programme SBS donne des résultats similaires à IR T, cette méthode 
est également utilisée dans le programme SBS. L'algorithme est rappelé brièvement ici. Il 
faut d'abord générer deux vecteurs aléatoires S1 et S2. 
Le vecteur S1 est de longueur égale au rayon de réaction R. En coordonnées 
sphériques, seulement la direction du vecteur, donnée par e et S, doit être déterminée. 
Étant donné la symétrie cylindrique autour de r', l'angle S est distribué uniformément 
entre 0 et 2n:. Cet angle peut être généré par: 
(59) 
L'angle 0 est généré de la façon suivante: 
0 = Cos-1 ( 1 + ~ In(l - U 2 (1- e-2a n J (60) 
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Ici U 1 et U2 sont deux nombres aléatoires uniformément distribués entre 0 et 1, r' est la 





Le vecteur Si est généré en échantillonnant une distribution Gaussienne de vanance 
cr~ (1+cr~1cr;) par la méthode de Box-Muller. 
(62) 
Le vecteur S1 est décrit complètement en coordonnées sphériques par (R, 0, S). En 
utilisant (20) pour générer Si, on peut obtenir les vecteurs positions ri et ri des nouvelles 




D 2(s2 -s1) r2 = 
D1 +D2 
(63b) 
Si la réaction donne un produit, on peut placer ce dernier à mi-chemin entre ri et ri. S'il y 
a trois produits, les deux premiers sont aux positions r 1 et ri et le troisième sera placé à 
mi-chemin entre ri et ri. 
IV.6.Implémentation de l'algorithme de simulation 
L'algorithme de simulation Monte-Carlo SBS est présenté à la figure 1. 
L'utilisation du langage C++ est recommandé pour implémenter, l'algorithme, pour son 
efficacité dans le calcul numérique, la programmation orientée objet qui permet de créer 
des structures pour modéliser un système et la possibilité d'incorporer des librairies de 
visualisation comme OpenGL ou DirectX. 
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Diffusion coefficients 
Reaction rates 
Panicles positions at the 
end of the pbysico-
chemical stage 
t=t+dt 
( Beginning ofprogram ) 
Read parameters 
Rcad positions of the paniclcs 
Yes 




Evaluate the probability of 






Evaluaie probability ofreactions 




Calculation of the ncw position(s) 
of the particle(s) 
No Yes 
____ y_ 
lc:sp: particle index 
t: elapsed time 
IF: final simulation time 
dt: temporal step 
" Remove old particles 
Create new particles 
Yiclds calculation 
and statistics 
Record the positions of particles at lime t 
( Endofthe ) 
' .._ simulation _J 
Figure 1: Algorithme de simulation de la chimie hétérogène par la méthode SBS 
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La marche aléatoire des particules est calculée à partir du générateur de nombres 
aléatoires Gaussiens. Si une particule est chargée et que ~t<O.l dans le système d'unités 
de HONG et NOOLANDI (1978), un champ électrique est calculé à partir des ions 
voisins et leur contribution est ajoutée au mouvement des particules. Pour chaque paire 
de particules voisines, une probabilité de réaction est calculée en utilisant les équations 
présentées à la section précédente. Les probabilités de réaction sont également 
échantillonnées pour les possibles réactions avec le fond continu. 
En examinant l'algorithme de simulation, on constate qu'il y a une boucle sur les 
particules imbriquée dans une boucle sur le temps. Il y a également une boucle sur les 
particules voisines dans le programme lorsque les probabilités de réaction avec les 
voisins sont évaluées. Ainsi, à chaque pas temporel,. les probabilités de réaction avec 
toutes les particules voisines doivent être échantillonnées. Le nombre de voisins étant 
environ égal au carré du nombre total de particules (N), le programme doit déterminer 
efficacement les particules voisines. Une évaluation de la performance du programme a 
montré que cet aspect est plus important que le calcul des probabilités de réaction en ce 
qui concerne le temps de calcul. 
Certaines techniques peuvent être utilisées pour déterminer efficacement les 
particules voisines. Une liste de voisins construite à partir des particules de départ est un 
choix possible, mais puisque le nombre de voisins est de l'ordre de ~N2, il faut 
énormément de mémoire (> 1 Go) même pour des systèmes de taille moyenne. Dans notre 
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programme, le volume initial est divisé en volumes plus petits « bins »30, qui contiennent 
un petit nombre de particules. La taille du « bin » est déterminée à partir du plus long pas 
temporel par la relation <r2>=6Ddt. Les particules appartenant à un « bin » sont 
voisines. De même, les particules des « bins » adjacents sont également voisines des 
particules de ce « bin ». Cette technique est un peu plus lente que celle de la liste de 
voisins, mais elle a l'avantage de nécessiter très peu de mémoire. 
Avant de calculer une probabilité de réaction, la possibilité de réaction entre deux 
espèces est vérifiée en associant un numéro de réaction à deux réactants dans un tableau. 
Si l'élément associé aux espèces 1 et 2 est 0, alors il n'y a pas de réaction possible et le 
programme passe à la prochaine paire de particules. 
IV.7. Méthode des temps de réaction indépendants (IRT) 
La simulation des étapes physiques et physico-chimiques est habituellement très 
rapide, ne demandant que quelques secondes ou quelques minutes dans la plupart des cas. 
Le temps de calcul est beaucoup plus long pour la simulation de l'étape de chimie· 
hétérogène, qui demande le calcul dé probabilités de réaction pour chaque paire 
d'espèces chimiques. La méthode des temps de réaction indépendants (« Independent 
Reaction Times», ou IRT) permet également de faire le calcul des rendements de façon 
beaucoup plus rapide. Cette méthode est décrite ici. 
On utilise d'abord les constantes de vitesse des réactions chimiques et les 
coefficients de diffusion (qui varient en fonction de la température) pour calculer les 
30Les calculs de rendements de l'étape de chimie hétérogène sont habituellement beaucoup plus longs que 
les calculs des étapes physiques et physico-chimiques. En divisant le volume d'intérêt en « bins », il est 
possible de diviser la tâche à accomplir entre différents processeurs. Il a donc été possible de 
«paralléliser » le code, ce qui a pem1is un gain important en perfonnance. 
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différentes quantités telles que les rayons de réaction et les probabilités de réaction de 
contact en utilisant les équations données à la section précédente. 
Le programme va ensuite lire un fichier de position des particules radiolytiques à 
10-12 s. Certaines espèces chimiques sont déjà en contact à ce moment; pour ces 
particules, on utilise les probabilités de réaction de contact et on détermine s'il y a 
réaction. S'il n'y a pas de réaction, les espèces sont séparées par une distance égale au 
rayon de réaction plus 0.3 nm, le diamètre d'une molécule d'eau. Pans le cas où il y a 
réaction, on remplace les particules par les produits et on vérifie également si ces 
nouvelles particules sont en contact avec celles déjà en place. À la suite des réactions de 
contact, toutes les.particules sont séparées d'une distance au moins égale aux rayons de 
réactions. On considère ensuite les paires de particules une à une. Pour chacune de ces 
paires, on génère un nombre aléatoire et on vérifie si cette paire va survivre en la 
comparant à la quantité Winf définie à la section précédente. Si la paire ne survit pas, il y 
a réaction. Connaissant la distance entre les deux particules et le rayon de réaction, on 
détermine le temps auquel la paire va réagir à partir d'un autre nombre aléatoire. Dans le 
cas des réactions de type Il et IV, une inversion numérique est utilisée. Le temps de 
réaction est alors inséré dans un tableau selon un ordre croissant. 
Lorsque tous les temps sont calculés, le tableau des temps d~ réaction est lu par le 
programme; une réaction chimique a lieu au temps donné. Les particules de la paire en 
question sont alors éliminées du tableau, car les particules ont déjà réagi. Par contre, les 
produits sont placés et ces derniers peuvent également réagir avec des particules en place. 
On va donc échantillonner les temps de réaction des nouvelles particules avec celles déjà 
en place puis insérer ces temps dans le tableau, en prenant soin d'y ajouter le temps de 
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création des nouvelles particules au temps de réaction. Le programme va ainsi parcourir 
le tableau des temps de réaction jusqu'au temps final, habituellement 10-6 s. 
IV.8. Simulation de systèmes modèles 
Avant de présenter les résultats de simulation de la radiolyse de l'eau (au chapitre 
suivant), les algorithmes ont été testés sur des systèmes modèles, qui sont des trajectoires 
de particules générées par les programmes IONL YS-TRACION and IONL YS-
TRACELE (COBUT et al., 1998) pour lesquelles toutes les particules du système sont 
remplacées par un où deux types différents. Ces systèmes modèles sont utilisés par les 
programmes IRT et SBS pour simuler les réactions chimiques durant la phase de chimie 
hétérogène (-10- 12-10-6 s). Cette procédure permet de vérifier les algorithmes du 
programme pas-à-pas pour des réactions individuelles. Des simulations semblables ont 
déjà été publiées (GREEN et al., 1990) pour valider la méthode IRT. Dans tous les 
systèmes modèles, certaines espèces sont déjà en contact (i.e. leur distance est plus petite 
que le rayon de réaction) au moment de leur création. Le ~G de ces «réactions de 
contact» est calculé en utilisant les équations de recombinaison géminée, comme c'est 
également le cas dans le programme IRT. Dans tous les systèmes modèles, l'accord des 
résultats des réactions de contact entre les dèux programmes est presque parfait. 
IV.8.1. Simulation de systèmes simples 
Des systèmes modèles comportant un seul type de . particules au départ ont été 
utilisés pour tester les rfactions de type I, II, III, V et VI (figure 2). Le premier est un 
système comprenant seulement des particules 0(3P). La seule réaction importante qui a 
lieu est 0(3P)+0(3P)~02 . Le deuxième ne comporte que des radicaux H·. La seule 
réaction importante est H·+H·~H2, une réaction de type 1 pour laquelle un facteur de spin 
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statistique a été inclus (type V selon notre classification). L'accord entre les valeurs de 
~G calculés par IRT et SBS pour ces réactions est excellent. Pour les réactions de type II, 
un système comportant seulement des molécules ·OH a été simulé. Ce système permet de 
tester la réaction ·OH+·OH~H202 . On constate également un bon accord entre résultats 
des deux programmes. Pour tester les réactions de type III, un système modèle 
d'électrons hydratés a été simulé. La réaction la plus importante est e-aq+e-aq~H2+20ff, 
qui est en réalité de type V car un facteur de spin statistique est également pris en 
considération. Dans ce cas également, l'accord entre les résultats des deux programmes 
est excellent. Un système modèle d'ions H+ a été simulé pour tester les réactions de type 
VI. Dans ce cas, les H+ vont réagir avec les Off du fond continu pour former H20 par la 
réaction H++Off~H20. Dans ce cas, les résultats des programmes SBS et IRT sont 
pratiquement confondus. 
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OH+·oH->H202 (Type 11)_ -- - ----
--IRT 
-----·SBS 
e· +e· ->H +20H- (Type Ill*) 1 aq aq 2 
Time (s) Time (s) 
Figure 2: Simulation de systèmes modèles comportant un seul type d'espèce chimique; 
calcul du ~G par SBS(-) et IRT (---).Réactions de type I: (1) H· et (2) 0(3P); type II: 
·OH; type III: e-aq et type VI: H+. Les réactions concernées sont indiquées sur les 
graphiques. Dans le cas du système d'espèces H', ces derniers réagissent avec les Off 
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IV.8.2. Simulation de systèmes mixtes 
Des simulations de systèmes modèles comportant deux types de réactants ont 
également été effectuées. Le premier système comporte des molécules H· et ·OH. Les ~G 
des trois réactions possibles sont en bon accord avec ceux calculés par IRT. Cependant, le 
~G de la réaction H·+·OH calculé par SBS est un peu plus élevé que celui calculé par 
IRT. La cause de cette différence n'a pu être établie. 
4.0 1.0 
--IRT 
- - - · SBS With EF 
--IRT 
3.5 - - - ·SBS OH+ OH->Hp2 (Type Il) 




c 0.6 :::i 2.5 
.J:J e·.q +e·aq->H2 +20ff (Type Ill*) .... Cil 2.0 -(9 0.4 
<l 1.5 
H+OH->Hp (Type Il) 
------------------ 0.2 
1.0 
(Type I*) O.O-t--,...,..,..,,,...-,-,.,,.,.. .......... ~"""1""-r-T,.,.,....,.._...-rriTmr--r-r,.,.,..,,.--...,..,.,.,~ 0.0 ~~~~=-rTTTm.---..-.:.....nmr--r-r ........... __....,..,....,,,,,.--.-.-..J 
10-13 10·12 10·11 10-10 10·9 10·8 10·7 1 O" 10-" 10"" 10"11 10"9 10-' 
Time (s) Time(s) 
Figure 3: (Gauche): Simulation de systèmes mixtes de H· et ·OH. Les réactions 
importantes dans ce système sont H·+H·~H2, ·OH+·OH~H202 et H·+·OH~H20. Le 
~G pour ces réactions calculé par SBS(-) et IRT (---) sont montrés. (Droite) Simulation 
de systèmes mixtes de ff'" et e·aq· Les réactions importantes pour ce système sont Ir +Off 
~H20 (réaction avec le fond continu), e·aq+e-aq~H2+20ff et H++e-aq~H2+0ff. Le ~G 
pour les réactions calculées par IRT (-), SBS avec champ électrique(---) et SBS sans 
·champ électrique("') sont montrés. 
Pour les réactions de type IV, la réaction la plus importante est H++e-aq~H2+0ff; 
la contribution des autres réactions de ce type étant négligeable dans la radiolyse de l'eau. 
Un système modèle de H+ et e·aq a été simulé. Les réactions pour ce système sont H+ +Off 
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---+H20 (réaction avec le fond continu), e-aq+e-aq---+H2+20ff et H++e-aq---+H2+0ff·. Les 
deux premières réactions ont déjà été étudiées avec des systèmes modèles. La troisième 
réaction est de type IV. Les résultats de simulation pour ce système sont montrés à la 
figure 7. Une différence significative est constatée entre les résultats de IRT et SBS. La 
simulation a également été effectuée .sans calculer la contribution du champ électrique. 
Les résultats obtenus en incluant le champ électrique sont meilleurs. Comme il sera vu 
plus loin, le rendement de H· calculé par SBS pour la radiolyse de l'eau est inférieur à 
celui calculé par IRT; c'est cette dernière réaction qui est à l'origine de cette différence. 
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Chapitre V - Calcul des rendements de la radiolyse de l'eau 
La simulation Monte-Carlo de la chimie hétérogène par la méthode SBS a été 
détaillée au chapitre précédent et le programme développé a été validé par des 
simulations sur des systèmes modèles. Dans ce chapitre, les résultats de simulations de la 
radiolyse de l'eau par cette méthode sont comparés aux résultats des simulations obtenus 
par la méthode IR T et aux données expérimentales. La comparaison entre les deux 
méthodes a déjà été effectuée (GOULET et al., 1998), mais elle a été réalisée avec des 
protons de 0.5, 5 et 300 MeV seulement. Les programm~s IONL YS-TRACION et 
IONL YS-TRA CELE (COBUT et al., 1998) sont utilisés pour simuler les événements des 
étapes physique (<10- 15 s) et physico-chimique (~10- 15 -10- 12 s). Le fichier de position des 
espèces chimiques à la fin de l'étape physico-chimique est utilisé comme point de départ 
pour la simulation de la phase de chimie hétérogène ( ~ 10-12-10-6 s ). Les simulations 
suivantes ont été effectuées avec des ions lourds: l'évolution temporelle des rendements 
des principales espèces radiolytiques pour des radiations de faible TEL et l'effet du pH, 
du TEL, du type d'ion et de la température sur les rendements primaires. Enfin, une étude 
du rendement de ·oH produit lors de la radiolyse de l'eau par des électrons et des photons 
en fonction de l'énergie a été réalisée. 
V.1. Évolution temporelle de la trajectoire des particules 
Le développement du code SBS a occupé la majeure partie de mes activités de 
recherches au doctorat. Le programme comporte une partie permettant de faire les calculs 
et une autre partie pem1ettant la visualisation des traces. Les résultats présentés dans ce 
chapitre montrent que non seulement des figures représentant les trajectoires de particules 
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en 30 peuvent être générées, mais que les rendements calculés par ces programmes sont 
excellents. 
V.1.1. Visualisation de la trajectoire des particules en fonction du temps 
Le partie visualisation 3D du programme permet d'obtenir des images 
spectaculaires de l ' évolution temporelle des trajectoires de particules (PLANTE et al ., 
2005 ; MUROYA et al. , 2006). 
Carbon 25 MeV/e.mu Carbon 25 MeV/e.mu 0.10278 x10 -0 s 
Carbon 25 MeV/e.mu 0.10025 x1 0 -G s Carbon 25 MeV/e.mu 0.10328 x10-5 s 
Figure 1 : Trajectoire des espèces chimiques produites par un ion 12C6+ de 25 MeV/amu 
à 10- 13, 10-9, 10-7 et J 0-6 s. Chaque point correspond à une espèce radiolytique. 
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La figure 1 illustre la trajectoire de particules d'un ion 12C6+, 25 MeV/amu (TEL-75 
keV/µm dans l'eau liquide pure à 10-13, 10-9, 10-7 et 10-6 s. Chaque couleur représente une 
espèce radiolytique différente. La couleur de la trace évolue en fonction du temps, ce qui 
indique que des réactions chimiques ont eu lieu. Vers -10-6 s, la structure originale de la 
trace est perdue. Avec cette version du programme, il est également possible de faire des 
projections dans un plan (MURO Y A et al., 2006). Cette étude a permis de montrer que 
les molécules ·oH et H20 2 ont tendance à demeurer au centre de la trace, tandis que les 
électrons hydratés ont tendance à s'éloigner davantage. 
V.1.2. Évolution temporelle des rendements radiolytiques 
À la figure 2, l'évolution temporelle des rendements des espèces H·, ·OH, H2, H20 2 
et e-aq obtenue par simulation de la radiolyse de l'eau liquide pure par des protons de 300 
MeV (TEL -0.3 keV/µm) à pH neutre et 25 °C est présentée. Typiquement, des 
trajectoires courtes (100 µm) sont utilisées afin que Je TEL soit constant. Environ 5000-
30000 espèces chimiques réactives sont produites par la radiation incidente et -150 
histoires sont nécessaires afin d'obtenir des résultats avec de petites fluctuations 
statistiques des valeurs de rendements31 • Les résultats montrent que les rendements 
radicalaires diminuent et que les rendements moléculaires augmentent en fonction du 
temps, indiquant la recombinaison des radicaux pour former des produits moléculaires. 
Ceci concorde bien avec les résultats du programme IRT et les données expérimentales. 
31 En augmentant le nombre d'histoires, il est possible d'obtenir la précision désirée dans les valeurs de 
rendements. Cependant, certains paramètres utilisés dans les programmes sont peu connus et doivent être 
estimés. Une incertitude d'environ.0.1 moléc. /100 eV dans les calculs de rendements semble réaliste. 
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Figure 2: Évolution temporelle des rendements des espèces chimiques produits lors de la 
radiolyse de l'eau pure à 25 °C par des protons de 300 MeV (TEL -0.3 keV/µm), 
calculés par le programme IRT (~--)et SBS (· ··). Données expérimentales: SHIRAISHI 
et al., 1988 (•); SUMIYOSHI et KATAYAMA, 1982 (•);WOLFF et al., 1973 (o); 
THOMAS et BENSASSON, 1967 (T); BUXTON 1972 (+); DRAGANié et al., 1969 
(\7); APPLEBY et SCHWARTZ, 1969 (f>); DRAGANié et DRAGANié, 1975 (T); 
SCHWARTZ 1969 (6); ELLIOT et al., 1993 (f>); LAVERNE, 2000 (o); BARTELS et 
al., 2000 (~);JAY-GERIN et FERRADINI, 2000 (o); PIMBLOTT et LAVERNE, 1997 
(~) 
Les différents rendements primaires (les rendements à -1 o-6 s, notés Gx) doivent 
également observer certaines équations de conservation. Pour la cohérence des résultats, 
les rendements primaires des espèces «réductrices» (e-aq, H· et H2) et « oxidantes » 
(·OH et H20 2) devraient être égales : 
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(1) 
(2) 
Leurs valeurs sont égales au rendement de la décomposition de l'eau: 
G.H,o =Ge;;, +GH. +2GH, =G.OH +2GH,o, (3) 
Pour un TEL d'environ -0.3 keV/µm, nos calculs donnent Gred= 4.06 et Gox = 3.97 
molécules/100 eV. Ces valeurs sont en bon accord avec la valeur expérimentale G.H
2
o = 
4.15 molécules/100 eV. 
V.2. Rendements primaires 
Dans cette section, l'effet du pH, du TEL, du type d'ion, de la température et des 
simulations réalisées avec le nouveau code des photons sont présentées. 
V.2.1. Effet du pH sur les rendements radiolytiques 
Une étude de l'effet du pH sur les rendements primaires de la radiolyse de l'eau en 
milieu acide a été réalisée en simulant des concentrations d'acide sulfurique variant entre 
0 et -0.4 M (AUTSA V APROMPORN et al., 2007). Le modèle de Bronsted-Bjerrum des 
réactions ioniques et la théorie étendue de Debye-Hückel ont été ajoutés dans le 
programme pour tenir compte de la force ionique dans les réactions chimiques. La 
constante de réaction (k) qui tient compte de la force ionique est calculée en fonction de 
celle qui ne tient pas compte de la force ionique (ko) et des charges des réactants Za et Zb : 
( k J ( 1
112 
) log - = 1.02ZaZb 112 -2bI k 0 l+I 
(4a) 
I = (l/2)LCiZt (4b) 
1 
Où Ci est la concentration du réactant Zi (SOLOMON, 2001). 
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La figure 2 illustre les valeurs de G.ott. Ge-aq+H·, GH2 et GH2o2 pour la radiolyse de 
solutions d'acide sulfurique désaérée à 25 °C, par des protons de 300 MeV (TEL~0.3 
keV/µm), en fonction de -Log[H+]32, pour des concentrations d'acide sulfurique variant 




> Q) 0 3.8 Q) --- . ~·· 0 
0 ---------·· f ..-2.5 -... 0 0 3.6 ..--... Q) 
0 0 3.4 Q) 2.0 §_ 0 
E t 3.2 f • ........... 
1.5 :s --------:r: ., 
0 (!'.) 3.0 (!'.) 
1.0 2.8 
0.9 
0.5 > ------------- • '.!•• Q) 0.8 > " 0 Q) 0.4 BI 0 0 " ..-1 -... 0 0 T .... ..- Q) 0.7 ~ -... " 0 0.3 • 0 • Q) E 0 - -------E - 0.2 g:o.6 :r:N (!'.) 
(!'.) 
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-Log[H+] -Log[H•] 
Figure 3: Rendements primaires de ·OH, H202, H2 et e-aq + H· en fonction de -Log[H+] 
pour des protons de 300 MeV à 25 °C. Calculs par IRT(---); SBS(-). Données 
expérimentales: HAYTON, 1961 (•); CHEEK et al., 1963 (•); MATTHEWS et al., 
1972 (~); SEHESTED et al., 1973; (411); LESIGNE et al., 1973 (•);ALLEN, 1961 
(*);DRAGANié, I. G. et DRAGANié, Z.D. 2004 (+). 
3~La définition formelle du pH est -Log10(y[H"]), où y est le coefficient d'activité. 
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À la figure 2, on remarque que les résultats des calculs des programmes IRT et 
SBS sont très similaires. Seulement les points importants seront rappelés ici; une 
discussion plus formelle des résultats, incluant la contribution des réactions individuelles, 
est présentée dans AUTSA VAPROMPORN et al. (2007). 
La première observation importante est que les rendements primaires sont plus ou 
· moins constants pour des valeurs de pH variant entre 4 et 7. Ceci peut être expliqué en 
observant le pouvoir de capture de la réactio~ H+ + e~ -+ H". À pH 4, la constante de 
vitesse de réaction est 2.05 x 10 10 M-1s-1 et [H+] est 10-4 M; la réaction se produit donc à 
environ ~5x10-7 s. Ce temps correspond à la fin de l'expansion des grappes (~10-6s); ceci 
explique donc pourquoi il ·n'y pas d'effet sur les rendements primaires à pH 4 et plus. À 
pH< 4, la concentration de l'ion H+ est suffisante pour convertir certains e-aq en radical 
H· avant la fin de la phase de chimie hétérogène. Étant donné que la réaction 
·OH+ e~q -+OH- (k=2.95x10 10 M-1s-1) est plus efficace que la réaction 
·OH+ H" -+ H 20 (k=l.55xl0
10 M-'s-1), le rendement de e-aq + H· augmente à pH faible, 
en accord avec l'expérience. 
Le rendement de ·OH augmente un peu pour les valeurs de pH variant entre 0.5-4 
pour la même raison, ce qui permet plus de recombinaison de ·OH pour former H20 2. 
Ceci explique l'augmentation du rendement de Hz02 en milieu acide. La décroissance 
très rapide de G-oH en milieu très acide est due à la réaction •OH+ HSO~ -+ H20 + S04. 
Le rendement de H2 (0.45) à pH neutre décroît graduellement à pH<4. Ceci s'explique 
par le fait que la réaction H" +H" -+ H 2 (k=5.03xl0
9 M-'s-1) est moins efficace que la 
réaction H" +e~ -+ H 2 +OH- (k=2.5xl0






















Chapitre V: Calcul des rendements de la radiolyse de l'eau 
V.2.2. Effet du TEL sur les rendements radiolytiques 
Les rendements primaires sont calculés par les méthodes SBS et IR T pour l'eau 
liquide neutre (figure 3) et pour une solution acide de 0.4M H2S04 (figure 4) en fonction 
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Figure 4: Variation des rendements radicalaires et moléculaires primaires de 1 'eau 
liquide neutre en fonction du LET dans l'intervalle 0.3-6.5 keV/µm. Calculs: IRT(---); 
SBS(-). Valeurs expérimentales: ELLIOT et al., 1993 (•); MCCRACKEN et al., 1998 
(T); BURNS et SIMS, 1981 (.à); BISBY et al., 1977; (+);SAUER et al., 1977 (~); 
NALEWAY et al., 1979 (•);SAUER et al., 1983 ( ~ ). 
126 
Chapitre V: Calcul des rendements de la radiolyse de l'eau 
4.0 
• ~ GH G.OH 3.5 a 
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Figure 5: Variation des rendements primaires radicalaires et moléculaires de la radiolyse 
d'une solution de 0.4 M H2S04 (pH -0.38) à 25°C en fonction du TEL. Calculs: IRT(---
), SBS(-). Valeurs expérimentales: ALLEN, 1961 (•); SEHESTED et al., 1973 (a 
vérifier) (•); SWORSKI, 1964 (_.); LEFORT, 1957 (T); LEFORT, 1958 (+); 
COATSWORTH et al., 1960 (<11); BEDNÂR et TEPLY, 1959( .... ); COLLISON et 
DAITON, 1962 (•); BALKAS et al., 1966 (D); HARDWICK, 1952 (o); BACK et 
MILLER, 1955 (6); CHEEK et AL., 1963 ('V). 
On constate que les résultats obtenus sont généralement en bon accord avec les 
données expérimentales. Dans les deux cas, les rendements moléculaires augmentent et 
les rendements radicalaires diminuent lorsque le TEL augmente. Ceci s'explique par la 
plus grande densité d'espèces créées dans les traces de particules, ce qui augmente le 
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nombre de recombinaisons et ainsi le nombre d'espèces moléculaires. Dans le cas de H·, 
le rendement atteint une valeur maximale à -6.5 keV/µm et décroît ensuite à plus grand 
TEL. Ce maximum a été observé et son origine discutée (MEESUNGNOEN et al., 2001). 
L'augmentation continue du rendement de H20 2 en fonction du TEL est en accord avec le 
fait que l'ionisation multiple doit être incluse dans le programme de l'étape physique 
pour obtenir un maximum (MEESUNGNOEN et JAY-GERIN, 2005). Les calculs 
présentés ici n'incluent pas l'ionisation multiple. 
V.2.3. Effet du type d'ion sur les rendements radiolytiques 
Comme il a été discuté à la section précédente, le TEL de la radiation incidente est 
un facteur important qui influence la structure de trace de particules et affecte les 
rendements primaires. Cependant, le TEL seul n'est pas suffisant prédire ces rendements. 
Des calculs de rendements sont présentés à la figure 5 pour des ions 1W, 4He2+ et 12C6~ 
de TEL variant entre 0.3 et 500 keV/µm. 
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Figure 6: Effet du type d'ion sur les rendements radiolytiques. Les calculs sont effectués 
pour des ions 1H+, 4He2+ et 12C6_,_ (TEL-0.3 et 500 keV/µm). IRT(---); SBS(-). 
La différence entre les ions peut être comprise en observant les distributions 
initiales d'ions de même TEL, mais de charge différente (MUROYA et al., 2006; 
PLANTE et CUCINOTT A, 2008). Pour des ions de même valeur de TEL, la région de 
pénombre est plus importante chez les ions plus lourds que les ions c~argés. Pour ces ions 
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plus lourds, une proportion plus importante des molécules radicalaires se retrouvent dans 
la pénombre (loin du centre de la trace), ce qui leur permet d'échapper plus facilement 
aux réactions chimiques. Ainsi, pour le même TEL, les rendements radicalaires 
diminuent tandis que les rendements moléculaires augmentent pour les ions plus lourds. 
La différence entre les résultats de SBS et IRT n'excède pas ~0.1 moléc./100 eV, ce qui 
est très acceptable. 
V.2.4. Effets de la température sur les rendements radiolytiques 
La connaissance des rendements primaires est importante pour la radiolyse de l'eau 
à haute température, car la plupart des réacteurs nucléaires utilisent un système de 
modération des radiations qui fonctionne à des températures entre ~250-315 °C. La 
quantité de radiations produites étant très importante, les produits radicalaires de la 
radiolyse de l'eau sont générés en grande quantité et constituent un facteur important 
dans la corrosion des composantes du réacteur. 
Plusieurs paramètres sont affectés par un changement de la température de l'eau: la· 
densité, les coefficients de diffusion, les constantes de vitesse des réactions chimiques et 
le rayon d'Onsager. Les événements pré-diffusionnels sont aussi affectés (HERVÉ DU 
PENHOAT et al., 2001), notamment la distance de thermalisation rth, qui est la distance 
qui sépare l'électron de subexcitation du point où il se thermalise. Puisque plusieurs 
paramètres sont changés, le problème devient très complexe. Cependant, les événements 
pré-diffusionnels sont simulés en utilisant les mêmes programmes (IONL YS-TRACION 
et IONLYS-TRACELE); ainsi, pour une température donnée, les trajectoires de 
particules initiales sont les mêmes pour IRT et SBS. La plupart des coefficients de 
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diffusion, qm dépendent de la température, sont calculés comme dans le programme 
IRT: 
(5) 
De même, la plupart des constantes de vitesse de réaction sont calculées comme dans le 
programme IRT, eri utilisant la loi d' Arrhenius 
k(T) = Ae-Eact/kBT (6) 
Dans certains cas, les coefficients de diffusion et les constantes de vitesse de réaction 
sont calculés en utilisant des lissages en fonction de la température. 
Les rendements des principales espèces radiolytiques calculés par SBS sont 
comparés aux résultats du programme IRT et des données expérimentales de diverses 
origines. Puisque le but de cette étude est de comparer les résultats de SBS à ceux du 
programme IR T à haute température, une étude systématique de la variation des 
paramètres sur ces résultats n'a pas été effectuée. Une discussion plus formelle de l'effet 
de la température sur les paramètres influençant la radiolye de l'eau est discutée dans 
HERVÉ DU PENHOAT et al. (2001). Les résultats présentés sont les rendements à 10-6 
s, ce qui est différent de résultats publiés à 10-7 s. En général, les rendements ont 
tendance à augmenter avec la température, sauf celui de H20 2 . Ceci pourrait être expliqué 
par le fait que les coefficients de diffusion augmentent plus rapidement que les constantes 
de vitesse de réaction avec la température, ce qui pem1et aux espèces radicalaires 
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Figure 7: Effet de la température sur les rendements. Calculs: IRT(---), SBS(-). 
Données expérimentales: KENT et SIMS, 1992 (•); SWIATLA-WOJCIK et BUXTON 
(1998) Avec les coefficients d'extinction de ELLIOT et OUELLETTE 1994 (.A.); 
ELLIOT et al., 1993 ( T ); ISHIGURE et al., 1995 ( + ); JHA et al., 1975 (<Ill); BUXTON 
et al., 1988 (•);KENT et SIMS, 1992 (•);LIN et al., 2004 (*); SHIRAISHI et al., 1988 
(•) 
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V.2.5. Radiolyse de l'eau par des électrons et des photons 
La radiolyse de l'eau par des photons génère plusieurs électrons, dont le nombre et 
la distribution énergétique sont très différents de ceux produits par les ions lourds. Le 
programme IONL YS-TRACELE (CO BUT et al., 1998) peut donc être utilisé pour 
simuler le ralentissement des électrons produits par la radiolyse de l'eau par des photons. 
Il suffit d'avoir un fichier d'entrée similaire à celui créé par le programme IONLYS-
TRACION, dont les données sont essentiellement la position initiale, la direction et 
l'énergie des électrons secondaires. Le programme de simulation des photons a été adapté 
pour effectuer cette tâche. Sur la figure 8, nos calculs du rendement primaire ·oH sont 
présentés en fonction de l'énergie de l'électron. 
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Figure 8. Rendement primaire du radical hydroxyle (•OH) en fonction de l'énergie pour 
des photons et des électrons. Simulations: ce travail(-) (photons); MEESUNGNOEN 
et al., 2001 (-··-··) (e-); HILL et SMITH 1994 (-·-·-) (e-); PIMBLOTT 2000 (--···) (e-). 
Données expérimentales : FULFORD et al. 1999 (-· • ·-) (photons) 
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On retrouve le minimum prévu aux environs 0.1-10 keV. Or, le maximum TEL de 
l'électron est situé à ces valeurs d'énergie. Plus le TEL est élevé, plus la recombinaison 
est importante; on peut s'attendre à retrouver une diminution du rendement de ·oH à ces 
énergies. 
V.3. Différence des rendements avec IRT 
En général, on constate un bon accord entre les rendements obtenus par le 
programme SBS comparativement à ceux calculés par le programme IRT. Sur la plupart 
des graphiques, la différence est faible (<0.1 moléc./100 eV), mais paraît plus grande sur 
les graphiques à petite échelle. La différence provient principalement du fait que les 
algorithmes présentés dans au chapitre IV ne sont pas exactement équivalents à ceux 
utilisés par le programme IRT, bien qu'ils soient très similaires. En fait, il n'y a que 
l'algorithme simulant les réactions de type VI (réactions avec le fond continu) qui soit 
exactement équivalent pour les deux méthodes. La différence la plus importante entre les 
résultats provient de la réaction de type IV H+ +e-aq-+H". On remarque d'ailleurs que les 
rendements primaires en milieu acide sont plus proches des résultats du programme IRT, 
car la réaction H++e-aq-+H" est alors de type VI. 
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Chapitre VI - Applications du programme SBS 
VI.LSimulation du dosimètre de Fricke 
Le dosimètre de Fricke a fait l'objet d'études par notre groupe. Il s'agit d'une 
solution de 0.4 M H2S04 et 5 mM FeS04. Si la solution est aérée, on ajoute 0.25 mM de 
0 2. Les résultats obtenus en présence d'oxygène ont été publiés 
(AUTSA V APROMPORN et al., 2006). La même étude a été faite avec le programme 
pas-à-pas en présence et en l'absence d'oxygène. Les réactions chimiques impliquées 
dans le dosimètre de Fricke sont rappelées au tableau 1 : 
Tableau 1 : Réactions chimiques du dosimètre de Fricke 
No Réaction k (M-1s-1) Pouvoir de Référence 
ca ture (s-1) 
[Fl) e:q +H+ -4 H" 2.lxl010 
[F2] H" +02 -4 Ho; 2. lx 1010 5.25xl06 Neta et al. 1988 
[F3] 0 0H+HS04 -4SO~- +H20 1.5xl05 5.9xl04 Autsavaprompom 2007 
[F4] 0 0H+Fe2+ -4 Fe3+ +OH- 3.4xl08 1.7xl06 Lundstrôm 2004 
[F5) H- l.3xl07 6.5xl04 Bjergbakke 1989 H" + Fe2+ -4 H + Fe3+ 2 
[F6] 
H+ 
Ho;+ Fe2+ -4 Hz02 + Fe3+ 7.9xl0
5 3.95xl03 Lundstrôm 2004 
[F7] tt• H20 2 + Fe2+ -4°0H +OH-+ Fe3+ 5.2xl0
1 2.6XJ0-I Lundstrôm 2004 
[F8] so~- + Fe2+ -4 so~- + Fe3- 2.79xl08 l.4xl06 Neta' et al. 1988 
VI.1.1 Avec oxygène 
Dans la solution de Fricke oxygénée, les réactions suivantes oxydent Fe2+ en Fe3+: 
H" +02 ~Ho; 
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À partir de ces réactions, on peut obtenir G(Fe3+) à partir des rendements primaires des 
espèces radiolytiques en milieu acide par conservation de la masse: 
(2) 
Les rendements primaires en milieu acide sont connus (FERRADINI et JAY-GERIN, 
2000): 
G _ H" =3.66; GH 0 =0.78; GH, =0.40; G. 0 H =2.84; GH0 • 10._ =0.02 (3) eaq+ 2 2 - 2 2 
En utilisant ces valeurs, on trouve G(Fe3+)=15.38 moléc./100 eV. La valeur acceptée 
(pour des radiations de faible TEL) est de 15.6 moléc./100 eV. 
La constante de vitesse de la réaction de Fenton [F3] est -52 M-1s-1, et 
[Fe2+]=0.005 M. Le pouvoir de capture de cette réaction est donc 0.26 s-1. Donc, cette 
réaction se produit vers -3.85 s après l'irradiation. Ainsi, pour effectuer la simulation 
complète du dosimètre de Fricke, on doit fixer la valeur du temps final à 50 s afin de 
s'assurer que toutes les molécules de H202 présentes dans la solution ont effectué la 
réaction de Fenton; ceci est - 7 ordres de grandeur de plus que la microseconde utilisée 
habituellement pour calculer les rendements primaires. 
Sur la figure 1, on peut voir l'évolution de G(Fe3~) calculée par les programmes 
SBS et IRT pour des protons de 300 MeV (TEL -0.3 keV/µm). On observe trois montées 
très distinctes dans le rendement, qui correspondent au début des réactions [F4], [F6] et 
[F7]. La valeur de G(Fe3+) atteint un plateau vers 15.5 moléc./100 eV, ce qui est en 
excellent accord avec la valeur acceptée de 15.6 ± 0.2 moléc./100 eV. 
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Figure 1: Dosimètre de Fricke. Évolution temporelle de G(Fe3+), calculée par les 
méthodes IRT{---) et SBS (-)jusqu'à 50 s .. 
VI.1.2 Sans oxygène 
En absence d'oxygène, le radical H' va disparaître en réagissant directement avec 
Fe2.,_ [F5]. Cette réaction produit l'hydrogène moléculaire. Dans ce cas, on peut estimer 
G(Fe3~) et G(H2) (LA VERNE, 1988) : 
(4) 
La figure 2 illustre bien les réactions chimiques qui ont lieu dans le dosimètre de Fricke 
sans oxygène, chaque montée dans G(Fe3~) correspondant au début d'une réaction 
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chimique. À la fin de la simulation, on trouve G(Fe3+) = 8.2 et G(H2) = 4.11, en accord 
avec les valeurs attendues. 
SmM Feso. H,O,+Fe2·->0H+OH"+Fe'· 
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Figure 2: Évolution temporelle de G(Fe3+) (gauche) et de G(H2) (droite) dans le 
dosimètre de Fricke sans oxygène. 
VI.1.3 Effet du TEL 
Une étude de G(Fe3+) en fonction du TEL a été faite avec les programmes SBS et 
IRT, en faisant varier l'énergie des protons incidents de 300 à 2.1 MeV, correspondant à 
une variation du TEL de -0.3-15 keV/µm. Il y a deux façons d'effectuer le calcul. La 
première est d'utiliser l'équation stochiométrique (2) à partir des rendements primaires 
des espèces radiolytiques, qui peuvent être choisis à -10-7 ou 10-6 s (voir chapitre 
précédent). L'autre méthode consiste à simuler la radiolyse de la solution de Fricke 
jusqu'à 50 s. La première méthode est plus rapide, car elle ne nécessite que le calcul des 
rendements jusqu'à 10-6 s, au plus. Cependant, elle est moins précise que la simulation 
complète jusqu'à 50 s, étant donné l'imprécision quant à la fin de l'expansion des 
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grappes. La deuxième méthode est donc utilisée ici (figure 3). Les valeurs expérimentales 
sont très dispersées, mais les calculs de SBS et d'IRT sont quand même en bon accord. 
L'équation (2) montre que G(Fe3+) est plus sensible aux rendements des espèces 
radicalaires que moléculaires. Lorsque le TEL augmente, les rendements des espèces 
radicalaires diminuent, ce qui fait décroître G(Fe3+): 
17 
16 1----> <l> 15 
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0 14 ...... -c3 
<l> 13 0 
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+ ......... 11 " "" " <l> ++ ' u. + 
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Figure 3: Simulation du dosimètre de Fricke par des protons incidents de 300 à 2.1 MeV 
(TEL ~0.3-15 keV/µm) par les méthodes IRT(---) et SBS(-). Données expérimentales: 
HARDWICK, 1952b (•); HART, 1954 (6); DONALDSON et MILLER, 1955 ('\7); 
HART et al., 1956 (+); HAYBITTLE et al., 1956 (+);BACK et MILLER, 1957 (<J); 
LEFORT, 1958 (*); GEVANTMAN et PESTANER 1959 ( .... ); COATSWORTH et al., 
1960 (X); PEISACH et STEYN (0); SHALEK et al., 1962 ( ~ ); DA VIES et al., 1963 
(ô); FREGENE, 1967 ([>);!CRU report 17 (1970) (.Â); SAUER et al., 1978 (*);!CRU 
report 34 (1982) (•); ELLIOT et al., 1996 (*). 
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VI.t.f Simulation du dosimètre de Fricke par des électrons et des photons 
Le nouveau programme de transport des photons qui a été développé et présenté au 
chapitre III a également été utilisé pour simuler le dosimètre de Fricke (figure 4). Un 
minimum est obtenu dans le calcul de G(Fe3~) vers -1 keV, ce qui est environ au même 
endroit que pour le minimum du rendement primaire de ·OH. On constate qu'il existe une 
très grande dispersion des données pour des énergies inférieures à 10 keV. 
16 
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Figure 4 : Simulation du dosimètre de Fricke par des photons d'énergie variant entre 100 
eV et 2 MeV. 
VI.2 Simulation du dosimètre cérique 
Le dosimètre cérique est parfois utilisé au lieu du dosimètre de Fricke. C'est un 
système dosimétrique bien connu et accepté. En fait, la International Commission on 
Radiological Units and Measurernents considère que c'est le deuxième dosimètre 
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chimique le plus utile (le premier étant le dosimètre de Fricke) et recommande son 
utilisation pour des doses excédant 0.05 Mégarads. Il s'agit d'un système basé sur la 
radioréduëtion de Ce4+ en milieu acide. Ce dosimètre fonctionne de façon optimale en 
utilisant une solution de 0.4 M H2S04; 3x10-5 M de Ce4+ et lxl0-5 M de Ce3+ 
(FERRADINI et PUCHEAULT, 1983). Le rendement G(Ce3+) en présence ou en 
l'absence d'oxygène est de 2.4 moléc./100 eV. 
Tableau 2 : Réactions chimiques du dosimètre cérique 
No Réaction k (M-1s-1) Pouvoir de Référence 
capture (s-1) 
[Cl] "OH+HS04 ~so:- +H20 1.5xl05 5.9x10'~ Autsavapromporn 2007 
[C2] "OH+Ce3+ ~Ce4+ +OH- 3.0x108 3.0xl03 Matthews 1984 
[C3] H" +Ce4+ ~ H+ +Ce3- 3.6xl07 1.lxl03 Nichiporov 1970 
[C4] H 0 +02 ~Ho; 2.lxl0 10 5.25xl06 Neta et al. 1988 
[CS] Ho;+ Ce4+ ~ H- + Ce3+ + 02 2.7xl06 8.lxl01 Czapski et al 1963 
[C6] H202 + Ce4+ ~ H+ +. Ce3+ +Ho; 5.2xl04 l.6xl0° 
[C7] so:- +Ce3+ ~so~- +Ce4"" 5.0xl07 5.0xl02 Jiang et al. 1992 
VI.2.1. Avec oxygène 
Comme dans le cas du dosimètre de Fricke, en milieu acide, les électrons hydratés 
sont captés par les protons pour former le radical H". En présence d'oxygène, on aura 
production du radical hydroperoxyl (H02") via la réaction [C4]. Ce dernier réagit avec 
Ce4+ via la réaction [CS], entrainant la production d'oxygène. Ensuite, on suppose que 
·oH va réagir avec Ce3+ via [C2] et H20 2 via [C6]. En utilisant ces réactions, on trouve 
G(ce3+)=2GH202 -G.ott+GH. =2.4 
G(02) = GH202 = 0.8 
G(H2) = GH2 = 0.4 
(5) 
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Ces données correspondent bien aux valeurs expérimentales (JOHNSON et WEISS, 
1957; FERRADINI et PUCHEAULT, 1983). 
Ce travail a permis de montrer un point important. Bien que la réaction [C2] puisse 
se produire, c'est plutôt la réaction [Cl] qui va éliminer les radicaux ·oH. En effet, bien 
que la première réaction soit plus rapide, le pouvoir de capture de la deuxième réaction 
est beaucoup plus grand, étant donné la forte concentration d'acide. Par la suite, le radical 
so4·- va réagir avec Ce3+ [C7]. Des simulations ont été effectuées avec le programme 
pas-à-pas. Si la réaction [C7] n'est pas incluse, il est impossible d'obtenir les résultats 
attendus. En incluant cette réaction, par contre, les rendements d'hydrogène, d'oxygène 
et de Ce3+ sont très bien reproduits. 
La figure 5 permet de comprendre ce qui se passe. On constate d'abord que le 
radical H" disparaît en totalité par la réaction [C4], ce qui fait descendre le rendement en 
0 2 jusqu'à - -3.7. Beaucoup plus tard, grâce à la réaction [CS], le rendement en oxygène 
revient à O. C'est à peu près à cet instant que la réaction [C6] va débuter et produire une 
molécule d'oxygène pour chaque molécule de H20 2 . Par ailleurs, ·oH va disparaître par 
la réaction [Cl] (en pointillé sur la figure 5). Par la suite, S04·- va réagir avec Ce3+ pour 
donner Ce4+. La valeur de -2.7 du ~G de cette réaction indique que la majorité du ·oH 
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Simulation du dosimètre cérique avec 0 2 
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Figure 5: Simulation du dosimètre cérique avec oxygène par des protons de 300 MeV. 
Réactions chimiques intervenant dans le dosimètre cérique avec oxygène . 
. VI.2.2. Sans oxygène 
Dans le dosimètre cérique sans oxygène, la réaction [C5] n'interviendra que pour le 
H02• produit par la réaction [C6]. Par contre, le H" va réagir avec Ce4+ [C3]. On retrouve 
les mêmes rendements que dans le cas du dosimètre cérique avec oxygène, mais les 
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Figure 6 : Simulation du dosimètre cérique sans oxygène par des protons de 300 Me V. 
Réactions chimiques intervenant dans le dosimètre cérique sans oxygène. 
Dans ce cas, la différence majeure provient du radical H", qui va disparaître par la 
réaction [C4], qui survient beaucoup plus tard. De plus, seulement H 20 2 va donner H02· 
puis de l'oxygène. C'est pourquoi les deux réactions chimiques sont confondues sur le 
graphique des ~G. 
VI.2.3 Effet de la concentration du Ce3+ 
Bien que la valeur acceptée de G(Ce3+) soit -2.4 mol/c./100 eV, une différence a été 
rapportée dans la littérature entre la solution aérée et désoxygénée (MATTHEWS, 1973 ): 
r 3+) r 3+ ~ 13 G\Ce ox = 2.49- 0.97LCe J (6) 
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En utilisant [Ce3+]=lx10-5 M, on trouve G(Ce3+)ox=2.47 et G(Ce3+)deox=2.35. En fait, cette 
petite différence a été trouvée dans les calculs : on obtient G(Ce3+)ox=2.48 et 
G(Ce3+)deox=2.3 l. 
Pour tenter de comprendre cette différènce, les réactions impliquant H· et ·oH sont 
examinées en détails. On pourrait penser que la réaction [Cl] va compétitionner avec la 
réaction H·+·OI-I~H20. Cependant, puisque H" et ·oH ont des effets opposés sur 
G(Ce3+), cette réaction n'a pas d'effet net. En présence d'oxygène, la réaction 
H02·+·oH~02+H20 se produit, avec un D.G de ~0.1. Dans ce cas également, ·oH et 
H02• ont des effets opposés sur G(Ce3+). D'autre part, la réaction ·oH+·OH~H202 
pourrait expliquer la différence des rendements, car la conséquence de cette réaction est 
de produire deux Ce3+ supplémentaires et de ne pas transformer deux Ce4_,_. La différence 
des D.G pour cette réaction entre les solutions avec et sans oxygène n'est que de ~0.01, ce 
qui contribue de 0.04 à l'augmentation de G(Ce3+) en solution oxygénée. Une autre 
réaction à considérer est H·+H·~H2 • En fait, une petite différence a été trouvée pour 
G(H2) entre les solutions oxygénées et désoxygénées, d.'environ ~0.03. Puisque 2 H· sont 
consommés pour cette réaction, l'effet devrait être ~0,06 sur G(Ce3+). Ainsi, en 
compétitionnant avec H 0 , l'oxygène décroît les réactions (9) et (11), ce qui permet 
d'augmenter un peu la réaction (10). Il est intéressant de reproduire cette petite différence 
de G(Ce3+), mais il est difficile de déterminer exactement la cause de cette différence. 
Le rendement G(Ce3·') est indépendant de [Ce3+] pour des concentrations variant 
entre 2x10-6 M à ~10-2 M (HARDWICK, 1952c). Une étude a été effectuée en variant 
[Ce3+] pour vérifier cette hypothèse (figure 7). En conditions oxygénées et désoxygénées, 
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G(Ce3+) est constant jusqu'à 10-4 M, puis décroît à plus haute concentration. Nos résultats 
sont comparés à ceux de MA TTHEWS ( 1973 ); 1' accord est relativement bon sauf à haute 
concentration. 
Effect of initial ceric ion cencentration on the yield of cerous ion, 
4+ 0 1 mM Ce , 25 C 
2.5.,--....-.-.r-TTTn,.---,--.-.-TTTm---r-.-.-...........-----r--..-.-.-ir-nn----,--,~rrrr---r-T......,.....,.. 
• . ••• • 
2.4 ••• • • ------- - - - - • - .. • 
2.3 --· ... - ..... > .. 
<l) .. • 2.2 ' 0 ' • 0 . '. 
r- '· -c.) 2.1 ·. ' <l) ., 
0 .. ~ 
E Matthews 1973 ~ 2.0 ' - -4 + --2.5x10 M 0
2 • 
. \ 
"' \ <l) • 
0 - - - · No Oxygen • ..__.. 1.9 (!) This calculation • • • -4 
1.8 • 2.5x10 M 0 2 
• NoOxygen 
1.7 
1 o-l 1 ff6 1 ff5 10-4 1 ff 3 1 ff 2 1ff1 
Initial ceric ion (Ce 3+) concentration (M) 
Figure 7: Effet de [Ce3+] sur G(Ce3+), avec et sans oxygène. Les résultats des calculs sont 
comparés aux valeurs de MATTHEWS (1973). 
On peut tenter d'expliquer pourquoi G(Ce3+) diminue en augmentant [Ce3+]. En 
effet, l'augmentation de [Ce3+] favorise la réaction [C2], qui compétitionne avec la 
réaction ·oH+·OH-7H20 2. La réaction précédente augmente G(Ce3+) lorsqu'elle se 
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produit. Ainsi, compétitionner avec cette réaction va diminuer G(Ce3+). On remarque que 
l'exposant de [Ce3+] est 1/3, ce qui rappelle les courbes de SCHWARZ (1969). 
VI.2.4 Effet du TEL 
La plupart des études du dosimètre cérique ont été effectuées en utilisant les rayons 
y du 6°Co. Beaucoup moins d'études. ont été faites en fonction du TEL. Pour étudier 
l'effet du TEL sur ce système, des simulations ont été effectuées avec · des protons 
d'énergies variant entre 300 à 0.2 MeV, ce qui correspond à des valeurs de TEL variant 
entre -0.3 et 65 keV/µm. Les valeurs simulées de G(Ce3~) sont comparées aux données 
expérimentales disponibles (figure 8). On constate que G(Ceh) augmente avec le TEL, 
passant de ~2.45 à ~4.85. Ceci est compatible avec les résultats de BARR et SCHULER 
(1959). Lorsque le TEL augmente, le rendement des espèces moléculaires augmente et le 
rendement des espèces radicalaires diminue, en particulier celui de ·oH. En conséquence, 
G(Ce3+) augmente (voir équations stochiométriques). En général, même si les données 
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G(Ce3+) as a function of LET for aerated ceric dosimeter 
• Spinks and Woods. 1990 
• Barr and Schuler, 1959 
..._ Masters and Challenger, 1955 
"' Johnson and Weiss, 1957 
~ Hardwick, 1952b; Allen. 1954 
• Armstrong and Humphreys, 1964 
lSi Burch, 1959 
A Hardwick, 1952b 




Figure 8: G(Ce3+) pour la simulation de la radiolyse d'une solution aérée du dosimètre 
cérique à 25°C, pour des valeurs de TEL variant dans l'intervalle ~0.3 -, 65 keV/µm. 
Calculs par SBS (-). Données expérimentales: (•) SPINKS et WOODS, 1990; (•) 
BARR et SCHULER, 1959; (.6.) MASTERS et CHALLENGER, 1955; (T) JOHNSON 
et WEISS, 1957; ( .... ) HARDWICK, 1952c et ALLEN, 1954; (•)ARMSTRONG et 
HUMPHREYS, 1964; ($&) BURCH, 1969; (~) HARDWICK, 1952 et (+) ALLEN, 
1954. 
VI.3. Étude du débit de dose 
En radiobiologie, plusieurs expériences montrent que le débit de dose d'une 
irradiation a des effets biologiques significatifs (HALL et GIACCIA, 2006). Parmi les 
effets observés à débit de dose élevé, on note : une diminution du 30LD50 (dose létale de 
50% des cellules 30 jours après une irradiation) des cellules de la moelle osseuse, une 
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augmentation des fréquences des mutations et une diminution de la radiosensibilité des 
cellules tumorales (PRASAD, 1995). Ceci peut avoir des implications importantes dans 
des disciplines reliées comme la radiothérapie (HALL et GIACCIA, 2006) et la 
radioprotection dans l'espace (VERNIKOS et NICOSOSSIAN, 1998). 
L'irradiation de solutions aqueuses par des impulsions d'électrons de 13 MeV (0.4-
5.0 µs) à haute intensité ont montré une augmentation du rendement de H20 2 en fonction 
de l'intensité d'irradiation (THOMAS et HART, 1962; THOMAS, 1965). Cet effet a 
également été observé pour des impulsions de 1 OO ns d'électrons de 1. 7 Me V (WILLIS et 
al., 1969) ainsi que pour des impulsions de 50 ns d'électrons de 2 MeV (MULLER et al., 
1975). D'autres études réalisées avec des impulsions de 20 ns d'électrons de 15 MeV ont 
révélé une diminution du rendement de e·aq lorsque le débit de dose est augmenté 
(FANNING et al., 1977a; TRUMBORE et al., 1984). Une diminution du rendement e·aq a 
également été observée lors des études de radiolyse pulsée à 20, 1 OO et 200 °C lorsque la 
dose augmente de -3.6 à 20 Gy (SHIRAISHI et al., 1988). Une étude de simulation 
attribuant la diminution du rendement de e·aq à l'interaction des grappes provenant de 
traces différentes a été proposée (F ANNING et al., 1977b; TRUMBORE et al., 1978). 
Récemment, une étude de simulation d'un volume irradié par des électrons de 1 keV et 
del MeV a montré que le rendement de ·OH diminue vers -1 ns lorsque le débit de dose 
augmente de 1.28 µGy à 80 Gy (WATANABE et SAITO, 2001). 
VI.3.1 Simulation du débit de dose 
Afin d'étudier l'effet du débit de dose sur la radiolyse de l'eau, une géométrie 
particulière d'irradiation a été adoptée, soit un cylindre de rayon R et de longueur L. 
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Typiquement, R=0.1 µmet L=lOO µm. La surface circulaire est irradiée uniformément et 
aléatoirement par un nombre donné (N) de protons de 300 MeV (TEL ~0.3 keV/µm), N 
pouvant varier entre 1 et 100 (figure 9). Les trajectoires des protons sont parallèles à l'axe 
du cylindre. Le flux des protons est -1010 - 1012 protons/cm2• À titre de comparaison, le 
flux de protons observé durant les « Solar Particle Events» (SPE) peut atteindre 6x1010 
protons/cm2.(VERNIKOS et NICOGOSSIAN, 1988). Dans les réacteurs nùcléaires, le 
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Figure 9: Irradiation d'une région cylindrique de 0.1 µm de rayon par 100 µm de 
longueur par 10 protons de 300 MeV (TEL-0.3 keV/µm) répartis aléatoirement-Chaque 
point représente une espèce radiolytique. 
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VI.3.2. Résultats de simulation 
Les premiers résultats obtenus (calculés avec la méthode IR T) ont montré que les 
rendements des espèces radiolytiques sont fortement influencés par le nombre de protons 
incidents (fluence) et le rayon du cylindre (figure 10). 
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Figure 10: Évolution temporelle des rendements des espèces radiolytiques d'un volume 
cylindrique de 0.1 µm de rayon par 100 µm de longueur irradié par 1, 5, 10, 20 et 40 
protons de 300 MeV, calculés par la méthode IRT. 
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On constate que les rendements sont tous égaux à -10-13 s, indépendamment du 
nombre de protons incidents. Ceci n'est pas surprenant, étant donné que les traces créées 
par les protons n'ont pas interagi. Par la suite, les particules de traces voisines 
interagissent, ce qui résulte en une diminution du rendement de e-aq et ·oH et une 
augmentation du rendement de H2 et de H20 2 . À cause de-sa distance de thermalisation 
relativement grande (GOULET et al., 1996), l'électron hydraté est l'espèce radiolytique 
qui est située le plus en périphérie de la trace ùes particules à la fin de l'étape physico-
chimique (MURO Y A et al., 2006; PLANTE et CUCINOTTA, 2008). De plus, son 
coefficient de diffusion est parmi les plus élevés des espèces radiolytiques (FRONGILLO 
et al., 1998). Il est donc raisonnable de penser.que c'est cette espèce qui, la première, va 
réagir avec les particules appartenant à des traces voisines. Ainsi, à partir des valeurs de 
rendements de l'électron hydraté, nous avons déterminé le temps minimum nécessaire 
(noté îc) pour que les grappes issues de traces provenant de protons différents se 
recoupent (figure 11). Les simulations ont été réalisées avec des cylindres de 0.1, 0.2, 0.3, 
0.5 et 1 µm de rayon. On remarque qu'il existe une relation pratiquement linéaire entre le 
temps d'interaction et le flux de protons (nombre de protons/unité de, surface) sur le 
graphique log-log. 
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Figure 11 : Temps d ' interaction entre des particules -de différentes traces en fonction du 
flux de protons. 
TRUMBORE et al. (1978) ont proposé un modèle qui donne la valeur temporelle 
('rc) à laquelle un recouvrement des grappes p.rovenant de traces d'électrons différentes 
est observé expérimentalement: 
4 
( ) 
l.2xl0 -r ns = ------
c [dose(rads)]213 
(8) 
Cette équation n 'est pas en accord avec nos résultats. De plus, comme il sera vu plus loin, 
les rendements calculés ne sont pas compatibles avec les données expérimentales 
(obtenues avec des électrons), surtout à haut débit de dose. Étant donné que le 
programme IRT reproduit habituellement très bien les rendements de la radiolyse de 
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l'eau, ces résultats nous ont surpris. Pour fins de validation et de comparaison, cette étude 
a été répétée avec le programme IONL YS-SBS, et des résultats similaires ont été 
obtenus. Nous avons tenté de comprendre pourquoi il en était ainsi. 
1 Dose Unit 
Low LET radiation deposlts 
energy in a unifonn pattern 
l Dose Unit 
High LET radiation deposlts 
energy in a non-mûform pattern 
Figure 12 : Dose déposée dans un volume par une radiation de TEL faible et de TEL 
élevé. 
À la figure 12, on constate que les électrons (ou les photons) vont déposer la dose 
de façon uniforme dans le volume irradié. Dans le cas des ions lourds, la dose est déposée 
le long d ' une région cylindrique de rayon très mince. Ce cylindre est beaucoup plus long 
que large et ressemble plutôt à un fil vu de loin. En fait, un simple calcul nous permet de 
montrer que pour un cylindre de 0.1 µm de rayon et de 1 OO µm de longueur, la dose 
déposée par un seul proton de 0.3 keV/µm est ~1.7 Gy. Comme nous l' avons vu 
précédemment, lors de l ' étape chimique hétérogène (pour les ions lourds), les espèces 
chimiques diffusent et les rendements ne vont pas changer après ~ 1 o-6 s. Dans le cas des 
radiations de faible TEL, les espèces chimiques vont diffuser, mais elles finiront par 
rencontrer des espèces provenant de la trace d ' un autre électron, ce qui permettra des 
réactions chimiques entre les espèces radicalaires et va donc influencer les rendements. 
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Les programmes SBS et IRT sont basés sur la diffusion des particules. En principe, 
à la fin de l'expansion des grappes, les espèces chimiques diffusent et s'éloignent 
continuellement; les réactions chimiques ne sont donc plus possibles, sauf avec les 
espèces du fond continu, s ' il y en a (c'est ce qui permet de simuler le dosimètre de Fricke 
et le dosimètre cérique). Dans le cas présent, il semble que la géométrie de l'irradiation 
joue un rôle critique. Afin de mieux représenter l'effet du débit de dose, le programme 
SBS a été modifié de façon à inclure des conditions de périodicité aux frontières, une 
technique utilisée fréquemment en simulation . 






Figure 13 : Conditions de frontières périodiques33 . 
Pour implémenter la condition de périodicité à la frontière, le plus simple est 
d ' utiliser une cellule cubique. Des formes plus complexes comme le prisme hexagonal ou 
33 Figure tirée du site http: //www.pumma.nl/index.phpffheory umericalApproaches 
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le dodécaèdre rhombique peuvent également être utilisées. Lorsqu'une particule traverse 
une frontière, elle se retrouve de l'autre côté de la boîte (figure 13 ). En incluant ces 
conditions de périodicité aux frontières, on obtient une meilleure représentation de l'effet 
du débit de dose. Ce genre d'études serait impossible à réaliser avec le programme IRT. 
En utilisant le programme IONL YS..,SBS avec les conditions de périodicité aux frontières 
le rendement de l'électron hydraté à débit de dose élevé se rapproche beaucoup plus des 
résultats expérimentaux (figure 14). Pour inclure les conditions de périodicité, il faut 













Simulation of dose-rate effect by 53 300 MeV protons 
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Figure 14 : Simulation de l'irradiation d'un volume d'eau par une dose de 80 Gy par des 
protons de 300 MeV par les méthodes IRT, SBS et SBS avec conditions de frontières 
périodiques. Les points sont des résultats expérimentaux 
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Figure 15 : Simulation de l'effet de débit de dose réalisée en utilisant le programme SBS 
avec conditions de frontières 
Cette étude a été répétée à d'autres valeurs de dose (figure 15). On constate que les 
rendements de e-aq sont beaucoup mieux reproduits. De plus on observe une diminution 
du rendement de ·oH prévue par WATANABE et al. (2001). 
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\l1.3. Modèle mathématique 
Un modèle mathématique tentant d'expliquer le temps critique d'interaction entre 
les traces, basé sur géométrie .stochastique est présenté. Dans notre modèle, ce temps a 
lieu lorsque les espèces d'une trace donné.e rencontrent les espèces d'une trace différente. 
Il faut donc calculer la plus petite distance moyenne entre deux traces voisines. Ceci est 
un problème de la géométrie stochastique. 
En premier lieu, pour simplifier le problème, nous considérerons que les espèces 
radiolytiques à -10-12 s sont toutes situées le long de la trajectoire des protons (sur des 
lignes perpendiculaires à l'axe). Le cylindre définit une géométrie particulière, qui peut 
être séparée en une dimension (lD), qui correspond à la distribution des grappes sur une 
trace individuelle) et deux dimensions (2D), qui correspond à l'irradiation uniforme de la 
surface circulaire du cylindre. 
Supposons une région limitée (exemple: cercle). On définit la fonction w 1(x), qui 
est la distribution des distances de deux points choisis au hasard dans cette région. On 
peut maintenant introduire un résultat important de la géométrie stochastique : dans une 
région limitée où il y a N+ 1 points répartis au hasard, la distribution des distances au 
premier voisin est donnée par (SANTOS, 1986) : 
(9) 
où L est la plus grande valeur possible de la distance entre deux points dans cette région. 
Cette équation ressemble à une distribution binomiale et s'applique pour n'importe quelle 
distribution de points et pour des régions de différentes dimensions. 
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On considère d'abord le cas ID, où toutes les traces sont situées à l'origine. Ce 
problème, qui correspond à R=O, est purement théorique mais est un pré-requis à une 
géométrie plus compliquée. 
Avant d'analyser plusieurs traces, considérons une seule trace. Assumant que 
l'énergie E du proton est constant le long de la trace, la distribution de probabilité d'une 
interaction du proton entre x et x+dx par rapport à la dernière interaction est donnée par 
la distribution exponentielle (COBUT et al., 1998): 
P E ( x)dx = pcr 
1 
(E)e -pcr, (E)x dx (10) 
où p est la densité de molécules du milieu irradié et cr1 est la section efficace totale. On 
rappelle également que le libre parcours moyen (lpm) est défini comme lpm=l/(pcr1(E)). 
Les positions des grappes sont générées par le programme IONL YS-TRACION en 
échantillonnant la distribution exponentielle (voir chapitre Il). 
On note que la distribution exponentielle est la seule distribution à être "sans 
mémoire" (DEVROYE, 1986). Cette propriété permet de supposer que la probabilité 
d'occurrence d'un événement est indépendante des événements passés. On considère que 
la longueur de la trace Lest infinie, ce qui est raisonnable car L >> lpm. La probabilité 
de trouver la grappe de la même trace la plus rapprochée à une'distance entre x et x+dx 
(O<x<oo) est donnée par l'application de l'équation (9) avec la distribution (10) : 
2e-Zx/lpmdx 
PE (x)dx = ----
, lpm 
(11) 
Le facteur 2 apparaît pour ~enir compte de deux directions possibles. Connaissant 
maintenant la distribution des grappes d'une trace donnée, on considère maintenant la 
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situation où N+ 1 traces du même TEL (même lpm) sont superposées. Bien entendu, la 
fonction w 1(x) est donnée par la distribution exponentielle (7). Ensuite, nous ne sommes 
pas intéressés à connaître la distance à une grappe de la même trace, alors nous devons 
réduire (N+ 1) par 1. Utilisant encore l'équation ( 10) avec la distribution de probabilité 
(11), on trouve la distribution de probabilité d'une grappe d'une trace voisine WN(!D)(x): 
(12) 
À la figure 16, on constate que les résultats de simulation sont très bien expliqués par la 
distribution exponentielle. 
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x 10 protons 
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Figure 16: distribution de probabilité des voisins les plus proches en ID (gauche) et en 
2D (droite)34• 
La valeur moyenne de x est: 
(x) = lpm 
2N 
(13) 
34 Il existe une différence systématique entre la courbe analytique (équation 5) et les résultats de simulation 
pour N>2. Cette différence, bien que mineure, soulève des doutes sur la validité de l'équation (5). 
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En 2D, le problème est plus complexe. Dans ce cas, la distribution des distance de 
deux points répartis au hasard sur un disque de rayon R w 1<2D)(r) est donnée par (LORD, 
1954; HAMMERSLEY, 1954): 
(2D) 4r -1 2r r 2g w (r) =--cos (r/2R)-- 1---
1 nR 2 1tR 3 4R 2 
La distribution w 1<20)(r) est normalisée: 




À partir de cette distribution, on peut obtenir la distribution de la distance au premier 
voisin: wN'20)(r) : 
. (2R JN-1 
w~o) (r) = Nwi20J (r) f w;20) (r)dr (16) 
La valeur de l'intégrale, notée I(r), est : 
3 f 3 2 \ U 2 -1( r ) 3 . -1( r ) 4rrR + \r + 2rR ~4-;-2- -8r R.cos ·2R -8R .sm ZR 
I(r) = (17) 
4rrR3 
La distribution (14) correspond bien aux résultats obtenus en simulation (figure 16). 
Puisque 1(0)= 1, 1(2R)=O, et 
w?oJ (r) = - dl:) (18) 
On peut également vérifier que wN(r) est normalisée: 
2R 2R d ( ) J w~0J (r)dr = - J NIN-I (r)____!_!__dr = - IN (r) 1R = 1 
o o dr 
(19) 
La valeur moyenne de la distance au premier voisin est donnée par: 
2R 
(r) = J rw~0l(r)dr (20) 
0 
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Le résultat (analytique) de cette intégrale est très complexe, même pour des petites 
valeurs de N (N<5). Il est toutefois possible de calculer numériquement l'intégrale pour 
des valeurs de N connues. 
La distribution analytique exacte des distances au premier voisin WN(2D)(r) est une 
fonction compliquée avec le terme I(r)N-t. Afin d'obtenir une distribution plus simple, on 
utilise le développement en série de Taylor pour w/20l(r) et I(r). L'expansion de w1<20)(r) 
donne: 
J 4 
(2D) _ 2r 4r- r 
W1 (r)--2 ---3 +--s + ... 
R nR 6nR 
(21) 
L'expansion en séries de I(r) donne: 
r 2 4r3 
l(r)=l--2 +--3 + ... R 3nR 
(22) 
Pour des grandes valeurs de N, utilisant la définition du nombre d'Euler e, WN<2D)(r) est 
approximativement égal à la distribution de Rayleigh: 
Nr 2 
<2o) ( ) 2rN -R2-w N r ;:::;-2-e R 
(23) 
La valeur moyenne des distances au premier voisin calculée en utilisant la distribution de 




Les valeurs moyennes données par la distribution de Rayleigh ont été comparées à celles 
obtenues par intégration numérique de l'équation (20) pour des valeurs de N connues. La 
valeur donnée par la distribution de Rayleigh ne diffère pas plus que 6.3% de la 
distribution exacte, même pour des petites valeurs de N. 
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Il n'a pas été possible de déterminer analytiquement la distance moyenne de deux 
grappes provenant deux traces voisines par combinaison des géométries ID et 2D. 
Cependant, la composante 2D semble jouer un rôle plus important, car les distances sont 
plus petites que le libre parcours moyen. 
Pour mieux établir le lien entre la géométrie stochastique et les résultats de 
TRUMBORE et al. (1978), on considère une région sphérique en 3D. Pour une région 
sphérique de rayon R, la distribution exacte des distances ·est donnée par (SANTOS, 
1986): 
(3o) ( ) _ 3r2 9r3 3r5 w r ------+--
1 R 3 4R4 16R6 (25) 
Utilisant encore l'équation (9) et. la définition du nombre d'Euler e, on trouve : 
. . 2 Nr3 
(3.o)( ) 3r N -RT 
wN r ~--3-e R 
(26) 
La valeur moyenne de la distance moyenne au premier voisin donnée par la dernière 
distribution (26) est: 
; r) = r( 4/3 )R = r( 4/3 {_3_Ju3 
\ N1 ~ \4np (27) 
Où p est la densité de points à l'intérieur de la sphère. 
Maintenant, rappelons l'équation de Schmoluchowski, qui donne la distribution de 
probabilité d'une particule de se trouver à une distancer de son point d'origine au temps 
t: 
1 
p(r,~)dr= (4nDt)312 e 4Dtdr (28) 
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Cette équation est le produit d'une fonction exponentielle par une fonction contenant f 312 . 
Aux faibles valeurs de t, le terme exponentiel est largement dominant. Donc, la 
probabilité globale est près de 0 jusqu'à ce que l'exponentielle atteigne une certaine 
valeur. En choisissant la valeur de -5 (e-5-0.0067), la probabilité est d'environ 1 %, ce qui 
peut être observé sur les courbes de rendement. On peut donc écrire:. 
(29) 




en 2D. On remarque que le flux de protons apparaît dans l'équation (31). En utilisant les 
valeurs D=Sxl0-9 m2/s, on obtient la ligne qui apparaît à la figure 11, et qui correspond 
bien aux résultats obtenus en simulation. En 3D, le résultat serait : 
"C = (r)
2 
= r(4/3 )2 R 2 = r(4/3 )2 (-3-J
213 
c 20D 80D N 213 80D 4rrp 
(32) 
Dans les trois équations précédentes, la valeur de r est divisée par 2 car seulement la 
moitié de la distance est parcourue par une espèce. Comme l'énergie moyenne déposée 
dans une grappe est -60 eV (PIMBLOTT et al., 1996), on peut estimer la densité de 
grappes dans le milieu à -1.04x1015 grappes/(m3rad). En insérant les valeurs numériques 
dans (32), on trouve 
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Cette valeur est différente de celle obtenue par TRUMBORE et al. (1978), mais la 
dépendance dose-213 apparaît. En conclusion, cette étude a montré que la géométrie de 
l'irradiation influence le temps d'interaction entre les particules et les rendements 
radiolytiques. 
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Chapitre VII: Conclusion et perspectives 
Dans ce dernier chapitre, certaines études qui ont été tentées sont décrites : 
l'évolution à long terme d'une solution irradiée, la radiolyse de la glycine en solution 
aqueuse, la simulation de radiolyse de gels de polymères et enfin la radiolyse de la 
molécule HCN. Ces études sont particulièrement intéressantes, car les programmes 
développés permettent d'étudier des systèmes qui se rapprochent de plus en plus de ceux 
retrouvés en radiobiologie. Cependant, ces systèmes comportent des molécules 
organiques, qui vont s'assembler et former des molécules plus complexes lors de 
l'irradiation. Ainsi, plusieurs difficultés apparaissent lorsque ces simulations sont tentées. 
VII.1 : Évolution à long terme d'une solution irradiée 
Il existe certaines situations dans lesquelles il pourrait être intéressant d'introduire 
les conditions aux frontières, autres que dans l'étude du débit de dose. Un exemple 
important est l'évolution d'une solution irradiée à long terme. Considérons une solution 
d'oxyde nitrique (N20), souvent utilisée pour éliminer les électrons hydra.tés et les 
radicaux H· d'une solution irradiée. Ces derniers réagissent avec N10 par les réactions 
[Nl] et [N2] décrites au tableau 1. Ces deux réactions produisent de l'azote moléculaire. 
Le rendement en azote (N2) est de 3.20 moléc./100 eV pour une solution de 1.6x10-2 M 
de N20 (SCHOLES et SIMIC, 1964). En supposant que tous les e-aq et H' présents en 
solution à la fin de l'expansion des grappes effectuent les réactions [Nl] et [N2], G(N2) -
G e~q +G H" =3.06; la valeur de 3.20 n'est pas surprenante. Par contre, le même article 
rapporte que G(02)=1.68 est obtenu lors de la même expérience. Il est beaucoup plus 
difficile de comprendre la séquence de réactions conduisant à la formation de cet 
oxygène moléculaire. Comme les e-aq et les H' sont remplacés par des radicaux ·OH, il y a 
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une grande quantité de ce radical dans le système. On pourrait tenter d'expliquer la 
production d'oxygène par les réactions [N3L [N4], [N5] et [N6]. 
Tableau 1 : Réactions chimiques de N10 en solution irradiée 
No Réaction k (M- s-) Référence 
[Nl] 
H,O 
9.lx109 Buxton, 1988 e~q +N20~ N 2+.0H+OH-
[N2] H•+N20~N2+·0H 2.lx10
6 Czapski et Peled, 1968 
[N3] ·oH+·oH~H202 4.2x109 Elliot et al., 1990 
[N4] ·oH+H20 2 ~H20+Ho; 2.7x10
7 Buxton et al., 1988 
[N5] ·oH+Ho; ~H20+02 l.Ox10 10 Elliot et Buxton, 1992 
[N6] ·oH+o;- ~02 +OH-
[N7] Ho; +Ho; ~ 0 2 + H20 2 3.4x10
7 Christensen, 1988 
[N8] 0 3P +o3P ~o 2 
[N9] o;- + H02 ~ H 20 2 + 0 2 ?? <2.0 Marklund, 197 6 
Certaines de ces réactions sont très lentes. De plus, N2 n'est pas réactif par rapport 
aux espèces de la radiolyse de l'eau. Si des conditions aux frontières ne sont pas incluses, 
il est clair que les radicaux ·OH vont diffuser et s'éloigner en fonction du temps, rendant 
ces réactions impossibles. Pour reproduire le rendement d'02, il faut une certaine 
concentration des espèces ·oH, H02 · et H20 2 en solution. En imposant des conditions 
aux frontières, on définit un volume d'irradiation et une certaine concentration de ces 
espèces sera produite. Dans ce cas, on peut s'attendre à ce que les radicaux ·OH finissent 
par réagir et fom1er H202 et 02. On pourrait alors penser à utiliser plutôt un programme 
de chimie homogène pour étudier l'évolution des concentrations des espèces chimiques. 
Un autre point à considérer est que le système est irradié plusieurs minutes (heures) de 
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façon continue, ce qui crée une concentration de "OH, H02· et H102 avec le temps. Ces 
conditions sont différentes de ce que nous simulons, soit la radiolyse pulsée. 
Un problème similaire survient si on étudie la radiolyse de l'eau pure à des temps 
très longs. Comme l'ont montré FRICKE et BROWNSCOMBE (1933), les rayons X ne 
sont pas capables de décomposer l'eau, c'est-à-dire que le rendement de toutes les 
espèces est nul après un certain temps. Il n'est pas possible d'expliquer ce résultat en 
utilisant IRT ou SBS sans les conditions aux frontières, étant donné que les espèces 
créées vont diffuser et ne pourront pas réagir entre elles. Pour obtenir des rendements 
nuls, toutes les espèces chimiques créées lors de la radiolyse, incluant H2, doivent réagir 
entre elles pour donner l'eau. Cependant, H2 est très peu réactif vis-à-vis des autres 
espèces radiolytiques (voir réactions du tableau 2). 
Tableau 2 : Réactions chimiques de l'hydrogène moléculaire en solution irradiée 
No Réaction k (M-1s·1) Référence 
[Hl] H2+.0H~H20+H· 3.4x10
7 Christensen, H. et al. 1983 
[H2] H 2 +HO; ~H202 +H· <lxJOO Field, R.J. et al. 1976 
[H3] H2 + o;- ~ H 20 2 + e~q <lxJ0° Field, R.J. et al. 197 6 
[H4] H 2 +o·- ~ H20+e~q 1.lx10
8 Hickel et al. 1991 
[H5] H 2 +e~q ~ 1.0xl0
7 Hart, E.J. et al. 1964 
Même ces réactions et celles concernant H102 discutées précédemment expliquent 
difficilement comment ces dernières espèces disparaissent, étant donné qu'une 
concentration importante de ·oH semble nécessaire. Dans ce cas également, il vaudrait la 
peine d'étudier ce système avec un code de chimie homogène. Dans les deux cas, les 
tentatives d'obtenir les rendements attendus n'ont pas fonctionné. Il est probable que le 
système doive évoluer très longtemps pour éliminer les espèces comme H2. 
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VII.2 Radiolyse de la glycine en solution 
La radiolyse des acides aminés en solution a été très étudiée dans les années 1950-
1960 (GARRISON et WEEKS, 1956; MAXWELL et al., 1954, 1955) pour deux raisons. 
La première était de bien comprendre la radiolyse de l'eau. L'intérêt principal, cependant, 
était de comprendre la radiolyse des acides aminés simples pour ensuite généraliser les 
mécanismes aux molécules plus complexes comme les protéines. D'autres groupes 
(BOLCH et al., 1988; BOLCH et al., 1990) ont également étudié la radiolyse de solution 
de glycylglycine, un dimère de glycine. 
VII.2.1 Rendements 
Une revue de la littérature montre que la chimie de la glycine en solution irradiée 
n'est pas simple (BONIFAéié et al, 1998, 2000; STEFANié et al., 2001). En effet, la 
radiolyse des acides aminés en solution peut mener à la formation d'acides aminés plus 
complexes que celui ou ceux de départ (NA V ARRO-GONZALEZ et al, 1996). Les deux 
mécanismes principaux d'interaction des espèces radiolytiques avec la glycine sont la 
déamination (perte du NH3) et la décarboxylation (perte du COOH). Les principaux 
produits retrouvés lors de l'irradiation de glycine en solution sont: l'hydrogène (H2), 
l'ammoniaque (NH3), le gaz carbonique (C02), l'acide glyoxylique (HCOCOOH), l'acide 
acétique (CH3COOH), le méthylamine (CH3NH2), le formaldéhyde (HCHO), l'acide 
aspartique et l'acide diaminosuccinique (DRAGANié et al, 1985; GARRISON et 
WEEKS, 1956; MAXWELL et al., 1954, 1955). Comme nous allons le voir, plusieurs 
difficultés apparaissent lorsque l'approche utilisée pour les dosimètres cériques et de 
Fricke est tentée. 
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Tableau 3 : Principaux produits observés lors de la radiolyse de la glycine (DRAGANié 
et al., 1985). D'autres acides aininés sont également observés, avec des rendements 
faibles {<0.1). 
Produit 1MG0 O.lM G0 Produit 1MG0 O.lM G0 
Glycine -3.2 HCHO 0.57 
H2 2.18 2.1 HCOCOOH 2.27 
NH3 4.29 2.0 CH3COOH 1.30 
C02 0.67 0.68 CH3NH2 0.36 0.03 
CO Trace 0.001 A. diaminosuccinique 0.08 0.02 
CH4 0.001 
VII.2.2 Diagramme des espèces et fractions d'ionisation de la glycine 
La glycine est un acide aminé de type diprotique, c'est-à-dire qu'elle peut libérer 
deux protons. Elle peut donc exister sous trois formes, dépendamment du pH. La forme 
sous laquelle l'acide aminé se trouve influence, entre autres, la réaction avec ·oH (NETA 
et al., 1970; MÔNIG et al, 1985; STEF ANié et al., 2001 ); il est donc très important de 
connaître la forme dans laquelle se trouve l'acide au départ. Les valeurs de pKa de la 
glycine sont de 2.37 et 9.58 (NAVARRO-GONZÂLEZ et al, 1996). On peut donc 

















Figure 1 : Formes de la glycine en solution 
La forme centrale est appelée Zwitterion. Deux approches peuvent être utilisées 
pour calculer les concentrations des formes d'un acide diprotique. La première approche 
est de débuter avec une concentration initiale de l'acide puis calculer les concentrations 
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de toutes les formes, ce qui donnera ,une valeur de pH. C'est cette approche qui devrait 
être utilisée lorsqu'une concentration donnée de la substance est introduite dans l'eau 
pure. La deuxième approche est de fixer une valeur de pH et de calculer les 
concentrations des différentes formes de l'acide en solution. 
Soit une concentration de départ C d'un acide diprotique HzX. Il faut calculer 
[HzX], [HX-] et [X-T On peut donc écrire les équations suivantes35 : 
[HX-][H+] 
Ka=-----




[HzX]+[HX-]+[X-] = C 
[H+] =[HX-]+2[X-]+[OH-] 
(définition de Ka1) 
(définition de Kaz) 
(définition de Kw) 







On a donc un système de 5 équations et 5 inconnues à résoudre36• Le plus simple est 
d'isoler [H+]. Après un peu d'algèbre, on trouve: 
[H+]4 +Ka1[H+]
3 +(Ka1Ka 2 -CKa1 -Kw)[H+]
2 -(Ka1Kw +2CKa1Ka2)[H+] 
- KwKa1 Ka 2 = 0 
Dans le cas d'un acide monoprotique (ex.: HCI), on trouverait: 
Si on avait un acide triprotique (ex. : H3P04), on obtiendrait 
[H+]5 +Ka1[H+]
4 +(Ka1Ka 2 -Kw -CKa1)[H+]
3 +(Ka1Ka 2Ka 3 -2CKa1Ka 2 
-Ka1Kw )[H+]




35 Dans certains cas, les « constantes » d'équilibre chimique Ka peuvent varier en fonction du pH. 11 vaut 
donc mieux utiliser les données expérimentales si elles sont disponibles. 
36 Il est souvent possible d'utiliser certaines approximations. Par exemple, dans le cas d'un acide fort, 
[H+]>>[Off]. Ici le système sera résolu numériquement, alors le recours aux approximations n'est pas 
nécessaire. 
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Il s'agit de polynômes de degrés 3, 4 et S. On peut obtenir les racines des polynômes de 
degré 3 et 4 analytiquement, mais les formules sont très complexes, surtout dans le cas du 
polynôme de degré 4. Il n'y a pas de formule analytique pour le degré S. De plus, il est 
possible d'avoir des racines complexes ou plusieurs racines. Il est plus simple de résoudre 
l'équation numériquement, dans ce cas par la méthode de Jenkins-Traub37• Il faut 
évidemment choisir une racine réelle, positive et inférieure ou égale à 2C (2C correspond 
au cas où toutes les molécules perdent leurs deux protons). Ayant calculé [H+], on peut 
facilement obtenir les concentrations de toutes les espèces chimiques en utilisant le 
système d'équations (1): 
[x--1 Ka1Ka2 (Sa) c [H+] 2 +Ka1[H+]+Ka1Ka2 
[HX-] Ka 1[H+] (Sb) = c [H+]2 +Ka1[H+]+Ka1Ka2 
[H2X] [H+]2 (Sc) = c [H+)2 +Ka1[H+]+Ka1Ka2 
Dans le cas où le pH est fixé, les équations (5) peuvent être utilisées pour calculer 
les concentrations des molécules sous les formes H2X, HX- et x--3s_ Des formules 
similaires existent pour des acides monoprotiques et triprotiques. Un programme 
développé en C++ permet de calculer les différentes proportions en fonction de [H~J pour 
différents acides. Sur la figure 2, on montre comment évoluent les fractions d'ionisation 
et les concentrations des espèces chimiques en fonction du pH. 
37 Une sous-routine C++ permettant le calcul des racines d'un polynome de degré n est donnée à l'addresse 
suivante : http://www.crbond.com/download/misc/moly.cpp 
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Diagramme des espèces de la glycine ([gly]=0.01 M) 
Fractions d'ionisation de la glycine 
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Figure 2 : (a) Fraction d'ionisation de la molécule de glycine en fonction du pH. Les 
fractions d'ionisation sont de 0.5 lorsque le pH est égal au pKa. (b) Diagramme des 
espèces en fonction du pH pour une concentration initiale de 0.01 M de glycine. 
Pour 0.1 M de glycine (X) ajouté dans l'eau pure, la résolution du système donne 
[HX]=0.0808 M, [HX-]=0.0192 M, [X--]<10-5, [H+]= 0.0192 M (pH-1.7) et 
[Off]=5.204x10-13 M. Pour 1 M de glycine, on trouve [HX]=0.93464 M, [HX-]=0.06536 
M, [X--]<10-5, [H+]=0.06536 (pH-1.2) et [Off]=l.53x10-13 . Le pH des expériences 
réalisées par DRAGANié et al. (1985) varie entre -6.2 et 7.7. À ces valeurs de pH, la 
majorité de la glycine se retrouve sous la forme Zwitterion. 
VII.2.3. Réactions d'initiation 
Les espèces radicalaires créées lors de la radiolyse de l'eau vont réagir avec la 
glycine. Ce sont les réactions d'initiation, présentées au tableau 4. Une remarque 
s'impose par rapport aux données expérimentales, dont certaines ont été réalisées à 1 M. 
À cette concentration, un calcul basé sur la fraction d'électrons permet d'estimer qu'il 
faut compter -6.2% d'effet direct (NA V ARRO-GONZALEZ et al., 1996). À 0.1 M, 
l'effet direct est négligeable. 
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Tableau 4 : Réactions d'initiation de la radiolyse de la glycine. Ces constantes de vitesse 









N H3CH2COOH + HzO +-+ N H3CH2Coo- + HJo+ 
+ 
N H3CH2COO- + HzÜ +-+ NH2CH2Coo-+ Hp+ 
+ + • 
N HJCHzCOo-+ H" -N H3 c HC00-+H2 
+ + • 
N H3CH2Coo-+·0H-N H3 CHCoo-+HzO 







(*)Ici, il s'agit de constantes d'équilibre. 
Les réactions d'initiation nous permettent déjà de comprendre certains rendements. 




= 0.45. Selon la proportion des constantes de vitesse, on peut s'attendre à ce que 
;--53% des électrons hydratés effectuant les réactions [05] vont suivre la voie 2 et 
produire un radical H·. Cette contribution de -1.325 moléc./100 eV de radicaux H" va 
s'ajouter au H· créé par la radiolyse de l'eau, -0.56 moléc./100 eV, qui devraient en 
principe tous suivre la réaction [03] et donner l'hydrogène moléculaire. En 
additionnantGH
2
, on trouve G(H2)=2.335. La valeur expérimentale est 2.1-2.2. 
VII.2.4. Réactions des molécules intermédiaires 
Certains rendements sont beaucoup plus difficiles à expliquer. Par exemple, la 
réaction de la glycine avec e-aq peut donner, en partie, la molécule intermédiaire 
CH 2(NH;)co·. La constante de vitesse de cette réaction correspond à 18% de la somme 
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des constantes de réaction de la glycine avec e-aq· Ainsi, on devrait s'attendre à retrouver 
-0.45 moléc./100 eV de cette molécule. Cette molécule est extrêmement instable et 
s'hydrolyse avec une constante de vitesse de l'ordre de 1010 M-1s- 1, ce qui donne la 
molécule CO. Or, le rendement de CO est très faible: -0.001 moléc./100 eV. 
Tableau 5 : Réactions chimiques des intermédiaires formés lors de la radiolyse de la 
glycine. Ces constantes de vitesse sont tirées de NA V ARRO-GONZALEZ et al, 1996. 
Réaction k 
NH3 -ëH-coo- + ëtt2-coo- -{ NH, =CHcoo-+ctt.-coo-
Hooc-cH2 -CH(NH~,)-COOH 
NH3 -ëH-coo- + NH3 -êH-coo- -{NH2 =cHcoo-+cH2(NH3)-coo-
HooccH<NH2)cH(NH2 )COOH 
+ + 
N H2 = CHCOO- + H20 _. O=CH-COO- +NH4 
+ • + 
N H3 -CH-coo- + Hp2 - NH2 =CH-Coo- + HzO +"OH 
+ • + • + + 










On peut également tenter de comprendre G(-gly)=-3.2. Ce rendement est plus faible 
que G e;q + G "OH+ G H° = 5.56, ce qui indique que la glycine est formée par réaction 
entre les intermédiaires. Les simulations tentées n'ont pas réussi à expliquer la plupart 
des rendements attendus. Le schéma des réactions chimiques est probablement incomplet. 
De plus, on remarque que certaines molécules « inorganiques » telles que C02 ou NH3 
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sont produites en quantité non-négligeable. Ces molécules participent à des réactions 
acido-basiques et peuvent également réagir avec les espèces radiolytiques. 
Tableau 6 : Réactions des molécules inorganiques en solution irradiée. Ces constantes de 
vitesse sont tirées de NA V ARRO-GONZALEZ et al. (1996) 
No Réaction k (M1s-1) 
[Il] co2 + H 2o - HCO:J + W 3.47x10-7<*) 
[I2] HCO:J + OW - coi-+ H20 5.0lX 10-l l(*) 
[I3] C02 +"OH - ·co3+ w 1.0x106 
[14] C02 + e~q - ·co2 7.7x109 
[15] HCO:J + H° - ·co3 + H10 4.4x104 
[16] HCO- +"OH 3 - ·co3 + H20 8.5x10
6 
[17] NH+ + -4 eaq ---+ H
0 + NH3 2.0x106 
[18] 2 °NH2 ---+ N1H4 2.2x10
9 
[19] 0 NH2 +"OH ---+ NH20H 9.5xl0
9 
[110] NH3 + H+ - NH; 
(*)Ici, il s'agit de constantes d'équilibre. 
Les réactions entre les intermédiaires formés posent plusieurs problèmes. Comme 
c'est le cas pour des solutions de N20, les espèces chimiques intermédiaires doivent 
atteindre une certaine concentration pour effectuer des réactions entre elles. D'autre part, 
leurs constantes de diffusion et les rayons de réaction ne sont pas connus et doivent être 
estimés. 
Il serait intéressant d'étudier la radiolyse de solutions de NH3 et de C02 avec le 
programme pour s'assurer que la radiolyse de solutions de ces molécules plus simples 
soit bien maîtrisée. De plus, certaines études de la radiolyse d'acides aminés en solution 
ont été réalisées à pH élevé (6-12) dans le but d'étudier le rôle possible de l'état de 
protonation du groupement amine lors de la réaction avec ·OH. Le pH étant très souvent 
176 
Chapitre VII : Conclusion et perspectives 
modifié dans les expériences, il vaudrait la peine de poursuivre notre étude du pH en 
milieu alcalin avant d' étudier les molécules organiques. 
VII.3 : Dosimétrie par gels de polymères 
GORE et al. (1984) ont montré que la Résonance Magnétique Nucléaire (RMN) 
pouvait être utilisée pour quantifier les changements produits par les radiations dans une 
solution de Fricke. Poursuivant la même idée, APPLEBY et al. (1986) ont démontré que 
l' imagerie par Résonance Magnétique (JRM) pouvait être utilisée pour obtenir des 
informations 30 sur une dose déposée dans une solution de Fricke sur une matrice de gel. 
Cependant, les gels de Fricke ne conservent pas la di·stribution spatiale de dose dans le 
temps à cause de la diffusion des ions. Différents agents gelants comme la gélatine, 
l'agarose et l' alcool polyvinyle et des chélateurs comme le Xylenol Orange ont été tentés 
pour réduire la diffusion, avec un succès limité (BALDOCK et al., 2001). 
Figure 3: (a) Gel de polymère irradié avec le Gamma Knife de Sherbrooke. (b) Image de 
ce gel par Résonance Magnétique. Ces photos sont du Pr. Martin Lepage. 
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Des systèmes de dosimétrie basés sur la polymérisation du methylmethacrylate ont été 
proposés par ALEXANDER et al. (1954). Cependant, il aura fallu attendre les années 
1990 pour être capable de mesurer ces changements par RMN (AUD ET et al., 1991 ). Ces 
gels ne présentent pas les problèmes de diffusion des gels de Fricke et présentent une 
distribution de dose stable. Dans ces gels, les réactions de polymérisation sont initiées par 
les radicaux libres produits lors de la radiolyse de l'eau. Plusieurs compositions des gels 
de polymère existent à l'heure actuelle (LEPAGE et al., 2001). Les monomères les plus 
souvent utilisés sont l'acrylamide (AA), l'acide acrylique (ACA), l'acide méthacrylique 
(MCA), le l-vinyl-2-pyrrolidinone (VP), le 2-hydroxyméthyl méthacrylate (HEMA) et le 
2-hydroxyéthyl d'acrylate (HEA) (figure 4). La gélatine et l'agarose sont utilisés comme 
agents gelants et le N,N' -methylene-bis-acrylamide (BIS) sont utilisés comme co-
monomères dans les systèmes. Ces gels de polymères sont représentatifs du tissu humain. 
Un gel typique, par exemple, pourrait être composé en pourcentage de masse de 89% 

























Figure 4 : Molécules monomères utilisées dans la fabrication de dosimètres par gels de 
polymères 
Les réactions chimiques ont lieu dans les gels : 
d) ..--...,_,,._.:..._.......-.._,..-.-...._. -+--=""~ ..,..,..,.,...- ,.--·-._,.-·-"-'"····...__.,.-'t;. 
) 
~ propagation w'ith acrylamîde 
~ pnJpagation wilh bisacrylamide 
primary cyclization 
cross-linking with a pendant 
double bond 
long-chain branching with a 
terminal double bond 
,...._.,. l chain transfor to acrylamide 
~ J chain trarn;for to bi~crylamide 
~~...--.__,,...._,,.--. bimolecular termination 
Figure 5: Réactions chimiques se produisant dans les gels de polymères. Figure tirée de 
MCAULEY et al. (2004). 
Les gels de polymères représentent un exemple très intéressant pour lequel les 
programmes développés pourraient être appliqués. Premièrement, même s'ils ne sont pas 
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aussi avantageux que les ions lourds en radiothérapie, les rayons gamma et les électrons 
demeurent largement utilisés. Le programme de simulation des photons peut donc être 
utilisé avec IONL YS-TRA CELE pour calculer la position initiale des radicaux libres 
dans un gel de polymères. Ensuite, il est bien connu que les réactions de polymérisation 
sont exothermiques (SALOMONS et al., 2002). Étant donné que la taille du contenant du 
gel influence le changement de température, le taux de polymérisation peut être modifié 
(DUMAS et al., 2006). Les programmes de simulation de l'étape de chimie hétérogène 
permettent déjà d'introduire la température dans les calculs. Les premières simulations 
tentées ont été rapidement abandonnées car elles nécessitent trop de mémoire. 
VII.4. Évolution chimique 
Un domaine important appelé « évolution moléculaire » concerne les événements 
chimiques qui se sont produits il y a -4 milliards d'années sur la terre primitive jusqu'à 
l'apparition de la première cellule. Il apparaît très important de comprendre les étapes 
chimiques qui ont permis de générer les acides aminés, les acides nucléiques, les sucres et 
les lipides nécessaires à la structure, au métabolisme et à la transmission de l'information 
génétique des cellules (DARTNELL, 2007). Plusieurs auteurs se sont attardés sur le 
problème de l'évolution moléculaire. Dans les années 1920, deux auteurs indépendants 
(OPARIN, 1924 et HALDANE, 1929) ont suggéré que des molécules organiques 
devaient s'être accumulées sur terre, particulièrement dans les océans (LEMMON, 1970) 
pour permettre l'apparition de la vie. Certaines données expérimentales ont par la suite 
confirmé cette hypothèse (MILLER, 1953). 
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VII.4.1. Chiralité moléculaire 
Il existe de nombreuses molécules pour lesquelles des formes miroirs (appelées 
énantiomères) existent. Les énantiomères sont des molécules optiquement actives, c'est-
à-dire qu'elles tournent le plan de polarisation de la lumière polarisée39 . Un mélange 
racémique comporte la même proportion de chaque énantiomère et n'est pas optiquement 
actif. Un exemple important est une molécule dont un carbone comporte quatre 
groupements différents, comme l'alanine (figure 1). Chez les organismes vivants sur 
terre, seuls les acides aminés « L » et les sucres « D » sont retrouvés, ce qui est parfois 




($)-alanine mirror plane (R)-alanine 
Figure 6: Chiralité de l'acide aminé alanine. Bien que les deux molécules ont la même 
formule chimique, elles sont différentes. Cette figure fait partie du prix Nobel de chimie 
2001. http://www.rowland.harvard.edu/rjf/fischer/background.php. 
Il n'y a pas, à l'heure actuelle, d'explication scientifique satisfaisante de l'origine 
de la chiralité moléculaire dans les organismes vivants (YU ASA, 1994 ). Il est possible 
que les radiations aient joué un rôle dans le processus de sélection d'un énantiomère des 
acides aminés. Par exemple, AKABOSHI et al (1990) ont trouvé qu'une solution de'D,L-
acide aspartique combinée avec du L-alanine diminuait la radiosensibilité de 
39 Les énantiomères sont notés « L » pour Levogyre et « D » pour Dextrogyre, selon le sens de la déviation 
du plan de polarisation de la lumière polarisée. 
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!'énantiomère L de l'acide aspartique. De même, BONNER et LEMMON (1978) ont 
trouvé que la radiolyse de certaines solutions d'acides aminés engendrait un certain 
pourcentage de racémisation (sélection d'un énantiomère d'un acide aminé). 
VII.4.2. Chimie de HCN en solution irradiée 
Il est généralement admis que les radiations ionisantes sont une source d'énergie 
ayant pu contribuer aux processus de l'évolution chimique, et que les réactions chimiques 
induites par ces radiations ionisantes est d'intérêt pour la chimie prébiotique 
(DRAGANié et DRAGANié, 1980). Les radiations ionisantes ont été une source 
d'énergie pour les processus d'évolution chimique sur la Terre à l'ère Précambrienne40 
(DRAGANié et al., 1983) et dans les noyaux des comètes (DRAGANié et al., 1985). 
D'autre part, il est pratiquement certain que l'acide hydrocyanique (HCN) et les dérivés 
alkylés étaient présents en grande quantité dans l'atmosphère et les océans de la Terre 
primitive (ABELSON, 1966). Ceci est suggéré par l'abondance de ce composé dans 
l'espace interstellaire de même que par la facilité avec laquelle il est formé lors des 
expériences de chimie prébiotique (YUASA, 1994). Une solution aérée de ce composé 
comporte les principaux éléments nécessaires à la vie : H,C,N et O. L'irradiation deHCN 
en solution produit plusieurs composés organiques importants comme des acides aminés 
(glycine, alanine, valine, sérine, thréonine, acide aspartique et acide glutamique) 
(SWEENEY et al., 1976; DRAGANié et al., 1977); des purines et des pyrimidines 
(FERRIS et al., 1978) et des acides carboxyliques (oxalique, malonique, succinique, 
carboxysuccinique, tricarballique, aconitrique, citrique, 1,2,4-butanetriènecarboxylique et 
40 Récemment, des communautés isolés de bactéries qui utilisent uniquement l'hydrogène moléculaire 
(produites par la radiolyse de l'eau) conune source d'énergie ont été retrouvées dans des roches 
précambriennes (SHERWOOD LOLLAR et al., 2007; LIN et al., 2005a, 2005b). 
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1,2,3,4-butanetétracarboxylique) (NEGRON-MENDOZA et al., 2001). Les rendements 
des principaux produits sont donnés au tableau 7. 
Tableau 7: Produits observés lors de la radiolyse de 6 mM de HCN (OGURA, 1968) 















Ces données expérimentales laissent supposer que la chimie de la molécule HCN en 
solution irradiée est très complexe. Plusieurs auteurs se sont intéressés à la radiolyse du 
HCN en solution aqueuse (DRAGANié etal., 1980; OGURA, 1967a, 1967b; OGURA et 
al., 1972). Pour étudier l'effet des radiations sur les solutions de HCN, il faut connaître 
les réactions des molécules HCN avec les radicaux libres (H·, ·oH et e-aq) produits par la 
radiolyse de l'eau. 
VII.4.2.1. Réactions d'initiation 
Les réactions d'initiation sont données au tableau 8. On note que certaines réactions 
qui pourraient avoir lieu ne sont pas incluses dans le tableau. La réaction . 
HCN+ "OH~ C N + H20 est exclue sur des bases thermochimiques (OGURA, 1968). De . 
même, G(H2)::::::: G 82 ; ceci permet d'exclure la réaction HCN + H" ~CN + H2 • 
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Tableau 8: Réactions d'initiation de la radiolyse de la molécule HCN en solution. 
HCN+"OH --+ HC(OH) = N (ou Hé= NOH) 6.0xlO Buechler et al. 1976 
HCN+ H" --+ CH2 =N (ou Hê=NH) 
3.6x107(1l; Draganic et al. 1980(1>; 
1.0xl08<2> Ogura et al. 1968(2) 
H,O 
CH2 =N(ou Hê=NH)+Off 
6.6x 108( 1); Draganic et al. 1980(I). HCN + e~q --+ (HCNf ~ ' 2x108<2l Ogura 1968<2l 
On peut essayer d'expliquer les résultats-expérimentaux en examinant les réactions 
chimiques. À [HCN]=6 mM, les pouvoirs de capture de toutes les réactions d'initiations 
est de l'ordre de -106 s-1, correspondant à un temps de réaction typique de -10-6 s. Donc, 
à cette concentration, HCN n'interfère pas avec la radiolyse de l'eau durant la première 
microseconde. La valeur expérimentale de G(-HCN) est -5.8, ce qui correspond 
pratiquement à la somme des rendements primaires des espèces radicalaires de la 
radiolyse de l'eau ( G _ = 2.5; G H' = 0.65 et G "OH = 2.5 ), ce qui laisse supposer que 
eaq 
ces espèces radicalaires effectuent les réactions d'initiation. 
Une étude de la radiolyse de HCN été effectuée en ajoutant une concentration 
d'ions nitrates (N03-) dans le système. Ces ions captent les électrons hydratés par la 
réaction e~q + NO]-+"NO~-(OGURA, 1968); la constante de vitesse de cette réaction est 
-9.7x109 M-1s-1 (BUXTON et al., 1988). À environ 0.5 mM, le pouvoir de capture de 
cette réaction est -4.85x106 s-1, correspondant à un temps caractéristique d'environ 
2.1x10-7 s. Ainsi, à cette concentration, pratiquement tous les électrons hydratés sont 
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captés; G(-HCN) diminue.d'environ 2.9, ce qui est -G _ . D'autre part, le même article 
eaq 
rapporte que l'addition d'une concentration de 16 mM de N20 (qui transforme e-aq et H· 
en radical ·OH) laisse G(-HCN) inchangé. 
En milieu acide, OGURA (1972) rapporte que les rendements d'ammoniaque, de 
formaldéhyde et de gaz carbonique ne sont pas affectés, mais que la formation de HCN 
polymérique est supprimée et que G(-HCN) décroît à 2.9. Il n'est pas possible 
d'expliquer ce résultat en ne considérant que les réactions d'initiation, car G(-HCN) 
devrait demeurer inchangé. 
VII.4.2.2. Réactions intermédiaires 
Les espèces chimiques créées par les réactions d'initiation ont des temps de demi-
vie de l'ordre de la picoseconde (DRAGANié et al., 1980). Les réactions chimiques des 
espèces intermédiaires créées lors de la radiolyse de HCN en solution sont présentées au 
tableau 9. 
Tableau 9 : Réactions chimiques des intermédiaires fonnés lors de 
la radiolyse de HCN 
Réaction 
---+ HCN+ _H 2C = NH 
. . 
H2C=N + HC(OH)=N ---+ { (HCN)i + H20 
H2C = NH+HOC= N 
HC(OH) = N (ou Hê = NOH) + HCN . ---+ H2C = N+ HOCH 
---+ HCHO + NH3 
. 
HOC=N+ H20 
La formation de certains produits (tels que NH3 et C02, par exemple) implique des 
réactions chimiques entre des intermédiaires radicalaires. La valeur des rendements de 
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ces produits indique que ces réactions ne sont pas négligeables. Comme il a été 
mentionné précédemment lors de l'analyse de problèmes similaires, les réactions eritre 
intermédiaires nécessitent une certaine concentration des produits, ce gui ne peut se 
produire gu 'en incluant des conditions de frontières ou en irradiant le système de façon 
continue. 
VII.4.2.3. Voie de polymérisation 
Le radical H2C = Npeut initier un processus de polymérisation en effectuant des 
réactions avec des molécules HCN en solution. Plusieurs voies de polymérisation ont été 
décrites (DRAGANié et al., 1980). Parmi les voies décrites, certaines mentionnent la 
possibilité de produire des embranchements dans le polymère. Un exemple du début de la 
polymérisation est donné par: 
• HCN • • 
H 2C=N---+ NC-CH2 -NH-+NC-CH 2 -NHCH=N (6) 
On peut supposer que le polymère ainsi formé, lorsqu'il est hydrolysé, produit les 
acides aminés qui ont été observés expérimentalement. Il n'est pas possible, avec le 
programme actuel, de simuler cette polymérisation. Il faut d'abord reproduire le 
rendement des molécules plus simples. 
VII.4.2.4. Formation de la glycine 
Il est théoriquement possible de former la glycine par la v01e de Strecker 
(MA TTHEWS et MOSER, 1966) : 
HCN NH3 HzO 
H 2 CO---+ NC-CH 2 -OH-+ NC-CH 2 -NH2 ---+ HOOC-CH 2 -NH2 (7) 
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Cette hypothèse a également été avancée par OGURA et al. (1972). Elle apparaît 
plausible étant donné que des produits similaires sont formés. Il serait intéressant de 
retrouver les constantes de vitesse des réactions et d'étudier cette possibilité. Il faudrait 
cependant mieux comprendre la formation de H2CO, qui est le point de départ de cette · 
réaction. 
VII-5 : Conclusion 
Cette thèse de doctorat a permis de développer plusieurs codes, notamment des 
codes de transport des photons et des neutrons et un code de simulation de l'étape 
chimique se produisant dans la radiolyse de l'eau. Le code de transport des photons 
permet de calculer Je nombre et la distribution en énergie des électrons produits par effet 
Compton et effet photoélectrique. De même, le code de transport des neutrons permet de 
connaître la distribution en énergie des protons de recul créés par les collisions élastiques 
des neutrons avec les molécules d'eau. 
Le programme Je plus important développé durant cette thèse est le code de 
simulation de l'étape chimique SBS. Ce dernier est basé sur la théorie de la diffusion et 
permet de visualiser l'évolution temporelle et en 3D de toutes les espèces chimiques 
créées lors de la radiolyse de l'eau. Des études comparatives du programme avec IRT ont 
été réalisées et ont permis de valider le programme,. Plusieurs études des rendements ont 
été réalisées : l'évolution temporelle et l'étude des rendements primaires en fonction du 
TEL, du pH, du type d'ion et de la température. Les rendements calculés sont 
comparables à ceux obtenus par la méthode IRT et aux données expérimentales. 
Le programme a ensuite été appliqué avec succès pour simuler le dosimètre de 
Fricke avec et sans oxygène. Dans le cas du dosimètre de Fricke avec oxygène, les 
187 
Chapitre VII : Conclusion et perspectives 
valeurs de rendements obtenus en fonction du temps et réalisées en fonction du TEL sont 
tout à fait en accord avec une étude réalisée précédemment avec IR T. Dans le cas du 
dosimètre de Fricke sans oxygène, on trouve G(Fe3+)=8.2 et G(H2)=4. l l, également en 
excellent accord avec les valeurs attendues. Le dosimètre de Fricke représente également 
une application très intéressante du code développé pour la simulation du transport des 
photons, qui a permis de reproduire le minimum de G(Fe3+) vers ~1-2 keV. 
Le programme a ensuite été utilisé pour étudier le dosimètre cérique avec et sans 
oxygène. Les courbes cinétiques de G(Ce3+), G(02) et G(H2) ont été obtenues et ont 
permis de comprendre le rôle des différentes réactions chimiques. À la fin de la 
simulation, on trouve G(Ce3+)ox=2.48 et G(Ce3+)deox=2.3 l, près de la valeur attendue 
(2.4), avec et sans oxygène. Cette étude a permis de mettre en évidence le rôle de la 
réaction SO :- + Ce3+ ~ SO ~- +Ce 4+ lors de la réduction de Ce3+ en Ce4+. Une étude en a 
montré une augmentation de G(Ce3+) en fonction du TEL et une diminution de G(Ce3_,_) en 
fonction de la concentration de Ce3+, en accord avec les données expérimentales, ce qui confirme 
le modèle réactionnel proposé pour le dosimètre cérique. 
Les programmes IRT et SBS ont été utilisés pour étudier l'effet du débit de dose sur les 
rendements obtenus lors de la radiolyse de l'eau pure. Plusieurs observations intéressantes ont été 
notées. Les simulations ont permis d'établir un temps d'interaction entre les particules provenant 
de différentes traces. Ces simulations ont montré l'importance de la géométrie d'irradiation et 
également de la nécessité d'inclure des conditions de frontière périodiques pour reproduire les 
données expérimentales. Un modèle mathématique confirme l'importance de la géométrie. 
La radiolyse de solution de molécules organiques a été tentée. Plusieurs difficultés 
apparaissent lorsque cette simulation est tentée : la forme des acides aminés doit être 
déterminée en fonction du pH, les intermédiaires formés nécessitent une certaine 
188 
Chapitre VII : Conclusion et perspectives 
concentration pour réagir et beaucoup de molécules sont formées, ce qui est difficile à 
implémenter. Ces tentatives d'appliquer la méthode actuelle a permis d'apprendre 
plusieurs choses qui seront applicables lors de nouvelles simulations. Parmi les molécules 
qui pourraient être intéressantes à étudier, on note les gels de polymères et les molécules 
telles que HCN. Le programme SBS pourrait permettre, entre autres, de visualiser les 
réactions de polymérisation et les réactions en chaîne. 
La plupart des expériences de radiolyse de ces molécules ont été réalisées en variant 
le pH en milieu acide, mais également en milieu alcalin. Il vaudrait donc la peine de 
poursuivre l'étude en milieu alcalin. Ceci serait en continuité avec 1 'étude du pH qui a 
déjà été entreprise. De même, la plupart de ces études expérimentales ont tenté d'isoler le 
rôle de certains radicaux en utilisant des capteurs tels que N20, cr ou N03-. Il vaudrait la 
peine d'entrer les réactions chimiques des espèces radicalaires avec ces capteurs dans les 
programmes SBS et IRT 'et peut-être même de faire des études des rendements. Il pourrait 
également être intéressant d'inclure certaines molécules simples telles que NH3 ou C02 
dans le schéma réactionnel, étant donné qu'elles sont produites dans la radiolyse de 
molécules organiques. 
Cette étude a montré que la méthode utilisée pourrait être appliquée dans d'autres 
situations d'intérêt biologique. Les systèmes étudiés se rapprochent de plus en plus des 
systèmes biologiques et pourront permettre de mieux comprendre l'effet des radiations 
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Muroya, Y., Plante, I., Azzam, E.I., Meesungnoen, J., Katsumura, Y. and Jay-Gerin, J.-
P. High-LET Ion Radiolysis of Water: Visualization of the Formation and Evolution of Ion 
Tracks and Relevance to the Radiation-Induced Bystander Effect. Radial. Res. 
ABSTRACT 
Ionizing radiation-induced bystander effects, commonly observed in cell populations 
exposed to high linear energy transfer (LET) radiations, is initiated by damage to a cellular 
molecule which then gives rise to a toxic signal exported to other neighboring cells not di-
rectly hit by radiation. A major goal in studies of this phenomenon is the identification of 
this initial radiation-induced lesion. Liquid water being the main constituent of biological 
matter, reactive species involved in the induction of this lesion are likely those produced by 
water radiolysis in the cellular environment. In this context, the radiation track structure is 
of crucial importance in specifying the p~ecise location of the radiolytic species and their 
subsequent signaling or damaging effects. We report here Monte-Carlo track structure 
simulations of the radiolysis ofliquid water by four different impacting ions 1H+, 4He2-, 
12C6+, and 2°Ne1o+ with the same LET (~70 keV/µm). The initial radial distribution profiles 
of the various water decomposition products ( e;q, ·oH, ff, H2, and H202) for the different 
ions considered are presented and discussed briefly in the context of track structure theory. 
As an example, the formation and temporal evolution of simulated 24-MeV 4He2+ ion 
tracks (LET~ 26 keV/µm) are also reported for each radiolytic species from 1 ps to 10 µs. 
In partic.ular, examination of the calculations reveals that the ion track structure is corn- -
pletely lost by ~ l µs. 
Keywords: Liquid water; Radiolysis; Accelerated heavy ions; Linear energy transfer; 
Monte-Carlo track structure simulations; Temporal evolution of ion tracks; Radiolytic 




It has long been considered that the genotoxic effects of ionizing radiation are a conse-
quence of residual DNA damage that arises from the direct interaction of radiation with the 
nuclei of exposed cells (1). However, evidence accumulated over the past two decades 
indicates that genetic damage in ce lis need not be the effect of direct nuclear irradiation. 
Radiation-induced genomic instability experiments show that the progeny of ce lis that 
survive a rad.iation exposure harbors genetic lesions that are different in nature from those 
that initially occurred in the irradiated parental cells (2). Furthermore, gene mutations may 
also occur when the cytoplasm (not the nucleus) is specifically targeted with charged parti-
cles using microbeam irradiation (3). More importantly, bystander effect studies mainly 
with cell populations exposed to very low fluences of a-particles show that biological 
changes, including genetic alterations, occur in cells that are not directly irradiated ( 4). 
These studies indicate that molecular signais transmitted from irradiated to neighbor:ing 
nonirradiated cells lead to biological responses in bystander cells, and the target for genetic 
damage is much larger than the nucleus of the irradiated cell (reviewed in refs. 5, 6). 
Radiation-induced bystander effects have been observed in ce lis of varying genetic 
background, lineage and organ origin. Their widespread occurrence is likely to have im-
portant consequences to radiation risk assessment, radiotherapy, and diagnostic radiology. 
While adequate evidence for such effects exists, a clear understanding of the basic mecha-
nisms by which they occur is only beginning to emerge. Gap-junction intercellular com-
munication and diffusible factor(s) secreted by irradiated cells have been implicated in 
expression ofbystander responses. Metabolic redox reactions appear to be common to both 
mechanisms (7). Cellular phenotype, radiation quality or linear energy transfer (LET) (i.e., 
the stopping power, -d.E/dx), and dose are also likely modulators of the molecular and bio-
chemical signaling events involved. 
Liquid water being the main constituent of living cells (-85%), knowledge of the yield 
and precise location of water radiolytic species is critical to our understanding of early 
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events involved in signaling the bystander effect. In fact, the water decomposition products 
e;q (hydrated electron), ·oH, ff, H2, and H20 2 (for a review, see ref. 8) generated initially 
in the cellular environment traversed by ionizing particle tracks can react efficiently with 
many cellular molecules causing both covalent modifications and change in cell signaling 
that may subsequently actas triggers ofbystander effects (9-12).2'3 In this context, the 
radiation track structure is of crucial importance in specifying the spatial distribution of ail 
the radiolytic species and free radical intermediates created by the passage of the impacting 
ion (15, 16) and the subsequent damage or signaling effects. For example, the finding that 
similar doses of different radiation types Iike a-particles or y-rays lead to biological 
changes with varying effectiveness (see, for example, refs. 17, 18), where a more nonuni-
form geometric distribution of absorbed energy is biologically more efficient, emphasizes 
the importance of the initial local distribution ofreactants in the response of irradiated ce lis. 
Such knowledge would be significant in the development of predictive computational 
models that bridge together data characterizing the various steps involved in biological 
processes leading .to propagation ofbystander effects. 
Successful prediction of the effects ofradiation type and energy in radiolysis not only 
requires a realistic description of the early physical aspects of the radiation track structure, 
but also an accurate modeling of the tempor~I dependence of the spatial distributions of the 
various radiation-induced reactive species in the tracks. Here, as an example, we have 
studied the initial, nonhomogeneous deposition of radiation energy in water exposed to 24-
Me V helium ions (LET - 26 keV/µm). The temporal, three-dimensional developmentof 
the track, in which the various water decomposition products are specified and allowed to 
diffuse and react with one another (or with the milieu), is modeled using Monte-Carlo ion 
track structure simulations between 1 ps and 10 µs. The initial radial distribution profiles 
of the different radiolytic species for four different impacting ions ( 1H+, 4He2+, 12C6+, and 
2°Ne10+) with the same LET (-70 keV/µm) are also presented and discussed briefly in the 




The complex succession of events that follow the irradiation of a biological system can 
usually be divided into four, more or less distinct, consecutive stages: (i) deposition of 
radiant energy and formation of initial products in a specific, highly nonhomogeneous track 
structure geometry ("physical" stage), (ii) establishment of thermal equilibrium in the bulk 
medium with reactions and reorganization of initial products to give stable molecules and 
chemically réactive species such as free atoms and radicals ("physicochemical" stage), (iii) 
thermal chemistry during which the various reactive species diffuse and react with one an-
other (or with the environment) until ail intratrack reactions are complete ("chemical" 
stage), and (iv) biological system response to chemical products of irradiation ("biological" 
stage) (19). Since this study deals with the ion radiolysis of pure, deaerated liquid water, 
only the first three stages need to be considered here. 
In the calculations reported, the complete sequence of ail individual stochastic events is 
modeled using our Monte-Carlo code IONL YS-SBS for the simulation of ion track seg-
ments in water and their subsequent diffusion-kinetic development up to -10 µs. This 
code, which follows the reactant trajectories on an event-by-event basis, enables one to 
keep control of the spatial distribution of ail generated radical and molecular species ( e;;q, 
'OH, H', H2, and H202) at ail times. The d€tailed implementation of this code has been 
given elsewhere (20, 21 and references cited). 
Short (l-5 µm) track segments of four different incident ions 1W, 4He2+, 12C6+, and 
2°Ne10+ have been·calculated at the same LET. The chosen LET value is -70 keV/µm, 
which is less than the maximum LET at the Bragg peak of the stopping power curve for 
each ion in water. The corresponding ion energies are 150 keV for 1H+, 1.75 MeV/nucleon 
for 4He2+, 25.5 MeV/nucleon for 12C6+, and 97.5 MeV/nucleon for 2°Ne10+. Within these 
segments oftracks, the energy and LET of the ions are kept constant. Finally, at the inci-
dent ion energies considered here, interactions involving electron capture and loss by the 
moving ions (charge-changing collisions) have been neglected (22). 
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RESULTS AND DISCUSSION 
Figure 1 shows typical two-dimensional representations of 1-5 µm traèk segments of 
1H+, 4He2+, 12C6+, and 2°Ne10+ ions generated at the origin and along the Y-axis, calculated 
(at 10-13 s) under the same LET conditions (-70 keV/µm)~ 
Figure 1: Projections over the XY plane of track segments calculated (at 10-13 s) for impact-
ing 1H+ (0.15 MeV), 4He2+ (1.75 MeV/nucleon), nc6+ (25.5 MeV/nucleon), and 2°Ne10+ 
(97.5 MeV/nucleon) ions generated at the origin and along the Y-axis in liquid water at 25 
°C under identical LET conditions (-70 keV/µm) (see text). Dots represent the energy 
deposited at points where an interaction occurred. Note that the track segments for the 
different ions have been chosen equal to 5 µm, except for 1 H+ for which we have adopted a 
track length of 1 µm. This reduction in the track length for 1H+ was dictated by the fact that 
the penetration range of this ion in liquid water, at the considered energy of 150 keV, 
amounts only to -2.3 µm (see ref. 23). 
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As we can see, the tracks consist of a cylindrical "core" produced by the ion track itself, 
and a surrounding "penumbra" of ejected, comparatively low-LET, secondary electrons 
[the so-called "short" (-500 eV-5 keV) and "branch" (> 5 keV) tracks in the terminology of 
Mozumder and Magee (24), or "ô-rays"] (8, 15, 16, 25). Our simulated results also show 
that these energetic secondary electrons travel to a greater average distance away from the 
track core as the velocity of the incident ion increases, from protons to neon ions. This 
irradiating-ion dependence of the track structure at a given LET is in accord with Bethe's 
theory of stopping power 4 and explains why LET is not a unique parameter to correctly 
describe the radiation chemical effects within heavy-ion tracks (8, 16, 21, 22). 
The initial radial distribution profiles of the various water decomposition products ( e;. , 
·oH, ff, H2, and H202) around the trajectory of the different ions of the same LET consid-
ered in Fig. 1 are presented in Fig. 2. To generate these distribution profiles, the initial lo-
cations ofa large number (-2 x 106) of each radiation-induced species were collected by 
accumulating the data obtained from 200 simulations of 5-µm ion track segments (103 
simulations of 1-µm tracks in the case of protons) and projecting in a plane perpendicular to 
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Figure 2: Initial radial distribution profiles of the main water decomposition products per-
pendicular to the trajectory of the four incident ions from Fig. 1 (see text). The different 
colors green, red, blue, cyan, and magenta are associated with the radiation-induced 
chemical species e~, ·oH, H", H2, and Hi02, respectively. 
As seen in Fig. 2, the spatial extent of the distributions of ail species increases with 
increasing energy of the incident ion. This is readily explained by the greater penetration 
range (or thermalization length) of the ejected secondary electrons from the higher velocity 
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Figure 2: Initial radial distribution profiles of the main water decomposition products per-
pendicular to the trajectory of the four incident ions from Fig. 1 (see text). The different 
colors green, red, blue, cyan, and magenta are associated with the radiation-induced 
chemical species e;;q, 'OH, H', H2, and H20 2, respectively. 
As seen in Fig. 2, the spatial extent of the distributions of ail species increases witli 
increasing energy of the incident ion. This is readily explained by the greater penetration 
range (or thennalization length) of the ejected secondary electrons from the higher velocity 
ion (see Fig. 1 and Table 1 ).5 Figure 2 also reveals the presence of two different regions. 
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The first, central region extends to radial distances up to -20-50 nm or so from the ion 
trajectory and contains a high concentration of chemical reactants. This is larger than the · 
physical core radius calculated by Magee and Chatterjee (25, 28) and Mozumder and 
La Verne (15, 29), which corresponds to the tiny radial region within the first few 
nanometers around the path of the irradiating ion where the energy is deposited. In fact, it 
can be seen that this central reg ion is made up of the reactive species that are generated not 
only by the heavy ion itself, but also by the numerous low-energy secondary electrons that 
are ejected from the ion trajectory, mainly in glancing collisions. The core of tracks is then 
initially comprised of"spurs" (< 100 eV) and "blobs" (-100-500 eV) (24) with sizes 
reaching a few tens of nanometers (27). As we can see from Fig. l, these secondary 
electrons are so dense that this central region appears continuous and symmetrically 
symmetric. The second, peripheral region extends above -20-50 nm from the incident ion 
path. It is much larger and less dense in radiolytic species. Figures 1 and 2 clearly show 
that this region is almost absent for the proton track while its importance increases with the 
energy of the irradiating ion, from helium to neon ions (see Table 1 ). 
TABLE 1 
Maximum 8-ray energies (Qm&ll.) (ref. 23) and average penetration ranges (Rav) (ref. 
27) corresponding to these energies. Rav gives an estimate of the radius of the penum-
bra. Comparis.on is made with the penumbra radii (rp) reported in refs. 25 and 28. 
Ion Energy Qmax Rav rp 
(MeV/nucleon) (keV) (nm) (nm) 
tH+ 0.15 0.327 15.7 7.65 
4He2+ 1.75 3.81 3.6 X 102 2.0 X 102 
12c6+ 25.5 56.3 3.7 X 104 7.4 X l 03 
z°Ne'o+ 97.5 2.23 X 102 2.4 X l05 a 3.8 X 104 
a Extrapolated value from the electron penetration ranges calculated in ref. 27. 
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lt corresponds, obviously, to the region where energetic secondary electrons (ô-rays), 
ejected from thè core in knock-on collisions, can go. As seen in Fig. 1, the production of 
these ô-rays is sporadic and their tracks are generally well separated from each other, 
giving a highly nonuniform geometric distribution of absorbed energy. 
Figure 3 displ1;1ys, as an example, the three-dimensional expansion of.a 5-µm track 
segment (generated at the origin and along the Y-axis, and viewed end-on over the plane 
XZ) of 24-MeV 4Hei+ ions. More precisely, this figure vizualises the time-dependent cross 
sections of the nonhomogeneous spatial distributions of each of the radiolytic species 
shown in Fig. 2, c~lculated with our Monte-Carlo track structure simulation code IONL YS• 
SBS (20, 21) from 1 ps to 10 µs. As it can be seen, tbese radial distribution profiles of 
species reflect essentially the trajectories of the ejected energetic ô-rays. At an early stage 
oftrack development, it is clear from Figs. 2 and 3 that the e;;q and "OH radial distributions 
are far denser than those of the other radiation-induced reactants (H", Hi, and HiOi). This 
observation is consistent with the much greater radiolytic yields found for these two radical 
species; in fact, for the case of24-MeV 4Hei+ ions (LET- 26 keV/µm), our calculated 
values of G( e~) and G("OH) at 1 ps are, respectively, -4.2 and 5.0 molec./1 OO eV,6 white 
the corresponding.yields of ff, Hi, and H20i are only -0.69, 0.33, and 0.18 molec./100 eV, 
respectively.7 Finally, Fig. 3 also clearly reveals that the ion track structure, very well-
defined at early time, is gradually lost as time progresses because of the diffusion of the 
species, and has completely disappeared by about 1 µs. 
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Figure 3: Time-dependent cross sections of the nonhomogeneous spatial distributions of the 
main radiolytic species ( e;q, "OH, H", H2, and H202) in liquid water exposed to 24-MeV 
4He2+ ions (LET- 26 keV/µm) from 1 ps to 10 µs (see text). The track geometry is the 




Liquid water radiolysis studies have greatly contributed to our understanding of the 
cellular response to ionizing radiation. Determination of the yield, as well as the time and 
spatial distribution of radiolytic species generated by energetic ions in the vicinity of target 
molecules are likely to be highly informative of the relationship among radiolysis products, 
compartmentalization of signaling molecules, and the lesion(s) that trigger the bystander 
effect. These studies are of particular significance to health protection issues related to 
evaluating the effects of galactic cosmic rays to which astronauts are exposed during pro-
longed space exploration missions. 
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2. In the presence of oxygen, e~ and H" atoms are nipidly (on the microsecond time 
scale) converted to the superoxide anion/hydroperoxyl (02·-1Ho2·) radicals, where 
0 2·- is always in a pH-dependent equilibrium with its conjugate acid (pK3 = 4.8) (J 3). 
In an aerobic cellular environment at physiological pH, the major reactive species 
present at -1 µs are thus 0 2·-, ·oH, and H20 2 (H2 plays only a limited role in the radi-
olysis of aqueous solutions, and most of it generally escapes from solution). In bio-
logical systems, organic radicals (R.) are also formed, most often by H-abstraction 
reactions (initiated by ·oH radicals for example). These carbon-centered radicals 
usually react rapidly with 0 2 to give peroxyl radicals (Ro2·), which are better oxidiz-
ing agents than their parent radicals (14). 
3. These reactions are extremely rapid in living cells and are generally difficult to detect 
directly. 
4. For kinetic energies of ions small compared to their rest-mass energy, the nonrelativ-
istic Bethe stopping power equation (26) is well approximated by (in SI units): 
_d.E =(-l-J24nz2~4 Nln(2moV2J, 
d.x 41Œo mo v~ . 1 
where Ze is the charge on the incident ion, Vis the ion velocity, m0 is the rest mass of 
an electron, N is the number of electrons per m3 of the absorbing medium, and 1 is the 
mean excitation and ionization potential of the bound electrons in the absorber. lt 
follows from this equation that for two different ions of equal LET, the one with the 
higher charge will have the higher velocity. 
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5. The nature of the initial spatial nonhomogeneity of the chemical species is that their 
concentrations are high in the vicinity of the sites of energy deposition along the 
ejected, secondary electron tracks traversing the penumbra. 
6. Radiation chemical yields (G-values) are given in the units of molecules per 100 eV 
(molec./100 eV). For conversion into SI units (mol/J): 1 molec./100 eV::::: 0.10364 
µmol/J. 
7. Our calculated primary (or "escape") yield values (at 1 µs) are: Ge - = 0.81, G.0 H = aq 
0.92, Gff = 0.62, GH
2 
= 0.83, and GH
202 




Monte-Carlo «step-by-step» simulation of the early stages of liquid water radiolysis : 3D 
visualization of the initial radiation track structure and its subsequent chemical 
development 
Ianik Plante et Jean-Paul Jay-Gerin 
Journal of Physics: Conference Series 56, 153-155 (2006) 
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Monte-Carlo "step-by-step" simulation of the early stages of liquid water radiolysis: 
30 visualization of the initial radiation track structure and its subsequent chemical 
development 
lanik Plante and Jean-Paul Jay-Gerin 
Département de médecine nucléaire et de radiobiologie, Faculté de médecine et des 
sciences de la santé, Université de Sherbrooke, Sherbrooke (Québec) J1 H 5N4, Canada 
The understanding of radiation action on liquid water, an important constituent of cells and 
living organisms (-85%), is a crucial prerequisite for the accurate description of the effects 
of radiation on more complex chemical and biological systems. Gel dosimeters, which are 
used to modelize the biological medium upon irradiation, aise have an important water 
content (-90%) and are another example that requires a detailed knowledge of the 
complex succession of events that follow absorption in water of ionizing radiation. 
Radiation interacts with water molecules mainly by ionization and excitation ("physical" 
stage). These ionized and excited molecules, and the ejected secondary electrons, will 
reorganize on the picosecond tlme scale to generate the primary free radical, ionic and 
molecular species distributed in small clusters called spurs ("physicochemical" stage). For 
low linear energy transfer (LET) radiation (such as 6°Co y-rays or fast electrons), the spurs 
are separated by large distances relative to their diameter. For high-LET radiation, they 
overlap to form a continuous cylinder. This initial distribution of radiolytic species, the so-
called radiation track structure, is the starting point for the "nonhomogeneous chemical" 
stage, which extends from -10-12 s, that is, the beginning of molecular diffusion, up to -1 o-6 
s, the time at which the spur processes are complete. At this time, the species that have 
escaped from spur reactions become homogeneously distributed throughout the bulk of 
the solution. The radical and molecular products are then available for reaction with added 
solutes at moderate concentrations. For an extensive review of the radiolysis of water and 
aqueous solutions, see ref. 1. 
ln the calculations reported here, the complete sequence of ail individuaf stochastic events 
that take place following the irradiation of water is modeled using pur Monte-Carlo code 
IONL YS-SBS (2-4). This code, which we use to describe the three consecutive, temporal 
stages (physical, physicochemical, and chemical) of radiation action, follows the reactant 
trajectories on an event-by-event basis, enables one to keep contrai of the spatial 
distribution and identity of all generated radical and molecular species (e-aq. ·OH, H·, H2, 
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H20 2, H•, OH-, H02·/02·-, ... ) at all times. At present, our "step-by-step" program is able to 
simulate ion and electron track structures and their subsequent chemical development for 
various LET varying from -0.3 to 1000 keV/µm. lt also takes account of the possibility of 
multiple ionization of water at high LET. As an example, Fig. 1 shows the initial, 
nonhomogeneous deposition of radiation energy in water exposed to 24-MeV helium ions 
(LET - 26 keV/µm). As we can see, the track consists of a cylindrical "core" produced by 
the ion track itself and a surrounding "penumbra" of ejected, comparatively low-LET, 
secondary electrons ("o-rays"). 
Figure 1: Projection over the XY 
1 ' ' plane of a short (5-µm) track 
) 
segment calculated at -10-13 s 
~ ,,....., l fi'r 1. l for a 24-MeV 
4He2• ion (LET - 26 
E 0 ::::. - . :J f keV/µm) in liquid water at 25 °C. 
~ 
X The impacting ion is generated at 
the origin and along the Y axis. 
-1 ' ' ' ' Each point represents the energy 0 1 2 3 4 5 
y (µm) deposited at points where an 
interaction occurred. 
The three-dimensional expansion of the track structure shown in Fig. 1 is displayed in Fig. 
2. This figure shows the time-dependent cross sections of the nonhomogeneous spatial 
distributions of each of the radiolytic species produced, calculated with our code IONL YS-
SBS from 1 ps to 10 µs. As can be seen, these radial distribution profil'es of species 
essentially reflect the trajectories of the ejected o-rays. At an early stage of track 
development, the e·aq and ·OH distributions are far denser than those of the other 
radiation-induced reactants (H·, H2, and H20 2). This observation is consistent with the 
much greater radiolytic yields (or G-values, representing the numbers of species formed or 
destroyed per 1 OO eV of deposited energy) found for these two radical species; in fact, for 
24-MeV 4He2+ ions, our calculated values of G(e-aq) and G(·OH) at 1 ps are, respectively, 
-4.2 and 5.0 molecules/100 eV, while the corresponding yields of H·, H2, and H202 are 
only -0.69, 0.33, and 0.18 molecules/1 OO eV, respectively (3). Figure 2 also clearly 
reveals that the initial ion track structure is gradually lost as time progresses because of 
the diffusion of the species, and has completely disappeared by about 1 µs. 
241 
Annexe II 
ln order to offer a better understanding of radiation action on more complex chemical and 
biological aqueous systems, our code enables a user, in a 30 environment and in real 
time, to either visualize the spatial distribution of all reactive species present in the track at 
a chosen simulation time, or to present an animation of the chemical development of the 
radiation track over a chosen time interval. 
As polymer gel dosimeters consist basically of a hydrogel in which monomers are dis-
solved and in view of their potential use as 30 dosimeters in radiotherapy, we believe that 
our simulations could play a useful role in the development of our knowledge of the 
underlying physical and chemical processes that take place in those systems upon irra-
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Annexe II 
Figure 2: Time-dependent cross sections of the nonhomogeneous spatial distributions of 
the main radiolytic species (e-aq. ·OH, H·, H2 , and H20 2 ) in liquid water exposed to 24-MeV 
4He2+ ions from 1 ps to 10 µs. The track geometry is the same as that in Fig. 1, but here 
the track segment is viewed end-on over the XZ plane {see ref. 3). 
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Ionization and excitation cross sections for the interaction of HZE 
particles in liquid water and application to Monte-Carlo simulation of 
radiation tracks 
Cross sections for the interaction of HZE particles in liquid water 
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Relativistic heavy ions (HZE) of high charge (Z) and energy (E) comprised in the galactic 
cosmic rays (GCR) are important contributors to space radiation risk because they cannot 
be shielded completely and their relative biological effectiveness are very high. To 
understand these risks, Monte-Carlo track structure simulations by radiation transport codes 
are widely used in radiation biology to provide information on energy deposition and 
production of radiolytic species that damage cellular structures. In this paper, relativistic 
corrections are applied to existing semi-empirical cross sections models for the ionization 
and excitation of water molecules by ions of energies up to 104 MeV amu-1• An effective 
charge value correction is also added for ions Z>2. Simulations of HZE tracks have been 
perforffied by a new C++ program that includes the last corrections. Calculated stopping 
power for 1H+, 4He2+, 12C6+, 2°Ne10+ and 56Fe26+ are in agreement with existing data in the 
energy range ~10- 1 -104 MeV amu-1. The calculated radial dose for 56Fe26+ and 4He2+ ions 
agrees well with amorphous tracks calculations. XY plane projections of track segments 
and radial distribution of the primary radiolytic species for 4He2+, 12C6+, 28Si 14+ and 56Fe26+ 
ions of LET ~150 keV µm-1 shows the extent oftheir penumbra. These new data will be 
useful for model of experiments at accelerators. 
Keywords 




Ionization and Excitation Cross Sections for the Interaction of HZE 
Particles in Liquid Water and Application to Monte-Carlo Simulation of 
Radiation Tracks 
1. Introduction 
Astronauts are exposed to Galactic Cosmic Radiation (GCR), comprising ions ofwhich the nuclear 
charge extends from hydrogen to uranium. The energy spectrum of the GCR peaks near 1 Ge V per 
nucleon, and these particles are so penetrating that shielding can only partly reduce the doses 
absorbed by the astronauts. Predictions of the nature and magnitude of risks posed by exposure to 
such radiation in space are subject to many uncertainties[l]. The large ionization power of HZE 
ions with Z>2 makes them the major contributors to the risk, in spite of their lower fluence than 
protons. There is an interest to study ions up to Z=26 (iron), because heavier ions are infrequent. As 
space experiments are difficult, expensive and poorly reproductible, ground experiments performed 
in facilities like the NASA Space Radiation Laboratory (NSRL) at the Brookhaven National 
Laboratory (Upton, New York, USA) are the key to get experimental data of great relevance for 
reducing uncertainty on risk assessment. Such experiments has shown that the relative biological 
effectiveness of HZE ions can be as high as 30 for chromosomal exchanges in interphase by 
energetic iron ions[2]. 
On the other band, Monte-Carlo track structure simulations are widely used in radiation biology to 
provide detailed information on the energy deposition and on the production of radiolytic species 
that damage DNA and other cellular structures[3]. Such simulations are often limited to light ions, 
but there is interest to extend these simulations to HZE particles for the reasons discussed before. 
To perform these simulations, several data like cross sections are needed. While considerable 
experimental data are available for water vapor, measurements for the liquid phase are very difficult 
and are largely lacking[ 4,5]. 
In general, the inelastic interaction cross section for charged particles with condensed matter are 
calculated within the framework of the dielectric response theory[ 6]. This theory takes into account 
medium polarization effects like the Fermi density effect. In this paper, we show that semi-
empirical models developed previously can be used as an alternative to obtain ionization and 
excitation cross sections for ions in the relativistic energy range by introducing simple relativistic 
corrections to extend the energy range up to 10 GeV/amu. The cross sections are also extended to 
higher z ions by scaling the cross section by a factor z*2, where z*<z is an effective charge that 
takes into account the fact that heavy ions at low energies have electrons attached. Simulations of 
HZE tracks have been performed by a new C++ program that includes the last corrections to 
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calculate stopping power, radial dose, XY plane projections of track segments and radial 
distribution ofprimary radiolytic species (H", "OH, H2, H20 2 and e-aq) at ~10- 12 s. 
2. Ionization cross sections by ions 
Rudd[7] has proposed a semi-empirical equation for the differential ionization cross section of the 
molecular orbitais 1bi, 3ai, 1b2, 2a1 and 1a1 ofliquid water by protons: 
dcrl00 Si F1(v)+wF2(v) 
~=~ (l+ w) 3 {I +exp[a(w-wc)!vl} 
(1) 
Here, i is the index of the orbital, li is the binding energy of the electron in the target, w=W/Ii, W is 
the energy of the secondary electron, Ep is the energy of the incident proton, T=Er(m!Mp) is the 
energy of an electron of mass m which would have the same velocity of an proton of mass Mp of the 
same energy and v = ~T /li 1s a scaled velocity of the incident particle. 
Furthennore,Si =4naÔNi(9VIJ 2 , ao=5.3xl0- 11 mis the Bohr radius, 9'?=13.6 eV is the Rydberg 
energy, Ni is the number ofelectrons of the orbital andwc =4v2 -2v-9'?/4Ii is the scaled cutoff 
1 
energy. The fonctions F1(v) and Fz(v) are defined as: 
Where 
A 1ln(l+ v
2 ) H1 = ---"----









The ten parameters Ai, B1, .. Ei, A2, B2 •• D2 and a have been determined to be the best fit of the 
experimental data and are shown in table 1. 
Table 1. Parameters used in Rudd's equations (1-7) 






















The total ionization cross section is found by numerically integrating 
(8) 
Here, Ernax is the maximal energy transfer in a single collision. In classical mechanics, the energy 
transferred to a resting electron of mass m by an ion of mass M and energy E is given by[8]: 
E = 4mME == 4~E 
max (M+m)2 - M (10) 
The semi-empirical equations for the ionization cross sections provided above are limited to the 
classical encrgy range. To extcnd this formulation to relativistic energy range, v2 is replaced with 
v2 - me 1- 1 
2 [ l - 2Ii (l+T/mc2 ) 2 (11) 
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where c is the speed of light. Using Taylor's series, one can verify that this expression reduces to 
v 2 = T /~ when T<<mc2• Similarly, Emax is replaced by its equivalent relativistic expression[8] 
E = 2y2mv2 
max 1+2y(m/M)+ (m/M)2 1+2y(m/M)+ (m!M)2 
(12) 
Because an ion of energy per nucleon • has the same velocity of a proton of a given energy[6], the 






c2 mc2 MP 
(14) 
Except at extreme relativistic energy, ym/M<<l, and Emax reduces to 
E = 2y2 mv2 = 2y2A 2mc2 Max 1-' . (15) 
The integration (8) have been performed using the parameters for liquid water and is shown in 
figure 1. The results are compared with the calculations of Dingfelder et al.[11]. For energies <IO 
MeV, since the same formula has been used, the calculations gives exactly the same results. For 
energies >IO MeV, v2 tends to a constant value and the cross section becomes constant. Dingfelder 
et al.[6] used cross sections based on the dielectric response theory. There is a slight difference with 
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Figure 1: Semi-empirical cross sections of ionization of liquid water molecular orbitais (1bi, 3a1, 
1b2, 2a1 and 1a1) by protons, including the relativistic corrections (see text for more details). Results 
from Dingfelder et al.[l l] for proton energy <10 MeV and Dingfelder et al.[6] for proton energy 
> 10 MeV are also shown for sake of comparison. The data from each molecular orbital from 
Dingfelder et al.[6] are not shown for more clarity. 
For track structure simulation, we need to generate secondary electrons that are distributed 
energetically as dcr/dW. It can be written as 
dcr:on Si F1 + \W2 
~=li (l+w) 3 {1+exp[a(w-wci)!v1} 
(16) 
This distribution has the form 
f(x)= kg(x)\j/(x) (17) 
252 
Annexe III 
where k is a constant at least equal to 1, g(x) is a nonnalized distribution that can be generated by 
inversion and the so-called rejection function \j/(x) is [0,1] valued. Random numbers that follows 
such a distribution can be gcnerated by a rejection method[9]. The function g(x) can be gcneratcd 
from a random numbcr U unifomly distribute,d betwcen 0 and 1 by direct inversion method: 
-F1c + 2U- ~Fi2c 2 + 2F2cU -2F1cU W=--------------
8 (F1 +F2)c-2U 
(18) 
Whcre 
W maJF2 W max+ F1 (2 + W maJJ c =------------
2(1 + Wmax)2 
(19) 
The nonnalization constant c is the integral of g(w) betwecn 0 and Wmax· The rejection function is 
1 
\j/(W) =------
] + exp[a(w- w c )/v] 
1 
(20) 
The algorithm described previously have been used 106 times to sample the energy loss for 0.1 MeV 
protons, for ail the molecular ionization orbitais. The results are recorded in a normalized 
histogram, and shown in figure 2. The dots are the results from the sampling, while the lines are the 
analytical prcdictions given by equation (16). 
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1 10 100 1000 
Energy (eV) 
Figure 2: Sampling of the differential cross section for a 100 keV proton on liquid water for the 
molecular orbitais. The lines are analytical predictions, while the dots are obtained by using the 
algorithm described in the text. 
3. Excitation cross sections by ions 
The excitation cross section is roughly one order of magnitude Jess than the ionization cross section, 
except at low energy. The relative contributions of each discrete electronic excitation levels so-
called A1 B1, 81 A1, Ryd A+B, Ryd C+D.(Rydberg series), diffuse bands and plasmon excitation 
(collective excitation) is currently debated[lO]. The expression of these discrete excitation levels 
can be calculated by using the semi-empirical formulation shown in Dingfelder et al.[11] or in 
Kutcher and Greeri[12]. In the former, for reasons that are discussed in Cobut et al.[13], only the 







Here, W is the energy loss by excitation, p(W) is the differential cross section for charged particle 
scattering on free electrons at rest, T=E(m/Mp), a0 is the Bohr radius, Eo is vaccuum permittivity, m 
and e are the mass and charge of the electron; Mp, E, v and z are the mass, energy, velocity and 
charge of the incident proton. Note that the definition of W and v are different from the previous 
section. 
The two excitation levels are modeled by a Gaussian function: 
(23) 
The plasmon is described by the fonction 
(24) 
x ==api (W - Wo,pI) (25) 
The parameters fo,i, ai and W o,i are shown in table 2. 
Table 2. Parameters for excitation levels cross sections 
AIB1 B1A 1 Plasmon 
foi 0.0187 0.0157 0.7843 
Œi 3 (eV-
2) 1 (eV-~) 0.6 (eV-1) 
Woi (eV) 8.4 10.1 21.3 
The excitation cross section is calculated by integrating (21 ): 
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cr~x = f p(W)W~ (W)l 4T W 100 { } 
0.01 w 
(26) 
The integration limits are set empirically to 0.01 and 100 eV. It is necessary to have W>O to avoid 
the divergence of the integral. However, these integration limits are adequate because the fonctions 
fi are peaked and these limits covers entirely the range where the values of the fonctions f; are 
significant. In the case of the excitation levels A 18 1 and B1 A 1, the f; are Gaussian fonction with 
mean 8.4 eV and 10.1 and cr;=(l/2a;)1i2 of 0.408 and 0.7 eV, which means that the integration is 
significant only between [7.18, 9.63] eV for A1B 1 and [7.98,12.2] eV for B1 A 1• In the case of the 
plasmon, the fonction :t;(W) is 1% of the maximal value for x=-5.29 and x=5.29. For a=0.6 ev-1 and 
W0=21.3 eV, this gives the range [12.5-30.1] eV. 
The equation p(W) uses a classical formulation 
(27) 
for the calculation of mv2• The relativistic version of the excitation cross section is obtained by 
replacing mv2 in equation (22) by: 
(28) 
The excitation cross sections for protons are shown in figure 3. The results of our calculations are 
compared with those from Dingfelder[ 1 l]. Despite the fact that both approaches are very different, 
the calculations of the cross sections yields similar results for the energy range 0.1-100 Me V. At 
high energy, the empirical formula of Dingfelder is non-relativistic, because the cross section 
continue to decrease over 100 MeV. 
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Figure 3: Semi-empirical cross sections 'for the excitation levels A1B 1, B1 A 1 and plasmon 
ofliquid water by protons. The results from Dingfelder et al.[11] are also shown. 
The energy loss due to excitation is much smaller than the one for ionization. For example, the 
mean excitation energy of electrons in the energy range 10-107 eV varies slowly from -8-14 eV in 
water vapour[14]. This is compatible with our values, except for the energy loss by plasmon 
excitation which is in the rangy 20-30 eV. 
The differential cross section (21) for excitation levels A 1B1 and B 1A 1 is the product of a 
Gaussian function \j/(W) with a function g(W): 
1 (4T) g(W)= W ln W (29) 
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Here, since dcr/dW has the form kg(W)\j/(W), it is again possible to use a rejection algorithm to 
generate energy loss that follows this distribution. In this case, the Gaussian functions are generated 
by the Box-Muller method[9]. The rejection constant is taken as g(lOO), and the rejection function 
is the equation (31 ). 
Similarly, to sample the energy loss in a plasmon excitation event, a rejection method is also used. 
Random numbers distributed as ~>.pl are genèrated by an inversion method[9]. The sampled values 
Ws are given by: 
, 1 .[ U1 l W =Wo +-ln -1 
s api 1- api (u1 )U/C 
(30) 
Where ui, u2 and C are: 
u 1 =l+exp[ap1(Wmin -W0,p1)] (31) 
u 2 = 1 + exp[apl (W max - Wo,pl)] (32) 
C= exp(ap1W0,p1)[ 1 _ 1 ] (33) 
api exp(ap1 W0,p1) + exp(ap1 Wmin) exp(ap1 W0,p1) + exp(ap1 Wmax) 
Again, the rejection constant will be taken as g(l OO), and the rejection function is equation (31 ). 
6 ~, 
These two algorithms have been used 10 titnes to generate Ws values for excitation levels A B1 , 
B1A 1 and plasmon excitation by 1 MeV protons, and the values of Ws are stored in a normalized 
histogram. The results are shown on figure 4. The dots are the results from the algorithm sampling, 
while the lines are the analytical predictions. 
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Sampling of the energy loss of 1 MeV proton by excitation 
Figure 4: Sampling of the energy loss of l MeV proton by excitation for levels A 1B 1, B 1 A 1 and 
plasmon of liquid water. The area is proportional to the cross section. The lines are analytical 
predictions, while the dots are obtained by using the algorithm described in the text. 
4. HZE tracks simulations 
Within the first order plane wave Born approximation, the interaction cross section for bare heavy 
ions of velocity v are obtained from proton interaction cross sections by scaling the differential 
cross section for a proton with the same velocity v by the square of the charge Z of the ion[6), 
dcrion (v) = z2 da proton (v) 
dW dW 
(34) 
A heavy ion of mass M with kinetic energy Eion = (M/Mp )'r has the same velocity of a proton 
(mass Mp) with kinetic energy t. This is true for both non-relativistic and relativistic ions. It means 
that the empirical equations of the ionization and excitation cross sections can be used for an ion of 
energy per nucleon t, but multiplied by a scaling factor Z2• 
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Heavy ions at small energies have electrons attached and thus have a reduced charge z*<z. If z* is 
defined to give the correct observed stopping power, it is not equal to the mean charge per particle 
of a beam leaving an absorber[ 15]. An equation from Booth and Grant[ 16] is commonly used for 
the effective charge: 
* ., 3 Z I Z = 1-exp(-1.316x + 0.112x+ -0.0650x ) (35) 
X = l Oq3z-213 (36) 
Monte-Carlo simulations of HZE tracks have been performed with a new C++ program using 
methods described in Cobut et al.[13] but including the relativistic cross sections and the effective 
charge value[16]. The sampling algorithms described above are used to calculate the energy loss of 
the ion and of the secondary electrons. The great majority of electron ejected during the interaction 
of an heavy charged particle with matter have low energy (<100 eV)[5] and can be followed 
adequately by using a Monte-Carlo transport code like the one described in Cobut et al.[13]. 
However, the maximum energy transfer (equation 12) for a 1 GeV/amu ion is 3.3 MeV, and it 
increases to 136 MeV for a 10 GeV/amu ion. Althrought relatively infrequent, the interactions of 
the high energy electrons needs to be described adequately because their penetration range defines 
the geometry of the track[ 16]. This will be the object of a forthcoming paper. 
l 
The calculations of stopping power (figure 5) for 1W, 4He2+, 12C6+, 2°Ne11» and 56Fe26+ are in good 
agreement with the calculations derived from other codes[ 17], ICRU values[ 18] and CRC 
Handbook values[19], for allions and the energy range considered (~10- 1 -104 MeV amu-1). It should 
be noted that other corrections probably have to be added at ultrarelativistic energies (>104 MeV 
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Figure 5: Calculation of the LET as a function of the energy for 1H+, 4He2+, 12C6+, 2°Ne 10+ and 
56Fe26+ using the cross sections shown above and including charge effects and relativistic 
corrections. 
On figure 6, XY plane projections of track segments calculated at ~ 10·12 s are shown for 4He2.,., 
12C6+, 28Si 14+ and 56Fe26.,. ions (LET ~150 keV µm- 1). 
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Figure 6: Projections over the XYplane ofsimulated tracks segments (calculated at -10·12 s) for 
the following impact ions: 4He2+ (0.45 MeV amu·1), 12C6+ (10 MeV amu-1), 28Si 14_,. (90 MeV amu-1) 
and 56Fe26+ (1 Ge V amu-1). Ions are generated at the,origin along the Y axis in liquid water at 25 °C 
under identical LET conditions (-150 ke V µm·1 ). Each dot represents a radiolytic species. 
On figure 7, the radial distribution profile of the primary radiolytic species (H", ·oH, H2, H20 2 and 
e·aq) at -10-12 s of these tracks is shown. These distributions are consistent with similar work 
performed with 70 keV µm·1 ions[3], which has demonstrated that the extent of penumbra increases 
for higher Z ions at the same LET. 
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Figure 7: Radial distribution profiles of the main water decomposition products (H', 'OH, H2, H202 
and e·aq) perpendicular to the trajectory of the four incident ions at ~10· 12 s. 
Another important quantity is the radial dose distribution, which is of interest for microdosimetric 
purposes and which is also useful to validate the actual work with previous calculations. It is 
calculated by recording the energy deposited and the radial distance from the Y axis of the energy 
loss events. The energy deposited in each differential volume element is then divided by its volume 
and conve1ied to Gy. The calculated radial dose is shown for (a) 1H+ (1 MeV amu·1, LET~33 keV 




















(1 GeV amu-1) (LET~150 keV µm- 1 for both ions). In all cases, the results from our calculations are 
in good agreement with previous amorphous tracks calculations[20] and experimental data[2 l]. 
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Figure 8: Calculation of radial dose profiles for (a) 1H+ (1 MeV amu-1, LET~33 keV µm- 1), (b) 
2°Nc10+ (377 MeV amu- 1, LET~31 keV µm-1), (c) 4He2+ (0.55 MeVamu-1) and 56Fe26+ (1 GeV amu- 1) 
(LET~l50 keV µm-1 for both ions) using the cross sections shown above. Results from amorphous 
track calculations[20] and experimental data[21] are also shown. 
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From figures 6, 7 and 8, the extent of the penumbra increases with increasing charge and energy per 
nucleon for the same LET value, because the maximum energy transferred from the ion to an 
electron in an ionization increases with the energy per nucleon. 
Monte-Carlo simulation of liquid water radiolysis bas greatly contributed to our understanding of 
the ionizing radiation by giving detailed information on the energy deposition, yield, lifetime and 
spatial distribution of the radiolytic species as a fonction of different parameters such as the ion type 
and the LET of the HZE particle. This work shows that ions of same LET can have completely 
different radial dose and radiolytic species distribution, and this should provide further insight on 
the biological effects of HZE nuclei by discriminating the role of the so-called core and penumbra 
of the tracks. These studies are of particular significance to radiation protection issues and 
quantification of risks associated with the effects of galactic cosmic rays to which astronauts are 
exposed during prolonged space exploration missions. 
Acknowledgentents 
This research was supported by NASA Space Radiation Risk Assessment Project. 
References 
[ 1] Cucinotta F A and Durante M 2006 Cancer risk from exposure to galactic costmc rays: 
implications for space exploration by human beings Lance! Onco/. 7 431-435, 
[2] George K, Durante M, Willingham V, Wu H, Yang TC and Cucinotta FA 2003 Biological 
effectiveness of accelerated particles for induction of chromosome damage measured in metaphase 
and interphase human lymphocytes Radial. Res. 160, 425-435 
[3] Muroya Y, Plante 1, Azzam E 1, Meesungnoen J, Katsumura Y and Jay-Gerin J-P 2006 High-
LET ion radiolysis of water: visualization of the formation and evolution of ion tracks and 
relevance to the radiation-induced bystander effect Radial. Res. 165 485-491 
[4] Dingfelder M, Ritchie RH, Turner J E, Friedland W, Paretzke H G and Hamm RN 2008 
Comparisons of calculations with PARTRAC and NOREC: transport of electrons in liquid water 
Radial. Res. 169 584-594 
[5] Pimblott S M and La Verne J A 2007 Production of low-energy electrons by ionizing radiation 
Radial. Phys. Chem. 76 1244-1247 
[6] Dingfelder M, Jorjishvili 1 G, Gersh, J A and Toburen L H 2006 Heavy ion track structure 
simulation in liquid water at relativistic energies Radial. Prat. Dosim. 122 26-27 
[7] Rudd M E 1990 Cross sections for production of secondary electrons by charged particles, 
Radial. Prat. Dosim. 31 17-22 
265 
Annexe III 
[8] Turner J 2007 Atoms, Radiation and Radiàtion Protection (Wiley-VCH, 3rd Edition) 
[9] Devroye L 1986 Non-Uniform Random Variate Generation (New York: Springler-Verlag) 
(10] Nikjoo H, Uehara S, Emfietzoglou D and Cucinotta F A 2006 Track-structure codes m 
radiation research Radial. Meas. 41 1052-1074 
(11] Dingfelder M, Inokuti M and Paretzke H G 2000 Inelastic-collision cross section of liquid 
water for interactions of energetic protons Radiat. Phys. Chem. 59 255-275 
(12] Kutcher G J and Green A ES 1976 A mode! for energy deposition in liquid water Radiat. Res. 
67 408-425 
(13] Cobut V, Frongillo Y, Patau J P, Goulet, T, Fraser M-J et Jay-Gerin J-P 1998 Monte-Carlo 
simulation of fast electron and proton tracks in liquid water - 1. Physical and physicochemical 
aspects Radiat. Phys. Chem 51 229-243 
(14] Uehara S, Nikjoo H and Goodhead DT 1992 Cross-sections for water vapour for the Monte 
Carlo electron track structure code from 10 eV to the MeV regionPhys. Med Bio/. 37 1841-1858 
[ 15] Tai H, Bichsel H, Wilson J W, Shinn J L, Cucinotta F A and Badavi F F 1997 Comparison of 
stopping power and range databases for radiation transport studies NASA technical paper 3644 
(16] Meesungnoen J, Jay-Gerin J-P, Filali-Mouhitn A and Mankhetkorn S 2002 Low-energy 
electron penetration range in liquid water Radiat. Res. 158 657-660 
(17] Booth W and Grant I S 1965 Energy loss of oxygen and chlorine ions in solid Nue/. Phys. 63 
481-495 
(18] ICRU 1993 !CRU Report 49 
(19] Brodsky A B 1978 CRC Handbook of Radiation Measurement and Protection (West Palm 
Beach: CRC Press) 
(20] Cucinotta FA, Katz Rand Wilson.J W 1998 Radial distribution of electron spectra from high-
energy ions Radiat. Env. Biophys. 37 259-265 
(21] Tabata T, Okabe S 1972 Generalized semiempirical equations for the extrapolated range of 
electrons Nue/. Inst. Method~ 103 85-91 
266 
