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Abstract
Let Ω be a bounded domain in Rn, n  3, with the boundary ∂Ω ∈ C3. We consider the following
singularly perturbed nonlinear elliptic problem on Ω
ε2u− u+ f (u) = 0, u > 0 on Ω, ∂u
∂ν
= 0 on ∂Ω,
where ν is an exterior normal to ∂Ω and a nonlinearity f of subcritical growth. Under rather strong condi-
tions on f , it has been known that for small ε > 0, there exists a solution uε of the above problem which
exhibits a spike layer near local maximum points of the mean curvature H on ∂Ω as ε → 0. In this paper,
we obtain the same result under some conditions on f (Berestycki–Lions conditions), which we believe to
be almost optimal.
© 2008 Elsevier Inc. All rights reserved.
1. Introduction
Let Ω be a bounded domain in Rn, n 3, with a smooth boundary ∂Ω . We are interested in
the following singularly perturbed nonlinear elliptic problem on Ω
ε2u− u+ f (u) = 0, u > 0 on Ω, ∂u
∂ν
= 0 on ∂Ω, (1)
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2474 J. Byeon / J. Differential Equations 244 (2008) 2473–2497where a typical form of f (u) is |u|p−1u, p ∈ (1, (n+2)/(n−2)). For the existence of a mountain
pass solution for (1), the following conditions have been assumed: for a continuous function
f : R → R,
(f1) f (t) = 0 for t  0 and limt→0 f (t)/t = 0;
(f2) there exists p ∈ (1, n+2
n−2 ) such that lim supt→∞ f (t)/t
p < ∞;
(f3-1) there exist μ> 2 and t0 > 0 such that μ
∫ t
0 f (s) ds < f (t)t for t > t0.
In fact, under the conditions (f1), (f2) and (f3-1), there exists a mountain pass solution uε > 0
of (1) for all ε > 0 [1]. In the sense of a formation of non-constant stable patterns due to the
smallness of a ratio of diffusion rates for some species in some biological systems ([17] and [20]),
we are interested in an asymptotic behaviour of the solution uε for small ε > 0. We denote
Rn+ = {(x1, . . . , xn) ∈ Rn | xn > 0} and consider the following equation
u− u+ f (u) = 0, u > 0 in Rn+,
∂u(x)
∂xn
= 0 on ∂Rn+ and lim|x|→∞u(x) = 0. (2)
Then, in a series of papers [17,18] and [19], the authors proved under rather stronger condi-
tions than (f1), (f2) and (f3-1) that for sufficiently small ε > 0, there exist a unique maximum
point xε ∈ ∂Ω of uε and constants C,c > 0 satisfying
(i) lim infε→0 uε(xε) > 0, uε(x) C exp(−c |x−xε |ε );
(ii) for a diffeomorphism Ψ from Rn+ to a neighborhood B of xε in Ω satisfying Ψ (∂Rn+) = B∩
∂Ω , a transformed solution vε(x) ≡ uε ◦Ψ (εx) converges uniformly to a radially symmetric
least energy solution U of (2);
(iii) for the mean curvature function H on ∂Ω ,
lim
ε→0H(xε) = maxx∈∂Ω H(x).
To be precise, they assume (f1), (f2) and the following conditions:
(f3-2) there exists μ> 2 such that μ ∫ t0 f (s) ds < f (t)t for t > 0;
(f4) f (t)/t is non-decreasing on (0,∞);
(f5) there exists a unique radially symmetric solution U ∈ H 1,2(Rn) for u − u + f (u) = 0,
u > 0 in Rn such that if V −V +f ′(U)V = 0 and V ∈ H 1,2(Rn), then V =∑ni=1 ai ∂U∂xi
for some a1, . . . , an ∈ R.
In [8], del Pino and Felmer showed that the asymptotic behaviour (i)–(iii) can be obtained without
an additional condition (f5). Furthermore, in [5], the result was extended to the problems on
compact manifold (with or without boundary) furthermore without (f4) for n 3.
On the other hand, Berestycki and Lions had showed in a classical paper [2] that Eq. (2) has
a radially symmetric least energy solution U satisfying, for some C,δ > 0 and any |α| 2,
∣∣DαU(x)∣∣ C exp(−δ|x|), x ∈ Rn, (3)
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(f3) there exists T > 0 satisfying F(T ) ≡ ∫ T0 f (t) dt > T 2/2.
We believe that these conditions (f1), (f2) and (f3) are almost optimal for the existence of so-
lutions for (2). In fact, it follows from the Pohozaev identity (5) below that condition (f3) is
necessary and that for f (u) = up , p  n+2
n−2 , there exist no solutions in H
1,2(Rn) of (2). In a
paper [14], Jeanjean and Tanaka showed that a least energy solution of (2) is a mountain pass
solution. Note that the mountain pass solution is structurally stable. Thus it seems natural to ex-
pect that there exists a corresponding solution of a singularly perturbed problem (1) for small
ε > 0 whenever a limiting problem (2) has a least energy solution. In this paper we will prove
that this is true when f is C1 and n 3. In fact, it will be showed that for any isolated set of local
maximum points of the mean curvature H on ∂Ω , there exists a localized solution concentrat-
ing around the local minimum points if ε > 0 is small. (See [9,10,15,23] and references therein
for more results under rather strong conditions on f .) If f is just continuous, it is not certain
whether any least energy solution of (2) is radially symmetric up to a translation. If there exists
a non-radial (up to a translation) least energy solution of (2), the limiting behaviour of the spike
layer may not depend only on the geometry of ∂Ω (see [8]). Thus, it seems that the C1-condition
for f is not so restrictive. On the other hand, it is proved in [4] that if f is continuous and sat-
isfies (f1), (f2) and (f3), this expectation is true for singularly perturbed problems on Rn with a
non-constant potential. The problem (1) is much more difficult to treat than singularly perturbed
problems on Rn with a non-constant potential. Here we need an additional assumption f ∈ C1
for the Neumann problem (1).
We define S the set of a solution U for (2) satisfying
U(0, . . . ,0) = max
x∈Rn+
U(x).
Then, it follows (see [11]) that any function u ∈ S is radially symmetric and monotone de-
creasing. For each p ∈ ∂Ω , let νp be an outward unit normal vector to ∂Ω at p ∈ ∂Ω .
Then, there exists gp ∈ O(n) such that gpνp = (0, . . . ,0,−1). For sufficiently small r > 0,
B(0, r) ∩ gp(∂Ω − p) can be expressed as a graph of a function ψp on B(0, r) ∩ ∂Rn+ satis-
fying
ψp(x1, . . . , xn−1) =
n−1∑
i=1
ai(p)
2
(xi)
2 + o
(
n−1∑
i=1
(xi)
2
)
for some ai(p) ∈ R as ∑n−1i=1 (xi)2 → 0. We define
Ψp(x1, xn−1, xn) =
(
x1, . . . , xn +ψp(x1, . . . , xn−1)
)
.
Then, for small r > 0, Ψp maps diffeomorphically a set B(0, r) ∩ Rn+ onto a neighborhood of 0
in gp(∂Ω − p).
Now we state our main results as follows.
Theorem 1.1. We assume that a function f ∈ C1(R) and satisfies conditions (f1), (f2) and (f3).
Suppose that there exist a compact set M ⊂ ∂Ω and an open set O ⊃ M in ∂Ω satisfying
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uε of (1) and a unique maximum point qε ∈ ∂Ω of uε such that
(i) for some constants C,c > 0, uε(q)C exp(− cε dist(q, qε)),(ii) limε→0 dist(qε,M) = 0
and, for a transformed solution wε(x) ≡ uε((gqε )−1Ψqε (εx) + qε) and any εm > 0 with
limm→∞ εm = 0, a sequence {wεm}m converges, up to a subsequence, uniformly to a least energy
solution U ∈ S of (2) satisfying
∫
Rn+
|∇U |2|x|dx =
{
maxV∈S
∫
Rn+ |∇V |2|x|dx if maxx∈∂Ω H(x) > 0,
minV∈S
∫
Rn+ |∇V |2|x|dx if maxx∈∂Ω H(x) < 0.
Under more strong conditions than (f1), (f2) and (f3-2), the existence of multiple spike layer
solutions had been showed (see [7,9,10,13] and references therein). It would be interesting to
construct multiple boundary or interior spike layer solutions just under Berestycki–Lions con-
ditions (f1), (f2) and (f3) as in the above theorem. The author would pursue the topic in future
works.
This paper is organized as follows. In Section 2, we introduce some notations and prepare
some preliminary results for the proof of the main result. Lastly, in Section 3, we prove Theo-
rem 1.1.
2. Preliminary
First of all, we study the related limiting problem
U −U + f (U) = 0, U > 0 in Rn, U ∈ H 1,2(Rn). (4)
For any solution U of (4), the following Pohozaev identity holds
n− 2
2
∫
Rn
|∇U |2 dx + n
2
∫
Rn
U2 dx − n
∫
Rn
F (U)dx = 0. (5)
For s > T (the T was given in (f3)), we find fs ∈ C1(R) satisfying
fs(t) =
⎧⎨
⎩
0, t  0,
f (t), t ∈ [0, s],
f (s + 1)( t
s+1 )
p, t  s + 1,
and |fs(t)− f (s)| + |fs(t)− f (s + 1)| |f (s)− f (s + 1)| for t ∈ [s, s + 1]. By condition (f2),
we see that for any a > 0, there exists Ca > 0, independent of s > 0, satisfying∣∣fs(t)∣∣ a|t | +Ca|t |p. (6)
We define Fs(t) ≡
∫ t
0 fs(l) dl. For any s  T , it follows that T 2/2 < Fs(T 2). Thus, by the clas-
sical result of Berestycki and Lions [2], there exists a least energy solution Us of (4) with fs
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symmetric and monotone decreasing. Let Ls be the set of a radially symmetric least energy so-
lution Us of (4) with fs replacing f . We define L the set of a radially symmetric least energy
solution U of (4). Defining H 1,2r (Rn) ≡ {u ∈ H 1,2(Rn) | u(x) = u(|x|)}, we see that
L= {U ∈ H 1,2r (Rn) ∣∣U(x) = V (x), x ∈ Rn+, for some V ∈ S}.
Then, we deduce the following uniform estimate and an equivalence.
Proposition 2.1. It holds that
sup
s∈[T ,∞)
sup
Us∈Ls
‖Us‖L∞ < ∞.
Moreover, Ls = L for large s > 0,
Proof. First of all, we claim that
sup
s∈[T ,∞)
sup
Us∈Ls
‖∇Us‖L2(Rn) < ∞. (7)
We define
Γ s(u) = 1
2
∫
Rn
|∇u|2 + (u)2 dx −
∫
Rn
Fs(u) dx
and
Γ (u) = 1
2
∫
Rn
|∇u|2 + u2 dx −
∫
Rn
F (u)dx.
By the Pohozaev identity (5), we see that
1
n
∫
Rn
|∇Us |2 dx = Γ s(Us).
For sufficiently large s > 0, a function U ∈ L is a solution of (4) with fs replacing f . Since Us
is a least energy solution (4) with fs replacing f , it follows that Γ s(Us) Γ s(U) = Γ (U) for
large s > 0. This proves the claim.
Now, we derive the L∞-boundedness from (7) (see a similar proof of Proposition 3.5 in [3]).
Let α > 0 be given. By (6), we see that for some C > 0, independent of s  T ,
−Us +Us  1Us +C(Us)p in Rn, U ∈ H 1,2
(
Rn
)
.2
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see that ∫
Rn
∣∣∇(Us)α+1∣∣2 dx  C(α + 1)
∫
Rn
(Us)
p−1(Us)2α+2 dx.
Letting η ≡ n/(n − 2), we see by the Sobolev embedding that for some D > 0 which depends
only on n,
( ∫
Rn
(Us)
2η(α+1) dx
)1/η
D(α + 1)
∫
Rn
(Us)
p−1(Us)2α+2 dx. (8)
Then, iterating the above inequality as in [3, Proposition 3.5], we get
‖Us‖L∞(Rn) D‖Us‖4/((n+2)−p(n−2))L2n/(n−2)
for some D = D(n,p). By the Sobolev embedding and the boundedness of {‖∇Us‖L2(Rn) |
Us ∈ Ls , s > T }, we see
sup
s∈[T ,∞)
sup
Us∈Ls
‖Us‖L∞ < ∞.
This implies that L= Ls for sufficiently large s > T . 
Suppose that a function U˜ ∈ H 1,2(Rn) is a positive solution of
U −U + f˜ (U) = 0. (9)
Define an energy functional
Γ˜ (U) ≡ 1
2
∫
Rn
|∇U |2 +U2 dx −
∫
Rn
F˜ (U)dx,
where F˜ (t) = ∫ t0 f˜ (s) ds. If f˜ (t)  f (t) for any t ∈ R, it is obvious that for a least energy
solution U of (4), Γ˜ (U˜ ) Γ (U). Furthermore we obtain the following result.
Proposition 2.2. Suppose that f and f˜ satisfy conditions (f1), (f2) and (f3) and f˜ (t) f (t) for
any t ∈ R. Let U be a positive least energy solution of (4) and U˜ ∈ H 1,2(Rn) a solution of (9).
If f˜ (U˜ (x)) < f (U˜(x)) for some x ∈ Rn, then Γ˜ (U˜ ) > Γ (U).
Proof. First of all, we note that the following Pohozaev identity (5) holds
Γ˜ (U˜ ) = 1
n
∫
n
|∇U˜ |2 dx = − 2
n− 2
∫
n
1
2
(U˜ )2 − F˜ (U˜ ) dx.R R
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t
). Then, we see that
Γ˜
(
γ (t)
)= (tn − ntn−2
n− 2
)∫
Rn
1
2
(U˜ )2 − F˜ (U˜ ) dx.
Thus, we see that for any t ∈ (0,∞) \ {1},
Γ˜ (U˜ ) = Γ˜ (γ (1))= max
s∈(0,∞)
Γ˜
(
γ (s)
)
>
(
tn − nt
n−2
n− 2
)∫
Rn
1
2
(U˜)2 − F˜ (U˜ ) dx.
On the other hand, we see that
Γ
(
γ (t)
)= (tn − ntn−2
n− 2
)∫
Rn
1
2
(U˜)2 − F˜ (U˜ ) dx + tn
∫
Rn
F˜ (U˜ )− F(U˜) dx
and limt→∞ Γ (γ (t)) = −∞. Then, since
∫
Rn F˜ (U˜ )− F(U˜) dx < 0, it follows that
max
t∈(0,∞)
Γ
(
γ (t)
)
< max
s∈(0,∞)
Γ˜
(
γ (s)
)= Γ˜ (U˜ ).
It was shown in [14] that any least energy solution is a mountain pass solution. Thus, it follows
that Γ (U)maxt∈(0,∞) Γ (γ (t)). Therefore we conclude that Γ (U) < Γ˜ (U˜). 
We define Ωε ≡ {x ∈ Rn | εx ∈ Ω}. For u ∈ C∞(Ωε), we define
‖u‖ε ≡
(∫
Ωε
|∇u|2 + u2 dx
)1/2
.
Let Hε be the completion of C∞(Ωε) with respect to the norm ‖ · ‖ε . For uε ∈ Hε,y ∈ ∂Ωε and
R > 0, we consider the following problem
u− u+ f˜ (x, u) = 0 on Ωε \B(y,R),
∂u
∂ν
= 0 on ∂Ωε \B(y,R),
u = uε on Ωε ∩ ∂B(y,R). (10)
We assume that f˜ satisfies the following conditions:
(f˜ 1) f˜ (·, t) ∈ L∞ for each t ∈ R, f˜ (x, ·) ∈ C1(R) for each x ∈ Ωε and limt→0 ∂f˜ (x,t)∂t =
limt→0 f˜ (x, t)/t = 0 uniformly for x ∈ Ωε;
(f˜ 2) there exists p ∈ (1, n+2
n−2 ) such that
lim sup
t→∞
sup
x∈Ωε
(∣∣f ′(x, t)t∣∣+ ∣∣f (x, t)∣∣)/tp < ∞.
Then, we have the following result which is almost the same with Proposition 5.7 in [6].
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y ∈ ∂Ωε such that if
∫
Ωε\B(y,R) |∇uε|2 + (uε)2 dx  δ, for small ε > 0, there exists a unique
solution wε of (10) satisfying
∫
Ωε\B(y,R) |∇wε|2 +(wε)2 dx  9δ. Moreover, there exist c,C > 0,
independent of small ε > 0, such that
wε(x) C exp
(−c(|x − y| −R − 1)) for |x − y|R + 1.
Proof. First of all, we prove an existence of a solution wε of (10) satisfying
∫
Ωε\B(y,R) |∇wε|2 +
(wε)
2 dx  9δ for small δ > 0.
Denoting Dε ≡ Ωε \B(y,R), we define
B9δε =
{
u ∈ Hε
∣∣∣ ∫
Dε
|∇u|2 + u2 dx  9δ, u = uε on ∂Dε \ ∂Ωε
}
.
For u ∈ B9δε , we define a functional
Φε(u) = 12
∫
Dε
|∇u|2 + u2 dx −
∫
Dε
F˜ (x,u) dx.
Then, we consider a minimization problem
min
u∈B9δε
Φε(u). (11)
From (f˜ 1) and (f˜ 2), we see that for some C > 0,
∣∣∣∣
∫
Dε
F˜ (x,u) dx
∣∣∣∣ 14
∫
Dε
u2 dx +C
∫
Dε
u2n/(n−2) dx.
Then, by the Sobolev embedding theorem, we see that for some constant C > 0, independent of
small ε > 0,
∫
Dε
u2n/(n−2) dx  C
(∫
Dε
|∇u|2 + u2 dx
)n/(n−2)
.
Thus we see that for u ∈ B9δε,t ,
Φε(u)
1
4
(
1 −C(9δ)2/(n−2))∫
Dε
|∇u|2 + u2 dx. (12)
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of (11). For u ∈ ∂B9δε , it follows from (12) that if δ > 0 is sufficiently small,
Φε(u)
9δ
4
(
1 −C(9δ)2/(n−2))> 2δ.
On the other hand, we see that for sufficiently small δ > 0,
Ψε(uε)
(
1 +C(9δ)2/(n−2))∫
Dε
|∇uε|2 + u2ε dx < 2δ.
Therefore we see that for sufficiently small δ > 0, the minimizer wε is an interior point of B9δε ;
then wε is a solution of (10).
Next, we prove the uniqueness of a solution of (10). To the contrary, suppose that there exists
a different solution Wε satisfying (10). Then, denoting Zε ≡ Wε − wε , we see that for some
λ ∈ [0,1], depending on x ∈ Rn,
∫
Dε
|∇Zε|2 + (Zε)2 dx =
∫
Dε
f˜ ′
(
x,Zλε
)
(Zε)
2 dx,
where f˜ ′(x, t) = ∂f˜
∂t
(x, t) and Zλε = λWε + (1−λ)wε . Thus, we see from (f˜ 1) and (f˜ 2) that for
some C > 0, ∫
Dε
|∇Zε|2 + (Zε)2 dx  C
∫
Dε
(|Wε|4/(n−2) + |wε|4/(n−2))(Zε)2 dx.
By Hölder’s inequality, we see that
∫
Dε
(|Wε|4/(n−2) + |wε|4/(n−2))(Zε)2 dx  (‖Wε‖4/(n−2)L2n/(n−2) + ‖wε‖4/(n−2)L2n/(n−2))‖Zε‖2L2n/(n−2) .
Then, by Sobolev embedding theorem, it follows that for some C > 0,
∫
Dε
|∇Zε|2 + (Zε)2 dx  Cδ2/(n−2)
∫
Dε
|∇Zε|2 + (Zε)2 dx.
Thus for sufficiently small δ > 0, Zε ≡ 0. This proves the uniqueness.
Now, we consider a problem
v − 3
4
v = 0 in Ωε \B(y,R + 1),
v = 1 on Ωε ∩ ∂B(y,R + 1),
∂v = 0 on ∂Ωε \B(y,R + 1),
∂ν
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satisfies Eε(x) < 1 for any x ∈ Ω \ B(εy, εR). Moreover, the solution Dε is a unique global
minimizer of
min
{ ∫
Ωε\B(y,R+1)
|∇u|2 + u2 dx
∣∣∣ u ∈ Wε
}
, (13)
where Wε ≡ {u ∈ W 1,2(Ωε \ B(y,R + 1)) | u = 1 on Ωε ∩ ∂B(y,R + 1)}. We claim that for
some C,c > 0, independent of ε > 0,
Eε(x) C exp
(−c|x − y|) for x ∈ Ωε \B(y,R + 1).
In fact, for sufficiently small α > 0, we can find a function d ∈ C2(Ωε \ (B(y,α/ε) \
B(y,R))), such that for r(x) = |x − y|,
|d − r|C2(Ωε\(B(y,α/ε)\B(y,R)))  1/10
and
∂d
∂ν
= 0 on ∂Ωε ∩
(
B(y,α/ε) \B(y,R))
when ε > 0 is sufficiently small. Then, for small c > 0, independent of ε > 0,
 exp
(±cd(x))− 3
4
exp
(±cd(x)) (|c||d| + c2|∇d|2 − 3
4
)
exp
(±cd(x))< 0
on Ωε \ (B(y,α/ε) \B(y,R)). For C > 0, we define a comparison function
Φε(x) = C exp
(−c(d(x)−R − 1))+C exp(−c(α
ε
− d(x)
))
.
For some C > 0, independent of ε > 0, we see that
Eε(x) CΦε(x) for x ∈ Ωε ∩ ∂
(
B(y,α/ε) \B(y,R + 1)). (14)
This implies that
Dε CΦε on Ωε ∩
(
B(y,α/ε) \B(y,R + 1)). (15)
Now we take a function ξε ∈ C∞0 (Rn, [0,1]) such that |∇ξε(x)|  10ε/α, ξε(x) = 1 for |x| 
α/3ε and ξε(x) = 0 for |x|  α/2ε. We define E1ε = ξεEε and E2ε = Eε − E1ε . Since Eε is a
unique minimizer of (13), it follows that∫
Ωε\B(y,R+1)
|∇Eε|2 + (Eε)2 dx 
∫
Ωε\B(y,R+1)
∣∣∇E1ε ∣∣2 + (E1ε )2 dx. (16)
Moreover, we see from (15) that for some small c > 0,
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∫
Ωε\B(y,R+1)
|∇Eε|2 + (Eε)2 dx =
∫
Ωε\B(y,R+1)
∣∣∇E1ε ∣∣2 + (E1ε )2 dx
+
∫
Ωε\B(y,R+1)
∣∣∇E2ε ∣∣2 + (E2ε )2 dx +O(exp(−c/ε)).
Combining this with (16), we deduce that∫
Ωε\B(y,R+1)
∣∣∇E2ε ∣∣2 + (E2ε )2 dx = O(exp(−c/ε)). (17)
By standard elliptic estimates [12], we see that for some small c > 0,
‖Eε‖L∞(Ωε\B(y,α/2ε)) = O
(
exp(−c/ε)).
Since Ω is a bounded domain, this and (14) imply the required decay property of Eε .
It is standard to show that for each d > 0, sup|x−y|R+d |wε(x)| → 0 as δ → 0. Now, we see
that if δ > 0 is sufficiently small,
Eε −Eε +
(
f˜ (x,wε)/wε
)
Eε < 0 on Ωε \B(y,R + 1).
Moreover, {wε}ε is bounded in L∞(Ωε ∩ (B(y,R+ 1) \B(y,R+ 1/2))) uniformly small δ > 0.
Then, via comparison principles, we deduce that for some C > 0,
wε(x)CE(x).
This completes the proof. 
3. Proof of Theorem 1.1
For any set A ⊂ Rn and ε > 0, we define Aε ≡ {x ∈ Rn | εx ∈ A}. By a change of variables
x → x/ε, the problem (1) is transformed to
u− u+ f (u) = 0, u > 0 on Ωε, ∂u
∂ν
= 0 on ∂Ωε. (18)
By translating and rotating the domains Ωε , we may assume that 0 ∈ M and ν0 = (0, . . . ,0,−1).
We may assume that O has a smooth boundary in ∂Ω . We find an open set O˜ ⊂ Ω such that
∂O˜ ∩ ∂Ω = O , ∂O˜ ∩Ω is smooth, and ∂O˜ ∩Ω meets perpendicularly with ∂Ω . Let fs , s  T ,
be the C1-function constructed in Section 2. From condition (f1), we can find a C1-function gs
such that gs(t)  min{fs(t), t/2}, gs(t) = 0 for small t  0 and gs(t) = fs(t) for small t > 0.
We take a small β > 0 so that H(x) > H(y) for x ∈ M and y ∈ {z ∈ ∂Ω | dist(z,O) β} \ M .
Then, there exists a function ψ ∈ C2(Ω) such that
ψ(x)
⎧⎨
⎩
∈ (0,1) if x ∈ Ω and dist(x, ∂O˜ ∩Ω) < β,
= 0 if x ∈ O˜ and dist(x, ∂O˜ ∩Ω) β,
= 1 if x ∈ (Ω \ O˜) and dist(x, ∂O˜) β.
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f˜s(x, t) = fs(t)+ψ(x)
(
gs(t)− fs(t)
)
.
Then, denoting F˜s(x, t) =
∫ t
0 f˜s(x, s) ds, we see F˜s ∈ C2(Ω × R). Then, we consider the fol-
lowing modified equation
u− u+ f˜s(εx,u) = 0, u > 0 on Ωε, ∂u
∂ν
= 0 on ∂Ωε. (19)
We will find a solution of (19) and show that the solution satisfies Eq. (18) for small ε > 0 if s > T
is sufficiently large. From now on we assume that s is sufficiently large so that Proposition 2.1
holds. For u ∈ Hε , we define
Γε,s(u) = 12
∫
Ωε
|∇u|2 + u2 dx −
∫
Ωε
F˜s(εx,u)dx,
where F˜s(x, t) ≡
∫ t
0 f˜s(x, s) ds. Then, a critical point of Γε,s corresponds to a solution of (19).
For u ∈ H 1,2(Rn), we define
Γ (u) = 1
2
∫
Rn
|∇u|2 + u2 dx −
∫
Rn
F (u)dx,
where F(t) ≡ ∫ t0 f (s) ds.
We consider the following problem
u− u+ f (u) = 0, u > 0 in Rn and lim|x|→∞u(x) = 0. (20)
In a classical paper [2], Berestycki and Lions proved that if (f1), (f2) and (f3) are satisfied,
there exists a least energy solution U of (20) such that U(x) = U(|x|),
∣∣DαU(x)∣∣ C exp(−δ|x|), x ∈ Rn, (21)
for some C,δ > 0 and any |α| 2. Furthermore, they proved that any solution U of (2) satisfies
the Pohozaev identity
n− 2
2
∫
Rn
|∇U |2 dx + n
2
∫
Rn
U2 − n
∫
Rn
F (U)dx = 0. (22)
Let L be the set of a least energy solution U for (20) satisfying U(0) = maxx∈Rn U(x). In
[4, Proposition 1], it was proved that L is compact and that there exist C,c > 0 satisfying
U(x)  C exp(−c|x|), x ∈ Rn,U ∈ L. We fix a radially symmetric function U ∈ L. We may
assume that 0 ∈ M and ν0 = (0, . . . ,0,−1). Then, for some neighborhood A of 0, A ∩ ∂Ω can
be expressed as a graph of a function ψ :A ∩ Rn−1 → R. Through a rotation fixing xn-axis, we
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∑n−1
i=1 ai(xi)2 + o(
∑n−1
i=1 (xi)2) for some a1, . . . , an−1 ∈ R. For
t > 0, we define
Utε(x) = U
(
x
t
)
, x ∈ Ωε.
Then, there exists t0 > 0 such that Γε(Ut0ε ) < −1 for sufficiently small ε > 0. Now we see the
following upper estimate
Proposition 3.1. If s > T is sufficiently large, it follows that
lim
ε→0Γε,s
(
Utε
)= 1
4
(
tn−2 − n− 2
n
tn
)∫
Rn
|∇U |2 dx uniformly for t ∈ (0, t0),
and that for small ε > 0,
cε ≡ max
t∈[0,t0]
Γε,s
(
Utε
)= 1
2
Γ (U)− εH(0)
n+ 1
|Sn−2|
|Sn−1|
∫
Rn
|∇U |2|x|dx + o(ε),
where H(0) = 1
n−1
∑n−1
i=1 ai is the mean curvature of ∂Ω at 0 and |Sl | is the volume of the
l-dimensional unit sphere in Rl+1.
Proof. For sufficiently large s > T , we see that
Γε,s
(
Utε
)= tn−2
2
∫
Ωtε
|∇U |2 dx + t
n
2
∫
Ωtε
U2 dx − tn
∫
Ωtε
F (U)dx. (23)
Note that
Γε,s
(
Utε
)= tn−2
2
∫
Rn+
|∇U |2 dx + t
n
2
∫
Rn+
U2 dx − tn
∫
Rn+
F(U)dx
− t
n−2
2
∫
Rn+\Ωtε
|∇U |2 dx − t
n
2
∫
Rn+\Ωtε
U2 dx + tn
∫
Rn+\Ωtε
F (U)dx.
From (21), we see that
∫
Rn+\Ωtε
|∇U |2 dx = tε
2
n−1∑
i=1
ai
∫
∂Rn+
|∇U |2(xi)2 dx + o(ε),
∫
Rn \Ω
U2 dx = tε
2
n−1∑
i=1
ai
∫
∂Rn
U2(xi)
2 dx + o(ε)+ tε +
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∫
Rn+\Ωtε
F (U)dx = tε
2
n−1∑
i=1
ai
∫
∂Rn+
F(U)(xi)
2 dx + o(ε).
For any radially symmetric function G in Rn, we see that
∫
∂Rn+
G(x)(xi)
2 dx = 1
n− 1
∫
∂Rn+
G(x)
n−1∑
i=1
(xi)
2 dx
= 1
n− 1
∣∣Sn−2∣∣
∞∫
0
G(r)rn−2r2 dr
= 1
n− 1
|Sn−2|
|Sn−1|
∫
Rn
G(x)|x|dx.
Moreover, we have the following Pohozaev identity (see [5, Proposition 3.2])
∫
Rn
1
2
U2|x| − F(U)|x|dx = − n− 3
2n+ 2
∫
Rn
|∇U |2|x|dx.
Thus, it follows from (5) that
Γε,s
(
Utε
)= 1
4
(
tn−2 − n− 2
n
tn
)∫
Rn
|∇U |2 dx −H(0) tε
2
|Sn−2|
|Sn−1|
tn−2
2
∫
Rn
|∇U |2|x|dx
+H(0) tε
2
|Sn−2|
|Sn−1| t
n
∫
Rn
1
2
U2|x| − F(U)|x|dx + o(ε)
= 1
4
(
tn−2 − n− 2
n
tn
)∫
Rn
|∇U |2 dx
−H(0) ε
4
|Sn−2|
|Sn−1|
(
tn−1 − n− 3
n+ 1 t
n+1
)∫
Rn
|∇U |2|x|dx + o(ε)
≡ A(t)− εB(t)+ o(ε).
It is easy to see that for small ε > 0, there exist tε ∈ (0, t0) and c ∈ R satisfying
max
t∈[0,t0]
A(t)− εB(t) = A(tε)− εB(tε) and tε = 1 + cε + o(ε).
Then, we deduce from (5) that for small ε > 0,
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t∈[0,t0]
Γε,s
(
Utε
)= max
t∈[0,t0]
A(t)− εB(t)+ o(ε)
= 1
2
Γ (U)− εH(0)
n+ 1
|Sn−2|
|Sn−1|
∫
Rn
|∇U |2|x|dx + o(ε).
This completes the proof. 
We define a set of approximate solutions
Aε ≡
{
Ux ∈ C2(Ωε)
∣∣Ux(y) ≡ U(y − x), y ∈ Ωε, U ∈ L, x ∈ ∂Ω}. (24)
Then we see from the compactness of L that Aε is a compact subset of H 1,2(Ωε). For δ > 0, we
define
Aδε =
{
v ∈ H 1,2(Ωε)
∣∣∣min
u∈A
‖v − u‖ε  δ
}
.
We define
Γ cε,s ≡
{
u ∈ H 1,2(Ωε)
∣∣ Γε,s(u) c}.
We will find a critical point uε ∈Aδε ∩ Γ cεε of Γε,s for small δ, ε > 0. We prepare some proposi-
tions.
Proposition 3.2. For small δ > 0 and sufficiently large s > T , there exist α > 0 and ε0 > 0 such
that for all u ∈ (Aδ −Aδ/2)∩ Γ cεε,s and ε ∈ (0, ε0),∣∣Γ ′ε,s(u)∣∣ α.
Proof. To the contrary, suppose that there exist a small δ > 0 and uε ∈ (Aδ −Aδ/2)∩Γ cεε,s satisfy-
ing lim infε→0 |Γ ′ε,s(uε)| = 0. For convenience’s sake, we may assume that limε→0 |Γ ′ε,s(uε)| = 0.
Then, there exist {xε} ⊂ ∂Ωε and {Uε} ⊂ L such that ‖uε −Uε(· − xε)‖ε  δ.
Through some translation and rotation, we may assume that xε = (0, . . . ,0) and (0, . . . ,0,−1)
is outnormal to ∂Ω at (0, . . . ,0), and that the boundary ∂Ω around 0 is represented by
ψε(x1, . . . , xn−1) = 12
n−1∑
i=1
ai(ε)(xi)
2 + o
(
n−1∑
i=1
(xi)
2
)
for some ai ∈ R. Then, we define
Ψε(y1, . . . , yn) =
(
y1, . . . , yn−1, yn + 1
ε
ψε(εy1, . . . , εyn−1)
)
.
Then, for some γ > 0, independent of small ε > 0, a map
Ψε :B(0, γ /ε)∩ Rn+ → Ψε
(
B(0, γ /ε)∩ Rn+
)⊃ B(0, γ /2ε)∩Ω
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√
ε, ϕε(x) = 0 for |x|
2/
√
ε and |∇ϕε| 2/√ε. Then, we denote u1ε = ϕεuε and u2ε = uε −u1ε . We claim that as ε → 0,
Γε,s(uε) Γε,s
(
u1ε
)+ Γε,s(u2ε)+ o(1).
Suppose that there exist yε ∈ B(0,2/√ε) \B(0,1/√ε) and R > 0 satisfying
lim inf
ε→0
∫
B(yε,R)
(uε)
2 dx > 0.
Then, we see that εyε → 0 as ε → 0. Find zε ∈ Rn+ ∩B(0, γ /ε) satisfying Ψε(zε) = yε . Then we
see that a function (φεuε) ◦ Ψε(· + zε) converges up to a subsequence weakly to some function
w ∈ H 1,20 (Rn+) \ {0} satisfying w −w + f˜s(0,w) = 0 in Rn+ and ∂w(x)∂xn = 0 for x ∈ ∂Rn+. Since
f˜s(x0, t) fs(t) for any x0 ∈ Ω and any t > 0, it follows that for U ∈ L,
1
2
∫
Rn+
|∇w|2 +w2 dx −
∫
Rn+
F˜s(0,w)dx 
1
2
Γ (U)
if s > T is large. From (5), we see that
1
2
∫
Rn+
|∇w|2 +w2 dx −
∫
Rn+
F˜s(0,w)dx = 1
n
∫
Rn+
|∇w|2 dx.
This implies that for some largeR > 0,
lim inf
ε→0
∫
B(yε,R)
|∇uε|2 dx  n4Γ (U).
We take δ > 0 satisfying δ2  n4Γ (U). Then, we get a contradiction since limε→0 |yε| = ∞ and
uε ∈ Aδ . Then, from the result of Lions (see [16, Lemma I.1]), we see that
lim
ε→0
∫
B(0,2/
√
ε)\B(0,1/√ε)
(uε)
p+1 dx = 0.
This implies that
lim
ε→0
∫
Ωε
F˜s(εx,uε)− F˜s
(
εx,u1ε
)− F˜s(εx,u2ε)dx = 0.
Then, from the following identity
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(
u1ε
)+ Γε,s(v2ε )+
∫
Ωε
φR(1 − φR)
(|∇u1ε |2 + (u2ε)2)dx
−
∫
Ωε
F˜s(εx,uε)− F˜s
(
εx,u2ε − u1ε
)− F˜s(εx,u2ε)dx,
we deduce that as ε → 0,
Γε,s(uε) Γε,s
(
u1ε
)+ Γε,s(u2ε)+O(1).
Now, we see from (f1) and (f2) that for some C > 0,
Γε,s
(
u2ε
)
 1
4
∫
Ωε
∣∣∇u2ε∣∣2 + ∣∣u2ε∣∣2 dx −C
∫
Ωε
∣∣u2ε∣∣ 2nn−2 dx. (25)
By the Sobolev embedding theorem, we see that for some c > 0,
Γε,s
(
u2ε
)
 1
4
∥∥u2ε∥∥2ε(1 − c∥∥u2ε∥∥ 4n−2ε ).
Then, it follows that for sufficiently small δ > 0,
Γε
(
u2ε
)
 1
8
∥∥u2ε∥∥2ε.
Thus we see that for sufficiently small δ > 0,
Γε,s(uε) Γε,s
(
u1ε
)+ 1
8
∥∥u2ε∥∥2ε. (26)
Now, we may assume that a transformed u1ε ◦ Ψε converges—up to subsequence—weakly to
some function v ∈ H 1,20 (Rn+) \ {0} satisfying
v − v + f˜s(0, v) = 0 in Rn+,
∂v(x)
∂xn
= 0 for x ∈ ∂Rn+.
Suppose that there exist R > 0 and kε ∈ Rn+ satisfying
lim inf
ε→0 |kε| = ∞ and lim infε→0
∫
B(kε,R)∩Rn+
(
u1ε
)2
dx > 0.
Then, as before, if δ > 0 is small, this contradicts that uε ∈ Aδ . Again by [16, Lemma I.1]
and (f1), (f2), we get that
lim
ε→0
∫
Ω
F˜s
(
εx,u1ε
)
dx = lim
ε→0
∫
Rn
F˜s
(
εx,u1ε ◦Ψε
)
dx =
∫
Rn
F˜s(0, v) dx. (27)
ε + +
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any U ∈ L,
lim
ε→0Γε,s
(
u1ε
)
 1
2
Γ (U).
Now we have three possibilities that 0 ∈ ∂Ω \ O and dist(0, ∂O) > β; dist(0, ∂O)  β; or
x0 ∈ O .
Suppose that 0 ∈ ∂Ω \ O and dist(0, ∂O) > β . Since dist(0, ∂O) > β , it follows that
fs(0, t) = gs(t). Since gs(t)min{fs(t), t/2}, it follows that
∫
Rn+ |∇v|2 + v2 dx 
1
2
∫
Rn+ v
2 dx.
This is a contradiction.
Suppose that dist(0, ∂O) β . Note that f˜s  fs . If f˜s(x, v(x)) < fs(v(x)) for some x ∈ Rn+,
then it follows from Proposition 2.2 that for U ∈ L,
1
2
∫
Rn+
|∇v|2 + v2 dx −
∫
Rn+
F˜s(0, v) dx >
1
2
Γ (U).
This and (26) imply that lim infε→0 Γε(uε) > 12Γ (U). This is a contradiction; thus we deduce
that f˜s(x, v(x)) = fs(v(x)) for any x ∈ Rn+. Thus, we see that v − v + fs(v) = 0 in Rn+ and
∂v(x)
∂xn
= 0 for x ∈ ∂Rn+. From (26) and (27), we see that
1
2
∫
Rn+
|∇v|2 + v2 dx −
∫
Rn+
Fs(v) dx 
1
2
Γ (U).
From Proposition 2.1, it follows that
1
2
∫
Rn+
|∇v|2 + v2 dx −
∫
Rn+
Fs(v) dx = 12Γ (U).
Then, (26) and (27) imply that limε→0 ‖u2ε‖ε = 0 and u1ε converges strongly to v as ε → 0. Since
s > T is sufficiently large so that Proposition 2.1 holds, it follows that v−v+f (v) = 0 in Rn+.
Then, for some V ∈ L and x′ ∈ ∂Rn+, it follows that v = V (· + x′). Note that dist(x′, ∂Ωε) → 0
as ε → 0. This contradicts that uε /∈ Aδ/2ε .
Suppose that x0 ∈ O . Then, we see that v − v + fs(v) = 0 in Rn+ and ∂v(x)∂xn = 0 for
x ∈ ∂Rn+. From (26) and Proposition 2.1, we see that u1ε ◦ Ψε converges strongly to v, and that
v − v + f (v) = 0 in Rn+ and ∂v(x)∂xn = 0 on x ∈ ∂Rn+. Then, for some V ∈ L and x′ ∈ ∂Rn+,
v = V (· + x′) ∈ L. This contradicts again that uε /∈ Aδ/2ε .
This completes the proof. 
Suppose that there exist no critical points of Γε in Aδ ∩ Γ cεε,s . Then, by Propositions 3.1
and 3.2, we deduce via a gradient flow (see [21] or [22]) that for small σ > 0, there exist a
path pε : [0, t] → Hε and c > 0 satisfying
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(ii) pε(t) ∈ Aδ for t ∈ (1 − σ,1 + σ);
(iii) for small ε > 0, Γε(pε(t)) 12Γ (U)− cδ.
For each t ∈ (1 − σ,1 + σ), we can find ytε ∈ ∂Ωε such that ytε is continuous with respect to
t ∈ (1 − σ,1 + σ) and ‖pε(t) − U(· − ytε)‖ε  δ for U ∈ L and t ∈ (1 − σ,1 + σ). Then, for
some R > 0, ∫
Ωε\B(ytε,R)
∣∣∇pε(t)∣∣2 + (pε(t))2 dx  (2δ)2.
By Proposition 2.3, there exists a unique minimizer p˜tε of (11). Then, we define a new path qtε by
qtε = pε(t) for t ∈ [0, T ] \ (1 − σ,1 + σ); qtε(x) = ptε(x), x ∈ Ωε ∩B(ytε,R) and qtε(x) = p˜tε(x),
x ∈ Ωε \B(ytε,R) for t ∈ (1 −σ,1 +σ). From the uniqueness, we deduce that the path qtε is also
continuous with respect to t ∈ [0, T ]. We find a function ψε ∈ C∞0 (Rn) such that ψε(x) = 1 for|x| 1/√ε, ψε(x) = 0 for |x| 2/√ε and |∇ψε| 2/√ε. Then, we define a path Pε(t) by
Pε(t)(x) = ψε
(
x − ytε
)
qε(t).
Then, we see from the decay property in Proposition 2.3 that
Γε,s
(
Pε(t)
)
 1
2
Γ (U)− cδ/2 (28)
for small ε > 0. On the other hand, the following estimation holds
Proposition 3.3.
lim inf
ε→0 maxt∈[0,T ]
Γε,s
(
Pε(t)
)
 1
2
Γ (U).
Proof. As the construction of Ψε in Proposition 3.2, for each ytε ∈ Ωε , we can find a function
Ψ tε : Rn+ → Ωε such that Ψ tε (0) = ytε , Ψ tε (∂Rn+) ⊂ ∂Ωε and limε→0 |∇Ψ tε − I |C2(B(0,2/√ε)) = 0.
Then, by the extension of P tε · Ψ tε through a reflection with respect to the hypersurface yn = 0
and the fact that any U ∈ L is a mountain pass solution, we deduce that maxt∈[0,T ] Γ (P tε ◦Ψ tε )
1
2Γ (U). Then, the claim follows. 
The estimation (28) contradicts Proposition 3.3. Thus, we see that there exists a critical point
uε ∈ Aδε ∩ Γ cεε,s of Γε,s . Thus we have proved the following.
Proposition 3.4. There exist small positive constants ε0 and δ such that for ε ∈ (0, ε0), there
exists a solution uε of (19) satisfying uε ∈Aδε ∩ Γ cεε,s .
Let xε ∈ Ωε be a maximum point of uε . We find a point zε ∈ ∂Ωε such that |xε − zε| =
minz∈∂Ωε |xε − z|. It is obvious that lim supε→0 |xε − zε| < ∞. Then, it is standard to show that
for C,c > 0, uε(x) C exp(−c|x − zε|). Then, we see the following lower energy estimate.
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Γε,s(uε)
1
2
Γ (U)− εH(zε)
n+ 1
|Sn−2|
|Sn−1|
∫
Rn
|∇U |2|x|dx + o(ε),
where H(zε) is the mean curvature of ∂Ω at zε .
Proof. Through some translation and rotation, we may assume that zε = (0, . . . ,0) and
(0, . . . ,0,−1) is the unit outnormal to ∂Ω at (0, . . . ,0), and that the boundary ∂Ω around 0
is represented by
ψε(x1, . . . , xn−1) = 12
n−1∑
i=1
ai(ε)(xi)
2 + o
(
n−1∑
i=1
(xi)
2
)
for some ai ∈ R. Then, we define
Ψε(y1, . . . , yn) =
(
y1, . . . , yn−1, yn + 1
ε
ψε(εy1, . . . , εyn−1)
)
.
Then, for some γ > 0, a map
Ψε :B
(
0,
γ
ε
)
∩ Rn+ → Ψε
(
B
(
0,
γ
ε
)
∩ Rn+
)
⊃ B
(
0,
γ
2ε
)
∩Ω
is a diffeomorphism. Then, it is standard to see that uε ◦ Ψε converges to some U ∈
L along a subsequence as ε → 0. As in the proof of Proposition 3.2, we deduce that
lim supε→0 ε dist(zε,Oε)  β . In fact, if lim supε→0 ε dist(zε,Oε) > β , we get a contradiction
that ∫
Rn+
|∇U |2 +U2 dx < 1
2
∫
Rn+
U2 dx.
Now, we may assume that dist(0,O) β .
We find a function φε ∈ C∞0 (Rn) such that φε(x) = 1 for |x|  1/
√
ε, φε(x) = 0 for |x| 
2/
√
ε and |∇φε| 2/√ε. Then, it follows that for some C,c > 0,∣∣Γε,s(uε)− Γε,s(uεφε)∣∣+ ∣∣Γ ′ε (uεφε)∣∣ C exp(−c/√ε). (29)
Note that for some γ > 0, a map
Ψε :B(0, γ /ε)∩ Rn+ → Ψε
(
B(0, γ /ε)∩ Rn+
)⊃ B(0, γ /2ε)∩Ω
is a diffeomorphism. Now we define
V tε (x) =
{
(uεφε)(Ψε(
Ψ−1ε (x)
t
)) for Ψ−1ε (x)/t ∈ Ψ−1ε (supp(φε)),
0 for Ψ−1(x)/t /∈ Ψ−1(supp(φ )).ε ε ε
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define
wε(y) =
{
(uεφε) ◦Ψε(y) for |y| γ /ε, y ∈ Rn+,
0 for |y| γ /ε, y ∈ Rn+,
and define
Wε(y1, . . . , yn−1, yn) = wε
(
y1, . . . , yn−1, |yn|
)
, y = (y1, . . . , yn−1, yn) ∈ Rn.
Then, we see that Wε ∈ H 1,2(Rn) for small ε > 0. Now, we see from decaying property of wε
and Pohozaev identity (5) that
Γε,s
(
V tε
) = tn−2
2
∫
Rn+
|∇wε|2 dy − tn−2
∫
Rn+
Dnwε
n−1∑
i=1
DiwεDiψε(εty1, . . . , εtyn−1) dy
+ t
n−2
2
∫
Rn+
|Dnwε|2
n−1∑
i=1
∣∣Diψε(εty1, . . . , εtyn−1)∣∣2 dy
+ t
n
2
∫
Rn+
∣∣(uεφε) ◦Ψε∣∣2 dy − tn
∫
Rn+
F˜s
(
εΨε(ty), (uεφε) ◦Ψε
)
dy
= t
n−2
4
∫
Rn
|∇Wε|2 dy + t
n
4
∫
Rn
|Wε|2 dy − t
n
2
∫
Rn
F˜s
(
εΨε
(
ty1, . . . , t |yn|
)
,Wε
)
dy
− tn−2
∫
Rn+
Dnwε
n−1∑
i=1
DiwεDiψε(εty1, . . . , εtyn−1) dy
+ t
n−2
2
∫
Rn+
|Dnwε|2
n−1∑
i=1
∣∣Diψε(εty1, . . . , εtyn−1)∣∣2 dy
→ t
n−2
4
∫
Rn
|∇U |2 dy + t
n
4
∫
Rn
U2 dy − t
n
2
∫
Rn
F˜s(0,U)dy
=
(
tn−2
4
− (n− 2)t
n
4n
)∫
Rn
|∇U |2 dy
uniformly for t ∈ (0, t0) as ε → 0. Moreover, we see that
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dt2
Γε,s
(
Utε
) = (n− 2)(n− 3)
4
tn−4
∫
Rn
|∇Wε|2 dy + n(n− 1)4 t
n−2
∫
Rn
|Wε|2 dy
− n(n− 1)
2
tn−2
∫
Rn
F˜s
(
εΨε
(
ty1, . . . , t |yn|
)
,Wε
)
dy
− 2ntn−1
∫
Rn+
d
dt
F˜s
(
εΨε(ty),Wε
)
dy + 2tn
∫
Rn+
d2
dt2
F˜s
(
εΨε(ty),Wε
)
dy
+ (n− 2)(n− 3)tn−4
∫
Rn+
Dnwε
n−1∑
i=1
DiwεDiψε(εty1, . . . , εtyn−1) dy
+ 2(n− 2)tn−3
∫
Rn+
Dnwε
n−1∑
i=1
Diwε
d
dt
Diψε(εty1, . . . , εtyn−1) dy
+ tn−2
∫
Rn+
Dnwε
n−1∑
i=1
Diwε
d2
dt2
Diψε(εty1, . . . , εtyn−1) dy
+ (n− 2)(n− 3)t
n−4
2
∫
Rn+
|Dnwε|2
n−1∑
i=1
∣∣Diψε(εty1, . . . , εtyn−1)∣∣2 dy
+ (n− 2)tn−3
∫
Rn+
|Dnwε|2
n−1∑
i=1
d
dt
∣∣Diψε(εty1, . . . , εtyn−1)∣∣2 dy
+ t
n−2
2
∫
Rn+
|Dnwε|2
n−1∑
i=1
d2
dt2
∣∣Diψε(εty1, . . . , εtyn−1)∣∣2 dy
→ (n− 2)(n− 3)
4
tn−4
∫
Rn
|∇U |2 dy + n(n− 1)
4
tn−2
∫
Rn
U2 dy
− n(n− 1)
2
tn−2
∫
Rn
F˜s(0,U)dy
=
(
(n− 2)(n− 3)
4
tn−4 − (n− 1)(n− 2)
4
tn−2
)∫
Rn
|∇U |2 dy
uniformly for t ∈ (0, t0) as ε → 0. Note that
(
(n− 2)(n− 3)
tn−4 − (n− 1)(n− 2) tn−2
)
< 0.
4 4 t=1
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satisfies tε = 1 + cε + o(ε) for some constant c ∈ R. Note that Γε,s(V 1ε ) = Γε,s(uεφε) and∣∣∣∣ ddt Γε,s
(
V tε
)∣∣∣∣
t=1
∣∣∣∣ sup
x∈supp(φε)
∣∣∇Ψε(x)∣∣∣∣Ψ−1ε (x)∣∣∣∣Γ ′ε,s(uεφε)(∣∣∇(uεφε)∣∣)∣∣.
Thus we deduce from (29) and the boundedness of uε in H 2,2(Ωε) that c = 0; this implies
tε = 1 + o(ε). Therefore we conclude that
Γε,s(uε) max
t∈(0,t0)
Γε,s
(
V tε
)+ o(ε). (30)
We define
Aε(t) ≡ t
n−2
4
∫
Rn
|∇Wε|2 dy + t
n
4
∫
Rn
|Wε|2 dy − t
n
2
∫
Rn
F˜s
(
εΨε
(
ty1, . . . , t |yn|
)
,Wε
)
dy
and
Bε(t) ≡ −tn−2
∫
Rn+
Dnwε
n−1∑
i=1
DiwεDiψε(εty1, . . . , εtyn−1) dy
+ t
n−2
2
∫
Rn+
|Dnwε|2
n−1∑
i=1
∣∣Diψε(εty1, . . . , εtyn−1)∣∣2 dy.
Note that Γε,s(Utε) = Aε(t)+Bε(t). We take t0 > 2 such that Aε(t0) < 0 for small ε > 0.
Let t ′ε ∈ (0, t0) be a maximum point of Aε . Since Wε converges to U ∈ L, it follows from the
Pohozaev identity (5) that limε→0 t ′ε = 1. Then, we deduce from the convergence of Wε to U and
the radial symmetric property of U that
Bε
(
t ′ε
)= −ε ∫
Rn+
Dnwε
n−1∑
i=1
Diwεaiyi dy + o(ε)
= −ε
∫
Rn+
∂U
∂xn
n−1∑
i=1
∂U
∂xi
ai(0)yi dy + o(ε)
= −ε(n− 1)H(0)
∫
Rn+
|∇U |2yn(y1)2/|y|2 dy + o(ε)
= −εH(0)
∫
Rn+
|∇U |2yn
(|y|2 − y2n)/|y|2 dy + o(ε).
Through some calculations, we see that for any radially symmetric function G,
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Rn+
G(y)yn dy =
∞∫
0
∣∣∣∣dGdr
∣∣∣∣
2
rn
∣∣Sn−2∣∣
1∫
0
(
1 − s2) n−32 s ds dr
= |S
n−2|
|Sn−1|
(n−12 )(1)
2(n+12 )
∫
Rn
G(x)|x|dx
= 1
n− 1
|Sn−2|
|Sn−1|
∫
Rn
G(x)|x|dx.
Similarly, we obtain that for any radially symmetric function G,
∫
Rn+
G(y)(yn)
3 dy =
∞∫
0
∣∣∣∣dGdr
∣∣∣∣
2
rn
∣∣Sn−2∣∣
1∫
0
(
1 − s2) n−32 s3 ds dr
= |S
n−2|
|Sn−1|
(n−12 )(2)
2(n+32 )
∫
Rn
G(x)|x|dx
= 2
(n− 1)(n+ 1)
|Sn−2|
|Sn−1|
∫
Rn
G(x)|x|dx.
Then, we see that
Bε
(
t ′ε
)= −εH(0)
n+ 1
|Sn−2|
|Sn−1|
∫
Rn
|∇U |2|x|dx + o(ε). (31)
Since U ∈ L is a mountain pass solution (see [14]) and F˜s  fs , it follows from Proposition 2.1
that
Aε
(
t ′ε
)
 1
2
Γ (U).
Combining this with (30) and (31), we obtain the required lower estimate. 
Now combining Propositions 3.1 and 3.5, we see that limε→0 dist(εzε,M) = 0. Then, for
sufficiently small ε > 0, gs(uε(x)) = fs(uε(x)) for all εx ∈ supp(ψ). Thus f˜ (εx,uε(x)) =
fs(uε(x)) = f (uε(x)) for any x ∈ Ωε . This implies that uε is a solution of (1). All other prop-
erties of uε follow by a standard manner as in [18,19] and [5]. This completes the proof of
Theorem 1.1.
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