Magnetic anomaly detection (MAD) has been widely used for detecting some hidden ferromagnetic objects. Orthonormal basis function (OBFs) detector is one of the most popular methods of MAD. The OBFs detector works effectively under white Gaussian noise. However, the practical geomagnetic noise is colored noise with a power spectral density of 1 f α (f is frequency and α is noise exponent), and the signalto-noise ratio (SNR) is usually very low. In order to improve magnetic anomaly detection performance in the case of colored noise and low SNR, a novel detection method by using full connected neural network (FCN) is proposed in the paper. Firstly, the detector based on FCN is designed and two kinds of features that include the signal's statistical property and the magnetic moment's characteristics of the target are extracted and used as the input of neural network; Then, the optimal network structure with proper number of layers and nodes is obtained; Finally, the detection performance of the detector under different SNRs and orientations of target's magnetic moment is evaluated. Simulation results show that the proposed method has better performance and achieves an incremental detection probability of about 5% to 40% under colored Gaussian noise with different noise exponent than traditional method. In the end, experiments under real geomagnetic noise also verify the effectiveness of the proposed method.
I. INTRODUCTION
Ferromagnetic objects will generate magnetic anomaly field [1] - [3] that can be detected even underwater or underground. Therefore, magnetic anomaly signal has been widely utilized to detect and locate them [4] - [6] . As a passive method, MAD has some advantages, such as simple configuration, high performance, staying unrevealed and excellent antijamming capability, and it has been widely used for prospecting, vehicle tracking and detection of concealed metal objects. However, the performance and efficiency of MAD is limited by low SNR in practical application since the magnetic anomaly signal is usually buried deeply in the geomagnetic filed and external magnetic noise [7] . For example, the magnetic anomaly signal caused by a middle submarine at the distance of 600m is only about 0.2 nT, this is because The associate editor coordinating the review of this manuscript and approving it for publication was Fanbiao Li . that the magnetic field signal strength of a magnetic dipole decreases as the third power of range.
Many methods have been proposed to solve this problem, such as orthonormal basis functions [8] , minimum entropy filter [9] , and high order crossing [10] . The OBFs method decomposes magnetic anomaly signal into three orthonormal basis functions, and the squared sum of the three coefficients is used to construct the energy detector of magnetic anomaly signal. However, the performance of OBFs degrades if the target signal is contaminated by colored noise with a power spectral density of 1 f α , where f is frequency and α is noise exponent [11] , which is considered as more in line with the actual situation [12] . Entropy filter and high-order crossing are the methods revealing changes in the magnetic background nature, assumed that the changes are caused by the presence of a ferromagnetic target. These methods benefit from the fact that they do not need a prior assumption of the target, which result in a simpler implementation, but it is difficult to exert its performance under the condition of low SNR.
Since the magnetic anomaly detection task can be regarded as a typical case of a binary classification task [13] , [14] to identify whether the target signal exists or not, the MAD method can be regarded as a classifier. And neural network (NN) has been intensively applied to classification tasks, which could be the key to solve the problem of the insufficiency of existing approaches. For instance, in speech recognition, deep neural network (DNN) matches the stateof-the-art performance in very low SNR [15] . In image denoising, full connected neural networks can increase peak signal-to-noise ratio of images [16] . The FCN method is desirable for magnetic anomaly detection, because of two potential advantages: 1) Unlike traditional methods, its detection performance does not depend heavily on the type of noise, as long as the training sample cover the real noise, the detection performance can be guaranteed; 2) it can recognize target signal at very low SNR.
Therefore, we proposed a novel detection method based on FCN, and the optimal network structure suitable for MAD is obtained. In the proposed method, two kinds of features that includes the signal's statistical property and the magnetic moment's characteristics of the target are extracted and used as the input of neural network, which then will identify whether the target signal exists or not. Due to the powerful learning and classification function of neural network, the proposed detection method has better performance for detecting magnetic objects, which makes it more attractive in practice.
II. GUIDELINES FOR MANUSCRIPT PREPARATION
The proposed method based on FCN is depicted in Fig.1 . Some features are extracted from measured signal, and delivered to the neural network as inputs. In the FCN, a node receives the input signals delivered from the previous layer, and generates the output signal processed by activation function. The detection output value is set to be 1 or 0, indicating whether there exists the target signal or not. The variance α 0 of the signal is calculated, which is the commonly used statistical property in the data preprocessing of FCN [17] . The equation is as follows, N is the sampling points of the signal, T r is the measured signal.
The three coefficients of the orthonormal basis functions are utilized as the features to characterize magnetic moment of the target. In order to obtain the coefficients, the detection model [18] is constructed as shown in Fig.2 , where the target is static and the magnetometer moves parallelly to x-axis. r 0 is the closest proximity approach (CPA) from the target to the searching track of the magnetometer. And the hidden ferromagnetic target is usually regarded as a point magnetic dipole [19] in this situation. According to the theory of OBFs, three coefficients α i (i = 1, 2, 3) are obtained by decomposing the measured signal T r into a set of orthonormal basis functions:
where τ = x r 0 , f i (τ ) (i = 1, 2, 3) is the orthonormal basis function:
And the coefficient α i (i = 1, 2, 3) of the basis function can be obtained through (4): 
B. TRAINING AND DETECTION PROCEDURE
When the feature extraction is defined and clear, the training and detection flow (as shown in Fig.3 ) can be established and illustrated as follows:
The first step is to prepare the data. There are two operations in this step, sample data set construction and feature extraction. In the MAD sample data construction, signal and noise data are generated.
2) MODEL BUILDING
The second step is to build the model, which in this paper is FCN. As the magnetic anomaly detection task is a typical binary classification, the loss function chosen for the network is binary-crossentropy.
3) MODEL TRAINING
In this step, the model is trained with the input of data sample set.
4) MODEL EVALUATION AND FCN STRUCTURE OPTIMIZING
When the model's training process is finished, the evaluation to the model will be carried out to test whether it compliances with requirements. If the model is qualified, it can be applied to MAD; if not, some parameters of the neural network will be adjusted.
5) DETECTION TEST
The signal and noise data in test sample set are classified by the trained model. The detection performance is evaluated and compared to traditional MAD method at last step.
C. PERFORMANCE EVALUATION
The MAD problem is essentially a binary hypothesis test whether the target signal exists or not. The null hypothesis H 0 shows the latter situation, and the alternative hypothesis H 1 shows the former:
Where x is measurement, s is signal and n is noise. The detection probability is defined to be P D = P r (H 1 | H 1 ), and the false alarm probability to be P F = P r (H 1 | H 0 ) [14] . Specific to the classification of FCN, whose possible results are illustrated in Table 1 , the definition of the value of false alarm rate (FAR) and detection probability in this paper is shown in (6) and (7) . Num TP , Num FN , Num FP , Num TN are the number of TP, FN , FP, TN in the results to the sample set. To select the proper neural network, the FAR P F of the sample set should be lower than 1.5% [20] , and the detection probability P D be higher than OBFs. If the trained model doesn't meet the requirements, the structure of the neural network will be adjusted, and network will be trained again.
Four results in the binary classification task.
III. SIMULATION AND ANALYSIS A. DATA PREPARATION
The simulation is carried out on the basis of the magnetic anomaly detection model established in Fig.2 . And the simulation parameters are set in term of real MAD situation [12] , which are listed in Table 2 . 
1) SAMPLE SET FOR FCN TRAINING
In the situation of magnetic anomaly detection, the angle between magnetic moment's orientation of target and the searching track (as shown in Fig.2) is unknown, because the target is invisible. So as to simulate the real MAD situation and make the sample set covering as many situations as possible, the horizonal component of target's magnetic moment is rotated from 0 degree to 360 degree at the interval of 30 degree, and the vertical component remains unchanged. With each orientation of the magnetic moment, 2000 times repetitive simulations will be carried out on the magnetic anomaly signal contaminated by colored Gaussian noise (CGN) with α of a certain value. And these 12 * 2000 samples compose the positive sample set (with target signal). Meanwhile, 12 * 2000 times repetitive simulations generating CGN only are carried out to construct the negative sample set (without target signal). Fig.4 depicts the simulated magnetic anomaly signal waveforms of four typical orientation situations. It is obvious that the waveform of the signal changes when orientation of the magnetic moment varies, indicating the necessity of the sample set to cover signals in different orientations.
2) SAMPLE SET FOR TESTING GENERALIZATION ABILITY OF THE TRAINED MODEL
Although the 12 orientations above are selected to train FCN, it is hardly possible to include all conditions of angles between magnetic moment's orientation of target and the searching track. Therefore, it requires that the trained model based on 12 specific orientations has reliable generalization performance, which means the trained model can fit for as many conditions as possible.
In this case, another 12 different orientations are generated for testing generalization ability. The horizonal component of target's magnetic moment is rotated from 15 degree at the interval of 30 degree, and the vertical component remains unchanged. The simulation on each orientation is carried out 10000 times to calculate the detection probability with the trained FCN.
3) SAMPLE SET FOR TESTING THE PERFORMANCE OF THE PROPOSED MERTHOD WITH DIFFERENT CPA
In practical application of MAD, it is hard to have a prior of the distance between the target and the searching track of MAD system. Thus, position of the target is changed to test the performance of detector based on the trained FCN above with different CPA. Taking a specific orientation of magnetic moment as an example in this test (40 degree), and the horizontal distance between target and the detection system is changed as the only variable, which changes from 225m to 950m at the interval of 25m. Based on each target with different CPA, the simulation is carried out for 10000 times with target signal contaminated by CGN with different α.
B. NETWORK STRUCTURE OPTIMIZING
Firstly, the number of layers for network is studied, which will directly affect the performance of the network. In consideration of the practical application of MAD, an optimal network should perform with high detection probability. Therefore, by using the same sample set generated as Section III.A with noise exponent α of CGN to be 0.8 and CPA to be 600m, the performances of networks are studied with different number of layers (as shown in Table 3 . As Fig.5 depicts, it is obvious that the detection probability converges from four layers. According to literature [23] , the neural network is better with fewer number of layers when the performances of networks are similar. Thus, in the proposed MAD task, FCN of four layers with 4 * 32 * 10 * 1 nodes is optimal and applied.
Secondly, activation function for input and hidden layers is studied, which is also an important parameter of neural network. There are two kinds of functions are commonly used. One is the rectified linear unit (ReLU [22] ) function as (8) shows, the other is tanh function, given as (9) . The former can accelerate convergence of the network in the training process, and the latter works well when the features differ significantly. Table 4 shows the detection probability for different activations, using sample data generated as Section III.A with α of CGN to be 0.8 and CPA to be 600m. Tanh function has lower detection probability than ReLU does. In this case, ReLU is better to fit the requirements of anomaly detection.
C. DETECTION PERFORMANCE COMPARISON
To evaluate and compare the performances of our proposed method with the traditional OBFs method, lots of detections were implemented to obtain the detection probabilities under different SNRs and orientations in the conditions mentioned in Section III.A. Fig.6 shows the detector's real-time response to the typical anomaly signal contaminated by noise from test samples set, in which the noise is CGN (α = 0.8), CPA is 600m, and the orientation is 40 degree. As can be seen from Fig.6 (a) , the anomaly signal is buried deeply under the noise and hard to be distinguished. Then the four features are extracted from the signal contaminated by noise, and delivered to the well-trained network. The classification results of FCN are depicted in Fig.6 (b) , and it is obvious that the output is 1 when the anomaly signal exists. The detection probability of different CPA is evaluated with the Monte Carlo analysis [23] and compared with traditional OBFs under different noise conditions. Since SNR decreases with the increasing of CPA as shown in Fig.7 , the SNR is used to illustrate the model performance in different CPA to facilitate understanding and correspond with commonly use. Fig.8 shows the detection probability of different SNRs under CGN with different α. Fig.8 (a) shows the detection probability with CGN (α = 0.5), and the magnetic moment's orientation is 40 degree. It is founded that the proposed method achieves a slightly increment than OBFs in different SNRs. Fig.8 (b) shows the detection probability with CGN (α = 0.8), and it indicates that the detection probability of the proposed method has an increase of about 5%-20% compared with the traditional OBFs in different SNRs. Fig.8 (c) shows the detection probability with CGN (α = 1), and it is obvious that the proposed method has better performance than the traditional OBFs with an additional detection probability between 5% and 40%. These results consistently demonstrate that our proposed method has a good performance under CGN with different noise exponent α, and the improvement is more evident when α increases.
In addition, the detection probability of different orientations is also evaluated and compared with the traditional OBFs. Taking CPA = 600m as an example, the detection probabilities of different orientations are tested. Similarly, the evaluation process is fully consistent with the above. Fig.9 (a)∼(c) show the detection probability of different orientations under CGN with different noise exponent α. It is obvious that the proposed method has a better detection probability under different orientations than the traditional OBFs.
IV. EXPERIMENT A. EXPERIMENT SYSTEM
To further evaluate our proposed method, a scheme including simulation and experimentation is designed. The real-world magnetic noise is acquired by a magnetic measurement system in suburban areas, where the ambient magnetic activity due to external sources, such as power lines and traffic, is very low. As shown in Fig.10 , the measurement system mainly contains magnetic sensor and data acquisition and processing devices are controlled by PC computer. the magnetometer has an intrinsic noise of < 50 pT/ √ Hz at 1 Hz [24] , and its output was sampled with a sampling period Ts of 0.05 s. And the typical magnetic anomaly signal is generated by simulation. Fig.11 shows a typical segment of 10,000 readings from the acquired magnetic noise, which mainly consists of external geomagnetic noise and intrinsic sensor noise. Fig.12 (a) shows the normalized histogram of the recordings after detrending. The skewness of the recordings after detrending is 0.05, the kurtosis is 3.31 and the STD is 0.16 nT, and the histogram of measured noise resembles a PDF of Gaussian distribution. Considering that the skewness of a Gaussian random variable is 0 and its kurtosis is 3, the geomagnetic noise can be treated as Gaussian noise. Fig.12 (b) shows the PSD of typical recorded geomagnetic field after detrending, which is related to 1 f α , as a result of the geomagnetic pulsations and other interferences. It is calculated that the noise exponent is about 0.8, which means that magnetic anomaly signa is actually contaminated by colored noise.
B. GEOMAGNETIC NOISE MODEL

C. TEST RESULTS WITH REAL-WORLD MAGNETIC NOISE
After acquiring the real geomagnetic noise, the trained sample set is constructed according to the synthesis method mentioned in Section III.A, and it will be used as the training input of neural network. In the detection procedure, the synthesis signal contaminated by real noise is regarded as the input of detector, the performance between our proposed method and traditional method is tested and compared. It should be noted that each repetition is implemented by using the same synthesis anomaly signal but different noise samples from the measurements.
The detection results of two methods are drawn and compared in Fig.13 . It is indicated that the proposed method has an incremental detection probability between 5% and 20% in different SNRs. The experiment results are in accordance with the results of previous simulation on CGN (α = 0.8), so it is clarified that our proposed method worked well in practice, and provided better detection performance than the traditional method. 
V. CONCULSION
In this paper, we proposed an effective method of magnetic anomaly detection method based on full connected neural network. Firstly, we introduced the detection theory, then the optimal network structure with layers is obtained, finally we evaluated the detector's performance for detecting the anomaly signal embedded in noise under different SNRs and orientations. Results on simulated and real magnetic noise indicate that the proposed method has higher detection probability than traditional OBFs method. Future work will concentrate on utilizing the raw data of magnetic anomaly signal and noise to improve the detection performance furtherly.
