Experimental branching fractions (BFs) of Mo II, ranging in wavelength from 1970 to 4370 Å, have been measured from intensity calibrated spectra recorded with the Lund UV Fourier transform spectrometer (FTS). Radiative lifetimes for 10 levels have been measured using the method of laser-induced fluorescence (LIF). Combining BFs with new as well as previously measured lifetimes, 16 in total, oscillator strengths of 91 lines were derived. Seven transitions are resonance lines involving the ground state. The BF results are compared with calculations made with the Cowan code and the f -values are compared with previously published data. Improved wavelengths from an ongoing term analysis are also reported.
Introduction
The most recent analysis of the Mo II term system, performed by Kiess more than 40 years ago (Kiess 1958, Sugar and Musgrove 1988) , was based on wavelength measurements of 3800 lines with uncertainties of ± 0.01 Å. Relative oscillator strengths of 58 Mo II lines were determined by Schnehage et al (1983) , and Hannaford and Lowe (1983) measured lifetimes of 15 Mo II levels, which made it possible to put the oscillator strengths on an absolute scale. However, the investigation by Schnehage et al only covered the region 2700-5700 Å, which means that oscillator strengths for transitions involving the ground state were missing.
By means of Fourier transform spectroscopy (FTS) it is now possible to improve wavelength measurements to an accuracy of better than a fraction of a mÅ in the UV region. The FTS method also makes it possible to extend the analyses of complex atomic spectra, where high accuracy is needed to avoid spurious coincidences in the search for new energy levels. FTS is also well suited for intensity measurements, which can be used for determination of oscillator strengths.
The need for more accurate wavelengths and oscillator strengths mainly appears in various astrophysical research projects and is to a great extent prompted by the spectra recorded with high-resolution instruments, such as the Goddard High-Resolution Spectrograph (GHRS) and the Space Telescope Imaging Spectrograph (STIS) on-board the Hubble Space Telescope (HST). A good example is given by the two Mo II resonance lines that have been identified at 2015 and 2020 Å in GHRS spectra of the sharp-lined HgMn-type star χ Lupi (Brandt et al 1999) . Only rough estimates of the oscillator strengths of these lines were available in the databases, and the laboratory wavelengths were only known to ± 0.01 Å. The existing atomic data for Mo II were thus insufficient for construction of the synthetic spectrum used for analysing the stellar spectrum.
The Mo II spectrum is now being re-investigated in a project at Lund University, using VUV Fourier transform spectrometers. The goal of the project is to provide high-precision wavelengths, to improve the accuracy of the previously known energy levels and to extend the analysis to previously unknown levels. The project also includes an experimental determination of oscillator strengths of transitions to a set of low levels, including the ground term. The result of the oscillator strength measurements is presented here, whereas the term analysis and the wavelength measurements will be reported elsewhere.
Experiment
The project described here is one in a series of experimental determinations of atomic oscillator strengths needed in astrophysical research. The method is based on the combination of atomic lifetimes, measured by laser-induced fluorescence (LIF) at the Lund Laser Centre (LLC), and the branching fraction (BF), determined using the Lund UV FTS instrument. A thorough knowledge of the term system of the atom or ion is necessary, to ensure that all transitions from an upper level are included in the BF determination. The different steps of the method will be described in the following subsections, with some emphasis on the problems related to the BFs. , located around 12 500 cm −1 . The lowest odd levels belong to the 4d 4 ( 5 D)5p configuration, beginning at 45 853 cm −1 (see figure 1 ). This means that emission lines from the low odd levels with J = may appear in two groups, resonance lines to a 6 S 5/2 at roughly 2000 Å, and the rest of the lines beginning at about 600 Å longer wavelengths. For these levels, BF measurements are far more difficult than for the levels with no transitions to the ground state (J = ), due to the influence of self-absorption and the wider wavelength region.
Atomic structure and spectral lines of Mo II
Mo II is homologous with Cr II (Johansson, unpublished. Most of the results are available in a NIST compilation (Sugar and Corliss 1995) ) and there are large similarities between their term systems. The Mo II analysis by Kiess (1958) comprised 238 levels belonging to the 4d 5 , 4d 4 5s and 4d 4 5p configurations. In the ongoing analysis, the term system is being extended to comprise levels belonging to the 4d 4 5d, 4d 4 6s and 4d 3 5s5p configurations. The work is based on measurements of Mo II spectra emitted from a hollow cathode discharge and a Penning discharge. The spectra are recorded with an FTS instrument (Chelsea Instruments FT500), where the preliminary wavenumber scale is obtained from a He-Ne sampling laser. The final wavenumber calibration is performed by means of interferometrically measured Ar II lines (Norlén 1973 ). The accuracy is better than ± 5 mK for strong, symmetrical lines, which corresponds to ± 0.2 mÅ at 2000 Å. The wavelengths reported in this paper along with the f -values in tables 2 and 3 are obtained from these new measurements. It should be noted that the wavelengths of the resonance lines given by Kiess with only two decimal places are systematically (except in one case) longer by about 0.01 Å than those measured in this paper. For the rest of the lines the discrepancies are generally smaller. 
Measurements of radiative lifetimes
Time-resolved laser-induced fluorescence spectroscopy was employed for the present lifetime measurements of levels in Mo II. Selective excitation was utilized by pumping the upper levels with a tunable UV laser pulse. The temporal shape of the excitation laser pulse and the fluorescence light, released at the subsequent decay, were recorded with a fast detection system. By fitting the fluorescence signal with a convolution of the laser pulse and an exponential with a varying decay constant, reliable lifetime values were directly obtained. The technical details and experimental considerations, including figures of the experimental set-up, have been reported previously (Li et al , b, 2000 and only a brief description will be given here.
A Continuum Nd-60 dye laser pumped by a Continuum NY-82 Nd:YAG laser provides the laser power for excitation. The green light pulse from the Nd:YAG laser was compressed in a stimulated Brillouin scattering (SBS) compressor. This pulse was used to pump the dye laser. Operating the dye laser on the DCM dye, tunable radiation from 605 to 660 nm can be obtained. To produce the required UV radiation, frequency tripling was performed in a nonlinear crystal system, which included a KDP crystal, a retarding plate and a BBO crystal. For some levels, Raman shifting in H 2 gas of the third harmonic of the dye laser output was needed. This results in tunable UV laser radiation with a pulse duration of about 1 ns. The free Mo + ions were prepared in a laser-produced plasma. A green laser beam from a Nd:YAG laser was focused perpendicularly onto a rotating molybdenum target in a vacuum chamber to produce the ablation. LIF from the selected upper level was detected by a Hamamatsu 1564U microchannel-plate photomultiplier tube (200 ps rise time) after wavelength selection using a spectrometer. A digital oscilloscope, bandwidth 1 GHz and real time sampling rate 5 Gsamples/s, was used for data acquisition. To ensure a linear response of the detection system, only sufficiently weak signals were detected for each pulse and an average of 2000 pulses was performed to achieve the necessary signal-to-noise ratio. Measurements under different plasma conditions were performed to avoid systematic errors caused by collisional quenching and radiation trapping. Around 20 curves for each level have been recorded and the mean values were adopted as the final results. These are presented in table 1. The error bars reflect a more conservative view of possible residual systematic effects rather than the statistical spread of the data, which was several times lower.
The present results are compared with the results from Hannaford and Lowe (1983) . As can be seen in table 1, for the levels with lifetimes longer than 4 ns, the agreement is good. However, for the short lifetime levels there is a clear discrepancy, with our values being shorter, in some cases even outside the error bars obtained by combining our errors with those reported by Hannaford and Lowe (1983) . This deviation may be explained by a higher time resolution in combination with a shorter excitation pulse in our experiment. Due to the good agreement for the longer lifetimes we have not remeasured the z 6 F levels, but used the Hannaford and Lowe values for deriving oscillator strengths.
Branching fractions
The branching fraction, BF , for an emission line from an upper level u to a lower level l is defined as
where A ul is the transition probability of the line and I ul is the intensity measured in photons/s. A uk and I uk are the corresponding quantities for transitions from the same upper level, that are summed over all possible transitions to lower levels k. The molybdenum spectra used to determine the BFs were emitted from a hollow cathode discharge, with the cathode consisting of a 50 mm long molybdenum tube with an inner diameter of 5 mm. Mo II lines from the low levels of the 4d 4 5p configuration appear all the way from the VUV to the visible, illustrated in figure 2. Spectra were recorded in three regions, 15 800-31 600, 19 700-39 400 and 33 000-56 000 cm −1 . Separate runs for these regions were necessary due to both the sensitivity of the available detectors (PMTs) and the limitations set by the effect of aliasing inherent in the FTS method. Two different Hamamatsu photomultipliers were used, R955 in the visible and near-UV regions (15 800-31 600 and 19 700-39 400 cm −1 ) and R166, a solar blind detector, in the UV and VUV regions. The line intensities were determined as the area of Voigt functions fitted to the recorded line profiles. A calibrated deuterium lamp, in combination with known branching ratios in Ar II (Whaling et al 1993) , was used for calibration of the observed intensities. For a more detailed description of the calibration routine see Sikström et al (1999b) . Self-absorption can have a major influence on the observed line intensities of resonance lines and strong transitions down to metastable levels with low excitation energies. This problem can be handled by comparing spectra with the hollow cathode lamp operated at different currents, as the amount of absorption depends on the plasma density and thus on the discharge current density. The effect of self-absorption may then be established by plotting the intensity ratio between different transitions from the same upper level to lower levels of different energies versus the current. For optically thin lines, i.e. lines with negligible absorption, these self-absorption correction curves (SACCs) will be equal to a constant function (with relative intensities not depending on the current) and no correction to the observed intensities is needed. For lines which are not optically thin, corrected intensity ratios can be derived by extrapolating the ratios to zero current.
Spectra were recorded at 10 cathode currents ranging from 150 to 1250 mA in the region 33 000-56 000 cm −1 where the resonance lines and the strong lines appear. In the other regions, spectra for just a few currents were recorded since no self-absorption was detected and extrapolation to zero current was not needed. Both Ne and Ar as well as a mixture of gases were tried as carrier gases at different currents.
The intensity measurement of the resonance lines was complicated by the fact that molybdenum has seven stable isotopes with mass numbers 92, 94, 95, 96, 97, 98 and 100, ranging in natural abundance between 9% and 24%. The two odd isotopes can be expected to show hyperfine structure. At low or moderate currents all line profiles appear to be symmetrical, close to Gauss functions, i.e. the isotope and hyperfine structure is too small to be observed. However, at higher currents (> 750 mA) a clear asymmetry can be seen in the profile of the strong resonance lines. This effect may be due to an isotope-dependent self-absorption. Self- Figure 2 . Term diagram of the energy levels involved in our experiment. The upper terms with levels for which lifetimes have been measured ( 4 P, 6 PDF) are included in the box labelled 4d 4 ( 5 D) 5p. For even levels, belonging to terms where all energy levels are involved in the measured transitions, only the term designation according to Kiess (1958) is given. For the other terms, the J -values of the involved levels are given.
absorption will have a greater influence on the most abundant isotope compared with the less abundant isotopes at increasing currents, creating asymmetrical profiles. Therefore, only the lowest currents ( 750 mA) were used when establishing the SACCs for the resonance lines.
Only three of the lines to the term 4d 4 5s 6 D, 4d 4 5s 6 D 5/2,7/2 −4d 4 5p 6 F 7/2 and 4d 4 5s 6 D 7/2 −4d 4 5p 6 P 5/2 , showed a measurable effect of self-absorption. SACCs were derived for these lines as well, and their intensities were corrected accordingly.
To tie together the line intensities derived from spectra recorded at different spectral regions, lines present in more than one of the recorded regions were used. This is illustrated in figure 3. Using these lines, a ratio between the measured intensities of the recordings was established. If the same current, carrier gas and gas pressure is used, the ratio can be expected to be the same, for all lines in the overlap region, irrespective of their upper level. This implies, that in theory, it is possible to connect two different runs using only one line in the overlapping region. In practice, an average derived from several sets of lines are used to minimize the uncertainty.
Oscillator strengths
By using the relation
together with equation (1), the branching fraction measurements are combined with the measured lifetimes τ for deriving transition probabilities and oscillator strengths. The results, sorted by upper level, are presented in table 2. According to equation (1) the intensities of all lines from a common upper level are needed to derive the branching fraction for a certain line from that level. Obviously a number of branches may be too weak to be observed, but the sum of their intensities may be too large to be negligible. Theoretical transition probabilities were therefore calculated to estimate the intensity of those weak lines. This was done by means of a Hartree-Fock calculation, using the Cowan computer code package (Cowan 1981) , modified for PC by Ralchenko and Kramida (1995) . The even configurations 4d 5 , 4d 4 5s and 4d 3 5s 2 and the odd configurations 4d 4 5p, 2 5p were included in our calculation. The final wavefunctions used were obtained by a parametric fit of the calculated energy levels to the observed ones.
The theoretical branching fractions derived from the calculated transition probabilities are presented in table 2 (BF /theory), where the branching fraction for all the lines from a common upper level that were too weak to be observed are summed and presented as 'residual'. These residuals were included in the calculation of the experimental branching fractions (BF /expt), finally used for deriving the gf values. Even though the result for individual theoretical BFs may be uncertain (for weak lines the uncertainty may be a factor of two or larger) the residuals are important for checking and correcting for missing lines.
As the theoretical calculation was carried out for the sole purpose of estimating residuals, only theoretical branching fractions and no theoretical gf -values are presented. The theoretical lifetimes tend to be shorter than those observed, probably because the possible effect of core polarization was not included in the calculation (Brage et al 1998 .
The uncertainty in the f -value is given in the last column of table 2 (uncertainty (% in gf )). The following sources of uncertainties were included in the determination of error bars:
(a) an uncertainty in the area determination; (b) the uncertainty in the calibration of the deuterium lamp used for calibration in the UV region and in the calibration curve, derived from Ar II branching fractions, used in the visible and near UV; (c) an uncertainty when applying the calibration curves to the spectra; and (d) the uncertainty in the lifetime.
These uncertainties were added quadratically. Additionally, for lines from levels with resonance lines, it was necessary to add two additional uncertainties, namely an uncertainty in correcting for self-absorption and the uncertainty added when combining intensities from different recordings.
The final results, given as log gf in column (a), are presented in table 3, where the transitions are sorted by wavelength. The table also contains comparisons with previously published data. In the paper by Hannaford and Lowe (1983) it is suggested that the relative oscillator strengths measured by Schnehage et al (1983) should be put on an absolute scale by applying a normalization factor of 0.60(4). These adjusted values are listed in table 3 (column (a)) together with the arc measurements made by Corliss and Bozman (1962) Schnehage et al (1983) , adjusted as recommended by Hannaford and Lowe (1983) . c Corliss and Bozman (1962) . d Kurucz database (Kurucz 1993) .
(column (c)). A comparison with the Schnehage data is shown in figure 4 . Finally, as a comparison, the values presently included in the Kurucz database (Kurucz 1993) are listed as well (column (d)). The Kurucz values include the data from Schnehage et al (1983) adjusted according to Hannaford and Lowe (1983) , as seen by comparing columns (b) and (d Schnehage et al (1983) adjusted as suggested in Hannaford and Lowe (1983) . , derived from adjusted values of the resonance lines below 2100 Å measured by Corliss and Bozman (1962) . For the two resonance lines below 2000 Å (1977.155 and 1987.957 Å) no previous values are available.
(1962) were included in the database. The correction factor appears to have been derived from a comparison between the Corliss and Bozman and the Schnehage values in the region of overlap. In many cases this correction gives log gf values that are closer to our new measurements than the original Corliss and Bozman data (see, e.g., the lines at 2748, 2777 and 2780 Å). However, for the resonance lines this correction fails, meaning that the oscillator strengths previously available in the Kurucz database for these lines deviate significantly from our new results. For lines that are not present either in the Schnehage or the Corliss and Bozman tables the Kurucz values are given as log gf = −1.000 with the reference 'Guess, multiplet table indicates that a line is present'.
Conclusions
Oscillator strengths for 91 Mo II lines were measured using the emission method. The radiative lifetime for the level 4d 4 5p z 6 D 3/2 at 50 192.00 cm −1 was measured for the first time and lifetimes of nine levels of Mo II were remeasured. For the shorter lifetimes, our values do not agree with the previously published values (Hannaford and Lowe 1983) . For levels with τ > 4 ns the agreement was found to be good.
A comparison is made between our measured f -values and the f -values published by Schnehage et al (1983) , corrected as suggested by Hannaford and Lowe (1983) . This is illustrated in figure 4 . Most of the values are well within the combined experimental error bars, including the uncertainty in the lifetimes measured by Hannaford and Lowe (1983) . Note that there is a large discrepancy in the gf values of the resonance lines when comparing the values presently in the Kurucz database with our results. The difference is almost one order of magnitude. This is particularly disturbing since these are lines likely to be used in abundance determinations of Mo in stars and in the interstellar medium.
