INTRODUCTION
It is often easier to manipulate characteristic functions than distribution functions. If the characteristic function is known then we can compute the distribution function by using an inversion theorem. This paper reviews the theoretical basis of inverting characteristic functions, presenting the work within a unified framework based on the well-known results of Fourier analysis.
Inverting the characteristic function to find the distribution function has a long history (cf. Lukacs [16, chapter 2] ). Levy's [15] result is the most famous of these theorems, although in this context its practical use is limited to some special cases unless the random variable of interest is always strictly positive (see Hohmann [2] and Knott [14] ). Ourland's [10] paper gave a more useful inversion theorem, but it is the paper of Oil-Pelaez [9] which has provided the basis of most of the distributional work completed in this field (cf. Davies [4, 5] and Imhof [12] ). Ourland's and Oil-Pelaez's results are almost identical. Ourland's is based on the principal value of a Lebesgue integral, while Oil-Pelaez removes the need for principal values by using a Riemann integral. The univariate inversion has been used extensively in econometrics; a short review is given in Phillips [17] .
Recently Shively [23] has generalized Oil-Pelaez's work on Riemann integrals to provide a bivariate inversion theorem, while Shively [24] used this expression to tabulate critical values of a statistic proposed by Watson and Engle [25] for testing the stability of the parameters in a regression model. Only Ourland [10] has attempted to provide a multivariate inversion theo-rem. Our results are slightly different from those obtained by Gurland. In this paper we develop a framework for the analysis of univariate inversion theorems which offers an easy multivariate generalization. The result, which is given in Theorem 5, is an expression that involves terms that are straightforward to compute.
THE UNIVARIATE INVERSION THEOREM
Bohmann [1] studied inversion theorems using the results of Fourier analysis. His work, which relies on the properties of convolutions, is in keeping with the discussion of characteristic functions given by Feller [8, chapter XV] . Although the subject matter of this paper is rather different from that considered by Bohmann, our general approach will be consistent with his.
To establish our notation we introduce some definitions. Let F denote the distribution function of interest. Suppose its corresponding density, f, is integrable in the Lebesgue sense (written f E L, see for example Rubin [19, chapter 1] for an introduction to Lebesgue integrals) and that its characteristic function is defined as rp(t) = f~ooeiIXf(x) dx. We suppose that rp is known and we wish to compute F directly from it. The basic result we will use to perform this calculation is the Fourier inversion theorem. Proof. Cf. Hewitt and Stromberg [11, p. 409] .
.
The other result which will be central to our development concerns convolutions. THEOREM 2. Ifg,h E L, g * h(x) = eoog(x -y)h(y) dy, and g and h have Fourier transforms q, and 1/;, then the Fourier transform of g*h(x) is (t) = q,(t)1/;(t).
Proof. Cf. Hewitt and Stromberg [11] , Theorem (21.31) and Theorem (21.41).
. g* h is called the convolution of g and h. These two results will be nearly sufficient to enable us to develop all the results we want in this paper. A simple application of the Fourier inversion theorem gives us the following wellknown result.
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Proof. This follows trivially from Theorem 1. . [9] noted, when it is not positive this expression cannot be used for this purpose. As a result many writers have abandoned the idea of using convolutions. Oil-Pelaez employed the notion of a Riemann integral (see the proof in Kendall, Stuart and Ord [13, pp. 120-121]), while Ourland used a similar idea, but his proof involved the manipulation of principal values of Lebesgue integrals. Theorem 3 shows that under weak regularity (which will be relaxed to some extent in Theorem 4) this diversion was unnecessary and so allows us to get away from a type of derivation which". . . detracts from the logical structure of the theory" (Feller [8, p. 511] ). The theorem follows by using the Fourier inversion theorem on the convolution of f with a sign function defined on the range [-h,h]. As h -+ 00 the Riemann-Lebesgue theorem gives the result. The derivative of (3) gives the result in Corollary I immediately. The requirement that 'p E L can be removed by using an additional convolution to improve the behavior of the tails of the integrand. In the next theorem we do this by employing Fejer's kernel (there are, of course, many other kernels we could have used, e.g., Abel's or Gauss's). The existence of the mean is assumed to ensure that 4(1()(t) exp( -itx)/it) is uniformly bounded. Its existence is a sufficient, although not a necessary condition for this result to hold. It can be removed altogether by using the principal value of the integral-see Gurland [10] .
THE MULTIVARIATE INVERSION THEOREM
Suppose we now become interested in the multivariate generalizations of the above theorems. We suppose f E LP and that L~ ... L~ eit'Xf(x) dx, Ip(t)= where x = (XI,. . . ,xp)' and t = (II,. . . ,tp)' where p is some positive integer. It is well known that ~he Fourier inversion theorem and convolution theory go through to the multivariate case, so allowing us trivial proofs of the following well-known corollaries. Proof. The proof follows using a generalization of the proof of Corollary 1. .
Equality (6) is used extensively in the literature-see, for example, Phillips [18] in his work on the sampling behavior of matrix quotients. The proof follows using a Proof. lary 2.
Little has been written about the theory of computing the distribution function by inverting multivariate characteristic functions. Ourland [10] extended his univariate procedure to p dimensions using the notion of a prin-
(6) e-it'XIp(t) dt. sin htj htj (7) e-it'xtp(t) dt.
generalizati .00 of the proof of Corol-.
cipal value of a Lebesgue integral. His result is slightly different from the result we present here. Further, his proof is much more complicated than the one given here. Recently Shively [23, 24] has extended Oil-Pelaez's [9] result to two variables in order to calculate some critical values of a test statistic which arises in econometrics. He used Riemann integrals in his derivation and so his proof does not conform with modern work on integrals, as well as being rather obscure.
As we have seen in Section 2 there is no need to use these techniques. The advantage of using a convolution approach is that the multivariate generalizations now follow using standard results. THEOREM 5. If/' I() E LP, then under the assumption of the existence of a mean, the following equality holds. 
Numerical integration rules for the evaluation of these integrals are derived in Shephard [20] using Riemann sums with the step sizes automatically chosen. As such they provide multivariate generalizations of Davies' [5, 6] result. The bivariate result is used by Shephard [22] to tabulate Farebrother's [6, 7] test for linear restrictions in a heteroskedastic regression model and by Shephard [21] to tabulate the distribution function of the maximum likelihood estimator of a noninvertible moving average process.
CONCLUSION
This article provides a unified framework for the study of inverting characteristic functions in order to compute the distribution function. The theory is based on the familiar ideas of convolutions, Lebesgue integrals, and Fourier inversions.
The multivariate inversion formula can be applied to a number of important problems in econometrics. The use of Riemann sums to evaluate the integrals allows a straightforward and comparatively cheap method of numerically implementing the theory. which is bounded for all t.
The convolution, written Uh(X), of g(y) with the continuous density f(x) is 2F(x) -F(x + h) -F(x -h) which, although bounded, is not integrable as h -+ 00. The convolution has the transform 2\O(t)(cos ht -l)/it, which is integrable as \0 E L. Hence, for fixed h we can use the inversion theorem to give the equality i:
'Ph(t) = 100 (cos ~t -1) 'P(t)e-ixt dt, =-(cosht-l)A . dt=Uh(X).
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As h increases, cos ht moves increasing rapidly and so the part of the integrand which includes cos ht makes a diminishing contribution to the integral. A sufficient condition to uniformly bound ~«p(t)exp( -ixt)/it) is that <p(t) is differentiable t near zero, which will be true if the mean exists. The consequence of this bounding is that the integral of this function will exist. As a result, in the limit as h -+ 00 the left-hand side of the (A2) can be reduced to, using the Riemann-Lebesgue theorem (cf. Feller [8, p. 513 We now become interested in the behavior of this equality as n -+ 00. Proposition 1 deals with the right-hand side. This is a well-known theory (cf. Hewitt and Stromberg [11, Section 21 .42]) although we are using slightly different assumptions from those usually employed and so we include its proof in this appendix. Hence Hrn ut * kn(x) = ut(x).
n-oo Proof.
ut * kn(x) -ut(x) = i: (ut(x-t) -ut(x»kn(t)dt = l'"' (3(t)kn(t) dt, (A. 19) where (3(t) = ut(x+ t) + ut(x-t) -2ut(x). As ut(x) = 2F(x) -1, (3(t) cannot be integrable for its tails do not go to zero as 1 t 1 -+ 00, even though it is uniformly bounded. Choose EI > 0, then using the continuity of the distribution function we can choose E > o so small that I (3(t)1 < EI vt E [O,E). Since kn(t):S 2hrnt2, we have
Ii"" kn(t)(3(t)dtl :S If kn(t)(3(t)dtl + 11"" kn(t)(3(t)dtl
:S E( + s~PI(3(t)111"" kn(t)dtl 
