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MATHEMATICS 
AUFEINANDERFOLGENDE ZAHLEN ALS SUMMEN VON 
ZWEI QUADRATEN 
VON 
G. J. RIEGER 
(Communicated by Prof. J. POPKEN at the meeting of September 26, 1964) 
Fuer die Anzahl n( x) aller Primzahlen p <. x gilt nach dem Primzahl-
satz 1) 
x 
n(x) = (1+0(1))-1 -. 
og x 
Die Anzahl aller Primzahlzwillinge unterhalb x, d.h. aller p<.x mit 
primen p + 2, ist nach BRUN 2) dagegen O(x (log X)-2). Die Anzahl der 
Darstellungen von 2 n als Summe von zwei Primzahlen ist nach 
SCHNIRELMANN 3) hingegen 
Diesen drei gelaeufigen Ergebnisen ueber die Menge aller Primzahlen 
stellen wir drei Ergebnisse ueber die Menge 5S aller Zahlen n der Gestalt 
n = a2 + b2 mit ganzrationalen a und b an die Seite, von denen das erste 
seit 1908 bekannt ist; die beiden anderen sollen hier bewiesen werden. 
Fuer die Anzahl B(x) aller v <. x mit v E 5S gilt nach LANDAU 4) 
(1) x B(x) = 0 1 (1 +0(1))-= 
Vlog x 
mit einer gewissen absoluten Konstanten 0 1 > O. Die Anzahl aller 5S-
Zwillinge unterhalb x, d.h. aller v <. x mit v E 5S und v + 1 E 5S, ist 
O(x (log X)-l). Die Anzahl der Darstellungen von n als Summe von zwei 
Zahlen aus 5S ist 
Bei den folgenden Beweisen sind die Siebmethode und der Primzahl-
satz die wichtigsten Hilfsmittel. 
1) Vgl. etwa [3], Kap. III. 
2) Vgl. etwa [3], 2. Satz 4.3. 
3) Vgl. etwa [3], 2. Satz 4.8. 
4) V gl. [2], 18. Teil. 
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Wir bezeichen 
mit kleinen lateinischen Buchstaben natuerliche Zahlen (wenn nichts 
anderes gesagt ist), 
mit peine Primzahl, 
mit {* : ... } bzw. A{* : ... } die Menge bzw. Anzahl der * mit den Eigen-
schaften ... und mit C eine absolute positive Konstante. 
Die Konstante in 0 ( ... ) ist absolut. 
Es sei ~ eine beliebige unendliche Menge von Primzahlen und 
:Il = :Il(~) : = {n : pin =- p E ~}. Eine auf :Il erklaerte Funktion w heisst 
faktorig auf :Il, wenn d E :Il =- w(d) granzrational, 
(dl ,2 E:Il/\ (db d2 )= 1) =- w(dI d2 ) = w(dl )w(d2 ), 
und 
1 <d E:Il =- O<w(d) <d. 
Wir gehen aus von 
Satz A. Es seien eine endliche Folge ~ von natuerlichen Zahlen 
nl, n2, ... , nt (t> 1), eine reelle Zahl a> 2, eine unendliche Menge ~ von 
Primzahlen und eine auf :Il = :Il(~) faktorige Funktion w beliebig gegeben; 
in Abhaengigkeit davon sei 
(3) 
(4) 
(5) 
Sd: = A {j : j <,t /\ nj 0 mod d} 
1 V : = ! - II wmp(p) 
m<;;u mplm 
mE\!) 
W: = II (1- W(P»)-I; 
p<;;u p 
PE~ 
unter V oraussetzung von 
(6) I S w(d)t I (d) d--d- <:;w 
gilt dann 
(7) 
Beweis. Es sei 
(8) 
(9) 
(10) 
f(d) : 
t 
Rd: = Sd- f(d) 
g(r) : = ! p,(d) f (i) 
dlr 
(dE:Il), 
(d E :Il) 
(d E :Il), 
(dE:Il), 
(r E :Il), 
(11) 
( 12) 
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1 
Zd : = .L -(-) , 
r";;; (a/d). (r. d) ~ 1 g r 
r E 5D. !lIT) '*' 0 
A(d) : = (0 Zd f(d) 
p(d) Zl g(d) 
fuer p(d) = 0 
fuer p(d) i= 0 
(13) R : = .L .L IA(dl ) A(d2) R[dl,d2ll, 
(14) (a) : ={m : mE;!) 1\ IIp ,;;;; a}; 
plm 
wegen (10) ist 
(d) E ;!)), 
(15) g(r) = f(r)· !! ( 1- f(~)) (p(r) i= 0, r E ;!)) , 
und aIle eben eingefuehrten Groessen sind erklaert. Es ist offenbar hin-
reichend fuer (7), folgende Aussagen zu beweisen: 
(16) t S,;;;; Zl + O(R), 
1 (17) Zl = .L - II wmp(p), 
mE(a) m plm 
(18) ZI';;;;W 
(19) Zl> V 
(20) R,;;;; (aZI)2. 
Beweis von (16). Wegen (2) ist 
S=A{j:i,;;;;tl\(l<d,;;;;al\dE;!))=>-dfnj}';;;;.L (.L A(d))2 
i<t d<a 
din; 
dE 5D 
fuer beliebiges reelles A(d) mit A( 1) = 1 und daher insbesondere fuer (12); 
denn: es ist ( ... )2>0 stets und ( ... )2=1, wenn kein dE;!) mit l<d,;;;;a 
in nj aufgeht. Durch Vertauschen der Summationen folgt, wenn man 
noch dl ,2 E;!) =>- [dl, d2] E;!), (3), (9), (13) und w([dl, d2]) w((dl , d))= 
= w(dl ) w(d2) fuer dl ,2 E;!) beachtet, 
(21 ) 
mit 
(22) 
AU8 (10) folgt 
(23) 
S,;;;; .L .L A(dl ) A(d2)S[dl,d2l = Qt+O(R) 
dh2~a 
d,., E 5D 
f(r) = .L g(d) 
dlr 
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Durch Einsetzen von (23) mit r : = (d1 , d2) in (22) und Vertauschen del' 
Summationen folgt 
(24) 
mit 
(25) 
Q = L g(r) Yr2 
r!i(a 
r E:l) 
Yr . = L A(d) 
• d ,;;; G. dE:l) f (d) 
d == 0 mod r 
Aus (25), (12) und (11) folgt 
(26) ( 
0 fuer fh(r) = 0 
Yr = fh(r) 
Zl g (r) fuer fh(r) =1= 0 
(r EO '1)). 
(r EO '1)). 
Aus (24), (26) und (11) folgt Q«ljZ1) und wegen (21) sofort (16). 
Beweis von (17). Wegen (11) und (15) ist 
(27) Zl - L fh2(r) II (1 __ 1_)-1 
- r,;;;a f(r) plr f(p)' 
r E:l) 
woraus mittels (8), (14) und Entwickeln von ( ... )-1 in (27) sofort (17) folgt. 
Beweis von (18). Man entwickle ( ... )-1 in (5) und vergleiche mit (17). 
Beweis von (19). Aus (17) und (4) folgt sofort (19). 
Beweis von (20). Aus (13), (9), (8), (6) und d1,2 EO '1) =- w([d1, d2]) < 
< w(d1) w(d2 ) folgt 
(28) R < ( L [A(r)[w(r))2. 
Aus (12), (11) und (15) folgt 
1'~0' 
r E:l) 
( 1 )-1 (29) [A(r) [< fh2(r) U 1 - f(p) (r EO '1)). 
Aus (28), (29) und (8) folgt (20) durch gliedweisen Vergleich mit (27). 
Damit ist Satz A bewiesen. 
Eine spezielle Form von Satz A findet sich in [3] 5). 
Es sei noch 
~1 : = {p : p - 1 mod 4}, 
~2 : = ~1 U {2}, 
~3 : = {p : p = 3 mod 4}, 
f3(n) . = II (1 + ~) . 
pin P 
PElll. 
5) Vgl. [4J, S. 430. 
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Sat z 1. Es seien aI, bl , a2, b2, t beliebige granzrationale Zahlen mit 
aIa2 =1= 0, aIb2 - a2bI =1= 0, t ;;.1; dann ist 
Q(t) = Q(t; al, bl, a2, b2) 
= A{m : m<:J /\ 0 =1= laIm+bIlla2m+b21 E '!l2} 
= 0 Co: 2t{3((al, a2)) (3(aIa2(aIb2-a2bl))). 
Beweis. Wegen ab E '!l2 "'* a E '!l2 /\ b E '!l2 ist 
es gilt 
so mit kann im Beweis ohne Beschraenkung der Allgemeinheit (aI, bl ) = 
= (a2' b2) = 1 angenommen werden. - Fuer 
~' : = {p : p E ~3 /\ p f (aI, a2)} 
und jedes a» 2 ist 
Q(t) <;;A {m : m<;;t /\ ((p E~' /\p<;;a) =» p f laIm+bIlla2m+b21 =1= O}. 
Urn Satz A darauf anwenden zu koennen, waehlen wir ~=~', 
w(d) = A{m : m<;;d /\ (aIm+bl ) (a2m+b2) - mod d} 
und 9C als die Folge laIm+bIlla2m+b21 =1= 0 (m<;;t). Es ist 
0<;; w(p)<;;2 
und zwar 
(
0",* pial/\ pla2 
w(p) = 1",* (plal/\p f a2) V (p f al/\pla2) V (p f aIa2/\pl(aIb2- a2bl)) 
2 "'* P f aIa2(aIb2 - a2bl ); 
man prueft leicht nach, dass w auf '!l' : = '!l(~') faktorig ist. Jetzt ist 
Satz A anwendbar und liefert 
mit 
und 
1 V = 1 - II wmv(p) 
m<;;u m vim 
me)!)' 
W = II (1 _ W(p))-I. 
m<;; u P 
me~' 
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Nun ist 
( ( 1 )-W(P») W= 0 II 1- - = O((log a)2) 
p";;;'a p 
nach MERTENS. Wegen 
d(m) : ! 1 = II (mp+l)< II 2mp, 
dJm pJm pJm 
L : = a1a2(a1b2-a2b1), 
m : = II pmp = II pm'P 
'PJm pJm 
'Pi L W('P) = 2 
ist 
Bekanntlich ist 6) ( 1)-1 II 1-- <02 ! 
'P";;;'a P m";;;'a m 
1 
PE\Il mE~(\Il) 
Mit 
wird 
~": =~(~")={m2 :m2E~'/\(m2,L)=I}. 
Es folgt ( 1 )-1 (1)-1 V;;;.03 II 1-- II 1--
'P";;;'Va P p";;;'Va P 
'P E \Il' 'P E \Il1I 
Aus dem Primzahlsatz fuer arithmetische Progressionen 7) folgt 
Mit der Wahl 
5j1t 
a : = (log t)3 
folgt durch Einsetzen die Behauptung. 
6) Vgl. etwa [3], 2. Lemma 4.1. 
7) Vgl. etwa [3], 4. Satz 7.5. 
14 Series A 
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Sat z 2. Puer h> 0 und t> 1 ist 
R(t; h) : =A{n : n E ~ /\ n+h E ~ /\ n+h..;;t} 
= 0 (-lo~-t U (1 + ~) ). 
p=3mod4 
Beweis. Fuer die Menge ~ aller als Summe von zwei Quadraten 
ganzrationaler Zahlen darstellbaren natuerlichen Zahlen gilt bekanntlich 
~ = {a2v : a E '1)3 /\ V E '1)2}. 
Daher ist R(t; h) hoechstens gleich der Anzahl der Loesungen a, b, v, w von 
(30) 
mit 
(31) 
Zunaechst leiten wir bei festen a, b eine obere Abschaetzung fuer die 
Anzahl S(t; a, b, h) aller Loesungen v, w von (30) mit (31) her und 
beachten dann 
(32) R(t;h)..;;! ! S(t;a,b,h). 
a';;; Jlt b';;; Jlt 
aE~. bE~. 
Mit d: = (a, b) ist a=da', b=db' und (a', b')= 1. Ist d2 f h, so ist 
S(t; a, b, h)=O. Ist d2lh, so hat die Loesung von (30) die Parameterdar-
stellung 
v=vo+b'2(m-1), w=wo+a'2(m-1) 
mit o <Vo";;b'2, wo>O und ganzrationalem Parameter m. Aus 0<b2w..;;t 
folgt 
also gilt 
t 
l..;;m..;; 1+ (da'b')2; 
(33) S(t; a, b, h)..;; Q([l+ (da~b')2J; a'2, wo-a'z, b'z, VO-b'2») 
und trivialerweise 
(34) 
Aus (32) folgt 
R(t; h)..;; 
t 
S(t; a, b, h)..;; 1 + (da'b')2' 
! ! ! S(t; da', db', d2h'). 
d'i h a' ,;;; Jlt/d b' ,;;; Jlt/d 
dE~, a'E~, b'ESl), 
d';;;Jlt (a'.b')=l 
Wir spalten die Summe ueber b' auf gemaess 
b' ..;; bzw. > PI : = (t (da')-2)t. 
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Fuer b.;;; Fl gilt nach (33) und Satz 1 
S(t; da', db', d2h) = 0 Cda~b')2 (log (d:~)2rl (3(a'b'h')); 
fuer Fl < b' .;;; Vtjd gilt jedenfalls (34). Es folgt 
R(t; h).;;; ! ! (1 0 ((d ~b')2 (log (d2~)2)-1 (3(a') (3(b') (3(h')) + 
a .;; Vt a'';; Vt/a b ~ 1 a a 
a' E i)& 
+ Fl<b~ Vt/a ( 1 + (da~b')2) ) . 
b' E SIl. 
Nun ist 
(3(a) = Oe(ae) (8)0, beliebig) 
und 8) 
A {n : n.;;; x 1\ n E ~3} = 0 (V x ). 
log 2x 
Das liefert 
R(t; h).;;;! ! (0 ((d t')2 (log (d2~)2)-1 (3(h) (3(a')) + 
a';; Vt a'';; Vt/a a a 
a'ESil. (Vt ( 2Vt)-1) (t )1) 
+ 0 d log d + 0 (da')2 = 
( t ( 2t )-1 ) =! ! 0 (d ')2 log (d ')2 (3(h) (3(a') + 
a';; Vt a'';; Vt/a a a 
+ 0 ((~ (log 2Xt) -lY + o( (~2Y))' 
Wir spalten die Summe ueber a' gemaess 
a' .;;; bzw. > F2 : = (td-2)1; 
fuer a' .;;;F2 bzw. F2<a' .;;;Vtjd ist wegen d.;;;Vt jedenfalls 
(d!')2 (log (d:~)2) -1 = 0 Cd!')2 (log ~!) -1) bzw. = 0 Cd!')2)' 
8) V gl. [2], 18. Teil. 
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Wir spalten noch die Summe ueber d gemaess d.;;; bzw. > Fa : = t!; 
fuer d.;;;Fa bzw. F 3<d.;;;Vt ist 
~2 (log !!r1 = 0 (~2) (log 2t)-1 bzw. = 0 (~2) . 
Damit kommt 
R(t; h) = (J(h) ( ~ 0 (~2) (log 2t)-1 + .L 0 (;2) + 0 (t'/')) 
d-I d>F. 
= O(t (log 2t)-1 (J(h)), 
womit Satz 2 bewiesen ist. 
Nimmt man anstelle von (30) mit (31) nur 
b2w+a2v=h 
mit 
und daher b2w < h, so aendert sich am vorigen Beweis kaum etwas, und 
man erhaelt ohne neue Schwierigkeit sofort 
Satz 3. Fuer h>O ist 
A {x : x E )B !\ h - X E )B} = 0 Co: 2h U ( 1 + ~) ) . 
:p=3mod4 
Satz 3 gibt eine Aussage ueber die Darstellungen von h als Summe 
von vier Quadraten. Fuer die Anzahl T(h) der ganzrationalen Loesungen 
Xl,2,a,4 von 
(35) 
gilt bekanntlich 
T(h)=8 .L d (2 l' h) 
dJh 
>8h II (1+~) ; 
:pJh P 
zwei Loesungen Xl,2,a,4 und Yl,2,a,4 von (35) galten dabei als gleich, wenn 
und nur wenn Xj=yj (j= 1,2,3,4) war. Betrachtet man jedoch zwei 
Loesungen von (35) als gleich, wenn und nur wenn X12+X22=Y12+Y22 
(und damit X32+X42=Ya2+Y42) ist, so hat (35) auf Grund von Satz 3 
hoechstens 
( h (1)) o --II +-log 2h :pJh P 
Loesungen. 
In der Identitaet 
(m+ 1)2+ (2m-l)2- (m-l)2- (2m)2= 1 
sind die Summanden monoton. Es folgt R(t; 1»05 Vt fuer t> 18. 
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Aus (1) folgt 
1 1 ==; 
vdl vVlog 2v 
aus Satz 3 folgt 
Sat z 4. Fuer jedes ganzrationale h> 0 und jedes reelle e> 0 gilt 
1 1 1 ) < =. 
VE)B v( og 2v • 
v+lle)B 
Wir denken uns jetzt die Zahlen aus 58 der Groesse nach aufgeschrieben: 
V1= 1, v2=2, v3=4, v4=5, vs=8, V6, V7, ... ; 
Llvj : = Vj+1 - Vj. 
Satz 5. Es existieren positive Konstanten 06,07 und Os derart, dass 
fuer x> 0 6 gilt 
{ . VIOgX} x A v. v<,xl\v E 58I\Llv < 0-0 >Os,~, 
1 + 7 r log x 
Beweis. Es genuegt, 
(36) { X VIOgX} x A v:-2 <V<,xl\vE58I\Llv<-0 0 >Os,~(X>0)6 
1 + 7 r log x 
zu beweisen. - Fuer beliebiges 15 mit 0 < 15 < 1 sei 
{ x I-bl~} M1(X,b): =A V:'2<v<,xl\vE58I\Llv<,---c;-rlog x , 
{ X I-b y- l+bl~} M 2(x, b) : =A v: '2 < v<,x 1\ v E 581\-0;:- log x<Llv<, -0;:- dog x , 
{ X l+b y-} M3(x,b): =A v:'2<v<,xl\vE58I\--o;:- logx<Llv . 
Es ist 
M 1(x, b)+M2(x, b)+M3(x, b)=B(X)-B(~). 
Ferner gilt 
M 2(x, 15)<, 1 R(x; h); 
1-",~ 1+" 
"'G,' r log", < II";; "'G,' ViOiiZ 
fuer 0 <81 <82 ist 
1 IT (1 +~) <, 1 1 ~ 
S,<II";;S, pili P S,<II";;S, dill d 
1 
<, 1 d 1 1 
d";;S. S,< II";;S. 
II=Omodd 
2JR 
Zusammen mit Satz 2 folgt 
bx 
M 2(x, b)<09 V- +010 loglog 4x log x 
Fuer jedes e>O und x>xo(e) gilt wegen (1) 
1 L!v<(t+e) x 
x/2<v~x 
und 
B(x) - B (::) > 0 1 (1~--e) V x . 2 2 log x 
Ferner ist 
'" A (1 - b) Vlog x M ( oS.) (1 + b) Vi:Og"X M ( oS.) 
£., LlV> 0 2 x, U + 0 3 x, u . 
",/2<v";;", 1 3 
Durch Einsetzen folgt 
(1 + b) Vlog x ( 2b20 9 ) 0 1 M 1(x,b» (t-e)(l+b)-(t+e)-----c\ x-Onlog x 
(x>xo(e)); 
mit 
oS. • _ • (.1 01) b 
u . - mIn 2' 809 ' e : = 18 
folgt daraus (36), was noch zu zeigen war. 
Aus (1) folgt wegen B(Vk)=k sofort 
(37) ~ = (~1 +0(1)) Vlog k 
und daraus 
1 (Vlog (k + 1) - Vlog k) = (1 +0 (1)) Vlog x. 
"k::::;;;X 
1m Gegensatz dazu gilt 
Satz 6. Es existieren positive Konstanten 0 12 und 0 13 derart, dass 
fuer x > 2 gilt 
0 12 (log x)'/'<H(x) : = 1 I Vk+1 - Vk I < 0 13 (log x)'/,. 11.,<", k+l k 
Beweis. Fuer die Abschaetzung nach oben spalten wir die Summe 
auf gemaess 
und erhalten 
H(x) = l' (;~~ - ~) + 1" (~ - ;~~). 
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Nun wird !' durch den groessten auftetenden Summanden nach oben 
abgeschaetzt; es folgt 
!' = 0 (ViOg x). 
Wegen Vk+l>Vk ist 
das ergibt 
Vk Vk+1 Vk 0 Vlog k 
k-k+l <k(k+l)< 14-k -
Vlog k 3 !"<014 ! -k- = O((logx)/.). 
k";;BC",) 
(k>I); 
Zur Abschaetzung von H(x) nach unten gehen wir aus von 
Wegen (37) ist 
I Vk-k(Vk+1- Vk) I 
(k+ l)k 
In (36) ist natuedich Os <01 ; wegen (36) gilt 
Es folgt 
~ Vlog k 
N(y) >017 £. k+ 1 
BCy)-C. V Y < k";;B(y) 
logy 
H(x) ;;;. ! N(x2-m ) >019 (log x)'/. 
o <m< IogYx 
log 2 
fuer X>Oi6 und daraus wegen H(2)=1>O fuer x;;;' 2. 
Damit ist Satz 6 bewiesen. 
Satz 5 bzw. Satz 6 ist das Analogon eines bekannten Satzes von 
ERDOS 9) bzw. ERDOS und PRACHAR 10) ueber Primzahlen. 
Die benutzte Methode zum Beweis der Saetze 2 bis 5 ist in ihrer 
Anwendbarkeit nicht auf die Menge 5B aller durch die spezielle binaere 
quadratische Form x2 + y2 darstellbaren Zahlen beschraenkt; sie fuehrt 
auch noch zum Ziel, wenn man von einer beliebigen positiv-definiten 
primitiven binaeren quadratischen Form ausgeht 11). 
9) Vgl. etwa [3], 5. Satz 4.3 und auch [1]. 
10) V gl. [1], Satz 1. 
11) Vgl. dazu die abschliessenden Bemerkungen von [4]. 
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