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Abstract
As the presence of finite element implementations on General Purpose
Graphics Processing Units (GPGPUs) is the literature increases, detailed
and in-breadth testing of the hardware is somewhat lacking. We present an
implementation and detailed analysis of an FE algorithm designed for real-
time solution, particularly aimed at elasticity problems applied to soft tissue
deformation.
An efficient parallel implementation of Total Lagrangian Explicit Dynam-
ics implementation is elucidated and the potential for real-time execution is
examined. It is shown that in conjunction with modern computing architec-
tures, solution times can be significantly reduced, depending on the solution
strategy.
The usability of the method is investigated by conducting a broad assay on
ranging model sizes and different cards and comparing to an industry-proven
FE code Abaqus. In doing so, we study the effect of using single/double pre-
cision computation, quantify and present error measurements as a function
of the number of time-steps. We also examine the usage of a special texture
memory space and its effect on computation for different devices. Adding
material complexity in the form of a tissue damage model is presented and
its computational impact elucidated. The aggregate results show that, for a
particular set of problems, it is possible to compute a simple set of test cases
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30-250 times faster than current commercial solutions.
According to the speedups achieved, an indication is provided that the
GPGPU technology shows promise in the undertaking of real-time FE com-
putation.
1. Introduction
1.1. Real-time finite element analysis of soft tissues
As the Finite Element method is becoming more pervasive in scientific and
engineering endeavors, the application space of the method increases as well.
Likewise, computational architectures are changing and computational power5
advances rapidly. It is therefore prudent to re-examine the performance of
existing algorithms on novel hardware and implementations. We present
an analysis of an efficient finite element implementation on modern General
Purpose Graphics Processing Units (GPGPUs). The potential of real-time
execution is examined, particularly aimed at elasticity problems of soft tissue10
deformation.
Surgery is shifting towards less invasive techniques, which come at the
cost of increased complexity, and in the case of telesurgery, a lack of haptic
feedback. The accompanying problem of the lack of force-feedback can be
partly compensated by intelligent information flow to the surgeon, in the15
form of mimicking the known elastic behavior of soft tissues. Likewise, virtual
reality training simulators benefit from increased visual and haptic fidelity
in the treatment of tissue deformation. It is clear that in both use cases
execution time is critical.
In essence, a biomechanical simulation of the surgical situation is re-20
quired. As with virtual surgical simulators, real-time requirements solicit
efficient computation schemes capable of dealing with large deformation of
soft biological tissue, many of which are known to behave in a nonlinear hy-
perelastic fashion. Implementations of various algorithms on different novel
many-core GPGPU devices have shown promise in fulfilling these speed con-25
straints. However, the rapid pace of advancement in computational technol-
ogy necessitates the reimplementation and reevaluation of existing solutions
on novel hardware. With the evident rate of increase in their performance
and complexity, this is especially true for many-core GPGPU devices.
Even with the numerous publications on the topic of real-time FE on30
GPGPU devices, there exists an apparent lack of in-breadth testing and ex-
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amination involving more, different, physical devices and solution strategies,
a track followed here.
In the remainder of the section we present a short exposition on the back-
ground of soft tissue deformation methods, GPGPU technology evolution and35
the employed Compute Unified Device Architecture (CUDA).
1.2. Modeling for soft tissue applications
There currently exist a multitude of research papers dealing with de-
formable models used for surgical simulation, varying in levels of accuracy
and speed of execution. The general rule of thumb is that more accurate40
methods require more computation time, as expected. One can say that at
one end of the spectrum there are FEM-based models - very accurate yet pro-
hibitively slow; on the other end of the spectrum the spring-mass model is
fast and often-used for surgical training. However, fast heuristic models like
the spring mass method (ref. [1], [2]) generally lack the ability to use non-45
linear material models or material models in general beyond simple springs
and dampers. For an overview of methods seen in literature, the reader is
referred to [3], [4].
In line with the aforementioned requirements imposed by the biological
domain under consideration one is compelled to use a solution method that50
is nonlinear both in terms of geometry and material behavior. The method
of choice satisfying the requirements is a nonlinear finite element formulation
capable of processing large deformations.
FE analysis of soft tissues for surgical simulation is an idea already pur-
sued by several groups, most noticeably and in chronological order [5, 6, 7,55
8, 9, 10]. These works also represent a sample of the evolution of research
on real-time usage of the finite element method. Several approaches have
been explored, both for implicit and explicit integration methods, static and
variable topology of the mesh, different element types, orders and solution
strategies. Publications on implicit FE are numerous, but perhaps the most60
notable early work can be found at [11] and a more recent [12].To the best
of the authors’ knowledge, Miller et al. (ref. [13], [14]) were the first to put
forward work on an efficient nonlinear real-time FE solution to be used intra-
operatively to provide information about tissue response on patient-specific
anatomy during actual surgery. Their aim was to compute the final defor-65
mation field and track the position of critical elements within the mesh, e.g.
a tumor. The solver was subsequently used by several groups, most recently
[15].
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1.3. A niche for GPUs
Regardless of the details of the method chosen, it is still evident that70
real-time FE analysis is computationally very demanding, and this is further
exacerbated by the nonlinearity of the problem. Consequently, implementa-
tions of FE algorithms are subject to rigorous optimization strategies, most
important of which being parallelization. Such a solution, using high perfor-
mance computing devices and principles is widely adopted and most (if not75
all) commercial FE software packages support this feature, solving on multi-
ple computing cores within a CPU, multiple CPUs within a single platform,
or multiple platforms using a fast interconnect network. This type of paral-
lelization can be considered coarse-grained, since generally a larger amount
of work is done by individual units of the computing system.80
Real-time computation on parallel or distributed systems demands favor-
able computation to communication time ratios. It also necessitates execu-
tion of problems of sufficient sizes to offset the latencies emerging from data
transfers. The problem at hand, for which total solution times are essential,
is of such size and nature that execution on a loosely-coupled system (e.g.85
CPU clusters) would exhibit high transfer latencies and stall computation.
Finite element analysis is a non-arbitrarily divisible problem that imposes
high communication requirements. Moreover, for our case of explicit analy-
sis of limited size models, a high frequency of relatively small transactions
is necessary. Such a problem benefits from having high memory throughput90
(in excess of 200GB/s on current GPU generations) and low latencies of a
very tightly-coupled system such as a GPGPU.
1.4. Programming legacy GPUs
It is well known that there exists a significant difference between GPU
and CPU hardware architecture. For specific problems this fact potentially95
leads to large increases in computational effectiveness [17]. Even older gener-
ations of graphics cards have higher computational throughput and memory
bandwidth internally than current CPUs [16]. Utilization of GPUs to per-
form general purpose computation, especially linear algebra, started a decade
ago by Go¨ddeke [18] in 2004. GPUs, being inherently parallel machines,100
now in a considerably enhanced form, constitute a platform for paralleliza-
tion of their own. Graphics processing units with a multitude of computing
cores on a single board and on-board memory have very high arithmetic
and memory throughput. Certain limitations do exist: memory capacity,
accuracy and others elucidated further in the text. They are considered for105
4
fine-grained parallelization and these principles and hardware are employed
to speed up nonlinear FE computation. Their development and dissemina-
tion being driven by the gaming industry and making the hardware more
accessible through frameworks such as OpenCL [19] and CUDA contributed
decidedly to their increased use in scientific computing today. Harnessing the110
power of the GPU, however, was not straightforward. Prior to 2007 program-
ming for the GPU was constrained to a more complex and indirect approach
of inserting non-graphics code into the graphics pipeline of underlying purely
graphical frameworks like OpenGL or Direct3D. Pixel shaders are an inte-
gral part of these graphics pipelines and are intended to execute in a highly115
parallel fashion, computing each pixel’s RGBA color value. It is by writing
shader programs that parallelization was exposed. It was, in effect, tricking
the GPU to perform general computation instead of computing color values.
For an excellent overview of pre-CUDA GPGPU computation see [20].
1.5. Compute Unified Device Architecture(CUDA)120
The CUDA programming model uses kernels, essentially C language func-
tions, that execute the same code on different data, analogously to a vector
processor. Threads are organized in 1-,2- or 3-dimensional blocks, them-
selves generally consisting of one or multiple thread warps (a group of 32
synchronously executing threads). The total number of possible warps ex-125
ecuting concurrently depends primarily on the memory requirements per-
thread and is governed by a complex memory model involving architecture
specific limitations on maximum runnable blocks, cfr. table 1. The CUDA
memory model consists of several types of memory with different physical lo-
cation (on and off the chip) and therefore different sizes, latencies and usage130
rules. Cards generally feature a two-level cache memory system. This proves
very useful with data of high access frequency, or data with random memory
locality or data dependent memory locality. Generally speaking, a problem
that exhibits internal parallelism is decomposed into small work units that
have no sequential dependency and can therefore be processed concurrently.135
It is up to the programmer to determine the optimal granularity of this de-
composition, taking into account memory types, their capacity, rules of use
and the algorithm at hand.
Other considerations while using CUDA involve: synchronization, mem-
ory layouts, throughput, latency and memory bottlenecks, etc. Large speedups140
can be achieved, but at this point in time, some understanding of the un-
derlying architecture is required. This holds true especially of the interplay
5
GPU K20c C2075 GTX980 GTX780 GTX680 GTX580 GTX460
architecture(chip) GK110 GF110 GM204 GK110 GK104 GF110 GF104
generation Kepler Fermi Maxwell Kepler Kepler Fermi Fermi
cores/SM 192 32 128 192 192 32 48
registers/SM 64K 32K 64K 64K 64K 32K 32K
max blocks/SM 16 8 32 16 16 8 8
num of SMs 13 14 16 12 8 16 7
core clock[MHz] 706 1150 1126 863 1006 1554 1350
fp64/fp32 performance 1/3 1/2 1/32 1/24 1/24 1/8 1/12
memory bandwidth[GB/s] 208 144 224 288.4 192.3 192.4 115.2
L2 cache[KB] 1280 768 2048 1536 512 768 512
Table 1: Relevant information on the architectures of cards used.
between memory and instruction issue subsystems and the executing algo-
rithm, since CUDA delegates much of the complexity back to the developer.
The task is further hindered by the existence of different architecture gen-145
erations that feature different amounts and even types of memory, different
instruction issue mechanics etc. Herewith we avoid further functional detail
on the CUDA architecture as the work focuses more on testing than imple-
mentation details. Some technical detail is necessary, however, and will be
mentioned alongside associated observations further in the text. Necessary150
information about the architecture of GPUs used is available in table 1. For
the interested reader a detailed overview of CUDA is available through [16],
and [21] for advanced material.
This paper presents an implementation of the Total Lagrangian Explicit155
Dynamic algorithm on modern GPGPUs using CUDA. We use a range of
GPUs including the current (as of the time of the writing) Maxwell and
previous Kepler and Fermi architectures. A single/double precision float-
ing point computation study is performed to examine the accumulation and
evolution of the round-off error and its impact on accuracy and execution160
time. Similarly, the tests have been performed on a range of model sizes
to examine the scaling of performance. Furthermore, each simulation is run
with and without the texture memory space and the presence or absence of
additional material complexity (tissue damage model) and its impact is com-
mented upon. An industry-proven finite element code Abaqus is used as the165
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ground truth in terms of accuracy, as well as a baseline to measure speedup
against. In section 2 details are presented of the algorithm and implementa-
tion, hardware, example problems and solution regimes, followed by results
(3), discussion (4) and conclusions (5) on the topic.
2. Materials and methods170
2.1. Total Lagrangian Explicit Dynamic
After finite element spatial discretization using the total Lagrangian (TL)
formulation, we arrive at the familiar P(u) = R system of equations, where
P, u,and R are the internal nodal forces, displacements and external forces,
respectively. The central difference scheme is used for temporal discretization175
and drives the simulation forward in the time domain. Since the aim is to
solve a static problem using a dynamic (explicit) method, mass and damping
contributions are added into the equation:
Mu¨ + qMu˙ + P(u) = R, (1)
where M is the diagonalized mass matrix. In the notation throughout,
the left superscript denotes time-step and the right subscript denotes element180
scope. By using the familiar constant step central difference formulas, we
define the following temporal derivatives:
tu˙ =
t+∆tu− t−∆tu
2∆t
; tu¨ =
t+∆tu− 2tu + t−∆tu
2∆t2
(2)
By combining 1 and 2 and with some algebraic manipulations around the
known forces and the sought displacements:
t+∆tu = a(R−P) + btu− ct−∆tu; (3)
Where a, b, c are the final central difference coefficients, Cr is the con-185
vergence rate of the central difference scheme set close to unity and q is the
damping coefficient and its expression we opted for:
a =
2∆t2
(2 + q∆t)Me
b = 1 +
(2− q∆t)
2 + q∆t
(4)
c =
2− q∆t
2 + q∆t
q =
2(1− Cr2)
∆t(1 + Cr
2)
(5)
Further detail can be found in: [13, 22]. A pseudo-code of the solution of the
system in equation 1 is provided below.
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Pre-computation phase:190
1. Compute shape function derivatives in initial global coordinates (the
reference configuration in total Lagrangian) from natural isoparametric
coordinates ∇NIso and initial nodal positions pe, using the Jacobian
matrix 0Je:
0Je =
∂(x, y, z)
∂(ξ, η, ζ)
= ∇NIsope (6)
195
∇NGlo,e = 0J−1e ∇NIso (7)
2. Assemble initial strain-displacement matrix: 0Be
3. Compute element volumes and diagonalized mass matrix M = MeI
4. Compute the central difference coefficients a, b, c and damping factor
q from equations 4.
Iteration phase. For every time point t:200
5. Compute the deformation gradient using the shape function derivatives
and current displacements tue:
tFe = I +∇NGlo,etue (8)
6. Compute the right Cauchy-Green deformation tensor, Jacobian deter-
minant:
tCe =
tFTe
tFe ,
tJe = det(
tFe) (9)
7. Compute the Second Piola-Kirchhoff stress:205
tSe = 2
∂tΨe
∂tCe
(10)
8. Compute force contributions. Total Lagrangian expression for force
computation, using 1 point Gaussian (under-)integration:
tPe =
∫
V0
0Be
tFTe
tSedV0 = 8det(
0Je)
0Be
tFT tSe (11)
9. Summation of elemental contributions into the global force vector:
tP =
∑
tPe (12)
8
10. Obtain new displacements t+∆tu using eq. 3
210
11. Impose boundary conditions for the next step:
t+∆tuBC =
t+∆tuimposedBC (13)
t+∆tRBC =
t+∆tRimposedBC (14)
12. Advance to the next step: t← t+ ∆t
In light of increasing the speed of the algorithm, pre-computing all pos-
sible values is essential. Due to the total Lagrangian spatial discretization215
scheme chosen, all derivatives with respect to the original (reference) con-
figuration do not change. The shape function derivatives, therefore, do not
change across time-steps and are computed in the first stage. The central dif-
ference method coefficients are also pre-computed as they too do not change
throughout.220
Note that since the mass matrix is diagonal, the equation in step 10
is algebraic and each solution displacement vector may be computed inde-
pendently. This is, in fact the originating point of much of the increased
speed provided and is fundamental to explicit formulations. An optimal con-
vergence rate, especially for dynamic relaxation has been discussed in [23],225
indicating an additional potential optimization in terms of reduced number
of executed steps, an idea not presently pursued.
The contributions to the global force vector are computed in step 8. The
force contributions are summed in the following step. Single point Gaussian
integration is employed within the 8-node under-integrated hexahedra to ob-230
tain a simple expression for nodal forces from element stress in step 8. Note
that here we implicitly update the strain-displacement matrix with the cur-
rent deformation gradient, at every time-step. The element stress was in turn
computed from the right Cauchy-Green tensor and deformation gradient in
steps 5 to 7. Depending on the material model used, the stress computation235
in step 7 can vary. In our implementation, Neo-Hookean material with and
without damage are used, as explained in section 2.2. The nodal displace-
ments are calculated using the resultants and the central difference scheme.
Finally, new displacement boundary conditions are assigned to the boundary
nodes, to prepare for the next step. For a more detailed discussion on TLED,240
the reader is referred to [13] and subsequent work by the group.
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The critical time-step was computed by using linear theory [24] and hon-
ors the Courant-Friedrichs-Lewy (CFL) condition. A costly modal analysis
of the domain is avoided this way, and it is assumed that the following equa-
tions with an appropriate weighting factor are sufficient. A weighting factor245
(Courant number) of 0.8 was used in the present case but generally depends
highly on the problem and requires some engineering insight. E.g. presence
of contact or highly nonlinear behavior of material or loading curve would
necessitate a lower weighting factor.
250
∆t =
Le
c
;Le =
Ve
Ae
; c =
√
λ+ 2µ
ρ
(15)
Where Le is the characteristic length, computed using the smallest ele-
ment area in the model Ae and its volume Ve, ρ is the mass density of the
element.
2.2. Material model
The material model employed is a 3 dimensional hyperelastic Neo-Hookean255
model, often used for soft tissues. The Neo-Hookean is conceptually relatively
simple and easy to implement, especially using the proposed computational
framework. A strain energy density function (SEDF) can be defined by an
additive split into a deviatoric and a volumetric term:
Ψ =
µ
2
(I1 − 3) + κ
2
(J − 1)2, (16)
where µ and κ are material constants - shear and bulk modulus, respec-260
tively, cfr. table 2. I1 = J
−2/3I1 is the first invariant of the deviatoric part of
the right Cauchy-Green deformation tensor C. The second Piola-Kirchhoff
stress tensor S can be derived from the SEDF according to step 7 in section
2.1.
By using the chain and product rules, and the known:265
∂I1
∂C
= I and
∂J
∂C
=
1
2
JC−1 (17)
the final form of the Second Piola-Kirchhoff stress is obtained:
S = 2
∂Ψ
∂C
= µJ−
2
3 (I− tr(C)
3
C−1) + κJ(J − 1)C−1 (18)
10
Figure 1: Initial and deformed geometry of a 10x10x10 model
Ψdev = (1− d)Ψˆdev (19)
d = γ[1− exp(−β/m)] (20)
Where Ψˆ is the undamaged deviatoric strain energy, γ ∈ ]0, 1] is a weight-
ing factor and m is a parameter of the damage model. The actual damage
variable is d, indicating the loss of integrity of the material on a scale from
0 to 1. β is the maximum value of energy in the interval 0 < t < τ initially270
set to zero:
β = max
0<t<τ
(Ψˆ(t)−Ψ0) (21)
The value for Ψ0 is set to an experimentally obtained value above which
damage is initiated. In the case of arterial tissue, for example, the strain
energy at systolic pressure can be used. Using this adapted strain-energy
function, the second Piola-Kirchhoff stress in the damaged material Sdam275
becomes simply:
Sdam = (1− d)S (22)
2.3. CUDA implementation
The pseudocode described in section 2.1 is implemented using Nvidia
CUDA. An overarching and somewhat obvious factor in speeding up code
is replacing loops with parallel functions (kernels). However, this can only280
be done if iterations are independent from one another. For this reason
parallelization is done over elements and nodes rather than time-steps.
11
The solver has been ported to the GPU entirely. The host CPU serves
only to iterate through time-steps invoking the respective kernels, swapping
pointers and performing other trivial work. The GPU handles the entire vol-285
ume of calculation described in steps 5 to 11. The parallelization of the algo-
rithm is achieved by splitting the work into three functions: the computation
of elemental forces, assembly of the global force matrix and computation of
new displacements, and finally the imposition of new displacement boundary
conditions. Costly communication between the CPU and the GPU depends290
on the higher latency and lower bandwidth of the PCI bus, and is kept to
an absolute minimum, transferring data only at the very start and end of a
simulation.
The first kernel runs one element per thread and computes equations in
step 5 to 8. It receives input data on: element connectivity, shape function295
derivatives, material model parameters, damage parameters, volumes, etc.
The output of the routine are individual force contribution vectors of each
node, for all elements. The damage computations are included in this func-
tion since the strain energy and stress are computed here. Computing force
contributions is the most demanding part of the algorithm, taking about 70%300
of total solution time. With high internal memory requirements to store input
data as well as the derived values (like the deformation gradient or stresses)
the parallelization level is significantly reduced. Consequently the hardware
will allow and maintain only a relatively small amount of threads in flight,
e.g. 3584 elements are processed concurrently on the C2075 device in the305
code. Note that individual force contribution vectors from adjacent elements
of each node are stored separately instead of summed immediately to avoid
storage serialization or simply incorrect results due to the non-atomic nature
of CUDA global memory writes as dedicated global atomic operations have
not been used. If required, damage computation is performed in this ker-310
nel, between steps 7 and 8. In the case that damage-corrected behavior is
requested, for relatively few memory fetches (Ψ0 and β) per element we can
examine the computation time response. Note that the computation of the
strain energy (eq. 18) is only performed in this case.
The second kernel operates on a per-node basis and processes steps 9 and315
10. Initially, the computed force contributions from the surrounding elements
are accumulated and summed. The aggregate forces are used immediately in
the central difference scheme without explicit storage. Here, the precomputed
central difference coefficients a, b and c are used. The resulting displacement
vectors are again per-node values and are stored to global memory for use in320
12
Parameter Value
µ 1006.7e-6 MPa
κ 50e-3 MPa
λ 49.3e-3 MPa
γ 0.9 [-]
m 0.004 [-]
Cr 0.995 [-]
Ψ0 0 [-]
Table 2: Material, damping and damage parameters.
the following kernel. The imposition of force loading is applied in step 9 in
the developed code, after summation.
The last and in many ways the simplest kernel (step 11) performs the
trivial task of imposing displacement or force boundary conditions by arti-
ficially modifying associated vectors of relevant nodes. Note that another325
approach is possible and was explored comprehensively in [25] where kernel
2 and 3 were merged into one due to the same granularity of the kernels. Due
to the much lower number of state variables associated with nodes in the two
node-granular kernels, they are generally never memory-bound. Since they
do not take up much of the execution time they are much less interesting330
from an optimization point of view.
A special type of cached global memory access called texture memory
or texture fetching is provided to the programmer in part to facilitate the
handling of data with irregular or random memory locality. In our algo-
rithm, the nodal displacement data depend on element connectivity infor-335
mation and therefore has irregular spatial locality in memory. Consequently,
our code includes toggling of texture memory functionality, applied only on
nodal displacement data. Similarly, the code includes the toggling of damage
subroutines for easy measurement of the computational impact of including
damage calculation. These devices also have both single and double precision340
computing cores, which are physically distinct. The number of double preci-
sion cores is generally a fraction of their single precision counterparts, exact
numbers depending on the device generation. Due to this fact, computation
using double precision is considerably slower (cfr. table 1) at peak saturation
but enables more accurate results, as examined and discussed in section 4.345
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2.4. Example problem
The testing regimes employed in this study are all performed on the
uniform compression of a simple cube model (fig. 1). Cube meshes of
50x50x50mm with varying mesh density have been created for this purpose.
The above mentioned Neo-Hookean material model was applied to all the350
elements of the mesh and stable time-steps have been computed according
to equations in section 2.1.
The simple boundary conditions applied prescribe no displacements in the
axial direction (Z) for the bottom nodes and enforces displacements along
the same axis for the top nodes, all other degrees of freedom are uncon-355
strained. The load was applied gradually along a smooth loading curve up
to 20% strain. This enabled us to minimize inertial effects and to study the
phenomena under quasi-static conditions. The 5 second loading time was
distributed along around 6700 to more than 60400 steps in different models.
The solution (fig. 1 on the right) is homogenous in the stress distribution.360
For this simple problem, an even coarser mesh or an analytical solution would
essentially provide the same resulting solution field - the accuracy does not
increase with mesh refinement. This intentional decision is made for the
purpose of easier mesh generation and error comparisons as well as the lack
of complicating effects such as potential loss of stability due to subdivisions365
of complex meshes or a likely additional reduction of step size in case of a
few poorly formed elements. These issues would somewhat occlude the effect
of parallelization of TLED, our primary goal.
Simulations were run multiple times with a different combination of set-
tings. These solution regimes are designed to provide a multitude of results370
and test the algorithm and the hardware under different conditions.
The round-off errors were evaluated by the difference between GPU solu-
tions only.
2.5. Solution regimes
Extensive testing of the described algorithm has been conducted encom-375
passing a variety of changing conditions. Since different GPUs exhibit dif-
ferent internal hardware and methods, the algorithm was executed and data
collected on the Nvidia devices listed in table 1. The list contains devices
from the latest Maxwell [26], and preceding Kepler [27] and Fermi generation
[28]. As opposed to older generation cards, all of the mentioned GPUs have380
double precision floating-point computation capability.
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The simulation code is extensively templated to toggle among different
solution regimes, including those between single (fp32) and double precision
(fp64) for comparison in terms of speed, accuracy and the evolution of the
round-off error. The templated device and host code data structures and385
kernels also assure that the compiler optimizes away all unnecessary branch
checks when running a particular combination of parameters in a solution
regime, i.e. double precision with textures and damage code in a single
kernel. An important reduction in thread divergence and consequent slow-
down is avoided this way and presently there is no divergence anywhere in390
the code.
The existence or absence of additional material complexity (damage in
our case) is also included in the testing regimes to examine the effect of the
additional arithmetic and memory requirements in the kernels, specifically
for the described simple damage model.395
Similarly, the usage of texture memory fetching on displacement variables
is also set as a templated boolean value so performance can be tested with
or without this special memory space.
In addition, to understand the performance scaling of the algorithm, tests
were performed on meshes of varying density, ranging from 5 elements to 45400
elements per edge and totaling from 125 to 91125 elements.
As mentioned, respective Abaqus solutions were used to verify each of the
solutions performed by the described custom solver. The execution param-
eters used for Abaqus simulations are single core, double precision with all
other additional settings at default. Furthermore, in contrast to our solution,405
Abaqus does use a smaller time-step with a fixed ratio for all simulations of
2/3. All comparative results between the two solvers are corrected for this
fact.
Control of floating point precision, material complexity in terms of dam-
age, and texture memory space usage are mutually inclusive and constitute410
eight employed execution combinations. These have been tested on all GPUs
and models. All results except damage inclusion have been compared to re-
spective Abaqus solutions. Identical boundary conditions and smooth load-
ing curve were used by both solvers as well as the material parameters as
explained in section 2.2. Abaqus jobs were run on a system with an Intel415
Xeon E5-2630 processor and 128GB of RAM, using only one core, double
precision and a built-in identical material model. Results for the GTX980
and GTX780 were obtained using CUDA nvcc v6.5 compiler and Visual Stu-
dio 2013 C++ compiler, and nvcc v5.5 and Visual Studio 2008 C++ for older
16
050
100
150
200
250
300
350
K20c c2075 gtx980 gtx780 gtx680 gtx580 gtx460
so
lu
tio
n 
tim
e[
s]
textures, no damage textures, damage no textures, no damage no textures, damage
textures, no damage textures, damage no textures, no damage no textures, damage
Single:
Double:
+7,0%
+4,0%
+4,7%-2.0%
+0,8%+0,3%
+7,3%
+2,4%
+8,0%
+0,8%
-0,2%+2,6%
+3,3%
+2,9%
+2,7%+4,1%
+2,7%
+2,7%
+4,7% +4,4%
+1,3% +1,0%
-0,0% +0,6%
+0,4% +0,7%
+0,2%
+0,5%
Figure 2: Total solution times for the largest model, involving 91125 elements over 60400
time-steps on all GPUs. The effect of damage is included above the related column pairs.
These CUDA results are corrected for the time-step discrepancy between the two solvers.
cards. The duration of the Abaqus solutions were taken from its output files,420
while timing CUDA code was performed on a high-accuracy hardware clock
accessed through the dedicated CUDA built-in functions. The precomputa-
tion phase of the algorithm is not considered significant in its duration with
respect to the iteration phase and is not timed.
3. Results425
The time-step run-time of Abaqus simulations were obtained by dividing
the total CPU time with the known number of steps, analogously to the
CUDA simulations which are, however, subsequently corrected for the men-
tioned relation ∆tabq = 2/3∆tcuda in the relevant results. The accuracy of the
newly implemented algorithm was evaluated by comparing the displacement430
vector in the XY plane of one top node at the corner. For all simulations the
deviation from Abaqus solutions never exceeds 0.3% on any node, in terms of
17
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Figure 3: Speed up factors versus Abaqus as a function of model element density. These
factors compare durations of a single time-step in single precision.
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Figure 4: Speed up factors versus Abaqus as a function of model element density. These
factors compare durations of a single time-step in double precision.
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GPU no tex
no dam
tex
no dam
no tex
dam
tex
dam
average perform.
at peak
K20c 64.8% 66.1% 60.9% 64.7% 64.1% 33.3%
C2075 49.6% 43.1% 50.7% 45.8% 47.3% 50.0%
GTX980 22.0% 20.5% 22.0% 20.2% 21.2% 3.1%
GTX780 21.9% 21.8% 21.9% 21.8% 21.9% 4.2%
GTX680 39.3% 40.0% 42.6% 39.3% 40.3% 4.2%
GTX580 55.1% 49.6% 55.1% 48.9% 52.2% 12.5%
GTX460 53.3% 52.0% 52.7% 51.3% 52.3% 8.3%
Table 4: Ratio of solution speeds of double precision runs with and without textures and
damage to their single precision counterpart, in percentage. The averages give general
information on how well the hardware handles double precision against single for this
specific algorithm. The last column shows the theoretical performance for a fully saturated
device at peak arithmetic throughput.
the length of displacement vectors, throughout the simulations. For detailed
error analysis in tension, compression and shear using TLED we refer the
reader to [25]. The initial configuration and the loaded, converged configu-435
ration are symmetric with respect to all orthogonal planes and vertical edges
remain vertical.
Table 3 shows the solution times for the baseline Abaqus simulations
compared to GPU solutions, both without damage subroutines. Figure 2
shows all combinations of execution parameters on all GPUs for the dens-440
est mesh. Since Abaqus and TLED solutions use different time-step sizes,
different number of steps are necessary to reach the end of the simulation
(t = 5s) for the two machines. In order to provide an approximate measure
of speedup of total simulation times and per time-step run-times, CUDA
results in table 2, table 3 and figure 3 are corrected for this discrepancy by445
increasing the CUDA runtime using the mentioned relation.
In terms of performance, the GPUs follow roughly a natural order: the
latest GPUs are faster than older ones, with the possible exception of the
GTX580. It achieves high speedups overall, mostly due to its comparatively
very high clock rate and its excellent fp64/fp32 peak ratio, given it is pri-450
marily a gaming card. Note that some tests were done on computers with
different CPU configurations for practical purposes. The difference in per-
formance due to this is not considered significant in the research since the
totality of compute-intensive code is performed on the noted GPUs, on stock
19
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Figure 5: Evolution of the root mean square error and the maximum absolute error cal-
culated on the set of Euclidean distances between the final solution steps of single and
double precision simulations. This analysis was performed on the largest mesh containing
97336 nodes. The percentage errors are in relation to the final displacement vectors of the
solution.
clock speeds.455
Expectedly, the precision of number representation has the largest im-
pact on solution times for the same mesh, as can be seen in table 3, figure 2
and in the difference between figures 3 and 4. Table 4 shows that the K20c
device has the highest effective single to double performance ratio, with av-
erage double precision computational throughput of about 65% of its single460
precision counterpart. In contrast, the least favorable GPU performance in
terms of double precision in relation to its single precision are the GTX980
and the GTX780. Further detail is provided in the following section. The
impact in terms of accuracy of using double precision number representation
is illustrated in figure 5. The computation of accuracy was performed on the465
set of all resulting double precision vectors of the largest model with respect
to their single precision counterparts throughout the length of the simula-
tion. To understand this performance/accuracy tradeoff, the largest model
is analyzed since it involves the largest number of time-steps to converge and
therefore more opportunity to accumulate the round-off error. Aside from the470
number of time-steps, the error also accumulates due to the larger number
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of nodes through which force waves propagate. It is safe to say that other
models in this study have round-off errors that are smaller. Additionally,
since displacements are at the end of the computational chain per time-step
it is also safe to say that the round-off error associated with the stress field475
or other variables is never higher.
The memory requirements for damage processing is rather small: only
two global memory fetches (βmax and Ψ0) and stores. Relatively few com-
pute operations are needed as well, essentially a computation of current strain
energy Ψˆdev and a comparison to the initial energy. Since the loading and480
computation only involve scalars (no matrix multiplication or inversion), the
performance impact is expected to be small. The measured impact however
is hard to justify and explain from this perspective, and varies - as seen in
figure 2. The effect is shown above the column pairs that use or do not use
damage. Across all solutions, the impact varies from almost no impact (0.3%485
single precision on K20c) to a relatively large impact (8% single precision on
the GTX680) and even a positive impact (2% speedup on double precision
c2075) as shown above the respective column pairs in table 2. This is a
consequence of the lack of architecture-specific optimizations to exploit the
different mechanisms of caching and the amounts of cache space (especially490
L2), compute capabilities of the cards used and the sometimes unpredictable
compiler behavior. For a more uniform response a larger amount of com-
putation and memory operations would be necessary and therefore precise
reasons for this apparently erratic behavior would necessitate more detailed
profiling of individual devices and a much more gradual increase in mesh495
density.
In the test cases, the effect of using texture memory was not significant
as can be seen in table 3, and figure 2. Since CUDA does not support
native double precision floating point texture fetching, the code uses two
16 byte int4 values per each double4 value. Using this available makeshift500
functionality impacts performance on almost all cards and suggests against
double precision texture fetching, clearly visible in figure 4 as well. A slight
improvement in performance can be observed by using texture memory in
Fermi and Maxwell GPUs in single precision (especially at denser meshes),
and a disadvantage or similar results in double precision computation.505
As is most clear from table 3, for the smaller meshes in the testing cases
the speed-up difference between the GPUs is marginal. This is due to the
fact that the devices instruction and memory pipelines are not saturated at
that point and the device is underused. The saturation point depends on
21
the implementation and the material model but is mainly due to the mesh510
density and architectural differences: number of cores, amount of memory
available, memory thresholds, etc. Therefore, the results indicate that for
smaller meshes, it makes little difference which GPU is used for the sim-
ulation. The higher density models discriminate more clearly between the
devices and a familiar strong scaling curve of parallelization can be observed515
in figures 3 and 4.
The results in figure 3 show a speed-up factor of TLED versus Abaqus
on a per-time step basis using textures. The total solution time speed-ups
are proportional to these values and range from 1 second to 1h39m37s for
Abaqus and from 0.1s to 39s for the parallel solver on the fastest GTX980520
device, in single precision.
4. Discussion & future work
Section 3 provides measured solution times for simulations of varying el-
ement density, solution regimes and GPUs with encouraging results. Note
that solution times were compared to those obtained with a commercial FE525
software Abaqus, for a simple, analytically solvable example problem. This
allowed us to make a clean comparison between the solvers and the GPUs
themselves, without having to include the technicalities of a more complex
simulation (e.g. contacts, follower loads). Hence, with the available informa-
tion, it is now possible to make a tentative selection of the preferred model530
size for an actual FE problem. For example: an FE mesh consisting of 8000
elements advanced through 25000 time-steps can be solved within approx-
imately 2 seconds (table 3). However, certain limitations and caveats do
apply and we note them in this section.
In this simple static model problem, an implicit solution would almost535
certainly perform faster both in the GPU and CPU setting. We opted for
using and parallelizing an explicit solver as it can be used more naturally in
a dynamic simulation environment, i.e. virtual reality surgery. Additionally,
the accumulation of total damage or element-level damage accumulated in
the tissue may be detected (by way of pre-defined thresholds) more readily,540
given smaller time-steps of the explicit method.
4.1. Solver and card architecture
This particular choice of element technology, the underintegrated 8-node
hexahedron, is well-known for its fast computation due to a constant strain
22
field, low field variable (degrees of freedom) requirements, a single integration545
point and therefore a low total number of operations to produce nodal force
vectors. These benefits are also supported by the particularities of implemen-
tation and solution on a CUDA GPGPU. Arguably the first more complex
element, a fully integrated ”serendipity” 20-node hexahedron outweighs the
underintegrated hexahedron almost 3 times in terms of the displacement de-550
grees of freedom and the shape function derivatives alone, affecting steps 5-7
in the algorithm. Significantly exacerbating the problem is the fact these
computations now need to be performed 8 times, one per integration point,
to compute step 8. However, aside from pure FE methodology, using the 20
node hexahedron will have adverse effects on the CUDA devices computa-555
tional time, which will not increase proportionally. As memory requirements
increase to store additional degrees of freedom, kinematic and other inter-
mediate variables, register pressure (the fastest and most scarce memory
type) is increased causing registers to spill out into global memory (slowest
and largest memory space), potentially pollute the L1 and L2 caches and560
decrease the overall execution speed further. The phenomenon of register
spilling occurs at different memory usage thresholds and is GPU-dependent.
Nevertheless, it is well worth taking into consideration and is an important
variable in the process of deciding which elements to use. As is in our case,
this difficulty is present in Lagrangian descriptions due to the changing nodal565
position variables with respect to a reference configuration, which need to be
stored and tracked. It is important to note that the Abaqus program was
used foremost as the ground truth in terms of accuracy and as a baseline
to compare solution times only for a very simplistic scenario that includes a
simple loading curve and material, absence of contacts etc.570
Maxwell and Kepler cards are substantially different to Fermi in terms
of several architecture design decisions. The differences that relate to this
study are primarily in the maximum number of thread blocks per stream-
ing multiprocessor: 8 per Fermi SM and 16 for Kepler SM (or SMX), cfr.
table 1. With 32 threads run per block for the force computation kernel575
this change increases the number of threads in flight and directly affects
the number of elements or nodes processed concurrently, in a single pass.
This number also depends on the number of available streaming multipro-
cessors, specific to the card, and ultimately yields: 1792 concurrent threads
for the GTX460, 3584(C2075), 4096(GTX580) for Fermi, 4096(GTX680),580
4992(K20c) and 4608(GTX780) for Kepler cards and 6144 threads for the
Maxwell GTX980. The numbers of concurrently running threads generally
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indicate better final performance (apparent in all results) as a smaller num-
ber of passes is necessary to process all elements or nodes of a time-step.
However, the numbers should still be offset for other architectural decisions.585
The number of registers per thread available on Fermi cards is larger than on
Kepler and Maxwell, despite the doubling (from 32K to 64K) of the register
file, due to the an even larger increase in number of cores (32 to 192/128
per SM for Kepler/Maxwell). This change increases local memory usage
(through register spilling) on Kepler and Maxwell and stalls execution due590
to frequent, implicit, fetches from L1, L2 and the most detrimental - global
memory. Fortunately, GK110 and later chips have a much larger L2 pool
(as well as memory bandwidth) and different management modes of on-chip
L1/shared memory reducing spillage into global memory, consequently alle-
viating the effect.595
Register spilling occurs to a slightly smaller degree on Maxwell versus
Kepler due to its lower number of cores per SM. Note that Kepler GK110
chip does increase the maximum registers usable per thread from 63 on Fermi
and GK104 to 255 on the GK110, identical to GM204. In the present case
this change manifests itself by reducing the e.g. K20c number of active600
threads from 6656 to the reported value of 4992, since the threads’ register
requirements are replaced by the maximum allowed number of blocks per SM
as the primary execution limiter. The reason for this is the large memory
requirements of the forces computation kernel, the most impactful of all the
kernels, requiring approximately 130 registers without and 135 with damage.605
If fp64 is used the number of registers needed are roughly doubled. There
is no thread divergence, atomic operations or shared memory usage present
anywhere in the code - these would impact performance more on the Fermi
architectures.
Generally speaking, the occupancy (ratio of currently running and max-610
imum runnable threads) of the devices is rather low, which (in a majority
of cases) indicates that better utilization of the device is possible, but not
achieved for the specific algorithm or implementation. The TLED algorithm
has large memory requirements per thread, making memory an important
limiter of occupancy and latency as the primary stall reason. If it would615
be possible to increase the overall granularity of the algorithm to something
smaller than one element per thread, provided an accompanying reduction in
memory requirements, it would be possible to obtain higher occupancy and
better overall performance.
In terms of the relevant GPU architectural differences Kepler-,Maxwell-620
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specific features like Dynamic Parallelism (ref. [29]), HyperQ, or the 48kB
read-only data cache have not been used in the code. Dynamic Parallelism
technology removes the need to transfer execution control or data between
host system and the CUDA GPU. Consequently there is potential to reduce
or remove the kernel invocation (∼10µs) time on Kepler and future hardware.625
Given the high number of kernel invocations owing to explicit integration,
removing invocation times and letting the GPU manage itself could prove
beneficial in terms of total solution times.
4.2. Precision, texture memory and damage
Ideally, the difference in the performance of single and double precision630
computation is influenced primarily by ratios of fp32 to fp64 computing cores
present in different chip architectures, shown in table 1 and are generally
better for professional cards. These official ratios are not reflected in the
measured results (table 4) due to the nature of the algorithm being exe-
cuted and its interplay with the architecture. Performance ratios are larger635
than what they would be at peak saturation (also shown in 1) of arith-
metic pipelines, indicating that single and double precision cores are indeed
stalled and underutilized. Exacerbating the problem is the fact that double
precision operands are twice the size and require more transactions. Counter-
intuitively, in the present case this is beneficial and does not incur such a high640
cost in final fp64 performance. In conclusion: the compute performance in
our case is latency-bound by the memory subsystem (and intricacies thereof)
and therefore table 4 represents realistic performance expectations for such
a memory-transaction-heavy code ex post facto.
It is worth noting that power-consumption is most likely not an as impor-645
tant design priority for gaming cards as it is for professional ones (a point that
also stands for single/double precision performance in favor of professional
cards) but is considered not pertinent for the current study.
If the round-off error is considered acceptable, it is evident that great
speedups can be retained by using single precision computation. The prospect650
proves economically more feasible as well, since the conservative ratio of
prices for the GTX lineup versus professional GPUs is approximately 1/5.
Other additions to material complexity will increase the number of in-
structions issued, but much more importantly, increase the memory require-
ments in terms of thread-local storage and fetching. Additional needed mem-655
ory stores and fetches will decrease performance well beyond the sole cost of
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the execution of additional instructions, which is the case in damage compu-
tation. These additions would decrease performance but would cause more
regular solution impacts, as opposed to somewhat erratic behavior exhibited
currently. In the same way the performance impact of new material model660
descriptions (other hyperelastic, hypoelastic) will be predominantly in terms
of new variables (e.g. damage or energy thresholds, history terms) that need
to be stored and retrieved from GPU memory.
In general, texture memory usage did not elicit a significant impact on
performance. The displacement variable is of high frequency usage and of no665
regular locality in memory, therefore textures were used to facilitate caching.
However, clearly the three kernels perform a multitude of other operations
such that the benefit of using texture fetching in one array is somewhat
occluded. The improvement would likely be substantial in other applications
that can exploit 2D or 3D data locality or interpolation which is intrinsically670
provided by texture fetching, as in e.g. image processing.
It is generally challenging to ascribe any specific design feature of a par-
ticular architecture directly to performance change. GPU subsystems are
closely interconnected and interdependent. Nevertheless, it can certainly be
said that the algorithm presented is primarily latency bound and its paral-675
lelization (and lack thereof) is memory driven. Very high register require-
ments needed to store the state variables (shape functions, displacements,
stress, etc.) constrain the number of concurrent threads running, i.e. reduce
device occupancy. The memory subsystem does compensate through caching
but not without a speed penalty. Reducing the register requirements would680
be an excellent optimization as it would increase occupancy, but that proves
very challenging for the algorithm at hand.
4.3. Future work
A robust FE implementation would account for element geometry and
effective material response by changing the time-step and the coefficients685
accordingly, since the CFL condition should be satisfied throughout. Binary
comparisons on a large set (e.g. all nodes or elements) and finding a smallest
or largest value is a parallel reduction problem with efficient existing solutions
(ref. [30]). It naturally follows that a variable-step central differences formula
should be used. In the present case, through equations 15 and 2. In the690
testing cases of this paper, a static set of coefficients computed with a 0.8
weighting factor on initial stable time-step proved sufficient in our aim to
ensure stability, not optimal convergence rates. Similarly, the convergence
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rate coefficient Cr is constant throughout, but could be optimized during
iteration to increase convergence time, as in an adaptive dynamic relaxation695
scheme (ref. [31]).
A reliable termination criterion is also essential for a robust and stand-
alone FE code. The implementations of the time-step monitoring and reliable
termination routines are left for future work. A termination criterion based
on absolute error in the computed displacements presented in [23] is a po-700
tential candidate.
Future work also mandates the addition of an hourglassing preventive
algorithm. This is crucial as almost any loading case aside from the possible
uniform compression or extension is heavily affected by hourglass modes due
to the under-integrated nature of used hexahedra. Encouragingly, existing705
anti-hourglassing solutions in a total Lagrangian setting (cfr. [32]) are pleas-
ingly parallel. The implementation of other relevant anisotropic material
models, dedicated to specific tissues like the aorta, are planned for future
work, as well as different ancillary algorithms analogous to damage tracking.
5. Conclusion710
We have presented an analysis of a CUDA implementation of the To-
tal Lagrangian Explicit Dynamic algorithm, with potential of being used for
training purposes or in an on-line surgical setting. The accuracy of the imple-
mentation has been compared to the industry-proven code Abaqus. Parallel
solution speeds have been studied on a range of GPUs and reported in rela-715
tion to a basic Abaqus/Explicit solution scheme. The impact of single and
double precision, usage or non-usage of texture memory and the computa-
tional impact of using a damage model has been investigated.
The work presents a general image of the achievable solution speeds for
nonlinear FE using the Total Lagrangian Explicit Dynamic algorithm with720
a simple material model and displacement loading on the GPU.
The results show significant speedups and good accuracy in comparison to
stable and reliable solutions. This work, therefore, encourages the prospect
of the described technology becoming implemented in the modern surgical
theater or training systems in the near future.725
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