Purpose: Magnetic particle imaging (MPI) is a relatively new method to image the spatial distribution of magnetic nanoparticle (MNP) tracers administered to the body with high spatial and temporal resolution using an inhomogeneous magnetic field. The spatial information of the MNP's is encoded using a field free point (FFP), or a field free line (FFL), in which the magnetic field vanishes at a point, or on a line, respectively. FFL scanning has the advantage of improved sensitivity compared to FFP scanning as a result of higher signal-to-noise ratio. The trajectory traversed by the FFL or FFP is an important parameter of the MPI system and should be selected to achieve the best imaging quality in minimum scan time, while considering hardware constraints and patient safety. In this study, we analyzed the image quality of different FFL trajectories for a large field of view (FOV) using simulations, to provide a baseline information for FFL scanning MPI system design. Methods: We simulated a human-sized FFL scanning MPI configuration to image a circular FOV with 160 mm diameter, and compared Radial, Spiral, Uniform Spiral, Flower, and Lissajous trajectories with different trajectory densities scanned by the FFL for constant scan time. We analyzed the system matrices of the trajectories in terms of mutual coherence and homogeneity of the spatial sensitivity. We calculated the maximum electric fields induced on a homogeneous conductive body by the selection field (SF) and the focus field (FF) to compare the trajectories based on the nerve stimulation threshold. The images were obtained using the system matrix reconstruction approach with two different image reconstruction methods. In the first one, we used the conventional image reconstruction method, algebraic reconstruction technique (ART), which gives a regularized least-squares solution.
INTRODUCTION
Magnetic particle imaging (MPI) is a new method for imaging the magnetic nanoparticle (MNP) distribution administered to the body. 1 MPI can potentially be used for a diverse range of applications in medical imaging and therapy. 2 Vascular imaging, 3 imaging of tools for cardiovascular intervention, 4 cancer imaging, 5 stem cell tracking, 6 noninvasive thermography, 7 perfusion imaging for acute stroke, 8 functional brain imaging, 9 viscosity imaging, 10 and magnetic hyperthermia 11 are some of the proposed applications of MPI. There are several advantages of MPI making it a promising medical imaging method: (a) MPI uses MNP tracers which do not possess toxicity problems to the body, (b) there is no ionizing radiation, as in the case for x-ray based angiography, (c) sub-millimetric resolution can potentially be achieved in real time, (d) quantitative imaging is possible since MPI signal is not affected from the tissue, (e) MPI can provide tomographic imaging as human body is fully penetrable in the frequency range of MPI.
In MPI, an inhomogeneous magnetic field with a field free region (FFR) is generated inside a primary magnetic field (i.e., selection field, SF), and scanned in the field of view (FOV). The MNPs in the FFR respond to an externally applied time-varying magnetic field (drive field, DF) on top of the SF. The response is picked up by the receive coils. The FFR can be generated by circular magnets with opposite polarity, in which the magnetic field vanishes at a point called the field free point (FFP), 1 which is the conventional approach used in MPI. System configuration scanning a field free line (FFL) was also proposed, providing improved signal-to-noise ratio (SNR) compared to the FFP configuration as a result of high number of responsive MNPs inside the larger field free volume of the FFL. 12 In FFL configuration, projection imaging is possible by translating the FFL to scan the object. 13 For three-dimensional imaging, the FFL should also be rotated. The rotation of the FFL with respect to the object can be done both mechanically [14] [15] [16] [17] and electronically. [18] [19] [20] [21] [22] [23] [24] Electronic scanning has the advantages of reduced scan time, and flexibility for different scanning sequences. Moreover, the need for the mechanical movement of the system components (or the imaged object) may limit the imaging volume in the mechanical scanning case. The dimensions of the imaging FOV depend on the amplitude of the DF in MPI. The amplitude of the DF is limited to several mT's in the DF frequency range to remain below the peripheral nerve stimulation (PNS) threshold. 25 This restricts the FOV to several millimeters, which is too small for clinical use. To cover a large volume using FFP encoding, a focus field (FF) is used to reposition the imaging focus. 26 The FF is varied slowly or in a stepped manner so that the risk of PNS is eliminated. The same principle can be applied to FFL scanning; the FFL can be rotated and translated at various central points to cover a large FOV. Nevertheless, this may not be the optimum strategy in terms of imaging time, hardware complexity, and safety. The FFL trajectory should allow scanning the FOV in minimum amount of time; while, PNS, requirement to minimize eddy current losses, and hardware considerations impose limitations on the maximum frequencies used for rotation and translation of the FFL.
In the FFP configuration, the Lissajous trajectory was found to be the most efficient trajectory among other (Cartesian, Spiral, and Radial) trajectories for the DF, considering both image quality and hardware requirements. 27 In FFL scanning MPI, radial scanning scheme is similar to the projection data acquisition in x-ray computed tomography, allowing image reconstruction with the filtered back projection method. Projection based (X-space) reconstruction is the standard reconstruction scheme for FFL MPI. 14, 15, 20, 28 Even though projection based reconstruction is fast and naturally suitable for FFL scanning, it imposes limitations on the FFL trajectory and linearity, which may be especially restrictive for systems with large FOV. Inside the FOV, FFL should be translated at several rotation angles, and its linearity should be maintained. Moreover, the magnetic field gradient is assumed to be constant along the FFL and independent of the FFL scan position. Alternatively, system matrix (SM) reconstruction method can be used for image reconstruction. In the SM reconstruction approach, a small MNP sample is measured at each point in the FOV grid, and measurement data are saved. This calibration step is done prior to imaging. For image reconstruction, a convex optimization problem is solved for the unknown MNP distribution using the SM and the measurements. 29 The SM reconstruction method enables arbitrary selection of the FFL trajectory and continuous FFL rotation, without strict constraints on the FFL linearity. The nonidealities of the FFL are included in the SM calibration, relaxing the requirements on the FFL and system hardware. Therefore, optimal FFL trajectory can be selected considering scan time, image quality, hardware requirements, and safety. In the feasibility analysis of a human-sized FFL scanner, 21 two-dimensional (2D) Lissajous trajectory with the SM reconstruction method was used for the FF to scan the FFL center. Nevertheless, to the best of our knowledge, there is no comparative analysis on the trajectory of the FFL.
In this study, to fill this gap and provide information on the FFL trajectory that achieves the best image quality in minimum scan time considering safety and hardware limitations, we compared Radial, Spiral, Uniform Spiral, and Lissajous trajectories for a large FOV scanning FFL. We used a 2D dot phantom for the simulations to compare the image quality performance of these trajectories with an open FFL coil configuration. 30 We reconstructed the images with two SM reconstruction approaches: (a) Alternating direction method of multipliers (ADMMs) [31] [32] [33] based algorithm to solve l 1 -norm and TV minimization, 34 and (b) algebraic reconstruction technique (ART) 35 for a more conventional l 2 -norm based regularization. We investigated the effects of the trajectory type and density, SNR, and image reconstruction method on the image quality using simulations.
MATERIAL AND METHODS
In this section, the FFL scanning open MPI configuration is explained briefly. Then, the forward simulation model, image reconstruction methods, and the FFL trajectories used in the study are introduced. In the last subsection, the analyses conducted in the scope of this study are given.
2.A. FFL configuration for MPI
The MPI configuration for the open FFL scanner used in the study is shown in Fig. 1 . SF-x coils generate an FFL in the x-direction with the coil currents:
Similarly, SF-y coils generate an FFL in the y-direction. The details of the coil configuration can be found in Top et al. 30 The currents of these coils are adjusted so that both coil groups create a magnetic field with 1 T/m gradient inside the FOV independently. The SF-x and SF-y coil groups are excited with 90°phase difference to generate an SF with a rotating FFL. The z-directed magnetic field for 45°FFL rotation is plotted in Fig. 1 (f) using this coil configuration.
The FFL can be shifted in the transverse (xy-) plane by applying a z-directed magnetic field, since the SF is directed along the z-axis. Therefore, the DF and FF coils generate a magnetic field in the z-direction to scan the FFL in the transverse plane. The FFL can also be electronically shifted in the z-direction by asymmetrical excitation of the upper and lower SF/FF coil groups to cover a cylindrical FOV of 200 mm diameter and 200 mm height. In this study, a 2D FOV (at the central horizontal plane) with 160 mm diameter was scanned with the presented configuration. Accordingly, the FF coils generated a homogeneous magnetic field distribution to scan the FFL AE 80 mm in the transverse plane. A 5 mT field amplitude at 25 kHz frequency DF was applied on top of the FF using the DF coils, resulting in a high frequency low-amplitude FFL movement along the direction perpendicular to the FFL axis. We note that the FFL axis direction changes instantaneously as a function of FFL rotation angle during a scan.
The outer dimensions of the coils in the system are given in Fig. 1 . The SF-x coil cross-section dimensions are 165 mm (width) 9 80 mm (height) housing 132 number of turns; the SF-y coil cross-section dimensions are 120 mm 9 100 mm with 120 number of turns, and the FF coil cross-section dimensions are 160 mm 9 160 mm with 200 turns. Helmholtz type DF coils with 100 mm 9 15 mm cross-section and 192 turns are used to excite the MNPs.
2.B. Forward simulation model
The fields generated by each coil in the system were calculated using CST EM Studio simulation software, and exported to MATLAB to form the time-varying fields in the FOV.
The received signal from the system was modeled using the MPI signal equation 36 :
l 0 cðx; yÞL bjHðx; y; tÞj ð Þ H x; y; t ð Þ jHðx; y; tÞj Á q r dxdy:
Here, cðx; yÞ is the magnetic particle distribution inside the FOV, l 0 is the free space magnetic permeability, LðÁÞ is the Langevin function, M sat is the saturation magnetization (0.6/ l 0 T), Hðx; y; tÞ is the magnetic field, V is magnetic particle volume, T is particle temperature (305 K), k b is the Boltzmann constant (1.38 9 10
À23
). q r is the receiver sensitivity, which was assumed to be homogeneous in the z-direction. The particles were monodisperse with 25 nm diameter. 37, 38 The total imaging time was 100 ms for all trajectories. The MNP signal was sampled at 10 MS/s. The FOV was discretized with 1 mm grid steps and the SM was generated by recording the signal of a single pixel-sized source in all grid positions.
2.C. Image reconstruction
The SM reconstruction approach was used for image reconstruction, in which a linear system of equations is solved to obtain the MNP distribution from the measurements data 36 :
here, A MÂN is the SM, c NÂ1 is the non-negative image vector to be reconstructed, b
Mx1 is the measurement vector, and n MÂ1 is the noise of the system, which was assumed to be white Gaussian. N is the total number of pixels and M is the total number of frequencies used for image reconstruction. The received time domain signal was transformed to the frequency domain using the Fast Fourier Transform (FFT). 1 MHz bandwidth was used for image reconstruction. In addition, frequency components below the noise floor were removed from the SM to reduce the matrix size.
The image was reconstructed using two different algorithms that find the solution of an optimization problem involving different regularization terms. The first one is the ART, 35 which is the conventional reconstruction method used in the SM approach. 29 The other method is the ADMM, which was shown to improve the resolution and contrast using the piece-wise contiguous and sparse nature of the images for the MPI modality. [32] [33] [34] For both solvers, the normalized difference between two successive images was calculated at each iteration (i) using
, and the solver was stopped after reaching a convergence threshold of 10 À4 . The negative values in the resultant images were set to zero. To remove the effect of outliers and increase the contrast in the images, the image data were normalized to 99.5 percentile value, which was calculated using the imadjust function in MATLAB. To compare the resultant images quantitatively, structural similarity index (SSIM) 39 and normalized root mean square error (nRMSE) image quality metrics were calculated with the built-in MATLAB functions ssim and rms using default parameters.
2.C.1. Algebraic reconstruction technique
The ART solves the regularized least-squares problem for image reconstruction 29, 35 :
where k is the regularization constant. For each case, ten images were reconstructed with different values of k between 10 2 and 5 9 10 6 (10 2 , 5 9 10 2 , 1 9 10 3 , . . ., 5 9 10 6 ). The best image was selected by visual inspection considering nRMSE and SSIM image quality metrics.
2.C.2. Alternating direction method of multipliers
MPI images are naturally sparse and block-wise contiguous in the image domain. Using this information, it is possible to improve the image reconstruction 33, 34 . We have previously shown that the ADMM can generate better image quality compared to the ART and projection based methods for FFL scanning MPI. 32, 33 For ADMM reconstruction, we formulate a constrained optimization problem, minimizing a linear combination of the l 1 -norm and TV of the image and imposing a positivity constraint 33 :
where, a 1 and a 2 are weighting constants for the l 1 -norm and TV, respectively, and is a parameter accounting for the Euclidian norm of the noise in the measurements. TV was defined as:
This problem was solved using an ADMM algorithm with hybrid cost function. Details of the algorithm can be found elsewhere. 31, 32 The weighting constants a 2 and a 2 were selected as 0.8 and 0.2, respectively, by trial and error to get the best image quality in five sample images. Frobenius norm of the added noise was used as the parameter.
2.D. Trajectories
Five different FFL trajectories which are shown in Fig. 2 were considered in the analyses: Radial, Spiral, Uniform Spiral, Flower, and Lissajous. The total scan time (T s ) for the full 2D FOV was 100 ms for all trajectories.
2.D.1. Radial trajectory
To generate a Radial trajectory, a sinusoidal excitation is used for both SF and FF coils. For this trajectory, the currents of the SF and FF coils in the system are: 
where, r is the minimum distance (vector) between the FFL and the FOV center, I SFx i ðr; tÞ, I SFy i ðr; tÞ (i = 1 to 4) are the xaxis and y-axis selection field coil currents, respectively. I FF i ðr; tÞ (i = 1 or 2) are the FF coil currents. f SF and f FF are the frequencies of the SF and FF currents, respectively. In the present configuration, the SF coil currents are increased with r to compensate for the loss in the gradient. 30 Peak SF coil currents I x ðrÞand I y ðrÞ were calculated as a function of FFL translation distance to obtain 1 T/m gradient in the circular FOV within 160 mm diameter.
FFL rotation speed is much slower than its translation speed in the Radial trajectory case. The FOV is covered once in the 100 ms scan time. The relation between the f SF and f FF is given by
where S is an integer determining the density of the trajectory (i.e., the number of strokes in the radial trajectory is 2S). The FFL axis is perpendicular to the trajectory path except at the FOV boundaries, where its direction is reversed. For the Radial trajectory, the movement of the FFL including both focus and drive fields is given in Video S1 for the S = 12 case.
2.D.2. Spiral trajectory
To obtain a Spiral trajectory, the same current waveforms as in the radial trajectory are used. However, in this case, FFL rotation speed is much faster than its translation speed. The relation between f SF and f FF is given by:
In this trajectory, the FFL axis is mostly tangential to the trajectory, except at the FOV center. The movement of the FFL for the Spiral trajectory is given in Video S2.
2.D.3. Uniform spiral trajectory
The Spiral trajectory with sinusoidal excitation traverses the FOV nonuniformly with coarse sampling at the FOV center. A Uniform Spiral trajectory can be traversed using a ramp excitation of the FF coils:
Here, S corresponds to the number of turns in the uniform spiral trajectory. Similar to the Spiral trajectory, the FFL axis is mostly tangential to its path, except at the FOV center. The movement of the FFL for the Uniform Spiral trajectory is given in Video S3.
2.D.4. Flower trajectory
For the Flower trajectory, f SF and f FF are on the same order with the following relationship:
The number of petals is 2S in the flower trajectory. The angle between the FFL axis and the trajectory path changes continuously. The movement of the FFL for the Flower trajectory is given in Video S4.
2.D.5. Lissajous trajectory
The Lissajous trajectory cannot be traversed using simple current waveforms with the presented hardware, since the FFL center position cannot be controlled independently from the FFL rotation angle. FF coils can only control the radial distance of the FFL (r), and the angle of the FFL center position in the FOV is controlled by the SF coils. However, as this trajectory may also be an alternative for other FFL scanning configurations, we analyzed imaging performance of this trajectory as well. To this end, once the rotation frequency f SF is set, the required current waveforms for the FF coils were calculated using the time-varying FFL distance:
wherex andŷ are the unit vectors in the x-and y-direction, respectively. R is the half sidelength of the Lissajous scan boundary, which was 70.9 mm. With this choice, the total area covered by the Lissajous trajectory was equal to the area covered by the other trajectories for fair comparison. The relation between the frequencies f x and f y is given by:
The rotation frequency f SF can be set independently from S in this case. The effect of the rotation frequency was also analyzed for this trajectory.
The trajectories of the FFL center and the related current waveforms for the focus (I FF ) and selection (I SF ) coils are plotted in Fig. 2 . Note that the presented trajectories in Fig. 2 do not include the modulation due to the DF. The movement of the FFL for the Lissajous trajectory is given in Video S5.
2.E. Analyses
The dot phantom shown in Fig. 3 with 160 9 160 pixels (160 mm 9 160 mm) was imaged using the simulation methods given in the previous subsections.
2.E.1. Effects of type and density of the trajectory
The effects of the type and density of the trajectory on the images were analyzed for different S values ranging from 4 to 16. Related frequencies are given in Table I . Additive White Gaussian Noise (AWGN) was added to the measurement data to get a 20 dB SNR. For the Lissajous trajectory, rotation frequency of the FFL was 100 Hz for this analysis. Images were reconstructed using both ADMM and ART algorithms.
2.E.2. Effect of noise
The effect of noise on the reconstructed images was analyzed for S = 8. AWGN was added to the measurement data to get SNR values of 10, 20, and 30 dB. Images were reconstructed using both ADMM and ART algorithms.
2.E.3. Effect of FFL rotation frequency for the Lissajous trajectory
For the Lissajous trajectory, the effect of the rotation frequency of the FFL on the imaging performance was analyzed for 40, 80, 120, and 160 Hz rotation frequencies. In this analysis, the trajectory density was S = 8 with f x = 80, and f y = 90.
2.E.4. System matrix analysis
The total energy of the SM for each pixel position was calculated as a measure of sensitivity of the measurements to the position of nanoparticles inside the FOV:
where a n;m is the (n, m)th element of the system matrix A. For each trajectory and trajectory density, the mean and the standard deviation of the normalized sensitivity inside the FOV were calculated to show the difference in sensitivity variations within the FOV. The normalization was done for each case individually. Moreover, the total absolute sensitivity within the FOV was calculated to see if some trajectories can yield a higher signal power than the others. For easy comparison, the total sensitivity is given in dB scale normalized to the total sensitivity for the Radial trajectory with density S = 4. The Gramian matrix G ¼Â HÂ was also calculated, wherê
A is the SM with normalized columns, andÂ H is its Hermitian. Each column of G is the mutual coherence between the measurements for the corresponding pixel with the other pixels in the FOV. We analyzed the mutual coherence maps at the FOV center (x = 0 mm, y = 0 mm) and at an off-center position (x = À40 mm, y = À40 mm) for S = 8.
2.E.5. Safety and hardware considerations
The FFL trajectory and the trajectory density should guarantee the safety of the subject. Peripheral nerve stimulation (PNS) and tissue heating is two main bioeffects that can be caused by time-varying electromagnetic fields. 25, 40 Tissue heating is a concern in the relatively high frequency regime (>100 kHz), while in the frequency range of selection, focus and drive fields, PNS is the main limitation. 25, [40] [41] [42] Here, we used a drive field with 5 mT amplitude, which is smaller than the PNS threshold at the drive field frequency (25 kHz). 25 For the focus and selection fields, the induced electric field was analyzed using CST EM Studio to calculate the limitations on the maximum gradient that can be used without stimulating nerve fibers. In the simulations, a homogeneous body (1.80 m height male from Turbosquid 43 ) with 0.2 S/m conductivity and 10 À5 F/m permittivity was used, which are typical values in the frequency range of focus and selection fields used in this study. 44 The field amplitude for nerve stimulation depends on frequency and duration of the applied field. The time average electric field can be used to calculate the nerve stimulation threshold with the following formula 45 :
where EðtÞ is the electric field amplitude, E rheo is the rheobase for electric field below which stimulation is not possible, s c is the chronaxie time, and s is the duration of the applied field. s c for nerves is typically below 600 ls. As the applied field duration (100 ms) is much larger than the chronaxie time, a threshold of 7.4 V/m was used for PNS, which is an asymptotic value for a sinusoidal waveform in the 10-5400 Hz frequency range. 46 The magnetic field gradient to generate this threshold was calculated for each trajectory and trajectory density, which is the maximum allowable gradient. As the action potential is more readily generated by the longitudinal fields along the nerve rather than the transverse fields, 47, 48 the maximum electric field amplitude in either xor y-direction was used to determine the maximum allowable gradient values.
Hardware implementation is another concern in the selection of the trajectory scheme. Limitations on the peak reactive voltage may limit the imaging time. To compare the trajectories in this respect, we calculated the reactive voltage requirements for the FF and the selection field coils in the present system.
RESULTS

3.A. Effects of type and density of the trajectory
The images reconstructed using ART and ADMM are shown in Figs. 4 and 5, respectively. As expected, the image quality improves with increasing S value. For the Radial trajectory, the dots cannot be resolved for S ≤ 12 with ART reconstruction. A better resolution is achieved for S = 16; however, significant smearing artifacts are present in the image. On the other hand, large dots can be resolved at S = 12 with ADMM reconstruction, and all dots are resolved at S = 16. For the Spiral trajectory case, the reconstructed image is very poor for S = 4. The dots in the outer region are resolvable for S = 8, and the resolution in the inner region improves with increasing S. All dots are resolved with ADMM for S = 12. Nevertheless, the dot shapes are deformed. In the Uniform Spiral trajectory case, the dots are well resolved using ART reconstruction for S = 8 showing the best image quality at this density compared to the other trajectories. The Flower trajectory shows a good image quality for S = 12 with ART and S = 8 with ADMM reconstruction. Finally, for the Lissajous trajectory, the dots are resolved with ADMM for S = 8, while significant artifacts are present for ART reconstruction.
3.B. Effect of noise
The effect of SNR on the reconstructed images is shown in Fig. 6 . SSIM and nRMSE metrics are also given in the figure. For the ART reconstruction, there is a marginal improvement in Radial and Spiral trajectories with increasing SNR. For the other trajectories, smaller dots are better resolved and artifacts are decreased with increasing SNR level. Similarly, in the ADMM case, Uniform Spiral, Flower, and Lissajous trajectories show improved image quality with increasing SNR.
3.C. Effect of FFL rotation frequency for the Lissajous trajectory
Image reconstruction results for the Lissajous trajectory for different rotation frequencies are given in Fig. 7 . Image quality metrics are shown above the images. The image quality increases substantially as the rotation frequency increases from 40 to 120 Hz. Further increase in rotation frequency only marginally improves the imaging performance.
3.D. System matrix analysis
The sensitivity maps for different trajectories and S values are plotted in Fig. 8 . The mean values, standard deviations, and total sensitivities relative to the Radial trajectory with density S = 4 (TRS: Total Relative Sensitivity) are shown above each image. The results show that the Radial trajectory is the most homogeneous one, followed by the Flower trajectory. Maximum sensitivities are outside the FOV for these trajectories. The Spiral and the Uniform Spiral trajectories show large insensitive regions for S = 4, which coincide with the unresolved areas in the reconstructed images (Figs. 4 and 5) . Mean sensitivities increase with increasing density of the trajectory as expected. TRS values for the Uniform Spiral and Lissajous trajectories are about 1 dB higher than the other trajectories, which may result in a slight improvement in the SNR.
The mutual coherence maps for S = 8 are shown in Fig. 9 . At the FOV center, the sidelobes of the Radial trajectory are radial lines spanning the whole FOV at about À9 dB level. For the off-center case, a diagonal sidelobe extends to the FOV boundary. The sidelobe behavior of the Flower trajectory is similar to the Radial trajectory, but smaller in amplitude and area. These findings are consistent with the diagonal artifacts in the images reconstructed with the ART (Figs. 4 and 6) . At the FOV center, the half maximum beamwidth of the Spiral trajectory is 2.6 times larger than the radial trajectory in the x-direction due to low sampling. At the off-center position, high sidelobes (~À6 dB) are present. The Uniform Spiral trajectory has a large sidelobe (~À5 dB) near the main beam at the FOV center. However, the sidelobes decrease in both amplitude and area at the off-center position. The Lissajous trajectory has a large-width sidelobe in the vertical cut at the FOV center.
3.E. PNS limitations and reactive voltage requirements
For both SF and FF, peak electric field was observed on the sides of the body for the x-component, and on the shoulders for the y-component (Fig. 10) À1 maximum y-component. Using the current waveforms for each trajectory, the maximum allowable gradient (G max ), which limits the electric field amplitude at the PNS threshold, was calculated (Table II) . The peak reactive voltage for a single coil from each coil type in the system is also given in Table II. As expected G max decreases with increasing trajectory density as a result of increased frequency. The results show that higher gradients can be achieved with the Radial trajectory for a given trajectory density S. This is a consequence of smaller electric field amplitude for FF generation compared to the selection field generation. The Radial trajectory is characterized by a low SF frequency, while all other trajectories use high SF frequencies. As a result, G max is smaller for trajectories requiring high SF frequency.
The minimum time required for imaging without exceeding nerve stimulation limit for 1 T/m gradient using ADMM reconstruction was calculated as 238, 320, 154, 276, and 500 ms, for the Radial, Spiral, Uniform Spiral, Flower, and Lissajous trajectories, respectively. In the calculation, the trajectory densities were selected to resolve all the dots in the image, which correspond to S = 16 for the Radial and Spiral trajectories, and S = 8 for the Uniform Spiral, Flower, and Lissajous trajectories (see Fig. 5 ). For the Lissajous trajectory, rotation frequency was 1.25 f x , similar to the case in Fig. 5 .
The results also show that high-reactive voltages up to tens of kV's are required for all trajectories if there is no capacitive compensation. Spiral and Uniform Spiral trajectories required the smallest reactive voltages considering all coils in the system.
DISCUSSION
The best images were obtained with the Uniform Spiral and Flower trajectories for ART reconstruction, while the trajectory density requirement was lower for the Uniform Spiral trajectory. This may be due to relatively low coherency of the measurements for this trajectory compared to the other trajectories. Although the calculated sensitivity maps show that the most homogeneous trajectory is the Radial trajectory, it resulted in relatively poor imaging performance. This may be a result of high coherency of the measurements as evidenced by the long range sidelobes in the mutual coherence maps (Fig. 9) . For this trajectory, the movement of the FFL due to the DF is always perpendicular to the FFL axis. The FFL path is also perpendicular to the FFL axis leading to coherent data acquisition (see Video S1). For the Spiral trajectory, the dots in the inner region were lost due to poor sensitivity, especially at lower density values (Fig. 8) .
ADMM reconstruction resulted in better performance with decreased artifacts compared to ART reconstruction, which is evident by visual inspection and image performance metrics. Uniform Spiral and Lissajous trajectories produced comparable image quality for all S values, while Radial and Spiral trajectories required high trajectory density to resolve the dots in the image. The highest image quality was achieved with the Flower trajectory at trajectory density S = 16. It should be noted that the computational cost of ADMM is higher than ART. Nevertheless, it is highly parallelizable on Graphical Processing Units and suitable for real-time image reconstruction. 49 Additionally, the weights of the TV and l 1 norm were selected by trial and error for the ADMM. If the level of the sparsity in the image domain is known as a prior information, it can be used to determine these parameters.
The performance of the reconstructions was affected differently for ART and ADMM as a function of SNR level. While lower SNR leads to blurry images in ART, smaller dots were dimmed in ADMM in addition to glittering of some pixels.
The frequencies used for the focus and the selection fields should be selected carefully to avoid PNS, which is the main concern of safety in the frequency range of these fields. Minimization of the imaging time requires high-frequency excitation, while low frequencies would be preferred in terms of hardware considerations on the reactive power and peak voltage, and also to limit eddy currents induced on the conductors that decrease the efficiency of the system. 24 The range of SF and FF frequencies in this study was selected as a tradeoff between imaging time and, safety and hardware considerations.
The FF of the present coil system induced a lower electric field amplitude on the human body model compared to the selection field for the same frequency. Consequently, higher gradients could be achieved for the same trajectory density with the Radial trajectory compared to the other trajectories. However, the Radial trajectory required a higher trajectory density in terms of image quality compared to the Uniform Spiral, Flower, and Lissajous trajectories. The reconstructed image quality for the Radial trajectory at S = 16 is worse than the image quality of the Uniform Spiral trajectory with S = 12 in the case of ART reconstruction. Note that these trajectory densities allow nearly the same gradient amplitude (Table II) . Limitations on the PNS and reactive voltage for the Spiral and Uniform Spiral trajectories were similar, while the Uniform Spiral yielded better images. The maximum allowable gradient for the Flower trajectory was lower compared to the spiral trajectories for the same trajectory density also with a higher reactive voltage requirement. Lastly, the maximum allowable gradient was lowest for the Lissajous trajectory, and the required reactive voltage was about twice of the ones required for the other trajectories. However, this is specific to the present hardware in which a current with high-frequency components was needed for the FF as shown in Section 2.D.5. Normally, the Lissajous trajectory can be scanned using two FFs in the xand y-directions, and a high-frequency selection field as given in Table I . In this case, lower reactive voltage similar to the other trajectories is expected with a higher maximum allowable gradient.
In the case of ADMM reconstruction, all dots were resolvable at S = 16 for the Radial and Spiral trajectories, and at S = 8 for the other trajectories. For these trajectory densities, minimum imaging time for 1 T/m gradient was achieved with the Uniform Spiral trajectory (154 ms), followed by the Radial trajectory (238 ms). These results suggest the use of Uniform Spiral trajectory for minimum imaging time of a large FOV in terms of PNS limitations. On the other hand, the reactive power requirement was minimum for the Radial trajectory. For the systems in which FF induces lower electric field than the selection field, Radial trajectory may be preferred depending on the desired FOV, image resolution and imaging time.
The required reactive voltages were high especially for trajectories with a high-selection field frequency as a result of high inductance and current requirements to generate the desired gradient amplitude. Nevertheless, since standard sinusoidal excitation is used for the trajectories (except the Lissajous trajectory in the present configuration), capacitive compensation may be a solution. Although not taken into account in this study, eddy current losses should also be considered, which may be a limiting factor for the maximum SF and FF frequencies used in the system. Radial, Spiral, and Uniform Spiral trajectories are preferable in terms of eddy current losses, since either selection or FF frequency is low in their case. On the contrary, Flower and Lissajous trajectories require high frequencies for both SF and FF, and therefore, expected to suffer from higher eddy current losses. The simulation model for the induced electric field calculations in this study was a homogenous body. As the electric field induced inside the body depends on tissue inhomogeneity, nerve anatomy, and the size and shape of the body, realistic body models should be used taking these properties in to account to obtain more accurate results. 50 Nevertheless, the electric field calculations in this study served as a basis for trajectory comparison in terms of PNS limitations.
In this study, the SM frequency components below the noise level were truncated. However, we expect that dropping the least significant singular values of the SM with a singular value decomposition (SVD) would lead to improved imaging performance since the largest possible variance of the SM measurements is included in that case. 36 It is also worth noting that the total absolute sensitivities of the trajectories were very similar, except the Uniform Spiral and Lissajous trajectories that yielded a slightly higher (~1 dB) sensitivity.
Although X-space reconstruction is also possible, as the position and the angle of the FFL is known as a function of time, we used the SM reconstruction method in this study for its advantages eliminating the assumptions on FFL linearity and gradient uniformity in the standard projection (X-space) reconstruction and taking all nonidealities into account. Nevertheless, the SM calibration involves the measurement of an MNP sample at each voxel position inside the FOV, which may take many days. Hybrid system calibration approaches, 51 and compressive sensing techniques 52, 53 were proposed to decrease the calibration duration. Some trajectories may be more suitable than others for compressed sensing SM reconstruction, 54 which was out of the scope of this study. We used an open coil configuration in this study. Since the characteristics of the SF and FF would be similar, the results of the trajectory and trajectory density analyses in this study hold for any universal FFL scanner with similar gradient and FOV size. However, implementation of the coil system and the orientation of the FFL may differ from design to design, which may change the requirements on hardware and induced electric fields amplitudes. Nevertheless, highly similar induced field amplitudes were reported for a closed bore human-sized FFL scanner. 55 These comments also hold for mechanical scanners with similar magnetic field characteristics. The selection field can be a static field, which is rotated mechanically in that case. One of the main concerns in terms of hardware would be on the selection field frequency to rotate a large magnet system considering a human scale scanner. Therefore, the use of a low SF frequency may be preferred to minimize the requirements of the rotating system, which can be achieved with the Radial trajectory.
Here we analyzed the FFL trajectory in a 2D scheme. With the presented hardware, imaging plane can be shifted in the z-direction by feeding the upper and lower coils asymmetrically. 30 Therefore, slice by slice reconstruction is possible for all trajectories. A drive field to scan the FFL in the z-direction can be also be utilized to improve image resolution in the z-direction, which is a subject of the future studies.
Even though we used a 1 T/m gradient to resolve the dots with 3 mm size, higher resolution with larger gradients are possible with MPI. The results regarding the trajectory and trajectory density in this study can be readily extended for finer resolution systems. Nevertheless, a longer imaging duration would be required to cover the same FOV size to limit the induced electric fields below the nerve stimulation threshold.
CONCLUSION
Magnetic particle imaging (MPI) is a promising imaging technique with many applications in the clinic. Field free line (FFL) scanning MPI provides high sensitivity compared to FFP scanning MPI, which is important especially for a large field of view (FOV) coverage. The trajectory of FFL is an important design parameter affecting the frequencies involved in the system, which has a direct influence on the hardware requirements and imaging performance. Here, we analyzed Radial, Spiral, Uniform Spiral, Flower, and Lissajous trajectories for FFL scanning MPI for a large FOV using two different image reconstruction schemes: ART minimizing the l 2 -norm of the problem equation, and ADMM minimizing the l 1 -norm and total variation in the images.
Regardless of the reconstruction method, the Uniform Spiral trajectory showed the best imaging performance at the minimum scan time considering nerve stimulation limitations. On the other hand, the Radial trajectory allowed the use of higher trajectory densities for the same gradient level due to low FFL rotation frequency. Although it required a higher trajectory density to get the same image quality compared to the Uniform Spiral trajectory, the Radial trajectory may be an option especially if l 1 -norm and total variation priors are used in the reconstruction and/or the FOV is relatively small so that FF frequency can be increased without causing nerve stimulation. The Spiral trajectory did not possess any advantage over other trajectories. The Flower trajectory produced the best image quality at high-trajectory densities, but required a larger reactive voltage and imaging time. Since both SF and FF frequencies are high, low coil efficiency (due to eddy currents) would be another issue for this frequency. The Lissajous trajectory yielded similar image quality with the Uniform Spiral trajectory in the ADMM reconstruction case, but allowed a lower gradient level. In general, image reconstruction with ADMM resulted in higher resolution and contrast compared to ART reconstruction, decreasing the demand for trajectory density.
These results are informative for FFL scanning MPI system design. 
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Video S1. The movement of the FFL including both focus and drive fields for the Radial trajectory with trajectory density S = 12. Video S2. The movement of the FFL including both focus and drive fields for the Spiral trajectory with trajectory density S = 12. Video S3. The movement of the FFL including both focus and drive fields for the Uniform Spiral trajectory with trajectory density S = 12. Video S4. The movement of the FFL including both focus and drive fields for the Flower trajectory with trajectory density S = 12. Video S5. The movement of the FFL including both focus and drive fields for the Lissajous trajectory with trajectory density S = 12.
