Abstract: This paper deals with the conceptualization of Maxwell-Duffing theory to model photonic deflection sensor along with functionality, which is based on the phenomena of optical bi-and multistabilities. The sensing system is considered to be consisting of Kerr nonlinear material along with suitably positioned mirrors. The efficacy of the approach is emphasized through a series of numerical simulations, and the reliability of the system is discussed. Effects due to system memory and periodicity in the optical bistability threshold have been demonstrated. It has been found that the approach provides a powerful tool to study optical bistability in resonating structures, particularly for materials with large thirdorder nonlinearity and for operating frequencies near the natural resonance of the material.
Introduction
Investigators have reported varieties of application oriented optical sensors in the literature [1] - [4] . Among those, the use of optical bi-and multistabilities in sensing has been of great interest. Pivoted to this concept, photonic deflection sensing [5] - [6] techniques implementing a nonlinear FabryPerot (FP) resonator filled with third-order nonlinear medium have been on research frontline. The functionality of such sensors essentially relies on the ability of mirror(s) used in the resonator system to deflect light in response to an externally applied force. The deflection (or deviation) of mirror (due to the external force) from its original position results in a shift of the output signal, thereby determining the sensing capability of the system. Scientific basis of the involved nonlinear process can be modeled using theories in optics [7] - [9] . However, an alternative approach to model functionality and performance of the device can also be thought about. Within the context, the Maxwell-Duffing approach remains vital in modeling a special class of optical bistability, especially those of the intrinsic-type [10] and for highly nonlinear material [11] . This approach employs the Duffing anharmonic oscillator equation as a new constitutive relation instead of Taylor series expansion, as used in the usual approach. More explicitly, the usual approach employs the nonlinear polarization P to be expanded in terms of the electric field E using Taylor series, and the wave equation is solved for E as the dependent variable. In contrast, the Maxwell-Duffing approach implements the electric field of the wave equation to be expressed as a nonlinear function of the polarization P using the Duffing anharmonic equation, and the resulting nonlinear polarization equation is solved for P rather than E . The latter approach provides a powerful tool to study optical bistability in previously mentioned resonating structures for three reasons: i) It accounts for both the extrinsic and the intrinsic types of bistability while the usual approach accounts for the extrinsic type only. (The driving field in Maxwell-Duffing approach is treated as dependent on the material response, i.e., E ¼ E ðPÞ, as was first realized by Duffing in his work on the classical anharmonic oscillator [12] .) It must be noted that the extrinsic type of bistability results from the extrinsic feedback mechanism provided by the partially reflecting resonator mirror [13] - [16] , while the intrinsic type results from the non-unique feedback mechanism of molecules to the driving field in microscopic domain [17] , [18] . ii) For materials with large nonlinearity, or if the operating wavelength lies in the neighborhood of material resonance where the nonlinear material usually exhibits huge third order nonlinearity [19] , the usual constitutive relation becomes questionable since the undepleted wave approximation is clearly violated. iii) The approach does not require the exact nature of nonlinear susceptibility ð3Þ of material because nonlinearity of system is automatically contained in the induced polarization [20] - [21] .
In our proposed configuration, the Fabry-Perot resonator is filled with an insulating solid nonlinear crystal driven by an infrared laser source. However, the use of solid, instead of liquid, in a FabryPerot system provides higher durability and better stability. Furthermore, the use of infrared (IR) laser source together with an infrared active nonlinear crystal provides additional advantages such as, fast measurement as it propagates with the speed of light, and very small characteristic time constants of the measurement process. This infrared photonic sensor is strongly wavelength-dependent, and the highest detectivity is obtained when the operating frequency ! of the driving laser source lies within the natural resonance frequency ! 0 of the nonlinear medium. This is because the nonlinear response of material in this region becomes very large and resonant. Hence, such a proposed device becomes highly sensitive to changes in optical path length produced by the movable mirror, as well as to effective index variations of the resonator. In the present communication, we make an attempt to utilize the Maxwell-Duffing approach to investigate the functionality and reliability of photonic deflection sensor based on the phenomenon of optical bi-and multistabilities. A mathematical formulation is made of the resonating system followed by numerical simulations. Investigations in respect of performance and sensing capability of the device under consideration reveal that the system possesses memory effects through remembering previous deflections. In addition, the threshold value of optical bistability depicts a periodic pattern as a function of the applied deflection. The sensitivity of the device in response to the applied deflection is mainly discussed in this paper.
Mathematical Formulation

Field Inside the Nonlinear Medium
We consider a nonlinear dielectric material modeled as a system consisting of classical anharmonic oscillators, where each oscillator has mass m undergoing a damped motion when acted upon by a nonlinear restoring force and a periodic external force. The response of Kerr nonlinear medium to the EM waves may be described by the time t-dependent nonlinear Duffing equation of motion
In (1), Pðz; t Þ, and E ðz; t Þ are, respectively, the induced macroscopic polarization and the driving electric field. Also, À, and are damping, nonlinear and coupling constants, respectively. Furthermore, the term Àð@P=@t Þ represents the linear loss and ! 0 is the resonance frequency. Assuming both the driving field and the induced polarization are time-harmonic plane waves propagating along the z-direction, we can have
In (2) and (3), ! is the angular frequency of wave in the unbounded medium. Now, the substitution of (2) and (3) into (1) yields the time-independent Duffing nonlinear equation as
0 is a measure of reststrahlen width between longitudinal optical (LO) and transverse optical (TO) frequencies ! L and ! 0 . Equation (7) is an ordinary differential equation, which may be integrated numerically as an initial value problem, in order to evaluate the desired polarization. Fig. 1 illustrates the schematic diagram of sensor system consisting of four mediums 1, 2, 3, and 4 with their respective refractive index (RI) values as n 1 , n 2 , n 3 , and n 4 . In this figure, M 1 , M 2 and M 3 are the three mirrors, and L 1 and L 2 are the separations, as shown. Considering the propagation of EM waves along the þz-direction, fields in Kerr nonlinear medium 3 assume the forms as described by (4) and (5) . We consider EM fields in the mediums 1, 2, and 4 to be as
Sensor Analysis
where the suffixes indicate the situations in the respective mediums: In these equations, E 0 is electric field amplitude, and r and t are complex reflection and transmission coefficients, respectively. Also, a and b are, respectively, forward and backward coefficients in the medium 2. Moreover, the coefficients k 1 , k 2 , and k 4 are, respectively, the wavenumbers in mediums 1, 2, and 4. Now, the coefficients r and t can be evaluated by applying suitable boundary conditions for both electric and magnetic fields at each interface following the standard analysis in linear optics [22] .
However, the existence of mirrors at these boundaries modifies the continuity conditions to the following forms [11] , [20] , [23] as
In (15), (17), and (19), the parameter i ¼ Mi ð Mi À i!" 0 " Mi Þ represents mirror coefficient with the subscript i as the mirror number (e.g., M 1 , M 2 , and M 3 ). The coefficients M , M and " M are, respectively, conductivity, thickness, and dielectric permittivity of mirror materials.
In this paper, we may assume the second and the third resonator mirrors to be identical (i.e., 2 ¼ 3 ) while the movable mirror with coefficient 1 assumes different values. If we assume that the mirrors are made of perfect dielectric material with M ¼ 0, i reduces to the form i ¼ Ài!" 0 Mi " Mi . In such a case, wave propagates into the mirror material without attenuation, and the electric/ magnetic fields are in phase (as in free-space) but with " 0 replaced with " M ¼ " 0 " M . Such a coated mirror can be designed to meet the required reflectance at the optimized wavelength using various metallic or dielectric materials. Since i has no direct physical significance, the illustrative plots in this work are labeled with the parameter i and its equivalent power reflectivity R M , i.e., the reflectivity of a mirror placed at the boundary between two mediums under linear approximation (as will be explained in the following section). The substitution of (4), (5), and (8)- (13) into (14)- (19) yields the following algebraic equations: In (20)- (25), the quantities P 1 and P 2 and their derivatives are the polarization values at the boundaries z ¼ 0 and z ¼ L 2 , respectively; they are related through numerical integration, as will be explained in the Appendix. The different symbols have meanings as (20)- (23), we get expressions corresponding to the complex reflection coefficient r and the incident electric field intensity E 0 . Now, either (24) or (25) may be used to evaluate the complex transmission coefficient t . Furthermore, (24) and (25) may be solved to obtain the expression for polarization derivative dP 2 =dz at the last boundary ðz ¼ L 2 Þ. It can be shown that the expressions for r , E 0 , t and dP 2 =dz will ultimately have their forms as follows:
where " h
For convenience in numerical simulation, (7) and (26)-(29) may be cast into a dimensionless form. For this reason, we introduce new scaled variables as follows:
where the resonance frequency ! 0 of material gives a natural scaling for thickness or deflection, damping parameter and frequency. In a similar fashion, both the electric field incident amplitude E 0 and the polarization P are scaled using typical values E 0 and P 0 , respectively. The scaling values P 0 and E 0 are conveniently chosen for polarization and electric field based on the linear relationship P 0 ¼ " 0 E 0 in free-space. The scaling procedure and the implemented numerical strategy are summarized in the Appendix.
Results and Discussion
Dielectric Mirrors
We now make an attempt to draw a connection between the mirror coefficient and the equivalent value of the mirror reflectivity R M . In our system, it can be shown that for a mirror M placed at the boundary between the mediums i and j has reflectivity given as [24] 
where s is mirror parameter and ji is elementary linear coefficient between the mediums i and j. Due to the existence of mirror at the boundary [23] , ji and its complex conjugate are modified to the form
In our system, n 1 ¼ n 2 ¼ n 4 ¼ 1 (i.e., free-space). Further, the linear RI n 3 of nonlinear medium may be evaluated from the following formula corresponding to the multiple oscillator model for linear dielectric susceptibility [25] "
where " 0 ð!Þ and " 00 r ð!Þ are real and imaginary parts of linear dielectric function, respectively. The coefficient " stj is oscillator strength of the j resonance and the refractive index is given by Hz. This high value of linear RI is expected as the real part of linear dielectric function is high and positive in the region just below the resonance frequency. Fig. 2 illustrates the relationship between s and R M , as derived by using (31). For the first mirror M 1 , real and imaginary parts ð s1a ; s1b Þ are represented by red and black lines, respectively, while for M 2 ¼ M 3 mirrors, real and imaginary parts ð s2a ; s2b Þ are represented by blue and magenta lines, respectively. For the first mirror M 1 , we may choose a pure thin metallic sheet, which means that the desired reflectivity R M1 of the mirror is mapped with the values of s1a on the red curve. In this paper, we have chosen s1a ¼ 12, which corresponds to a reflectivity of R M1 ¼ 0:75. For Fabry-Perot mirrors ðM 2 ¼ M 3 Þ, we may consider a pure dielectric coating which means that the desired reflectivity of these mirrors R M2 ¼ R M3 is mapped with s2b values on the magenta curve. For these mirrors we have chosen s2b ¼ 25, which corresponds to the reflectivity value R M2 ¼ R M3 ¼ 0:94.
Material Aspects
Even though the current Maxwell-Duffing approach is valid for any ionic crystal in the far-infrared region, it is rather appropriate to use input parameters for specific material. The scaling value for electric field is conveniently chosen to be E 0 ¼ 10 7 V/mVthe minimum value required to invoke the nonlinear response in these materials [8] . To determine the value of scaling polarization P 0 , we use the relationship P 0 ¼ " 0 E 0 in free space, i.e., P 0 ¼ 10
0 , we first evaluate plasma frequency from the formula
12 Hz, and eventually we obtain w 2 ¼ 0:0396 for bulk MgO crystal. In this case, the scaled coupling parameter s ¼ E 0 =! 12 Hz, which yields a scaled damping value g ¼ À=! 0 ¼ 0004926. Finally, the nonlinear coefficient is estimated from the following equation for Kerr nonlinearity [27] :
where the third-order nonlinear dielectric susceptibility ð3Þ may be estimated from the classical anharmonic oscillator equation [28] 
In (35), N is the number density of bounded electrons, b is the nonlinear coefficient that characterizes the strength of nonlinearity, and e and m are, respectively, the charge and mass of electron. To estimate the value of 
The dimensional value of incident electric field amplitude E 0 in V/m is obtained by multiplying the scaled value E s by E 0 ¼ 10 7 V/m, and so on.
Sensor Performance
The mathematical formulation explained in the previous section indicates that bistability in both reflectance and transmittance is basically a manifestation of bistability in polarization itself. Following the numerical procedure explained in Appendix, Fig. 3(a) presents the plot of polarization P b at the output boundary against the absolute value of the incident electric field amplitude jE s j corresponding to different values of deflection, i.e., l 1 . We observe that the system imposes a typical bistable behavior on the output light. The unique feature of these plots is that, for each value of deflection, there exists a unique threshold value of optical bistability. For example, at zero deflection [black curve in Fig. 3(a) ], we notice the threshold value to occur at jE s j ¼ 177 ðjE 0 j ¼ 177 Â 10 7 V/mÞ. With an increase of deflection to l 1 ¼ 0:2 ðL 1 ¼ 4:926 mÞ, the red curve in Fig. 3 (a) Fig. 2 . Plot of complex mirror coefficients against the equivalent mirror reflectivity R M ; the real part a corresponds to a pure metallic mirror, while the imaginary part b corresponds to a pure dielectric mirror. Mirror 1 is assumed to be metallic with sa1 ¼ 12 and corresponds to a 75% reflectivity, while mirrors 2 and 3 are assumed to be identical pair of pure dielectrics with sb2 ¼ 25 and correspond to 94% reflectivity. appears with the threshold value of jE s j ¼ 527 ðjE 0 j ¼ 527 Â 10 7 V/mÞ. Corresponding to a further increase of deflection to l 1 ¼ 0:4 ðL 1 ¼ 9:852 mÞ, the blue curve in Fig. 3(a) determines a threshold value of jE s j ¼ 931:5 ðjE 0 j ¼ 931:5 Â 10 7 V/mÞ, and so on. Thus, it is evident that the system offers a unique threshold value for each value of applied deflection, as predicted in Refs. [5] , [6] . Another feature of these curves is that the range of nonlinearity also changes in response to the change in applied deflection. For example, at a deflection of l 1 ¼ 0:6 ðL 1 ¼ 14:778 mÞ [purple curve in Fig. 3(a) ], the nonlinear range extends from jE s j ¼ 793:7 to jE s j ¼ 1310 (jE 0 j ¼ 7:937 Â 10 9 to 13:10 Â 10 9 V/m); if the deflection increases to l 1 ¼ 1 ðL 1 ¼ 24:6 mÞ [brown curve in Fig. 3(a) ], the nonlinearity goes from jE s j ¼ 1163 to jE s j ¼ 1910 (jE 0 j ¼ 11:63 Â 10 9 to 19:1 Â 10 9 V/m). The system is then simulated over a long range of deflection. In principle, we observe that the bistability assumes some periodic pattern as a function of the applied deflection, as shown in Fig. 3(b) , and (c) depicts periodic behavior of the threshold value jE th j of optical bistability. The periodicity in Fig. 3(c) shows that, for a specific range of deflection, say from l 1 ¼ 0 to l 1 ffi 1:5 (L 1 ¼ 0 to L 1 ffi 36:95 m), the threshold value of optical bistability increases with the increase in applied deflection. In this range, the system exhibits a unique threshold value for each value of deflection, as explained above. If the deflection increases further, i.e., in the range from l 1 ffi 1:5 to l 1 ffi 3:0 (corresponding to L 1 ¼ 36:95 m to 73.89 m), we observe that the threshold values of system decreases (upon increasing the deflection). In the range from l 1 ffi 3:0 to l 1 ffi 4:7 (corresponding to L 1 ffi 73:89 m to 115.76 m), threshold values increase again upon increasing the applied deflection, and so on. The above analysis indicates that the system works well within a specific range of deflection. For system design chosen in our simulation, the optimum range lies around L 1 % 100m. In considerably higher ranges than this, the possibility increases of having a similar bistable response and threshold values, affecting thereby the sensitivity of sensor. The periodicity in bistable behavior appears in the transmittance T as well as when observed as a function of applied deflection [see Fig. 3(d) ]. This is very much expected as the bistability in both reflectance R and transmittance T is just a manifestations of bistability in polarization itself, as indicated in (A.4) and (A.5) in the Appendix.
In the case of relatively large thickness values of nonlinear medium, the system exhibits multistable behavior [see Fig. 4(a) ]. For example, in the case when there is no deflection ðl 1 ¼ 0Þ, only one line curve (black curve) exists with three different threshold points. The first threshold value (point a) occurs at jE s j ¼ 382 ðjE 0 j ¼ 382 Â 10 7 V/mÞ while the second (point b) and the third (point c) threshold values occur at jE s j ¼ 690 ðjE 0 j ¼ 690 Â 10 7 V/mÞ and jE s j ¼ 1508 ðjE 0 j ¼ 1508Â 10 7 V/mÞ, respectively. When the deflection is induced to l 1 ¼ À0:2, the red curve appears with a new set of threshold values (points d , e and f ). In this case, both the black and the red curves present illustrative threshold points a, b, c, d , e, and f . Alternatively, if further deflection is induced up to l 1 ¼ À0:4, the system threshold jumps to points g, h and i on the blue curve. If the deflection vanishes, the output remains at the last three points; the patterns of curves can be well understoodVthe kind that will continue if further deflection is induced into the system.
In addition to the idea of memorizing a previous deflection, threshold values do not always increase as a function of deflection, but rather moves back and forth. In general, we have simulated the system from zero deflection up to a value of l 1 ¼ 12 [see Fig. 4(b) ], and found that the system still depicts the same periodic pattern as a function of deflection even in the case of multistability. This is attributed to the constructive and destructive interference occurring in the first resonator. That is, when the deflection occurs, the thickness of the first resonator changes, which may lead to either a constructive or destructive interference. In the case of constructive interference, the input signal from the first resonator increases. On the other hand, in the case of destructive interference, the output intensity from the first resonator remains the minimum. If the difference between the phases remains intermediate between these two extremes, the magnitude of input signal lies between the minimum and the maximum values.
Conclusion
The functionality and performance of a photonic deflection sensor is investigated using MaxwellDuffing approach that implements the electric field of wave equation to be expressed as a nonlinear function of polarization using the Duffing anharmonic equation, and the resulting nonlinear polarization equation is solved across the nonlinear medium. Expressions for both reflectance and transmittance are obtained as functions of the nonlinear polarization and other material parameters. Results reveal that the system assumes a new threshold value in response to each applied deflection. Also, the system offers a memory effect through remembering the previous applied deflection. In addition, the threshold value of optical bistability depicts a periodic pattern as a function of applied deflection. Such a periodicity can be understood in the view of constructive and destructive interference in the first resonator due to the varying resonator thickness. This, in turn, changes the input intensity of the second resonator as a result of the applied deflection, and eventually changes the output optical bistability. The periodicity in bistability threshold suggests the efficacy of the system to lie within a range of deflection from zero to 1.5 times of the operating wavelength. If the deflection increases to multiple values of operating wavelength, the possibility of the system to repeat the same threshold values increases. 
