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2. Tvegana vrednost portfelja 5
2.1. Banke in regulatorni kapital 6
3. Ekstremi in vrstilne statistike 7
3.1. Minimum in maksimum 7
3.2. Vrstilne statistike 8
3.3. Primeri 10
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Vrstilne statistike in tvegana vrednost
Povzetek
V delu diplomskega seminarja smo rešili nalogo, s katero se srečujejo vse banke: kako
določiti količino kapitala, ki ga imamo v rezervi in ki služi preprečevanju nesolven-
tnosti, da bomo zavarovani pred morebitnimi nepričakovanimi izgubami. Določitev
regulatornega kapitala, kot ga imenujemo, je odvisna od predpisane stopnje tve-
ganja, ki jo določi regulator bančnega trga. Naša naloga je, da določimo delež
vrednosti portfelja, ki ga moramo držati v rezervi. To je pomembna naloga, saj pri
podcenitvi le-tega tvegamo nesolvetnost ali kazen regulatorja, pri njegovi precenitvi
pa nastanejo neželeni oportunitetni stroški. V delu diplomskega seminarja smo po-
trebno vǐsino regulatornega kapitala ocenjevali z vrstilnimi statistikami. Analitično
in s pomočjo simulacije smo primerjali štiri različne cenilke. Za izhodǐsče smo vedno
vzeli zadnjih 250 zaporednih dnevnih logaritemskih donosov portfelja. Cenilke smo
izbrali preko teorije vrstilnih statistik. Za ocenjevanje vǐsine regulatornega kapitala
pri 99% stopnji tveganja smo kot potencialne cenilke videli drugo vrstilno stati-
stiko, tretjo vrstilno statistiko, njuno povprečje ter drugo vrstilno statistiko, kjer
smo vzorec zmanǰsali na zadnjih 200 dnevnih logaritemskih donosov. Po izvedeni
simulaciji smo zaključili, da sta med štirimi cenilkami nepristranski povprečje med
drugo in tretjo vrstilno statistiko na celem vzorcu in druga vrstilna statistika na
zmanǰsanem vzorcu, vendar ima slednja večji standardni odklon. Kot najbolǰso ce-
nilko zato razglasimo povprečje med drugo in tretjo vrstilno statistiko. Poleg tega
smo ugotovili, da cenilke ocenjujejo podobno ne glede na porazdelitev logaritemskih
donosov portfelja, kar je dobrodošlo spoznanje za uporabo opisanih cenilk v praksi.
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Order statistics and value at risk
Abstract
In this diploma thesis, we tackled the task that all banks face. How to determine
the amount of capital they must hold in reserve to prevent insolvency and provide
insurance against possible unexpected losses. The amount of regulatory capital, as
we call it, depends on the level of risk set by the banking market regulator. Our task
was then to calculate the proportion of the portfolio value that we need to hold in
reserve. This is an important task as underestimating regulatory capital increases
the risk of insolvency or punishment by the regulator. On the other hand, overesti-
mating the capital leads to undesirable opportunity costs. In this diploma thesis,
we used order statistics to estimate regulatory capital. We compared four different
estimators analytically and using simulations. All estimators were supported by the
theory of order statistics and based on the last 250 daily logarithmic returns of the
portfolio. To estimate the regulatory capital corresponding to the 99% risk level,
possible estimators are the second and third order statistics, their average, and the
second order statistic based on the reduced sample of the last 200 daily logarithmic
returns. Using simulations, we concluded that the average between the second and
third order statistics and the second order statistic on the reduced sample are un-
biased estimators, and the latter has a larger standard deviation. Therefore, the
best estimator is the average between the second and third order statistics. We
also found that the performance of the estimators is independent of the logarithmic
returns distribution, which further supports the use of these estimators in practice.
Math. Subj. Class. (2010): 91B30, 62F10, 62G30
Keywords: value at risk, order statistic, regulatory capital
1. Uvod
Bančni sektor je v današnjem družbeno-gospodarskem sistemu nepogrešljiv. Nje-
govi glavni nalogi sta hramba denarja in omogočanje prenosa denarja med udeleženci
v bančnem sistemu. Ker bančni sistem ti dve storitvi neprestano zagotavlja, se je
lahko svetovna trgovina razvila v mnogo večjem obsegu kot kadarkoli prej v zgodo-
vini. Rast trgovine je povečala potrebe na trgih in tako prispevala k nadaljnjemu
razvoju posameznih proizvajalcev (sistem povpraševanja in ponudbe). Ti so zato
povečali svoje proizvodne obrate, kar je znižalo stopnjo brezposelnosti. Z vǐsanjem
stopnje zaposlenosti in dvigovanjem plač so gospodinjstva tako služila več in so
z dodatnim premoženjem še bolj spodbudila potrošnjo in to spet trgovino. Torej
ne pretiravamo, če rečemo, da sta bančni sistem in predvsem njegova zanesljivost
ključno pripomogla k blaginji človeštva na svetovnem nivoju. Vrnimo se nazaj k
bančnem sistemu. Naloga hrambe denarja se slǐsi lahka, pa vendar stvar ni tako
enostavna. Hramba denarja ne pomeni le držanje le-tega v sefu, temveč tudi varno
investiranje zaupanih sredstev. Investiranje in posledično izkupiček bank je močno
povezan z gibanji na trgih. Kadar gre trgu na splošno dobro, ni težko zaupati ban-
kam, da bodo lahko vrnile zaupani denar. Povsem drugače pa je v časih recesije,
ko imajo lahko posamezne banke tudi izgubo. Kaj nam torej takrat zagotavlja, da
bomo lahko dobili svoja sredstva povrnjena?
Na tem mestu pride na vrsto regulator bančnega sistema, ki z raznimi predpisi
zagotavlja, da so banke sposobne povrniti zaupana sredstva. V mnogih državah je
področje bančnǐstva urejeno s tako imenovano stopnjo regulatornega kapitala. To je
delež kapitala (banke), ki ga mora banka vseskozi držati v svoji posesti in s čimer
pomirja trg pred svojo nesolventnostjo. Regulator na državni ravni predpǐse nje-
govo stopnjo, naloga banke pa je v nominalni vrednosti izračunati, koliko denarja
mora držati. To še zdaleč ni lahka naloga. Če ima banka premalo regulatornega
kapitala, je lahko kaznovana s strani regulatorja ali pa doseže nesolventnost. Če ima
po drugi strani tega kapitala preveč, težko dosega donose, ki jih zahtevajo lastniki.
V nadaljevanju se bomo posvetili enemu od načinov, kako bi lahko banke določale
svoj regulatorni kapital, ter ocenili, kako uporabna je ta metoda določanja.
V prvem delu bomo obrazložili in definirali tvegano vrednost, regulatorni kapital
in vrstilne statistike ter navedli dva preprosta primera za bolǰse razumevanje. Nato
se bomo lotili ocenjevanja tvegane vrednosti. Najprej preko teoretičnih izpeljav in
matematičnih formul, ki sledijo iz teorije vrstilnih statistik, nato pa še preko mo-
deliranja različnih vrst portfelja v programskem jeziku R. S temi rezultati bomo
ovrednotili naše teoretične izračune.
2. Tvegana vrednost portfelja
Pri investiranju je dobiček, ki ga ustvarimo s sestavljenim portfeljem, negotov.
Modeliramo ga lahko s slučajno spremenljivko. Naj bo X zvezna slučajna spre-
menljivka, ki predstavlja dobiček izbranega portfelja in lahko zavzame tudi nega-
tivne vrednosti. Zanima nas, za katero vrednost α bi veljalo, da je integral gostote
slučajne spremenljivke do vrednosti α enak 1% celotne verjetnosti. Da dobimo
takšno vrednost α, moramo poznati porazdelitveno funkcijo slučajne spremenljivke
X, označimo jo s FX . Vrednost α je enaka:
α = F−1X (0,01).
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S tvegano verjetnostjo želimo postaviti trditve oblike: Verjetnost, da v obdobju [0, T ]
ne bomo izgubili več kot |α|, je vsaj 99%. Na sliki 1 je grafični prikaz dobljene vre-
dnosti α, levo od katere je 1% celotne verjetnosti. To vrednost potem definiramo kot
99% tvegano vrednost portfelja (angl. value at risk, okraǰsava VaR) [1]. Namesto
pri 99% bi lahko opazovali VaR tudi pri kakšni drugi stopnji tveganja (angl. VaR
level).
Slika 1. Graf prikazuje funkcijo gostote dobička portfelja. Z ze-
leno obarvano območje predstavlja 1% ploščine pod krivuljo. Desno
krajǐsče zelenega območja določa 99% tvegano vrednost.
Definicija 2.1. Naj bo dobiček portfelja zvezna slučajna spremenljivka X. 99%
tvegana vrednost (VaR) portfelja je tisto število α, za katerega velja P (X ≤ α) =
0,01. Verjetnosti 99% rečemo stopnja tveganja.
2.1. Banke in regulatorni kapital. Regulatorni kapital je količina kapitala, ki
ga mora imeti banka ali druga finančna inštitucija na voljo, da pokrije morebitne
izgube. Določi se ga tako, da je verjetnost, da bo izguba večja od njegove vrednosti,
manǰsa od fiksne vrednosti, običajno 1%. V bančnih sistemih po svetu država ali
centralna banka določi, kakšna mora biti ta verjetnost, banka pa nato sama izračuna
vǐsino regulatornega kapitala. Ta kapital daje poroštvo vlagateljem, da bo njihovo
premoženje na varnem. Količino regulatornega kapitala izračunamo s pomočjo tve-
gane vrednosti. V tem delu bomo računali 99% tvegano vrednost.
Bolj kot nominalne vrednosti portfelja nas zanimajo dnevni donosi, ki jih ta
prinaša. Vsakršen nominalni dnevni dobiček ali izgubo je mogoče enolično pred-
staviti v obliki donosa z odstotki. Vpeljimo oznako Si za vrednost portfelja na i-ti
dan. Opazovali bomo logaritemske dnevne donose, ki jih bomo računali po naslednji
formuli:
Xi = ln(Si)− ln(Si−1).
Te bomo uporabili pri računanju dnevne tvegane vrednosti portfelja. Dnevni lo-
garitemski donosi so izraženi v odstotkih. Tvegana vrednost α bo tako vrednost,
ki jo bomo spet izrazili v odstotkih. Pogosto je ta vrednost negativna in dejansko
predstavlja odstotno izgubo v vǐsini |α|. Če je slučajna spremenljivka Xi skoraj
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zagotovo pozitivna, je tvegana vrednost lahko tudi pozitivna. V tem primeru lahko
postavimo trditev: Verjetnost, da v naslednjem dnevu zaslužimo več kot α, je vsaj
99%.
Za izračun tvegane vrednosti pogosto uporabljamo zgodovinsko ali Monte Carlo
simulacijo [1]. Monte Carlo simulacija deluje na principu kvazislučajnosti. Metode
in algoritmi, ki jo uporabljajo, s pomočjo kvazislučajnih števil in velikega števila
ponovitev omogočajo predvidevanje obnašanja zapletenih matematičnih sistemov.
V našem primeru jo bomo uporabili za to, da preverimo ustreznost različnih ocen
tvegane vrednosti na različnih portfeljih. Pri zgodovinski simulaciji ocenjujemo
prihodnjo tvegano vrednost s pomočjo preteklih vrednosti logaritemskih dnevnih
donosov. Če bi imeli podatke o logaritemskih dnevnih donosih za zadnjih 100 dni,
bi se zdelo smiselno za oceno za 99% VaR vzeti najnižjo vrednost tega nabora. Tako
je zato, ker bi radi izmed podatkov izbrali tistega, od katerega bo manǰsih ali enakih
le 1% vseh podatkov iz nabora. V nadaljevanju bomo uporabljali podatke o loga-
ritemskih donosih za preteklo leto, kar je 250 meddnevnih vrednosti portfelja. Tu
vsak podatek predstavlja 100%
250 podatkov
= 0,4% vseh podatkov. Za 99% VaR bi morali
vzeti tako število, da je manǰsih ali enakih od njega 1% vseh podatkov, torej 2,5.
najmanǰso vrednost. Ker pa ta ne obstaja, bomo kot približke primerjali drugo in
tretjo najmanǰso vrednost nabora. Preverili bomo tudi ustreznost uporabe njunega
povprečja.
Težava zgodovinske simulacije je, da v zaporednih dnevnih izračunih VaR upora-
bimo skoraj iste podatke. Le en (najstareǰsi) podatek izpustimo in dodamo enega
novega, ocena vrednosti VaR pa se spremeni le, če je vsaj en od omenjenih podat-
kov med najmanǰsimi v naboru. Če torej včeraǰsnja ocena precej odstopa od realne
vrednosti, bo to verjetno veljalo tudi za današnjo. Pri tem še privzamemo, da je
naš nabor sestavljen iz neodvisnih enako porazdeljenih spremenljivk, med katerimi
imajo vse enako možnost, da prispevajo k določanju vrednosti VaR. To v praksi
ni vedno res, saj današnja tržna vrednost portfelja v nekaterih primerih vpliva na
jutrǐsnjo. Npr. če ima trg danes veliko izgubo, lahko to pomeni začetek recesije,
zato vlagatelji naslednji dan vlagajo precej bolj previdno.
3. Ekstremi in vrstilne statistike
3.1. Minimum in maksimum. Kot smo videli v preǰsnjem razdelku, nas bo zani-
malo, kako je porazdeljenih prvih nekaj najmanǰsih podatkov iz nabora. Predposta-
vimo, da naši podatki predstavljajo neodvisne realizacije slučajne spremenljivke. Po
velikosti urejen končni nabor neodvisnih in enako porazdeljenih slučajnih spremen-
ljivk se imenuje vrstilne statistike. Najbolj preprosti sta minimum in maksimum.
Ta razdelek je povzet po knjigi [3].
Privzemimo, da imamo n neodvisnih in enako porazdeljenih zveznih slučajnih
spremenljivk:
X1, X2, . . . , Xn.
Njihovo porazdelitveno funkcijo bomo označevali s FX in njihovo gostoto s fX . De-
finirajmo sedaj slučajni spremenljivki U , ki predstavlja največjo doseženo vrednost
vseh Xi, in V kot njihov minimum. Njuni porazdelitveni funkciji lahko izluščimo s
pomočjo preprostega trika. Za maksimum U vemo, da velja U ≤ u natanko tedaj,
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ko velja Xi ≤ u za vsak i. Torej mora zaradi neodvisnosti Xi veljati:
P (U ≤ u) = P (X1 ≤ u) · P (X2 ≤ u) · · ·P (Xn ≤ u),
iz česar preberemo porazdelitveno funkcijo spremenljivke U ter z njenim odvajanjem
dobimo še njeno gostoto:
FU(u) = FX1(u) · FX2(u) · · ·FXn(u),
FU(u) = (FX(u))
n ,
fU(u) = nfX(u) (FX(u))
n−1 .
Podobno razmislimo tudi pri V , kjer V > v velja natanko takrat, ko velja Xi > v
za vsak i. Torej velja:
1− FV (v) = (1− FX1(v)) · (1− FX2(v)) · · · (1− FXn(v)) ,
FV (v) = 1− (1− FX(v))n .
Z odvajanjem dobimo še gostoto za V :
fV (v) = nfX(v) (1− FX(v))n−1 .
Poizkusimo izpeljati formuli za fU(u) in fV (v) še drugače. Uporabimo diferenciale,
ki nam bodo kasneje pomagali tudi pri ostalih vrstilnih statistikah. Pri iskanju fU(u)
opazimo, da za zvezno slučajno spremenljivko U velja u ≤ U ≤ u+ du, če ena od n
spremenljivk Xi leži znotraj intervala [u, u+du], ostalih n−1 pa se nahaja levo od u.
Verjetnost tega dogodka je (FX(u))
n−1 fX(u)du. Ker obstaja n različnih možnosti
izbire spremenljivke Xi, ki je na intervalu [u, u + du], za gostoto spremenljivke U
velja
fU(u) = nfX(u) (FX(u))
n−1 .
Premislimo še možnost, da leži znotraj intervala [u, u+ du] več spremenljivk Xi. To
je mogoče le v primeru, da velja Xi = Xj za i ̸= j. V nasprotnem lahko za vsako še
tako majhno razliko spremenljivk interval du vzamemo manǰsi od te razlike. Ker so
Xi zvezne slučajne spremenljivke, je verjetnost, da sta vrednosti spremenljivk enaki,
enaka nič, zato zgornja formula velja.
Pri iskanju fV (v) mora podobno kot zgoraj veljati, da ena od spremenljivk Xi
leži znotraj intervala [v, v + dv] vse preostale pa morajo ležati desno od v + dv.
Verjetnost tega dogodka je enaka fV (v) = fX(v)dv (1− FX(v))n−1. Ker imamo
za slučajno spremenljivko, ki bo znotraj intervala [v, v + dv], na voljo n različnih
možnosti, je gostota slučajne spremenljivke V enaka
fV (v) = nfX(v) (1− FX(v))n−1 .
3.2. Vrstilne statistike. Ta razdelek je povzet po članku [1] in knjigi [3]. Ponovno
privzemimo, da so X1, X2, . . . , Xn neodvisne in enako porazdeljene zvezne slučajne
spremenljivke s porazdelitveno funkcijo FX in z gostoto fX .
Definicija 3.1. Vrstilne statistike X(1) ≤ X(2) ≤ · · · ≤ X(n) slučajnega vzorca
X1, X2, . . . , Xn definiramo induktivno:
X(1) = min({X1, X2, . . . , Xn}),
X(2) = min({X1, X2, . . . , Xn} \ {X(1)}),
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...
X(k) = min({X1, X2, . . . , Xn} \ {X(j) : j < k}),
...
X(n−1) = min({X1, X2, . . . , Xn} \ {X(j) : j < n− 1}),
X(n) = max({X1, X2, . . . , Xn}).
Dokažemo lahko naslednjo trditev.
Trditev 3.2. Gostota verjetnosti k-te vrstilne statistike X(k) je enaka
fX(k)(x) =
n!
(k − 1)!(n− k)!
fX(x) (FX(x))
k−1 (1− FX(x))n−k . (1)
Dokaz. Za dokaz uporabimo diferenciale. Dogodek, da k-ta vrstilna statistika X(k)
leži znotraj intervala [x, x+dx], se zgodi, če je k−1 spremenljivk manǰsih od x, ena
izmed spremenljivk je znotraj intervala [x, x+ dx], ostalih n− k spremenljivk pa je
večjih od x+ dx. Verjetnost tega dogodka je enaka
fX(x)dx (FX(x))
k−1 (1− FX(x))n−k .
Vseh možnih permutacij spremenljivk Xi je n!, vendar med seboj ne ločimo tistih,
ki imajo isti nabor k− 1 spremenljivk pred intervalom [x, x+ dx] in isti nabor n− k
spremenljivk za tem intervalom. Spremenljivke, ki imajo vrednost manǰso od x
oziroma večjo od x+ dx lahko torej izberemo na
n!
(k − 1)!1!(n− k)!
=
n!






načinov, od koder potem sledi zgornja trditev. □
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k!(n−k)! . Sedaj obe strani inte-
griramo na intervalu (−∞, t], da dobimo
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Leva stran je očitna, na desni strani pa v integral vpeljemo novo spremenljivko






































k (1− FX(t))n−k .
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3.3. Primeri. Opisali bomo vrstilne statistike za primera, ko so neodvisne spre-
menljivke X1, X2, . . . , Xn porazdeljene zvezno enakomerno ali eksponentno.
3.3.1. Enakomerna porazdelitev. Predpostavimo, da so slučajne spremenljivke Xi
neodvisne in porazdeljene enakomerno na intervalu [0, 1], ter recimo, da je n = 4.
Potem sta porazdelitvena funkcija in gostota spremenljivk Xi oblike:
fX(x) =
{︃




⎧⎨⎩ 0 : x ≤ 0x : 0 < x < 11 : x ≥ 1 .
Z uporabo enačb (1) in (2) za posamezne vrstilne statistike za x ∈ [0, 1] dobimo:
Prva vrstilna statistika:
Za x ∈ [0, 1] velja fX(1)(x) =
4!
0!1!3!
1(x)0(1− x)3 = 4(1− x)3, zato je
fX(1)(x) =
{︃






























⎧⎨⎩ 0 : x ≤ 0x4 : 0 < x < 11 : x ≥ 1 .
Porazdelitvene funkcije in gostote zgornjih vrstilnih statistik so z grafi prikazane na
sliki 2.
Slika 2. Porazdelitvene funkcije in gostote vrstilnih statistik za ne-
odvisne in zvezno enakomerno porazdeljene spremenljivke.
Dobljene vrstilne statistike imajo znane porazdelitve. Na tem mestu bomo uvedli
beta in gama funkciji, s pomočjo katerih bomo opisali porazdelitev vrstilnih statistik
neodvisnih in zvezno enakomerno porazdeljenih slučajnih spremenljivk.
Definicija 3.4. Beta in gama funkciji sta funkciji, definirani z integralom. Beta




tx−1(1− t)y−1dt, za x > 0 in y > 0,




tx−1e−tdt, za x > 0.





pri čemer za n ∈ N velja Γ(n) = (n − 1)!. Podrobneǰse informacije lahko bralec
najde na spletnih straneh [4] in [5].
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Definicija 3.5. Porazdelitev beta je zvezna verjetnostna porazdelitev, ki je defini-
rana na intervalu [0, 1]. Porazdelitev ima dva parametra, ki določata njeno obliko.




, za x ∈ [0, 1],
porazdelitvena funkcija pa z





tα−1(1− t)β−1dt, za 0 ≤ x ≤ 1.
Kaj opazimo v primeru, ko so slučajne spremenljivke porazdeljene neodvisno ena-
komerno na intervalu [0, 1]? Vrstilne statistike X(k) so porazdeljene z beta porazde-
litvijo s parametroma α = k in β = n − k + 1. To lahko takoj izpeljemo iz enačbe









Vemo, da je porazdelitvena funkcija FX(x) za x ∈ [0, 1] oblike FX(x) = x, in seveda
















. Res pri pogoju, da sta k in n naravni števili, velja
1
B(k, n− k + 1)
=
Γ(n+ 1)
Γ(k)Γ(n− k + 1)
=
n!







Poizkušajmo sedaj večati n. Poglejmo, kaj se dogaja s porazdelitvama prve in
zadnje vrstilne statistike (minimuma in maksimuma). Za x iz intervala [0, 1] velja
n = 2, fX(1)(x) = 2(1− x)
1 ⇒ FX(1)(x) = 1− (1− x)
2,
fX(2)(x) = 2x
1 ⇒ FX(2)(x) = x
2,
n = 3, fX(1)(x) = 3(1− x)
2 ⇒ FX(1)(x) = 1− (1− x)
3,
fX(3)(x) = 3x
2 ⇒ FX(3)(x) = x
3,
n = 4, fX(1)(x) = 4(1− x)
3 ⇒ FX(1)(x) = 1− (1− x)
4,
fX(4)(x) = 4x
3 ⇒ FX(4)(x) = x
4,
...
n = k, fX(1)(x) = k(1− x)
k−1 ⇒ FX(1)(x) = 1− (1− x)
k,
fX(k)(x) = kx
k−1 ⇒ FX(k)(x) = x
k.





0 : x ≤ 0






0 : x < 1
1 : x ≥ 1 .
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Prvi dobljeni izraz ni porazdelitvena funkcija, drugi pa je porazdelitvena funkcija
slučajne spremenljivke, ki z verjetnostjo 1 zavzame vrednost 1. Grafični prikaz
spreminjanja gostot prve in zadnje vrstilne statistike je prikazan na sliki 3.
Slika 3. Gostote prve in zadnje vrstilne statistike za različno število
neodvisnih in zvezno enakomerno porazdeljenih slučajnih spremen-
ljivk.
3.3.2. Eksponentna porazdelitev. Podobno poglejmo še primer, ko so neodvisne slu-
čajne spremenljivke X1, . . . , Xn porazdeljene eksponentno s parametrom λ > 0.




λe−λx : x ≥ 0




1− e−λx : x ≥ 0
0 : x < 0
.
Ponovno določimo vse porazdelitve vrstilnih statistik, če je n = 4. Dobimo naslednje.
Prva vrstilna statistika:
Za x ≥ 0 velja fX(1)(x) =
4!
0!1!3!
λe−λx(1− e−λx)0(1− (1− e−λx))3, zato je
fX(1)(x) =
{︃
4λe−4λx : x ≥ 0




1− e−4λx : x ≥ 0





12λ(1− e−λx)1e−3λx : x ≥ 0




1− e−3λx(4− 3e−λx) : x ≥ 0






12λ(1− e−λx)2e−2λx : x ≥ 0




1− e−2λx(6− 8e−λx + 3e−2λx) : x ≥ 0





4λ(1− e−λx)3e−λx : x ≥ 0




1− e−λx(4− 6e−λx + 4e−2λx − e−3λx) : x ≥ 0
0 : x < 0
.
Porazdelitvene funkcije in gostote zgornjih vrstilnih statistik prikažemo še grafično
na sliki 4.
Slika 4. Porazdelitvene funkcije in gostote vrstilnih statistik za ne-
odvisne in eksponentno porazdeljene spremenljivke.
Poizkušajmo sedaj večati n. Poglejmo, kaj se dogaja s porazdelitvama prve in
zadnje vrstilne statistike (minimum in maksimum). Za x ≥ 0 velja:
n = 2
fX(1)(x) = 2λe
−2λx ⇒ FX(1)(x) = 1− e
−2λx,
fX(2)(x) = 2λe




−3λx ⇒ FX(1)(x) = 1− e
−3λx,
fX(3)(x) = 3λe
−λx(1− e−λx)2 ⇒ FX(3)(x) = 1− e
−λx(3− 3e−λx + e−3λx).
n = 4
fX(1)(x) = 4λe
−4λx ⇒ FX(1)(x) = 1− e
−4λx,
fX(4)(x) = 4λe
−λx(1− e−λx)3 ⇒ FX(4)(x) = 1− e





−kλx ⇒ FX(1)(x) = 1− e
−kλx,
fX(k)(x) = kλe
−λx(1− e−λx)k−1 ⇒ FX(k)(x) = [1− e
−λx]k.





0 : x ≤ 0




FX(n)(x) = 0 za x ∈ R.
Pri tem povejmo, da noben od zgornjih dveh predpisov ni porazdelitvena funkcija.
Grafični prikaz spreminjanja gostot in porazdelitvenih funkcij eksponentno poraz-
deljenih vrstilnih statistik vidimo na sliki 5.
Slika 5. Gostote prve in zadnje vrstilne statistike za različno število
neodvisnih in enako porazdeljenih eksponentnih spremenljivk.
3.4. Porazdelitev slučajnega vektorja (V, U). Podrazdelek je povzet po [3].
Izračunamo lahko tudi skupno porazdelitveno funkcijo slučajnega vektorja (V, U).
Z njeno pomočjo preverimo koreliranost V in U . V tem primeru bomo z V označili
prvo vrstilno statistiko, z U pa zadnjo vrstilno statistiko neodvisnih in enako po-
razdeljenih slučajnih spremenljivk X1, . . . , Xn. Če velja v ≤ X(1) ≤ v + dv in
u ≤ X(n) ≤ u + du, potem velja, da je ena od spremenljivk Xi znotraj [v, v + dv]
in ena od njih znotraj [u, u + du], preostalih n − 2 pa ima vrednost na intervalu
(v + dv, u). Ker obstaja n(n − 1) načinov izbire minimuma in maksimuma izmed
spremenljivk Xi od tod sledi, da ima slučajni vektor (V, U) skupno gostoto oblike:
f(V,U)(v, u) = n(n− 1)fX(v)fX(u)(FX(u)− FX(v))n−2 pri pogoju u ≥ v. (4)
Na območju, kjer pogoj ne velja, je skupna gostota enaka 0.
V primeru, ko so neodvisne slučajne spremenljivke Xi porazdeljene enakomerno
na [0, 1], je skupna gostota (V, U) oblike:
f(V,U)(v, u) = n(n− 1)(u− v)n−2, 1 ≥ u ≥ v ≥ 0. (5)
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Če pa so neodvisne slučajne spremenljivke porazdeljene neodvisno eksponentno s
parametrom λ, dobimo:
f(V,U)(v, u) = n(n− 1)λ2e−λ(u+v)(e−λv − e−λu)n−2, u ≥ v ≥ 0. (6)
Slika 6 prikazuje grafa skupnih gostot (V, U) iz (5) in (6) v primeru, ko je n = 5
in λ = 1.
Slika 6. Skupna gostota prve in zadnje vrstilne statistike za neodvi-
sne in zvezno enakomerno (desno) ali eksponentno (levo) porazdeljene
spremenljivke.
Za poljubni zaporedni vrstilni statistiki X(k) in X(k+1) po [1] velja, da je njuna
skupna gostota oblike:






k−1(1−FX(u))n−k−1 za u ≥ v.
(7)
3.5. Momenti porazdelitvene funkcije vrstilnih statistik.
3.5.1. Motivacija. Pri metodi zgodovinske simulacije zberemo podatke o dnevnih
logaritemskih donosih portfelja v zadnjem letu. Dobimo 250 vrednosti x1, . . . , x250,
ki jih obravnavamo kot realizacije zaporedja neodvisnih in enako porazdeljenih
slučajnih spremenljivk X1, . . . , X250. Spremenljivke Xi predstavljajo dnevni loga-
ritemski donos X, 99% tvegana vrednost portfelja pa je vrednost α, za katero velja
P (X ≤ α) = FX(α) = 0,01. Vrednost α bomo ocenjevali s pomočjo vrstilnih stati-
stik, npr. X(k). Običajno bi zato najprej izračunali matematično upanje E(X(k)) in
analizirali odstopanje pričakovane vrednosti cenilke od teoretično pravilne vrednosti
α = F−1X (0,01). Nato bi izračunali še varianco V (X(k)), ki opisuje natančnost upora-
bljene cenilke. Teoretična vrednost α je odvisna od izbrane porazdelitve, kar otežuje
primerjave cenilk. Zato bomo opazovali slučajno spremenljivko FX(X(k)). Ta nam
pove P (X ≤ X(k)), torej meri, kolikšen del gostote X na levi strani odreže vrstilna
statistika X(k). Za določitev 99% tvegane vrednosti želimo, da je FX(X(k)) = 0,01.
Cenilka na osnovi vrstilne statistike je zato ustrezna, če je E[FX(X(k))] = 0,01.
Varianca V [FX(X(k))] še vedno meri natančnost cenilke. Želimo, da je čim manǰsa.
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3.5.2. Upanje in varianca. Izračunajmo sedaj matematično upanje porazdelitvene









Če za novo spremenljivko vzamemo z = FX(x) ter za diferencial dz = fX(x)dx,












B(k + 1, n− k + 1) =
=
n!







Pri tem smo v drugem koraku zgornjega postopka opazili, da je dani integral enak
integralu, ki nastopa v funkciji beta s parametroma α = k + 1 in β = n − k + 1.
Nato smo izraz poenostavili, saj sta parametra funkcije beta naravni števili.
Za varianco dobimo

























B(k + 2, n− k + 1) =
=
n!
(k − 1)!(n− k)!
















k(n− k + 1)
(n+ 1)2(n+ 2)
,
iz česar sledi, da sta tako matematično upanje kot varianca slučajne spremenljivke
FX(X(k)) odvisni le od števila slučajnih spremenljivk, ne pa tudi od porazdelitve teh





k(n− k + 1)
(n+ 1)2(n+ 2)
.
3.6. Primerjava druge in tretje vrstilne statistike. Pri iskanju 99% tvegane
vrednosti in 250 slučajnih spremenljivkah bi morali za cenilko tvegane vrednosti
vzeti 2,5. vrstilno statistiko, ker pa ta ne obstaja, lahko za njen približek vzamemo
X(2), X(3) ali njuno povprečje
X(2)+X(3)
2
. Z uporabo zgornje teorije vrstilnih stati-
stik bomo pojasnili, katera od teh treh cenilk je najbolǰsa in zakaj. V preǰsnjem
razdelku smo na koncu izračunali in dobili splošni formuli za matematično upanje
in varianco porazdelitvene funkcije vrstilne statistike. Formula je splošna, saj je
neodvisna od porazdelitvene funkcije slučajnih spremenljivk, ki so v tem primeru
dnevni logaritemski donosi portfelja. V našem primeru imamo podanih 251 zapo-
rednih dnevnih vrednosti portfelja, iz katerih potem izračunamo 250 logaritemskih
dnevnih donosov. Če torej v zgornjo formulo vstavimo n = 250 in k = 2, dobimo
E(FX(X(2))) = 0,8%. Torej lahko pri vzorcu, ki predstavlja podatke za 250 dnevnih
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donosov, z drugo vrstilno statistiko dobro ocenimo 99,2% VaR. Standardni odklon
te cenilke je σ = 0,56%. Podobno če vstavimo n = 250 in k = 3, dobimo za
E(FX(X(3))) = 1,2% in σ = 0,68%.
Poizkusimo razložiti te rezultate. Želimo oceniti 99% VaR, zato mora biti mate-
matično upanje zgornjih cenilk 1%. To pomeni, da smo tvegano vrednost ocenili za
20% preveč konservativno, če uporabimo X(2). Z X(3) pa za 20% preveč tvegano. V
prvem primeru imamo težavo, saj banka za pokrivanje izgub drži preveč kapitala, ki
bi ga sicer lahko investirala drugam. Tako nastane oportunitetni strošek. V drugem
primeru težava nastane, ko bančni regulator ugotovi, da imamo v rezervi premalo
kapitala. Še huje pa bi bilo, če bi se ob hudi oslabitvi trga zaradi premajhnih rezerv
znašli pred nesolventnostjo. Poleg tega vidimo, da sta standardna odklona cenilk
enaka 0,56% oziroma 0,68%, kar pomeni, da je tvegana vrednost ocenjena dokaj
nenatančno. Še več o natančnosti cenilk lahko povemo, če preučimo porazdelitveno
funkcijo cenilke. Z uporabo rekurzivne formule (3) lahko izračunamo, kakšna je
verjetnost, da cenilka za 99% VaR na levi odreže več kot 1% (oziroma celo več kot
1,5%) porazdelitve donosov. Govorimo torej o preveč tvegani oceni VaR.
Vemo, da za teoretično vrednost 99% VaR velja
α = F−1X(0,01).
Najprej nas zanima verjetnost P (X(2) > α) . Uporabimo zgornjo zvezo in rekurzivno
formulo (3):













Porazdelitev FX(1)(x) je znana, saj je to porazdelitev minimalnega elementa v naboru
FX(1)(F
−1
X(0,01)) = 1− (1− FX(F−1X(0,01)))250.
Vstavimo in poračunamo
= 1− (1− (1− 0,01)250) + 250 · 0,01 · 0,99249 = 0,2858.
Podobno poračunamo še za ostale. Torej dobimo:
• Za X(2) je verjetnost, da je vrednost FX(X(2)) večja kot 1%, enaka 28,6%,
verjetnost, da je vrednost FX(X(2)) večja kot 1,5%, je 11,0%, in verjetnost,
da je vrednost FX(X(2)) večja kot 2%, je enaka 3,9%.
• Za X(3) je verjetnost, da je vrednost FX(X(3)) večja kot 1%, enaka 54,3%,
verjetnost, da je vrednost FX(X(3)) večja kot 1,5%, je 27,5%, in verjetnost,
da je vrednost FX(X(3)) večja kot 2%, je enaka 12,2%.
Pri tem moramo dodati, da ne vemo, kakšna je absolutna vrednost teh odstopanj.
Lahko gre za padec v velikosti nekaj evrov ali pa za večmilijonsko izgubo.
3.7. Povprečje druge in tretje vrstilne statistike. Iz zgoraj povedanega se zdi,
da bo morda povprečna vrednost med obema vrstilnima statistikama dala bolǰso
oceno VaR.
Da lahko analiziramo to cenilko, potrebujemo porazdelitev slučajnega vektorja,
sestavljenega iz zaporednih vrstilnih statistik, ki smo jo zapisali v razdelku 3.4.
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Upoštevati moramo tudi, da nam neodvisnost spremenljivk Xi ne da tudi neodvi-
snosti vrstilnih statistik. Zato izračunamo ustrezno gostoto vsote Z = X(k)+X(k+1)
kot
fZ(z) = P (z ≤ X(k) +X(k+1) ≤ z + dz)/dz.










k−1(1− FX(u))n−k−1 : u ≥ v
0 : sicer
.
Gostoto slučajne spremenljivke Z izračunamo tako, da gostoto slučajnega vektorja
(X(k), X(k+1)) integriramo po območju, kjer je z ≤ X(k)+X(k+1) ≤ z+dz. To območje
je na sliki 7 obarvano z rdečo.
Slika 7. Modro je označeno območje, na katerem je skupna gostota
slučajnega vektorja (X(k), X(k+1)) neničelna. Rdeče je označeno inte-



















V notranjem integralu uvedemo novo spremenljivko a = 1−FX(u) in njen diferencial
























fX(v)fX(z − v)FX(v)k−1(1− FX(z − v))n−k−1dv.
































fX(v)fX(z − v)FX(v)k−1(1− FX(z − v))n−k−1dv
)︄
dz.
Zgornji integral je za večino porazdelitvenih funkcij težko izračunati. Mi si bomo
ogledali vrednosti integrala za primer, ko so slučajne spremenljivke v vzorcu porazde-
ljene zvezno enakomerno na intervalu [0, 1]. V tem primeru je fX(v) = fX(z−v) = 1,
FX(v) = v, FX(z − v) = z − v ter območje, kjer je gostota slučajnega vektorja
(X(k), X(k+1)) neničelna enako trikotniku 0 ≤ v ≤ u ≤ 1. Zaloga vrednosti slučajne





























vk−1(1− z + v)n−k−1dv
)︄
dz.










(1− z + v)n−k−1dz
)︃
dv.


























































vk−1 · (1− v)n−k · 1 + (2n− 2k + 1)v
(n− k + 1)(n− k)
dv.
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Zaradi preglednosti definiramo novo konstanto
C1 =
C
2(n− k + 1)(n− k)
=
n(n− 1)







2(k − 1)!(n− k + 1)!
.

















Γ(k)Γ(n− k + 1)
Γ(n+ 1)






2(k − 1)!(n− k + 1)!
·
(︃
(k − 1)!(n− k)!
n!





n+ 1 + (2n− 2k + 1) · k
2(n− k + 1)(n+ 1)
=
n+ 1 + 2nk − 2k2 + k
2(n− k + 1)(n+ 1)
=
=
(n− k + 1) · (1 + 2k)




















































(1− z + v)n−k−1dz
)︃
dv.
V nadaljevanju je izpeljava zelo podobna kot pri matematičnem upanju, zato po-


































4kn− 4k2 + n
4(n+ 1)2(n+ 2)
.
Za razliko od rezultatov v razdelku (3.5) sta tu matematično upanje in varianca
odvisna od porazdelitve spremenljivk. Edino, kar lahko povemo v splošnem, je


























bolj konservativna od X(3) in bolj tvegana od X(2), vendar
še vedno ne vemo, v kolikšni meri.
Slika 8. Gostote dnevnih logaritemskih donosov, uporabljene v
Monte Carlo simulaciji: Gaussova, Paretova in enakomerno zvezna
na [−1, 1].
4. Primerjava cenilk z Monte Carlo simulacijo
Preǰsnji razdelek smo končali s precej malo zaključki o najbolǰsi cenilki za tvegano
vrednost VaR z uporabo vrstilnih statistik. V tem razdelku bomo zato podobno
kot v članku [2] poskusili bolǰse rezultate poiskati s pomočjo računalnǐski simulacij
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različnih portfeljev. Na sliki 8 vidimo tri vrste porazdelitev, ki jih bomo uporabili
pri naši simulaciji.
4.1. Simulirani donosi. Za ocenjevanje 99% VaR predvidimo tri možne scenarije
razvoja vrednosti portfelja:
(1) Portfelj z Gaussovo porazdeljenimi donosi je portfelj, katerega dnevni
logaritemski donosi so neodvisni in porazdeljeni normalno z matematičnim
upanjem 0 in standardnim odklonom 1. V tem primeru je gostota donosov







Graf gostote je prikazan levo zgoraj na sliki 8.
(2) Portfelj z donosi s težkim repom je portfelj, katerega dnevni logaritemski
donosi so neodvisni in enako porazdeljeni s težkim levim repom.
Definicija 4.1. Za zvezno realno slučajno spremenljivko X z gostoto fX(x)






Definicija 4.2. Predpostavimo, da imamo slučajno spremenljivko X z zve-




etxfX(x)dx = ∞ za vsak t > 0.




etxfX(x)dx = ∞ za vsak t < 0
Da se pokazati, da ima Paretova porazdelitev težak desni rep [6]. Gostota





: x ≥ Xm
0 : sicer
,
kjer sta Xm > 0 in k > 0 poljubna parametra. Mi bomo vzeli Xm = 1 in
k = 2. Ker nas zanima težak levi rep, bomo vzeli njeno nasprotno vrednost.




: x ≤ −1
0 : sicer
.
Graf gostote je prikazan desno zgoraj na sliki 8. Prav tako se da pokazati,









(3) Portfelj z enakomerno porazdeljenimi donosi je portfelj, katerega loga-
ritemski donosi so neodvisni in porazdeljeni enakomerno na intervalu [−1, 1].





: −1 ≤ x ≤ 1
0 : sicer
Graf gostote je prikazan spodaj na sliki 8.
4.2. Cenilke. V vseh treh primerih bomo simulirali 250 vrednosti logaritemskega
donosa, ki predstavljajo razvoj cene portfelja v zadnjem koledarskem letu. Z enole-
tnimi zgodovinskimi podatki bomo ocenjevali VaR preko:
(1) druge najmanǰse vrednosti (druge vrstilne statistike) X(2),
(2) tretje najmanǰse vrednosti (tretje vrstilne statistike) X(3),




(4) časovne skrčitve vzorca. Gledali bomo vzorec zadnjih 200 vrednosti logari-
temskih donosov portfelja. V tem primeru bo ocena 99% tvegane vrednosti
druga najmanǰsa vrednost vzorca (druga vrstilna statistika). Za drugo vr-
stilno statistiko na vzorcu velikosti 200 vpeljimo oznako X(2),200.
4.3. Evalvacija cenilk. Pri vseh porazdelitvah donosov poznamo porazdelitveno




















⎧⎨⎩ 0 : x ≤ −1x+12 : −1 < x < 1
1 : x ≥ 1
.
Za vsako oceno VaR na osnovi vzorca lahko izračunamo, kolikšna je dejanska stopnja
tveganja β, ki ji takšen VaR pripada. Z uporabo porazdelitvene funkcije FX iz ocene
VaR izračunamo:
β(2) = 1− FX(X(2))
β(3) = 1− FX(X(3))





β(2),200 = 1− FX(X(2),200)
Ustrezen beta nam torej pove, kolikšna verjetnost se nahaja na desni strani cenilke,
ali z drugimi besedami, kolikšni stopnji tveganja v resnici pripada ocenjeni VaR, to
je ocenjena stopnja tveganja (angl. implied VaR level). Zgornji postopek ponovimo
5000-krat za vsako izmed navedenih porazdelitev donosov.
Dobljene stopnje tveganja bomo predstavili z izračuni vzorčnih povprečji in stan-
dardnih odklonov ter grafičnimi prikazi.
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4.4. Rezultati in analiza.
4.4.1. Portfelj z Gaussovo porazdeljenimi donosi. Tabela 1 prikazuje vzorčna pov-






Povprečna vrednost β 99,2% 98,8% 99,0% 99,0%
Standardni odklon 0,56% 0,68% 0,59% 0,70%
Tabela 1. Vzorčna povprečja in standardni odkloni ocenjenih sto-
penj tveganja za portfelj z Gaussovo porazdeljenimi donosi.
Slika 9. Histogrami ocenjenih stopenj tveganja β za portfelj z Ga-
ussovo porazdeljenimi donosi.
S simulacijo ocenjeni matematični upanji za (osnovni) dve cenilki sta identični
tistima, ki smo jih dobili v razdelku 3.6. Cenilka X(2) je preveč konservativna pri
iskanju VaR, X(3) je premalo konservativna (preveč tvegana), njuno povprečje pa
je nepristransko. Cenilka X(2),200 je nepristranska cenilka za iskani VaR. Po drugi
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strani ima izmed vseh štirih cenilk največji ocenjeni standardni odklon. Za stan-
dardne odklone osnovnih dveh cenilk ugotovimo, da se standardna odklona lepo
skladata z našimi teoretičnimi izračuni.
Slika 9 prikazuje histograme ocenjenih stopenj tveganja z različnimi cenilkami.
Ciljana vrednost je 99% (označena s črno navpično črto). Opazimo, da so poraz-




X(2),200 so v večini primerov preveč konservativne, v manj primerih so premalo, a
je v tem primeru napaka večja. Modus cenilke X(3) je blizu ciljani vrednosti, a je
zaradi nesimetrije porazdelitve cenilka pristranska.
Slika 10 prikazuje vzorčne porazdelitvene funkcije ocenjenih stopenj tveganja. Vo-
doravne daljice prikazujejo odmik v velikosti enega standardnega odklona od pov-




in X(2),200. Iz grafa je razvidno, da je povprečje druge in tretje
najmanǰse vrednosti najbolǰsa cenilka za VaR. Sledi ji cenilka na zmanǰsanem vzorcu.
Slika 10. Vzorčne porazdelitvene funkcije ocenjenih stopenj tvega-
nja β za portfelj z Gaussovo porazdeljenimi donosi.
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Z grafa lahko razberemo tudi, kolikšen delež dobljenih vrednosti je nižji od 98,5%





Delež ocen β < 98,5% 10,8% (11,0%) 27,3% (27,5%) 16,1% 19,8%
Delež ocen β < 98% 4,1% (3,9%) 12,1% (12,2%) 6,3% 9,4%
Tabela 2. Odstopanja ocenjenih stopenj tveganja za portfelj z Ga-
ussovo porazdeljenimi donosi.
Številke v oklepajih so analitično izračunane preko teorije vrstilnih statistik.
4.4.2. Portfelj z donosi s težkim repom (Paretova porazdelitev). Tabela 3 prikazuje






Povprečna vrednost β 99,2% 98,8% 99,1% 99,0%
Standardni odklon 0,53% 0,66% 0,57% 0,68%
Tabela 3. Vzorčna povprečja in standardni odkloni ocenjenih sto-
penj tveganja za portfelj z donosi s težkim repom.
Iz te tabele je razvidno, da je edina nepristranska cenilka za 99% VaR X(2),200,
sledi ji povprečje med drugo in tretjo vrstilno statistiko. Tudi tu opazimo, da X(2)
oceni VaR preveč konservativno in X(3) premalo konservativno. Njuni vzorčni pov-
prečni vrednosti se ujemata s teoretičnimi izračuni, standardna odklona pa malo





Slika 11 prikazuje histograme ocenjenih stopenj tveganja za različne cenike. Ci-
ljana vrednost je 99% (označeno s črno navpično črto). Najmočneǰsi levi rep ima
X(3), kar lahko preberemo tudi iz tabele 3, saj cenilka VaR oceni premalo konserva-




pa precenita VaR, imajo zaradi velikih standardni odklonov
vse tri izrazit levi rep.
Slika 11. Histogrami ocenjenih stopenj tveganja β za portfelj z do-
nosi s težkim repom.
Slika 12 prikazuje vzorčne porazdelitvene funkcije ocenjenih stopenj tveganja. Z
grafa preberemo, da je cenilka X(2),200 nepristranska, vendar bi zaradi njenega veli-
kega standardnega odklona za najbolǰso cenilko raje vzeli povprečje druge in tretje
vrstilne statistike. Čeprav ima cenilka X(2) najmanǰsi standardni odklon, oceni VaR
preveč konservativno, da bi jo lahko vzeli kot najbolǰso oceno. Tako kot pri portfelju
z donosi porazdeljenimi Gaussovo je najbolǰsa cenilka povprečje med drugo in tretjo
vrstilno statistiko.
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Slika 12. Vzorčne porazdelitvene funkcije ocenjenih stopenj tvega-
nja β za portfelj z donosi s težkim repom.
V tabeli 4 so prikazani deleži dobljenih vrednosti pod 98,5% oz. 98%. Skoraj vsi
deleži so nižji, kot so bili v primeru Gaussove porazdelitve. Zato cenilke ustrezno





Delež ocen β < 98,5% 10,7% (11,0%) 27,1% (27,5%) 15,3% 19,9%
Delež ocen β < 98% 3,1% (3,9%) 11,2% (12,2%) 5,0% 8,3%
Tabela 4. Odstopanja ocenjenih stopenj tveganja za portfelj z do-
nosi s težkim repom.
4.4.3. Portfelj z enakomerno porazdeljenimi donosi. Tabela 5 prikazuje vzorčna pov-
prečja in standardne odklone za vse štiri cenilke. Opazimo, da so vrednosti skoraj





Povprečna vrednost β 99,2% 98,8% 99,0% 99,0%
Standardni odklon 0,56% 0,68% 0,59% 0,71%
Tabela 5. Vzorčna povprečja in standardni odkloni ocenjenih sto-
penj tveganja za portfelj z enakomerno porazdeljenimi donosi.
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Slika 13 prikazuje histograme stopenj tveganja za vse štiri cenilke. Tako kot v




Čeprav ima X(2) najmanǰsi levi rep in iz tabele 5 tudi preberemo, da ima tudi naj-
manǰsi standardni odklon, preveč konservativno oceni VaR, da bi jo lahko vzeli kot
najbolǰso cenilko. Med nepristranskima cenilkama tako za najbolǰso oceno izberemo
tisto, ki ima manǰsi standardni odklon. To je cenilka povprečja med drugo in tretjo
vrstilno statistiko.
Slika 13. Histogrami ocenjenih stopenj tveganja β za portfelj z ena-
komerno porazdeljenimi donosi.




prilega 99%. Vodoravne daljice predstavljajo odmik v vǐsini enega standardnega
odklona posamezne cenilke od njenega povprečja. Opazno je, da je ta manǰsi pri
X(2)+X(3)
2
, zato je to najbolǰsa cenilka. Cenilka X(2) oceni VaR preveč konservativno,
X(3) pa premalo, zato nista primerni oceni.
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Slika 14. Vzorčne porazdelitvene funkcije ocenjenih stopenj tvega-
nja β za portfelj z enakomerno porazdeljenimi donosi.





Delež ocen β < 98,5% 10,7% (11,0%) 26,8% (27,5%) 17,2% 19,0%
Delež ocen β < 98% 3,8% (3,9%) 12,7% (12,2%) 6,8% 8,8%
Tabela 6. Odstopanja ocenjenih stopenj tveganja za portfelj z ena-
komerno porazdeljenimi donosi.




. Ugotovili smo tudi, da se eksperimentalni rezultati skladajo s te-
oretičnimi napovedmi ter da so rezultati med seboj podobni in primerljivi. Iz tega
lahko zato sklepamo, da je ocenjevanje preko najmanǰsih vrednosti (oz. vrstilnih
statistik) ter njihovih linearnih kombinacij (skoraj) neodvisno od vrste porazdelitve
donosov portfelja. Cenilka na zmanǰsanem vzorcu X(2),200 je sicer nepristranska,





V praksi nekateri finančniki kot cenilko radi uporabljajo X(3), vendar smo zgoraj
prikazali, da je to zelo slaba izbira iz dveh razlogov. Prvič, matematično upanje je
sistematično vǐsje od ciljanega 99% VaR in, drugič, porazdelitev te cenilke je precej
razpršena (v primerjavi z
X(2)+X(3)
2
in X(2)). Slednje sledi iz visokega standardnega
odklona te cenilke. Če pretvorimo to v številke: v več kot polovici primerov, bo β(3)
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manǰsa od 99%. To pomeni, da v več kot polovici primerov ta ocena premalo konser-
vativno določi VaR. Naprej, če rečemo, da je dovolj natančna ocena že 98,5%, X(3)
te vrednosti ne doseže kar v več kot četrtini primerov. Ta verjetnost se pri uporabi
druge najmanǰse vrednosti (na zmanǰsanem ali celem vzorcu) ali njunega povprečja
močno zniža (pri X(2) je okrog 11% in pri
X(2)+X(3)
2
je 15% − 18% ter pri X(2),200
okrog 20%). Povejmo še, da napake na drugi strani sploh ne obravnavamo, direktno
nam ni nevarna, saj to pomeni, da je razvoj dogodkov bolǰsi, kot smo pričakovali.
Nastane le oportunitetni strošek.
Kljub temu pri tej količini podatkov natančnost izračuna ni prav velika, saj na-
pake ocen nikoli ne padejo pod 10%, zato ob visokem standardnem odklonu uporabo
takih metod za izračun regulatornega kapitala odsvetujemo.
5. Zaključek
Kot smo omenili v uvodu, banke pri določanju pravilne količine regulatornega
kapitala nimajo lahkega dela. Pri uporabi zgodovinske simulacije nam težave pov-
zročajo koreliranosti zaporednih donosov in počasne spremembe vzorcev skozi čas.
Koreliranost dnevnih donosov nasprotuje predpostavki o neodvisnosti logaritemskih
dnevnih donosov. Do tega pride, ker investitorji na podlagi današnjih razmer osnu-
jejo svoja pričakovanja za prihodnost. Počasne spremembe vzorcev pa se pojavijo,
ker vsak naslednji dan zamenjamo le en podatek izmed 250, kar pomeni, da v dveh
zaporednih dnevih ocenjujemo tvegano vrednost na skoraj identičnih podatkih.
Z Monte Carlo simulacijo smo preverili in potrdili pravilnost teoretičnih lastnosti
cenilk X(2) in X(3). Polege tega nam je le-ta sploh omogočila primerjave, ki ana-
litično niso bile izvedljive, saj smo lahko ocenili matematična upanja in standardne
odklone tudi za ostale cenilke. V nadaljevanju smo za vse cenilke ugotovili, da
imajo precej velike standardne odklone. Kot najbolǰsa cenilka se je izkazalo pov-
prečje med drugo in tretjo vrstilno statistiko. Cenilka na zmanǰsanjem vzorcu je
prav tako nepristranska, je pa njen standardni odklon precej večji. Spodbudna je
tudi ugotovitev, da porazdelitev donosov portfelja ne vpliva na določanje tvegane
vrednosti. To nam pove, da če uspemo s pomočjo vrstilnih statistik najti nepristran-
sko cenilko z majhnim standardnim odklonom, bi lahko to uporabili na katerem koli
portfelju.
Slovar strokovnih izrazov
kvazislučajnost se nanaša na proces, ki ni popolnoma slučajen. Na primer slu-
čajnost, ki je lahko dobljena/ustvarjena preko algoritmov.
regulatorni kapital je delež kapitala inštitucije, ki je izključno namenjen zagota-
vljanju finančne stabilnosti le-te.
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