Abstract. Let g be a finite dimensional complex simple classical Lie superalgebra and A be a commutative, associative algebra with unity over C. In this paper we define an integral form for the universal enveloping algebra of the map superalgebra g ⊗ A, and exhibit an explicit integral basis for this integral form.
Introduction
In 1955, Chevalley investigated integral forms for the classical Lie algebras. This led to the construction of the classical Chevalley groups. Integral forms for the universal enveloping algebras of the classical Lie algebras are necessary to understand the representation theory of these groups. Cartier and Kostant independently found these integral forms in 1966, [14] . The best way to work with these integral forms is via their integral bases (a Z-basis for the integral form). In order to construct these integral bases it is necessary to write particular elements in Poincaré-Birkhoff-Witt (PBW) order. This is done via straightening identities in the universal enveloping algebra. Once Cartier and Kostant obtained their integral forms it was possible to study Lie groups and Lie algebras over a field of positive characteristic. This generalized Chevalley's groups, and led to representation theory over a field of positive characteristic, [10] .
Serre showed that using only the Cartan matrix one can present a classical Lie algebra by generators and relations. This led to the development of Kac-Moody Lie algebras, which arise using generalized Cartan matrices and Serre's presentation. The simple affine Lie algebras are of this type and are structurally similar to the classical Lie algebras. These (untwisted) simple affine Lie algebras are central extensions of loop algebras. In 1978, Garland extended the theory of integral forms to loop algebras and then to these affine Lie algebras. Using a Chevalley-type bases for these affine Lie algebras he gave integral bases for these integral forms. The required straightening identities in the universal enveloping algebras were considerably more complicated. In 1983, Mitzman extended these results to all simple affine Lie algebras, [16] . Integral forms for the twisted affine Lie algebras were further explored by Fisher-Vasta, [8] . Integral forms for the quantized universal enveloping algebra associated to a simple finite-dimensional Lie algebra given by Lusztig, [15] . Beck, Chari and Pressley developed integral forms for the quantized universal enveloping algebra associated to an affine Lie algebra, [1, 6] .
In 2001, Chevalley bases for the simple classical Lie superalgebras (excluding types P (n) and Q(n)) were constructed by Iohara and Koga, [11] . For type Q(n) Chevalley bases were first given by Brundan and Kleshchev, [2] . Chevalley bases for type P (n) and a unified treatment of these bases was given by Fioresi and Gavarini in 2012, [7] . Integral forms and integral bases for the universal enveloping algebras of classical Lie superalgebras first appeared in [11] . Later they were given by Shu and Wang, [20] . Again a unified treatment of the subject was given by Fioresi and Gavarini, [7] . Integral bases for the general linear Lie superalgebra gl(m, n) were given by Brundan and Kujawa, [3] .
Recently there has been a great deal of interest in map (super)algebras and their representations, [5, 17, 18] . Given a Lie (super)algebra g and any commutative associative complex algebra A the associated map (super)algebra is the Lie (super)algebra g ⊗ C A with bracket given by linearly extending the following bracket
Since the loop (super)algebras are simply the map (super)algebras for which A = C[t, t −1 ] it is natural to generalize Garland's work on integral forms and integral bases for the classical loop algebras to the map (super)algebras g ⊗ A, where g is a simple classical Lie (super)algebra. Suitable integral forms and integral bases for the classical map algebras were recently obtained by Chamberlin, [4] . The aim of this paper is to give integral forms and integral bases for the map superalgebras g⊗A, where g is a simple classical Lie superalgebra. We have done this via straightening identities in the universal enveloping algebras. Many of these identities were previously unknown.
In 2007, Jakelić and Moura used Garland and Mitzman's work on integral forms to study representations of affine Lie algebras over a field of positive characteristic, [12] . One application of this work will be to study representations for the map superalgebras g ⊗ A, where g is a simple classical Lie superalgebra, over a field of positive characteristic. Another application, which we plan to do in a future work, is to use our straightening identities to illuminate the structure of Weyl modules for the map (super)algebras g ⊗ A where, g is a simple classical Lie (super)algebra.
Our paper is organized as follows: In Section 2 we fix some notation and review briefly basic facts about classical Lie superalgebras , map superalgebras and record the properties we are going to need in the rest of the paper. Then in Section 3 we state the main theorem of the paper and give some important corollaries. Next in Section 4 we state and prove all of the necessary straightening identities. In Section 5 we prove the main result of the paper and give a triangular decomposition of our integral form. Finally, in Section 6 we give an example of our integral forms and bases.
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Notation and Preliminaries

If
A is an algebra, over a field F of characteristic 0, define an integral form A Z of A to be a Z-algebra such that A Z ⊗ Z F = A. An integral basis for A is a Z-basis for A Z . The following notation will be used throughout this manuscript: C is the set of complex numbers, Z ≥0 is the set of non-negative integers, and Z >0 is the set of positive integers. All vector spaces and algebras we consider will be over the ground field C. A Lie superalgebra is a finite dimensional Z 2 -graded vector space g = g 0 ⊕ g 1 with a bracket [, ] : g ⊗ g → g which preserves the Z 2 -grading and satisfies graded versions of the operations used to define Lie algebras. The even part g 0 is a Lie algebra under the bracket.
Given any Lie superalgebra g let U(g) be the universal enveloping superalgebra of g. U(g) admits a PBW type basis and if x 1 , · · · , x m is a basis of g 0 and y 1 , . . . , y n is a basis of g 1 , then the elements
1 . . . y jn n with i 1 , . . . , i m ≥ 0 and j 1 , . . . , j n ∈ {0, 1} form a basis of the universal enveloping algebra U(g). Given u ∈ U(g) and r ∈ Z ≥0 define
Define T 0 (g) := C, and for all j ≥ 1, define
2. In 1977 V. Kac provided a complete classification of simple Lie superalgebras (cf. [13] ). The simple finite-dimensional Lie superalgebras are divided into two types based on their even part: they are either classical (when g 0 is reductive) or of Cartan type (otherwise).
Simple classical Lie superalgebras over C are either isomorphic to a simple Lie algebra or to one of the following Lie superalgebras:
F (4); G(3); and D(2, 1; a), a ∈ C − {0, −1}. Fix g = g 0 ⊕ g 1 a classical Lie superalgebra. A Cartan subalgebra h of g coincides with the Cartan subalgebra of g 0 . Fix a Cartan subalgebra h of g 0 . A Cartan subalgebra of g is diagonalizable. Therefore we have a root decomposition
The set R := {x ∈ g | g α = 0} is called the root system. The Z 2 -grading of g determines a decomposition of R into the disjoint union of the even roots R 0 and the odd roots R 1 , where R 0 is the root system of g 0 and R 1 is the system of weights of the representation of g 0 in g 1 . We record some properties of the root system of g in the following Proposotion for the rest of the paper. For further information and details we refer the reader to [2, 13, 19] . 13, 19 ] Let g be a classical Lie superalgebra and let g = ⊕ α∈h * g α be its root decomposition relative to h.
In order to make the treatment uniform for the remainder of this work g / ∈ {A(1, 1), P (3), Q(n)}. These types of Lie superalgebras have reindexed Chevalley bases, which take into account the greater dimensions of the odd root spaces given in (c) and (d) above and for g = P (3). In these cases the statement of the Theorem 3.1.3 is the almost the same. We only need to change the index set for the roots, [2, 7, 11 ].
2.3. Notation. Throughout rest of this work, unless otherwise noted, g will denote a fixed classical Lie superalgebra not of type A(1, 1), P (3), nor Q(n) with bracket [ , ] g . Fix a distinguished simple root system for g, ∆ := {α 1 , . . . , α l } as in [13] . Denote by R + , and R − , positive roots, negative roots respectively. For j ∈ {0, 1} define R
Fix a commutative associative unitary algebra A over C. B will denote a fixed C-basis of A. The map superalgebra of g is the Z 2 -graded vector space g ⊗ A, where (g ⊗ A) 0 := g 0 ⊗ A and (g ⊗ A) 1 := g 1 ⊗ A, with bracket given by extending the bracket
by linearity. g can be embedded in this Lie superalgebra as g ⊗ 1.
If A is the coordinate ring of the scheme X then the Lie superalgebra g ⊗ A is the Lie superalgebra of regular functions on X with values in g with point-wise bracket, [18] .
Write the C basis of the Lie algebra sl 2 as {x − , h,
Multisets and p(χ).
Given any set S define a multiset of elements of S to be a multiplicity function χ : S → Z ≥0 . Given χ ∈ F(S) define supp χ := {s ∈ S : χ(s) > 0}. Define F(S) := {χ : S → Z ≥0 : | supp χ| < ∞}. For χ ∈ F(S) define |χ| := s∈S χ(s). Notice that F(S) is an abelian monoid under function addition. Define a partial order on F(S) so that for ψ, χ ∈ F(S), ψ ≤ χ if ψ(s) ≤ χ(s) for all s ∈ S. Define F k (S) := {χ ∈ F(S) : |χ| = k} and given χ ∈ F(S) define F(S)(χ) := {ψ ∈ F(S) : ψ ≤ χ} and F k (S)(χ) := {ψ ∈ F(S)(χ) : |ψ| = k}. In the case S = A the S will be omitted from the notation. So that
If ψ ∈ F(χ) we define χ − ψ by standard function subtraction. Also define functions
and π(0) = 1, and M : F → Z by
For s ∈ S define χ s to be the characteristic function of the set {s}. Then for all χ ∈ F(S)
Given χ ∈ F, recursively define functions p : F → U(h ⊗ A) by p(0) := 1 and for χ ∈ F − {0},
Remark 2.4.1.
We record some basic properties of p α (χ) for the rest of the paper.
Proof.
(1) can be calculated from the definition. To show (2) we proceed by induction on |χ|. If |χ| = 1 use (1). For the inductive step we have for all α ∈ R and χ ∈ F
+ elements of U(h α ⊗ A) of degree less than |χ| (by the induction hypothesis)
of degree less than |χ| (3) holds because p α (χ) and p β (ϕ) are in the center of U(g ⊗ A).
Remark 2.4.3. Note that proposition 2.4.2(2) tells us that if B is a C-basis for A then {p α (χ) : χ ∈ F(B)} is a C-basis for U ({h α } ⊗ A).
An integral form and integral basis
In this section we define our integral form and state its integral basis as a theorem. We also give an important corollary to this theorem.
3.1. Assume that A has a basis B, which is closed under multiplication. Then our integral form is defined as follows
Define a monomial in U Z (g ⊗ A) to be any finite product of elements of the set M . Given a monomial m its factors are elements of M appearing in m.
The goal of this paper is to prove the following theorem, which is the super-version of Theorem 3.2 in [4] .
is given by the set B of all products (without repetitions) of elements of the set
taken in the order given by ( , R ∪ I). (1) In the case where 2γ ∈ R 0 for some γ ∈ R 1 we will also need a total order on the basis B for A in order to state our integral basis for U Z (g ⊗ A) because in this case (x γ ⊗ a) and (x γ ⊗ b) do not commute. In this case the products in B will need to first be taken in the order ( , R ∪ I) and then in the order given by ( , B).
(2) In the cases g ∈ {A(1, 1), P (3), Q(n)} the statement of Theorem 3.1.3 must be changed so that we no longer index by R but instead use a larger index set. Other than the new index set this theorem is the same in these cases, [2, 7, 11] .
Corollary 3.1.5. We have the following isomorphism of Z-modules
where
Proof. Choose a basis B of U Z (g ⊗ A) as in Theorem 3.1.3 where is such that R
can be written uniquely as a Z-linear combination of products of the form
, and γ ∈ R 1 , and τ γ (b) ≤ 1 for all in γ ∈ R 1 and all b ∈ B. Applying Theorem 3.1.3 to g 0 ⊗ A we see that the Z-span of all monomials of the form
It is clear that the Z-span of all monomials of the form
The remainder of this paper is devoted to the proof of Theorem 3.1.3. First we will list and then prove all of the necessary straightening identities in U Z (g ⊗ A).
Straightening Identities
In this section we state all commutation relations and provide a proofs for some of these identities. We have commutation relations involving even generators and those involving even and odd generators. The proofs will follow the lists of the straightening identities. Note that in all of these identities all of the coefficients are in Z. Also, note that in the cases which are not listed the factors commute. For all α, β, γ ∈ R 0 , i, j ∈ I, χ, ϕ ∈ F, a, b ∈ A, r, s ∈ Z ≥0 .
Even Generator Straightening Identities
Where ε ψ ∈ {±1} for all ψ ∈ F Z 2 >0 , and
Proof. Remark 4.1.3. In the cases g ∈ {A(1, 1), P (3), Q(n)} these identities are essentially the same. We simply need to replace the roots with the corresponding elements in the new index set for the roots, [2, 7, 11] .
The following Lemma is a general statement of the r = 1 case of (4.1.4). Note that δ can be an even or an odd root.
Proof. We will prove Lemma 4.1.4 by induction on |χ|.
So for Lemma 4.1.4 it suffices to show that for all ψ 1 ∈ F(χ)
This will be proved by induction on |ψ 1 |. It is easily checked if |ψ 1 | = 1. For |ψ 1 | ≥ 1 we have
Given α, β ∈ R 0 define R α,β := {iα + jβ : i, j ∈ Z} ∩ R 0 . There are three cases for (4.1.6) corresponding to the type of the 2-dimensional root system R α,β (A 2 , B 2 , or G 2 ). The following lemma explicitly states those cases.
Lemma 4.1.5. Let a, b ∈ A, r, s ∈ Z ≥0 , and α, β ∈ R 0 be given. Then the following identities hold:
where the sum is over all k 1 , k 2 ∈ Z ≥0 such that k 1 + k 2 ≤ s and k 1 + 2k 2 ≤ r, and
where the sum is over all
Proof. We will prove part (1) in detail by induction on s. The proofs of the other parts are similar and hence are omitted. If s = 0 each part is trivially true. If s = 1 we will prove (1) by induction on r. The lemma is easily verified by direct computation in the cases s = 1 and r ≤ 3. Assume (1) for s = 1 and r ≥ 3. Then for part (1)
(By the induction hypothesis)
So (1) is true for s = 1. Proceed by induction on s ≥ 1. Assume the lemma for some s ≥ 1 then in the (1) case
4.2. Even and Odd Generator Straightening Identities. If α, β ∈ R define the root string α through β to be σ β α := {β − r α,β α, . . . , β + qα} Then define c α,β as follows
We first list all of the necessary identities involving both even and odd generators and then give some of the proofs. Proposition 4.2.1. For all m ∈ Z ≥0 , α ∈ R 0 , γ, δ ∈ R 1 , a, b ∈ A, i ∈ I, and χ ∈ F.
Proof. We will prove (4.2.6) by induction on m. The base case m = 1 is trivial. For the inductive step we have
(by the induction hypothesis)
(1) In the cases g ∈ {A(1, 1), P (3)} these identities are essentially the same. We simply need to replace the roots with the corresponding elements in the new index set for the roots, [2, 7, 11] .
(2) In the cases g = Q(n) we will need to replace the roots with the corresponding elements in the new index set for the roots and add a few new identities. These new identities can shown by straightforward calculations or proved by simple inductions, [2, 7, 11] .
Proof of the Main Theorem and A Triangular Decomposition
In this section we will prove Theorem 3.1.3 and give a triangular decomposition of U Z (g⊗ A). The proof will proceed by induction on the degree of monomials in U Z (g ⊗ A) (using the definition of degree in Section 2.1) and the following lemmas.
5.1.
Lemma 5.1.1. For all α, β, γ ∈ R 0 (β = −γ), δ, ζ ∈ R 1 i ∈ I, χ ∈ F(B), a, b ∈ B, and r, s ∈ Z ≥0 .
and has degree less than r + s.
(2) (x β ⊗ a) (r) , p i (χ) ∈ Z-span B and has degree less than r + |χ|.
has degree less than r + s.
has degree less than |χ| + 1.
has degree less than r + 1.
] has degree less than 2.
(7) (x ±γ ⊗ a) , (x ∓2γ ⊗ b) (m) has degree less than m + 1.
Proof. For (1) by (4.1.3) we have
Either the sum on the right-hand side is zero or its terms have degree r + s − 2j − k − 2m < r + s.
For (2) by (4.1.4) we have
and by (4.1.5) we have
In both cases the factors are in the order specified by ( , R ∪ I) and either the sums on the right-hand sides are zero or by Proposition 2.4.2 the sums on the right-hand sides have degree
For (3) by (4.1.6) we have
Either the sum on the right-hand side is zero or its terms have degree
For (4) by Lemma 4.1.4 we have
Either the sum on the right-hand side is zero or its terms have degree |χ| − |ψ| + 1 < |χ| + 1.
For (5), (6) and (7) 
where u is in Z − span {p i (ψ) : ψ ∈ F(B)} with deg u < |χ| + |ϕ|.
Proof. Adapting the proof of Lemma 9.2 in [9] shows that if χ, ϕ ∈ F(B) then p(χ)p(ϕ) ∈ Z − span {p(ψ) : ψ ∈ F(B)}. Applying Ω α i and using Proposition 2.4.2(2) for the degree gives the result.
Proof of Theorem 3.1.3. Fix an order ( , R ∪ I). Since B, {p α (χ) : χ ∈ F(B)}, and {x α } α∈R ∪{h i } i∈I are C-bases for A, U ({h α } ⊗ A), and g respectively the Poincaré-BirkhoffWitt Theorem for Lie superablgebras implies that B is a C-linearly independent set. Hence B is a Z-linearly independent set. The proof that the Z-span of B is U Z (g ⊗ A) will proceed by induction on the degree of monomials in U Z (g ⊗ A). Since p i (χ a ) = −(h i ⊗ a) any degree one monomial is in the Z-span of B. Take any monomial m in U Z (g ⊗ A). If m ∈ B then we are done. If not then either the factors of m are not in the order specified by , or m has multiples of factors with the following forms
If the factors of m are not in the order given by then we can rearrange the factors of m using the straightening identities in Propositions 4. 
where z ∈ Z, k ∈ Z ≥0 , ε ∈ {0, 1}. We might need to rearrange the factors again using Lemmas 5.1.1 and 5.1.2 after this step. In the end we see that m ∈ Z-spanB. Thus the Z-span of B is U Z (g ⊗ A) and hence B is an integral basis for U Z (g ⊗ A).
In the case 2γ ∈ R for some γ ∈ R we also have a total order ( , B) (see remark 1). Using the identity (4.2.4) with δ = γ we can reorder the pairs of factors of the form (x γ ⊗ a) (x γ ⊗ b) as required by . With each reordering although new monomials are be created they will have lower degree and hence will be in the Z-span of B by the induction hypothesis.
Let
Then as a corollary to Theorem 3.1.3 we obtain the following triangular decomposition of U Z (g ⊗ A).
Corollary 5.2.1.
Proof. In Theorem 3. A) . Let ( ± , R ± ) be any total orders. Define B ± to be the sets of all products (without repetitions) of elements of the set X α (χ α ), X γ (ψ γ ) | α ∈ R ± 0 , γ ∈ R ± 1 , χ α , ψ γ ∈ F(B), ψ γ (B) ⊂ {0, 1} taken in the orders given by ± . Given a total order ( , I) define (4) and (4.1.2). For (2) note that it is enough to show that any product of elements of {p i (χ) : χ ∈ F(B), i ∈ I} is in the Z−span of U 0 Z (g ⊗ A). To show this we will proceed by induction on the degree of such a product. For the inductive step since p i (χ) and p j (χ ′ ) commute (for i = j in I) it will suffice to apply Lemma 5.1.2.
Example
In this section we give a specific example of the integral form and basis. Let g = A(1, 0) = sl(2, 1) and A = C[t]. Then g ⊗ A = sl(2, 1) ⊗ A is a map superalgebra where the bracket on g is the super commutator bracket. That is, Given a matrix [a i,j ] define ε k ([a i,j ]) := a k,k − a k+1,k+1 . Define α 1 := ε 1 − ε 2 and α 2 := ε 2 − δ 1 , where δ 1 = ε 3 . Fix the distinguished simple root system ∆ = {α 1 , α 2 }. Then R + 0 = {α 1 } and R + 1 = {α 2 , (α 1 + α 2 )}. Fix the following Chevalley basis for sl(2, 1): h 1 := h α 1 = e 1,1 −e 2,2 and, h 2 := h α 2 = e 2,2 +e 3,3 . For the root vectors take x 1 := x α 1 = e 1,2 , x −1 := x −α 1 = e 2,1 , x 2 := x α 2 = e 2,3 , x −2 := x −α 2 = e 3,2 , and x 3 := x α 1 +α 2 = e 1,3 , x −3 := x −(α 1 +α 2 ) = e 3,1 .
Note that {x −1 , h 1 , x 1 } is an sl 2 -triple. B = {t j | j ∈ Z ≥0 } is a basis for A which is closed under multiplication. Each χ ∈ F(B) corresponds in a natural way to a χ ′ ∈ F(Z ≥0 ).
U Z (g ⊗ A) is the Z-subalgebra of U(g ⊗ A) generated by (x ±1 ⊗ t m ) (s) , x ±j ⊗ t k , p i (χ ′ ) : s, k, m ∈ Z ≥0 , j = 2, 3, i = 1, 2, χ ′ ∈ F(Z ≥0 )
The Z-subalgebras U ± Z (g ⊗ A) are generated by x ±1 ⊗ t j (r) , x ±m ⊗ t n : m ∈ {2, 3}, j, n, r ∈ Z ≥0
The Z-subalgebra U 0 Z (g ⊗ A) is generated by p 1 (χ), p 2 (χ ′ ) : χ, χ ′ ∈ F(Z ≥0 )
Given α ∈ R, j ∈ {±1, ±2, ±3} and χ ∈ F(Z ≥0 ) define
